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Abstract
Disease prediction from diagnostic reports and pathological images using artificial intelligence (AI) and machine learning (ML) is one of the fastest emerging applications in recent days. Researchers are striving to achieve near-perfect results using advanced hardware technologies in amalgamation with AI and ML based approaches. As a result, a large number of AI and ML based methods are found in the literature. A systematic survey describing the state-of-the-art disease prediction methods, specifically chronic disease prediction algorithms, will provide a clear idea about the recent models developed in this field. This will also help the researchers to identify the research gaps present there. To this end, this paper looks over the approaches in the literature designed for predicting chronic diseases like Breast Cancer, Lung Cancer, Leukemia, Heart Disease, Diabetes, Chronic Kidney Disease and Liver Disease. The advantages and disadvantages of various techniques are thoroughly explained. This paper also presents a detailed performance comparison of different methods. Finally, it concludes the survey by highlighting some future research directions in this field that can be addressed through the forthcoming research attempts.

1 Introduction
In this digital era, many organizations have been established across the globe which provide continuous health monitoring facilities for humans. In the traditional method, patients visit the clinic and the health professionals advise them through their expertise in diagnosis. However, in this age-old way of medical diagnosis, patients face various difficulties owing to the increase in the number of health related problems as well as the population, especially in developing countries. This scenario sometimes leads to improper care of a patient, which can even prove fatal.

To this end, technology provides an alternative to the traditional system. Hence, it plays a significant role in healthcare systems by incorporating a large number of computer aided supporting systems and tools. This bonding has not only improved the quality of patient care but also reduced the cost of treatment by imparting efficient allocation of medical resources. The main components of technology-enabled healthcare systems are medical experts, hardware and software. However, designing an automatic system that can predict the disease from electronically available medical data is very challenging. The huge social impact of this research field motivates researchers from various domains like computer science, biology, medicine, statistics, and drug design. These researchers are continuously trying to come up with a near perfect system for better patient care.

In this context, it is worth mentioning that with the growing availability of digital records and data, the last two decades have observed an exhaustive adoption of data mining and machine learning (ML) techniques [89] in healthcare/
patients care systems. Healthcare, one of the most crucial sectors of our society, is availing the facility of digitization of medical records and the emergence of Electronic Health Records (EHRs). The large-scale availability of EHRs has led to a surge in Computer aided Diagnosis and Detection (CADD) systems which, in general, employ various ML algorithms to accurately predict the presence of a particular disease in a subject. These CADD systems help in removing subjectivity in EHR and/or histopathology image analysis, thereby minimizing the prediction error. According to the third global survey\(^1\) on electronic health (eHealth), conducted by the World Health Organization (WHO) in 2016, there has been a steady growth in the adoption of EHRs over the past 15 years and a 46.00% global increase in the past five years.

A disease is an abnormal condition that affects mostly a part of an organ and it is not caused by some external injury. In medical science, there are many categories of diseases like acute, infectious, heredity, and chronic. Chronic diseases generally persist for a longer period (3 months or more) in human organs. In general, such diseases cannot be prevented using vaccines or cured by medications. However, early detection of these diseases can save many human lives. Chronic diseases such as cancer, heart disease, and diabetes are the leading causes of death of human beings. With 784,821 deaths in India and an estimated 9.6 million deaths globally in 2018, cancer is considered as one of the most fatal diseases. Cancer generally involves abnormal cell growth with the potential to spread to other organs in the human body. The most common forms of cancer include Breast Cancer, Lung Cancer, Bronchial Cancer, Leukemia, Prostate Cancer, etc. It comes as no surprise that the earliest efforts in CADD \(^2\) started with mammography for the detection of Breast Cancer, and these techniques were later applied to other forms of cancer as well.

Heart Disease, also called Cardiovascular Diseases (CVDs), is another group of diseases that causes a large number of deaths every year. Diseases that fall under the umbrella of CVDs include coronary artery disease, heart rhythm problems (also known as arrhythmias), and congenital heart diseases among others. According to Abdul-Aziz et al. \(^3\), one in four deaths in India is due to CVD. According to a WHO report\(^4\) more people (over 17.9 million each year) die from CVDs worldwide than from any other cause. Diabetes is one of the prime risk factors for CVDs. It is of two types: Diabetes insipidus or Type-I Diabetes in which the pancreas produces little to no insulin and Diabetes mellitus or Type-II Diabetes which affects the way the body processes insulin. Type-II Diabetes accounts for more than 90% deaths of all the Diabetes cases \(^5\). It mainly arises out of unhealthy lifestyle choices. Over 30 million people have been diagnosed with Diabetes in India and are attributed as the direct cause of 1.6 million deaths as of 2016\(^6\).

Diabetes along with hypertension is responsible for Chronic Kidney Diseases (CKD). In CKD, the malfunctioning kidneys fail to filter waste from the blood leading to waste accumulation and may eventually lead to renal failure. A major impediment to CKD diagnosis is that the early stages of CKD show no symptoms. Around 100,000 patients are diagnosed with end stage kidney disease every year\(^4\) in India. Unhealthy lifestyle choices also cause Liver Diseases. The liver is the largest organ in the body and Liver diseases mainly arise from excessive consumption of substances like alcohol, harmful gases, contaminated food, pickles and drugs \(^148\). With 259,749 deaths in 2017 in India and around 1.3 million deaths worldwide from cirrhosis alone, Liver Disease is one of the major health issues worldwide.\(^5\)

1.1 Motivation and Contributions

All the facts mentioned earlier demand the need for early detection of such chronic diseases, which could save a large number of human lives. As a result, several researchers around the globe engaged their time to find the solutions for detecting chronic diseases at their early stages. Also, the abundant data gathered from EHRs, medical diagnosis and medical imaging alongside the technological and technical improvement in ML and artificial intelligence (AI) have led to significant research in Bioinformatics, Biomedical imaging and CADD systems. There has been extensive research in the domain of disease prediction. Since 1997, such methods have been published in different refereed journals and conferences \(^163\). As a result, voluminous research articles are present in the literature. Accordingly, several review articles \(^5, 57, 59, 78, 91, 92, 92, 93, 103, 134, 177, 201\) are also present in the literature on chronic disease prediction. We have summarized the types of methods these review articles considered in Table 1. From Table 1, we can observe that these articles were prepared by highlighting the problem domain narrowly i.e., these were prepared either by highlighting a specific chronic disease \(^90, 93, 93, 177\) in most of the cases or in a few cases, a specific category of ML or AI-aided techniques \(^5, 91, 92, 103, 201\). Sometimes, the authors discussed specific ML or AI-aided techniques for

\(^1\) https://www.who.int/gho/goe/electronic_health_records/en/

\(^2\) https://www.who.int/health-topics/cardiovascular-diseases/#tab=tab_1

\(^3\) https://www.who.int/news-room/fact-sheets/detail/diabetes

\(^4\) https://www.indiatoday.in/education-today/gk-current-affairs/story/world-kidney-day-hypertension-and-diabetes-two-major-causes-of-kidney-diseases-1477841-2019-03-14

\(^5\) https://en.wikipedia.org/wiki/Cirrhosis
| Review article  | Remarks                                                                 |
|-----------------|--------------------------------------------------------------------------|
| Fatima et al. [57] | 1. Research works related to the prediction of heart, Diabetes, liver, dengue and hepatitis were included for discussion  
2. On average, 4 to 5 works for each disease were included for discussion  
3. No critical analysis was provided to highlight the future research directions for such diseases |
| Rigla et al. [177] | 1. Research findings on Diabetes detection from diagnosis reports were considered  
2. Classical ML approaches like Neural Network (NN), Decision Tree (DT), Support Vector Machine (SVM) based methods were included  
3. Important factors like notable research findings, future research directions, critical analysis of the surveyed works were missing |
| Jain and Singh [103] | 1. Importance was given to describing FS techniques rather than disease detection methods  
2. Most of the works used (more than 90%) for critical analysis were on Diabetes prediction  
3. Image based disease predictions were absent as all the cited works were on diagnosis report based repositories  
3. Disease specific discussion was missing |
| Ahmadi et al. [5] | 1. Works considered for review are more fuzzy technique centric rather than disease-centric which means fuzzy techniques were prioritized rather than the disease detection  
2. Published papers till 2017 were considered for discussion  
3. Only 52 works on different (>10), i.e., on average 3 to 4 works per disease, and diagnosis report based disease were used |
| Hosni et al. [91] | 1. Seven research questions, mostly classifier ensemble oriented, were set, and the published works that address each of the research questions mentioned, were investigated. So this review is entirely focused on ensemble based methods  
2. Only the works on Lung Cancer disease detection from diagnosis reports were considered  
3. Ensemble methods that were considered followed classical ML algorithms |
| Hosni et al. [90] | 1. Some of the notable research outcomes related to Breast Cancer detection from diagnosis reports were considered for analysis  
2. No description/critical analysis of the methods could be found. Rather categorical analyses of the works were made without individualization  
3. No description of used datasets and performance comparison and hence the beginners may find it difficult to get the complete idea over the problem domain |
| Fernández et al. [59] | 1. Research initiatives for Diabetes disease detection were considered  
2. Disease detection techniques that employed classifier ensemble techniques were only included  
3. Better performing single classifier works were excluded based on the selection strategy of the research works  
4. No critical analysis of the works was provided |
| Hosni et al. [92] | 1. Extended version of the work [91]  
2. Extension in terms of paper selection strategy and increase of one research question  
3. Statistics related to the questions were discussed. There was no focus on disease detection methods. |
| Gupta and Gupta [78] | 1. Investigated the performance of Artificial NNs (ANNs), Restricted Boltzmann Machine, Deep Autoencoders, and Convolutional Neural Networks (CNNs) for screening Breast Cancer  
2. Described only 17 previously published research works  
3. Results on only the Surveillance, Epidemiology and End Results (SEER) dataset were investigated to suggest a suitable solution |
| Manhas et al. [134] | 1. Reviewed image based cancer detection techniques  
2. Five types of cancer - Cervical, Oral, Breast, Brain and Skin were included in the review  
3. Diagnosis based cancer detection techniques were overlooked |
| Sharma and Rani [201] | 1. A set of 12 research questions are identified for cancer research  
2. Gene expression data based research was highlighted most  
3. Research related diagnosis reports were also included |
| Houssein et al. [93] | 1. Breast Cancer screening techniques were discussed  
2. Only research work that dealt with histopathological, mammogram images were included  
3. Diagnosis report based methods were also included |
a particular disease [78, 90, 177]. Hence, it can be safely concluded that although surveys published enlisting research efforts for specific diseases or specific ML techniques, such surveys fail to shed light on the prevailing trend of research across multiple diseases or ML approaches.

To this end, the present survey is a significant endeavor as it not only encapsulates the concerted research efforts in the specific diseases but also attempts to reflect on the current trends in research across chronic diseases like Breast Cancer, Leukemia, Lung Cancer, Heart Disease, Diabetes, Liver Disease and CKD. This survey also chronicles the diagnostic report based and image based approaches for the said diseases. A comparative study of our survey with some recent review articles is reported in Table 1. Information in this table conveys that the present survey not only covers the similar methods described in state-of-the-art review articles but also includes a wider range of AI based applications in several disease prediction systems. It is to be noted that in the present article we only concentrate on automatic disease prediction systems (an integral part of technology-enabled health care systems) that use several ML and DL schemes for the prediction purposes.

1.2 Organization of the Article

The overall organization of this survey is shown in Table 2. Section 2 provides the detail working procedure of a generic disease prediction system and a generic diagnostic report based system and an image based system. Section 3 discusses the commonly applied evaluation metrics used for assessing the performance of a disease prediction system. Sections 4, 5, 6, 7 and 8 report the research endeavors in Cancer, Heart Disease, Diabetes, Liver Disease and CKD respectively. Section 4 is subdivided into three subsections for describing Breast Cancer, Lung Cancer and Leukemia respectively, each of which further contains subsections for image and diagnostic report based disease prediction techniques. Whereas, Sect. 5 has separate sections for the single classifier based approach and the Ensemble based approach in Heart Disease detection. For an easy reference, the organization of disease specific discussions made in this article is shown in Fig. 1. Some important future research directions are discussed in Sect. 9. Finally, this survey is concluded in Sect. 10.

2 Generic Chronic Disease Prediction Method

A chronic disease prediction system accepts data from a new subject as input and generates some specific report about the status of the disease observed in the subject. In general, the status of the subject is labelled either positive or negative. Status is positive if the subject is affected by the disease for which the test is made. Otherwise, the subject is labelled negative. In some recent systems, the positive cases are further classified into more categories based on the stage of the disease. For example, in the Breast Cancer Histology (BACH) image dataset Aresta et al. [17] labelled positive Breast Cancer stages into three stages: benign, in situ

Table 1 (continued)

| Review article | Remarks |
|----------------|---------|
| Reshmi et al. [175] | 1. Image based Breast Cancer detection techniques were included |
|                  | 2. Only research works that dealt with histopathological images were included and thus minimized the research spectrum |
|                  | 3. Other aspects of Breast Cancer detection were not discussed |
| Proposed, 2022 | 1. Several diseases that include Breast Cancer, Lung Cancer, Leukemia, Heart Disease, Diabetes, Liver Disease and CKD have been covered |
|                  | 2. Research endeavors made over the last two decades involving both image based and diagnostic report based disease screening methods have been studied |
|                  | 3. Various important ML strategies like missing value imputation, feature reduction, FS, classifier combination, fuzzy logic along with DL based strategies have been considered |
|                  | 4. A comprehensive description of each work along with its shortcomings and possible scope for future improvement is provided. Also a comparative performance analysis of the methods for each disease has been provided |
|                  | 5. The disease specific research trends are analyzed and accordingly some future research directions for each disease are suggested |
carcinoma and invasive carcinoma while in the Breast Cancer Histopathological Database (BreakHis) positive Breast Cancer cases labelled into eight sub-categories.

In Fig. 2, we have provided a schematic diagram which shows how a generic disease prediction system works (here a chronic disease). The figure highlights the communication among subjects, doctors, pathological laboratories and AI assisted decision support systems. The clinical data (a set of diagnostic reports) for a subject may have three different forms: (i) input from the subject (e.g., height, weight, age, and sex, etc.), (ii) input from the doctors or experts (e.g., heart rate, body mass index, and disease specific observations, etc.), and (iii) input from a pathological laboratory (e.g., blood cell counts, pathological image(s) and X-ray image, etc.). It is noteworthy to mention that the diagnostic parameters vary from one disease to another. The collected clinical data are analysed by an AI-assisted disease prediction system and the system generates some forms of recommendations to be suggested by the doctor for the subject, which are here considered as the presence or absence of disease. The doctors analyse the recommendations and suggest treatment for the subject. In this survey, based on the nature of clinical data, we broadly divide the disease prediction systems into diagnosis report based systems and pathological image based systems.

2.1 Diagnosis Report based Method

In the early years of research related to computerized disease prediction systems, the patients’ data (diagnostic reports) was mostly stored electronically in text form. As a result, a set of systems have been designed over time. In these systems, in general, a classifier is used to learn from these stored textual data. Most popular diagnosis report based datasets available electronically contains missing values, insignificant attributes and redundant information about the subject which do not help the classifiers to learn from these data sufficiently rather many times reduce their efficiency. Therefore, preprocessing techniques that include missing value imputation or data filtering (used as a substitute for missing value imputation) and data reduction have been employed by the researchers before feeding the data to a classification model. The preprocessed training samples are then fed to the selected classifier to generate a learning module that contains optimally tuned hyperparameters of the classifier. In the testing phase (or prediction phase), a diagnosis report is collected from an unknown subject and then preprocessed based on the available information from the training stage. Finally, the preprocessed data are fed to the saved learned model to decide whether the subject is carrying the disease or not. A generic model of diagnosis report based disease prediction system is shown in Fig. 3.

7 https://web.inf.ufpr.br/vri/databases/breast-cancer-histopathological-al-database-breakhis/
2.2 Pathological Image based Method

A diagnosis system that uses pathological images collected from the subjects to predict disease, in general, follows two different approaches: feature engineering based approach (see Fig. 4) and DL based approach (see Fig. 5). However, methods following any of these approaches commonly use some preprocessing techniques to obtain better features from the images. As shown in Figs. 4 and 5 after preprocessing, the general trend is to find out the Region of Interest (ROI) to pinpoint areas which can be used to extract the features. In the case of DL based methods, the high level features are extracted from ROI images through the use of a set of convolutional and pooling operations while in the case of the handcrafted features the domain knowledge contributes significantly while extracting features. In the case of feature
Engineering based methods, many standard classifiers are used to predict the disease from unknown samples. Whereas in the case of DL based methods, it is generally performed using multi-layered NNs that automatically extract features from the input data.

### 3 Evaluation Metrics

The disease prediction systems described in this article used some classification models for disease diagnosis. Researchers used some standard metrics like accuracy (ACC), precision (P), recall (R), F1-score (F1), Specificity (S) and
Area under Receiver Operator Characteristic (ROC) Curve (ROC-AUC score or simply AUC score) of a classification model while citing the performance of their model. These evaluation metrics can easily be measured using the confusion matrix or error matrix which describes the complete performance of a model while predicting the result. It is a $N \times N$ ($N$ is the number of classes) dimensional matrix. It helps to summarize and visualize the performance of a predictive model. It consists of four metrics: True Positive (TP),
True Negative (TN), False Positive (FP), and False Negative (FN), which are defined below.

- **TP** indicates the number of positive samples that are predicted correctly by the classification model.
- **TN** indicates the number of negative samples that are predicted as negative samples by the classification model.
- **FP** indicates the number of negative samples that are predicted as positive samples by the classification model.
- **FN** indicates the number of positive samples that are predicted as negative samples by the classification model.

### 3.1 Accuracy

One of the most commonly used metrics for reporting the performance of a disease prediction method is accuracy. It indicates how often a disease prediction model correctly predicts a sample. It is calculated as the fraction of the number of correctly classified samples (i.e., $TP + TN$) and the total number of test samples (i.e., $TP + TN + FP + FN$) and it is defined by Eq. 1.

$$ACC = \frac{TP + TN}{TP + TN + FP + FN}$$

(1)

If the test set suffers from the imbalanced class problem [32, 131] which is very common for medical datasets as normal cases overwhelm disease cases then this metric may mislead the overall model performance. Thus, the use of other metrics like $P$, $R$, $F1$, $S$, and AUC scores become necessary and thus used widely in the past works.

### 3.2 Precision

Precision, also known as Positive Predictive Value (PPV), represents the classifier’s capability to predict positive cases as the positive. It is calculated using Eq. 2.

$$P = \frac{TP}{TP + FP}$$

(2)

### 3.3 Recall

Recall, alternatively known as sensitivity, is the fraction of positive samples that are classified by the model correctly with respect to the total number of actual positive cases present in the test dataset. Recall is calculated using Eq. 3.

$$R = \frac{TP}{TP + FN}$$

(3)

### 3.4 F1-Score (F1)

F1-score represents the trade off between recall and precision scores, and the harmonic mean of precision and recall is considered as the F1-score value. When the FP and FN are equally important then the F1-score metric is very useful in order to know about the model’s prediction capability. It is calculated using Eq. 4.

$$F1 - Score = 2 \times \frac{P \times R}{P + R}$$

(4)

### 3.5 Specificity

Specificity, also known as TN rate, is the proportion of negative samples that are correctly classified i.e., it is the fraction of $TN$ and $TN + FP$. It is calculated using Eq. 5.

$$S = \frac{TN}{TN + FP}$$

(5)

### 3.6 ROC-AUC Score (AUC)

ROC curve is an evaluation metric for classification problems and disease diagnostic tasks, where the curve represents the probability curve that plots the TP rate against the FP rate at various threshold values. It is used to show the trade-off between sensitivity and specificity in a graphical way. In other words, the AUC score describes how an adjustable threshold causes changes in two types of errors: false positives and false negatives. AUC score works as a quantitative measure of the ROC curve based evaluation metric. It tells us how much a model is capable of distinguishing between classes. A higher value of AUC means the model is better at class prediction. The readers are suggested to read the article by Carrington et al. [32] for a more insightful explanation of the same.

### 4 Cancer Prediction Methods

In the current section, we have mostly discussed recent DL and ML aided cancer detection methods. Here, three types of cancer viz., Breast Cancer, Lung Cancer and Leukemia prediction systems have been discussed.
4.1 Breast Cancer Prediction Methods

We have elucidated some of the existing Breast Cancer disease detection techniques present in the literature. We have come across some quality research works related to both diagnosis reports and image based methods for Breast Cancer detection which are discussed hereafter.

4.1.1 Diagnosis Report based Methods

In literature, a significant number of research articles used the Wisconsin Breast Cancer (WBC)\(^8\) dataset in Breast Cancer detection research. It contains a diagnosis report constituting 9 attributes of 699 subjects (241 positive subjects and 458 negative subjects). The values of all these attributes are scaled to a range of 1 to 10 depending on their proportion. A class attribute (value is 2 for benign tumor and 4 for malignant tumor) is also present in the dataset. By thorough analysis of the state-of-the-art methods, we have observed that there are many works on this dataset using different ML based approaches. However, in most of the cases, methods involving SVM have outperformed the rest. Table 3 lists the performance of various research efforts on the WBC dataset. Some of the important methods are discussed here.

The FS based techniques are mostly employed in the last 10 years for Breast Cancer detection while considering the WBC dataset. In 2014, Zheng et al. [234] designed a feature transform method using the k-means algorithm where they first generated \(n\) (< number of attributes) possible cluster centres using the k-means algorithm on the training dataset and then the distances of test samples from these \(n\) cluster centres were considered as transformed features. Later to perform the disease detection, the transformed feature vectors were classified using the SVM classifier. The authors have proved experimentally that it outperformed the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) based FS techniques while using SVM as a classifier. Kamel et al. [109] showed the importance of a good FS technique for this research problem. In this work, outliers were eliminated utilizing the outer line method. They utilized Grey Wolf Optimization (GWO) [141] for FS. This FS technique yielded an extraordinary result using the SVM classifier. In another work, Mafarja et al. [129] proposed a hybrid FS approach, where the authors utilized the Whale Optimization Algorithm (WOA) [140] and Simulated Annealing (SA) [116]. The authors obtained very promising results for FS where only 4 attributes from 9 were selected. In another work, Fruit Fly Optimization Algorithm (FOA) [156] was used by Shen et al. [204] for selecting diagnostic attributes. FOA iteratively obtains the optimal features. Moorthy and Gandhi [149] proposed another hybrid FS technique using Analysis of Variance (ANOVA) and WOA based FS techniques. With this model, the accuracy of the dataset with the SVM classifier increased by 2.10% while compared to SVM based classification without FS.

Ghosh et al. [66] introduced a swarm based FS technique named social mimic optimizer using an X-shaped transfer function (called SMO-X). With SMO-X, the authors gained the maximum accuracy with the k-nearest neighbors (k-NN) classifier with the help of 33.33% of actual features.

---

8 https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(original)
In another work, Prakash and Rajkumar [165] used a hybrid FS technique termed Hybrid Local Fisher Discrimination Analysis (HLFDA) [61]. After the FS, the dataset that has a near optimal feature subset was fed into Type 2 Fuzzy NN (T2FNN) for classification. Preetha and Jinny [166] combined two powerful feature transform strategies: Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). They put the dataset individually in PCA and LDA first and then combined the resultant transformed features to obtain the final feature set, which was used for disease detection. Performances of three classifiers viz., Adaptive Neuro-Fuzzy Inference Systems (ANFIS), SVM and Multilayer Perceptron (MLP) were investigated and out of which ANFIS outperformed others. Recently, Dey et al. [49] proposed a hybrid FS technique called Learning Automata based Grasshopper Optimization Algorithm (LAGOA) where the premature convergence of Grasshopper Optimization Algorithm (GOA) was taken care of. The Learning Automata (LA) was used to adjust GOA parameters adaptively while a two-phase mutation technique was utilized to increase the exploitation capability of GOA.

One can also find a number of hybrid FS methods [6, 36, 67, 72, 73] where the researchers employed their method on WBC dataset. For example, Chatterjee et al. [36] designed a hybrid FS method which improved the local search capability of the Social Ski Driver (SSD) algorithm with the help of the Late Acceptance Hill Climbing (LAHC) method. The method is named as SSD-LAHC algorithm. In another work, Ahmed et al. [6] proposed Ring Theory based Harmony Search (RTHS) algorithm which coupled well-known Harmony Search (HS) algorithm and Ring Theory based Evolutionary Algorithm (RTEA). Guha et al. [72] designed a Clustering based Population in Binary Gravitational Search Algorithm (CPBGSA). In this work, the authors decided initial population using a clustering method to overcome the premature convergence of the Gravitational Search Algorithm. In another work, Guha et al. [73] proposed Embedded Chaotic Whale Survival Algorithm (ECWSA) using Whale Optimization Algorithm (WOA) aiming at better classification accuracy. They used a filter method to refine the selected features by WSA. Ghosh et al. in [67] compared the performance of Manta Ray Foraging Optimization (MRFO) with varying transfer functions. In this work, the performances of four variants of S-shaped and V-shaped transfer functions were studied.

Apart from the FS based techniques, we also find the use of other classical ML approaches. For example, Huang et al. [98] performed a detailed comparative study between SVM with the varying kernel (i.e., Liner, Polynomial and Radial Basis Function (RBF)) and ensemble methods (bagging and boosting) having SVM as classifier. They also experimented with GA to establish the effect of FS on classification in the WBC dataset. Through extensive experiments, they established that in the case of small datasets, boosted SVM with polynomial kernel and GA performed the best while for large datasets, SVM with RBF kernel and SVM with polynomial kernel performed the best. Missing values in data can put a detrimental effect on the classifier. To ameliorate this, Choudhury and Pal [43] introduced a novel method of missing value imputation using autoencoder NN. In this method, first the autoencoder NN was trained on multiple datasets like WDBC without any missing values for the attributes present there and then the learned autoencoder was used to predict missing values for other datasets that contain some missing values. As an initial guess of the missing value, the nearest neighbor rule was used and then refined by minimizing the reconstruction error. This was based on the hypothesis that a good choice for a missing value would be the one that can reconstruct itself from the autoencoder. Recently, Shaw et al. [202, 203] used methods to handle imbalance class problems and subsequently improved the cancer prediction performance. In the work [203], the authors proposed an ensemble approach to handle the class problem while in [202] they solved the problem using an evolutionary algorithm. In [202], the ring theory-based algorithm was hybridized with the PSO algorithm to select the near-optimal majority class samples from the training set. Such an initiative improved the final Breast Cancer detection performance of the classifiers. Apart from these major works, many authors like Kumari and Singh [122] and Kumar et al. [121] have given prominence to comparative studies. Kumari and Singh [122] applied correlation based FS and established the superiority of k-NN to SVM and LR classifiers while Kumar et al. [121] compared 12 classifiers, namely Adaptive Boosting (AdaBoost) algorithm, decision table, J-Rip, a DT classifier (J48), k-NN, Lazy K-star, LR, Multiclass Classifier, MLP, NB, RF and Random Tree (RT). The authors recommended the use of four classifiers, namely RF, RT, Lazy k-star, and k-NN that yielded the best accuracy during their experiments.

Performances of some state-of-the-art works on the WBC dataset have been recorded in Table 3. These results depict that the better performing methods used FS techniques before classifier training. Also, the methods like Shaw et al. [202], Ghosh et al. [67], and Dey et al. [49] provide state-of-the-art results on UCI Breast Cancer Wisconsin (Diagnostic) Dataset9. Hence, we can say that the use of the FS method will be considered a standard norm before using a classifier for diagnosis report based disease prediction systems.

9 https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(diagnostic)
4.1.2 Pathological Image Based Methods

It has already been mentioned that Breast Cancer is a deadly disease and early detection of the same is very crucial. Various diagnostic methods, including physical examination, ultrasound, magnetic resonance imaging, mammography, and biopsy have been developed and employed in the past. Among these, the histopathological image based diagnosis resulting from needle biopsy has turned out to be the gold standard in diagnosing Breast Cancer. However, DL and ML
based CADDs are steadily finding their way into diagnostic studies. Deep NN (DNN) is approaching or even surpassing the accuracy and precision of histopathological diagnosis conducted by pathologists when identifying important features in diagnostic imaging studies.

The DL and ML aided research works on Breast Cancer prognosis considered here have proposed histopathological image based classification while using the BreakHis and BACH datasets mostly for conducting experiments. The BreakHis dataset is made up of 9,109 histopathological images (2,480 benign and 5,429 malignant images) of breast tumor tissue. Images have been amassed from 82 patients using four different magnifying factors (40X, 100X, 200X, and 400X). Each image has been stored in PNG format with a resolution of \((700 \times 400)\) pixels. Some samples from this dataset are shown in Figs. 6 and 7. The BACH dataset contains microscopy images that are made available through the grand challenge under International Conference on Image Analysis and Recognition (ICIAR 2018). This dataset consists of 400 Hematoxylin and Eosin (H&E) stained breast images of dimension \((2048 \times 1536)\) labelled with one of the four classes, namely normal, benign, in situ carcinoma and invasive carcinoma. Images have been annotated by medical experts. Some samples from the BACH dataset are shown in Fig. 8.

In the last few years, CNNs have undergone a substantial amount of tweaking and evolution. This has left us with a plethora of CNN architectures like VGG-16 [205], Inception-v1 [214], Inception-v3 [215], ResNet-50 [85], Xception [42] and DenseNet [96], all of which were extensively used in image based Breast Cancer prediction. Shallu and Mehra [199] presented a comparative study employing three pre-trained networks, VGG-16, VGG-19 and ResNet-50 for fine-tuning and full training. During the preprocessing of BreakHis images, data augmentation was carried out by rotation of images about their centre. The effect of image scaling and the influence of training data size on overall system performance was emphasized using fully trained (where weights were randomly assigned) and fine-tuned CNNs. However, overfitting caused by the enormous capacity of the network was not rectified using the freezing layers due to space constraints. The fine-tuned pre-trained VGG-16 model based feature extraction along with the LR classifier outperformed the rest of the pre-trained networks. In another work, Yan et al. [228] proposed a hybrid model involving CNN and recurrent NN (RNN) models. They released a larger and more diverse dataset\(^\text{10}\) consisting of 3771 Breast Cancer high resolution and annotated H&E stained histopathological images. Each image was labelled as normal, benign, in situ carcinoma, or invasive carcinoma. Instead of using the entire dataset, the dataset they used had the same size as the BACH dataset. The authors prepared a study and comparative analysis report on different combinations of patch-wise and image-wise DL based methods. In the preprocessing stage, patches were extracted from each image.

\(^\text{10}\) http://ear.ict.ac.cn/?page_id=1616
followed by data augmentation. A fine-tuned Inception-V3 was employed to extract features from each patch which were then fed into a bidirectional long short-term memory (BLSTM) to coalesce the features.

Coming to ResNets, Jannesari et al. [105] investigated the performances of ResNet extensions and all versions of the Inception model (i.e., v1-v4). Data augmentation methods like flipping, rotating, cropping and random resizing were applied to BreakHis dataset images. Saturation, brightness and contrast were applied to incorporate color distortions. Fine-tuned ResNet-152 competently classified malignant and benign cancer types with the highest accuracy. Unlike many studies where a single magnification level was used, this work used all the magnification levels i.e., 40X, 100X, 200X and 400X of BreakHis data. Rakhlin et al. [172] extracted deep features using three pre-trained CNN networks, namely ResNet-50, Inception-v3 and VGG-16 from strain normalized images. To encounter the overfitting problem the authors utilized an unsupervised dimensionality reduction mechanism along with data augmentation like image scaling and cropping. Recently, Gupta and Chawla [77] used pre-trained CNN models, namely, VGG-16, VGG-19, Xception, and ResNet-50 to extract features from histopathological images. CNNs were trained separately on different magnification factors (40x, 100x, 200x and 400x). The BreakHis dataset was used for performing experiments. The top layers i.e., the FC layers of the CNN model were removed and replaced by traditional ML methods i.e., SVM and LR. Features from pre-trained ResNet-50 with LR classifier outperformed other models on 40x and a 100x magnification factor. In another work, Dey et al. [52] used a pre-trained DenseNet-121 model for feature extraction purposes to detect Breast Cancer from thermal images. However, instead of passing the original image to the CNN model, they preprocessed the image using edge detection methods. The authors stacked edge images generated by Prewitt and Roberts edge detection technique with the original grayscale image to generate a three channel image. On the other hand, Sánchez-Cauce et al. [185] proposed a multi-input CNN model for detection of breast cancer from multi-modal data that consist of patients’ information along with thermal images.

The above mentioned methods utilized the existing CNN architectures to obtain better results. However, some instances are found where researchers designed their own CNN architecture instead of using the popular CNN architectures as mentioned earlier. For example, Han et al. [79] designed Class Structure-based Deep CNN (CSDCNN) for the classification of Breast Cancer. Training instances were augmented to get rid of the imbalanced class problem. In their experiments, they made use of two different training strategies. In the first case, they trained the CSDCNN from scratch on the BreakHis dataset while the second case was based on transfer learning that initially pre-trains CSDCNN on ImageNet-37, followed by fine-tuning on BreakHis dataset. Sudharshan et al. [212] shed light on Multiple Instance Learning (MIL) and Single Instance Classification (SIC) problems while dealing with the Breast Cancer detection problem. This work divulged that MIL allows obtaining comparable or better results than SIC without labeling all the images. In this work, MIL methodologies like Axis-Parallel Hyper Rectangle (APR), diverse density, citation-k-NN, and SVMs with linear, polynomial and RBF kernels, non-parametric MIL and Multiple Instance Learning based CNN (MILCNN) were applied to the dataset. For each methodology, a grid search was used to tune their respective hyper-parameters. After successive evaluations, it transpired that the non-parametric MIL and MILCNN-APR performed adroitly and yielded the best results while APR and citation-k-NN did not perform up to the mark.

It is well-known that the performance of weak classifiers can be improved by using classifier ensemble techniques. Thus, many researchers in the literature have designed classifier combination techniques for image-based Breast Cancer detection. For example, Yang et al. [230] proposed the Ensemble of Multi Scale CNN (EMS-NN) model. To form the ensemble, they utilized pre-trained models of DenseNet-161, ResNet-152 and ResNet-101. The proposed methodology followed three stages, the first being, Multiscale image patch extraction followed by Training multiple DCNNs and Model selection and combination. Overfitting was attenuated by applying various data augmentation techniques that were used to inflate the size and color diversity. However, Chennamsetty et al. [40] used two pre-trained CNN models - DenseNet-161 and ResNet-101 that were employed on differently preprocessed histology images. Brancati et al. [30] designed their ensemble model with different versions of the ResNet CNN architectures. The notable contribution of the work is that the authors reduced the problem complexity using a down-sampling technique where the image size was reduced by a factor of $k$. It also used the central patch of size $m \times m$ as input to the model which reduced the training complexity of the model further. Recently, Bhowal et al. [28] proposed a classifier combination method that used Choquet fuzzy integral as the aggregator function. The aggregator was used to combine the confidence scores returned by the CNN based classifiers. The most notable aspect of the work is that the authors utilized coalition game and information theory to estimate the fuzzy measures used in Choquet integral with the help of validation accuracy. In another work, Chouhan et al. [44] proposed emotional learning inspired feature fusion strategy to classify a mammogram image into normal and abnormal classes. The authors used three static features: taxonomic indices, statistical measures and LBP along with CNN based features. Chattopadhyay et al. [38] designed a DL based method called Dense Residual Dual-shuffle Attention
Table 4: Performance comparison of recent prediction models on various Breast Cancer datasets. Classifiers with ‘*’ represent the classifiers with the highest ACC scores in the respective paper.

| Work Ref.          | Classifier                  | Performance metrics |
|--------------------|-----------------------------|---------------------|
|                    |                             | ACC  | P   | R   | F1  | S   | AUC  |
| **BreakHis Dataset** |                             |      |     |     |     |     |      |
| Han et al. [79]    | CSDCNN                      | 0.93 | –    | –    | –    | –    | –    |
| Sudharshan et al. [212] | MILCNN*                     | 0.92 | –    | –    | –    | –    | –    |
| Shallu and Mehra [199] | VGG 16 + LR                | 0.92 | 0.93 | 0.93 | 0.93 | –    | 0.95 |
| Jannesari et al. [105] | ResNet V1 152              | 0.98 | 0.99 | –    | –    | –    | 0.98 |
| Gupta and Chawla [77] | ResNet50 + LR              | 0.93 | –    | –    | –    | –    | –    |
| Chattopadhyay et al. [38] | DRDA-Net                   | 0.98 | –    | –    | –    | –    | –    |
| **BACH Dataset**   |                             |      |     |     |     |     |      |
| Rakhlin et al. [172] | LightGBM + CNN             | 0.87 | –    | –    | –    | –    | –    |
| Yang et al. [230]  | EMS-Net                     | 0.91 | –    | –    | –    | –    | –    |
| Roy et al. [178]   | Self-designed (OPOD)        | 0.77 | 0.77 | –    | 0.77 | 0.77 | –    |
| Roy et al. [178]   | Self-designed (APOD)        | 0.90 | 0.92 | –    | 0.90 | 0.90 | –    |
| Sanyal et al. [189] | Hybrid Ensemble (OPOD)      | 0.87 | 0.86 | 0.87 | 0.86 | 0.99 | –    |
| Sanyal et al. [189] | Hybrid Ensemble (APOD)      | 0.95 | 0.95 | 0.95 | 0.95 | 0.98 | –    |
| Bhowal et al. [28] | Choquet fuzzy integral and coalition game based classifier ensemble | 0.95 | –    | –    | –    | –    | –    |
| **Mics. Dataset**  |                             |      |     |     |     |     |      |
| Yan et al. [228]   | Inception-V3*               | 0.91 | –    | 0.87 | –    | –    | 0.89 |
| Dey et al. [52]    | DenseNet-121                | 0.99 | 0.99 | 0.98 | 0.98 | –    | –    |

Fig. 8: Examples of different forms of microscopic biopsy images taken from the BACH dataset.
Network (DRDA-Net) for detection of Breast Cancer detection from histopathological image.

All the methods described above used the entire image to detect the presence of Breast Cancer using the pathological image i.e., all these methods passed the entire image to the detection system. However, multi-view analysis of the pathological images might help in improving the final result. With this objective, some authors followed patch-based approaches for the said task. For example, Roy et al. [178] designed a CNN aided patch-based classification model for classifying histology breast images. Patches carrying distinguishing information were extracted from the original images to perform classification, which followed two different evaluation strategies, namely One Patch in One Decision (OPOD) and All Patches in One Decision (APOD). In another work, Sanyal et al. [189] proposed a similar detection like Roy et al. [178]. However, in this work, the authors utilized a novel hybrid ensemble approach for classification purposes while Roy et al. [178] used a single CNN architecture. This ensemble model used the confidence score returned by base CNN models and the confidence scores returned by the Extreme gradient boosting trees (XGB) classifier with the help of different features to make the final decision at the patch level. Finally, the patch level results are again ensembled to take the image level decision.

All the above discussed works mostly used deep features that might contain some redundant/irrelevant features. Therefore, the use of some FS methods might help in improving the final output. Based on this, Chatterjee et al. [37] proposed a deep feature selection technique. In this method, the authors improved the Dragonfly Algorithm (DA) with the help of the Grunwald-Letnikov method to perform FS. By doing this the authors improved the model’s performance with fewer features. In computer vision, it is also observed that fusing handcrafted features with deep features improves the overall performance. Relying on this observation, Sethy and Behera [195] first concatenated LBP features with deep features extracted using the VGG19 CNN model and then classified them using the K-NN classifier. The performances of some important state-of-the-art Breast Cancer detection methods on different datasets are summarized in Table 4. The performance of state-of-the-art methods on different datasets is satisfactory but considering its deadliness characteristics it remains an open research problem. After analysing the performance trends of the methods studied here, we can safely comment that patch based methods assisted with DL performed better on BACH dataset. So, in the future, this approach could be studied on other datasets even for designing a better Breast Cancer detection technique from pathological images.

4.2 Lung Cancer Prediction Methods

Like Breast Cancer, Lung Cancer detection methods are also divided into two categories in this work: diagnosis report based and pathological image based methods. Some research attempts produced satisfactory results with ML algorithms like SVM and AdaBoost. However, in most of the works, clear domination of DL based techniques is found for image based as well as diagnosis report based methods.

4.2.1 Diagnosis Report based Methods

The dataset that is very commonly used in diagnosis report based Lung Cancer detection is from UCI-Irvine repository11. It contains 32 instances of data where the number of attributes is 57 (1 class attribute and 56 predictive attributes). It is an age-old dataset and contains a very limited number of samples with a large number of diagnosis attributes makes it a challenging dataset. However, some works used Lung Cancer Data12 (LCD), survey Lung Cancer Data13 (SLCD) of data from world repository, Thoracic Surgery Dataset (TSD) of UCI repository [23], Michigan Lung Cancer Dataset14 (MLCD) and SEER15 dataset. LCD dataset contains 1000 instances with 24 attributes having three different class labels: ‘0’ is for a healthy person, ‘1’ for a person with a benign tumor and ‘2’ for a person with a malignant tumor. SLCD contains 309 instances but with 16 attributes. Out of these 16 attributes, 14 attributes have values 1 and 2 to represent NO and YES respectively while for the gender M (for male) and F (for female) are used. The values of attribute age are normalized by the min-max normalization method. The TSD contains 17 attributes (14 having nominal values and 3 having continuous values) and 470 instances. In this dataset class label, the attribute is represented by RiskYr which is a binary attribute. Risk1Yr is true if the person is dead and false if the person is alive. MLCD contains 96 instances (86 instances are cancerous and 10 are healthy) and 7130 attributes. SEER dataset is a gene expression based dataset which was released in April 2016. It contains 149 attributes and 643,924 instances. The dataset named lungdata lists the performance of various research efforts on various datasets discussed here. The non-availability of the diversified dataset for Lung Cancer disease detection for a long period might lessen the quality of research works as compared to other cases.

11 http://archive.ics.uci.edu/ml/datasets/Lung+Cancer
12 https://data.world/cancerdatahp/lung-cancer-data
13 https://data.world/sta427ceyin/survey-lung-cancer/
14 http://leo.ugr.es/elvira/DBCRepository/LungCancer/LungCancer-Michigan.html
15 https://rdrr.io/github/cezden/parSEER/src/R/dataLoad.R
Most of the works in the literature performed experimental comparative studies consisting of different shallow classifiers. For example, Danjuma [47] compared the performance of three different classifiers: MLP, J48 and Naive Bayes (NB) on TSD from the UCI repository. The outcome of their study showed that MLP produced the best result on these datasets. In another work, Murty and Babu [151] considered four popular classifiers viz., NB, NN with RBF kernel (RBF-NN), MLP and DT in their work to study the performances of these classifiers on two datasets: UCI repository and MLCD. RBF-NN outperformed all other classifiers. Radhika et al. [169] used the Lung Cancer dataset from the UCI repository and SLCD. In their research, they observed that LR with a 7-fold cross validation regime and SVM with a 10-fold cross validation strategy outperformed the other classifiers on the UCI repository and SLCD dataset respectively. Recently, Patra [161] compared the performances of four different classical ML algorithms: RBF-NN, k-NN, NB and J48 on the Lung Cancer dataset of the UCI repository. The experimental outcomes confirmed that NN produces the best accuracy with a 10-fold cross validation technique. Recently, Doppalapudi et al. [53] compared the performance of 6 classifiers (3 deep learning models, namely ANN, CNN and RNN, and 3 shallow learners, namely, NB, SVM, RF) for survivability prediction of Lung Cancer prediction using SEER dataset. They experimentally showed that ANN performed the best among these classifiers while RNN and CNN models followed the ANN classifier. In another work, Gultepe [75] made a study of six different classifiers namely, k-NN, RF, NB, Logistic Regression (LR), DT, and SVM on UCI- Irvine repository and found that K-NN performed the best. The author applied the classifier to preprocessed data obtained after inputting the missing values.

In addition to these comparative studies, there are a few works that have concentrated on method building. For example, Ali and Reza [180] employed different preprocessing to filter out redundant/noisy patient data as well as attributes from the SEER dataset. In the first phase of preprocessing, the data of the patient who died due to cancer were only kept and then some irrelevant attributes like the cause of death, ID_no, age and sex were removed. Later, a correlation based FS algorithm was employed to obtain the near optimal set of attributes. After the preprocessing, the researchers selected 46 attributes from 149 attributes and 17,484 instances from 643,924 instances. They applied various ensemble methods to this optimally selected dataset. Three classifiers: J48 with the base learner, RF with Dagging and Repeated Incremental Pruning to Produce Error Reduction (RIPPER) with AdaBoost were used and RIPPER with AdaBoost performed best.

In another work, Nasser and Abu-Naser [153] used the SLCD dataset for their work. Out of 16 attributes, in this research, the author used the first 15 attributes but excluded the chest pain attribute. ANN with 3, 1 and 2 nodes in the hidden layers was used. Salaken et al. [183] introduced a deep autoencoder based classification method. In this model, deep features were first learned and then trained an ANN with the learned features. Hinton and Salakhutdinov [87] used a DNN model with 80 and 10 features in the first and second layer respectively and the number of hidden neurons=5. They used Sigmoidal as an encoder function and got a promising result. Recently, Dey et al. [49] proposed an FS method termed LAGOA for several disease diagnosis
purposes. The selected features from LAGOA are classified using an RF classifier. The model was evaluated on the UCI-Irvine Lung Cancer dataset. In another recent work, Meleki et al. [132] used a K-NN classifier along with GA based FS approach for lung cancer prediction from the LCD dataset. Recently, Hsu et al. [95] proposed an FS scheme by combining GA with correlation based FS technique to select an optimal set of features from UCI-Irvine repository.

Some of the important findings by the researchers are listed in Table 5. Like diagnosis report based Breast Cancer detection here also FS based methods dominate. However, to the best of our knowledge, methods assisted with FS and deep learners for Lung Cancer diagnosis are still missing in the literature. However, the use of such methods could improve the diagnosis performance of the ML/DL based method significantly.

4.2.2 Pathological Image Based Methods

The practicalities of ML and DL based models have already been discussed in the previous sections. With the rapid advances in computational intelligence and GPUs, it has become easier for researchers to develop robust image classifiers. As a result, we find many recent methods that employed image classification protocol for Lung Cancer detection from Computed Tomography (CT) images. In the period before wider acceptability of transfer learning for learnable texture feature extraction, researchers [16, 117, 152] mostly used preprocessing to improve the visual quality of the CT images followed by handcrafted feature extraction to classify with the help of shallow learners. However, with the advent of the transfer learning concept, the research spectrum became wider. For example, Kulkarni and Panditrao [117] utilized the CT images obtained from the National Institutes of Health (NIH) or National Cancer Institute (NCI) Lung Image Database Consortium (LIDC) datasets for detecting the stages of Lung Cancer. In this work, before extracting the features, the quality of the CT images was enhanced using Median filter followed by the Gabor filter. Next, image segmentation was performed using marker based watershed segmentation [9] to extract the tumor regions. Finally, geometric features like area, perimeter and eccentricity were fed to the SVM classifier to determine the stages of cancer. Nadkarni and Borkar [152] classified CT images as cancerous (abnormal) and non-cancerous (normal) using an SVM classifier placed on top of several extracted geometric features that include area, perimeter and eccentricity. Prior to the extraction of features, the median filter was applied to eradicate the noise from the CT images. Down the line, image enhancement was carried out using contrast adjustment, followed by image segmentation. Annotated CT images of Lung Cancer were collected from the Cancer Imaging Archive (CIA) repository. Two sample images taken from the CIA database are shown in Fig. 9.

Anifah et al. [16] used ANN with back-propagation and Gray Level Co-occurrence Matrix (GLCM) based features to classify 50 CT images obtained from the CIA. During prepossessing, the images were binarized and enhanced like in [152]. Finally, GLCM features were extracted from ROIs to classify the images using the designed ANN. Vas and Dessai [222] also proposed a Haralick feature assisted Lung Cancer detection technique where image segmentation was performed using morphological operation. Images were collected from the Manipal hospital and V.M.Salgaocar hospital both situated in Goa, India. The authors applied a median filter of size $3 \times 3$ to improve the input CT image quality. For ROI segmentation a four steps method was employed. The steps are 1) complementing the image and opening the image with periodic-line structuring elements, 2) filtering out the lungs by using maximum area, 3) performing a close operation by disk structuring element to procure lung mask and 4) superimposing the lung mask on the original image. 7 Haralick features (second order statistical features) were extracted by applying Haar wavelets and creating GLCM from the wavelet transformed images. Recently, Shakeel et al. [198] used deep learning instantaneously trained neural network (DITNN) classifier on top of several statistical and spectral features designed by Sridhar et al. [209] aiming at designing a Lung Cancer detection model using CT images. The main contribution of the authors is proposing an improved profuse clustering technique (IPCT) that segments the affected regions from the CT image efficiently and thus improves the overall detection result. Alzubaidi et al. [13] performed an experimental comparison between global and local hand-crafted features used for Breast Cancer detection from CT images. For the comparative study, 100 CT images were collected from different sources while 10 different feature extraction processes, namely intensity histogram, HOG, Gabor Haar wavelet, etc. This comparative study confirms that the use of local Gabor features with the SVM classifier performed the best. Recently, Akter et al. [7] designed a fuzzy rule based image segmentation technique to extract suspicious nodules from a CT image. Next, they prepared shape (2D and 3D) and texture (2D) based features from the extracted nodules and classified them using a neuro fuzzy classifier. In another work, Zhou et al. [236] first employed a region growing mechanism to segment suspicious regions from a CT image and then a CNN model to classify the segmented regions to decide the presence of Lung Cancer.

In the era of DL with the concept of transfer learning, we observed some works that utilized the same in their work. For example, Jakimovski and Davey [104] gathered CT images of 70 subjects from a local medical hospital and labelled them from oncology specialists. Two piles were created, where 58 subjects had cancer, and 12 were diagnosed cancer-free. The piles were split into training (90% of the images) and testing sets. After binarization, images were
fed into the DNN for classification. In another work, Taher et al. [216] came up with a rule based method that analyzed the sputum samples obtained from the Tokyo Center of Lung Cancer in Japan. The features extracted from the nucleus region included nucleus-cytoplasm ratio, perimeter, density, curvature, circularity and eigen ratio. Diagnosis rules for each of the features were derived. 100 sputum color images were used to assess the rule based method. Finally, classification was done using a rule based method. While Kulkarni and Panditrao [117] used classical ML in their work, Tekade and Rajeswari [218] proposed a 3D multipath VGG-like CNN architecture. In the preprocessing stage like image binarization, morphological operations were applied. After preprocessing, U-Net architecture was used for the segmentation of lung nodules, which were fed to the CNN model for detection. Finally, the features were fed to an ANN for classification needs. Since identified lung nodules greatly help in risk assessment of Lung Cancer, Zhang and Kong [231] designed a Multi-Scene Deep Learning Framework (MSDLF) to detect Lung Nodule from Lung CT images.

The detected nodules were classified using a 4-channel CNN architecture. The summary of performances of all the methods studied here is provided in Table 6.

### 4.3 Leukemia Prediction Methods

Considering the mortality rate of Leukemia, researchers have made significant inroads into the early detection of Leukemia using both gene expression and pathological image. All genes present in gene expression data are not responsible for Leukemia, rather there are a few which known as biomarkers. Thus, selecting the responsible genes was vastly explored in literature. Old days method used filter methods while the current trend is to use different hybrid FS mechanisms for the said purpose. In the case of image based methods, a shift from the traditional ML approach to the DL approach is observed. In the following subsections, we

### Table 6 Performance comparison of recent prediction models on Lung Cancer Datasets

| Work Ref.                      | Classifier   | Performance metrics |
|-------------------------------|--------------|---------------------|
| Tekade and Rajeswari [218]    | VGG          | ACC: 0.95            |
| Anifah et al. [16]            | DNN          | P: 0.80              |
| Alam et al. [10]              | SVM          | R: 0.97              |
| Shakeel et al. [198]          | DITNN        | F1: 0.95             |
| Zhang and Kong [231]          | MSDLF        | S: 0.97              |

#### Mics. Datasets

| Work Ref.                      | Classifier   | Performance metrics |
|-------------------------------|--------------|---------------------|
| Jakimovski and Davcev [104]   | DNN          | ACC: 0.75            |
| Taher et al. [216]            | Rule-based classifier | P: 0.93, R: 0.94, F1: 0.92 |
| Vas and Dessai [222]          | DNN          | R: 0.88              |
| Alzubaidi et al. [13]         | SVM          | F1: 0.97             |
| Akter et al. [7]              | Neuro-Fuzzy  | S: 0.81              |

#### Fig. 9 Examples of Lung CT images from CIA

(a) Normal  
(b) Lung cancer
describe the methods that followed either gene expression or cell image based diagnosis.

### 4.3.1 Gene Expression Based Methods

In this study, the classification of Leukemia into Acute Lymphoblastic Leukemia (ALL) or Acute Myeloid Leukemia (AML) is considered. The most common dataset which has been used is the dataset\(^\text{16}\) provided by Golub et al. \[70\]. This is a gene expression dataset. It consists of 72 Leukemia patients (47 in the ALL category and 25 in the AML category) and each data consists of 7129 gene expression measurements. The researchers aimed to come up with a near optimal set of genes that are responsible for Leukemia disease prior to designing a classifier based detection technique. For example, Hsieh et al. \[94\] used Information Gain (IG) to select important genes that play a significant role in identifying the presence of Leukemia. The authors selected 150 genes out of 7128 genes using the IG. These 150 genes were later used to classify genes using SVM with the RBF kernel. In another work, Begum et al. \[27\] performed Consistency based FS (CBFS) to select optimal bio-markers (i.e., genes) that helped distinguish ALL from AML with SVM (with polynomial kernel) classifier. Contrary to the above methods, Kavitha et al. \[114\] used Fast Co-relation based FS (FCBF) as feature selector and SVM with Recursive Feature Elimination (RFE) kernel as the classifier. In FCBF, first Symmetrical Uncertainty (SU) was computed for every feature and then the correlated features were deleted based on a preset threshold value.

In another work, Dwivedi \[55\] made a comparison study among many classifiers like ANN, SVM, LR, k-NN and classification tree. For cross-validation, researchers used to leave one out cross validation. The best result came out for ANN with the leave one out cross validation technique. Recently, Santhakumar and Logeswari \[187\] used Ant Lion Optimizer (ALO), designed by Mirjalili \[139\]. After FS, the SVM classifier was applied to the selected features. In another work \[188\], these authors proposed a hybridized ALO with Ant Colony Optimization (ACO) technique to improve their previous performance. Though these two methods are new approaches, their performance was not so good compared to other works on the said dataset. In another work, Gao and Liu \[63\] gained the highest accuracy with the help of an extension SVM classifier termed Least Square SVM (LSSVM) where the authors first normalized the data and then classified using LSSVM. Next, the F-statistic method was used as a filter method to lessen the complexity of SVM-RFE. Both PSO and FOA tend to get stuck in local optima. Hence, FOA was used first and then PSO was used to reach the global optimum if FOA stuck to the local optimum. Finally, LSSVM is used on the select features and they got an extraordinary result of 100% with 4 features.

Recently, Baldomero-Naranjo et al. \[24\] designed a modified SVM classifier that deals with outliers detection and FS simultaneously. They considered ramp loss margin error \[31\] in the newly designed SVM model to mitigate the influence of outlier on the classifier and a budget constraint approach similar to \[123\] to restrict the number of the selected features. In another work, Baliarsing et al. \[25\] designed a hybrid FS method that combines SA with Rao Algorithm (RA) (termed as SARA). The SA based local search helps in improving the exploration capability of the RA method. They also used Log sigmoidal function as a transfer function to convert the continuous domain SARA into the discrete domain. Mandal et al. \[133\] proposed a tri-state wrapper-filter FS method and evaluated the performance on the dataset provided by Golub et al. \[70\]. In the first stage, four filter methods, namely Mutual Information, ReliefF, Chi-Square, and Xvariance were considered to design an ensemble FS that reduces some irrelevant features from high-dimensional features. In the next stage, the highly correlated features

| Work Ref. | Classifier | Performance metrics |
|-----------|------------|---------------------|
| Hsieh et al. \[94\] | IG-SVM | 0.98 – – – |
| Begum et al. \[27\] | CBFS-Poly SVM | 0.97 – – – |
| Kavitha et al. \[114\] | FCBF-SVM RFE | 0.93 0.95 – 0.98 |
| Dwivedi \[55\] | ANN | 0.98 1.00 – 0.93 |
| Gao and Liu \[63\] | PSOFOA-ANNFIS | 1.00 – – – |
| Santhakumar and Logeswari \[187\] | ALO-SVM | 0.91 0.95 0.93 0.95 |
| Santhakumar and Logeswari \[188\] | ALO-ACO-SVM | 0.95 0.95 0.96 0.98 |
| Baldomero-Naranjo et al. \[24\] | Modified SVM | 0.95 – – – |
| Mandal et al. \[133\] | Tri-state FS | 1.00 – – – |

\(\text{16} \) [https://web.stanford.edu/~hastie/CASI_files/DATA/leukemia.html](https://web.stanford.edu/~hastie/CASI_files/DATA/leukemia.html)
**Fig. 10** Samples taken from ALL_IDB images
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**Fig. 11** Example of a peripheral blood smear having (a) lymphoblast and (b) lymphocyte (ALL_IDB Dataset)
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**Fig. 12** Separation of nucleus and cytoplasm exercised by Mishra et al. [143] in their work
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were filtered out by employing the Pearson correlation based method. Finally, the authors employed WOA to select the final set of biomarkers. Table 7 lists the performance of various research efforts discussed here.

4.3.2 Pathological Image Based Methods

Since Leukemia disease usually involves white blood cells and thus the nature of these cells helps in screening it. As a result, the pathological image based Leukemia detection algorithm relied on understanding the nature/proportion of blood cells. For this category of Leukemia classification methods considered here have used the Acute Lymphoblastic Leukemia Image Database (ALL_IDB\textsuperscript{17}). All images are in JPG format with 24-bit color depth and dimension 2592 × 1944. Some sample images of ALL_IDB dataset are shown in Figs. 10 and 11. The dataset has two parts: the ALL_IDB 1 and ALL_IDB 2. The ALL_IDB 1 dataset with 108 samples is used primarily for differentiating patients from non-patients. It contains about 39000 blood cells, where the lymphocytes have been labelled by expert oncologists. The ALL_IDB 2 dataset is primarily used to classify different types of Leukemia. It contains a collection of cropped areas of interest of normal and blast cells (see Fig. 11) that belong to the ALL_IDB1 dataset (see Fig. 10). ALL_IDB2 images have similar grey level properties to the images of the ALL_IDB1, except for the image dimensions. Hereafter we are discussing some significant works in Leukemia disease detection.

Abdeldaim et al. [2] utilized the ALL_IDB 2 dataset to detect different types of Leukemia disease. In this work, the images were first converted into a CMYK color model and then used histogram based threshold calculation method to separate the lymphocyte cells from the non-lymphocyte cells where roundness and solidity characteristics of the cells were considered. After this, 30 shape-based features, 15 color based features and 84 texture based features were extracted from detected lymphocyte cells and stacked to classify the cells using k-NN, SVM (with RBF, Polynomial and Linear kernels), DT, NB classifiers. k-NN outperformed the other classifiers. Mishra et al. [142–144] proposed a series of solutions in the said field with varying features and classifiers. In all these works, they utilized the Weiner filter followed by histogram equalization based contrast enhancement on the images from ALL_IDB 2 dataset. Next, grouped leukocytes were segmented using marker based watershed segmentation algorithm [125]. Some such segmented outputs are shown in Fig. 12.

In the work, proposed by Mishra et al. [142], Discrete Cosine Transform (DCT) features were extracted from isolated leukocyte cells and classified using SVM, NB, k-NN and NN with Back Propagation (BPNN). It was found that the first 50 DCT coefficients with the SVM classifier performed the best. Next year, in the work [143], they first extracted GLCM features from segmented cells and then they employed probabilistic PCA for feature dimension reduction. Finally, they used RF, k-NN, SVM and BPNN classifiers on dimension reduced features for both nuclei as well as cytoplasm detection from which it was inferred that nucleus features were more suitable for accurate detection of Leukemia. In another work [144], the authors performed texture based cell classification for predicting Leukemia. Texture based features were extracted using Discrete Ortho-normal S-Transform (DOST) from each segmented region. This was followed by dimensionality reduction using LDA. For classification, the authors tried AdaBoost, SVM, BPNN, RF and k-NN out of which AdaBoost yielded the best result.

Similar to Mishra et al. [142–144], Shafique et al. [196, 197] also proposed two different solutions for classifying Leukemia but they used state-of-the-art transfer learning models for feature extraction purposes in [196] while in [197] they preferred hand-crafted color and shape based features and SVM classifier. In transfer learning, the last layer was changed first to detect white blood cells in the images and then to 4 output channels to categorize the subtypes of Leukemia. This process was done for RGB, HSV, YCbCr and HCbCr image types and used data augmentation during training. The results depicted that the best classification was observed in the case of RGB. In another work [197], the authors performed white blood cell extraction using a series of preprocessing steps (conversion to CMYK and histogram equalization based contrast enhancement), white blood cells suppression using Zack’s algorithm, segmentation of image using watershed algorithm prior to classification. Whereas, Rahman and Hasan [170] detected white blood cells in four major steps which involved the conversion of the image from RGB to HSV, histogram equalization based contrast stretching, background removal and detection using the watershed algorithm. The authors then performed image cleaning to remove leukocytes situated at the edges and nucleus and cytoplasm separation using the bounding box technique. After this, the authors performed feature extraction to obtain 70 features: 16 morphological features, 36 texture features and 18 color features. The classification was performed using an ensemble of classifiers having SVM, DT and k-NN as base classifiers.

In contrast to the above methods, Rawat et al. [176] used the French American British (FAB) classification system for ALL_IDB 2 dataset. According to the FAB, there are three types of Leukemia in the ALL_IDB 2 dataset (say, L1, L2 and L3). Based on this, the authors designed a hierarchical classification model. In the first stage, normal cells and cancerous cells were classified. In the next stage, from

\footnote{https://homes.di.unimi.it/scotti/all/}
amongst the cancerous cells, L1 and non-L1 cells were classified. Similarly, L2 and L3 were classified in the third stage. The authors first extracted 11 geometrical, 15 chromatic and 45 statistical texture features from preprocessed images followed by PCA to obtain reduced feature vectors. In each stage of the hierarchical classification model k-NN, Probabilistic NN (PNN), SVM, Smooth SVM (SSVM) and ANN based Fuzzy Inference System (ANFIS) were applied. The experimental outcome showed that SVM performed best based on classification accuracy. Mohammed et al. [145] proposed a two-stage method where first white blood cells were segmented using a series of preprocessing techniques like median filtering, histogram equalization and hard thresholding and then features like shape, statistical, texture and DCT features were extracted from the segmented images to classify the cells as abnormal or healthy. For classification, the authors used an SVM classifier. Recently, Sahlol et al. [181] proposed a wrapper FS method termed

### Table 8 Performance comparison of recent prediction models on ALL_IDB dataset

| Work Ref.          | Classifier | Performance metrics |
|--------------------|------------|---------------------|
| Mishra et al. [142]| SVM        | 0.99 0.99 1.00 0.99 0.99 |
| Shafique et al. [197]| SVM       | 0.93 – – – – |
| Rahman and Hasan [170]| SVM+DT+k-NN  | 0.93 – 0.96 – – |
| Mohammed et al. [145]| SVM      | 0.97 – – – – |

### Table 9 Performance comparison of some prediction models on Cleveland dataset

| Work Ref.          | Classifier | Performance metrics |
|--------------------|------------|---------------------|
| Single classifier based methods |
| Al-Milli [8] | BPNN | 0.92 – – – – – |
| Sonawane and Patil [208] | BPNN | 0.985 – 0.98 – 0.95 0.02 |
| Gavhane et al. [64] | MLP | – 0.91 0.89 – – – |
| Karayilan and Kılıç [113] | BPNN | 0.96 0.95 0.95 – – – |
| Ismaeel et al. [100] | ELM-NN | 0.87 – – – – |
| Medhekar et al. [136] | NB | 0.90 – – – – – |
| Jabbar et al. [101] | NB | 0.86 – – – – – |
| Patel et al. [158] | J48 | – – – – – 0.15 |
| Dwivedi [56] | LR | 0.85 0.85 0.89 – 0.81 – |
| Sen [194] | SVM | 0.84 – – – – – |
| Shao et al. [200] | MARS-LR | 0.84 – – – – – |
| Jayaraman and Sultana [106] | PBAMNN | 1.00 – 1.00 – 1.00 |
| Gokulnath and Shantharajah [69] | GA-SVM | 0.88 – – – – – |
| Feshki and Shijani [60] | PSO-FFBP | 0.92 0.92 0.93 – – – |
| Harimoorthy and Thangavelu [81] | Improved SVM | 0.90 0.81 0.97 – 0.87 0.10 |
| Ensemble based methods |
| Das et al. [48] | Multi-NN | 0.89 – – – – – |
| Miao et al. [138] | Boosting | 0.97 0.97 1.00 0.98 0.60 0.03 |
| Mohan et al. [146] | HRFLM | 0.88 0.90 0.93 0.90 0.83 0.12 |
| Maji and Arora [130] | DT-NN | 0.78 – 0.78 – – 0.23 |
| Amin et al. [14] | Average voting | 0.87 – – – – – |
as statistically enhanced Salp Swarm Algorithm (SESSA), where SVM was used as a classifier, to select deep features, extracted using VGG architecture, for the classification of pre-segmented white blood cells. Recently, Sumi et al. [213] proposed a self-made CNN-architecture to detect presence of Leukemia. To train the model, they generated synthetic samples through a data augmentation process. In another work, Khandekar et al. [115] utilized an object detection algorithm [147] known as the You Only Look Once (YOLO) algorithm (version 4) to extract and classify ROIs simultaneously.

Performance comparison of all the methods discussed above has been listed in the Table 8. It is to be noted that these performances were not obtained following uniform experimental setups and thus are not directly comparable. However, after closely analyzing the results, it is observed that hand-crafted features provided better performance over deep feature techniques [181, 196]. The reason might be that the CNN models used in literature are of larger depth and thus tend to extract texture features which in turn failed to catch the shape information. Hence, in the future, the use of some better CNN models that can highlight shape and texture information may be useful. Even the use of FS and classifier ensemble techniques are not been largely explored to date.

5 Heart Disease Prediction Methods

One of the common datasets which have been used by many researchers is the Heart disease dataset from the UCI repository18. This is a diagnostic report based dataset that contains 76 attributes in total (1 class attribute and 75 predictive attributes). However, most of the published works used a subset of 14 attributes to conduct their experiment. In particular, the Cleveland dataset is the one that has been very often used by researchers for Heart disease prediction. The numbers 0 and 4 indicate no Heart Disease and end of life respectively while the numbers 1, 2 and 3 indicate the corresponding attack count. The dataset consists of 303 subjects and their corresponding details. In this study, we categorize the Heart Disease detection techniques into two major categories based on whether a method employs a single classifier or an ensemble of classifiers in the classification system. Table 9 lists the performance of various research efforts on the UCI heart dataset discussed here.

5.1 Single Classifier Based Methods

In this section, we have discussed the works which utilized a single classifier for Heart Disease classification. The single classifier based systems include the use of variants of NN models, FS technique prior to classification, missing value imputation, and comparative study to come up with a better model. Since all the diagnostic attributes present in the dataset might not be essential always while screening the Heart disease, hence many authors have utilized FS algorithms to build a state-of-the-art prediction model. Relatively older methods that utilized some form of feature reduction mechanism mostly used the filter FS techniques. Next, we observe a shift from filter to wrapper FS methods and at present hybrid FS techniques are being proposed. Many works also consider this UCI Heart disease dataset to show the effectiveness of newly developed FS models.

In the literature, there are a large number of methods that used NN based models. A number of works like Al-Milli [8], Sonawane and Patil [208] and Gavhane et al. [64] cited the state-of-the-art results on Heart Disease classification problem by tuning the parameters or increasing the number of hidden layers in an MLP with backpropagation algorithm. For example, in [8] though the iteration size is fixed there were 3 hidden layers with 8, 5, and 2 neurons. Whereas in some experiments only one hidden layer with a different number of neurons produced comparatively better results. For example, the numbers of neurons in hidden layer were 20, 100 and 8 in Sonawane and Patil [208], Gavhane et al. [64] and Karayilan and Kilç [113] respectively.

Jabbar et al. [101] and Kanchan et al. [110] established the benefits of FS for classifying Heart Disease. Jabbar et al. [101] utilized the One-R FS technique, proposed by Holte [88] produced better results (combining with NB) compares to Chi-square, Gain Ratio and ReliefF. Shao et al. [200] and Feshki and Shijani [60] employed FS strategy prior to actual classification using LR and Fed Forward BP (FFBP) NN respectively. Shao et al. [200] used a rough set while in [60], PSO was employed for FS purpose by the authors. Using PSO Al-Milli [8] showed the importance of good FS technique as PSO-FFBP produced better results only after utilizing it (utilized multiple hidden layers) in terms of accuracy with a single classifier. In [186], the authors selected the best feature using the ICRF-LCFS algorithm, after that CNN was applied with temporal features with dense layers and activation function as RELU.

In another work, Jayaraman and Sultana [106] used Artificial Gravitational Cuckoo Search Algorithm (AGCS) for FS. As a classifier authors utilized the Particle Bee Optimized associative Memory NN (PBAMNN), where the features were examined in the layers of the NN and this examination was done using appropriate weights and sigmoid as the activation function. Kanchan et al. [110] and Karayilan and Kilç [113] employed PCA for dimensionality reduction. The latter reduced the number of attributes from 13 to 8 and the number of neuron in the hidden layer was decided by an iterative process. In [69], the authors utilized GA based

---

18 https://archive.ics.uci.edu/ml/datasets/heart+disease
approach for selecting the optimal features. After FS, out of 13 features, only 7 features were selected and then SVM was used for classification. Recently, Harimoorthy and Thangavelu [81] selected the features using Chi-square based filter method. However, their major contribution was that they improved the radial basis kernel of the SVM model where they iteratively decreased the margin size i.e., increased the cost during model training. Doing so they reduced the overall classification error.

Missing values can have a detrimental effect on the quality of data. To ameliorate this, Choudhury and Pal [43] introduced a novel method of missing value imputation using autoencoder NN. The dataset was trained on multiple datasets like UCI Cleveland dataset without any missing values for the attribute. The trained autoencoder was then used to predict missing values. As an initial guess of the missing value, the nearest neighbor rule was used and then refined by minimizing the reconstruction error. This was based on the hypothesis that a good choice for a missing value would be the one which can reconstruct itself from the autoencoder. The classifiers used for the imputation were SVM, LR, NB, MLP, PRZ, k-NN, CART, and PNN. The authors comprehensively established the superiority of their imputation strategy especially when there is a high number of missing values. On the other hand, Ismaeel et al. [100] used fixed hidden layer neurons (100) and Extreme Learning Machine (ELM) [97] to get rid of the slow training capability of BPNN algorithms as ELM is a one-time pass process thought it would be fast but it failed to acquire accuracy like the work proposed by Sonawane and Patil [208].

Apart from the NN based classifiers, some researchers have used other classifiers like NB [136], J48 [158], LR [56] and SVM [194]. In the work by Medhekar et al. [136], the NB classifier was trained using 240, 276 and 290 samples out of 303 as training samples where the set with 240 samples outperforms all others. Sen [194] experimentally showed that SVM performs better than DT, NB and k-NN. Whereas in the work by Dwivedi [56], it was shown that LR performs better than SVM, DR, NB and k-NN.

### 5.2 Ensemble Based Methods

In the literature, some Heart Disease prediction systems empowered by several ensemble techniques are also reported which make use of various classifiers to build an integrated classification system. Das et al. [48] proposed an NN ensemble classifier in their research. They first rejected the attributes which were not relevant to Heart Disease classification. This was followed by dividing the dataset into two or more mutually exclusive subsets first and then NN was applied to each dataset to form an ensemble of NNs that were trained with different configurations. Miao et al. [138] proposed an ensemble method based on AdaBoost and weighted majority vote. The researchers found that the boosting methods were very powerful compared to other ensemble methods.

Recently, Maji and Arora [130] proposed an ensemble technique that ensembles DT (C4.5) and NN classifiers named Hybrid DT. In another work, Mohan et al. [146] introduced a method named hybrid RF with a linear model (HRFLM) to set new benchmark recognition accuracy on

| Work Ref. | Classifier | Performance metrics |
|-----------|------------|---------------------|
|           | ACC | P | R | F1 | S | AUC |
| Patil et al. [160] | DT | – | – | 0.79 | – | 0.93 | 0.95 |
| NirmalaDevi et al. [154] | k-NN | 0.97 | – | 0.97 | – | 0.97 | – |
| Chen et al. [39] | DT | 0.90 | – | 0.87 | – | 0.91 | – |
| Wu et al. [227] | LR | 0.95 | 0.95 | 0.95 | – | – | 0.98 |
| Sisodia and Sisodia [206] | NB | 0.76 | 0.76 | 0.76 | 0.76 | – | 0.82 |
| Dutta et al. [54] | RF | – | – | 0.84 | 0.84 | – | – |
| Zhu et al. [237] | LR* | 0.97 | 0.97 | 0.97 | – | – | – |
| Daanouni et al. [46] | DNN | 0.90 | – | – | – | – | – |
| Rakshit et al. [173] | ANN | 0.83 | – | – | – | – | – |
| Ashiquzzaman et al. [19] | MLP | 0.88 | – | – | – | – | – |
| Saji and Balachandran [182] | MLP | 0.70 | – | – | – | – | – |
| Jahangir et al. [102] | MLP | 0.89 | 0.85 | 0.88 | – | – | – |
| Hasan et al. [82] | AB+XGB | – | – | 0.79 | – | 0.93 | 0.95 |
| Kannadasan et al. [111] | Encoder part of autoencoder | 0.86 | 0.90 | 0.87 | 0.89 | 0.83 | – |
| Vaishali et al. [221] | MOE NSGA II | 0.83 | – | – | – | – | – |
| Mansourpoor and Asadi [135] | RLEFRBS* | 0.84 | – | – | – | – | – |
| Harimoorthy and Thangavelu [81] | Improved SVM | 0.99 | 1.00 | 0.95 | – | 1.00 | – |
the UCI Heart Disease dataset. In this model, a DT based partition was applied first, which in turn generated leaf nodes with constraints and then the leaf nodes were pruned using an entropy score. Next, using the constraint of the leaf node, the dataset was split into several datasets (same as the number of leaf nodes). Each dataset was classified separately using the linear method and RF. In contrast to the mentioned methods, Amin et al. [14] proposed a new idea for FS, where they applied a brute force approach and all combinations of features having at least 3 features were tested. In their experimentation, with 13 input attributes, a total of 8100 combinations were selected and tested. After the FS, a model with popular 7 different classifiers (NB, SVM, k-NN, DT, LR, NN, and Vote (average voting of NB and LR)) was created and the dataset was fed into that. In this experiment, with 9 features, Vote method produced the maximum classification accuracy.

### 6 Diabetes Prediction Methods

In this section, we chronicle some of the research efforts undertaken by the researchers to classify patients as diabetic or non-diabetic. The works on Diabetes prediction considered in the current survey used diagnosis report based classification utilizing the PIMA Indians Diabetes dataset prepared by the National Institute of Diabetes and Digestive and Kidney Diseases. All the subjects considered in this dataset were female and above the age of 21. The dataset has 8 features namely, the number of pregnancies, body mass index (BMI), insulin level, glucose, blood pressure (BP), skin thickness, Diabetes pedigree function and age, and a single target variable: Outcome that uses 0 and 1 for non-diabetic and diabetic cases respectively. The research efforts on PIMA Indians Diabetes dataset in the past decade have been enumerated in the Table 10. Some of the ideas presented in these works are as follows.

One of the most cited papers in the field of Diabetes prediction is by Patil et al. [160]. The authors introduced a novel hybrid prediction model (HPM) for Diabetes which has been extensively used and upgraded by other researchers to have a better performing model. The method performed normalization and missing value deletion in the preprocessing stage followed by data reduction using a k-means clustering algorithm. k-means clustering was used to classify the training data into two clusters: diabetic and non-diabetic. In this way, the samples were demarcated into two clusters, out of which the wrongly classified instances were omitted from training followed by classification using DT (J48 algorithm). Later, NirmalaDevi et al. [154] used an amalgam of k-means clustering and k-NN classifier for the prediction of Diabetes. In this method, preprocessing was first done by removal of inconsistent values followed by k-means clustering to remove the misclassified data from the training set as suggested by Patil et al. [160]. However, unlike Patil et al. [160], k-NN was used as the classifier. Though the usage of an HPM was novel, the dataset shrinks further due to the removal of misclassified data.

Significant research developments with greater focus on the data preprocessing like missing value imputation [39, 43, 227], class imbalance handling [54, 202, 203], outlier removal [102], and dimensionality reduction [204, 221] have taken place over the years. We have described a few important works that dealt with such processing to improve prediction performance. Chen et al. [39] improved upon the HPM model of their predecessors by improvising a new missing value imputation method. The authors imputed missing values using the mean of the remaining values of the respective features and used SVM as the classifier. The work by Wu et al. [227] was also along similar lines, except that they used LR as the classifier. Choudhury and Pal [43] introduced a novel method of missing value imputation using autoencoder NN. The method autoencoder model trained was trained on the dataset without any missing values. Next, the trained autoencoder was used to predict missing values in other records. As an initial guess for the missing value, the nearest neighbor rule was used and then refined by minimizing the reconstruction error. A variety of missing value imputation techniques were considered by Purwar et al. [168]. The authors implemented an HPM using MLP. Missing values were imputed using 11 different techniques like case deletion, most common method, concept common method, k-NN, weighted k-NN, k-means clustering, Fuzzy k-means clustering, SVMs imputation (SVMI), singular value decomposition based imputation (SVDI), local least square imputation and matrix factorization, each of which were classified using k-means clustering. The dataset with the least misclassification rate was selected. This new imputed dataset without the misclassified data was classified using MLP to predict Diabetes. However, the dataset is imbalanced, misclassification rate is not an appropriate metric to judge the missing value imputation technique.

To deal with the problem of class imbalance, Dutta et al. [54] used oversampling of the minority class samples. Various ML algorithms like SVM, RF and LR were used for classification and RF yielded the best result. However, oversampling leads to the synthetic generation of data which is not entirely reliable for sensitive domains like disease prediction. To deal with the missing values, Harimoorthy and Thangavelu [81] removed missing values by ignoring the missing fields. After using the X-square filter FS, the authors detected the presence of disease using the modified radial basis kernel of SVM. It is to be noted that recently,
Shaw et al. [202, 203] proposed two new methods (ensemble method [203] and RTPSO for majority sample selection [202]) for better handling imbalance class problem in a dataset.

Another ‘impurity’ in real world data is the existence of outliers [34]. Significant research efforts have been devoted to eliminating this problem in the domain of diagnostic report based disease prediction. For instance, Jahangir et al. [102] designed an outlier detection technique to preprocess the data. The outliers in the dataset were detected using the enhanced class outlier factor (ECOF) based method that improved the supervised class outlier factor (COF) based method. COF for a particular instance is measured using three different scores: the probability of being part of the class under consideration (i.e., $\frac{n}{k}$, where $n$ represents the number of samples from its $k$ neighbours belong to the same class), the deviation of from the respective instances of the same class and the average distance from its neighbors. However, the tuning parameters COF was replaced by a normalization factor in ECOF based method. After this, the authors used an auto tunable NN that adjusts the learning rate and the number of hidden units for classification. An inappropriate outlier deletion method may lead to the removal of a large amount of training data which may cause underfitting/overfitting of NN based classifiers. Hence, a better outlier detection method like [33] could be used.

Zhu et al. [237] and Wu et al. [227] converted the number of pregnancies into a categorical feature to distinguish between zero and non-zero pregnancies as a part of data preprocessing but followed different classification strategies. Zhu et al. [237] first applied PCA on preprocessed data to reduce the number of features and then they used k-means clustering to delete the misclassified instances from the training set. However, Wu et al. [227] used k-means clustering based training data deletion on the original data samples. Wu et al. [227] used the basic version of LR while Zhu et al. [237] used improved LR as the underlying classifier. Here, it is to be noted that by clubbing all women with a history of pregnancy into a single bin, the authors disregarded the number of pregnancies. However, according to medical research [127], women with at least four pregnancies were 28% more likely to develop Diabetes compared to women who reported two or three pregnancies. Hence, converting the number of pregnancies into a binary variable may lead to medical inconsistencies.

Apart from data preprocessing, another familiar problem that researchers face is the problem of FS. Quite often, the datasets are encumbered with irrelevant information which needlessly increases the complexity of the model. FS has been widely explored for a long time starting with Ilango and Ramaraj [99] who used an HPM approach. In this work, a hybrid FS technique that first ranked the features based on F-score followed by optimum feature subset selection having the least clustering error was used. SVM was used for classification. It is noteworthy that F-score does not provide any mutual information among the features. Hence, it may lead to the selection of multiple irrelevant features which convey the same information. In another work, Vaishali et al. [221] used GA for FS which reduced the feature dimension to half its actual size. After the FS, two types of multi-objective evolutionary (MOE) fuzzy rule based classification algorithms namely, Non-dominated Sorting GA (NSGA II) & elitist Pareto-based multi-objective evolutionary algorithm (ENORA) were employed. MOE NSGA II fuzzy algorithm yielded a better result. In the same line, Shen et al. [204] applied FOA-SVM technique. This technique can select optimum features with an iterative method till the number of iterations matches the maximum iteration present. The FOA-SVM technique produced very good results compared to methods like PSO-SVM and GA-SVM.

Fuzzy systems were also employed by Mansoury Poor and Asadi [135] where the authors designed a Reinforcement Learning-based Evolutionary Fuzzy Rule-Based System (RLEFRBS). The proposed model involved the building of a Rule Base (RB) followed by rule optimization. The initial RB was constructed from numerical data out of which redundant rules were eliminated based on the confidence measure. This was followed by rules used for pruning. Finally, GA was employed to select the appropriate subset of rules. Usage of fuzzy systems ensures high interpretable models which makes such models acceptable in the research community. Both the problems of data preprocessing and FS are dealt with elegantly by Hasan et al. [82]. The authors studied the performances of two ensemble learners (viz., XGBoost, and AdaBoost) and MLP in three different scenarios. In the first case, preprocessing techniques like Outlier Elimination (OE), Missing Value Substitution (MVS), and standardization were applied with dimensionality reduction techniques like PCA, ICA and FS using correlation. In the second method, MLP was designed after applying OE and MVS. In the third method, OE + MVS with AdaBoost + XGBoost was found to be the best ensemble technique. It is observed that the first method had the best specificity while the other method yielded the best values in sensitivity and AUC score.

Apart from these, we find extensive usage of MLP in Diabetes prediction. Saji and Balachandran [182] and Ashiquzzaman et al. [19] made significant contributions to this domain. Saji and Balachandran [182] compared the outcomes of MLPs with various learning algorithms like Levenberg-Marquardt, BFGS Quasi-Newton, Resilient BP, scaled conjugate gradient, conjugate gradient with Powell/Beale restarts, Fletcher-Powell conjugate gradient, Polak-Ribiere conjugate gradient, one step secant and variable learning rate backpropagation. Levenberg-Marquardt yielded the best results among all. Ashiquzzaman et al. [19] experimented
with MLPs with different dropout schemes. The model used 2 hidden layers, one with 64 neurons and the other with 32 neurons. The 2 hidden layers had 25% dropout and the last layer had 50% dropout.

Recently, Kannadasan et al. [111] used a stacked autoencoder based DNN model to predict Diabetes. A typical autoencoder model consists of two components namely encoder and decoder. In this work, the authors used only the encoder part. In this model, the input of the autoencoder was the input of the encoder and the output of the autoencoder was the output of the hidden layer of the autoencoder. The DNN model was trained to minimize 3 errors: Mean Square Error (MSE), regularization and sparsity using backpropagation. Some researchers only tried to evaluate the performance of the dataset on a single classifier. For example, Rakshit et al. [173] implemented a 2-class DNN after standardization and missing value deletion, Daanouni et al. [46] compared four classifiers, namely DT, k-NN, ANN and DNN. In [46], DNN with FS using Neighbourhood Components Analysis (NCA) yielded the best result. On the contrary, a comparative analysis of different algorithms was performed by authors like Hashi et al. [84], and Sisodia and Sisodia [206]. Three shallow classifiers namely DT, SVM and NB were used by Sisodia and Sisodia [206], out of which NB yielded the best result.

### 7 CKD Prediction Methods

The methods considered in this survey use diagnostic data for CKD prediction based on the UCI CKD dataset\(^2\)\(^{20}\). The dataset has 25 diagnostic attributes and a single target variable. In all, there are 11 nominal and 13 categorical features. The research endeavors of the past about the UCI CKD dataset have been compared in Table 11. Some of the ideas presented in the existing works have been discussed here.

| Work Ref.                | Classifier | Performance metrics |
|--------------------------|------------|---------------------|
|                         | ACC        | P       | R       | F1      | S       | AUC       |
| Pujianto et al. [167]    | SVM        | 1.00    | –       | –       | –       | –         |
| Amirgaliyev et al. [15]  | SVM        | 0.94    | –       | 0.94    | –       | 0.95      |
| Chetty et al. [41]       | k-NN*      | 1.00    | –       | –       | –       | –         |
| Charleonnan et al. [35]  | SVM        | 0.98    | –       | 0.99    | –       | 0.98      |
| Wibawa et al. [226]      | AB         | 0.98    | 0.98    | 0.98    | 0.98    | –         |
| Sedighi et al. [190]     | NB         | 0.97    | –       | –       | –       | –         |
| Sisodia and Verma [207]  | RF         | 1.00    | 1.00    | 1.00    | 1.00    | 1.00      |
| Avci et al. [21]         | DT         | 0.99    | 0.98    | 0.99    | 0.98    | –         |
| Almansour et al. [12]    | ANN        | 0.99    | –       | –       | –       | –         |
| Wibawa et al. [225]      | SVM        | –       | –       | 0.99    | –       | 1.00      |
| Aljaaf et al. [11]       | MLP        | 0.98    | –       | –       | 0.98    | 0.99      |
| Gunarathe et al. [76]    | RF         | 0.99    | –       | –       | –       | –         |
| Guia et al. [74]         | k-NN       | –       | –       | 0.99    | –       | –         |
| Johari et al. [108]      | ANN        | 1.00    | 1.00    | 1.00    | –       | –         |
| Polat et al. [164]       | SVM        | 0.98    | 0.98    | 0.98    | –       | 0.98      |
| Harimoorthy and Thangavelu [81] | Improved SVM | 0.98 | 0.95 | 1.00 | – | 0.99 |

\(^2\) [http://archive.ics.uci.edu/ml//datasets/Chronic_Kidney_Disease](http://archive.ics.uci.edu/ml//datasets/Chronic_Kidney_Disease)
of ELM using RBF, Linear, Polynomial and Wavelet kernels. Various combinations of imbalance correction, FS and kernels were applied. ELM with RBF kernel with undersampling correction FS yielded the best results. Though undersampling may reduce the imbalance in the dataset, it shrinks an already miniature dataset and sometimes makes the model prone to overfitting. Hence, using a hybrid of oversampling and undersampling algorithms may lead to better classification. To eradicate the problem of missing values, a three-fold approach was designed by Sisodia and Verma [207]. If the number of missing values was small for an attribute, then the respective instances were deleted. However, if the number of missing values was large in comparison to the total number of instances, the attribute itself was deleted. If the number of missing values was moderate, then they were imputed. Finally, the dataset was classified using NB, SVM, J48, and three ensemble classifiers, namely, RF, Bagging, and AdaBoost.

Aljaaf et al. [11] filtered the data to weed out outliers and also dealt with missing values. The outliers were replaced with the highest or lowest permissible values. For missing values, a two-fold approach was adopted. If the missing values comprised less than 20% of the total data, the data was deleted. Otherwise, the missing value was imputed. This was followed by FS which produced an optimal feature subset of 7 features. These were trained using Classification and Regression Trees (CARTs), LR, MLP and SVM classifiers. Another significant research direction is the predominance of FS algorithms owing primarily to a large number of features which leads to what can be called a twin curse: an increase in training time and the possibility of overfitting. A number of authors have tried different FS strategies like IG, Best First Search (BFS), etc. Polat et al. [164] demonstrated the utility of FS algorithms by comparing the performance of SVM with and without FS. By fixing on a single classification algorithm: SVM, the authors comprehensively illustrated that FS invariably improved the classification accuracy. The FS algorithms used were classifier subset evaluator, wrapper subset evaluator, correlation FS subset evaluator, and filtered subset evaluator which employs either best first search or greedy stepwise methodology. The filtered subset evaluator with the BFS method outperformed all other strategies.

Chetty et al. [41] used BFS for FS followed by classification. The reduced feature subset was used for CKD prediction using NB, SVM and k-NN classifiers, out of which k-NN produced the best result. Like Chetty et al. [41], Charleonnan et al. [35] used BFS algorithm for FS. The authors converted the nominal attributes to binary attributes in the training data followed by FS. k-NN, SVM, LR and DT were used as the classifiers out of which SVM yielded the best results. One of the disadvantages of the BFS is that it, being a greedy algorithm, may get stuck in local optima. Hence, the selected feature subset may not be the optimal feature subset always. A popular method using the correlation between features and target variables has been used by Almansour et al. [12] and Wibawa et al. [226]. Almansour et al. [12] deleted the missing values. After the pre-processing, the best hyperparameters for ANN and SVM were selected. Using these optimized hyperparameters, the authors computed the correlations among all the features and the target which were then arranged in descending order. Half the features having the best correlation with the target variable were retained and tested with ANN and SVM. The process of halving and testing was continued until a single feature was left. The feature subset which exhibited the best performance was used to build the final model. It is noteworthy that the process of halving the number of features may lead to the selection of a non-optimum feature subset. Sandhiya and Palani [186] selected the best features using the ICRF-LCFS algorithm where those features are selected which contributed most in predicting good results. Before that, the authors employed the k-Means algorithm to group them. After that T-CNN is applied to this. Wibawa et al. [226] combined boosted classifier and FS for predicting CKD. The features were first selected using Correlation FS (CFS). For the boosted classifier, it used the base learners like NB, k-NN and SVM. Though collinearity is a very easy and readable way to judge the relevance of the feature, it may lead to multicollinearity as only the correlation of feature variables with the target variable was taken into account. This could result in the inclusion of redundant features.

Owing to superior prediction capabilities, boosting algorithms have become extremely popular of late. Works by Wibawa et al. [226], Sedighi et al. [190] and Islam and Ripon [18] which combined FS and boosted classifier bear testament to this fact. Sedighi et al. [190] undertook a comprehensive comparative study of different filter and wrapper based FS methods. The missing values were imputed using the k-NN model. Forward FS (FFS), Backward Feature Elimination (BFE), Bi-directional Search (BDS) and GA were used for FS and trained with AdaBoost using NB as the base learner. GA was found to perform the best among all the FS algorithms. However, according to some studies like Ting and Zheng [219], using a boosting algorithm on NB may not produce the desired improvement in classification compared to NB. Introducing a tree structure in NB followed by boosting can improve the classification significantly.

Apart from FS, feature extraction methods were also used to reduce dimensionality. Though not extensively explored in literature, authors like Guia et al. [74] have used PCA. In this work, after missing value imputation, label encoding and normalization, PCA was used for dimensionality reduction. The first 11 principal components accounting for more than 95% of the variance, were used. SVM, DT, RF, Gaussian NB, MLP, and k-NN were used as the classifiers out of
which k-NN yielded the best accuracy. It is noteworthy that PCA works best with strongly correlated features. Hence, using CFS followed by PCA could enhance the predictive power of the model. Some authors like Avci et al. [21] and Amirgaliyev et al. [15] emphasized the comparative study of various algorithms. Avci et al. [21] provided a simple comparison of various ML algorithms like NB, K-Star, SVM and J48. It was found that the J48 algorithm had the best performance. An SVM-based approach was used by Amirgaliyev et al. [15] where they used Linear SVM and the results were compared for 10-fold cross-validation. In another work, Johari et al. [108] made a comparative study of DT and 2-class NN after feature normalization using min-max normalization. The NN yielded much better results across various performance metrics. A similar study was done by Vashisth et al. [223] among MLP, SVM and NB where MLP outperformed the other algorithms.

8 Liver Disease Prediction Methods

The majority of the research works found in the literature for Liver Disease prognosis have used diagnosis report based classification utilizing the Indian Liver Patient Dataset (ILPD) [21] and Liver Disorders Dataset (LID) [22]. Both the datasets are available in the UCI repository. ILPD is a multivariate dataset consisting of 583 patient records (441 male and 142 female). All the patients were from the northeast part of Andhra Pradesh, India. It has 10 attributes and 416 out of 583 patients are classified as liver patients and the rest are non-liver patients in the dataset. LID (originally known as the British United Provident Association (BUPA) dataset) is a multivariate dataset consisting of 345 samples having 7 attributes. Each sample constitutes the record of a male subject. The subjects were labelled as either class label 1 (positive case) or 2 (negative case). Out of 345, there are 145 and 200 positive and negative subjects respectively.

There is a plethora of works found in the literature that have selected a classifier from a pool of available classifiers based on their merit for Liver disease screening while experimenting on ILPD and/or LTD. For example, Kant and Ansari [112] utilized the Atkinson index, a popular measure of inequality to select the initial centroid of the k-means algorithm. The improved k-means clustering with the Atkinson index produced a thriving precision score on the ILPD dataset. In another work, Adil et al. [4] used an LR classifier that is simple and possesses low computational cost. They split the ILPD into training and testing data in a 7:3 ratio and applied k-fold cross-validation for partitioning the training data. Gogi and Vijayalakshmi [68] used various classifiers like SVM, LR and DT for the classifying samples belonging to ILPD. However, they applied missing value imputation with not a number (NAN) in the preprocessing stage. In their experiment, LR performed better than the rest and yielded the best classification metrics. In another work, Kumar and Katyal [120] reported that the C5.0 with adaptive boosting outperformed the classical classifiers like NB, RF, k-NN, actual C5.0 (a DT based classifier) and the k-means clustering algorithm in terms of accuracy, precision and recall values while detecting liver disease.

Contrary to the above-mentioned techniques, some researchers have tweaked the native classifiers to obtain better classification performance. For example, Tiwari et al. [220] employed various Lazy classifiers like instance based k-NN using Log and Gaussian (IBKLG) weight kernels, Locally Adaptive k-NN (Localk-NN) algorithms and Rough Set Exploration System Library based k-NN (Rseslikb-NN) for stratifying ILPD. Comparatively, Localk-NN showed the finest accuracy and recall measure while IBKLG overpowered the rest of the lazy classifiers in terms of precision score. However, it could not handle circumstances where the training data is insufficient or corrupted with noise. In another work, Chua and Tan [45] upgraded the classification capability K-NN classifier by introducing a fuzzy rule-based k-NN algorithm for Liver Disease classification utilizing the LID dataset. Unlike conventional k-NN, the proposed method’s initialization procedure operated the imprecise inputs (neighborhood density and distance) through the natural framework of the fuzzy logic system. Euclidean distance measurement was adopted to attenuate dimensionality. Fuzzy rule-base’s performance was enhanced by a binary coded GA that concomitantly optimizes the parameters of the rule consequent, antecedent membership functions and the feature weights. The decision boundary produced by the proposed method was tunable and thus it could handle circumstances where the training data is insufficient or corrupted with noise. After evaluation, it was evident that fuzzy rule-based k-NN outperformed crisp and fuzzy k-NN.

All the prior mentioned techniques followed a common trend of utilizing robust classifiers on the raw dataset without concluding the distinguishing capability of the attributes present in the dataset. However, some researchers have focused on the selection and ranking of the features and reported that the performance of most practical classifiers improves a lot when highly-correlated or irrelevant features are omitted from a given dataset. For example, Kulkarni and Shinde [118] came up with a hybrid neuro-fuzzy classification model to predict Liver Disease from the LID dataset where IG was used to select the feature subset that gives the highest classification accuracy. In this work, ANN was used to comprehend the membership value for fuzzy classes.

21 https://archive.ics.uci.edu/ml/datasets/ILPD+(Indian+Liver+Patients+Dataset)
22 https://archive.ics.uci.edu/ml/datasets/liver+disorders
of an input dataset. Next, they employed the sum aggregation reasoning rule to aggregate attribute belongingness so that the pattern belongingness to the given classes can be calculated. Obtained attributes were thereafter used for high level decision making first and then utilizing defuzzification operation, the pattern was assigned to the predicted class. Underlying attributes were ranked using some ranker method and then a few top ranked attributes which were relevant to making predictions were utilized to train the classification model.

Babu et al. [22] experimented with different attribute evaluator techniques available in the WEKA tool and applied them to ILPD while Nahar and Ara [83] used Singular Value Decomposition (SVD) based ranking algorithm available in Matrix Laboratory (MATLAB) for predicting Liver Disease. Going into detail, Babu et al. [22] employed a k-means clustering algorithm on the top-7 ranked features of the training dataset and checked the clustered validity of objects. Mis-clustered data were omitted from the training dataset. Finally, the refined train set was fed into various classifiers such as NB, K-NN and DT (C4.5 algorithm) for classification. NB classifier outdid k-NN and DT. However, Nahar and Ara [83] experimented with different top ranked features using SVM as a classifier. The authors experimentally showed that top-8 ranked features performed best for both the ILPD and the LID datasets. Pearson Correlation Coefficient (PCC) of the attributes was used by Haque et al. [80]. In their work, they used RF and ANN as a classifier in order to discern liver disorder patients from rest. Experimentally, NN outperformed RF. Abdalrada et al. [1] used a sigmoid function based feature ranking method. Using the sigmoid function occurrence probability (say, p) of each attribute was calculated. Attributes having a low p value (< 0.05) and odds ratio were considered to be less important and eventually they were removed. Only 5-attributes viz., Age, DB, SPGT, TP and Albumin were chosen for Liver Disease prediction using the LR classifier.

Another problem that plagues researchers is the presence of missing values. Choudhury and Pal [43] introduced a novel method of missing value imputation using autoencoder NN. The dataset was trained on multiple datasets like the ILPD without any missing values for the attribute. The trained autoencoder is then used to predict missing values. As an initial guess of the missing value, the nearest neighbor rule is used and then refined by minimizing the reconstruction error. This is based on the hypothesis that a good choice for a missing value would be the one that can reconstruct itself from the autoencoder. The classifiers used for the imputation are SVM, LR, NB, MLP, PRZ, k-NN, CART and PNN. The researchers comprehensively establish the superiority of their imputation strategy especially for high rates of missing values.

In the literature, some authors like Kumar and Sahu [119], Auxilia [20], Ramana and Boddu [174] and Srivenkatesh [210] emphasized the comparative performance of various classifiers on the ILPD. Kumar and Sahu [119] performed a set of experiments to check the performance of classifiers like RF, CART and Reduced Error Pruning Tree (REPTree) with two different train test splits: 70%-30% and 80%-20%, and inclusion/exclusion of FS technique. They obtained the
best result using the FS method with RF on 80%-20% on the train-test split. In [20], the author examined the performance of classifiers like DT, ANN and RF to foresee a liver ailment in patients. DT outperformed the rest of the classifiers based on some factual metrics. Srivenkatesh [210] investigated performances of five different supervised learning algorithms such as NB, LR, SVM, RF and k-NN. LR outperformed the rest of the classifiers. Performance measures like Kappa statistic value, Mean Absolute Error (MAE), Root Mean Square Error (RMSE), P and F1-score were utilized to assess the performances of the classifiers. Also, a comparative study by Ramana and Bodd [174] includes the classifiers like Bagging, k-NN, DT (J48 algorithm), JRip (a RIPPER algorithm), MLP and NB classifiers. The bagging classifier achieved the highest accuracy followed by MLP, J48, JRip, k-NN and NB. These comparative studies allow us in perceiving the advantages and disadvantages of various classifiers and provide insight into various techniques.

Table 12 enumerates the performance of various research efforts over the last 10 years about Liver Disease prediction using ILPD and LID datasets.

### 9 Future Research Directions

From our thorough analysis of different computerized disease detection methods over the different datasets related to Breast Cancer, Lung Cancer, Leukemia, Heart Disease, kidney disorder (i.e., CKD) and Liver Disease, it is clear that AI and ML based approaches were extensively used by the researchers since last two decades. New methods are constantly being explored to develop better models for the prediction of diseases now and then. It comes as no surprise that the models designed in the last few years have comprehensively outperformed previous research attempts across all the datasets considered in our survey. While this survey does chronicle significant inroads of AI and ML in disease prediction and diagnosis, there are some significant research gaps that future researchers should take up. Some of them have been enlisted and described hereafter in this section.

#### 9.1 Exploring more DL Models

Researchers primarily used ML (Pujianto et al. [167] in UCI CKD, Ilango and Ramaraj [99] in PIMA Indians, etc.) or Shallow NNs (Aljaaf et al. [11] in UCI CKD, Gavhane et al. [64] in UCI Heart dataset, etc.) for image based classification systems. It is noteworthy that most of these approaches employed ML or shallow NNs as classifiers. DNNs consisting of multiple hidden layers have not been explored much as compared to shallow learners. DNNs were mainly explored using transfer learning (work by Shafique et al. [196] in ALL_IDB dataset) for designing pathological image based disease detection. This is probably due to the concise nature of the datasets and the bottleneck of computing capabilities. With the abundance of data at the disposal of researchers and the availability of superior computers, it is expected that DNNs will be explored exhaustively in the near future. Besides, fully trained DNNs like ResNet and Inception could be employed in the future. Also, some hybrid models (e.g., [65, 224]) that feed some handcrafted features to the DL model could be another future direction. In addition to these, ensembles of different DL models bearing some complementary information (e.g., [50, 51, 162]) could be applied to enhance the overall classification model.

#### 9.2 Designing Sophisticated Data Processing Strategies

From the above discussion, it is evident that data preprocessing had played a vital role over the years to enhance the end performance of the detection models. Such preprocessing techniques included missing value imputation and feature dimension reduction through FS. In this subsection, we first revisit and analyse the existing works and then suggest some ways which might improve the existing ones.

#### 9.2.1 Handling Missing Values

The existence of missing values is a very common problem in the case of diagnosis report based datasets as this is similar to survey data. All the related information might not be available for all subjects as medical practitioners may collect only information they consider relevant. However, in ML based systems, such missing values are detrimental during prediction as learning may be biased to the available data. To handle such scenarios, many researchers like Patil et al. [160] for PIMA Indians, Almansour et al. [12] for the UCI CKD dataset, and Choudhury and Pal [43] for ILPD opted for deleting the missing values prior to actual classification. In some cases, the missing values are substituted with zero [12] or the mean value of the feature for the rest of the data like Chen et al. [39] in PIMA Indians among others to handle such missing values. However, such crude techniques of missing value imputation or deletion may not be the right choice for some disease predictions. To perform missing value imputation, one might employ a clustering approach where data samples can be clustered without considering the attribute having missing values first and then the information from the same cluster data may be used to substitute the missing values. Additionally, some state-of-the-art methods as described in [126, 171, 191, 233] could be applied.
9.2.2 Exploring more Dimensionality Reduction Strategies

Many datasets have a large number of features but not all features are useful to generate the final output. Such redundant data only increases the computational complexity. Feature engineering is a process to generate a reduced dataset with new features which are produced from the existing raw dataset. However, we find that for data reduction, most researchers have focused on FS. Dimensionality reduction using feature engineering has not been extensively explored and is mostly restricted to only PCA like Ophir et al. [62] in Fred Hutchinson Cancer Research Center Dataset and Karayilarn and Kilic [113] in UCI Heart Disease or LDA as in Mishra et al. [144]. Other dimensionality techniques like isomap embedding [184], locally linear embedding algorithm [157], supervised locally linear embedding algorithm [232] among others could be useful.

9.2.3 Designing new FS Strategies

There is also a dearth of variety in optimization algorithms with most researchers using gradient descent. Very few researchers used GA in WBC dataset (Huang et al. [98]), ILPD dataset [45] and PIMA Indians datasets [221], AMO Algorithm in UCI CKD Dataset [18] or PSO in UCI Heart Disease [60], WBC dataset [234] etc. which yielded satisfactory results in respective research domains. It is imperative that researchers in future might extensively use one or more such optimization algorithms. To be specific, for small sized data, a filter method or ensemble of filter methods could be employed while for the large sized data, use of wrapper filter methods (i.e., filter method followed by wrapper methods) or hybrid wrapper methods or wrapper method with some local search could be another future scope for the researchers.

9.3 Fusing Handcrafted Features with Deep Features

For image based classification systems which typically need feature extraction followed by the classification, researchers mostly focused on shape, colour or texture based features. Some state-of-the-art feature extraction techniques like Scale Invariant Feature Transform, Speeded Up Robust Features, Oriented FAST and Rotated BRIEF (ORB), Daisy and Haralick (except [195, 222]) feature had not been explored much till now for such problems. Moreover, researchers had also overlooked the possibility of some intelligent hybrid models combining handcrafted features with deep features like [195]. Therefore, exploring the use of state-of-the-art handcrafted features or hybrid models fusing handcrafted features with deep features might help in improving the present state-of-the-art results obtained by image based CAD models.

9.4 Handling Class Imbalance Problem

Class imbalance is very common when considering medical data since the number of infected subjects is very low as compared to the number of healthy subjects. However, a very few researchers, as described during methodological description, have taken into account the problem of imbalanced class in the dataset (e.g., Han et al. [79] in BreakHis Dataset and Dutta et al. [54] in PIMA Indians) while using ML based approach. Imbalanced datasets can often lead to poor classification and misleading accuracy measures. Class imbalance could be rectified either using undersampling or oversampling or a hybrid of the two approaches in case of the diagnostic report based as well as image based classification problems. Besides, data augmentation for image based classification problems could be a better choice.

9.5 Generating Large‑scale Datasets

It is observed from the methodological reviews of the existing techniques that there is a crisis of large-scale datasets of the various diseases. We find that the datasets used here are restricted to a certain age bracket, gender, or location. Such homogeneity in the dataset may lead to the problem of overfitting and the proposed model may not generalize well for real world scenarios. Hence, care must be taken to build datasets that include a heterogeneous sample space. This is also a pressing need in the world of the Internet of Things (IoT) where medical practitioners all over the world can work as a team to deal with complicated diseases. Some special categories of data could also be prepared for aged people with different co-morbidity or as in the current scenario COVID-19 patients having no prominent symptoms. Here, we describe some of the possible data requirements that could be prepared in the future.

9.5.1 New Data Collection

Breast Cancer: WBC dataset is the most widely used dataset in the literature on Breast Cancer detection. However, this dataset was last updated in 1991 which makes it outdated. The number of instances is quite low with only 699 instances. Moreover, some important attributes causing Breast Cancer like age, obesity, menopause, and family history of having Breast Cancer are also absent there. For image based classification, BACH and BreakHis are some of the prominent Breast Cancer histopathological image datasets widely used by the researchers. Various data augmentation techniques are used to cope with model overfitting due to data scarcity issues in these datasets. However, there are several problems associated with data augmentation like loss of discriminating features or information. The selection of a data augmentation approach should be performed
judiciously based on the dataset characteristics. Having more data is always the recommended panacea, as data augmentation also brings up the possibility of the elimination of some inherent properties from the image.

**Lung Cancer:** The Irvine dataset (last update: 1992) consists of only 32 instances and the MLCD dataset (last update: August 2002) contains a total of 96 instances where 86 primary lung adenocarcinomas samples and 10 non-neoplastic lung samples. Such a low sample count and age-old dataset motivated researchers to provide the LCD dataset (last update: 2017) having 1000 instances. This data is much better as compared to the other two while the number of samples is taken into account. However, this dataset is not enough in a practical scenario. Hence, more such dataset is required to be generated to improve the Lung Cancer detection from diagnosis report and thereby assist the medical experts to make proper decisions.

**Leukemia:** Golub dataset is the most common and one of the early gene expression based datasets and this was a frequently used dataset in Leukemia related research. It originated in 1999, which makes it quite old. Moreover, this dataset has only ‘ALL’ and ‘AML’ data while data from non-cancerous subjects are missing. Hence, preparing a new dataset containing gene expression of ALL, AML and non-cancerous subjects or adding gene expression data of non-cancerous subjects to this dataset could open up a new direction on Leukemia detection from gene expression data. There are only 72 instances which is a quite low number. The histopathological image dataset used for the classification of Leukemia is the ALL_IDB dataset which consists of histopathological images collected as long back as 2005. Hence the dataset has become outdated. With better microscopes and software available to capture the image under the slides, a newer dataset would lead to better models.

**Heart:** The Cleveland dataset is used in almost every heart related research work which was developed in 1988. This dataset has 303 instances and it is quite low from the ML point of view. This dataset contains some important attributes like smoking, Diabetes but ignores some potentially useful attributes. Moreover, this dataset was only collected from Cleveland city, USA (Ohio) and thus making the dataset highly localized. It would be wiser to create a dataset that includes subjects from countries like Turkmenistan, Kazakhstan, Kyrgyzstan, Mongolia, and Russia which are highly affected by it. So we need more globalized and updated data for more applicability of the devised method on that new dataset to real life.

**Diabetes:** The dataset used in Diabetes includes only females above 21 years with the maximum age being 65. All the subjects belonged to PIMA Indian heritage. Hence the sample space considered here is confined to narrow geography and of a particular gender. Hence such a dataset is outdated and does not lead to the generation of a robust model. A new dataset with subjects across locations, genders and age brackets is the need of the hour. Moreover, the dataset is too small with only 768 instances to generalize any method experimented on this dataset. Even within the existing dataset, the data is skewed with only 268 instances being positive. In addition to these, the dataset was last updated in 1990 which makes it obsolete in the current scenario.

**CKD:** The dataset used for CKD prediction is the UCI CKD dataset. The dataset recorded patients from Tamil Nadu in India over a period of 2 months. Hence, like in Diabetes, the dataset lacks diversity in terms of geography. A dataset more inclusive of heterogeneity would lead to generating better models for the prediction of CKD. The dataset has only 400 instances out of which 62% of the subjects had CKD. This points to the imbalance in the dataset. These issues create an urge towards the generation of a new and larger dataset covering the long period and large geographical locations.

**Liver Disease:** The LID (generated in 1990) and ILPD (generated in 2012) were widely used diagnostic datasets for Liver Disease detection using classical ML based approaches. Several challenges are associated with these datasets for clinical research. Both the datasets are quite outdated and demographically localized. The ILPD has both male and female subjects records while LID is limited to male subjects only. ILPD comprises 583 patient records and LID consists of scarcely 345 instances. DNNs are data-eating approaches that require bountiful amounts of training data. Hence, they failed to yield good results in ILPD and LID when compared to classical ML models.

### 9.5.2 Generating Synthetic Data

We have already mentioned that DL based models, in general, require a large amount of data for proper training of the model. We have seen that the availability of sufficient and useful data becomes a major concern for the researchers. In the case of medical data, things are even more cumbersome as collection or preparation of medical data is most of the time very costly and often time-consuming. Besides the assemblage, the data also needs to be annotated by medical experts. In 2014, Goodfellow et al. [71] introduced Generative Adversarial Networks (GANs). GAN is a generative model to generate new realistic data samples from the reference sample data that are not only similar to the examples but are indistinguishable as well. Over recent years, GAN has been gaining a lot of attention in the medical fraternity due to its impeccable features, namely, image synthesizing, de-noising, segmentation, reconstruction, data simulation and classification. GAN and its extensions can extricate the scarcity of labelled data problems by generating close to realistic data from existing samples. However, synthetic data generated if not nearly identical to real-world data, can affect
the quality of decision making. The only way to guarantee a GAN generator is generating accurate, realistic outputs is to test its performance on well-understood, human annotated validation data using the discriminator. Although synthetic data generation has become easier over time, real-world human annotated data remains a cornerstone of training data for CADDs.

### 9.5.3 Preparing Multi-modal Data

For diseases like Breast Cancer, Leukemia and Lung Cancer we observe that researchers, in the past, used either diagnostic reports or pathological images for screening these diseases in most of the cases. Unfortunately, to the best of our knowledge, no method has used both. This might be due to the non-availability of multi-modal patient data [128] in the public domain. By multi-modal data, we mean that both diagnosis reports and pathological images for each subject in the dataset. In this context, it is to be noted that recent IoT-enabled smart health care systems are suggesting the use of multi-modal data for better patient care and more accurate disease diagnosis. Moreover, Sánchez-Cauce et al. [185] showed that the use of patient information like age and sex with thermal images improves the overall performance of the breast cancer detection system they designed. However, the lack of such data in the public domain limits the evolution of computer aided multi-modal disease screening systems that can overcome challenges identified by Madabhushi et al. [128]. Hence, the preparation of publicly available multi-modal data can be another important future research direction.

### 9.6 Medical Image Segmentation

A medical image segmentation technique aims at distinguishing the pixels of an organ or a lesion from the background present in the pathological image. This is considered to be one of the most challenging tasks in medical image analysis, which is a major component of AI-based diagnosis models by researchers. A medical image segmentation based disease diagnosis system assists the experts by delivering critical information like the shape and volume of these organs [86]. Even automatic segmentation of organs/lesions can assist the physician to monitor their growth and make surgical decisions [26]. In the early days of medical image segmentation methods, researchers relied on traditional methods like edge detection, morphological operations, skeletonization and various statistical properties. However, in the latter stage, handcrafted features based classification and clustering dominated the domain for a long period. At this stage, designing and extracting better features remained the primary concern for developing such a method. In recent years, researchers obtained considerable success in medical image segmentation using DL based approaches [86, 235]. Thus, in the past few years, DL aided medical image segmentation techniques have gained vast popularity in the research community. However, researchers of this domain encountered limited data both in terms of count and variety. To be specific, these data are scarcely annotated or weakly annotated [217] and this makes the medical image segmentation problem a GT-hard problem [193]. To overcome this issue, one may employ approaches like semi-supervised learning [229], contrast learning [107], domain adaptation that is similar to zero-shot learning [29], and Graph Neural Network (GNN) [179] aided learning for region and boundary aggregation [137] during the training process or can generate synthetic data for training using a simulation-supervision approach [192, 193].

### 9.7 Maintaining Ethical and Legal Aspects

AI in the medical domain started its journey in the early 1970s when researchers were fascinated in this domain because of its huge real-life applications [159]. Till then, the world has observed the development of several decision support systems keeping AI at the backbone. Even in many cases, it has been observed that the AI-assisted methods are outperforming human precision [150, 211]. However, the performance of these methods is largely dependent on the training data and thus prejudiced samples in the training set might hamper the end outcome. Hence, data verification and validation by some medical experts while preparing such training samples are needed from ethical perspectives. Even the consent of subjects, who are undergoing such experiments, must be taken before conducting experiments and releasing their data in public. Moreover, a notable loophole in the existing AI-assisted methods is that the majority of the algorithms fail to explain the reason behind their prediction to the medical practitioners. Therefore, researchers of a newly developed AI-assisted algorithm in the medical domain should strongly make their algorithm explainable on ethical grounds. Such initiatives would help the medical experts to spot any error present therein, and thereby would increase the reliability of the algorithm. Furthermore, developed systems must mention which parts of a decision or what kinds of actions are taken by the AI based system. Any hypothesis and consideration made by the AI-assisted algorithm must be supported by some state-of-the-art medical findings. The communication required for a designed system needs to be transparent i.e., the precautions that should be taken and measurable damage due to malfunction are to be mentioned clearly. Robustness of such systems is also expected. Interested readers are suggested reading the article
by Muller et al. [150] to know more about ethical aspects related to practical AI assisted medical systems.

The legal aspect is another big concern when developing and deploying any AI assisted systems. The present regulations and acts (e.g., Artificial Intelligence Act [23]) related to legal consequences are mainly designed to protect fundamental rights, also known as human rights, as an erroneous outcome from an AI-assisted medical system can cause serious physical and mental consequences of a subject. However, the present regulations and acts may be insufficient considering the evolving nature of AI in the medical system. Even in many cases, for example, the Artificial Intelligence Act, the accountability and liability for the damage caused by an AI-assisted medical system is not addressed clearly [211]. Hence, in the future, more insightful discussions on the current legal aspects such as regulations, acts and recommendations can help increase the reliability and end users’ acceptability of the AI based medical systems.

10 Conclusion

Chronic diseases generally persist for a longer period in human organs and most importantly, there are no vaccines to prevent these diseases. However, early detection of these diseases can save many human lives. Nowadays, technology plays a significant role in healthcare systems, and there are many computer-aided supporting systems available. Owing to the huge social impact of this research field, many researchers from various domains like computer science, biology, medicine and statistics have contributed to this domain. To this end, the present survey makes a significant effort to record the current trends in research on chronic diseases like Breast Cancer, Leukemia, Lung Cancer, Heart Diseases, Diabetes, CKD and Liver. It covers methods including missing value imputation, feature reduction, FS, classifier combination, and ML and DL based approaches. The present survey puts more efforts on automatic disease prediction systems that used ML and DL based methods for the prediction of the said diseases. Moreover, this survey discusses the methods that considered diagnostic report based and images based inputs. Along with this, it mentions the advantages and limitations of the methods reported in the literature wherever possible. Additionally, this paper presents various comparative studies of the methods proposed by different researchers. Though some significant developments have been made in the automation of AI-enabled decision support systems, there are still some prominent gaps that hinder the systems from using them for practical purposes. Hence, this survey also tries to bring out some future directions that need to be considered by researchers in order to make the systems usable for medical professionals.
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