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Abstract—This paper addresses the design of an active cyber-attack detection architecture based on multiplicative watermarking, allowing for detection of covert attacks. We propose an optimal design problem, relying on the so-called output-to-output $\mathcal{L}_2$-gain, which characterizes the maximum gain between the residual output of a detection scheme and some performance output. Although optimal, this control problem is non-convex. Hence, we propose an algorithm to design the watermarking filters by solving the problem suboptimally via LMIs. We show that, against covert attacks, the output-to-output $\mathcal{L}_2$-gain is unbounded without watermarking, and we provide a sufficient condition for boundedness in the presence of watermarks.

I. INTRODUCTION

Modern engineering systems have been characterized by an ever-growing penetration of cyber resources within physical systems, embedding sensing, communication and computational capabilities due to the reduction of costs of enabling technologies. The scale of the integration has lead to the study of so-called cyber-physical systems (CPS) [1], [2].

Many of the systems that can be appropriately described as CPSs, such as transportation networks, electrical power grids, water distribution networks, among others, are safety critical: indeed, malfunctions in their operation may lead to lack of safety to operators or the general public, as well as economic and societal costs. Apart from accidental malfunctions, given the integration of cyber resources in CPS, these systems have been made the target of malicious attacks, as some high-profile cases show [3], [4], [5].

This has lead to the development of secure control. Differently from the research on cyber-security in information technology, secure control relies on system-theoretic approaches to protect system confidentiality, integrity and availability, and it exploits knowledge of the physical plants at the core of CPS to detect attacks. Control-theoretic cyber security has focused predominantly on cyber-attack detection and resilience, i.e. automatic methods to guarantee a certain level of performance against malicious interference; in this paper we focus on methods for cyber-attack detection. Among the methods that have been proposed in literature, a distinction may be drawn between passive and active detection methods, where the prior exploit measurements and knowledge of the system to detect the presence of malicious agents, while the latter actively perturb signals to improve the detectability of attacks. While a detailed overview of active methods is out of the scope of this paper, a few examples can be found in [6], [7], [8], [9]. Here we focus on the active detection method proposed in [8], called multiplicative watermarking.

Presented in [8] and inspired by authentication schemes with weak cryptographic guarantees, multiplicative watermarking relies on a pair of linear systems, a watermark generator and remover, to modulate the information transmitted between the plant and the controller. This allows for detection of a number of attacks without degrading the performance of the closed-loop CPS. Indeed, the watermark generator and remover are specifically designed such that, the effect of the watermark is removed from the input and output data transmitted between the controller and the plant within the CPS. This improves the detection capabilities of the diagnostic tools of the CPS, as was shown in [8], where the properties of multiplicative watermarking on the output-side communication network of a CPS were investigated.

In this paper we present a method for (sub-)optimal design of multiplicative watermarking units in CPS. Specifically, considering watermarking on both the input and the output-side communication between plant and controller, and relying on output-to-output $\mathcal{L}_2$-gain (OOG) [10], we propose an algorithm minimizing the OOG in the presence of covert attacks. The OOG is an index of worst case gain between the residual input of the diagnosis architecture and a performance output of the plant; as such, it is well suited to be considered as an index for optimal design of control parameters for cyber-attack detection [11], [12]. The contributions of this paper are the following:

a. the formulation of the design of watermarking systems based on OOG;

b. the analysis of OOG against a covert attack [13];

c. the definition of a sufficient condition determining when multiplicative watermarking improves the OOG of the closed-loop system;

d. the design of the watermarking filters to minimize the OOG against covert attacks.

The remainder of the paper is structured as follows: in Section II, we present the structure of the CPS with watermarking units, define the attack strategy, and formally introduce the problem. Following this, in Section III, we present the OOG together with some of its fundamental properties. Thus, in Section IV, we show how the OOG may
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which has been transmitted over the communication network.

Finally, in Section VII we give a numerical example.

Notation

Let \( a : \mathbb{N}_+ \to \mathbb{R}^n \) be a real-valued discrete-time sequence. Given a time horizon \( [0, N] \) we define the \( \ell_2 \)-norm of \( a \) over \( [0, N] \) as \( \|a\|_{\ell_2,[0,N]}^2 = \sum_{k=0}^{N} a[k]^\top a[k] \). Define \( \ell_2 \) as \( \{x : \mathbb{N}_+ \to \mathbb{R}^n : \|x\|_{\ell_2,[0,N]}^2 < \infty \} \) and the extended \( \ell_2 \) space \( \ell_{2e} \) as \( \{x : \mathbb{N}_+ \to \mathbb{R}^n : \|x\|_{\ell_2,[0,N]} < \infty, \forall N \in \mathbb{N}_+ \} \).

II. Preliminaries and problem formulation

A. System description

We consider a linear time-invariant (LTI) CPS as that shown in Fig. 1 composed of a plant, \( \mathcal{P} \), controlled by a dynamic controller \( C \). The control input and measurement output of the plant are transmitted between the plant and the controller over a communication network, and they are modulated through multiplicative watermarking systems [8].

B. Plant and controller

We start the analysis of the closed-loop CPS by defining the physical plant and its controller. The physical plant \( \mathcal{P} \) is modeled as a discrete-time LTI system:

\[
\mathcal{P} : \begin{cases} 
  x_{p}^{+} = A_{p} x_{p} + B_{p} u_{h} \\
  y_{j} = C_{j} x_{p} + D_{j} u_{h} \\
  y_{p} = C_{p} x_{p}
\end{cases}
\]

where \( x_{p} \in \mathbb{R}^{n} \), \( u_{h} \in \mathbb{R}^{m} \) are the plant’s state and its input, which has been transmitted over the communication network and from which the watermark has been removed by \( \mathcal{H} \). The signal \( y_{p} \in \mathbb{R}^{p} \) is the measured output of the system, while the performance of the system is evaluated over an interval \( [0, N] \), \( N \in \mathbb{N} \), according to the cost function [14]:

\[
J(x_{p}, u_{h}) = \|C_{j} x_{p} + D_{j} u_{h}\|_{\ell_{2},[0,N]}^2 = \|y_{j}\|_{\ell_{2},[0,N]}^2
\]

where \( y_{j} \in \mathbb{R}^{p'} \) is the virtual performance output of \( \mathcal{P} \). All matrices are supposed to be of the correct dimensions.

Assumption 1: We assume that \( \mathcal{P} \) is such that \( (A_{p}, B_{p}) \) is controllable and \( (C_{p}, A_{p}) \) is observable.

The controller \( C \) is defined as the following:

\[
C : \begin{cases} 
  \hat{x}_{p}^{+} = A_{p} \hat{x}_{p} + B_{c} u_{c} + L y_{r} \\
  u_{c} = K \hat{x}_{p} \\
  \hat{y}_{p} = C_{p} \hat{x}_{p} \\
  y_{r} = y_{q} - \hat{y}_{p}
\end{cases}
\]

where \( \hat{x}_{p} \in \mathbb{R}^{n} \) is an estimate of \( x_{p} \), \( u_{c} \in \mathbb{R}^{n} \) is the controller-defined input to the system, \( y_{r} \in \mathbb{R}^{p} \) is the output estimate, and \( y_{r} \in \mathbb{R}^{p} \) is a residual output which may be used for cyber-attack detection; \( K \) and \( L \) are chosen to optimize the closed-loop performance.

Remark 1: Definition of the controller in (3) assumes that the controller and the detector are colocated, and thus information available to \( C \) may be used for detection. We note that, in (1) and (3), we have exploited control input \( u_{h} \) and measurement \( y_{r} \), rather than \( u \) and \( y \). These represent the output of the watermark remover systems \( \mathcal{H} \) and \( \mathcal{Q} \), respectively. As shown in the following, \( \mathcal{H} \) and \( \mathcal{Q} \) are such that in nominal conditions \( u_{h} = u_{c} \) and \( y_{q} = y_{p} \).

C. Watermark generation and removal

The watermark generators and removers are taken to be linear systems, for which series interconnection is the identity. Specifically, the input and output watermarking pairs are defined as \( \mathcal{G}, \mathcal{H}, \mathcal{W}, \mathcal{Q} \), respectively. Their dynamics are given by the following:

\[
\Sigma : \begin{cases} 
  x_{\sigma}^{+} = A_{\sigma} x_{\sigma} + B_{\sigma} \nu_{\sigma} \\
  \gamma_{\sigma} = C_{\sigma} x_{\sigma} + D_{\sigma} \nu_{\sigma}
\end{cases}
\]

where subscript \( \sigma \in \{g,h,w,q\} \) defines whether the state, input, or output are associated with \( \mathcal{G}, \mathcal{H}, \mathcal{W}, \mathcal{Q} \). The systems are square, and

\[
\begin{bmatrix} \nu_{g}^\top, \nu_{h}^\top, \nu_{w}^\top, \nu_{q}^\top \end{bmatrix}^\top = \begin{bmatrix} u_{g}^\top, u_{h}^\top, y_{p}^\top, y_{q}^\top \end{bmatrix}^\top,
\begin{bmatrix} \gamma_{g}^\top, \gamma_{h}^\top, \gamma_{w}^\top, \gamma_{q}^\top \end{bmatrix}^\top = \begin{bmatrix} u_{g}^\top, u_{h}^\top, y_{w}^\top, y_{q}^\top \end{bmatrix}^\top,
\]

where a tilde is added to a variable to highlight it as being transmitted over a communication network, and therefore possibly subject to attack, as per Fig. 1. All matrices are of appropriate dimensions, all systems are stable.

Remark 2: Given that \( \mathcal{G}, \mathcal{H}, \mathcal{W}, \mathcal{Q} \) are defined by the system operator, their stability can be guaranteed.

The watermarking pairs are designed as in [8], i.e.:

\[
\mathcal{H} \simeq \mathcal{G}^{-1} \quad \mathcal{Q} \simeq \mathcal{W}^{-1},
\]

where the inverse of a system is given in Definition 1.

Definition 1 ([14, Lemma 3.15]): Define the transfer function from the tuple \( (A, B, C, D) \) as:

\[
G(z) = \begin{bmatrix} A & B \\ C & D \end{bmatrix},
\]

and suppose that \( D \) is an invertible matrix. Then

\[
G^{-1}(z) = \begin{bmatrix} A - BD^{-1}C & -BD^{-1} \\ D^{-1}C & D^{-1} \end{bmatrix}
\]
is the inverse transfer function of $G(z)$. Given this definition, in the absence of attacks, we have:

$$Q(z)W(z) = I_p, \quad H(z)G(z) = I_m,$$

$$u_k[k] = u[k], \quad y_q[k] = y_p[k], \quad \forall k \in \mathbb{N}_+,$$  

(9)

(10)

assuming $x_s[0] = x_i[0], s \in \{g, w\}, t \in \{h, q\}.$

D. Cyber-attack modeling

We consider a malicious agent $A$, as in Fig. 1 capable of injecting attacks to the signals transmitted between the controller and the plant. This is formally modeled as:

$$\begin{align}
\hat{u}_g[k] &= u_g[k] + \beta_u[k - K_u]\varphi_u[k] \\
\hat{y}_w[k] &= y_w[k] + \beta_y[k - K_y]\varphi_y[k]
\end{align}$$

(11a) (11b)

where $\varphi_u[k]$ and $\varphi_y[k]$ are actuator and sensor attack sequences defined by the malicious agent. For $l \in \{u, y\},$ the function $\beta_l[\cdot]$ is an activation function, defined as:

$$\beta_l[k] = \begin{cases} 
(1 - b_l^k), & \text{if } k \geq 0 \\
0, & \text{otherwise}
\end{cases}$$

(12)

and where $K_l > 0$ is the initial instant of attack, and $b_l \in [0, 1]$; without loss of generality, we assume $b_l = 0.$

We assume that $A$ has the necessary resources (as defined in [15]) to leverage a covert attack against the CPS without watermarking, i.e. that $\varphi_u$ and $\varphi_y$ satisfy:

$$A : \begin{cases} 
x_u^+ = A_p x_u + B_p \varphi_u \\
y_a = C_p x_u \\
\varphi_y = -y_a
\end{cases}$$

(13)

with internal state $x_u \in \mathbb{R}^n$, and where $\varphi_u$ is arbitrarily defined by the attacker, such that $\varphi_u \in \ell_2$, and with $K_u = K_y = K_y$. We consider that the malicious agent does not have knowledge of the watermarking systems $\{W, Q, G, H\}$.

E. Cyber-attack detection

Given the possibility of cyber-attacks, we equip the controller with detection logic. We use the innovation $y_r$ as a residual, compared to an appropriately defined threshold $\theta_r$, designed to satisfy the trade-off between ability of detecting attacks and robustness against noise. For the purpose of this paper, the threshold is set as $\theta_r = 1.$ Thus, for $N > 0,$ the detection test may be formalized as:

$$\|y_r\|^2_{\ell_2[0, N]} \geq \theta_r.$$  

(14)

It is known that, in the absence of watermarking, it is sufficient for the attacker to select $x_s[K_a] = 0$ for the attack defined in [11]-[13] to be stealthy, i.e. for $\varphi \doteq \begin{bmatrix} \varphi_u^T, \varphi_y^T \end{bmatrix}^T$ to not influence the residual output $y_r$ [13], [16].

F. Problem formulation

Having presented the overall architecture for cyber-attack detection with watermarking, we can formally present the objective of this paper. Let us recall the system’s OOG [10]; introduced as a metric to quantify the effect of worst-case stealthy attacks on the performance of a system, it measures the amplification between the residual and performance outputs, $y_r$ and $y_p$, respectively. We introduce the following:

$$S : \begin{cases} 
x^+ = Ax + Ba \\
y_1 = C_1 x + D_1 a \\
y_2 = C_2 x + D_2 a
\end{cases}$$

(15)

where $x \in \mathbb{R}^n$ is the closed loop system state, $a \in \mathbb{R}^n$ is the attack signal, $y_1 \in R_{+1}$ is a residual output used for detection and $y_2 \in \mathbb{R}^n$ is the performance output. The system $S$ can be seen as any closed loop system $P, C$ driven by an external attack signal, with $y_r, y_f$ and $\varphi$ substituted with $y_1, y_2$ and $a$, respectively.

Definition 2: Take $S$ as in (15), the output-to-output $\ell_2$-gain is defined as:

$$\|S\|_{\ell_2, y_2 \rightarrow y_1} = \sup_{a \in \ell_2} \|y_2\|^2_{\ell_2}, \quad \text{s.t.} \quad \|y_1\|^2_{\ell_2} \leq 1, \quad \|x[0]\| = 0.$$  

(16)

We now formulate the central problem of this paper.

Problem 1: Design the parameters of $\{W, Q, G, H\}$ such that (9) holds, while minimizing the system OOG.

III. OUTPUT-TO-OUTPUT $\ell_2$-GAIN

Let us briefly summarize the main results in [10], to introduce the main properties of the output-to-output $\ell_2$-gain. As shown in [10], the non-convex optimization problem (16), can be cast into its convex dual

$$\|S\|^2_{\ell_2, y_2 \rightarrow y_1} = \inf_{\gamma > 0} \gamma \sup_{a \in \ell_2} \|y_2\|^2_{\ell_2}, \quad \text{s.t.} \quad \|y_1\|^2_{\ell_2} \leq \gamma \|y_1\|^2_{\ell_2}, \quad \forall a \in \ell_2.$$  

(17)

Thus, recalling Definition 2 and given that $y_1$ is taken to be a suitable residual output of $S$, defining $\gamma^* \doteq \|S\|^2_{\ell_2, y_2 \rightarrow y_1},$ note that it can be interpreted as the maximum amplification of the system from $\|y_1\|_{\ell_2}$ to $\|y_2\|_{\ell_2}$, i.e.

$$\|y_2\|^2_{\ell_2} \leq \gamma^* \|y_1\|^2_{\ell_2}, \quad \|x[0]\| = 0.$$  

(18)

Furthermore, recalling (16), $\gamma^*$ also represents the worst case impact of an attack on the performance of the system:

$$\|y_2\|^2_{\ell_2} \leq \gamma^* \|y_1\|^2_{\ell_2}, \quad \forall a \in \ell_2.$$  

(19)

Following terminology in [10], any attack capable of achieving the worst case gain $\gamma^*$, the optimal solution of (17), is said to be a strategic attack.

Although more readily solvable than (16), the optimization problem (17) is formulated in signal space, and is therefore infinite dimensional. By relying on results from dissipative system theory, it can be shown\footnote{We refer the interested reader to [11] for details.} that the following holds.
Proposition 1: [11, Prop.1] Consider the LTI system $S$ defined in (15), and presume that $(A, B)$ is controllable and $(C_1, A)$ is observable. Define a supply function
\[
s(x, a) = \gamma \|y_1[k]\|^2 - \|y_2[k]\|^2
\]
(20)
Then the following statements are equivalent:

a. The system $S$ is dissipative w.r.t. $s(x, a)$;

b. For all trajectories of $x$, and $N > 0$ and $x[0] = 0$,
\[
\sum_{k=0}^{N-1} s(x[k], a[k]) \geq 0.
\]
(21)
c. There exists some $P \succ 0$ such that
\[
R(P) - \gamma \begin{bmatrix} C_1^T & D_1^T \\ D_1 & C_2 \\ C_2 & D_2 \end{bmatrix} \begin{bmatrix} C_1 & D_1 \\ C_2 & D_2 \end{bmatrix} \preceq 0.
\]
(22)
with $R(P)$ defined as:
\[
R(P) = \begin{bmatrix} A^T PA - P & A^T PB \\ A^T PB & B^T PB \end{bmatrix}.
\]
(23)

Thus, considering supply function $s(x, a)$ defined in (20), in light of Proposition 1 and as shown in [10], it is possible to compute the OOG of $S$ as $\gamma^* = \|S\|^2_{y_2, y_2 \rightarrow y_1}$, with
\[
\gamma^* = \min_{P, \gamma} \gamma
\quad s.t. \quad P \succ 0, \gamma > 0,
\]
(24)
\[
R(P) - \gamma \begin{bmatrix} C_1^T & D_1^T \\ D_1 & C_2 \\ C_2 & D_2 \end{bmatrix} \begin{bmatrix} C_1 & D_1 \\ C_2 & D_2 \end{bmatrix} \preceq 0.
\]

Proposition 2 ([10, Th. 2]): Consider the LTI system $S$ defined in (15) with OOG $\gamma^*$. The OOG is finite if and only if either of the following conditions hold:

a. the system $(A, B, C_1, D_1)$ has no unstable zeros associated with reachable $x_\lambda$;

b. the unstable zeros of $(A, B, C_1, D_1)$ associated with reachable $x_\lambda$ are also zeros of $(A, B, C_2, D_2)$;

where $x_\lambda \neq 0$ is the eigenvector associated to $\lambda \in \sigma(A)$.

As pointed out in [11], the OOG has a fundamental limitation, summarized in the following proposition.

Proposition 3 ([11, Lem. 1]): Let $D_2 \neq 0$, full column rank, and $D_1 = 0$. Then the OOG of $S$ is unbounded.

Thus, considering the LTI system $S$ defined in (15) for the system defined by the feedback connection of $P$ and $C$, with state $x = [x_p, e]^T$, with $e = x_p - \bar{x}_p$, $a \doteq \varphi$, and $y = [y_r, y_f]^T$.

Remark 3: A consequence of assuming $D_2 = 0$ is that the performance cost $J(x, u)$ is evaluated as a function of the state alone. Although this may be restrictive in general, as it does not pose any cost on the energy required for actuation, it permits the use of OOG defined in (16) rather than the truncated OOG presented in [11]. Analysis of optimality with the latter is left as future work. These limitations can be remedied by augmenting the plant dynamics with actuator dynamics, or by introducing a time-delay in the application of the input, as in [12].

Finally, before designing the controller matrices, it is important to note that the formulation of the OOG implicitly presumes that the attacker has full knowledge of the closed-loop dynamics $S$. As will be shown in the following, this will be fundamental when dealing with the performance of the closed-loop dynamics including watermarking.

IV. OPTIMAL CONTROLLER DESIGN

Having presented some background information on the OOG, we are now ready to discuss the design of optimal control gains $K$ and $L$ in $C$ under covert attacks. Consider the closed-loop system in (15) for the system defined by the feedback connection of $P$ and $C$. As will be shown in the following, this permits the use of OOG defined in (16) rather than the state alone. Although this may be restrictive in general, as it does not pose any cost on the energy required for actuation, $S$ defined in (15), and presume that $\gamma^* = \|S\|^2_{y_2, y_2 \rightarrow y_1}$, with

\[
\gamma^* = \min_{P, \gamma} \gamma
\quad s.t. \quad P \succ 0, \gamma > 0,
\]
(25)
\[
R(P) - \gamma \begin{bmatrix} C_1^T & D_1^T \\ D_1 & C_2 \\ C_2 & D_2 \end{bmatrix} \begin{bmatrix} C_1 & D_1 \\ C_2 & D_2 \end{bmatrix} \preceq 0.
\]

Theorem 1: Consider $S$ subject to covert attack (13). The OOG is unbounded, irrespective of $K$ and $L$.

Proof: In the interest of space, we omit the proofs.

Theorem 1 shows that if the malicious agent has the capabilities of performing a covert attack, the OOG is not a suitable criterion for the design of the control matrices. Therefore, other approaches may be preferred for its design.

V. WATERMARKING SYSTEM DESIGN

Having shown that, in the absence of watermarking systems, there are no control gains $K$ and $L$ such that $\|S\|^2_{y_2, y_2 \rightarrow y_1}$ is bounded, we now show how including watermarking units may be used to improve the closed-loop performance against covert attacks.

To this end, take the closed-loop system $S$ in (15) to represent the closed-loop CPS composed of the feedback interconnection of $P$ and $C$ together with the watermarking units $\{W, Q\}$ and $\{G, H\}$, as shown in Fig. 1. Thus, defining $x = [x_p, e, x_g, x_h, x_w, x_q, x_a]^T$, $a \doteq \varphi$, and $y = [y_r, y_f]^T$, the closed loop dynamics are described by (15) with matrices $(A, B, C, D)$ found by taking the feedback connection of the plant $P$, the output-side watermarking systems $\{W, Q\}$, the controller $C$, and the input-side watermarking pair $\{G, H\}$, as shown in Fig. 1. For ease of notation, let us define $W = [W, Q, G, H]$.

In light of the discussion of the OOG in the previous section, it is possible to formulate the following optimization problem, setting the watermarking system parameters as decision variables and minimizing the OOG $\|S\|^2_{y_2, y_2 \rightarrow y_1}$:
\[
\min_{P, \gamma, W} \gamma
\quad s.t. \quad P \succ 0, \gamma > 0,
\]
(26)
\[
R(P) - \gamma \begin{bmatrix} C_1^T & D_1^T \\ D_1 & C_2 \\ C_2 & D_2 \end{bmatrix} \begin{bmatrix} C_1 & D_1 \\ C_2 & D_2 \end{bmatrix} \preceq 0.
\]
with $R(P)$ defined in (23), and $C_1, C_2, D_1, \text{ and } D_2$ are such that $C = [C_1, C_2]^T$ and $D = [D_1, D_2]^T$. Because of the definition of the closed loop matrices $(A, B, C, D)$ with respect to the watermarking parameters, as well as the definition of $R(P)$, problem (26) is non-convex. Thus, to solve it suboptimally via an LMI formulation, we consider an alternating minimization algorithm, in which the solution is found iteratively by solving for $P$ while fixing the other decision variables, and then solving for the parameters of $S$ with the value of $P$ fixed, until a stopping criterion is met (17). This leads to LMI constraints when solving for $P$, although not when solving for the parameters of $S$.

To avoid this, we consider that the watermark systems have some predefined structure, i.e. that some of the matrices defining them are decided a priori, to linearize the constraints of (26) when $P$ is fixed. A number of different approaches may be taken, such as defining finite impulse or infinite impulse response (FIR and IIR) filters for each of the components of $uc$ and $ys$, or defining $D_1$ and $C_2$ a priori as $D_s$ and $C_s$, respectively, for $s \in \{h, q\}$.

Thus, the optimization problem (26) is redefined, taking the Schur complement of $R(P)$:

$$\min_{P, \gamma, P_q, P_s} \gamma$$

s.t. $P \succ 0$, $\gamma > 0$, $P_q \succ 0$, $P_h \succ 0$

$$\begin{bmatrix} -P_{sa} & A_{p}^T P_{sa} - P_{sa} & \cdots & -P_{sa} & \cdots & -P_{sa} \\ A_{h} & -B_{q} D_{q}^{-1} C_{q} \\ A_{h} & -B_{h} D_{h}^{-1} C_{h} \end{bmatrix} \preceq 0, \quad s \in \{h, q\}$$

(27b)

(27c)

$$A_{w} = A_{q} - B_{q} D_{q}^{-1} C_{q}$$

(27d)

$$A_{y} = A_{h} - B_{h} D_{h}^{-1} C_{h}$$

(27e)

$$\begin{bmatrix} -P & 0 & 0 \\ 0 & B_{q}^T P & -P \end{bmatrix} - \gamma \begin{bmatrix} C_{q}^T \\ D_{q} \end{bmatrix} \begin{bmatrix} C_{q} & D_{q} \\ 0 & 0 \end{bmatrix} \begin{bmatrix} C_{q}^T \\ D_{q} \end{bmatrix} - \gamma \begin{bmatrix} C_{h}^T \\ D_{h} \end{bmatrix} \begin{bmatrix} C_{h} & D_{h} \\ 0 & 0 \end{bmatrix} \preceq 0, \quad s \in \{h, q\}$$

(27f)

$$C_s = C_s, \quad D_s = D_s,$$

(27g)

where (27g) is included, together with positive semidefiniteness of $P_s, s \in \{h, q\},$ to guarantee the stability of the watermarking systems, and (27b), (27c) guarantee that (9) hold, and therefore that $\{\mathcal{G}, \mathcal{H}\}$ and $\{W, \mathcal{Q}\}$ are indeed watermarking pairs. Notice that (27) is bilinear in the constraints. Algorithm 1 solves the problem suboptimally, by implementing an alternating algorithm [17].

Remark 4: Note that, to achieve the worst case gain $\gamma^*$, the attacker must have full knowledge of the watermarking systems’ parameters.

VI. STRUCTURAL CONSTRAINTS ON SOLVABILITY OF ALGORITHM 1

Let us briefly comment on the feasibility of Algorithm 1 given the covert attack scenario considered in [11] with covert attack defined in (13). If the algorithm is infeasible, this implies that there exists an input sequence $\varphi_u \in \ell_{2e}$ such that the covert attack strategy defined in (13) remains undetectable in the presence of the watermarking units.

Given the structure of $\mathcal{C}$, an attack that is undetectable will also guarantee $y_w^0 = 0$, where $y_w^0$ is the component of $y_w$ driven by the attack $\varphi_u$. In turn, given invertibility of $Q$, it is possible to see that, if $\varphi_u$ is an undetectable sequence, then $\tilde{y}_w = y_w^0 - y_a = 0$ for all $k \geq K_a$, where, again, superscript $a$ is used to define the component of $y_w$ driven by the attack input $\varphi_u$. Formally, $\tilde{y}_w$ can be seen as the output of $S^a$:

$$S^a : \{x^a = A^a x^a + B^a \varphi_u, y^a = C^a x^a + D^a \varphi_u\}$$

(28)

where $x^a = [x_h^T, x_p^T, x_w^T, x_o^T]^T, y^a = y_w^a$, and with matrices defined considering the series connection of $\mathcal{H}, \mathcal{P}, W$ and the attacker-defined system $\mathcal{A}$ (13).

It is well known that an attack $\varphi_u \neq 0$ against $S^a$ is undetectable, and therefore is such that $y^a = 0$, if and only if it is a zero-dynamics attack, i.e. it satisfies:

$$\begin{bmatrix} \lambda I - A^a & -B^a \\ C^a & D^a \end{bmatrix} \begin{bmatrix} \tilde{x}^a \\ \tilde{\varphi}_u \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$$

(29)

for some $\lambda \in \mathbb{C}$ and some $\tilde{x}^a$ and $\tilde{\varphi}_u$ [18]. $G_w(z), G_p(z), G_h(z), G_o(z)$ are the transfer functions of $W, \mathcal{P}, \mathcal{H}$ and $\mathcal{A}$, respectively, with $G_w(z) \equiv G_p(z), \forall z \in \mathbb{C}$.

Lemma 1: Consider (28). The following are equivalent:

a. Exists $\lambda \in \mathbb{C}, \tilde{x}^a \in \mathbb{R}^n, \tilde{\varphi}_u \in \mathbb{R}^n$: (29) holds;

b.Exists $\mu \in \mathbb{C}; G_w(\mu)G_p(\mu)G_h(\mu) \equiv G_p(\mu), \varphi \neq 0$. □

Proof: In the interest of space, we omit the proofs.

We now present the main theoretical result of this paper: a sufficient condition under which Algorithm 1 is feasible, guaranteeing the output-to-output gain of the closed-loop system with watermarking, $\gamma$, is finite.

Theorem 2: Consider $S$ in (13). Suppose that $\mathcal{P}$ defined in (9) satisfies condition [8] in Proposition 2. Thus, Algorithm 1 returns a solution such that $\gamma < \infty$, so long as the initial choice of $W$ is such that (27) is feasible. □

Proof: In the interest of space, we omit the proofs.

VII. NUMERICAL EXAMPLE

In this section, the effectiveness of the proposed Algorithm 1 is depicted through a numerical example. Consider a plant $\mathcal{P}$ and controller $\mathcal{C}$ with the following parameters: $A_p = \begin{bmatrix} 0.9191 & 0.3277 \\ -0.0768 & 0.4269 \end{bmatrix}, B_p = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, C_J =$
Normalized performance output energy

\[
\begin{bmatrix}
2 \\
0
\end{bmatrix}^\top, D_f = 0, C_p = \begin{bmatrix}
1 \\
0
\end{bmatrix}^\top, K = \begin{bmatrix}
-0.3405 \\
-0.3987
\end{bmatrix}^\top, \text{ and } L = \begin{bmatrix}
0.5956 \\
-0.0253
\end{bmatrix}.
\]

We consider a watermark remover at the output and the input with the structure \(B_f = C_f = D_f = 1, f \in \{q, h\}\). Note that here we consider a more constrained case than the general case, where either \(B_f \) or \(C_f \) must be known \textit{a priori}. The watermark generator and remover are related by (27d)–(27e). We initialize the algorithm with \(\epsilon = 10^{-5} \) and the stable watermark state-transition matrices \(A_q = 0.6714 \) and \(A_h = 0.5201\). Firstly, the plant \(P\) has no unstable zeros and hence the limitation discussed in Section VII does not apply for the system in consideration. That is, there does not exist an input sequence which is 0-stealthy to the detector. Although, when the watermarking scheme is absent, (27) will be unbounded since the adversary knows the system.

The objective of the OOG is to design the watermark adder and remover such that the gain (or singular values (SVs)) of the system from the attack input to the performance output is decreased, whilst the gain of the system from the attack input to the detection output is increased at all frequencies. To this end we represent the SVs, on the unit circle of the complex plane, of the system from the attack input to performance and detection outputs in Fig. 2 and Fig. 3. It is evident from Fig. 2 that, from \(\omega = 0 \text{ rad/s} \) to \(\omega = 25 \text{ rad/s} \), the performance of the system deteriorates as the SVs increase on optimizing. But the algorithm compensates for this deterioration by simultaneously increasing the detection performance as can be seen in Fig. 3. The SVs of both the systems do not change simultaneously increasing the detection performance as can be made finite in the presence of covert attacks. As future work, we wish to further study structural conditions under which multiplicative watermarking may bound the OOG of the system in the presence of covert attacks. Further analysis is also required to solve the design procedure optimally.

VIII. CONCLUSIONS

In this work we have presented the optimal design of multiplicative watermarking based on the OOG of systems. We show how, by including multiplicative watermarking on the input and output channels of the system, its OOG can be made finite in the presence of covert attacks. As future work, we wish to further study structural conditions under which multiplicative watermarking may bound the OOG of the system in the presence of covert attacks. Further analysis is also required to solve the design procedure optimally.
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