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Abstract. Feature shifts have been shown to be useful for action recognition with CNN-based models since Temporal Shift Module (TSM) was proposed. It is based on frame-wise feature extraction with late fusion, and layer features are shifted along the time direction for the temporal interaction. TokenShift, a recent model based on Vision Transformer (ViT), also uses the temporal feature shift mechanism, which, however, does not fully exploit the structure of Multi-head Self-Attention (MSA) in ViT. In this paper, we propose Multi-head Self/Cross-Attention (MSCA), which fully utilizes the attention structure. TokenShift is based on a frame-wise ViT with features temporally shifted with successive frames (at time $t+1$ and $t-1$). In contrast, the proposed MSCA replaces MSA in the frame-wise ViT, and some MSA heads attend to successive frames instead of the current frame. The computation cost is the same as the frame-wise ViT and TokenShift as it simply changes the target to which the attention is taken. There is a choice about which of key, query, and value are taken from the successive frames, then we experimentally compared these variants with Kinetics400. We also investigate other variants in which the proposed MSCA is used along the patch dimension of ViT, instead of the head dimension. Experimental results show that a variant, MSCA-KV, shows the best performance and is better than TokenShift by 0.1% and then ViT by 1.2%.

1 Introduction

Recognizing the actions of people in videos is an important topic in computer vision. After the emergence of Vision Transformer (ViT) [1] which has been shown to be effective for various image recognition tasks [2, 3], research extending ViT to video has become active [4–8].

In recognition of video, unlike images, it is necessary to model the temporal information across frames of a given video clip. While most early works of action recognition were frame-wise CNN models followed by temporal aggregation [9, 10], 3D CNN models [11–13] were shown to be effective and well generalized when they were trained on large-scale datasets [14] and transferred to smaller datasets [15].

However, the computational cost of 3D convolution is usually high. To mitigate the issue of the trade-off between the ability of temporal modeling and the high computational cost, Temporal Shift Module (TSM) [16] was proposed by extending spatial feature shifting [17, 18] to the temporal dimension. TSM uses
late fusion by applying 2D ResNet [19] to each frame, while it exploits the temporal interaction between adjacent frames by shifting the features in each layer of ResNet. The feature shift operation is computationally inexpensive, nevertheless it has been shown to perform as well as 3D CNN. Therefore, many related CNN models [20–22] have been proposed. TokenShift [23] is a TSM-like 2D ViT-based model that shifts a fraction of ViT features, showing that shifting only the class tokens is enough to achieve a good performance.

However, TokenShift doesn’t fully exploit the advantage of the architecture of the attention mechanism of ViT, instead it simply shifts features like as in TSM. We propose a method that seamlessly utilizes the ViT structure to interact with features across adjacent frames. The original TSM or TokenShift uses a 2D model applied to each frame, while the output features of layers of the 2D model are then shifted from the current time \( t \) to one time step forward \( t + 1 \) and backward \( t - 1 \). In the encoder architecture of ViT, Multi-head Self-Attention (MSA) computes attentions between patches at a given frame \( t \). The proposed method utilizes and modifies it for the temporal interaction; some patches at frame \( t \) attends to not only patches at the current frame \( t \) but also patches at the neighbor frames \( t + 1 \) and \( t - 1 \). We call this mechanism Multi-head Self/Cross-Attention (MSCA). This allows the temporal interaction to be computed within the Transformer block without additional shift modules. Furthermore, the computational cost remains the same because some parts of self-attention computation is simply replaced with the temporal cross-attention.

The contributions of this paper are as follows:

– We propose a new action recognition model with the proposed MSCA, which seamlessly combines the concepts of ViT and TSM. This avoids computing spatio-temporal attention directly in the 3D video volume.
– MSCA uses cross-attention to perform temporal interactions inside the Transformer block, unlike TokenShift that uses additional shifting modules. This allows for temporal interaction without increasing computational complexity nor changing model architecture.
– Experiments on Kinetics400 show that the proposed method improves performance compared to ViT and TokenShift.

2 Related Work

2.1 2D/3D CNN, and TSM

Early approaches of deep learning to action recognition are 2D-based methods [9, 10] that apply 2D CNN to videos frame by frame, or Two-Stream methods [24] that use RGB frames and optical flow stacks. However, it is difficult to model long-term temporal information beyond several time steps, and this is where 3D-based methods [11–13] came in. These models simultaneously consider spatial and temporal information, but their computational cost is relatively high compared to 2D-based methods. Therefore, mixed models of 2D and 3D convolution [25–27] have been proposed by separating convolution in the spatial and temporal dimensions.
TSM [16] is an attempt to model temporal information for action recognition without increasing parameters and computational complexity while maintaining the architecture of 2D CNN-based methods. TSM shifts intermediate features between neighbor frames, allowing 2D CNNs of each frame to interact with other frames in the temporal direction. Many CNN-based variants have followed, such as Gated-Shift Network [20] that learns temporal features using only 2D CNN with the gate shift module, and RubiksNet [22] which uses three learnable shifts (spatial, vertical, and temporal) for end-to-end learning.

2.2 ViT-based video models

ViT [1] performs very well in image recognition tasks, and its application to action recognition tasks has been actively studied [4–8, 28, 29]. It is known that the computational cost of self-attention in Transformer is $O(N^2)$ where $N$ is the number of tokens, or the number of patches $N$ for ViT. For videos, the number of frames $T$ also contributes to the computational cost of spatio-temporal self-attention. A simple extension of ViT with full spatio-temporal attention gives a computational cost of $O(N^2T^2)$, since the number of tokens increases in proportion to the temporal extent. To alleviate this computational issue, TimeSformer [7] reduces the computational complexity to $O(T^2N+TN^2)$ by applying temporal and spatial attention separately, TokenLeaner [28] to $O(S^2T^2)$ by selecting $S(<N)$ patches that are important for the representation, and Space-time Mixing Attention [29] to $O(TN^2)$ by attending tokens in neighbor frames only.

TokenShift [23] is a TSM-like model that shifts a fraction of ViT features in each Transformer block. It computes the attention only in the current frame, hence the complexity is $O(TN^2)$ with fewer FLOPs than [29]. TokenShift shifts the class token only based on experimental results, however it doesn’t fully exploit the attention mechanism. In contrast, the proposed method makes use of the attention mechanism for feature shift; we replace some of the self-attention modules with the proposed cross-attention modules that shift key, query, and value to neighbor frames, instead of naively shifting features.

3 Method

Figure 1(a) shows the original ViT encoder block that has the Multi-head Self-Attention (MSA) module. Fig.1(b) shows the encoder block of TokenShift. Two modules for shifting intermediate features are added to the original ViT block. These modules shift a portion of the class tokens in the temporal direction by one time step forward and backward, similar to TSM. Fig.1(c) shows the encoder block of the proposed MSCA. The difference is that MSA is replaced with the Multi-head Self/Cross-Attention (MSCA) module, and no additional modules exist.

3.1 TokenShift and ViT

In this section, we briefly review TokenShift [23] which is based on ViT [1].
**Input Patch Embedding** Let an input video be $x \in \mathbb{R}^{T \times 3 \times H \times W}$, where $T$ is the number of frames in the video clip, and $H, W$ are the height and width of the frame. Each frame is divided into patches of size $P \times P$ pixels and transformed into a tensor $\hat{x} = [x_0^1, \ldots, x_0^N] \in \mathbb{R}^{T \times N \times d}$, where $x_0^i \in \mathbb{R}^{T \times d}$ denotes the $i$-th patch, and $N = \frac{H \times W}{P^2}$ is the number of patches of dimension $d = 3P^2$.

The input patch $x_0^i$ is then transformed by the embedding matrix $E \in \mathbb{R}^{d \times D}$ and the positional encoding $E_{\text{pos}}$ as follows:

$$z_0 = [c_0, x_0^1E, x_0^2E, \ldots, x_0^N E] + E_{\text{pos}}, \quad (1)$$

where $c_0 \in \mathbb{R}^{T \times D}$ is the class token. This patch embedding $z_0 \in \mathbb{R}^{T \times (N+1) \times D}$ is the input to the first encoder block.

**Encoder Block** Let $z_\ell$ be the input to the $\ell$-th encoder block. The output $z_\ell$ of the block can be expressed as follows:

$$z'_\ell = \text{MSA}(\text{LN}(z_{\ell-1})) + z_{\ell-1} \quad (2)$$
$$z_\ell = \text{MLP}(\text{LN}(z'_\ell)) + z'_\ell, \quad (3)$$

where LN is the layer normalization, MSA is the multi-head self-attention, and MLP is the multi-layer perceptron. In the following, $z_{\ell,t,n,d}$ denotes the element at $(t,n,d)$ in $z_\ell$.

**Shift Modules** TokenShift inserts two shift modules in the block as follows:

$$z'_{\ell-1} = \text{Shift}(z_{\ell-1}) \quad (4)$$
$$z''_\ell = \text{MSA}(\text{LN}(z'_{\ell-1})) + z'_{\ell-1} \quad (5)$$
$$z'''_\ell = \text{Shift}(z''_\ell) \quad (6)$$
$$z_\ell = \text{MLP}(\text{LN}(z'''_\ell)) + z'''_\ell. \quad (7)$$
The shift modules take the input $z_{\text{in}} \in \mathbb{R}^{T \times (N+1) \times D}$ and compute the output $z_{\text{out}}$ of the same size by shifting the part of $z_{\text{in}}$ corresponding to the class tokens ($z_{\text{in},t,0,d}$, the first elements of the second dimension of $z_{\text{in}}$) while leaving the other parts untouched. This is implemented by the following assignments:

$$z_{\text{out},t,0,d} = \begin{cases} z_{\text{in},t-1,0,d}, & 1 < t \leq T, 1 \leq d < D_b \\ z_{\text{in},t+1,0,d}, & 1 \leq t < T, D_b \leq d < D_b + D_f \\ z_{\text{in},t,0,d}, & \forall t, D_b + D_f \leq d \leq D \end{cases}$$ (8)

$$z_{\text{out},t,n,d} = z_{\text{in},t,n,d}, \forall t, 1 \leq n < N, \forall d$$ (9)

The first equation shifts the class tokens; along the channel dimension $D$, the backward shift to $t-1$ is done for the first $D_b$ channels, the forward shift to $t+1$ is done for the next $D_f$, and no shift for the rest channels. The second equation passes through features other than the class tokens.

### 3.2 MSCA

The proposed method replaces MSA with MSCA in the original block:

$$z'_{\ell} = \text{MSCA}(\text{LN}(z_{\ell-1})) + z_{\ell-1}$$ (10)

$$z_{\ell} = \text{MLP}(\text{LN}(z'_{\ell})) + z'_{\ell}.$$ (11)

In the following, we first describe MSA, and then define MSCA.

**MSA** The original MSA computes the key $K^{(t)}$, query $Q^{(t)}$, and value $V^{(t)}$ for the portion $z^{(t)} \in \mathbb{R}^{(N+1) \times D}$ of the input feature $z \in \mathbb{R}^{T \times (N+1) \times D}$ at time $t$, as follows;

$$K^{(t)}, Q^{(t)}, V^{(t)} = z^{(t)}[W_k, W_q, W_v],$$ (12)

where $W_k, W_q, W_v \in \mathbb{R}^{D \times D}$ are embedding matrices, and $z = [z^{(1)}, \ldots, z^{(T)}]$. These are used to compute the $i$-th attention head:

$$\text{head}_i^{(t)} = a(Q_i^{(t)}, K_i^{(t)})V_i^{(t)} \in \mathbb{R}^{(N+1) \times D/h},$$ (13)

at time $t$ for $i = 1, \ldots, h$, where the attention $a$ is

$$a(Q, K) = \text{softmax}(QK^T/\sqrt{D}),$$ (14)

and $Q_i^{(t)} \in \mathbb{R}^{(N+1) \times D/h}$ is the part of $Q^{(t)}$ corresponding to $i$-th head

$$Q^{(t)} = [Q_1^{(t)}, \ldots, Q_i^{(t)}, \ldots, Q_h^{(t)}],$$ (15)

and $K_i^{(t)}, V_i^{(t)}$ are the same. These heads are finally stacked to form

$$\text{MSA}(z^{(t)}) = [\text{head}_1^{(t)}, \ldots, \text{head}_h^{(t)}].$$ (16)

In MSA, patches in $t$-th frame are attended from other patches of the same frame at time $t$, which means that there are no temporal interactions between frames.
Here, we have the first $t - 1$ computing the attention. The solid arrows indicate the key-value shift from time values are computed at each frame, and then some of them are shifted before and Figure 2 shows the diagram of the shift operation. First, queries, keys and patches in other frames. This is expressed as follows;

$$\text{head}^{(t)}_i = \begin{cases} a(Q^{(t)}_i, K^{(t-1)}_i)V^{(t-1)}_i & 1 \leq i < h_b \\ a(Q^{(t)}_i, K^{(t+1)}_i)V^{(t+1)}_i & h_b \leq i < h_b + h_f \\ a(Q^{(t)}_i, K^{(t)}_i)V^{(t)}_i & h_b + h_f \leq i \leq h \end{cases} \quad (17)$$

MSCA-KV The proposed MSCA computes the attention across frames, that is, patches in $t$-th frame are also attended from patches in frames at time $t + 1$ and $t - 1$. This can be done with shift operations; after generating $Q, K, V$ at each frame, these are exchanged with the neighbor frames.

There are choices of which of $Q, K, V$ to be shifted. A possible choice is to shift $K$ and $V$, and the query in the current frame is attended by key-value pairs in other frames. This is expressed as follows;

$$\text{head}^{(t)}_i = \begin{cases} a(Q^{(t)}_i, K^{(t-1)}_i)V^{(t-1)}_i & 1 \leq i < h_b \\ a(Q^{(t)}_i, K^{(t+1)}_i)V^{(t+1)}_i & h_b \leq i < h_b + h_f \\ a(Q^{(t)}_i, K^{(t)}_i)V^{(t)}_i & h_b + h_f \leq i \leq h \end{cases} \quad (17)$$

Here, we have the first $h_b$ heads with the backward shift, the next $h_f$ heads with the forward shift, and the rest heads with no shift. We call this MSCA-KV, and Figure 2 shows the diagram of the shift operation. First, queries, keys and values are computed at each frame, and then some of them are shifted before computing the attention. The solid arrows indicate the key-value shift from time $t - 1$ and $t + 1$. As in the same way, the key-value shift from the current frame $t$ to $t - 1$ and $t + 1$ are shown in dotted arrows. There are shifts in all other frames at the same time in the same manner.
MSCA-V  Another choice of shift is shown in Fig. 3(a). Here, \( Q \) and \( K \) are not shifted, but only \( V \) is shifted as follows:

\[
\text{head}_i^{(t)} = \begin{cases} 
  a(Q_i^{(t)}, K_i^{(t)})V_i^{(t-1)} & 1 \leq i < h_b \\
  a(Q_i^{(t)}, K_i^{(t)})V_i^{(t+1)} & h_b \leq i < h_b + h_f \\
  a(Q_i^{(t)}, K_i^{(t)})V_i^{(t)} & h_b + h_f \leq i \leq h.
\end{cases}
\] (18)

This might not be common because the key and value are now separated and taken from different frames. However, this makes sense for modeling temporal interactions because the values (which are mixed by the attention weights) come from different frames while the attention is computed in the current frame. We call this version MSCA-V. Therefore, in addition to shifting \( V \) in this way, there are seven possible combinations; \( Q, K, V, QK, KV, QV, \) and \( QKV \). We compared these variants in the experiments. Note that MSCA-QKV is equivalent to a simple feature shifting because attended features are computed in each frame and then shifted.

MSCA-pKV  All of the above seven variants perform shift operations along the head (or channel) dimension \( D \), but similar variants of shift are also possible for the patch dimension \( N + 1 \).

The shapes of \( K^{(t)}, Q^{(t)}, V^{(t)} \) are \( \mathbb{R}^{(N+1)\times D} \), and the first dimension is for patches while the second is for heads. As in the same way the shift along the head dimension, we have a variation of shift operations along the patch dimension as shown in Fig. 3(b).

First, \( K \) and \( V \) are expressed as stacks of keys and values of patches at different frames as follows:

\[
K^{(t)} = [K_0^{(t)}, K_1^{(t)}, \ldots, K_N^{(t)}] \\
V^{(t)} = [V_0^{(t)}, V_1^{(t)}, \ldots, V_N^{(t)}],
\] (19)

(20)

where \( K_n^{(t)}, V_n^{(t)} \in \mathbb{R}^D \) are the key and value of patch \( n \) at time \( t \).

Then, keys of some patches in the current frame are shifted to form \( K' \):

\[
K_n^{(t)} = \begin{cases} 
  K_n^{(t-1)} & 0 \leq n < N_b \\
  K_n^{(t+1)} & N_b \leq n < N_b + N_f \\
  K_n^{(t)} & N_b + N_f \leq n \leq N,
\end{cases}
\] (21)

and also \( V' \) in the same way. Finally, the \( i \)-th head is computed as follows

\[
\text{head}_i^{(t)} = a(Q_i^{(t)}, K_i^{(t)})V_i^{(t)}.
\] (22)

We refer to this version as MSCA-pKV.

MSCA-pV  Like as MSCA-V, a variant of the shift in the patch direction with \( V \) only can be also considered as shown in Fig. 3(c), by the following shift:

\[
\text{head}_i^{(t)} = a(Q_i^{(t)}, K_i^{(t)})V_i^{(t)}.
\] (23)

As before, there are seven variants, and we call these MSCA-pV, and so on.
4 Experimental results

4.1 Setup

Kinetics400 [14] was used to train and evaluate the proposed method. This dataset consists of a training set of 22k videos, a validation set of 18k videos, with 400 categories of human actions. Each video was collected from Youtube, and the portion corresponding to each category was cropped to a length of 10 seconds.

We used a 2D ViT pre-trained on ImageNet21k [30] with $h = 12$ heads, 12 encoder blocks, and patches of size $P = 16$ and $D = 768 = 3 \times 16 \times 16$ (these parameters are the same for TokenShift and MSCA models). For action recognition, ViT was applied to each frame and resulting frame-wise features were aggregated by temporal averaging (this is referred to as ViT in the experiment and in [23]). We compared this ViT, TokenShift and the proposed method. Note that we report the performance of TokenShift based on our reproduction using the author’s code.\(^1\)

For training, we used the same settings as in [23]. Input clips were of 8 frames with stride of 32 frames (starting frames were randomly chosen). Frames were flipped horizontally at a probability of 50%, and the short side was randomly resized in the range of [244, 330] pixels while maintaining the aspect ratio, then a random $224 \times 224$ pixel rectangle was cropped (therefore the number of patches is $N = 196 = 14 \times 14$). In addition, brightness change, saturation change, gamma correction, and hue correction were applied to frames, each at the probability of 10%. The number of epochs was set to 12, the optimizer to SDG with momentum of 0.9 and no weight decay. The initial learning rate was set to 0.1, and decayed by a factor of 10 at 10th epoch. The batch size was set to 42, and 21 batches were trained on each of two GPUs. Gradient updates were performed once every 10 iterations, so the effective batch size was 420.

We used the multi-view test [31]. From a validation video, one clip was sampled as in training, and this was repeated 10 times to sample 10 clips. Each clip was resized to 224 pixels on its short side while maintaining the aspect ratio, and cropped to $224 \times 224$ at the right, center, and left. The results of these 30 clips (views) were averaged to compute a single prediction score.

4.2 The amount of shift of MSCA-KV

We first investigate the effect of the number of heads to be shifted. Table 1 shows the performance of MSCA-KV. The best performance was obtained when only two heads (each for forward and backward) which corresponds to shifting $2/12 = 16.7\%$ of the channels. As the number of shifted heads increased, the performance decreased, suggesting that shifting a few heads is sufficient while most heads need not to be shifted. This observation coincides with the conclusions of TokenShift [23], which shows that the shift of the class token only is enough, and also TSM

\(^1\) https://github.com/VideoNetworks/TokShift-Transformer
Table 1: The performance of MSCA-KV for the validation sets of Kinetics400. Note that the zero shift means a naive frame-wise ViT. The column “shift” means the percentage of the shifted dimensions to the total dimensions $D$.

| model     | heads $h_b$, $h_f$ | shift (%) | top-1   | top-5   |
|-----------|--------------------|-----------|---------|---------|
| ViT       | 0                  | 0         | 75.65   | 92.19   |
| MSCA-KV   | 2                  | 16.7      | 76.47   | 92.88   |
|           | 4                  | 33.3      | 76.07   | 92.61   |
|           | 6                  | 50.0      | 75.66   | 92.30   |
|           | 8                  | 66.7      | 74.72   | 91.91   |

Table 2: The performance of MSCA variants shifting in the head direction.

| model     | top-1   | top-5   |
|-----------|---------|---------|
| TokenShift | 76.37   | 92.82   |
| ViT       | 75.65   | 92.19   |
| MSCA-Q    | 75.84   | 92.57   |
| MSCA-K    | 75.76   | 92.13   |
| MSCA-V    | 75.58   | 92.39   |
| MSCA-QK   | 75.47   | 92.32   |
| MSCA-KV   | 76.47   | 92.88   |
| MSCA-QV   | 75.57   | 92.43   |
| MSCA-QKV  | 75.78   | 92.37   |

Table 3: The performance with different numbers of blocks with MSCA modules of KV shift.

| model # MSCA | top-1 | top-5 |
|--------------|-------|-------|
| ViT 0 MSA    | 75.65 | 92.19 |
| 4 8 MSA      | 75.67 | 92.19 |
| 8 4 MSA      | 76.40 | 92.77 |
| MSCA-KV 12 MSA | 76.47 | 92.88 |

Table 4: The performance with different numbers of blocks with MSCA modules of KV shift.

[16], which used the shift of $1/4 = 25\%$ of the channels (each 1/8 for forward and backward).

In the following experiments, we used shifting two heads for all MSCA variations.

4.3 Comparison of MSCA variations shifting in the head direction

Table 2 shows the performance of the MSCA model variants with shift operations in the head direction. Among them, MSCA-KV performed the best, outperforming others by at least 0.5%. Other variants performed as same as the baseline ViT, indicating that the shift operation is not working effectively in such variations.

4.4 The number of encoder blocks with MSCA

The proposed method replaces MSA modules in 12 encoder blocks in ViT with MSCA modules. However, it is not obvious that modules of all blocks need to be replaced. Table 3 shows the results when we replaced MSA modules with MSCA in some blocks near the end (or top) of the network. All 12 replacements
Table 4: The performance of MSCA-pKV. The column “shift” means the percentage of the shifted patches to the total patches $N + 1$.

| patches $N_b$, $N_f$ shift % | top-1 | top-5  |
|------------------------------|-------|--------|
| 0 0 0 (ViT)                 | 75.65 | 92.19  |
| 8 4 4.1                     | 76.28 | 92.49  |
| 16 8 8.1                    | 76.35 | 92.91  |
| 32 16 16.2                  | 76.07 | 92.77  |
| 48 24 24.4                  | 75.84 | 92.49  |
| 64 32 32.5                  | 75.29 | 92.04  |

Table 5: The performance of MSCA models shifting in the patch direction.

| model      | top-1 | top-5 |
|------------|-------|-------|
| TokenShift | 76.37 | 92.82 |
| ViT        | 75.65 | 92.19 |
| MSCA-pQ    | 75.75 | 92.10 |
| MSCA-pK    | 75.69 | 92.24 |
| MSCA-pV    | 75.84 | 92.43 |
| MSCA-pQK   | 75.50 | 91.99 |
| MSCA-pKV   | 76.35 | 92.91 |
| MSCA-pQV   | 75.83 | 92.35 |
| MSCA-pKV   | 75.73 | 92.21 |

correspond to MSCA-KV, and 0 (no MCSA) is ViT. Using four MSCA modules showed no improvement, while using 8 MSCA modules performed almost the same as MSCA-KV with all 12 MSCA modules. This is because the input video clip consists of 8 frames, and shifting more than 8 times with MSCA modules ensures that the temporal information from all frames is available for the entire network. Therefore, it would be necessary to use at least as many MSCA modules as the number of frames in the input clip.

4.5 Comparison of MSCA variations shifting in the patch direction

Table 4 shows the performance of MSCA-pKV with different amount of shift. The results indicate that, again, a small amount of shift is enough for a better performance and the best performance was obtained when 16 patches were shifted. The performance decreases for a smaller amount of shift, approaching the performance of ViT with no shift. In the experiments below, we used the shift of 16 patches.

Table 5 shows the performance of MSCA variants with shifting in the patch direction. Just like as MSCA-KV was the best for shifting in the head direction, MSCA-pKV has the best performance here, while it is just comparable to TokenShift. An obvious drawback of this approach is the first layer; the patches to be shifted were fixed to the first $N_b$ and $N_f$ patches in the order of the patch index, which is irrelevant to the content of the frame. This might be mitigated by not using MSCA modules in the first several layers.

5 Conclusions

In this paper, we proposed MSCA, a ViT-based action recognition model that replaces MSA modules in the encoder blocks. The MSCA modules compute the attention by shifting the key, query, and value for temporal interaction between frames. Experimental results using Kinetics400 showed that the proposed
method is effective for modeling spatio-temporal features and performs better than a naive ViT and TokenShift. Future work includes evaluations on other datasets and comparisons with similar methods such as Space-time Mixing Attention [29].
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