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Abstract—Multi-robot transfer learning allows a robot to use data generated by a second, similar robot to improve its own behavior. The potential advantages are reducing the time of training and the unavoidable risks that exist during the training phase. Transfer learning algorithms aim to find an optimal transfer map between different robots. In this paper, we investigate, through a theoretical study of single-input single-output (SISO) systems, the properties of such optimal transfer maps. We first show that the optimal transfer learning map is, in general, a dynamic system. The main contribution of the paper is to provide an algorithm for determining the properties of this optimal dynamic map including its order and regressors (i.e., the variables it depends on). The proposed algorithm does not require detailed knowledge of the robots’ dynamics, but relies on basic system properties easily obtainable through simple experimental tests. We validate the proposed algorithm experimentally through an example of transfer learning between two different quadrotor platforms. Experimental results show that an optimal dynamic map, with correct properties obtained from our proposed algorithm, achieves 60-70% reduction of transfer learning error compared to the cases when the data is directly transferred or transferred using an optimal static map.

I. INTRODUCTION

Machine learning approaches have been successfully applied to a wide range of robotic applications. This includes the use of regression models, e.g., Gaussian processes and deep neural networks, to approximate kinematic/dynamic models [1], inverse dynamic models [2], and unknown disturbance models [3], [4] of robots. It also includes the use of reinforcement learning (RL) methods to automate a variety of human-like tasks such as screwing bottle caps onto bottles and arranging lego blocks [5]. Nevertheless, machine learning methods typically require collecting a considerable amount of data from real-world operation or simulations of the robots, or a combination of both [6].

Transfer learning (TL) reduces the burden of a robot to collect real-world data by enabling it to use the data generated by a second, similar robot [7], [9]. This is typically carried out in two phases [9]. In the first phase, both robots generate data, and an optimal mapping between the generated data sets is learned. In the second phase, the learned map is used to transfer subsequent learning data collected by the second robotic system, called the source system, to the first robotic system, called the target system (see Figure 1). The goal of transfer learning is to reduce the time needed for teaching robots new skills and to reduce the unavoidable risks that usually exist in the training phase, particularly for the cases where the target robotic platform is more expensive or more hazardous to operate than the source robotic platform.

The use of transfer learning in robotics can be classified into (i) multi-task transfer learning, in which the data gathered by a robot when learning a particular task is utilized to speed up the learning of the same robot in other similar tasks [2], [5], [7], [10]–[12], and (ii) multi-robot transfer learning, where the data gathered by a robot is used by other similar robots [7]–[9], [13]–[17]. The latter is the main focus of this paper. Multi-robot transfer learning has received less attention in the literature, cf. [18]. In [13], task-dependent disturbance estimates are shared among similar robots to speed up learning in an iterative learning control (ILC) framework, while in [14], [15], policies and rules are transferred between simple, finite-state systems in an RL framework to accelerate robot learning. For a similar configuration, skills learned by two different agents in [8] are used to train invariant feature spaces instead of transferring policies. One typical approach for transfer learning, used in many applications including robotics, is manifold alignment, which aims to find an optimal, static transformation that aligns datasets [16], [17], [19], [20]. In [16], [17], manifold alignment is used to transfer input-output data of a robotic arm to another arm to improve the learning of a model of the second arm.

As partially stated in [9], although multi-robot transfer learning has been successfully applied in some robotic examples, there is still an urgent need for a general, theoretical study of when multi-robot transfer learning is beneficial, how the dynamics of the considered robots affect the quality of transfer learning, what form the optimal transfer map takes, and how to efficiently identify the transfer map from...
a few experiments. To fill this gap, the authors of [9] recently initiated a study along these lines for two first-order, linear time-invariant (LTI), single-input single-output (SISO) systems. In particular, in [9], a simple, constant scalar is applied to align the output of the source system with the output of the target system, and then an upper bound on the Euclidean norm of the transformation error is derived and minimized with respect to (w.r.t.) the transformation parameter. The paper [9] also utilizes the derived, minimized upper bound to analyze the effect of the dynamics of the source and target systems on the quality of transfer learning.

In this paper, we study how the dynamical properties of the two robotic systems affect the choice of the optimal transfer map. This paper generalizes [9], as we consider higher-order, possibly nonlinear dynamical systems and remove the restriction that the transformation map is a static gain.

The contributions of this paper may be summarized as follows. First, while many transfer learning methods in the literature depend on finding an optimal, static map between multi-robot data sets [9], [16], [17], we show through our theoretical study that the optimal transfer map is, in general, a dynamic system. Recall that in the time domain, static maps are represented by algebraic equations, while dynamic maps are represented by differential or difference equations. Second, we utilize our theoretical study to provide insights into the correct features or properties of this optimal, dynamic map, including its order and regressors (i.e., the variables it depends on). Third, based on these insights, we provide an algorithm for selecting the correct features of this transformation map from basic properties of the source and target systems that can be obtained from few, easy-to-execute experimental tests. Knowing these features greatly facilitates learning the map efficiently and from little data. Fourth, we verify the soundness of the proposed algorithm experimentally for transfer learning between two different quadrotor platforms. Experimental results show that an optimal, dynamic map, with correct features obtained from our proposed algorithm, achieves 60-70% reduction of transfer learning error, compared to the cases when the data is directly transferred or transferred through a static map.

This paper is organized as follows. Section II provides preliminary, dynamic-systems definitions. In Section III, we define the transfer learning problem studied in this paper. In Section IV, we provide theoretical results on transformation maps that achieve perfect transfer learning, and then utilize these results to provide insights into the correct features of optimal transfer maps. In Section V, we present our proposed, practical algorithm. Section VI includes a robotic application, and Section VII concludes the paper.

II. BACKGROUND

In this section, we review basic definitions from control systems theory needed in later sections, see [21], [22]. We first introduce these definitions for linear systems, and then generalize them to an important class of nonlinear systems, namely control affine systems. To that end, consider first the LTI, SISO, n-dimensional state space model,

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t),
\end{align*}$$

(1)

where $x(t) \in \mathbb{R}^n$ is the state system vector, $u(t) \in \mathbb{R}$ is its input, and $y(t) \in \mathbb{R}$ is its output. It is well known that the input-output representation of (1) is the transfer function

$$G(s) = \frac{Y(s)}{U(s)} = C(sI - A)^{-1}B = \frac{N(s)}{D(s)},$$

(2)

where $N(s)$ and $D(s)$ are polynomials in $s$, and we assume without loss of generality (w.l.o.g.) that they do not have common factors. Evidently, the system (2) is bounded-input-bounded-output (BIBO) stable if and only if all the roots of $D(s)$ are in the open left half plane (OLHP). The relative degree of the system (2) is $\text{deg}(D(s)) - \text{deg}(N(s))$, that is the order of the denominator polynomial $D(s)$ minus the order of the numerator polynomial $N(s)$. The definition of relative degree remains the same for discrete-time linear systems $\frac{Y(z)}{U(z)} = \frac{N(z)}{M(z)}$, where $z$ is the forward shift operator. For (1), it can be shown using the series expansion of the transfer function (2) that the relative degree is the smallest integer $r$ for which $CA^{-r}B \neq 0$, and consequently, the relative degree is also the lowest-order derivative of the output that explicitly depends on the input recalling $y^{(r)}(t) = CA^r x(t) + CA^{r-1}Bu(t)$, where $y^{(r)}(t)$ represents the $r$-th derivative of $y(t)$ w.r.t. $t$.

The relative degree $r$ can be calculated from the step response of the system. For continuous-time systems, it is the lowest-order derivative of the step response $y$ that changes suddenly when the input $u$ is suddenly changed. For discrete-time systems, it is the number of sample delays between changing the input and seeing the change in the output.

We now extend the relative degree definition to nonlinear systems. Let $C^\infty$ denote the class of smooth functions whose partial derivatives of any order exist and are continuous. The Lie derivative of a smooth function $\lambda(x)$ w.r.t. a smooth vector field $f(x)$, denoted $L_f \lambda$, is the derivative of $\lambda$ in the direction of $f$; that is, $L_f \lambda := \frac{\partial}{\partial x} f(x)$. The notation $L_0^2 \lambda$ is used for the repeated Lie derivative; that is, $L_0^2 \lambda = L_f(L_f \lambda(x)) = \frac{\partial}{\partial x} f(x)$. Similarly, one can derive an expression for $L_k^2 \lambda$, where $k > 1$. Now consider the SISO control affine system,

$$\begin{align*}
\dot{x}(t) &= f(x(t)) + g(x(t))u(t) \\
y(t) &= h(x(t)),
\end{align*}$$

(3)

where $x(t) \in D \subset \mathbb{R}^n$, $u(t) \in \mathbb{R}$, $y(t) \in \mathbb{R}$, and $f$, $g$, $h$ are $C^\infty$, nonlinear functions. Analogous to linear systems, the relative degree of the system (3) is the smallest integer $r$ for which $L_0^r L_f^{-1}h(x) \neq 0$, for all $x$ in the neighborhood of the operating point $x_0$. By successive derivatives of the output $y$, it can be shown that $y^{(r)} = L_f^r h(x) + L_0^r L_f^{-1}h(x)u$. Hence, the relative degree again represents the lowest-order derivative of the output that explicitly depends on the input. For example, the nonlinear dynamics $\dot{\theta} = -\cos(\theta) + u$, $\dot{\theta} \in (-\pi, \pi)$, with output $\theta$ and input $u$, have relative degree 2.
for all \( \theta \) in the operating range.

We next review the left inverse of the dynamics (3), which is used in the literature to reconstruct input \( u \) from the output \( y \), see [21], and which we utilize in our discussion in Section IV. Note that the inverse dynamics of linear systems can be easily derived from the transfer function, and its stability is determined by the zeros of the original transfer function (the roots of the polynomial \( N(s) \)). Suppose that (3) has a well-defined relative degree \( r \) in the operating range. Recall that \( y^{(r)} = L_f^r h(x) + L_g L_f^{r-1} h(x) u \), where by definition \( L_g L_f^{r-1} h(x) \neq 0 \). By reordering this equation and from (3), we obtain the inverse dynamics

\[
\begin{align*}
\dot{x} &= \left( f(x) - g(x) \frac{L_f^r h(x)}{L_g L_f^{r-1} h(x)} \right) + \frac{g(x)}{L_g L_f^{r-1} h(x)} y^{(r)} \\
u &= -\frac{L_f^r h(x)}{L_g L_f^{r-1} h(x)} + \frac{1}{L_g L_f^{r-1} h(x)} y^{(r)},
\end{align*}
\]

with input \( y^{(r)} \) and output \( u \). A necessary condition for the stability of (3) is that the dynamics of (4) when \( y(t) = 0 \) uniformly (consequently, \( y^{(r)}(t) = 0 \) are stable in the Lyapunov sense; this is called the zero dynamics of the system (3). While it appears from (4) that the inverse dynamics have \( n \) states, this is not the minimum realization of the inverse dynamics. Instead, for dynamic systems (3) with well-defined relative degree, one can always find a nonlinear coordinate transformation to convert (3) into a special form, called the Byrnes-Isidori normal form. Using this form, a minimum realization of (4) can be derived with \((n - r)\) states, inputs \( y, \dot{y}, \cdots, y^{(r)} \), and output \( u \), refer to [21], [22].

III. PROBLEM STATEMENT

In this paper, we study transfer learning between two robotic systems from a dynamical system perspective. We use our theoretical results to provide insights into the properties of optimal transfer maps. These insights facilitate the identification of this optimal map from data using, for instance, system identification algorithms. In particular, as shown in Figure 2, we consider a source SISO dynamical system \( D_S \) with input reference signal \( d \) and output \( y_s \), representing the source robot, and a target SISO dynamical system \( D_T \) with the same input \( d \) and output \( y_t \), representing the target robot. Assuming that \( d \) is an arbitrary bounded signal, the transfer learning problem is to find a transfer map \( D_{TL} \) with input \( y_s \) and output \( y_{TL} \) such that the error \( e \) between \( y_t \) and \( y_{TL} \) is minimized.

To make the transfer learning problem tractable, we assume that both the source system \( D_S \) and the target system \( D_T \) are input-output stable (this is typically characterized by the BIBO stability notion for LTI systems and by the Input to Output Stability (IOS) notion for nonlinear systems [23]). This is a reasonable assumption, given that input-output stability is necessary for the safe operation of the robot and transfer learning is only efficient for stable systems [9].

IV. MAIN RESULTS

In this section, we assume that the source system dynamics \( D_S \) and the target system dynamics \( D_T \) are known, and then provide a theoretical study on when it is possible to identify a dynamic map \( D_{TL} \) that achieves perfect transfer learning from \( D_S \) to \( D_T \), i.e., it perfectly aligns \( y_t \) and \( y_{TL} \) resulting in zero transfer learning error \( (e(t) = 0) \). From this theoretical study, we provide insights into the correct properties of the dynamic map \( D_{TL} \), including its order, relative degree, and input-output variables. We then show that these properties can be determined from basic properties of the source and target systems, which can be identified through short, simple experiments. There is no need to know the source/target system dynamics a priori. Knowing the properties of the optimal transfer map greatly facilitates the identification of this map from data using standard system identification tools, as we will show in Section VI.

For simplicity, we first present our theoretical study and insights for linear systems, and then show that these insights remain valid for nonlinear systems. To that end, in this paper, we say that an LTI system is minimum-phase if the dynamics of the system and its inverse dynamics are BIBO stable.

**Theorem 4.1:** Consider two continuous-time, BIBO stable, SISO, LTI systems, with rational transfer functions \( G_S(s) \) and \( G_T(s) \), and suppose that \( G_S(s) \) is minimum-phase. Then, there exists a causal, BIBO stable map from the source system \( G_S(s) \) to the target system \( G_T(s) \) that achieves perfect transfer learning if and only if the relative degree of \( G_S(s) \leq \) the relative degree of \( G_T(s) \).

**Proof:** (⇒) Let \( G_S(s) := \frac{N_S(s)}{D_S(s)} \) and \( G_T(s) := \frac{N_T(s)}{D_T(s)} \). By assumption, there exists a causal function \( G_{\alpha}(s) \) such that for any bounded input \( u \), \((G_{\alpha}(s)G_S(s) - G_T(s))U(s) = 0 \). Since \( u \) is arbitrary, then clearly \( G_{\alpha}(s)G_S(s) - G_T(s) = 0 \). Equivalently, \( G_{\alpha}(s)G_S(s) = G_T(s) \). Let \( G_{\alpha}(s) := \frac{N_{\alpha}(s)}{D_{\alpha}(s)} \). Then, we have \( \frac{N_{\alpha}(s)}{D_{\alpha}(s)} \frac{N_S(s)}{D_S(s)} = \frac{N_T(s)}{D_T(s)} \). Even in the presence of pole-zero cancellations, it can be shown that the above equation implies

\[
(deg(D_{\alpha}(s)) + deg(D_S(s))) - (deg(N_{\alpha}(s)) + deg(N_S(s))) = (deg(D_T(s)) - deg(N_T(s))).
\]

By reordering the terms on the left hand side (LHS), the summation of the relative degrees of \( G_{\alpha}(s) \) and \( G_S(s) \) is equal to the relative degree of \( G_T(s) \). Since \( G_{\alpha}(s) \) is causal, the relative degree of \( G_{\alpha}(s) \geq 0 \), and the result follows.

(⇐) Suppose that the relative degree of \( G_S(s) \leq \) the relative degree of \( G_T(s) \). We construct a causal, stable map...
Since the relative degree of $G_S(z)$ is minimum-phase, we have $\deg(D_T(z)) - \deg(N_S(z)) \leq \deg(D_T(z)) - \deg(N_T(z))$. Equivalently, $\deg(D_S(z)) + \deg(N_T(z)) \leq \deg(D_T(z)) + \deg(N_S(z))$. This implies $G_S(z)$ is a causal function. Notice that the poles of $G_S(z)$ are a subset of the roots of $D_T(z)$ and $N_S(z)$. Then, since $G_T(z)$ is BIBO stable and $G_S(z)$ is minimum-phase by assumption, the roots of $D_T(z)$ and $N_S(z)$ are all in the OLHP, and $G_S(z)$ is a BIBO stable transfer function. Next, one can verify that for the selected $G_S(z)$, we have $G_S(z)G_S(z) - G_T(z) = 0$, and consequently $G_S(z)$ achieves perfect transfer learning.

Equation (5) and its associated discussion are similar to standard methods in linear control synthesis. Similar results can be derived for discrete-time LTI systems.

Theorem 4.2: Consider two discrete-time, BIBO stable, SISO, LTI systems, with rational transfer functions $G_S(z)$, $G_T(z)$, and suppose that $G_S(z)$ is minimum-phase. Then, there exists a causal, BIBO stable map from the source system $G_S(z)$ to the target system $G_T(z)$ that achieves perfect transfer learning if and only if the relative degree of $G_S(z) \leq$ the relative degree of $G_T(z)$.

Theorems 4.1 and 4.2 provide the following insights into the properties of the optimal transfer maps between systems.

Insight 1: From (5), one can see that the optimal transfer map is, in general, a dynamic system. Therefore, limiting the transfer map to be static [9], [16] may be restrictive; see also Section VI.

Insight 2: To be able to identify the optimal transfer learning map from data using system identification algorithms, it is important to decide on the right order of the dynamic map. From (5), the order of the optimal map that achieves zero transfer learning error is in general $\deg(N_S(z)) + \deg(D_T(z))$. Equivalently, the correct order of the map is $n_s - r_s + n_t$, where $n_s$ is the order of the source system, $n_t$ is the order of the target system, and $r_s$ is the relative degree of the source system, which can be identified experimentally from the system step response as stated in Section I.

Insight 3: From (5), the relative degree of the optimal transfer learning map is $r_t - r_s$, where $r_s$, $r_t$ are the relative degrees of the source and target systems, respectively. The relative degree of the transfer map is also needed for standard system identification algorithms. By knowing the order and the relative degree of the transfer learning map, the regressors of the map are determined. For instance, for a discrete-time transfer learning map of order 3 and relative degree 1, the map relates the output $y_{TL}(k)$ to the inputs $y_{TL}(k - 1)$, $y_{TL}(k - 2)$, $y_{TL}(k - 3)$, $y_s(k - 1)$, $y_s(k - 2)$, $y_s(k - 3)$.

Insight 4: From Theorems 4.1 and 4.2, if the relative degree of the source system $r_s$ is greater than the relative degree of the target system $r_t$, then we cannot find a causal map satisfying perfect transfer learning (zero transfer learning error). Nevertheless, since we have the complete input-output data of the source robot available before carry-

G \alpha (s) that achieves perfect transfer learning. Let

$$G \alpha (s) := \frac{D_S(s) N_T(s)}{N_S(s) D_T(s)}.$$  

(5)
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Algorithm 1 Finding the properties of transfer learning maps

Given: (1) Two SISO robotic systems: a source system with order $n_s$ and well-defined relative degree $r_s$, and a target system with order $n_t$ and well-defined relative degree $r_t$; (2) output responses of the source and target systems, $y_s$ and $y_t$, respectively, for a bounded reference input $d$.

Objective: Find the properties of the optimal, dynamic transfer learning map between the two systems. The main steps are summarized in Algorithm 1. Notice that step 2 of the algorithm directly follows from Insights 2, 3 in Section IV while steps 3, 4 directly follow from Insight 4.

To better understand the algorithm, suppose, as a toy numerical example, that we have two minimum-phase, discrete-time systems with zero initial conditions and orders $n_s = 5$ and $n_t = 3$. We assume that this is the only available information about the systems. To identify the relative degrees of the systems, we apply at time step $k = 0$ a step input to both systems. From the step response of the source system, we found that the output only changes at $k = 4$, and consequently, $r_s = 4$. Similarly, we found that $r_t = 3$. We then follow the steps of our algorithm: (1) since $r_s > r_t$, we jump to step 3; (2) we construct the $y_{s,mod}$ data column by shifting each element in the step response $y_s$ forward in time by $r_s - r_t$ samples.

V. ALGORITHM

Inspired by the insights presented in the previous section, we provide an algorithm for getting the correct properties of the optimal, dynamic transfer learning map between two robotic systems from simple experiments. As discussed before, we assume that both systems are input-output stable and that the source system has stable inverse dynamics. Once the properties of the map are determined, one can utilize any system identification tool, such as MATLAB’s identification toolbox, to identify the map from collected data as we will show in our practical examples in Section VI. The identified map can then be used to transfer any subsequent learning data from the source system to the target system. The main steps are summarized in Algorithm 1. Notice that step 2 of the algorithm directly follows from Insights 2, 3 in Section IV while steps 3, 4 directly follow from Insight 4.

One advantage of the proposed algorithm is that it does not require precise knowledge of the robots’ dynamics and/or parameters. Instead, it only requires the knowledge of basic properties of the robotic systems, namely the system order and the relative degree. The order of the robotic system can be determined from approximate physics models, or even from general information about the robot structure. For instance, an $N$-link manipulator has a dynamical model of order $2N$. Similarly, the relative degree of the system may be determined from physics models, or experimentally from the step response of the system as discussed in Section IV.

Another advantage of the proposed algorithm is that it is generic in the sense that it can be combined with any system identification model/algorithm. For instance, one can utilize the proposed algorithm to determine the correct properties of both linear and nonlinear dynamic transfer maps.

VI. APPLICATION

In this section, we utilize the proposed algorithm to identify a dynamic transfer learning map between two different quadrotor platforms, namely the Parrot AR.Drone 2.0 and the Parrot Bebop 2.0 (see Figure 3), and then verify through experimental results the effectiveness of our proposed map.
and the rotational velocities \((p, q, r)\), resulting in a dynamic model of the vehicle with 12 states. Detailed description of the quadrotor’s dynamic model can be found in [24]. In our experiments, the quadrotor’s states are all measured by the overhead motion capture system, which consists of ten 4-mega pixel cameras running at 200 Hz.

In our study, the two quadrotor platforms utilize a control strategy that consists of two controllers: (i) an on-board controller that runs at 200 Hz, receives the desired roll \(\phi_d\), pitch \(\theta_d\), yaw velocity \(\dot{r}_d\) and the \(z\)-axis velocity \(\dot{z}_d\), and outputs the thrusts of the quadrotor’s four motors, and (ii) an off-board controller that is implemented using the open-source Robot Operating System (ROS), runs at 70 Hz, receives the desired vehicle’s position, and outputs the commands \((\phi_d, \theta_d, r_d, z_d)\) to the on-board controller. For the off-board controller, we utilize a nonlinear control strategy to stabilize the \(z\)-position of the vehicle to a fixed value and the yaw angle to zero, and then manipulate \(\phi_d\) and \(\theta_d\) to control the vehicle’s motion in the \(x\)-, \(y\)-, and \(z\)-directions. In particular, we select \(\phi_d\) and \(\theta_d\) to implement a nonlinear transformation that decouples the dynamics in the \(x\)-, \(y\)-directions into approximate, linearized, second-order dynamics in each direction, and then utilize a proportional-derivative (PD) controller for each direction. More details can be found in [25].

In this application, we identify a transfer learning map from the Parrot AR.Drone 2.0 platform, the source system, to the Parrot Bebop 2.0 platform, the target system, for each of the \(x\)-, \(y\)-directions. We first stabilize the vehicle’s \(y\)- and \(z\)-positions to constant values, and study the motion in the \(x\)-direction. For this case, the input to each system is the desired \(x\)-value reference, while the output is the actual \(x\)-value of the quadrotor. We start by collecting data for both vehicles in the \(x\)-direction. In particular, we apply the same desired reference \(x_d\) to both vehicles and detect their outputs (see Figure 4). We then utilize this collected data to identify a continuous-time transfer learning map with the aid of our proposed algorithm. Following the previous paragraph, we know that under the applied control strategy the \(x\)-direction dynamics for the quadrotors have approximately order 2, and by analyzing the dynamic equations, we have found that the relative degree for the quadrotors in this case is 1. We have verified this value experimentally from the collected data in Figure 4 as discussed in Section II. To sum up, we have \(n_s = n_t = 2\) and \(r_s = r_t = 1\). By following the steps of our algorithm, the correct input to the transfer learning map is the \(x\)-output of the source system, \(y_s\), its output is the \(x\)-output of the target system, \(y_t\), its dynamic order is 3, and its relative degree is 0. Since the applied control strategy turns the closed loop into an approximately linear behavior in the \(x\)-direction as discussed in the previous paragraph, we identify a linear transfer learning map with the desired properties using MATLAB’s \texttt{tfest} for identifying transfer functions. The obtained transfer function fits the training data \((y_t)\) with 95.79%, measured based on the well-known normalized root mean square error (NRMSE) fitness value \((f_{fit} = 100(1 - \text{NRMSE})\%))\), see Figure 4. For comparison, we have also identified an optimal, static gain from \(y_s\) to \(y_t\) using MATLAB’s \texttt{tfest} with the function’s orders set to \((0, 0)\); the gain is 0.6925, and it fits the data with 27.28%.

We next test the identified transfer learning maps for transferring six minutes of collected data from the Parrot AR.Drone 2.0 to the Parrot Bebop 2.0. Figure 5 shows the actual output of the target quadrotor and the transferred output using our proposed map. The proposed map achieves an RMS error of 0.2142 m, compared to 0.7297 m for direct transfer learning (identity map), and 0.6946 m for the identified, optimal, static map. The proposed map achieves 70.65% reduction in error over the direct transfer learning, while the optimal, static map achieves only 4.81% reduction.

We similarly identify a transfer learning map from the Parrot AR.Drone 2.0 to the Parrot Bebop 2.0 in the \(y\)-direction. We omit the details for brevity. The proposed, identified map is a transfer function with order 3 and zero relative degree, and it fits the training data with 96.59%. The optimal, static TL gain is 0.518, and it fits the data with 21.73%. We then test the proposed, dynamic map for transferring 330-second \(y\)-direction data from the Parrot
AR.Drone 2.0 to the Parrot Bebop 2.0. For this testing data, our proposed map has an RMS error of 0.192 m, which achieves 68.29% error reduction compared to direct transfer learning and 62% error reduction compared to the optimal, static gain. Figure C shows how optimal transfer functions with different orders and zero relative degree fit the training and testing data. The order 3, proposed by our algorithm, best fits the training data, and it achieves the second highest fit to the 330-second testing data after the order 2. However, using this testing data as training data for identifying new transfer functions again shows that the third-order transfer function outperforms the second-order one in fitting this testing data. While it is expected due to overfitting that higher-order transfer functions have lower fit on the testing data, this is less obvious for the training data. The explanation is likely that the orders in Figure C are not high enough to overfit the 25-second training data (5000 data points). Indeed, for order 50, the obtained transfer function fits the training data with 98.14%, but it completely fails to transfer the testing data.

We then test the proposed, identified TL maps in the x-, y-directions for transferring the x-, y-data from the Parrot AR.Drone 2.0 to the Parrot Bebop 2.0, for the case where both vehicles are required to track a unit circle in the (x, y) plane (with frequency 0.14 Hz, which is different from the frequencies of the references used in the training data). Table I summarizes the transfer learning errors for both the proposed map and the direct transfer learning. Our proposed, dynamic maps achieve significant reduction of the direct transfer learning errors. However, the total improvement is less than in the previous examples. This is likely due to the unmodeled coupling in the x-, y-directions. The optimal TL map for this case should be a (2 × 2) matrix of dynamic maps to account for the coupling between the two directions.

VII. CONCLUSIONS

We have studied multi-robot transfer learning (TL) from a dynamical system perspective for SISO systems. While many existing methods utilize static TL maps, we have shown that the optimal TL map is a dynamic system and provided an algorithm for determining the properties of the dynamic map, including its order and regressors, from knowing the order and relative degree of the systems. These basic system properties can be obtained from approximate physics models of the robots or from simple experiments. Our results show that for the testing data, dynamic maps, with correct features from our proposed algorithm, achieve on average 66% reduction of TL errors compared to direct TL, while optimal, static gains achieve only 15% reduction. For future research, we consider the generalization of this algorithm to multi-input multi-output systems.

### TABLE I

| Direction | Direct TL | Proposed Map | Reduction |
|-----------|-----------|--------------|-----------|
| x-direction | 0.87 m   | 0.441 m   | 59.26%    |
| y-direction | 0.675 m  | 0.057 m   | 91.5%     |
| Total      | 1.101 m  | 0.445 m   | 59.58%    |
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