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The leading term in the normal approximation to the distribution of Student’s t statistic is derived in a general setting, with the sole assumption being that the sampled distribution is in the domain of attraction of a normal law. The form of the leading term is shown to have its origin in the way in which extreme data influence properties of the Studentized sum. The leading-term approximation is used to give the exact rate of convergence in the central limit theorem up to order $n^{-1/2}$, where $n$ denotes sample size. It is proved that the exact rate uniformly on the whole real line is identical to the exact rate on sets of just three points. Moreover, the exact rate is identical to that for the non-Studentized sum when the latter is normalized for scale using a truncated form of variance, but when the corresponding truncated centering constant is omitted. Examples of characterizations of convergence rates are also given. It is shown that, in some instances, their validity uniformly on the whole real line is equivalent to their validity on just two symmetric points.

1. Introduction. The Studentized mean is an early example of one of the most common approaches to adaptive statistical inference, where a nuisance parameter is replaced by its estimator and the effect on inference carefully gauged. Initially, in the case of Student’s t statistic, this was done under the assumption that the sampled distribution was normal, but later there developed a substantial literature, to which Gayen (1949, 1950, 1952) and Hyrenius (1950) were early contributors, on the effect of nonnormality on properties of the statistic. Wallace (1958), Bowman, Beauchamp and Shenton (1977) and Cressie (1980) have reviewed work in this area. Even in the
case of normal data, where tables of the exact distribution have long been readily available, the issue of convergence (to normality) of the distribution of the $t$ statistic has been of both theoretical and practical interest for many years; see, for example, Anscombe (1950) and Gayen (1952).

From a theoretical viewpoint the problem of determining exact convergence rates for the $t$ statistic can be a particularly awkward one. Despite the statistic’s simple representation in terms of the mean and mean of squares of independent data, its distribution is surprisingly difficult to approximate using methods for sums of independent random variables. The problem has, of course, long been solved under sufficiently severe moment conditions, but its treatment in more theoretically interesting cases, when its distribution is asymptotically normal but few other assumptions are made, is far from straightforward.

In a major advance, Bentkus and Götze (1996) gave bounds of general Berry–Esseen type for rates of convergence in the central limit theorem for Student’s $t$ statistic when the data are independent and identically distributed. See also Chibisov (1980, 1984) and Slavova (1985). Bentkus, Bloznelis and Götze (1996) extended Bentkus and Götze’s arguments to nonidentically distributed summands. Hall (1987) had earlier established Edgeworth expansions under moment conditions that were no more severe than existence of the moments actually appearing in the expansions. See also van Zwet (1984), Friedrich (1989), Putter and van Zwet (1998), Bentkus, Götze and van Zwet (1997), Wang and Jing (1999), Wang, Jing and Zhao (2000) and Bloznelis and Putter (1998, 2002).

However, moment conditions, even finite variance, are not the main prerequisite for convergence of the distribution of Student’s $t$ statistic. In particular, Giné, Götze and Mason (1997) showed that a necessary and sufficient condition for the Studentized mean to have a limiting standard normal distribution is that the sampled distribution lie in the domain of attraction of the normal law. See also Logan, Mallows, Rice and Shepp (1973), Griffin and Mason (1991) and Egorov (1996). Although it is not of direct relevance to our work, we mention that the case where the data are from a time series is more complex. There, convergence in the conventional, deterministically normalized central limit theorem is not equivalent to convergence in the randomly normalized case; see Hahn and Zhang (1998).

In the present paper we assume no more than that the sampled distribution lies in the domain of attraction of the normal law, and describe rates of convergence, in the independent-data case, without reference to moment properties. We give the leading term in a normal approximation to the distribution of Student’s $t$ statistic, and show that its form is strongly influenced by the effects that large data have on the statistic. Using the leading term, we derive the exact convergence rate in the central limit theorem, up to
terms of order $n^{-1/2}$ (where $n$ denotes sample size), or up to order $n^{-1}$ when the sampled distribution satisfies Cramér’s continuity condition.

We show that, if the third moment should happen to be finite, the leading term transforms into the conventional first term in an Edgeworth expansion of the distribution of Student’s $t$ statistic. More generally, however, the leading term can be used to show that the exact rate of convergence over the whole real line is equivalent to the exact rate of convergence over very small sets, containing no more than three points. The number of points can be reduced to two if we seek necessary and sufficient characterizations of the convergence rate, rather than the exact rate itself. We draw connections to the rate of convergence of the distribution of a conventionally normalized, non-Studentized mean.

2. Main results. Let $X_1, X_2, \ldots$ be independent and identically distributed random variables, and let $X$ have the distribution of a generic $X_i$. Student’s $t$ statistic, with numerator centered at its expectation, is defined to be

\begin{equation}
T = \left( \frac{\sum_{i=1}^{n} X_i}{\sum_{i=1}^{n} X_i^2 - n^{-1} \left( \sum_{i=1}^{n} X_i \right)^2} \right)^{1/2}.
\end{equation}

An alternative, more classical definition of the Studentized mean, in which the sample variance has divisor $n - 1$ rather than $n$, has the formula $1 - (n - 1)^{-1/2}T$; see Gossett (1908). All our results hold for this version of Student’s statistic, as well as that given by (2.1). The principal results are Theorems 2.1 and 2.2, which respectively describe the leading term and its role in a normal approximation to the distribution of $T$. Propositions 3.1 and 3.2 in the next section reveal the origins of the leading term, and in particular link it to the way in which extremes affect the distribution of $T$.

Write $\Phi$ and $\phi$ for the standard normal distribution and density functions, respectively. Put $b_n = \sup\{x : nx^{-2}E[X^2I(|X| \leq x)] \geq 1\}$ and

\begin{equation}
L_n(x) = nE(\Phi[x\{1 + (X/b_n)^2\}^{1/2} - (X/b_n) - \Phi(x)]).
\end{equation}

**Theorem 2.1.** If the distribution of $X$ is in the domain of attraction of the normal law, and $E(X) = 0$, then

\begin{equation}
\sup_{-\infty < x < \infty} |P(T \leq x) - \{\Phi(x) + L_n(x)\}| = o(\delta_n) + O(n^{-1/2}).
\end{equation}

If, in addition, Cramér’s condition holds, that is,

\[\limsup_{|t| \to \infty} |E(e^{itX})| < 1,\]

then $O(n^{-1/2})$ on the right-hand side of (2.3) may be replaced by $O(n^{-1})$. 

We noted in Section 1 that $T$ has a limiting standard normal distribution if and only if the distribution of $X$ is in the domain of attraction of the normal law and $E(X) = 0$. Theorem 2.1 argues that $L_n(x)$ is a leading term in an expansion of the distribution of $T$. As Theorem 2.2 will show, the exact order of magnitude of $L_n(x)$ is that of

$$\delta_n = nP(|X| > b_n) + nb_n^{-1}|E\{XI(|X| \leq b_n)\}| + nb_n^{-3}|E\{X^3I(|X| \leq b_n)\}| + nb_n^{-4}|E\{X^4I(|X| \leq b_n)\}.$$  \hspace{1cm} (2.4)

**Theorem 2.2.** Assume the distribution of $X$ is in the domain of attraction of the normal law and $E(X) = 0$. Then $\delta_n \to 0$ and

$$\sup_{-\infty < x < \infty} |L_n(x)| \asymp \delta_n$$  as $n \to \infty$. Here and below, $a_n \asymp b_n$ denotes that

$$0 < \liminf_{n \to \infty} a_n/b_n \leq \limsup_{n \to \infty} a_n/b_n < \infty.$$

Property (2.5) continues to hold if the supremum over all $x$ is replaced by the supremum over $x \in \{-x_0, x_0, x_1\}$, where $x_0 > 3^{1/2}$ and $x_1$ is any real number not equal to $\pm x_0$. Furthermore, if $E(|X|^3) < \infty$, $E(X^2) = 1$ and $E(X^3) = \gamma$, then

$$\sup_{-\infty < x < \infty} |n^{1/2}L_n(x) - \frac{1}{6}\gamma(2a^2 + 1)\phi(x)| \to 0$$  \hspace{1cm} (2.6)

as $n \to \infty$.

There exist examples of distributions in the domain of attraction of the normal law having zero mean and, for which any given one of the four components in the definition of $\delta_n$, at (2.4), dominate all the others along a subsequence. It follows that none of the terms of which $\delta_n$ is composed can be dropped if we require a full account of the rate of convergence in the central limit theorem. Formula (2.6) shows that in the case of finite third moment, the leading term is asymptotic to its conventional form in an Edgeworth expansion.

Together, properties (2.3) and (2.5) give concise results about the rate of convergence in the central limit theorem. For example, if $X$ is in the domain of attraction of the normal law, and $E(X) = 0$, then (2.3) and (2.5) imply that

$$\sup_{-\infty < x < \infty} |P(T \leq x) - \Phi(x)| + n^{-1/2} \asymp \delta_n + n^{-1/2};$$  \hspace{1cm} (2.7)

and $n^{-1/2}$ may be replaced by $n^{-1}$ if Cramér’s condition is satisfied. One application to which (2.7) can be put is the derivation of characterizations of rates of convergence in the central limit theorem. In this regard, some
examples can be found in Hall and Wang (2003), on which the present paper is based.

We conclude this section by mentioning that the convergence rate \( \delta_n \) is the same as that in the case of the standard (i.e., non-Studentized) central limit theorem, where a sum of independent and identically distributed random variables is standardized for scale using \( b_n \), but is centered conventionally, not using a truncated mean. That is, if we define \( S_1 = b_n^{-1} \sum_{i \leq n} X_i \), \( F_j(x) = P(S_j \leq x) \) and

\[
L_{n1}(x) = nE\{\Phi(x - X/b_n) - \Phi(x)\} - \frac{1}{2}n b_n^{-2} \phi'(x),
\]

then, provided the distribution of \( X \) is in the domain of attraction of the normal law and \( E(X) = 0 \), it is true that \( \sup_{-\infty < x < \infty} |L_{n1}(x)| \approx \delta_n \) and

\[
\sup_{-\infty < x < \infty} |F_1(x) - \{\Phi(x) + L_{n1}(x)\}| = o(\delta_n) + O(n^{-1/2}).
\]

The methods of proof are similar to those given in Chapter 2 of Hall (1982). Alternatively, if we put \( \sigma_n^2 = E\{X^2I(|X| \leq b_n)\} \) and \( S_2 = (\sum_{i \leq n} X_i)/(n^{1/2} \sigma_n) \), and define \( L_{n2}(x) \) as at (2.8) but with \( b_n \) there replaced by \( n^{1/2} \sigma_n \), then (2.9) continues to hold if we replace \( (F_1, L_{n1}) \) by \( (F_2, L_{n2}) \).

The similarities between the Studentized and non-Studentized cases do not penetrate deeply, however. The leading terms in the respective settings are quite different. In the case of finite third moment, the leading terms are asymptotic to their respective Edgeworth forms, which are well known to have intrinsically different formulae.

3. Proofs.

3.1. Proof of Theorem 2.1. Let \( \alpha > 0 \) and define \( Y_i = X_i I(|X_i| \leq \alpha b_n) \), \( \rho_n = nP(|X| > \alpha b_n) \),

\[
\Psi_n(x) = P\left[ \sum_{i \leq n} Y_i \leq x \right];
\]

\[
M_{n1}(x) = nE\{\Phi[\{1 + (X/b_n)^2\}^{1/2} - (X/b_n)] - \Phi(x)]I(|X| > \alpha b_n)\},
\]

\[
M_{n2}(x) = nE\{\Phi[\{1 + (X/b_n)^2\}^{1/2} - (X/b_n)] - \Phi(x)]I(|X| \leq \alpha b_n)\}.
\]

Theorem 2.1 is a direct consequence of the following two propositions, which will be proved in Sections 3.3 and 3.4.

**Proposition 3.1.** Assume the distribution of \( X \) is in the domain of attraction of the normal law, and \( E(X) = 0 \). Then, for each \( \alpha > 0 \),

\[
\sup_{-\infty < x < \infty} |P(T \leq x) - \{\Psi_n(x) + M_{n1}(x)\}| = o(\rho_n).
\]
Proposition 3.2. Assume the distribution of $X$ is in the domain of attraction of the normal law, and $E(X) = 0$. Then, for each $\varepsilon > 0$ we have, for all sufficiently small $\alpha > 0$,

$$\sup_{-\infty < x < \infty} |\Psi_n(x) - \{\Phi(x) + M_n2(x)\}| \leq \varepsilon \delta_n + O(n^{-1/2}).$$

If, in addition, the distribution of $X$ satisfies Cramér’s continuity condition, then the term $O(n^{-1/2})$ on the right-hand side of (3.3) may be replaced by $O(n^{-1})$.

We remark that our method for proving Proposition 3.1 will show clearly that the leading-term fragment $M_n1$ derives principally from the largest summand among $X_1, \ldots, X_n$, that is, from the value $X_{\text{max}}$ of $X_i$ for which $|X_i|$ is greatest. Indeed, it may be proved that

$$M_n1(x) = E\{\Phi[x\{1 + (X_{\text{max}}/b_n)^2\}]^{1/2} - (X_{\text{max}}/b_n)] - \Phi(x)\}I(|X_{\text{max}}| > \alpha b_n)\} + o(\rho_n),$$

uniformly in $x$. It follows that the leading term $L_n(x)$, introduced at (2.2) and defined as the limit of $M_n1$ as $\alpha \to 0$, also has this origin.

The connections to extremes arise in part through the major role that large summands play in convergence properties of series when the distribution of the summands has infinite variance. See Darling (1952), Arov and Bobrov (1960), Dwass (1966), Hall (1978), LePage, Woodroofe and Zinn (1981) and Resnick (1986) for discussion of more conventional settings. In the present case the main series where extremes cause difficulty is $\sum_{i \leq n} X_i^2$, appearing in the definition of $T$ at (2.1). The summands here have finite variance if and only if the sampled distribution has finite fourth moment. However, extremes arising even from the series $\sum_{i \leq n} X_i$ play a role in the leading term and so too in the convergence rate; see Hall (1984) for discussion of the latter issue.

3.2. Proof of Theorem 2.2. It is straightforward to show that $\delta_n \to 0$ and $\sup_{-\infty < x < \infty} |L_n(x)| = O(\delta_n)$. Therefore, it suffices to prove that

$$\delta_n = O\left\{\sup_{x \in S} |L_n(x)|\right\},$$

where $S = \{-x_0, x_0, x_1\}$ is the set of three points in the statement of the theorem; and that (2.6) holds. This follows relatively straightforwardly.

3.3. Proof of Proposition 3.1. Put $V = \max_{i \leq n} |X_i|$ and $J = \arg \max_{i \leq n} |X_i|$; ties may be broken in any measurable way. Define $S$ to be the sign of $X_J$ and let $T_1 = \sum_{i \leq n} X_i$, $T_2 = \sum_{i \leq n} X_i^2$, $T_3 = \sum_{i \leq n} Y_i + SVI(V > \alpha b_n)$ and
Note that a formula for \( \Psi_n \) where \( x \) uniformly in \((a, 1-a)\), \( a \) a random variable that takes the values +1 and -1 with probabilities \( \pi(V) \) and \( 1-\pi(V) \), respectively. Let \( T_5 = \sum_{i=1}^{n} Y_i + S(V)\bar{V}(V > ab_n) \). Then \( (T_3, T_4) \) has the same joint distribution as \( (T_5, T_4) \), and so by (3.5) we have, uniformly in \( x \),

\[
P(T \leq x) = P(W \leq x) + O(\rho_n^2),
\]

where \( W = T_5/(T_4 - n^{-1}T_5^2)^{1/2} \).

Define

\[
T_Y = \sum_{i \leq n} (Y_i - EY_i), \quad T_B = \sum_{i \leq n} (Y_i^2 - EY_i^2),
\]

\[
\nu = E\{XI(|X| \leq ab_n)\}, \quad \tau = E\{X^2I(|X| \leq ab_n)\}.
\]

Note that a formula for \( \Psi_n(x) \), equivalent to (3.1), is

\[
(3.7) \quad \Psi_n(x) = P\left[ \frac{T_Y + n\nu}{\{T_B + n\tau^2 - n^{-1}(T_Y + n\nu)^2\}^{1/2}} \leq x \right].
\]

Let the random variable \( N_1 \) have the standard normal distribution. The joint distribution of the vector \((b_n^{-1}T_Y, b_n^{-2}T_B)\), conditional on \( V \geq \epsilon b_n \), converges to the joint distribution of \((N_1, 0)\). In particular, the second component of the limiting distribution is degenerate at 0. The convergence has the following property: for all \( \epsilon > 0 \),

\[
(3.8) \quad \sup_{v > ab_n} \sup_{-\infty < x < \infty} |P(b_n^{-1}T_Y \leq x; b_n^{-2}T_B \leq \epsilon|V = v) - P(N_1 \leq x)| \to 0.
\]

For a formal proof of (3.8), it suffices to observe that the joint distribution of \((\sum_{i \leq n} Y_i, \sum_{i \leq n} Y_i^2)\), conditional on \( V = v > ab_n \), equals the unconditional joint distribution of \((\sum_{i \leq n-1} Y_i, \sum_{i \leq n-1} Y_i^2)\); and that \( b_n^{-1} \sum_{i \leq n-1} (Y_i - EY_i) \to N_1 \) in distribution, \( b_n^{-2} \sum_{i \leq n-1} (Y_i^2 - EY_i^2) \to 0 \) in probability and \( b_n^{-1}E(Y_i^2) \to 0 \).

Since \( T_4 = T_B + n\tau^2 + V^2I(V > ab_n) \), \( T_b = T_Y + n\nu + S(V)\bar{V}(V > ab_n) \), \( b_n^{-2}n\tau^2 \to 1 \) and \( b_n^{-1}n\nu \to 0 \), then, for all \( \epsilon > 0 \), we have from (3.8),

\[
\sup_{v > ab_n} \sup_{-\infty < x < \infty} |P(b_n^{-1}(T_5 - S(V)\bar{V}/b_n)) \leq x; b_n^{-2}T_4 - 1 - (V/b_n)^2| \leq \epsilon|V = v) - P(N_1 \leq x)| \to 0.
\]
Therefore, if $N_2$ denotes a standard normal random variable that is independent of $V$, then

$$\sup_{v > \alpha b_n} \sup_{-\infty < x < \infty} \left| P(W \leq x | V = v) - P\left[ \frac{N_2 + S(V)(V/b_n)}{\{1 + (V/b_n)^2\}^{1/2}} \leq x \right| V = v \right| \to 0. $$

Equivalently,

$$P(W \leq x | V = v) - \Phi[x\{1 + (v/b_n)^2\}^{1/2} - S(v)(v/b_n)] \to 0,$$

uniformly in $v > \alpha b_n$ and $-\infty < x < \infty$. Multiply throughout by $dF_n(v)$, where $F_n$ denotes the distribution function of $V$ conditional on $V > \alpha b_n$; integrate over $v > \alpha b_n$; and then multiply by $P(V > \alpha b_n)$, to prove that, uniformly in $x$,

$$P(W \leq x; V > \alpha b_n) = \Psi_n(x) - \Phi(x)\rho_n + o(\rho_n).$$

(3.10)

To derive the last identity, reformulate the expectation using an integration by parts argument, and note that

$$P\{S(V)V > y\} = nP(X > y) + O[nP(X > y)^2],$$

$$P\{S(V)V \leq y\} = nP(X \leq y) + O[nP(X \leq y)^2],$$

where both remainders are of the stated orders uniformly in $y > \alpha b_n$ and $y < -\alpha b_n$, respectively.

Furthermore,

$$E\{P(W \leq x | V \leq \alpha b_n)I(V \leq \alpha b_n)\}$$

$$= E\left( I \left[ \frac{T_B + n\nu}{\{T_Y + n\tau^2 - n^{-1}(T_B + n\nu)^2\}^{1/2}} \leq x \right] I(V \leq \alpha b_n) \right)$$

$$= \Psi_n(x) - E\left( I \left[ \frac{T_B + n\nu}{\{T_Y + n\tau^2 - n^{-1}(T_B + n\nu)^2\}^{1/2}} \leq x \right] I(V > \alpha b_n) \right),$$

using (3.7) to obtain the last identity. A simpler version of the argument leading to (3.9) may be used to prove that the subtracted term above equals $\Phi(x)\rho_n + o(\rho_n)$, uniformly in $x$. Therefore,

$$P(W \leq x; V \leq \alpha b_n) = \Psi_n(x) - \Phi(x)\rho_n + o(\rho_n),$$

(3.10)

uniformly in $x$. Combining (3.10) with (3.6) and (3.9), we conclude that (3.2) holds.
3.4. Proof of Proposition 3.2. Define $S_n = \sum_j X_j$, $S_n^* = \sum_j Y_j$, $V_n^2 = \sum_j X_j^2$ and $V_n^* = \sum_j Y_j^2$. It is well known [e.g., Efron (1969)] that, for $x \geq 0$,

\begin{equation}
\Psi_n(x) = P[S_n^*/V_n^* \leq x\{n/(n + x^2)\}^{1/2}].
\end{equation}

Noting also that for $|u| \leq 1$,

\begin{equation}
\sup_{-\infty < x < \infty} |\Phi\{x(1 + u^2)^{1/2} - u\} - [\Phi(x) + \{-u + \frac{1}{6}u^3(2x^2 + 1) + \frac{1}{12}u^4(x^2 - 3)\}\phi(x)]| \leq C|u|^5,
\end{equation}

where $C$ is an absolute constant, and that $nE(|X/b_n|^5) \leq \alpha \delta_n$, we have that, for any $\alpha > 0$,

\begin{equation}
\sup_{-\infty < x < \infty} |M_{n2}(x) - Q_{n1}(x)| \leq C\alpha \delta_n,
\end{equation}

where $u_{nij} = nE(\{(X/B_n)i\}I(\{|X| \leq ab_n\})$ and

\begin{equation}
Q_{n1}(x) = -u_{n1} \phi(x) + u_{n3} \frac{1}{6}(2x^2 + 1)\phi(x) + u_{n4} \frac{1}{12}x(x^2 - 3)\phi(x).
\end{equation}

In view of (3.11) and (3.12), Proposition 3.2 will follow if, for each $\varepsilon > 0$, we have for all sufficiently small $\alpha > 0$,

\begin{equation}
\sup_{-\infty < x < \infty} |P(S_n^*/V_n^* \leq x) - \{\Phi(x) + Q_{n1}(x)\}| \leq \varepsilon \delta_n + O(n^{-1/2}),
\end{equation}

and $O(n^{-1/2})$ may be replaced by $O(n^{-1})$ if Cramér’s condition is satisfied.

Without loss of generality, $x \geq 0$. Since the distribution of $X$ is in the domain of attraction of the normal law, then $\{S_n^*/V_n^*\}$ is stochastically bounded [see, e.g., Giné, Götze and Mason (1997)] and similarly $\{S_n^*/V_n^*\}$ is also stochastically bounded. Hence, by Theorem 2.5 of Giné, Götze and Mason (1997), for $x > \delta_n^{-1/12}$,

\begin{equation}
P(S_n^* \geq xV_n^*) \leq e^{-x} \sup_n E\{\exp(|S_n^*/V_n^*|)\} \leq A \exp(-\delta_n^{-1/12}) \leq A\delta_n^2.
\end{equation}

(Here and below, $A$ denotes a positive constant which might be different at each appearance.) Moreover, $|1 - \Phi(x) - Q_{n1}(x)| \leq A\delta_n^2$ uniformly in $x > \delta_n^{-1/12}$. Therefore, (3.13) will follow if, for each $\varepsilon > 0$, we have for all sufficiently small $\alpha > 0$,

\begin{equation}
\sup_{-\infty < x < \infty} |P(S_n^*/V_n^* \leq x) - \{\Phi(x) + Q_{n1}(x)\}| \leq \varepsilon \delta_n + O(n^{-1/2}),
\end{equation}

and $O(n^{-1/2})$ may be replaced by $O(n^{-1})$ if Cramér’s condition is satisfied, where $\sup'$ denotes the supremum over $x \in [0, \delta_n^{-1/12}]$.

Let $B_n^2 = nEY_1^2$ and $W_n = B_n^{-2}\sum_j (Y_j^2 - EY_j^2)$. Noting that $(1 + y)^{1/2} = 1 + \frac{1}{2}y - \frac{1}{8}y^2 + \frac{1}{16}y^3 + \theta y^4$, where $\theta = \theta(y)$ satisfies $|\theta| \leq \frac{1}{16}$ for $|y| \leq \frac{1}{2}$, we
may prove that
\[
P(S_n^*/V_n^* \leq x) = P\{S_n^* \leq xB_n(1 + W_n)^{1/2}\}
\]
\[
\geq -P(|W_n| \geq \frac{1}{2}) + P\{S_n^* \leq xB_n(1 + \frac{1}{8}W_n - \frac{1}{8}W_n^2 + \frac{1}{16}W_n^3 - \frac{1}{16}W_n^4)\},
\]
\[
P(S_n^*/V_n^* \leq x) = P\{S_n^* \leq xB_n(1 + W_n)^{1/2}\}
\]
\[
\leq P(|W_n| \geq \frac{1}{2}) + P\{S_n^* \leq xB_n(1 + \frac{1}{8}W_n - \frac{1}{8}W_n^2 + \frac{1}{16}W_n^3 + \frac{1}{16}W_n^4)\}.
\]
In view of Markov’s inequality, it is readily seen that, for each \(\varepsilon > 0\), we have for any sufficiently small \(\alpha > 0\) and all sufficiently large \(n\),
\[
P(|W_n| \geq 1/2) \leq 16E(W_n^4) \leq A(\alpha^4\delta_n + \delta_n^2) \leq \varepsilon\delta_n.
\]
Hence, (3.14) will follow if we prove that, for each \(\varepsilon > 0\), we have for \(|\theta| \leq 1/16\) and any sufficiently small \(\alpha > 0\),
\[
\sup' P\{S_n^* \leq xB_n(1 + \frac{1}{8}W_n - \frac{1}{8}W_n^2 + \frac{1}{16}W_n^3 + \theta W_n^4)}
\]
\[
- (\Phi(x) + Q_{n1}(x))| \leq \varepsilon\delta_n + O(n^{-1/2}),
\]
and \(O(n^{-1/2})\) may be replaced by \(O(n^{-1})\) if Cramér’s condition is satisfied.

Let \(\sum_{j \neq k, j \neq k \neq l, j \neq k \neq l} \) denote summations over pairs, triples and quadruples, respectively, of distinct integers between 1 and \(n\). Put \(Z_j = Y_j^2 - EY_j^2\). Simple calculations show that
\[
B_n^6W_n^3 = \sum_{j=1}^{n} Z_j^3 + 3 \sum_{j \neq k} Z_j(Z_k^2 - EZ_k^2) + \sum_{j \neq k \neq l} Z_j Z_k Z_l + W_{n1},
\]
\[
B_n^8W_n^4 = \sum_{j=1}^{n} Z_j^4 + 4 \sum_{j \neq k} Z_j(Z_k^2 - EZ_k^2) + 12 \sum_{j \neq k} (Z_j^2 - EZ_j^2)(Z_k^2 - EZ_k^2) + W_{n2},
\]
where \(W_{n1} = 3(n - 1)E(Z_1^2)\) \(\sum_j Z_j\) and
\[
W_{n2} = 4(n - 1)E(Z_1^2) \sum_{j=1}^{n} Z_j + 24(n - 1)E(Z_1^2) \sum_{j=1}^{n} (Z_j^2 - EZ_j^2)
\]
\[
+ 12n(n - 1)(EZ_1^2)^2 + 24 \sum_{j \neq k} Z_j Z_k Z_l^2 + \sum_{j \neq k \neq l \neq m} Z_j Z_k Z_l Z_m.
\]
Therefore,
\[
P\{S_n^* \leq xB_n\left(1 + \frac{1}{2}W_n - \frac{1}{8}W_n^2 + \frac{1}{16}W_n^3 + \theta W_n^4\right)\}
\[ P \left\{ \frac{1}{B_n} \sum_{j=1}^{n} \xi_j(x) + \frac{x}{B_n^4} \sum_{j \neq k} \varphi_{jk} + \frac{x}{B_n^6} \sum_{j \neq k \neq l} \psi_{jkl} \leq x(1 + W_{n3}) - \frac{nE\eta_1(x)}{B_n} \right\}, \]

where \( \xi_j(x) = \eta_j(x) - E\eta_j(x) \), \( \psi_{jkl} \) is relatively straightforward although requiring tedious algebra, and hence details are omitted. The proof of Proposition 3.2 is therefore complete.

Proposition 3.3. For all \( 0 < \alpha \leq \frac{1}{2} \),

\[ \sup_{-\infty < y < \infty} \left| P \left\{ \frac{1}{B_n} \sum_{j=1}^{n} \xi_j(x) + \frac{x}{B_n^4} \sum_{j \neq k} \varphi_{jk} + \frac{x}{B_n^6} \sum_{j \neq k \neq l} \psi_{jkl} \leq y \right\} - \{\Phi(y) + L_n(y)\} \right| = o(\delta_n) + O(n^{-1/2}), \]

where \( L_n(y) = n|E\Phi\{y - \xi_1(x)/B_n\} - \Phi(y)| - \frac{1}{2}\Phi^{(2)}(y) \).

Proposition 3.4. If \( \limsup_{|t| \to \infty} |Ee^{itX}| < 1 \), then the term \( O(n^{-1/2}) \) on the right-hand side of (3.16) may be replaced by \( O(n^{-1}) \).
Proposition 3.5. For each $\varepsilon > 0$, we have for any sufficiently small $\alpha > 0$,
\begin{align}
\sup' |\Phi[x - \{nE\eta_1(x)/B_n\}]| - \Phi(x) + Q_n2(x)| & \leq \varepsilon \delta_n + O(n^{-1}), \\
\sup' |\mathcal{L}_n[x - \{nE\eta_1(x)/B_n\}] - Q_n3(x)| & \leq \varepsilon \delta_n + O(n^{-1}),
\end{align}
where $u_{nj} = nE\{(X/B_n)j I(|X| \leq \alpha b_n)\}$, $Q_n2(x) = u_{n1}\phi(x) + \frac{1}{4}x u_{n4}\phi(x)$ and $Q_n3(x) = u_{n3}\frac{1}{6}(2x^2 + 1)\phi(x) + u_{n4}\frac{1}{12}x(2x^2 - 3)\phi(x)$.

3.5. Proof of Proposition 3.3. Standard methods based on Taylor’s expansion, although requiring tedious algebra, may be used to establish the following lemmas. Define
\begin{align*}
u_{nj} &= nE\{(X/B_n)j I(|X| \leq \alpha b_n)\}, \quad g(t, x) = E[\exp\{it\xi_1(x)/B_n\}]
\end{align*}
and
\[ f_n(t, x) = e^{-t^2/2}[1 + n\{g(t, x) - 1\} + \frac{1}{4}t^2]. \]

Lemma 3.6. If $0 < \alpha \leq \frac{1}{2}$, then for all sufficiently large $n$,
\begin{align}
|nB_n^{-2}E\xi_1^3(x) - (1 - x u_{n3} + \frac{1}{2}x^2 u_{n4})| & \leq 2(1 + x^2)(\alpha \delta_n + n^{-1}), \\
|nB_n^{-3}E\xi_1^4(x) - (u_{n3} - \frac{3}{2}x u_{n4})| & \leq 12(1 + x^3)(\alpha \delta_n + n^{-1}), \\
|nB_n^{-4}E\xi_1^5(x) - u_{n4}| & \leq 32(1 + x^4)(\alpha \delta_n + n^{-1}), \\
|nB_n^{-5}E\xi_1^6(x)| & \leq 32(1 + |x|^5)\alpha \delta_n.
\end{align}

Lemma 3.7. There exists a constant $c_0 > 0$ such that, for all $\alpha \in (0, \frac{1}{2}]$, $|t| \leq c_0 n^{1/2}$, all $x \in [0, \delta_n^{-1/12}]$ and all sufficiently large $n$,
\begin{align}
|g(t, x)| & \leq e^{-t^2/8n}, \\
|g^n(t, x) - e^{-t^2/2}| & \leq A(1 + x^4)(1 + \alpha^{-1})\delta_n(t^2 + t^4)e^{-t^2/8}, \\
|g^n(t, x) - f_n(t, x)| & \leq \{A(1 + x^8)(1 + \alpha^{-2})\delta_n^2(t^4 + t^8) + 2n^{-1}t^4\}e^{-t^2/8}.
\end{align}

Throughout the proof of Proposition 3.3, we assume that $0 < \alpha \leq \frac{1}{2}$, $0 \leq x \leq \delta_n^{-1/12}$ and $n$ is sufficiently large. Define $\tilde{\varphi}_{jk} = \varphi_{jk} + \varphi_{kj}$, $T_n = B_n^{-1}\sum_j \xi_j(x)$ and
\[ \Delta_{n,m} = \frac{x}{B_n^m} \sum_{j=1}^{m-1} \sum_{k=j+1}^{n} \tilde{\varphi}_{jk} + 6x \sum_{j=1}^{m-2} \sum_{k=j+1}^{n} \sum_{l=k+1}^{n} \psi_{jk}l. \]
Noting that $B_n^2 = nEY^2 = b_n^2$ for sufficiently large $n$, we obtain that $|Y_j| \leq B_n/2$ and $|Z_j| \leq B_n^2/2$. Using these properties, $E(\psi_{123}|X_j) = 0, j = 1, 2, 3,$
and $E(\hat{\varphi}_{12}|X_j) = 0, j = 1, 2$, we may deduce that $E(\varphi_{12}^2) \leq 2^8(EY_1^4)^2, E(\psi_{123}^2) \leq (EY_1^4)^3$ and, for $1 \leq m \leq n$,

$$E(\Delta_{n,m}^2) \leq 2e^{-2n}E(\varphi_{12}^2) + mn^{-1}2^{12}E(\psi_{123}^2)$$

the last inequality following from the fact that $nB_n^{-4}EY_1^4 \leq \delta_n$. Moreover, noting that $n^{-1} \leq \delta_n \rightarrow 0, |u_{n4}| \leq \delta_n$ and $|u_{n3}| \leq (1+\alpha^{-1})\delta_n$, it follows easily from (3.19)–(3.21) that

$$EY_n \leq 8n^{-2}/\delta_n$$

We now turn back to the proof of (3.16). Using the identities

$$\Delta_{n,n} = \frac{x}{B_n^2} \sum_{j \neq k} \varphi_{jk} + \frac{x}{B_n^6} \sum_{j \neq k \neq l} \psi_{jkl}$$

and \(\int e^{ity} d\{\Phi(y) + \mathcal{L}_n(y)\} = f_n(t, x)\), and Esseen’s smoothing lemma [e.g., Petrov (1975), page 109], it may be shown that

$$\sup_{-\infty < y < \infty} \left| P(T_n + \Delta_{n,n} \leq y) - \{\Phi(y) + \mathcal{L}_n(y)\} \right|$$

$$\leq \int_{|t| \leq n^{-1/2}} \left| E\exp\{it(T_n + \Delta_{n,n})\} - f_n(t, x)||t|^{-1} dt \right.$$
and we have used the property, implied by (3.27)-(3.29), that
\[
\sup_{-\infty < y < \infty} |L_n'(y)| \leq A\left\{ \frac{1}{2} \left| \frac{nE\xi_1^4(x)}{B_n^2} - 1 \right| + \frac{n|E\xi_1^3(x)|}{6B_n^3} + \frac{nE\xi_1^4(x)}{24B_n^4} \right\}
\]
\[
\leq A(1 + x^4)(1 + \alpha^{-1})\delta_n \leq A(1 + \alpha^{-1})\delta_n^{2/3}.
\]

Using (3.26) and the fact that $|e^{iu} - 1 - iu| \leq u^2/2$, it can be shown that
\[
I_{1n} \leq \frac{1}{2} \int_{|t| \leq \delta_n^{-1/4}} E(\Delta_{n,n})|t| dt \leq 2^3 x^2 \delta_n^{3/2} \leq 2^3 \delta_n^{3/2}.
\]

Using Lemma 3.7, we obtain
\[
I_{2n} \leq A\{ (1 + x^8)(1 + \alpha^{-2})\delta_n^2 + n^{-1} \} \leq A\{ (1 + \alpha^{-2})\delta_n^{4/3} + n^{-1} \}.
\]

Next we estimate $I_{3n}$ and $I_{4n}$. Treating the former first, note that $E(\varphi_{12}|X_1) = E(\varphi_{12}|X_2) = 0$ and $E\varphi_{12}^2 \leq 2^8(EY_1^4)^2$, and that as in Bickel, Götze and van Zwet (1986),
\[
(3.33) \quad E(\varphi_{12}\exp[it\{\xi_1(x) + \xi_2(x)/B_n\}]) = -\frac{i^2}{B_n^4} E\{\xi_1(x)\xi_2(x)\varphi_{12}\} + l_1(x),
\]
where by using $|e^{iu} - 1 - iu| \leq u^2/2$, $|e^{iu} - 1| \leq |u|$, (3.27) and (3.29),
\[
|l_1(x)| \leq \left| E\left[ \varphi_{12}\left\{ e^{it\xi_1(x)/B_n} - 1 - \frac{i\xi_1(x)}{B_n} \right\} \right\} \right| \times \left| E\left[ \varphi_{12}\xi_1(x)\left\{ e^{it\xi_2(x)/B_n} - 1 - \frac{i\xi_2(x)}{B_n} \right\} \right\} \right|
\]
\[
\leq \frac{|t|^3}{2B_n^3} E[|\varphi_{12}|\{ |\xi_1(x)|\xi_2^2(x) + \xi_1^2(x)\xi_2(x) \}]
\]
\[
\leq \frac{|t|^3}{4B_n^3} (E\varphi_{12}^2)^{1/2}\left( E\xi_1^2(x) \right)^{1/2}\left( E\xi_1^4(x) \right)^{1/2}
\]
\[
\leq A(1 + x^2)|t|^3 n^{-1/2} B_n^{-1}(EY_1^4)(EY_1^2)^{1/2} \delta_n^{1/2}
\]
\[
\leq A(1 + x^2)|t|^3 n^{-2} \delta_n^{3/2} B_n^4,
\]
since $nB_n^{-4}EY_1^4 \leq \delta_n$ and $B_n^2 = nEY_1^2$. Tidious but elementary calculation shows that
\[
|E\{\xi_1(x)\xi_2(x)\varphi_{12}\}| \leq A(1 + x^2)n^{-2}\delta_n^2 B_n^6.
\]

Substituting into (3.33), we deduce that
\[
(3.34) \quad |E(\varphi_{12}\exp[it\{\xi_1(x) + \xi_2(x)/B_n\}])| \leq A(1 + x^2)(t^2 + |t|^3)n^{-2}\delta_n^{3/2} B_n^4.
\]

Similarly, it follows from the identities $E(\psi_{123}|X_j) = 0$, for $j = 1, 2, 3$, and from $E\psi_{123}^2 \leq (EY_1^4)^3$ and (3.27), that
\[
(3.35) \quad |E(\psi_{123}\exp[it\{\xi_1(x) + \xi_2(x) + \xi_3(x)/B_n\}])| \leq A|t|^3 n^{-3} \delta_n^{3/2} B_n^6.
\]
From (3.34), (3.35) and (3.23), it can be seen that
\[
|E\{\Delta_{n,n} \exp(itT_n)\}| \\
\leq |x|n^2B_n^{-4}|E\{\varphi_{12}\exp(itT_n)\}| + |x|n^3B_n^{-6}|E\{\psi_{123}\exp(itT_n)\}| \\
\leq A(1 + |x|^3)\delta_n^{3/2}(t^2 + |t|^3)e^{-t^2/8},
\]
and hence
\[
(3.36) \quad I_{3n} = \int_{|t| \leq \delta_n^{-1/4}} |E\{\Delta_{n,n} \exp(itT_n)\}| dt \leq A(1 + |x|^3)\delta_n^{3/2} \leq A\delta_n^{5/4}.
\]

We next estimate $I_{4n}$. Define $\Delta^*_{n,m} = \Delta_{n,n} - \Delta_{n,m}$. In view of (3.26),
\[
|E\exp\{it(T_n + \Delta_{n,n})\} - E\exp\{it(T_n + \Delta^*_{n,m})\} - itE\Delta_{n,m}\exp\{it(T_n + \Delta^*_{n,m})\}| \\
\leq 2\delta_n^2x^2mn^{-1}n^2,
\]
This inequality, together with the independence of the $X_k$’s, implies that for any $1 \leq m \leq n$,
\[
(3.37) \quad |E\exp\{it(T_n + \Delta_{n,n})\}| \\
\leq |g(t, x)|^{m-2} + A|x|\delta_n|t||g(t, x)|^{m-5} + A|x^2mn^{-1}\delta_n^2,
\]
where we have used the bound $E|\Delta_{n,m}| \leq (E|\Delta_{n,m}|^2)^{1/2} \leq A|x|\delta_n$.

Let $n_0 = \lceil 16t^{-2}\log(\delta_n^{-1}) \rceil + 5$, where $\lceil \cdot \rceil$ denotes the integer part function. It is clear that $1 \leq n_0 \leq n$ for $\delta_n^{-1/4} \leq |t| \leq \min\{\delta_n^{-2}, c_0n^{1/2}\}$, for $n$ large enough. Hence, choosing $m = n_0$ in (3.37) and using (3.23), we get
\[
(3.38) \quad I_{4n} = \int_{\delta_n^{-1/4} \leq |t| \leq \min\{\delta_n^{-2}, c_0n^{1/2}\}} |E\exp\{it(T_n + \Delta_{n,n})\}| |t|^{-1} dt \\
\leq A(1 + x^2)(\log(\delta_n^{-1})^2\delta_n^2 \leq A\delta_n^{4/3}.
\]

Substituting the bounds for $I_{1n}, \ldots, I_{4n}$ back into (3.30), and recalling that $\delta_n \to 0$, we obtain (3.16), and hence complete the proof of Proposition 3.3.

3.6. Proof of Proposition 3.4. Without loss of generality we assume that $\delta_n \leq n^{-1/3}$. Indeed, for $\delta_n \geq n^{-1/3}$, it is obvious that the term $O(n^{-1/2})$ on the right-hand side of (2.3) can be replaced by $O(n^{-1})$. Note that $\delta_n \leq n^{-1/3}$ implies that $nP(|X| \geq b_n) \leq n^{-1/3}$. This, together with the fact that the distribution of $X$ is in the domain of attraction of a normal law, implies that $EX^2 < \infty$.

We continue to use the notation in the proof of Proposition 3.3. Further, we put
\[
\tilde{\Delta}_{n,m}^{(1)} = \frac{x}{B_n^4} \sum_{j=1}^{m} \sum_{k=m+1}^{n} \tilde{\varphi}_{jk} + \frac{6x}{B_n^6} \sum_{j=1}^{m} \sum_{k=m+1}^{n} \sum_{l=k+1}^{n} \psi_{jkl},
\]
\[
\tilde{\Delta}_{n,m}^{(2)} = \frac{x}{B_n^4} \sum_{j=m+1}^{n-1} \sum_{k=j+1}^{n} \tilde{\varphi}_{jk} + \frac{6x}{B_n^6} \sum_{j=m+1}^{n-2} \sum_{k=j+1}^{n} \sum_{l=k+1}^{n} \psi_{jkl}.
\]
As in the proof of (3.26), we have that, for $0 \leq x \leq \delta_n^{-1/2}$,
\begin{equation}
E(\Delta_{n,n} - \tilde{\Delta}_{n,m}^{(1)} - \tilde{\Delta}_{n,m}^{(2)})^2 \leq 2^{10}m^2n^{-2}x^2\delta_n^2 \leq Am^2n^{-2}\delta_n^{11/6}.
\end{equation}

Hence, for $m_0 = C\log n$, where $C$ is a constant that we shall specify later,
\[P(|\Delta_{n,n} - \tilde{\Delta}_{n,m_0}^{(1)} - \tilde{\Delta}_{n,m_0}^{(2)}| \geq n^{-1}) \leq AC^2(\log n)^2\delta_n^{11/6} \leq AC^2\delta_n^{3/2}.
\]

Proposition 3.4 will now follow if we show that, for $0 \leq \tau \leq \pi/2$ and put
\begin{equation}
\tau = \frac{1}{n^{1/2}} |\tilde{\Delta}_{n,m_0}^{(1)} + \tilde{\Delta}_{n,m_0}^{(2)}| \leq y - \{\Phi(y) + C_n(y)\},
\end{equation}

Throughout the proof of Proposition 3.4, we assume that $0 < \alpha \leq \frac{1}{2}$, $0 \leq x \leq \delta_n^{-1/2}$ and $n$ is sufficiently large. We need the following lemma, the proof of which can be found in Prawitz (1972). See also Bentkus, Götze and van Zwet (1997).

**Lemma 3.8.** Let $F$ be a distribution function with characteristic function $f$. Then for all $y \in \mathbb{R}$ and $T > 0$, it holds that
\begin{equation}
\lim_{z \downarrow y} F(z) \leq \frac{1}{2} + P.V. \int_{-T}^{T} \exp(-iyt)T^{-1}K(t/T)f(t) dt,
\end{equation}

where
\[P.V. \int_{-T}^{T} = \lim_{h \downarrow 0} \left( \int_{-T}^{-h} + \int_{h}^{T} \right),
\]
and $2K(s) = K_1(s) + iK_2(s)/(\pi s)$,
\[K_1(s) = 1 - |s|, \quad K_2(s) = \pi s(1 - |s|) \cot \pi s + |s| \quad \text{for} \ |s| < 1,
\]
and $K(s) \equiv 0$ for $|s| \geq 1$.

We shall give the proof of (3.40) by using Lemma 3.8 and some of the techniques of Bentkus, Götze and van Zwet (1997). By $E_k(\cdot) = E(\cdot|X_{k+1}, \ldots, X_n)$ we shall denote expectation conditional on $X_{k+1}, \ldots, X_n$. Define
\[\tau_1 = n^{1/2} \delta_n^{-2/3} E_{m_0} \left| \frac{x}{B_n} \sum_{k=m_0+1}^{n/2} \tilde{\varphi}_{1k} \right|, \quad \tau_2 = n^{1/2} \delta_n^{-2/3} E_{m_0} \left| \frac{x}{B_n} \sum_{k=n/2+1}^{n} \tilde{\varphi}_{1k} \right|,
\]
and put $\tau_0 = 1 - \limsup_{|t| \to \infty} |Ee^{itX}|$,
\[H = \frac{n^{1/2} \delta_n^{-2/3} \tau_0}{16(1 + \tau_1 + \tau_2)}.
\]
As in the proof of (3.26),
\[ E(\tau_1 + \tau_2)^2 \leq 2n\delta_n^{-4/3} \left\{ E \left( \frac{x}{B_n^4} \sum_{k=m_0+1}^{n/2} \bar{\varphi}_{1k} \right)^2 + E \left( \frac{x}{B_n^4} \sum_{k=n/2+1}^{n} \bar{\varphi}_{1k} \right)^2 \right\} \leq Ax^2\delta_n^{2/3}. \]

This, together with the bound \( 0 \leq x \leq \delta_n^{-1/12} \), implies that
\[ E(H^{-2}) \leq An^{-1}\delta_n^{4/3}E(1 + \tau_1 + \tau_2)^2 \leq An^{-1}\delta_n^{4/3}. \]

Also, we have that \( H \leq (\tau_0/16)n^{1/2}\delta_n^{-2/3} \).

Returning to the proof of (3.40), note that \( H \) depends only on \( X_{m_0+1}, \ldots, X_n \). Using (3.41), and arguing as in Bentkus, Götze and van Zwet (1997), we obtain
\[ 2P(T_n + \tilde{\Delta}_{n,m_0}^{(1)} + \tilde{\Delta}_{n,m_0}^{(2)} \leq y) \leq 1 + EI_1 + EI_2, \]
where, with \( f(t) = E_{m_0} \exp[it\{T_n + \tilde{\Delta}_{n,m_0}^{(1)} + \tilde{\Delta}_{n,m_0}^{(2)}\}] \),
\[ I_1 = H^{-1} \int_R \exp(-iyt)K_1(t/H)f(t)\,dt, \]
\[ I_2 = \frac{i}{\pi}\text{P.V.} \int_R \exp(-iyt)K_2(t/H)f(t)t^{-1}\,dt. \]

The following results are derived by Hall and Wang (2003), on which the present paper is based:
\[ |EI_1| = o(\delta_n) + O(n^{-1}), \]
\[ |EI_2 + 1 - 2\{\Phi(y) + L_n(y)\}| = o(\delta_n) + O(n^{-1}). \]

It follows from (3.44)–(3.46) that
\[ P(T_n + \tilde{\Delta}_{n,m_0}^{(1)} + \tilde{\Delta}_{n,m_0}^{(2)} \leq y) \leq \Phi(y) + L_n(y) + o(\delta_n) + O(n^{-1}). \]

Similarly, using (3.42) and symmetry arguments, one can show that
\[ P(T_n + \tilde{\Delta}_{n,m_0}^{(1)} + \tilde{\Delta}_{n,m_0}^{(2)} > y) \leq 1 - \{\Phi(y) + L_n(y)\} + o(\delta_n) + O(n^{-1}). \]

Result (3.40) now follows, and hence the proof of Proposition 3.4 is complete.

Acknowledgment. The authors thank a referee and Editors for their valuable comments and suggestions.
REFERENCES

Anscombe, F. J. (1950). Table of the hyperbolic transformation \( \sinh^{-1} \sqrt{x} \). J. Roy. Statist. Soc. Ser. A 113 228–229. MR37059

Arov, D. Z. and Bobrov, A. A. (1960). The extreme members of a sample and their role in the sum of independent variables. Teor. Veroyatnost. i Primenen. 5 415–435. MR151994

Bentkus, V., Bloznelis, M. and Götze, F. (1996). A Berry–Esséen bound for Student’s statistic in the non-i.i.d. case. J. Theoret. Probab. 9 765–796. MR1400598

Bentkus, V. and Götze, F. (1996). The Berry–Essen bound for Student’s statistic. Ann. Probab. 24 491–503. MR1387647

Bentkus, V., Götze, F. and van Zwet, W. R. (1997). An Edgeworth expansion for symmetric statistics. Ann. Statist. 14 1463–1484. MR868312

Bloznelis, M. and Putter, H. (1998). One term Edgeworth expansion for Student’s \( t \) statistic. In Probability Theory and Mathematical Statistics. Proceedings of the Seventh Vilnius Conference (B. Grigelionis et al., eds.) 81–98.

Bloznelis, M. and Putter, H. (2002). Second order and bootstrap approximation to Student’s statistic. Theor. Veroyatnost. i Primenen. 47 374–381. MR193661

Bowman, K. O., Beauchamp, J. J. and Shenton, L. R. (1977). The distribution of the \( t \)-statistic under nonnormality. Internat. Statist. Rev. 45 233–242. MR488427

Chibisov, D. M. (1980). Asymptotic expansion for the distribution of statistics admitting a stochastic expansion. I. Teor. Veroyatnost. i Primenen. 25 323–325. MR151613

Chibisov, D. M. (1984). Asymptotic expansions and deficiencies of tests. In Proceedings of the International Congress of Mathematicians (Z. Ciesielski and C. Olech, eds.) 1 1063–1079. PWN, Warsaw. MR804758

Cressie, N. (1980). Relaxing assumptions in the one-sample \( t \)-test. Austral. J. Statist. 22 143–153. MR588228

Darling, D. A. (1952). The influence of the maximum term in the addition of independent random variables. Trans. Amer. Math. Soc. 73 95–107. MR48726

Dwass, M. (1966). Extremal processes. II. Illinois J. Math. 10 381–391. MR193661

Efron, B. (1969). Student’s \( t \)-test under symmetry conditions. J. Amer. Statist. Assoc. 64 1278–1302. MR251826

Egorov, V. A. (1966). On the asymptotic behavior of self-normalized sums of random variables. Teor. Veroyatnost. i Primenen. 41 643–650. MR150081

Friedrich, K. O. (1989). A Berry–Esséen bound for functions of independent random variables. Ann. Statist. 17 170–183. MR981443

Gayen, A. K. (1949). The distribution of “Student’s” \( t \) in random samples of any size drawn from nonnormal universes. Biometrika 36 353–369. MR33496

Gayen, A. K. (1950). Significance of difference between the means of two nonnormal samples. Biometrika 37 399–408. MR38036

Gayen, A. K. (1952). The inverse hyperbolic sine transformation on Student’s \( t \) for nonnormal samples. Sankhyā 12 105–108. MR54892

 Giné, E., Götze, F. and Mason, D. (1997). When is the Student \( t \)-statistic asymptotically standard normal? Ann. Probab. 25 1514–1531. MR1457629

Gossett, W. S. (1908). The probable error of a mean. Biometrika 6 1–25.

Griffin, P. S. and Mason, D. M. (1991). On the asymptotic normality of self-normalized sums. Math. Proc. Cambridge Philos. Soc. 109 597–610. MR1094756
Hahn, M. G. and Zhang, G. (1998). Distinctions between the regular and empirical central limit theorems for exchangeable random variables. *Progr. Probab.* 43 111–143. MR1652324

Hall, P. (1978). On the extreme terms of a sample from the domain of attraction of a stable law. *J. London Math. Soc.* 18 181–191. MR488231

Hall, P. (1982). *Rates of Convergence in the Central Limit Theorem.* Pitman, London. MR668197

Hall, P. (1984). On the influence of extremes on the rate of convergence in the central limit theorem. *Ann. Probab.* 12 154–172. MR723736

Hall, P. (1987). Edgeworth expansion for Student’s t statistic under minimal moment conditions. *Ann. Probab.* 15 920–931. MR893906

Hall, P. (1988). On the effect of random norming on the rate of convergence in the central limit theorem. *Ann. Probab.* 16 1265–1280. MR942767

Hall, P. and Heyde, C. C. (1980). *Martingale Limit Theory and its Application.* Academic Press, New York. MR624435

Hall, P. and Wang, Q. (2003). Exact convergence rate and leading term in central limit theorem for Student’s t statistic. Statistics Research Reports SRR03-001, Centre for Mathematics and Its Applications, Australian National University. Available at wwwmaths.anu.edu.au/research.reports.

Hyrenius, H. (1950). Distribution of “Student”–Fisher’s t in samples from compound normal functions. *Biometrika* 37 429–442. MR38034

Lepage, R., Woodroofe, M. and Zinn, J. (1981). Convergence to a stable distribution via order statistics. *Ann. Probab.* 9 624–632. MR624688

Logan, B. F., Mallows, C. L., Rice, S. O. and Shepp, L. A. (1973). Limit distributions of self-normalized sums. *Ann. Probab.* 1 788–809. MR362449

Petrov, V. V. (1975). *Sums of Independent Random Variables.* Springer, New York. MR388499

Prawitz, H. (1972). Limits for a distribution, if the characteristic function is given in a finite domain. *Skand. Aktuarietidskr.* 55 138–154. MR375429

Putter, H. and van Zwet, W. R. (1998). Empirical Edgeworth expansions for symmetric statistics. *Ann. Statist.* 26 1540–1569. MR1647697

Resnick, S. I. (1986). Point processes, regular variation and weak convergence. *Adv. in Appl. Probab.* 18 66–138. MR827332

Slavova, V. V. (1985). On the Berry–Esseen bound for Student’s statistic. *Stability Problems for Stochastic Models. Lecture Notes in Math.* 1155 355–390. Springer, Berlin. MR825335

van Zwet, W. R. (1984). A Berry–Esseen bound for symmetric statistics. *Z. Wahrsch. Verw. Gebiete* 66 425–440. MR751580

Wallace, D. L. (1958). Asymptotic approximations to distributions. *Ann. Math. Statist.* 29 635–654. MR97109

Wang, Q. and Jing, B.-Y. (1999). An exponential nonuniform Berry–Esseen bound for self-normalized sums. *Ann. Probab.* 27 2068–2088. MR1742902

Wang, Q., Jing, B.-Y. and Zhao, L. C. (2000). The Berry–Esseen bound for Studentized statistics. *Ann. Probab.* 28 511–535. MR1756015
