Mapping marine habitat suitability and uncertainty of Bayesian networks: a case study using Pacific benthic macrofauna

ANDREA HAVRON,1,5†, CHRIS GOLDFINGER,1 SARAH HENKEL,2 BRUCE G. MARCOT,3 CHRIS ROMSOS,1 AND LISA GILBANE4

1Active Tectonics and Seafloor Mapping Laboratory, College of Earth, Ocean, and Atmospheric Sciences, Oregon State University, 104 CEOAS Administration Building, Corvallis, Oregon 97331 USA
2Benthic Ecology Laboratory, Department of Integrative Biology, Hatfield Marine Science Center, Oregon State University, 2030 SE Marine Science Dr, Newport, Oregon 97365 USA
3Department of Agriculture, Pacific Northwest Research Station, United States Forest Service, 1220 SW 3rd Ave, Portland, Oregon 97204 USA
4Bureau of Ocean Energy Management, U.S. Department of the Interior, 760 Paseo Camarillo, Suite 102 (CM 102), Camarillo, California 93010 USA

Citation: Havron, A., C. Goldfinger, S. Henkel, B. G. Marcot, C. Rom sos, and L. Gilbane. 2017. Mapping marine habitat suitability and uncertainty of Bayesian networks: a case study using Pacific benthic macrofauna. Ecosphere 8(7):e01859. 10.1002/ecs2.1859

Abstract. Resource managers increasingly use habitat suitability map products to inform risk management and policy decisions. Modeling habitat suitability of data-poor species over large areas requires careful attention to assumptions and limitations. Resulting habitat suitability maps can harbor uncertainties from data collection and modeling processes; yet these limitations are not always transparent to resource managers, who increasingly rely on maps for spatial planning and risk assessment purposes. Interpretation of habitat suitability maps can be improved by visually communicating model uncertainty and data foundations. We applied Bayesian networks (BNs) to a small, marine dataset to model the probability of occurrence (PO) of benthic macrofauna. We also used BNs to create maps displaying model parameter uncertainty and data limitations. We developed BN models for three macrofauna species: a marine gastropod, Aystris gausapata, a marine bivalve, Axinopsida serricata, and a marine worm, Sternaspis fossor. We produced three map products from the BN models of each species: (1) a habitat suitability map of the PO projected from regional predictor variables; (2) an uncertainty map, displaying statistical variance of model predictions of occurrence probability; and (3) an experience map, displaying the empirical basis for PO predictions (equivalent sample size). Map results showed occurrence probability to be high and widespread for Ax. serricata, low to moderate and more limited to deeper offshore areas for Ay. gausapata, and low to high in shallow sandy regions and deeper silty regions, respectively, for S. fossor. The uncertainty and experience maps for each species helped identify regions to prioritize for future sampling. Our results are the first to show that BNs can effectively model habitat suitability of benthic macrofauna, and our detailed methods can be applied to a variety of taxa and systems. Visually describing statistical model uncertainty and equivalent sample size in map format improves interpretation of habitat suitability map predictions and supports place-based risk management of marine management.
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INTRODUCTION

The high-energy wave environment of coastal waters off Washington and Oregon is currently being considered for renewable energy development (Parkinson et al. 2015, Reikard et al. 2015). The installation of renewable energy devices and the presence of anchors maintained on the seafloor are expected to alter sedimentation patterns (Amoudry et al. 2009, Neill et al. 2009, Coates et al. 2012). While it is unknown how renewable energy devices will affect benthic macrofauna, it is anticipated they will disturb communities, either through direct (e.g., anchor attachment, cable laying) or through indirect (e.g., changes to the local current and sediment patterns, acoustic and electromagnetic effects) mechanisms (Boehlert and Gill 2010, Miller et al. 2013). Therefore, a preliminary assessment of macrofauna suitable habitat prior to the installation of multiple renewable energy devices will inform management concerned with minimizing effects on species while simultaneously planning for future development scenarios.

Habitat suitability probability modeling (HSP) is founded in Hutchinson’s (1957) and Whittaker’s (1960) theories of the ecological niche and environmental gradients. Habitat suitability probability modeling entails statistical analyses to extrapolate probabilities of a species’ occurrence from known correlations between environmental conditions and species presence and absence or abundance (Hirzel and Guisan 2002, Franklin 2009). In the context of this study, high probabilities in habitat suitability refer to “suitable” environmental conditions that are statistically correlated with species presence and low probabilities refer to “unsuitable” environmental conditions that are highly correlated with species absence. Resulting HSP maps visualize the species’ probability of occurrence (PO) across the landscape to aid in resource management. Habitat suitability probability modeling based on sampling is advantageous for producing habitat maps needed for management when limitations of cost or time prevent a complete census. Such savings are even more critical in data-poor systems, such as the marine benthos.

Multiple statistical techniques have been developed for HSP (Guisan and Zimmermann 2000, Franklin 2009). The best modeling approach provides an acceptable level of prediction accuracy given uncertainty and constraints of data as well as enough flexibility to accommodate spatially patchy and variable data distributions. Understanding the limitations and assumptions underlying statistical modeling approaches is essential for selecting the most appropriate modeling tool and for communicating model results.

Multicollinearity is a limitation of most traditional multivariate modeling frameworks (Graham 2003, Ahmadi-Nedushan et al. 2006), particularly with most principal-component and related data-reduction methods (Heckerman 1995). Multicollinearity leads to inaccurate model parameterization, decreased statistical power, exclusion of significant predictor variables (Graham 2003), and inclusion of superfluous variables. Multicollinearity needs to be considered when modeling marine benthic biota, because environmental variables used to predict species’ habitats often are highly correlated in the marine benthic environment (Snelgrove and Butman 1994).

Challenges associated with benthic data collection include missing data, equipment failure and calibration error, missed samples due to weather conditions, and limited availability of continuous environmental data. In most “frequentist” statistical data-reduction methods, if a location is missing the measurement of even one covariate, the location record is omitted. Likewise, if the regional environmental dataset is missing a single covariate, then a prediction cannot be made for this location; otherwise, the model will result in inaccurate predictions (Thuiller et al. 2004). Removing the covariate with the missing information from the analysis is disadvantageous, however, if it is an important predictor for a given species.

Samples from marine benthic systems are associated with different types of uncertainty. Sources of prediction uncertainty in an ecological study can be categorized into parameter uncertainty, model structure uncertainty, inherent system variability, and measurement error, such as observational error and experimental uncertainty or error (Guisan and Thuiller 2005, Ioannidis 2005, Cressie et al. 2009, Franklin 2009). Visualizing the spatial distribution of uncertainty inherent in habitat suitability modeling improves user understanding of the limitations of the resulting habitat maps (Barry and Elith 2006, Rocchini et al. 2011).
Habitat suitability modeling has played an increasingly important role in environmental management such as for managing invasive species, reserve design, and climate change impact assessment (Guisan and Thuiller 2005, Franklin 2009, Lele et al. 2013). An appropriate assessment of uncertainty can help managers understand the limitations behind maps and models used to inform management decisions and strategies, particularly the spatial distribution of variability and error, thus providing for more scientifically informed decisions (Cleaves 1995, Barry and Elith 2006, Rocchini et al. 2011). Uncertainties naturally inherent in the modeling process, however, often go unreported (Rocchini et al. 2011). Attempts have been made to incorporate uncertainty into HSP mapping (Elith et al. 2002, Fotheringham et al. 2002, Johnson and Gillingham 2004, Bierman et al. 2010), yet these cases remain the exception. We assert that the best approach is to create additional, supporting map products to clearly communicate the spatial distribution of uncertainty and the empirical basis of habitat suitability maps.

We built Bayesian networks (BN) using Netica 5.12 (Norsys Software Corp 2014), a directed acyclic graphical modeling tool that applies Bayes’ theorem to a network of variables linked by probabilities (Marcot 2006, Jensen and Nielsen 2007). Bayesian inference provides an easy framework for learning (Gelman et al. 2014); habitat suitability models can be updated as new data are collected, thereby improving model performance over time. Bayesian networks remain robust to small datasets, multicollinearity, and missing data (Heckerman 1995, Kontkanen et al. 1997, Myllymäki et al. 2002, Uusitalo 2007). Bayesian networks are also designed to track and propagate uncertainty through the system (Sivia and Skilling 2006, Uusitalo 2007, Gelman et al. 2014) and, in the context of this report, can provide a final habitat suitability map along with maps visualizing prediction uncertainty and the empirical bases for model outcomes, represented here as equivalent sample size. The former map is a measure of parameter uncertainty and the latter communicates a form of experimental uncertainty. These two maps can help managers to interpret the distribution of habitat for spatial planning, thereby improving knowledge of uncertainty and data limitations underlying PO projections. We present a case study using marine macrofauna found within soft sediment substrata along the Pacific Northwest continental shelf of the western United States. These habitat suitability maps are the first of their kind for the reported species. Further, our techniques have a broader applicability across other systems and species.

**METHODS**

**Benthic macrofauna data**

Motivated by plans to develop renewable energy along the Pacific Northwest continental shelf and slope, the U.S. Department of the Interior Bureau of Ocean Energy Management implemented a project to characterize benthic environments at a regional scale along the continental shelf (Goldfinger et al. 2014, Henkel et al. 2014). This project required the collection of samples across a range of locations along the continental shelf from southern Washington to northern California. We collected a box core grab sample of bottom sediment at 153 stations across eight sites of the continental shelf (Fig. 1). We retained a sub-sample of sediment to determine grain size, percent silt, and percent sand (using laser diffraction particle size analysis) as well as percent organic carbon and nitrogen (using acid composition). We filtered the remaining sediment from each grab sample through a 1.0-mm screen and all benthic macrofauna left behind were preserved for identification (Henkel et al. 2014). We recorded species observed within a sample as “present”; otherwise, we assigned the sample an “absent” value. We consider the absence data to be highly accurate since macrofauna species (animals greater in size than 1.0 mm) were the focal group for models and we thoroughly examined all samples on the 1.0-mm screen for remaining organisms. Although there is a slight chance the species was in the sub-sample retained for sediment analysis resulting in a false absence recording, this was unlikely due to the small fraction of the sample required to analyze sediment. CTD (conductivity, temperature, depth, plus additional sensors) casts were conducted at each box core sampling station to analyze temperature, dissolved oxygen, pH, fluorescence, and turbidity. See Henkel et al. (2014) for detailed methods.
We selected seven benthic macrofauna species for modeling habitat suitability based on a Primer SIMPER analysis (Clarke 1993) and for species whose variations in densities highly contributed to distinctions between assemblages at multiple sampling sites (see Henkel et al. 2014 for full description of analysis methods). Three of these seven modeled species are highlighted in this report as a case study of modeling methods: a marine gastropod, *Aysis gausapata* (Gould, 1850), a marine bivalve, *Axinopsida serricata* (Carpenter, 1864), and a marine polychaete worm, *Sternaspis fossor* (Stimpson, 1854; Appendix S1: Fig. S1). *Aysis gausapata* and *S. fossor* were selected as model candidates because their distributions were expected to change as a result of sediment changes from offshore wave energy installations. *Axinopsida serricata* was selected due to unique characteristics of its distribution, warranting further investigation with habitat suitability models to help determine the utility of the tool across a spectrum of species. The three modeled species also serve to highlight aspects and strengths of the BN modeling method.

**Environmental data**

We initially considered multiple sediment characteristics and water column properties for habitat suitability modeling (Table 1). A preliminary exploration of variables using frequency histograms indicated low variability in salinity (range: 33.1–33.9 PSU) and temperature (range: 7.3–9.8°C). We judged that such variability is unlikely to be biologically significant, so we excluded these two variables from habitat modeling. Further, we excluded pH, fluorescence, and turbidity due to unacceptable measurement errors likely encountered during the equipment calibration process. We derived high-resolution bathymetry data for each sampling location by using existing raster data (Goldfinger et al. 2014) in ArcGIS 10.1 (ESRI, Redlands, California, USA). We calculated an additional parameter, distance from each benthic sample station to shore in Geographic...
Information System using Euclidean distance analysis on a polyline shoreline.

We joined spatial data on presence and absence of benthic macrofauna species to the raster data on high-resolution bathymetry and distance to shore. Results were data on species presence, absence, and environmental variables at each sample location, including the remotely sensed variables depth and distance to shore and the in situ substrate variables mean grain size (MGS), total organic carbon (TOC), total nitrogen (TN), percent silt, and percent sand. We then constructed the BN models of habitat suitability for each of the three species using this full dataset.

We extracted depth, distance to shore, and MGS values to a 250-m resolution point grid determined by the coarsest GIS layer, MGS (Goldfinger et al. 2014). This point grid provided continuous coverage of the region, or the extent of the study area, and was used as input in the BN model to create final predictive layers.

**Model development**

We designed the benthic macrofauna BN models along guidelines of Marcot et al. (2006) and Uusitalo (2007). The modeling steps included (1) variable discretization, (2) network structure development, (3) model parameterization and calibration, and (4) model prediction, selection, and validation.

| Variables                  | Data source           | Model parameterization          | Model prediction               | Units   |
|----------------------------|-----------------------|--------------------------------|--------------------------------|---------|
| Mean grain size            | Collected in situ     | In situ                         | Regional raster—250 m          | phi     |
|                           | Regional raster†      |                                 |                                |         |
| Latitude                   | Collected in situ     | In situ                         | Regional raster—250 m          | degrees |
| Percent silt               | Collected in situ     | In situ                         | Predicted in network           | percent |
| Percent sand               | Collected in situ     | In situ                         | Predicted in network           | percent |
| Total organic carbon       | Collected in situ     | In situ                         | Predicted in network           | percent by weight |
| Total nitrogen             | Collected in situ     | In situ                         | Predicted in network           | percent by weight |
| Salinity                   | Collected in situ     | Excluded—Insignificant          | Insignificant variable         | PSU     |
| Temperature                | Collected in situ     | Excluded—Insignificant          | Insignificant variable         | °C      |
| pH                         | Collected in situ     | Excluded—Insufficient data      | Insufficient data              | pH      |
| Fluorescence               | Collected in situ     | Excluded—Insufficient data      | Insufficient data              | μg/L    |
| Turbidity                  | Collected in situ     | Excluded—Insufficient data      | Insufficient data              | NTU     |
| Depth                      | High-resolution raster| High-resolution raster          | Regional Raster—250 m          | m       |
|                           |                       |                                 |                                |         |
| Distance to shore          | ArcGIS raster         | ArcGIS raster                    | Regional Raster—250 m          | m       |

**Notes:** Data were either collected in situ with species or calculated as a raster in ArcGIS. Models were parameterized with in situ variables and high-resolution rasters. Variables not included in the model were excluded either due to being insignificant or having insufficient data. Variables used for prediction were all generalized to a 250-m cell size or predicted within the network.

† Goldfinger et al. (2014).

**Variable discretization.—** Variable discretization entailed identifying quantitative ranges of state values of continuous variables (Fig. 2). Although several automated (supervised, machine-learning) techniques exist for variable discretization, none is specifically standard in the context of ecological datasets. Myllymäki et al. (2002) recommended methods that use ecologically significant breakpoints and that minimize the number of states so that each interval contains enough data to parameterize and run the model.

We used an expert-driven technique by visually inspecting frequency-value histograms from the data comparing presence and absence of each species in relation to values of each variable (Fig. 3). We initially estimated breakpoints by selecting values at the minimum and maximum range of a species presence response in the frequency-value histograms, or where histograms shifted in histogram density between present and absent. We structured a simple species-single environment BN model within Netica based on initial estimated breakpoints, parameterized conditional probability tables (CPTs), and calculated the resulting percent error based on a threshold probability of ≥0.5. We then incrementally increased or decreased the number of cutoff points and adjusted breakpoint values, re-parameterized CPTs, and recalculated percent error, so as to minimize error rates. Through this
iterative process, multiple discretization schemes were compared to optimize breakpoint locations and the number of states that resulted in lowest univariate classification error rates.

Network structure development.—In this step, we identified direct correlations or causal linkages among variables (Fig. 2). Previous benthic macrofauna BN models (Lockett 2012) have been used on the tree-augmented naive (TAN) algorithm (Friedman et al. 1997), for example, as used by Aguilera et al. (2010) and Dlamini (2011), for supervised learning of the BN network structure. The TAN algorithm builds the model structure directly from the sample dataset. When no other information is available, this is an appropriate technique. Expert knowledge of environmental interactions, however, has shown to be more reliable than algorithmically derived structures.

![Figure 2: An example Bayesian network with respective conditional probability table (CPT). This model describes an example relationship between species and environment, where mean grain size (MGS; right node) is informed by depth (left node) and the macrofauna species (*Sternaspis fossor*; bottom node) is dependent on both depth and MGS. Each node is composed of states, which categorize the data into different bins. The CPT describes the probability of each child state for each possible combination of parent states.](image-url)
which typically require large amounts of data to effectively learn relationships from complex systems with high variation and uncertainties (Uusitalo 2007, Alameddine et al. 2011, Chen and Pollino 2012). Further, as the TAN structure is based on the original sampling dataset alone, the incorporation of new information or data into the network requires the TAN structure to be rebuilt with each new update and can lead to significant changes in the network structure. Using an expert-defined structure based on known environmental relationships allows for the development of a more reusable network that can be updated with new information without applying significant changes to the network.

For these reasons, we used an expert-defined link structure where a combination of expert knowledge and correlations among variables within the dataset guided the design. For example, grain size, percent silt, and percent sand essentially measure the same phenomenon and therefore are highly correlated (Folk and Ward 1957). Also, TOC and TN are known to be highly correlated with percent silt (Hedges and Keil 1995). Therefore, we designed the BN models explicitly linking correlated sediment variables. Further, we calculated Pearson’s correlation coefficient for all pairwise environmental variables. This step confirmed the high correlation between sediment variables and also revealed correlations between depth and the sediment variables, MGS, percent silt, percent sand, TOC, and TN (Fig. 4). Links were then added between depth and sediment variables to account for all such correlations. We chose to retain correlated variables in the model instead of omitting them because each might play different roles in predicting presence of each species.

We identified two scales of explanatory environmental variables: regional variables, or those that correspond with regional raster datasets and represent continuous coverage throughout the study area; and in situ variables, or those whose values are known only at sediment sample locations. We designed a network structure to facilitate the prediction of in situ variables by inserting intermediate nodes into the networks (Fig. 5). These intermediate nodes re-discretized regional variables (distance to shore, depth, latitude, and MGS) to best predict the correlated in situ variables.

Fig. 3. Expert discretization technique to select breakpoints and state parameters for building the Bayesian network model. Breakpoints (dotted lines) are determined by visually inspecting histograms of mean grain size at sites where a species was absent (top graph) and present (bottom graph). This is an example using *Sternaspis fossor* and does not represent this species’ final model.
variables (percent silt, percent sand, TOC, and TN). Uncertainty in the projected values of the in situ variable was carried through the network into the uncertainty of the final PO prediction, expressed as the posterior probabilities of the benthic macrofauna absence and presence states.

The result of this process is a benthic macrofauna BN model framework for invertebrates living within marine sediment, which is adaptable to new species and updateable (Fig. 6). See Data S2 to download the Base Network Netica file. The BN network structure can be adapted to other benthic macrofauna species that are influenced by the suite of environmental variables presented here, with only slight modifications to species–environment discretization breakpoints. The model can be updated with new information about either a species of interest or relationships among explanatory variables (e.g., percent silt and TOC).

Model parameterization and calibration.—After models were established with uniform probability distributions, CPTs were parameterized by Netica using the expectation–maximization (EM) algorithm. The EM algorithm sequence increases the likelihood of the parameter and converges to a local maximum (Dempster et al. 1977, Wu 1983), making it a robust method for defining and updating prior and conditional probabilities, particularly when missing data are present (Watanabe and Yamaguchi 2004, Marcot 2006). We first used Netica to call the EM algorithm which parameterized the CPTs for MGS, depth, percent silt, and percent sand from the U.S. Seabed sampling database (Reid et al. 2006). This step used prior knowledge of the relationships between depth and sediment size measurements throughout the study region as a prelude to learning the species–environment relationships with the EM algorithm. The resulting, fully parameterized models with CPTs of all variables specified essentially were calibrated to the case-file datasets.

Model prediction, selection, and validation.—We built and tested 12 models for each species (Table 2). Benthic macrofauna are known to organize around substrata patterns and depth contours (Sanders 1968, Gray 1974) due to
physiological constraints related to pressure and a reliance on a sediment-associated food supply (Snelgrove 1999). We therefore kept the variables depth and MGS in each model tested. Models varied based on the other two regional variables latitude and distance to shore, and the inclusion or exclusion of in situ sediment characteristics percent silt, percent sand, TOC, and TN. We also tested the inclusion or exclusion of intermediate nodes for predicting in situ variables. We conducted a sensitivity analysis on each network to determine the degree to which presence and absence of each species was influenced given the probability structure of the model (Marcot 2012).

We conducted a fourfold cross-validation (Stone 1974) on each candidate model and calculated performance metrics for each fold. Cross-validation measures model classification prediction accuracy and helps avoid selecting overfit models that are tightly calibrated to a dataset. We randomly split the data into four partitions. We withheld one partition for each iteration of the cross-validation fold, trained models using described methods, and made predictions for the withheld data based on the environmental raster data. We selected the threshold probability of ≥0.5 to denote between a prediction for species absence and presence. We then tallied the number of true-positive, true-negative, false-positive, and false-negative predictions for each fold in order to calculate model performance metrics. We selected final models as those with the best performance metric scores among the averaged cross-validated outcomes.

We used three model performance metrics to evaluate final models: confusion matrix error rates, spherical payoff (SP), and true skill statistic (TSS; Marcot 2012). Confusion error [0, 100%] represents the combination of type I and type II (false-positive and false-negative) error rates. Confusion error is calculated as:

\[
\text{Confusion error} = \frac{\text{false-positive error} + \text{false-negative error}}{100} \]

Fig. 5. Regional raster and local in situ variables. Regional raster variables predicted local in situ variables, which all combined to predict the probability of occurrence for a given species. Black circles indicate intermediate nodes, their function being to re-discretize the parent node to best predict the child node.
Fig. 6. Example of a re-useable and updateable Bayesian network for benthic macrofauna living within marine sediment. This framework was applied to each macrofauna species within this report prior to variable discretization and model selection. Final models can be updated with new data.

Table 2. Model tests conducted for each species.

| Model no. | MGS  | Depth | Latitude | Distance to shore | TOC  | TN    | Percent silt | Percent sand |
|-----------|------|-------|----------|-------------------|------|-------|--------------|--------------|
| 1         | X    | X     |          |                   | X    | X     |              |              |
| 2         | X    | X     | X        |                   | X    | X     |              |              |
| 3         | X    | X     | X        |                   | X    | X     |              |              |
| 4         | X    | X     | X        |                   | X    | X     |              |              |
| 5         | X    | X     | X        |                   | X    | X     |              | X            |
| 6         | X    | X     | X        |                   | X    | X     | X            | X            |
| 7         | X    | X     | X        |                   | X    | X     | X            | X            |
| 8         | X    | X     | X        |                   | X    | X     | X            | X            |

Notes: In total, there were 12 model permutations for each species as models 5–8 were tested with and without intermediate nodes. Mean grain size (MGS) and depth were included in each model test as previous research has established their importance to benthic invertebrate distribution patterns. TOC, total organic carbon; TN, total nitrogen.
Confusion error = \frac{FPo\text{s} + FNe\text{g}}{FPo\text{s} + TPo\text{s} + FNe\text{g} + TNeg}

where FPo\text{s} = false positive, FNe\text{g} = false negative, TPo\text{s} = true positive, and TNeg = true negative. A false-positive error, in the context of habitat suitability models, occurs if a model predicts that a species is present in a particular environment when, in fact, it is absent; a false-negative error occurs if a model predicts that a species is absent in a particular environment when, in fact, it is present. Best-performing models have 0% confusion error. Spherical payoff [0, 1] was chosen as it out-performs AUC, Area Under the receiver-operating characteristic Curve (Marcot 2012), where with best-performing models, SP = 1. Spherical payoff is calculated as:

\[ SP = MOAC \times \frac{P_c}{\sqrt{\sum_{j=1}^{n} P_j^2}} \]

where MOAC = mean probability value of a given state averaged over all cases, \( P_c \) = the predicted probability of the correct state, \( P_j \) = the predicted probability of state \( j \), and \( n \) = total number of states (B. Boerlage, personal communication). True skill statistic [-1, 1] was chosen as it is independent of prevalence and preferred over AUC for presence–absence models due to the necessity to select a threshold probability for denoting between species presence and absence during prediction (Allouche et al. 2006, Marcot 2012). A TSS score of 1 represents a model with no error, a score of 0 represents a model with random error, and a score of -1 represents a model with total error. True skill statistic is calculated as:

\[ TSS = \frac{(TPo\text{s} \times TNeg) - (FPo\text{s} \times FNe\text{g})}{(TPo\text{s} + FNe\text{g}) \times (FPo\text{s} + TNeg)} = \text{sensitivity + specificity - 1} \]

where FPo\text{s} = false positive, FNe\text{g} = false negative, TPo\text{s} = true positive, and TNeg = true negative (Allouche et al. 2006). Each performance metric has different assumptions. Confusion error is based on the highest probability state and conflates error types, which may oversimplify the utility of the model; SP is influenced by the number of states in the response variable; and TSS accounts for probabilities but also conflates error types (Marcot 2012). For these reasons, all three metrics were compared when selecting final models.

Finally, an opportunity arose during the course of this study to conduct a field validation from the Northwest National Marine Renewable Energy Center’s Pacific Marine Energy Center, South Energy Test Site (SETS; Fig. 7), where tests of offshore renewable energy devices are planned. An additional 14 box core grab samples were collected in August and again in October of 2013. Whereas the data from the SETS site provided an opportunity to validate model predictions, the spatial extent of the SETS site (93 km²) compared to the overall region of prediction...
(15,880 km²), and the small SETS sample size, prevented the data from being used exclusively to select models. Rather, validation with the SETS data was used to confirm results from the fourfold cross-validation approach and to aid in selecting between two models with close results.

We compared species presence or absence known from SETS samples with model prediction results within the SETS region. If the species was observed in a SETS sample, the model prediction at the same location was considered a true-positive result if its PO was ≥0.5, and a false-negative result (type II error) if its PO was below 0.5. If the species was absent from a SETS sample, the model prediction at the same location was considered a true-negative result if its PO was below 0.5, and a false-positive result (type I error) if its PO was above 0.5. Using this information, performance metrics were calculated.

Map creation

Applying the regional raster data as findings to the final model networks, the models calculated a posterior PO and standard error of prediction for each species at each raster cell location. From this output, we produced three maps for each species showing PO, parameter uncertainty, and equivalent sample size (referred to as “experience” in BN modeling). We used a database of regional latitude, depth, MGS, and distance to shore with a 250-m resolution cell size to generate PO predictions. Depth and MGS regional rasters were developed using the methods described by Goldfinger et al. (2014). The MGS raster, being a product of a spatial kriging analysis, had an associated mean square error of 0.8 phi. This error was included with MGS values as input into the BN when making predictions, allowing the error to be incorporated into the uncertainty of the final PO prediction. Regions of rock, cobble, and gravel were masked from the final predictive maps because the models were developed only for soft sediment species.

Uncertainty maps communicated the posterior distribution of the PO prediction, which is a measure of parameter uncertainty in the probability predictions (Marcot 2012). We created uncertainty maps by mapping the standard deviation of the expected value of the PO based on 0 = fully unsuitable environments and 1 = fully suitable environments. As the species response node follows a Bernoulli distribution, the standard deviation is: \( \sqrt{PO(1-PO)} \). The species response node of our models consisted of two states: present and absent; therefore, uncertainty in probability predictions represented PO values.

Experience maps described the percentage of the benthic macrofauna sampling dataset used to inform each unique state probability. We created these maps by accessing Netica experience tables. Netica automatically updates the experience value for each unique combination of states as models are learned. If the environmental states of a CPT row are consistent with the environmental states of a specific observation from the data, the new experience number for the CPT row is increased by one. The experience value therefore reports the number of cases (observations) used by the EM learning algorithm to parameterize each row of the CPT values in the model, or the equivalent sample size for each unique combination of environmental states. We used an arcPy Con (Spatial Analyst) statement within Python (van Rossum 1991) to develop the experience maps (Data S1). Rasters for each in situ variable were first generated from the most probable outcome predicted from Netica. A conditional statement (Con) was then used to match the environmental states of a given stacked raster cell to a row in the CPT, which had an assigned experience value from the Netica experience table. This value was then assigned to the cell location of the stacked rasters. Experience values were mapped as percentage of the overall sample size, therefore visualizing the percentage of data used to learn predictions. Experience maps represent experimental uncertainty as they visualize the distribution of environmental combinations that receive more sampling effort than other combinations. High experience values occur outside sampling locations if environmental conditions correspond to those of regions heavily sampled. Experience values differ for each species, as they are dependent on the unique environmental variables important to the species of interest.

RESULTS

The following results are reported for each species: (1) model performance metrics, (2) HSP maps, (3) uncertainty maps, (4) experience maps, and (5) SETS field validation results.
Axinopsida serricata (Carpenter, 1864) is a marine bivalve in the family Thyasiridae within the Lucinoida order. A very ubiquitous species, it was seen in 83% of 153 sampling stations. The preferred BN model (Appendix S2: Fig. S1, Data S2) selected for Ax. serricata from the fourfold cross-validation approach was Model 2 without intermediate nodes (Table 3). We chose this model because it had the highest TSS score. It also had one of the lowest error rates, as well as a high SP score. More emphasis was given to the TSS score because Ax. serricata is a highly prevalent species and TSS is independent of prevalence. The preferred model included depth, MGS, and latitude. The final model trained using all data had a TSS score of 0.58, an SP score of 0.91, and an 11% overall classification error rate. Sensitivity analysis indicated that the bivalve habitat suitability was most sensitive to MGS followed by depth and latitude (Table 4). The network conditioned on species being present (Appendix S2: Fig. S2) suggested that Ax. serricata was found uniformly throughout

**Table 3. Axinopsida serricata model results.** A good performance score has a low confusion error rate (error rate), high SP†, and high TSS‡.

| Models | Test       | TSS  | SP  | Error rate |
|--------|------------|------|-----|------------|
|        | Simple     | Complex | Simple | Complex | Simple | Complex |
| 1      | Fourfold cv | 0.45 | —   | 0.87       | —       | 15     | —       |
| 2      | Fourfold cv | **0.51** | —   | **0.85**   | —       | **15** | —       |
| 3      | Fourfold cv | 0.33 | —   | 0.83       | —       | 24     | —       |
| 4      | Fourfold cv | 0.44 | —   | 0.83       | —       | 20     | —       |
| 5      | Fourfold cv | 0.45 | 0.46 | 0.87       | 0.87     | 15     | 14      |
| 6      | Fourfold cv | 0.43 | 0.44 | 0.86       | 0.87     | 17     | 17      |
| 7      | Fourfold cv | 0.44 | 0.48 | 0.84       | 0.86     | 20     | 17      |
| 8      | Fourfold cv | 0.44 | 0.46 | 0.82       | 0.85     | 20     | 20      |
| 1      | Sets       | 0.51 | —   | 0.79       | —       | 26     | —       |
| 2      | Sets       | **0.51** | —   | **0.79**   | —       | **26** | —       |
| 3      | Sets       | 0.24 | —   | 0.78       | —       | 33     | —       |
| 4      | Sets       | 0.24 | —   | 0.78       | —       | 33     | —       |
| 5      | Sets       | 0.41 | 0.41 | 0.74       | 0.79     | 30     | 30      |
| 6      | Sets       | 0.41 | 0.41 | 0.74       | 0.79     | 30     | 30      |
| 7      | Sets       | 0.21 | 0.21 | 0.76       | 0.78     | 33     | 33      |
| 8      | Sets       | 0.21 | 0.21 | 0.76       | 0.78     | 33     | 33      |

Notes: Simple models refer to ones without intermediate nodes, while complex models refer to ones with intermediate nodes. The scores from the final selected model are in boldface. SP, spherical payoff; TSS, true skill statistic.

† SP values range [0, 1], where 1 denotes best model performance.

‡ TSS values range [-1, 1], where 1 represents a perfectly performing model with no error, 0 a model with totally random error, and -1 a model with total error.

Axinopsida serricata (Carpenter, 1864) is a marine bivalve in the family Thyasiridae within the Lucinoida order. A very ubiquitous species, it was seen in 83% of 153 sampling stations. The preferred BN model (Appendix S2: Fig. S1, Data S2) selected for Ax. serricata from the fourfold cross-validation approach was Model 2 without intermediate nodes (Table 3). We chose this model because it had the highest TSS score. It also had one of the lowest error rates, as well as a high SP score. More emphasis was given to the TSS score because Ax. serricata is a highly prevalent species and TSS is independent of prevalence. The preferred model included depth, MGS, and latitude. The final model trained using all data had a TSS score of 0.58, an SP score of 0.91, and an 11% overall classification error rate. Sensitivity analysis indicated that the bivalve habitat suitability was most sensitive to MGS followed by depth and latitude (Table 4). The network conditioned on species being present (Appendix S2: Fig. S2) suggested that Ax. serricata was found uniformly throughout

**Table 4. Sensitivity analysis results.**

| Rank  | Variable | Variance reduction (%) | Variable | Variance reduction (%) | Variable | Variance reduction (%) |
|-------|----------|------------------------|----------|------------------------|----------|------------------------|
| 1     | MGS      | 16.8                   | MGS      | 6.2                    | Silt     | 26.2                   |
| 2     | Depth    | 12.4                   | Distance to shore | 3.9     | MGS      | 25                     |
| 3     | Latitude | 0.1                    | Depth    | 1.3                    | TOC      | 24.5                   |
| 4     |          |                        |          |                        | Sand     | 23.5                   |
| 5     |          |                        |          |                        | TN       | 23.2                   |
| 6     |          |                        |          |                        | Depth    | 16                     |
| 7     |          |                        |          |                        | Latitude | 5.1                    |

Notes: Percent variance reduction represents the degree to which each environmental variable is explained by the variation in the species posterior probability distributions. Variables are listed in the order of importance for each species. MGS, mean grain size; TOC, total organic carbon; TN, total nitrogen.
the latitudinal range, in slightly deeper waters and higher MGS than was typical for the region.

*Aystris gausapata* (Gould, 1850) is a marine gastropod in the Columbellidae family within the Neogastropoda order. This species of snail was present in 43% of 153 sampling stations. The preferred BN model (Appendix S3: Fig. S1, Data S2) selected for *Ay. gausapata* from the fourfold cross-validation approach was Model 3 without intermediate nodes (Table 5). We chose this model because it had the highest TSS score and lowest error rate. The SP score was slightly lower than several other models, yet improvements in SP were not great enough to justify choosing a model with a better SP score but worse TSS score and error rate. The preferred model included MGS, depth, and distance to shore. The final model trained using all data had a TSS score of 0.43, an SP score of 0.71, and a 29% error rate. Sensitivity analysis indicated that the snail habitat suitability was most sensitive to MGS, followed by distance to shore and depth (Table 4). The network conditioned on species being present (Appendix S3: Fig. S2) suggested that *Ay. gausapata* was found in mid-range distance to shore, mid-depth, and lower MGS than was typical for the region.

*Sternaspis fossor* (Stimpson, 1854) is a polychaete in the family Sternaspidae within the Terebellidae order. This species of marine worm was present in 24% of 153 sampling stations. The preferred BN model (Appendix S4: Fig. S1, Data S2) selected for *S. fossor* from the fourfold cross-validation approach was Model 6 with intermediate nodes (Table 6). We chose this model because it had the highest TSS score, one of the lowest error rates, and one of the higher SP scores. It should be noted, however, that Model 2 and Model 6, both without intermediate nodes, had the highest SP score, similar error rates, and a TSS only slightly worse than the preferred model. The preferred model was chosen over these two because the improvement in its TSS score was slightly better than the improvement of the SP score of the latter two. The preferred model included all variables except distance to shore. The final model trained using all data had a TSS score of 0.89, an SP score of 0.96, and a 5% error rate. Sensitivity analysis indicated that the polychaete habitat suitability was most sensitive to percent silt, followed by MGS, TOC, percent sand, TN, depth, and latitude (Table 4). The network conditioned on species being present (Appendix S4: Fig. S2)....

Table 5. *Aystris gausapata* model results. A good performance score has a low confusion error rate (error rate), high SP†, and high TSS‡.

| Models | Test       | TSS  | SP   | Error rate |
|--------|------------|------|------|------------|
|        |            | Simple | Complex | Simple | Complex | Simple | Complex |
| 1      | Fourfold cv| 0.02  | —     | 0.71      | —     | 48     | —     |
| 2      | Fourfold cv| 0.29  | —     | 0.75      | —     | 35     | —     |
| 3      | Fourfold cv| 0.36  | —     | **0.72**  | —     | **30** | —     |
| 4      | Fourfold cv| 0.33  | —     | 0.74      | —     | 31     | —     |
| 5      | Fourfold cv| 0.19  | 0.15  | 0.71      | 0.7   | 39     | 43    |
| 6      | Fourfold cv| 0.29  | 0.15  | 0.74      | 0.73  | 35     | 43    |
| 7      | Fourfold cv| 0.24  | 0.17  | 0.71      | 0.7   | 37     | 40    |
| 8      | Fourfold cv| 0.33  | 0.23  | 0.75      | 0.74  | 33     | 37    |
| 1      | Sets       | 0.48  | —     | 0.77      | —     | 26     | —     |
| 2      | Sets       | 0.11  | —     | 0.74      | —     | 33     | —     |
| 3      | Sets       | **0.25** | — | **0.74** | — | **41** | — |
| 4      | Sets       | 0.41  | —     | 0.73      | —     | 48     | —     |
| 5      | Sets       | 0.03  | 0.4   | 0.74      | 0.74  | 30     | 30    |
| 6      | Sets       | 0.35  | 0.03  | 0.72      | 0.71  | 44     | 48    |
| 7      | Sets       | 0.17  | 0.09  | 0.72      | 0.68  | 37     | 44    |
| 8      | Sets       | 0.48  | —0.05 | 0.69      | 0.67  | 48     | 52    |

Notes: Simple models refer to ones without intermediate nodes, while complex models refer to ones with intermediate nodes. The scores from the final selected model are in boldface. SP, spherical payoff; TSS, true skill statistic.

† SP values range [0, 1], where 1 denotes best model performance.
‡ TSS values range [−1, 1], where 1 represents a perfectly performing model with no error, 0 a model with totally random error, and −1 a model with total error.
suggested that *S. fossor* was found in lower to mid-latitudes, deeper water, higher MGS, TOC and TN, higher percent silt, and lower percent sand than was typical for the region.

The HSP map of *Ax. serricata* (Fig. 8a) depicts high PO throughout most of the region with small pockets of moderately unsuitable environments found near shore in shallow regions. A PO value of exactly 0.5 was made for 0% of the prediction area, and a PO value between 0.49 and 0.51 was made for 0.3% of the prediction area. The uncertainty map (Fig. 8b) reflects the patterns in the HSP maps: Regions of high PO correspond with higher precision (low uncertainty) around the posterior probability, whereas areas of the map with predicted probability around 0.5 correspond with regions of lower precision (high uncertainty). Highest uncertainty occurs in the nearshore, shallow regions, particularly off the mouth of the Columbia River between Oregon and Washington, a unique sedimentary environment which was not sampled in this study. The experience map (Fig. 8c) indicates that the largest percentage of data informed probabilities from the southern, deep region, followed by the shallow to mid-depth, mid-latitude region, and with the least amount of data informing probabilities in the northern, deep region, and in the shallow to mid-depth regions of the most northern and southern extents. Predictions learned from less than one observation (0 experience) accounted for 5.9% of the prediction area.

Field validation analysis at the SETS site (Fig. 8d) indicated that *Ax. serricata* was more frequently present at deeper stations and more frequently absent at shallow stations, following similar patterns of PO predictions. Seven model predictions were in error (Fig. 8d) compared to 28 SETS observations: five type I errors (BN model predicted presence but the species was absent in SETS sample data) and two type II errors (BN model predicted absence but the species was present in SETS sample data). Three of the five type I errors occurred at stations that sampled species presence one season and species absence another season. This temporal difference in sampling effort may indicate a region that has variability in suitable conditions, but further temporal sampling would need to occur in order to model this trend. The remaining model prediction errors occurred on the boundary between suitable and unsuitable environments.

### Table 6. *Sternaspis fossor* model results. A good performance score has a low confusion error rate (error rate), high SP†, and high TSS‡.

| Models | Test | TSS | SP | Error rate |
|--------|------|-----|----|------------|
|        |      | Simple | Complex | Simple | Complex | Simple | Complex |
| 1      | Fourfold cv | 0.65 | — | 0.91 | — | 11 | — |
| 2      | Fourfold cv | 0.69 | — | 0.92 | — | 11 | — |
| 3      | Fourfold cv | 0.56 | — | 0.89 | — | 15 | — |
| 4      | Fourfold cv | 0.63 | — | 0.92 | — | 11 | — |
| 5      | Fourfold cv | 0.65 | 0.58 | 0.91 | 0.89 | 11 | 12 |
| 6      | Fourfold cv | 0.68 | 0.72 | 0.92 | 0.91 | 12 | 11 |
| 7      | Fourfold cv | 0.56 | 0.56 | 0.9 | 0.89 | 15 | 14 |
| 8      | Fourfold cv | 0.62 | 0.65 | 0.91 | 0.91 | 12 | 12 |

|        |      | Simple | Complex | Simple | Complex | Simple | Complex |
| 1      | Sets | 1 | — | 1 | — | 0 | 0 |
| 2      | Sets | 1 | — | 1 | — | 0 | 0 |
| 3      | Sets | 1 | — | 1 | — | 0 | 0 |
| 4      | Sets | 1 | — | 1 | — | 0 | 0 |
| 5      | Sets | 1 | 1 | 1 | 1 | 0 | 0 |
| 6      | Sets | 1 | 1 | 1 | 1 | 0 | 0 |
| 7      | Sets | 1 | 1 | 1 | 1 | 0 | 0 |
| 8      | Sets | 1 | 1 | 1 | 1 | 0 | 0 |

Notes: Simple models refer to ones without intermediate nodes, while complex models refer to ones with intermediate nodes. The scores from the final selected model are in boldface. SP, spherical payoff; TSS, true skill statistic.

† SP values range [0, 1], where 1 denotes best model performance.
‡ TSS values range [-1, 1], where 1 represents a perfectly performing model with no error, 0 a model with totally random error, and -1 a model with total error.
Fig. 8. *Axinopsida serricata*. Habitat suitability (a) ranges from 0 (blue: very unlikely probability of suitable...
The HSP map of *Ay. gausapata* (Fig. 9a) depicts areas of low PO in deeper offshore areas. In addition, large regions are classified as somewhat unsuitable environments (PO between 0.4 and 0.6), including the region off the Columbia River mouth. A PO value of exactly 0.5 was made for 3.5% of the prediction area, and a PO value between 0.49 and 0.51 was made for 7.6% of the prediction area. The uncertainty map (Fig. 9b) expresses low precision (high uncertainty) throughout most of the region. Lowest uncertainty values are found in the deeper, offshore areas, where the species is predicted to be absent. The experience map (Fig. 9c) indicates small pockets in the shallow, mid-latitude regions where probabilities were informed by a higher percentage of data. In general, the majority of predictions were informed by little data. Predictions learned from less than one observation (0 experience) accounted for 19.4% of the prediction area.

Field validation analysis at the SETS site (Fig. 9d) indicated that *Ay. gausapata* was more frequently present at deeper stations and more frequently absent at shallower stations, although there was slightly greater error between observations and PO patterns than with the other species. Eleven model predictions were in error (Fig. 9d) compared to 28 SETS observations: three type I errors (BN model predicted presence but the species was absent in SETS sample data) and eight type II errors (BN model predicted absence but the species was present in SETS sample data). Six of the type II errors occurred in areas predicted to be somewhat unsuitable (PO: ~0.47). The remaining two type II errors occurred in areas predicted to have moderately unsuitable environments (which we defined as PO: 0.2–0.39). One type I error occurred in an area predicted to have somewhat suitable environments (PO: 0.51–0.59), and the other two occurred in areas predicted to have moderately suitable environments (PO: 0.6–0.79).

Overall, metric results from cross-validation and field validation (Table 5) indicate this model to have poorer performance than other species modeled. Corresponding maps help to communicate this error, uncertainty, and lack of data informing the model.

The HSP map of *S. fossor* (Fig. 10a) depicts low PO throughout shallow, sandy regions, transitioning to high PO in deeper, silty regions. A PO value of exactly 0.5 was made for 4.6% of the prediction area, and a PO value between 0.49 and 0.51 was made for 10.9% of the prediction area. The uncertainty map (Fig. 10b) follows the patterns of the HSP maps: Regions of highly suitable or highly unsuitable environments correspond with higher precision (low uncertainty) around the posterior probability, whereas areas of the map with intermediate probabilities of suitable environments correspond with regions of lower precision (high uncertainty). Areas where PO equal 0.5 occur in the southern, nearshore regions and in northern deeper regions. The nearshore environment in the south expresses unique, unsampled conditions, where the shelf drops off steeply close to shore. The experience map (Fig. 10c) indicates that the largest percentage of data informed probabilities associated with the mid-latitude, shallow, sandy habitat regions, and much of the remaining area corresponded with little to no experience. Higher probabilities of occurrence were informed by a lower percentage of data. This is likely because this less sampled species occupies a more specialized niche, representing an under-sampled combination of environmental parameters within this study. Predictions learned from less than one observation (0 experience) accounted for 30.7% of the prediction area.

Field validation analysis at the SETS site (Fig. 10d) indicated that *S. fossor* was absent in all SETS samples, corresponding with a consistent prediction of absence throughout the SETS
Fig. 9. *Aystris gausapata*. Habitat suitability (a) ranges from 0 (blue: very unlikely probability of suitable habitat) to 1 (red: highly likely probability of suitable habitat). Habitats with high uncertainty (b) are not suitable for *Aystris gausapata*. Experience (c) is high where there are more data points. (d) shows the validation of the SETS method, with black squares representing SETS sample locations.
sample area. Therefore, no type I error of false presence was observed (Fig. 10d) between SETS sample observations and model predictions, although it was not possible to determine type II errors of false absence from the SETS data given the species’ absence in all field samples. Overall, metric results from cross-validation and field validation (Table 6) indicate this model to have good performance.

**DISCUSSION**

Knowledge of marine benthic species is limited due to costs, time, and challenges related to marine data collection. Habitat suitability predictive modeling provides a cost-effective strategy to analyze species distribution patterns by converting statistical species–environment associations to spatial maps (e.g., Smith et al. 2007). As the process is an approximation, the development of multiple maps of prediction probabilities, uncertainty, and experience to convey statistical confidence and underlying effort will improve interpretation and utility of habitat suitability maps. As maps are frequently used to make management and policy decisions affecting natural resources, understanding uncertainty and the limitations of map products will better inform decisions and strategies (e.g., Catenacci and Giupponi 2013).

Our study outlines methods to visualize different forms of uncertainty to aid in management interpretation. Bayesian networks have previously been used to develop maps visualizing uncertainty, for example, in ecosystem services (Grel-Regamey et al. 2013, Landuyt et al. 2015), and in soil risk management (Troldborg et al. 2013), but none is known to have been used to develop maps visualizing empirical sample size, nor uncertainties resulting from a habitat suitability analysis.

The visual representation of uncertainty improves interpretability of habitat suitability maps (Stelzenmüller et al. 2010, Kininmonth et al. 2014) and provides an innovative and general way to display variability in the expected value of the posterior probability. Probability values from a binary-outcome network contain inherent information on uncertainty. High or low probabilities of occurrence indicate low uncertainty; probabilities equal to 0.5 indicate high uncertainty. We decided it still advantageous to report uncertainty map methods and results for two reasons. First, this relationship is less clear when the response node consists of more than two states; therefore, methods are important for model extensions to abundance or habitat quality. Second, uncertainty is easier to interpret when expressed as a solid color gradient (Aerts et al. 2003); therefore, the additional maps improve the communication of results to the target audience of resource managers. Additional types of uncertainty maps can be developed, such as model structure uncertainty maps using model averaging techniques which measure the variability from several different model outputs (Raftery et al. 1997).

The uncertainty and experience maps can be used in conjunction for improved interpretation of predictions. High uncertainty means, in the case of these binary-outcome models, to consult the associated experience maps to determine how much confidence to place in the outcome given the amount of supporting data. For example, a PO equal to 0.5 can mean either no data were available to update the prior probability of 0.5, or a posterior probability calculated from case data resulted in the value due to inherent uncertainty in the system. Either scenario will result in a high uncertainty. Using the experience map can help differentiate between the two possibilities, the implications of which can be quite different, representing either knowledge absence or presence.

The experience map is also a novel product that communicates the percentage of data informing probabilities in the model, or the equivalent
Fig. 10. *Sternaspis fossor*. Habitat suitability (a) ranges from 0 (blue: very unlikely probability of suitable
This map helps identify uncertainty stemming from experimental design, primarily from sampling strategy. Experience values are not necessarily correlated with uncertainty values. A region can be high in experience and low in confidence (high in uncertainty) if a large percentage of data were collected from somewhat suitable environmental conditions. In contrast, a region can have high confidence (low uncertainty) and low experience if a small percentage of data were collected from highly suitable environmental conditions. An example is the off-shore area of central Oregon where results on Axinopsida serricata suggested high PO, high confidence, yet very low experience (Fig. 8a–c).

Due to properties mentioned above, experience maps also provide a novel interpretation to identify regions to target for future sampling effort. Hirzel and Guisan (2002) recommended large sampling effort over both space and time for HSP modeling. However, this is a costly process in the marine environment, and therefore, directed sampling effort can maximize information while minimizing cost. They also recommended regular grid sampling over stratified sampling; however, they recognized that stratified sampling may be a necessary and effective cost-saving strategy. In the case of the latter, they recommended using environmental knowledge to stratify the sample. Experience maps presented here can be used for such purposes to design future stratified sampling effort. Species within this study will be used as an example for how the experience maps can inform future sampling effort.

For example, the Aystris gausapata HSP model was based on low experience throughout the study area likely due to weak statistical correlations between species presence and absence and environmental variables. Management recommendations include increased sampling effort throughout the region and identification of new environmental predictor variables. The Sternaspis fossor HSP model was based on higher experience in the mid-latitude, shallow, sandy portion of the study area yet had higher PO values in deeper, silty environments which were also associated with lower experience, indicating a sampling bias toward unsuitable environmental conditions. A management recommendation would be to increase sampling effort in deeper, silty regions to increase information about this species. The Ax. serricata HSP model was based on higher experience in offshore, deeper water in the south compared with the north. While this species was highly prevalent throughout the region, model predictions would be improved by increasing sampling effort in the northern, offshore region.

Future efforts should endeavor to increase sampling across consistent depth ranges along the latitudinal gradient. Current datasets entailed in samples spatially clustered by latitude necessitated a simple discretization structure of latitude in the models. Such simplification may not have captured biologically significant latitudinal patterns. Further, the simple discretization structure resulted in boundary artifacts, as appeared in Ax. serricata’s experience and uncertainty maps around the 44th parallel (Fig. 8b, c).

Due to the lack of uniformity in sampling effort, under-sampled regions in this study include the shallowest and deepest extents, the southern portion of the study site where deeper, siltier environments are found closer to shore, and the northern region surrounding the output of the Columbia River. The Columbia River plume is a large driver in sedimentary patterns in the near-shore environment and can influence benthic conditions across a broad latitudinal range (Wright and Nittrouer 1995). A better understanding of this system will improve model predictions, which were predominantly reported for this part of the study area as...
somewhat suitable environments, high uncertainty, and low experience for all species.

Finally, further field validation studies should be conducted to assess model prediction accuracy. The usefulness of the field validation at the SETS site was constrained by its sample size and scope as well as its sampling within areas of moderate to high experience. Maps indicated that modeling results from the SETS sampling area had a moderate level of experience with environmental features important for predicting Ay. gausapata and Ax. serricata, and high levels with environmental features important for predicting S. fossor. To improve the models, new sampling sites should be identified to maximize geographic coverage and unique environmental areas. Additional field validation, over both time and space, with subsequent model updating will improve model prediction success (Aguilera et al. 2011).

The experience map could be improved in future iterations by including the uncertainty associated with MGS raster generated from a kriging process (0.8 phi). This uncertainty was propagated through the network when calculating posterior probabilities and sometimes resulted in MGS probabilities spread over several states. In the case where the expected MGS value resulted in a 0.5 probability prediction, yet uncertainty induced the MGS probability to be spread over multiple states, the probability prediction could possibly be greater or less than 0.5 even when the experience value equaled 0. Such an event could also occur as a result of missing variable information, in which case the BN model reverted to using default prior probability distributions to calculate the posterior probabilities.

Our methods for developing and accessing multiple models for each species, and parameterizing the probability values in the network using the EM algorithm, were highly useful and could be applied to other studies for evaluating different species. We tested models based on a threshold probability of 0.5, above which corresponds to a prediction of presence and below, a prediction of absence. A lower threshold may be preferred when modeling sensitive species to minimize false-negative error and would likely have implications for model selection and field validation.

Habitat suitability probability maps developed in this study reflect static probability predictions of occurrence for benthic macrofauna species and not abundance per se, given regional raster information. These models are useful despite being limited by incomplete knowledge of individual species–environment associations (Tantipisanu et al. 2014, Hamilton et al. 2015). Our models are predominantly learned from species relationships to geomorphic variables that are easily measured on a regional scale, allowing for the development of predictive maps across a large study area. Models, however, do not capture local variability associated with biological, chemical, or demographic dynamics, nor do they make a prediction of habitat quality or a species' equilibrium distributions. Our models also do not address spatial autocorrelation, which has been shown to bias habitat suitability models (Dormann 2007). Species–environment associations with small-scale features and latent variables can be inserted into the BN, allowing for future model improvements as new knowledge of these relationships becomes available. In addition, species counts from a wider sampling effort can inform on species abundance or ordinal habitat preferences, which could enhance confidence in predictions.
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