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Abstract—In this paper, we derive a generalization of the Speedy Q-learning (SQL) algorithm that was proposed in the Reinforcement Learning (RL) literature to handle slow convergence of Watkins’ Q-learning. In most RL algorithms such as Q-learning, the Bellman equation and the Bellman operator play an important role. It is possible to generalize the Bellman operator using the technique of successive relaxation. We use the generalized Bellman operator to derive a simple and efficient family of algorithms called Generalized Speedy Q-learning (GSQL-\(w\)) and analyze its finite time performance. We show that GSQL-\(w\) has an improved finite time performance bound compared to SQL for the case when the relaxation parameter \(w\) is greater than 1. This improvement is a consequence of the contraction factor of the generalized Bellman operator being less than that of the standard Bellman operator. Numerical experiments are provided to demonstrate the empirical performance of the GSQL-\(w\) algorithm.

Index Terms—Machine learning, Stochastic optimal control, Stochastic systems.

I. INTRODUCTION

REINFORCEMENT Learning (RL) is a paradigm in which an agent operating in a dynamic environment learns the best action sequence or policy to take in order to achieve the desired outcome. The interaction between the agent and the environment is modelled as an infinite horizon discounted reward Markov Decision Process (MDP). Watkins’ Q-learning [1] is one of the most popular reinforcement learning algorithms. It computes an estimate of the optimal state-action value function or the Q-function in each iteration. It is shown in [1] that the sequence of estimates converges to the Q-function asymptotically. The convergence rate is however slow [2], [3], especially when the discount factor is close to 1.

Speedy Q-learning (SQL) was proposed in [4] to address the issue of slow convergence of Q-learning. At each iteration, the SQL algorithm uses two successive estimates of the Q-function and an aggressive learning rate in its update rule. This enables SQL to achieve faster convergence and a superior finite time bound on performance as compared to Q-learning.

The Q-function is the fixed point of the Q-Bellman operator. A technique known as successive relaxation can be applied to generalize the Bellman operator [5] with an additional parameter \(w\). In this paper, we introduce an algorithm that generalizes Speedy Q-learning by computing the fixed point of the generalized Bellman operator. It is known that the fixed point of the generalized Bellman operator also yields an optimal policy of the MDP [5]. Our algorithm is named Generalized Speedy Q-learning (GSQ\(\lambda\)) and it has an associated relaxation parameter \(w\). We analyze the finite time performance of the algorithm in a PAC ("Probably Approximately Correct") framework. Convergence of the algorithm is guaranteed for \(0 < w < w^\ast\), where \(w^\ast\) depends on the underlying MDP. It is shown that for values of \(w\) greater than 1, GSQL-\(w\) is superior to Speedy Q-learning. Thus, we have a generalization of Speedy Q-learning with better finite time performance bound.

The key idea is as follows. Consider MDPs with the special structure that for every action in the action space, there is a positive probability of self-loop for every state in the state space. This structure can be exploited using the technique of successive relaxation on the Bellman operator. For MDPs with this structure, one can choose \(w\) such that the finite time performance of the proposed algorithm is superior to that of SQL. We also show numerical experiments to confirm our theoretical assertions.

A. Related work

After Watkins introduced the original Q-learning algorithm, several variants of the same have been proposed with different properties. For example, \(Q(\lambda)\) [6] is a parameterized variant that uses the concept of eligibility traces. Double Q-learning [7] and Speedy Q-learning [4] use two estimates of the Q-function, for addressing the issues of over-estimation and slow convergence, respectively. A multi-timescale version of the Q-learning algorithm is presented in [8] and its convergence shown using a differential inclusions based analysis. More recently, the Zap Q-learning algorithm was introduced [9], which is a matrix-gain algorithm designed to optimize the asymptotic variance.

Relaxation methods are iterative methods for solving systems of equations. A popular method is successive over-relaxation (SOR). SOR technique has been applied previously to solve an MDP when the model information is completely known [5] and also in the setting of model-free reinforcement learning [10]. The latter algorithm is known as SOR Q-learning.

Although asymptotic convergence has been established for most of these algorithms, finite time behaviour which is important in practical applications is analyzed only for a few of them like Watkin’s Q-learning [2], SARSA [11] and Speedy Q-learning (SQL) [4].

B. Our Contributions

- We generalize the Speedy Q-learning algorithm using the concept of successive relaxation to derive the GSQL-\(w\) algorithm.

The authors are from the Department of Computer Science and Automation at the Indian Institute of Science, Bangalore 560012. E-mails: {indu, chandramouli, shalabh}@iisc.ac.in.

Shalabh Bhatnagar was supported in part with projects from the Robert Bosch Centre for Cyber Physical Systems and Department of Science and Technology, and the J.C.Bose Fellowship.
We analyze the finite time performance of the GSQ\textsubscript{L-$w$} algorithm.

We show that the generalization yields better bounds in the case $w > 1$.

We compare the empirical performance of GSQ\textsubscript{L-$w$} against similar algorithms in the literature.

II. BACKGROUND

An RL problem can be modelled mathematically using the framework of Markov Decision Processes as described below. A Markov Decision Process (MDP) is a 5-tuple $(S, A, P, R, \gamma)$, where $S$ is the set of states, $A$ is the set of actions, $P(j|i, a)$ is the transition probability from state $i$ to state $j$ when action $a$ is chosen, $R(i, a)$ is the reward obtained by taking action $a$ in state $i$ and $\gamma \in (0, 1)$ is the discount factor. A policy $\pi$ is a mapping from states to actions. The goal is to find an optimal policy i.e., one that maximizes over all policies $\pi$ the expected long term discounted cumulative reward or value function given by

$$V^\pi(i) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R_t | s_0 = i \right],$$

where $s_0$ is the initial state and $R_t$ is the possibly random reward obtained at time $t$ with expected value $R(i, a)$ if the state at time $t$ is $i$ and the action chosen is $a$.

When the MDP model is completely known to the agent, numerical techniques such as value iteration and policy iteration are used to compute the optimal policy [12]. On the other hand, model-free reinforcement learning deals with the case where the agent learns to improve its behaviour based on its history of interactions with the environment. The agent does not have access to the full model, but has to learn from samples of the form $(s_t, a_t, R_t, s_{t+1})_{t=0}^{\infty}$ where $s_t$ is the current state at time $t$, $a_t$ is the action taken at time $t$ and $s_{t+1}$ is the next state observed after obtaining the reward $R_t$.

We assume that $S$ and $A$ are finite sets and the rewards $R(i, a)$ are all bounded by $R_{\text{max}}$. Let $\beta := \frac{1}{1-\gamma}$. Then, the long term discounted cumulative reward or value function is bounded by $V_{\text{max}} := \beta R_{\text{max}}$.

The generalized Bellman operator $H^w : \mathbb{R}^{S \times A} \rightarrow \mathbb{R}^{S \times A}$ is defined as [10]

$$(H^w Q)(i, a) := w(R(i, a) + \gamma \sum_{j \in S} P(j|i, a) \max_{b \in A} Q(j, b)) + (1 - w) \max_{c \in A} Q(i, c) \text{ for } 0 < w \leq w^*.$$

where $w^* := \min_{i, a} \frac{1}{1 - \gamma P(i|i, a)}$ (note that $w^* \geq 1$).

Let $Q^*$ be the unique fixed point of $H^w$. The algorithm presented in the next section computes $Q^*$ iteratively, starting from an initial estimate $Q_0$. $Q^*$ is known [10] to be such that an optimal policy $\pi^*$ is given by

$$\pi^*(i) = \arg \max_{a \in A} Q^*(i, a), \ \forall i \in S,$$

and the corresponding optimal value function is given by

$$V^*(i) = \max_{a \in A} Q^*(i, a), \ \forall i \in S.$$

It is also proven, see [10], that $H^w$ is a max-norm contraction with contraction factor $(1 - w + \gamma w)$, i.e., for $w \in (0, w^*]$ and $\gamma \in (0, 1)$, it is shown that $1 - w + \gamma w \in [0, 1)$ and

$$\|H^w P - H^w Q\| \leq (1 - w + \gamma w)\|P - Q\|.$$

Throughout this paper, the $\| \cdot \|$ symbol is used to denote the max-norm, which is defined for a vector $x = (x_1, x_2, ..., x_n)$ as $\|x\| := \max(|x_1|, |x_2|, ..., |x_n|)$.

A. Speedy Q-learning

The Speedy Q-learning algorithm also computes a state-action value function iteratively, according to the following update rule.

$$(Q'_{n+1})(i, a) := Q'_n(i, a) + \alpha_n (H_n Q'_{n-1}(i, a) - Q'_n(i, a)) + (1 - \alpha_n) (H_n Q'_n(i, a) - H_n Q'_{n-1}(i, a)),$$

where

$$H_n Q'_n(i, a) := R(i, a) + \gamma \max_{a \in A} Q'_n(j, a),$$

$$H_n Q'_{n-1}(i, a) := R(i, a) + \gamma \max_{a \in A} Q'_{n-1}(j_n, a),$$

$\alpha_n$ is the step-size and $j_n \sim P(\cdot|i, a)$. It may be noted that the function $Q^*$ to which our algorithm converges could be different from the function $Q'$ to which Watkins’ Q-learning or Speedy Q-learning algorithms converge (which is the fixed point of the Q-Bellman operator $H$ defined by $H Q(a) := R(i, a) + \gamma \sum_{j \in S} P(j|i, a) \max_{a \in A} Q(j, b)$). However, it has been established in [10] that

$$\max_{a \in A} Q^*(i, a) = \max_{a \in A} Q'(i, a), \ \forall i \in S$$

which shows that the same optimal value function is obtained from both $Q^*$ and $Q'$.

III. GENERALIZED SPEEDY Q-LEARNING

In this section, we present our algorithm that we call Generalized Speedy Q-learning (GSQ\textsubscript{L}). The algorithm integrates ideas from Speedy Q-learning and Generalized Bellman operator given by equation (11) in its update rule. In addition to the initial state-action value function $Q_0$ and the discount factor $\gamma$, the algorithm takes as input a parameter $w \in (0, w^*)$ which we refer as the relaxation parameter.

A. Algorithm

The pseudo-code of the synchronous version of the algorithm is given in Algorithm [11]. The term ‘synchronous’ means that the Q-values corresponding to all (state, action) pairs are updated in every iteration by generating next-state samples from the transition matrix $P$. The advantage of synchronous version is that it simplifies the analysis of the algorithm.

Before describing the algorithm, we define an auxiliary transition probability rule $\mu$ as follows.

$$\mu(j|i, a) = \begin{cases} \frac{\gamma w P(j|i, a)}{1 - w + \gamma w}, & \text{if } j \neq i \\ \frac{1 - w + \gamma w P(j|i, a)}{1 - w + \gamma w}, & \text{if } j = i. \end{cases}$$
Input: Initial action-value function $Q_0$, discount factor $\gamma$, relaxation parameter $w$, number of iterations $N$

1: $Q_{-1} := Q_0$
2: for $n = 0, 1, 2, ..., N - 1$ do
3: $\alpha_n = \frac{1}{n+1}$
4: for each $(i, a) \in S \times A$ do
5: Generate modified next-state sample $j'_n \sim \mu(\cdot | i, a)$ using the sample $j_n \sim P(\cdot | i, a)$
6: $H^w_n Q_{n-1}(i, a)$
7: $H^w_n Q_n(i, a)$
8: $Q_{n+1}(i, a)$
9: return $Q_N$

Algorithm 1: Generalized Speedy Q-learning (GSQL-$w$)

Note that the choice of $w \in (0, w^*)$ ensures that $\mu(\cdot | i, a)$ is a probability mass function.

Remark. Given a sample from $P(\cdot | i, a)$, it is possible to generate a sample from $\mu(\cdot | i, a)$. For $0 < w \leq 1$, acceptance-rejection sampling can be used. When $w > 1$, the techniques developed in [14], [15] are applicable. We see that [14] discusses a fast simulation algorithm to generate samples when there are two states and [15] generalizes to multiple states.

The update rule of GSQL-$w$ involves two successive estimates of the $Q$ function, similar to Speedy Q-learning. The key differences are (i) the generation of a modified next-state sample $j'_n$ instead of $j_n$ in Step 5 and (ii) the generalized empirical Bellman operator $H^w_n$ instead of $H_n$ in Steps 6 and 7. These steps ensure that the expected value of the empirical operator $H^w_n$ is equal to the generalized Bellman operator $H^w$ as formally proved in Section [IV]. Since the contraction factor of the Generalized Bellman operator is less than that of the standard Bellman operator for $w > 1$ (see Subsection [III-C]), the rate of convergence is faster in this case.

B. Finite time PAC performance bound

The main theoretical result in this paper is a PAC bound on the performance of the Generalized Speedy Q-learning algorithm, which is as follows.

Theorem 1. Let $Q_N$ be the state-action value function returned by the GSQL-$w$ algorithm after $N$ iterations. Then, with probability at least $1 - \delta$,

$$||Q_N - Q^*|| \leq \frac{2(1 - w + \gamma w)\beta^2 R_{\max}}{w N} + \frac{2\beta^2 R_{\max}}{w} \sqrt{\frac{2 \log \frac{2|S||A|}{\delta}}{N}}.$$ 

The proof of Theorem 1 is given in Section [IV].

C. Comparison to Speedy Q-learning

It is known that Speedy Q-learning [4] has better sample complexity and computational complexity as compared to Watkins’ Q-learning, with a space complexity of the same order. The finite time PAC bound for Speedy Q-learning is as below.

$$||Q_N' - Q'|| \leq \frac{2\gamma \beta^2 R_{\max}}{N} + \frac{2\beta^2 R_{\max}}{\sqrt{N}} \sqrt{\frac{2 \log \frac{2|S||A|}{\delta}}{N}}.$$ 

There are two cases to consider, depending on the possible choice of $w$.

1) $0 < w \leq 1$ (Under-relaxation):
   - In this case, $(1 - w + \gamma w) \geq \gamma$ and $\frac{\beta^2}{w} \geq \beta$.

2) $1 < w \leq w^*$ (Over-relaxation):
   - In this case, $(1 - w + \gamma w) < \gamma$ and $\frac{\beta^2}{w} < \beta$.

It is seen that the bound for GSQL-$w$ is better than that of SQL for the case $w > 1$ (The choice $w > 1$ is allowed whenever $P(i | i, a) > 0$ for all $(i, a)$). For the second term in the bound, which is the dominating term, the improvement is by a factor of $w$. Moreover, the space complexity and computational complexity of our algorithm are the same as those of SQL.

IV. THEORETICAL ANALYSIS

In this section, we provide a proof of Theorem 1 which also implies convergence of the algorithm.

To simplify the notation, let $\gamma_1 := 1 - w + \gamma w$ and $\beta_1 := \frac{\beta^2}{w} \geq \beta$. Recall that $\gamma_1 \in [0, 1) \leq \gamma$ for $w \in [1, w^*]$. We define $\langle MQ \rangle := \max_{a \in A} Q(i, a)$.

The operators $H^w$ and $H^w_n$ were defined earlier. Define the operator $D_n[Q_n, Q_{n-1}]$ as

$$D_n[Q_n, Q_{n-1}](i, a) := nH^w_n Q_n(i, a) - (n-1)H^w_n Q_{n-1}(i, a),$$

and $\langle MD_n[Q_n, Q_{n-1}] \rangle(i) := \max_{a \in A} D_n[Q_n, Q_{n-1}](i, a)$. Let $\mathcal{F}_n$ be the $\sigma$-algebra generated by the sequence of random variables $\{j_1, j_2, ..., j_n\}$. Observe that the sequence $\{\mathcal{F}_n\}$ is a filtration. We define the operator $D[Q_n, Q_{n-1}]$ as follows.

$$D[Q_n, Q_{n-1}](i, a) := E[D_n[Q_n, Q_{n-1}](i, a) | \mathcal{F}_{n-1}].$$

The update rule of the GSQL algorithm can now be rewritten as below.

$$Q_{n+1}(i, a) = (1 - \alpha_n)Q_n(i, a) + \alpha_n D_n[Q_n, Q_{n-1}](i, a)$$
$$= (1 - \alpha_n)Q_n(i, a) + \alpha_n(D[Q_n, Q_{n-1}](i, a) - m_n(i, a))$$

(4)

where $m_n(i, a) := D[Q_n, Q_{n-1}](i, a) - D_n[Q_n, Q_{n-1}](i, a)$.

Note that the sequence $\{m_n\}$ is a martingale difference sequence with respect to the filtration $\{\mathcal{F}_n\}$. Define

$$M_n(i, a) := \sum_{k=0}^n m_k(i, a).$$

Let $Q_n := (Q_n(i, a), (i, a) \in S \times A)$. Similarly, let $R := (R(i, a), (i, a) \in S \times A)$, $MQ := (MQ(i), i \in S)$, $D_n[Q_n, Q_{n-1}] := (D_n[Q_n, Q_{n-1}](i, a), (i, a) \in S \times A)$ and $M_n := (M_n(i, a), (i, a) \in S \times A)$.

We prove the theorem in the following steps.
1) **Lemma 1** shows that the expected value of the generalized empirical Bellman operator $H^w$ is equal to the generalized Bellman operator $H^w$.

2) In **Lemma 2**, the update rule is rewritten in terms of the operator $H^w$ and an error term.

3) **Lemma 3** provides a bound on $\|Q^* - Q_n\|$ in terms of a discounted sum of error terms $\{M_k\}_{k=0}^{n-1}$.

4) We state the maximal Azuma-Hoeffding inequality for martingale difference sequences and apply it to bound $M_k$'s.

5) Finally, by combining the steps above, we derive the finite time performance bound for Generalized Speedy Q-learning.

**Lemma 1.** $\mathbb{E}[H_n^w Q_n(i, a)] = H_n^w Q_n(i, a)$.

**Proof.**

\[ \mathbb{E}[H_n^w Q_n(i, a)] = wR(i, a) + \gamma_1 \sum_{j \in S} \frac{\gamma wP(j|i, a)}{\gamma_1} M_Q(n) + \gamma_1 \frac{1 - w + \gamma wP(i|i, a)}{\gamma_1} M_Q(n) = wR(i, a) + \gamma w \sum_{j \in S} P(j|i, a) M_Q(n) + (1 - w) M_Q(n) = H_n^w Q_n(i, a) \]

Here, equation (5) is obtained from the previous step using the fact that $j_n \sim \mu$.

**Corollary 1.**

\[ D(Q_n, Q_{n-1})(i, a) = n H_n^w Q_n(i, a) - (n - 1) H_n^w Q_{n-1}(i, a). \]

**Proof.** Follows from the definitions of the operators $D$, $D_n$, and $H^w$.

**Lemma 2.** $Q_n = \frac{1}{n} (H^w Q_0 + (n - 1) H^w Q_{n-1} - M_n)$ for all $n \geq 1$.

**Proof.** We prove the result by induction. Recall that $\alpha_n = \frac{1}{n+1}$. The base case ($k = 1$) is the same as Equation (4). Let the result hold for $n$. Then, we can see that it holds for $n + 1$, since,

\[ Q_{n+1} = \frac{n}{n+1} Q_n + \frac{1}{n+1} (n H^w Q_n - (n-1) H^w Q_{n-1} - m_n) \]

Note that equation (6) follows from (4) and equation (7) is obtained from (6) by utilizing induction hypothesis. Thus, the result holds for all $n \geq 1$.

**Lemma 3.** Assume that the initial state-action value function $Q_0$ is uniformly bounded by $V_{\text{max}}$. Then, for all $n \geq 1$,

\[ \|Q^* - Q_n\| \leq \frac{2\gamma_1 \beta V_{\text{max}}}{n} + \frac{1}{n} \sum_{k=1}^{n} \gamma_1^{1-k} \|M_{k-1}\|. \]

**Proof.** We use induction to prove this result as well. The statement of the lemma holds for $n = 1$, since,

\[ \|Q^* - Q_1\| = \|H^w Q^* - H_0^w Q_0\| \leq \|H^w Q^* - H^w Q_0 + m_0\| \leq \|H^w Q^* - H^w Q_0\| + \|m_0\| \leq 2\gamma_1 V_{\text{max}} + \|m_0\| \leq 2\gamma_1 \beta V_{\text{max}} + \|M_0\|. \]

Suppose the result holds for $n$. Then, using **Lemma 2**

\[ \|Q^* - Q_{n+1}\| = \left\| Q^* - \frac{1}{n+1} (H^w Q_0 + n H^w Q_n - M_n) \right\| \]

\[ \leq \frac{1}{n+1} \left( H^w Q^* - H^w Q_0 \right) + \frac{1}{n+1} M_n \]

\[ \leq \frac{2\gamma_1 \beta V_{\text{max}}}{n+1} + \frac{n \gamma_1}{n+1} \left( \|Q^* - Q_n\| + \frac{1}{n+1} \|M_n\| \right) \]

Suppose the result holds for $n$. Then, using **Lemma 2**

\[ \|Q^* - Q_{n+1}\| \leq \frac{2\gamma_1 \beta V_{\text{max}}}{n+1} + \frac{1}{n+1} \sum_{k=1}^{n+1} \gamma_1^{1-k} \|M_{k-1}\|. \]

Here equation (9) is obtained from (8) using $H^w Q^* = Q^*$ and equation (10) is obtained by noting that $H^w$ is a contraction. This proves the lemma for all $n \geq 1$.

We use the following version [16] of the Maximal Azuma-Hoeffding inequality to derive a bound on the sequence $\|M_k\|$.

**Maximal Azuma-Hoeffding inequality.** Let $V_1, V_2, ...$, be a martingale difference sequence with respect to some sequence $X_1, X_2, ...$, such that $V_i$ is uniformly bounded by $B \forall i$. If $S_n = \sum_{k=1}^{n} V_k$, then for any $\epsilon > 0$,

\[ \mathbb{P}(\max_{1 \leq n \leq N} S_n > \epsilon) \leq \exp \left( \frac{-\epsilon^2}{2N B^2} \right). \]

To apply this result to the sequence $\{m_n(i, a)\}$, we first need to bound the terms in this sequence. This bound is obtained as a corollary of the following lemma.

**Lemma 4.** Let $\|Q_0\| \leq V_{\text{max}}$. Then $\|D_n Q_n, Q_{n-1}\| \leq V_{\text{max}} \forall n \geq 0$. 
Proof. We prove the lemma by induction. For \( n = 0 \) we have,
\[
\| D_0(Q_0, Q_{-1}) \| \\
\leq w \| R \| + \gamma \| MQ_{-1} \| \leq wR_{\text{max}} + (1 - w + \gamma w)V_{\text{max}} \\
= w(R_{\text{max}} + \gamma V_{\text{max}}) + (1 - w)V_{\text{max}} = V_{\text{max}}.
\]

Assume that the bound holds for \( n \). Now,
\[
\| D_{n+1}(Q_{n+1}, Q_n) \| \\
\leq w \| R \| + \gamma \| (n + 1)MQ_{n+1} - nMQ_n \| \\
= w \| R \| + \gamma \left( \frac{n}{n + 1}MQ_n + \frac{1}{n + 1}D_n(Q_n, Q_{n-1}) - nMQ_n \right) \\
= w \| R \| + \gamma \left( M_nQ_n + D_n(Q_n, Q_{n-1}) - M_nQ_n \right) \\
\leq w \| R \| + \gamma \left( MNQ_n + D_n(Q_n, Q_{n-1}) - nMQ_n \right) \\
\leq w \| R \| + \gamma \left( DN_nQ_n + Q_n - nMQ_n \right) \\
\leq w \| R \| + \gamma \left( |D_nQ_n, Q_{n-1}| \right) \\
\leq wR_{\text{max}} + \gamma V_{\text{max}} = V_{\text{max}}.
\]

Note the use of the inequality \(|\max\{a\} - \max\{b\}| \leq |\max\{a - b\}|\) for all vectors \( a, b \) to obtain (10), which is shown in (10). Equation (12) follows from the definition of \( M \). Thus, by induction, the bound holds for all \( n \geq 0 \). □

Corollary 2. \( m_n(i, a) = E[D_n(Q_n, Q_{n-1})(i, a)\mathcal{F}_{n-1}] - D_n(Q_n, Q_{n-1})(i, a) \leq 2V_{\text{max}}\sqrt{\epsilon(i, a)} \) and \( \forall n \geq 0 \).

Corollary 3 (Stability of GSQL). \( \| Q_n \| \leq V_{\text{max}} \forall n \geq 0 \) as \( Q_n = \frac{1}{\epsilon} \sum_{k=0}^{n-1} D_k(Q_k, Q_{k-1}). \)

Proof of Theorem 7. First, we bound the second term in the RHS of Lemma 3 as follows.
\[
\frac{1}{n} \sum_{k=1}^{n} \gamma^{n-k} \| M_{k-1} \| \leq \frac{1}{n} \sum_{k=1}^{n} \gamma^{n-k} \max_{1 \leq k \leq n} \| M_{k-1} \| \\
\leq \beta_1 \max_{1 \leq k \leq n} \| M_{k-1} \|.
\]

Now, we derive a bound on \( \max_{1 \leq k \leq n} \| M_{k-1} \| = \max_{(i, a)} \max_{1 \leq k \leq n} \| M_{k-1}(i, a) \|. \) For any \( (i, a) \), we have,
\[
\mathbb{P}\left( \max_{1 \leq k \leq n} \| M_{k-1}(i, a) \| > \epsilon \right) \\
\leq \mathbb{P}\left( \max_{1 \leq k \leq n} M_{k-1}(i, a) > \epsilon \right) + \mathbb{P}\left( \max_{1 \leq k \leq n} -M_{k-1}(i, a) > \epsilon \right).
\]

Bounding each term using Azuma-Hoeffding inequality, we get
\[
\mathbb{P}\left( \max_{1 \leq k \leq n} \| M_{k-1} \| > \epsilon \right) \leq 2\| S \| | A | \exp \left( \frac{-\epsilon^2}{8nV_{\text{max}}^2} \right),
\]
which can be rewritten as: For any \( \delta > 0 \),
\[
\mathbb{P}\left( \max_{1 \leq k \leq n} \| M_{k-1} \| \leq V_{\text{max}} \sqrt{8n \log \frac{2|S||A|}{\delta}} \right) \geq 1 - \delta.
\]

Thus, the result from Lemma 3 now becomes a high probability bound, as given below.
\[
\| Q_n - Q^* \| \leq \frac{2\gamma_1\beta_1V_{\text{max}}}{\epsilon(n)} + 2\beta_1V_{\text{max}}\sqrt{\frac{2\log \frac{2}{\delta}}{n}}
\]
with probability at least \( 1 - \delta \). Theorem 1 follows by taking \( n = N \) and using the definitions of \( \gamma_1, \beta_1 \) and \( V_{\text{max}} \). □

V. Experiments
In this section, we experimentally evaluate the performance of the GSQL-\( w \) algorithm. We implement two variants of GSQL-\( w \) described as follows. The first variant, which is denoted as GSQL1, is the GSQL-\( w \) algorithm described in Algorithm 1. The second variant, referred to as GSQL2, avoids construction of the modified next-state sample (that needs to be obtained from fast simulation methods described in [14], [15]) by using a different empirical Bellman operator, which is given by
\[
\hat{H}_n^w Q_n(i, a) := wR(i, a) + \delta w \max_{a \in A} Q_n(j_n, a) \\
+ (1 - w) \max_{b \in A} Q_n(i, b)
\]
This operator also has the same expected value as the generalized Bellman operator \( \hat{H}^w \) (See equation (11)). All other steps of GSQL2 are the same as that of GSQL1. Note that the finite time bound for GSQL2 is unknown and finding this is an interesting research direction.

First, we compare GSQL1 and GSQL2 with three other model-free lookup table based reinforcement learning algorithms namely Q-learning, Speedy Q-learning and Double Q-learning [7] on randomly constructed MDPs. Next, we demonstrate the superiority of GSQL over SQL especially for MDPs with high values of discount factor and \( P(i, a) \). The scalability of the proposed algorithm is evaluated by considering MDPs with state space cardinality as 10, 50, 100, 500 and 1000. Next, we fix an MDP and show the comparison between different values of the relaxation parameter \( w \) in the GSQL1 algorithm. Our implementation is available here.

For comparing GSQL with other RL algorithms, we randomly generate 100 MDPs with 10 states and 5 actions each, that satisfy the condition \( P(i, a) > 0 \) \( \forall (i, a) \) and have bounded rewards. We run Q-learning (QL), Speedy Q-learning (SQL), Double Q-learning (DQL) and the two variants of GSQL on these MDPs using the same initialization. The discount factor \( \gamma \) is chosen as 0.6. For GSQL1 and GSQL2, we set \( w = w^* \) which gives the best finite time bound.

Figure 1a shows the average error for the different algorithms plotted against the iteration number. Average error is defined as the difference between the optimal value function and its estimate based on the current Q-function given by the algorithm averaged across the 100 MDPs, i.e.,
\[
E_n = \frac{1}{100} \sum_{k=1}^{100} \| V_k - \max_a Q_{k,n}(\cdot, a) \|
\]
https://github.com/indujohniisc/GSQL
where $V^*_k$ is the optimal value function of the $k^{th}$ MDP and $Q_{k,n}$ is the Q-function estimate of the $k^{th}$ MDP at the $n^{th}$ iteration. It is seen that the average errors of GSQL1 and GSQL2 decrease with the number of iterations at a faster rate as compared to SQL and the other algorithms. This empirically shows that our algorithms work well for several different MDPs and their superiority over SQL. Further, both variants of GSQL have approximately the same error values which suggests that one or the other could be used in practice.

We also demonstrate the clear advantage of GSQL-$w$ over SQL when the relaxation parameter $w$ is large. For this, we have generated 10 random MDPs with discount factor 0.9 and $P(i|a) = 0.9$ ∀$(i, a)$ so that $w^* = 5.26$. The result is shown in Figure 1(b).

The scalability of the GSQL1 algorithm with the number of states is shown in Table I. The difference in error values of SQL and GSQL after $N(S) = |S| \times 10^4$ iterations is computed for MDPs with state space size $|S| = 10, 50, 100, 500$ and 1000, for the same values of $w$ and $\gamma$. It is seen that the GSQL algorithm consistently outperforms SQL irrespective of the number of states.

| No of states ($|S|$) | $E_{N(S)}^{SQL} - E_{N(S)}^{GSQL}$ | Avg. time per iteration (s) |
|---------------------|-------------------------------------|-----------------------------|
| 10                  | 1.6240                             | 9.31 x 10^{-4}              |
| 50                  | 0.6364                             | 9.67 x 10^{-4}              |
| 100                 | 0.7720                             | 11.99 x 10^{-4}             |
| 500                 | 0.4487                             | 45.01 x 10^{-4}             |
| 1000                | 0.2981                             | 85.99 x 10^{-4}             |

TABLE I: Scalability of GSQL algorithm

Next, we run the GSQL1 algorithm for different values of $w$ between 0 and $w^*$ on a single MDP. The results are shown in Figure 1(c). As expected, higher values of $w$ show better performance.

VI. CONCLUSION AND FUTURE WORK

This paper introduces a generalization of the Speedy Q-learning algorithm using the technique of successive relaxation and derives a PAC bound on its finite time performance. Different cases are discussed based on the value of the relaxation parameter $w$. The algorithm is designed to take advantage of the fact that the contraction factor of the generalized Bellman operator is less than that of the standard Bellman operator for the case $w > 1$, so in this case, the bound obtained for the generalized algorithm is better than that of Speedy Q-learning.

The generalized Bellman operator can be used in other reinforcement learning algorithms as well. For example, it has already been applied to Watkins’ Q-learning [10]. It will be interesting to study the rate of convergence and other properties of the modified algorithms, both theoretically and experimentally. Another interesting direction would be to derive a function approximation version of GSQL to deal with the case of large state and action spaces.
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