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Abstract

Traditional medicine is a source of health care accessible and affordable in Africa. It includes the traditional knowledge that meet primary health care needs. This knowledge based on experience is not structured and filled with rigid and inadequate data that often lead to uncertainties and fatal errors. In this article, an ontology based on the knowledge of traditional medicine is developed. Thus, we propose a methodology to build a decision tree that corrects inaccuracies of traditional medicine. This consideration is based on the idea of probabilistic allocation of objects in different nodes of the tree based on a cut-off criterion. This is classification of diseases based on symptoms. This work is a big step forward in the use of Semantic Web technologies, illustrated by a concrete case modeled and tested with a diagnostic problem in the case of traditional medicine.

Introduction: -

The field of African Traditional Medicine (ATM) is very difficult because the disease is considered as a “physical imbalance, mental or social” [1] and [2]. Unlike modern medicine, which bases its therapy on tests and formal examinations, diagnostics of traditional medicine are based on observation, oral questions and experience. Their therapeutic strategies in this area are mostly intuitive. If some of these practices are benign, others are dangerous. The information collected is the data used to establish a diagnosis. This data is not structured and organized.

One of the main challenges of machine learning is to design effective classification systems [3] based on a data set representative of a population of data. Machine learning is a branch of artificial intelligence [4], which deals with the ability to learn, to perform a task from the observation of a number of data in the field. The goal is how to identify the different classes of traditional medicine in diagnostics to facilitate decision making.

To address this concern, we propose the construction of ontology in the field of traditional medicine from the oral responses of a patient. This method has a particular advantage in including tracks of inaccurate data in a structured process with Ontology Web Language Description Logics (OWL-DL) [5]. Similarly, simplicity implies a low level of computation, the complexity can be adapted to the exploration of large databases. The strategy of classification with decision trees [6] is an effective way to determine if a patient has a disease from a group of symptoms.
This document is structured as follows: Section 2 presents the state of the art and the motivation of our work. Section 3 describes our ontological model developed with Protégé 5.2, while Section 4 shows an example of cases followed by mathematical modeling to solve the diagnostic problem. The results and discussion presented in section complete this work.

Motivation:
In many African countries, traditional medicine is still the main source of health. The evolution of country progress indicators defined by the World Health Organization (WHO) strategy for traditional medicine is increasing dramatically [7]. This ancient medicine is based on the therapeutic methods handed down by tradition or acquired by the experience of a community. The goal of traditional medicine researchers is to provide prevention, effective diagnosis and treatment of disease. To this end, Launois and al [8] studied the so-called second generation tools, support tools for decision and have codified them to facilitate their implementation in areas where there are real public health issues. Traore et al. in [9], used semantic distances to search for medical information. As for Vili and al [10], they have the basic features of decision trees and a successful alternative approach to traditional induction focusing on existing applications and future potential in medicine.

Yuh-Jyh Hu and al [11], studied the control of patients' analgesia. They showed that the accuracy of predicting the consumption and analgesic requirements of the PCR (PCR dose only) by a set of decision trees was 80.9% and 73.1%, respectively. Chinami Matsumoto and al [12], expose a diagnostic algorithm using SELDI-TOF MS. Indeed, 53.8% of people of Oketsu syndrome were reviewed and confirmed by a decision tree. These were distinguished with 97.2% and 83.3% accuracy in the training set and the test set, respectively.

Methodology:
The population which is based on our methodology consists of a set of diseases. This population is divided into three classes {yellow_fever, malaria, ictere}. The descriptions are made with the following three attributes: fever, headache and vomiting which are decimal values to attributes and sometimes logic as shown in Table 1 below. The table has 15 observations. Indeed it is to explain the behavior of individuals in relation to a set of diseases {malaria, yellow_fever, ictere} from symptomatic forecasts. It's about finding a partitioning of individuals which is represented in the form of a decision tree. The aim is to produce the most homogeneous possible groups of individuals from the perspective of the variable to be predicted. The database is established with Protege 5.2 (figure 4). The first objective has been achieved. The patient’s data are structured in the ontology in (figure 1).

The second objective is to classify the implemented data. The purpose is to find the corresponding decision tree as shown in (figure 2). The nodes of the tree correspond to the tested attributes.

Suppose we have the following attributes:
1. \( F \) for fever with \( F = \{f_1, f_2, f_3, ..., f_n\} \)
2. \( C \) for headaches with \( C = \{c_1, c_2, c_3, ..., c_n\} \) and
3. \( V \) for vomiting with \( V = \{v_1, v_2, v_3, ..., v_n\} \).
For the construction of this tree, we must consolidate the attributes as a class. The first vertex, located at the first level, is called the "root" of the tree. This node contains all the attributes of the knowledge base. The branches are assigned to different possible values of the attribute like that (1):

\[ \{x, x', x'', z, z', z'', t, t'\} \]

The sheets correspond to the different classes. The measurement of the whole of information involved in disease research can now be carried out.

\[ \text{Figure 2:} \text{ Example of decision tree structure} \]

The process stops when the elements of a node have the same value for the target variable.

**Modelization:**

In this document, we use the entropy measure or information gain. This measure is used at each node of the decision tree. The highest information gain is chosen as the split attribute. Apply equation (2) to calculate the information necessary to classify a tuple in the set of diseases \( D \). Equation (3) is applied to find the necessary information (after using the X attribute of the symptoms to divide set D into partitions \( v \)).

\[ H(D) = - \sum_{i=1}^{n} P_i \log_2(P_i) \]  
\[ \text{Gain}(X) = H(D) - \sum_{j=1}^{m} \frac{|D|}{D} H(D_j) \]

The information obtained by connecting to attribute X can be obtained by subtracting the result from equation (2), which is shown in equation (3). Equation (2) is applied to the data set only once at the beginning. Then, equations (3) are applied to each attribute. This approach is presented by the algorithm (figure 3) below.

```
line number     Algorithm: Probability of choosing the node
1               i: index of the table;
2               t: an element of the node;
3               N: the size of the array;
4               C: the set of classes;
5               Ci: class i of a node;
6               T[N]: the initial base;
7               T[S]: The new database;
8               DEBUT
9               Do
10              Read (T[N]);
11              for (i = 0; i <= N; i++) do
12              P (k | t); /i calculated the probability of belonging
13              If (T in Ci) then
14              The <= i;
15              else
16              T[S] <- T[I];
17              End If
18              end for
19              While T[S] != []
20              END
```

\[ \text{Figure 3:} \text{ Algorithm method for selecting the node} \]
The attribute that gives us the highest gain is used as a splitting attribute. The process is repeated at each level of the tree until we reach nodes of leaves that represent the classification of diseases.

**Simulation:**
To ensure the classification of traditional medical knowledge, a structured database of diseases and clinical signs {fever, headache, vomiting and diarrhea} have been developed. Each clinical sign is characterized by a set of random values. This table contains more than 170 variables. In addition, we considered three types of diseases: malaria, ictere and yellow_fever. (figure 4) below was carried out based on the previous database. We used the statistical software R Ross Ihaka Robert Gentleman in 1988 it set up.

![Ontology of the field of the diseases studied](image)

**Figure 4:-** Ontology of the field of the diseases studied

The interpretation made from this decision is that if the rates of all clinical signs is greater than the expected threshold, that is to say, 0.01 automatic decision will Ictere. By cons, if that rate is less than 0.01, it leaves us in a vague situation that requires several questions. When the decision is not clear, we recalculate this threshold in the possible cases:
1. If it is less than 0.01, now the decision will be ictere
2. Otherwise the decision will be yellow_fever.

![Classification of diseases according to the frequency of appearance](image)

**Figure 5:-** Classification of diseases according to the frequency of appearance

The data classification (figure 5) performance was evaluated by calculating the true positive (VP), true negative (VN), false positive (FP) and false negative (FN), the percentage sensitivity (S_e), the specialty (S_p) and the classification rate (T_a) their respective definitions are as follows:
1. VP: “true positive” for correctly predicted event values.
2. FP: “false positive” for incorrectly predicted event values.
3. VN: “true negative” for correctly predicted no event values.
4. FN: “false negative” for incorrectly predicted no event values.
Sensitivity is the ability to give a positive result when diabetes is present. $S_e$ is given by the formula:

$$S_e = \frac{VP}{VP+FN}$$  \hspace{1cm} (4)

Specificity is the ability to give a negative result when diabetes is absent. $S_p$ is given by the formula:

$$S_p = \frac{VN}{VN+FP}$$  \hspace{1cm} (5)

The $T_a$ classification rate is the percentage of correctly classified knowledge. $T_a$ is given by the formula:

$$T_a = \frac{VP+VN}{VP+ VN + FP + FN}$$  \hspace{1cm} (6)

The prediction of the test sample by the decision tree leads to the confusion matrix below and gives an estimated error of 4.67% (figure 6).

```
Call:
  randomForest(x = dataset[, 1:4], y = dataset$Diseases)
  Type of random forest: classification
  Number of trees: 500
  No. of variables tried at each split: 2

  0.008 estimate of error rate: 4.67%

Confusion matrix:
  icteric malaria yellow_fever class.error
  icteric    46     0     4     0.08
```

**Figure 6:** Confusion matrix for the decision tree model

The results of the confusion matrix suggest that our approach is encouraging because we have an accuracy rate of 95.33%.

**Conclusion:**

This work presents a methodology for the analysis and classification of traditional medicine knowledge. We have built an ontology in the field of traditional medicine with 5.2 protection to better structure the data. It contains more than 170 traditional knowledge variables that are generally treated informally by traditional physicians. A classification of this data was performed using decision tree technology. This approach has made knowledge in the field of traditional medicine more understandable and facilitates decision-making.

Our future work will focus on dosage and dosage of remedies related to the therapy of traditional medicine.
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