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\section*{ABSTRACT} The Rasa open-source toolkit provides a valuable Natural Language Understanding (NLU) infrastructure to assist the development of conversational agents. In this paper, we show that this infrastructure can seamlessly and effectively be used for other different NLU-related text classification tasks, such as sentiment analysis. The approach is evaluated on three widely used datasets containing movie reviews, namely IMDb, Movie Review (MR) and the Stanford Sentiment Treebank (SST2). The results are consistent across the three databases, and show that even simple configurations of the NLU pipeline lead to accuracy rates that are comparable to those obtained with other state-of-the-art architectures. The best results were obtained when the Dual Intent and Entity Transformer (DIET) architecture was fed with pre-trained word embeddings, surpassing other recent proposals in the sentiment analysis field. In particular, accuracy rates of 0.907, 0.816 and 0.858 were obtained for the IMDb, MR and SST2 datasets, respectively.

\section*{INDEX TERMS} Sentiment analysis, Rasa, DIET, sentence classification, NLU.

\section*{I. INTRODUCTION}
Rasa [1] is an open-source machine learning framework that was initially conceived to help the design of conversational systems. It has been extensively used to construct chatbots in different application domains, including customer service, service management, surveys, direct sales, and educational platforms [2], [3], [4], [5]. However, it has not been previously used to handle other more general text classification tasks. The main components of the Rasa architecture are Natural Language Understanding (NLU) and dialogue management. Rasa NLU is in charge of identifying the user request (intent classification) and extracting structured data that helps the chatbot understand the user request (entity extraction). The Rasa Core component manages the dialogue and decides the next action in a conversation according to the context.

Rasa NLU provides a customizable infrastructure to support intent classification and entity extraction, including a large set of built-in components that can be sequentially organized into a Natural Language Understanding (NLU) pipeline. From a training dataset and a pipeline specification, the Rasa NLU component is able to build a classifier that returns an intent label and the associated entities for any given utterance. NLU training data consists of utterances samples categorized by intent, in which entities have been annotated by using a specific syntax. The pipeline specifies the operations required to convert a textual input into a meaningful numeric vector that can be computationally processed, together with the classification methods that should be used to learn the models that will later be used at inference time to predict the intent and recognize the associated entities.
As part of the large library of built-in components, Rasa NLU has recently introduced the Dual Intent and Entity Transformer (DIET) architecture [6], to simultaneously and effectively handle intent classification and entity extraction at the end of the pipeline. DIET can seamlessly be configured to use one of a series of pre-trained embeddings, which are also provided as pluggable components, e.g. BERT [7], GloVe [8] or ConveRT [9].

Despite that the Rasa toolkit was specifically designed for the development of conversational agents, the NLU stage requires the classification of the user utterance into one of a series of multiple pre-defined intents. This classification scheme is also present in many other NLU problems, in which a sentence has to be assigned to one of a set of available classes. This suggests that the Rasa infrastructure that supports the classification of utterances into intents can be reused to assist other NLU tasks that aim to classify text into a distinct set of labels, disregarding the dialogue management performed by the Rasa Core component and the entity extraction performed by Rasa NLU. In this work, we build on preliminary results reported in [10] and address the use of Rasa NLU for sentiment analysis. We show that the DIET architecture is able to yield a comparable performance to other state-of-the-art methods, at the same time as Rasa provides an easy-to-use framework that allows the user to seamlessly optimize NLU tasks by quickly designing and testing different pipelines.

Although Rasa was designed for a very different purpose, the results reported in this paper support its use as a generic framework to develop text classification models, in a similar way as other tools such as Weka [11] or knime [12] have been commonly adopted to develop generic machine learning models, e.g. [13]. Rasa shares with these tools that it provides an advanced collection of algorithms and pre-processing methods, which are made available to design the most appropriate pipeline for a specific classification task. It also provides a novel text classification architecture (DIET [6]) and a well-defined set of evaluation metrics that let the user assess the performance of each method in both textual and visual ways. Together, they can be used to easily create and test the performance of alternative pipelines for any text classification task. In this paper, we explore the potential of RASA and DIET in this more general text classification context, using sentiment analysis as a case study.

To our knowledge, this is the first time in the literature that Rasa or the DIET architecture are used for other tasks beyond the development of conversational systems. The reported results highlight the DIET’s behaviour at other natural language processing tasks, as well as Rasa’s ability to help the performance evaluation of different components to yield the combination that best suits the specific task.

The rest of the paper is organized as follows. Section II describes the state-of-the-art of sentiment analysis. Section III explains the Rasa functionality, and how it works to perform the intent classification task from a training dataset and a pipeline specification. Section IV describes the required adaptation to use the tool for sentiment analysis. Section V introduces the DIET architecture in detail. Section VI describes the experimental setting, along with the 3 datasets and the accuracy metric used to evaluate the performance. Section VII reports the results obtained in each dataset and discusses the major findings. Finally, conclusions are provided in section VIII.

II. SENTIMENT ANALYSIS

Sentiment analysis (SA), also called Opinion Mining, is the computational study of people’s opinions, appraisals, attitudes and emotions toward entities, such as topics, issues, events, products, and services [14], [15]. It is a valuable tool for companies, governments, and researchers, and can help make better decisions by extracting sentiments and opinions from the text. Among many other applications, SA can be used to analyze customers’ perceptions of products or services, build recommender systems, and monitor publics' moods in real-time or their potential reaction to a given policy.

Sentiment analysis methods are generally classified into three main categories: Lexicon-Based approaches, Machine Learning (ML) approaches and Hybrid approaches [14], [16]. Lexicon-based methods use handcrafted features and can be dictionary-based or corpus-based [17]. The former type uses a predefined lexicon or dictionary with a list of words and phrases that are associated with positive or negative polarity. Corpus-based methods are based on a statistical analysis of the contents of a collection of documents. Machine learning approaches use a training dataset and a series of linguistic features to build a classification model that is able to extract sentiment polarity from unseen data. Finally, hybrid approaches combine lexicon-based and machine learning methods to improve sentiment analysis performance.

Early ML approaches mapped sentences into a feature vector using a Bag-of-words (BoW) representation, according to which a document or sentence is represented as a binary or frequency-based feature vector of as many dimensions as tokens it contains. Then, a classifier was used to map each sentence into one of the available categories. Support Vector Machines (SVM), Naive Bayes (NB) and Artificial Neural Network (ANN) were typically used for this purpose [18], [19], [20]. Some other authors also included an n-gram representation to improve classification results [21], [22].

Within ML approaches, the use of Deep Learning (DL) has become increasingly popular [23]. Network models such as Convolutional Neural Networks (CNN) [24], [25], [26], [27], Recurrent Neural Networks (RNN) [28], [29], [30] and transformers [31], [32] have been recently proposed. RRN-based methods include the use of the long short-term memory variant (LSTM) [33], to overcome the bias toward the most recent words in a sentence [34]; and the BiLSTM extension [35], [36], which considers both previous and future words in the classification task. All these methods rely on Artificial Neural Networks (ANN) with multiple hidden layers between the input and the output layers [23]. They are able to learn complex features from sample data and avoid...
feature engineering and feature extraction, which are the most time-consuming process even in traditional machine learning approaches [37].

In DL models, the input layer generally takes the shape of a matrix, with each row representing a word. Multiple different word representations can be used, but those produced by pre-trained word embeddings are lately replacing or being added to earlier BoW and n-gram-based features. BoW ignores the semantics and order of words, and n-grams suffer from the issue of data sparsity [36]. However, word embeddings attempt to map each word into a dense numerical vector that captures syntactic, semantic, and contextual information about the word. They yield a low dimensional space in which words with similar meanings and/or used in similar contexts are located closer to each other than other non-related words. Word2Vec [38] and GloVe [8] were the two first methods for learning word embeddings. They both use shallow neural networks and were extensively used to generate the vector encodings that were passed to deep learning methods. Other more recent embeddings embrace ConveRT (Conversational Representations from Transformers) [9], OpenAI GPT (Generative pre-training) [39], BERT (Bidirectional Encoder Representations from Transformers) [7] and some related proposals to mitigate different underpinning problems associated with BERT [40]. These include RoBERTa (Robustly the optimized BERT pre-training Approach) [41], XLNet (the Generalized Auto-regression Pre-training for Language Understanding) [42], ALBERT (a lite BERT for self-supervised learning of language representations) [43] and DistilBERT [44], widely known as the “Distilled Version of BERT” [45].

Different combinations of word representations and ANN architectures have produced a large number of different sentiment analysis approaches. In [17], the authors evaluated different combinations of representations (tf-idf [46] and Word2Vec [38]) and deep network layers (fully connected, CNN and RNN) on 8 datasets. RNN + Word2Vec performed best in their study [38]. The performance of several embeddings based on BERT when they are jointly used with a ladder network (LN) [47] was analyzed in [48] and also compared to Word2Vec. The best results were obtained when using ALBERT-LN, followed by BERT-LN.

Many other works have proposed concrete architectures using a variety of embeddings and networks. The one presented in [36] (BiLSTM) was trained with BoW features, which were computed after a pre-processing operation using the Natural Language Toolkit (NLTK) [49]. It was composed of an input layer, an embedding layer, a bidirectional long short-term memory (BiLSTM) layer, a concatenation of a global average and a global maximum pooling layer, and one sigmoid layer at the output. The techniques presented in [50] and [51] used Glove encodings [8] to simultaneously feed a CNN and an RNN. The approach in [50] (CNN+BiGRU) integrated a CNN and a bidirectional Gated Recurrent Unit (BiGRU) layer. The final sentence representation was produced by concatenating the output of the CNN and the BiGRU layer. The result of the concatenation was passed to a fully connected layer whose outputs are the probability distributions over the labels. The method was well suited for both sentiment analysis and also for other multilabel emotion-recognition tasks. In [51] (CNN+GRU), authors used a Gated Recurrent Unit (GRU) layer, and merge layers at different stages to perform multilevel, multitype, and combined multilevel and multitype fusion of features. The results were finally processed by a softmax layer to complete the sentiment classification task. The method in [52] (LSTM + GRU) also started with GloVe [8] encodings but used a combination of GRU and LSTM units to guarantee the learning of long-term information and make up for the defects of RNN. With the same intention to overcome the limitation of RNNs and accurately process sequential inputs with longtime dependencies, other recurrent models were recently proposed in [53] and [54]. The UniCORNN architecture [53] was based on a structure-preserving discretization of a Hamiltonian system of second-order ordinary differential equations that models networks of oscillators. The method presented in [54] used a version of a new recurrent neural network (RNN) named the Legendre Memory Unit (LMU), which could be parallelized to increase training performance. Their Parallelized LMU (PLMU) network yielded up to 200 times faster training than traditional RNN, and also higher accuracy values. Word embeddings have also been used to significantly enhance the performance and interpretability of other more classical classification algorithms. For example, GloVe was used to increase the accuracy of BoW-based Tsetlin Machines (TM) [55] and reach the level of deep neural networks in [56] (TM+Glove) in a variety of scenarios, which include sentiment analysis, text classification, and word sense disambiguation.

Another relevant advance refers to the use of attention mechanisms, which have also been used in the sentiment analysis field to increase the network’s ability at capturing sentiment-related information and improve the results. FARNN-Att [57] was based on a Feature-Based Fusion Adversarial Recurrent Neural Network (FARNN), integrated with an attention mechanism (Att). The technique proposed in [58] (LSTM+attention) used a regression model learned from cognition-grounded eye-tracking data. This model mapped the syntax and context features of a word to its reading time based on eye-tracking data, and the estimated reading times were used as attention weights. An LSTM was used for the classification. Other models have also used additional information to improve classification performance. WALE-LSTM [59] also defined a new attention mechanism as part of a lexicon-enhanced LSTM model. Authors claimed that word embeddings carry more semantic information rather than sentiment information. Instead of using the LSTM model directly on pre-trained word embeddings, they used a sentiment lexicon to also compute sentiment embeddings and combine them with the pre-trained embeddings.

Other models were based on learning a matrix-vector (MV) compositional representation for each word, using parse trees.
MV-RNN [60] was a recursive neural network (RNN) model that learned compositional vector representations for phrases and sentences of arbitrary syntactic type and length. The model assigned a matrix-vector (MV) compositional representation (a vector and a matrix) to every node in a parse tree. The vector captured the inherent meaning of the constituent, while the matrix captured how it changed the meaning of neighbouring words or phrases. This matrix-vector RNN was able to learn the meaning of operators in propositional logic and natural language. In [61], the Recursive Neural Tensor Network (RNTN) was proposed as an improvement to MV-RNN, by using the same tensor-based composition function for all nodes, with a fixed number of parameters. In this way, the approach reduced the number of parameters of the MV-RNN architecture, which depended on the size of the vocabulary.

III. RASA NLU

To perform the NLU task, Rasa NLU trains a model by sequentially applying the components specified in a pipeline configuration file on the samples contained in a labelled dataset also provided as an input. This dataset contains sample utterances organized by intention, in a straightforward syntax in yalm format. Fig. 1 shows an illustrative example of the training file syntax.

The pipeline configuration file contains a specification defining the sequence of processing steps that need to be carried out to classify the initially unstructured user utterances and extract the relevant entities. It is also specified in yalm format (config.yml), and assigns one or more components for each of the 3 stages shown in Fig. 2. These three stages are the same ones typically used in ML approaches for sentiment analysis. The first step is tokenizing the utterance, by breaking the stream of textual data into words, symbols or other meaningful elements called tokens. The simplest algorithm divides the input sentence into words, but there exist other more complex alternatives that give support to specialized tasks. For example, some specialized tokenizers are able to convert emojis to words, providing additional support for sentiment analysis tasks. In the second stage, each token is converted into numeric features. Several featureizers may be simultaneously used. In this case, the features produced by all components are concatenated into a single vector. Features may be sparse or dense. Dense features usually have floating point values and are obtained from pre-trained embeddings such as BERT [7], GloVe [8], ConveRT [9], or other Hugging Face models. On the contrary, sparse features include vectors with a large number of zero-values, such as BoW and n-gram representations or counts of categorical data.

In addition, features for the entire utterance are also generated. These are represented by the CLS [62] token in the figure. Sparse features for this CLS token are computed as the sum of the sparse features of each token. The computation of the dense features depends on the capabilities offered by the concrete featureizer. Some models are able to compute a contextualized aggregate representation of the sequence. When this is not possible, they are calculated either as the sum or the mean of the token representations, e.g. spaCy. Once the original sentence has been converted into numeric features, these are passed to the intent classification model.

An example of a representative pipeline specification is shown in Fig. 3. Results from one stage are always available for the next. In this configuration example, each of the three featureizers generates a set of features for each token produced by the WhiteSpaceTokenizer. The two CountVectorizer components yield sparse features related to the appearance of words and n-grams in the sentence, while the LanguageModelFeatureizer returns BERT embeddings for each token, including the CLS. During training, these features are computed for all labelled samples and handed to the DIET classifier to build the model. At inference time, they are computed from the user utterance and handed to the classifier to predict the intent and extract the entities.

IV. SENTIMENT CLASSIFICATION BY USING RASA

Although the Rasa toolkit was specifically devised for intent classification, it can easily be generalized to other different sentence classification tasks. This can be easily achieved by supplying a training dataset in which intents are replaced by...
the specific target classes required by the problem at hand. Sentiment analysis can be tackled by creating a file with two intents, namely positive and negative; and providing a sufficient number of samples for each of the two classes. The neutral polarity can also be added by simply adding a third entry to this file. This approach makes it possible to apply the same training and deployment procedures provided by Rasa as a conversational toolkit, and take advantage of the many facilities offered by the platform. These include ease of deployment and integration with common communication channels such as Messenger, Telegram, Slack or Google Home. It also allows the designer to seamlessly devise and test different pipelines and select the best-performing one.

V. THE DIET ARCHITECTURE

Rasa developers strongly recommend using DIET as the classifier at the last stage of Fig. 2, which is able to handle intent classification and entity extraction simultaneously. When addressing text classification exclusively, DIET gives the option to disable entity recognition and avoid the training of that part of the architecture. Other intent classification algorithms offered in the past used only sentence-based features, and ignored token-based features. In contrast, DIET combines both types of features to learn a more accurate model. It also supports other functions, such as masking. This function allows the model to capture specific domain characteristics by randomly masking some words in the input and training the model to predict the words that were masked.

In essence, DIET [6] is a simple transformer architecture that can be fully parameterized from the Rasa toolkit. Fig. 4 shows a schematic representation of this architecture when entity recognition and the use of masking have been disabled. In the first stage, the original user’s utterance is split into tokens, according to the tokenizer algorithm specified in the pipeline configuration file. The special CLS token is added at the end of the sentence. Then, a series of features are produced for each token, by using the featurization algorithms specified in the pipeline. Both sparse and dense features can be produced.

Sparse features go through a feed-forward network with shared weights across all tokens, to match the dimension of the dense features. The output of the feed-forward network is concatenated with the dense features from the pre-trained word embeddings, and the result is passed through another feed-forward network. The outputs from the last feed-forward network are fed into the transformer. Both the transformer output for the CLS token and the class label are separately embedded into a single semantic vector space, by using embedding layers. The dot-product loss is then used to maximize similarity with the target label and minimize similarities with all other class labels. At inference time, the dot-product similarity is used to rank all possible class labels, and the scores for all classes are combined to yield a confidence value.

Rasa allows the designer to configure multiple parameters through the pipeline specification. Features used by the model are selected as plug-and-play components. A model may also use only sparse or only dense features, in which case the part of the model that corresponds to non-existing features is simply removed. In addition, most of the components that appear in Fig. 4 can be parameterized. Some examples are the number of layers of the transformer (2 by default), the fraction of weights that are set to non-zero values for all feed-forward layers in the model (0.2 by default), the size of the vector coming out the transformer (256), and the number and size of hidden layer sizes in feed-forward networks.

VI. EXPERIMENTAL SETTING

To test the performance of the DIET architecture in a variety of settings, we have used 8 different pipelines and 3 datasets that have been commonly used in the literature to evaluate sentiment analysis models. The Application Programming Interface (API) provided by Rasa was used to train and test the models. The hardware used was a Gigabyte GeForce RTX 3090 Gaming OC card, installed on a computer with 128 Gb of memory and a last-generation Intel i7 processor. When the database contained a given split into a train and a test set, this split was used for evaluation. Otherwise, we ran a 10-fold cross-validation experiment and reported average values, together with the standard deviation.

Since all 3 datasets contained a similar number of positive and negative samples and the class imbalance was not an issue, we used accuracy as a measure of performance. Accuracy is the ratio between the number of correct predictions to the total number of predictions. It is a metric that generally describes how the model performs across all classes, and it is especially suitable when the classification problem is balanced and all classes are of equal importance.

A. DATASETS

The 3 datasets used in the evaluation are briefly described below. They all contain text extracted from reviews. We have avoided the use of tweet-based datasets in the evaluation because of their performance dependence on pre-processing.
methods to convert emoticons and manage slang and spelling mistakes [63], [64]. The 3 databases contain two polarity labels (positive/negative) and have been widely used to test the performance of different methods at the sentiment analysis task. Their main characteristics are summarized in Table 2.

**ImDb large movie review** [65]. This is a well-known database that has been widely used in the literature. It is composed of 50,000 movie reviews from ImDb [68], with a maximum of 30 reviews per movie. Most of the reviews are composed of several sentences, with an average of 222 words per review and a maximum length of 2,370 words. The dataset is balanced and only highly polarized reviews are considered. A train/test is provided along with the dataset, each containing 25,000 labelled entries.

**MR dataset** [66]. This is a dataset composed of 10,662 short reviews, labelled as positive/negative. The dataset is balanced and contains 5,331 samples from each class.
Each review has an average of 18 words, and the longest review contains 50 words.

- **SST2 dataset** [67]. The Stanford Sentiment Treebank (SST2) is a variant of the MR dataset [66] and contains 9,613 single sentences extracted from the movie reviews, 4,963 of which are labelled as positive and the remaining 4,650 as negative. The dataset has been downloaded from [69].

These 3 databases are representative of 2 distinct scenarios in sentiment analysis. IMDb contains relatively long reviews composed of several sentences and covers document-level classification, in which the objective is to assign an overall sentiment orientation/polarity to a document [70]. On the contrary, MR and SST2 are composed of single sentences and are best suited to test performance at sentence-level sentiment classification, in which the objective is to categorize individual sentences in a document as positive or negative.

### B. PIPELINES

We configured a set of 8 representative pipelines, in an attempt to evaluate the effect of using different feature combinations and determine the best performing options for each sentiment analysis problem. A summary of the features used for each pipeline is shown in Table 1.

All configurations used standard pre-designed components. Most of the pipelines used the `WhitespaceTokenizer` at the start of the pipeline, a simple algorithm that splits on and discards whitespace characters. Only pipelines using spaCy features used the more advanced `SpacyTokenizer`, which examines each token to decide if it should be further divided. For example, the token “isn’t” is divided into tokens “is” and “n’t”, while “U.K.” remains one token.

With regard to featurization, some pipelines used sparse features only, some used dense features coming from pre-trained embeddings, and others used both. The Basic pipeline used sparse features only. These were produced by 2 different `CountVectorizer` components. The first one computed a BoW representation, using word token counts as features. The second one, considered character n-grams, of size 1 to 4. BERT, DistilBERT, GPT and XLNet used dense features only, coming from the language model of the same name. The joint use of dense and sparse features was considered in three other pipelines: `spaCy`, `spaCy2` and `spaCy`. These three configurations used the same dense features coming from the spaCy language model but differed in the sparse features that were used. `spaCy` used the same sparse features as the Basic pipeline. `spaCy2` used the `LexicalSyntacticFeaturizer` instead, which builds a binary feature vector by using the previous, current and next token. Each vector value is assigned a 0 or a 1, depending on whether the tokens meet a given condition e.g., is a lowercase word, is the beginning of a sentence or is the end of a sentence. `spaCy2` used the sparse features used by `spaCy`, and `spaCy2`, simultaneously.

In all pipelines, DIET was set as the classifier in charge of computing predictions from the output of the featurizers. The unnecessary support for the entity recognition task was disabled. The training was performed for 100 epochs, but the `checkpoint_model` parameter was set to True to save the best performing model during training. At the end of each epoch, the model was tested against a small random subset of 10% of the samples, which was removed from the training data and used as a validation dataset. The rest of the parameters associated with the DIET classifier were assigned their default values.

### C. METHODS IN THE COMPARISON

To produce a fair evaluation against other state-of-the-art methods, we have made a selection of representative models that were evaluated on at least one of the 3 datasets described in Section VI-A. A summary of the methods considered in the comparison and whether accuracy results were available for each database considered in this paper is provided in Table 3. All methods appearing in this table have been briefly described in Section II when reviewing the state-of-the-art methods related to the sentiment analysis topic.

### VII. RESULTS

#### A. RESULTS IN THE IMDb DATASET

The results obtained in the IMDb database are reported in Table 4. To ease readability, methods have been ranked by performance, and those using the DIET architecture have been specified in bold.

The DIET configuration using the XLNet embedding produced the best results, closely followed by the one using DistilBERT. All methods using attention mechanisms (LSTM+Attention, WALE-LSTM and FARNN-Att) also appear well-positioned in the table. The worst results were obtained for the Basic configuration, which uses BoW features and n-grams, and some of the spaCy-based pipelines. In addition, the two methods using BERT (the corresponding DIET configuration and BERT-LN) offer very similar results and appear next to each other in the table.

For completeness, we also reproduce in Table 5 the results reported in [17] in the same dataset, for a variety of methods combining different representations (rows) and

| Method | IMDb | MR | SST2 |
|--------|------|----|------|
| BILSTM [36] | ✓ | ✓ | ✓ |
| WALE-LSTM [59] | ✓ | ✓ | ✓ |
| CNN+BiGRU [50] | ✓ | ✓ | ✓ |
| CNN-GRU fusion [51] | ✓ | ✓ | ✓ |
| LSTM+attention [58] | ✓ | ✓ | ✓ |
| FARNN-Att [57] | ✓ | ✓ | ✓ |
| LSTM+GRU [52] | ✓ | ✓ | ✓ |
| RNN+Word2Vec [17] | ✓ | ✓ | ✓ |
| ALBERT-LNN [46] | ✓ | ✓ | ✓ |
| BERT-LNN [48] | ✓ | ✓ | ✓ |
| UniCORNN [53] | ✓ | ✓ | ✓ |
| PL.MU [54] | ✓ | ✓ | ✓ |
| MV-RNN [60] | ✓ | ✓ | ✓ |
| TM+Glove [56] | ✓ | ✓ | ✓ |
| RNTN [61] | ✓ | ✓ | ✓ |

| TABLE 3. State-of-the-art methods and availability of results in each database considered in this paper. |
TABLE 4. Results in the IMDb dataset.

| Method               | accuracy |
|----------------------|----------|
| DIET (XLNet)         | 0.9073   |
| DIET (DistilBERT)    | 0.9062   |
| BiLSTM [36]          | 0.9058   |
| LSTM+Attention [58]  | 0.9010   |
| WALE-LSTM [59]       | 0.8950   |
| FARNN-Att [57]       | 0.8922   |
| PLMU [54]            | 0.8910   |
| DIET (GPT)           | 0.8882   |
| UniCORNN [53]        | 0.8840   |
| ALBERTA-LN [48]      | 0.8824   |
| CNN [71]             | 0.8822   |
| LSTM+GRU [52]        | 0.8710   |
| DIET (spaCy$_{en}$)  | 0.8673   |
| RNN+Word2Vec [17]    | 0.8669   |
| DIET (BERT)          | 0.8622   |
| BERT-LN [48]         | 0.8613   |
| DIET (spaCy$_{en}$+n) | 0.8604   |
| DIET (Basic)         | 0.8583   |
| DIET (spaCy$_{en}$)  | 0.8547   |

TABLE 5. Results reported in [17] for a variety of methods on the IMDb dataset.

| Dense | CNN         | RNN         |
|-------|-------------|-------------|
| tf-idf | 0.8551     | 0.8063   | 0.5872 |
| Word2Vec | 0.8025     | 0.8262   | 0.8669 |

TABLE 6. Results in the MR dataset.

| Method               | accuracy          |
|----------------------|-------------------|
| DIET (DistilBERT)    | 0.8156 (0.0141)   |
| BiLSTM [36]          | 0.8050             |
| CNN+GRU [51]         | 0.8020             |
| WALE-LSTM [59]       | 0.7990             |
| DIET (GPT)           | 0.7912 (0.0179)   |
| MV-RNN [60]          | 0.7900             |
| CNN+BiGRU [50]       | 0.7830             |
| DIET (spaCy$_{en}$+n) | 0.7820 (0.0158) |
| DIET (spaCy$_{en}$)  | 0.7752 (0.0168)   |
| TM+Glove [56]        | 0.7751             |
| DIET (spaCy$_{en}$)  | 0.7743 (0.0168)   |
| DIET (XLNet)         | 0.7722 (0.0138)   |
| DIET (BERT)          | 0.7720 (0.0137)   |
| DIET (Basic)         | 0.7551 (0.0124)   |

network layers (columns). The best accuracy appears in bold and was already included in Table 4 under the entry RNN+Word2Vec. The best results obtained for the tf-idf representation are very close to the ones obtained for the Basic pipeline, using just BoW features and n-gram counts.

B. RESULTS IN THE MR DATASET

The MR dataset does ship a train/test split with it, and therefore results cannot be obtained in identical conditions. To minimize the potential effect of the split, we have run a 10-fold cross-validation experiment in this case. The results obtained are reported in Table 6. The standard deviation of the 10 results obtained for the different folds is specified in brackets, for each pipeline considered in the evaluation.

The low values of the standard deviations indicate the high stability of the results. Again, one of the DIET configurations is at the top of the ranking. In the MR dataset, the DistilBERT embedding behaved the best, but all other alternative pipelines except the one using the GPT embedding appear at the bottom of the table. As was expected, all embedding options performed better than the pipeline combining BoW and n-gram count representations (Basic).

C. RESULTS IN THE SST2 DATASET

Results in the SST2 dataset are shown in Table 7. In this case, none of the DIET configurations was able to surpass the BiLSTM method, which scored first in the comparison. Only the version using DistilBERT embedding was able to reach the third position, although accuracy is very close to the best method. The rest of the configurations appear all grouped together at the last positions. Again, the Basic configuration is ranked in the last position, as expected.

D. DISCUSSION

In all three databases, at least one of the proposed pipelines that used the DIET architecture behaved competitively with the rest of the methods in the comparison. Nevertheless, there is no best combination of tokenizer and featurizer algorithms that behave consistently best across different databases. This implies the optimum pipeline is problem-dependent, and the most adequate configuration should be determined in each case by using a representative validation set. Rasa provides a remarkably useful framework for this task, facilitating rapid testing in a seamless way.

In general, DistilBERT was the embedding that yielded the best performance out of the ones that were attempted. It showed the best accuracy in the MR and SST2 datasets, and the second best in IMDb. It is somehow surprising that it behaved generally better than BERT in all datasets. However, results are consistent with the ones reported in [72] in an emotion recognition context. In that case, DistilBERT, XLNet and BERT were also ranked behaved in this order. DistilBERT is a distilled version of BERT and hence it has a smaller size and performs significantly faster. At the sight of the results, its use is thus recommended over BERT when using the DIET architecture for sentiment-related tasks. In the three databases, the DistilBERT pipeline improved the performance of the Basic pipeline by around 5%. In addition, pipelines using embeddings behaved substantially better than...
the Basic pipeline in most cases, independently of the concrete language model adopted. Another observation relates to the use of spaCy-based configurations. In these cases, we noticed that lexical and syntactic features worked better than BoW features and n-gram counts.

We shall also notice that the reported performance of the DIET classifier can be further improved by fine-tuning the pipeline configuration to suit each particular case. Altering the architecture of the internal components shown in Fig. 4 could result in higher accuracy values, e.g. input/output dimension or the number of layers, or adjusting parameters such as the learning rate for each particular dataset. Similarly, the catalog of pipelines considered is by no means an exhaustive list. There exist many other possible combinations, both using pre-defined components or using custom featurization tools. For example, the use of some pre-processing strategies specifically designed to operate on certain types of messages has shown to significantly increase classification performance [63], [64], [73]. The combination of several pre-trained embeddings or their combination with sparse features, enabling the masking support of DIET and the joint use of the SpacyTokenizer component with other pre-trained embeddings are other alternatives that could be worth evaluating when the objective is to maximize performance. However, we have adopted a more general approach and considered that aspects such as the optimization of the pipeline extend beyond the scope of this research, which aims to highlight the potential of DIET as an architecture and Rasa as a configuration framework in a sentiment analysis context. Therefore, the comparative results reported in Tables 4, 6 and 7 should not be considered a justification or prove that the proposed pipelines outperform other methods in the existing literature. On the contrary, they should rather be taken as a reference to support the combined use of Rasa and DIET as a low-code and easy-to-use framework to develop language models for more general text classification problems.

VIII. CONCLUSION

In this paper, the Rasa toolkit has been used to rapidly configure and evaluate a number of different NLU pipelines that use the DIET’s transformer architecture, across three different databases. In all cases, DIET has leveraged the features coming from pre-trained embeddings to classify a textual input by sentiment polarity. The accuracy results highlight both the adequacy of the DIET architecture to deal with the sentiment analysis and the convenience of using Rasa as a framework to easily fine-tune configurable components and hyperparameters and train and deploy the models. Apart from performance-related aspects, the common use of Rasa and DIET enables black-box development in the sentiment analysis field for non-experts. It greatly simplifies the design process and democratises access to sentiment analysis technology for people who lack currently required complex technical skills. In addition, the use of Rasa eases the maintenance of the models, which can be easily modified to take advantage of the upgrades and new components that are constantly introduced in the product.

Still, performance-related implications and other limitations imposed by the proposed approach need to be further analysed. On the one hand, according to Rasa’s documentation, DIET outperforms fine-tuning BERT and is six times faster to train. On the other hand, the transformer-based architecture of DIET has a computational cost which is generally linear with the sentence size and hence there is a performance degradation when classifying long texts. Although such types of texts are quite unusual in typical conversational systems, they are more common in comments and reviews used in sentiment analysis.

Another potential line of work relates to the evaluation of the applicability of Rasa and DIET in other different sentence classification problems, using the same methods and principles that were described in this paper in a sentiment analysis context. Preliminary results reported in [10] already support their use in an emotion recognition context, but the generalization of the approach to more general settings is still an open task.
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