Impact of Low-Energy Response to Nuclear Recoils in Dark Matter Detectors
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We report an absolute energy response function to electronic and nuclear recoils for germanium and liquid xenon detectors. As a result, we show that the detection energy threshold of nuclear recoils for a dual-phase xenon detector can be a few keV for a given number of detectable photoelectrons. We evaluate the average energy expended per electron-hole pair to be $\sim 3.32$ eV, which sets a detection energy threshold of $\sim 2.15$ keV for a germanium detector at 50 mini-Kelvin at 69 volts with a primary phonon frequency of 1 THz. The Fano factors of nuclear and electronic recoils that constrain the capability for discriminating nuclear recoils below 2-3 keV recoil energy for both technologies are different.
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Observations from the 1930s[1] led to the idea of dark matter, more recent observations[2, 3] lead to the contemporary and shocking revelation that 96% of the matter and energy in the universe neither emits nor absorbs electromagnetic radiation. A popular candidate for dark matter is the WIMP (Weakly Interacting Massive Particle), a particle with mass thought to be comparable to heavy nuclei, but with a feeble and extremely short-range interaction with atomic nuclei. Theories involving Supersymmetry (SUSY), which are being tested at the Large Hadron Collider[4], naturally imply a particle that includes a data-driven model[18–21]. Note that $E_{\text{vis}}$ is usually calibrated using gamma-ray sources and by assuming the entire energy from well-known gamma-ray energies is detectable. This type of calibration is a relative calibration because the real measurable energy for a given detector can be much smaller than the total energy deposition from a given gamma energy. This is because a large fraction of deposited energy contributes to the creation of phonons due to the requirement of momentum conservation in the energy deposition process. This fraction of energy cannot be measured by any generic ionization or scintillation detector, which can only measure the real energy to be the fraction of energy that creates e-h pairs and direct excitation, $E_{\text{real}} = \frac{\varepsilon E_g}{\varepsilon} \times E_{\text{vis}}$, where $E_g$ is the band gap energy for a given target, and $\varepsilon$ is the average energy required to produce an e-h pair.

In a germanium ionization detector, the detectable charge is proportional to the number of e-h pairs, $N_Q = \frac{Q}{e}$, created by an incoming particle with energy deposition of $E$, where $\varepsilon = E_g + 2E_f + rE_R$[27] with $E_g$ the band gap energy, $E_f$ the final retained energy less than $E_g$ for e-h pairs, $r$ the number of phonons created per e-h pair, and $E_R$ the average energy per phonon. Note that $rE_R$ is temperature dependent. For a given temperature, $\varepsilon$ can be a constant down to very low energy[28]. Therefore, we expect that the energy response function is an excellent linear function[24].

In a dual-phase xenon detector, $\varepsilon = (1.13 + 0.9 \frac{N_f}{N_i} + 0.48)E_g$[29], where $\frac{N_f}{N_i}$ is the ratio of direct excitation to ionization per energy deposition, which is energy de-
dependent in which the direct excitation increases with energy decreasing. This implies that, in the low-energy region, the energy response function is not a linear function for a dual-phase xenon detector. Thus, a relative calibration using well-known gamma-ray sources or electron sources above the low energy region can be largely uncertain in determining the energy scale for the low-energy region. This uncertainty can further propagate in the determination of the energy scale for nuclear recoils for a dual-phase xenon detector if a relative calibration is performed. Consequently, the sensitivity limits achieved for WIMPs searches may possess large uncertainty. We propose an absolute energy response function (Eq. [2]) to evaluate this uncertainty.

The determination of $\alpha$ and $\beta$ using the relationship between $E_{\text{real}}$ and $E_r$ is called an absolute energy response function. For a given detector, the variation of $\varepsilon$ results in a variation of real energy that can be detected. This variation can be predicted using the following relation:

$$\frac{E_g}{\varepsilon} \frac{dE_{\text{vis}}}{dx} = \frac{\alpha}{1 + \beta \frac{dE_{\text{vis}}}{dx}}.$$  \hspace{1cm} (3)

In the case of a germanium detector at 77 Kelvin, $\varepsilon = 2.96$ eV and the variation of $\varepsilon$ is negligible. Therefore, we predict $\alpha = (0.249 \pm 0.013)$ and $\beta = (5.12 \pm 2.68) \times 10^{-5}$ cm/MeV and these values are verified using experimental data [24]. However, for a liquid xenon detector, the observable quanta are scintillation photons, which are produced through direct excitation and recombination of electron-ion (e-ion) pairs from ionization. Thus, the average energy expended per e-ion pair varies as a function of the ratio of direct excitation to ionization per energy deposition process, $\varepsilon = (1.13 + 0.9 \frac{N_{exe}}{N_1} + 0.48)E_g$ [25]. The ratio of direct excitation to ionization can be described as a function of deposition energy [26]:

$$\frac{N_{exe}}{N_1} = \frac{1 - \exp(-\frac{I}{E})}{\exp(-\frac{I}{E})},$$  \hspace{1cm} (4)

where $I$ is the mean ionization potential and $E$ is the deposition energy. For xenon, $I = 35.55 + 9.63Z$ [27], where $Z=54$. As can be seen in Eq. [1], when $E = 1$ keV, $\frac{N_{exe}}{N_1} = 0.74$ while $E = 10$ keV, $\frac{N_{exe}}{N_1} = 0.057$. Plugging Eq. [4] into $\varepsilon = (1.13 + 0.9 \frac{N_{exe}}{N_1} + 0.48)E_g$, one obtains $\varepsilon$. Using Eq. [4], we determine $\alpha = (0.74 \pm 0.04)$ and $\beta = (6.57 \pm 1.1) \times 10^{-3}$ cm/MeV for liquid xenon at 165 Kelvin. These values are compared to the values obtained with data [25] and a reasonable agreement was achieved. With these parameters, we obtain the absolute ionization efficiency of nuclear recoils for a germanium detector and the absolute scintillation efficiency of nuclear recoils for a liquid xenon detector at zero field as shown in Figure 1.

Utilizing Eq. [2] and Eq. [4], a dual-phase liquid xenon detector with 3 photoelectrons detected at an efficiency of 14% in liquid and 50 photoelectrons detected in gas with a multiplication factor of 24.55 and an extraction efficiency of 65% would correspond to a detection threshold energy of 6.8 keV nuclear recoil energy [25].

The discrimination of nuclear recoils from electronic recoils is usually performed through a well-defined nuclear recoil band and electronic recoil band for a given technology such as dual-phase liquid xenon detectors [29, 30] and cryogenic germanium detectors at 50 mini-Kelvin [31, 32]. The width of bands is given by the respective energy resolution of nuclear recoils and electronic recoils for a given detector. All experiments treat energy resolution the same for both nuclear recoils and electronic recoils. This is only valid if electronic noise and incomplete charge are dominant contributions to the energy resolution while the intrinsic statistical variation is negligible for a given detector. However, for a dual-phase liquid xenon detector and a germanium detector, the intrinsic statistical variation either dominates the detector energy resolution or is comparable to the contributions from electronic noise and incomplete charge. For example, XENON100 [33] reported the following energy resolution functions: (1) $\frac{\sigma(E)}{E} = (\frac{1.0}{\sqrt{E/\text{MeV}}}) + 11.2\%$ for S1 only, (2) $\frac{\sigma(E)}{E} = (\frac{3.4}{\sqrt{E/\text{MeV}}}) + 3.5\%$ for S2 only, and (3) $\frac{\sigma(E)}{E} = \frac{1.9\%}{\sqrt{E/\text{MeV}}}$ for combined S1 and S2. These three cases can be described by an energy dependence of the resolution $\sigma(E) = \frac{\sigma_1}{E} + \sigma_2$. It is clear that $\frac{\sigma_1}{E}$ is related to the statistical variation and $\sigma_2$ describes the noise level. Note that $\sigma_2$ is comparable to zero for combined S1 and S2 reported by XENON100 [33]. This implies that the statistical variation dominates the energy resolution of the XENON100 detector for the case of combined S1 and S2. In the case of the CDMS experiment, the detector-averaged energy resolution below 10 keV was reported to be $\sigma(E) = \sqrt{(0.016)^2 + (0.0215)^2}E + (0.021)^2E^2}[\text{keV}]$ [21, 34]. As can be seen in this equation, the term, $(0.016)^2$, is a constant from electronic noise, the term, $(0.0215)^2E$ represents statistical variation, and the term, $(0.021)^2E^2$ is related to the contribution from noise and incomplete charge. The contributions from these three terms are comparable. In the case in which the statistical variation dominates the energy resolution or is comparable to the
contribution from noise and incomplete charge, the energy resolution for nuclear recoils cannot be described by the measured energy resolution with gamma-ray sources. This is because the statistical variation of nuclear recoils events differs from that of electronic recoil events with the same energy. We attribute this difference to the processes of energy partition for these two classes of events.

Upon deposition of energy in a given target, $E_0$, two types of excitations, (a) lattice excitation with no formation of mobile charge pairs and (b) ionization with formation of mobile charge pairs, are created by an incoming particle. Lattice excitations produce $N_x$ phonons of energy $E_{x}$. Ionization form $N_i$ charge pairs of energy $E_i$. For an energy loss process, energy conservation requires $E_0 = E_i N_i + N_x N_x$. As fluctuations in $N_i$ are compensated by fluctuations in $N_x$ to keep $E_0$ constant, $\frac{dE_0}{dN_i} \Delta N_i + \frac{dE_0}{dN_x} \Delta N_x = 0$ and $E_i \Delta N_i + E_x \Delta N_x = 0$. From averaging many events, one obtains for the variance: $E_i \sigma_i = E_i \sigma_x$, with $\sigma_x = \sqrt{N_x}$ assuming Gaussian statistics. Thus, $\sigma_i = \frac{E_0}{E_i} \sqrt{N_x}$. Since $N_x = \frac{E_0 - E_i N_i}{E_x}$, one obtains $\sigma_i = \frac{E_0}{E_i} \sqrt{\frac{E_0}{E_x} - \frac{E_0}{E_i} N_i}$. Each ionization leads to a charge pair that contributes to the signal, therefore, $N_i = \frac{E_0}{\varepsilon_i}$ and

$$\sigma_i = \sqrt{\frac{E_0}{\varepsilon_i} \cdot \frac{E_{x}}{E_i} \left(\varepsilon_i \frac{E_{x}}{E_i} - 1\right)},$$

where $\varepsilon_i$ represents mean energy expended per e-h pair.

The statistical variation is usually quantified by the Fano factor $F$ (5), which is defined for any integer-valued random variable as the ratio of the variance ($\sigma_i^2$) of the variable to its mean ($N_i$), $F = \sigma_i^2 / N_i$. Thus, one obtains $\sigma_i = \sqrt{F N_i}$. Comparing this expression to Eq. (5), one finds

$$F = \sqrt{\frac{E_{x}}{E_i} \left(\varepsilon_i \frac{E_{x}}{E_i} - 1\right)}.$$  

In the case of the SuperCDMS-like detector, the average energy expended per e-h pair, $\varepsilon$, is critical to interpret the measured phonon energy and hence the measured recoil energy since $E_r = E_p - E_Q \frac{N}{N_0}$ is used to reconstruct recoil energy, where $E_p$ is the measured phonon energy, $E_Q$ the ionization energy, and $N_0$ the bias voltage. However, there are several processes that reduce phonons. Therefore, the measured phonon energy must be corrected for efficiencies, $E_p = \eta_{prl}(E_r - \frac{E_0}{E_i} E_g) + \eta_{rec}(f_Q \frac{E_0}{E_i} E_g) + \eta_{luk}(f_Q \frac{E_0}{E_i} E_{luk})$, where $\eta_{prl}$, $\eta_{rec}$, and $\eta_{luk}$ are the detection efficiencies for primary phonons, the phonons from recombination of e-h pairs, and Luke phonons, respectively, and $f_Q$ the fraction of the total charge observed. Because of such a complicated relation of the measured phonon energy with different efficiencies, $\varepsilon$ has to be determined independently. At 50 mini-Kelvin, the average primary phonon energy is about $4.14 \times 10^{-3}$ eV with a frequency of 1 THz [24] [37]. The Neganov-Luke phonons have an average energy of $1.242 \times 10^{-3}$ eV with a frequency of 0.3 THz [38]. The band gap energy at 50 mini-Kelvin is about 0.742 eV. Using Eq. (6) and the measured energy resolution related to statistical variation, $(0.0215)^2 E(\text{keV})$ [24], one obtains a Fano factor, $F = 0.14$ and $\varepsilon_{ER} = 3.32$ eV at 50 mini-Kelvin for electronic recoils.

The average energy expended per e-h pair for nuclear recoils can be expressed as $\varepsilon_{NR} = \frac{\varepsilon_{ER}}{X}$, where $\varepsilon$ is ionization efficiency, which can be calculated using Lindhard’s theory [7] or Barker-Mei’s model [9] [11]. Together with Eq. (4), the Fano factor for nuclear recoils can be obtained as shown in Figure 2. Note that the ionization yield for electronic recoils is normalized to be a unit. If one uses $\varepsilon_{ER} = 8.9$ eV instead of 3 eV [31] in a SuperCDMS-like detector, the threshold of nuclear recoil energy is determined to be ~2.15 keV [24] with 50 mini-Kelvin at 69 volts. As can be seen in Figure 2, the Fano factor for low energy electronic recoils is a sub-Poisson distribution, while the Fano factor for nuclear recoils is a convolution of both sub-Poisson (Fano factor < 1) and super-Poisson (Fano factor > 1) distribution depending on nuclear recoil energy. Consequently, the width of nuclear recoils and the width of electronic recoils using the ratio of ionization yield to the total phonon energy are governed by the intrinsic statistical variation of these two classes of events as shown in Figure 3. In the generation of Figure 3, the electronic recoils were randomly chosen between 0.1 keV to 100 keV, while the nuclear recoils were simulated with $^{252}$Cf neutron energy spectrum expressed as $N(E_n) = \sqrt{E_n} e^{-E_n / 1.565}$ [42]. It is demonstrated in Figure 3 that there is no discrimination between electronic recoils and nuclear recoils when the phonon energy (recoil energy) is below 2 keV. The energy resolution, $\sigma(E)$, induced by this statistical variation for the 2 keV nuclear recoil is about 0.3 keV. Note that the $\sigma(E)$ for the 0.5 keV and 2 keV electronic recoil is about 0.037 and 0.085 keV, respectively. Therefore, the uncertainty on the threshold energy of nuclear recoils must be evaluated separately from electronic recoils.

For a given dual-phase xenon detector, the Fano factor for optical photons is $F_N = \sigma_N^2 / N$. This value was...
FIG. 3: The predicted electronic recoil band and nuclear recoil band for a germanium detector at 50 mini-Kelvin. The red line stands for 2 keV phonon energy.

FIG. 4: The calculated Fano factors for electronic recoils and nuclear recoils in liquid xenon detector at 165 Kelvin.

FIG. 5: The predicted electronic recoil band and nuclear recoil band for a dual-phase liquid xenon detector at 165 Kelvin without considering the saturation effect in S2. The red line represents 5 photoelectrons, which corresponds to 3.5 keV nuclear recoil energy.
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