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Abstract

This paper addresses the problem of cross-view image based localization, where the geographic location of a ground-level street-view query image is estimated by matching it against a large scale aerial map (e.g. a high-resolution satellite image). State-of-the-art deep-learning based methods tackle this problem as deep metric learning which aims to learn global feature representations of the scene seen by the two different views. Despite promising results are obtained by such deep metric learning methods, they, however, fail to exploit a crucial cue relevant for localization, namely, the spatial layout of local features. Moreover, little attention is paid to the obvious domain gap (between aerial view and ground view) in the context of cross-view localization. This paper proposes a novel Cross-View Feature Transport (CVFT) technique to explicitly establish cross-view domain transfer that facilitates feature alignment between ground and aerial images. Specifically, we implement the CVFT as a network layer, which transports features from one domain to the other, leading to more meaningful feature similarity comparison. Our model is differentiable and can be learned end-to-end. Experiments on large-scale datasets have demonstrated that our method has remarkably boosted the state-of-the-art cross-view localization performance, e.g., on the CVUSA dataset, with significant improvements for top-1 recall from 40.79\% to 61.43\%, and for top-10 from 76.36\% to 90.49\%, compared with the previous state of the art [14]. We expect the key insight of the paper (i.e. explicitly handling domain difference via domain transport) will prove to be useful for other similar problems in computer vision as well.

1. Introduction

This paper studies the problem of ground-to-aerial cross-view image-based localization. The task is: given a ground-level image of street scene (e.g. a Google street view image), we want to estimate where this image was taken, in terms of estimating its geo-location relative to a large (and geo-tagged) satellite map covering the region of interest (e.g. an entire city). Such a cross-view localization problem is not only practically relevant, thanks to the wide-accessibility of high-resolution satellite imagery, but also scientifically important and challenging. The challenges mainly come from the significant differences in their dif-
ferent viewpoints (one is from overhead, and the other at ground level) and vast variations in visual appearance.

Traditional methods for solving this problem are often based on image retrieval technique, namely, searching through the entire satellite map to find a particular local region (on the map) that is most similar to the given ground-level query image. Benefited from recent advance of deep learning, most state-of-the-art cross-view localization methods [7, 14, 29] treat this task as a deep metric learning problem. Specifically, they employ two-branch structured CNNs to extract deep features, which are then used to compare cross-view image pairs.

Despite many of the existing methods obtained decent results, their performance is limited by a few key oversights: (1) Their learned deep feature embeddings are often a global holistic scene representation, obtained via a global feature aggregation layer (e.g. global pooling or VLAD-type [9]), in which process very useful spatial feature layout information is lost. Such spatial layout information, however, is very useful for localization and is an important visual cue even for human self-localization. For example, when one is disoriented in a foreign city without any localization device except for a map, knowing certain types of features (i.e., buildings, roads and trees) are visible from certain viewing directions is a very informative piece of information allowing them to re-oriented. Most state-of-the-art cross-view localization methods failed to exploit such information. (2) Although a multi-layer network is theoretically able to achieve such a forceful embedding, neglecting the image domain differences would lead to inferior results. For instance, the topology of ground images is cylindrical (for a 360 panorama) while the topology of satellite images is disk. How to fully exploit this domain information for learning a better feature embedding remains unknown.

In this paper, we propose an effective mechanism to explicitly take into account both issues: (1) preserving local feature spatial layout information, and (2) implement a mechanism to account for feature domain differences. We first employ a two-branch Siamese-like CNN architecture to extract features from ground and aerial images separately. As seen in Figure 1, there is a spatial domain correspondence between ground panorama and aerial images. In order to exploit the spatial information of local features, we propose a Cross-View Feature Transport (CVFT) model to explicitly transform feature maps from one domain (ground) to the other one (aerial).

Specifically, we re-arrange feature maps extracted from one branch by a transport matrix. Then the transformed features from one domain will lie much closer to the corresponding features in the other domain in terms of positions, and facilitate similarity comparisons. Moreover, since the spatial layout information is also embedded into the features, our features are more discriminative.

Our transport matrix is estimated by a Sinkhorn layer, where differentiable Sinkhorn iterations are applied to optimize a doubly stochastic matrix. Since all the layers in our network can be differentiable, our CVFT model can be trained in an end-to-end fashion. Extensive experimental results demonstrate that our CVFT improves cross-view geo-localization performance by a large margin on standard benchmarks.

The contributions of this work are as follows:
- A Cross-View Feature Transport (CVFT) model for domain spatial transfer. Our CVFT model explicitly establishes feature transformations between two different domains, facilitating cross-domain feature similarity matching.
- A new state-of-the-art cross-view image based geo-localization method, which outperforms all previous best performing deep networks developed for this task.

2. Related works

Estimating the geographical location of a query ground image can be regarded as a image matching or retrieval task. Since the performance of existing methods highly rely on the image features, we classify them into two categories: hand-crafted feature based and deep feature based approaches.

Hand-crafted feature based approaches: In the past decades, traditional hand-crafted features are widely used for the image matching and retrieval tasks [2, 13, 18, 15]. However, it is very difficult to directly match local features between ground-view and aerial-view images since hand-crafted features cannot handle large viewpoint changes well. Thus, several methods [2, 13, 18] transform ground images to the bird-view images and then match the warped images to the aerial ones. Sivic and Zisserman [23, 24] aggregated a set of local features into a histogram of visual words, known as Bag of words, to obtain a global descriptor. They showed that the aggregated descriptors were partially viewpoint and occlusion invariant, and outperformed local feature matching. Later, Nister and Stewenius [19] involved more visual words by applying a tree structure vocabulary. Jegou et al. [9] aggregated the residuals of the local features to cluster centroids to represent an image, dubbed VLAD descriptors. However, due to the large geometric and appearance variations between the ground and aerial images, hand-crafted feature matching becomes the bottleneck of the performance of cross-view geo-localization.

Deep feature based approaches: Deep neural networks have proven their powerful ability on image representation [20]. The seminal work [26] attempted to introduce deep features to the cross-view matching task. Workman and Jacobs [26] fine-tuned AlexNet [12] on Imagenet [20] and Places [30]. Then, the deep network was employed to
extract features for cross-view matching/localization. The work \cite{26} also demonstrates the superior discriminativeness of deep features in comparison to hand-crafted features. Workman et al. \cite{27} further indicated that fine-tuning CNNs by minimizing the distance between aerial and ground-view images leads to better localization performance. Vo and Hays \cite{25} proposed a set of CNN architectures (Classification, Hybrid, Siamese and Triplet CNN) for matching cross-view images. They achieved significant improvement on the retrieval accuracy by using a triplet CNN. Inspired by the success of NetVLAD in the place recognition task \cite{1}, Hu et al. \cite{7} embed a NetVLAD layer on top of a VGG network to extract descriptors that are invariant against large viewpoint changes. However, their method lost spatial information of deep features. Liu et al. \cite{14} found that orientations plays an important role in order to achieve more discriminative features. They incorporated per-pixel orientation information into a CNN to learn orientation-selective features for cross-view localization.

3. Motivation: Cross-View Feature Transport

Existing deep learning based Cross-View Localization methods often adopt a forced feature embedding procedure that brings matchable ground-to-aerial image pairs closer in the feature embedding space while far apart for those non-matchable ones. In their implementations, a Global Aggregation operation (such as ‘global pooling’ or VLAD-type feature aggregation \cite{1}) is often adopted.

However, these global aggregation steps often discard (or destroy) the spatial layout information of local deep features (in other words, the relative positions between those local features in the image plane). This spatial layout information is however very useful and plays a pivotal role in aiding human’s geo-localization (e.g. re-orientation or way-finding). For example, human usually memorize the relative spatial position of a certain object or building in a scene for the localization and navigation purpose.

To exploit such cues, we propose a novel feature transport block (in the form of differentiable neural layers) in this work, which is able to transport (transform or map) features from one domain (e.g. ground) to another (e.g. aerial). Fig. 2 shows a comparison between the traditional method using global feature aggregation, and our new method with a Feature Transport module.

Due to the obvious domain differences between a ground-view image and a satellite image (namely, the former is a panoramic image seen from the ground-level, while the latter depicts an overhead (bird-eye’s) view of a geographic region), simply computing the distance between two deep-features from different domains may neglect the important domain correspondences, thus yielding very biased estimation.

In this paper, we take a direct (and explicit) approach to tackle this issue to account for the domain gap, such as drastic appearance changes as well as geometric distortions. Inspired by the idea of Optimal transport (OT), we aim to resort a transport matrix (parameterized as a permutation matrix \( P \)) to achieve this goal. To make the objective function can be optimized by a deep neural network, we relax all permutations as doubly Stochastic matrices, and implement the doubly-stochastic normalization procedure (known as Sinkhorn iteration) as a differentiable layer.

As long as an optimal transport map is learned, we can use it to transport a ground-view feature map to its corresponding location on the feature map of the aerial image, such that their feature domains can be spatially aligned. In the next section, we will give more technical details of the process.

3.1. Optimal Feature Transport

Optimal Transport (OT) theory was originally developed for finding the optimal transportation plan \( P^* \) that can best align two probability distributions \( \mu_x \) and \( \mu_y \). This is done by minimizing the following transport distance: \( \langle P, C \rangle_F \), where \( \langle \cdot, \cdot \rangle_F \) is the Frobenius norm between two matrices. \( C \in R^{n_x \times n_y} \) is a cost matrix measuring cost for transport-
ing from source samples and the target samples, and $\mathcal{P}$ is a set of transport plans and $\mathbf{P} \in \mathbb{R}^{n_s \times n_t}$, $n_s$ is the number of source samples $x^s$ and $n_t$ is the number of target samples $x^t$.

Since solving OT is non-differentiable, training a deep neural network using OT raises formidable computational challenges. Thus, we employ an entropy-regularized optimal transport formulation [3, 6] in our framework. Specifically, given an aerial image $\mathbf{A}$, a ground image $\mathbf{G}$, the optimal transport matrix $\mathbf{P}^*$ between $\mathbf{A}$ and $\mathbf{G}$ can be defined as:

$$
\mathbf{P}^* = \arg \min_{\mathbf{P} \in \mathcal{P}} \langle \mathbf{P}, \mathbf{C} \rangle_F - \lambda h(\mathbf{P}),
$$

where $h(\mathbf{P})$ is an entropy regularization term of $\mathbf{P}$ and $\lambda$ is a trade-off weight. The entropy regularization term forces the solution of Equation (1) to be smoother as $\lambda$ increases, and sparser as $\lambda$ decreases. $\mathbf{P}^*$ is a doubly stochastic matrix.

After obtaining $\mathbf{P}^*$, we can transport the feature maps between the ground-view and aerial-view images as follows:

$$
\mathbf{f}_i^g(a) = n_a \mathbf{P}^{*} \mathbf{f}_i^g(\mathbf{g}), \quad \mathbf{f}_i^a(g) = n_g \mathbf{P}^{*T} \mathbf{f}_i^a(\mathbf{a}), \quad i = 1, \ldots, c,
$$

where $\mathbf{f}_i^g(\mathbf{g}) \in \mathbb{R}^{h \times w}$ and $\mathbf{f}_i^a(\mathbf{a}) \in \mathbb{R}^{h \times w}$ represent the $i$-th channel CNN-extracted feature maps of the ground and aerial images, respectively; $n_a$ and $n_g$ represent the feature numbers of aerial and ground images in each channel, respectively. Here, the feature maps of ground and aerial images are extracted by deep neural networks, and $h, w$ and $c$ indicate the height, width and channel number of feature maps. Note that, in practice we only transport the ground-view feature domain to the aerial feature domain for sake of efficiency.

4. The Proposed Cross-View Geo-localization Networks

4.1. Network Architecture

Figure 3 illustrates the overview of our proposed CVFT framework. We first employ a two-branch Siamese-like architecture to learn feature maps for the ground and aerial images separately. In order to align the ground-view features to aerial-view features, we then exploit the idea of optimal transport to formulate the feature alignment. To be specific, we design a cost generation sub-network to generate a cost matrix for a ground image and a Sinkhorn layer is to optimize a feature transport matrix. Then, the feature transport matrix is applied to the ground-view feature maps. In this way, we re-arrange the spatial layouts of the ground-view feature maps and thus align them to their corresponding aerial ones. Finally, an objective function is employed to optimize our neural network in an end-to-end fashion.

4.2. Feature Extraction

Due to the powerful feature representation ability of deep convolutional neural networks, we employ a CNN, such as VGG [22], as our backbone network to extract features from input images. Since our backbone CNN, VGG network, outputs the feature maps with a high dimension, we apply another convolutional layer to reduce the feature dimension along the channel dimension rather than the spatial dimension. In this manner, we can preserve the spatial layout information of the extracted features.

4.3. Cost Matrix Generation

Ideally, we should use both the ground and aerial images to compute the cost matrix $\mathbf{C}$. However, it is very computationally expensive to calculate the cost matrix for each gallery image in large-scale retrieval problems. To speed up the efficiency of calculating $\mathbf{C}$, we only use one image from one domain to learn how to transform to the other domain. The other domain information is learned from the final objective function and the cost-matrix generation network is updated through backpropagation. As seen in Figure 3, we employ a regression layer to generate a cost matrix $\mathbf{C}$.

4.4. Sinkhorn Layer

Note that our cost matrix generation sub-network can easily generate a cost matrix with all positive elements, but it cannot directly generate a permutation matrix for the feature alignment because the generated matrix needs to be a doubly stochastic matrix [17, 21]. Therefore, we incorporate another layer, named Sinkhorn layer, to estimate a permutation matrix (i.e., our feature transport matrix) from our generated cost matrix. The Sinkhorn layer implements the Sinkhorn algorithm [11, 4] to solve the entropy regularized optimal transport problem. Since Equation 1 is a strongly convex problem and the Sinkhorn iterations are differentiable, it can be solved efficiently by the Sinkhorn layer.

Specifically, given the cost matrix $\mathbf{C}$, the Sinkhorn algorithm first applies a exponential kernel on $\mathbf{C}$, yielding $\mathbf{C}' = \exp(-\lambda \mathbf{C})$. Second, the Sinkhorn algorithm normalizes rows and columns iteratively in order to convert $\mathbf{C}'$ to a doubly stochastic matrix. Denote row $\mathcal{N}^r(\cdot)$ and column $\mathcal{N}^c(\cdot)$ normalization as follows:

$$
\mathcal{N}^r_{i,j}(\mathbf{C}) = \frac{c_{i,j}}{\sum_{k=1}^{N} c_{i,k}}, \quad \mathcal{N}^c_{i,j}(\mathbf{C}) = \frac{c_{i,j}}{\sum_{k=1}^{N} c_{k,j}},
$$

where $c_{i,j}$ represents an element in $\mathbf{C}$. For the $m$-th iteration, the output of Sinkhorn operation $\mathcal{S}(\cdot)$ can be represented in a recursively manner:

$$
\mathbf{P}^* = \mathcal{S}(\mathbf{C}) = \begin{cases} \mathbf{C} & m = 0, \\ \mathcal{N}^c(\mathcal{N}^r(\mathbf{C}^m)) & \text{otherwise.} \end{cases}
$$

When iterations converge, we thus obtain our feature transport permutation matrix.
Figure 3: The framework of our method. A series of convolutional layers are applied to function as feature extractors, and then the extracted features are fed into a feature transport module to construct the correspondence between ground and aerial domains.

Note that, there are only linear operations in the Sinkhorn iterations, and thus the Sinkhorn layer is differentiable. We calculate the gradient with respect to the input by unrolling the sequence of the row and column normalization operations:

\[
\frac{\partial S}{\partial c_{s,t}} = \sum_{j=1}^{N} \frac{\partial S}{\partial p_{s,j}} \left[ \frac{[j = t]_I}{\sum_{k=1}^{N} c_{s,k}} - \frac{c_{s,j}}{(\sum_{k=1}^{N} c_{s,k})^2} \right].
\]

(5)

where \( S \) denotes the output of the Sinkhorn layer, \([·]_I\) represents an indication function, and \(s, t\) and \(j\) represent the indices of the row and columns in \(C\).

4.5. Triplet Loss on transported features

After transporting our ground-view feature maps, the ground-view features will be aligned to the aerial-view features. Then, we apply a metric learning objective to learn feature embedding for both the aligned ground-view images as well as aerial-view images. The triplet loss is widely used as an objective function to train deep neural networks for image localization and matching tasks [7, 14, 25]. The goal of the triplet loss is to bring matching pairs closer while pushing non-matching pairs far apart. Therefore, we employ a weighted soft-margin triplet loss as our objective to train our neural network, expressed as:

\[
\text{Loss} = \log(1 + \exp(\gamma(d_{pos} - d_{neg}))),
\]

\[
d_{pos} = \sum_{i=1}^{c} \|P^*f_i(g) - f_i(a^+)\|_2^2,
\]

\[
d_{neg} = \sum_{i=1}^{c} \|P^*f_i(g) - f_i(a^-)\|_2^2.
\]

(6)

where \(f(g), f(a^+),\) and \(f(a^-)\) represent the extracted features of the ground image, its corresponding aerial image and an unmatching aerial image, respectively. \(d_{pos}\) and \(d_{neg}\) are the \(\ell_2\) distance of matching and unmatching image pairs. \(\gamma\) is a parameter to control the convergence speed and the gradient of the loss [7].

5. Experiments

Training and Testing Datasets We conduct our experiments on two standard benchmark datasets, namely CVUSA [29] and CV ACT [14], for evaluation and comparisons. These two datasets are both cross-view datasets, and each containing 35,532 ground-and-satellite image pairs for training. CVUSA provides 8,884 image pairs for testing and CV ACT provides the same number of pairs for validation (denoted as CV ACT_val). CV ACT [14] also provides 92,802 cross-view image pairs with accurate Geo-tags to evaluate Geo-localization performance (denoted as CV ACT_test). Figure 4 illustrates some sample pairs from these two datasets.

Implementation Details We employ VGG16 with pre-trained weights on ImageNet [5] as our backbone network to extract image features. The convolutional feature maps of the conv5_3 layer in VGG16 are extracted as our image deep features. Similar to the work [7, 14], we set \(\gamma\) to 10 for the weighted soft-margin triplet loss. Our network is trained using Adam optimizer [10] with a learning rate of \(10^{-5}\) and batch size of \(B_s = 12\). We exploit an exhaustive mini-batch strategy [25] to construct the maximum number of triplets within each batch. For instance, for each ground-view image, there is 1 positive satellite image and \(B_s - 1\) negative satellite images, and we can construct \(B_s(B_s - 1)\) triplets in total. Similarly, for each satellite image, there is 1 positive ground-view image and \(B_s - 1\) negative ground-view images, and thus \(B_s(B_s - 1)\) triplets can also be estab-
Evaluation Metrics: We apply the same evaluation metric as [7, 14, 25], known as Recall@K, to examine the performance of our method as well as compare with state-of-the-art cross-view localization methods. Recall@K measures the performance that how many satellite images in the database need to be retrieved to find the true matching image. More detailed explanations of Recall@K metric can be found in [7, 25].

5.1. Effects of Cross-view Feature Transport

In this part, we conduct an ablation study to demonstrate the effectiveness of our proposed Cross-View Feature Transport (CVFT) module and how much our CVFT contributes to improving the geo-localization performance.

Baseline Networks: To illustrate the effectiveness of our proposed CVFT module, we simply remove it in our framework while keeping all the other parts as our first baseline network, named Our network wo/ CVFT. Then we retrain this baseline network. In this case, we still preserve the relative spatial information of local features but do not explicitly construct the cross-view correspondences in learning the network. The performance of our first baseline network is shown in Table 1. The recalls for the top-1 candidate on CVUSA and CVACT_val datasets are 41.68% and 45.28%, respectively. In comparisons to our proposed network, we conclude that it is difficult for our first baseline network to establish such spatial correspondences or transformation, thus leading to inferior localization performance.

Furthermore, in order to demonstrate the importance of the feature spatial layout information, we employ another baseline network, called VGG global pooling. For this baseline network, we apply global max pooling to the feature maps extracted by the layer conv5_3 in VGG16 as our image representation. Then we retrain this baseline network. As seen in Table 1, the recall performance for our second baseline network is the worst. This phenomenon indicates that the feature spatial layout information plays a critical role in the cross-view geo-localization task.

Our Network with CVFT: Since our proposed network not only explores the spatial layout information but also explicitly establishes the domain correspondences via our CVFT, our network achieves the best performance as indicated by Table 1. Figure 5 shows the complete performance in terms of recalls. As visible in Figure 5, the recall performance of our network is consistently better than our baselines, and our network outperforms the baseline networks by a large margin on both CVUSA and CVACT_val datasets. For example, we obtain over 15% improvements at recall@1 on both datasets with the help of our CVFT module.

5.2. Visualization of Cross-View Feature Alignment

The core insight of our method is that our CVFT is able to align the feature maps from a cross-view image pair. To verify this intuition, we show two examples of cross-view feature map alignments in Figure 7. As visible in Figure 7, we demonstrate two features from the ground-view images (the first column) as well as two features from the aerial-view images (the second column). After applying our estimated feature transport plan $P^*$ to the ground-view features, we obtain transported ground features. Compared with the features directly extracted from the aerial images, our transported ground features are well aligned to them. This experiment not only shows the effectiveness of our CVFT but also demonstrates that our network can explicitly establish the relationship between the ground and aerial images.
domains, thus facilitating our cross-view matching. Note that our permutation matrix \( P \) is different from spatial transformer networks (STN) [8], since cross-view feature transformation cannot be modeled by geometric transformation of few parameters.

### 5.3. Comparisons with the State-of-the-Art

**Retrieval on Cross-View Geo-localization** We compare our method with the state-of-the-art cross-view localization methods, including Workman et al. [27], Vo et al. [25], Zhai et al. [29], CVM-net [7] and Liu et al. [14]. Following the previous works, we also report the recall at top 1% performance in Table 2. Since the recall@1% performance is also affected by the scale of the database, we thus report more challenging and practical evaluation results on recalls at top-1,5,10 in Table 3, and Figure 6 presents the complete Recall@K performance.

As indicated by Table 2, our method outperforms the state-of-the-art methods significantly. However, as the size of the database increases, the number of gallery images increases. Thus, using the retrieved results at recall at top 1% may be impractical. For instance, there would be more than 80 images in the retrieved results in CVUSA. Therefore, using recalls at top-1, 5, 10 would be more reasonable since the results can be easily analyzed by humans. Table 3 illustrates the performance of state-of-the-art methods on recalls at top-1, 5, 10. Compared to the state-of-the-art, our method outperforms the second best method [14] by a large margin. In particular, our network improves 20.64% and 14.09% on the recalls at top-1 for CVUSA and CVACT_val datasets, respectively. Table 3 also indicates our method is more practical for real-world cases.

**Accurate Geo-localization** We also conduct evaluation on the large-scale CVACT_test dataset [14] to show the effectiveness of our method for accurate city-scale Geo-localization applications. In addition, we also compare with the state-of-the-art methods, CVM-net [7] and Liu et al. [14], on this task.

In this experiment, we follow the evaluation protocol used in [1]. To be specific, a query image is deemed correctly geo-localized if at least one of the top \( K \) retrieved database satellite images is within the distance \( d = 25m \) from the ground-truth position of the query image. The percentage of correctly localized queries (recall) is then plotted for different values of \( K \), marked as recall@\( K \). The recall@\( K \) performance is shown in Figure 8. As expected, our method still significantly outperforms the second-best method [14], with an improvement of 28.87% at top-1. We also show some localization examples in Figure 9 and 10, thus demonstrating the superiority of our method for localizing cross-view images in different scenarios.

![Figure 6: This figure shows that with our cross-view feature transport module, we outperform all state-of-the-art methods by a large-margin on CVUSA (Left) and CVACT_val (Right) datasets.](image)

### 6. Conclusion

We have proposed a new cross-view image based geo-localization deep network in this paper. Our major contribution as well as the central innovation is the introducing of a novel cross-view feature transport layer (CVFT) which effectively bridges the gap between two different feature domains by transforming features from one domain to the other. In contrast to conventional approaches using deep metric learning to match corresponding feature pairs, our method provides a superior and more sensible solution. We believe the key idea of this paper (explicitly handling domain differences) is also valuable for solving many other problems in computer vision and machine learning. For the task of large-scale cross-view localization, our method has significantly improved performance in terms of top-K re-

| Method              | Dataset  | CVUSA   | CVACT_val |
|---------------------|----------|---------|-----------|
|                     | r@1      | r@5     | r@10      | r@top 1% | r@1      | r@5     | r@10      | r@top 1% |
| VGG global pooling  | 31.53    | 59.85   | 70.91     | 95.09    | 28.98    | 57.04   | 67.96     | 91.72    |
| Our network wo/CVFT | 41.68    | 70.71   | 80.71     | 97.70    | 45.28    | 71.74   | 80.14     | 95.28    |
| Our network         | **61.43**| **84.69**| **90.49** | **99.02**| **61.05**| **81.33**| **86.52** | **95.93**|

Table 1: Recall performance on CVUSA [29] and CVACT_val dataset [14].

| Method   | Dataset | r@top 1% |
|----------|---------|----------|
| Workman  | 34.30   | 43.20    |
| Zhai     | 63.70   | 93.62    |
| Vo       | 96.12   | 96.12    |
| CVM-net  |         |          |
| Liu      |         |          |
| Ours     | **99.02**|          |

Table 2: Comparison of recall @top 1% by state-of-the-art methods on CVUSA dataset [29].

As indicated by Table 2, our method outperforms the state-of-the-art methods significantly. However, as the size of the database increases, the number of gallery images increases. Thus, using the retrieved results at recall at top 1% may be impractical. For instance, there would be more than 80 images in the retrieved results in CVUSA. Therefore, using recalls at top-1, 5, 10 would be more reasonable since the results can be easily analyzed by humans. Table 3 illustrates the performance of state-of-the-art methods on recalls at top-1, 5, 10. Compared to the state-of-the-art, our method outperforms the second best method [14] by a large margin. In particular, our network improves 20.64% and 14.09% on the recalls at top-1 for CVUSA and CVACT_val datasets, respectively. Table 3 also indicates our method is more practical for real-world cases.

**Accurate Geo-localization** We also conduct evaluation on the large-scale CVACT_test dataset [14] to show the effectiveness of our method for accurate city-scale Geo-localization applications. In addition, we also compare with the state-of-the-art methods, CVM-net [7] and Liu et al. [14], on this task.

In this experiment, we follow the evaluation protocol used in [1]. To be specific, a query image is deemed correctly geo-localized if at least one of the top \( K \) retrieved database satellite images is within the distance \( d = 25m \) from the ground-truth position of the query image. The percentage of correctly localized queries (recall) is then plotted for different values of \( K \), marked as recall@\( K \). The recall@\( K \) performance is shown in Figure 8. As expected, our method still significantly outperforms the second-best method [14], with an improvement of 28.87% at top-1. We also show some localization examples in Figure 9 and 10, thus demonstrating the superiority of our method for localizing cross-view images in different scenarios.

![Figure 6: This figure shows that with our cross-view feature transport module, we outperform all state-of-the-art methods by a large-margin on CVUSA (Left) and CVACT_val (Right) datasets.](image)

### 6. Conclusion

We have proposed a new cross-view image based geo-localization deep network in this paper. Our major contribution as well as the central innovation is the introducing of a novel cross-view feature transport layer (CVFT) which effectively bridges the gap between two different feature domains by transforming features from one domain to the other. In contrast to conventional approaches using deep metric learning to match corresponding feature pairs, our method provides a superior and more sensible solution. We believe the key idea of this paper (explicitly handling domain differences) is also valuable for solving many other problems in computer vision and machine learning. For the task of large-scale cross-view localization, our method has significantly improved performance in terms of top-K re-
Table 3: Comparison of recall performance with CVM-net [7] and Liu et al [14] on CVUSA [29] and CVACT_val [14]

| Method       | Dataset | CVUSA     | CVACT_val |
|--------------|---------|-----------|-----------|
|              |         | r@1 | r@5 | r@10 | r@top 1% | r@1 | r@5 | r@10 | r@top 1% |
| Our network  |         | 61.43 | 84.69 | 90.49 | 99.02   | 61.05 | 81.33 | 86.52 | 95.93   |
| Liu etal [14]|         | 40.79 | 66.82 | 76.36 | 96.12   | 46.96 | 68.28 | 75.48 | 92.04   |
| CVM-net [7]  |         | 22.47 | 49.98 | 63.18 | 93.62   | 17.53 | 42.13 | 53.15 | 86.72   |

Figure 7: Our method successfully aligns cross-view feature maps by using CVFT feature transport. In each of the second rows: (Left column:) Input ground-view feature map; (Middle column) the corresponding satellite image feature map; (Right column) CVFT-transported ground feature map. Note the two feature maps are better aligned.

Figure 8: This graph shows that we achieve much higher localization performance (measured by recalls) than previous state-of-the-arts.

Figure 9: Sample localization results by our method on ACT_test dataset. From left to right: ground-view query image and the Top 1-5 retrieved satellite images. Green and red borders indicate correct and incorrect retrieved results, respectively. Note that our method can localize versatile query images (e.g., suburbs and traffic intersection). (Best viewed in color on screen)

Figure 10: Comparisons of different methods on ACT_test dataset. First row: top-5 recall results by our method; Second row: Liu et al. result [14]; Third row: CVM-net [7]. Green and red borders indicate correct and incorrect retrieved results, respectively. Note that our method remains robust for this challenging scenario with many repetitive features.

call rate, demonstrating the power of our feature transport framework. Our method currently assumes the input query image is a full 360-degree panorama with known orientation, but we argue this restriction can be relaxed under the same theoretical framework of CVFT, and this is left as a possible future extension.
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Appendices

A. Visualization of cross-view feature map alignment

Additional examples of cross-view feature maps before and after our cross-view feature transport (CVFT) module are presented in Figure 11. It demonstrates that the proposed CVFT is able to align the feature maps of the cross-view images effectively.

B. The impact of dimensionality reduction

The dimension of our feature embedding is 4096, which is as the same as that of CVM-net [7]. In Liu et al.’s work [14], the dimension is 1536. To illustrate the impact of feature embedding dimensions on cross-view localization performance, we resize the output feature map to different spatial sizes, thus leading to different feature embedding dimensions. The recall performance of the proposed CVFT in different feature embedding dimensions on CVUSA [29] and CVACT [14] datasets is given in Table 4. It shows that our recall performance decreases gradually with the decrease of feature embedding dimension, yet still outperforms state-of-the-art methods [7, 14].

C. Visualization of cross-view embeddings

The goal of our method is to embed cross-view image features under a same space, where cross-view features of the same scene lie close to each other. To verify it, we adopt t-SNE [16] to visualize the cross-view embeddings of CVACT [14] dataset by our method. The results as seen in Figure 12 illustrate that the matched cross-view image pairs are embedded into nearby positions in the embedding space despite significant view point changes.

| Dimensionality | Dataset | CVUSA | CVACT_val |
|----------------|---------|-------|-----------|
|                | r@1     | r@5   | r@10      | r@top 1%  | r@1     | r@5   | r@10   | r@top 1%  |
| 4096           | 61.43   | 84.69 | 90.49     | 99.02     | 61.05   | 81.34 | 86.52   | 95.93     |
| 2048           | 56.43   | 80.77 | 88.07     | 98.81     | 57.86   | 79.69 | 85.25   | 95.49     |
| 1536           | 52.22   | 77.30 | 85.31     | 98.33     | 53.94   | 77.40 | 83.27   | 95.09     |
| 512            | 43.05   | 69.42 | 78.66     | 96.89     | 44.69   | 70.19 | 77.81   | 93.56     |
| 4096 (CVM-net [7]) | 22.47   | 49.98 | 63.18     | 93.62     | 17.53   | 42.13 | 53.15   | 86.72     |
| 1536 (Liu etal [14]) | 40.79   | 66.82 | 76.36     | 96.12     | 46.96   | 68.28 | 75.48   | 92.04     |

Table 4: Recall performance of our CVFT under different feature embedding dimensions
Figure 11: Additional examples for demonstrating the effectiveness of the proposed CVFT on aligning cross-view feature maps. In each of the second rows, (Left column:) Input ground-view feature map; (Middle column) the corresponding satellite image feature map; (Right column) CVFT-transported ground-view feature map. Note the CVFT-transported ground-view feature map and original satellite image feature map are well-aligned.
Figure 12: Visualization of cross-view feature embeddings using t-SNE [16] on CVACT [14] dataset. The red number on the left-top corner of each image is the ID of a cross-view image pair. (Best viewed on screen with zoom-in)