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ABSTRACT

It is an open challenge to estimate systematically the physical parameters of neutron star interiors from pulsar timing data while separating spin wandering intrinsic to the pulsar (achromatic timing noise) from measurement noise and chromatic timing noise (due to propagation effects). In this paper we formulate the classic two-component, crust-superfluid model of neutron star interiors as a noise-driven, linear dynamical system and use a state-space-based expectation-maximization method to estimate the system parameters using gravitational-wave and electromagnetic timing data. Monte Carlo simulations show that we can accurately estimate all six parameters of the two-component model provided that electromagnetic measurements of the crust angular velocity, and gravitational-wave measurements of the core angular velocity, are both available. When only electromagnetic data are available we can recover the overall relaxation time-scale, the ensemble-averaged spin-down rate, and the strength of the white-noise torque on the crust. However, the estimates of the secular torques on the two components and white noise torque on the superfluid are biased significantly.

Key words: stars: neutron – pulsars: general – methods: data analysis

1 INTRODUCTION

Rapidly rotating neutron stars that simultaneously emit detectable electromagnetic and gravitational radiation are promising targets for multimessenger experiments on the physics of bulk nuclear matter. On the electromagnetic front, high-precision pulsar timing at radio, X-ray, and other wavelengths is a mature endeavor which yields a wealth of information about neutron star interiors (Lyne & Graham-Smith 2012). On the gravitational front, long-baseline interferometers such as the Laser Interferometer Gravitational Wave Observatory (LIGO) (Aasi et al. 2015), Virgo (Abernathy et al. 2015), and Kamioka Gravitational Wave Detector (Aso et al. 2015) seek to measure persistent, quasimonochromatic, continuous-wave signals from neutron stars with long-duration, matched-filter searches (Riles 2013). A special focus of multimessenger studies is the equation of state of condensed nuclear matter (Lattimer & Prakash 2016) and its associated thermodynamic phases (Alford 2001) and dynamics (Graber et al. 2017). Multimessenger constraints on the equation of state have been inferred from the joint detection of the compact binary coalescence GW170817 and gamma-ray burst GRB 170817A by estimating the masses, radii, and tidal deformabilities of the merging neutron stars within a Bayesian framework (Abbott et al. 2017a, b, 2018; Coughlin et al. 2019). Additional constraints come from recent mass and radius measurements of rotation-powered millisecond pulsars by the Neutron Star Interior Composition Explor师 (Gendreau et al. 2016), inferred by modeling thermal X-ray pulse profiles and emission hot spots (Riley et al. 2019; Raaijmakers et al. 2019; Miller et al. 2019; Bogdanov et al. 2019).

Dense matter inside a neutron star is thought to consist of two principal components: (i) superfluid neutrons; and (ii) superconducting protons, which are locked magnetically to electrons and the rigid crust (Baym et al. 1969b; Mendell 1991a). The two components are coupled by vortex-mediated mutual friction (Baym et al. 1969b; Mendell 1991b) and entrainment (Andreev & Bashkin 1976; Andersson & Comer 2006). Evidence for the two-component model comes from theoretical nuclear physics (Yakovlev et al. 1999; Chamel 2017; Lattimer & Prakash 2016) and references therein and from the time-scale and quasiexponential form of rotational glitch recoveries (Alpar et al. 1984a); van Eysden & Melatos (2010); Haskell & Melatos (2015) and references therein. Historically the parameters of the two-component model have been estimated observationally in two independent ways: (i) by fitting timing models to individual glitch recoveries (Alpar et al. 1986; Sidery et al. 2010; van Eysden & Melatos 2010; Espinoza et al. 2011; Chamel 2013; Howitt et al. 2016; Graber et al. 2018; Ashton et al. 2019); and (ii) by studying long-term spin down, as affected by the relative inertia of the superfluid and crust, for example (Es-
Parameter estimation with the two-component model is often confounded by spin wandering, which is covariant with glitch recoveries and other slow spin-down perturbations on time-scales of months or longer. In this paper, we define ‘spin wandering’ to mean achromatic fluctuations in pulse times-of-arrival (TOAs) that are intrinsic to the pulsar — specifically the rotation of its crust and magnetosphere — in contradistinction to chromatic TOA fluctuations caused by propagation through the magnetosphere and interstellar medium (Keith et al. 2013; Cordes 2013; Archibald et al. 2014; Levin et al. 2016; Lentati et al. 2016; Lam et al. 2017; Dolch et al. 2020; Goncharov et al. 2020). Spin wandering is thought to be partly responsible for timing noise, a stochastic red noise process seen in the power spectral density of pulsar timing residuals, after the best-fitting ephemeris has been subtracted (Groth 1975; Cordes 1980; Arzoumanian et al. 1994; Shannon & Cordes 2010; Price et al. 2012; Namikham et al. 2019; Goncharov et al. 2019; Parthasarathy et al. 2019; Lower et al. 2020; Parthasarathy et al. 2020). When one estimates internal neutron star parameters observationally, spin wandering is treated normally as a "nuisance" — that is, a random feature which survives after a deterministic timing model is fitted, and effectively limits the accuracy with which the underlying stellar parameters are measured.

In this paper we reverse the paradigm by taking direct advantage of spin wandering to estimate the parameters of the two-component neutron star model. Stochastic fluctuations in the observed rotation of the rigid crust excite the coupled dynamics of the two-component stellar interior just like any glitch, except that the stochastic excitation is ongoing, whereas a glitch is impulsive. Therefore spin wandering is a direct, driven outcome of the deterministic two-component dynamics. Much can be learned physically by tracking it, even though the statistics of the random driver are unknown a priori; for example it is possible to infer the two-component coupling time-scale (Price et al. 2012). One advantage is that the volume of useful data expands; one is not limited to the immediate aftermath of a glitch to extract information about the model. Another advantage is that the tracking method generalizes naturally to multimessenger situations, where both electromagnetic data (which reflect the behavior of the crust) and gravitational wave data (which reflect the core as well) exist. However, the method is still viable when only electromagnetic data are available. To achieve the tracking, we employ state space identification and an expectation-maximization algorithm, which are exhaustively tested in the signal processing literature and widely used in practical engineering applications (Dempster et al. 1977; Shumway & Stoffer 1982; Gibson & Ninness 2005; Durbin & Koopman 2012).

The paper is organized as follows. In Section 2 we introduce and motivate an idealized physical model of a rotating neutron star, which has secular and stochastic torques applied to both the crust and core, which are coupled linearly as in the classic two-component model (Baym et al. 1969b). In Section 3 we introduce a standard expectation-maximization algorithm to estimate the two-component model parameters from a uniform, discretely sampled time series of electromagnetic and/or gravitational wave data within a linear state space framework (Shumway & Stoffer 1982; Digalakis et al. 1993). In Section 4 we test the accuracy of the estimator under controlled conditions using Monte Carlo simulations to generate synthetic electromagnetic and gravitational wave data. The implications for future analyses with real, astronomical data are discussed briefly in Section 5.

## 2 TWO-COMPONENT MODEL

### 2.1 Equations of motion

The two-component model of a rotating neutron star was introduced by Baym et al. (1969b) to describe the post-glitch recovery of the Vela pulsar. It divides the star into two parts: (i) a superfluid, which is widely believed to be an inviscid neutron condensate located in the inner crust or outer core; and (ii) a rigid, crystalline crust, which locks magnetically to the charged fluid species (e.g. electrons and superconducting protons) in the inner crust and outer core (Mendell 1991a,b; Andersson & Comer 2006; Glampedakis et al. 2011). The components are assumed to rotate uniformly yet differentially, with angular velocities $\Omega_s$ and $\Omega_c \neq \Omega_s$, respectively. They obey the coupled equations of motion

\[
I_s \frac{d\Omega_s}{dt} = N_s + \xi_s(t) - \frac{I_s}{\tau_s} (\Omega_c - \Omega_s),
\]

\[
I_c \frac{d\Omega_c}{dt} = N_c + \xi_c(t) - \frac{I_c}{\tau_c} (\Omega_s - \Omega_c),
\]

where the subscripts ‘s’ and ‘c’ label the superfluid and crust respectively, $I_s$ and $I_c$ are effective moments of inertia, $N_s$ and $N_c$ are secular torques, $\xi_s$ and $\xi_c$ are stochastic torques, and $\tau_s$ and $\tau_c$ are coupling time-scales. The physical origin of the six torques on the right-hand sides of (1) and (2) are discussed further below in Sections 2.2 and 2.3.

We emphasize at the outset that the model expressed by (1) and (2) is highly idealized. For example, the assumption that the components individually rotate uniformly breaks down for $\Omega_c \neq \Omega_s$; Ekman pumping drives meridional flows in both components (Reisenegger 1993; Abney & Epstein 1996; Peralta et al. 2005; van Eysden & Melatos 2010; van Eysden & Melatos 2013) and even Kolmogorov-like turbulence (Greenstein 1970; Melatos & Peralta 2007). In the absence of uniform rotation, the quantities $I_s$, $\Omega_s$, $I_c$, and $\Omega_c$ represent body-averaged approximations to the realistic behavior (Sidery et al. 2010; Haskell et al. 2012); see also Antonelli & Pizzochero (2017) for an axially symmetric generalization. Moreover the superfluid is pinned to nuclear lattice sites (Link & Epstein 1991; Avogadro et al. 2008; Seveso et al. 2016) and quantized magnetic fluxoids (Bhattacharya & Srinivasan 1991; Ruderman et al. 1998; Sidery & Alpar 2009; Gugercinoglu & Alpar 2017; Drummond & Melatos 2017) in the inner crust, leading to non-linear stick-slip dynamics in $\Omega_s$ which do not emerge explicitly from (2). Some aspects of the stick-slip dynamics are captured phenomenologically by hydrodynamic models (Haskell et al. 2013; Khomenko & Haskell 2018), but others are not, e.g. the long-term statistics of vortex unpinning events (Warszawski & Melatos 2011, 2013; Fulgenzi et al. 2017) which drive the behavior of $\xi_s$. Finally equations (1) and (2) omit magnetohydrodynamic forces (Glampedakis et al. 2011), which are important dynamically with respect to the small lag $|\Omega_s - \Omega_c| \ll \Omega_s$, and behave subtly, when the geometry of the internal magnetic field is complicated (Easson 1979; Melatos 2012; Glampedakis & Lasky 2015; Drummond & Melatos 2018; Anzunii & Melatos 2020).

### 2.2 Deterministic torques

The physical interpretation and sign of the secular torques $N_s$ and $N_c$ depend on whether the neutron star is isolated or accreting. Consider first the crust. In all scenarios it corotates with the large-scale stellar magnetic field and spins down via magnetic dipole braking (Goldreich & Julian 1969). In addition it may possess a thermally or magnetically induced mass quadrupole moment, which exerts

\[
\Omega_c = \Omega_c(\Omega_s) + \Omega_c(\Omega_c),
\]

\[
N_c = N_c(\Omega_s) + N_c(\Omega_c),
\]

where $\Omega_c(\Omega_s)$ (resp. $\Omega_c(\Omega_c)$) is the angular velocity of the crust (resp. core) and $N_c(\Omega_s)$ (resp. $N_c(\Omega_c)$) are the corresponding secular torques.
a gravitational radiation reaction torque (Ushomirsky et al. 2000; Melatos & Payne 2005), whose magnitude depends on the crust’s composition and hence whether it is accreted or not (Haskell et al. 2006; Priymak et al. 2011). The above effects imply $N_c < 0$. However, if the star accretes while it is being observed, the crust experiences a hydromagnetic accretion torque as well, whose sign depends on the detailed geometry of the magnetosphere-accretion-disk interaction (Ghosh & Lamb 1979; Bildsten et al. 1997; Romanova et al. 2004). When the accretion torque is added, the net torque satisfies $N_c < 0$ or $N_c > 0$, depending on the effective averaging time-scale in the two-component model (Bildsten et al. 1997) and whether or not it brackets multiple cycles of quiescence and activity (Melatos & Mastrano 2016).

Next consider the neutron superfluid. It is decoupled electromagnetically from the crust so it does not experience the magnetic braking torque directly. However it may possess a time-varying mass or current quadrupole moment, which exerts a gravitational radiation reaction torque with $N_c < 0$, e.g. because the superfluid phase is inhomogeneous (Alpar et al. 1996; Sedrakian & Hairapetian 2002; Jones 2010; Ho et al. 2019) or turbulent (Melatos & Perala 2010; Melatos & Link 2014). If the superfluid is pinned strongly, its angular velocity evolves in a step-wise fashion, with $d\Omega_c/dt = 0$ instantaneously except at stick-slip events like vortex avalanches (Warszawski & Melatos 2011). However, if the averaging time-scale in the hydrodynamic two-component model is longer than the typical inter-avalanche waiting time, we have $d\Omega_c/dt < 0$ and $N_c < 0$ in (1) and (2), e.g. due to vortex creep (Alpar et al. 1984a,b; Sedrakian & Hairapetian 2002; Sidery & Alpar 2009; Gügercioğlu & Alpar 2014). Accretion does not modify $N_s$ to a good approximation.

The rightmost terms in (1) and (2) couple the crust and superfluid. They act to reduce the lag $[\Omega_c - \Omega_s]$ and form an action-reaction pair (Newton’s Third Law) in the special case $\Omega_s/\tau_b = \Omega_c/\tau_c$. Physically the coupling arises from vortex-mediated mutual friction (Baym et al. 1969a; Mendell 1991b) and entrainment (Andrew & Bashkin 1976; Andersson & Comer 2006). The restoring torque is linear in $[\Omega_c - \Omega_s]$ to a good approximation in the regime $|\Omega_c - \Omega_s| \ll |\Omega_d|$, but other functional forms are possible too, e.g. $\propto |\Omega_c - \Omega_s|^{1/3}$ if the superfluid is turbulent (Gorter & Mellink 1949; Peralta et al. 2005). The relaxation time-scales $\tau_s$ and $\tau_c$ typically run from days to weeks in theory (Mendell 1991b) and are consistent with observed glitch recovery time-scales (van Eysden & Melatos 2010) and the autocorrelation time-scale of spin wandering (Price et al. 2012).

In this paper, $N_s$ and $N_c$ are treated as constant for the sake of simplicity and also because joint multimessenger observations are typically short (~1 yr) compared to the secular spin-down or spin-up time-scale. In general one has $N_s \propto \Omega_s^{2/3}$ for magnetic dipole braking and $N_c, s \propto \Omega_c^{1/2}$ for gravitational radiation reaction among other effects. Solutions for the general case can be developed, if the data warrant (Gügercioğlu & Alpar 2017).

### 2.3 Stochastic torques

Stochastic spin wandering is observed in isolated (Groth 1975; Cordes 1980; Arzoumanian et al. 1994; Shannon & Cordes 2010; Price et al. 2012; Namkham et al. 2019; Goncharov et al. 2019; Parthasarathy et al. 2019) and accreting (Baykal et al. 1991; Baykal & Oegelman 1993; de Kool & Anzer 1993; Baykal 1997; Bildsten et al. 1997) neutron stars. In general it is driven by stochastic torques $\xi_s$ and $\xi_c$ acting on the superfluid and crust respectively in the two-component model (1) and (2), although only the response of the crust has been observed directly in the electromagnetic data available to date.

In this paper, for the sake of simplicity, we treat $\xi_s(t)$ and $\xi_c(t)$ as memoryless, white noise processes, whose ensemble statistics obey
\[
\langle \xi_s(\tau) \rangle = 0, \quad \langle \xi_s(\tau) \xi_s(\tau') \rangle = \sigma_s^2 \delta(\tau - \tau') ,
\]
where (…) denotes the ensemble average, and $\sigma_s$ and $\sigma_c$ are noise amplitudes. The quantities $\sigma_s$ and $\sigma_c$ can be inferred from pulse timing data, e.g. as described in Section 3, or they can be measured independently, e.g. from a periodogram analysis of the X-ray flux as in Scorpius X–1 (Mukherjee et al. 2018). To gain a rough, intuitive sense of how (3) and (4) relate to observations, consider the special case $N_c = 0$ and $\tau_c \to \infty$, which implies $\Omega_c(t) = \int_0^t dt' \xi_c(t')$. Let $\delta\Phi_c(t) \propto \int_0^t dt'' \Omega_c(t'')$ be the residual rotational phase of the crust after subtracting the secular timing model inferred electromagnetically. Then the power spectral density of the phase residuals is computed from the autocorrelation function of $\delta\Phi_c(t)$ according to
\[
\Phi(f) = \int_{-\infty}^{\infty} dt e^{2\pi i f t} \langle \delta\Phi_c(t) \delta\Phi_c(t + \tau) \rangle
\]
and satisfies
\[
\Phi(f) \propto f^{-4}.
\]

The power law (6) is a respectable fit to several accretion-powered X-ray pulsars, e.g. Her X–1, Cen X–3, A0535+26, and Vela X–1 (Baykal & Oegelman 1993). It is also a respectable fit to many isolated radio pulsars (Melatos & Link 2014; Lasky et al. 2015; Namkham et al. 2019; Goncharov et al. 2019; Lower et al. 2020; Parthasarathy et al. 2020). However we emphasize that (3) and (4) are nothing more than phenomenological ansätze introduced here to illustrate the potential of the data analysis method in the paper; they are not universal. Many neutron stars have $\Phi(f)$ shallower or steeper than $f^{-4}$ in (6); see Baykal & Oegelman (1993), Mukherjee et al. (2018), and the analysis of frequency and phase noise by Cordes (1980) and Cordes & Helfand (1980). Moreover $\Phi(f)$ may display non-power-law features, e.g. it may turn over at a characteristic frequency, something predicted in Melatos & Link (2014) and searched-for explicitly by Goncharov et al. (2019). Equations (2)–(4) must be generalized to embrace these complications, if the data warrant.

The specific physical interpretation of $\xi_s$ and $\xi_c$ depends on the astrophysical context. The pinned superfluid evolves step-wise through a sequence of metastable rotational states, with each step triggered by a vortex avalanche (Warszawski & Melatos 2011; Drummond & Melatos 2018), as discussed in Section 2.2. Although these stick-slip dynamics are driven ultimately by the crust spinning down or up, the vortex array stores stress in a complicated, time-dependent, many-vortex state and then releases it spasmodically and

---

2 In general the star contains additional components, which store and release angular momentum (Alpar et al. 1996).

3 Equivalently one can replace (3) and (4) with a shot-noise model (Baykal et al. 1991).

4 For example, frequency noise can be included by adding an equation of the form $d\delta\Phi_c/dt = \Omega_c + \zeta(t)$, where $\zeta(t)$ is a white-noise Langevin term obeying statistics like (3) and (4).

5 Spin up (down) drives vortex avalanches radially inwards (outwards).
unpredictably. For example, the stress released in an avalanche may be less than, equal to, or greater than the stress accumulated since the last avalanche. The resulting torque $\epsilon_c(t)$ is effectively random, and the crust feels a proportional random back reaction, $\xi(t) = -\epsilon_c(t)$. In addition shear-driven turbulence and meridional circulation generate random fluctuations in $\Omega_c$, and fluctuations in the geometry of the magnetosphere contribute independently to $\xi(t)$, triggered by vortex creep (Cheng 1987a), plasma instabilities (Cheng 1987b), or global magnetic switching (Lyne et al. 2010; Stairs et al. 2019). Magnetospheric fluctuations can also perturb the magnetic-field-aligned radio beam in stellar latitude and longitude, introducing phase noise independent of the underlying rotation and hence $\Omega_c$. [The latter effect is omitted from (1) and (2) for the sake of simplicity in this paper; see footnote 4.] Finally, if the star is accreting, the latter effect is omitted from (1) and (2) for the sake of simplicity in this paper; see footnote 4.

Finally, if the star is accreting, the particular solution that Romanova et al. (2004, 2008; D’Angelo &Spruit 2010). The accretion-driven ensemble statistics of $\xi_c(t)$ can be related approximately to X-ray flux variability via a simple mass-transfer model (Mukherjee et al. 2018). One application of the parameter estimation technique presented in Section 3 is to shed light on the relative contributions of the physical processes above (and others) to $\xi_c$ and $\xi_s$ by tracking spin wandering directly, not just measuring its ensemble statistics, and doing so self-consistently within the framework of (2)–(4) (Baykal & Oegelman 1993), instead of analysing $\Omega_c(t)$ in isolation.

### 2.4 Free modes

Equations (1) and (2) have an analytic solution, which is presented in Appendix A. The homogeneous system with $N_c,s = \xi_c,s = 0$ has two modes that satisfy

$$\tau_c \Omega_c + \tau_s \Omega_s = \text{constant} \quad (7)$$

and

$$\frac{d}{dt}(\Omega_c - \Omega_s) = -\tau_s \Omega_s \Omega_c - \tau_c \Omega_s \Omega_c \quad (8).$$

Equation (7) describes conservation of total angular impulse of the superfluid and crust. Equation (8) says that any crust-superfluid lag is exponentially damped on the characteristic time scale

$$\tau = \frac{\tau_c \tau_s}{\tau_s + \tau_c}. \quad (9)$$

Quasi-exponential recoveries are observed during the aftermath of many radio pulsar glitches (van Eysden & Melatos 2010). The homogeneous solution has $\Omega_c \rightarrow \Omega_c$ as $t \rightarrow \infty$. The particular solution, shown in Appendix A (Baykal & Oegelman 1993; Gügercinoglu & Alpar 2017), includes $N_c,s \neq 0$ and integration over the history of $\xi_c,s$. In this case, the lag may not tend to zero; indeed we have

$$\Omega_c(t) - \Omega_c(\infty) = \tau \left( N_c \frac{\Omega_c}{I_c} - N_s \frac{\Omega_s}{I_s} \right) + \text{stochastic terms} \quad (10)$$

as $t \rightarrow \infty$.

It is also straightforward to see in the particular solution that as $t \rightarrow \infty$ the derivative of the ensemble-averaged angular velocity of the superfluid and the crust are equal and converge to

$$\langle \dot{\Omega}_c \rangle = \langle \dot{\Omega}_s \rangle \quad (11)$$

$$= \frac{1}{\tau_s} \left( \frac{\tau_c N_c}{I_c} + \frac{\tau_s N_s}{I_s} \right). \quad (12)$$

### 3 INFERRING PHYSICAL PARAMETERS FROM OBSERVATIONS

In this section we present a new method to simultaneously infer $\tau_c$, $\tau_s$, $N_c$, $N_s$, $\sigma_c$, and $\sigma_s$. We do this using electromagnetic and gravitational-wave measurements to track the stochastic and secular components of $\Omega_c$ and $\Omega_s$ separately. This is in contrast to typical methods which fit the long-term secular behavior of the pulse arrival times and use the residuals to characterize the stochastic behavior, i.e. the timing noise.

Radio or X-ray observations are assumed to probe $\Omega_s$ because we expect electromagnetic emission to come from the crust itself or the magnetosphere. Gravitational-wave measurements are assumed to probe $\Omega_c$, under the assumption that the gravitational-wave emitting quadrupole moment is dominated by the superfluid. These assumptions can be relaxed, and it is straightforward to accommodate alternative scenarios, e.g. where gravitational waves are emitted by a crust-related quadrupole. Typical continuous gravitational-wave searches track wandering in the frequency of gravitational-wave emission (Suvorova et al. 2016, 2017; Sun et al. 2018), which is usually a simple multiple of the rotation frequency. Pulsar timing studies return TOAs, which are used to reconstruct a phase model, which can be differentiated in turn to give $\Omega_s$.

In Section 3.1 we present a discrete-time version of the model in (1) and (2), which maps onto the discretely sampled observables $\Omega_c(k)$ and $\Omega_s(k)$. In Section 3.2 we discuss how observations of $\Omega_c(k)$ and $\Omega_s(k)$ can be used to estimate the smoothed state evolution of the discrete-time model using the Kalman filter, a classic tool from electrical engineering. In Section 3.3, we present the expectation-maximization algorithm, which can be used to find the maximum-likelihood estimate of the model parameters, given the smoothed state evolution returned by the Kalman filter. Explicit details of the implementation of the expectation-maximization algorithm are left to Appendix B and Appendix C.

We emphasize again that the expectation-maximization algorithm treats the secular and stochastic components of the data as equally physical and fits both of them simultaneously. It does not treat the stochastic component as uninformative "noise" to be smoothed out. The measured stochastic response contains valuable information about deterministic physical processes, e.g. the white-noise drivers $\xi_c(t)$ and $\xi_s(t)$ are filtered by the deterministic coupling terms on the right-hand sides of (1) and (2).

### 3.1 Temporal discretization

Let subscript $k$ denote evaluation at time $t_k$, viz. $\Omega_{c,k} = \Omega_c(t_k)$. Then (1) and (2) take the discrete form

$$\Omega_{c,k+1} = \frac{N_c}{I_c} \Delta t + \Delta W_{c,k} + \left( 1 - \frac{\Delta t}{\tau_c} \right) \Omega_{c,k} + \frac{\Delta t}{\tau_c} \Omega_{c,k}, \quad (13)$$

$$\Omega_{s,k+1} = \frac{N_s}{I_s} \Delta t + \Delta W_{s,k} + \left( 1 - \frac{\Delta t}{\tau_s} \right) \Omega_{s,k} + \frac{\Delta t}{\tau_s} \Omega_{s,k}, \quad (14)$$

to linear order in $\Delta t = t_{k+1} - t_k$, where

$$\Delta W_{c,k} = W_{c,k+1} - W_{c,k} \quad (15)$$

represents a Wiener process and $\Delta W_{s,k}$ likewise. In making this discrete time approximation we implicitly assume $\Delta t \ll \tau_c$, $\tau_s$, $I_c \Omega_c/N_c$, and $I_s \Omega_s/N_s$.

Equations (13) and (14) are of the linear form

$$x_{k+1} = Fx_k + N + \Delta W_k \quad (16)$$
\[ x_k = \begin{pmatrix} \Omega_{k,k} \\ \Omega_{k,k-1} \end{pmatrix}, \quad F = \begin{pmatrix} 1 - \Delta t / \tau_c & \Delta t / \tau_c \\ \Delta t / \tau_c & 1 - \Delta t / \tau_c \end{pmatrix}, \quad N = \begin{pmatrix} N_c \Delta t / I_k \\ N_k \Delta t / I_k \end{pmatrix}, \quad \Delta W = \begin{pmatrix} \Delta W_{k,k} \\ \Delta W_{k,k-1} \end{pmatrix}. \]

We also define the process noise covariance matrix, \( Q \), which is given by
\[
Q = \langle \Delta W_k \Delta W_k^T \rangle = \Delta t \, \delta_{k,k'} \begin{pmatrix} \sigma_x^2 / I_k^2 & 0 \\ 0 & \sigma_y^2 / I_k^2 \end{pmatrix}.
\]

In (16)–(22), \( x_k \) is the state vector, \( F \) is the transition matrix, \( N \) is sometimes called the control vector, and \( Q \) describes the covariance of \( \Delta W_k \), which has independent increments.

In general, we have some set of observations \( y \) with measurement noise \( u \). We assume that \( y \) is linearly related to \( x \) through
\[ y_k = B x_k + u_k. \]

For this study, we assume that \( B \) is the identity matrix, and \( u \) is Gaussian distributed with covariance matrix,
\[ R = \begin{pmatrix} u_k u_k^T \end{pmatrix}, \]
which we assume to be diagonal and known \textit{a priori}. However, it is straightforward to relax these assumptions and estimate elements of \( R \) and \( B \) as well (Shumway & Stoffer 1982; Gibson & Ninness 2005).

### 3.2 Inverting the data: an overview of the Kalman filter

A Kalman filter or smoother efficiently tracks a set of state variables \( x_k \), through time (Kalman 1960). It achieves this by estimating the expectation value and covariance of the state variables at each time step, which we denote as
\[
\hat{x}_k = E(x_k | y, \theta),
\]
\[ \Sigma_{x_k,k} = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T | y, \theta]. \]

given a set of observations \( y_k \) and a choice of model parameters. We denote the model parameters, in this case the elements of \( F, N \) and \( Q \), by the vector \( \theta \). The state estimation step is necessary because \( x_k \) cannot be inferred from \( y_k \) directly due to the random measurement noise \( u_k \), and \( x_{k+1} \) cannot be inferred from \( x_k \) directly due to the random (physical) process noise \( \Delta W_k \).

The Kalman filter works for any linear dynamical system, whenever we can write down equations like (16) and (23) to estimate \( \hat{x}_k \) given \( \hat{x}_{k-1} \) and then update it with \( y_k \), respectively. In its simplest form, it is a recursive, causal filter. That is, it estimates \( \hat{x}_k \) using measurements \( y_1, \ldots, y_k \). It projects the state estimate forward from one time-step to the next via (16), and then updates the projected state estimates using the measurement at that time step. The update is done in a way that minimizes the trace of the state estimate covariance matrix, \( \Sigma_{x,k} \).

In this paper, we employ a Rauch-Tung-Striebel (RTS) smoother (Rauch et al. 1965), which is acasual, meaning we find \( \hat{x}_k \) and \( \Sigma_{x,k} \) at the \( k \)-th time-step using all of the available measurements, \( y_1, \ldots, y_N \). This involves running the Kalman filter forward, and then employing a set of backwards recursions to improve \( \hat{x}_k \) and further reduce Tr \( \Sigma_{x,k} \). Once the smoothed estimates, \( \hat{x}_k \) and \( \Sigma_{x,k} \) are in hand, one can “invert” them to obtain a new set of model parameters, \( \theta_{\text{new}} \). When we run the RTS smoother again with this new set of model parameters the updated state estimates are, in a statistical sense, better than the state estimates we obtained running the smoother with \( \theta \). We discuss this technique, known as the expectation-maximization algorithm, in Section 3.3.

### 3.3 Expectation-maximization algorithm

#### 3.3.1 Overview

The measurements, \( y \), can be used to solve for \( \tau_c \) and \( \tau_e \) in \( F \), \( N_c \) and \( N_e \) in \( N \), and \( \sigma_x \) and \( \sigma_y \) in \( Q \) in (16)–(22) using any number of maximum-likelihood techniques. In this paper, we primarily discuss the expectation-maximization algorithm (Dempster et al. 1977; Shumway & Stoffer 1982), which naturally extends to situations where observations are missing or \( \Delta t \) is not constant (Shumway & Stoffer 1982; Digalakis et al. 1993; Gibson & Ninness 2005). The method cleanly separates \textit{process noise} in the physical variables, characterized by \( Q \), and \textit{measurement noise}, characterized by \( R \). Two other common techniques include using Newton’s method to maximize the log-likelihood, \( \log L \), and the score vector method (Durbin & Koopman 2012). The former method relies on numerical estimates of the inverse of the Hessian matrix, while the latter method calculates the gradient of \( \log L \) with respect to the parameters and steps towards a maximum of \( \log L \) (Durbin & Koopman 2012).

In this paper, we estimate the elements of \( F, Q \) and \( N \), as opposed to \( \tau_c, \tau_e, N_c, N_e, \sigma_x \), and \( \sigma_y \). It is possible to extend this method to directly estimating the parameters in (1) and (2) using “grey-box estimation” (Ljung 1986, 2013; Kristensen et al. 2004).

#### 3.3.2 Algorithm and its logical basis

The expectation-maximization algorithm is used to find stationary points of the posterior distribution \( p(\theta | y) \) in the absence of a direct observation of the states, \( x \). As in the previous section, we use \( \theta \) as compact notation for the elements of \( F, N \) and \( Q \). We use the product rule to separate the posterior in terms of the states
\[
\log p(\theta | y) = \log p(\theta, x | y) - \log p(x | \theta, y).
\]

The first term on the right-hand side of (27) is a multivariate Gaussian with a straightforward interpretation which we discuss in Appendix B. We will use this term to find stationary points of \( p(\theta | y) \).

To start, we treat \( x \) as a random variable and take an expectation value of both sides, assuming some fixed value for the parameters, \( \theta = \theta_p \), leaving
\[
\log p(\theta | y) = E_p[\log p(\theta, x | y)] - E_p[\log p(x | \theta, y)].
\]

with
\[
E_p[\log p(\theta, x | y)] = \int dx \, p(x | \theta, y) \log p(x | \theta, y).
\]

The second term on the right-hand-side of (28) is maximized at \( \theta = \theta_f \) (Dempster et al. 1977; Gelman et al. 2013), while the first term on the right-hand-side can be maximized analytically by a new choice of \( \theta \), which increases the marginal posterior distribution on the left-hand-side of (28). This lends itself to the following iterative algorithm (where \( p \) now defines how many times we have iterated):

(i) Start with a guess of \( \theta = \theta_0 \).
(ii) Calculate $E_p[\log p(\theta, x | y)]$ ("E-step") using current estimate of the parameters $\theta_p$.
(iii) Maximize $E_p[\log p(\theta, x | y)]$ from step (ii) over $\theta$ ("M-step"). Set $\theta_{p+1}$ to the maximum.
(iv) Repeat steps (ii) and (iii) for a fixed number of iterations or until log $p(\theta | y)$ converges

In Appendix B we discuss the application of this method to our specific case. We first present the full form of $p(\theta, x | y)$. We then discuss the E-step and M-step, along with the implementation used in carrying out the simulations discussed in Section 4. In Appendix C we show the detailed formulae used in carrying out the E-step and the M-step. We calculate (29) explicitly, and show how to find the values of the parameters, $\theta$, that maximize (29). We finish Appendix C by showing the steps in the RTS smoother used to evaluate state-variable estimates.

4 TESTS WITH SYNTHETIC DATA

In this section we use synthetic data to test the recovery of parameters in the two-component model in (1) and (2). We discuss how we simulate the data in Section 4.1 and justify the illustrative choices shown in Table 1. We then estimate the injected parameters under two scenarios. In Section 4.2 we analyse hypothetical gravitational-wave and electromagnetic measurements of $\Omega_k(t)$ and $\Omega_k(t)$. In Section 4.3 we analyse hypothetical electromagnetic measurements of $\Omega_k(t)$. In both scenarios, we take $R$ to be diagonal with entries given by $10^{-18}\text{rad}\text{s}^{-2}$.

To process noise and measurement noise with the parameters given in Table 1. We then estimate the parameters of each realization independently using the algorithm presented in Section 3.3. The method we use is as follows:

(a) Generate a realization of synthetic data.
(b) Estimate parameters using 100 random initial state and parameter choices. Of those 100 estimates, choose the one with the largest likelihood.
(c) Repeat steps (a) and (b) 5000 times.

Step (b) is necessary because the algorithm converges to a local maximum. Therefore, we start the algorithm in 100 randomly chosen locations, record where the algorithm finishes, and then take the estimate that maximizes the log-likelihood. We assume that this is a reasonable approximation to the global maximum of the log-likelihood. The distribution of starting points for each parameter we consider is shown in Table 2.

Using this method to characterize our algorithm, we then compare the estimated and injected parameters for each realization. In the scenario where we have gravitational-wave and electromagnetic measurements we accurately estimate all parameters in the model. When we only have electromagnetic measurements, the dynamics of the superfluid are observed indirectly through interaction with the crust, and some parameters and combinations of parameters, are estimated accurately, while others are not.

4.1 Data

We generate the synthetic time-series $\Omega_k(t_0), \ldots, \Omega_k(t_{N_k})$ and $\Omega_c(t_0), \ldots, \Omega_c(t_{N_c})$ by integrating (1) and (2) numerically with a stochastic Runge-Kutta 4th order integration technique (Rößler 2010), using the implementation in the sdeint python package. We use $\Delta t = t_{k+1} - t_k = 86400\text{s}$ and we generate 1157 time steps. The parameter values shown in Table 1 are meant to be illustrative. The timing noise induced by $\sigma_c/I_c$ and $\sigma_s/I_s$ is comparable to the largest timing noise observed in radio pulsars by Hobbs et al. (2010), i.e. $\log_{10}\sigma_c(10\text{yr}) \sim -6.5$, where $\sigma_c$ is defined in Matsakis et al. (1997). It also falls within the levels of timing noise reported for magnetars and X-ray pulsars by Çerri-Serim et al. (2019). In that case, we find $\log_{10}S_t \sim -18$ where $\log_{10}S_t$ is defined in Çerri-Serim et al. (2019) and has a range of $(-24, -16)$ for the set of magnetars and X-ray pulsars considered. We present a quantitative comparison between our timing noise statistics, $\sigma_c/I_c$ and $\sigma_s/I_s$, and $S_t$ in Appendix D, including a discussion of how the relaxation process affects these timing noise estimates.

A sample of synthetic data is shown in Fig. 1. The top panel shows $\Omega_k(t)$ and $\Omega_c(t)$. Both components spin down secularly as well as wander. The bottom panel shows the difference, $\Omega_k(t) - \Omega_c(t)$, which varies stochastically around the expected ensemble-averaged value (indicated by the dashed black line), calculated using (10).

4.2 Electromagnetic and gravitational-wave measurements

Let us begin with the hitherto hypothetical situation where both electromagnetic and gravitational-wave timing data are available. We assume that the electromagnetic and gravitational-wave measurements correspond directly to measurements of $\Omega_k(t)$ and $\Omega_c(t)$ respectively, i.e. that $B$ in (23) is the identity matrix. It is straightforward to generalize to other scenarios too, e.g. where the gravitational-wave data correspond to a linear combination of $\Omega_c$ and $\Omega_k$. We include a constraint to insist that summing across the columns of $F$ yields unity, a constraint that is clear from (18). As described in the introduction to Section 4, we start the algorithm at 100 randomly-generated starting points for each noise realization. The prior distributions from which the starting points are drawn are given in Table 2. For the relaxation time-scales, this corresponds to an allowable range between roughly three days and three years, which is consistent with the range of time-scales seen in pulsar glitch relaxations (van Eysden & Melatos 2010). The noise amplitudes,

| Parameter | Value | Units |
|-----------|-------|-------|
| $N_c/I_c$ | $10^{-10}$ | $\text{rad}\text{s}^{-2}$ |
| $N_s/I_s$ | $-10^{-10}$ | $\text{rad}\text{s}^{-2}$ |
| $\tau_c$ | $10^6$ | $\text{s}$ |
| $\tau_s$ | $3 \times 10^6$ | $\text{s}$ |
| $\sigma_c/I_c$ | $2.5 \times 10^{-9}$ | $\text{rad}\text{s}^{-3/2}$ |
| $\sigma_s/I_s$ | $1.25 \times 10^{-9}$ | $\text{rad}\text{s}^{-3/2}$ |
| $\Omega_c(0)$ | $100$ | $\text{rad}\text{s}^{-1}$ |
| $\Omega_e(0)$ | $99.99985$ | $\text{rad}\text{s}^{-1}$ |
| $t_{k+1} - t_k$ | $86400\text{s}$ | |

Table 1. Parameters used to create simulated data discussed in Section 4.1 and shown in Fig. 1. $\Omega_c(0)$ is chosen such that $\Omega_c(0) - \Omega_e(0)$ takes the expected value in (10). Otherwise there is a transient move towards this value at early time steps. The choice $N_c/I_c > 0$ simulates a system that is accreting.

---

6 https://github.com/mattja/sdeint
The estimated parameters cluster around the true values for each parameter in Table 1, as indicated by the intersecting black dotted lines.

In Table 3 we present estimates of \( \tau_c, \tau_s, \sigma_c/I_c, \sigma_s/I_s, N_c/I_c \) and \( N_s/I_s \). The reported values are the median of the 5000 estimates and the quoted ranges are the 5th and 95th percentiles of the 5000 parameter estimates. In the case of \( \tau_c \), we convert each estimate of \( \Delta t/\tau_c \) to \( \tau_c \) before estimating the median and the range, and likewise for \( \tau_s \).

How do the estimated parameters compare to the true values? The estimated recovery time-scales are \( \tau_s = 3.13^{+1.81}_{-0.89} \times 10^6 \) s and \( \tau_c = 1.04^{+0.30}_{-0.22} \times 10^6 \) s for \( N_t = 1157 \). The ranges include the injected value shown in Table 1. The estimates of \( N_c/I_c \) and \( N_s/I_s \) are also clustered around the injected values, but the diagonal ellipse in the \( N_s/I_s \) vs. \( \Delta t/\tau_s \) contour plot indicates that these parameters are degenerate with one another (likewise for \( \Delta t/\tau_c \) and \( N_c/I_c \)). These degeneracies can be understood in (12), where \( N_s/I_s \) and \( N_c/I_c \) only enter in terms where they are multiplied by \( \tau_s \) and \( \tau_c \) respectively.

### 4.3 Electromagnetic measurements only: \( N_c/I_c, N_s/I_s, \sigma_c/I_c, \sigma_s/I_s \)

As continuous gravitational waves from a rapidly rotating neutron star have not been detected yet, it is worth asking how accurately we are able to estimate the parameters of the two-component model using electromagnetic pulse timing data only. We assume we have a time-series measurement of the crust angular velocity, \( \Omega_c(t) \), so that \( y_4 \) is now a scalar, as opposed to a column vector, and \( B = (1, 0) \) is now a row vector instead of a 2x2 matrix.

The results of 5000 estimates, each with different realizations of process and measurement noise, are shown in Fig. 3. We again consider two data sets that are different lengths to test whether in-
Figure 2. Estimates of $\Delta t / \tau_c$, $\Delta t / \tau_s$, $\sigma_c / \Delta t$, $\sigma_s / \Delta t$, $N_c / I_c$, and $N_s / I_s$ using electromagnetic and gravitational wave measurements for 5000 realizations (units are given in Table 1). Each realization uses the same input parameters, but different realizations of process and measurement noise. We show 90% contours for $N_s = 1157$ (blue dashed curve) and $N_s = 4630$ (orange solid curve). We see that the estimates are clustered around the true values (indicated with the intersecting black dashed lines). The figure is presented in the traditional format of a “corner plot,” but the reader is reminded that this is merely a presentational device; the plotted results are not samples drawn from a Markov chain Monte Carlo analysis.

| Parameter | True | GW/EM short | GW/EM long | EM short | EM long |
|-----------|------|-------------|------------|----------|---------|
| $\tau_c \times 10^{-6}$ [s] | 1 | 1.04±0.30 | 1.05±0.15 | 1.19±0.20 | 1.27±0.76 |
| $\tau_s \times 10^{-6}$ [s] | 3 | 3.13±1.81 | 3.17±1.80 | 3.14±6.99 | 3.19±1.87 |
| $N_c / I_c \times 10^{10}$ [rad s$^{-2}$] | 1 | 0.95±0.39 | 0.92±0.18 | 0.50±9.06 | 0.25±8.40 |
| $N_s / I_s \times 10^{10}$ [rad s$^{-2}$] | $-1$ | $-0.98±0.17$ | $-0.97±0.10$ | $-0.50±19.72$ | $-0.59±7.66$ |
| $\sigma_c / I_c \times 10^{3}$ [rad s$^{-3/2}$] | 2.5 | 2.49±0.09 | 2.48±0.05 | 2.50±0.10 | 2.50±0.06 |
| $\sigma_s / I_s \times 10^{3}$ [rad s$^{-3/2}$] | 1.25 | 1.24±0.04 | 1.23±0.02 | 0.96±27.39 | 0.67±1.12 |

Table 3. Estimated parameters with error ranges for all scenarios we considered. In column “True” we show the input parameters from Table 1. In column “GW/EM short” we show median and 90% range of recovered estimates for $N_s = 1157$ using gravitational wave and electromagnetic data. In column “GW/EM long” we show the same but for $N_s = 4630$. The final two columns are analogous but for electromagnetic only data. We see that for the gravitational wave and electromagnetic results the true values fall within the inferred range. However, for the electromagnetic only case, $N_c / I_c$, $N_s / I_s$, $\tau_s$ and $\sigma_s$ all show a bias in the estimates, as discussed further in Section 4.3.
cluding more data improves recovery. The dashed blue contours correspond to the data set with \( N_t = 1152 \). The solid orange contours correspond to the data set with \( N_t = 4630 \). The contours enclose 90\% of the parameter estimates, but it is important to note that these do not represent posterior distributions on the parameters. Rather they represent the dispersion of the estimated maximum likelihood estimates given 5000 independent realizations of process and measurement noise, just as in Fig. 2.

In Fig. 3, and in the values in the rightmost two columns of Table 3, we show that we are able to accurately estimate \( \tau_c \) and \( \sigma_c/I_c \) for \( N_t = 4630 \). For \( N_t = 1157 \), there are two peaks in the distribution of estimated \( \Delta \tau/\tau_c \) and \( \Delta \tau/\tau_s \), which we discuss in detail below. The noise associated with the crust, \( \sigma_c/I_c \), is well-estimated for both \( N_t = 1157 \) and \( N_t = 4630 \), but the noise on the superfluid \( \sigma_s/I_s \) is not well-constrained for \( N_t = 1157 \). The range of estimates narrows considerably for \( \sigma_c/I_c \) moving from \( N_t = 1157 \) to \( N_t = 4630 \), and there is evidence of a peak emerging near the correct value, indicating that we get more accurate and precise estimates of this parameter as we add more data. Meanwhile, the median estimates for both \( N_s/I_s \) and \( \omega_0/ \omega_s \) have percent errors of 150\% and 50\% respectively for \( N_t = 1157 \), which improve to 125\% and 41\% for \( N_t = 4630 \). As we discuss below, we can accurately estimate the ensemble-averaged spindown \((\Omega_s,\delta_s)\).

4.4 Electromagnetic measurements only: \( (\Omega_s(t) - \Omega_c(t)) \)

While we are unable to accurately estimate \( N_c/I_c \) and \( N_s/I_s \), the ensemble averaged spindown \((\Omega_s,\delta_s)\), expressed in (12), is well-constrained. If we take the estimated parameters from each of the 5000 realizations and combine them using (12), we find the distribution plotted in the top panel of Fig. 4 for \( N_t = 1157 \) (blue, solid) and \( N_t = 4630 \) (orange, dashed). The physical interpretation of this value is the ensemble-average of the derivative of the crust and superfluid angular velocity. The dashed-dotted line in Fig. 4 corresponds to the value of \((\Omega_s,\delta_s)\) calculated using the input parameters in Table 1. The fact that the distributions peak at the dashed-dotted line indicates that, while estimates of \( N_c/I_c \) and \( N_s/I_s \) are incorrect, the specific combination in (12) yields the correct ensemble-averaged, spin-down rate of both components, with 

\[
\langle \Omega_c(t) \rangle = -5.00^{+0.01}_{-0.01} \times 10^{-11} \text{ rad s}^{-1} \quad \text{for } N_t = 4630.
\]

In the bottom panel of Fig. 4, we plot the distribution of \( \tau_c \), defined in (9), calculated for each of the realizations. For \( N_t = 4630 \) the distribution clearly peaks around the injected value, with \( \tau_c = 7.18^{+3.94}_{-2.12} \times 10^5 \) s, which is a smaller range than for either of the individual relaxation times reported in Table 3. However, for \( N_t = 1157 \), there is a peak at lower values that is related to the bimodal features seen in the first two columns of Fig. 3, which are discussed in detail in Section 4.5.

We now turn to the ensemble-averaged lag between the crust and the core. Using (10) and the values in Table 1, the injected ensemble-averaged lag is \( (\Omega_s(t) - \Omega_c(t)) = 1.5 \times 10^{-4} \) rad s\(^{-1}\). In Fig. 5 we show the ensemble-averaged lag calculated using parameter estimates for each of the 5000 realizations for \( N_t = 1157 \) (blue, solid) and \( N_t = 4630 \) (orange, dashed). The estimates are uniformly distributed between \(-10^{-3}\) and \(10^{-3}\) rad s\(^{-1}\), which represent the range of starting points given to the iterative solver, meaning that with only electromagnetic measurements we are unable to estimate the lag between the two components.

4.5 Bimodality

Interestingly, the output of the expectation-maximization algorithm shows bimodality for \( N_t = 1157 \). In the top left panel of Fig. 3 there is a sharp peak near zero in the blue curve for \( \Delta \tau/\tau_c \) and a corresponding peak near the right-edge of the allowable region in \( \Delta \tau/\tau_s \) (seen in the top panel of the second column). These peaks are not evident for \( N_t = 4630 \) (orange curve). To investigate this bimodality for \( N_t = 1157 \) we show a scatter plot of recovered values for \( N_c/I_c \) versus \( \Delta \tau/\tau_c \) in Fig. 6. The top and bottom panels correspond to \( N_t = 1157 \) and \( N_t = 4630 \) respectively. It is clear for \( N_t = 1157 \) that there is a cluster of points with \( \Delta \tau/\tau_c = 10^{-3} \) (which is the low end of the allowable range in Table 2), and \( N_s/I_s \approx \Omega_s \) (indicated by the red line), i.e. \( (\Omega_s,\delta_s) \) is controlled by the secular torque applied to the crust. The maximum-likelihood estimator converges on a region of parameter space that is closer to a single-component model, where the dynamics of the core follow the dynamics of the crust.

The cluster of points with \( N_s/I_s \approx \Omega_s \) is also related to the spike at low values of \( \tau \) shown in Fig. 4, which in turn causes the large upper bound on \( \sigma_c/I_c \) in the fifth column of Table 3. When the inferred value of \( \tau \) gets smaller, the inferred amplitude of the noise torques gets larger, because the system can accommodate larger fluctuations in \( \omega_c \) and \( \omega_s \), which are damped on the observational time-scale \( \Delta t \). This is discussed in Appendix D, and shown in Fig. 4.1. When the peak at low values of \( \tau \) goes away, the large upper bound on the estimates of \( \tau_c/I_c \) also goes away, as expected. Finally, if the last terms of (1) and (2) form an action reaction pair \( \tau_l/\tau_s = I_s/I_c \), the cluster of points in Fig. 6 has \( I_s/I_c = 3 \times 10^{-3} \). This value is marginally consistent with theoretical expectations, which generally predict \( 10^{-2} \leq I_s/I_c \leq 10^{-2} \) (Link et al. 1999; Chamel 2012).

The bimodality seen in the parameter estimates is likely caused by the existence of two local maxima in the posterior probability density. The method we have employed does not trace out the shape of the posterior density. It attempts to find the global maximum, sacrificing information for speed. A method that properly samples from the posterior distribution, \( p(\theta | y) \), would likely show two peaks of similar height. Directly sampling from the posterior is reserved for future work. We note that direct sampling is more expensive computationally, and may not be suitable for applications involving large numbers of frequently sampled pulsars (Johnston et al. 2020)

5 CONCLUSION

In this paper we demonstrate a new way to estimate the parameters of the classic, two-component, crust-superfluid model of a differentially rotating neutron star. We track the timing noise explicitly via a state-space based identification scheme, instead of subtracting its ensemble statistics. That is, we separate statistically the specific, time-ordered sequence of fluctuations realized in the data into spin wandering intrinsic to the stellar crust (achromatic timing noise) and measurement noise (including chromatic timing noise due to propagation effects) by maximizing the expectation values of the parameters in the noise-driven dynamical model given by (1) and (2). In contrast, previous approaches assume that the data are ergodic\(^7\), use the time-series data to construct the power spectral density of the fluctuations (assumed stationary), and then estimate the parameters

\(^7\) Here ergodic means that the time- and ensemble-averages of a random variable are equal
of the power spectral density assuming some empirically motivated functional form. If continuous gravitational waves and electromagnetic radiation trace the angular velocity of different parts of the star, then multi-messenger data plays a key role in our ability to resolve a full picture of the stellar interior.

Using synthetic data to represent the hypothetical future scenario of simultaneous gravitational-wave measurements of \( \Omega_c \) and electromagnetic measurements of \( \Omega_s \), we accurately estimate the physical parameters \( \tau_c, \tau_s, \sigma_c/I_c, \sigma_s/I_s, N_c/I_c, \) and \( \sigma_s/I_s \) using our maximum-likelihood method.

When we use only the synthetic electromagnetic measurements of \( \Omega_s \), we accurately estimate two combinations of the original parameters, \( \langle \dot{\Omega}_s \rangle \), and \( \tau \) (defined in [12] and [9] respectively), as well as \( \sigma_c/I_c \) for \( N_t = 4630 \). For \( N_t = 1157 \), however, the estimates of \( \Delta t/\tau_c \) are bimodal. One peak is centered around the correct parameters, while the other peak corresponds to what is effectively a single component model where the crust controls the behavior of the system. This bimodal structure, which disappears with a sufficient amount of data, is likely due to the existence of two local maxima in the posterior probability density. We will properly estimate the full posterior probability density in future work, using methods like Markov chain Monte Carlo.

The method needs some minor modifications before being used on real data. Measurement noise in pulsar-timing analyses is usually considered white in the TOAs, whereas here we treat it as white in the frequency. Extending the model to account for white noise in the frequency and phase would also be useful. Ideally, one would also include a parameter to encapsulate the memory (i.e. “redness”) of the noise process and estimate it. Other adjustments to the model, e.g. secular torques which are not constant and depend on \( \Omega_c \) and \( \Omega_s \), are easy to include. The user is encouraged to add or subtract model features as desired.

We present a simple, fast method of parameter estimation using the expectation-maximization algorithm. This method returns the peaks of the posterior distribution. Markov chain Monte Carlo methods like Gibbs sampling and Metropolis-in-Gibbs sampling can be used to estimate the full posterior distribution of the parameters in hidden Markov models (Carlin et al. 1992). Such methods are often complicated by the need to simulate the state variables using the output of the Kalman-filter (Frühwirth-Schnatter 1994; de Jong & Shephard 1995; Durbin & Koopman 2002). We plan to investigate such methods in future work. These methods are also more expensive computationally and may not be suitable for large numbers of pulsars which are monitored frequently, e.g. daily, as in the
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Proposed Thousand Pulsar Array (Johnston et al. 2020), and similar projects (Jankowski et al. 2019; CHIME/Pulsar Collaboration et al. 2020).

Implementation-related improvements aside, the method of treating timing noise on the same level of the fit parameters is both new and useful. The expectation-maximization method we have presented is general. As long as we can write down a dynamical model in the form of (16) and (23) we can use this method to quickly estimate parameters. A better understanding of timing noise could lead to improved modeling of neutron stars and increased detection prospects for gravitational-wave searches from pulsar timing arrays (Hobbs & Dai 2017).
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Figure 4. Probability distribution of $\langle \Omega_c(s) \rangle$ (top) and $\tau$ (bottom) for the electromagnetic only case. For each simulation we use the estimated model parameters to calculate $\langle \Omega_c(s) \rangle$ in (12) and $\tau$ in (9), and we present the resulting distributions. The orange, dashed histogram is for $N_t = 4630$, while the blue, solid histogram is for $N_t = 1157$. The vertical dash-dotted line indicates the expected value based on the injected parameters. We are consistently able to estimate $\langle \Omega_c(s) \rangle$, even when we are unable to recover $N_c/I_c$ and $N_s/I_s$ as seen in Fig. 3. We are often able to estimate $\tau$ correctly for $N_t = 1157$. However there is a peak at low values of $\tau$ in the blue bottom histogram, as in Fig. 6.

Figure 5. Probability distribution of the lag between components, $\langle \Omega_c(t) - \Omega_s(t) \rangle$, for the electromagnetic only data. For each simulation we use the estimated model parameters to calculate $\langle \Omega_c(t) - \Omega_s(t) \rangle$ as expressed in (10). The orange, dashed histogram is for $N_t = 4630$, while the blue, solid histogram is for $N_t = 1157$. The dash-dotted black line indicates the lag calculated using the injected parameters, $\langle \Omega_c(t) - \Omega_s(t) \rangle = 1.5 \times 10^{-8}$ rad s$^{-1}$. We are unable to accurately estimate the lag in either case. Instead, the lag is uniformly distributed between $-10^{-8}$ and $10^{-8}$, which represents the range of starting points given to the iterative solver.

Figure 6. Estimated parameters for $\Delta t/\tau_c$ (horizontal axis) and $N_c/I_c$ (vertical axis) for each simulation with $N_t = 1157$ (top) and $N_t = 4630$ (bottom) for the electromagnetic only case. For $N_t = 1157$ there is a cluster of points near $\Delta t/\tau_c = 10^{-3}$ (which is the low end of the allowable range) and $N_c/I_c = \langle \Omega_c(s) \rangle$. This cluster of points is consistent with the crust behavior controlling the core, converging to what is effectively a single-component model. This behavior is not seen for $N_t = 4630$ in the bottom plot.
Parameter estimation of a neutron star model

APPENDIX A: ANALYTIC SOLUTION OF THE LANGEVIN EQUATIONS (1) AND (2)

The pair of coupled linear inhomogeneous equations in (1) and (2) have an analytic solution. We break our solution into two parts \( \Omega_c(t) = \Omega_c^H(t) + \Omega_c^I(t) \), where superscripts \( H \) and \( I \) indicate homogeneous and particular solutions respectively. An analogous expression holds for \( \Omega_s(t) \).

The homogeneous solutions are found by solving (1) and (2) with \( N_{c,s} = 0 \) and \( \xi_{c,s} = 0 \). The result is

\[
\Omega_c^H(t) = \frac{1}{\tau_c + \tau_s} \left[ \Omega_c(0)(\tau_c + \tau_s e^{-\tau/c}) + \Omega_s(0)(\tau_s - \tau_s e^{-\tau/s}) \right]
\]

\[
\Omega_s^H(t) = \frac{1}{\tau_c + \tau_s} \left[ \Omega_s(0)(\tau_s - \tau_s e^{-\tau/s}) + \Omega_c(0)(\tau_c + \tau_s e^{-\tau/c}) \right]
\]

\[
\tau = \frac{\tau_c \tau_s}{\tau_c + \tau_s},
\]

where \( \tau \) is the relaxation time of the system. The particular solution includes an integration over the stochastic history of the random variables \( \xi_{c,s}(t) \).

\[
\Omega_c^P(t) = \frac{1}{\tau_c + \tau_s} \left[ N_c \xi_c(t) + N_s \xi_s(t) \right] + \frac{N_c}{\tau_c} \xi_c(t) \left( 1 - e^{-\tau/c} \right) - \frac{N_s}{\tau_s} \xi_s(t) \left( 1 - e^{-\tau/s} \right) + \int_0^t dt' \left( \frac{\xi_c(t')}{\tau_c} \left( \tau_c + \tau_s e^{-\tau_i/c} \right) + \frac{\xi_s(t')}{\tau_s} \left( \tau_s - \tau_s e^{-\tau_i/s} \right) \right)
\]

\[
\Omega_s^P(t) = \frac{1}{\tau_c + \tau_s} \left[ N_c \xi_c(t) + N_s \xi_s(t) \right] - \frac{N_c}{\tau_c} \xi_c(t) \left( 1 - e^{-\tau_i/c} \right) + \frac{N_s}{\tau_s} \xi_s(t) \left( 1 - e^{-\tau_i/s} \right) + \int_0^t dt' \left( \frac{\xi_c(t')}{\tau_c} \left( \tau_c - \tau_c e^{-\tau_i/c} \right) + \frac{\xi_s(t')}{\tau_s} \left( \tau_s + \tau_s e^{-\tau_i/s} \right) \right)
\]

It is worthwhile to note that in the limit with \( t \gg \tau_c, \tau_s \), the difference between the two spins converges to

\[
\Omega_c(t) - \Omega_s(t) = \tau \left[ \frac{N_c}{\tau_c} - \frac{N_s}{\tau_s} \right] + \text{stochastic terms}
\]

and the ensemble-averaged spin down is the same for both components:

\[
\langle \Omega_c \rangle = \langle \Omega_s \rangle = \frac{1}{\tau_c + \tau_s} \left( \frac{N_c}{\tau_c} + \frac{N_s}{\tau_s} \right).
\]

APPENDIX B: EXPECTATION-MAXIMIZATION ALGORITHM: OVERVIEW

In this appendix we discuss the application of the expectation-maximization algorithm to our specific problem. We first present the full form of \( p(\theta, x|y) \) in Appendix B1. We then discuss the E-step in Appendix B2 and M-step in Appendix B3, along with the practical implementation of the algorithm used in the rest of this paper in Appendix B4. In Appendix C, we show in detail the explicit formula used in carrying out the E-step and the M-step.
B1 Likelihood

We use a Gaussian of the form
\[
\log p(x, \theta | y) = -\frac{1}{2} (x - \mu)^T \Sigma_{00}^{-1} (x - \mu) - \frac{1}{2} \sum_{k=1}^{N_t} (y_k - B x_k - N)^T R_{1}^{-1} (y_k - B x_k) - \frac{1}{2} \log |\Sigma_{00}| - \frac{N_t}{2} \log |R| - \frac{N_t}{2} \log |Q| + \text{const},
\]
(B1)

where \(N_t\) is the number of measurements, and \(|R|\) and \(|Q|\) are unsigned determinants. The first line in (B1) gives the probability of the initial state \(x_0\), where \(\Sigma_{00} = (x_0 x_0^T)\) is the covariance matrix of the parameters in the initial state. The second line describes the probability that the Wiener process (here, spin wandering) makes a jump of size \(\Delta W_k = x_{k+1} - F x_k - N\). The third line in (B1) describes the probability that the measurement noise takes the value \(u_k = y_k - B x_k\). The final line is included for normalization, with “const” being a constant normalization factor that is independent of the parameters.

We can now calculate \(E_p[\log p(\theta, x | y)]\), which is defined in (29). As discussed above, we treat \(x\) as the random variable here. We can write \(E_p[\log p(\theta, x | y)]\) in terms of state estimates and state covariances, which we denote as
\[
\hat{x}_k|\hat{N}_k = E_p(x_k | y, \theta_p)
\]
(B2)

\[
\Sigma_k, k^{|\hat{N}_k} = E_p((x_k - \hat{x}_k|\hat{N}_k)(x_k - \hat{x}_k|\hat{N}_k)^T | y, \theta_p).
\]
(B3)

The notation \(\hat{x}_k|\hat{N}_k\) indicates an estimate of the states at time-step \(k\) using all data through time-step \(N_t\). The explicit form of \(E_p[\log p(\theta, x | y)]\), in terms of \(\hat{x}_k|\hat{N}_k\) and \(\Sigma_k, k^{|\hat{N}_k}\) is shown in (C1).

Equations (B2) and (B3) can be evaluated using a forward-backward RTS smoother (Rauch et al. 1965), using \(\theta_p\) for the elements of \(F, N, Q\). The forward steps of the smoother are the same as the Kalman filter and are shown in (C11)–(C16). The backwards steps are shown in (C17)–(C20).

We can also maximize \(E_p[\log p(\theta, x | y)]\), in (C1), over the parameters \(\theta\) by setting
\[
\frac{\partial E_p[\log p(\theta, x | y)]}{\partial \theta} = 0.
\]
(B4)

This yields a set of maximum-likelihood expressions for a new value of \(\theta\) in terms of \(\hat{x}_k|\hat{N}_k\) and \(\Sigma_k, k^{|\hat{N}_k}\) (estimated using an “old” version of the parameters, \(\theta_o\)). These maximum-likelihood expressions are shown in (C8)–(C10). We are now ready to discuss how to implement the expectation-maximization algorithm.

B2 E-step

In the E-step we run the RTS-smoother, using an “old” set of parameter estimates \(\theta_o\) (where \(p\) tracks which iteration of the algorithm we are on) to estimate \(\hat{x}_k|\hat{N}_k\) and \(\Sigma_k, k^{|\hat{N}_k}\).

B3 M-step

In the M-step we use \(\hat{x}_k|\hat{N}_k\) and \(\Sigma_k, k^{|\hat{N}_k}\) from the E-step to update our estimates of \(\theta\) using the maximum likelihood expressions in (C8)–(C10). This produces a new set of parameters \(\theta_{p+1}\) that are passed to the E-step of the next iteration.

B4 Practical implementation

To summarize, we estimate the states and their covariances, given an estimate of the parameters in the E-step. We then maximize the likelihood over the parameters in terms of those state estimates.

The expectation-maximization algorithm converges to a stationary point of the marginal posterior distribution \(p(\theta | y)\), assuming one exists. If multiple stationary points exist then the algorithm converges to a local maximum. Therefore, we run the algorithm many times with different, random starting guesses for \(\theta\) and then take the maximum likelihood recovery across all of those runs. This is feasible because each iteration is computationally cheap and the algorithm typically converges within \(O(10)\) iterations.

In practice, we use the ssm package in the MATLAB econometrics toolbox to perform the parameter estimation, which is a maximum-likelihood method similar to the expectation-maximization algorithm presented here (MathWorks 2019).

APPENDIX C: EXPECTATION-MAXIMIZATION ALGORITHM: KEY FORMULAE

In this appendix we present the implementation of the expectation-maximization algorithm at a more practical level. We explicitly calculate \(E_p[\log p(x, \theta | y)]\) in terms of the state estimates and covariances, we show how to find the parameter estimates which maximize \(E_p[\log p(x, \theta | y)]\), and finally we show how to estimate the states and covariances using an RTS smoother.

We calculate \(E_p[\log p(x, \theta | y)]\) defined in (29), treating \(x\) as a random variable, in terms of the state estimates and covariances defined in (B2) and (B3). Taking the expectation of (B1), we find
\[
E_p[\log p(x, \theta | y)] = -\frac{1}{2} \text{tr} \left( \Sigma_{00}^{-1} \left[ \Sigma_{00} | N_t | (\hat{x}_0 - \mu)(\hat{x}_0 - \mu)^T \right] \right) - \frac{1}{2} \text{tr} \left( Q^{-1} \left[ Y_2 - Y_4 F^T - F Y_4^T + F Y_3 F^T \right] \right) - \frac{1}{2} \text{tr} \left( R_{1}^{-1} \left( \sum_{k=1}^{N_t} (y_k - B \hat{x}_k)(y_k - B \hat{x}_k)^T \right) \right) - \frac{1}{2} \text{tr} \left( \Sigma_{00}^{-1} \left( \sum_{k=1}^{N_t} (y_k - B \hat{x}_k)(y_k - B \hat{x}_k)^T \right) \right) - \frac{1}{2} \text{log} |\Sigma_{00}| - \frac{N_t}{2} \text{log} |Q| - \frac{N_t}{2} \text{log} |R| + \text{const}
\]
(C1)
where we define the following useful statistics:

\begin{align}
\gamma_1 &= \sum_{k=1}^{N_t} \hat{x}_{k-1|N_t} \\
\gamma_2 &= \sum_{k=1}^{N_t} \hat{x}_{k|N_t} \\
\Gamma_2 &= \sum_{k=1}^{N_t} (\Sigma_{k,k|N_t} + \hat{x}_{k|N_t} \hat{x}_{k|N_t}^T) \\
\Gamma_3 &= \sum_{k=1}^{N_t} (\Sigma_{k-1,k-1|N_t} + \hat{x}_{k-1|N_t} \hat{x}_{k-1|N_t}^T) \\
\Gamma_4 &= \sum_{k=1}^{N_t} (\Sigma_{k,k-1|N_t} + \hat{x}_{k|N_t} \hat{x}_{k-1|N_t}^T).
\end{align}

We then find the parameter estimates that maximize $E_p[\log p(x, \theta|y)]$. For example, we solve

\[
\frac{\partial E_p[\log p(x, \theta|y)]}{\partial F} = 0,
\]

for the elements of $F$ in terms of the statistics in (C2)–(C6). Solving for $F$, $Q$, and $N$, yields

\begin{align}
\hat{\Gamma} &= \left( \Gamma_4 - \frac{1}{N_t} \gamma_1 \gamma_1^T \right)^{-1} \left( \Gamma_3 - \frac{1}{N_t} \gamma_1 \gamma_1^T \right) \\
\hat{\mathcal{N}} &= \frac{1}{N_t} \left( \gamma_2 - \hat{\Gamma} \gamma_1 \right) \\
\hat{Q} &= \frac{1}{N_t} \left( \Gamma_2 - \Gamma_1 \hat{\Gamma}^T \right) - \Gamma_1 \hat{\Gamma}^T - 2 \gamma_2 \hat{\Gamma}^T + \hat{\Gamma} \gamma_1 \hat{\Gamma}^T \\
&\quad - \gamma_2 \hat{\Gamma}^T + \hat{\Gamma} \gamma_1 \hat{\Gamma}^T + N_t \hat{\mathcal{N}} \hat{\Gamma}^T.
\end{align}

There is some intuition to be gained by considering these first two expressions individually. In the first expression, we can rearrange this expression as an indication that the transition matrix applied to the variance of each state should give the covariance between that state and its subsequent state. Intuitively, this makes sense, and this fact is also used below in (C16). In the second expression, the average difference between the current state and the previous state multiplied by the transition matrix gives the linear, constant torque. This is essentially a restatement of (16), averaged over all available data.

To calculate the updated statistics in (C8)–(C10), we need to estimate $\hat{x}_{k|N_t}$ and $\Sigma_{k,k|N_t}$ (and hence the statistics in (C2)–(C6)) from $y$. We do this using an RTS smoother, which is a forward-backward algorithm that uses all $N_t$ observations to estimate each $x_k$. The forward steps calculate $\hat{x}_{k|k}$, $\Sigma_{k,k|k}$, and $\Sigma_{k,k-1|k}$ and are given in (Shumway & Stoffer 1982). We first project the states, $x$, forward one step,

\begin{align}
\hat{x}_{k+1|k} &= \hat{x}_{k|k} + \hat{N} \\
\Sigma_{k+1,k+1|k} &= \hat{F} \Sigma_{k,k|k} \hat{F}^T + \hat{Q}.
\end{align}

We then correct those states using our measurements, $y$,

\begin{align}
K_k &= \Sigma_{k,k|k-1} \hat{F}^T \left( B \Sigma_{k,k|k-1} \hat{F}^T + R \right)^{-1} \\
\check{\hat{x}}_{k+1|k} &= \hat{x}_{k+1|k} + K_k (y_k - B \hat{x}_{k|k-1}) \\
\Sigma_{k+1,k+1|k} &= (I - K_k B) \Sigma_{k+1,k+1|k}.
\end{align}

We can use a set of backwards recursions to estimate the state at each time step using all of the data. The backwards steps then use $\hat{x}_{N_t|N_t}$ to update $\hat{x}_{N_t-1|N_t-1}$ and so on. The back-tracking steps are given by (Shumway & Stoffer 1982)

\begin{align}
\hat{x}_{k-1|N_t} &= \hat{x}_{k-1|k-1} + M_k \left( \hat{x}_{k|N_t} - \hat{x}_{k|k-1} \right) \\
\Sigma_{k-1,k-1|N_t} &= \Sigma_{k-1,k-1|k-1} + M_k \left( \Sigma_{k,k|N_t} - \Sigma_{k,k|k-1} \right) M_k^T
\end{align}

The steps of the expectation-maximization algorithm in terms of the formulae derived in this section now take the following form:

(i) Make an initial guess of $F$, $Q$, and $N$.

(ii) Find the expectation value of the states using (C11)–(C16) and (C17)–(C20) using estimates of $F$, $Q$, and $N$, either from (i) or a previous iteration of (iii).

(iii) Use the state estimates from (ii) to update $F$, $Q$, and $N$, using (C8)–(C10).

(iv) Repeat (ii) and (iii) until log-likelihood converges.

**APPENDIX D: TIMING NOISE AMPLITUDES**

In this appendix we compare the white noise torque amplitudes, $\sigma_c/I_c$ and $\sigma_r/I_r$, with a statistic commonly used in the literature. Çerri-Serim et al. (2019) quantified timing noise amplitude in terms of the statistic $S_r$, defined by

\[
S_r = \langle \sigma^2_R(m, T) \rangle / \langle \sigma^2_R(m, 1) \rangle,
\]

where $\langle \sigma^2_R(m, T) \rangle$ is the variance of the residuals left over after subtracting off a polynomial fit of degree $m$. $T$ is the time over which the fit is performed, $r$ is the order of the red noise, and $\langle \sigma^2_R(m, 1) \rangle$ is a correction factor defined in Deeter (1984). In the latter paper $m - 1$ is the degree of polynomial subtracted. $S_r$ is calculated on different time-scales and then a geometric average is performed.

We perform simulations where we numerically integrate (1) and (2), subtract off a linear spin-down ($m = 1$) and then calculate $S_r$ on twenty logarithmically spaced time-scales, which we then average together geometrically. Performing the polynomial subtraction on the crust angular velocity, $\Omega_c(t)$, means that we set $r = 1$. We do this for a range of $\sigma_c/I_c$ and $\tau$, with $\sigma_r/I_r = 0$ for simplicity. We show the results of these simulations in Fig. D1.

In Fig. D1 we plot the ratio between $S_r$ and $\sigma_r^{2}/I_c^{2}$. When $\tau$ is large, meaning it takes longer for fluctuations to be damped, $S_r$ and $\sigma_r^{2}/I_c^{2}$ are comparable to one another. However, when $\tau$ becomes smaller, and there is noticeable damping, $S_r$ underestimates the amplitude of the intrinsic stochastic process. Plots like Fig. D1 can also be used as a useful heuristic for comparing how we characterize the timing noise in the simulations performed in Section 4, with how timing noise is characterized in the literature. In general, $\sigma_r^{2}/I_c^{2}$ should be thought of as an upper bound for $S_r$.

**APPENDIX E: ALTERNATIVE SET OF INJECTION PARAMETERS**

In Section 4 we show results for the set of parameters in Table 1, which are chosen to mimic an accreting pulsar, hence $N_c/I_c > 0$. 
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In this section, we choose a different set parameters with $N_c/I_c < 0$ and $N_s/I_s < 0$, which are more consistent with an isolated pulsar. The set of injected parameters are shown in Table E1. For the electromagnetic-only case, the estimated parameters using $N_I = 1157$ show similar qualitative results to the example in Section 4. There is a peak in $\Delta t/\tau_c$ near $10^{-3}$, as well as a peak near the injected value. As with the example in Section 4, the peak near $10^{-3}$ disappears for $N_I = 4630$. The resulting distribution of estimated parameters for 5000 simulations is shown in Fig. E1. As in the earlier example, we find accurate peaks around $\tau_c/I_c$ and $\sigma_c/I_c$. A peak also emerges around the correct value for $\sigma_s/I_s$. However we are still unable to resolve the torques on the individual components.
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