Adversarial examples by perturbing high-level features in intermediate decoder layers
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Abstract

We propose a novel method for creating adversarial examples. Instead of perturbing pixels, we use an encoder-decoder representation of the input image and perturb intermediate layers in the decoder. This changes the high-level features provided by the generative model. Therefore, our perturbation possesses semantic meaning, such as a longer beak or green tints. We formulate this task as an optimization problem by minimizing the Wasserstein distance between the adversarial and initial images under a misclassification constraint. We employ the projected gradient method with a simple inexact projection. Due to the projection, all iterations are feasible, and our method always generates adversarial images. We perform numerical experiments on the MNIST and ImageNet datasets in both targeted and untargeted settings. We demonstrate that our adversarial images are much less vulnerable to steganographic defence techniques than pixel-based attacks. Moreover, we show that our method modifies key features such as edges and that defence techniques based on adversarial training are vulnerable to our attacks.

1 Introduction

In the past decade, the widespread application of deep neural networks raised security concerns as it creates incentives for attackers to exploit any potential weakness. For example, attackers could create traffic signs invisible to autonomous cars or make malware filters ignore threats. Those security concerns rose since (Szegedy et al. 2014) showed that deep neural networks are vulnerable to small perturbations of inputs that are designed to cause misclassification of a classifier. These adversarial examples are indistinguishable from natural examples as the perturbation is too small to be perceived by humans.

We extend the usual approach to constructing adversarial examples that focuses on norm-bounded pixel modifications. Instead of perturbing the pixels directly, we perturb features learned by an encoder-decoder model. There are several ways to perturb the features from the decoder, ranging from high-level features collected from initial decoder layers to much finer features collected from decoder layers near the reconstructed image. When we perturb features in the initial layers near the latent image representation, even small perturbations may completely change the image meaning. On the other hand, perturbations on fine features are very close to pixel perturbations and carry little semantic information. As a compromise, we suggest perturbing intermediate decoder layers.

Our way of generating adversarial images provides several advantages:

• The perturbations are interpretable. They modify high-level features such as fur colour or beak length.
• The perturbations often follow edges. This means that they are less detectable by steganographic defence techniques (Johnson and Jajodia 1998).
• The perturbations keep the structure of the unperturbed images, including hidden structures unrelated to their semantic meaning.
• The decoder ensures that the adversarial images have the correct pixel values; there is no need to project to $[0, 1]$.

The drawback of our approach is that we cannot perturb an arbitrary image but only those representable by the decoder.

To obtain a formal optimization problem, we minimize the distance between the original and adversarial images in the reconstructed space. To successfully generate an adversarial image, we add a constraint requiring that the perturbed image is misclassified. To handle this constraint numerically, we propose to use the projected gradient method. We approximate the projection operator by a fast method which always returns a feasible point. This brings additional benefits to our method:

• The method works with feasible points. Even if it does not converge, it produces an adversarial image.
• Because we minimize the distance between the original and adversarial images, we do not need to specify their maximal possible distance as many methods do.

Numerical experiments present results on MNIST and ImageNet in both targeted and untargeted settings. They support all advantages mentioned above. We use both the $l_2$ and Wasserstein distances and show in which settings each performs better. We select a simple Steganography defence mechanism and show that our attack is much less vulnerable to it than pixel-based perturbations. We examine the difference between perturbing the latent and intermediate layers and show that the intermediate layers indeed modify the high-level features of the reconstructed image. Finally, we show how our algorithm gradually incorporates the high-level features from the initial to the adversarial image. Our codes are available online to promote reproducibility.

Related work

The threat model based on small $l_p$ norm-bounded perturbations has been the main focus of research. It was originally introduced in (Szegedy et al. 2014), where they used L-BFGS to minimize the $l_2$ distance between the original and adversarial images. Since then, many new ways how to both attack and defend against adversarial examples have been introduced. (Goodfellow, Shlens, and Szegedy 2015) introduced Fast Gradient Sign Method (FGSM), which is bounded by the $l_\infty$ metric. The authors used FGSM to generate new adversarial examples and used them to augment the training set in the adversarial training defence technique. A natural way to extend the FGSM attack is to iterate the gradient step as it is done in the Basic Iterative Method of (Kurakin, Goodfellow, and Bengio 2016) and Projected Gradient Descend attack of (Madry et al. 2018). (Papernot et al. 2016) argued to use the $l_0$ distance to model human perception and proposed a class of attacks optimized under $l_0$ distance. (Carlini and Wagner 2017) designed strong attack algorithms based on optimizing the $l_0$, $l_2$ and $l_\infty$ distances. (Xiao et al. 2018) used GANs to generate noise for adversarial perturbation. Other authors used generative models in defence against adversarial examples. MagNet of (Meng and Chen 2017) used reconstruction error of variational autoencoders to detect adversarial examples. A similar idea was used in DefenceGAN of (Samangouei, Kabkab, and Chellappa 2018), where they cleaned adversarial images by matching them to their representation in latent space of the GAN trained on clean data.

We use similar optimization techniques as in decision-based attacks such as Boundary attack of (Brendel, Rauber, and Bethge 2018) and HopSkipJump attack of (Chen, Jordan, and Wainwright 2020). The optimization techniques always keep intermediate results in the adversarial region and always outputs misclassified examples.

Some works have already investigated adversarial examples outside of the $l_p$ norm. (Wong, Schmidt, and Kolter 2019) used the Sinkhorn approximation of the Wasserstein distance to create adversarial images with the same geometrical structure as the original images. The Wasserstein distance is more suitable than the standard $l_p$ distance metrics because it preserves differences in high-level features. We increase this benefit by additionally modifying the high-level features instead of pixels.

The Unrestricted Adversarial Examples of (Song et al. 2018), are adversarial examples constructed from scratch using conditional generative models. Our paper differs in several aspects. First, we use the intermediate instead of the latent representation to perturb high-level features. Second, we use an unconditional generator, which allows us to freely move in the intermediate latent space and perform several operations such as the projection.

2 Proposed Formulation

Finding an adversarial image amounts to finding some image $x$ which is close to a given $x_0$, and the neural network misclassifies it. For reasons mentioned in the introduction, we do not work with the original images but with their latent representations. Therefore, we need a decoder $D$ which maps the latent representation $z$ to the original representation $x$. Since we want to insert some perturbation $p$ to the intermediate layer in the decoder, we split the decoder into two parts $D = D_2 \circ D_1$. We call $D_1(z)$ the intermediate latent representation and $D_2(D_1(z))$ the reconstructed image.

The mathematical formulation of finding an adversarial image close to $x_0$ reads:

\[
\begin{align*}
\text{minimize} & \quad \text{distance}(x, x_0) \\
\text{subject to} & \quad x = D_2(D_1(z_0) + p), \\
& \quad x_0 = D_2(D_1(z_0)), \\
& \quad g(x) \leq 0, \\
& \quad x \in [0, 1]^n.
\end{align*}
\]

Here, $z_0$ is the latent representation of the image $x_0$. We insert the perturbation $p$ to the intermediate latent representation $D_1(z_0)$ and only then reconstruct the image by applying the second part of the decoder $D_2$.

When $D_1$ is the identity, and $D_2$ is the decoder, we obtain the case when perturbations appear in the latent space. Similarly, when $D_1$ is the decoder, and $D_2$ is the identity, we recover the standard pixel perturbations. Therefore, our formulation generalizes both approaches.

Objective

The objective function measures the distance between the adversarial $x$ and the original $x_0$ image in the reconstructed space. We will use the $l_2$ norm and the Wasserstein distance. Having the distance in the objective is advantageous because we do not need to specify the $\varepsilon$-neighborhood when this distance is in the constraint.

Constraints

Formulation has multiple constraints. Constraint $x \in [0, 1]^n$ says that the pixels need to stay in this range. Since $x$ is an output of the decoder, this constraint is always satisfied.

The other constraint $g(x) \leq 0$ is a misclassification constraint. We employ the margin function

\[
m(x, k) = \max_{i,j \neq k} F_i(x) - F_k(x),
\]

1https://anonymous.4open.science/r/latent-adv-examples-5C59
where \( F = [F_1(x), \ldots, F_m(x)] \) is a classifier with \( m \) classes and \( k \) is a class index. We define this constraint for both targeted and untargeted attacks:

- Targeted: \( g(x) = m(x, k) \),
- Untargeted: \( g(x) = -m(x, \text{argmax}_{i=1,\ldots,m} F_i(x)) \). (3)

For the targeted case, we need to specify the target class \( k \), while for the untargeted case, the class \( k \) is the classifier prediction. For the latter case, we need to multiply the margin by \(-1\) as we require the misclassified images to satisfy \( g(x) \leq 0 \).

We will later use that the original image always satisfies \( g(x_0) > 0 \) because the original image is already misclassified, and no perturbation \( (p = 0) \) is the optimal solution of (1).

### 3 Proposed Solution Method

We propose to solve (1) by the projected gradient method (Nocedal and Wright, 2006) with inexact projection. Our algorithm produces a feasible point at every iteration. Therefore, it always generates a misclassified image.

**Proposed algorithm**

Since we optimize with respect to \( p \), we define the objective and constraint by

\[
\begin{align*}
    f(p) &= \text{distance}(D_2(D_1(z_0) + p), x_0), \\
    \hat{g}(p) &= g(D_2(D_1(z_0) + p)).
\end{align*}
\]

We describe our procedure in Algorithm 1. First, we initialize \( p \) by some feasible \( p_{\text{init}} \) and then run the projected gradient method for \( \text{maxiter} \) iterations. Step 3 computes the optimization step by minimizing the objective \( f \) and step 4 uses the inexact projection (described later) to project the suggested iteration \( p_{\text{next}} \) back to the feasible set. As we will see later, the constraint \( p_{\text{next}} \neq p \) implies that \( p_{\text{next}} \) was not feasible, and it was projected onto the boundary. In such a case, steps 4 and 5 “bounce away” from the boundary. Since \(-\nabla \hat{g}(p)\) points inside the feasible set, step 6 finds some \( \beta > 0 \) such that \( p - \beta \nabla \hat{g}(p) \) lies in the interior of the feasible set.

**Algorithm 1:** for finding adversarial images by solving (1)

1. \( p \leftarrow p_{\text{init}} \)
2. for \( i \in \{0, \ldots, \text{maxiter}\} \) do
3. \( \text{if } i > 0 \text{ and } p_{\text{next}} \neq p \text{ then} \)
4. \( \beta \leftarrow \beta_i \)
5. while \( \hat{g}(p - \beta \nabla \hat{g}(p)) \geq 0 \) do
6. \( \beta \leftarrow \frac{\beta}{2} \)
7. \( p \leftarrow p - \beta \nabla \hat{g}(p) \)
8. \( p_{\text{next}} \leftarrow p - \alpha_i \nabla f(p) \)
9. \( p \leftarrow \text{PROJECT}(p_{\text{next}}, p, \delta) \)
10. return \( p \)

**Inexact projection**

Step 8 in Algorithm 1 uses the inexact projection. We summarize this projection in Algorithm 2. Its main idea is to find a feasible point on the line between \( p \) and \( p_{\text{next}} \). This line is parameterized by \((1 - c)p + c p_{\text{next}}\) for \( c \in [0, 1] \). Due to the construction of Algorithm 1, \( p \) is always strictly feasible and therefore \( \hat{g}(p) < 0 \). If \( \hat{g}(p_{\text{next}}) < 0 \), then \( p_{\text{next}} \) is feasible and we accept it in step 4. In the opposite case, we have \( \hat{g}(p) < 0 \) and \( \hat{g}(p_{\text{next}}) \geq 0 \) and we can use the bisection method to find some \( c \in (0, 1) \) for which the constraint is satisfied. The standard bisection method would return a point with \( \hat{g}((1 - c)p + c p_{\text{next}}) = 0 \), however, since the formulation (1) contains the inequality constraint, we require the constraint value to lie only in some interval \([-\delta, 0] \) instead of being zero.

**Algorithm 2:** Inexact projection onto the feasible set

1: procedure \( \text{PROJECT}(p_{\text{next}}, p, \delta) \)
2: assert \( \hat{g}(p) < 0 \)
3: if \( \hat{g}(p_{\text{next}}) < 0 \) then
4: return \( p_{\text{next}} \)
5: \( a \leftarrow 0, b \leftarrow 1, c \leftarrow \frac{1}{2}(a + b) \)
6: while \( \hat{g}((1 - c)p + c p_{\text{next}}) \notin [-\delta, 0] \) do
7: if \( \hat{g}((1 - c)p + c p_{\text{next}}) > 0 \) then
8: \( b \leftarrow c \)
9: else
10: \( a \leftarrow c \)
11: \( c \leftarrow \frac{1}{2}(a + b) \)
12: return \((1 - c)p + c p_{\text{next}}\)

Figure 1 depicts the projection in the intermediate latent space. The light-grey region is feasible, and the white region is infeasible. The infeasible region always contains \( D_1(z_0) \), while the feasible region always contains \( D_1(z_0) + p \). If \( D_1(z_0) + p_{\text{next}} \) lies in the feasible region, the projection returns \( p_{\text{next}} \). In the opposite case, we look for some point on the line between \( D_1(z_0) + p \) and \( D_1(z_0) + p_{\text{next}} \). The points which may be accepted are depicted by the thick solid line. The length of this line is governed by the threshold \( \delta \). The extremal case \( \delta = 0 \) always returns the point on the boundary, while \( \delta = \infty \) prolongs the line to \( D_1(z_0) + p \).
Analysis of the algorithm

The preceding text mentioned that Algorithm 1 generates a strictly feasible point \( p \), thus \( g(D_2(D_1(z_0) + p)) < 0 \). We prove this in the next theorem and add a speed of convergence. We postpone the proof to the appendix.

**Theorem 1.** Assume that \( g \circ D_3 \) is a continuous function. Then Algorithm 2 generates a strictly feasible point \( p \) in a finite number of iterations. If \( g \circ D_3 \) is moreover Lipschitz continuous with modulus \( L \), then Algorithm 2 converges in at most \( \log_2 \frac{L\|p_{next} - p\|}{\delta} \) iterations.

The previous theorem implies that all iterations \( p \) produced by Algorithm 1 are strictly feasible.

4 Numerical Experiments

This section shows numerical experiments on the image datasets MNIST (LeCun, Cortes, and Burges 2010) and ImageNet (Deng et al. 2009).

Used architectures

As the classifiers to be fooled in our MNIST experiments, we train a non-robust classifier with architecture based on VGG blocks (Simonyan and Zisserman 2015) and use the publicly available robust model (Madry et al. 2018). We generate new digits using an unconditional ALI generator (Donahue, Krähenbühl, and Darrell 2016; Dumoulin et al. 2016). For ImageNet we use EfficientNet B0 (Tan and Le 2019) as a classifier and BigBiGAN (Donahue and Simonyan 2019) as an encoder-decoder model.

Numerical setting

As an objective we use the standard \( l_2 \) distance and the Sinkhorn approximation (Cuturi 2013) to the Wasserstein distance. This approximation adds a weighted Kullback-Leibler divergence to solve

\[
\begin{align*}
\text{minimize} & \quad \langle C, W \rangle + \lambda \langle W, \log W \rangle \\
\text{subject to} & \quad W1 = x_0, W^\top 1 = x, W \geq 0.
\end{align*}
\]

(5)

The optimal value of this problem is the Sinkhorn distance between images \( x_0 \) and \( x \). The matrix \( C \) specifies the distance between pixels. Since \( x_0 \) and \( x \) are to be probability distributions, we normalize the pixels from decoder output to sum to one. We do not need to impose the non-negativity constraint because the decoder outputs positive pixel intensities. We use the implementation from the GeomLoss package (Feydy et al. 2019). Since the number of elements \( W \) from (5) equals the number of pixels squared, using the Sinkhorn distance was infeasible for ImageNet, where we use only the \( l_2 \) distance.

For MNIST, we randomly generate the latent images \( z_0 \) and then use the decoder for reconstructed images \( x_0 \). We required that the classifier predicts the digit into the correct class with the probability of at least 0.99. For ImageNet, this technique produces images of lower quality, and we fed the encoder with real images and used their encoded representation.

We run all experiments for 1000 iterations. Algorithm 1 requires stepsizes \( \alpha \) and \( \beta \), while Algorithm 2 requires the threshold \( \delta \). We found that the stepsize \( \alpha \) is not crucial because even if it is large, the projection will reduce it. We therefore selected \( \alpha = 1 \). For the second stepsize \( \beta \), we selected a simple annealing scheme with exponential decay. In both cases, we used the normed gradient. For the threshold we selected \( \delta = 1 \). Since the margin function (2) is bounded by 1, Figure 1 then implies that the acceptable projection increases all the way to \( D_1(z_0) + p \). Since at least one iteration of the projection is performed, the distance to the boundary at least halves. We found this to be a good compromise between speed and approximative quality. Theorem 1 then implies that Algorithm 1 converges in at most \( \log_2 L \) iterations.

We run our experiments on an Nvidia GPU with 6GB of VRAM.

Numerical results for MNIST

For the numerical experiments, we use the notation of \( l_2 \) and Wasserstein attacks based on the objective function in the model (1). For MNIST, we would like to stress that none of the images was manually selected, and all images were generated randomly.

Figure 2 shows targeted \( l_2 \) attacks (left) and targeted Wasserstein attacks (right). Even though both attacks performed well, the Wasserstein attack shows fewer grey artefacts around the digits. This is natural as the Wasserstein distance considers the spatial distribution of pixels. The is not the case for the \( l_2 \) distance.

Table 1 shows a numerical comparison between these two attacks and the CW attack (Carlini and Wagner 2017) implemented in the Foolbox library (Rauber et al. 2020). Besides the targeted attacks, we also implemented untargeted attacks and attacks against the robust network (additional figures are in the appendix). We show the \( l_2 \) and the Wasserstein distances. The table shows that if we optimize with respect to the Wasserstein distance, the Wasserstein distance between the original and adversarial images (column 8) is the smallest. The same holds for the \( l_2 \) distance (column 4). Even though the CW attack generated smaller values in the \( l_2 \) distance, this happened because it is not restricted by the decoder. Moreover, as we will see from the next figure, the CW attack generates lower-quality images which do not keep the hidden structure of the original images. It is also not surprising that the needed perturbations are smaller for untargeted attacks and the non-robust network.

Figure 3 shows a visual comparison for untargeted attacks. It shows the original image (left) and the CW (middle left), \( l_2 \) (middle right) and Wasserstein (right) attacks. Each three columns contain the adversarial image. Least significant bit is a standard steganographic defence technique which captures changes in the hidden structure of the data. For pixel intensities in \( x \in [0, 1] \), it is defined by

\[
\text{lsb}(x) = \text{mod}(\text{round}(255x), 2).
\]
Table 1: Mean $l_2$ and Wasserstein distances between original and adversarial images over 90 randomly selected images.

| Network   | Attack    | $l_2$ distance | Wasserstein | $l_2$ distance | Wasserstein |
|-----------|-----------|----------------|-------------|----------------|-------------|
|           | CW attack | 15.28          | 20.87       | 1.49           | 0.87        |
| Non-robust| Untargeted| 7.85           | 16.78       | 24.01          | 3.49        |
|           | Targeted  | 10.07          | 16.78       | 1.83           | 0.12        |
| Robust    | Untargeted| 17.36          | 24.68       | 0.78           | 0.19        |
|           | Targeted  | 24.49          | 29.75       | 1.72           | 3.12        |

Figure 2: Targeted $l_2$ attacks (left) and Wasserstein attacks (right). Rows represent the original while columns the target class.

Therefore, it transforms the image $x \in [0, 1]$ into its 8-bit representation and takes the last (least significant) bit.

A significant difference between our attacks and the pixel-based CW attack is that our attacks provide interpretability of perturbations. Figure 3 shows that there is no clear pattern in the pixel perturbations of the CW attack, neither in the least significant bit nor in the (almost) uniformly distributed perturbations. On the other hand, our method keeps the least significant bit structure. This implies that the least significant bit defence can easily recognize the CW attack, while our attacks cannot be recognized. At the same time, our methods concentrate the attack around the edges of the image. Therefore, our attacks are compatible with the basic steganographic rule stating that attacks should be concentrated mainly around key features such as edges. We show the same figure for the robust classifier in the appendix.

Numerical results for Imagenet

When fooling the ImageNet classifier, we use only the targeted version of our algorithm to prevent trivial class changes in the case of the untargeted attack, such as changing the dog’s breed. We manually select several pictures of various animals as original images. As the target class we chose broccoli due to its distinct features.

Figure 5 demonstrates the differences between original and adversarial images. In all experiments, we perturbed the second intermediate layer of the BigBiGAN decoder. The first row shows the original images, while the second row shows the adversarial images misclassified all as broccoli. The third row highlights the difference between original and adversarial images by taking the mean square root of the absolute pixel difference across all channels. This difference shows interpretable silhouettes, which allows us to assign semantical meaning to many perturbations. Most of the differences are concentrated in key components of the animals, such as changes of texture, colouring and brightness of their semantically meaningful components. For example, the dog fur has a different texture, and the grass has lighter colour. Another example is the bird’s beak, which is longer in the third and thicker in the fourth adversarial image. The difference plot also shows that significant perturbations happen around animals edges or key features such as eyes and nose.
The crucial idea of our paper is to perturb the intermediate decoder layers. However, we can place the perturbation in any intermediate layer, each with a different effect. The earlier layers generate high-level features, while later layers generate much finer features or even perturbations in pixels without any semantic meaning. Figure 4 shows the impact of the choice of the intermediate layer. The columns show the adversarial images when perturbing the first (left column), second (middle column) and third (right column) intermediate layer. The figure shows that the deeper we perturb the decoder, the more the perturbations shift from high-level to finer perturbations. The first layer results in a purely black bird and uniform background. The silhouettes show that while the first layer perturbs the colour of the chest, the beak or the background, the silhouette in the third layer disappears, and the perturbations amount almost to pixel perturbations. We present additional results of perturbing other layers in the appendix.

Figure 6 documents a similar effect of high-level perturbations. While the previous figure showed the dependence of high-level features on the intermediate layer choice, this figure
Figure 5: Unperturbed image (top), perturbed image (middle) and their difference (bottom). The perturbations happen around key animal features.

Figure 6: Development of perturbed images over iterations. Broccoli features get gradually incorporated into the dog.

5 Conclusion

This paper presented a novel method for generating adversarial images. Instead of the standard pixel perturbation, we use an encoder-decoder model and perturb high-level features from intermediate decoder layers. We showed that our method generates high-quality adversarial images in both targeted and untargeted settings on the MNIST and ImageNet datasets. We demonstrated that our adversarial images indeed perturb high-level features. This makes them more resilient to being recognized as adversarial by standard defense techniques.
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Recall that a function \( f \) is Lipschitz continuous with constant \( L \) if
\[
||f(x) - f(y)|| \leq L||x - y||
\]
for all \( x \) and \( y \).

**Theorem 2.** Assume that \( g \circ D_2 \) is a continuous function. Then Algorithm 2 generates a strictly feasible point \( p \) in a finite number of iterations. If \( g \circ D_2 \) is moreover Lipschitz continuous with modulus \( L \), then Algorithm 2 converges in at most \( \log_2 \frac{||p||}{\epsilon} \) iterations.

**Proof.** Denote the iterations from Algorithm 2 by \( b^k \) and \( a^k \) with the initialization \( b^0 = 1 \) and \( a^0 = 0 \). Since the interval halves at each iteration, we obtain
\[
b^k - a^k = \frac{1}{2}(b^{k-1} - a^{k-1}) = \frac{1}{2^k}(b^0 - a^0) = \frac{1}{2^k}.
\]
(7)

Define
\[
\tilde{g}(c) = \tilde{g}((1-c)p + c p_{\text{next}}).
\]
Since we have
\[
\tilde{g}(b^0) = \tilde{g}(1) = \tilde{g}(p_{\text{next}}) \leq 0,
\]
\[
\tilde{g}(a^0) = \tilde{g}(0) = \tilde{g}(p) < 0.
\]
due to the construction of the algorithm, we have \( \tilde{g}(b^k) \leq 0 \) and \( \tilde{g}(a^k) > 0 \) for all \( k \). Since \( \tilde{g} \) is a continuous function due to continuity of \( D_2 \circ g \), Algorithm 2 converges in a finite number of iterations.

Assume that \( g \circ D_2 \) is a Lipschitz continuous function with modulus \( L \), then \( \tilde{g} \) is also Lipschitz continuous with modulus \( L \). Then

\[
|\tilde{g}(c_1) - \tilde{g}(c_2)| = |\tilde{g}((1 - c_1)p + c_1p_{\text{next}}) - \tilde{g}((1 - c_2)p + c_2p_{\text{next}})| \\
\leq L \| (1 - c_1)p + c_1p_{\text{next}} - (1 - c_2)p - c_2p_{\text{next}} \| \\
\leq L \| (p_{\text{next}} - p)(c_1 - c_2) \| \\
\leq L \| p_{\text{next}} - p \| |c_1 - c_2|
\]

Therefore, \( \tilde{g} \) is a Lipschitz continuous function with constant \( L \| p_{\text{next}} - p \| \). Together with (7) this implies

\[
\tilde{g}(b^k) - \tilde{g}(a^k) \leq L \| p_{\text{next}} - p \| (b^k - a^k) \\
= L \| p_{\text{next}} - p \| \frac{1}{2^k}.
\]

If the algorithm did not finish within \( k \) iterations, we have

\[
\tilde{g}(b^k) - \tilde{g}(a^k) \geq \delta.
\]

The comparison of (8) and (9) implies that the algorithm cannot run for more than \( \log_2 \frac{L \| p_{\text{next}} - p \|}{\delta} \) iterations, which finishes the proof.

\[\Box\]

**B Additional results**

This section extends the results from the main manuscript body. We will always present a figure and then compare it with the corresponding figure from the manuscript body. The former figures start with a letter while the latter figures with a digit.

Figure 7 shows the untargeted attacks for the non-robust network. It corresponds to Figure 2 from the manuscript body. The images are again nice, with the Wasserstein attack performing better than the \( l_2 \) attack. The small digit in each subfigure shows to which class the digit was misclassified. As we have already mentioned, our method always works with feasible points and, therefore, all digits were successfully misclassified. In other words, these images were generated randomly without the need to select them manually.

Figure 8 shows the attacks on the robust network of (Madry et al. 2018). It corresponds to Figure 3 from the main manuscript body. The quality of the CW attack increased. It now preserves the least significant bit structure, and the perturbations shifted towards the digit edges. The Wasserstein attack keeps the superb performance with visually the same results as in Figure 7. We conclude that our attacks are efficient against adversarially trained networks.

Figure 9 shows the effect of the choices of the intermediate layer to perturb and of the initial point for Algorithm 1. It corresponds to Figure 4 from the main manuscript body. The first column shows the point which was used to initialize Algorithm 1. The next three columns present the adversarial images with the perturbation inserted in different intermediate layers. The last column shows the original image.

The effect of the initialization is negligible when perturbing the third intermediate layer (column 4). However, it has a huge impact when perturbing earlier intermediate layers. The intermediate latent representation of the second broccoli (rows 2 and 4) carries a preference for the white colour, which is visible in the adversarial image for the first intermediate layer (column 2).

Figure 10 also shows the effect of the initial point for Algorithm 1. It corresponds to Figure 6 from the main manuscript body. We see that the features of the initial broccoli (column 1) gradually incorporate into the dog image (columns 2-5). The adversarial image (column 6) still has some connection to the initial broccoli, for example, in the background colour. The adversarial image is close to the original image (column 7). This figure shows once again that our algorithm works with high-level features and not pixel modifications.
Figure 7: Untargeted $l_2$ attacks (left) and Wasserstein attacks (right). Rows represent the class. The small number in each subfigure shows to which class the digit was classified.
Figure 8: Comparison of CW and our attacks on the robust network. Least significant bit (LSB) is defined in (6), the difference is between the original and adversarial images.
Figure 9: Effect of the intermediate layer choice. The columns show initial point for Algorithm 1 (column 1), the adversarial image when perturbations were performed in the first (column 2), second (column 3) and third (column 4) intermediate layer and the original image (column 5).

Figure 10: Development of perturbed images over iterations. Broccoli features get gradually incorporated into the dog.