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Abstract. The world is facing a complicated moment in which social isolation is necessary. Therefore, to minimize the problems of companies, remote work is being widely adopted, which is only possible because of existing technologies, including cloud computing. Choosing the providers to host the business applications is a complex task, as there are many providers and most of them offer various services with the same functionality and different capabilities. Thus, in this paper, we propose an approach, called $PUM^2Q$, for selecting providers to host a distributed application based on microservices that have little communication between them. $PUM^2Q$ is a provider selection approach based on multi-criteria, and it copes with the needs of microservices individually and in parallel. The proposed approach extends our previous one, $UM^2Q$, and should be incorporated by PacificClouds. Besides, we carry out a performance evaluation by varying the number of requirements, microservices, and providers. We also compare $PUM^2Q$ and $UM^2Q$. The results presented by $PUM^2Q$ are better than those given by $UM^2Q$, showing not only its viability but also expanding the number of approaches adopted by PacificClouds. As a result, $PUM^2Q$ making the tasks of the software architect, who is the user of PacificClouds, more flexible.
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1 Introduction

Despite existing for a long time, remote work was not widely adopted. In the face of a pandemic in which social isolation is essential, many companies have started using it. Many remote jobs are only possible due to the existence of several technologies, and one of them being cloud computing. According to Flexera$^1$,
30% of companies are adopting more cloud computing than predicted before the pandemic. Flexera\(^2\) also points out that 84% of companies with more than 1,000 employees have as a strategy for the use of multiple clouds. Given this context, we can see the importance of cloud computing and, more specifically, of a multi-cloud environment in the current and future scenario.

The use of multiple clouds brings many advantages, as it consolidates the benefits obtained by cloud computing, allowing the user to choose the services that best meet their needs regardless of the provider. Effectively, using multiple providers and multiple cloud services per provider to compose a distributed application has several challenges, including those described by Flexera (see Footnote 2), such as cloud cost management, governance, security, compliance, lack of resources/expertise, multiple clouds management and cloud migration.

In this paper, we propose an approach for selecting multiple providers to host an application based on microservices from the software architect’s perspective. The applications considered in this work have little interaction between microservices so we disregarded them. The proposed approach, named \(PUM^2Q\), selects providers considering the requirements of availability, response time and cost. \(PUM^2Q\) treats the provider selection for a microservice regardless of another microservice. For this, a software architect needs to define an application budget quota for each microservice. The proposed approach extends the work published in [4], in which we propose the \(UM^2Q\) approach. The two approaches differ because the one proposed in this work parallels each provider selection for each microservice. Thus, \(PUM^2Q\) increases the number of scenarios served by \(UM^2Q\), as the selection time decreases, and it supports scenarios with a more significant amount of microservices, providers and services per provider. To demonstrate this, we propose a performance evaluation as well as a comparison between the two proposals described in Sect. 5.

PacificClouds [5] is a platform that aims to manage the deployment and execution of an application based on microservices distributed in a multi-cloud environment. The multi-cloud environment aims to mitigate vendor lock-in and also allows the software architect to distribute an application to take the advantages offered by cloud computing. Also, PacificClouds uses microservices as the architectural style because they provide support to build applications in which each part is independently scalable and deployed. To achieve its goals, PacificClouds must select the providers and services to host all application microservices.

PacificClouds intends to incorporate several provider selection approaches in order to address a higher number of scenarios and, consequently, the software architect’s needs. We propose other selection approaches besides the one described in [4], which meet different scenarios. The method proposed in [2] obtains the best solution, but it is limited in the input size, that is, in the number of microservices of an application and the amount of available providers. The approach proposed in [3] obtains a viable solution and accepts a large entry, that is, an application with a large number of microservices and providers.

\(^2\)https://www.flexera.com/blog/cloud/2019/02/cloud-computing-trends-2019-state-of-the-cloud-survey/.
The $UM^2Q$ introduced in [4] gets an optimal local solution and accepts a large entry, but smaller than the proposal in [3]. The purpose of $PUM^2Q$ is to take advantage of $UM^2Q$ and expand the size of the entrance. Therefore, $PUM^2Q$ is an approach that contributes to increase the number of scenarios served by PacificClouds.

Once this approach focuses on applications based on microservices distribute in a multi-cloud environment, we adopted the definition for multi-cloud [5], which is a delivery model where there is no agreement between the providers involved. We use the definition of microservices described in [5], followed by an approach example in Sect. 2. In Sect. 3 we present a formulation for the model; and, in Sect. 4 the $PUM^2Q$ approach description.

Other works in the literature deal with the selection process in cloud computing, but as described in [4], they focus on different aspects. In [4], as presented in Sect. 6, we describe some works that focus on the user’s perspective and propose a taxonomy called providers and services granularity (PSG), which classifies the papers according to the number of providers and services used both in the selection phase and in the application. Further, we present other works that use parallel approaches to address the selection of cloud providers, and we also compared them to $PUM^2Q$.

According to the aspects described in this section, the main contributions of this work are as follows:

1. We propose a provider selection process for an application microservice regardless of another microservice in the same application. For this, a software architect must define an application budget quota for each microservice;
2. We propose a parallel selection of providers to host an application’s microservices;
3. We describe a formal description of the proposed approach;
4. We present a tool that implements the proposed approach;
5. We assess a performance evaluation to verify the $PUM^2Q$ feasibility. Furthermore, we compare $PUM^2Q$ and $UM^2Q$.

2 Example for $PUM^2Q$

The main objective of $PUM^2Q$ is to choose providers in parallel to host an application based on microservices from the software architect’s perspective, in a manner that, the approach selects a single provider for each microservice. For this, a software architect needs to provide $PUM^2Q$ with the requirements of each application’s microservice and the available providers’ capabilities. In this section, we present a simplified example for $PUM^2Q$.

The example shows an application with three microservices represented by MS1, MS2 and MS3, illustrated in Fig. 1a. MS1 requires three cloud services, represented by S11, S21 and S31. Figure 1a also shows the services of the provider Cloud1, which has 6 services represented by CS11, CS21, CS31, CS41, CS51 and CS61. Figures 1b, 1c and 1d show the selection of candidate services from the provider Cloud1 that meet each cloud services required to compose MS1.
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(a) Microservices’ Application and Available Provider.
(b) Candidate Services for S11 from MS1.
(c) Candidate Services for S21 from MS1.
(d) Candidate Services for S31 from MS1.

Fig. 1. Examples for candidate services for $PUM^2Q$.

Figure 2 shows the candidate combinations to serve MS1, according the provider Cloud1 capabilities. Next, $PUM^2Q$ selects the provider combination Cloud1 for MS1 that has the highest score. The approach calculates the score by the weighted average between the values for availability, response time and cost and the weight of each one. The weight represents the priority of the requirement. $PUM^2Q$ repeats the process on all available providers for MS1. In the end, there is a set of candidate combinations for MS1, one for each provider. Again, the approach selects the best candidate among providers by looking at their score. $PUM^2Q$ performs the entire process for all microservices in parallel.

Fig. 2. Candidate combinations for $PUM^2Q$.

Now, let’s assume that the budget defined for the application is 12 and that the budget quota for MS1 is 4, for MS2 is 5 and for MS3 is 3. Figure 3 shows the set of candidate combinations for each application microservice containing the score, the cost and the provider to which it belongs. We can observe that combination 3 for MS1 has the highest score, and it does not exceed the budget’s quota for MS1. We can also notice that combination 3 for MS2 has the highest score, but it does exceed the budget’s quota. So $PUM^2Q$ must select combination 2 for MS2, as shown in Fig. 4. Its happens similarly with MS3 and the approach selects combination 2 to fit the budget, even though combination 3 has the highest score.
3 Formulation

The proposed selection approach refers to the cloud providers selection from the software architect’s perspective before an application deployment. The software architect must define their requirements for an application, and set a budget’ quota for each application microservice. We consider that the provider’s capabilities are available since this is an other challenge and we do not treat in this paper. In this section, we present a formal description for $PUM^2Q$ through definitions, and the optimization of availability, response time and cost requirements.

As we can observe in Sect. 2, the required cloud services to compose a microservice have different requirements and the providers offer many services with the same functionalities but different capabilities. Even though our approach can handle as many requirements as needed, in this paper, we consider three user requirements: (i) response time (execution time + communication delay), (ii) availability, and (iii) application execution cost, but other requirements can be included in our model easily. We use three user’s requirements that are enough to understand our proposed selection process. However, the software architect can define several other user requirements without significant changes in the code.

According to the previously described providers’ selection process, and as in [4], we propose:

| Microservice | Combination | Quota | Score | Cost | Provider |
|--------------|-------------|-------|-------|------|----------|
| MS1          | 1           | 4     | 0.6   | 2    | P1       |
|               | 2           |       | 0.7   | 3    | P2       |
|               | 3           |       | 0.8   | 4    | P3       |
| MS2          | 1           | 5     | 0.5   | 2    | P5       |
|               | 2           |       | 0.7   | 4    | P4       |
|               | 3           |       | 0.8   | 7    | P3       |
| MS3          | 1           | 3     | 0.6   | 1    | P2       |
|               | 2           |       | 0.7   | 3    | P5       |
|               | 3           |       | 0.8   | 8    | P1       |

**Fig. 3.** All candidate combinations for $PUM^2Q$.

**Fig. 4.** Combinations selection for $PUM^2Q$. 
– Definition 1: **cloud service model** - as $S(S_{rt}, S_{a}, S_{c})$, in which $S_{rt}$, $S_{a}$, and $S_{c}$ stand for response time, availability, and cost, respectively.

– Definition 2: **cloud services class** - as $SC_{l} = \{S_{l1}, S_{l2}, \ldots, S_{lo}\}$, in which $S_{l1}$, $S_{l2}$, $\ldots$, $S_{lo}$ are services of the same provider with same functionalities but different capabilities.

– Definition 3: **services provider model** - as $SP_{k} = \{SC_{k1}, SC_{k2}, \ldots, SC_{kp}\}$, in which $SC_{k1}$, $SC_{k2}$, $\ldots$, $SC_{kp}$ are services classes.

– Definition 4: **cloud provider set** - as $CP = \{SP_{1}, SP_{2}, \ldots, SP_{q}\}$, in which $SP_{1}$, $SP_{2}$, $\ldots$, $SP_{q}$ are services providers.

– Definition 5: **microservice model** - as $MS_{i} = \{S_{ki1}, S_{ki2}, \ldots, S_{kir}\}$, in which $S_{ki1}$, $S_{ki2}$, $\ldots$, $S_{kir}$ are cloud services indispensable to execute a microservice, and they should be of different cloud service classes. Each service required to compose the microservice $i$ can belong to different classes of services from a cloud provider. Thus, $1 \leq k_{r} \leq o$, in which $o$ is the maximum number of classes for a cloud provider.

– Definition 6: **application model** - as $AP = \{MS_{1}, MS_{2}, \ldots, MS_{t}\}$, in which $MS_{1}$, $MS_{2}$, $\ldots$, $MS_{t}$ are microservices.

All definitions described for the cloud selection process must follow the model of definition 1. Example: Definition X is modelled as $X(X_{rt}, X_{a}, X_{c})$.

### 3.1 Availability Requirement

The cloud availability for an application must meet at least the user-defined threshold, so that each application microservice meets the same threshold. We define $MinAvbty$ as the user-defined minimum availability threshold. In Eq. 1, we define $AP.a$ as the application availability, which is assigned to be defined as the lowest availability value among its microservices, and it must be greater than or equal to $MinAvbty$. Also, in Eq. 2, $MS_{i}.a$ represents the microservice availability $i$, which is assigned to be the lowest availability value among cloud services that compose $MS_{i}$ and it must be greater than or equal to $MinAvbty$. We represent the cloud availability for a service by $S_{ij}.a$ in Eq. 2, which is the service $j$ from provider $K$ for the microservice $i$.

\[
AP.a = \min_{1 \leq i \leq t} (MS_{i}.a) \geq MinAvbty, \forall MS_{i} \in AP
\]  

\[
MS_{i}.a = \min_{1 \leq j \leq r} (S_{ij}.a) \geq MinAvbty,
\forall S_{ij} \mid S_{ij} \in MS_{i}, MS_{i} \in AP, 1 \leq i \leq t
\]

### 3.2 Response Time Requirement

The response time for an application must meet the user-defined threshold, so that each application microservice meets the same threshold. We define $MaxRT$
as the user-defined maximum response time threshold, and $\text{MaxRT}$ is the maximum execution time threshold ($\text{MaxExecTime}$) plus the maximum delay threshold ($\text{MaxDelay}$) defined by the user, as in Eq. 3. In Eq. 4, we define $\text{AP}rt$ as the response time of the application, which is assigned the highest response time value among their microservices, and that must be less than or equal to $\text{MaxRT}$. In addition, in Eq. 5, $MS_{i,rt}$ represents the response time of microservice $i$, which is assigned to be the highest response time value among their services and that must not be less than $\text{MaxRT}$. We represent the response time for a service by $S_{ij}^{k,rt}$ in Eq. 5, which is the service $j$ from provider $k$ for the microservice $i$.

$$MaxRT = \text{MaxExecTime} + \text{MaxDelay}$$  \hspace{1cm} (3)

$$\text{AP}rt = \max_{1 \leq i \leq t} (MS_{i,rt}) \leq \text{MaxRT}, \forall MS_i | MS_i \in AP$$  \hspace{1cm} (4)

$$MS_{i,rt} = \max_{1 \leq j \leq r} (S_{ij}^{k,rt}) \leq \text{MaxRT},$$

$$\forall S_{ij}^{k} | S_{ij}^{k} \in MS_i, MS_i \in AP, 1 \leq i \leq t$$  \hspace{1cm} (5)

### 3.3 Cost Requirement

The application execution cost should not be higher than the cost threshold defined by the user ($\text{Budget}$). In Eq. 6, we define $\text{AP}c$ as the application execution cost, which is assigned as the sum of all its microservices’ costs, and that must be less than or equal to the provided Budget.

$$\text{AP}c = \sum_{i=1}^{t} MS_{i,c} \leq \text{Budget}, \forall MS_i | MS_i \in AP$$  \hspace{1cm} (6)

In this work, an application has $t$ as the microservices maximum, and a microservice has $r$ as the services maximum. We do not address the services capabilities model from the provider perspective because this work focuses on the software architect perspective. We only verify if the service capabilities offered by a cloud provider meet the user requirement.

### 4 $PUM^2Q$ Approach

We can observe in the previous sections that there are various available cloud providers, and each of them offers several services. An application can consist of many microservices, and each of them must require several cloud services to meet its tasks’ requirements. Therefore, selecting cloud providers to host a distributed application in multiple clouds is complex. In this section, we propose $PUM^2Q$, a multi-cloud parallel selection approach to host the unlinked microservices mapped to quota’s budget. The proposed parallel selection model refers to the cloud providers selection from the software architect’s perspective before an application deployment.
In PUM2Q, as in UM2Q [4], we select multi-cloud providers to host each application microservice and each one of them is hosted by a single provider, considering only the microservice and software architect requirements. PUM2Q hosts a microservice in a single provider so that its tasks do not exchange information among services from different providers. This approach presents three selection levels as in UM2Q. In both, UM2Q and PUM2Q approaches, we execute the levels sequentially, but while in UM2Q, the provider selection process for each microservice is sequential, in PUM2Q is in parallel. The three levels will be described next.

4.1 First Level: Determine Candidate Services for a Microservice

We select the services of each provider that meet all software architect requirements, which results in a candidate services set from each provider for one microservice. Next, we rank all candidate services in each provider. We use the Simple Additive Weighting (SAW) technique as in [16], which has two phases: scaling and weighting.

**Scaling Phase.** First, a matrix \( R = (R_{ij}; 1 \leq i \leq n; 1 \leq j \leq 3) \) is built by merging the requirement vectors of all candidate services. For this, the user requirements are numbered from 1 to 3, where 1 means availability, 2 means response time, and 3 means cost. These candidate services refer to the same service of the microservice. We must perform the entire process for each service of the microservice. Each row \( R_i \) corresponds to a cloud service \( S_{ij} \) and each column \( R_j \) corresponds to a requirement. Next, the requirements should be ranked using one of the two criteria described in Eqs. 7 and 8. Also, \( R_{j}^{Max} = \text{Max}(R_{ij}), R_{j}^{Min} = \text{Min}(R_{ij}), 1 \leq i \leq n. \)

**Negative:** the higher the value, the lower the quality.

\[
V_{ij} = \begin{cases} 
\frac{R_{j}^{Max} - R_{ij}}{R_{j}^{Max} - R_{j}^{Min}} & \text{if } R_{j}^{Max} - R_{j}^{Min} \neq 0 \\
1 & \text{if } R_{j}^{Max} - R_{j}^{Min} = 0 
\end{cases} \tag{7}
\]

**Positive:** the higher the value, the higher the quality.

\[
V_{ij} = \begin{cases} 
\frac{R_{ij} - R_{j}^{Min}}{R_{j}^{Max} - R_{j}^{Min}} & \text{if } R_{j}^{Max} - R_{j}^{Min} \neq 0 \\
1 & \text{if } R_{j}^{Max} - R_{j}^{Min} = 0 
\end{cases} \tag{8}
\]

**Weighting Phase.** The overall requirements score is computed for each candidate cloud service (Eq. 9).

\[
\text{Score}(S_i) = \sum_{j=1}^{3} (V_{ij} \times W_j) \mid W_j \in [0, 1], \sum_{j=1}^{3} W_j = 1 \tag{9}
\]

At the end of the first level, we have a set of all candidate services for one microservice from all available providers.
4.2 Second Level: Determine a Candidate Combination from All Providers

We must select all required services to compose each microservice in each provider from the candidate services selected in the first level. For this, we consider that the software architects define a budget quota for each microservice of an application. Thus, in Eq. 10, we define $MS_i.c$ as the microservice execution cost, which must be less than or equal to ($Budget \times Quota_i$). We define $Quota_i$ as the application execution budget quota defined for microservice $i$, and $Budget$ as the application execution cost threshold. Next, in Eq. 11, we define that each $Quota_i$ must be between 0 and 1, and that the sum of all ($Budget \times Quota_i$) must be equal to the Application Budget. In addition, in Eq. 12, we define that the cost sum of all services of microservice $i$ must be less than or equal to the execution cost of microservice $i$.

$$MS_i.c \leq Budget \times Quota_i, \forall MS_i \in AP \quad (10)$$

$$Quota_i \in [0, 1], \sum_{i=1}^{t} Budget \times Quota_i = Budget \quad (11)$$

$$\sum_{j=1}^{r} S_{ij}.c \leq Budget \times Quota_i, \forall S_{ij} \mid S_{ij} \in MS_i, 1 \leq i \leq t \quad (12)$$

In order to compose a microservice, we need to combine all candidate services and check the execution cost for these services combinations. First, we must combine the candidate services that come from the same microservice and are offered by the same provider, which is represented by $(S_{ij}^1, ..., S_{ij}^r)$ in Eq. 13. Each element of the candidate combination $S_{ij}^k$ represents the candidate service $j$ of provider $k$ to the microservice $i$, in which $1 \leq j \leq r$ and $r$ indicates the number of services to microservice $i$. Next, we calculate the combination execution cost and verify if it is less than or equal to $(Budget \times Quota_i)$ as shown in Eq. 13, which is in accordance to Eqs. 10, 11, and 12. Each microservice has a maximum $r$ services.

$$(S_{i1}^{k_1}, ..., S_{ir}^{k_r}) \mid (S_{i1}^{k_1}.c + ... + S_{ir}^{k_r}.c) \leq Budget \times Quota_i \quad (13)$$

Next, we must choose a combination among candidate services combinations in each provider for each microservice. For this, our approach calculates the average score for each services combination, which is represented by $aSC_{SP_k}$ in Eq. 14. $SP_k$ is the provider $k$ that belongs to a set of providers (CP), and CP has a maximum $q$ providers. Besides, $Score(S_{i1}^{k_1}) + Score(S_{i2}^{k_2}) + ... + Score(S_{ir}^{k_r})$ represents the sum of all service scores of a combination, $S_{ir}^{k_r}$ is a candidate service of a combination, and $r$ is a maximum of microservice services. We must choose the combination with the highest score average.

$$aSC_{SP_k} = \frac{Score(S_{i1}^{k_1}) + Score(S_{i2}^{k_2}) + ... + Score(S_{ir}^{k_r})}{r} \quad (14)$$
If multiple combinations have the highest score average, one of them must be selected based on one of the three requirements defined by a software architect, but according to his priorities.

At the end of the second level, there must be a candidate provider set \((CSP_i)\) for the \(MS_i\) of an application, as shown in Eq. 15. \(SP_{ki}\) represents the candidate provider \(k\) for microservice \(i\), and it has a candidate service combination chosen for a microservice \(i\). An application has a maximum \(t\) microservices, and a microservice has a maximum \(q_i\) candidate providers.

\[
CSP_i = \{SP_{1i}, SP_{2i}, \ldots, SP_{qi,i}\} \mid 1 \leq i \leq t, \quad t = \text{size of}(AP), q_i = \text{size of}(CSP_i)
\]  

(15)

### 4.3 Third Level: Determine a Combination for a Microservice

We select one provider for a microservice. First, we check the microservice execution cost for each candidate provider, which was calculated in the second level, as shown in Eq. 16. In this equation, \(SP_{ki.c}\) indicates the execution cost of the microservice \(i\) for candidate provider \(k\). We define that \(SP_{ki.c}\) is the service costs sum of the candidate combination of provider \(k\). In Eq. 16, \(S_{ij}^{kj}.c\) is the service \(j\) cost of microservice \(i\) in candidate provider \(k\).

\[
SP_{ki.c} = \sum_{j=1}^{r}(S_{ij}^{kj}.c) \mid S_{ij}^{kj} \in SP_{ki}, SP_{ki} \in CSP_i, \quad 1 \leq k \leq q_i, 1 \leq i \leq t
\]  

(16)

Next, we check the CSP from the Second Level for the microservice to obtain the \(SP\) that presents the average microservice execution cost, and we use Eqs. 17, 18 and 19. In Eq. 17, \(Max(MS_i.c)\) returns the highest microservice execution cost among the candidate providers for microservice \(i\). Next, in Eq. 18, \(Min(MS_i.c)\) returns the lowest microservice execution cost among the candidate providers for microservice \(i\). In addition, in Eq. 19, \(Average(MS_i.c)\) returns the average microservice execution cost among the candidate providers for microservice \(i\).

\[
Max(MS_i.c) = \max_{1 \leq k \leq s_i} (SP_{ki.c}) \mid \forall SP_{ki} \in CSP_i, \quad 1 \leq i \leq t, q_i = \text{size of}(CSP_i)
\]  

(17)

\[
Min(MS_i.c) = \min_{1 \leq k \leq s_i} (SP_{ki.c}) \mid \forall SP_{ki} \in CSP_i, \quad 1 \leq i \leq t, q_i = \text{size of}(CSP_i)
\]  

(18)

\[
Average(MS_i.c) = \frac{Max(MS_i.c) + Min(MS_i.c)}{2}
\]  

(19)

If there is more than one provider with the same average execution cost, we select the one with highest availability or performance, observing the priority defined by a system architect. We use Eqs. 20 and 21 to calculate the availability.
and response time for each candidate provider, respectively. Equation 20 defines $SP_{ki}.a$ as the cloud availability of one provider $k$ for microservice $i$, which is assigned the lowest candidate service availability for microservice $i$. Equation 21 defines $SP_{ki}.rt$ as the response time of provider $k$ for microservice $i$, which is assigned the highest candidate service response time of microservice $i$. Next, we use Eqs. 22 and 23 to calculate the highest value for availability and the lowest value for response time in each candidate provider based on Eqs. 20 and 21, respectively.

$$SP_{ki}.a = \min_{1 \leq j \leq r} (S_{ij}^{k}.a) \mid S_{ij}^{k} \in SP_{ki}, SP_{ki} \in CSP_{i}, 1 \leq k \leq q_{i}, 1 \leq i \leq t$$ \hspace{1cm} (20)

$$SP_{ki}.rt = \max_{1 \leq j_{x} \leq r} (S_{ij_{x}}^{k}.rt) \mid S_{ij_{x}}^{k} \in SP_{ki}, SP_{ki} \in CSP_{i}, 1 \leq k \leq q_{i}, 1 \leq i \leq t$$ \hspace{1cm} (21)

$$\text{Max}(MS_{i}.a) = \max_{1 \leq k \leq s_{i}} (SP_{k}.a) \mid \forall SP_{k} \in CSP_{i}$$ \hspace{1cm} (22)

$$\text{Max}(MS_{i}.rt) = \min_{1 \leq k \leq s_{i}} (SP_{k}.rt) \mid \forall SP_{k} \in CSP_{i}$$ \hspace{1cm} (23)

We execute the three levels sequentially for a microservice and in parallel for the microservices.

5 Performance Assessment

In this section, we describe the scenarios configuration, the tool, the experiments, and the outcomes of $PUM^{2}Q$ and $UM^{2}Q$, and we present an analysis of the results.

5.1 Tool Description

We developed a tool to evaluate the $PUM^{2}Q$ and $UM^{2}Q$ selection process. The tool was implemented using Python 3.7, and we used the JSON format as input and output. The tool has two JSON files as input: one contains the service providers capabilities and the other has the application requirements. Figure 5 shows a JSON example for application and provider. In Fig. 5a, we can observe the definition of the requirements ‘values, the budget’s quota and the microservice capabilities for an application. In Fig. 5b, we can notice the definition of classes, services and the capabilities of a microservice for a provider. Each provider capability is organized by service classes and each class has its services. We consider three classes: computing, storage, and database. Each service must contain its functional and non-functional capabilities. As described in Sect. 4, $PUM^{2}Q$ considers availability, response time, and cost as nonfunctional capabilities.
Application information involves name, minimum availability, maximum response time, maximum budget, weight and priority of each user requirement, which are the same for each microservice. Besides, an application also contains microservice information, and there must be a description of the name and the total budget quota as in Eq. 10. The tool returns a JSON file, which contains the providers that will host the microservices as well as the services that will be used and each providers’ cost.

5.2 Setting Scenarios

According to [8], there are few available datasets in the research domain. In this manner, in 50% of the works referenced by [8], the authors use a dataset configured randomly. So, we randomly configured eight sets of providers, and each provider has three services classes: compute, storage, and database. The first four provider sets differ from one another by the number of providers, and the last four ones by number of services per provider. We define these numbers of providers per set because we can demonstrate through them the flexibility of scenarios for the proposed solutions. Table 1 presents the number of sets, the amount of providers of each set, the number of services by class, the amount of services by providers and the number of services in each set.

Also, we configured the requirements for microservices-based applications. Each microservice contains one service of each class: compute, storage, and database. We set each application by microservice. Availability, response time,
and cost requirements vary depending on the type of assessment that should be performed. Table 2 illustrates all applications used in the experiments. We define these applications to show the flexibility of $PUM^2Q$.

Table 1. Set of providers.

| Number of sets | Number of providers by sets | Number of services by class | Number of services by provider | Number of services by set |
|----------------|-----------------------------|-----------------------------|-------------------------------|--------------------------|
| 4              | 200                         | 30                          | 90                            | 18000                    |
|                | 300                         |                             |                               | 27000                    |
|                | 400                         |                             |                               | 36000                    |
|                | 500                         |                             |                               | 45000                    |
| 4              | 200                         | 20                          | 60                            | 12000                    |
|                |                             | 30                          | 90                            | 18000                    |
|                |                             | 40                          | 120                           | 24000                    |
|                |                             | 50                          | 150                           | 30000                    |

Table 2. Set of applications.

| Applications | Characteristics | Number of microservice | Number of services by application |
|--------------|----------------|------------------------|----------------------------------|
| App1         |                | 5                      | 15                               |
| App2         |                | 6                      | 18                               |
| App3         |                | 8                      | 24                               |
| App4         |                | 10                     | 30                               |
| App5         |                | 12                     | 36                               |
| App6         |                | 14                     | 42                               |
| App7         |                | 15                     | 45                               |
| App8         |                | 16                     | 48                               |
| App9         |                | 18                     | 54                               |
| App10        |                | 20                     | 60                               |
| App11        |                | 22                     | 66                               |
| App12        |                | 25                     | 75                               |
| App13        |                | 30                     | 90                               |
| App14        |                | 35                     | 105                              |
| App15        |                | 40                     | 120                              |
| App16        |                | 45                     | 135                              |
| App17        |                | 50                     | 150                              |
Each experiment was performed 30 times to reach the normal distribution [9]. We made the experiments on a Xenon processor Quad Core, 4 GB of RAM and a 256 GB SSD.

### 5.3 Experiments for $PUM^2Q$

We evaluated the performance of $PUM^2Q$ using the tool described in Sect. 5.1. For this, we carried out seven experiments which vary the number of providers, number of services per provider, number of microservices per application, varying each requirement individually and then all they at the same time. Thus, we check for the possible variations that may influence the performance. For performing the experiments, we used the scenarios, according to Subsect. 5.2, which described 8 sets of providers and the requisites of 17 applications.

In all seven experiments, the y-axis represents the average selection time in seconds (s), the rows represent the applications, and the x-axis shows each experiment. The first and second experiments use the first and last four providers sets, respectively, described in Sect. 5.2, illustrated by Figs. 6a and 6b. Availability, response time, and cost requirements were not modified during the two experiments, maintaining the same value across all sets. Figures 6a and 6b show that increasing the number of providers and services respectively influence the average selection time. We can notice the increase in the number of services has more considerable influence than the increase in the number of provider.

![Fig. 6. Experiments based on number of providers and services for $PUM^2Q$.](image)

Observing the results of the first two experiments presented in Figs. 6a and 6b, we use the set of providers with 200 providers and 30 services per class of provider, with a total of 90 services per provider, for the other experiments because they represent intermediate values.

The third experiment illustrated in Fig. 7 has an objective observing the behaviour of the approach with the increase of the number of microservice and services by an application. We configure requirements of availability, response
time, and cost with of intermediary values and use the set of providers with 200 providers, the first set of providers in Table 1. The results show that the average selection time is viable for 50 microservices or 150 services by the application using the intermediary values for the requirements.

Fig. 7. The experiment based on microservice by application for $PUM^2 Q$.

Figure 8 presents the other four experiments, which were performed using a set of two hundred providers, and each application was set to four different values. In Fig. 8a), the lowest one, 92%, indicates that all provider services must have this minimum value to meet application requirements, and the highest one, 98%, indicates that only cloud services with values between 98 and 100 meet this application requirement, which is in agreement with Eqs. 1 and 2. We set response time and cost requirements to values that can be met by most providers. The results show that the average time decreases with the increasing availability requirement value in each application.

Figure 8b shows the experiment in which we vary the response time’s values. Thus, the lower the response time value, the fewer the cloud services that meet the requirement. We set availability and cost requirements to values that can be achieved by most providers. Figure 8b shows the selection time increases with the increase of the response time requirement in every application. We created budget classes for the experiment in Fig. 8c, in which each class has different budget values for each application, but all applications have the same value per service in each class. The results show that the average selection time increases as the budget class increases.

Figure 8d shows the experiment in which we vary the three requirements, in a manner that when the availability requirement increases, the cost and response time requirements decrease. We can notice that the average selection time decreases with the requirements restriction increase. This outcome shows that the requirements restriction increase reduces the number of providers that meet all requirements.
5.4 Experiments for $UM^2Q$

We performed the same $PUM^2Q$ experiments with the $UM^2Q$ to compare their response. We described the $UM^2Q$ approach in [4], and the main difference between $PUM^2Q$ and $UM^2Q$ is that the former makes the selection in parallel and the latter in sequence. Thus, we carried out seven experiments and used the scenarios, according to the experiments for $PUM^2Q$.

We performed the seven experiments, the graphics shows in this paper represent the results, and their y-axis represents the average selection time in milliseconds (s), the rows represent the applications, and the x-axis shows each experiment. Figure 9a illustrates the experiment, which we vary the number of providers by set. We can observe that increasing the number of providers influences the average selection time. Figure 9b shows the experiment, in which we vary the number of services by the provider, and the average selection time increases with the growth in the number of services per provider. We can see in Figs. 9a and 9b, that the variation in the number of services has a more considerable influence than in the number of providers.

Figure 10 illustrates the experiment, which varies the number of microservice by application, and we configured the requirements of availability, response...
time and cost with the intermediary values. We can observe that the number of microservices’ influences the average selection time.

Figure 11 presents the other four experiments, which we performed using a set of 200 providers, and set each application to four different values. We can notice that in Fig. 11a, the values start with 92%, and end with 98%. We set response time and cost requirements to values that can be met by most providers. The results show that the average selection time decreases with the increasing availability requirement value in each application.

Figure 11b shows the experiment in which we vary the response time values. We set availability and cost requirements to values that can be achieved by most providers. We can observe in Fig. 11b that the selection time increases with the increase of the response time requirement in every application. In Fig. 11c, we created budget classes for the experiment; each class has different budget values for each application, and all applications have the same value per service. The results show that the average selection time increases as the budget class increases.
In the last experiment, we vary the three requirements in a manner that when the availability requirement increases, the cost and response time requirements decrease, as illustrated by Fig. 11d. We can observe that the average selection time decreases with the requirements restriction increase.

### 5.5 Comparison Between PUM²Q and UM²Q

According to the experiments presented in Subsects. 5.3 and 5.4, we can notice that the applications have the same behaviour. The experiments differ in the aspect that the applications with fewer microservices in the PUM²Q approach have a very close average selection time, while in UM²Q the selection time between these applications is longer. The main difference is in the average selection time in all experiments in a comprehensive way. The PUM²Q approach is 70% faster than the UM²Q approach. The difference between them can be even more significant if performed on machines with a larger number of cores. Therefore, the PUM²Q approach is more flexible than UM²Q, as it allows for great scenarios, in which applications may have a higher number of microservices and services, as well as providers, may have a more substantial amount of classes and services per class.
Several works address the cloud selection problem, but each of them worries about different issues because there are several open ones. In Table 3, which contains seven columns, describe some research works that lead with the selection problem from the user perspective. The first column presents the work

Table 3. Summary of the related work characteristics based on [4].

| Related work | Characteristics |
|--------------|-----------------|
| PSG          | Method          | User-defined threshold | Goals                        |
| (1) (2) (3)  |                 |                            |                             |
| [6]          | 1   1 Service composition | Pareto set model, VOO     | No                          | QoS dependency-aware service composition |
| [10]         | 1   1 Service composition | HPS                       | No                          | Cloud service composition           |
| [13]         | 1   1 Service composition | SLO                       | Yes                         | Sequential service composition     |
| [16]         | 1   1 Service composition | Hybrid GA                 | Yes                         | QoS-aware service composition      |
| [12]         | 1   1 Service composition | PMMAS-CL                  | No                          | The service composition considering service correlation based on the library |
| [19]         | 1   1 Service composition | PDPSO                     | No                          | Cloud service selection            |
| [7]          | n   1 Service    | CSRP                      | No                          | Ranking of top-k similar Service   |
| [11]         | n   1 Service    | Grey Technique, TOPSIS, AHP | No                          | Ranking of Service                 |
| [18]         | n   m Resources  | TOPSIS, AHP               | No                          | Selection of cloud federation provider to execute a user requisition |
| [15]         | n   m Tasks      | Defined by Authors        | No                          | Independent task scheduling in cloud federation |
| [17]         | n   m Service    | Defined by Authors        | No                          | Selection and configuration of multi-cloud for microservices-based applications |
| [1]          | n   m Service    | PROMETHEE                 | No                          | Selection QoS aware services for a service Composition |
| [14]         | n   m Service    | FCA                       | no                          | Service composition in multi-cloud that focus on the communication cost |
| [20]         | n   m Service Composition | MPSaDABC                  | Yes                         | Large-scale service composition for cloud manufacturing |

PSG-Providers and Services Granularity, (1) Provider Granularity in the Selection Process, (2) Provider Granularity in the Selection Result, (3) Service Granularity per Provider
reference, and the second, third, and fourth ones refer to a taxonomy to identify the work focus that deals with the cloud providers selection regarding the number of providers and services used by them in each phase, which we named providers and services granularity (PSG) and described in [4]. The second column shows the number of providers in the selection process, the third one shows the number of selected providers, the fourth one indicates the granularity per selected provider, the fifth one presents the methods used to solve the selection problem, the sixth one shows whether or not the user defines the requirements threshold, and in the last one presents the goals of the work. In Table 3, \( n \) indicates the number of providers in the selection process, which must be greater than 1, while \( m \) indicates the number of selected providers, and it must be greater than 1 and lower than or equal to \( n \).

Note in Table 3 that the first four works use a single cloud provider and address the service composition problem. [6], in the first table line, studied dependency-aware service composition considering multiple QoS attributes to maximize the profit but they did not discover the services, while [10], in the second table line, proposed a strategy of cloud service composition evolution based on QoS, and the QoS values are calculated based on a four-structure model. [13] proposed an approach for QoS-aware cloud service composition that allows the user to define the QoS constraints and its preferences. Since microservices are composed of various services, we can consider them as a service composition. Therefore, \( PUM^2Q \) differs from the [13] because we address several service composition in parallel, one for each microservice, and we select a service composition among every service composition of all available providers to host a microservice. In the fourth table line, [16] also addresses QoS-aware cloud service, and this work differs both from the [13] and \( PUM^2Q \) because of the method used to solve the problem.

In 5 and 6’s table lines works also use a single provider, but these works lead with the service composition in parallel. In [12], the authors propose a model to address the QoS correlation problem to optimize the service composition in cloud manufacturing. Besides, they offer an algorithm named Parallel Max-min Ant System based on the case library (PMMA-CL) to streamline the service composition, the algorithm uses ant colony that maintains the divergence of the population and then a learning strategy is adopted simultaneously to accelerate the convergence rate through particular ants based on dynamic database lists named library. [19] proposes an optimization algorithm for cloud service selection using parallel discrete particle swarm optimization (PDPSO), which uses the map/reduce mechanism to perform parallelization. The authors define each group of services as a particle, and each particle is a thread. They evaluated a fixed number of services as well as combinations. The proposed algorithm is efficient for a sequence of services, whereas \( PUM^2Q \) has at least one sequence for each microservice. Also, as \( PUM^2Q \) we deal with a multi-cloud environment, there are several candidate services as well as many candidate combinations.

We can observe in the seventh and eighth table lines, that the works of [7] and [11] address the service ranking. They differ from one another by the method
used to rank the services. Besides, they differ from $UM^2Q$ because they do not select various services in multiple providers. In the seventh and eighth table lines, [18] and [15] use cloud federation to execute a user requisition that cannot be executed for selected providers, which makes them only use multiple clouds when necessary.

In table line 11, [17] proposes an automated approach for the selection and configuration of cloud providers for multi-cloud microservices-based applications. The approach uses a domain specific language to describe the application’s multi-cloud requirements and the authors provide a systematic method for obtaining proper configurations that comply with the application’s requirements and the cloud providers’ constraints. In table line 12, [1] proposes an algorithm to select a cloud with more number of service files and then we applied PROMETHEE, a multi criteria decision making method that selects the best service based on QoS criteria from optimal cloud combinations. In table line 13, [14] proposes a multi-cloud service composition (MCSC) approach based on Formal Concept Analysis (FCA). The authors use FCA to represent and combine information on multiple clouds. FCA is based on the concept of lattice, which is a powerful mean to classify clouds and services information. The authors first model the multi-cloud environment as a set of formal contexts. Next, they extract and combine candidate clouds from formal concepts. Finally, they select the optimal cloud combination and transform the MCSC into a classical service composition problem. [1, 17], and [14] use multiple clouds in both the selection and execution processes as $PUM^2Q$, but they select services over various clouds while $PUM^2Q$ selects microservices. In addition, these works do not allow the user to define the requirements thresholds. Further, $PUM^2Q$ is more complex and more flexible, and it has a low communication cost because the microservices are independent.

Lastly, in table line 14, [20] propose a multi-population parallel self-adaptive differential artificial bee colony (MPsaDABC) algorithm for composite cloud manufacturing (CMfg) optimal service selection (CCSOS). The proposed algorithm adopts multiple parallel subpopulations, each of which evolves according to different mutation strategies borrowed from the differential evolution (DE) to generate perturbed food sources for foraging bees, and the control parameters of each mutation strategy are adapted independently. Moreover, the size of each subpopulation is dynamically adjusted based on the information derived from the search process. The algorithm proposed focuses on selecting one candidate service from each corresponding candidate service set to form the composite service while ensuring the overall QoS is optimal, whereas $PUM^2Q$ deals with discovery candidate service to service composition. To validate the algorithm MPsaDABC, the authors use candidate service set scales, whereas in $PUM^2Q$ we made the discovery services then took the candidate services. The number of candidate services in $PUM^2Q$ vary according to the number of providers and services per providers.
7 Conclusion

The use of multi-cloud is interesting for both the academy and the industry, since it can help take the advantages offered by cloud computing by using the most suitable services for an application. The services selection is a complex task, because the providers offer many services with the same functionalities and different capabilities.

To facilitate the decision making by a software architect, PacificClouds intends to manage the deploying and executing process a microservice-based application in multi-cloud environments. One of the first steps for PacificClouds is to select providers and their services to host an application microservices. Thus, in this work, we propose $PUM^2Q$, which extends $UM^2Q$ [4]. The $PUM^2Q$ approach selects providers to host the application’s microservices in parallel. The outcomes show that the requirements, the number of microservices and the number of providers and services per provider influence the average selection time. The results also indicate that $PUM^2Q$ is more flexible than $UM^2Q$ because it allows for substantially larger scenarios.

The $PUM^2Q$ has the same limitation of the $UM^2Q$, which is the difficulty of the software architect to determine a budget quota for each application microservice. Besides, as future work, we intend to implement a recommendation system to suggest better settings than those requested by the user, which would be available with a little more investment.
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