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Abstract

Disagreement percolation connects a Gibbs lattice gas and i.i.d. site percolation on the same lattice such that non-percolation implies uniqueness of the Gibbs measure. This work generalises disagreement percolation to the hard-sphere model and the Boolean model. Non-percolation of the Boolean model implies the uniqueness of the Gibbs measure and exponential decay of pair correlations and finite volume errors. Hence, lower bounds on the critical intensity for percolation of the Boolean model imply lower bounds on the critical activity for a (potential) phase transition. These lower bounds improve upon known bounds obtained by cluster expansion techniques. The proof uses a novel dependent thinning from a Poisson point process to the hard-sphere model, with the thinning probability related to a derivative of the free energy.
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1 Introduction

Disagreement percolation by van den Berg and Maes [31] is a sufficient condition on the activity of a discrete Gibbs specification on a graph for uniqueness of the Gibbs measure. It implies the absence of phase transitions and the analyticity of the free energy in the high-temperature case. It has also been used to derive the Poincaré inequality in the context of lattice Ising spin systems [4]. This paper generalises disagreement percolation to the hard-sphere model on $\mathbb{R}^d$, the continuum equivalent of the well-studied hard-core model [32].

The core of disagreement percolation is a coupling between three point processes on a bounded domain. Two are hard-sphere models with the same activity and differing boundary conditions. The third one is a Boolean model stochastically dominating the points of disagreement between the two hard-sphere models. The connected components of the Gilbert graph of the Boolean model connected to the boundary control the extent
of the differing influence of the boundary conditions on the hard-sphere models. In the sub-critical phase of percolation, the almost-sure finite percolation clusters imply the equality of the two hard-sphere realisations with high probability on a small domain inside a larger domain. Taking a limit along an exhaustive sequence of bounded domains implies the uniqueness of the Gibbs measure of the hard-sphere model.

The disagreement coupling connects the activity of the hard-sphere models and the intensity of the Poisson point process. Hence, lower bounds on the critical intensity of the Boolean model imply lower bounds on the critical activity of the hard-sphere model. In one dimension, the results replicate Tonk’s classic result of the complete absence of phase transitions [27]. In two dimensions, the new bounds improve upon the best known cluster expansion bounds [24, 9] by at least a factor of two. Scaling discrete results suggest that they exceed the best theoretical largest activities achievable by cluster expansion techniques. In high dimensions, extrapolation of known upper bounds on the activities achievable in the discrete case to the continuum suggests that the disagreement percolation bounds always go beyond the region attainable by cluster expansion techniques.

This work exclusively treats the hard-sphere model. One reason is its central importance in statistical mechanics and its easy and emblematic definition. Another reason is the comparison with the cluster expansion bounds. More important though, the bounds in this paper stem from a twisted disagreement coupling optimised for the hard-sphere model. While a generalisation of the disagreement approach to simple finite-range Gibbs point processes with bounded interaction range seems possible, the twisted coupling depends critically on the hard-sphere constraint. The twisted approach takes inspiration from a disagreement percolation tailored to the hard-core model [32].

The twisted disagreement coupling is defined in a recursive fashion and uses conditional couplings between a hard-sphere model and its dominating Poisson point process. The measurability of such a conditional coupling with respect to its boundary conditions is crucial for the existence of the twisted disagreement coupling. The measurability of dominating couplings has not been a topic in the relevant literature on couplings [21, 10] yet. One solution is the use a dependent thinning from the dominating Poisson point process. The thinning probability is the derivative of the free energy of the yet unexplored part of the domain, rescaled by the activity. It can be expressed as a ratio of partition functions. The thinning approach is the key to ignore the uncountable nature of $\mathbb{R}^d$ and to focus on the almost-surely finite set of points of interest.

Section 2 introduces notation and basic terms. The main theorems, resulting bounds and discussion are in Section 3. Section 4 contains the proofs about disagreement percolation. Section 5 presents the dependent thinning. Section 6 elaborates the twisted disagreement coupling.

2 Setup

2.1 Space

Consider the Euclidean space $\mathbb{R}^d$ with the Euclidean metric $||| \cdot |||$ and the Lebesgue measure $\mathcal{L}$. The bounded and all Borel sets of $\mathbb{R}^d$ are $B_0$ and $B$ respectively. Fix a non-negative finite radius $R$. For $x \in \mathbb{R}^d$, let $S(x) := \{y \in \mathbb{R}^d : ||| x - y ||| \leq R \}$ be the closed sphere of radius $R$ around $x$. The volume of $S(x)$ is $v_d R^d$. For $B \in B$, let $S(B) := \bigcup_{x \in B} S(x)$ and $R(B) := S(B) \setminus B$ be the sphere and ring of radius $R$ around $B$ respectively. Let $\delta(A, B)$ be the distance between $A, B \in B_0$. A van Hove sequence [24, Def 2.1.1] is a monotone increasing sequence $(B_n)_{n \in \mathbb{N}}$ of bounded Borel sets converging to $\mathbb{R}^d$ and eventually containing every bounded Borel set. The increasing hypercubes $([-n, n]^d)_{n \in \mathbb{N}}$ are a van Hove sequence.
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The Gilbert graph of a configuration $C$ has vertices $C$ and edges connecting points at distance at most $R$, i.e., $\{x, y\} \subseteq C \cap \{||x - y|| \leq R\}$. The configuration $C$ is a $R$-cluster, if it is $R$-connected, i.e., its Gilbert graph is connected. Two points $x$ and $y$ are $R$-connected by a configuration $C$, written $x \in_{CC} y$, if there is a finite path of jumps of at most distance $R$ between $x$ and $y$ using only points in $C$ as intermediate points. Two Borel sets are $R$-connected by a configuration $C$, if there is a $R$-connected pair of points, with one point from each set.

### 2.2 Point processes

For $B \in \mathcal{B}$, let $\mathcal{C}_B$ be the locally finite point configurations on $B$, i.e., for each $C \in \mathcal{C}_B$ and $A \in \mathcal{B}_b$, $|C \cap A| < \infty$. Let $\mathcal{F}_B$ be the $\sigma$-algebra on $\mathcal{C}_B$ generated by $\{(C \in \mathcal{C}_B | C \cap A = \emptyset) | B \supseteq A \in \mathcal{B}\}$, i.e., compatible with the Fell topology.

A simple point process (short PP) on a Borel set $B \in \mathcal{B}$ is a random variable taking values in $\mathcal{C}_B$. This work treats a PP as a locally finite random subset of points of $\mathbb{R}^d$, instead of as a random measure or as a collection of marginal counting rvs. Let $\mathcal{P}$ be a PP law and denote by $\xi$ the canonical variable on $\mathcal{C}_{\mathbb{R}^d}$. For $B \supseteq A \in \mathcal{B}$, abbreviate $\xi \cap A$ to $\xi_A$.

A Borel measure $M$ on $(\mathcal{C}_B, \mathcal{F}_B)$ is the local Janossy measure [5, after (5.3.2)] of $\mathcal{P}$ on $B \in \mathcal{B}_b$, if

$$\forall E \in \mathcal{F}_B : \mathcal{P}(\xi_B \in E) = \int_E M(dC) .$$

(2.1)

This definition of local Janossy measure is a portmanteau version of the traditional definition on generating cylinder sets.

Because the local Janossy measure of a PP law $\mathcal{P}$ on $B \in \mathcal{B}$ on $B \supseteq A \in \mathcal{B}_b$ equals the Janossy measure of the restriction of the law to $A$, the remainder of this paper drops the quantifier “local”. If $\xi$ has finite moment measures of all orders under $\mathcal{P}$, then the Janossy measure in (2.1) exists [5, Theorem 5.4.1]. For $B \in \mathcal{B}_b$ and $C \in \mathcal{C}_B$, write the infinitesimal of the Janossy measure of $\mathcal{P}$ on $B$ at $C$ as $\mathcal{P}(\xi_B = dC)$.

The intensity measure of the PP law $\mathcal{P}$ is the average number of points on bounded Borel sets. For $B \in \mathcal{B}_b$, it equals $\int_{\mathcal{C}_B} |C| \mathcal{P}(\xi_B = dC)$.

### 2.3 The Boolean model

The classic PP is the Poisson PP law $\mathcal{P}_{\mathbb{R}^d, \alpha}^{\text{poi}}$ of intensity $\alpha$ on $B \in \mathcal{B}$, i.e., with intensity measure $\alpha \mathcal{L}$.

A configuration $C \in \mathcal{C}_{\mathbb{R}^d}$ $R$-percolates, if it contains an infinite $R$-cluster. The bounded finiteness of $C$ renders this equivalent to the existence of an unbounded $R$-cluster. The Boolean model of intensity $\alpha$ is a $\mathcal{P}_{\mathbb{R}^d, \alpha}^{\text{poi}}$-distributed PP, with closed spheres of radius $R/2$ centred at the points. If spheres overlap, then the corresponding points are connected. This is just $R$-connectivity from Section 2.1. The Boolean model percolates, if it contains an infinite $R$-cluster.

Adding more points improves $R$-connectivity. Hence, the probability of percolation is monotone increasing in $\alpha$. The Poissonian nature of the Boolean model makes percolation a tail event, i.e., it holds with either probability 0 or 1. Thus, a critical intensity separates the non-percolating and percolating regimes.

**Theorem 2.1** ([18, Theorem 3.3]). For $d \geq 2$, a $\lambda_b(d) \in [0, \infty]$ separates the sub-critical (almost-never percolating) from the super-critical (almost-surely percolating) intensities. If $\alpha < \lambda_b(d)$ and $(B_n)_{n \in \mathbb{N}}$ is van Hove, then

$$\mathcal{P}_{B_n, \alpha}^{\text{poi}}(A \in \liminf \mathcal{F}(B_n)) \in \mathcal{E}$$

(2.2)
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In one dimension, percolation almost-never happens at finite intensities. Whence, \( \lambda_b(1) = \infty \) [18, Theorem 3.1]. In the sub-critical regime, the size of the \( R \)-cluster containing the origin decays exponentially [18, Section 3.7]. Section 3.2 discusses bounds on \( \lambda_b(d) \).

2.4 The hard-sphere model

Let \([\cdot]\) be Iverson brackets.\(^1\) For disjoint \( Y, C \in C_{R^d} \), the indicator function \( \mathcal{H} \) of the conditional hard-core constraint of \( Y \) under condition \( C \) is given by

\[
\mathcal{H}(Y|C) := \prod_{\{x,y\} \subseteq Y} [||x - y|| > R] \prod_{y \in Y, x \in C} [||x - y|| > R].
\]  

(2.3)

For a bounded domain \( B \in B_n \), a boundary condition \( C \in C_{B_n} \) and an activity \( \lambda \in [0, \infty] \), consider the hard-sphere model with law \( \mathcal{P}_{B,C,\lambda}^{\text{hs}} \). As it is the Poisson PP of intensity \( \lambda \) conditioned to be hard-core, its Janossy infinitesimal is

\[
\mathcal{P}_{B,C,\lambda}^{\text{hs}}(dY) = \mathcal{P}_{B,\lambda}^{\text{poi}}(dY|\mathcal{H}(\xi|C) = 1).
\]

(2.4)

The alternative definition in statistical mechanics uses the pair potential \( u \): \( (R^d)^2 \rightarrow [0, \infty] \) \( (x,y) \rightarrow \begin{cases} \infty & \text{if } ||x - y|| \leq R, \\ 0 & \text{if } ||x - y|| > R. \end{cases} \)

(2.5a)

The Hamiltonian of \( n \) ordered points in \( B \) is

\[
H(x_1, \ldots, x_n|C) := \sum_{1 \leq i<j \leq n} u(x_i, x_j) + \sum_{1 \leq i \leq n, y \in C} u(x_i, y).
\]

(2.5b)

The density of \( x \in B^n \) is

\[
\mathcal{P}_{B,C,\lambda}^{\text{hs}}(dx) := \frac{\lambda^n e^{-H(x|C)}}{n!Z(B,C,\lambda)} dx,
\]

(2.5c)

where the partition function \( Z \) is

\[
Z(B,C,\lambda) := \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} \int_{B^n} e^{-H(x|C)} dx.
\]

(2.5d)

The convention \( e^{-\infty} = 0 \) encodes (2.3) by (2.5b). The remainder of this paper uses the PP notation as in (2.4), except for the partition function \( Z \). Because of the bounded range interaction in \( \mathcal{H}(Y|C) \) in (2.3), one may restrict the boundary condition to \( C_{R(B)} \).

A Gibbs measure is a weak limit of a sequence \( (\mathcal{P}_{B_n,C_n,\lambda}^{\text{hs}})_{n \in \mathbb{N}} \) along a van Hove sequence \( (B_n)_{n \in \mathbb{N}} \) and a sequence \( (C_n)_{n \in \mathbb{N}} \) of boundary conditions with \( C_n \in C_{R_n} \) [22, Sections 2 and 3]. The Gibbs measures \( \mathcal{G}_\lambda \) of the specification \( \mathcal{P}_\lambda^{\text{hs}} := (\mathcal{P}_{B,C,\lambda}^{\text{hs}})_{B \in B_n, C \in C_{B_n}} \) form a simplex. Unlike in the lattice case [25], in the continuum case of dimension greater than one, the existence of a finite critical activity at which a phase transition happens is widely believed, but not yet proven. See the solution in one dimension [27], the absence of positional phase transition in two dimensions [23], which does not exclude a conjectured orientational phase transition, and the discussion of the state of the problem in higher dimensions [17, Section 3.3]. If \( R = 0 \), then there is no interaction, the hard-sphere model reduces to a Poisson PP and \( \mathcal{P}_{B_0,\lambda}^{\text{poi}} \) is the unique Gibbs measure.

\(^1\)They work better with diverse logical expressions than indicator functions.
2.5 Stochastic domination

On $\mathcal{C}_B^n$, the standard product $\sigma$-algebra is $\mathcal{F}^\otimes_B^n$. The canonical variables on $\mathcal{C}_B^n$ are $\xi := (\xi^1, \ldots, \xi^n)$. A coupling $P$ of $n$ PP laws $P_1, \ldots, P_n$ on $B \in B$ is a probability measure on $(\mathcal{C}_B^n, \mathcal{F}^\otimes_B^n)$ such that, for all $1 \leq i \leq n$ and $E \in \mathcal{F}_B$, $P(\xi^i \in E) = P_i(\xi \in E)$.

A PP law $P_2$ stochastically dominates a PP $P_1$, if there exists a coupling $P$ of them with $P(\xi^1 \subseteq \xi^2) = 1$. Equivalently, by Strassen’s theorem, for all increasing events $E$, $P_1(E) \leq P_2(E)$. A Poisson PP stochastically dominates a hard-sphere model with the same activity as the intensity of the Poisson PP [10, Example 2.2].

3 Results

3.1 Disagreement percolation

At the core of disagreement percolation is a coupling of two instances of the hard-sphere model on the same finite volume, but with differing boundary conditions, such that the set of points differing between the two instances (the disagreement cluster) is stochastically dominated by a Poisson PP. Therefore, one may control the disagreement clusters and the influence of the differing boundary conditions by the percolation clusters of the Boolean model.

If the intensity of the dominating Poisson PP is below the critical value for percolation in the Boolean model, then the finiteness of percolation clusters controls the influence of the differing boundary conditions. The influence vanishes as the finite volume tends to the whole space. This implies the uniqueness of the Gibbs measure of the hard-sphere model. Furthermore, as the cluster size of the Boolean model decays exponentially in the sub-critical phase, controls of the Gibbs measure such as the influence of boundary conditions or the reduced pair correlation function decay exponentially, too.

The remainder of this section formalises the preceding outline. The proofs are in Section 4. The symmetric difference $S_1 \vartriangle S_2$ between sets $S_1$ and $S_2$ equals $(S_1 \setminus S_2) \cup (S_2 \setminus S_1)$.

Definition 3.1. Let $\alpha, \lambda \in [0, \infty]$. A disagreement coupling on $B \in B_b$ with $C_1, C_2 \in \mathcal{C}(B)$ of intensity $\alpha$ and activity $\lambda$ is a law $P$ on $(\mathcal{C}_B^3, \mathcal{F}^\otimes_B^3)$ with

$$\forall 1 \leq i \leq 2, E \in \mathcal{F}_B : \quad P(\xi^i \in E) = P^{hs}_{B, C_1, \lambda}(\xi \in E),$$

$$\forall E \in \mathcal{F}_B : \quad P(\xi^3 \in E) = P^{pos}_{B, \lambda}(\xi \in E),$$

$$P(\xi^1 \triangle \xi^2 \subseteq \xi^3) = 1,$$

$$P(\forall x \in \xi^1 \triangle \xi^2 : x \xleftarrow{\text{in\xi^1\triangle\xi^2}} C_1 \triangle C_2) = 1.\quad (3.1d)$$

A disagreement coupling family of intensity $\alpha$ and activity $\lambda$ is a family of disagreement couplings $P_{B, C_1, C_2, \lambda, \alpha} \in \mathcal{C}_B \times \mathcal{C}(B) \times \mathcal{C}_B$.

A disagreement coupling family in the sub-critical phase of the Boolean model implies uniqueness of the Gibbs measure.

Theorem 3.2. If there exists a disagreement coupling family of intensity $\alpha < \lambda_b(d)$ at activity $\lambda$, then $\mathcal{G}_\lambda$ consists of a single Gibbs measure.

Disagreement percolation also implies that the sensitivity to changes in the boundary condition (3.3a), the finite volume error (3.3b) and the probabilities of separated events (3.3c) on small sets decay exponentially. The rate of exponential decay is the same as the one of the Boolean model (3.2), which holds in the whole sub-critical regime of the Boolean model [18, Section 3.7].

Theorem 3.3. Assume the existence of a disagreement coupling family of intensity $\alpha < \lambda_b(d)$ at activity $\lambda$ and there exist $K \geq 1, \kappa > 0$ such that, for all $A, B \in B_b$ with
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\[ \text{diam}(A) \leq 1, \]
\[ \mathbb{P}_{\mathbb{R}^d, \alpha}^{\text{hs}}(A \overset{\text{in } \xi}{\rightarrow} B) \leq Ke^{-\kappa \delta(A,B)}. \quad (3.2) \]

For all \( A, B \in \mathcal{B}_b \) with \( \text{diam}(A) \leq 1 \), \( A \subseteq B \), \( C \in \mathcal{C}_{B^c}, x \in (B \cup C)^c \) and \( E \in \mathcal{C}_A \),
\[ |\mathbb{P}_{B,C,\lambda}^{\text{hs}}(\xi_A \in E) - \mathbb{P}_{B,C \cup \{x\},\lambda}^{\text{hs}}(\xi_A \in E)| \leq Ke^{-\kappa \delta(A,x)}. \quad (3.3a) \]

Let \( \nu \) be the unique Gibbs measure in \( \mathcal{G}_\lambda \). For all \( A, B \in \mathcal{B}_b \) with \( \text{diam}(A) \leq 1 \), \( A \subseteq B \), \( C \in \mathcal{C}_{B^c} \) and \( x \in (B \cup C)^c \)
\[ |\mathbb{P}_{B,C,\lambda}^{\text{hs}}(\xi_A \in E) - \nu(\xi_A \in E)| \leq Ke^{-\kappa \delta(A,B^c)}. \quad (3.3b) \]

For all \( A, B \in \mathcal{B}_b \) with \( \text{diam}(A) \leq 1 \), \( E \in \mathcal{C}_A \) and \( F \in \mathcal{C}_B \),
\[ |\nu(\xi_A \in E, \xi_B \in F) - \nu(\xi_A \in E)\nu(\xi_B \in F)| \leq Ke^{-\kappa \delta(A,B)}. \quad (3.3c) \]

### 3.2 Bounds from disagreement percolation

The hard-sphere model admits a disagreement coupling family of the same intensity as its activity.

**Theorem 3.4.** There exists a disagreement coupling family of intensity \( \lambda \) for \( \mathbb{P}_\lambda^{\text{hs}} \), with property (3.1c) improved to
\[ \mathbb{P}(\xi^1 \cup \xi^2 \subseteq \xi^3) = 1. \quad (3.4) \]

If \( \lambda < \lambda_b(d) \), then \( \mathcal{G}_\lambda \) is a singleton and exponential decay as in (3.3) holds.

Theorem 3.4 follows from the disagreement coupling family in Section 6 and theorems 3.2 and 3.3. A motivation of this coupling is in Section 3.4 and discussion of generalisations and other approaches in Section 3.5.

Bounds on \( \lambda_b(d) \) translate directly into sufficient conditions for the uniqueness of the Gibbs measure. In one dimension the Boolean model never percolates [18, Theorem 3.1].

\[ \lambda_b(1) = \infty. \quad (3.5a) \]

In two dimensions, rigorous bounds on \( \lambda_b(2) \) are \([0.174, 0.843] \) [18, Theorem 3.10]. More recent high confidence bounds in [1], taken from [19, Equation (2)], are
\[ \frac{0.358}{R^2} \sim \frac{1.127}{\pi R^2} < \lambda_b(2). \quad (3.5b) \]

For dimensions 2 to 10, simulation bounds are in [28, 29]. Another set of high confidence and rigorous bounds via an Ornstein-Zernike approach are in [33, Table 4]. The asymptotic behaviour of the critical intensity [20], taken from [18, Section 3.10], is
\[ \lim_{d \to \infty} \lambda_b(d) v_d r_d = 1. \quad (3.5c) \]

The inequality (3.3c) from Theorem 3.4 implies the exponential decay of the reduced pair correlation function.

**Theorem 3.5.** If \( \lambda < \lambda_b(d) \) and (3.2) holds with \( \alpha = \lambda \), then, for all \( x, y \in \mathbb{R}^d \) and using the constants from (3.2), the reduced pair correlation function \( \rho \) decays as
\[ \rho(x, y) \leq Ke^{-\kappa ||x-y||}. \quad (3.6) \]
3.3 Comparison with expansion bounds

Popular methods to study the absence of phase transitions, in particular to guarantee the uniqueness of the Gibbs measure, are virial and cluster expansion methods [24]. Both deliver analyticity of the free energy, too. Let \( \lambda_{ce}(d) \) be the radius of the cluster expansion in \( d \) dimensions.

In one dimension, disagreement percolation (3.5a) replicates Tonks’ classic result of the complete absence of phase transitions via virial expansion methods [3, 12, 15, 27]. In terms of the activity, it is known that the radius of the cluster expansion is exactly [3, 11, 15]

\[
\lambda_{ce}(1) = \frac{1}{eR}.
\]  

(3.7a)

In two dimensions, the best currently known lower bounds [9] and upper bounds [24, Section 4.5] are

\[
\frac{0.1625}{R^2} \sim \frac{0.5107}{\pi R^2} < \lambda_{ce}(2) < \frac{2}{e\pi R^2} \sim \frac{0.2342}{R^2}.
\]  

(3.7b)

The bounds in (3.7b) are between 0.45 and 0.65 times the disagreement percolation bound in (3.5b). General bounds on the cluster expansion radius from [24, Section 4.5] are

\[
\frac{1}{evdR^d} \leq \lambda_{ce}(d) \leq \frac{2}{vdR^d}.
\]  

(3.7c)

As \( v_1 = 2 \), equation (3.7a) shows that the upper bound is tight. I conjecture that the asymptotic behaviour in high dimensions is

\[
\lim_{d \to \infty} \lambda_{ce}(d)v_dR^d = \frac{1}{e}.
\]  

(3.7d)

Comparing (3.7c) and (3.7d), the asymptotic improvement should be by a factor of \( e \). This is not surprising, because on the infinite \( k \)-regular tree \( T_k \), the critical percolation probability is \( \frac{1}{k-1} \) and the radius of the cluster expansion is \( \frac{(k-2)^{k-2}}{(k-1)^{k-1}} \sim \frac{1}{e(k-1)} \). Both \( \mathbb{Z}^d \) and \( \mathbb{R}^d \) behave for large \( d \) as \( T_{2d} \), for both percolation and cluster expansion. Extrapolating arguments of [26, Section 8] gives a heuristic for the upper bound in (3.7c), too. Finally, I conjecture that disagreement percolation is always better than cluster expansion. A possible approach is recent work connecting the Ornstein-Zernike equation for the Boolean model with Ruelle-like sufficient conditions for cluster expansion [16].

3.4 Motivation behind the dependent thinning and twisted coupling

This section assumes familiarity with the dependent thinning in Definition 5.2 and the twisted disagreement coupling family in Definition 6.1.

The approach to disagreement percolation in [31] is a vertex-wise conditional coupling of two Markov fields on a finite graph. A uniform control of those couplings allows stochastic domination by a Bernoulli product field. This poses a problem on \( \mathbb{R}^d \). The key insight is to flip the picture around. Start with the Bernoulli random field and reinterpret the conditional couplings as simultaneous dependent thinnings to the two dominated Markov fields. Transferring this to the PP case is non-trivial, but helpfully [32] introduced an optimisation for the hard-core model. This reduces the thinning probability onto two hard-core models on a single vertex to a thinning probability of a single hard-core model. The equivalent of the discrete thinning probability is the rhs of (5.8). This was the starting point of the generalisation to the PP case. In the PP case, this enables the independent construction on the disjoint domains in (6.1a). It allows to “twist” two hard-sphere models of activity \( \lambda \) under a single \( \mathcal{P}_\lambda^{\text{pol}} \) PP, i.e., have joint stochastic domination in (6.3e).
The overall recursive approach from the dependent vertex-wise couplings stays and translates into the recursive definition (6.1b). The recursive definition of $P_{\text{tw-rec}}^{B,C_1,C_2}$ demands that it is jointly measurable in the boundary conditions $C_1$ and $C_2$. By the above outline, this comes back to the measurability of $P_{\text{thin}}^{B,C}$ in the boundary condition $C$. The classic dominating couplings between a Poisson PP and a hard-sphere model in [21, 10] are implicit and do not provide this measurability readily. Besides the generalisation of the thinning probability from the discrete case, this is the main reason for the explicit construction of $P_{\text{thin}}^{B,C}$ in Section 5.4. But the $D = \emptyset$ case in (6.1b) suggests to use the dependent thinning approach for a single dominated hard-sphere model, too. In this case, the calculations are doable and lead to the dependent thinning in Definition 5.2.

The Papangelou intensity [6, (15.6.13)] is the infinitesimal cost of adding another point to a given configuration. It is $\mathcal{H}(\{x\}\mid Y \cup C)\lambda$ for the hard-sphere model. The Poisson PP has constant Papangelou intensity $\lambda$. Thus, one can control the hard-sphere model pointwise incrementally by a Poisson PP. All three stochastic dominations of a hard-sphere model by a Poisson PP (the dependent thinning in Definition 5.2, [10] and [21]) build upon this fact. In the $D = \emptyset$ case, $P_{\text{tw-rec}}$ reduces to the same setting, too. It is yet unknown if this is the smallest Poisson intensity needed to dominate the hard-sphere model. Looking at (5.9a) and (5.8), one sees that $\lambda$ is indeed approached for $x$ far enough away from $C$ and $Y$ and large $B$. The rewrite of the thinning probability as the derivative of a finite volume free energy in (5.8) adds another interpretation: acceptance of a point $x$ happens with a probability depending on the change in the free energy. For large domains the point would change nothing in the free energy, whence it could be accepted with probabilities approaching 1. Again, no smaller Poisson intensity smaller than $\lambda$ allows this. Because the thinning procedure depends on the ordering from Section 5.3, I consider the preceding thoughts only a strong indicator but not a proof for the minimality of $\lambda$.

Another natural question is whether the depending thinning factorises over clusters of the dominating Poisson PP. Although it looks likely to be true, because the answer is not relevant here, this question is not investigated.

### 3.5 Outlook

In the lattice case, disagreement percolation implies the complete analyticity of the free energy, pointed out by Schonmann [31, Note added in proof], and the Poincaré inequality for the usual spin-flip dynamics [4]. In principle, both results should be generalisable to the hard-sphere model, too. The exponential control in (3.3) looks exactly like what is needed in the discrete case for complete analyticity [8], but a theory for PPs is still missing.

The proofs of theorems 3.2 and 3.3 are independent of the hard-sphere model and apply to arbitrary Gibbs PPs with bounded range interaction. A generalisation to the physically interesting case of marked Gibbs PP models with finite, but unbounded, range should be possible. This demands a notational and definitional base exceeding the limits of a single paper, though.

Beyond the hard-sphere model, one could do a product construction in (6.1a) and compensate by adding an additional $P_{\text{const}}^{B\lambda}$ in the $D = \emptyset$ case in (6.1a). This would lead to a disagreement coupling family of intensity $2\lambda$, for a repulsive potential. The recursive construction still demands the dominating coupling to be measurable in the boundary conditions.

The more simple product approach from [30] with a swapping argument yields only a lower bound of $\lambda_b(d')/2$. Thus, it is not strong enough for the comparison in Section 3.3. Also, the same measurability concerns as in the twisted approach surface, too.
Another sufficient condition for uniqueness Gibbs measure, and even complete analyticity of the free energy, is Dobrushin’s uniqueness condition \[7\]. There have been generalisations to the PP case \[13, 14\], but I make no explicit comparison here.

4 Proof of Theorems 3.2, 3.3 and 3.5

The proof of Theorem 3.2 follows closely the one in the discrete case \[31, proof of corollaries 1 and 2\]. Proposition 4.1 applies a disagreement coupling to bound the difference between the two hard-sphere models by a percolation connection probability. This proposition is the key control of the influence of the differing boundary conditions. Theorem 3.2 uses a disagreement coupling family to exploit these bounds on increasing scales. First, it restricts to a small domain, then it applies the bounds from disagreement coupling and finally, it uses the sub-criticality of the Boolean model to tighten the bound to zero as the domain increases. Theorem 3.3 uses Proposition 4.1 to control the influence of the differing boundary conditions on general events. Theorem 3.5 derives a tighter disagreement bound for increasing events from (3.4) and proves exponential decay of the pair correlation function.

Proposition 4.1. Let \(A, B \in B_b\) with \(A \subseteq B\), \(C_1, C_2 \in C_B\) and \(\alpha, \lambda \in [0, \infty]\). Let \(\mathcal{P} := \mathcal{P}_{B,C_1,C_2,\lambda, \alpha}\) be a disagreement coupling. For \(E \in F_A\),

\[
|\mathcal{P}_{B,C_1,\lambda}(\xi_A \in E) - \mathcal{P}_{B,C_2,\lambda}(\xi_A \in E)| \leq \mathcal{P}_{B,\alpha}(A \leftarrow \xi \rightarrow C_1 \triangle C_2).
\]

(4.1)

Proof. First, reduce the difference by cancelling symmetric parts.

\[
|\mathcal{P}_{B,C_1,\lambda}(\xi_A \in E) - \mathcal{P}_{B,C_2,\lambda}(\xi_A \in E)| \quad (3.1a) \\
\leq |\mathcal{P}(\xi_A \in E) - \mathcal{P}(\xi_A \notin E)| \\
= |\mathcal{P}(\xi_A \in E, \xi_A \notin E) - \mathcal{P}(\xi_A \notin E, \xi_A \in E)| \\
\leq \max\{\mathcal{P}(\xi_A \in E, \xi_A \notin E), \mathcal{P}(\xi_A \notin E, \xi_A \in E)\}.
\]

Second, relax the asymmetry to disagreement and use disagreement percolation.

\[
\mathcal{P}(\xi_A \in E, \xi_A \notin E) \leq \mathcal{P}(\xi_A \triangle \xi_A \neq \emptyset) \leq \mathcal{P}(A \leftarrow (\xi_A \triangle \xi_A), C_1 \triangle C_2) \leq \mathcal{P}(A \leftarrow \xi \rightarrow C_1 \triangle C_2) \leq \mathcal{P}_{B,\alpha}(A \leftarrow \xi \rightarrow C_1 \triangle C_2).
\]

(4.1b)

For disjoint \(A, B \in B_b\) and \(E \in F_B\), the following identities hold for the Janossy infinitesimals.

\[
\mathcal{P}(\xi_A = dY) = \int_{C_B} \mathcal{P}(\xi_{A \cup B} = d(Y \cup Z)), \\
\mathcal{P}(\xi_A = dY, \xi_B \in E) = \int_{C_B} [Z \in E] \mathcal{P}(\xi_{A \cup B} = d(Y \cup Z)), \\
\mathcal{P}(\xi_A = dY|\xi_B \in E) = \int_{C_B} [Z \in E] \frac{\mathcal{P}(\xi_{A \cup B} = d(Y \cup Z))}{\mathcal{P}(\xi_B \in E)}.
\]

(4.2)
Hard-sphere disagreement percolation

Proof of Theorem 3.2. Let \( \nu_1, \nu_2 \in \mathcal{G}_\lambda \). Showing that \( \nu_1 = \nu_2 \) is equivalent to

\[
\forall A \in \mathcal{B}_n, E \in \mathcal{F}_A : \quad \nu_1(\xi_A \in E) = \nu_2(\xi_A \in E).
\]

The hard-sphere property ensures that a Gibbs measure in \( \mathcal{G}_\lambda \) has moment measures of all orders \([5, (5.4.9)]\). Thus, its local Janossy measures exist.

The following result controls the difference between two measures. Let \( \mu_1 \) and \( \mu_2 \) be probability measures on the measurable space \((\Omega, A)\). For all \( f : \Omega \to [0, 1] \) measurable,

\[
\int f \, d\mu_1 - \int f \, d\mu_2 = \int \left( f(\omega_1) - f(\omega_2) \right) d\mu_1(\omega_1) d\mu_2(\omega_2)
\]

\[
\leq \int |f(\omega_1) - f(\omega_2)| d\mu_1(\omega_1) d\mu_2(\omega_2)
\]

\[
\leq \sup \{|f(\omega_1) - f(\omega_2)| : \omega_1, \omega_2 \in \Omega\}. \tag{4.3}
\]

Let \( (B_n)_{n \in \mathbb{N}} \) be a van Hove sequence with \( A \subseteq B_1 \). For each Gibbs measure \( \nu \in \mathcal{G}_\lambda \) and \( n \in \mathbb{N} \), the Gibbs property restricts the discussion to the bounded Borel set \( B_n \).

Second, the existence of a disagreement coupling family of intensity \( \alpha \) and \( (4.3) \) controls the difference between different Gibbs measures by the connection probability of the Boolean model. Taking the limit along the van Hove sequence shows that the difference is zero.

\[
|\nu_1(\xi_A \in E) - \nu_2(\xi_A \in E)|
\]

\[
\leq \sup \{|P_{\mathcal{G}, B, \xi}^n(\xi_A \in E) - P_{\mathcal{G}, B, \xi}^n(\xi_A \in E) : B \in \mathcal{B}_n\} \leq P_{\mathcal{G}, B, \xi}^n(A \leftrightarrow C) \to 0. \tag{2.2}
\]

\[
\text{Proof of Theorem 3.3. For (3.3a), let } C_1 := C \text{ and } C_2 := C \cup \{x\}. \text{ Thus,}
\]

\[
\left| P_{\mathcal{G}, B, C, \lambda}^n(\xi_A \in E) - P_{\mathcal{G}, B, C, \lambda}^n(\xi_A \in E) \right| \leq P_{\mathcal{G}, B, \xi}^n(A \leftrightarrow C) \to K e^{-\kappa \delta(A, \{x\})}. \tag{3.2}
\]

For (3.3b), one has

\[
\left| P_{\mathcal{G}, B, C, \lambda}^n(\xi_A \in E) - \nu(\xi_A \in E) \right|
\]

\[
\leq \sup \{|P_{\mathcal{G}, B, C, \lambda}^n(\xi_A \in E) - P_{\mathcal{G}, B, \xi}^n(\xi_A \in E) : B \in \mathcal{B}_n\} \leq P_{\mathcal{G}, B, \xi}^n(A \leftrightarrow C) \to K e^{-\kappa \delta(A, \{x\})}. \tag{3.2}
\]

\[
\leq K e^{-\kappa \delta(A, B\prime \prime)}. \tag{3.2}
\]
Hard-sphere disagreement percolation

For (3.3c), assume that \( \delta(A, B) > 0 \). Choose a sphere \( D \) containing \( A \) such that \( \delta(A, R(D)) > \delta(A, B) \). Let \( D' := R(D) \cup B \). Hence, \( \delta(A, D') \geq \delta(A, B) \), and

\[
\left| \nu(\xi_A \in E, \xi_B \in F) - \nu(\xi_A \in E) \nu(\xi_B \in F) \right| \\
\leq \int_{C_{D'}} P_{\text{hs}}(\xi_A \in E) - \nu(\xi_A \in E) \left| C \cap B = \emptyset \right| \nu(\xi_{D'} = dC) \\
\leq \int_{C_{D'}} Ke^{-\kappa \delta(A, D')} [C \cap B = \emptyset] \nu(\xi_{D'} = dC) \\
= Ke^{-\kappa \delta(A, B)} \nu(\xi_B \in F) \leq Ke^{-\kappa \delta(A, B)}.
\]

\[\square\]

Proof of Theorem 3.5. Property (3.4) modifies (4.1) for increasing events to:

\[
|P_{B, C, \lambda}^{\text{hs}}(\xi_A \in E) - P_{B, C, \lambda}^{\text{hs}}(\xi_A \in E)| \leq P_{A, \lambda}^{\text{poi}}(E) P_{B, \lambda}^{\text{poi}}(A \stackrel{\text{in}}{\rightarrow} B^c). \tag{4.4}
\]

This follows from retracing the second part of the proof of Proposition 4.1 with

\[
P(\xi_1^1 \in E, \xi_2^1 \notin E) = P(\xi_1^1 \in E, \xi_1^1 \triangle \xi_2 \neq \emptyset) \\
\leq P(\xi_1^1 \in E, A \leftarrow m \xi_1^1 \triangle \xi_2 \rightarrow C_1 \triangle C_2) \\
\leq P(\xi_1^1 \in E, A \leftarrow m \xi_1^1 \triangle \xi_2 \rightarrow B^c) \\
\leq P(\xi_3^1 \in E, A \leftarrow m \xi_1^1 \triangle \xi_2 \rightarrow B^c) \\
\leq P_{A, \lambda}^{\text{poi}}(E) P_{B, \lambda}^{\text{poi}}(A \stackrel{\text{in}}{\rightarrow} B^c) .
\]

Retracing the proofs of (3.3b) and (3.3c) using (4.4) instead of (4.1) modifies (3.3c) to:

For all disjoint \( A, B \) in \( B_0 \), increasing \( E \in C_A \) and increasing \( F \in C_B \),

\[
|\nu(\xi_A \in E, \xi_B \in F) - \nu(\xi_A \in E) \nu(\xi_B \in F)| \leq P_{A, \lambda}^{\text{poi}}(E) P_{B, \lambda}^{\text{poi}}(F) Ke^{-\kappa \delta(A, B)} . \tag{4.5}
\]

For all disjoint \( A, B \) in \( B_0 \), bound the second factorial cumulant measure as

\[
\left| E_{\nu} |\xi_A||\xi_B| - E_{\nu} |\xi_A| E_{\nu} |\xi_B| \right| \\
\leq \sum_{n, m=1}^{\infty} \left| \nu(|\xi_A| \geq n, |\xi_B| \geq m) - \nu(|\xi_A| \geq n) \nu(|\xi_B| \geq m) \right| \\
\leq P_{A, \lambda}^{\text{poi}}(|\xi| \geq n) P_{B, \lambda}^{\text{poi}}(|\xi| \geq m) Ke^{-\kappa \delta(A, B)} \\
= \lambda \mathcal{L}(A) \lambda \mathcal{L}(B) Ke^{-\kappa \delta(A, B)} .
\]

Statement (3.6) follows by disintegration with respect to \( \lambda^2 \mathcal{L}^2 \). \[\square\]

5 Dependently thinning Poisson to hard-sphere

Sections 5.1 and 5.2 contain additional facts about joint Janossy measures and the hard-sphere model respectively. Section 5.3 describes a measurable total ordering of Euclidean space. The dependent thinning from a \( P_{B, \lambda}^{\text{poi}} \) to a \( P_{B, C, \lambda}^{\text{hs}} \) is in Section 5.4. This section fixes \( \lambda \in [0, \infty[ \). Hence, it drops the \( \lambda \) in \( P_{B, C, \lambda}^{\text{hs}}, Z(B, C, \lambda) \) and \( P_{B, \lambda}^{\text{poi}} \).
5.1 Joint Janossy measure

Let \( n \geq 2 \) and \( \mathcal{P} \) be a coupling of \( n \) PP laws. A Borel measure \( M \) on \((\mathcal{C}_B^n, \mathcal{F}_B^n)\) is the (local) joint Janossy measure of \( \mathcal{P} \) on \( B \in \mathcal{B}_B \), if, for all \( E_1, \ldots, E_n \in \mathcal{F}_B \),
\[
\mathcal{P}(\forall 1 \leq i \leq n : \xi_B^i \in E_i) = \int_{\mathcal{C}_B^n} \prod_{1 \leq i \leq n} [Y_i \in E_i] M(dY) .
\]

(5.1)

Because the local joint Janossy measure on \( A \subseteq B \) of a coupling \( \mathcal{P} \) on \( B \) equals the joint Janossy measure of the restriction of the coupling to \( A \), the remainder of this paper drops the quantifier “local”. This definition of a joint Janossy measure is between the portmanteau style of the classic case (2.1) and the explicit style on generating sets in [5, Section 5.3]. As the sets \( \prod_{i=1}^n E_i \) generate \( \mathcal{F}_B \), there is no loss of generality. If \( \mathcal{P} \) admits a joint Janossy measure on \( B \), then \( \mathcal{P}(\xi_B = dY) \) denotes its infinitesimal at \( Y \in \mathcal{C}_B^n \).

5.2 More about the hard-sphere model

The conditional hard-sphere constraint \( H \) chains.
\[
 \forall X,Y,Z \in \mathcal{C}_{\mathbb{R}^d} : \quad H(X \cup Y|Z) = H(X|Y \cup Z)H(Y|Z).
\]

(5.2)

The function \( H \) is \( \mathcal{C}_{\mathbb{C}^c} \times \mathcal{C}_B \rightarrow \{0,1\} \) and measurable on \((\mathcal{C}_{\mathbb{C}^c} \times \mathcal{C}_B, \mathcal{F}_{\mathbb{C}^c} \otimes \mathcal{F}_B)\) as a product of measurable functions (2.3). It is monotone decreasing in both arguments.

For \( B \in \mathcal{B}_B \), the function \( \mathcal{C}_{\mathbb{C}^c} \rightarrow [0,\infty[ \quad C \mapsto Z(B,C) \)

(5.3)

is measurable on \((\mathcal{C}_{\mathbb{C}^c}, \mathcal{F}_{\mathbb{C}^c})\) and monotone decreasing. Consequently, \( \mathcal{P}_{B,C}^{bs} \) is measurable in the boundary condition \( C \), too. For \( C \in \mathcal{C}_{\mathbb{R}^d} \), the function
\[
 B_b \rightarrow [0,\infty[ \quad B \mapsto Z(B,C \setminus B)
\]

(5.4)

is monotone increasing. Finally, the relation between (2.4) and (2.5d) is
\[
 Z(B,C) = \mathcal{P}_{B}^{pd}(H(\xi|C) = 1)e^{\lambda C(B)} .
\]

(5.5)

The hard-sphere model fulfils the DLR conditions [22, (2.2)–(2.4)]. That is, for \( A,B \in \mathcal{B}_B \), \( X \in \mathcal{C}_A \) and \( Y \in \mathcal{C}_B \), the Janossy infinitesimal chains.
\[
 \mathcal{P}_{A\cup B,C}^{bs}(d(X \cup Y)) = \mathcal{P}_{A,B,C}^{bs}(\xi_A = dX)\mathcal{P}_{B,C\cup X}^{bs}(dY) .
\]

(5.6)

5.3 Ordering and derivative

This section presents a measurable total ordering of \( \mathbb{R}^d_+ \). It allows to define a derivative of measurable functions of Borel subsets of \( \mathbb{R}^d_+ \).

The unsigned binary digit sequences are
\[
\mathcal{D} := \{ t \in \{0,1\}^{\mathbb{Z}} | \exists k : \forall n \geq k : t_n = 0 \} .
\]

A sequence gets assigned a non-negative real value through the map
\[
b : \quad \mathcal{D} \rightarrow \mathbb{R}_+ \quad t \mapsto \sum_{n \in \mathbb{Z}} t_n 2^n .
\]
There is no inverse of $b$, because multiples of some $2^n, n \in \mathbb{Z}$ have two preimages under $b$: one ending in an infinite sequence of 0s and another one ending in an infinite sequence of 1s. Observing that those multiples form a $\mathcal{L}$ null-set of $\mathbb{R}_+$ and choosing the preimage ending in an infinite sequence of 0s allows to restrict $b$ to a measurable bijection. This allows to construct another measurable bijection

$$\hat{b} : \mathbb{R}_+^d \to \mathbb{R}_+ \quad (x_1, \ldots, x_d) \mapsto b^{-1}(n \mapsto b(x(n \text{ mod } d) + 1)[n/d]).$$

From here on use the bijection $\hat{b}$ implicitly. See also Figure 1.

The bijection $\hat{b}$ orders $\mathbb{R}_+^d$ measurably and totally. Denote this order by $\prec$. The symbols $\pm\infty$ extend $\prec$ with elements being bigger and smaller than each element of $\mathbb{R}_+^d$. For $a, b \in \mathbb{R}_+^d \cup \{\pm\infty\}$ with $a \prec b$, there is the interval $[a, b] := \{ x \mid a \prec x \preceq b \}$, as well as all standard variations thereof.

Let $B \in \mathcal{B}_b$ with $B \subseteq \mathbb{R}_+^d$ and $\mathcal{L}(B) > 0$. As $\mathcal{L}$-a.e. $x \in B$ is a density point of $\mathcal{L}$ [2, Section 5.8(ii)], there exists $\varepsilon_{x} > 0$, such that for all $0 < \varepsilon < \varepsilon_{x}$ there exist points $x_{e}^{-}, x_{e}^{+} \in B$ with $x_{e}^{-} \prec x \preceq x_{e}^{+}$ such that $\mathcal{L}([x_{e}^{-}, x]) = \mathcal{L}([x, x_{e}^{+}]) = \varepsilon$. The derivative of $f : [a, b] \to \mathbb{R}$ at $x$ is

$$f'(x) := \lim_{\varepsilon \to 0} \frac{f(x_{e}^{+}) - f(x_{e}^{-})}{2\varepsilon},$$

whenever this limit is defined. This is the usual one-dimensional derivative on $\mathbb{R}_+$ mapped back through $b^{-1}$.
5.4 The thinning

This section presents a coupling between a hard-sphere PP and a dominating Poisson PP. The coupling is an explicit dependent thinning from the dominating Poisson PP. The thinning probability\(^2\) is related to the logarithm of the free energy. Its explicit form implies the measurability of the coupling with respect to the boundary condition.

For the remainder of this section, fix \(B \in \mathcal{B}_b\) and \(C \in \mathcal{C}_B\). Without loss of generality, translation-invariance of the hard-sphere model lets us restrict to \(B \subseteq \mathbb{R}^d\). This way, the order from Section 5.3 applies. For the remainder of Section 5, restrict intervals to \(B\), i.e., \(|a, b|\) denotes \(|a, b| \cap B\).

**Proposition 5.1.** For \(\mathcal{L}\text{-a.e. } x \in B\) and \(Y \in \mathcal{C}_{|x|,x}\),

\[
- \frac{1}{\lambda} \frac{\partial}{\partial x} \log \mathcal{Z}(|x, \infty|, C \cup Y) = \mathcal{H}((\{x\}|C \cup Y) \frac{\mathcal{Z}(|x, \infty|, C \cup Y \cup \{x\})}{\mathcal{Z}(|x, \infty|, C \cup Y)}.
\] (5.8)

The proof of Proposition 5.1 is in Section 5.5. Proposition 5.1 calculates the derivative of the free energy of a right-unbounded interval in \(B\) with respect to the Poisson intensity. The monotonicity of \(\mathcal{Z}\) in the domain (5.4) applied to the lhs of (5.8) implies its monotone growth in \(x \) outside of \(\mathcal{S}(C \cup Y)\). The monotonicity applied to the rhs of (5.8) implies that its value lies in \([0, 1]\). For each \(Y \in \mathcal{C}_B\), this yields a restricted thinning kernel \(p_Y: \max(Y, \infty| \rightarrow [0, 1]\), with \(p_Y(x)\) given by the rhs of (5.8) and interpreted as the probability of keeping the point \(x\).

The thinning arises from an ordered exploration of \(B\). It explores the points of a Poisson realisation \(Y_2 \in \mathcal{C}_B\) in the order induced by \(\prec\). The starting thinning kernel is \(p_0\). At the first point \(y_1 \in Y_2\) it keeps, it is replaced by the kernel \(p_{\{y_1\}}\). The second kernel explores \(Y_2 \cap [y_1, \infty]\). At the first point \(y_2 \in Y_2 \cap [y_1, \infty]\) it keeps, it is replaced by the kernel \(p_{\{y_1, y_2\}}\) exploring \(Y_2 \cap [y_2, \infty]\). Iterate until all of \(Y_2\) has been explored. The usage of the restricted thinning kernels is “one-shot”, i.e., a kernel is used until the first time it keeps a point from \(Y_2\) and then replaced by the next thinning kernel with updated dependencies. The following definition formalises this dependent update of the thinning kernel.

**Definition 5.2.** For \(x \in B\) and \(Y_1 \in \mathcal{C}_B\), the dependent thinning probability is

\[
p(x \mid Y_1) := p_{Y_1 \cap [x, \infty]}(x).
\] (5.9a)

The choice function distinguishes between kept and deleted points.

\[
c(x, Y_1) := [x \in Y_1 | p(x \mid Y_1) + [x \notin Y_1](1 - p(x \mid Y_1))].
\] (5.9b)

The Janossy infinitesimal of the thinning is

\[
\mathcal{P}_{\text{thin}}^B, C(dY) := [Y_1 \subseteq Y_2] \left( \prod_{x \in Y_2} c(x, Y_1) \right) \mathcal{P}_{\text{poi}}^B(dY_2).
\] (5.9c)

The dependent thinning kernel \(p(\cdot \mid Y_1)\) is a piece-wise combination of the restricted kernels. The term \(Y_1 \cap [x, \infty]\) in the rhs of (5.9a) selects the appropriate restricted kernel, depending on the already explored and kept points. The choice function (5.9b) assigns correct probabilities to points being kept as part of \(Y_1\) and deleted on \(B \setminus Y_1\) respectively. Finally, the Janossy infinitesimal (5.9c) describes the joint probability of a Poisson realisation \(Y_2\) and keeping exactly the subset \(Y_1\) for the thinned process.

---

\(^2\)The established name for keeping a point as part of the smaller thinned PP.
Theorem 5.3. The dependent thinning $P_{B,C}^{\text{thin}}$ is a dominating coupling between a Poisson PP and a hard-sphere PP, as

\[ P_{B,C}^{\text{thin}}(\xi^1 = dY) = P_{B,C}^{\text{hs}}(dY), \quad (5.10a) \]
\[ P_{B,C}^{\text{thin}}(\xi^2 = dY) = P_B^{\text{poi}}(dY) \quad (5.10b) \]
and

\[ P_{B,C}^{\text{thin}}(\xi^1 \leq \xi^2) = 1. \quad (5.10c) \]

The boundary condition may be restricted to $R(B)$. The law $P_{B,C}^{\text{thin}}$ is measurable in $C$. The proof of Theorem 5.3 is in Section 5.7.

5.5 Proof of Proposition 5.1

As $\mathcal{L}$-a.e. $\mathcal{L}(|\max Y, x|) > 0$, rephrase the dependence between $x$ and $Y$ in (5.8). For $\mathcal{L}$-a.e. $a \in B \cup \{-\infty\}, b \in [a, \infty], Y \in C\{-\infty,a\}$ and $x \in [a, b]$, the aim is to show that (5.8) holds. Let $C^\prime := C \cup Y$. Regard the measurable functions

\[ h : [a, b] \to [0, 1] \quad x \mapsto \mathcal{H}([x]|C^\prime), \]
\[ z : [a, b] \to [0, \infty] \quad x \mapsto \mathcal{Z}([x, \infty]|C^\prime), \]
\[ s : [a, b] \to [0, \infty] \quad x \mapsto \mathcal{Z}([x, \infty]|C^\prime \cup \{x\}). \quad (5.11) \]

Using the derivative (5.7), if $z' = -\lambda hs$ on $]a, b[$, then (5.8) follows from

\[ -\frac{\log z}{\lambda} = -\frac{z'}{\lambda z} = -\frac{-\lambda hs}{\lambda z} = \frac{hs}{z}. \]

The remainder of this section shows that $z' = -\lambda hs \mathcal{L}$-a.e. on $]a, b[$.

Wlog assume that $\mathcal{L}([a, b]) > 0$. Fix $x \in ]a, b[$. Using the notation from (5.7), let $A_{\epsilon} := ]x_{\epsilon}^-, x_{\epsilon}^+[$, for $\epsilon < \epsilon_x$. If $\epsilon$ is small enough, then $A_{\epsilon} \subseteq S(y)$ holds uniformly in $y \in A_{\epsilon}$. Let $A_{\epsilon}^- := ]x_{\epsilon}^-, \infty[$ and $A_{\epsilon}^+ := ]x_{\epsilon}^+, \infty[ = A_{\epsilon}^- \setminus A_{\epsilon}$. Using (5.5), expand $z(x_{\epsilon}^-)$ and $z(x_{\epsilon}^+)$ as

\[ z(x_{\epsilon}^-) = e^{\lambda \mathcal{L}(A_{\epsilon}^-)} \int_{c_{\lambda_{A_{\epsilon}^-}}} \mathcal{H}(Z|C^\prime) P_{A_{\epsilon}^-}^{\text{poi}}(dZ) \]
\[ = e^{\lambda \mathcal{L}(A_{\epsilon}^-)} \int_{c_{\lambda_{A_{\epsilon}^-}}} \mathcal{H}(X|C^\prime) \int_{c_{\lambda_{A_{\epsilon}^-}}} \mathcal{H}(Z|C^\prime \cup X) P_{A_{\epsilon}^-}^{\text{poi}}(dZ) P_{A_{\epsilon}^-}^{\text{poi}}(dX), \]
\[ z(x_{\epsilon}^+) = e^{\lambda \mathcal{L}(A_{\epsilon}^+)} \int_{c_{\lambda_{A_{\epsilon}^+}}} \mathcal{H}(Z|C^\prime) P_{A_{\epsilon}^+}^{\text{poi}}(dZ) \]
\[ = e^{\lambda \mathcal{L}(A_{\epsilon}^+)} \int_{c_{\lambda_{A_{\epsilon}^+}}} [X = \emptyset] \mathcal{H}(X|C^\prime) \int_{c_{\lambda_{A_{\epsilon}^+}}} \mathcal{H}(Z|C^\prime \cup X) P_{A_{\epsilon}^+}^{\text{poi}}(dZ) P_{A_{\epsilon}^+}^{\text{poi}}(dX), \]

to see that $z'(x) = \lim_{\epsilon \to 0} \frac{z(x_{\epsilon}^+) - z(x_{\epsilon}^-)}{2\epsilon}$ equals

\[ \lim_{\epsilon \to 0} \frac{e^{\lambda \mathcal{L}(A_{\epsilon}^+)} - e^{\lambda \mathcal{L}(A_{\epsilon}^-)}}{2\epsilon} \int_{c_{\lambda_{A_{\epsilon}^+}}} -[X \not= \emptyset] \mathcal{H}(X|C^\prime) \int_{c_{\lambda_{A_{\epsilon}^+}}} \mathcal{H}(Z|C^\prime \cup X) P_{A_{\epsilon}^+}^{\text{poi}}(dZ) P_{A_{\epsilon}^+}^{\text{poi}}(dX). \]

The case $|X| \geq 2$ is irrelevant, because all integrands take values in $[-1, 1]$ and $P_{A_{\epsilon}^+}^{\text{poi}}(|\xi| \geq 2) = o(\epsilon^2)$. Hence, in the case $|X| = 1$, let $y$ be the single point in $X$ and rewrite $z'(x)$ into

\[ -\lim_{\epsilon \to 0} \frac{e^{\lambda \mathcal{L}(A_{\epsilon}^+)} - e^{\lambda \mathcal{L}(A_{\epsilon}^-)}}{2\epsilon} \int_{A_{\epsilon}^+} \mathcal{H}(|\{y\}|C^\prime) \int_{c_{\lambda_{A_{\epsilon}^+}}} \mathcal{H}(Z|C^\prime \cup \{y\}) P_{A_{\epsilon}^+}^{\text{poi}}(dZ) e^{-2\lambda \epsilon \lambda dy}. \]
Expand the domain of the inner integration from $A^+_x$ to $|y, \infty|$ paying a penalty of $e^{\lambda \mathcal{L}([y, x^+])}$. As $\mathcal{L}(A^+_x) + \mathcal{L}([y, x^+]) - 2\varepsilon = \mathcal{L}([y, \infty])$, rewrite $z'(x)$ into

$$-\lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_{A^+_x} \lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_{A^+_x} \mathcal{H}(\{y\} | C'_y) e^{\lambda \mathcal{L}([y, \infty])} \int_{C^0} \mathcal{H}(Z^{|C'_y \cup \{y\}}) \mathcal{P}_{[y, \infty]}(dZ) \lambda dy .$$

The Lebesgue differentiation theorem [2, Thm 5.6.2] implies that, $\mathcal{L}$-a.e.,

$$z'(x) = -\lim_{\varepsilon \to 0} \frac{1}{2\varepsilon} \int_{A^+_x} h(y) s(y) \lambda dy = -\lambda h(x) s(x) .$$

5.6 Deleting all points and an integral equation

This section calculates the probability of deleting all points within an interval of $B$. The key point is that the dependent thinning kernel reduces to a single restricted thinning kernel. For all $a, b \in B \cup \{\pm \infty\}$ with $a \prec b$, $Y \in \mathcal{C}_{[-\infty, a]}$ and $X \in \mathcal{C}_{[b, \infty]}$,

$$\int_{\mathcal{C}_{[a, b]} \times Z} c(z, Y \cup X) \mathcal{P}_{[a, b]}^{\text{poi}}(dZ) = \frac{Z([b, \infty | C \cup Y)}{Z([a, \infty | C \cup Y}) .$$  \hspace{1cm} (5.12)

The case $| - \infty, \infty| = B$ implies $Y = \emptyset$ and the correct probability $1/Z(B, C)$.

The solution of (5.12) comes from an integral equation. For each $x \in [a, b]$, as $(Y \cup X) \cap [-\infty, x[ = \emptyset$, $c(z, Y \cup X) = 1 - p(x | Y) = 1 - p_Y(x)$. Regard the measurable functions

$$q: [a, b] \to [0, 1] \quad x \mapsto 1 - p_Y(x) ,$$

$$l: [a, b] \to [0, \infty] \quad x \mapsto \int_{x, b]} 1 dy = \mathcal{L}([x, b]) ,$$

$$e: [a, b] \to [1, \infty] \quad x \mapsto e^{\lambda \mathcal{L}([x, b])} = e^{\lambda x} ,$$

$$t: [a, b] \to [0, 1] \quad x \mapsto e(x) \int_{[x, b]} \prod_{z \in Z} q(z) \mathcal{P}_{[x, b]}^{\text{poi}}(dZ) .$$  \hspace{1cm} (5.13)

Showing (5.12) is equivalent to calculating $t(a)/e(a)$. If $[x, b]$ contains a point, then splitting the smallest point off yields an integral equation for $t$.

$$t(x) = e(x) \int_{\mathcal{C}_{[x, b]} \times Z} \prod_{z \in Z} q(z) \mathcal{P}_{[x, b]}^{\text{poi}}(dZ)$$

$$= e(x) \mathcal{P}_{[x, b]}^{\text{poi}}(\xi = \emptyset)$$

$$+ e(x) \int_{[x, b]} q(y) e^{-\lambda \mathcal{L}([x, y])} \int_{\mathcal{C}_{[y, b]} \times Z} \prod_{z \in Z} q(z) \mathcal{P}_{[y, b]}^{\text{poi}}(dZ) \lambda dy$$

$$= 1 + \lambda \int_{[x, b]} q(y) t(y) dy .$$  \hspace{1cm} (5.14a)

There is a boundary condition

$$t(b) = e(b) \int_{\mathcal{C}_a} 1 \mathcal{P}_{[0]}^{\text{poi}}(dZ) = 1 .$$  \hspace{1cm} (5.14b)

Thus, a solution of (5.14) yields (5.12). Because the setup in (5.11) is the same as in (5.13), consider

$$g: [a, b] \to [0, \infty] \quad x \mapsto \frac{e(x)}{z(x)} .$$
Establish that \( l, e, z \) en \( g \) are absolutely continuous by showing that they are Lipschitz continuous on \([a, b]\) [2, Lemma 5.3.2]. Both \( e \) and \( z \) are monotone decreasing with bounds \( e(a) \geq e(x) \) and \( z(a) \geq z(x) \) \( \geq z(b) \geq 1 \), for \( x \in [a, b] \). Because \( h \) has Lipschitz constant 1, \( e \) has Lipschitz constant \( \lambda e(a) \). For \( a \leq x < y \leq b \), use (2.5d) to expand \( z \) and obtain the bound

\[
|z(x) - z(y)| \leq \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \int_{|x|,|y|,|z|} e^{-H(a_1, \ldots, a_n)} |C| \prod_{i=1}^{n} \left| a_i \right| \leq \sum_{n=1}^{\infty} \frac{\lambda^n}{n!} \sum_{n=1}^{\infty} \lambda^n |x - y| |y| \leq \lambda e(y)|x - y|.
\]

Hence, \( z \) has Lipschitz constant \( \lambda e(a) \). For \( a \leq x < y \leq b \), bound \( g \) by

\[
|g(x) - g(y)| = \left| \frac{e(x)z(y) - e(y)z(y) + e(y)z(y) - e(y)z(x)}{z(x)z(y)} \right| \leq \frac{|e(x) - e(y)|}{z(x)} + \frac{|e(y)z(x) - e(y)z(y)|}{z(x)}.
\]

Applying the bounds for \( e \) and \( z \), \( g \) has Lipschitz constant \( \lambda e(a) + \lambda e(a)^2 \).

As the functions \( l, e, z \) on \( g \) are all absolutely continuous with respect to \( L \), they are Lebesgue differentiable \( L \)-a.e. Because \( l' = -1 \) and \( e' = -\lambda e \), \( L \)-a.e. on \([a, b]\),

\[
g' = \frac{e' - e' \cdot z}{z^2} = \frac{e(-\lambda e) - e(-\lambda e)}{z^2} = -\lambda e \left( 1 - \frac{h}{z} \right) \leq -\lambda g.
\]

As \( e(b) = 1, g(b) = \frac{1}{z(b)} \leq 1 \), by (5.3). Integration of \( g \) yields

\[
g(x) = g(b) - \int_{|x|}^{g(y)} dy = \frac{1}{z(b)} + \frac{\lambda}{z(b)} \int_{|x|}^{g(y)} g(y) dy.
\]

Hence, the function \( z(b)g \) solves (5.14) \( L \)-a.e. and is \( L \)-a.e. equal to \( t \). The expression \( \frac{z(b)g(a)}{z(a)g(a)} = \frac{z(b)}{z(a)} \frac{e(a)}{e(a)^2} \frac{z(b)}{z(a)} \) yields the rhs of (5.12).

### 5.7 Proof of Theorem 5.3

The thinning \( \mathcal{P}^{\text{thin}} \) is well-defined, as the choice function sums to one over all possible choices.

\[
\forall \text{ disjoint } X, Z \in C_B : \beta(X, Z) := \sum_{Y \subseteq Z} \prod_{x \in Z} c(x, X \cup Y) = 1.
\] (5.15)

Ascertain (5.15) by induction on the size of \( Z \). The base case \( Z = \emptyset \) is trivially true. Otherwise, let \( z := \min Z \) (with respect to \( \prec \)) and \( Z' := Z \setminus \{z\} \). For each \( Y \subseteq Z \), the fact that \( Y \subseteq [z, \infty[ \) implies that \( (X \cup Y) \cap X \cap Y = X \cap Y \prec \infty, z \), whence

\[
c(z, X \cup Y) = p(z | X \cup Y) = p_{X \cap \infty, z} = p_{X \cap \infty, z}(z).
\] (5.16)

Hence, with \( P := p_{X \cap \infty, z} \),

\[
\beta(X, Z) \overset{(5.15)}{=} \sum_{Y \subseteq Z'} \left( \prod_{x \in Z} c(x, X \cup \{z\} \cup Y') + \prod_{x \in Z} c(x, X \cup Y') \right)
\]

\[
\overset{(5.16)}{=} \sum_{Y \subseteq Z'} P \prod_{x \in Z} c(x, X \cup \{z\} \cup Y') + \sum_{Y \subseteq Z'} (1 - P) \prod_{x \in Z} c(x, X \cup Y')
\]

\[
\overset{(5.15)}{=} P \beta(X \cup \{z\}, Z') + (1 - P) \beta(X, Z') \overset{\text{ind}}{=} P + 1 - P = 1.
\]
The freedom to restrict the boundary condition $C$ to $C \cap \mathcal{R}(B) \in \mathcal{C}_\mathcal{R}(B)$ follows from the same freedom for $\mathcal{H}$ and $\mathcal{Z}$ (2.5d). The measurability in the boundary condition follows from the measurability preserving operations in (5.9) and the measurability of the rhs of (5.8).

The fact that $\mathcal{P}_{B,C}^{\text{thinned}}$ is a stochastic domination is evident from the construction. The construction as thinning implies that the second marginal is Poisson (5.10b). The remainder of this section shows that the first marginal is hard-sphere (5.10a).

Let $Y \in \mathcal{C}_B$ with $n := |Y|$. Order $Y := \{y_1, \ldots, y_n\}$ increasingly by $\prec$. Let $y_i := -\infty$ and $y_{n+1} := \infty$. For $0 \leq i \leq n$, let $B_i := [y_i, y_{i+1}]$, $A_i := [y_i, \infty[$, $Y_i := \{y_1, \ldots, y_i\}$ and $C_i := C \cup Y_i$. Thus, $Y \cap \{y_i = Y_{i-1}\}$.

$$
\mathcal{P}_{B,C}^{\text{thinned}}(\xi^1 = dY) = \int_{\mathcal{C}_B} \left[ Y \subseteq \mathcal{Z} \right] \prod_{z \in \mathcal{Z}} c(z, Y) \mathcal{P}_{B}^{\text{pois}}(dZ)
= \left( \int_{\mathcal{C}_B \cap Y} \prod_{z \in \mathcal{Z}} c(z, Y) \mathcal{P}_{B}^{\text{pois}}(dZ) \right) \left( \prod_{y \in Y} c(y, Y) \right) e^{\lambda \mathcal{Z}(B)} \mathcal{P}_{B}^{\text{pois}}(dY)
= \left( \int_{\mathcal{C}_B \cap Y} \prod_{z \in \mathcal{Z}} c(z, Y) \mathcal{P}_{B}^{\text{pois}}(dZ) \right) \left( \prod_{y \in Y} p(y | Y) \right) e^{\lambda \mathcal{Z}(B)} \mathcal{P}_{B}^{\text{pois}}(dY)
= \left( \prod_{i=0}^{n} \int_{\mathcal{C}_{B_i} \cap \mathcal{Z}} \prod_{z \in \mathcal{Z}} c(z, Y) \mathcal{P}_{B_i}^{\text{pois}}(dZ) \right) \left( \prod_{y_i \in Y} p_{Y_{i-1}}(y_i) \right) e^{\lambda \mathcal{Z}(B)} \mathcal{P}_{B}^{\text{pois}}(dY).
$$

For $0 \leq i \leq n$,
$$
\prod_{z \in \mathcal{Z}} c(z, Y) \mathcal{P}_{B_i}^{\text{pois}}(dZ) = Z(A_{i+1}, C_i) \frac{Z(A_i, C_i)}{Z(A_i, C_i)}.
$$

For $1 \leq i \leq n$,
$$
p_{Y_{i-1}}(y_i)^{(5.8)} = \mathcal{H}(\{y_i\}|C_{i-1}) Z(A_i, C_i) Z(A_i, C_{i-1})^{-1}.
$$

Combine these rewritings to see that $\mathcal{P}_{B,C}^{\text{thinned}}(\xi^1 = dY)$ equals
$$
\left( \prod_{i=0}^{n} Z(A_{i+1}, C_i) \right) \left( \prod_{i=1}^{n} \mathcal{H}(\{y_i\}|C_{i-1}) Z(A_i, C_i) Z(A_i, C_{i-1})^{-1} \right) e^{\lambda \mathcal{Z}(B)} \mathcal{P}_{B}^{\text{pois}}(dY).
$$

Combine the hard-sphere constraints by (5.2). Join the two products and cancel the factors except the denominator at index 0 and the numerator at index $n$ from the left product.

$$
\mathcal{P}_{B,C}^{\text{thinned}}(\xi^1 = dY) = \frac{Z(A_{n+1}, C_n)}{Z(A_0, C_0)} \mathcal{H}(Y|C) e^{\lambda \mathcal{Z}(B)} \mathcal{P}_{B}^{\text{pois}}(dY)
= \frac{Z(0, C \cup Y) \mathcal{H}(Y|C) \mathcal{P}_{B}^{\text{pois}}(dY)}{Z(B, C) e^{-\lambda \mathcal{Z}(B)}} = \frac{\mathcal{H}(Y|C) \mathcal{P}_{B}^{\text{pois}}(dY)}{\mathcal{P}_{B}^{\text{pois}}(dY) \mathcal{H}(\xi|C) = 1} = \mathcal{P}_{B,C}^{\text{hs}}(dY).
$$

### 6 The twisted coupling family

Definition 6.1 defines a family of couplings recursively. Proposition 6.3 shows that it is a disagreement coupling family of intensity $\lambda$ for the hard-sphere model. The notational conventions outlined at the beginning of Section 5 apply.
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**Definition 6.1.** Let $B \in B_0$ and $C_1, C_2 \in C_{B^c}$. For $1 \leq i \leq 2$, let $F_i := B \cap \mathcal{R}(C_i)$. Let

$$D := F_1 \cup F_2$$

be the zone of disagreement and partition it into $D_1 := F_2 \setminus F_1$, $D_2 := F_1 \setminus F_2$ and $D_0 := F_1 \cap F_2$.

Define the joint Janossy intensity of the law $P_{\text{tw-zone}}^{B,C_1,C_2}$ on $(C_B^3, \mathcal{F}_B^{\mathbb{S}^3})$ by

$$P_{B,C_1,C_2}^{\text{tw-zone}}(dY) := P_{D_0}^{\text{poi}}(d(Y \cap D_0))$$

$$\times [Y_1 \subseteq D_1] P_{B,C_1}(\xi_{D_1} = d(Y_1 \cap D_1, Y_3 \cap D_1))$$

$$\times [Y_2 \subseteq D_2] P_{B,C_2}(\xi_{D_2} = d(Y_2 \cap D_2, Y_3 \cap D_2)).$$

(6.1a)

Define the joint Janossy intensity of law $P_{B,C_1,C_2}^{\text{tw-rec}}$ on $(C_B^3, \mathcal{F}_B^{\mathbb{S}^3})$ recursively by

$$P_{B,C_1,C_2}^{\text{tw-rec}}(dY) := [D = \emptyset][Y_1 = Y_2] P_{B,C_1 \cup C_2}(d(Y_1, Y_3))$$

$$+ [D \neq \emptyset] P_{B,C_1,C_2}^{\text{tw-zone}}(d(Y \cap D)) P_{B \setminus D,Y_1 \cap D,Y_2 \cap D}(d(Y \setminus D)).$$

(6.1b)

The idea behind the recursive construction of $P_{B,C_1,C_2}^{\text{tw-rec}}$ is as follows: The sets $F_1$ and $F_2$ describe the parts of the domain forbidden by the respective boundary conditions. If one can construct the disagreement coupling on $D$, then recursion takes care of the rest.

If $D = \emptyset$, a dominating coupling with an identification of the two hard-sphere PPs is already a disagreement coupling. Since there are no disagreeing points, no connection to the disagreeing boundary is needed. For $1 \leq i \leq 2$, let $C'_i := C_i \cap \mathcal{R}(B)$. Hence, $C'_1 \triangle C'_2 = \emptyset$ and $C'_1 \cup C'_2 = C_1 = C_2$.

If $D \neq \emptyset$, then the partition $\{D_0, D_1, D_2\}$ comes into play. Points of $\xi_1$ and $\xi_2$ can only lie in $D_1$ and $D_2$, respectively. Independent projections of a dominating coupling take care of this. That also connects the disagreeing points to the boundary for free. On $D_0$, an independent Poisson PP of intensity $\lambda$ ensures that there is a Poisson PP on all of $D$. This is the “twist”.

The event of connecting disagreement with the boundary in $\mathcal{F}_B^{\mathbb{S}^2}$ is

$$\mathcal{D}_{C_1,C_2}^{B} := \{Y \in C_B^2 \mid \forall x \in Y_1 \cup Y_2 : x \leftarrow \triangle \rightarrow Y_3 \cap C_1 \triangle C_2\}.$$ 

(6.2)

**Proposition 6.2.** The boundary conditions of $P_{B,C_1,C_2}^{\text{tw-zone}}$ may be restricted to $C_{\mathcal{R}(B)}$. The law $P_{B,C_1,C_2}^{\text{tw-zone}}$ is jointly measurable in $(C_1, C_2)$ and has the right marginals

$$\forall 1 \leq i \leq 2 : \ P_{B,C_1,C_2}^{\text{tw-zone}}(\xi_i = dY) = P_{B,C_i}(\xi_D = dY),$$

(6.3a)

$$P_{B,C_1,C_2}^{\text{tw-zone}}(\xi_1 = dY) = P_{D_1}^{\text{poi}}(dY).$$

(6.3b)

It also has the useful properties

$$\forall 1 \leq i \leq 2 : \ P_{B,C_1,C_2}^{\text{tw-zone}}(\xi_i \subseteq D_i) = 1,$$

(6.3c)

$$P_{B,C_1,C_2}^{\text{tw-zone}}(\xi_1 \cap \xi_2 = \emptyset) = 1,$$

(6.3d)

$$\forall 1 \leq i \leq 2 : \ P_{B,C_1,C_2}^{\text{tw-zone}}(\xi_i \subseteq \xi \cap \xi) = 1,$$

(6.3e)

$$P_{B,C_1,C_2}^{\text{tw-zone}}((\xi_1, \xi_2) \in D_i \times C_2) = 1.$$ 

(6.3f)

**Proof.** The freedom to restrict the boundary conditions to $C_{\mathcal{R}(B)}$ follows from the same property of $P_{B}^{\text{thin}}$ in Theorem 5.3. The measurability in the boundary conditions follow from the same properties of the law $P_{B}^{\text{poi}}$ and $P_{B}^{\text{thin}}$ in Theorem 5.3 and the other measurable indicator terms in construction (6.1a).

The Poisson marginal (6.3b) is a straightforward integration over (6.1a). The hard-sphere marginals (6.3a) use the hard-core exclusion together with the properties of the partition $\{D_0, D_1, D_2\}$ in addition to integration.

Properties (6.3c) and (6.3d) follows directly from the $[Y_i \subseteq D_i]$ terms. Property (6.3e) follows from the fact that $P_{D_1,C_1}^{\text{thin}}$ and $P_{D_2,C_2}^{\text{thin}}$ are dominating couplings (5.10c). Property (6.3f) follows trivially from the definition of $D_1$ and $D_2$ and (6.3c).
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**Proposition 6.3.** The boundary conditions of $\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}$ may be restricted to $C_R(B)$. The coupling $\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}$ is well-defined and jointly measurable in $(C_1,C_2)$. Its marginals are

$$\forall 1 \leq i \leq 2: \quad \mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}(\xi^i = dY) = \mathcal{P}^{\text{tw}}_{B,C}(dY),$$  

(6.4a)

and

$$\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}(\xi^3 = dY) = \mathcal{P}^{\text{poi}}_{B}(dY).$$  

(6.4b)

It has the crucial properties

$$\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}(\xi^1 \cup \xi^2 \subset \xi^3) = 1,$$  

(6.4c)

and

$$\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}(\xi^1, \xi^2) \in \mathcal{D}^{C_1,C_2}_B = 1.$$  

(6.4d)

**Proof.** The first point is to check the termination of the recursion in (6.1b). For $B \in B_0$, let $s(B) := \sup\{|C| : C \in C_B, \mathcal{H}(C) = 1\}$. Let $\tau := \text{diam}(B) + R$. For all $x, y \in B$, $S(x)$ is contained in the cube $y + [-\tau, \tau]^d$. Putting spheres of radius $R$ on a $R/\sqrt{d}$ spaced $d$-dimensional integer grid within this cube covers the cube and implies that $s(B) \leq (2\sqrt{d}/\tau)^d$. Assume that there have been $n$ recursion steps (6.1b). This implies that there is a sequence $(x_1, \ldots, x_n)$ of points of $B$ such that

$$\forall 1 \leq i \leq n - 1 : \quad \|x_i - x_{i+1}\| \leq R,$$

$$\forall 1 \leq i < j \leq n \text{ with } j - i \geq 2 : \quad \|x_i - x_j\| > R.$$  

It follows that $\mathcal{H}(\{x_i | 1 \leq i \leq n, i \text{ odd}\}) = 1$ and $\{(n+1)/2 \leq s(B)\}$. Hence, the recursion terminates after at most $2s(B)$ steps.

The freedom to restrict the boundary conditions to $C_R(B)$ follows from the same property of $\mathcal{P}^{\text{thin}}_B$ in Theorem 5.3, $\mathcal{P}^{\text{tw-zone}}_{B,D}$ in Proposition 6.2 and itself. The measurability in the boundary conditions follow from the same properties of the law $\mathcal{P}^{\text{thin}}_B$ in Theorem 5.3, $\mathcal{P}^{\text{tw-zone}}_{B,D}$ in Proposition 6.2, the other measurable indicator terms in (6.1a) and itself.

The marginals (6.4a) and (6.4b) follow directly by integrating out over the marginals and (6.3a) and (6.3b) respectively. The proof of (6.4a) use the DLR condition (5.6).

The property (6.4c) follows directly from the $[Y_1 = Y_2]$ identification and the dominating property of $\mathcal{P}^{\text{thin}}_{B,\emptyset}$ (5.10c) in the $D = \emptyset$ case. In the $D \neq \emptyset$ case, it follows from (6.3c), (6.3d) and (6.3e) and itself recursively.

Property (6.4d) is trivial in the $D = \emptyset$ case and follows from (6.3f) and itself recursively in the $D \neq \emptyset$ case. Step $(\ast)$ of the following proof of (6.4d) in the non-trivial $D \neq \emptyset$ case demonstrates the need for the measurability of the coupling in the boundary conditions.

$$\mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}((\xi^1, \xi^2) \in \mathcal{D}^{C_1,C_2}_B)$$

$$\geq \mathcal{P}^{\text{tw-rec}}_{B,C_1,C_2}((\xi^1, \xi^2) \in \mathcal{D}^{C_1,C_2}_B, (\xi^1 \setminus D, \xi^2 \setminus D) \in \mathcal{D}^{C_1,C_2}_{\mathcal{B}^D})$$

$$= \int_{\mathcal{D}^{C_1,C_2}_B} \int_{\mathcal{D}^{Y_1,Y_2}_{\mathcal{B}^D}} \mathcal{P}^{\text{tw-rec}}_{B,D,Y_1,Y_2}((\xi^1, \xi^2) = dZ) \mathcal{P}^{\text{tw-zone}}_{B,C_1,C_2}((\xi^1, \xi^2) = dY)$$

$$= \int_{\mathcal{D}^{C_1,C_2}_B} \mathcal{P}^{\text{tw-rec}}_{B,D,Y_1,Y_2}((\xi^1, \xi^2) \in \mathcal{D}^{Y_1,Y_2}_{\mathcal{B}^D}) \mathcal{P}^{\text{tw-zone}}_{B,C_1,C_2}((\xi^1, \xi^2) = dY)$$

$$= \mathcal{P}^{\text{tw-zone}}_{B,C_1,C_2}((\xi^1, \xi^2) \in \mathcal{D}^{C_1,C_2}_B) \tag{6.4d}$$

$$= 1.$$  

$$\square$$
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