A Bias Correction Method for Rainfall Forecasts Using Backward Storm Tracking
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Abstract: This study proposes a new method to estimate the bias correction ratio for the rainfall forecast to be used as input for a flash flood warning system. This method requires a backward tracking to locate where the forecasted storm is at the present time, and the bias correction ratio is estimated at the tracked location, not at the warning site. The proposed method was applied to the rainfall forecasts provided by the Korea Meteorological Administration. A total of 300 warning sites considered in the flash flood warning system for mountain regions in Korea (FFWS-MR) were considered as study sites, along with four different storm events in 2016. As a result, it was confirmed that the proposed method provided more reasonable results, even in the case where the number of rain gauges was small. Comparison between the observed rain rate and the corrected rainfall forecasts by applying the conventional method and the proposed method also showed that the proposed method was superior to the conventional method.
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1. Introduction

The concept of flash flood was proposed by the U.S. National Weather Service (NWS) in the 1970s [1,2]. The NWS defined a flash flood as a flood due to a fast-moving concentrated storm, with a rainfall depth of more than 100 mm within two hours in a small steep river basin of less than 100 km². Flooding due to a sudden rise of water in upstream channels caused by a typhoon or dam break was also included in the flash flood definition. Similar definitions can also be found in Korea [3,4].

The most serious problem with a flash flood is that a general flood warning system based on rain gauge information may not issue a warning, as the runoff travel time is too short. The flash flood occurs within an hour after the rainfall. Too low a rain gauge density in those basins vulnerable to flash flood may be another problem that reduces the quality of warnings. In general, the rain gauge density is very low in mountainous basins. The same problem also exists in Korea [5].

Many studies have been devoted to this flash flood problem. For example, Sweeney et al. (1993) showed the usefulness of GIS applications to develop flash flood guidance for the Raccoon river catchment in Iowa [6], and Carpenter et al. (1999) proposed a method of determining the threshold runoff for several large regions including California, Iowa, and Oklahoma [7]. Bhaskar et al. (2000) proposed a flash flood index based on the characteristics of runoff hydrograph to be used as indicator for flash flood warning in Kentucky [8]. Mukhopadhyay et al. (2003) used Next-Generation Weather Radar (NEXRAD) data to predict the occurrence potential of flash flood at alluvial fans in Dona Ana County, New Mexico [9]. In addition, several studies were devoted to the flash flood problem in mountainous regions with sparse rain gauge stations, such as Colorado in the USA, the Alps in Italy, and Gredos in Spain [10–13]. In Korea, Shin et al. (2004) evaluated the use of the geomorphoclimatic unit hydrograph (GcIUH) to determine flash flood guidance [14], and Bae and Kim (2007) proposed a
A method to determine flash flood guidance considering the soil moisture condition [4]. The use of radar information is indispensable to overcome the problem of short runoff travel time. In fact, the data to be used for warning of flash floods are the very-short-term rainfall forecasts, produced with the input of radar information. Many models have been developed for this purpose. For example, the National Center for Atmospheric Research (NCAR) developed the Auto NowCaster (ANC) for forecasting convective storms [15]. Thunderstorm Identification, Tracking, Analysis and Nowcasting (TITAN) was also developed for nowcasting convective storms [16], which is being operated by the Bureau of Meteorology Research Center (BMRC) to produce 10- to 60-min forecasts every 10 min. The Japan Meteorological Administration (JMA) operates the Meso-Scale Model (MSM) [17,18], whose rainfall forecasts are provided in real time, and used by many government agencies and research centers. In Korea, the McGill Algorithm for Precipitation Nowcasting by Lagrangian Extrapolation (the so-called MAPLE) has been used in the past several years. Originally developed by Bellon and Austin (1978) [19], MAPLE derives the storm moving vector based on the variational echo tracking technique, and forecasts the storm location based on the semi-Lagrangian method [20–23]. Recently, NOAA (National Oceanic and Atmospheric Administration)’s Local Analysis and Prediction System (LAPS) was introduced in Korea, modified to be applied to the Korean Peninsula and surrounding region [24]. The LAPS is a meteorological assimilation tool that employs available observations, like radar, satellite, etc., to generate a three-dimensional information of atmospheric conditions. Recent studies also focused on updating the developed models [25,26], as well as the application of this newly available information [27–29].

Radar information, which is based on a remote sensing technique, intrinsically involves many different kinds of errors. For example, the adopted Z–R relationship may not be so flexible as to be tailored to each specific situation. It is well known that it frequently fails to correctly estimate extreme events. The radar beam propagation can also be partially or totally blocked by obstacles. Ground clutter is another source of error that adds disturbance to radar echoes [30–33]. Overall, these errors are divided into two types: one is randomness, while the other is bias. As randomness is more related to the condition of equipment, as well as the natural variability of the target process [34], once the information is collected, the most attention is given to bias correction. For the mean-field-bias correction of radar rainfall information, the method of direct comparison of radar information and ground information is generally used. The ratio of ground rain rate and radar rain rate is called the G/R ratio [35].

The same problems occur when using the rainfall forecast. Due to the errors involved in the input radar data, as well as the limitations of forecasting models, the rainfall forecast shows similar problems of randomness and bias. Practically, it is not easy to handle the randomness problem at the stage of utilizing the rainfall forecast. Thus, the focus is on the correction of bias. Exactly the same method, i.e., comparison of the rainfall forecast and the ground data, is applied to the rainfall forecast, but a somewhat different situation causes another problem to deteriorate the quality of bias correction. The difference in this case is that there exists a time gap between the rainfall forecast and ground data. As an example, the correction of the three-hour forecast is considered. A bias correction ratio is estimated at the present time by comparing the three-hour rainfall forecast made three hours before, and the ground data observed now. This bias correction ratio is then applied to the forecast three hours from now.

This temporal gap can be a serious problem, especially for fast moving storms. As the flash flood warning system covers some vulnerable small steep basins and not the entire country, the size of domain considered for correcting the rainfall forecast is not so large as for radar. That is, it is possible to have no rain or a low rain rate, as the storm has not arrived at the flash flood warning site. The bias correction ratio can be estimated to be too extreme. That is, the effect of randomness, as well as the bias involved in the rainfall forecast, can be too greatly amplified. An abnormal bias correction ratio can be estimated to result in extremely high or low correction of rainfall forecast. This problem has frequently been observed in the operation of the flash flood warning systems in Korea [36].
As a detour to overcome this problem, this study proposes a method of estimating the bias correction ratio where the storm was, not at the warning site. This method requires a backward tracking to locate where the forecasted storm at the warning site is at the present time. This backward tracking is like the comparison of the forecasted rainfall field over the warning site and the rainfall field at the present time, which is, in fact, used as input for generating the rainfall forecast. As the bias correction ratio is calculated where the storm is at the present time, it is expected to be more realistic and accurate to correct the bias of the rainfall forecast. Obviously, it is based on the assumption that the storm characteristics may not be much changed within a few hours. The proposed method is applied to the MAPLE rainfall forecasts provided by the Korea Meteorological Administration (KMA). The rainfall forecast from MAPLE is provided in the form of ASCII file, and composed of 1024 × 1024 grids with a resolution of 1 km × 1 km. Also, the Automatic Weather Station (AWS) rain gauge data are to be used for comparison purposes.

2. Methodology

2.1. Storm Tracking

The pathway of a storm can be determined by applying a storm tracking method. The storm tracking method provides information about the moving direction and velocity, which continuously changes in time. It is also possible to predict the future location of the storm using the derived information of the storm trajectory. Traditionally, storm tracking was done by analyzing the rain gauge data, but recently two-dimensional rainfall field derived by radar or satellite is generally analyzed. Both physical and statistical concepts are also considered in the derivation of motion field, such as the MAPLE based on the concept of Lagrangian persistence [20, 23, 37].

Early studies of storm tracking were done with the rain gauge data. For example, Huff (1967) derived isohyetal patterns of storms to analyze the uncertainty (i.e., the variance) of storm movement [38]. Clayton and Deacon (1971) proposed a storm tracking method based on the storm center determined as the center of mass [39]. Marshall (1980) introduced a statistical concept (i.e., the lag-correlation analysis) to derive the cross-correlation function of rain gauges to be used for the storm tracking [40], while Niemczynowicz (1987) applied the lag-correlation analysis to capture the characteristics of storm movement as well as their effect on runoff estimation [41].

Radar data were also used for storm tracking. Wilson (1966) derived and used the correlation structure of consecutive radar images for storm tracking [42], while Leese et al. (1971) analyzed the cross-correlation structure of radar data to estimate the storm moving velocity [43]. Austin and Bellon (1974) predicted the rainfall pattern using the velocity vector of rain rate field derived by analyzing radar images [44], and Rinehart and Garvey (1978) proposed a tracking of radar echoes with correlation (TREC) to do the six-hour-ahead forecasting of the rain rate field [45]. Hilst and Russo (1960) proposed a method based on pattern correlation [46]. In simple terms, the storm moves where the pattern correlation (i.e., similarity of storm shape) becomes the highest. As a short time period is concerned, it is assumed that the storm moves without any change in its shape. This study adopted this storm tracking method based on pattern correlation.

To do the storm tracking based on the pattern correlation coefficient, it is necessary to determine the size of window, and the range of storm tracking. Here, the window indicates the region where the pattern correlation coefficient is calculated, and the range indicates the boundaries within which the window moves. The size of window can vary depending on the size of a storm, and the range can be larger when the storm moving velocity is high. The pattern correlation coefficient is generally calculated for every possible location of windows inside the range. Figure 1a shows an example window within the range of calculation. Here, the shape of the window is assumed to be rectangular, and the range to be a circle. Within the range, the pattern correlation coefficient of each window is calculated, and compared to select the highest one. As an example, shown in Figure 1b, if the pattern
The pattern correlation coefficient is calculated as follows:

\[
R = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (T_{m,n} - \bar{T})(U_{m,n} - \bar{U})}{\sqrt{\left(\sum_{m=1}^{M} \sum_{n=1}^{N} (T_{m,n} - \bar{T})^2\right) \left(\sum_{m=1}^{M} \sum_{n=1}^{N} (U_{m,n} - \bar{U})^2\right)}}
\]

where \(T_{m,n}\) is the forecasted rain rate at the location of \((m, n)\), and at time \(t\), and \(U_{m,n}\) is the forecasted rain rate at the same location, but at time \(t - \Delta t\). \(\bar{T}\) is the mean rain rate over the window at time \(t\), and \(\bar{U}\) is the same, but at time \(t - \Delta t\). The pattern correlation coefficient \(R\) has the value of \((-1 \text{ to } 1)\), and the pattern correlation is high when \(R\) is near \(-1\) or \(+1\), but low when \(R\) is near 0. That is, the pattern correlation coefficient \(-1\) or \(+1\) indicates that the patterns of rainfall field over the window at \(t - \Delta t\) and \(t\) are identical. Negative pattern correlation indicates that the spatial pattern of a storm is reversed, which may be due to the circulation of a storm.

The backward tracking in this study was done by division into three steps. The first step is to setup a window around the warning site (i.e., local window) over the forecasted rainfall field at the present time step; the second step is to locate the search domain in the forecasted rainfall field at the previous time step; and the third step is to find the most similar window (i.e., target window) within the search domain to the local window setup at the first step. The shape of the window was assumed to be rectangular, and its size was determined to be 20 km \(\times\) 20 km, to consider the basin size of 300 flash flood warning sites. Their basin areas are all less than a few square kilometers. The size of the search domain should be much larger than that of the window, and it is also important to consider the storm velocity and the lead time for forecasting. In this study, the domain was assumed to be circular, and its radius was determined to be 50 km for the case where the lead time is one hour. In Korea, the mean speed of storm movement is known to be around 25–45 km/h [47]. For the longer lead time, the radius of the search domain should be larger. Finally, the target window is determined as that with the highest pattern correlation coefficient \(R\).
2.2. Bias Correction Ratio

This study proposes a method of estimating the bias correction ratio where the storm was, not at the warning site. This method requires a backward tracking to locate where the forecasted storm at the warning site is at the present time. The bias correction ratio is estimated by comparing the forecasted rainfall field and the observed rainfall on the ground where the storm is at the present time.

The bias correction is a common procedure for the use of radar rainfall data. The so-called G/R ratio (the ratio estimated by dividing the ground rain rate by the radar rain rate) is used for correcting the mean-field-bias of radar rain rate [33,42]. It is generally estimated for a given region or basin, and sometimes a continuous field of G/R ratio is estimated to consider the possible variation in space. The G/R ratio is calculated as follows:

\[
G/R = \frac{\sum_{i=1}^{n} G_i}{\sum_{i=1}^{n} R_i}
\]

where G/R represents the G/R ratio, n is the number of data pairs, G\(_i\) represents the ground rain gauge rain rate, and R\(_i\) is the radar rain rate. If the G/R ratio is 1.0, it is assumed that no bias exists in the radar data. In general, the G/R ratio is estimated to be higher than 1, which indicates that the radar underestimates the rain rate.

Many studies have been done to use the G/R ratio for the correction of the mean-field-bias of radar rain rate. The first study was done by Wilson (1970) to derive and correct the mean-field-bias [42], and Brandes (1975) showed that the G/R ratio varies in space [48]. Lin (1989) showed that the G/R ratio varies storm by storm, also over time, even within the same storm event [49]. A Kalman filter has been applied to overcome this variation of the G/R ratio in time to real-time correct the radar rain rate [50–52]. Many studies also focused on the characteristics of the G/R ratio, as well as its accurate estimation [53,54].

2.3. Conventional and Proposed Method for Determining the Bias Correction Ratio

The bias correction for the rainfall forecast is also similar to that for the radar rainfall data. The bias correction ratio is estimated and applied where the rainfall forecast is applied. Figure 2a shows a schematic of the bias correction ratio estimation and application being used at present. That is, the window for estimating the bias correction ratio and the window for applying the bias correction ratio are identical. Assume that the rainfall is measured by ground rain gauges every hour, and the two-hour rainfall forecasting is made at the same time interval. Now the two-hour rainfall forecast shows that there will be a severe storm at an area ‘A = B’. Then, the two-hour rainfall forecasting made two hours ago is first compared with the rainfall data observed at present, to calculate the bias correction ratio. This bias correction ratio is then to be applied to the two-hour rainfall forecast made at present.

The method proposed in this study is to estimate the bias correction ratio where the storm was located, and apply it where the storm is forecasted to move. That is, the difference between the conventional and proposed method comes from whether considering the movement of storm or not. Under the same situation considered above, the bias correction ratio is first estimated at the location of the storm that will visit area ‘B’ after two hours. At this stage, it is important to locate window ‘A’, where the storm is located now (Figure 2b). This procedure can be rather complicated if the size of the window is small. It is also possible that the two-hour rainfall forecast at window ‘B’ does not contain the storm center. In this study, a backward tracking method based on the pattern correlation coefficient will be applied to find the location of window ‘A’. The bias correction ratio is then estimated at the location of window ‘A’. The bias correction ratio is then applied to the two-hour rainfall forecast, as shown in Figure 2b. That is, the bias correction ratio estimated at location ‘A’ at present is applied to the storm event that arrives at location ‘B’ after two hours.
(a) The bias correction ratio is estimated at the present time at the local window (left-hand panel; two hours before the storm arrival) and applied in the future at the same window (right-hand panel).

(b) The bias correction ratio is estimated at the present time at the target window (window A in the left-hand panel) and applied in the future at the local window (window B in the right-hand panel).

Figure 2. Comparison of the conventional method (a) and the proposed method in this study (b) for estimating the bias correction ratio.

3. Study Sites and Storm Events

This study considered a total of 300 flash flood warning sites included in the Flash Flood Warning System for Mountainous Region developed by the National Disaster Management Institute (NDMI) in 2010 [36]. Those 300 locations are all tourist attractions during summer, and located at the exits of small mountainous basins (Figure 3). The sites are distributed over the entire South Korea, but are more concentrated in the eastern mountainous region. In this manuscript, the Ducsanggi Valley, one of the 300 warning sites located in the Gangwon Province, was considered as an example. The Ducsanggi Valley is a typical mountainous basin whose basin area is just 11.19 km². The location of the Ducsanggi Valley is within the solid box in Figure 3.
This study considered four storm events that occurred in 2016 (Table 1). Figure 4 shows the radar images (available at http://radar.kma.go.kr/) of these storms, which all satisfy the condition for flash flood. The first and second storm events all occurred during the monsoon season in Korea. Just after the first event passed the Korean Peninsula, the second event arrived at the western part of the Korean Peninsula. Most of the rainfall was concentrated in the middle of the Korean Peninsula, with a total depth of more than 200 mm, and the maximum rain rate of 34.5 mm/h was recorded at the Jeichun rain gauge station on 4 July. The second event had more impact in the eastern part of the Korean Peninsula, with total rainfall depth also of more than 200 mm, and the maximum rain rate of 57.1 mm/h recorded at the Wonju rain gauge station on 5 July. The third event was a convective storm that occurred on 2 October, which left some damage in the northern part of the Korean Peninsula. The maximum rain rate was 18.3 mm/h recorded at the Paju rain gauge station, and the total rainfall depth was more than 100 mm. The fourth storm event was typhoon Chaba, which left severe damage in several cities, including Pusan City and Ulsan City located in the southern part of the Korean Peninsula. Typhoon Chaba landed at Pusan City around 11:00 5 October, and after just one hour, it arrived at Ulsan City. The maximum rain rate was 98.3 mm/h, and the total rainfall depth was more than 300 mm. The return period was estimated to be longer than 100 years. In particular, the downtown area of Ulsan City was totally inundated during the storm.

This study also considered the one-, two-, and three-hour rainfall forecasts from MAPLE. MAPLE provides every hour rainfall forecasts up to 6 h at intervals of 10 min. In Korea, rainfall forecasts up to three hours are generally used for flash flood warning. In this part of the study, whenever the rain rate
higher than 10 mm/h was forecasted near the flash flood warning sites, the backward storm tracking was done, and the bias correction ratio estimated.

**Table 1.** Basic characteristics of four storm events that occurred in 2016.

| Event | Duration (h) | Maximum Rainfall Intensity (mm/h) | Most Severely Affected Area | Moving Direction |
|-------|--------------|-----------------------------------|-----------------------------|------------------|
| 1     | 04:00 4 July–03:00 5 July (24) | 34.5 | Central | ↗ (NE) |
| 2     | 05:00 5 July–03:00 6 July (23) | 57.1 | Eastern | ↘ (SE) |
| 3     | 21:00 2 October–15:00 3 October (20) | 18.3 | Northern | ↘ (SE) |
| 4     | 23:00 4 October–14:00 5 October (17) | 98.3 | Southern | ↗ (NE) |

**Figure 4.** Radar images of four storm events considered in this study.
4. Results

4.1. An Example Application to the Ducsanggi Valley

As mentioned earlier, the backward tracking was done by division into three steps. As the first step, a local window was setup around the warning site, in this example the Ducsanggi Valley, with the forecasted rainfall field. Figure 5a shows the two-hour rainfall forecast from MAPLE made at 18:00 4 July. Also, the box in the figure shows the local window setup for backward tracking. The shape of the local window was assumed to be rectangular with a size 20 km × 20 km. The size of the window was determined by considering the basin area of the warning sites, and the number of rain gauges. The biggest basin area among 300 warning sites is the 197 km² of the Okkyo Valley, and three to five rain gauges are generally available with the 20 km × 20 km window area.

The next step is to determine the shape and size of the search domain around the local window. In this study, the shape of the search domain was determined to be a circle with a radius of 100 km, by considering the maximum storm velocity 50 km/h, and the forecasting lead time of two hours (Figure 5b). If longer lead time is considered, the search domain could be much larger.

Finally, the target window for estimating the bias correction ratio was located within the search domain, where the pattern correlation between the local window and the target window is the highest. As the search domain is not so large, a random search could be used, without the burden of searching time. Figure 5b shows the location of the final target window (solid line in blue color), whose pattern correlation was estimated to be 0.656.

The forecasted rain rate is obviously different from that of rain gauges both in the local and target windows. In this example, the number of rain gauges available in the local window was four (Bukpyung, Imgye, Jungsun, and Hajang), and that in the target window was three (Yechun, Isan, and Dongro). In the conventional method, as the local window and the target window are identical, the bias correction ratio was estimated with the rain gauge data from four gauges in the local window. On the other hand, in the proposed method, the bias correction ratio was estimated in the target window, so the rain gauge data from three rain gauges in the target window were used to estimate the
bias correction ratio. Figure 6 compares these two cases with the scatterplots of the forecasted rainfall and (observed) rain gauge rainfall data (two-hour rainfall forecast from MAPLE made at 16:00 4 July and hourly rainfall observed at 18:00 4 July).

In the case the forecasted and observed data are similar, more points are located around the one-to-one line. Also, the smaller extent to which the data are scattered around the mean indicates a consistent relationship between the forecasted and observed rainfall data. Figure 6 clearly shows that the case based on backward tracking provides a more consistent relationship between forecasted and observed data. Also, the slope is nearer to the one-to-one line to lead a reasonable bias correction ratio (i.e., 1.35). In the conventional method, many observed data were found to be too small, which forced the slope to move far away from the one-to-one line. As a result, the bias correction ratio was estimated to be very high (i.e., 6.96).

![Figure 6. Comparison results of ground data and rainfall forecast at the local and target windows for the Ducsanggi Valley as an example (16:00 4 July).](image)

4.2. Overall Results

This study considered all the 300 warning sites for all four storm events from the beginning to the end. Whenever the rainfall forecast with 10 mm/h or higher was given at any of the warning sites, the backward tracking was done, and the bias correction ratio estimated. Also, in this part of the study, three different lead times of one hour, two hours, and three hours were considered, to evaluate the performance of the backward tracking and bias correction, depending on the lead time.

First, Table 2 summarizes the basic statistics of all the pattern correlations estimated every hour, and at every site available. As can be expected, the pattern correlation was, on average, higher for the lead time of one hour, and smaller for the lead time of three hours. However, this pattern was not so consistent in all storm events. In particular, no obvious difference could be detected between the lead times of one hour and two hours, and, in the fourth storm event, the pattern correlation for the lead time of three hours was estimated to be a bit higher than that of two hours. However, in all cases, the standard deviations were estimated to be about 0.1.
Table 2. Means and standard deviations (within the parenthesis) of pattern correlation estimated for four storm events that occurred in 2016.

| Storm Event   | Lead Time |       |       |       |
|---------------|-----------|-------|-------|-------|
|               | 1 h       | 2 h   | 3 h   |       |
| 4–5 July      | 0.630 (0.116) | 0.656 (0.075) | 0.601 (0.054) |       |
| 5–6 July      | 0.617 (0.095) | 0.645 (0.101) | 0.558 (0.051) |       |
| 2–3 October   | 0.678 (0.075) | 0.623 (0.102) | 0.594 (0.129) |       |
| 4–5 October   | 0.600 (0.128) | 0.524 (0.132) | 0.566 (0.133) |       |
| Average       | 0.633 (0.107) | 0.620 (0.112) | 0.584 (0.103) |       |

The comparison between the forecasted and the observed data was also done every hour. Figure 7 shows how the comparison result was obtained one-by-one for the storm event that occurred on 4 July. At the beginning of the storm, only one warning site was available with a rain rate higher than 10 mm/h (Figure 7a). After three hours, three warning sites satisfied the minimum condition of rain rate for the backward tracking, meaning that we could get more points for the comparison (Figure 7b). Finally, Figure 7c shows all the comparison results obtained for the entire storm duration.

Several important results can be derived from Figure 7. First, the difference between the conventional method and the proposed method is highly significant. As reviewed in the previous section, the proposed method produced more reasonable results. Even when the number of points was small, the derived slopes were estimated quite reasonably near the one-to-one line. The difference among the three cases of lead times was not found to be significant. That is, the performance of backward tracking was found to be similar regardless of the lead time, at least for these cases of one, two, and three hours. This result is somewhat comparable to that of the conventional method, where the performance became even worse as the lead time increased.

Figure 7. Cont.
was estimated unrealistically to be near zero or infinite. This was because it was possible to have no rain at all (or heavy rain) at the present time, even though there was a heavy (or no) rainfall forecast at the warning site.

Finally, Figure 7 compares the observed rain rate and the corrected rainfall forecasts by applying the conventional method and the proposed method every hour for every warning site. This comparison was done with all four storm events, and also repeated for the three different lead times. As can be seen in this figure, the corrected rainfall forecasts by applying the proposed method are superior to those made by applying the conventional method. This result is the same for all three cases with different lead times. In all cases, the difference was so huge that it could be easily concluded that the bias correction ratio estimated around the given warning site when there was not enough rain should not be used for the correction of the forecasted rainfall. In some extreme cases, the bias correction ratio was estimated unrealistically to be near zero or infinite. This was because it was possible to have no rain at all (or heavy rain) at the present time, even though there was a heavy (or no) rainfall forecast at the warning site.

Table 3 also confirmed the same results. The table summarizes the bias correction ratios of all four storm events with their means and standard deviations. Overall, the bias correction ratios estimated by the conventional method were too extreme. Even though in some cases the conventional method also provided reasonable values, it was assumed to be too rare. Also, the bias correction ratio estimated by the conventional method showed a tendency to become worse as the lead time increases, which could not be found in the proposed method based on backward tracking.

Table 3. Means and standard deviations (within the parenthesis) of bias correction ratio estimated for each storm event with respect to the lead time.

| Storm Event | Lead Time (1 h) | Lead Time (2 h) | Lead Time (3 h) |
|-------------|----------------|----------------|----------------|
|             | Conventional   | Proposed       | Conventional   | Proposed       | Conventional   | Proposed       |
| 4–5 July    | 7.937          | 1.736          | 11.853         | 1.227          | 11.420         | 1.145          |
|             | (22.381)       | (1.402)        | (16.678)       | (0.983)        | (25.323)       | (1.674)        |
| 5–6 July    | 12.385         | 1.716          | 21.362         | 2.059          | 23.392         | 0.791          |
|             | (22.163)       | (1.200)        | (27.607)       | (1.589)        | (37.820)       | (0.471)        |
| 2–3 October | 2.081          | 0.955          | 1.197          | 0.476          | 1.665          | 0.239          |
|             | (5.008)        | (1.341)        | (3.513)        | (0.452)        | (2.565)        | (0.212)        |
| 4–5 October | 2.277          | 1.069          | 5.612          | 1.295          | 5.447          | 0.894          |
|             | (2.585)        | (0.683)        | (5.557)        | (1.250)        | (6.496)        | (0.637)        |
| All         | 6.798          | 1.450          | 8.786          | 1.265          | 8.453          | 0.812          |
|             | (17.626)       | (1.285)        | (15.506)       | (1.228)        | (20.859)       | (1.154)        |
Figure 8. Comparison of corrected rainfall forecasts in the local window with the ground rainfall data (a) for the lead time of 1 h, (b) for the lead time of 2 h, and (c) for the lead time of 3 h.

5. Conclusions

A flash flood warning system requires the use of rainfall forecasts over the warning site. However, as the rainfall forecast may not satisfy the required quality to be used as input for the warning system, it should be corrected as necessary using the rain gauge information. Unfortunately, the comparison between the observed rainfall data and the rainfall forecasts to correct the bias could not be done properly, as the storm of interest had not arrived at the warning site.

As a detour to overcome this problem, this study proposed a method to estimate the bias correction ratio where the storm was, not at the warning site. This method requires a backward tracking to locate where the forecasted storm at the warning site is at the present time. As the bias correction ratio is estimated where the storm was, it is expected to be more realistic and accurate to correct the bias of rainfall forecast. The proposed method was applied to the MAPLE rainfall forecasts provided by the Korea Meteorological Administration (KMA). A total of 300 warning sites considered in the flash flood warning system for mountain regions in Korea (FFWS-MR) were considered as study sites, along with four different storm events in 2016. The results can be summarized as follows.

First, in most cases of backward tracking, the highest pattern correlation was estimated to be around 0.6. The pattern correlation was, on average, higher for the lead time of one hour, and smaller for the lead time of three hours. However, in all cases, the standard deviations of the pattern correlation were estimated similarly to be about 0.1.
Second, when estimating the bias correction ratio, the difference between the conventional method and the proposed method was highly significant. It was also confirmed that the proposed method provided more reasonable results, even when the number of rain gauges was small. However, the effect of the lead time on the bias correction ratio was not found to be significant. This result was somewhat different from that of the conventional method, where, as the lead time increased, the performance became even worse.

Third, the comparison between the observed rain rate and the corrected rainfall forecasts by applying the conventional method and the proposed method showed that the proposed method was superior to the conventional method. This result was the same for all three cases with different lead times. In all cases, the difference was so huge that it could easily be concluded that the bias correction ratio estimated around the given warning site when the rain rate is low should not be used for the correction of the forecasted rainfall.

The above results show that the proposed method performed much better than the conventional method. In fact, these results can be imagined from the situation that there is no rain at all at the present time at the warning site, even though there is a heavy rainfall forecast. However, it is true that there still remain some limitations to overcome. For example, the size of the window should be determined empirically depending on the storm characteristics. Also, the proposed method cannot be applied if the target window is located over the sea.
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