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We develop a theoretical description of non-Hermitian time evolution that accounts for the breakdown of the adiabatic theorem. We obtain closed-form expressions for the time-dependent state amplitudes, involving the complex eigenenergies as well as interband Berry connections calculated using basis sets from appropriately chosen Schur decompositions. Using a two-level system as an example, we show that our theory accurately captures the phenomenon of “sudden transitions,” where the system state abruptly jumps from one eigenstate to another.
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I. INTRODUCTION

The dynamical features of non-Hermitian systems have attracted a great deal of recent interest [1–7], driven in large part by the field of photonics [8–12], where non-Hermiticity (in the form of optical gain and/or loss) can be easily introduced and controlled. Researchers have uncovered a variety of phenomena tied intrinsically to non-Hermiticity, including laser-absorbers [13–15], unidirectional light transport [16,17], asymmetric mode conversion [18–23], and exceptional point-aided sensing [24,25]. Alongside these efforts, considerable theoretical work has gone into understanding the distinctive features of non-Hermitian dynamics [26–34].

Common analytic methods developed for Hermitian dynamical systems, including time-dependent perturbation theory (for weakly perturbed Hamiltonians) and adiabatic theory (for slowly changing Hamiltonians) [35], tend to be either fundamentally inapplicable or poorly performing for non-Hermitian systems [32,36–39]. The usual time-dependent perturbation theory breaks down because the eigenstates of a non-Hermitian Hamiltonian are not orthogonal, which can make the expansion of a perturbed time-evolution operator very sensitive to initial conditions [40]; another related problem is that perturbative corrections involve transitions between eigenstates, and in a non-Hermitian system the corresponding small-state amplitudes can undergo exponential growth relative to the rest of the state vector. For similar reasons, the adiabatic theorem does not apply to systems with slowly varying non-Hermitian Hamiltonians [5,41,42].

In this paper, we develop an analytic method to describe non-Hermitian time evolution, applicable to slowly varying time-dependent non-Hermitian Hamiltonians. We introduce several sets of orthonormal basis states produced by different Schur decompositions (one for each eigenstate and eigenvector), and use them to derive closed-form expressions for the state amplitudes. These expressions involve the complex eigenenergies as well as interband Berry connections calculated using the chosen basis vectors (rather than biorthogonal products), and they use the fastest-amplifying (or slowest-decaying) eigenenergy as a natural reference scale factor. The results can be regarded as generalizing earlier descriptions of Hermitian dynamics in terms of adiabatic evolution and higher-order corrections to adiabaticity [43,44]. We then show, using numerical examples, that our theory accurately describes the phenomenon of “sudden transitions,” in which a non-Hermitian system’s state abruptly jumps from following one eigenstate to following a different eigenstate (the resulting “asymmetric mode conversion” behavior has recently demonstrated in microwave [19], optomechanical [20], and optical [21] experiments). We find that the key role in the sudden transitions is played by a set of functions originating from effective interband hoppings.

The paper is organized as follows. In Sec. II, we show how Hermitian evolution can be expressed in terms of systematic corrections to adiabaticity, by deriving integral expressions for the state amplitudes involving the eigenenergies and interband Berry connections. In Sec. III, we discuss the Schur decompositions of non-Hermitian matrices, and introduce a set of Schur decompositions (and their associated orthonormal basis) suitable for keeping track of non-Hermitian evolution. In Sec. IV, we derive closed-form expressions for the state amplitudes of two-level as well as higher-dimensional non-Hermitian systems. In Sec. V, we subject the theory to numerical tests. We conclude in Sec. VI.

II. NONADIABATIC CORRECTIONS TO HERMITIAN EVOLUTION

We begin by revisiting the evolution of Hermitian systems, identifying how corrections to adiabaticity can be systematically accounted for, and observing how the features of Hermitian evolution break down for non-Hermitian Hamiltonians.

Let \( H(t) \) be a time-dependent Hermitian Hamiltonian. For convenience, we define a scaled time \( s \equiv t/T \), where \( T \) is a characteristic time duration along the “trajectory” of the
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Hamiltonian in some parameter space. Taking \( \hbar = 1 \), the time-dependent Schrödinger equation is

\[
i \frac{\partial}{\partial s} |\Psi(s)\rangle = T H(s) |\Psi(s)\rangle.
\] (1)

The state of the system can be expanded as a superposition of instantaneous eigenstates,

\[
|\Psi(s)\rangle = \sum_j c_j(s) e^{-i \Omega_j(s)} |\psi_j(s)\rangle,
\] (2)

where \( c_j(s) \) is the complex quantum amplitude for state \( j \) at instant \( s \), \( \Omega_j(s) = \int_0^s ds' E_j(s') \) is the accumulated dynamical phase, and \( E_j(s) \) is the instantaneous eigenenergy. We take the initial time to be \( s = 0 \). Substituting Eq. (2) into Eq. (1), and projecting it onto \( |\psi_k(s)\rangle \), yields

\[
\dot{c}_k = i \sum_{j \neq k} c_j e^{i(\Omega_j - \Omega_k)} A_{kj}.
\] (3)

Here, \( \dot{c}_k \equiv dc_k/ds \), and \( A_{kj} \equiv i \langle \psi_k | (d/ds) |\psi_j\rangle \) is the non-Abelian Berry connection [45,46], which describes the off-diagonal (“interband”) couplings between \( |\psi_j\rangle \) and \( |\psi_k\rangle \). We adopt the parallel transport gauge in which the intraband connection vanishes: \( \langle \psi_j | (d/ds) |\psi_j\rangle = 0 \). This means that if the trajectory forms a closed loop in parameter space, the basis functions for each point in parameter space may be different during different cycles [43], but that is not a problem for us.

In standard time-dependent perturbation theory, the next step is to rewrite Eq. (3) in integral form and develop it into a Dyson series. We instead follow a method, adopted from Ref. [44], that allows us to distinguish between the “degree of nonadiabaticity” of various contributions to the state evolution; this will be helpful for making contact with the non-Hermitian theory later. Let us define

\[
\rho_{kj} \equiv \rho_{kj}^{(1)} + \rho_{kj}^{(2)} + \rho_{kj}^{(3)} + \cdots,
\] (9)

\[
\rho_{kj}^{(n)} \equiv \frac{i}{T(E_k - E_j)} \left[ \rho_{kj}^{(n-1)} + i \sum_{\ell \neq k} \rho_{\ell k}^{(n-1)} A_{kj} \right].
\] (10)

Then the residual in Eq. (7) can be absorbed into the other terms, producing the result

\[
\Delta c_k(s) = \sum_{j \neq k} \left[ c_j \rho_{kj} \Delta k \right] - i \int_0^s ds' c_k \sum_{j \neq k} \rho_{kj} A_{kj}.
\] (11)

We call \( \rho_{kj} \) the “interband coherence factor” and it describes the summed contributions of band \( j \) to the nonadiabatic dynamics of band \( k \). In the adiabatic limit (\( T \rightarrow \infty \)), \( \rho_{kj} \rightarrow 0 \), and hence the entire right-hand side of Eq. (11) vanishes.

The first term on the right-hand side of Eq. (11) describes an effective interband hopping from \( j \) to \( k \), evaluated solely at the initial and final times. The second term can be regarded as an effective intraband contribution, since it involves the amplitudes of the same band \( k \) at different points along the trajectory; however, this contribution is modulated by the non-Abelian Berry connections and interband coherence factors coming from all other bands. Later, we revisit the significance of these features, in the non-Hermitian context.

Computationally speaking, it is not necessarily advantageous to calculate \( c_k(s) \) using Eq. (11). Such a calculation requires diagonalizing the Hamiltonian and computing the interband Berry connections at each time step, which is not apparently any easier than directly integrating the Schrödinger equation. The significance of Eq. (11) is that it provides a description of how the state evolves, expressed in terms of a minimal set of quantities derived from the Hamiltonian. This follows the spirit of Berry’s theory of adiabatic quantum processes [43], in which state evolution was described in terms of the intraband Berry connection. In the present case, the quantities of interest are the interband Berry connections and interband coherence factors.

Unlike the Dyson series formulation of time-dependent perturbation theory, which is based on the weakness of the time-dependent part of the Hamiltonian relative to its time-independent part, the present formulation relies on the time variation being slow relative to the characteristic energy-level spacings. For finite \( T \), each consecutive term in Eq. (9) represents a higher-order nonadiabatic correction to the interband coherence factor. In order for the series to converge so that the resummation leading to Eq. (11) is valid, we need \( |\rho_{kj}^{(n)}| / \rho_{kj}^{(n-1)} \ll T |E_k - E_j| \), which is a weaker requirement than the usual adiabatic criterion \( |\rho_{kj}^{(1)}| \ll 1 \) [48]. Equation (11) can then be used to calculate \( c_k(s) \) iteratively. As we will see, a variant of this derivation holds in the non-Hermitian case.
State evolution for non-Hermitian Hamiltonians differs from the Hermitian case in two important ways [49,50]. First, the eigenvalues of a non-Hermitian Hamiltonian are usually complex, with the imaginary part corresponding to an amplification rate (if positive) or decay rate (if negative). The relative exponential growth of some states relative to others exacerbates the breakdown of adiabaticity; we can see in Eq. (11) that if the \( h_{kj} \) factors grow exponentially, transitions between many different basis states become non-negligible. Second, the eigenstates of a non-Hermitian Hamiltonian are usually not orthogonal to each other, which requires a modification in the derivation around Eq. (3). Near an exceptional point (EP) of the Hamiltonian, several (usually two) eigenstates coalesce to become linearly dependent [49,50], and it is common for the state amplitudes to change drastically during time evolution [19,20,41,51,52]. One of the main objectives of this paper is to cast the equations for non-Hermitian evolution into a form where these problematic features can be kept under control.

III. SCHUR DECOMPOSITIONS

Our approach to non-Hermitian dynamics is based on Schur decompositions. A non-Hermitian Hamiltonian \( H \) typically lacks an orthogonal set of eigenvectors, but we can always find a unitary matrix \( U \) such that

\[
A = U^\dagger H U \tag{12}
\]

is upper triangular, with the eigenvalues of \( H \) appearing along its diagonal. The matrix \( A \) is called a Schur form of \( H \). Unlike diagonalization, the Schur decomposition of a non-Hermitian matrix has a very useful feature: the columns of \( U \) always form a complete orthonormal basis. Moreover, it can be shown that for each eigenvector \( x \) and eigenvalue \( \lambda \) for \( A \), there is a corresponding eigenvector \( Ux \) and eigenvalue \( \lambda \) for \( H \). This implies that the first column of \( U \) is an eigenvector of \( H \) (this is, however, not generally true for the other basis vectors).

The Schur decomposition is not unique. In particular, we can apply a transformation to rearrange the diagonal entries of the Schur form \( A \) to any desired order. Each choice of Schur decomposition produces a different orthonormal basis (column vectors of \( U \)).

Suppose the eigenvalues of \( H \) are nondegenerate and denoted by \( \lambda_j \) (\( j = 1, 2, \ldots, n \)). For our purposes, it is convenient to define a “growth-ordered Schur decomposition” that arranges the eigenvalues in descending order of \( \text{Im}[\lambda_j] \) along the diagonal of \( A_1 \). In physical terms, this means listing the most amplifying (or least decaying) state first, followed by states of decreasing amplification rate. Let \( U_1 \) be the transformation matrix for the growth-ordered Schur decomposition, and let its column vectors be \( \{ |\chi_1\rangle, |\chi_2\rangle, \ldots, |\chi_n\rangle \} \); the first one, \( |\chi_1\rangle \), is also the most amplifying eigenvector of \( H \). We can represent \( H \) as a sum of orthogonal projectors:

\[
H = \sum_{i} \lambda_i |\chi_i\rangle \langle \chi_i| + \sum_{i<j} C_{ij} |\chi_i\rangle \langle \chi_j|. \tag{13}
\]

Starting from the growth-ordered Schur decomposition \( A_1 \), we can generate another Schur form where the diagonal entries are \( \lambda_2, \lambda_1, \lambda_3, \ldots, \lambda_n \) (i.e., with the second most amplifying state moved to the front). The required transformation has the form

\[
A_2 = U_2^\dagger A_1 U_2, \quad U_2 = \begin{pmatrix} W^{(2)} & 0 \\ 0 & I_{n-2} \end{pmatrix}, \tag{14}
\]

where \( W^{(2)} \) is a \( 2 \times 2 \) unitary matrix and \( I_{n-2} \) is an identity matrix of size \( (n-2) \times (n-2) \). In the basis defined by this new Schur decomposition, the first basis vector (i.e., the first column of \( U_1 U_2 \)) is

\[
|\xi_2\rangle \equiv [|\chi_1\rangle, |\chi_2\rangle] \cdot W^{(2)}_{1,1}, \tag{15}
\]

where \( W^{(2)}_{1,1} \) denotes the first column of \( W^{(2)} \). This basis vector is an eigenvector of \( H \) with eigenvalue \( \lambda_2 \). Moreover, we denote the second basis vector in the basis by

\[
|\eta_2\rangle \equiv [|\chi_1\rangle, |\chi_2\rangle] \cdot W^{(2)}_{1,2}. \tag{16}
\]

Note that this basis vector is “associated” with \( \lambda_1 \), but it is not an eigenvector of \( H \).

A similar swapping procedure can be performed to move the \( j \)th eigenvalue (\( j = 2, \ldots, n \)) to the front, so that the diagonal entries in the Schur form are \( \lambda_j, \lambda_1, \lambda_2, \ldots, \lambda_{j-1}, \lambda_{j+1}, \ldots \) (note that we keep the rest of the list in the same order; in particular, \( \lambda_1 \) is second). Details of the procedure can be found in Appendix A. Each such Schur decomposition defines an orthonormal basis; we let \( |\xi_j\rangle \) denote the first basis vector and \( |\eta_j\rangle \) denote the second basis vector.

In this way, we arrive at two sets of vectors, \( \{|\xi_2\rangle, \ldots, |\xi_n\rangle\} \) and \( \{|\eta_2\rangle, \ldots, |\eta_n\rangle\} \). Within each set, the vectors are not generally orthogonal. Each \( |\xi_j\rangle \) is an eigenvector of \( H \), with eigenvalue \( \lambda_j \). Each \( |\eta_j\rangle \) is associated with \( \lambda_1 \) in the particular Schur decomposition where \( |\xi_j\rangle \) is the first column vector and is orthogonal to \( |\xi_j\rangle \). As a generalization of Eq. (13), for each \( j \) we can decompose \( H \) as

\[
H = \lambda_j |\xi_j\rangle \langle \xi_j| + \lambda_1 |\eta_j\rangle \langle \eta_j| + C_{ij} |\xi_j\rangle \langle \eta_j| + \cdots, \tag{17}
\]

where \( C_{ij} \) is some coupling coefficient, and the omitted terms involve kets orthogonal to both \( |\xi_j\rangle \) and \( |\eta_j\rangle \).

It can be shown that the set \( \{|\chi_1\rangle, |\eta_2\rangle, \ldots, |\eta_n\rangle\} \) is complete, provided that \( |\chi_1\rangle \) is nonorthogonal to all the other eigenvectors \( |\xi_j\rangle \) (\( j = 2, \ldots, n \)); for details, see Appendix B. We argue that this basis set has the right properties for coping with the pathological features of non-Hermitian time evolution.

IV. NON-HERMITIAN EVOLUTION

We now adopt the following strategy for describing non-Hermitian evolution: First, we use a succession of Schur decompositions to construct a basis set \( \{|\chi_1\rangle, |\eta_2\rangle, \ldots, |\eta_n\rangle\} \) that is nonorthogonal but complete, as described in Sec. III. We use this to decompose the initial state vector, and follow the dynamics of each component separately. The first component is handled by using the growth-ordered Schur decomposition to write the Hamiltonian in the form (13). Since \( |\chi_1\rangle \) is the most amplifying eigenstate, this component of the system state “clings” to it, in a manner similar to adiabatic following [41,51]. However, the \( C_{ij} \) coefficients in Eq. (13) are generally nonzero, and describe amplitude transfers from other bands to the most amplifying band. This is accounted for by a formalism similar to the Hermitian case described in Sec. II, with a non-Hermitian variant of the interband coherence factor.
For each of the other components of the system state, the

time evolution can be obtained from Eq. (17), which describes

a coupling from \(|\eta_j\rangle\) to either \(|\eta_j\rangle\) or \(|\xi_j\rangle\), and no other state.

Since \(|\eta_j\rangle\) and \(|\xi_j\rangle\) are orthogonal, their dynamics can likewise

be handled similarly to Sec. II.

A. 2 \times 2 non-Hermitian Hamiltonian

We now work through the above process for the simple case

of a 2 \times 2 non-Hermitian Hamiltonian \(H\). Let the eigenvalues

of \(H\) be \(\lambda_1\) and \(\lambda_2\), with \(\text{Im}(\lambda_1) > \text{Im}(\lambda_2)\). We can perform two

different Schur decompositions. In the notation of Sec. III,

\[
H = \lambda_1|\chi_1\rangle\langle \chi_1| + \lambda_2|\chi_2\rangle\langle \chi_2| + C_1|\chi_1\rangle\langle \chi_2|
\]

\[
= \lambda_2|\xi_2\rangle\langle \xi_2| + \lambda_1|\eta_2\rangle\langle \eta_2| + C_2|\xi_2\rangle\langle \eta_2|,
\]

where \(|\chi_1\rangle, |\chi_2\rangle\) and \(|\xi_2\rangle, |\eta_2\rangle\) are two distinct orthonormal bases. When \(H\) is time dependent, these bases are likewise
time dependent. Similar to Sec. II, we define a scaled time

\(s \equiv t/T\) and adopt the parallel-transport gauge for all bands
(e.g., \(|\chi_1\rangle|\chi_1\rangle = 0\).

We now use \(|\chi_1(0)\rangle, |\eta_2(0)\rangle\) to decompose the initial
system state:

\[
|\Psi(0)\rangle = a_1(0)|\chi_1(0)\rangle + b_2(0)|\eta_2(0)\rangle. \tag{19}
\]

Since the Schrödinger equation is linear, the dynamics of these
two components can be handled separately.

Consider the first component. Let \(|\Psi_1(\mathcal{S})\rangle\) denote this part of
the system state at each (rescaled) time \(s\). We project it onto
the orthonormal basis \(|\chi_1(\mathcal{S})\rangle, |\chi_2(\mathcal{S})\rangle\):

\[
|\Psi_1(\mathcal{S})\rangle = a_1(s)e^{-iT\Omega_1}|\chi_1(\mathcal{S})\rangle + a_2(s)e^{-iT\Omega_2}|\chi_2(\mathcal{S})\rangle, \tag{20}
\]

where \(\Omega_j(s) \equiv T\int_0^s ds'\lambda_j(s')\). Substituting this into the time-dependent Schrödinger equation, and left-multiplying by
\(|\chi_1(\mathcal{S})\rangle\) and \(|\chi_2(\mathcal{S})\rangle\), yields

\[
\begin{align*}
\dot{a}_1 &= i\mathcal{U}_2(A_{12}a - TC_1)a_2, \tag{21} \\
\dot{a}_2 &= i\mathcal{U}_2 A_{21}a_1, \tag{22}
\end{align*}
\]

where

\[
\mathcal{U}_j(s) \equiv \exp[i(\Omega_j(s) - \Omega_j(s))].
\]

In Eq. (21), the coupling from \(|\chi_2\rangle\) to \(|\chi_1\rangle\) involves the combination \(A_{12}a - TC_1\). Comparing this to Eq. (3), we see that the Berry connection \(A_{12}\) can be interpreted as a nonadiabatic but Hermitian-like contribution, while the \(TC_1\) part is a purely non-Hermitian contribution involving a Schur coefficient (i.e., a nondiagonal component of the Schur form).

Note also that the non-Abelian connection (24) is calculated
with the orthonormal basis \(|\chi_1\rangle, |\chi_2\rangle, \ldots\), using the usual inner product, similar to the non-Abelian Berry connection for Hermitian systems. It is not the “non-Hermitian Berry connection” used in other works on non-Hermitian evolution \([53,54]\), which is defined using a nonorthonormal basis and a biorthogonal product.

Let us now define

\[
\rho^{(1)}_a \equiv \frac{A_{12} - TC_1}{T(\lambda_1 - \lambda_2)}. \tag{25}
\]

Unlike the Hermitian counterpart (6), the numerator is modified to account for the non-Hermitian contribution to the interband coupling. Using this, we can integrate Eqs. (21) and (22) to obtain

\[
\Delta a_1(s) = [a_2(a_1^{(1)}U_{12})']_0 - i \int_0^s ds' a_1^{(1)}A_{21}a_2^{(1)}U_{12}. \tag{26}
\]

Here, \(\Delta a_1(s) \equiv a_1(s) - a_1(0)\). By using the fact that \(a_2(0) = 0\), we can reincorporate the last term in Eq. (26) into the other two terms in a manner similar to Sec. II. Define a non-Hermitian interband coherence factor \(\rho_a\):

\[
\rho_a \equiv \sum_{n=1}^{\infty} \rho_a^{(n)}, \quad \rho_a^{(n)} = \frac{i\rho_a^{(n-1)}}{T(\lambda_1 - \lambda_2)} \quad \text{for } n > 1. \tag{27}
\]

For this series definition to converge, we require \(|\rho_a^{(n)}| \ll T|\lambda_1 - \lambda_2|\). In that case, Eq. (26) becomes

\[
\Delta a_1(s) = a_2(s)a_1(s)U_{12}(s) - i \int_0^s ds'a_1\rho_aA_{21}^{(s)}. \tag{28}
\]

This has almost exactly the same form as the Hermitian equation (11). Notably, the first term on the right-hand side of Eq. (28) describes an effective hopping from \(a_2\) to \(a_1\), evaluated at the final time \(s\). The second term involves the same-band amplitude \(a_1\), evaluated over the whole trajectory.

We can solve the integral equation with the ansatz

\[
a_2(s) = -a_1(s)q_a(s)/U_{12}. \tag{29}
\]

Here, \(q_a(s)\) is a function that must be determined, with initial value \(q_a(0) = 0\). It determines the relative contributions of \(|\chi_1\rangle\) and \(|\chi_2\rangle\) to \(|\Psi_1\rangle\); later, in Sec. V, we see that this is precisely the quantity involved in the phenomenon of “sudden transitions” between non-Hermitian eigenstates.

Substituting Eq. (29) into Eq. (28) yields

\[
a_1(s) = a_1(0)\exp\left[-i\int_0^s ds'\left(A_{12}a - TC_1\right)q_a(s')\right]. \tag{30}
\]

Now, suppose the effective interband hopping—the first term on the right-hand side of Eq. (28)—is neglected. In that case, we see from Eq. (30) that

\[
q_a \rightarrow \frac{\rho_aA_{21}^{(s)}}{A_{12} - TC_1}. \tag{31}
\]

We can regard the deviation of \(q_a\) from Eq. (31) as being “generated” by the effective interband hopping. We call Eq. (31) the leading-order approximation for the non-Hermitian evolution, in which the effective interband hopping is neglected. (Note that this approximation violates the initial value condition for \(q_a\).

We can go beyond the leading-order approximation by converting Eqs. (28)–(30) into differential form:

\[
-i\frac{dq_a}{ds} = A_{21}^{(s)} + T(\lambda_1 - \lambda_2)q_a + \left(A_{12} - TC_1\right)q_a^2. \tag{32}
\]

Appendix C describes a systematic semianalytic procedure for solving this first-order nonlinear differential equation. We find...
that it is convenient to make a sub-leading-order approximation that involves breaking \(q_a\) into two terms:

\[ q_a \approx \tilde{q}_a + \frac{\tilde{q}_a(0) e^{i(\lambda_1 - \lambda_2)}}{1 - \tilde{q}_a(0) \int_0^s ds' e^{i(\lambda_1 - \lambda_2)}}. \]  

(33)

where the first term is a slowly varying part and the second term is a rapidly oscillating and decaying part. Alternatively, Eq. (32) can also be solved fully numerically.

Next, we consider the second component of Eq. (19). We handle this using the basis \(|\eta_1(s)\rangle, |\xi_2(s)\rangle\). Let \(|\Psi_2(s)\rangle\) denote this part of the state vector:

\[ |\Psi_2(s)\rangle = b_1(0)e^{-i(\lambda_1 - \lambda_2)}|\xi_2(s)\rangle + b_2(s)e^{-i(\lambda_1 - \lambda_2)}|\eta_2(s)\rangle. \]  

(34)

Substitution into the time-dependent Schrödinger equation, and left-multiplying by \(\langle \eta_1(s) |\xi_2(s)\rangle\) and \(\langle \xi_1(s) |\eta_2(s)\rangle\), yields

\[ \dot{b}_1 = i b_2 U_{21} (A_{21}^b - T C_2), \]

\[ \dot{b}_2 = i b_1 U_{12} A_{12}^b, \]  

(35)

where

\[ A_{12}^b = i |\eta_2\rangle \langle \xi_2|, \quad A_{21}^b = i |\xi_2\rangle \langle \eta_2|. \]  

(36)

Repeating the preceding procedure for the \(b_2\) amplitude (which characterizes the most amplifying state) gives the full differential equations (32) and (42).

Note that the interband coherence term is defined differently for the \(b_2\) amplitudes than for the \(a\) amplitudes. The second (“intraband”) term on the right-hand side of Eq. (37) also has a slightly different form from Eq. (28). In order for the series definition of \(\rho_b^{(n)}\) to converge, we must have \(|\rho_d^{(n)} / \rho_b^{(n)}| \ll T|\lambda_1 - \lambda_2|\).

We now take the ansatz

\[ b_1(s) = -b_2(s) q_b(s) / U_{12}, \]  

(39)

where \(q_b(s)\) is a function to be determined. Substituting this into Eq. (37) gives

\[ \dot{b}_2(s) = b_2(0) \exp\left[-i \int_0^s ds' A_{12}^b(s') q_b(s')\right]. \]  

(40)

If the effective interband hopping—described by the first term on the right-hand side of Eq. (37)—is negligible, then

\[ q_b \to \frac{\rho_b (A_{21}^b - T C_2)}{A_{12}^b}. \]  

(41)

As before, we call Eq. (41) the leading-order approximation, equivalent to neglecting the interband couplings.

To go beyond the leading-order approximation, we convert Eqs. (37)–(39) into differential form:

\[ -i \frac{d b_2}{d s} = -(A_{21}^b - T C_2) + T(\lambda_1 - \lambda_2)q_b + A_{12}^b q_b^2. \]  

(42)

Similar to Eq. (32), this can be solved numerically or semianalytically. In the semianalytic solution, a subleading approximation can be defined by breaking the solution into slowly and rapidly varying parts:

\[ q_b \approx \tilde{q}_b + \frac{\tilde{q}_b(0) e^{i(\lambda_1 - \lambda_2)}}{1 - \tilde{q}_b(0) \int_0^s ds' e^{i(\lambda_1 - \lambda_2)}}. \]  

(43)

In summary, we find that the time-dependent system state can be written as two parts,

\[ |\Psi(s)\rangle = |\Psi_a(s)\rangle + |\Psi_b(s)\rangle, \]  

(44)

where

\[ |\Psi_a\rangle = a_1(0) S_a e^{-i\Omega_1} (|\chi_1\rangle - q_a |\chi_2\rangle), \]

\[ |\Psi_b\rangle = b_2(0) S_b e^{-i\Omega_2} (|\eta_2\rangle - q_b |\xi_2\rangle), \]  

(45)

with \(S_{a,b}\) and \(q_{a,b}\) defined as follows:

\[ S_a(s) = \exp\left[-i \int_0^s ds' (A_{12}^a - T C_1) q_a(s')\right], \]  

(47)

\[ S_b(s) = \exp\left[-i \int_0^s ds' A_{12}^b(s') q_b(s')\right]. \]  

(48)

In Eqs. (45) and (46), the leading scale factor of \(\exp(-i\Omega_k)\) corresponds to the fastest amplification rate present in the system. The “direction” of the state vector is mainly determined by the magnitudes of \(q_a\) and \(q_b\). In the leading-order approximation, these are given by Eqs. (31) and (41), respectively. In the sub-leading-order approximation, we replace these phase shifts with Eqs. (33) and (43), as described in Appendix C. For a higher-order approximation, we solve for \(q_a\) and \(q_b\) using the full differential equations (32) and (42).

**B. n x n non-Hermitian Hamiltonian**

For a general \(n x n\) non-Hermitian Hamiltonian, we first use a Schur decomposition to find an orthonormal basis \(|\{\chi_j\}\rangle\), with which the Hamiltonian is written in the form of Eq. (13). We then use a succession of different Schur decompositions, as described in Sec. III, to construct a basis \(|\{\chi_1, |\eta_2, \ldots, |\eta_n\}\rangle\) that is nonorthogonal but complete. We use this basis to decompose the initial state vector, and follow the dynamics of each component separately. Let the initial state be

\[ |\Psi(0)\rangle = c_1(0)|\chi_1(0)\rangle + \sum_{j=2}^n c_j(0)|\eta_j(0)\rangle. \]  

(49)

We use the orthonormal basis \(|\{\chi_j\}\rangle\) to handle the first component:

\[ |\Psi_1(s)\rangle = \sum_{j=1}^n a_j(s) e^{-i\Omega_j} |\chi_j(s)\rangle, \]  

(50)

where \(a_1(0) = c_1(0)\) and \(a_j(0) = 0\) for \(j > 1\). Substituting this into the Schrödinger equation, and left-multiplying by \(|\chi_j\rangle\), yields

\[ \dot{a}_j = i \sum_{k \neq j} q_k U_{jk} C^n_{jk}, \quad \text{where} \quad C^n_{jk} \equiv A^n_{jk} - T C_{jk}. \]  

(51)
Note that $C_{jk} = 0$ for $j \geq k$. The integral form is
\[
\Delta a_j(s) = \sum_{j=2}^{n} a_j \rho^a_{ij} U_{ij} - i \int_{0}^{s} ds' a_{j}(s') \rho^a_{ij} C^a_{j1},
\]
where
\[
\rho^a_{ij} = \sum_{n=1}^{\infty} \rho^{a(n)}_{ij}, \quad \rho^{a(1)}_{ij} = \frac{C^a_{i1}}{T(\lambda_1 - \lambda_j)},
\]
and, for $n > 1$,
\[
\rho^{a(n)}_{ij} = \frac{i}{T(\lambda_1 - \lambda_j)} \left[ \rho^{a(n-1)}_{ij} + i \sum_{\ell} \rho^{a(n-1)}_{ij} C^a_{\ell j} \right].
\]
To solve this, we take the ansatz
\[
a_j(s) = -a_j(s) q_j^a(s) / U_{j1} \quad \text{for} \quad j > 1.
\]
The leading approximation is defined by
\[
q_j^a \rightarrow \frac{\rho^a_{1j} C^a_{j1}}{C^a_{1j}},
\]
and an improved approximation is obtained by substituting Eq. (55) into Eq. (51) to obtain
\[
i q_j^a = -C_{j1} + T(\lambda_1 - \lambda_j) q_j^a + \sum_{\ell=2}^{n} \left( C^a_{j\ell} + q_j^a C^a_{\ell j} \right) q_{\ell j}^a.
\]
When $|q_j^a|^2 (C^a_{j1}/C^a_{1j}) | \ll T(\lambda_1 - \lambda_j)$, Eq. (57) can be solved iteratively to obtain $q_j^a(s)$. Similar to the $2 \times 2$ case, this semianalytic solution can be decomposed into a slowly varying part and a rapidly oscillating and decaying part determined by the initial conditions. The remaining components are handled in a manner similar to Sec. IV A.

V. NUMERICAL RESULTS

To test the method derived in the previous section, we consider the specific $2 \times 2$ non-Hermitian Hamiltonian
\[
H(t) = \begin{pmatrix} \omega(t) + iv(t) & c \\ c & -\omega(t) - iv(t) \end{pmatrix},
\]
where $\omega(t)$ and $v(t)$ are real time-dependent parameters, and $c$ is a constant. The eigenvalues are
\[
\lambda = \pm \sqrt{c^2 + (\omega + iv)^2}.
\]
At the exceptional points $\omega + iv = \pm ic$, the eigenvalues and their associated eigenvectors coalesce. The corresponding eigenstates have the form
\[
|\psi(t)\rangle \propto \begin{pmatrix} 1 \\ z \end{pmatrix},
\]
where $z \equiv x + iy$ is the complex ratio of the components.

Figures 1(a) and 1(b) show the complex eigenvalue spectrum of $H$, as a function of $\omega$ and $v$. Red and blue indicate eigenstates that are amplifying ($\text{Im} \lambda > 0$) and decaying ($\text{Im} \lambda < 0$), respectively. One particular parametric trajectory, $\omega + iv = e^{2\pi i t/T} - ic$, is also shown; note that this trajectory encircles an exceptional point. Figure 1(c) plots $x$ and $y$—the real and imaginary parts of the eigenvector component $z$ defined in Eq. (60)—versus the time $t$, as the Hamiltonian goes through this parametric trajectory. Encircling the exceptional point once leads to an interchange of the two instantaneous eigenstates [49,50].

The behavior of the system state under actual time evolution, however, is more subtle. The yellow curve in Fig. 1(c) shows the dynamical state, computed by integrating the Schrödinger equation numerically using the split-step method (the results of which can be considered “exact,” apart from the usual small discretization errors from numerical integration). It is observed that if the initial system state is in either of the initial instantaneous eigenstates, then, for sufficiently slow Hamiltonian variation and short elapsed times, the state clings to the instantaneous eigenstate, similar to the adiabatic limit of Hermitian dynamics. For longer times, however, the system can undergo a sudden transition from a decaying eigenstate to an amplifying eigenstate. This “breakdown of adiabaticity” has been extensively commented upon in previous works [7,19,20,28,41,51,52], and may be technologically useful as a means of realizing high-efficiency nonlinear optical isolators [55].
cycles twice around the exceptional point, with \( c = 2 \), \( T = 50 \), and \( \omega + i \nu \equiv e^{2 \pi i / T} - i \). The system state is initialized in the decaying instantaneous eigenstate at \( t = 0 \). The plotted quantities (a) \( x \) and (b) \( y \) characterize the system state up to a scale factor, as defined in Eq. (60). Direct numerical integration shows that the time-evolving system state undergoes a sudden transition to the amplifying eigenstate at \( t \approx 7.5 \). This transition is captured by the sub-leading-order approximation developed in the text.

Figure 2 compares the exact results to the results from the evolution equations derived in Sec. IV. The latter are calculated using the non-Abelian connections, eigenvalues, and Schur components derived from the Hamiltonian (and its Schur decompositions) at each instant along the trajectory.

According to Eqs. (45) and (46), the transitions are governed by the quantities \( q_a \) and \( q_b \), which describe the relative proportions of the eigenstate contributions to the state vector. We observe that the leading-order approximation (from neglecting the effective interband hopping) fails to match the exact results. However, the subleading approximation (which employs explicit but approximate expressions for \( q_a \) and \( q_b \)) agrees well with the exact results. In particular, it accurately describes the sudden transition from clinging to the decaying eigenstate to clinging to the amplifying eigenstate. In the sub-leading-order approximation, the relative errors of \( |q_a| \) and \( |q_b| \) are less than 0.3% in this numerical example.

The sub-leading-order approximation can also break down for sufficiently long elapsed time. Figure 3 shows the evolution for the same system, with the state initialized to the amplifying initial instantaneous eigenstate. At the end of the first cycle around the exceptional point, the state is clinging to the decaying eigenstate (due to eigenstate exchange). Shortly into the second cycle, it undergoes a sudden transition to the amplifying eigenstate. The sub-leading-order approximation gives the correct transition time, but fails to accurately describe the subsequent evolution. This failure is due to the accumulation of approximation errors over long elapsed times, which can be reduced by either using a slower evolution protocol, or by introducing a higher-order approximation as described in Appendix C. These results can also be analyzed through the “adiabatic multiplier” concept previously used by Berry and Uzdin to quantify sudden transitions in non-Hermitian dynamics [41,56]. Let the initial system state be

\[
|\Psi(0)\rangle = c_1(0)|\chi_1(0)\rangle + c_2(0)|\xi_2(0)\rangle,
\]

where \( |\chi_1(0)\rangle \) and \( |\xi_2(0)\rangle \) are the instantaneous eigenstates of \( H(0) \) (see Sec. III), which is assumed not to be at an exceptional point; \( c_1(0) \) and \( c_2(0) \) are the corresponding complex amplitudes. The state at subsequent times can be written in the form

\[
|\Psi(s)\rangle = e^{-i\Omega_1(s)}[(c_1(0)\tilde{d}_{11}(s) + c_2(0)\tilde{d}_{21}(s))|\chi_1(s)\rangle
+ (c_1(0)\tilde{d}_{12}(s) + c_2(0)\tilde{d}_{22}(s))|\xi_2(s)\rangle],
\]

where \( \Omega_1(s) = T \int_0^s ds' \lambda_1(s') \) is the dynamical factor corresponding to the most amplifying eigenstate. The \( \tilde{d}_{ij}(s) \) coefficients are the adiabatic multipliers.

By direct substitution, it can be shown that the adiabatic multipliers can be written in terms of the quantities appearing in our Eqs. (44)–(48) (i.e., Schur coefficients, interband coherence factors, etc.):

\[
d_{11} = S_a \left( 1 - \frac{q_a c_1}{\Delta \lambda} \right),
\]

\[
d_{12} = -\frac{S_a q_a}{(\chi_2|\xi_2)}.
\]
Further reduced if higher-order approximations are taken. The observed exponential decrease in $|d_{22}|$, from unity to nearly zero, corresponds to the sudden transition from the decaying to the amplifying state in Fig. 2.

VI. CONCLUSIONS

We have developed a theoretical framework for describing the time evolution of a general non-Hermitian system. We obtained explicit closed-form expressions for the quantum amplitudes, involving the instantaneous complex energies and interband Berry connections. In particular, the Berry connections are defined with regular inner products, using orthonormal basis vectors produced by Schur decompositions of the non-Hermitian Hamiltonian, rather than the biorthogonal products employed in previous works on non-Hermitian evolution [53,54]. Unlike previous studies that used such generalized Berry connection to describe non-Hermitian dynamics [4,57,58], our theory is not restricted to the special case of cyclic Hamiltonians and dynamical states that return to themselves after one cycle.

We have shown numerically that our theory accurately describes the phenomenon of “sudden transitions” in non-Hermitian dynamics, where the system state jumps from one non-Hermitian eigenstate to another [7,19,20,28,41,51,52]. This phenomenon has recently been shown to be useful for realizing efficient optical isolators [55]. In our theory, the key role in these transitions is played by the complex functions $q_a$ and $q_b$, which are affected precisely by those terms in the quantum amplitude equations that describe effective interband hoppings. In future work, it would be important to examine these functions in greater detail, and try to develop a better physical understanding of them. It would also be interesting to use our theory to analyze sudden transitions in more complicated non-Hermitian systems, such as periodically driven non-Hermitian Hamiltonians [53,59] or Hamiltonians with high-order exceptional points [24,25,60,61].
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APPENDIX A: UNITARY TRANSFORMATION OF AN UPPER TRIANGULAR MATRIX

Consider an upper triangular matrix $A$ of the form

$$A_{i,j} = \begin{cases} C_{i,j} & \text{for } i < j \\ \lambda_j & \text{for } i = j \\ 0 & \text{for } i > j. \end{cases}$$

FIG. 4. Magnitude of the adiabatic multipliers, $|d_{ij}|$, versus time $t$ for the $2 \times 2$ model with $\omega + i v \equiv e^{2i\pi T} - ic$, $c = 2$, and $T = 50$. The solid lines are obtained by direct numerical integration, while the dashes are calculated via Eqs. (63)–(66). (a) The leading-order approximation is used and (b) the sub-leading-order approximation is used. The exponential variation in $|d_{22}|$ is used. Now we obtain excellent agreement with the exact values (solid lines), with the only notable deviations occurring at very small values of $|d_{22}|$. (These small deviations can be
We can swap any of the two neighboring diagonal entities, i.e., $\lambda_{j-1}$ and $\lambda_j$, through a unitary transformation

$$U_j = \left( \begin{array}{c|c} \mathbb{1}^{j-2} & W^{(j)} \\ \hline & \oplus_n^{n-j} \end{array} \right),$$

(A2)

where $\mathbb{1}^n$ denotes an $n \times n$ identity matrix,

$$W^{(j)} = \frac{1}{\sqrt{1 + |z_j|^2}} \begin{pmatrix} 1 & -z_j^* \\ z_j & 1 \end{pmatrix}$$

(A3)

and

$$z_j = \frac{\lambda_j - \lambda_{j-1}}{C_{j-1,j}},$$

(A4)

so that the sequence of the diagonal entries become $\lambda_1, \ldots, \lambda_{j-2}, \lambda_j, \lambda_{j-1}, \lambda_{j+1}, \ldots$. In the special case when $C_{j-1,j} = 0$, we use $[0; 1; 1; 0]$ in place of $W^{(j)}$.

For each $j$, we can always use a succession of $j - 1$ such transformations to bring the eigenvalue $\lambda_j$ to the front, so that the sequence is $\lambda_j, \lambda_1, \ldots, \lambda_{j-1}, \lambda_{j+1}, \ldots$.

**APPENDIX B: COMPLETENESS OF THE BASIS SET**

The set $\{|\chi_1\rangle, |\eta_2\rangle, \ldots, |\eta_n\rangle\}$ introduced in Sec. III is complete so long as the eigenvector $|\chi_i\rangle$ is nonorthogonal to every other eigenvector $|\xi_j\rangle$ ($j = 2, \ldots, n$). To prove this, we start from the Schur decomposition theorem, which states that $\{|\chi_1\rangle, |\chi_2\rangle, \ldots, |\chi_n\rangle\}$ is complete and orthogonal. Using the unitary transformation scheme introduced in Appendix A, we can use a succession of $j - 2$ unitary transformations to rearrange the diagonal entries of the Schur form $A$ to the desired order, i.e., $\lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_{j-1}, \lambda_{j+1}, \ldots$. In the basis defined by this new Schur decomposition, the first basis vector is still $|\chi_1\rangle$. The second basis vector is a superposition of $|\chi_2\rangle, |\chi_3\rangle, \ldots, |\chi_n\rangle$.

We can further swap the first two diagonal entries, i.e., $\lambda_1$ and $\lambda_2$, through a unitary transformation to bring $\lambda_1$ to the front. In the notation introduced in Sec. III, after the transformation the first basis vector $|\xi_1\rangle$ is an eigenvector with eigenvalue $\lambda_1$, while the second basis vector $|\eta_1\rangle$ is “associated” with $\lambda_1$. From our assumption that $|\chi_i\rangle$ is nonorthogonal to each of the other eigenvectors, we can show that $|\eta_1\rangle$ is a superposition of the vectors $\{|\chi_1\rangle, |\chi_2\rangle, \ldots, |\chi_n\rangle\}$, and importantly the composition of $|\chi_i\rangle$ is nonzero. In this way, we see that the dimension of the subspace spanned by $\{|\chi_1\rangle, |\eta_2\rangle, \ldots, |\eta_n\rangle\}$ increases monotonically with $j$. This shows that $\{|\chi_1\rangle, |\eta_2\rangle, \ldots, |\eta_n\rangle\}$ forms a complete basis for the space spanned by $\{|\chi_1\rangle, |\chi_2\rangle, \ldots, |\chi_n\rangle\}$.

**APPENDIX C: ITERATIVE SOLUTION METHOD**

As noted in the main text, the evolution of a non-Hermitian system can be characterized using a set of functions, denoted by $q_n$, that describe the relative contributions of the different Schur basis vectors. In the $2 \times 2$ case, we have the $q_n$ function that satisfies Eq. (32), and the $q_0$ function that satisfies Eq. (42). These first-order nonlinear differential equations have the form

$$-i \dot{q} = -A + B q + C q^2.$$  

(C1)

To solve this, let us define

$$q_1 \equiv A/B,$$  

(C2)

$$A_1 \equiv -i q_1 - C q_1^2,$$  

(C3)

$$B_1 \equiv B + 2 C q_1.$$  

(C4)

Then Eq. (C1) becomes

$$-i \dot{q'} = -A_1 + B_1 q' + C q'^2,$$  

(C5)

where $q' = q - q_1$. We can now iteratively define

$$q_{j+1} \equiv A_j/B_j,$$  

(C6)

$$A_{j+1} \equiv -i q_{j+1} - C q_{j+1}^2,$$  

(C7)

$$B_{j+1} \equiv B_j + 2 C q_{j+1},$$  

(C8)

and hence recast Eq. (C1) as

$$-i \dot{q} = \tilde{B} q + C q^2,$$  

(C9)

where $\tilde{B} = B + 2 C \sum_{j=1}^{\infty} q_j$. Equation (C9) can be solved exactly, and the solution is

$$\tilde{q} = \frac{\tilde{q}(0) \exp \left[ i \int \tilde{a} \tilde{B} ds' \right]}{1 - \tilde{q}(0) \int \tilde{a} \tilde{B} ds'},$$  

(C10)

where $\tilde{q}(0)$ is determined by the initial value condition for $q$. Thereby, the solution to Eq. (C1) is given by $q = \tilde{q} + \tilde{q}$. The first part, $\tilde{q} \equiv \sum_{j=0}^{\infty} q_j$, is a slowly varying series; the second part, $\tilde{q}$, is a rapidly oscillating and decaying function.

We note that $AC/B^2 \propto T^{-1}$. In our problem, the variable $T$ characterizes the time scale for the Hamiltonian’s trajectory within some parameter space. For a sufficiently slowly varying Hamiltonian, $q_j \propto T^{-j}$ obeys power-law decay and goes rapidly to zero. The series $q_j$ thus constitutes a hierarchy of solutions that converges for large $T$. If the condition $|q_j/q_1| \ll T|\lambda_2 - \lambda_1|$ is satisfied, we may drop higher-order terms of $q_j$ and only keep the lowest order, $q = q_1 + \tilde{q}$, which constitutes the sub-leading-order approximation used in the main text.

[1] C. F. M. Faria and A. Fring, Time evolution of non-Hermitian Hamiltonian systems, J. Phys. A: Math. Gen. 39, 9269 (2006).
[2] C. M. Bender, Making sense of non-Hermitian Hamiltonians, Rep. Prog. Phys. 70, 947 (2007).
[3] A. Mostafazadeh, Pseudo-Hermitian representation of quantum mechanics, Int. J. Geom. Methods Mod. Phys. 7, 1191 (2010).
[4] J. Gong and Q. Wang, Time-dependent-symmetric quantum mechanics, J. Phys. A: Math. Theor. 46, 485302 (2013).
[5] T. J. Milburn, J. Doppler, C. A. Holmes, S. Portolan, S. Rotter, and P. Rabl, General description of quasiadiabatic dynamical phenomena near exceptional points, Phys. Rev. A 92, 052124 (2015).
[6] J. Gong and Q. H. Wang, Stabilizing non-Hermitian systems by periodic driving, Phys. Rev. A 91, 042135 (2015).
[7] J. Gong and Q. H. Wang, Piecewise adiabatic following in non-Hermitian cycling, Phys. Rev. A 97, 052126 (2018).
[8] R. El-Ganainy, K. G. Makris, D. N. Christodoulides, and Z. H. Musslimani, Theory of coupled optical PT-symmetric structures, Opt. Lett. 32, 2632 (2007).
[9] S. Klaiman, U. Günter, and N. Moiseyev, Visualization of Branch Points in PT-Symmetric Waveguides, Phys. Rev. Lett. 101, 080402 (2008).
[10] A. Guo, G. J. Salamo, D. Duchesne, R. Morandotti, M. Volatier-Ravat, V. Aimez, G. A. Siviloglou, and D. N. Christodoulides, Observation of PT-Symmetry Breaking in Complex Optical Potentials, Phys. Rev. Lett. 103, 093902 (2009).
[11] C. E. Rütter, K. G. Makris, R. El-Ganainy, D. N. Christodoulides, M. Segev, and D. Kip, Observation of parity-time symmetry in optics, Nat. Phys. 6, 192 (2010).
[12] S. Longhi, D. Gatti, and G. Della Valle, Robust light transport in non-Hermitian photonic lattices, Sci. Rep. 5, 13376 (2015).
[13] S. Longhi, PT-symmetric laser absorber, Phys. Rev. A 82, 031801 (2010).
[14] Y. D. Chong, L. Ge, and A. D. Stone, PT-Symmetry Breaking and Laser-Absorber Modes in Optical Scattering Systems, Phys. Rev. Lett. 106, 093902 (2011).
[15] Z. J. Wang, Y.-L. Xu, J. Kim, K. O’Brien, Y. Wang, L. Feng, and X. Zhang, Lasing and anti-lasing in a single cavity, Nat. Photonics 10, 796 (2016).
[16] Z. Lin, H. Ramezani, T. Eichelkraut, T. Kottos, H. Cao, and D. N. Christodoulides, Unidirectional Invisibility Induced by PT-Symmetric Periodic Structures, Phys. Rev. Lett. 106, 213901 (2011).
[17] B. Peng, Ş. K. Özdemir, F. Lei, F. Monifi, M. Gianfreda, G. L. Long, S. Fan, F. Nori, C. M. Bender, and L. Yang, Parity-time-symmetric whispering-gallery microcavities, Nat. Phys. 10, 394 (2014).
[18] S. N. Ghosh and Y. D. Chong, Exceptional points and asymmetric mode conversion in quasi-guided dual-mode optical waveguides, Sci. Rep. 6, 19837 (2016).
[19] J. Doppler, A. A. Mailybaev, J. Böhm, U. Kuhl, A. Girschik, F. Lifschitz, T. J. Milburn, P. Rabl, N. Moiseyev, and S. Rotter, Dynamically encircling an exceptional point for asymmetric mode switching, Nature (London) 537, 76 (2016).
[20] H. Xu, D. Mason, L. Jiang, and J. G. E. Harris, Topological energy transfer in an optomechanical system with exceptional points, Nature (London) 537, 80 (2016).
[21] L. Feng, Y.-L. Xu, W. S. Fegadolli, M.-H. Lu, J. E. B. Oliveira, V. R. Almeida, Y.-F. Chen, and A. Scherer, Experimental demonstration of a unidirectional reflectionless parity-time metamaterial at optical frequencies, Nat. Mater. 12, 108 (2013).
[22] A. U. Hassan, B. Zhen, M. Soljačić, M. Khajavikhan, and D. N. Christodoulides, Dynamically Encircling Exceptional Points: Exact Evolution and Polarization State Conversion, Phys. Rev. Lett. 118, 093002 (2017).
[23] A. U. Hassan, G. L. Galmiche, G. Harari, P. LiKamWa, M. Khajavikhan, M. Segev, and D. N. Christodoulides, Chiral state conversion without encircling an exceptional point, Phys. Rev. A 96, 052129 (2017).
[24] W. Chen, Ş. K. Özdemir, G. Zhao, J. Wiersig, and L. Yang, Exceptional points enhance sensing in an optical microcavity, Nature (London) 548, 192 (2017).
[25] H. Hodaie, A. U. Hassan, S. Wittek, H. Garcia-Gracia, R. El-Ganainy, D. N. Christodoulides, and M. Khajavikhan, Enhanced sensitivity at higher-order exceptional points, Nature (London) 548, 187 (2017).
[26] C. M. Bender and S. Boettcher, Real Spectra in Non-Hermitian Hamiltonians having PT Symmetry, Phys. Rev. Lett. 80, 5243 (1998).
[27] C. M. Bender, D. C. Brody, and H. F. Jones, Complex Extension of Quantum Mechanics, Phys. Rev. Lett. 89, 270401 (2002).
[28] N. Moiseyev, Non-Hermitian Quantum Mechanics (Cambridge University Press, Cambridge, UK, 2011).
[29] B. Khanbou, A. Bounames, and M. Maamache, On the invariant method for the time-dependent non-Hermitian Hamiltonians, Eur. Phys. J. Plus 132, 258 (2017).
[30] M. Maamache, Non-unitary evolution of quantum time-dependent non-Hermitian systems, arXiv:1707.06392.
[31] L. Zhou, Q. Wang, H. Wang, and J. Gong, Dynamical quantum phase transitions in non-Hermitian lattices, arXiv:1711.10741.
[32] S. Longhi, Oscillating potential well in the complex plane and the adiabatic theorem, Phys. Rev. A 96, 042101 (2017).
[33] S. Longhi, Floquet exceptional points and chirality in non-Hermitian Hamiltonians, J. Phys. A: Math. Theor. 50, 505201 (2017).
[34] K. W. Yip, T. Albash, and D. A. Lidar, Quantum trajectories for time-dependent adiabatic master equations, Phys. Rev. A 97, 022116 (2018).
[35] T. Kato, Perturbation Theory for Linear Operators, Vol. 132 (Springer Science & Business Media, New York, 2013).
[36] G. Nenciu and G. Rasche, On the adiabatic theorem for nonself-adjoint Hamiltonians, J. Phys. A: Math. Gen. 25, 5741 (1992).
[37] C.-P. Sun, High-order adiabatic approximation for non-Hermitian quantum system and complexification of Berry’s phase, Phys. Scr. 48, 393 (1993).
[38] A. Mostafazadeh, Adiabatic approximation, semiclassical scattering, and unidirectional invisibility, J. Phys. A: Math. Theor. 47, 125301 (2014).
[39] S. Longhi and G. Della Valle, Non-Hermitian time-dependent perturbation theory: Asymmetric transitions and transitionless interactions, Ann. Phys. 385, 744 (2017).
[40] A. A. Zyabkovsky, E. S. Andrianov, and A. A. Pukhov, Parametric instability of optical non-Hermitian systems near the exceptional point, Sci. Rep. 6, 29709 (2016).
[41] M. V. Berry and R. Uzdin, Slow non-Hermitian cycling: Exact solutions and the Stokes phenomenon, J. Phys. A: Math. Theor. 44, 435303 (2011).
[42] S. Ibáñez and J. G. Muga, Adiabaticity condition for non-Hermitian Hamiltonians, Phys. Rev. A 89, 033403 (2014).
[43] M. V. Berry, Quantal phase factors accompanying adiabatic changes, Proc. R. Soc. London Ser. A 392, 45 (1984).
[44] H. Wang, L. Zhou, and J. Gong, Interband coherence induced correction to adiabatic pumping in periodically driven systems, Phys. Rev. B 91, 085420 (2015).
[45] R. Yu, X. L. Qi, A. Bernevig, Z. Fang, and X. Dai, Equivalent expression of Z2 topological invariant for band insulators using the non-Abelian Berry connection, Phys. Rev. B 84, 075119 (2011).
[46] Y. Gao, S. A. Yang, and Q. Niu, Field Induced Positional Shift of Bloch Electrons and Its Dynamical Implications, Phys. Rev. Lett. 112, 166601 (2014).
[47] W. Ma, L. Zhou, Q. Zhang, M. Li, C. Cheng, J. Geng, X. Rong, F. Shi, J. Gong, and J. Du, Experimental Observation of a Generalized Thouless Pump with a Single Spin, Phys. Rev. Lett. 120, 120501 (2018).

[48] D. M. Tong, K. Singh, L. C. Kwek, and C. H. Oh, Sufficiency Criterion for the Validity of the Adiabatic Approximation, Phys. Rev. Lett. 98, 150402 (2007).

[49] W. D. Heiss, Phases of wave functions and level repulsion, Eur. Phys. J. D 7, 1 (1999).

[50] C. Dembowski, H.-D. Gräf, H. L. Harney, A. Heine, W. D. Heiss, H. Rehfeld, and A. Richter, Experimental Observation of the Topological Structure of Exceptional Points, Phys. Rev. Lett. 86, 787 (2001).

[51] R. Uzdin, A. Mailybaev, and N. Moiseyev, On the observability and asymmetry of adiabatic state flips generated by exceptional points, J. Phys. A: Math. Theor. 44, 435302 (2011).

[52] D. Heiss, Mathematical physics: Circling exceptional points, Nat. Phys. 12, 823 (2016).

[53] J. C. Garrison and E. M. Wright, Complex geometrical phases for dissipative systems, Phys. Lett. A 128, 177 (1988).

[54] S.-D. Liang and G.-Y. Huang, Topological invariance and global Berry phase in non-Hermitian systems, Phys. Rev. A 87, 012118 (2013).

[55] Y. Choi, C. Hahn, J. W. Yoon, S. H. Song, and P. Berini, Extremely broadband, on-chip optical nonreciprocity enabled by mimicking nonlinear anti-adiabatic quantum jumps near exceptional points, Nat. Commun. 8, 14154 (2017).

[56] R. B. Dingle, Asymptotic Expansions: Their Derivation and Interpretation, Vol. 48 (Academic Press, London, 1973).

[57] H. Mehri-Dehnavi and A. Mostafazadeh, Geometric phase for non-Hermitian Hamiltonians and its holonomy interpretation, J. Math. Phys. 49, 082105 (2008).

[58] J. Gong and Q. H. Wang, Geometric phase in pt-symmetric quantum mechanics, Phys. Rev. A 82, 012103 (2010).

[59] Y. Aharonov and J. Anandan, Phase Change During a Cyclic Quantum Evolution, Phys. Rev. Lett. 58, 1593 (1987).

[60] K. Ding, G. Ma, M. Xiao, Z. Q. Zhang, and C. T. Chan, Emergence, Coalescence, and Topological Properties of Multiple Exceptional Points and Their Experimental Realization, Phys. Rev. X 6, 021007 (2016).

[61] H. Jing, Ş. K. Özdemir, H. Lü, and F. Nori, High-order exceptional points in optomechanics, Sci. Rep. 7, 3386 (2017).