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Abstract. In 1985, Bloom characterized the boundedness of the commutator \([b, H]\) as a map between a pair of weighted \(L^p\) spaces, where both weights are in \(A_p\). The characterization is in terms of a novel \(BMO\) condition. We give a ‘modern’ proof of this result, in the case of \(p = 2\). In a subsequent paper, this argument will be used to generalize Bloom’s result to all Calderón-Zygmund operators and dimensions.

1. Introduction and Statement of Main Results

Let \(\mu\) be a weight on \(\mathbb{R}\), i.e. a function that is positive almost everywhere and is locally integrable. Then define \(L^2(\mathbb{R}; \mu) \equiv L^2(\mu)\) to be the space of functions which are square integrable with respect to the measure \(\mu(x)dx\), namely
\[
\|f\|_{L^2(\mu)}^2 \equiv \int_{\mathbb{R}} |f(x)|^2 \mu(x)dx.
\]
For an interval \(I\), let \(\langle \mu \rangle_I \equiv \frac{1}{|I|} \int_I \mu(x)dx\). And, similarly, set \(\mathbb{E}_I^\mu(g) \equiv \frac{1}{\mu(I)} \int_I g\mu dx\).

In [1] Bloom considers the behavior of the commutator \([b, H] : L^p(\lambda) \to L^p(\mu)\) where \(H\) is the Hilbert transform. When the weights \(\mu = \lambda \in A_2\) then it is well-known that boundedness is characterized by \(b \in BMO\). Bloom however works in the setting of \(\mu \neq \lambda \in A_2\), finding a characterization in terms of a \(BMO\) space adapted to the weight \(\rho = (\frac{\mu}{\lambda})^\frac{1}{2}\), namely
\[
\|b\|_{BMO_\rho} \equiv \sup_I \left( \frac{1}{\rho(I)} \int_I |b(x) - \langle b \rangle_I|^2 dx \right)^\frac{1}{2}.
\]
Recall that $\lambda \in A_p$ if and only if the supremum over intervals below is finite.

$$[\lambda]_{A_p} = \sup_I \langle \lambda \rangle_I \langle \lambda^{1-p'} \rangle^{p-1} < \infty.$$ 

**Theorem 1.1** (Bloom, [1, Theorem 4.2]). Let $1 < p < \infty$, $\mu, \lambda \in A_p$. Set $\rho = \left( \frac{4}{\lambda} \right)^{1/p}$. Then,

$$\| [b, H] : L^p(\mu) \to L^p(\lambda) \| \approx \| b \|_{BMO_{\rho}}.$$ 

The space $BMO_{\rho} = BMO$ when $\mu = \lambda$, and this case is well-known. But, the general case is rather delicate, as there are three independent objects in the commutator, the two weights and the symbol $b$. It is remarkable that there is a single condition involving all three which characterizes the boundedness of the commutator.

Commutator estimates are interesting in that operator bounds are characterized in terms of function classes. They generalize Hankel operators, encode weak-factorization results for the Hardy space, and can be used to derive div-curl estimates. Bloom himself applied his inequality to matrix weights. As far as we know, many of these topics remain unexplored in the setting of Bloom’s inequality, and we hope to return to these topics in future papers.

Weighted estimates for commutators are complicated, since $[b, H]$ is essentially the composition of $H$ with paraproduct operators, see (4.1) below. This makes two weight estimates for commutators very difficult. But, the key assumption of both weights being in $A_2$ allows several proof strategies that are not available in the general two weight case. A key property is the ‘joint $A_{\infty}$ property,’ namely that one can quantitatively control Carleson sequences of intervals in both measures. Bloom’s argument is based upon interesting sharp function inequality for the upper bound, and involves an *ad hoc* argument in the lower bound.

We give an alternate proof of Theorem 1.1 in the case when $p = 2$. This allows us to present the key ideas for a more general result. There are different equivalent formulations of Bloom’s $BMO_{\rho}$ space, two of which are detailed in Section 2. These formulations are ideal for characterizing certain two weight inequalities for paraproducts in Section 3. Then, $[b, H]$ is a linear combination of compositions of $H$ with paraproducts, plus an error term, as detailed in (4.1). The Hilbert transform is bounded on $L^2$ of an $A_2$ weight, thus, an upper bound for the commutator follows in Section 4. For the lower bound, a standard argument reveals yet another formulation of the $BMO_{\rho}$ condition in (4.4). In a subsequent paper the authors will show how Bloom’s result can be extended to all Calderón-Zygmund operators in arbitrary dimension and when $1 < p < \infty$.

As the reader will see, there are four different equivalent definitions of Bloom’s $BMO_{\rho}$ space. It is hardly clear which is the best condition. Also, the $A_2$ condition will be appealed to repeatedly. For both reasons, we do not attempt to track the dependence on the $A_2$ norms of the two weights. In particular $A \lesssim B$ means that there is an absolute constant $C$, so that $A \leq C([\lambda]_{A_2} [\mu]_{A_2})^C B$.

## 2. Equivalences for Bloom’s BMO

One of the interesting points, implicit in Bloom’s work, is that the $BMO_{\rho}$ space presents itself in different formulations at different points of the proof. In this section, we make these alternate definitions precise, and do so in the dyadic setting. Thus, $\mathcal{D}$ denotes the standard dyadic grid on $\mathbb{R}$, and for $I \in \mathcal{D}$, the Haar function associated to $I$ is

$$h_I \equiv |I|^{-1/2} (-1_{I_-} + 1_{I_+})$$

where $I_\pm$ are the left and right dyadic children of $I$. 
For weights $\mu, \lambda \in A_2$, define

$$\mathcal{B}_2[\mu, \lambda] \equiv \sup_{K \in \mathcal{D}} \mu^{-1}(K)^{-1/2} \left\| \sum_{I: I \subseteq K} \hat{b}(I) \langle \mu^{-1} \rangle_I h_I \right\|_{L^2(\lambda)}.$$ 

(2.1)

Above, $\hat{b}(I) = \langle b, h_I \rangle$, and $\langle \cdot, \cdot \rangle$ denotes the usual inner product in unweighted $L^2(\mathbb{R})$. Note that by the boundedness of the square function on $L^2(w)$, [6], this can equivalently be characterized by:

$$\mathcal{B}_2[\mu, \lambda]^2 \equiv \sup_{K \in \mathcal{D}} \frac{1}{\mu^{-1}(K)} \sum_{I \subseteq K} \hat{b}(I)^2 \langle \mu^{-1} \rangle^2_I \langle \lambda \rangle_I.$$ 

(2.2)

**Proposition 2.1.** For $\mu, \lambda \in A_2$ there holds

$$\mathcal{B}_2[\mu, \lambda] \simeq \mathcal{B}_2[\lambda^{-1}, \mu^{-1}] \simeq \|b\|_{\text{BMO}_\rho}$$

where $\|b\|_{\text{BMO}_\rho}$ denotes the dyadic variant of the $\text{BMO}_\rho$ space.

**Proof.** We prove the first equivalence in (2.3). Fix a interval $I_0$ for which we verify that

$$\sum_{I \subseteq I_0} \hat{b}(I)^2 \langle \lambda \rangle^2_I \langle \mu^{-1} \rangle_I \lesssim \mathcal{B}_2[\mu, \lambda]^2 \lambda(I_0).$$

This will show that $\mathcal{B}_2[\lambda^{-1}, \mu^{-1}] \lesssim \mathcal{B}_2[\mu, \lambda]$, and by symmetry the reverse inequality holds.

Construct stopping intervals by taking $S$ to be the maximal subintervals $I \subset I_0$ such that

$$\langle \lambda \rangle_I > C \langle \lambda \rangle_{I_0} \quad \text{or} \quad \langle \lambda \rangle_I < C^{-1} \langle \lambda \rangle_{I_0},$$

or the same conditions hold for $\mu^{-1}$. By the $A_\infty$ properties of $\mu, \mu^{-1}, \lambda$ and $\lambda^{-1}$, for $C = C_{\mu, \lambda} > 1$ sufficiently large, there holds

$$\sum_{S \in S} \lambda(S) < \frac{1}{2} \lambda(I_0).$$

The small constant in front implies that we can recurse inside these intervals, and so it remains to bound the sum over intervals ‘above’ the stopping intervals.

Let $\mathcal{I}$ denote that $I \subset I_0$ which are not contained in any stopping interval. Note that the $\mathcal{B}_2[\mu, \lambda]$ condition implies that

$$\sum_{I \in \mathcal{I}} \hat{b}(I)^2 \lesssim \mathcal{B}_2[\mu, \lambda]^2 \frac{\mu^{-1}(I_0)}{\langle \mu^{-1} \rangle^2_{I_0} \langle \lambda \rangle_{I_0}} = \mathcal{B}_2[\mu, \lambda]^2 \frac{|I_0|}{\langle \mu^{-1} \rangle_{I_0} \langle \lambda \rangle_{I_0}}.$$ 

(2.4)

Therefore,

$$\sum_{I \in \mathcal{I}} \hat{b}(I)^2 \langle \lambda \rangle^2_I \langle \mu^{-1} \rangle_I \lesssim \langle \lambda \rangle^2_{I_0} \langle \mu^{-1} \rangle_{I_0} \sum_{I \in \mathcal{I}} \hat{b}(I)^2 \lesssim \mathcal{B}_2[\mu, \lambda]^2 \lambda(I_0).$$

Hence we have that $\mathcal{B}_2[\lambda^{-1}, \mu^{-1}] \lesssim \mathcal{B}_2[\mu, \lambda]$. This argument is symmetric and so the result follows.

We now show that $\|b\|_{\text{BMO}_\rho} \lesssim \mathcal{B}_2[\mu, \lambda]$, establishing first an intermediate result. Use the same stopping interval construction as in the previous argument. Then, we have by
Cauchy-Schwartz and (2.4),
\[
\int_{I_0} \left[ \sum_{I \in \mathcal{I}} \frac{\hat{b}(I)^2}{|I|} \right]^{1/2} dx \lesssim B_2[\mu, \lambda] \frac{|I_0|}{\langle \mu^{-1} \rangle_{I_0} \langle \lambda \rangle_{I_0}}^{1/2} \\
\lesssim B_2[\mu, \lambda] \frac{|I_0|^2}{\langle \mu^{-1} \rangle_{I_0} \lambda(I_0)} \\
\lesssim B_2[\mu, \lambda] \frac{|I_0|^2}{(\mu^{-1/2} \lambda^{1/2}) I_0} \\
\lesssim B_2[\mu, \lambda] \rho(I_0)
\]
rewrite by Hölder’s
\[
\rho = (\mu/\lambda)^{1/2} \in A_2.
\]
Here, we use the estimate (2.4), then Hölder’s inequality, to get to the product of the two
\( \mathcal{A}_2 \) weights. The product is again an \( \mathcal{A}_2 \) weight, which is the last property used.

It follows from this that we have proved a bound for an \( L^1 \) BMO condition, namely
\[
(2.5) \sup_{I_0} \frac{1}{\rho(I_0)} \int_{I_0} \left[ \sum_{I : I \subset I_0} \frac{\hat{b}(I)^2}{|I|} \right]^{1/2} dx \lesssim B_2[\mu, \lambda].
\]

Bloom’s definition however includes a square inside the integral, see (1). To show that the
condition above is the same as in (1), run another stopping condition, and again appeal to
the fact that \( \rho \in A_2 \).

Let \( S \) be the maximal intervals \( S \subset I_0 \) such that
\[
\sum_{I : S \subset I \subset I_0} \hat{b}(I)^2 |I| \geq C B_2[\mu, \lambda]^2 \langle \rho \rangle_{I_0}
\]
For \( C = C_\rho \) sufficiently large, there holds
\[
\sum_{S \in \mathcal{S}} \rho(S) \leq \frac{1}{2} \rho(I_0),
\]
and so we can recurse on these intervals. Let \( \mathcal{I} \) be those intervals contained in \( I_0 \) but not
contained in any \( S \in \mathcal{S} \). There holds
\[
\int_{I_0} \sum_{I \in \mathcal{I}} \hat{b}(I)^2 |I| \, dx \lesssim B_2[\mu, \lambda] \langle \rho \rangle_{I_0} |I_0| \lesssim B_2[\mu, \lambda]^2 \rho(I_0).
\]
That implies that \( \|b\|_{BMO, \rho} \lesssim B_2[\mu, \lambda] \).

We show that \( B_2[\mu, \lambda] \lesssim \|b\|_{BMO, \rho} \). Fix the interval \( I_0 \) on which we will verify the \( B_2[\mu, \lambda] \) condition. We need stopping conditions, so let \( \mathcal{S} \) be the maximal dyadic intervals \( I \subset I_0 \)
such that one of three conditions is met:
\begin{enumerate}
  \item \( \langle \mu^{-1} \rangle_I > C \langle \mu^{-1} \rangle_{I_0} \),
  \item \( \langle \rho \rangle_I > C \langle \rho \rangle_{I_0} \), or
  \item \( \sum_{I : I \subset I_0} \hat{b}(I')^2 |I'|^{-1} > \left[ C_b \langle \rho \rangle_{I_0} \right]^2 \).
\end{enumerate}
For \( 1 \leq j \leq 3 \), let \( \mathcal{S}_j \) be those intervals \( S \in \mathcal{S} \) which meet the condition \((j)\). For the first
condition, there holds
\[
\sum_{S \in \mathcal{S}_1} \mu^{-1}(S) \leq \frac{1}{4} \mu^{-1}(I_0),
\]
and so we can recurse on those intervals. For the second condition, there holds

\[ \sum_{S \in S_2} |S| \leq \epsilon_C |I_0|, \]

by the \( A_\infty \) condition for \( \rho \). Here \( \epsilon_C \) can be made arbitrarily small. The same condition holds for \( S_3 \), but this is just the usual John-Nirenberg estimate. The weight \( \mu^{-1} \) is also \( A_\infty \), so that for \( \epsilon_C \) sufficiently small, we see that

\[ \sum_{S \in S} \mu^{-1}(S) \leq \frac{1}{2} \mu^{-1}(I_0), \]

and so we can recurse inside this collection. It remains to estimate the sum over \( I \subset I_0 \) which are not contained in a interval \( S \in S \). Calling this collection \( \mathcal{I} \), we have

\[ \int_{I_0} \sum_{I \in \mathcal{I}} \widehat{b}(I')^2 \langle \mu^{-1} \rangle_I^2 \frac{1_I(x)}{|I_0|} \lambda(x) \, dx \lesssim \langle \mu^{-1} \rangle_I^2 \rho_0 \lambda(I_0) \]

\[ \lesssim \mu^{-1}(I_0) \langle \mu^{-1} \rangle_I \mu(I_0) \lambda(I_0) \frac{1}{|I_0|^4} \lesssim \mu^{-1}(I_0). \]

Here, we have just used the stopping conditions, then used the easy bound \( \rho(I_0)^2 \leq \mu(I_0) \lambda^{-1}(I_0) \), and finally appealed to the \( A_2 \) conditions on \( \mu^{-1} \) and \( \lambda \).

3. Two Weight Inequalities for Paraproduct Operators

The ‘paraproduct’ operator with symbol function \( b \), and its dual, are defined by

\[ \Pi_b \equiv \sum_{I \in D} \widehat{b}(I) h_I \otimes \frac{1_I}{|I|}, \]

\[ \Pi_b^* \equiv \sum_{I \in D} \widehat{b}(I) \frac{1_I}{|I|} \otimes h_I. \]

Note that \( \Pi_b^* \) is the adjoint of the paraproduct on unweighted \( L^2(\mathbb{R}) \). Using the identification \( (L^2(w))^* \equiv L^2(w^{-1}) \), with pairing \( \langle f, g \rangle \) for all \( f \in L^2(w) \) and \( g \in L^2(w^{-1}) \), we can see that

The adjoint of \( \Pi_b : L^2(\mu) \to L^2(\lambda) \) is \( \Pi_b^* : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \);

The adjoint of \( \Pi_b^* : L^2(\mu) \to L^2(\lambda) \) is \( \Pi_b : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \).

The characterization of the boundedness of these operators between weighted spaces \( L^2(\mu) \) and \( L^2(\lambda) \) is as follows.

**Theorem 3.1.** Let \( \mu, \lambda \in A_2 \). Suppose that \( B_2[\mu, \lambda] \) and \( B_2[\lambda^{-1}, \mu^{-1}] \) finite. Then we have

\[ \| \Pi_b : L^2(\mu) \to L^2(\lambda) \| = \| \Pi_b^* : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \| \simeq B_2[\mu, \lambda] \]

\[ \| \Pi_b^* : L^2(\mu) \to L^2(\lambda) \| = \| \Pi_b : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \| \simeq B_2[\lambda^{-1}, \mu^{-1}]. \]

**Proof of Sufficiency in Theorem 3.1.** Before the proof, recall that for any weight \( w \in A_2 \) we have:

\[ \sum_{I \in D} |\widehat{f}(I)|^2 \frac{1}{\langle w \rangle_I} \lesssim [w]_{A_2} \| f \|_{L^2(w^{-1})}^2, \]

which can be found in [3].
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Note that since $B_2[\mu, \lambda]$ and $B_2[\lambda^{-1}, \mu^{-1}]$ are finite:

\[
\sum_{I \subseteq J} \hat{b}(I)^2 \langle \mu^{-1} \rangle_I \langle \mu^{-1} \rangle_J^2 \leq B_2[\mu, \lambda]^2 \mu^{-1}(J) \quad \forall J \in \mathcal{D}
\]

\[
\sum_{I \subseteq J} \hat{b}(I)^2 \langle \mu^{-1} \rangle_I \langle \lambda \rangle_J^2 \leq B_2[\lambda^{-1}, \mu^{-1}]^2 \lambda(J) \quad \forall J \in \mathcal{D}.
\]

These conditions will imply the certain measures are Carleson, and so we can then appeal to the Carleson Embedding Theorem to control terms directly.

We proceed by duality to analyze the operator $\Pi_b$. Note that for $f \in L^2(\mu)$ and $g \in L^2(\lambda)$ we have

\[
\| \langle \Pi_b f, g \rangle_{L^2(\lambda)} \| \leq \sum_{I \in \mathcal{D}} \left| \hat{b}(I) \langle f \rangle_I \langle g, h_I \rangle_{L^2(\lambda)} \right| = \sum_{I \in \mathcal{D}} \left| \hat{b}(I) \langle \mu^{-1} \rangle_I \mathbb{E}_I^{\mu^{-1}} (f \mu) \langle g, h_I \rangle_{L^2(\lambda)} \right|
\]

\[
= \sum_{I \in \mathcal{D}} \left| \hat{b}(I) \langle \mu^{-1} \rangle_I \langle \lambda \rangle_I^{1/2} \mathbb{E}_I^{\mu^{-1}} (f \mu) \langle g, h_I \rangle_{L^2(\lambda)} \right|
\]

\[
\leq \left( \sum_{I \in \mathcal{D}} \hat{b}(I)^2 \langle \mu^{-1} \rangle_I^2 \langle \lambda \rangle_I \mathbb{E}_I^{\mu^{-1}} (f \mu)^2 \times \sum_{I \in \mathcal{D}} \left| \frac{\hat{g}(\lambda(I))}{\langle \lambda \rangle_I} \right|^2 \right)^{1/2}
\]

\[
\leq B_2[\mu, \lambda] \| \mu f \|_{L^2(\mu)} \| g \lambda \|_{L^2(\lambda)}
\]

Here, we have used the Carleson Embedding Theorem to control the term with the averages on $f$, which is applicable by (3.4), and we have used (3.3) to handle the other term. The claimed estimate, (3.1), on the norm of $\Pi_b : L^2(\mu) \to L^2(\lambda)$ follows.

We next turn to controlling $\Pi_b^*$ and again resort to duality to estimate the norm. Indeed, we have

\[
\| \langle \Pi_b^* f, g \rangle_{L^2(\lambda)} \| \leq \sum_{I \in \mathcal{D}} \left| \hat{b}(I) \langle g \lambda \rangle_I \langle f, h_I \rangle_{L^2(\lambda)} \right| = \sum_{I \in \mathcal{D}} \left| \hat{b}(I) \langle \mu^{-1} \rangle_I \langle \lambda \rangle_I^{1/2} \mathbb{E}_I^{\lambda}(g \lambda) \right| \frac{\hat{f}(I)}{\langle \mu^{-1} \rangle_I^{1/2}}
\]

\[
\leq \left( \sum_{I \in \mathcal{D}} \hat{b}(I)^2 \langle \mu^{-1} \rangle_I^2 \langle \lambda \rangle_I \mathbb{E}_I^{\lambda}(g \lambda)^2 \times \sum_{I \in \mathcal{D}} \left| \frac{\hat{f}(I)}{\langle \mu^{-1} \rangle_I} \right|^2 \right)^{1/2}
\]

\[
\leq B_2[\lambda^{-1}, \mu^{-1}] \| f \|_{L^2(\mu)} \| g \lambda \|_{L^2(\lambda)}
\]

with the inequality following by the Carleson Embedding Theorem since we are imposing condition (3.5) and also using (3.3). Combining all these estimates, we see that (3.2) holds.

\[
\square
\]

**Proof of Necessity in Theorem 3.1.** Fix an interval $I$, and choose $f = \mu^{-1}1_I$. Then we have $\|f\|_{L^2(\mu)} = \mu^{-1}(I)^{1/2}$. Then we have:

\[
\left\| \sum_{I : I \subseteq J} \hat{b}(I) \langle \mu^{-1} \rangle_I h_I \right\|_{L^2(\lambda)} \leq \|\Pi_b f\|_{L^2(\lambda)} \leq \|\Pi_b : L^2(\mu) \to L^2(\lambda)\| \mu^{-1}(I)^{1/2},
\]

\[
\Box
\]
with the last inequality following from the assumed norm boundedness of the paraproduct. Hence, we have that:

\[ B_2[\mu, \lambda] \leq \| \Pi_b : L^2(\mu) \to L^2(\lambda) \|. \]

In light of our previous discussion about adjoints, proving the necessity for \( \Pi_b \) will address \( \Pi_b^* \) as well. Since if \( \Pi_b^* : L^2(\mu) \to L^2(\lambda) \) is bounded, then \( \Pi_b : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \) is bounded, with the same operator norm. From (3.6), we have then

\[ B_2[\lambda^{-1}, \mu^{-1}] \leq \| \Pi_b : L^2(\lambda^{-1}) \to L^2(\mu^{-1}) \| = \| \Pi_b^* : L^2(\mu) \to L^2(\lambda) \|. \]

\[ \square \]

4. Proof of Bloom’s Theorem, \( p = 2 \)

For the sufficiency, we use Petermichl’s beautiful observation that the Hilbert transform can be recovered through an appropriate average of Haar shifts. On the dyadic lattice \( \mathcal{D} \) with Haar basis \( \{ h_I \}_{I \in \mathcal{D}} \), we define \( \Pi h_I = \frac{1}{\sqrt{2}}(h_{I_+} - h_{I_-}) \), which is Petermichl’s Haar shift operator. Then, the Hilbert transform is an average of shift operators, with the average performed over the class of all dyadic grids. In particular, to prove norm inequalities for the Hilbert transform, it suffices to prove them for the Haar shift operator, which has proven to be a powerful proof technique.

The commutator with the Haar shift operator has an explicit expansion in terms of the paraproducts and \( \Pi \), see [5] for this decomposition,

\[ [b, \Pi]f = \Pi(bf) - b(\Pi f) = \Pi_b(\Pi f) + \Pi_*(\Pi f) - \Pi_b(\Pi f) + \Pi_{III}f - \Pi(\Pi f). \]

For any \( w \in A_2, \| \Pi : L^2(w) \to L^2(w) \| \lesssim [w]_{A_2}, [4]. \) Thus, for the first four terms above, we merely have to control the paraproduct term. But this is done in Theorem 3.1. Thus, we see that:

\[ \| [b, \Pi]f \|_{L^2(\lambda)} \lesssim (B_2[\lambda^{-1}, \mu^{-1}] + B_2[\mu, \lambda]) \| f \|_{L^2(\mu)} + \| \Pi_{III}f - \Pi(\Pi f) \|_{L^2(\lambda)}. \]

The last two terms in (4.1) have more cancellation than the other four terms. By direct calculation,

\[ \Pi_{III}f - \Pi(\Pi f) = \sum_{I \in \mathcal{D}} \frac{\hat{b}(I)}{|I|^2} \hat{f}(I)(h_{I_+} - h_{I_-}). \]

We then show that:

\[ \| \Pi_{III}f - \Pi(\Pi f) \|^2_{L^2(\lambda)} \lesssim \| \sum_{I \in \mathcal{D}} \frac{\hat{b}(I)}{|I|^2} \hat{f}(I)(h_{I_+} - h_{I_-}) \|^2_{L^2(\lambda)} \]

\[ \lesssim \sum_{I \in \mathcal{D}} \frac{\hat{b}(I)}{|I|^2} \hat{f}(I)(h_{I_+} - h_{I_-}) \]

\[ = \sum_{I \in \mathcal{D}} \frac{\hat{b}(I)}{|I|^2} \hat{f}(I)(h_{I_+} - h_{I_-}) = \sum_{I \in \mathcal{D}} \frac{\hat{b}(I)}{|I|^2} \hat{f}(I)(h_{I_+} - h_{I_-}). \]

Note that (3.4) and (3.5) imply that:

\[ \sup_{I \in \mathcal{D}} \frac{\hat{b}(I)^2}{|I|^2} \lesssim B_2[\lambda^{-1}, \mu^{-1}]. \]
And, so we then have:

$$\|\Pi_{III} b - \Pi b\|_{L^2(\lambda)}^2 \lesssim B_2[\lambda^{-1}, \mu^{-1}]B_2[\mu, \lambda] \sum_{I \in D} \ell(I)^2 \lesssim B_2[\lambda^{-1}, \mu^{-1}]B_2[\mu, \lambda]\|f\|_{L^2(\mu)}^2.$$ 

We now turn to the converse result. Assume that there holds

$$\|b, H\| : L^2(\mu) \mapsto L^2(\lambda) < \infty.$$ 

Using an argument of Coifman–Rochberg–Weiss, [2], we derive a new necessary condition, and show that it dominates Bloom’s condition.

Let $I$ be an interval centered at the origin, and set $S_I = 1_I \text{sgn}(b - \langle b \rangle_I)$. We have

$$|I| \cdot |\langle b - \langle b \rangle_I \rangle|_I^1 = \int_I b(x) - \langle b \rangle_I (x - y)S_I(x)1_I(y) \, dy = xS_I(x)\{[b, H](1_I(y))\}(x) - S_I(x)\{[b, H](y1_I(y))\}(x).$$

The assumed norm inequality then implies that

$$(4.2) \quad |I|^2 \int_I |b(x) - \langle b \rangle_I|^2 \lambda(x) \, dx \lesssim |I|^2 \mu(I)\|[b, H] : L^2(\mu) \mapsto L^2(\lambda)\|^2.$$ 

The assumption that $I$ is centered at the origin then allows us to dominate $|x| \lesssim |I|$. The centering is a harmless assumption, and so we deduce the necessary condition

$$(4.3) \quad \sup_I \frac{1}{\mu(I)} \int_I |b(x) - \langle b \rangle_I|^2 \lambda(x) \, dx \lesssim \|[b, H] : L^2(\mu) \mapsto L^2(\lambda)\|^2.$$ 

But $\mu \in A_2$, which implies that:

$$1 \leq \frac{\mu(I)\mu^{-1}(I)}{|I|^2} \leq [\mu]_{A_2} \quad \forall I \in D.$$ 

Hence, we see that

$$(4.4) \quad \sup_I \frac{\mu^{-1}(I)}{|I|^2} \int_I |b(x) - \langle b \rangle_I|^2 \lambda(x) \, dx \lesssim \|[b, H] : L^2(\mu) \mapsto L^2(\lambda)\|^2.$$ 

We show that (4.4) implies that $B_2[\mu, \lambda]$ is finite. As we have already shown that this is equivalent to the Bloom condition, it implies that the boundedness of the commutator implies that $b$ belongs to the Bloom BMO space. Recall that,

$$B_2[\mu, \lambda] := \sup_{K \in D} \mu^{-1}(K)^{-1/2} \left\| \sum_{I : I \subset K} \hat{b}(I)\langle \mu^{-1} \rangle_I h_I \right\|_{L^2(\lambda)}.$$ 

Fix a interval $I_0$ on which we need to verify the $B_2[\mu, \lambda]$ condition. Let $S$ be the maximal stopping intervals $S \subset I_0$ so that $\langle \mu^{-1} \rangle_S \geq 4\langle \mu^{-1} \rangle_{I_0}$. By the $A_\infty$ property of $\mu^{-1}$, it suffices
to restrict the sum above to $I \subset I_0$ with $I$ not contained in any stopping interval. But then we have
\[
\sum_{I \in \mathcal{I}} |\hat{b}(I)|^2 \langle \mu^{-1} \rangle^2_I \langle \lambda \rangle_I \lesssim \langle \mu^{-1} \rangle^2_{I_0} \sum_{I \subset I_0} \left| \hat{b}(I) \right|^2 \frac{\lambda(I)}{|I|}.
\]
\[
\lesssim \langle \mu^{-1} \rangle^2_{I_0} \int_{I_0} |b(x) - \langle b \rangle_{I_0}|^2 \lambda(x) dx
\]
\[
\lesssim \langle \mu^{-1} \rangle^2_{I_0} \frac{|I_0|^2}{\mu^{-1}(I_0)} \sup_I \frac{\mu^{-1}(I)}{|I|^2} \int_I |b - \langle b \rangle_I|^2 \lambda(x) dx
\]
\[
= \mu^{-1}(I_0) \sup_I \frac{\mu^{-1}(I)}{|I|^2} \int_I |b - \langle b \rangle_I|^2 \lambda(x) dx.
\]
Therefore, $B_2[\mu, \lambda]$ is bounded by $\| [b, H] : L^2(\mu) \mapsto L^2(\lambda) \|$ and so $b \in BMO_\rho$, and the proof is complete.
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