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Abstract

Given a partial action $\alpha$ of a groupoid $G$ on a ring $R$, we study the associated partial skew groupoid ring $R \rtimes_{\alpha} G$, which carries a natural $G$-grading. We show that there is a one-to-one correspondence between the $G$-invariant ideals of $R$ and the graded ideals of the $G$-graded ring $R \rtimes_{\alpha} G$. We provide sufficient conditions for primeness, and necessary and sufficient conditions for simplicity of $R \rtimes_{\alpha} G$. We show that every ideal of $R \rtimes_{\alpha} G$ is graded if, and only if, $\alpha$ has the residual intersection property. Furthermore, if $\alpha$ is induced by a topological partial action $\theta$, then we prove that minimality of $\theta$ is equivalent to $G$-simplicity of $R$, topological transitivity of $\theta$ is equivalent to $G$-primeness of $R$, and topological freeness of $\theta$ on every closed invariant subset of the underlying topological space is equivalent to $\alpha$ having the residual intersection property. As an application, we characterize Condition (K) for an ultragraph in terms of topological properties of the associated partial action and in terms of algebraic properties of the associated ultragraph algebra.
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1 Introduction

Partial actions and their associated structures arose in the study of $C^*$-algebras as a way to realize important classes of $C^*$-algebras as partial crossed products (see [24]). In
2005, the study of algebraic partial actions of groups, and their associated partial skew group rings, was formalized (see [20]). Since then, the applications and generalizations of the theory have increased steadily. We will mention a few examples. In [30], Leavitt path algebras were realized as partial skew group rings and in [21] cohomology of partial actions was developed. Topological dynamics associated with partial skew group rings were described in [29], with (global) skew category algebras in [12, 45], with $C^*$-dynamical systems in [28], and with skew inverse semigroup rings in [4]. A comprehensive overview of the evolution of the research area was given in [19].

Among the generalizations of partial skew group rings, we distinguish two: Partial skew inverse semigroup rings and partial skew groupoid rings. The former was introduced in [10] and the latter in [3]. The key difference between the two constructions is that when defining a partial skew inverse semigroup ring a certain quotient is taken, to get rid of so-called redundancies (see [4]). This quotient, although necessary to realize known algebras as partial skew inverse semigroup rings, brings an extra layer of complexity to the study of partial skew inverse semigroup rings. In contrast, the definition of a partial skew groupoid ring does not require such a quotient (see Definition 2.6 below). Note that every partial skew groupoid ring appearing in this paper can in fact be realized as a partial skew inverse semigroup ring (see Remark 3.3).

Although the aforementioned quotient used in the definition of partial skew inverse semigroups is not present in the definition of partial skew groupoid rings, many important algebras, such as e.g. Leavitt path algebras (see [33]), can still be realized as partial skew groupoid rings. Furthermore, there is a growing interest in the dynamics of groupoid partial actions. In the recent paper [26], a purely dynamical study of groupoid partial actions was conducted, without mentioning any interplay with the associated partial skew groupoid rings. In the case of discrete groupoids, the definition of a (topological) groupoid partial action in [26] becomes a particular case of Definition 2.1.

Every partial skew groupoid ring $R \rtimes_{\alpha} G$ carries a natural $G$-grading, and we will make use of this insight. We mention a few examples of the importance of gradings in the study of rings: Hazrat’s talented monoid conjecture for Leavitt path algebras states that the talented monoid of a Leavitt path algebra is a complete invariant for graded Morita equivalence of the algebras (see [35, 34, 18]). The ideals, and graded ideals, of algebras associated with combinatorial structures, were studied in [22] and [51]. Graded ideals are also in close connection with the representation theory of the algebra (see [52]).

Next, we describe our goals and give an outline of the paper.

In Section 2 we recall key definitions and the connection between groupoid fibred actions and global groupoid actions on sets, which was established in Proposition 4.1 of [27]. We also ensure that the partial skew groupoid rings that we will be working with are indeed associative rings (see Remark 2.7).

In Section 3 we study the algebraic structure of partial skew groupoid rings and pursue two goals. The first goal is to reach a better understanding of the (graded) ideal structure of partial skew groupoid rings. To that end, we show that there is a one-to-one correspondence between $G$-graded ideals of $R \rtimes_{\alpha} G$ and $G$-invariant ideals of $R$ (see Theorem 3.11). We also show that every ideal of $R \rtimes_{\alpha} G$ is $G$-graded if, and only if, $\alpha$ has the residual intersection property (see Theorem 3.22). It is worth pointing out that the aforementioned result is new even for partial skew group rings. Nevertheless, a similar
result has been proved in the context of partial actions of groups on $C^*$-algebras (see [28]).

The second goal is to describe primeness and simplicity for partial skew groupoid rings. We show that, if the action $\alpha$ has the intersection property, then the partial skew groupoid ring $R \rtimes_\alpha G$ is prime if, and only if, the ring $R$ is $G$-prime (see Theorem 3.29 (ii)). Furthermore, we show that $R \rtimes_\alpha G$ is simple if, and only if, $R$ is $G$-simple and $\alpha$ has the intersection property (see Theorem 3.29 (iii)), thereby generalizing [29] and exemplifying [46].

In Section 4, we show that any partial action of a groupoid on a torsion-free, unital, commutative algebra generated by its idempotents, actually corresponds to a partial action of the same groupoid on the ring of locally constant functions with compact support over a Stone space (see Proposition 4.2). Therefore, given an algebraic groupoid partial action as above, we can use our results of Section 3 and topological results of Section 5 to characterize the primeness, the simplicity and the graded ideals of the partial skew groupoid ring associated to it.

In Section 6, we turn our focus to partial skew groupoid rings associated with (groupoid) topological dynamical systems, and study how properties of the dynamical system are reflected in the associated partial skew groupoid ring. To be precise, we start out with a field $K$ and a topological partial action $\theta$ of a groupoid $G$ on a zero-dimensional, locally compact, Hausdorff space $X$, and consider the associated partial skew groupoid ring $\mathcal{L}_c(X,K) \rtimes_\alpha G$. We show e.g. that every ideal of $\mathcal{L}_c(X,K) \rtimes_\alpha G$ is $G$-graded if, and only if, the partial action $\theta$ of $G$ on $X$ is topologically free on every closed invariant subset of $X$, which occurs if, and only if, the associated transformation groupoid $G \rtimes_\theta X$ is strongly effective (see Theorem 5.17). We point out that the dynamical properties appearing in Theorem 5.17 have analogues in the literature on Steinberg algebras (see e.g. [9, 16, 49]).

In Section 6, we apply our results to ultragraphs and their associated algebras. Using the characterization of an ultragraph Leavitt path algebra as a partial skew group ring associated with a certain topological partial action (see [7, 13, 36]), we show that given a field $K$ and an ultragraph $\mathcal{G}$ with associated tight spectrum $T$, one has e.g. that $\mathcal{G}$ satisfies Condition (K) if, and only if, every ideal of $\mathcal{L}_c(T,K) \rtimes_\alpha F$ is $\mathbb{Z}$-graded (see Theorem 6.28). We point out that some of the equivalences appearing in Theorem 6.28 are already known in the context of Leavitt path algebras of ultragraphs, but that several of them are new even in the context of Leavitt path algebras of graphs.

2 Preliminaries

In this section, we recall some basic facts on groupoids and their partial actions on sets and rings. We refer the reader to [3] and [27] for more details.

2.1 Groupoids

By a groupoid we shall mean a small category $G$ in which every morphism is invertible. Each object of $G$ will be identified with its corresponding identity morphism, allowing us to view $G_0$, the set of objects of $G$, as a subset of the set of morphisms of $G$. The set of morphisms of $G$ will simply be denoted by $G$. This means that $G_0 := \{gg^{-1} : g \in G\} \subseteq G$. 3
The range and source maps \( r, s : G \to G_0 \), indicate the range (codomain) respectively source (domain) of each morphism of \( G \). By abuse of notation, the set of composable pairs of \( G \) is denoted by \( G^2 := \{(g, h) \in G \times G : s(g) = r(h)\} \). For each \( e \in G_0 \), we denote the corresponding isotropy group by \( G^e := \{g \in G : s(g) = r(g) = e\} \).

### 2.2 Partial actions of groupoids

Partial actions of (ordered) groupoids on sets and rings were first introduced in \([27]\) and \([2]\), respectively. Below we recall those definitions.

**Definition 2.1.** A partial action of a groupoid \( G \) on a set \( X \) is a family of pairs \( \alpha = (X_g, \alpha_g)_{g \in G} \), where \( X_g \) is a subset of \( X \) and \( \alpha_g : X_{g^{-1}} \to X_g \) is a bijection, for all \( g \in G \), that satisfy the following:

(i) \( X_g \subseteq X_{r(g)} \), for all \( g \in G \),

(ii) \( \alpha_e = \text{id}_{X_e} \), for all \( e \in G_0 \),

(iii) \( \alpha^{-1}_h(X_{g^{-1}} \cap X_h) \subseteq X_{(gh)^{-1}} \), whenever \( (g, h) \in G^2 \),

(iv) \( \alpha_g(\alpha_h(x)) = \alpha_{gh}(x) \), for all \( x \in \alpha^{-1}_h(X_{g^{-1}} \cap X_h) \) and \( (g, h) \in G^2 \).

We say that \( \alpha \) is global if \( \alpha_g \circ \alpha_h = \alpha_{gh} \) for all \( (g, h) \in G^2 \). Similarly to \([3]\) Lemma 1.1 (i)], \( \alpha \) is global if and only if \( X_g = X_{r(g)} \) for all \( g \in G \).

**Definition 2.2.** A topological partial action of a groupoid \( G \) on a topological space \( X \) is a partial action \( \alpha = (X_g, \alpha_g)_{g \in G} \) of \( G \) on the set \( X \), such that \( X_g \) is an open subset of \( X \) and \( \alpha_g : X_{g^{-1}} \to X_g \) is a homeomorphism, for all \( g \in G \).

**Definition 2.3.** Let \( \alpha = (X_g, \alpha_g)_{g \in G} \) be a partial action of a groupoid \( G \) on a set \( X \). A subset \( M \) of \( X \) is said to be \( G \)-invariant if \( \alpha_g(X_{g^{-1}} \cap M) \subseteq M \), for all \( g \in G \).

In the literature, there is a more restrictive notion of global groupoid action in which the groupoid acts on a fibred set (see e.g. \([10]\)). We recall the definition.

**Definition 2.4.** A groupoid fibred action is a 4-tuple \( (G, \rho, \theta, X) \) consisting of a groupoid \( G \), a set \( X \), a surjective map \( \rho : X \to G_0 \) (called the anchor or moment map) and a map \( \theta : G \ltimes X \to X \), \( (g, x) \mapsto \theta_g(x) := g \cdot \theta x \), where \( G \ltimes X = \{(g, x) : s(g) = \rho(x)\} \) is the pullback, that satisfy the following axioms:

(i) \( \rho(x) \cdot \theta x = x \), for all \( x \in X \),

(ii) if \( (g, h) \in G^2 \) and \( (h, x) \in G \ltimes X \), then \( (g, h \cdot \theta x) \in G \ltimes X \),

(iii) \( (gh) \cdot \theta x = g \cdot \theta (h \cdot \theta x) \), for all \( (g, h) \in G^2 \) and \( (h, x) \in G \ltimes X \).

An action of a topological groupoid on a topological space is an action \( (G, \rho, \theta, X) \), where \( G \) is a topological groupoid, \( X \) is a Hausdorff space, and the maps \( \rho, \theta \) are continuous.

For the convenience of the reader, we present a proof from \([27]\) Proposition 4.1], which relates global actions to fibred actions.
Proposition 2.5. Let $G$ be a groupoid and let $X$ be a set. The fibred actions of $G$ on $X$ are in one-to-one correspondence with the global actions of $G$ on $X$ satisfying $X = \bigcup_{e \in G_0} X_e$.

Proof. Let $(G, \rho, \theta, X)$ be a groupoid fibred action. For each $g \in G$, define $X_g := \rho^{-1}(r(g))$ and $\alpha_g : X_g^{-1} \to X_g$ by $\alpha_g(x) := g \cdot y x$, for all $x \in X_g^{-1}$. Notice that $x \in X_g^{-1}$ implies that $\rho(x) = s(g)$ and thus $(g, x) \in G \times X$. Hence, $\alpha_g$ is well-defined. We also have that

$$X = \rho^{-1}(G_0) = \bigcup_{e \in G_0} \rho^{-1}([e]) = \bigcup_{e \in G_0} X_e.$$

It is straightforward to verify that $\alpha = (X_g, \alpha_g)_{g \in G}$ is a global action of $G$ on $X$.

Now, let $\alpha = (X_g, \alpha_g)_{g \in G}$ be a global action of $G$ on $X$ satisfying $X = \bigcup_{e \in G_0} X_e$. Define the anchor map $\rho : X \to G_0$ by $\rho(x) := e$ whenever $x \in X_e$. Since $\rho(X_e) = e$ for all $e \in G_0$, it follows that $\rho$ is surjective. Define $\theta : G \times X \to X$ by $g \cdot y x := \alpha_g(x)$, for all $(g, x) \in G \times X$. It is straightforward to verify that $(G, \rho, \theta, X)$ is a fibred action.

Clearly, the two procedures outlined above are mutually inverse. \ 

In [26], topological dynamics of (global) actions of topological groupoids on topological spaces was studied. In this paper, we aim to study topological dynamics of partial actions of discrete groupoids on topological spaces.

Definition 2.6. A partial action of a groupoid $G$ on a ring $R$ is a partial action $\alpha = (D_g, \alpha_g)_{g \in G}$ of $G$ on the set $R$, such that $D_{r(g)}$ is an ideal of $R$, $D_g$ is an ideal of $D_{r(g)}$, and $\alpha_g : D_g^{-1} \to D_g$ is a ring isomorphism, for all $g \in G$. Given a partial action $\alpha$ of a groupoid $G$ on a ring $R$ one may define the partial skew groupoid ring $R \rtimes_{\alpha} G$ as the set of all formal sums $\sum_{g \in G} a_g \delta_g$, where $a_g \in D_g$ is zero for all but finitely many $g \in G$ and $\delta_g$ is a symbol. Addition on $R \rtimes_{\alpha} G$ is defined in the natural way and multiplication is given by the rule

$$a_g \delta_g \cdot b_h \delta_h := \begin{cases} \alpha_g(a_g^{-1} b_h) \delta_{gh}, & \text{if } (g, h) \in G^2, \\ 0, & \text{otherwise}. \end{cases}$$

Remark 2.7. Let $\alpha = (D_g, \alpha_g)_{g \in G}$ be a partial action of a groupoid $G$ on a ring $R$.

(a) Recall that a ring $T$ is said to be $s$-unital if $t \in tT \cap Tt$ for every $t \in T$. One can show that for any finite subset $F$ of an $s$-unital ring $T$, there is some $u \in T$ such that $uf = fu = f$ for every $f \in F$ (see [43 Proposition 2.10]). In that case, the element $u$ will be referred to as an $s$-unit for the set $F$.

(b) In general, the partial skew groupoid ring $R \rtimes_{\alpha} G$ need not be associative (not even for partial actions of groups). By [2] Proposition 3.1], if $D_g$ is $(\mathcal{L}, \mathcal{R})$-associative for every $g \in G$, then $R \rtimes_{\alpha} G$ is associative. If $D_g$ is idempotent, then [20 Proposition 2.5] implies that $D_g$ is $(\mathcal{L}, \mathcal{R})$-associative. In particular, if $D_g$ is $s$-unital for every $g \in G$, then $D_g$ is $(\mathcal{L}, \mathcal{R})$-associative and consequently $R \rtimes_{\alpha} G$ is associative.

(c) Suppose that $D_e$ is a unital ring, for all $e \in G_0$. Then, there exists a central idempotent $1_e \in R$ such that $D_e = 1_e R$. Moreover, if $G_0$ is finite, then [2] Proposition 3.3] implies that $R \rtimes_{\alpha} G$ is unital with multiplicative identity element $\sum_{e \in G_0} 1_e \delta_e$. 

5
2.3 The $G$-grading on $R \rtimes_\alpha G$

Any partial skew groupoid ring $S := R \rtimes_\alpha G$ is, in a natural way, graded by the groupoid $G$. Indeed, we may endow it with a $G$-grading by putting $S_g := D_g \delta_g$, for every $g \in G$. With that choice of homogeneous components, one easily verifies that $S = \bigoplus_{g \in G} S_g$, and that $S_g S_h \subseteq S_{gh}$ if $(g, h) \in G^2$, and $S_g S_h = \{0\}$ otherwise. If $I$ is an ideal of the $G$-graded ring $R \rtimes_\alpha G$, then $I$ is said to be a graded ideal (or $G$-graded ideal) if $I = \bigoplus_{g \in G} (I \cap D_g \delta_g)$.

The support of an element $s = \sum_{g \in G} a_g \delta_g \in R \rtimes_\alpha G$ will be denoted by $\text{Supp}(s)$ and is defined as the finite set $\{g \in G : a_g \neq 0\}$. Note that $s = \sum_{g \in \text{Supp}(s)} a_g \delta_g$.

3 The ideal structure of partial skew groupoid rings

Throughout this section, unless stated otherwise, $R$ will denote an arbitrary associative ring, $G$ will denote an arbitrary groupoid and $\alpha = (D_g, \alpha_g)_{g \in G}$ will be an arbitrary partial action of $G$ on $R$, such that $D_g$ is $s$-unital for every $g \in G$. Moreover, we will assume that $R = \bigoplus_{e \in G_0} D_e$.

Remark 3.1. Note that, by our assumptions, $R$ is clearly $s$-unital. Using that fact, it easily follows that the partial skew groupoid ring $R \rtimes_\alpha G$ is $s$-unital.

We begin by establishing a couple of auxiliary results, which will be useful later on.

Lemma 3.2. $D_g$ is an ideal of $R$, for all $g \in G$.

Proof. Take $g \in G$, $x \in D_g$ and $y \in R$. Choose an $s$-unit $u \in D_{r(g)}$ for $x$. Using that $D_g$ is an ideal of $D_{r(g)}$, and that $D_{r(g)}$ is an ideal of $R$, we note that $xy = (xu)y = x(uy) \in D_g D_{r(g)} \subseteq D_g$. Similarly, $yx \in D_g$. \hfill $\square$

Remark 3.3. Every partial skew groupoid ring $R \rtimes_\alpha G$ appearing in this paper can in fact be realized as a partial skew inverse semigroup ring. Indeed, suppose that $\alpha = (D_g, \alpha_g)_{g \in G}$ is a partial action of $G$ on $R$. Let $S := G \cup \{z\}$ be the inverse semigroup induced by $G$ (cf. [34, p.19]). Define $D'_g := D_g$, for every $g \in G$, and $D'_0 := \{0\}$. Moreover, define $\alpha'_g := \alpha_g$, for every $g \in G$, and $\alpha'_z := \text{id}_{D'_z}$. It is not difficult to verify that $\alpha' := (D'_g, \alpha'_g)_{s \in S}$ is a partial action of $S$ on $R$, and that $R \rtimes_\alpha G$ is isomorphic to the partial skew inverse semigroup ring $R \rtimes_{\alpha'} S$.

Let $A := \bigoplus_{e \in G_0} D_e \delta_e \subseteq R \rtimes_\alpha G$. We now define a “projection” $P_0 : R \rtimes_\alpha G \to R$ by

$$P_0 \left( \sum_{g \in G} a_g \delta_g \right) := \sum_{e \in G_0} a_e,$$

and an inclusion $\psi : R \to A$ by

$$\psi \left( \sum_{e \in G_0} a_e \right) := \sum_{e \in G_0} a_e \delta_e.$$

Remark 3.4. Note that, in general $P_0$ is not a ring homomorphism.
Lemma 3.5. Let $A$ be as above, and let $I$ be an ideal of $R \rtimes_{\alpha} G$. The following assertions hold:

(i) $A$ is a subring of $R \rtimes_{\alpha} G$ and the map $\psi : R \to A$ is a ring isomorphism. In particular, $R$ is commutative if, and only if, $A$ is commutative.

(ii) If $\sum_{e \in G_0} a_{e} \delta_{e} \in I \cap A$, then $a_{f} \delta_{f} \in I \cap A$, for all $f \in G_0$.

(iii) If $a \in A$ and $b \in R \rtimes_{\alpha} G$, then $P_0(ab) = P_0(a)P_0(b)$ and $P_0(ba) = P_0(b)P_0(a)$. In particular, $P_0|_A : A \to R$ is a ring isomorphism whose inverse is $\psi$, defined in [2].

(iv) The map $E : R \rtimes_{\alpha} G \to A$, defined by $E := \psi \circ P_0$, is an $A$–$A$-bimodule map, in the sense that it is additive and satisfies $E(a) = a$, $E(ab) = aE(b)$ and $E(ba) = E(b)a$, for all $a \in A$ and $b \in R \rtimes_{\alpha} G$.

(v) $P_0(I) = P_0\left(I \cap \bigoplus_{e \in G_0} (D_e \rtimes_{\alpha^e} G^e_e)\right)$, where $\alpha^e := (D_h, \alpha_h)_{h \in G^e_e}$ is the partial action of the isotropy group $G^e_e$ on $D_e$.

Proof. The proof of (i) is straightforward. For (ii), suppose that $\sum_{e \in G_0} a_{e} \delta_{e} \in I \cap A$. Take $f \in G_0$ and choose $u_f \in D_f$ to be an $s$-unit for $\alpha_f(a_f)$. Notice that

$$a_{f} \delta_{f} = a_{f}(a_{f}(a_{f})u_{f}) \delta_{f} = \left(\sum_{e \in G_0} a_{e} \delta_{e}\right) u_{f} \delta_{f} \in I \cap A.$$ 

For (iii), take $a = \sum_{e \in G_0} a_{e} \delta_{e} \in A$ and $b = \sum_{g \in G} b_{g} \delta_{g} \in R \rtimes_{\alpha} G$. Observe that

$$P_0(ab) = P_0\left(\sum_{g \in G} \alpha_{r(g)}(\alpha_{r(g)}(a_{r(g)})b_{g}) \delta_{r(g)g}\right) = \sum_{e \in G_0} a_{e} b_{e} = P_0(a)P_0(b).$$

Similarly, $P_0(ba) = P_0(b)P_0(a)$. The second part of (iii) is straightforward. The proof of (iv) is straightforward, using (iii) and the definitions of $P_0$ and $\psi$. Finally, for (v), we take $a = \sum_{g \in G} a_{g} \delta_{g} \in I$ and put $v := P_0(a)$. Take $e \in G_0$, put $F_e := G_e^e \cap \text{Supp}(a)$ and $F_0 := G_0 \cap \text{Supp}(a)$, and let $u_e \in D_e$ be an $s$-unit for $a_g$ and $\alpha_{g^{-1}}(a_g)$, for all $g \in F_e$. Define $y_e := (u_e \delta_e)a(u_e \delta_e)$ and notice that

$$y_e = (u_e \delta_e) \left(\sum_{g \in G \atop s(g) = e} \alpha_{g}(\alpha_{g^{-1}}(a_g)u_e) \delta_{g}\right) = (u_e \delta_e) \left(\sum_{g \in G_e} a_{g} \delta_{g} + \sum_{g \in G \atop s(g) = e \atop r(g) \neq e} \alpha_{g}(\alpha_{g^{-1}}(a_g)u_e) \delta_{g}\right)$$

$$= \sum_{g \in F_e} u_e a_g \delta_{g} + 0 = \sum_{g \in F_e} a_g \delta_{g} \in I \cap (D_e \rtimes_{\alpha^e} G^e_e).$$

Hence $y := \sum_{e \in F_0} y_e \in I \cap \bigoplus_{e \in G_0} (D_e \rtimes_{\alpha^e} G^e_e)$ satisfies $P_0(y) = \sum_{e \in F_0} a_e = P_0(a) = v$. Consequently, $v \in P_0\left(I \cap \bigoplus_{e \in G_0} (D_e \rtimes_{\alpha^e} G^e_e)\right)$. The reverse inclusion is trivial. 

\[ \Box \]
3.1 G-invariant ideals of R versus G-graded ideals of R $\rtimes_\alpha G$

In this section, we describe a correspondence between $G$-invariant ideals of the ring $R$ and graded ideals of $R \rtimes_\alpha G.$ The proof of the next result is partially inspired by the proof of [29] Theorem 2.3.

**Lemma 3.6.** If $I$ is an ideal of $R \rtimes_\alpha G$, then $P_0(I)$ is a $G$-invariant ideal of $R$.

**Proof.** Suppose that $I$ is an ideal of $R \rtimes_\alpha G$. Take $a \in I$, $r \in R$, and consider $c := P_0(a) \in P_0(I)$. Notice that $\psi(r)a \in I$ and $a\psi(r) \in I$, where $\psi$ is the map defined in (2).

By Lemma 3.3 (iii), we have that $cr = P_0(a)P_0(\psi(r)) = P_0(a\psi(r)) \in P_0(I)$. Similarly, $rc \in P_0(I)$. Thus, $P_0(I)$ is an ideal of $R$.

Now, take $t \in G$ and $d_t \in P_0(I) \cap D_t$. Then, there is an element $b := \sum_{g \in G} b_g \delta_g \in I$ such that $P_0(b) = d_t \in D_t \subseteq D_{r(t)}$ and $b = d_t \delta_{r(t)} + \sum_{g \notin G} b_g \delta_g$. Let $u \in D_t$ be an $s$-unit for $d_t$. Consider the element $y := (\alpha_{t-1}(u)\delta_{t-1})b(u\delta_t) \in I$. Observe that if $g \in \text{Supp}(b)$, then $t^{-1}gt \in G_0$ if, and only if, $g = tt^{-1} = r(t)$. Therefore,

$$\alpha_{t-1}(u)\delta_{t-1}d_t\delta_{r(t)}u\delta_t = \alpha_{t-1}(u)\delta_{t-1}d_t\delta_t = \alpha_{t-1}(\alpha_{t-1}(u))(d_t)\delta_{t-1}t = \alpha_{t-1}(d_t)\delta_{s(t)}(3)$$

We now conclude that $\alpha_{t^{-1}}(d_t) = P_0(\alpha_{t^{-1}}(u)\delta_{t^{-1}}(d_t)\delta_{r(t)}u\delta_t) = P_0(y) \in P_0(I)$ and hence $P_0(I)$ is $G$-invariant. \hfill $\square$

**Lemma 3.7.** If $I$ is an ideal of $R \rtimes_\alpha G$, then $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$ is a $G$-invariant ideal of $R$.

**Proof.** Suppose that $I$ is an ideal of $R \rtimes_\alpha G$. Using the same arguments as in the proof of Lemma 3.6 it is easy to verify that $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$ is an ideal of $R$. Take $t \in G$ and $d_t \in P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) \cap D_t$. Then, there is an element $b \in I \cap \bigoplus_{e \in G_0} D_e \delta_e$ such that $P_0(b) = d_t \in D_t \subseteq D_{r(t)}$ and $b = d_t \delta_{r(t)}$. Let $u \in D_t$ be an $s$-unit for $d_t$. Consider the element $y := \alpha_{t^{-1}}(u)\delta_{t^{-1}}b(u\delta_t) \in I$. Similarly to (3), $y = \alpha_{t^{-1}}(d_t)\delta_{s(t)} \in \bigoplus_{e \in G_0} D_e \delta_e.$ Thus, $\alpha_{t^{-1}}(d_t) = P_0(y) \in P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$ and hence $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$ is $G$-invariant. \hfill $\square$

We define the map $\Phi : \{\text{Ideals of } R \rtimes_\alpha G\} \to \{G\text{-invariant ideals of } R\}$ by

$$\Phi(I) := P_0 \left( I \cap \bigoplus_{e \in G_0} D_e \delta_e \right). \tag{4}$$

Notice that, by Lemma 3.7, $\Phi$ is well-defined.

**Remark 3.8.** Let $J$ be a $G$-invariant ideal of $R$. One can show that $\alpha_g(D_{g^{-1}} \cap J) = D_g \cap J$, for all $g \in G$. Thus, we may define a partial action $\alpha^J := (J \cap D_g, \alpha^J_g)_{g \in G}$ of $G$ on $J$, where $\alpha^J_g : J \cap D^{-1}_{g^{-1}} \to J \cap D_g$, for all $g \in G$. Note that there is a natural injection of rings $\iota : J \rtimes_{\alpha^J} G \to R \rtimes_{\alpha} G$. We will often suppress the use of $\iota$ and simply identify $\iota(J \rtimes_{\alpha^J} G)$ with $J \rtimes_{\alpha^J} G$.

**Proposition 3.9.** The following assertions hold:

(i) If $J$ is a $G$-invariant ideal of $R$, then $J \rtimes_{\alpha^J} G$ is a $G$-graded ideal of $R \rtimes_{\alpha} G$.

(ii) If $I$ is a $G$-graded ideal of $R \rtimes_{\alpha} G$, then $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) = P_0(I)$.
Proof. Suppose that \( J \) is a \( G \)-invariant ideal of \( R \) and that \( I \) is a \( G \)-graded ideal of \( R \times_\alpha G \).

(i) By definition, \( J \times_\alpha G = \bigoplus_{g \in G} (J \cap D_g) \delta_g \). It is not difficult to verify that \( J \times_\alpha G \) is an ideal of \( R \times_\alpha G \), and clearly \((J \cap D_g) \delta_g = (J \times_\alpha G) \cap D_g \delta_g \), for all \( g \in G \). Hence, \( J \times_\alpha G \) is a \( G \)-graded ideal of \( R \times_\alpha G \).

(ii) Take \( a \in P_0(I) \) and choose \( x := \sum_{t \in G} x_t \delta_t \in I \) such that \( P_0(x) = \sum_{e \in G_0} x_e = a \). Note that \( \sum_{t \in G} x_t \delta_t \in I \cap \bigoplus_{e \in G_0} D_e \delta_e \), because \( I \) is \( G \)-graded. Therefore, \( a = P_0(\sum_{e \in G_0} x_e \delta_e) \in P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) \). The other inclusion is trivial. \( \square \)

**Proposition 3.10.** Let \( I \) be an ideal of \( S := R \times_\alpha G \), and write \( J := P_0(I) \), \( I_0 := I \cap \bigoplus_{e \in G_0} D_e \delta_e \) and \( J_0 := P_0(I_0) \). The following assertions hold:

(i) \( I \subseteq J \times_\alpha G \).

(ii) If \( b_t \delta_t \in J_0 \times_{\alpha \cdot t} G \) for some \( t \in G \) and \( b_t \in D_t \cap J_0 \), then \( b_t \delta_t \cdot t \in I_0 \).

(iii) \( J_0 \times_{\alpha \cdot t} G \subseteq I \).

(iv) \( J_0 \times_{\alpha \cdot t} G = S I_0 S \).

Proof. Notice that, by Lemma 3.6 and Lemma 3.7 both \( J \) and \( J_0 \) are \( G \)-invariant ideals of \( R \). Thus, \( J \times_\alpha G \) and \( J_0 \times_{\alpha \cdot t} G \) are well-defined.

(i) Let \( a = \sum_{g \in G} a_g \delta_g \in I \). Take \( t \in G \) and let \( u_t \in D_t \) be an \( s \)-unit for \( a_t \). Consider the element \( y := a(\alpha_t^{-1}(u_t) \delta_t^{-1}) \in I \), and observe that

\[
y := \sum_{g \in G} \alpha_g(a \circ_{g^{-1}}(a)(\alpha^{-1}(u_t))) \delta_e.
\]

Thus, \( P_0(y) = \alpha_t(\alpha_t^{-1}(a_t) \alpha_t^{-1}(u_t)) = \alpha_t(\alpha_t^{-1}(a_t u_t)) = a_t \in J \cap D_t \). We conclude that \( a \in \bigoplus_{g \in G} (J \cap D_t) \delta_t = J \times_\alpha G \).

(ii) Suppose that \( b_t \delta_t \in J_0 \times_{\alpha \cdot t} G \). Then, \( b_t \in D_t \cap J_0 = D_t \cap P_0(I_0) \subseteq D_{r(t)} \cap P_0(I_0) \). Therefore, there is an element \( a = \sum_{e \in G_0} a_e \delta_e \in I_0 \) such that \( P_0(a) = \sum_{e \in G_0} a_e = b_t \in D_{r(t)} \cap I_0 \). Notice that \( b_t - a_t = \sum_{e \in G_0} a_e \delta_e \in D_{r(t)} \cap I_0 \subseteq I \). Thus, \( a = b_t \delta_t \).

(iii) By Proposition 3.9 (i), \( J_0 \times_{\alpha \cdot t} G \) is a \( G \)-graded ideal of \( R \times_\alpha G \). Take \( t \in G \) and let \( b_t \delta_t \in J_0 \times_{\alpha \cdot t} G \). By (ii) we get that, \( b_t \delta_t \cdot t \in I_0 \subseteq I \). Let \( v \in D_t \) be an \( s \)-unit for \( b_t \). Then, \( b_t \delta_t = (b_t \delta_t \cdot t)(v \delta_t) \in I \).

(iv) Take \( u := \sum_{g \in G} a_g \delta_g \in S \), \( v := \sum_{h \in G} e \delta_h \in S \) and \( x := \sum_{e \in G} b_e \delta_e \in I_0 \). Since \( I \) is an ideal of \( S \), it follows from Lemma 3.7 (ii) that \( b_f \in J_0 \), for all \( f \in G_0 \). Notice that

\[
xuv = \left( \sum_{g \in G} a_g \delta_g \right) \left( \sum_{e \in G_0} b_e \delta_e \right) \left( \sum_{h \in G} c_h \delta_h \right) = \sum_{e \in G_0} \alpha_g(a \circ_{g^{-1}}(a)(\alpha^{-1}(u_t))) \delta_e.
\]

Using that \( J_0 \) is a \( G \)-invariant ideal of \( R \), we get that \( uvw \in \bigoplus_{g \in G} (J_0 \cap D_g) \delta_g = J_0 \times_{\alpha \cdot t} G \). This shows that \( S I_0 S \subseteq J_0 \times_{\alpha \cdot t} G \).

Conversely, by Lemma 3.7 and Proposition 3.9 (i), \( J_0 \times_{\alpha \cdot t} G \) is a \( G \)-graded ideal of \( S \). Let \( d_g \delta_g \in J_0 \times_{\alpha \cdot t} G \). Then, by (ii), \( d_g \delta_{r(g)} \in I_0 \). Let \( u_g \in D_g \) be an \( s \)-unit for \( d_g \). A short calculation now reveals that \( d_g \delta_g = (u_g \delta_{r(g)}) (d_g \delta_{r(g)}) (u_g \delta_g) \in S I_0 S \). \( \square \)
Now, consider the map $\Psi: \{G\text{-invariant ideals of } R\} \to \{G\text{-graded ideals of } R \rtimes_\alpha G\}$ defined by $\Psi(J) := J \rtimes_\alpha, G$. By Proposition 3.9 (i), $\Psi$ is well-defined. Also, consider the restriction $\Phi_{gr}: \{G\text{-graded ideals of } R \rtimes_\alpha G\} \to \{G\text{-invariant ideals of } R\}$ of the map $\Phi$ defined in [4]. Notice that, by Proposition 3.9 (ii), $\Phi_{gr}(I) = P_0(I)$.

We will now show that the above map $\Psi$ is in fact a bijection. The corresponding result for partial actions of groups was proved in [39] Theorem 4.7, Proposition 12.2.

**Theorem 3.11.** Let $R$ be a ring, let $G$ be a groupoid and let $\alpha = (\alpha, D_g)_{g \in G}$ be a partial action of $G$ on $R$, such that $D_g$ is $s$-unital for every $g \in G$, and $R = \bigoplus_{e \in G_0} D_e$. Then $\Psi$ is a bijection whose inverse is $\Phi_{gr}$ defined above. In particular, there is a one-to-one correspondence between $G$-graded ideals of $R \rtimes_\alpha G$ and $G$-invariant ideals of $R$.

**Proof.** Let $J$ be a $G$-invariant ideal of $R$. By Proposition 3.9 (i) and (ii),

$$J = P_0 \left( (J \rtimes_\alpha, G) \cap \bigoplus_{e \in G_0} D_e \delta_e \right) = P_0(J \rtimes_\alpha, G) = P_0(\Psi(J)) = \Phi_{gr}(\Psi(J)).$$

Now, let $I$ be a $G$-graded ideal of $R \rtimes_\alpha G$, and write $J := P_0(I)$, $I_0 := I \cap \bigoplus_{e \in G_0} D_e \delta_e$ and $J_0 := P_0(I_0)$. Notice that, by Proposition 3.9 (ii), $J = J_0$. By Proposition 3.10 (i) and (iii), we get that $I = J \rtimes_\alpha, G = \Psi(P_0(I)) = \Psi(\Phi_{gr}(J))$. This shows that $\Psi$ and $\Phi_{gr}$ are mutual inverses.

### 3.2 The residual intersection property

In order to characterize graded ideals in partial skew groupoid rings, we introduce the notion of a residual intersection property. To that end, we first need to define partial actions on quotient rings.

**Remark 3.12.** Suppose that $J$ is a $G$-invariant ideal of $R$. Notice that $J$ is not necessarily contained in $D_g$ for any $g \in G$. On the other hand, for each $g \in G$, $D_g \cap J$ is an ideal of $D_g$, and by the second isomorphism theorem, $\frac{D_g}{D_g \cap J}$ is isomorphic to $\frac{D_g + J}{J}$.

Guided by the above remark, we make the following definition.

**Definition 3.13.** Let $R \rtimes_\alpha G$ be a partial skew groupoid ring. Suppose that $J$ is a $G$-invariant ideal of $R$. The **quotient partial action of $G$ on $R/J$**, denoted by $\overline{\alpha} := (\overline{D_g}, \overline{\alpha_g})_{g \in G}$, is defined by:

$$\overline{D}_g := \frac{D_g + J}{J}, \quad \overline{\alpha}_g: \overline{D}_g^{-1} \to \overline{D}_g, \quad x + J \mapsto \alpha_g(x) + J, \quad \text{for all } x + J \in \overline{D}_g^{-1}. \quad (5)$$

We will sometimes refer to $\overline{\alpha} = (\overline{D}_g, \overline{\alpha}_g)_{g \in G}$ as the **quotient partial action (of $\alpha$) with respect to $J$**.

Notice that, since $J$ is a $G$-invariant ideal of $R$, $\overline{\alpha}_g$ is well-defined, for all $g \in G$. Also observe that $\overline{\alpha}_g$ is a ring isomorphism with inverse $\overline{\alpha}_g^{-1}$.

**Lemma 3.14.** Let $R$ be a ring and let $I, J, K$ be ideals of $R$. If $I$ or $K$ is $s$-unital, then $(I + J) \cap (K + J) = (I \cap K) + J$. 
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Proof. Let \(x \in (I + J) \cap (K + J)\). There exist \(i \in I, k \in K\) and \(j, j' \in J\) such that \(x = i + j = k + j'\). Without loss of generality, suppose that \(K\) is \(s\)-unital. Let \(u_k \in K\) be an \(s\)-unit for \(k\), and notice that

\[x = k + j' = u_k k + j' = u_k(i + j - j') + j' = u_k i + u_k(j - j') + j' \in (K \cap I) + J.\]

The reverse inclusion is trivial. \(\square\)

We will now show that the partial actions that we consider in this section (defined on \(s\)-unital ideals) will always have well-defined associated quotient partial actions.

**Proposition 3.15.** Let \(J\) be a \(G\)-invariant ideal of \(R\), and let \(\overline{\alpha} = (\overline{D}_g, \overline{\alpha}_g)_{g \in G}\) be defined as in Definition \[3.13\]. Then \(\overline{\alpha}\) is a partial action of \(G\) on \(R/J\).

**Proof.** Using that \(D_g\) is \(s\)-unital, for every \(g \in G\), by Lemma \[3.14\] we get that \((D_h + J) \cap (D_{g^{-1}} + J) = (D_h \cap D_{g^{-1}}) + J\), for all \(g, h \in G\). Since \(\alpha\) is a partial action of \(G\) on \(R\), it follows that \(\overline{D}_{(g)}\) is an ideal of \(R/J\), \(\overline{D}_g\) is an ideal of \(\overline{D}_{(g)}\), for all \(g \in G\), and \(\overline{\alpha}_e = \text{id}_{\overline{D}_e}\), for all \(e \in G_0\). Notice that \(\overline{D}_{g^{-1}} \cap \overline{D}_h = \overline{((D_{g^{-1}} + J) \cap (D_h + J))/J}\). By assumption, \(\overline{((D_{g^{-1}} + J) \cap (D_h + J))/J} = \overline{(D_{g^{-1}} \cap D_h) + J}/J\). Let \((g, h) \in G^2\) and \(x \in \overline{D}_{g^{-1}} \cap \overline{D}_h = \overline{(D_{g^{-1}} \cap D_h) + J}/J\). There is some \(z \in D_{g^{-1}} \cap D_h\) such that \(x = z + J\). Therefore, \(\alpha_{g^{-1}}(z) \in \alpha_{g^{-1}}(D_{g^{-1}} \cap D_h) \subseteq D_{g^{-1}g^{-1}}\). Consequently, \(\overline{\alpha}_{g^{-1}}(x) = \overline{\alpha}_{g^{-1}}(z) + J \in \overline{D}_{g^{-1}g^{-1}}\).

It is clear that \(\overline{\alpha}_{gh}(y) = \overline{\alpha}_g(\overline{\alpha}_h(y))\), for all \(y \in \overline{\alpha}_{g^{-1}}(\overline{D}_{g^{-1}} \cap \overline{D}_h)\). \(\square\)

**Remark 3.16.** Let \(R\) be a ring and let \(I, J\) be ideals of \(R\). If \(I\) is \(s\)-unital, then \((I + J)/J\) is \(s\)-unital. Indeed, consider \(i + J\) for \(i \in I\). Let \(u \in I\) be an \(s\)-unit for \(i\). We get that \((u + J)(i + J) = i + J\) and \((i + J)(u + J) = i + J\).

**Proposition 3.17.** Let \(J\) be a \(G\)-invariant ideal of \(R\), and let \(\overline{\alpha} = (\overline{D}_g, \overline{\alpha}_g)_{g \in G}\) be defined as in Definition \[3.13\]. Then \(\overline{D}_g\) is \(s\)-unital for every \(g \in G\), the partial skew groupoid ring \(R/J \rtimes_{\overline{\alpha}} G\) is associative, and \(R/J = \bigoplus_{e \in G_0} \overline{D}_e\).

**Proof.** For each \(g \in G\), the ideal \(D_g\) of \(R\) is \(s\)-unital and hence, by Remark \[3.16\] the ideal \(\overline{D}_g\) is \(s\)-unital. Thus, Remark \[2.7\] \(b\) implies that \(R/J \rtimes_{\overline{\alpha}} G\) is associative. For the last part, if there is \(e \in G_0\) such that \(x \in \overline{D}_e \cap \sum_{f \in G_0 \setminus \{e\}} \overline{D}_f\), then \(x = b_e + J \in \overline{D}_e\) and \(x = \sum_{f \in G_0 \setminus \{e\}} (b_f + J) \in \sum_{f \in G_0 \setminus \{e\}} \overline{D}_f\). Let \(u_e + J \in \overline{D}_e\) be an \(s\)-unit for \(b_e + J\). Then, \(x = (b_e + J)(u_e + J) = \sum_{f \in G_0 \setminus \{e\}} (b_f + J)(u_e + J) = 0 + J\). For any \(a = \sum_{e \in G_0} a_e \in R\), we have \(a + J = \sum_{e \in G_0} a_e + J = \sum_{e \in G_0} (a_e + J) \in \bigoplus_{e \in G_0} \overline{D}_e\), because \(R = \bigoplus_{e \in G_0} D_e\). \(\square\)

The following definition is inspired by \[46\] and \[28\].

**Definition 3.18.** Let \(R \rtimes_{\alpha} G\) be a partial skew groupoid ring.

(a) The partial action \(\alpha\) is said to have the **intersection property** if \(I \cap \bigoplus_{e \in G_0} D_e \delta_e \neq \{0\}\), for every nonzero ideal \(I\) of \(R \rtimes_{\alpha} G\).

(b) The partial action \(\alpha\) is said to have the **residual intersection property** if, for every \(G\)-invariant ideal \(J\) of \(R\), the quotient partial action \(\overline{\alpha}\) with respect to \(J\) has the intersection property.
Remark 3.19. By considering $J = \{0\}$, it immediately becomes clear that the residual intersection property implies the intersection property. In Example 3.20, however, we will see that the converse does not hold in general. That is, the residual intersection property is strictly stronger than the intersection property.

Remark 3.20. Let $J$ be a $G$-invariant ideal of $R$. Then, we have a natural injection of rings $ι : J \times_α^J G \to R \times_α G$ and a natural surjection of rings $π : R \times_α G \to R/J \times_π G$. Moreover, it is easy to check that

$$0 \to J \times_α^J G \to R \times_α G \xrightarrow{π} R/J \times_π G \to 0$$

is a short exact sequence of rings.

Proposition 3.21. The partial action $α$ has the residual intersection property if, and only if, every ideal of $R \times_α G$ is $G$-graded.

Proof. We first show the "only if" statement. Suppose that $α$ has the residual intersection property. Let $I$ be an ideal of $R \times_α G$. By Lemma 3.7, $J_0 := P_0(I \cap \bigoplus_{e \in G_0} D_e δ_e)$ is a $G$-invariant ideal of $R$. Hence, it follows from Proposition 3.9 (i) that $J_0 \times_{e \in G_0} I$ is a $G$-graded ideal of $R \times_α G$. We claim that $I = J_0 \times_{α \to G_0} I$. The inclusion $⊆$ follows from Proposition 3.10 (ii). For the other inclusion, observe that, since $π : R \times_α G \to R/J_0 \times_π G$ is surjective, $π(I)$ is an ideal of $R/J_0 \times_π G$.

Claim $π(I) \cap \bigoplus_{e \in G_0} \overline{D_e δ_e} = \{0\}$, where $\overline{D_e} := D_e + J_0$.

Take $x ∈ π(I) \cap \bigoplus_{e \in G_0} \overline{D_e δ_e}$ and $y = \sum_{t \in F} a_t δ_t ∈ I$, such that $F = \text{Supp}(y)$ and $π(y) = x$. Let $F_0 ⊆ G_0$ be finite and such that $x = \sum_{e \in F_0} (a_e + J_0) δ_e$. Take $t ∈ F$. Let $u ∈ D_t$ be an $s$-unit for $a_t$ and $α_t^{-1}(a_t)$. Notice that $a_t δ_t = ud_t yu δ_t^{-1} ∈ I \cap \bigoplus_{e \in G_0} D_e δ_e$. It now follows that $a_t δ_t = (a_t δ_t)(ud_t yu δ_t^{-1}) ∈ I$. We get that $\sum_{e \in F_0} a_e δ_e = y = \sum_{t ∈ F, F_0} a_t δ_t ∈ I \cap \bigoplus_{e \in G_0} D_e δ_e$. Let $f ∈ F_0$ and choose an $s$-unit $uf ∈ D_f$ for $a_f$. Observe that $a_f δ_f = (uf δ_f)(\sum_{e \in F_0} a_e δ_e) ∈ I \cap \bigoplus_{e \in G_0} D_e δ_e$. Then, $af ∈ P_0(I \cap \bigoplus_{e \in G_0} D_e δ_e) = J_0$ and hence $af + J_0 = 0 + J_0$, for all $f ∈ F_0$. Thus, $x = 0$.

Since $α$ has the residual intersection property it follows from the claim above that $π(I) = \{0\}$. Consequently, $I ⊆ \ker π = \iota(J_0 \times_{α \to G_0} I) = J_0 \times_{α \to G_0} I$, where $\iota$ and $π$ are the ring homomorphisms given in (3). Thus, $J_0 \times_{α \to G_0} I = I$ and we have that $I$ is $G$-graded.

Now we show the "if" statement. Suppose that every ideal of $R \times_α G$ is $G$-graded. Let $J$ be a $G$-invariant ideal of $R$ and suppose that $I$ is an ideal of $R/J \times_π G$ such that $I \cap \bigoplus_{e \in G_0} \overline{D_e δ_e} = \{0\}$, where $\overline{D_e} := (D_e + J)/J$. We want to show that $I = \{0\}$. By assumption, $π^{-1}(I)$ is a $G$-graded ideal of $R \times_α G$ and thus $π^{-1}(I) = \bigoplus_{t \in G} π^{-1}(I) \cap D_t δ_t$.

As $π$ is surjective, we have

$$π(π^{-1}(I) \cap \bigoplus_{e \in G_0} D_e δ_e) ⊆ π(π^{-1}(I)) \cap \bigoplus_{e \in G_0} D_e δ_e \subseteq I \cap \bigoplus_{e \in G_0} \overline{D_e δ_e} = \{0\}.$$ 

Therefore, $J_0 := π^{-1}(I) \cap \bigoplus_{e \in G_0} D_e δ_e \subseteq \bigoplus_{e \in G_0} (J \cap D_e δ_e)$ and consequently we obtain that $L := P_0(J_0) \subseteq \bigoplus_{e \in G_0} (J \cap D_e δ_e) = J$, because $R = \bigoplus_{e \in G_0} D_e$. Thus, $L \times_α L \subseteq J \times_α J$. Next we show that $π^{-1}(I) ⊆ L \times_α L$. Take $t ∈ G$ and $b_t δ_t ∈ π^{-1}(I)$. Let $w ∈ D_t$ be an $s$-unit for $α_t^{-1}(b_t)$ and note that $b_t δ_t = (b_t δ_t)(w δ_t^{-1}) ∈ π^{-1}(I)$. Hence $b_t δ_t ∈ π^{-1}(I) \cap D_t δ_t$, which implies that $b_t ∈ P_0(π^{-1}(I) \cap D_t δ_t) ⊆ L$. Thus, $b_t δ_t ∈ L \times_α L \subseteq J \times_α J = \iota(J \times_α J) = \ker π$. Consequently, $I = π(π^{-1}(I)) = \{0\}$. \(\square\)
The following theorem is similar to [28, Theorem 3.2] which was proved in the context of partial actions of groups on \( C^* \)-algebras.

**Theorem 3.22.** Let \( R \) be a ring, let \( G \) be a groupoid and let \( \alpha = (\alpha_g, D_g)_{g \in G} \) be a partial action of \( G \) on \( R \), such that \( D_g \) is \( s \)-unital for every \( g \in G \) and \( \mathbf{R} = \bigoplus_{e \in G_0} D_e \). The following statements are equivalent:

(i) There is a one-to-one correspondence between the ideals of \( \mathbf{R} \times_{\alpha} G \) and the \( G \)-invariant ideals of \( \mathbf{R} \) (given by (1));

(ii) Every ideal of \( \mathbf{R} \times_{\alpha} G \) is \( G \)-graded;

(iii) \( \alpha \) has the residual intersection property.

**Proof.** Notice that (iii) \( \Leftrightarrow \) (ii) \( \Rightarrow \) (i) follows from Proposition 3.21 and Theorem 3.11. In order to prove that (i) \( \Rightarrow \) (ii), suppose that \( \Phi \) is bijective. Let \( I \) be an ideal of \( \mathbf{R} \times_{\alpha} G \). By Lemma 3.7, \( \Phi(I) = P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) \) is a \( G \)-invariant ideal of \( \mathbf{R} \). Then, by Proposition (3.9) (i), \( J := \Phi(I) \times_{\alpha_0(I)} G \) is a \( G \)-graded ideal of \( \mathbf{R} \times_{\alpha} G \). Observe that \( \Phi(J) = P_0((P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) \times_{\alpha_0(I)} G) \cap \bigoplus_{e \in G_0} D_e \delta_e) = P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) = \Phi(I) \). Since \( \Phi \) is injective, \( J = I \) and \( I \) is \( G \)-graded.

Let \( T \) be a ring and let \( S \) be a nonempty subset of \( T \). Recall that the centerizer of \( S \) in \( T \) is the subring \( \mathcal{C}_T(S) := \{ t \in T : ts = st \text{ for all } s \in S \} \) of \( T \). A subring \( S \) of \( T \) is said to be a maximal commutative subring of \( T \) if \( \mathcal{C}_T(S) = S \).

We define \( \tau : \mathbf{R} \times_{\alpha} G \rightarrow \mathbf{R} \) by \( \tau \left( \sum_{g \in G} a_g \delta_g \right) := \sum_{g \in G} a_g \), and note that it is additive. The following result generalizes [29, Theorem 2.1] from partial skew group rings to partial skew groupoid rings. Nevertheless, we point out that it actually follows from [41, Proposition 5.7]. For the convenience of the reader, we include a proof.

**Proposition 3.23.** Let \( \mathbf{R} \times_{\alpha} G \) be a partial skew groupoid ring, and suppose that \( \mathbf{R} \) is commutative. The following statements are equivalent:

(i) \( \bigoplus_{e \in G_0} D_e \delta_e \) is a maximal commutative subring of \( \mathbf{R} \times_{\alpha} G \);

(ii) \( \alpha \) has the intersection property.

**Proof.** Write \( S := \mathbf{R} \times_{\alpha} G \) and \( A := \bigoplus_{e \in G_0} D_e \delta_e \).

(i) \( \Rightarrow \) (ii) Suppose that \( A \) is maximal commutative in \( S \). Let \( I \) be a nonzero ideal of \( S \). Choose \( x = \sum_{t \in F} x_t \delta_t \in I \) to be a nonzero element of minimal support amongst all nonzero elements of \( I \). Pick \( g \in F \) such that \( x_g \neq 0 \). Let \( u \in D_g^{-1} \) be an \( s \)-unit for \( \alpha_{g^{-1}}(x_g) \) and define \( y := xu \delta_{g^{-1}} \in I \). Notice that

\[
y = x_g \delta_g u \delta_{g^{-1}} + \sum_{t \in F \setminus \{g\}} x_t \delta_t u \delta_{g^{-1}} = x_g \delta_{g^{-1}} + \sum_{t \in F \setminus \{g\}} \alpha_t(\alpha_{t^{-1}}(x_t)u) \delta_{g^{-1}}.
\]

Hence, \( |\text{Supp}(y)| \leq |\text{Supp}(x)| \) and \( y \neq 0 \). Let \( b = \sum_{e \in G_0} b_e \delta_e \in A \) and define \( z := by - yb \in I \). Observe that \( |\text{Supp}(z)| < |\text{Supp}(y)| \leq |\text{Supp}(x)| \), because \( bx_g \delta_{r(g)} - x_g \delta_{r(g)}b = (b_{r(g)}x_g - \ldots
\]
$x_\gamma b_{r(\gamma)} \delta_{r(\gamma)} = 0$. By minimality of the support of $x$, we get that $z = 0$. Thus, $by = yb$ for all $b \in A$. By assumption, $y \in A$ and hence $I \cap A \neq \{0\}$.

(ii) $\Rightarrow$ (i) We show the contrapositive statement. Suppose that $A$ is not maximal commutative in $S$. There is a nonzero element $a = \sum_{t \in G} a_t \delta_t \in C_S(A) \setminus A$. In particular, there exist some $e \in G_0$ and $g \in \text{Supp}(a) \setminus G_0$, with $s(g) = r(g) = e$, such that $a_g \delta_g \in C_S(A)$.

Let $L$ be the ideal of $S$ generated by $a_g \delta_e - a_g \delta_g$. Using that $S$ is $s$-unital, by Remark 3.11 it is clear that $L$ is nonzero.

We claim that $L \subseteq \ker(\tau)$. If we assume that the claim holds, then since $\tau|_A = P_0|_A$ is a ring isomorphism, by Lemma 3.5 we get that $A \cap L \cong \tau|_A(A \cap L) \subseteq \tau(L) = \{0\}$. This shows that $\alpha$ does not have the intersection property. Now we show the claim.

By the definition of $L$ it follows that $L$ maps elements of the form $b_t \delta_t(a_g \delta_e - a_g \delta_g) c_k \delta_k$ to zero, where $t, k \in G$ and $b_t \in D_t, c_k \in D_k$ satisfy $s(t) = e = r(k)$.

Let $u \in D_e$ be an $s$-unit for $\{c_k, \alpha_{g^{-1}}(c_k a_g)\}$. Using that $a_g \delta_g \in C_S(A)$, and that $R$ is commutative, we get that

$$b_t \delta_t(a_g \delta_e - a_g \delta_g) c_k \delta_k = b_t \delta_t(a_g c_k \delta_k - a_g \delta_g c_k \delta_e u \delta_k) = b_t \delta_t(a_g c_k \delta_k - c_k \delta_e a_g \delta_g u \delta_k) = b_t \delta_t(a_g c_k \delta_k - c_k \delta_e a_g \delta_g u \delta_k) = b_t \delta_t(a_g c_k \delta_k - c_k a_g \delta_g u \delta_k) = b_t \delta_t(a_g c_k \delta_k - a_g c_k \delta_g) = \alpha_t(a_{g^{-1}}(b_t a_g c_k) \delta_{tk} - \alpha_t(a_{g^{-1}}(b_t a_g c_k) \delta_{tgk}).$$

Clearly, $\tau(b_t \delta_t(a_g \delta_e - a_g \delta_g) c_k \delta_k) = 0$. This proves the claim.

**Corollary 3.24.** Let $J$ be a $G$-invariant ideal of $R$. Suppose that $R$ is commutative. The following statements are equivalent:

(i) $\bigoplus_{e \in G_0} \mathcal{D}_e \delta_e$ is a maximal commutative subring of $R/J \rtimes_{\pi} G$;

(ii) $\pi$ has the intersection property.

**Proof.** Notice that $R/J$ is commutative. The proof follows from Proposition 3.23.

We finish this section by summarizing our results in the case of partial actions on commutative rings.

**Theorem 3.25.** Let $R$ be a ring, let $G$ be a groupoid and let $\alpha = (\alpha_g, D_g)_{g \in G}$ be a partial action of $G$ on $R$, such that $D_g$ is $s$-unital for every $g \in G$ and $R = \bigoplus_{e \in G_0} D_e$. If $R$ is commutative, then the following statements are equivalent:

(i) $\bigoplus_{e \in G_0} \mathcal{D}_e \delta_e$ is a maximal commutative subring of $R/J \rtimes_{\pi} G$ for every $G$-invariant ideal $J$ of $R$;

(ii) $\alpha$ has the residual intersection property;

(iii) Every ideal of $R \rtimes_{\alpha} G$ is $G$-graded.

**Proof.** The proof follows from Proposition 3.21 and Corollary 3.24.
3.3 Simplicity and primeness of $R \rtimes_{\alpha} G$

In this section, we study simplicity and primeness of partial skew groupoid rings. To that end, we recall the following definitions.

Definition 3.26. Let $R \rtimes_{\alpha} G$ be a partial skew groupoid ring.

(a) $R$ is called $G$-prime if $IJ = \{0\}$, for $G$-invariant ideals $I, J$ of $R$, implies $I = \{0\}$ or $J = \{0\}$.

(b) $R$ is called $G$-simple if the only $G$-invariant ideals of $R$ are $\{0\}$ and $R$.

(c) $R \rtimes_{\alpha} G$ is said to be graded prime if there are no nonzero graded ideals $I, J$ of $R \rtimes_{\alpha} G$ such that $IJ = \{0\}$.

(d) $R \rtimes_{\alpha} G$ is said to be graded simple if there is no graded ideal of $R \rtimes_{\alpha} G$ other than $\{0\}$ and $R \rtimes_{\alpha} G$.

Proposition 3.27. $R$ is $G$-simple if, and only if, $R \rtimes_{\alpha} G$ is graded simple.

Proof. We first show the “only if” statement by contrapositivity. Suppose that $R \rtimes_{\alpha} G$ is not graded simple. There is a nonzero proper graded ideal $I$ of $R \rtimes_{\alpha} G$. Write $J := P_0(I)$ and $J_0 := P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$. By Proposition 3.9 (ii) and Proposition 3.10 (iii), $J \rtimes_{\alpha} G = J_0 \rtimes_{\alpha,0} G \subseteq I \subseteq R \rtimes_{\alpha} G$. Hence, $J = P_0(I)$ is a proper nonzero $G$-invariant ideal of $R$. Thus, $R$ is not $G$-simple.

Now we show the “if” statement. Suppose that $R \rtimes_{\alpha} G$ is graded simple. Let $J$ be a nonzero $G$-invariant ideal of $R$. By Proposition 3.9 (i), $J \rtimes_{\alpha} G$ is a nonzero graded ideal of $R \rtimes_{\alpha} G$. Hence, $R \rtimes_{\alpha} G = J \rtimes_{\alpha} G$, and, by Theorem 3.11 $J = P_0(J \rtimes_{\alpha} G) = P_0(R \rtimes_{\alpha} G) = R$. Thus, $R$ is $G$-simple. \hfill $\square$

Note that a result similar to Proposition 3.27 appears in [44, Proposition 5.6].

Proposition 3.28. $R$ is $G$-prime if, and only if, $R \rtimes_{\alpha} G$ is graded prime.

Proof. We first show the “only if” statement by contrapositivity. Suppose that $R \rtimes_{\alpha} G$ is not graded prime. There are nonzero graded ideals $I_1, I_2$ of $R \rtimes_{\alpha} G$ such that $I_1 I_2 = \{0\}$. By Lemma 3.7 $P_0(I_1 \cap \bigoplus_{e \in G_0} D_e \delta_e)$ and $P_0(I_2 \cap \bigoplus_{e \in G_0} D_e \delta_e)$ are nonzero $G$-invariant ideals of $R$. We conclude that $R$ is not $G$-prime, because Lemma 3.5 (iii) yields

$$P_0(I_1 \cap \bigoplus_{e \in G_0} D_e \delta_e)P_0(I_2 \cap \bigoplus_{e \in G_0} D_e \delta_e) = P_0((I_1 \cap \bigoplus_{e \in G_0} D_e \delta_e)(I_2 \cap \bigoplus_{e \in G_0} D_e \delta_e)) \subseteq P_0(I_1 I_2) = \{0\}.$$

Now we show the “if” statement. Suppose that $R \rtimes_{\alpha} G$ is graded prime. Let $J_1$ and $J_2$ be $G$-invariant ideals of $R$ such that $J_1 J_2 = \{0\}$. By Proposition 3.9 (i), $J_1 \rtimes_{\alpha,1} G$ and $J_2 \rtimes_{\alpha,2} G$ are graded ideals of $R \rtimes_{\alpha} G$. Moreover, using that $J_1 J_2 = \{0\}$ and that $J_1$ is $G$-invariant, it is clear that $(J_1 \rtimes_{\alpha,1} G) \cdot (J_2 \rtimes_{\alpha,2} G) = \{0\}$. Hence, by assumption, $J_1 \rtimes_{\alpha,1} G = \{0\}$ or $J_2 \rtimes_{\alpha,2} G = \{0\}$, i.e., $J_1 = \{0\}$ or $J_2 = \{0\}$. This shows that $R$ is $G$-prime. \hfill $\square$

We point out that part (i) of the theorem below was proved in [39, Corollary 5.8] for non-degenerately group graded rings, and part (iii) generalizes [29, Theorem 2.3].
Theorem 3.29. Let $R$ be a ring, let $G$ be a groupoid, and let $\alpha = (\alpha_g, D_g)_{g \in G}$ be a partial action of $G$ on $R$, such that $D_g$ is s-unital for every $g \in G$ and $R = \bigoplus_{e \in G_0} D_e$. The following assertions hold:

(i) If $R \rtimes_\alpha G$ is prime, then $R$ is $G$-prime.

(ii) Suppose that $\alpha$ has the intersection property. Then $R$ is $G$-prime if, and only if, $R \rtimes_\alpha G$ is prime.

(iii) $R$ is $G$-simple and $\alpha$ has the intersection property if, and only if, $R \rtimes_\alpha G$ is simple.

Proof. (i) This follows from Proposition 3.28.

(ii) The “if” statement follows from (i). We show the “only if” statement by contrapositivity. Suppose that $R \rtimes_\alpha G$ is not prime. Let $I, J$ be nonzero ideals of $R \rtimes_\alpha G$ such that $IJ = \{0\}$. Since $\alpha$ has the intersection property, we have that $I_0 := P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) \neq \{0\}$ and $J_0 := P_0(J \cap \bigoplus_{e \in G_0} D_e \delta_e) \neq \{0\}$. By Proposition 3.3 (i), $I_0 \rtimes_{\alpha_0} G$ and $J_0 \rtimes_{\alpha_0} G$ are nonzero graded ideals of $R \rtimes_\alpha G$. Moreover, by Proposition 3.10 (iii), $(I_0 \rtimes_{\alpha_0} G) \cdot (J_0 \rtimes_{\alpha_0} G) \subseteq IJ = \{0\}$. This shows that $R \rtimes_\alpha G$ is not graded prime, and hence, by Proposition 3.28 $R$ is not $G$-prime.

(iii) We first show the “only if” statement. Suppose that $R$ is $G$-simple and that $\alpha$ has the intersection property. Let $I$ be a nonzero ideal of $R \rtimes_\alpha G$. By Lemma 3.7, $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e)$ is a nonzero $G$-invariant ideal of $R$. Thus, $P_0(I \cap \bigoplus_{e \in G_0} D_e \delta_e) = R$. By Lemma 3.5, we get that $I \cap \bigoplus_{e \in G_0} D_e \delta_e = \bigoplus_{e \in G_0} D_e \delta_e$. Take $t \in G$ and $b \delta_e \in R \rtimes_\alpha G$. Let $u \in D_t$ be an $s$-unit for $b_t$. Using that $u\delta_{\tau(t)}(t) \delta_e \delta_e \subseteq I$, it follows that $b_t\delta_t = (u\delta_{\tau(t)}(t))(b_t\delta_e) \in I$. Thus, $R \rtimes_\alpha G = I$ and hence $R \rtimes_\alpha G$ is simple.

We now show the “if” statement. Suppose that $R \rtimes_\alpha G$ is simple. Clearly, $\alpha$ has the intersection property and, by Proposition 3.27, $R$ is $G$-simple.

Remark 3.30. By [17 Theorem 8], the group ring of a group $H$ over a ring $R$, denoted by $R[H]$, is prime if, and only if, $R$ is prime and $H$ has no nontrivial finite normal subgroup. In particular, notice that the converse of Theorem 3.29 (i) does not hold.

Corollary 3.31. Suppose that $R$ is commutative and that $\bigoplus_{e \in G_0} D_e \delta_e$ is a maximal commutative subring of $R \rtimes_\alpha G$. Then $R$ is $G$-prime if, and only if, $R \rtimes_\alpha G$ is prime.

Proof. It follows from Proposition 3.23 and Theorem 3.29 (ii).

We point out that the following result also appears in [17 Theorem 7.7].

Corollary 3.32. Suppose that $R$ is commutative. Then $R$ is $G$-simple and $\bigoplus_{e \in G_0} D_e \delta_e$ is a maximal commutative subring of $R \rtimes_\alpha G$ if, and only if, $R \rtimes_\alpha G$ is simple.

Proof. It follows from Theorem 3.29 (iii) and Proposition 3.23.

In Example 3.33, we will see that neither maximal commutativity of $\bigoplus_{e \in G_0} D_e \delta_e$ in $R \rtimes_\alpha G$ nor the intersection property of $\alpha$ are necessary conditions for primeness of $R \rtimes_\alpha G$.

Example 3.33. Let $q \in \mathbb{C}$ be a root of unity, that is $q^k = 1$ for some $k \in \mathbb{Z}$. For each $n \in \mathbb{Z}$, define the ring isomorphism $\sigma_n : \mathbb{C}[x] \to \mathbb{C}[x]$, by $\sigma_n(f)(x) := f(q^n x)$. Notice that $\sigma_m \circ \sigma_n = \sigma_{m+n}$, for all $m, n \in \mathbb{Z}$. Hence $\sigma$ defines a global action of the additive group $\mathbb{Z}$ on the complex polynomial ring $\mathbb{C}[x]$. Consider the corresponding skew group ring $\mathbb{C}[x] \rtimes_{\sigma} \mathbb{Z}$. By [39 Theorem 13.5], $\mathbb{C}[x] \rtimes_{\sigma} \mathbb{Z}$ is prime. Nevertheless, $\mathbb{C}[x] \rtimes_{\sigma} \mathbb{Z}$ is not maximal commutative in $\mathbb{C}[x] \rtimes_{\sigma} \mathbb{Z}$. In particular, $\sigma$ does not have the intersection property.
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4 Partial actions of groupoids on torsion-free commutative algebras generated by idempotents

This section is inspired by [7, Examples 7.8–7.9] and allows us to study almost any algebraic groupoid partial action as a topological one. Let $T$ be a commutative unital ring. The set of idempotents of $T$, denoted by $E(T)$, is a Boolean algebra with operations given by $e \vee f := e + f - ef$, $e \wedge f := ef$ and $\neg e := 1 - e$, for all $e, f \in E(T)$. Recall that if $\mathcal{B}$ is a Boolean algebra and $P$ is a subset of $\mathcal{B}$, then $\uparrow P := \bigcup_{z \in P} \uparrow z = \{ y \in \mathcal{B} : z = z \wedge y$ for some $z \in P \}$.

Throughout this section, let $G$ be a groupoid, let $\mathcal{R}$ be a commutative unital ring and suppose that $R$ is a commutative, torsion-free, unital, $\mathcal{R}$-algebra generated by its idempotents $E(R)$. By torsion-free, we mean that if $a$ is a nonzero element of $\mathcal{R}$ and $e$ is a nonzero element of $E(R)$, then $ae \neq 0$.

As we will see in this section, every partial action of a groupoid $G$ on $\mathcal{R}$ corresponds to a partial action of $G$ on the commutative $\mathcal{R}$-algebra $L_c(X(R), \mathcal{R})$ of all locally constant functions $f : X(R) \to \mathcal{R}$ with compact support, where $X(R)$ is the Stone dual space of the Boolean algebra $E(R)$. Before we define the partial action on $L_c(X(R), \mathcal{R})$, we need to develop a few concepts.

Recall that $X(R)$ is the Hausdorff space comprised of all ultrafilters on $E(R)$. The basis of the topology on $X(R)$ is given by the compact open subsets $Z_e := \{ \mathcal{F} \in X(R) : e \in \mathcal{F} \}$, for all $e \in E(R)$. By [35, Theorem 1], $R \cong L_c(X(R), \mathcal{R})$ as $\mathcal{R}$-algebras, via an isomorphism that identifies $e$ with $1_{Z_e}$, for all $e \in E(R)$. As usual, addition and multiplication in $L_c(X(R), \mathcal{R})$ are defined pointwise.

Next, we will see how a homomorphism between algebras induces a continuous function between the Stone duals of their respective set of idempotents. Let $R$ and $S$ be commutative, unital, torsion-free, $\mathcal{R}$-algebras generated by their respective set of idempotents and $\rho : R \to S$ a unital $\mathcal{R}$-algebra homomorphism. Then, the restriction of $\rho$ to $E(R)$, $\rho|_{E(R)} : E(R) \to E(S)$, is a Boolean algebra homomorphism. If $X(R)$ and $X(S)$ are the Stone duals of $E(R)$ and $E(S)$, respectively, then we define $\hat{\rho} : X(S) \to X(R)$ by

$$\hat{\rho}(\mathcal{F}) := \rho^{-1}(\mathcal{F}), \quad \text{for all } \mathcal{F} \in X(S).$$

In a Boolean algebra the notions of prime filter and ultrafilter agree, and hence it is easy to prove that the inverse image of an ultrafilter by a Boolean algebra homomorphism is again an ultrafilter. We will now show that $\hat{\rho}$ is continuous. Let $\{ \mathcal{F}_\lambda \}_{\lambda \in \Lambda}$ be a net converging to $\mathcal{F} \in X(S)$. Suppose that $x \in E(R)$ is such that $x \in \hat{\rho}(\mathcal{F}) = \rho^{-1}(\mathcal{F})$. Then, $\rho(x) \in \mathcal{F}$. Since the net $\{ \mathcal{F}_\lambda \}_{\lambda \in \Lambda}$ converges to $\mathcal{F} \in X(S)$, there exists $\lambda_0 \in \Lambda$ such that for all $\lambda \geq \lambda_0$, $\rho(x) \in \mathcal{F}_\lambda$. Thus, $x \in \rho^{-1}(\mathcal{F}_\lambda) = \hat{\rho}(\mathcal{F}_\lambda)$ for all $\lambda \geq \lambda_0$. The case where $x \in E(R)$ is such that $x \notin \rho^{-1}(\mathcal{F})$ is proved similarly. We conclude that $\hat{\rho}$ is continuous.

The final ingredient that we need in order to define a partial action on $L_c(X(R), \mathcal{R})$ is to extend the aforementioned isomorphism $R \cong L_c(X(R), \mathcal{R})$ to ideals of $R$. Let $I$ be a unital ideal of $R$ and let $u$ be the multiplicative identity element of $I$. Then, $u \in E(R)$ and we get that $I \cong L_c(Z_u, \mathcal{R})$ via the above isomorphism.

Let $\tau = (D_g, \tau_g)_{g \in G}$ be a partial action of $G$ on $R$, and suppose that $D_g$ is unital with a multiplicative identity element $u_g$, for every $g \in G$, and that $R = \bigoplus_{g \in G_0} D_e$. By Lemma [35, 3.2], $D_g$ is an ideal of $R$, for every $g \in G$. Therefore, $D_g \cong L_c(Z_{u_g}, \mathcal{R})$. 
We will define a topological partial action of $G$ on $X(R)$. Notice that, for all $g \in G$, the restriction $\tau_g|_{E(D_g^{-1})}: E(D_g^{-1}) \rightarrow E(D_g)$ is a Boolean algebra homomorphism. Therefore, the corresponding map $\hat{\tau}_g : X(D_g) \rightarrow X(D_g^{-1})$, defined by $(7)$, is continuous.

For each $g \in G$, there is a homeomorphism between $X(D_g)$, the Stone dual of $E(D_g)$, and $Z_{u_g}$, the set of ultrafilters on $E(R)$ containing $u_g$. This correspondence is given by

$$
\zeta_g : X(D_g) \rightarrow Z_{u_g}, \ \mathcal{S} \mapsto \uparrow \mathcal{S}, \quad \zeta_g^{-1} : Z_{u_g} \rightarrow X(D_g), \ \mathcal{T} \mapsto \{u_gx : x \in \mathcal{T}\}.
$$

Define $\theta := (U_g, \theta_g)_{g \in G}$, where, for all $g \in G$, $U_g := Z_{u_g}$ and

$$
\theta_g : U_g^{-1} \rightarrow U_g, \ \mathcal{F} \mapsto \uparrow_{E(R)} \hat{\tau}_g^{-1}(\{u_g^{-1}x : x \in \mathcal{F}\}). \quad (8)
$$

Observe that $\theta_g = \zeta_g \circ \hat{\tau}_g^{-1} \circ \zeta_g^{-1}$ and we have the following commutative diagram:

$$
\begin{array}{ccc}
X(D_g) & \xrightarrow{\phi_g^{-1}} & X(D_g) \\
\downarrow \zeta_g^{-1} & & \downarrow \zeta_g \\
U_g^{-1} & \xrightarrow{\theta_g} & U_g
\end{array}
$$

**Lemma 4.1.** $\theta = (U_g, \theta_g)_{g \in G}$, as defined in $(8)$, is a topological partial action of $G$ on $X(R)$.

**Proof.** Noticing the following:

(a) For all $g \in G$, $U_g$ is an element in the basis of the topology on $X(R)$. We claim that $U_g \subseteq U_{r(g)}$. Take $\mathcal{F} \in U_g$ and observe that $u_g \in \mathcal{F}$. From $D_g \subseteq D_{r(g)}$, we get that $u_g = u_{r(g)} \wedge u_g \subseteq u_{r(g)}$. Hence, $u_{r(g)} \in \mathcal{F}$ and $\mathcal{F} \in U_{r(g)}$.

(b) For all $g \in G$, $\hat{\tau}_g$ and $\zeta_g$ are homeomorphisms, and hence $\theta_g : U_g^{-1} \rightarrow U_g$ is also a homeomorphism that satisfies:

(i) $\theta_e = \text{id}_{U_g}$, for all $e \in G_0$, because $\tau_e = \text{id}_{D_g}$;

(ii) $\theta_{h^{-1}}(U_g^{-1} \cap U_h) \subseteq U_{(gh)^{-1}}$, whenever $(g, h) \in G^2$. Indeed, if $\mathcal{F} \in U_g^{-1} \cap U_h$, then $u_g^{-1}u_h = u_g^{-1} \wedge u_h \in \mathcal{F}$. Since $\tau_{h^{-1}}(D_g^{-1} \cap D_h) \subseteq D_{(gh)^{-1}}$, we have that $\tau_{h^{-1}}(u_g^{-1}u_h) = \tau_{h^{-1}}(u_g^{-1}u_h)u_{(gh)^{-1}} \subseteq u_{(gh)^{-1}}$. Therefore, $u_{(gh)^{-1}} \subseteq \theta_{h^{-1}}(\mathcal{F})$ and $\theta_{h^{-1}}(U_g^{-1} \cap U_h) \subseteq U_{(gh)^{-1}}$;

(iii) $\theta_g(\theta_h(x)) = \theta_{gh}(x)$, for all $x \in \theta_{h^{-1}}(U_g^{-1} \cap U_h)$ and $(g, h) \in G^2$. Indeed, let $\mathcal{F} \in \theta_{h^{-1}}(U_g^{-1} \cap U_h)$ and $z \in \theta_{gh}(\mathcal{F})$. Then, there exists $x \in \mathcal{F}$ such that

$$
z \supseteq \tau_{gh}(xu_{h^{-1}g^{-1}}) \supseteq \tau_{gh}(xu_{h^{-1}g^{-1}})u_g = \tau_g(\tau_{h}(xu_{h^{-1}})u_{g^{-1}}).
$$

Therefore, $z \in \uparrow_{E(R)} \tau_g(\{u_gy : y \in \uparrow_{E(R)} \tau_h\{xu_{h^{-1}} : x \in \mathcal{F}\}\}) = \theta_g(\theta_h(\mathcal{F})). \quad \square

Let $\theta = (U_g, \theta_g)_{g \in G}$ be the partial action of the groupoid $G$ on $X(R)$ defined above. For each $g \in G$, we consider the ring isomorphism

$$
\rho_g : \mathcal{L}_c(U_g^{-1}, \mathcal{R}) \rightarrow \mathcal{L}_c(U_g, \mathcal{R}), \quad f \mapsto f \circ \theta_g^{-1}.
$$

Then, $\rho = (\mathcal{L}_c(U_g, \mathcal{R}), \rho_g)_{g \in G}$ is a partial action of $G$ on $\mathcal{L}_c(X(R), \mathcal{R})$. 
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Proposition 4.2. The partial actions $\tau = (D_g, \tau_g)_{g \in G}$ and $\rho = (\mathcal{L}_c(U_g, \mathcal{R}), \rho_g)_{g \in G}$, as defined above, are $G$-equivariant.

Proof. Take $g \in G$. Recall that there is an isomorphism $\phi_g : \mathcal{L}_c(U_g, \mathcal{R}) \to D_g$ given by $\phi_g(1_{U_{eu_g}}) := eu_g$, for every $e \in E(R)$. We claim that the following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{L}_c(U_{g^{-1}}, \mathcal{R}) & \xrightarrow{\rho_g} & \mathcal{L}_c(U_g, \mathcal{R}) \\
\phi_{g^{-1}} \downarrow & & \phi_g \downarrow \\
D_{g^{-1}} & \xrightarrow{\tau_g} & D_g
\end{array}
$$

Let $e \in E(R)$ and $\mathcal{F} \subset U_g$. Notice that

\[ \phi_{g^{-1}} \circ \tau_g \circ \phi_{g^{-1}}(1_{U_{eu_{g^{-1}}}})(\mathcal{F}) = \phi_{g^{-1}}(\tau_g(eu_{g^{-1}}))(\mathcal{F}) = 1_{U_{eu_g}}(\mathcal{F}) \]

and $\rho_g(1_{U_{eu_{g^{-1}}}})(\mathcal{F}) = 1_{U_{eu_g}} \circ \theta_{g^{-1}}(1_{U_{eu_{g^{-1}}}})(\mathcal{F}) = 1_{U_{eu_{g^{-1}}}}(\mathcal{F})$. We claim that $1_{U_{eu_g}}(\mathcal{F}) = 1_{U_{eu_{g^{-1}}}}(\mathcal{F})$. Indeed, if $1_{U_{eu_g}}(\mathcal{F}) = 1$, then $\tau_g(eu_{g^{-1}}) \in \mathcal{F}$. Hence, $eu_{g^{-1}} \in \tau^{-1}(\tau_g(eu_{g^{-1}})u_g) \in \mathcal{F}$. Therefore, $1_{U_{eu_{g^{-1}}}}(\mathcal{F}) = 1$.

On the other hand, if $1_{U_{eu_{g^{-1}}}}(\mathcal{F}) = 1$, then there exists $x \in \mathcal{F}$ such that $eu_{g^{-1}} \tau_g^{-1}(x)$. Since $u_g \in \mathcal{F}$, we have that $eu_{g^{-1}} \tau_g^{-1}(x)$. Thus, $\tau_g(eu_{g^{-1}}) \in \mathcal{F}$ and $1_{U_{eu_{g^{-1}}}}(\mathcal{F}) = 1$.

5 Topological partial actions of groupoids, their partial skew groupoid rings, and Steinberg algebras

In Section 4 we saw that any partial action of a groupoid on the ring of locally constant functions with compact support over a Stone space, actually corresponds to a partial action $\tau = (D_g, \tau_g)_{g \in G}$ of the same groupoid on a torsion-free, unital, commutative algebra generated by its idempotents, such that $D_g$ is a unital ideal of the commutative algebra, for every $g \in G$ (see Proposition 4.2). This motivates us to investigate algebraic partial actions induced by topological partial actions as follows.

Throughout this section, let $G$ be a groupoid, let $\mathbb{K}$ be a field, let $\mathcal{R}$ be a commutative unital ring, let $X$ be a locally compact, Hausdorff, zero-dimensional space, and let $\theta = (X_g, \theta_g)_{g \in G}$ be a topological partial action of $G$ on $X$, such that $X_g$ is clopen, for every $g \in G$, and $X = \bigsqcup_{g \in G_0} X_c$. Let $\mathcal{L}_c(X, \mathcal{R})$ denote the commutative $\mathcal{R}$-algebra of all locally constant functions $f : X \to \mathcal{R}$ with compact support, and with addition and multiplication defined pointwise. The support of $f \in \mathcal{L}_c(X, \mathcal{R})$ is defined as the set $\text{Supp}(f) := \{x \in X : f(x) \neq 0\}$, and by [1] Proposition 1.3.4, Example 1.5.28 it is always clopen.

Remark 5.1. The topological partial action $\theta = (X_g, \theta_g)_{g \in G}$ induces a partial action $\alpha := (D_g, \alpha_g)_{g \in G}$ of $G$ on the ring $\mathcal{L}_c(X, \mathcal{R})$. Indeed, for each $g \in G$, we put $D_g := \{f \in \mathcal{L}_c(X, \mathcal{R}) : \text{Supp}(f) \subset X_g\}$, and define the ring isomorphism $\alpha_g : D_g \to D_g$ by

\[ \alpha_g(f)(x) := \begin{cases} 
 f \circ \theta_g^{-1}(x), & \text{if } x \in X_g \\
 0, & \text{otherwise}
\end{cases} \]
5.1 Connections between topological and algebraic actions

The goal of this section is to identify correspondences between topological properties of \( \theta \) and algebraic properties of the induced partial action \( \alpha \) of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \), and of its associated partial skew groupoid ring \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_{\alpha} G \).

In Section 5.2 inspired by [5], we define the transformation groupoid \( G \rtimes_{\theta} X \) induced by the topological partial action \( \theta \), and notice that \( \mathcal{L}_c(X, \mathbb{R}) \rtimes_{\alpha} G \) and the Steinberg algebra of the transformation groupoid, \( A_{\mathbb{R}}(G \rtimes_{\theta} X) \), are isomorphic as \( \mathbb{R} \)-algebras. We also point out correspondences between properties of \( \theta \) and properties of \( G \rtimes_{\theta} X \).

In Section 5.3 we apply Theorems 3.2.2 and 3.2.9 together with results from Section 5.1 to characterize primeness, simplicity etc. of the partial skew groupoid ring \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_{\alpha} G \).

Using that \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_{\alpha} G \cong A_{\mathbb{R}}(G \rtimes_{\theta} X) \), we are able to recover some known results.
Proposition 5.3. There are one-to-one correspondences between the set of $G$-invariant ideals of $\mathcal{L}_c(X, \mathbb{K})$ and any of the following:

(i) The set of open $G$-invariant subsets of $X$, given by $\mathcal{J}$;

(ii) The set of closed $G$-invariant subsets of $X$, given by $\mathcal{G}$;

(iii) The set of $G$-graded ideals of $\mathcal{L}_c(X, \mathbb{K}) \rtimes_{\alpha} G$, given by $\Phi_{gr}$.

Next, we record some topological-dynamical notions that are used in this section.

Definition 5.4. Let $\theta$ be a topological partial action of $G$ on $X$.

(a) $\theta$ is said to be minimal, if there is no proper open $G$-invariant subset of $X$;

(b) $\theta$ is said to be topologically transitive, if for all nonempty open subsets $U, V$ of $X$ there exists $g \in G$ such that $\theta_g(U \cap X_{g^{-1}}) \cap V \neq \emptyset$;

(c) $\theta$ is said to be topologically free, if for all $u \in G_0$ and $t \in G_u \setminus \{u\}$, $\text{Int}\{x \in X_{t^{-1}} : \theta_t(x) = x\} = \emptyset$;

(d) $\theta$ is said to be topologically free on the subset $F$ of $X$, if for all $u \in G_0$ and $t \in G_u \setminus \{u\}$,

$$\text{Int}_F\{x \in X_{t^{-1}} \cap F : \theta_t(x) = x\} = \emptyset.$$

The next result follows immediately from Proposition 5.3 and it also follows from [6, Theorem 4.6].

Corollary 5.5. $\theta$ is minimal if, and only if, $\mathcal{L}_c(X, \mathbb{K})$ is $G$-simple.

Theorem 5.6. Let $\mathbb{K}$ be a field, let $G$ be a groupoid, let $X$ be a locally compact, Hausdorff, zero-dimensional space, and let $\theta = (X_g, \theta_g)_{g \in G}$ be a topological partial action of $G$ on $X$, such that $X_g$ is clopen, for every $g \in G$, and $X = \bigcup_{e \in G_0} X_e$. Furthermore, let $\alpha$ be the induced partial action of $G$ on $\mathcal{L}_c(X, \mathbb{K})$ (see Remark 5.7). Then $\theta$ is topologically transitive if, and only if, $\mathcal{L}_c(X, \mathbb{K})$ is $G$-prime.

Proof. We first show the “only if” statement by contrapositivity. Suppose that $\mathcal{L}_c(X, \mathbb{K})$ is not $G$-prime. There are nonzero $G$-invariant ideals $I_1, I_2$ of $\mathcal{L}_c(X, \mathbb{K})$ such that $I_1I_2 = \{0\}$. By Remark 5.2 and the fact that $\mathbb{K}$ is a field, there are nonempty open $G$-invariant subsets $U_1, U_2$ of $X$ such that $I_1 = \mathcal{J}(U_1), I_2 = \mathcal{J}(U_2)$, and $U_1 \cap U_2 = \emptyset$. Hence, $\theta_g(U_1 \cap X_{g^{-1}}) \cap U_2 \subseteq U_1 \cap U_2 = \emptyset$, for every $g \in G$. This shows that $\theta$ is not topologically transitive.

Now we show the “if” statement. Suppose that $\mathcal{L}_c(X, \mathbb{K})$ is $G$-prime. Let $U, V$ be nonempty open subsets of $X$. Define $W := \bigcup_{g \in G} \theta_g(U \cap X_{g^{-1}})$ and $Z := \bigcup_{g \in G} \theta_g(V \cap X_{g^{-1}})$. Clearly, $W$ and $Z$ are open, and they are also $G$-invariant. Indeed, for any $h \in G$ we have

$$\theta_h(W \cap X_{h^{-1}}) = \theta_h\left(\left(\bigcup_{g \in G} \theta_g(U \cap X_{g^{-1}})\right) \cap X_{h^{-1}}\right) = \bigcup_{g \in G} \theta_h(\theta_g(U \cap X_{g^{-1}}) \cap X_{h^{-1}}).$$

Note that $\theta_g(U \cap X_{g^{-1}}) \cap X_{h^{-1}} \subseteq X_{g \cap X_{h^{-1}}} \subseteq X_{r(g) \cap X_{s(h)}} = \emptyset$ if $s(h) \neq r(g)$. Therefore, take $g \in G$ such that $s(h) = r(g)$, and notice that

$$\theta_h(\theta_g(U \cap X_{g^{-1}}) \cap X_{h^{-1}}) \subseteq \theta_h(\theta_g(\theta_{g^{-1}}(X_{h^{-1}} \cap X_g) \cap U)) = \theta_{hg}(U \cap \theta_{g^{-1}}(X_{h^{-1}} \cap X_g)) \subseteq \theta_{hg}(U \cap X_{g^{-1}h^{-1}}) \subseteq W.$$
This shows that $W$ is $G$-invariant, and similarly one can show that $Z$ is $G$-invariant. By Remark 5.2, $I_1 := \mathcal{J}(W)$ and $I_2 := \mathcal{J}(Z)$ are nonzero $G$-invariant ideals of $\mathcal{L}_c(X, \mathbb{K})$. Hence, by $G$-primeness of $\mathcal{L}_c(X, \mathbb{K})$, we get that $I_1 I_2 \neq \{0\}$ and thus $W \cap Z \neq \emptyset$.

Choose some $z \in W \cap Z$. There are $g, h \in G$ such that $z \in \theta_g(U \cap X_{g^{-1}}) \cap \theta_h(V \cap X_{h^{-1}})$. Since $X_g \cap X_h \subseteq X_{r(g)} \cap X_{s(h^{-1})}$, we have that $s(h^{-1}) = r(g)$. By Definition 2.2,

\[ \theta_{h^{-1}}(z) \in \theta_{h^{-1}}(\theta_g(U \cap X_{g^{-1}}) \cap X_{h}) \cap V \subseteq \theta_{h^{-1}}(\theta_g(\theta_{g^{-1}}(X_g \cap X_{g^{-1}}) \cap V)) \cap V = \theta_{h^{-1}}(g) \cap \theta_{g^{-1}}(X_{h} \cap X_{g}) \cap V \subseteq \theta_{h^{-1}}(U \cap X_{g^{-1}}) \cap V, \]

and this shows that $\theta$ is topologically transitive.

Next, we characterize topological freeness of $\theta$ in terms of properties of the associated partial skew groupoid ring. Note that if $F \subseteq X$ is closed and $G$-invariant, then by Remark 5.2 $\mathcal{J}(F)$ is a $G$-invariant ideal of $\mathcal{L}_c(X, \mathbb{K})$. Thus, $\mathcal{L}_c(X, \mathbb{K}) / \mathcal{J}(F)$ is well-defined (cf. Proposition 3.17).

**Theorem 5.7.** Let $\mathbb{K}$ be a field, let $G$ be a groupoid, let $X$ be a locally compact, Hausdorff, zero-dimensional space, and let $\theta = (X_g, \theta_g)_{g \in G}$ be a topological partial action of $G$ on $X$, such that $X_g$ is clopen, for every $g \in G$, and $X = \bigcup_{g \in G} X_g$. Furthermore, let $\alpha$ be the induced partial action of $G$ on $\mathcal{L}_c(X, \mathbb{K})$ (see Remark 5.1). Suppose that $F \subseteq X$ is closed and $G$-invariant. Then, $\theta$ is topologically free on $F$ if, and only if, $\bigoplus_{e \in G} \overline{D_e} \delta_e$ is a maximal commutative subring of $\mathcal{L}_c(X, \mathbb{K}) / \mathcal{J}(F)$.

**Proof.** We first show the “only if” statement. Suppose that $\theta$ is topologically free on $F$. Let $a = \sum_{g \in H} (a_g + \mathcal{J}(F)) \delta_g \in \mathcal{L}_c(X, \mathbb{K}) / \mathcal{J}(F)$ be such that $ad = da$, for all $d \in \bigoplus_{e \in G} \overline{D_e} \delta_e$, and $a_g \notin \mathcal{J}(F)$ for all $g \in H$. Seeking a contradiction, suppose that there is some $t \in H \setminus G_0$. For any compact open subset $K$ of $X_{r(t)}$, using that $a(1_K + \mathcal{J}(F)) \delta_{r(t)} = (1_K + \mathcal{J}(F)) \delta_{r(t)} a$, we get that

\[ \sum_{g \in H \atop s(g) = r(t)} \alpha_g \delta_{g^{-1}} (a_g + \mathcal{J}(F)) (1_K + \mathcal{J}(F)) \delta_g = \sum_{g \in H \atop r(g) = r(t)} (1_K + \mathcal{J}(F)) (a_g + \mathcal{J}(F)) \delta_g. \tag{11} \]

We also notice that if $f + \mathcal{J}(F) = g + \mathcal{J}(F)$, then $(g - f)|_F = 0$ and $g|_F = f|_F$.

**Case 1** ($s(t) \neq r(t)$): Let $x_0 \in F \cap X_t$ be such that $a_t(x_0) \neq 0$. Using that $X$ is locally compact, Hausdorff and zero-dimensional, there exists a compact open set $K$ such that $x_0 \in K \subseteq X_t \subseteq X_{r(t)}$. By comparing the left-hand side with the right-hand side of (11), since $s(t) \neq r(t)$, we get that $0 + \mathcal{J}(F) = a_t 1_K + \mathcal{J}(F)$. Thus, $a_t 1_K \notin \mathcal{J}(F)$ and $a_t 1_K |_F = 0$, which is a contradiction, since $x_0 \in F$ and $a_t(x_0) 1_K |_F = a_t(x_0) |_F \neq 0$.

**Case 2** ($s(t) = r(t)$): Let $z \in F \cap X_t$ be such that $a_t(z) \neq 0$. Then, there is an open set $A$ such that $z \in A \subseteq X_t$ and $a_t(A) = \{a_t(z)\}$. We have that $A \cap F \subseteq X_t \cap F$ is open. Notice that $t \neq r(t)$. Hence, by assumption, there is $y \in A \cap F$ such that $\theta_{t^{-1}}(y) \neq y$. Using that $X$ is Hausdorff, there exist disjoint open sets $V, W$ such that $y \in V$ and $\theta_{t^{-1}}(y) \in W$. There is also a compact open set $K$ such that $y \in K \subseteq V \cap X_t \subseteq V \cap X_{r(t)}$. By comparing the left-hand side with the right-hand side of (11), we get that $a_t(1_K \circ \theta_{t^{-1}} + \mathcal{J}(F)) = a_t 1_K + \mathcal{J}(F)$ which yields $a_t(1_K \circ \theta_{t^{-1}} + \mathcal{J}(F)) = a_t 1_K + \mathcal{J}(F)$. Finally, $a_t(1_K \circ \theta_{t^{-1}} - 1_K) \notin \mathcal{J}(F)$ and $(a_t(1_K \circ \theta_{t^{-1}} - 1_K))|_F = 0$. This is a contradiction, since $y \in A \cap F$ and $a_t(1_K \circ \theta_{t^{-1}} - 1_K)(y) = a_t(y)(1_K \circ \theta_{t^{-1}}(y) - 1_K(y)) = a_t(y)(0 - 1) = -a_t(y) = -a_t(z) \neq 0$. 22
Now we show the “if” statement. Suppose that \( \theta \) is not topologically free on \( F \). Then, there exist \( u_0 \in G_0, t_0 \in G_{u_0}^\ast \setminus \{ u_0 \} \) and an open subset \( V \subseteq X \) such that \( V \cap F \subseteq X_{t_0}^{-1} \cap F \) and \( \theta_{t_0}(x) = x \), for all \( x \in V \cap F \). Using that \( X \) is locally compact, Hausdorff and zero-dimensional, there exists a compact open subset \( K \) such that \( x \in K \subseteq V \subseteq X_{t_0}^{-1} \). Therefore, \( 1_K \in D_{t_0}^{-1} \).

Finally, we show that \( (1_K + \mathcal{J}(F))\delta_{t_0}^{-1} \) commutes with every element of \( \bigoplus_{e \in G_0} \mathcal{D}_e \delta_e \). Let \( b = \sum_{e \in G_0} (f_e + \mathcal{J}(F))\delta_e \in \bigoplus_{e \in G_0} \mathcal{D}_e \delta_e \). We get that
\[
( (1_K + \mathcal{J}(F))\delta_{t_0}^{-1} ) b - b (1_K + \mathcal{J}(F))\delta_{t_0}^{-1} = \]
\[
( (\alpha_{t_0}^{-1} (\alpha_{t_0} (1_K) f_{r(t_0)}) + \mathcal{J}(F))\delta_{t_0}^{-1} r(t_0) - (f_{s(t_0)} 1_K + \mathcal{J}(F))\delta_{s(t_0)}^{-1} ) = \]
\[
( (\alpha_{t_0}^{-1} (\alpha_{t_0} (1_K) f_{u_0}) + \mathcal{J}(F))\delta_{t_0}^{-1} - (f_{u_0} 1_K + \mathcal{J}(F))\delta_{t_0}^{-1} ) = \]
\[
( (\alpha_{t_0}^{-1} (1_K \circ \theta_{t_0}^{-1} f_{u_0}) + \mathcal{J}(F))\delta_{t_0}^{-1} - (f_{u_0} 1_K + \mathcal{J}(F))\delta_{t_0}^{-1} ) = \]
\[
( 1_K (f_{u_0} \circ \theta_{t_0}) - f_{u_0}) + \mathcal{J}(F) )\delta_{t_0}^{-1} . \]

Let \( x \in F \). If \( x \in V \cap F \), then \( \theta_{t_0}(x) = x \) and \( ((f_{u_0} \circ \theta_{t_0}) - f_{u_0})(x) = 0 \). If \( x \notin V \cap F \), then \( 1_K(x) = 0 \), because \( K \subseteq V \). Hence, \( (1_K + \mathcal{J}(F))\delta_{t_0}^{-1} b - b (1_K + \mathcal{J}(F))\delta_{t_0}^{-1} = 0 + \mathcal{J}(F) \).

By Theorem 3.25 and Theorem 5.7 we get the following.

**Corollary 5.8.** \( \theta \) is topologically free on every closed \( G \)-invariant subset of \( X \) if, and only if, the induced partial action \( \alpha \) of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \) has the residual intersection property.

### 5.2 Steinberg algebras and partial skew groupoid rings

In this section, we point out that the partial skew groupoid ring associated with \( \theta \) is isomorphic to the Steinberg algebra of the induced transformation groupoid. We also identify correspondences between topological properties of \( \theta \) and properties of the associated transformation groupoid.

The **transformation groupoid associated with \( \theta \)** is defined as the set
\[
G \rtimes \theta X := \{(t, x) : t \in G \text{ and } x \in X_{t^{-1}} \},
\]
and \( (G \rtimes \theta X)^2 := \{((v, y), (t, x)) : (v, y), (t, x) \in G \rtimes \theta X, \ (v, t) \in G^2 \text{ and } \theta_t(y) = y \} \).

The product in \( G \rtimes \theta X \) is given by \( (v, y)(t, x) := (vt, x) \) for all \( ((v, y), (t, x)) \in (G \rtimes \theta X)^2 \).

For \( (t, x) \in G \rtimes \theta X \), we define \( (t, x)^{-1} := (t^{-1}, \theta_t(x)) \).

We equip \( G \rtimes \theta X \) with the topology induced by the product topology on \( G \times X \). Since \( G \) is discrete and \( X \) is Hausdorff, \( G \rtimes \theta X \) is Hausdorff. Notice that the inversion and product operations are continuous, because \( \theta_t \) is continuous for every \( t \in G \), and that \( (G \rtimes \theta X)_0 = \{(e, x) : e \in G_0 \text{ and } x \in X_e \} \).

Using that \( X = \bigsqcup_{e \in G_0} X_e \), there is a homeomorphism
\[
\rho : X \ni x \mapsto (e, x) \in (G \rtimes \theta X)_0.
\]

Hence, \( (G \rtimes \theta X)_0 \) is locally compact, Hausdorff and zero-dimensional.

For each \( (g, x) \in G \rtimes \theta X \), the source in given by \( d(g, x) := (s(g), x) \), the range is given by \( t(g, x) := (r(g), \theta_g(x)) \) and its restriction \( \{g\} \times X_g^{-1} \rightarrow \{r(g)\} \times X_g \) is a homeomorphism. In particular, \( G \rtimes \theta X \) is étale. Therefore, \( G \rtimes \theta X \) is ample and Hausdorff.
Recall that the Steinberg algebra, $A_R(G \rtimes_\theta X)$, is the set of all locally constant functions $f : G \rtimes_\theta X \to \mathbb{R}$ with compact support (see [4] for more details).

**Theorem 5.9.** Let $\mathcal{R}$ be a commutative unital ring, let $G$ be a groupoid, let $X$ be a locally compact, Hausdorff, zero-dimensional space, and let $\theta = (X_g, \theta_g)_{g \in G}$ be a partial action of $G$ on $X$, such that $X_g$ is clopen, for every $g \in G$, and $X = \bigsqcup_{g \in G_0} X_g$. Furthermore, let $\alpha$ be the induced partial action of $G$ on $L_c(X, \mathcal{R})$ (see Remark 5.10). Then, $L_c(X, \mathcal{R}) \rtimes_\alpha G$ and $A_R(G \rtimes_\theta X)$ are isomorphic as $\mathcal{R}$-algebras.

**Proof.** It is analogous to the proof of [3] Theorem 3.2. □

**Remark 5.10.** Consider the inverse semigroup $S = G \cup \{z\}$ (cf. Remark 3.3) and let $\theta' := (X'_t, \theta'_t)_{t \in S}$ be a topological partial action of $S$ on $X$ such that $X'_t := X_t$ and $\theta'_t := \theta_t$, for every $t \in G$, and $X'_z := \emptyset$. Then, the transformation groupoid $G \rtimes_\theta X$ corresponds exactly to the groupoid of germs $S \ltimes X$ as defined in [4] Definition 4.1.5], and hence Theorem 5.9 can be obtained from [1] Theorem 4.3.4.

In the next definition, we recall some standard notions regarding topological groupoids. Throughout the remainder of this section, let $\mathcal{G}$ be a topological groupoid, let $\mathcal{G}_0$ denote the unit space of $\mathcal{G}$, let $s$ denote the source map and let $r$ denote the range map. A subset $D$ of $\mathcal{G}_0$ is invariant if $r(g) \in D$ whenever $g \in \mathcal{G}$ and $s(g) \in D$. If $D$ is an invariant subset of $\mathcal{G}_0$, then we define $\mathcal{G}_D := \{g \in \mathcal{G} : s(g) \in D, r(g) \in D\}$. Notice that $\mathcal{G}_D$ is a full subgroupoid of $\mathcal{G}$ and that $(\mathcal{G}_D)_0 = D$.

**Definition 5.11.** Let $\mathcal{G}$ be a topological groupoid and write $\text{Iso}(\mathcal{G}) := \{g \in \mathcal{G} : s(g) = r(g)\}$.

(a) $\mathcal{G}$ is said to be effective, if $\mathcal{G}_0 = \text{Int}(\text{Iso}(\mathcal{G}))$;

(b) $\mathcal{G}$ is said to be strongly effective, if for every nonempty invariant subset $D$ of $\mathcal{G}_0$, the groupoid $\mathcal{G}_D$ is effective;

(c) $\mathcal{G}$ is said to be minimal, if $\mathcal{G}_0$ has no nontrivial open invariant subsets;

(d) An étale groupoid $\mathcal{G}$ is said to be topologically transitive, if $s^{-1}(U) \cap r^{-1}(V) \neq \emptyset$ whenever $U, V$ are nonempty open subsets of $\mathcal{G}_0$.

The homeomorphism $\rho$, defined in [12], also appears in the context of transformation groupoids induced by partial actions of groups (see e.g. [4] Section 2.1).

**Proposition 5.12.** The homeomorphism $\rho$, defined in [12], yields a bijection between the set of open (resp. closed) $G$-invariant subsets of $X$ and the set of open (resp. closed) invariant subsets of $(G \rtimes_\theta X)_0$.

**Proof.** Let $F$ be a $G$-invariant subset of $X$. We claim that $\rho(F)$ is an invariant subset of $(G \rtimes_\theta X)_0$. Take $(g, x) \in G \rtimes_\theta X$ such that $d(g, x) = (s(g), x) \in \rho(F)$. Notice that $t(g, x) = (r(g), \theta_g(x)) \in \rho(F)$, because $\theta_g(x) \in F \cap X_g \subseteq F \cap X_{r(g)}$, and $r(\theta_g(x)) = (r(g), \theta_g(x))$.

Let $D$ be an invariant subset of $(G \rtimes_\theta X)_0$. Take $g \in G$. Let $x \in \rho^{-1}(D) \cap X_{g-1} \subseteq \rho^{-1}(D) \cap X_g$. Then, $\rho(x) = (s(g), x) \in D$. Using that $D$ is invariant, $\rho(\theta_g(x)) = (r(g), \theta_g(x)) \in D$. Thus, $\theta_g(x) \in \rho^{-1}(D)$. This shows that $\theta_g(\rho^{-1}(D) \cap X_{g-1}) \subseteq \rho^{-1}(D)$. □
Proposition 5.13. The following assertions hold:

(i) $\theta$ is minimal if, and only if, $G \rtimes_{\theta} X$ is minimal.

(ii) $\theta$ is topologically transitive if, and only if, $G \rtimes_{\theta} X$ is topologically transitive.

(iii) Let $F$ be a closed $G$-invariant subset of $X$. Then, $\theta$ is topologically free on $F$ if, and only if, $(G \rtimes_{\theta} X)_{\rho(F)}$ is effective.

Proof. (i) It follows from Proposition 5.12.

(ii) We first show the “if” statement. Suppose that $G \rtimes_{\theta} X$ is topologically transitive. Let $U, V$ be nonempty open subsets of $X$. Then, $\rho(U)$ and $\rho(V)$ are nonempty open subsets of $(G \rtimes_{\theta} X)_0$. By assumption, there exists $(g, x) \in d^{-1}(\rho(U)) \cap t^{-1}(\rho(V))$. Hence, $x \in X_{g^{-1}}$ and $d(g, x) = (s(g), x) = \rho(x) \in \rho(U)$. Furthermore, $t(g, x) = (r(g), \theta_{g}(x)) = \rho(\theta_{g}(x)) \in t^{-1}(A) \cap V \neq \emptyset$.

Now we show the “only if” statement. Suppose that $\theta$ is topologically transitive. Let $A, B$ be nonempty open subsets of $(G \rtimes_{\theta} X)_0$. Then, $\rho^{-1}(A)$ and $\rho^{-1}(B)$ are nonempty open subsets of $X$. By assumption, there exists $g \in G$ such that $\theta_{g}(\rho(A) \cap X_{g^{-1}}) \cap \rho^{-1}(B) \neq \emptyset$. Let $y \in \theta_{g}(\rho^{-1}(A) \cap X_{g^{-1}}) \cap \rho^{-1}(B)$. Then, $\theta_{g}^{-1}(y) \in \rho^{-1}(A) \cap X_{g^{-1}}$ and $d(g, \theta_{g}^{-1}(y)) = \rho(\theta_{g}^{-1}(y)) \in A$. Furthermore, $t(g, \theta_{g}^{-1}(y)) = \rho(y) \in B$. Hence, $(g, \theta_{g}^{-1}(y)) \in d^{-1}(A) \cap t^{-1}(B)$.

(iii) Suppose that $F$ is nonempty, for otherwise there is nothing to prove.

We first show the “only if” statement. Suppose that $\theta$ is topologically free on $F$. We will show that $\text{Int}(\text{Iso}((G \rtimes_{\theta} X)_{\rho(F)})) = \rho(F)$.

$(\subseteq)$ Let $(g, x) \in \text{Int}(\text{Iso}((G \rtimes_{\theta} X)_{\rho(F)}))$. Then, there is an open set $U$ of $X_{g^{-1}}$ such that $(g, x) \in \{(e) \times U\} \cap (G \rtimes_{\theta} X)_{\rho(F)} \subseteq \text{Iso}((G \rtimes_{\theta} X)_{\rho(F)})$. Let $(g, y) \in \{(e) \times U\} \cap (G \rtimes_{\theta} X)_{\rho(F)}$. Then, $d(g, y) = t(g, y) \in \rho(F)$, that is, $s(g) = r(g)$ and $y = \theta_{g}(y) \in F$. In particular, $x \in U \cap F \subseteq \{y \in X_{g^{-1}} \cap F : \theta_{g}(y) = y\}$ and $x \in \text{Int}_{F}\{y \in X_{g^{-1}} \cap F : \theta_{g}(y) = y\}$. Using that $\theta$ is topologically free on $F$, we have that $g \in G_{0}$ and $(g, x) \in \rho(F)$.

$(\supseteq)$ Let $(e, x) \in \rho(F)$. Observe that $(e, x) \in \{(e) \times \{x_{e}\}\} \cap (G \rtimes_{\theta} X)_{\rho(F)} \subseteq \text{Iso}((G \rtimes_{\theta} X)_{\rho(F)})$. Therefore, $\rho(F) \subseteq \text{Int}(\text{Iso}((G \rtimes_{\theta} X)_{\rho(F)}))$ and we conclude that $(G \rtimes_{\theta} X)_{\rho(F)}$ is effective.

Now we show the “if” statement by contrapositivity. Suppose that $\theta$ is not topologically free on $F$. Then, there exist $g \in G \setminus G_{0}$ and some $x \in \text{Int}_{F}\{y \in X_{g^{-1}} \cap F : \theta_{g}(y) = y\}$. Thus, there is an open set $U \subseteq X_{g^{-1}}$ such that $x \in U \cap F \subseteq \{y \in X_{g^{-1}} \cap F : \theta_{g}(y) = y\}$. Let $z \in U \cap \text{Int}_{F}$. Then, $\theta_{g}(z) = z$, and $z \in (X_{r(g)} \cap X_{\theta(g)}) \cap F$. Therefore, $s(g) = r(g)$ and $r(g, z) = d(g, z) = \rho(z) \in \rho(F)$. We notice that $(g, z) \in \text{Iso}((G \rtimes_{\theta} X)_{\rho(F)})$. Using that $F$ is $G$-invariant, $(g, x) \in \{(e) \times (U \cap F) = \{(e) \times U\} \cap (G \rtimes_{\theta} X)_{\rho(F)} \subseteq \text{Iso}((G \rtimes_{\theta} X)_{\rho(F)})$ and we have that $(g, x) \in \text{Int}(\text{Iso}((G \rtimes_{\theta} X)_{\rho(F)}))$, but $(g, x) \notin \rho(F)$, because $g \notin G_{0}$. Hence, $(G \rtimes_{\theta} X)_{\rho(F)}$ is not effective. 

\[\square\]

Remark 5.14. Note that by [18] Corollary 5.5] and [19] Proposition 3.3] the statements (i) and (ii) in Proposition 5.13 are already known for transformation groupoids induced by global actions of groups. We also point out that Corollary 5.15 follows from [4] Proposition 4.2.1].

Corollary 5.15. $\theta$ is topologically free if, and only if, $G \rtimes_{\theta} X$ is effective.
Corollary 5.16. \( \theta \) is topologically free on every closed \( G \)-invariant subset of \( X \) if, and only if, \( G \rtimes_\theta X \) is strongly effective.

5.3 Applications to partial skew groupoid rings induced by topological partial actions

In this section, we let \( \alpha = (D_g, \alpha_g)_{g \in G} \) be the partial action of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \) induced by \( \theta \) (see Remark 5.1). We aim to characterize primeness, simplicity, and when every ideal of the skew groupoid ring \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is \( G \)-graded using the topological properties of the partial action \( \theta \). Using that \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\theta \mathcal{G} \) and the Steinberg algebra of the transformation groupoid, \( A_{\mathbb{K}}(G \rtimes_\theta X) \), are isomorphic (see Theorem 5.9), we are able to recover some known results.

Theorem 5.17. Let \( \mathbb{K} \) be a field, let \( G \) be a groupoid, let \( X \) be a locally compact, Hausdorff, zero-dimensional space, and let \( \theta = (X_g, \theta_g)_{g \in G} \) be a topological partial action of \( G \) on \( X \), such that \( X_g \) is clopen, for every \( g \in G \), and \( X = \bigsqcup_{e \in G_0} X_e \). Furthermore, let \( \alpha \) be the induced partial action of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \) (see Remark 5.1). The following statements are equivalent:

(i) \( \theta \) is topologically free on every open \( G \)-invariant subset of \( X \);

(ii) \( \theta \) is topologically free on every closed \( G \)-invariant subset of \( X \);

(iii) \( \bigoplus_{e \in G_0} D_e \delta_e \) is a maximal commutative subring of \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) for every closed \( G \)-invariant subset \( F \) of \( X \);

(iv) \( \alpha \) has the residual intersection property;

(v) Every ideal of \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is \( G \)-graded;

(vi) The transformation groupoid \( G \rtimes_\alpha X \) is strongly effective.

Proof. The equivalence between (i) and (ii) is straightforward. The other equivalences are established through Theorem 5.7, Corollary 5.8, Theorem 3.25, and Corollary 5.16.

By combining Theorem 5.17, Proposition 5.3, and Theorem 3.22, we get the following result which partially generalizes [10, Corollary 3.7].

Corollary 5.18. \( \theta \) is topologically free on every closed \( G \)-invariant subset of \( X \) if, and only if, there is a one-to-one correspondence (given by \( \Gamma := \mathfrak{I}^{-1} \circ \Phi \)) between the ideals of \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) and the open \( G \)-invariant subsets of \( X \).

A result similar to Theorem 5.19 below was proved in [42, Theorem 1.3] for a groupoid dynamical system in the context of global actions.

Theorem 5.19. Let \( \mathbb{K} \) be a field, let \( G \) be a groupoid, let \( X \) be a locally compact, Hausdorff, zero-dimensional space, and let \( \theta = (X_g, \theta_g)_{g \in G} \) be a topological partial action of \( G \) on \( X \), such that \( X_g \) is clopen, for every \( g \in G \), and \( X = \bigsqcup_{e \in G_0} X_e \). Furthermore, let \( \alpha \) be the induced partial action of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \) (see Remark 5.1). The following statements are equivalent:
(i) \( \theta \) is topologically free;

(ii) \( \bigoplus_{e \in G_0} D_e \delta_e \) is a maximal commutative subring of \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \);

(iii) \( \alpha \) has the intersection property;

(iv) The transformation groupoid \( G \rtimes_\theta X \) is effective.

Proof. The equivalence between (i) and (ii) follows from Theorem 5.7 by considering \( F = X \). The equivalence between (ii) and (iii) follows from Proposition 3.23, and Corollary 5.15 implies the equivalence between (i) and (iv). \( \square \)

The following example shows that the condition of being topologically free on every closed \( G \)-invariant subset is stronger than topological freeness. In particular, the residual intersection property is a stronger condition than the intersection property.

Example 5.20 (17). Let \( \theta \) be an action of \( \mathbb{Z} \) on the Alexandroff compactification \( \mathbb{Z} \cup \{ \infty \} \) such that, for all \( n \in \mathbb{Z} \), \( \theta_n : \mathbb{Z} \cup \{ \infty \} \ni x \mapsto x + n \in \mathbb{Z} \cup \{ \infty \} \). Notice that \( \text{Fix}(\theta_n) = \{ \infty \} \), for all \( n \in \mathbb{Z} \). Hence, \( \theta \) is topologically free, because \( \text{Int}\{ x \in \mathbb{Z} \cup \{ \infty \} : \theta_n(x) = x \} = \text{Int}\{ \infty \} = \emptyset \), for all \( n \in \mathbb{Z} \). Nevertheless, \( \{ \infty \} \) is a closed \( \mathbb{Z} \)-invariant subset of \( \mathbb{Z} \cup \{ \infty \} \) such that \( \text{Int}_{\{ \infty \}}\{ x \in \{ \infty \} : \theta_n(x) = x \} = \text{Int}_{\{ \infty \}}\{ \infty \} = \{ \infty \} \). Thus, \( \theta \) in not topologically free on \( \{ \infty \} \).

Proposition 5.21. The following assertions hold:

(i) \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is graded simple if, and only if, \( \theta \) is minimal;

(ii) \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is graded prime if, and only if, \( \theta \) is topologically transitive.

Proof. (i) It follows from Proposition 3.27 and Corollary 5.5.

(ii) It follows from Proposition 3.28 and Theorem 5.6. \( \square \)

In the next theorem, we will recover particular cases of [49, Theorem 4.3, Theorem 4.5] and [9, Theorem 4.1].

Theorem 5.22. Let \( \mathbb{K} \) be a field, let \( G \) be a groupoid, let \( X \) be a locally compact, Hausdorff, zero-dimensional space, and let \( \theta = (X_g, \theta_g)_{g \in G} \) be a topological partial action of \( G \) on \( X \), such that \( X_g \) is clopen, for every \( g \in G \), and \( X = \bigsqcup_{e \in G_0} X_e \). Furthermore, let \( \alpha \) be the induced partial action of \( G \) on \( \mathcal{L}_c(X, \mathbb{K}) \) (see Remark 5.1). The following assertions hold.

(i) If \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is prime, then \( \theta \) is topologically transitive.

(ii) If \( \theta \) is topologically free and topologically transitive, then \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is prime.

(iii) \( \theta \) is minimal and topologically free if, and only if, \( \mathcal{L}_c(X, \mathbb{K}) \rtimes_\alpha G \) is simple.

Proof. The proof follows from Corollary 5.5. Theorem 5.6 and Theorem 3.29. \( \square \)

In [45, Theorem 1.3], a result similar to Theorem 5.22 (iii) was proved for groupoid dynamical systems. We finish this section by specializing to the case when \( G \) is not just a groupoid, but in fact a torsion-free group.
Proposition 5.23. Let $H$ be a torsion-free group. Then, $L_c(X, K) \rtimes H$ is prime if, and only if, $\theta$ is topologically transitive.

Proof. By [39, Theorem 13.5], if $H$ is torsion-free, then $L_c(X, K) \rtimes H$ is prime if, and only if, $L_c(X, K)$ is $H$-prime. The desired conclusion now follows from Theorem 5.6. 

6 Applications to ultragraphs via labelled spaces

Throughout this section, $\mathcal{G}$ denotes an ultragraph. In [13, Definition 2.7], a normal labelled space $(E_{\mathcal{G}}, L_{\mathcal{G}}, B)$ associated with $\mathcal{G}$ was defined and, in [14, Section 3], a topological partial action $\varphi$ of the free group generated by the labels of the edges on the tight spectrum $T$ of a labelled space was defined. The description of $\varphi$ when the labelled space is associated with an ultragraph was given in [13, Section 4.1], in which it was also shown that the associated partial skew group ring coincides with the ultragraph Leavitt path algebra of $\mathcal{G}$, and with the partial skew group ring associated with certain non-topological partial actions [32].

One of the purposes of this section is to prove that $\varphi$ is topologically free on every closed $F$-invariant subset of $T$ if, and only if, the ultragraph $\mathcal{G}$ satisfies Condition (K). By letting $\alpha$ be the algebraic partial action induced by $\varphi$, we will show that every ideal of $L_c(T, K) \rtimes F$ is $F$-graded if, and only if, $\mathcal{G}$ satisfies Condition (K), a result that is also new in the context of Leavitt path algebras of graphs. A version of this theorem was proved in the context of $C^*$-algebras of Boolean dynamical systems. See [11, Theorem 6.3] and [15, Proposition 6.1].

6.1 Preliminaries

Following [8], [13], [14] and, mainly [7], we repeat some basic definitions and properties concerning labelled spaces, ultragraphs via labelled spaces and the aforementioned topological partial action $\varphi$.

6.1.1 Labelled spaces

Let $\mathcal{E} = (\mathcal{E}^0, \mathcal{E}^1, r, s)$ be a (directed) graph. The elements of $\mathcal{E}^0$ are denominated vertices and the elements of $\mathcal{E}^1$ are denominated edges. If $\mathcal{E}^0$ and $\mathcal{E}^1$ are countable, then we say that the graph $\mathcal{E}$ is countable.

A sequence of edges $\lambda_1 \lambda_2 \ldots \lambda_n$ such that $r(\lambda_i) = s(\lambda_{i+1})$ for all $i \in \{1, \ldots, n - 1\}$ is called a path of length $n$. We denote by $\mathcal{E}^n$ the set of paths of length $n$ and define $\mathcal{E}^* := \cup_{n \geq 0} \mathcal{E}^n$. An infinite sequence of edges $\lambda_1 \lambda_2 \ldots$ such that $r(\lambda_i) = s(\lambda_{i+1})$ for all $i \geq 1$ is called an infinite path. We denote by $\mathcal{E}^\infty$ the set of infinite paths. We define vertices to be paths of length 0.

Let $\mathcal{E} = (\mathcal{E}^0, \mathcal{E}^1, r, s)$ be a graph and let $A$ be an alphabet, that is a nonempty set whose elements are called letters. A labelled graph $(\mathcal{E}, \mathcal{L})$ consists of a graph $\mathcal{E}$ and a surjective labelling map $\mathcal{L} : \mathcal{E}^1 \to A$.

$A^*$ denotes the set of all finite words over $A$, including the empty word $\omega$, and $A^\infty$ denotes the set of all infinite words over $A$. We consider $A^*$ as a monoid whose binary operation is given by concatenation.
We may extend the labelling map \( \mathcal{L} \) to \( \mathcal{L} : \mathcal{E}^n \to \mathcal{A}^* \) and \( \mathcal{L} : \mathcal{E}^\infty \to \mathcal{A}^\infty \). Denote the set of labelled paths \( \alpha \) of length \( |\alpha| = n \) by \( \mathcal{L}^n := \mathcal{L}(\mathcal{E}^n) \) and the set of infinite labelled paths by \( \mathcal{L}^\infty := \mathcal{L}(\mathcal{E}^\infty) \). Recall that \( \omega \) is considered a labelled path with \( |\omega| = 0 \) and we define \( \mathcal{L}^\geq_1 := \bigcup_{n \geq 1} \mathcal{L}^n \), \( \mathcal{L}^* := \{ \omega \} \cup \mathcal{L}^\geq_1 \) and \( \mathcal{L}^\leq_\infty := \mathcal{L}^* \cup \mathcal{L}^\infty \).

If \( \alpha, \beta \) are labelled paths such that \( \beta = \alpha \beta' \) for some labelled path \( \beta' \), then we say that \( \alpha \) is a beginning of \( \beta \). Denote the set of all infinite words all of whose beginnings appear as finite labelled paths by \( \overline{\mathcal{L}}^\infty := \{ \alpha \in \mathcal{A}^\infty : \alpha_n \in \mathcal{L}^* \text{ for every } n \in \mathbb{N} \} \) and define \( \overline{\mathcal{L}}^\leq_\infty := \mathcal{L}^* \cup \overline{\mathcal{L}}^\infty \). We let \( \mathcal{P}(X) \) denote the power set of \( X \).

**Definition 6.1** ([8] Definition 2.8). For \( \alpha \in \mathcal{L}^* \) and \( A \in \mathcal{P}(\mathcal{E}^0) \), the relative range of \( \alpha \) with respect to \( A \), denoted by \( r(A, \alpha) \), is the set

\[
r(A, \alpha) := \{ r(\lambda) : \lambda \in \mathcal{E}^*, \mathcal{L}(\lambda) = \alpha, s(\lambda) \in A \},
\]

if \( \alpha \in \mathcal{L}^\geq_1 \) and \( r(A, \omega) := A \), if \( \alpha = \omega \). The range of \( \alpha \), denoted by \( r(\alpha) \), is the set \( r(\alpha) := r(\mathcal{E}^0, \alpha) \).

Note that \( r(\omega) = \mathcal{E}^0 \) and, if \( \alpha \in \mathcal{L}^\geq_1 \), then \( r(\alpha) = \{ r(\lambda) \in \mathcal{E}^0 : \mathcal{L}(\lambda) = \alpha \} \).

**Definition 6.2** ([8] Definition 2.9). Let \( (\mathcal{E}, \mathcal{L}) \) be a labelled graph and \( \mathcal{B} \subseteq \mathcal{P}(\mathcal{E}^0) \). We say that \( \mathcal{B} \) is closed under relative ranges, if \( r(A, \alpha) \in \mathcal{B} \), for all \( A \in \mathcal{B} \) and \( \alpha \in \mathcal{L}^\geq_1 \). If additionally \( \mathcal{B} \) is closed under finite intersections and finite unions, and contains \( r(\alpha) \), for every \( \alpha \in \mathcal{L}^\geq_1 \), then we say that \( \mathcal{B} \) is accommodating for \( (\mathcal{E}, \mathcal{L}) \), and in that case \( (\mathcal{E}, \mathcal{L}, \mathcal{B}) \) is called a labelled space.

A labelled space \( (\mathcal{E}, \mathcal{L}, \mathcal{B}) \) is weakly left-resolving if \( r(A \cap B, \alpha) = r(A, \alpha) \cap r(B, \alpha) \), for all \( A, B \in \mathcal{B} \) and \( \alpha \in \mathcal{L}^\geq_1 \). We say that a weakly left-resolving labelled space \( (\mathcal{E}, \mathcal{L}, \mathcal{B}) \) is normal, if \( \mathcal{B} \) is closed under relative complements.

For \( \alpha \in \mathcal{L}^* \), define \( \mathcal{B}_\alpha := \mathcal{B} \cap \mathcal{P}(r(\alpha)) = \{ A \in \mathcal{B} : A \subseteq r(\alpha) \} \). In the case of a normal labelled space, \( \mathcal{B}_\alpha \) is a Boolean algebra, for each \( \alpha \in \mathcal{L}^* \).

By [8] Proposition 3.4, there is an inverse semigroup \( S \), with zero element 0, associated with the normal labelled space \( (\mathcal{E}, \mathcal{L}, \mathcal{B}) \), whose semilattice of idempotents is

\[
E(S) = \{ (\alpha, A, \alpha) : \alpha \in \mathcal{L}^* \text{ and } A \in \mathcal{B}_\alpha \} \cup \{ 0 \}.
\]

The set of all tight filters in \( E(S) \) is denoted by \( \mathcal{T} \), which is called the tight spectrum (see [23] Section 12]). For each \( e \in E(S) \), define \( V_e := \{ \xi \in \mathcal{T} : e \in \xi \} \). The subsets

\[
V_{e_1 \ldots e_n} := V_e \cap V_{e_1} \cap \ldots \cap V_{e_n} = \{ \xi \in \mathcal{T} : e \in \xi, e_1 \notin \xi, \ldots, e_n \notin \xi \},
\]

with \( \{ e_1, \ldots, e_n \} \) a finite (possibly empty) subset of \( E(S) \), form a basis for the topology on \( \mathcal{T} \) (see [11] and [13] Corollary 3.3]). If \( E(S) \) is countable, then \( \mathcal{T} \) is second-countable and therefore metrizable. See [7] Sections 2.4-2.5, for more details.

Let \( (\mathcal{E}, \mathcal{L}, \mathcal{B}) \) be a weakly-left-resolving labelled space. Let \( \alpha \in \overline{\mathcal{L}}^\leq_\infty \) and let \( \{ \mathcal{F}_n \}_{0 \leq n \leq |\alpha|} \) (where \( 0 \leq n \leq |\alpha| \) means that \( 0 \leq n < \infty \) for \( \alpha \in \overline{\mathcal{L}}^\infty \)) be a family such that \( \mathcal{F}_n \) is a filter in \( \mathcal{B}_{\alpha_n} \), for every \( n > 0 \), and \( \mathcal{F}_0 \) is either a filter in \( \mathcal{B} \) or \( \mathcal{F}_0 = \emptyset \). The family \( \{ \mathcal{F}_n \}_{0 \leq n \leq |\alpha|} \) is a complete family for \( \alpha \), if \( \mathcal{F}_n = \{ A \in \mathcal{B}_{\alpha_n} : r(A, \alpha_{n+1}) \in \mathcal{F}_{n+1} \} \) whenever \( 0 \leq n < |\alpha| \).
Remark 6.5 ([14, Remark 2.6]). Let \( E, L, B \) be a weakly left-resolving labelled space and \( S \) its associated inverse semigroup. There is a bijection between filters in \( E(S) \) and pairs \( (\alpha, \{\mathcal{F}_n\}_{0 \leq n \leq |\alpha|}) \), where \( \alpha \in L^{\leq \infty} \) and \( \{\mathcal{F}_n\}_{0 \leq n \leq |\alpha|} \) is a complete family for \( \alpha \).

Remark 6.6. Theorem 6.3 was originally proved, but misstated, in [8, Theorem 4.13]. A comment about this later appeared in [14, Theorem 2.4].

We say that a filter \( \xi \) in \( E(S) \) is of finite type, if it is associated with a pair \( (\alpha, \{\mathcal{F}_n\}_{0 \leq n \leq |\alpha|}) \) where \( |\alpha| < \infty \), and of infinite type otherwise. The filter \( \xi \) is denoted by \( \xi^\alpha \) and the filters in the complete family will be denoted by \( \xi_n^\alpha \) (or just \( \xi_n \)). To be precise \( \xi_n^\alpha = \{ A \in B : (\alpha_{1,n}, A, \alpha_{1,n}) \in \xi^\alpha \} \).

Remark 6.6 ([14] Remark 2.6]). For a filter \( \xi^\alpha \) in \( E(S) \) and an element \( (\beta, A, \beta) \in E(S) \), we have that \( (\beta, A, \beta) \in \xi^\alpha \) if, and only if, \( \beta \) is a beginning of \( \alpha \) and \( A \in \xi_0^\beta \).

Let \( \beta \in L^{\leq \infty} \). Denote by \( T_\beta \) the set of all tight filters in \( E(S) \) associated with the word \( \beta \). For labelled paths \( \alpha \in L^{\geq 1} \) and \( \beta \in L^{\leq \infty} \), consider \( T_{(\alpha)\beta} := \{ \xi \in T_\beta : r(\alpha) \in \xi_0 \} \).

Remark 6.6. Let \( \alpha \in L^{\geq 1} \) and \( \beta \in L^{\leq \infty} \). By [14] Remark 2.10, if \( \xi^\beta \in T_{(\alpha)\beta} \), then \( \alpha \beta \in L^{\leq \infty} \).

In particular, for \( \alpha \in L^* \), denote the set of all filters in \( E(S) \) whose associated labelled path \( \beta \) can be “glued” to \( \alpha \) by the disjoint union:

\[
\bigcup_\beta T_{(\alpha)\beta} := \bigcup_\beta \{ T_{(\alpha)\beta} : \beta \in L^{\leq \infty} \text{ and } \alpha \beta \in L^{\leq \infty} \}.
\]

Furthermore, denote the set of all filters in \( E(S) \) whose associated word begins with \( \alpha \) by the disjoint union:

\[
\bigcup_\beta T_{\alpha \beta} := \bigcup_\beta \{ T_{\alpha \beta} : \beta \in L^{\leq \infty} \text{ and } \alpha \beta \in L^{\leq \infty} \}.
\]

Lemma 6.7 ([14] Lemma 3.4]). Let \( E, L, B \) be a weakly-left resolving labelled space. Fix \( \alpha \in L^{\geq 1} \). Then, \( V_{(\alpha,r(\alpha)\beta)} = \bigcup_\beta T_{\alpha \beta} \), and \( V_{(\omega,r(\alpha)\omega)} = \bigcup_\beta T_{(\alpha)\beta} \).

6.1.2 Ultragraphs via labelled spaces

Ultragraph \( C^* \)-algebras were defined in [30]. We now recall some definitions and results about ultragraphs and labelled spaces associated with ultragraphs.

Definition 6.8 ([31] Definition 2.1]). An ultragraph is a quadruple \( \mathcal{G} = (G^0, \mathcal{G}^1, r, s) \) consisting of two countable sets \( G^0, \mathcal{G}^1 \), a map \( s : \mathcal{G}^1 \to G^0 \), and a map \( r : \mathcal{G}^1 \to \mathcal{P}(G^0) \setminus \{\emptyset\} \), where \( \mathcal{P}(G^0) \) is the power set of \( G^0 \).

Definition 6.9 ([31] Definition 2.3, [13] Definition 2.6]). Let \( \mathcal{G} \) be an ultragraph. Define \( G^0 \) to be the smallest subset of \( \mathcal{P}(G^0) \) that contains \( \{v\} \), for all \( v \in G^0 \), contains \( r(e) \), for all \( e \in \mathcal{G}^1 \), contains \( \emptyset \), and is closed under finite unions and finite intersections. Elements of \( G^0 \) are called \( \text{generalized vertices} \).

A finite path \( \alpha \in \mathcal{G}^* \) with \( |\alpha| > 0 \) is called a loop, if \( s(\alpha) \in r(\alpha) \). A loop \( \alpha \) is said to be based at \( A \in G^0 \), if \( s(\alpha) \in A \). A loop \( \alpha = \alpha_1 \ldots \alpha_n \) is a simple loop, if \( s(\alpha_i) \neq s(\alpha_1) \) for \( i \neq 1 \). An exit for a loop \( \alpha = \alpha_1 \ldots \alpha_n \) is either of the following:
1. an edge $e \in G^1$ such that there exists an $i$ for which $s(e) \in r(\alpha_i)$, but $e \neq \alpha_{i+1}$,

2. a sink $w$ such that $w \in r(\alpha_i)$, for some $i$.

**Definition 6.10** ([13] Definition 2.6]). The accommodating family $\mathcal{B}$ associated with $G$ is the smallest family of subsets of $G^0$ that contains $G^0$ and is closed under relative complements, finite unions and finite intersections.

Next, we recall how ultragraphs are realized as labelled graphs.

**Definition 6.11** ([13] Definition 2.7]). Fix an ultragraph $G = (G^0, G^1, r, s)$. Let $\mathcal{E}_G = (\mathcal{E}^0_G, \mathcal{E}^1_G, r', s')$, where $\mathcal{E}^0_G = G^0$, $\mathcal{E}^1_G = \{(e, v) : e \in G^1, v \in r(e)\}$ and define $r'(e, v) := v$ and $s'(e, v) := s(e)$. Set $\mathcal{A} = \mathcal{E}^1_G$, let $\mathcal{B}$ be the accommodating family of $G$, and define $\mathcal{L}_G : \mathcal{E}^1_G \to \mathcal{A}$ by $\mathcal{L}_G(e, v) := e$. Then, $(\mathcal{E}_G, \mathcal{L}_G, \mathcal{B})$ is the normal labelled space associated with $G$.

Notice that labelled paths correspond to paths on the ultragraph and that $\mathcal{L}^\infty_G = \mathcal{L}^\infty_G$.

**Remark 6.12** ([13] Remark 3.1]). Notice that, for all $A \subseteq G^0$ and $e \in G^1$, we have that $r(A, e) = r(e)$, if $s(e) \in A$, and $r(A, e) = \emptyset$ otherwise. In particular, $r(\{s(e)\}, e) = r(e)$.

**Lemma 6.13** ([13] Lemma 3.2]). Let $\alpha$ be a path in $G$ such that $|\alpha| \geq 1$, and let $\{\mathcal{F}_n\}_{n=0}^{\infty}$ be a complete family of filters for $\alpha$. If $0 \leq n < |\alpha|$, then $\mathcal{F}_n = \mathcal{\uparrow}_{\mathcal{B}_{\alpha_n}}\{s(\alpha_{n+1})\}$.

**Lemma 6.14** ([13] Lemma 3.4]). Let $\alpha$ be an infinite path in $G$. Then $\{\mathcal{F}_n\}_{n=0}^{\infty} := \{\mathcal{\uparrow}_{\mathcal{B}_{\alpha_n}}\{s(\alpha_{n+1})\}\}_{n=0}^{\infty}$ is the only complete family of filters (in particular, ultrafilters) for $\alpha$.

**Remark 6.15.** By [13], Proposition 3.5, Proposition 3.6], for each infinite path $\alpha$ in $G$, there is a unique element $\xi^\alpha \in \Gamma$ whose associated word is $\alpha$. And, a filter of infinite type is completely described by the infinite path associated to it.

### 6.1.3 The topological partial action on $\Gamma$

A partial action of the free group generated by the alphabet $\mathcal{A}$ on the tight spectrum $\Gamma$ of a labelled space was defined in [14] Section 3]. A description of that partial action, when the labelled space is associated with an ultragraph, was given in [13] Section 4.1]. For the convenience of the reader, we recall the characterization from [13] Section 4.1] in the following two paragraphs.

Fix a weakly-left resolving labelled space $(\mathcal{E}, \mathcal{L}, \mathcal{B})$ and let $\mathcal{F}$ be the free group generated by $\mathcal{A}$ (identifying the identity of $\mathcal{F}$ with $\omega$). Then, by [14], Proposition 3.12], for every $t \in \mathcal{F}$ there is a compact open set $V_t \subseteq \Gamma$ and a homeomorphism $\varphi_t : V_{t^{-1}} \to V_t$ such that

$$\varphi = (\{V_t\}_{t \in \mathcal{F}}, \{\varphi_t\}_{t \in \mathcal{F}}) \quad (13)$$

is a topological partial action of $\mathcal{F}$ on $\Gamma$. In particular, $V_\omega : \Gamma$ and if $\alpha, \beta \in \mathcal{L}^*$, then $V_\alpha := V_{(\alpha, r(\alpha), \alpha)}$, $V_{(\alpha^{-1})} := V_{(\omega, r(\alpha), \omega)}$, and $V_{(\alpha, \beta^{-1})^{-1}} = \varphi_{\beta^{-1}}^{-1}(V_{\alpha^{-1}})$, with $V_{(\alpha, \beta^{-1})^{-1}} \neq \emptyset$ if, and only if, $r(\alpha) \cap r(\beta) \neq \emptyset$ [14] Lemma 3.10].

For the labelled space associated with an ultragraph, we can intuitively describe the map $\varphi_{\alpha, \beta^{-1}}$, for $\alpha, \beta \in \mathcal{L}^*$, as cutting $\beta$ from the beginning of an element $\xi \in V_{\alpha^{-1}\beta}$ and then gluing $\alpha$ in front of it. For filters of finite type we just have to take into account
the last filter of the corresponding complete family. In most cases, the last filter is kept fixed, unless the empty word is involved. If \( \beta \) is the labelled path associated with an element \( \xi \in V_{n-1,\beta} \) then, by cutting \( \beta \), we get the filter associated with the pair \((\omega, \uparrow_{\beta} \xi_{(\beta)})\) and, by gluing \( \alpha \) afterwards, we get the filter associated with the pair \((\alpha, \mathcal{F})\), where \( \mathcal{F} = \{A \cap r(\alpha) : A \in \uparrow_{\beta} \xi_{(\beta)}\} \).

Let \( \mathbb{F} \times_{\varphi} \mathcal{T} = \{(t, \xi) \in \mathbb{F} \times \mathcal{T} : \xi \in V_t\} \) denote the transformation groupoid associated with the partial action \( \varphi \), as defined in [1].

The following results were proven in [14] and [7] for the partial action of the free group generated by the alphabet \( \mathcal{A} \) on the tight spectrum \( \mathcal{T} \) of a normal labelled space (not necessarily associated with an ultragraph).

**Remark 6.16.** Let \( t \in \mathbb{F} \) be in reduced form. By [14] Lemma 3.11, if \( t \notin \{\omega\} \cup \{\alpha : \alpha \in \mathcal{L}_{\geq 1}\} \cup \{\alpha^{-1} : \alpha \in \mathcal{L}_{\leq 1}\} \cup \{\alpha \beta^{-1} : \alpha, \beta \in \mathcal{L}_{\leq 1}, r(\alpha) \cap r(\beta) \neq \emptyset\} \), then \( V_t = V_{t^{-1}} = \emptyset \).

**Remark 6.17.** By [14] Remark 6.11, if \( \xi^0 \in \text{Fix}(t) \) for some \( t \in \mathbb{F} \setminus \{\omega\} \), then there must exist \( \beta \in \mathcal{L}^* \) and \( \gamma \in \mathcal{L}_{\geq 1} \) such that the associated labelled path of \( \xi^0 \) is \( \alpha = \beta \gamma \infty \) and \( t \) is either \( \beta \gamma \beta^{-1} \) or \( \beta \gamma^{-1} \beta^{-1} \).

**Lemma 6.18 ([7] Lemma 8.9).** Let \( (t, \xi) \in \text{Iso}(\mathbb{F} \times_{\varphi} \mathcal{T}) \) with \( t = \beta \gamma \beta^{-1} \) or \( t = \beta \gamma^{-1} \beta^{-1} \), where \( \beta \gamma \infty \) is the labelled path associated with \( \xi \). Then, for every neighborhood \( U \subseteq \mathcal{T} \) of \( \xi \), there exists \( k > 1 \) and \( B \in \xi_{(\beta \gamma \beta^{-1})} \) such that \( \xi \in V_{(\beta \gamma \beta^{-1})} \subseteq U \).

### 6.2 Applications to ultragraphs, their associated partial actions and partial skew groupoid rings

Let \( \mathcal{G} \) be an ultragraph, let \((\mathcal{E}_\mathcal{G}, \mathcal{L}_\mathcal{G}, \mathcal{B})\) be the normal labelled space associated with \( \mathcal{G} \), and let \( \varphi \) be the topological partial action of the free group \( \mathbb{F} \) generated by the labels of the ultragraph on the tight spectrum \( \mathcal{T} \) as in [13] Section 4.1. We aim to prove that \( \varphi \) is topologically free on every closed \( \mathbb{F} \)-invariant subset of \( \mathcal{T} \) if, and only if, \( \mathcal{G} \) satisfies Condition (K).

In the context of ultragraphs, Condition (K) was first defined in [37] Definition 2.4. We present an equivalent definition below.

**Definition 6.19 ([12] Section 4]).** An ultragraph \( \mathcal{G} \) satisfies *Condition (K)*, if for every \( v \in G^0 \), there is either no simple loop based at \( v \) or at least two simple loops based at \( v \).

The following definition is based on [24] Definition 37.20.

**Definition 6.20.** Let \( \gamma \) be a loop in \( \mathcal{G} \).

(a) \( \gamma \) is said to be *recurrent*, if there exists another loop \( \rho \) in \( \mathcal{G} \) such that \( s(\rho) = s(\gamma) \) and \( \gamma \rho \gamma^\infty \neq \gamma^\infty \).

(b) \( \gamma \) is said to be *transitory*, if it is not recurrent.

**Proposition 6.21.** *Every loop in \( \mathcal{G} \) is recurrent if, and only if, \( \mathcal{G} \) satisfies Condition (K).*

**Proof.** We first show the "only if" statement. Suppose that every loop in \( \mathcal{G} \) is recurrent. Let \( v \in G^0 \) be a vertex and let \( \alpha \) be a simple loop based at \( v \). In particular, \( s(\alpha) = v \). By assumption, there is a loop \( \beta \) such that \( \alpha^\infty \neq \alpha \beta \alpha^\infty \). Observe that \( \beta = \gamma^{(1)} \ldots \gamma^{(n)} \) is
such that $\gamma^{(j)}$ is a simple loop based at $s(\alpha)$, for every $j \in \{1, \ldots, n\}$. Since $\alpha^\infty \neq \alpha \beta \alpha^\infty$, there exists $k \in \{1, \ldots, n\}$ such that $\gamma^{(k)}$ is distinct from $\alpha$. Thus, $\mathcal{G}$ satisfies Condition (K).

Now we show the "if" statement. Suppose that $\mathcal{G}$ satisfies Condition (K). Let $\alpha$ be a loop in $\mathcal{G}$ and notice that $\alpha = \gamma^{(1)} \ldots \gamma^{(n)}$ is such that $\gamma^{(j)}$ is a simple loop based at $s(\alpha)$, for every $j \in \{1, \ldots, n\}$. If there is $k \in \{1, \ldots, n\}$ such that $\gamma^{(k)} \neq \gamma^{(j)}$, then let $\beta := \gamma^{(k)}$. Note that, $\alpha \beta \alpha^\infty \neq \alpha^\infty$. If $\alpha = \gamma^{(1)} \gamma^{(1)} \ldots \gamma^{(1)}$, then by Condition (K), there exists a simple loop $\delta$ based at $s(\alpha)$ and distinct from $\gamma^{(1)}$. Therefore, $\alpha \delta \alpha^\infty \neq \alpha^\infty$, and hence $\alpha$ is recurrent.

Lemma 6.22. Let $\alpha \in \mathcal{L}_\mathcal{G}^\infty$ and $\beta \in \mathcal{L}_\mathcal{G}^\infty$ be such that $\alpha \beta \in \mathcal{L}_\mathcal{G}^\infty$ and $\xi^\beta \in T_\beta$. Then $\xi^\beta \in T_{(\alpha)\beta}$.

Proof. By the definition of $T_{(\alpha)\beta}$, we only need to prove that $r(\alpha) \in \xi^\beta$. Since $\beta \in \mathcal{L}_\mathcal{G}^\infty$, Lemma 6.14 implies that $\xi^\beta = \mathcal{T}_\beta \{s(\beta)\} = \mathcal{T}_\beta \{s(\beta)\}$. By assumption, $\alpha \beta \in \mathcal{L}_\mathcal{G}^\infty$. Therefore, $s(\beta) \in r(\alpha)$ and $r(\alpha) \in \mathcal{T}_\beta \{s(\beta)\}$.

Proposition 6.23 and Proposition 6.25 below are inspired by techniques from [24, Proposition 37.21] and [25, Chapter 12], and will be used to prove the main result of this section.

Proposition 6.23. Let $t \in \mathbb{F} \setminus \{\omega\}$ and $\xi^\alpha \in \text{Fix}(t)$ be such that $\alpha = \beta \gamma^\infty$ and that $t$ is either $\beta \gamma \beta^{-1}$ or $\beta \gamma^{-1} \beta^{-1}$ (see Remark 6.14). Then, $\xi^\alpha$ is an isolated point in $\text{Orb}(\xi^\alpha)$ if, and only if, $\gamma$ is a transitory loop.

Proof. We first show the “if” statement. Suppose that $\gamma$ is a transitory loop and let $U$ be an open set such that $\xi^\alpha \in U$. Since $\xi^\alpha \in \text{Fix}(t)$, we have that $(t, \xi^\alpha) \in \text{Iso}(\mathbb{F} \times \varphi, T)$. By Lemma 6.18, there exists $k > 1$ and $B \in \xi^\alpha_{[\beta \gamma^k]}$ such that $\xi^\alpha \in V_{(\beta \gamma^k, B, \beta \gamma^k)} \subseteq U$.

We claim that $V_{(\beta \gamma^k, B, \beta \gamma^k)} \cap \text{Orb}(\xi^\alpha) = \{\xi^\alpha\}$. Let $\eta^\delta \in V_{(\beta \gamma^k, B, \beta \gamma^k)} \cap \text{Orb}(\xi^\alpha)$. Using that $\eta^\delta \in \text{Orb}(\xi^\alpha)$, there exists $s \in \mathbb{F}$ such that $\xi^\alpha \in V_{s^{-1}}$ and $\eta^\delta = \varphi_s(\xi^\alpha)$. Since $V_{s^{-1}} \neq \emptyset$, Remark 6.16 implies that $s \in \{\omega\} \cup \{\alpha' : \alpha' \in \mathcal{L}_{\mathcal{G}^1}^\infty \} \cup \{\alpha' \in \mathcal{L}_{\mathcal{G}^1}^\infty \} \cup \{\alpha' \beta^{-1} : \alpha' \beta \in \mathcal{L}_{\mathcal{G}^1}^\infty \}$, such that $s(\alpha) \neq r(\alpha')$. Since $\alpha = \beta \gamma^\infty$ and by the definition of the partial action $\varphi$, the labelled path $\delta$ associated to $\eta^\delta$ is eventually periodic with period component $\gamma$.

By assumption $\eta^\delta \in V_{(\beta \gamma^k, B, \beta \gamma^k)}$, and we have that $(\beta \gamma^k, B, \beta \gamma^k) \in \eta^\delta$. By Remark 6.15, $\beta \gamma^k$ is a beginning of $\delta$. Using that $\delta$ eventually returns to $\gamma$, and that $\gamma$ is not recurrent, we have that $\delta = \beta \gamma^\infty = \alpha$. Therefore, $\eta$ is associated with the word $\alpha$, and hence, by Remark 6.13, $\eta^\alpha = \xi^\alpha$.

Now we show the “only if” statement. Suppose that $\xi^\alpha$ is an isolated point in $\text{Orb}(\xi^\alpha)$. There exists an open set $U \subseteq \mathcal{G}$ such that $U \cap \text{Orb}(\xi^\alpha) = \{\xi^\alpha\}$. By Lemma 6.18, there exists $k > 1$ and $B \in \xi^\alpha_{[\beta \gamma^k]}$ such that $\xi^\alpha \in V_{(\beta \gamma^k, B, \beta \gamma^k)} \subseteq U$. Hence, $V_{(\beta \gamma^k, B, \beta \gamma^k)} \cap \text{Orb}(\xi^\alpha) = \{\xi^\alpha\}$.

Seeking a contradiction, suppose that $\gamma$ is a recurrent loop. Then, there exists a loop $\rho$ such that $s(\rho) = s(\gamma)$ and $\rho \gamma^\infty \neq \gamma^\infty$. Define $\delta := \beta \gamma^k \rho \gamma^\infty$. By Remark 6.15 there is a unique element $\eta^\delta$ associated with $\delta$. Notice that, since $\beta \gamma^k$ is a beginning of $\delta$ and $s(\rho) = s(\gamma)$, by Lemma 6.14, the elements of the complete family of ultrafilters associated with $\alpha$ and $\delta$ satisfy $\xi^\alpha_n = \eta^\delta_n$, for all $n \in \{1, \ldots, |\beta \gamma^k|\}$. In particular, since $B \in \xi^\alpha_{[\beta \gamma^k]} = \eta^\delta_{[\beta \gamma^k]}$, by Remark 6.15, $(\beta \gamma^k, B, \beta \gamma^k) \in \eta^\delta$. Hence, $\eta^\delta \in V_{(\beta \gamma^k, B, \beta \gamma^k)}$.
We claim that $\eta^\delta \in \text{Orb}(\xi^\alpha)$. Let $s = \beta \gamma \rho \beta^{-1}$. Observe that $\xi^\alpha \in V_{s-1}$, because $V_{s-1} = \varphi_{s^{-1}}^{-1}(V_{(\beta \gamma \rho) \beta^{-1}})$ and $\varphi_{s^{-1}}(\xi^\alpha) = \mu^\infty_\alpha \in T_{\gamma^\infty}$. Since $s(\gamma) = s(\rho) \in r(\rho)$, then $\beta \gamma \rho \gamma \in \mathcal{L}_\delta^\infty$ and Lemma 6.22 implies that $\mu^\infty_\alpha \in T_{(\beta \gamma \rho) \gamma^\infty}$. Thus, by Lemma 6.7 $\mu^\infty_\alpha \in T_{(\beta \gamma \rho) \gamma^\infty} \subseteq V_{(\beta \gamma \rho) \beta^{-1}}$ and $\xi^\alpha = \varphi_{s^{-1}}^{-1}(\mu^\infty_\alpha) \in V_{s-1}$. By Remark 6.15 there is a unique element associated with the word $\delta$. Hence, $\varphi_\delta(\xi^\alpha) = \eta^\delta$ and we conclude that $\eta^\delta \in V_{(\beta \gamma \beta \gamma \beta) \cap \text{Orb}(\xi^\alpha)}$. This is a contradiction. \hfill $\square$

**Corollary 6.24.** Let $t \in \mathbb{F} \setminus \{\omega\}$ and $\xi^\alpha \in \text{Fix}(t)$ be such that $\alpha = \beta \gamma \infty$ and that $t$ is either $\beta \gamma \beta^{-1}$ or $\beta \gamma^{-1} \beta^{-1}$ (see Remark 6.17). Then, $\xi^\alpha$ is not an isolated point in $\text{Orb}(\xi^\alpha)$ if, and only if, $\gamma$ is a recurrent loop.

**Proposition 6.25.** The partial action $\varphi$ of $\mathbb{F}$ on $T$ is topologically free on every closed $\mathbb{F}$-invariant subset of $T$ if, and only if, for every $t \in \mathbb{F} \setminus \{\omega\}$ and $\xi \in \text{Fix}(t)$, $\xi$ is not an isolated point in $\text{Orb}(\xi)$.

**Proof.** We first show the “if” statement by contraposition. Suppose that $\varphi$ is not topologically free on every closed $\mathbb{F}$-invariant subset of $T$. Then, there exist a closed $\mathbb{F}$-invariant subset $C \subseteq T$ and an element $t \in \mathbb{F} \setminus \{\omega\}$ such that $\text{Int}_C(\text{Fix}(t) \cap C) \neq \emptyset$.

Let $\xi^\alpha \in \text{Int}_C(\text{Fix}(t) \cap C)$. Since $\xi^\alpha \in \text{Fix}(t)$, by Remark 6.17 there exist $\beta \in \mathcal{L}^*$ and $\gamma \in \mathcal{L}^{\geq 1}$, such that the associated labelled path of $\xi^\alpha$ is $\alpha = \beta \gamma \infty$, and $t$ is either $\beta \gamma \beta^{-1}$ or $\beta \gamma^{-1} \beta^{-1}$. By Remark 6.15, since $\alpha$ is an infinite path in $\mathcal{G}$, $\xi^\alpha$ is the unique element in $T$ whose associated word is $\alpha$. Therefore, $\text{Int}_C(\text{Fix}(t) \cap C) = \{\xi^\alpha\}$. Notice that

$$\xi^\alpha \in \text{Orb}(\xi^\alpha) = \bigcup_{t \in \mathbb{F}} \varphi_t(\{\xi^\alpha\} \cap V_t) = \bigcup_{t \in \mathbb{F}} \varphi_t(C \cap V_t) \subseteq C.$$

Thus, $\xi^\alpha$ is an isolated point in $\text{Orb}(\xi^\alpha)$. 

Now we show the “only if” statement by contraposition. Suppose that there exist $t \in \mathbb{F} \setminus \{\omega\}$ and $\xi \in \text{Fix}(t)$, such that $\xi$ is an isolated point in $\text{Orb}(\xi)$. Then, there exist an open subset $V$ of $T$ such that $\text{Orb}(\xi) \cap V = \{\xi\}$. We claim that $\text{Orb}(\xi) \cap V = \{\xi\}$. Seeking a contradiction, suppose that there is $\eta \in \text{Orb}(\xi) \cap V$ such that $\eta \neq \xi$. Then $\eta \in V \setminus \{\xi\}$, the latter being an open set. But, $V \setminus \{\xi\} \cap \text{Orb}(\xi) = \emptyset$ and this is a contradiction, since $\eta \in \text{Orb}(\xi)$. Therefore, $C = \text{Orb}(\xi)$ is a closed $\mathbb{F}$-invariant subset of $T$ such that $\xi \in \text{Int}_C(\text{Fix}(t) \cap C)$. Hence, $\varphi$ is not topologically free on $C$. \hfill $\square$

**Proposition 6.26.** The partial action $\varphi$ of $\mathbb{F}$ on $T$ is topologically free on every closed $\mathbb{F}$-invariant subset of $T$ if, and only if, every loop in $\mathcal{G}$ is recurrent.

**Proof.** We first show the “if” statement by contraposition. Suppose that there is a closed $\mathbb{F}$-invariant subset on which $\varphi$ is not topologically free. By Proposition 6.25, there exists $t \in \mathbb{F} \setminus \{\omega\}$ such that $\xi^\alpha \in \text{Fix}(t)$ is a isolated point in $\text{Orb}(\xi^\alpha)$. By Remark 6.17, there exist $\beta \in \mathcal{L}^*$, $\gamma \in \mathcal{L}^{\geq 1}$ such that the associated labelled path of $\xi^\alpha$ is $\alpha = \beta \gamma \infty$ and $t$ is either $\beta \gamma \beta^{-1}$ or $\beta \gamma^{-1} \beta^{-1}$. By Proposition 6.23, $\gamma$ is a transitory loop.

Now we show the “only if” statement by contraposition. Suppose that $\mathcal{G}$ has a transitory loop $\gamma$. Set $\alpha := \gamma \infty$ and notice that $\xi^\alpha \in \text{Fix}(\gamma)$. By Proposition 6.23, $\xi^\alpha$ is an isolated point in $\text{Orb}(\xi^\alpha)$, and, by Proposition 6.25, $\varphi$ is not topologically free on every closed $\mathbb{F}$-invariant subset of $T$. \hfill $\square$
Let $\mathbb{K}$ be a field and let $\alpha$ be the partial action of $\mathbb{F}$ on $\mathcal{L}_c(T, \mathbb{K})$ induced by the topological partial action $\varphi$. The natural $\mathbb{F}$-grading on the partial skew group ring $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is given by $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F} = \bigoplus_{\alpha \in \mathbb{F}} \mathcal{L}_c(V_\alpha, \mathbb{K})$. Using the map $\alpha \beta^{-1} \mapsto |\alpha| - |\beta|$, for $\alpha \beta^{-1} \in \mathbb{F}$ in reduced from, and the fact that the partial action $\varphi$ is semi-saturated [14 Proposition 3.12], it follows that $\mathcal{L}_c(T, \mathbb{R}) \rtimes_\alpha \mathbb{F}$ has a $\mathbb{Z}$-grading with homogeneous component of degree $n \in \mathbb{Z}$ given by $D_n := \text{span}_{\mathbb{K}} \{ f_{\alpha \beta^{-1}} \delta_{\alpha \beta^{-1}} : \alpha, \beta \in \mathcal{L}^* \text{ and } |\alpha| - |\beta| = n \}$. See [17 Section 4], for more details.

**Theorem 6.27.** Let $\mathbb{K}$ be a field and let $\mathcal{G}$ be an ultragraph. Then, every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is $\mathbb{F}$-graded if, and only if, every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is $\mathbb{Z}$-graded.

**Proof.** By [7 Theorem 5.6], there is a $\mathbb{Z}$-graded isomorphism between $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ and the Leavitt path algebra, $L_K(\mathcal{E}_G, \mathcal{L}_G, \mathcal{B})$, of the labelled space $(\mathcal{E}_G, \mathcal{L}_G, \mathcal{B})$. Moreover, $L_K(\mathcal{E}_G, \mathcal{L}_G, \mathcal{B})$ is isomorphic to the ultragraph Leavitt path algebra $L_K(\mathcal{G})$, see [7 Example 7.2]. Finally, by [36 Theorem 4.3], since $\mathbb{K}$ is a field, every ideal of $L_K(\mathcal{G})$ is $\mathbb{Z}$-graded if, and only if, the ultragraph $\mathcal{G}$ satisfies Condition $(K)$. Thus, every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is $\mathbb{Z}$-graded if, and only if, $\mathcal{G}$ satisfies Condition $(K)$. Proposition 6.21 and Proposition 6.26 imply that $\mathcal{G}$ satisfies Condition $(K)$ if, and only if, $\varphi$ is topologically free on every closed $\mathbb{F}$-invariant subset of $T$. By Theorem 5.17, this is equivalent to every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ being $\mathbb{F}$-graded. \qed

Now we state the main result of this section, partially generalizing [7 Proposition 9.1].

**Theorem 6.28.** Let $\mathbb{K}$ be a field, let $\mathcal{G}$ be an ultragraph, let $(\mathcal{E}_G, \mathcal{L}_G, \mathcal{B})$ be the normal labelled space associated with $\mathcal{G}$, let $\varphi$ be the topological partial action of the free group $\mathbb{F}$ generated by the labels of the ultragraph on the tight spectrum $T$, and let $\alpha$ be the partial action of $\mathbb{F}$ on $\mathcal{L}_c(T, \mathbb{K})$ induced by the topological partial action $\varphi$. The following statements are equivalent:

(i) $\overline{\mathcal{D}_0 \delta_0}$ is a maximal commutative subring of $\frac{\mathcal{L}_c(T, \mathbb{K})}{\overline{R(F)}} \rtimes_\alpha \mathbb{F}$, for every closed $\mathbb{F}$-invariant subset $F$ of $T$;

(ii) $\alpha$ has the residual intersection property;

(iii) Every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is $\mathbb{F}$-graded;

(iv) Every ideal of $\mathcal{L}_c(T, \mathbb{K}) \rtimes_\alpha \mathbb{F}$ is $\mathbb{Z}$-graded;

(v) $\varphi$ is topologically free on every closed $\mathbb{F}$-invariant subset of $T$;

(vi) $\varphi$ is topologically free on every open $\mathbb{F}$-invariant subset of $T$;

(vii) $\mathbb{F} \rtimes_\varphi T$ is strongly effective;

(viii) Every loop in $\mathcal{G}$ is recurrent;

(ix) $\mathcal{G}$ satisfies Condition $(K)$.

**Proof.** The equivalences between (i), (ii), (iii), (v), (vi), and (vii) follow from Theorem 5.17. The other equivalences follow from Proposition 6.21, Proposition 6.26 and Theorem 6.27. \qed

35
Remark 6.29. We point out that the equivalences between (iv), (vii), and (viii) in the above theorem are already known in the context of Leavitt path algebras of ultragraphs (see [36, Theorem 4.3]), but the other equivalences are new even in the context of graphs.
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