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Abstract—Online action detection aims at the accurate action prediction of the current frame based on long historical observations. Meanwhile, it demands real-time inference on online streaming videos. In this paper, we advocate a novel and efficient principle for online action detection. It merely updates the latest and oldest historical representations in one window but reuses the intermediate ones, which have been already computed. Based on this principle, we introduce a window-based cascade Transformer with a circular historical queue, where it conducts multi-stage attentions and cascade refinement on each window. We also explore the association between online action detection and its counterpart offline action segmentation as an auxiliary task. We find that such an extra supervision helps discriminative history clustering and acts as feature augmentation for better training the classifier and cascade refinement. Our proposed method achieves the state-of-the-art performances on three challenging datasets THUMOS’14, TVSeries, and HDD. Codes will be available after acceptance.
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1 INTRODUCTION

Recent work has employed Recurrent Neural Networks (RNN), e.g., Long Short-Term Memory (LSTM) [1] or Gated Recurrent Unit (GRU) [2] to model the temporal dependency. However, the gate mechanism they deploy is much more likely to forget the oldest information that may still be valuable for the current classification as time goes by [3]. Many recent methods [4], [5] introduce Transformer architecture to avoid this problem by attending to a long-term historical feature bank all the time. The powerful Transformer brings significant improvement in performance for online action detection (OAD). However, its quadratic complexity becomes an obstacle when tackling long sequence inputs of OAD. To alleviate this problem, one of the state-of-the-art methods LSTR [4] leverages a cross-attention layer [6] to compress the long historical feature bank to a limited number of latent representations. Since there is only one new frame to be updated at each time step, it also introduces a matrix decomposition on the initial attention layer to avoid redundant computation during the temporal
movement of stream videos. Though it has promising performance, the naive cross-attention design to compress long-term history may not be optimal, because it misses so many advanced architectures such as hierarchical stages \cite{7}, \cite{8}, cascade \cite{9}, and feature pyramid \cite{10} of which effectiveness has been verified for video understanding.

To support the real-time online inference, it is desirable to design a highly efficient updating strategy for streaming inputs. Because data obeys a First-In-First-Out (FIFO) mechanism, previous works \cite{4} \cite{5} naturally adopt a sliding updating strategy on the FIFO queue, as shown in Figure \ref{fig:figure}. However, we cannot bear the large computation costs for updating the entire long history, though they accelerate online inference by storing the intermediate results of the attention operation at the first stage. In addition to the new coming and dropped frames, we observe that the intermediate frames in the long history are unchanged at each step. Thus, we can reuse the previous results of these intermediate frames at this moment until they are abandoned.

To update the representation of the new coming frame, we concatenate it with the oldest history frames within a circular window with a limited size. Such a simple strategy allows us to perform only one window updating with a deep architecture, e.g., hierarchical stages and cascade but low computation costs due to the limited number of tokens in one window.

We also observe the relationship between the OAD and Offline Action Segmentation \cite{9} (OAS). The biggest difference between them is the accessibility to the future frames when performing per-frame classification. For the OAD task, most of history frames can access their “future” observations. Thus, the first association between these two tasks is to perform OAS on the history. Such an auxiliary task enforces the compressed historical representatives to perform per-frame classification, leading to memorization of all the historical cues. Second, these two tasks share the same objective function, i.e., per-frame action classification.

Therefore, we try to associate them by sharing the modules with the same functions, such as the action classifier and cascade refinement, where the OAS task can be treated as feature augmentation for better training.

Based on these two observations, this paper proposes a novel Circular Window-based Cascade Transformer (CWC-Trans) for effective and efficient online action detection. Specifically, we split the entire feature bank into two components, i.e., a history feature bank with multiple windows and a current feature window including the incoming frame. The long history bank will be abstracted to a limited number of clusters attended by the current window for the incoming frame classification. For each historical window, we deploy a hierarchical network with multiple stages. To refine the coarse predictions, we introduce a cascade module that is also conducted within windows so that it is able to update one window only at each time step. Also, it is built on the coarse predicted probabilities rather than the features. Thus, the shallow refinement module resides in a low-dimension space, and it does not bring high extra computation costs.

We conduct extensive experiments on three public datasets THUMOS’14 \cite{11}, TVseries \cite{12}, and HDD \cite{13}. Our proposed CWC-Trans achieves state-of-the-art performance on these three datasets. For example, CWC-Trans significantly outperforms LSTR \cite{4} and GateHUB \cite{5} on THU-MOS’14, while it achieves promising results on TVseries and HDD. It also realizes 80.7 FPS for model inference, which supports our motivation behind this paper, i.e., to realize an effective and efficient OAD.

We further summarize four contributions we make as follows: i) we advocate a circular window partition strategy for real-time stream video processing, which only needs to conduct updates in one window for increment. Such a novel strategy allows us to develop elaborate models like hierarchical stages and cascade refinement without introducing high computation costs during online inference; ii) we introduce a novel multi-head token slim module for hierarchical modeling, which dynamically selects the crucial tokens via attention; iii) an auxiliary action segmentation task on historical feature bank is deployed to learn compact and discriminative historical clusters. The shared classifier on the main and auxiliary enhances its generalization ability. We claim that this is the first work to leverage the associations between these two tasks; iv) CWC-Trans achieves state-of-the-art performance on all the datasets, and we provide extensive experiments to verify each component proposed.

The rest of the manuscript is organized as follows. In Section 2, we study related work, including multiple research topics such as online and offline action analysis, Transformer, etc. Section 3 introduces our proposed CWC-Trans and demonstrates each module in detail. In Section 4, experiments on three publicly available datasets are conducted to validate the effectiveness of CWC-Trans. We conclude in Section 5.

\section{Related Works}

\subsection{Online Action Detection}

Online action detection focuses on untrimmed streaming videos with only current and historical information. This task is first introduced by De Geest \textit{et al.} \cite{12} who propose a new dataset TVseries for this task and compare several methods on it. Afterwards, they propose to model the appearance and the temporal structure of the input sequence \cite{14} using a two-stream paradigm \cite{15}. Gao \textit{et al.} \cite{16} design a Reinforced Encoder-Decoder (RED) model with a reinforcement reward function. RED incorporates action classification and anticipation in a single framework. Specifically, it takes history information as input and conducts the anticipation of the future frames after a few seconds. Besides, the reinforcement reward function encourages identifying actions as early as possible. TRN \cite{17} and OadTR \cite{18} also utilize predicted future information by performing action anticipation to better recognize actions taking place in the present. Since online action detection only accesses the frames in the current and past, recent work \cite{4}, \cite{19}, \cite{20} attempt a more efficient way to aggregate these two features. For example, IDN \cite{19} replaces regular GRU \cite{2} units with a novel information discrimination unit to better aggregate information relevant to the present. LAP-Net \cite{20} proposes an adaptive future feature sampling strategy that dynamically determines the range of future contexts by estimating the current action process. LSTR \cite{4} employs a long-term and short-term memory mechanism to model frame sequences
using Transformer. WOAD [21] tackles this task with video-level labels using weak supervision. Colar [22] designs an exemplar-consultation mechanism for online action detection, aggregating the historical and categorical exemplars. GateHUB [5] develops a gated history unit to enhance the relevant information and suppress the noise in the history.

These Transformer-based approaches [4], [5], [18] have achieved promising results on OAD tasks. However, because of the square complexity of self-attention with respect to the sequence length, it is unlikely to encode complex dependencies in long historical sequences by stacking a bulk of attention layers. For instance, OadTR [18] samples a small set of the most recently observed frames so that three encoding layers can be used to represent the samples. LSTR [4] adopts Perceiver [6] to compress long-term history, but the large-scale token reduction cannot keep all the critical information. Besides, the compression relies on the data-agnostic queries, which does not consider the intrinsic properties of input data. We claim that our proposed single window updating can remedy these issues. It allows us to stack multiple attention layers due to the limited size of a window and to use long-term historical information at each time step since we reuse most of the historical representation already computed in the previous period.

### 2.2 Offline Action Segmentation

Action Segmentation aims at per-frame action classification in untrimmed videos. Earlier methods adopt a sliding window-based approach [23], [24] with non-maximum suppression to filter out the redundant windows. However, these methods cannot establish long-term temporal dependencies. To this end, the researchers use hidden Markov model (HMM) [25], [26], RNN [27], [28], and spatial-temporal convolution [29] to model the long-range context. Temporal convolutional network (TCN) has been widely used in the field of speech synthesis [30], which inspires researchers to explore its effectiveness in action segmentation [31]. Temporal Deformable Residual Networks (TDRN) [32] further introduces deformable convolutions and residual streams to realize fine-grained recognition. Recently, multi-stage TCN [9] introduces a multi-stage cascaded structure, which inspires us to introduce a cascade module to the OAD task. Last but not least, researchers [33], [34], [35] pay more attention on the Transformer for action segmentation. The most significant difference between online action detection and offline action segmentation is whether future information is accessible, which leads to differences in their inference mechanisms. Our work attempts to establish the relationship between these two tasks, to obtain performance improvements on the online action detection task.

### 2.3 Offline Action Detection

Similar to offline action segmentation, offline action detection aims to detect the action boundaries and identify their categories after fully observing untrimmed videos. A line of previous work can be categorized as one-stage methods [36], [37], [38], [39], [40] and two-stage methods [41], [42], [43]. The two-stage approaches generate multiple candidate action proposals and perform categorical identification and boundary regression. Previous two-stage work [46], [47], [48], [49], [50], [51] most focuses on generating action proposals. For examples, [46] generates the proposals based on anchor classification and [50], [51] generates based on the frame-level probabilistic sequence. Besides, the recent Transformer-based [44], [45] and GCN-based methods [52], [53] incorporate temporal context by exploiting the relations among the proposals. However, the one-stage approach [37], [39], [40], [54], [55] localize actions without proposals, roughly divided into anchor-based approach [54], [55] and anchor-free approach [39], [40]. Lin et al. design the first one-stage anchor-based method SSAD [37], motivated by the one-stage object detection approaches [36]. Zhang et al. propose an one-stage anchor-free method by frame wise classification using Transformer.

### 2.4 Transformer

Transformer [56] is first proposed to handle the tasks in natural language processing, and it has made breakthrough progress. This success has inspired many researchers to explore the application of Transformers in the visual domain [5], [57], [58], [59], [60], [61], [62], [63], [64], [65]. ViT [64] is the first Transformer-based architecture for image classification and it achieves promising performance. For object detection, DETR [65] abandons traditional hand-designed modules and replaces them with Transformers. There are also some attempts [57], [58], [59], [60], [61], [62], [63], [65] in modeling temporal dependencies of video using Transformer.

Though Transformer has achieved remarkable performance on many vision tasks, the extraordinary demands of computing resources limit its further application. Recent work has made many efforts on the following aspects: i) sliding windows [66], [67], [68], [69]. For example, Swin Transformer [69] advocates local window attention to reduce the quadratic complexity dramatically. ii) low rank [70], [71], [72]. Linformer [70] projects keys and values into two embedding with an ultra-low dimension, so computation costs will be significantly reduced when queries attend to these embedding. iii) memory [73], [74]. For instance, Set Transformer [74] adopts extra memories to remember the attended features for distant tokens. iv) kernel-based approximation [75], [76], [77]. These works have explored various efficient mechanisms to alleviate the undesirable quadratic complexity in Transformers. Considering the FIFO pipeline in streaming videos, a straightforward idea to avoid redundant computation is to tackle the head and tail while reusing the intermediate already computed, which is the prerequisite to support complex modules such as hierarchical stages or even cascade in this paper.

### 3 Our Approach

#### 3.1 Overview

OAD aims to identify the action based on long historical information without accessing future information. Therefore, improving the ability to model historical details as much as possible is critical while ensuring a limited amount of
computation. We advocate a novel window-based mechanism, especially for streaming video understanding with this principle. During online streaming inference, we merely model the changes in history by updating the latest and the oldest historical representations in one window and remaining the intermediate ones. This operation allows us to perform hierarchical modeling and cascade refinement within only one window, which means we have a low computation cost for streaming inference when partially updating the compressed history.

**Task Definition.** Mathematically, given a streaming video, the proposed method aims to yield an action probability vector \( y_t \in \mathbb{R}^{N_a} \) of the current frame \( x_t \in \mathbb{R}^d \) at time \( t \) based on \( \{x_1, \ldots, x_t\} \), where \( d \) is the number of channels. Here \( N_a \) is the total number of actions. Following the existing setting, all the frames \( \{x_1, x_2, \ldots\} \) are represented by feature vectors extracted from a pre-trained network.

In this paper, we propose a novel Transformer called Circular Window-based Cascade Transformer (CWC-Trans). The architecture of our model is illustrated in Figure 2. To better understand the whole framework, we briefly introduce its three key components: long-term history modeling, short-term trend modeling, and long short-term refinement. Then we demonstrate the training strategy which uses a multi-task training mechanism and two kinds of online inference.

### 3.2 Long-term History Modeling

In order to handle the varied history, we follow the previous work [4] to limit the history to \( \{x_{t-m_L-nw+1}, \ldots, x_l\} \), where \( m_L \) and \( m_S \) denote the number of frames in the long-term history and short-term trend, respectively. The long-term historical feature bank embodies long-range casual computation. It is supposed to be compressed to a limited number of representatives so that it can be abstracted and used highly efficiently. Specifically, we divide it into \( N_w \) windows \( E = \{x_{t-m_L-nw+1}, \ldots, x_{t-m_L-(n-1)w}\}_{n=1}^{N_w} \), where \( w = \frac{m_L}{N_w} \) represents the window size. Then each window is fed into a hierarchical attention module, and the final output of each window is represented by a vector \( c_n \). So the compressed historical information is finalized as \( C = \{c_1, c_2, \ldots, c_{N_w}\} \). Note that we embed the latest and the oldest historical representations in the same window, which guarantees an efficient updating mechanism for online inference.

During training, we append a decoder on \( C \) and introduce an auxiliary task, Offline Action Segmentation (OAS), to learn compact and informative encoding \( C \). Note that the decoder used for training does not introduce extra computation costs during testing, no matter how complex it is. We denote the outputs of the auxiliary task as \( \hat{Y}_{L'} = \{\hat{y}_{t-m_L-nw+1}, \ldots, \hat{y}_{t-m_S}\} \). The detailed structure of Long-term History Modeling is illustrated in Figure 3.

**3.2.1 Circular Window-based History Encoder (CWHE)**

**History Feature Dimension Reduction.** In videos, one obvious property is that adjacent frames share redundant spatial information, especially in static cameras. Therefore, we lower the channel capacity of the long historical representations by linear projection. More importantly, this dimension reduction can significantly reduce the computation for online inference thanks to the large \( m_L \). On the other hand, the short-term trend is much more likely associated with the current frame as they share the same action most often. It means remaining channel capacity during projection for trend features will preserve recent contexts as much as possible.
sible. Besides, the limited number of trend frames does not yield a high computation cost. Such an operation also obeys the setting in Slowfast [78] where the fast pathway uses a lower channel capacity than the slow one. We formulate this operation as follows:

\[
e_{i} = W_L x_i, \quad t_{t-m_S-m_L+1} \leq i \leq t_{t-m_S} \\
e_{i} = W_S x_i, \quad t_{t-m_S-m_L+1} \leq i \leq t
\]

where \( W_L \in \mathbb{R}^{d_L \times d} \), \( W_S \in \mathbb{R}^{d_S \times d} \), and \( d_L < d_S \).

Non-overlapped Window Partition and Partial Updating. Recall that we split the historical feature bank into multiple non-overlapped windows. Here we explain why we need a non-overlapped partition rather than overlapped one. To begin with, the most important reason is the efficient partial updating during online inference. It has to update all the relevant windows or even all when going to a deep network if we adopt an overlapped window. This situation also happens during hierarchical attention in history if we allow window correlation such as window shift or halo to increase the receptive field. On the other hand, global attention can be achieved when the short-term trend attends to the receptive field. On the other hand, global attention can be expressed by the following equations:

\[
E_n = \begin{cases} E_n & \text{if } n = N_w \\ E_n' & \text{if } n \neq N_w \end{cases}
\]

where \( E_n = \{e_{t-m_S-m_L+1}, \ldots, e_{t-m_S-(n-1)w}\} \), \( E_n' = \{e_{t-m_S+1}, e_{t-m_S-nw+2}, \ldots, e_{t-m_S-(n-1)w}\} \).

Hierarchical Window Attention with Multi-head Token Slim Modules. Afterwards, we employ weight-shared self-attention in each historical window to capture their local temporal dependencies. The Multi-head Self-Attention (MSA) mechanism is a fundamental component of Transformer, effectively capturing the dependencies between sequence elements. To be specific, self-attention enables interactions between every two tokens, which can build rich contextual semantic information based on the tokens’ characteristics. And the multi-head incorporates multiple patterns among tokens, enhancing their expressiveness. The formulation of \( i^{th} \) head self-attention on \( n^{th} \) history window \( W_n \) is shown below:

\[
Q_n^i = g(E_n)W_q^i \\
K_n^i = g(E_n)W_k^i \\
V_n^i = g(E_n)W_v^i \\
E_n' = \text{Softmax} \left( \frac{Q_n^i K_n^i \top}{\sqrt{d_k}} \right) V_n^i
\]

where \( W_q^i, W_k^i, W_v^i \) are the linear projection matrix to yield the query \( Q_n^i \), key \( K_n^i \), and value \( V_n^i \), \( d_k \) is the scaling factor that can accelerate convergence. \( E_n' \) represents the output of the \( i^{th} \) head. After that, we concatenate the output of \( N_h \) heads and feed it into a fully-connected layer \( f \) for the final output \( E_n' \) as shown below.

\[
E_n' = f \left( [E_n'^1, E_n'^2, \ldots, E_n'^{N_h}] \right)
\]

Since the history will be queried by the current window, some efficient sequence compression strategies are needed to reduce the length at each hierarchical stage. For example, LSTR [4] adopts cross-attention to aggregate the long historical sequences to a few tokens using a data-agnostic mechanism like NetVLAD [79]. However, it does not preserve the sequence order once applied, and a significant compression rate will cause dramatic information loss. Besides, Patch Merging [69] is another way to compress the number of tokens, accumulating the local patch by stacking them in the channel. However, the flattening operation lacks dynamic token selection, where the most critical components are expected to be preserved. A recent work [68] designs a self-attention-like module named Token Slimming Module (TSM) that enables dynamic token aggregation. Although the TSM solves the two problems mentioned above, the single slimming matrix in TSM does not sufficiently explore the representation capacity in the tokens. Inspired by the MSA, we propose a novel Multi-head Token Slimming Module (MTSM), as shown in Figure 3. Specifically, the compressed token of the \( i^{th} \) head in \( N_h \) heads can be formulated as follows.

\[
T_n^i = E_n'^i W_h^i \\
E_n'^i = \text{Softmax} \left( W_r \sigma \left( T_n^i W_c \right)^T \right) T_n^i
\]
where $W^i_h$ is used for head partition in the channel, and it yields the feature $T^i_n$ of the $i^{th}$ head. $W_c$ is a bottleneck matrix to reduce the channel, while $W_r$ is used for token reduction in each window. $\sigma$ represents the activation function ReLU. $E''_n$ is the output of the $i^{th}$ head.

Afterwards, we concatenate the outputs of all the heads and feed them into a fully connected layer $f'$:

$$E''_n = f' \left( \left[ E''_1, E''_2, \ldots, E''_{N_h} \right] \right)$$

where $E''_n \in \mathbb{R}^{w \times 2d}$ represents the compressed tokens with greater channel capacity. Here, $r$ is the token reduction rate. We repeat window attention with MTSM by $M$ times to form the hierarchical window attention. It dramatically reduces the number of tokens. Finally, we use mean pooling to squeeze the window into one vector, namely $c_n$. Note that we deploy one attention layer for efficiency during online inference. We also find that positional encoding is unnecessary for the history encoder inputs. We believe that history provides a global view for the current frame classification, so temporal positions may not be useful as they are far away from now. Last but not least, we employ a few global self-attention layers on $C$ to finalize the global representation that is absent in the previous window attention.

### 3.2.2 Shifted Window-based History Decoder (SWHD)

The historical sequence compression will inevitably result in the loss of some critical action cues. However, the existing work LSTR [4] and GateHUB [5] do not explicitly preserve all the historical information as much as possible, leading to a suboptimal compression due to the sole OAD supervision. Therefore, we introduce OAS as an auxiliary training task to alleviate this problem. The training details will be introduced in Section 3.5 and here we demonstrate the decoder architecture on the compression $C$. We design a window-based history decoder, as shown in Figure 4. Unlike the encoder used during online inference, the auxiliary task is only available during training. Thus, window shift is allowed to enlarge the receptive field for better action segmentation. Specifically, we apply one decoder module with $L$ Swin [29] layers and MTSM at each stage. In contrast to the MTSM in the encoder, MTSM used in the decoder intends to up-sample the tokens in windows, which means the token expansion rate $r'$ is reversely proportional to $r$. After that, an extra Swin layer is applied to align back to the space before. To recover the full temporal resolution, we need to use the decoder module by $M + 1$ times as we apply hierarchical window attention by $M$ times plus one mean pooling in the history encoder. We plug a classifier $\phi$ at the end to realize OAS, which produces the coarse probabilities $\hat{Y}_L$.

### 3.3 Short-term Trend Modeling

On the other hand, the short-term trend as a strong motion cue contains fewer frames ($m_S \ll m_L$) than history. Thus, we retain its limited resolution. The trend first performs causal attention where each one only attends to itself and the previous. The attended trend then attends to the compressed clusters $C$ to fuse all the information and predict the probabilities $\hat{Y}_S = \{\hat{y}_t - m_s + 1, \ldots, \hat{y}_t\}$.

#### 3.3.1 Current Window Encoder (CWE)

The observations $\{x_{t-m_s+1}, \ldots, x_t\}$ as a short-term trend is significantly informative to the current frame $x_t$, which brings the most relevant context. Therefore, we isolate this part from history and treat it as a current window. The tokens in this window interact with each other using an uncompressed approach which maintains its original temporal resolution and high channel capacity. We demonstrate the current window encoder in Figure 4. After channel reduction using Equation 1, we add sinusoidal position encoding $E_{pos}$ to $\{e_{t-m_s+1}, \ldots, e_t\}$ and then feed them into $L_S$ MSA layers with a casual mask $\mathcal{M}$ to model the temporal dependencies for each frame. The causal mask ensures that each frame will only attend to the frames from the past to itself. After that, we take the current representations self-attended to cross attend to the compressed historical tokens $C$. However, the window partition on the ordered history will not simulate the circular window. Thus, we shift the history bank multiple times to better align the current observations and their corresponding history. It results in different copies of the history bank, most of which overlap with the current window. The cross attention finally yields the predictions $\{\hat{y}_t - m_s + 1, \ldots, \hat{y}_t\}$ of the current window by appending the classifier $\phi$ shared with action segmentation. We align these two tasks as they share the common target, namely per-frame action classification, except for the accessibility to the future. Such a scheme functions as a data augmentation for online action detection. During online inference, only the prediction $\hat{y}_t$ of the latest frame is used for online action detection.

#### 3.3.2 Action Classifier

Here we highlight the action classifier realized by a linear layer for two reasons. First, its outputs are the inputs of the long short-term refinement module, which the effectiveness of refinement on the coarse probabilities has been well verified by OAS [9]. Second, the action classifier is shared by OAD and OAS, as shown in Figure 2.

### 3.4 Long Short-term Refinement

Window-based Cascade Refinement (WCR). Note that OAD on the short-term trend and OAS on the long-term
reuse this cascade refinement on OAS outputs \( \hat{Y}_t \), where refinement is performed in each single history window. The refinement targets are the same as we discussed in Section 3.3. We can repeat the cascade refinement multiple times, but it will bring a significant computation burden. We empirically find that even one cascade refinement is enough to achieve promising performance. Thus, the proposed refinement is lightweight and effective.

### 3.5 Training and Online Inference

Although the inference mechanisms of OAS and OAD are different, their common targets can still enhance each other, which has not been well studied in previous literature. Motivated by this observation, we introduce OAS as an auxiliary task to OAD for compact and informative compression of long-term historical information. We present the objective functions for end-to-end training CWC-Trans in the following subsections.

#### 3.5.1 Training Objective Functions

**Current Classification Loss.** OAD aims to classify the current frame correctly. However, regularization on other frames in the current window plays a useful supervision signal as indicated by LSTR [4]. So we employ a softmax with cross-entropy loss over all the frames in the current window, demonstrated as follows.

\[
\mathcal{L}^{OAD} = - \sum_{i=t-m_g+1}^{t} N_a \sum_{j=1}^{N_a} y_{i,j} \log \hat{y}_{i,j} \tag{8}
\]

where \( y_{i,j} \) is the ground-truth of the \( j^{th} \) frame, which is one-hot encoding.

**Action Segmentation Loss.** As demonstrated in Section 3.2.2, the history decoder projects the compressed vectors back to the vanilla resolution. Analogously to the current classification loss, the action segmentation loss is defined as:

\[
\mathcal{L}^{OAS} = - \sum_{i=t-m_g+1}^{t} N_a \sum_{j=1}^{N_a} y_{i,j} \log \hat{y}_{i,j} \tag{9}
\]

**Cascade Prediction Loss.** The refinement targets are the same with the first stage yielding coarse prediction.

\[
\hat{\mathcal{L}}^{OAD} = - \sum_{i=t-m_g+1}^{t} N_a \sum_{j=1}^{N_a} y_{i,j} \log \hat{y}_{i,j} \tag{10}
\]

\[
\hat{\mathcal{L}}^{OAS} = - \sum_{i=t-m_g+1}^{t} N_a \sum_{j=1}^{N_a} y_{i,j} \log \hat{y}_{i,j} \tag{11}
\]

In summary, the training is guided by:

\[
\mathcal{L} = \mathcal{L}^{OAD} + \lambda_1 \mathcal{L}^{OAS} + \lambda_2 \hat{\mathcal{L}}^{OAD} + \lambda_3 \hat{\mathcal{L}}^{OAS} \tag{12}
\]

where \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) are three hyper-parameters to trade off different modules.
3.5.2 Online Inference

Due to the characteristics of streaming data, it usually has to obtain the prediction results of each frame sequentially, as the well-known Streaming mode. In addition, LSTR \cite{LSTR} batches each frame by backtracking its corresponding short-term and long-term memory, which is named Batch mode. Similarly, we provide these two inference modes, where the Streaming mode is used for running time evaluation, and the other one is used for benchmarking performance. Note that both of them can produce the same performance. The diagram of streaming inference can be found in Figure 1.

4 Experiments

In this section, we will evaluate CWC-Trans on three public datasets, including THUMOS’14 \cite{THUMOS14}, TVSeries \cite{TVSeries} and HDD \cite{HDD}. We also provide detailed ablation studies on THUMOS’14 \cite{THUMOS14} to demonstrate the effectiveness of each component.

4.1 Datasets

THUMOS’14 \cite{THUMOS14} contains 200 and 213 untrimmed videos used for validation and test, respectively. These videos describe 20 classes of sports. On average, each video includes about 15.8 actions and 71% background. Following the previous work \cite{LSTR}, we take the validation set for training and evaluate it on the test set.

TVSeries \cite{TVSeries} has 27 untrimmed videos from 6 popular TV series, which is about 16 hours totally. The dataset is annotated with 30 realistic actions (e.g. run, eat, and etc) at a frame level, and each action occurs at least 50 times. This dataset is very challenging because of the unconstrained perspectives, diversity of the actions, and a large proportion of background frames.

HDD \cite{HDD} includes 137 human driving sessions collected by vehicles equipped with various sensors, holding 104 hours. This dataset contains visual and various non-visual data and annotates 11 kinds of driving behaviours at a frame level. Following the previous work \cite{VehSenseOld}, we use vehicle sensor data as inputs, of which 100 sessions are used for training, and 37 sessions are used for testing.

4.2 Implementation Details

4.2.1 Feature Encoding

Following the previous works \cite{LSTR, VehSenseOld, VehSenseNew}, we extract video frames at 24 FPS. Then each second is split into four chunks so that each one has six frames. For feature encoding, we adopt TSN \cite{TSN} pre-trained on Kinetics \cite{Kinetics} and ActivityNet \cite{ActivityNet}. The TSN is based on a two-stream network, where the spatial model and motion model adopt ResNet-50 \cite{ResNet} and BN-Inception \cite{BN-Inception}, respectively. To encode each chunk, the central frame (i.e., $4^{th}$) of each chunk and five consecutive optical flow maps computed by six frames are taken as inputs of the two streams, respectively. The visual and motion features are concatenated as the inputs of all the methods.

4.2.2 Hyperparameter Settings

To train CWC-Trans, we use Adam \cite{Adam} with a weight decay of $5 \times 10^{-5}$. The learning rate increases linearly to $1 \times 10^{-4}$ in the first 40% of all the iterations. Then it decays to 0 according to the cosine function. We train the model by 25 epochs with a batch size of 16. As for hyper-parameters in CWC-Trans, we set the history length $m_L$ to 512, where one frame is sampled in each second. The trend length $m_S$ is 32, and the number of historical windows $N_w$ is 16. The dimension of history representations $d_L$ is 256, and the dimension of short-term trend $d_S$ is 1024. For the history encoder, we use 2 Swin stages and set the number of heads $N_k$ and $N_v$ to 4 and 8, respectively. The number of stages $M$ is 2. For the history decoder, the number of Swin layers $L$ at each stage is 4, 8, and 2, respectively. The token expansion rate $r'$ at each stage except the last stage is $\frac{1}{2}$, $\frac{3}{2}$, and $\frac{4}{3}$, respectively. For the current window encoder and cascade, the number of self-attention layers is 2. For the multi-task learning, $\lambda_1$, $\lambda_2$, and $\lambda_3$ are 0.2, 0.7, and 0.4, respectively.

4.3 Evaluation Metrics

To evaluate the performance of online action detection, we adopt mean Average Precision (mAP) and mean calibrate average precision (mcAP) \cite{TVSeries} in chunk-level, which means evaluation on 4 FPS, following the existing work \cite{LSTR, VehSenseOld, VehSenseNew}. To calculate the mAP, we first need to calculate an average precision over all chunks for each action class and then average the average precision over all the action classes. mcAP \cite{TVSeries} is proposed to correct the imbalance between background and actions interested.

4.4 Comparison of the State-of-the-art Methods.

4.4.1 Quantitative Results

In this section, we compare the proposed CWC-Trans with the existing methods on three benchmark datasets to verify the effectiveness of our method, as shown in Table 1. The architecture of these methods includes convolution \cite{ResNet}, RNN \cite{RNN}, Transformer \cite{Transformer}, and Transformer \cite{Transformer}, respectively. Recently, Transformer-based methods have shown great advantages in this task. Our work designs an efficient window partitioning mechanism that can fully discover all the cues behind the long-term histories while ensuring a high inference speed. Following the previous work \cite{LSTR}, we take flow features and RGB features pre-trained on Kinetics \cite{Kinetics} or ActivityNet \cite{ActivityNet} from TSN as the network inputs. From Table 1, we can observe that CWC-Trans outperforms all the existing works by 0.9% and 1.1% on THUMOS’14 when using features from Kinetics and ActivityNet, respectively. For TVSeries, CWC-Trans is slightly better than LSTR by 0.5% and 0.3% on features from Kinetics and ActivityNet, respectively, and is the same as GateHUB on both features. We believe that the metrics on TVSeries have been saturated, compared to other datasets. For HDD, CWC-Trans achieves state-of-the-art performance 32.5% compared to GateHUB (32.1%).

4.4.2 Qualitative Results

Success Cases. Figure 6a shows two success cases on THUMOS and TVSeries, respectively. Overall, our CWC-Trans
TABLE 1: Online action detection performances on THUMOS’14, TVSeries and HDD. The mAP performance is reported for THUMOS’14 and HDD, while the mAP performance is reported for TVSeries. The recent state-of-the-art methods on CNN, RNN, and Transformer are also included for comparison.

| Method   | Venue     | Architecture | THUMOS’14 / mAP (%) | TVSeries / mAP (%) | HDD / mAP (%) |
|----------|-----------|--------------|---------------------|--------------------|---------------|
| CDC [8]  | CVPR 2017 | CNN          | 66.4 - 44.4         | -                  | -             |
| RED [6]  | CoRR 2017 | RNN          | 45.3 - 79.2         | 82.7 - 27.4        |
| TRN [17] | ICCV 2019 | RNN          | 42.1 - 47.2         | 86.2 - 83.7        | 29.2          |
| IDN [19] | CVPR 2020 | RNN          | 60.3 - 50.0         | 86.1 - 84.7        | -             |
| LAP [20] | CoRR 2020 | RNN          | - 53.3 - 66.1       | 85.3 - 13.5        | -             |
| FATS [81] | PR 2021  | RNN          | 59.0 - 51.6         | 84.6 - 81.7        | -             |
| PKD [69] | CVPR 2021 | CNN          | 64.5 - -             | 86.4 - -           | -             |
| TPN [71] | PR 2021  | CNN          | - 55.7 - 85.0       | -                  | -             |
| WOAD [21] | CVPR 2021 | RNN          | 67.1 - -             | -                  | -             |
| OadTR [47] | ICCV 2021| Transformer  | 65.2 - 58.3         | 87.2 - 85.4        | 29.8          |
| LSTR [4] | NeurIPS 2021 | Transformer | 69.5 - 65.3       | 89.1 - 88.1        | -             |
| GateHUB [8] | CVPR 2022 | Transformer | 70.7 - 69.1       | 89.6 - 88.4        | 32.1          |
| CWC-Trans (Ours) | - | Transformer | 71.6 - 70.2      | 89.6 - 88.4        | 32.5          |

TABLE 2: Evaluation of the components of CWC-Trans on THUMOS’14.

| Baseline | SWHD | WCR | mAP (%) |
|----------|------|-----|---------|
| ✓        | ✓    | ✓   | 70.4    |
| ✓        | ✓    | ✓   | 71.2    |
| ✓        | ✓    | ✓   | 70.8    |
| ✓        | ✓    | ✓   | 71.4    |
| LSTR [4] | ✓    | ✓   | 69.5    |

outperforms LSTR on both datasets. Specifically, as shown in the first, third and fourth rows, our method is able to obtain higher prediction scores when the action occurs. This advantage is especially evident when the quick action, e.g., high jump, as shown in the first row. In addition, our method better suppresses motion interference thus has a lower false positive rate, as shown in the second row. These cases indicates that our hierarchical modeling strategy is able to obtain fine-grained temporal representations.

Failure Cases. On the other hand, Figure 6b shows two failure cases on THOMOS and TVSeries, respectively. As show in the first case, the “GolfSwing” action is quite similar to its preparatory movements, especially when the camera zooms out. Therefore, it is difficult to accurately distinguish the preparatory actions and the swing action, resulting in a large number of false positives. For the second case, the “Point” action is very abstract which usually happens suddenly and does not have enough contexts. Thus models usually fail to identify this action, though our proposed CWC-Trans achieves higher scores than LSTR. In summary, since the greater capability in modeling fine-grained temporal dependencies, our approach reports better results when dealing with these challenges.

4.5 Ablation Study

In this section, we first conduct an ablation experiment to validate the effectiveness of each component of CWC-Trans, i.e., Circular Window-based History Encoder (CWHE), Shifted Window-based History Decoder (SWHD), and Window-based Cascade Refinement (WCR) for the OAD task. We then explore the impact of the hyper-parameters of each sub-module. Unless otherwise stated, all the experiments are conducted on THUMOS’14, using RGB and optical flow features from TSN. For simplicity, we report the mAP along with training for all the ablation studies. It is slightly different from online inference.

4.5.1 Effectiveness of Each Component

As shown in Table 2, we gradually append the proposed component to form four baselines as follows:

Baseline. Following our streaming video processing principle, we use the designed CWHE, which consists of window attention and MTSM, to compress the long-term historical sequence hierarchically. And then, the tokens from the current window cross-attend the compressed history for the final prediction of the current frame.

Baseline + SWHD. We integrate the SWHD module with the baseline model to introduce the auxiliary task offline action segmentation. Besides, the logistic outputs of the SWHD are fed into the classifier that is shared with the outputs of the current window encoder.

Baseline + WCR. We only append the WCR module on the current window encoder to refine the baseline outputs. The final predictions are the outputs of the cascade module.

Baseline + SWHD + WCR (CWC-Trans). It embodies all the carefully designed modules, i.e. CWHE, SWHD, and WCR. The WCR including another classifier that is also shared for OAS and OAD under this setting.

The experimental results are summarized in Table 2. We can observe that our Baseline can achieve 70.4%, which is better than LSTR by 0.9%. It has already been demonstrated that the hierarchical window attention structure can compress historical sequences more effectively. Furthermore, with the help of the auxiliary task OAS, Baseline+SWHD achieves a 0.8% improvement over Baseline. It indicates that the supervision signal from the OAS task can guide the compressed tokens to be more informative. Besides, Baseline+WCR is 0.4% higher than Baseline, which indicates that the light-weight cascade module can lead to a progressive refinement on the coarse predictions. Baseline+SWHD+WCR achieves the best result over other baselines.

4.5.2 Circular Window-based History Encoder Design

We conduct several experiments on Baseline to explore the optimal network settings. All results are shown in Table 2.

History Feature Dimension Reduction. We project historical representations to a lower-dimensional feature space.
Fig. 6: Visualization of success and failure cases of CWC-Trans and LSTR [4].
to ease the computational burden. Table 5a varies feature dimension for initial history representations. The best performance is achieved when the dimension is 256, while inferior performance is observed when it is 128 or 512. But the performance drops dramatically when the dimension increases to 1024. We believe that much high feature dimension with a large number of historical frames makes optimization difficult.

Hierarchical Window Attention Design. As one of the core components of CWHE, at each stage, we perform window attention to model the dependencies between the tokens in each independent window. To reduce the number of parameters and mitigate over-fitting, the hierarchical attention module is shared across all historical windows. Each window will be finally squeezed into one representative vector $c_i$. Here we study different down-sampling settings for window compression in Table 3c where the last downsampling is mean pooling if the number of down-sampling is more than two. We observe gradually squeezing the windows is essential when performing hierarchical modeling, as classical network design [7], [8], [69]. Furthermore, hierarchical attention is performed separately in each window, so they lack global awareness of global history. Therefore, we add another attention module upon the window representations $C$. As shown in Table 3c, it can be observed that when the sequence lacks global perception, e.g., w/o SA, the performance drops by 0.3%. As the number of SA layers increases, the performance gradually improves. We limit the number of global attention layers to three for inference efficiency.

Multi-head Token Slim Module. The role of MTSM is to compress the number of tokens in each window at each stage. In Table 3, we first compare MTSM with Patch Merging (PM), Cross-Attention (CA), and TSM. Our proposed MTSM has at least 0.9% improvement and at most 2.2% improvement. It can be explained PM merely fuses local Tokens without using global information for compression. As for CA, generic queries ignore the important data dependency for each window. However, TSM ignores the importance of different channels, though it realizes the data-dependent and global attention. Compared to TSM, our proposed MTSM improves the performance by 0.9% even with only two heads, as shown in Table 3. The best 70.4% mAP is achieved when the number of heads is set to 8.

### 4.5.3 History Decoder Design

To perform the auxiliary task OAS, we design a decoder using Swin layers and MTSM to up-sample the compressed tokens. All the studies are conducted on the Baseline + SWHD. As shown in Table 4, we conduct extensive experiments on the structural design of the encoder, including how to use MTSM for upsampling, the number selection of Swin layers, and whether to share the classifier with the OAD task. For MTSM, MTSM (Local) indicates that each compressed token only needs to recover its single window without accessing other windows. MTSM (Global) indicates that MTSM takes all the compressed tokens as inputs, which means upsampling from a global view. MTSM (Global + Shortcut) indicates that MTSM in the decoder needs to accept the outputs from the previous stage but also integrate the output with the same resolution from the encoder, which is an UNet style architecture. The comparison can be found in Table 4a, the performance of MTSM (Global) is better than that of MTSM (Local). We believe the OAS supervision from a global view will provide holistic gradients for local window representation. However, we observe a significant performance drop after adding shortcuts in the global setting. We hypothesize that the outputs of the encoder will be attended for the OAD task while the shortcuts will weaken their representations, yielding a performance drop for OAD. Thus, we finally adopt the shortcut-free encoder-decoder for historical information modeling. Additionally, we explored the token expansion rate at each stage in Table 4b. It turns out that the performance is best when the up-sampling rates are symmetric with the down-sampling rates in the encoder.
TABLE 6: Cascade refinement design. (a) The impact of different numbers of self-attention. (b) The impact of the shared cascade and casual mask. (c) The impact of different numbers of cascade stages.

| Method | Parameter Count | mAP (%) |
|--------|-----------------|---------|
| SA×2 w/o short cut | 45.2 | 66.9 |
| SA×1 w/ short cut | 58.0 | 67.8 |
| SA×2 w/ short cut | 75.8 | 68.8 |
| SA×3 w/ short cut | 145.8 | 70.0 |

(c) The impact of different numbers of cascade stages.

| Method | mAP (%) |
|--------|---------|
| w/o cascade | 70.4 |
| cascade×1 | 70.8 |
| cascade×2 | 69.5 |

TABLE 7: Efficiency comparison between our CWC-Trans and the previous work on parameter count (M) and inference speed (FPS). Our works outperforms GateHUB 0.9% and 13.3% on mAP and inference speed, respectively.

| Method | Parameter Count | Inference Speed (FPS) | mAP (%) |
|--------|-----------------|-----------------------|---------|
| TRN    | 402.9M          | Optical Flow Computation | 8.1     | 70.5     | 123.3 | 8.1 | 62.1 |
| OadTR  | 75.8M           | RGB Feature Extraction | 8.1     | 70.5     | 110.0 | 8.1 | 65.2 |
| LSTR   | 58.0M           | Flow Feature Extraction | 8.1     | 70.5     | 91.6  | 8.1 | 69.5 |
| GateHUB| 45.2M           |                        | 8.1     | 70.5     | 71.2  | 8.1 | 70.7 |
| CWC-Trans(Ours) | 56.7M |                        | 8.1     | 70.5     | 80.7  | 8.1 | 71.6 |

Fig. 7: Visualization of different methods on inference speed and the mAP on THUMOS’14.

e.g., ×4, ×4, and ×2. In Table 4, we also observe the optimal performance when the number of layers of each stage is separately set to 4, 8, 4, and 2. Surprisingly, in Table 4, we find that shared classifiers between OAS and OAD can significantly boost the performance by 2.4%, compared to two separate classifiers. A reasonable explanation is that many historical tokens can be used as feature augmentation to train a comprehensive classifier, thus leading to a promising result for OAD.

4.5.4 Current Window Encoder Design

We design several experiments to analyze the design of the current window encoder. All the studies are conducted on the Baseline. Specifically, we experimentally analyze the impact of positional encoding (PE) and the number of the Cross-Attention (CA) modules. As shown in Table 5, w/o PE indicates that positional encoding is not added to inputs of the current window. w/o SA indicates that the Self-Attention (SA) is not incorporated before cross-attention. And CA × means the different numbers of the Cross-Attention (CA) module that includes one self-attention layer to fuse all the trend tokens and one cross-attention layer to fuse the history and trend. From Table 5, we find that PE is vital for the current window inputs, and the performance drops by 2.5% if PE is removed. Self-attention before cross attention is also helpful for OAD, where we observe a 1.2% performance drop if self-attention is discarded. Besides, the performance is slightly improved when we increase the number of CA. Once again, we limit it to 2 for online inference.

4.5.5 Window-based Cascade Refinement Design

Here we study the design of the Window-based Cascade Refinement (WCR). Table 6a and Table 6c are conducted on the Baseline + WCR, and Table 6b is conducted on the CWC-Trans. As shown in Table 6a, the mAP dramatically drops by 4.6% if without shortcuts. This is because the probability inputs lose a lot of visual information. We believe that introducing shortcuts will significantly facilitate training the naive design of the WCR. In addition, we vary the number of SA at each stage and find that two SA layers are enough to achieve a good mAP. It also facilitates online inference due to the lightweight computations. Similar to the shared classifier, we also explore the effect of sharing WCR between OAS and OAD in Table 6b. The shared WCR will bring 1% improvement while reducing the parameters. Based on the shared WCR, if we remove the causal mask for OAS, each history token will attend to all. However, such attended history tokens will differ greatly from those in the current windows. Consequently, the mAP (65.5%) is much worse than the case (71.4%) with the casual mask. At last, we explore the impact of the number of WCR, which can be observed from Table 6c. We find that even one WCR is enough to yield a better refinement on the coarse predictions. It will cause over-fitting (69.5%) when the number of WCR increases to 3. This lightweight WCR enables us to achieve better performance without significant extra costs.

4.6 Running Time

We compare CWC-Trans with other methods in terms of running time, which is conducted on Tesla V100 with PyTorch 1.9. We rerun LSTR on our platform since it is publicly available. Others are the reports from their manuscripts. In Table 7, we report 80.7 FPS for CWC-Trans, which is
13.3% faster and 0.9% better than GateHub, as illustrated in Figure 7. Though CWC-Trans is slightly slower than LSTR, it has significantly better performance than LSTR (71.6% versus 69.5%).

5 Conclusion
In this paper, we carefully recap the existing methods of online action detection and point out some drawbacks, such as the absent feature pyramid and prediction refinement. We propose a novel window partition strategy called circular window with partial updating to address these issues. Based on it, we employ hierarchical modeling and cascade refinement on each window, which allows us to perform only one single window updating during online inference. We also align online action detection with offline action segmentation, where we share the action classifier and the Window-based Cascade Refinement module to provide feature augmentation for online action detection. We provide extensive ablation studies on the evaluation of each component. Finally, the proposed CWC-Trans achieves state-of-the-art performance on THUMOS'14, TVSeries, and HDD, while it has 80.7 FPS running time.
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