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Abstract

With the advent of intelligent systems, we are still facing a high number of fatal traffic accidents. Driver assistance systems can significantly reduce this rate. For example, when a driver uses a turn signal, driver assistance systems alert the object’s presence in blind spot areas. Camera-based driver assistance systems for blind spots usually alert by detecting objects, including vehicles, in image frames. Based on a more dynamic dangerous situation classification for lane changing and turning to the sides, we propose an efficient blind-spot warning system that works with a single camera sensor for each side. Our contribution consists of two sections. First, we take a deeper look at classifying dangerous and safe situations in a dynamic environment with moving objects. Second, to distinguish dangerous situations from safe conditions, we install a pre-trained SOTA object detector to track vehicles in consecutive frames and then estimate the distances of tracked cars by a 6% mean percentage error rate. In addition, to detect objects in blind spots, the proposed system uses cars’ relative velocity to warn dangerous situations. This classification process is not real-time. So, in the second section, we propose a tiny model as a driver assistance system for the blind spot that works in real-time. This tiny model feeds optical flow into CNN layers. This vision-based system uses self-supervised learning without the necessity of the labeled data. It shows 97% accuracy and can detect dangerous situations as a real-time system.
Abstract—With the advent of intelligent systems, we are still facing a high number of fatal traffic accidents. Driver assistance systems can significantly reduce this rate. For example, when a driver uses a turn signal, driver assistance systems alert the object’s presence in blind spot areas. Camera-based driver assistance systems for blind spots usually alert by detecting objects, including vehicles, in image frames. Based on a more dynamic dangerous situation classification for lane changing and turning to the sides, we propose an efficient blind-spot warning system that works with a single camera sensor for each side. Our contribution consists of two sections. First, we take a deeper look at classifying dangerous and safe situations in a dynamic environment with moving objects. Second, to distinguish dangerous situations from safe conditions, we install a pre-trained SOTA object detector to track vehicles in consecutive frames and then estimate the distances of tracked cars by a 6% mean percentage error rate. So, in the second section, we propose a tiny model as a driver assistance system for the blind spot that works in real-time. This tiny model feeds optical flow into CNN layers. This vision-based system uses self-supervised learning without the necessity of the labeled data. It shows 97% accuracy and can detect dangerous situations as a real-time system.
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I. INTRODUCTION

According to the Statistics Center of Iran, hundreds of thousands of accidents occur in Iran every year, which unfortunately causes thousands of deaths. Twelve percent of these accidents occur due to wrong turning and lane changes. With the advancement of technology, this rate can be reduced by advanced driver assistance systems (ADAS) that play an essential role in reducing human errors. There are several types of advanced driver assistance systems, each designed to improve driving and safety [1]. Also, different technologic approaches can be used based on image processing and machine learning to improve safety in transportation systems [2].

By default, mirrors are installed on both sides of all vehicles to widen the driver’s viewing angle. However, one of the limitations of these side mirrors installed on the car is creating areas that are not visible, and usually, drivers are not aware of these areas. These areas are called blind spots, and vehicles’ presence in these areas increases accidents. Blind spots are different for different types of vehicles; see Fig. 1 for example.

When turning sideways or changing lanes, limited viewing angles and blind spots are among the most common causes of car accidents. Various driver assistance systems have been developed for blind spots to prevent this type of accident. Sensors used in driver assistance systems can be divided into visual and non-visual types. For non-visual sensors, we can refer to radar-based systems that can measure distance with high accuracy. However, they are relatively expensive and have some limitations [3], [4]. In vision-based systems, a variety of cameras are commonly used as sensors. In this paper, similar to [4], [5], [6], a camera is used that is not expensive and provides a good field of view. Some systems have also used the fusion of several types of sensors [7], [8], [9], [10]. Other visual sensors, such as stereo cameras [11], [12], have also been used in some systems. In camera-based systems, the cameras are mounted on side mirrors to capture the images of blind spot areas.

Some camera-based driver assistant systems can estimate the distance of vehicles [13], [14], [15], [16], [17]. To accurately estimate vehicles’ distance, using fusion with other sensors such as Lidar is more appropriate. The camera functions like the human’s eyes. The distant cars in the image have similar dimensions in terms of the number of pixels. Therefore,
as the distance of vehicles increases, the distance estimation error also increases.

The primary step for a robust camera-based blind spot driver assistant system is detecting vehicles in input images. Object detection is one of the main challenges in the digital image processing field [18]. With the help of a massive amount of annotated data, new deep artificial neural network models with variant architectures such as [19], [20], [21], [22], have ameliorated it. The object detection problem takes an image as input and returns the bounding boxes of all objects in the image and their object type. These deep neural networks have lots of layers, so they have a high computational cost.

The gap between the two groups of supervised and unsupervised learning is not very simple to categorize. For example, teacher-student learning [23], [24], [25], [26] and self-supervised learning [27], [28], [29] are new learning techniques that are used in a broad range of applications. The term self-supervised has not been used in the same way in different fields [30], [31], [32], [33]. Their common idea is the usage of unannotated data as a supervisory signal. This paper also utilizes the self-supervised learning approach to use a huge amount of raw data instead of limited human-labeled data.

II. RELATED WORKS

Almost all camera-based blind spot detection systems use an object detection algorithm and determine dangerous situations based on detected objects in the image. Traditional object detection algorithm in blind spot detection systems usually involves two main steps, feature extraction, and detection step. For feature extraction, various methods such as histograms of oriented gradients (HOG) and Gabor filters are represented [34], [35], [36], [37], [38], [5], [39], [40]. In detection step also a variety of classifier methods such as Support vector machine (SVM) [35] and AdaBoost [37] have been used. These traditional methods for detecting and localizing vehicles on the road suffer from a lack of robustness for complicated road scenes and environmental conditions.

New object detection algorithms based on deep learning improve robustness. With the recent advancement in computing capabilities and large data sets, deep learning methods have been used widely. As mentioned and experimented in [38] deep learning-based object detector models such as YOLOv2 [41] achieve better accuracy than traditional models. However, they are still not appropriate to use under limited computing resources. [4] designs an efficient deep learning-based object detector model that can be used as a real-time solution. One of the limitations of blind-spot detection systems is the lack of recognition of all types of vehicles. [37] just detects two-wheeler vehicles or [5] is reliable in detecting only sedan vehicles.

Table I shows the advantages of different works and a summary of their proposed method. [38] is the only system that refers to the relative moving direction of vehicles and does not consider the cars with backward relative moving direction as a potential cause of an accident. As a disadvantage, the camera-based blind-spot warning systems usually do not support all types of vehicles. Also, they need labeled data. A comprehensive camera-based blind-spot system summarization is as the following:

- Considering the relative moving direction of vehicles as a factor of detecting the dangerous situation
- Cover a variety of vehicles such as cars, trucks, motorcycles, etc.
- Training and evaluation with large amounts of real-world data to cover a variety of possible scenarios

In what follows, we present a new system including Dangerous Situation Detection and Blind Spot Warning systems. To cover the first two items of mentioned characteristics, object detection, distance estimator, and object tracker subsystems are presented in Sections IV. To provide a distance estimator subsystem, firstly, in Section III, we create a new dataset including the front side of car images and their distance from the camera as the label. Then in Sections IV and V, we present the details of these systems. The first one is used to detect vehicles in an image frame and track them in steams of images [44]. Then, using the object detector model’s output, a neural network is designed to estimate the distance of cars in the image. In this component, we present a new method to determine dangerous situations to turn or change lanes. In the second system, we present our proposed system for a blind-spot warning system. The proposed system is needless to handmade labeled data. Using the analysis performed in the previous section and a large amount of raw data, we train a tiny neural network with reliable performance. Section VI presents the results of the proposed system. The final section ends the paper with a brief conclusion.

III. DATA SET

There are two common data sets for object detection; COCO [45] and VOC [46]. In this paper, we used the COCO data set to detect vehicles in images and extracted six classes of car, person, bicycle, motorcycle, bus, and truck useful in a driver assistance system. For driver assistance systems and smart car researches, we use KITTI [47] data set because, in addition to label object bounding boxes, it provides other information such as object spacing and image depth. However, it is not suitable for object detection tasks. The COCO data set has been used to build a robust object detector. It includes a significant number of data images and classes. KITTI is a suitable data set for estimating the distance of objects. In addition to labeling them in 2- and 3-dimensional coordinates, it provides more information from other sensors such as Laser-scanner, stereo camera, and bird’s eye view images to estimate depth and distance in the image. Most papers such as [48] are used to estimate the distance based on its images or used Lidar data [49].

It includes images with a resolution of 1392x512, taken from the camera mounted on the car. The size of objects in the image depends on the physical properties of the camera lens. Distance estimator models that train with KITTI, usually rely on the camera lens’s physical properties and image quality. So its images are not similar to images taken by other cameras.

This paper collects a data set to train and evaluate car distance estimation from the camera. We try a very inexpensive
TABLE I: Camera Based blind-spot warning systems

| Model | Advantages | Proposed method |
|-------|------------|-----------------|
| [4]   | • Implemented as an embedded system application  
        • Robust model based on CNN | They use a lightweight neural network structure to solve a specific classification task (Presence or absence cars in blind spot region) as a blind-spot warning system. |
| [37]  | • Support two-wheeler vehicles | In this paper, the MCT features vector with an AdaBoost classifier is used. They also use a cascade classifier for processing more efficient |
| [36]  | • Using a tracker and reducing false alarm rate by controlling tracked reliability points | They use a cascade classifier with HoG features periodically in the detection stage. Also, a tracker based on the Kalman filter is proposed to track detected cars and reduce the false alarm rate. |
| [42]  | • Support car and motorcycle detection  
        • Implemented as an embedded system application | This paper proposes a system based on detecting any moving objects. Their detection algorithm uses optical-flow, and then the proposed algorithm can segment the detected moving objects from the background. Detected moving objects in the road (if not exist in the background) are assumed as vehicles. |
| [43]  | • Implemented as an embedded system application | The authors, in comprehensive research, propose a fully connected network. Extracted HOG features feed into the network as input. The post-processing stage proposes a method based on thresholding and heat map to reduce the false-positive rate. |
| [38]  | • Not classify the situation as dangerous when detected vehicle relative moving direction is backward.  
        • Implemented as an embedded system application  
        • Use one single camera for both sides | In this paper, a support vector machine (SVM) with HOG features used as a vehicle detector. The proposed vehicle detector is applied in two pre-defined fixed and small windows for each side. These small-sized windows help to reduce computational complexity. Also, estimation of moving direction of vehicles is dependent on the dangerous situation classification |
| [5]   | • Implemented as an embedded system application | The authors propose a matching mechanism with a scoring function to detect sedan-shaped vehicles. They also show that integrating two types of edge-based and appearance-based features leads to accuracy improvement of their proposed method. |

way to provide a data set commensurate with our camera. The collected data set contains about 1000 car images that had a distance of 1 to 12 meters. Unlike the KITTI data set, our collected data set includes cars’ images from the front view suitable for the blind spot detection system. We have tried to have images of diverse vehicles in this dataset. Also, the mean distance is 5, and the variance is 3 meters approximately. The size of objects in the image depends on the camera lens’s physical properties, so estimating an object’s distance is not the same for images taken from any camera.

The biggest problem in collecting data for distance estimation is using distances as labels. The best way to measure distances is to use other sensors, such as laser-scanner, which are very expensive and hard to set up. We test a new method to measure distance for the label of images by using artificial features like Apriltag2. Estimated distances by Apriltag2 are almost accurate in near ranges [50]. We use 15 different Apriltags with different physical sizes. Tags were attached to the front of different cars. We use an object detection model to distinguish the car’s tag in the image. If the tag is inside the bounding box, it is attached to the seen car certainly. Then we can crop its bounding box. Finally, by checking the cropped bounding boxes, we can easily ensure the collected data’s suitability, see Fig.2.

IV. DANGEROUS SITUATION DETECTION

In this section, and just for state analysis purposes, we used the state-of-art level object detection YOLOv3-spp (improved version of YOLOv3 [20]) model, which also had a very high computational cost. The object detector model takes an image frame as input and returns all bounding boxes of objects and their types in an input image frame. Blind-spot systems are often used in dynamic environments, and objects in an input image are not fixed. To improve the analysis of vehicle context and detect the dangerous situation when turning to the sides, we try to estimate the relative distance and velocity of cars in an input image frame.

As mentioned earlier, most car distance estimation systems are based on unsupervised methods. Therefore, they are naive and hard to evaluate. The main issue in estimating the distance of cars from the camera based on the supervised techniques is the lack of suitable data sets and data gathering difficulty.

To estimate cars’ distance, we detect the vehicles in an image with the object detector model. In this regard, we use
our object detector model. After executing the object detector model on the input image, we have all the bounding boxes containing them.

We use two different types of input to estimate the distance of cars from the camera. Like unsupervised car distance estimator methods, the first input type is a vector that includes the height, width, and position of the detected bounding box in the image. The second type of input is a 256x256 sized image. We crop and resize a shot in the detected bounding box to provide the second type of input for the distance estimator model.

The proposed distance estimator model is based on a feed-forward neural network. It takes two types of inputs and returns the predicted distance by the last neuron. We use a VGG like network [51] to extract image type input features. In the following, VGG like output is used next to the vector type input Fig. 3. Then, after several dense layers, the distance is estimated using a single neuron as the output layer. In the training stage, we also use horizontal flip augmentation and random painting augmentation methods[52]. In random painting augmentation and to cover the attached tags in the image, we paint a rectangle with the cars’ tag coordinates. The length and width of the rectangle are obtained randomly based on the half-normal distribution.

Detecting objects and estimating vehicles’ distances from the camera, use just from the appearance information in an individual frame. To use temporal information across some consecutive frames, an object tracker is a must. We use [53] to track cars from previous frames. It makes a sequence of estimated distances from each detected car. A Kalman filter is used to reduce the estimation error. Thus, we can calculate the velocity of vehicles; although this estimation is not very accurate, it is sufficient to understand the backwardness or forwardness movement of detected cars. Without using this object tracker, our proposed system can not work well in scenarios with multiple vehicles in an image.

Estimated car distances are defined based on the camera coordinate system. So we need to transform estimated distances into a proper coordinate system in the next step. We assume that all vehicles are located on one unique plane to use a 2D coordinate system for simplicity. Let X and Y be the axes of the mentioned proper coordinate system as indicated in Fig. 4.
Earlier, we describe the object detector and car distance estimator models and use them to analyze the context around vehicles. We predict the accident in lane changing or turning because of a dangerous movement across consecutive frames. Two safe and dangerous classes are usually considered to classify an accident's occurrence while turning to the sides. Based on the analysis of the vehicle's environment and the type and size of the vehicle, we will provide a set of rules to classify the risk of an accident while turning to the sides. Vehicles from mini-cars or crossovers to trucks come in a variety of sizes. Depending on each vehicle's size, we consider two types of regions as indicated in figure 4.

Similar to [4], the existence of any object in the red region classifies as a dangerous situation. We also consider a yellow area. The presence of any car in this region is dangerous only if its distance reduces. Based on these regions and analyzing the vehicle's context, our rule-based inference engine classifies the situation into safe or dangerous.

V. Blind Spot Warning

In the previous section, we presented a comprehensive and customizable method for detecting safe or dangerous situations. Unlike a blind-spot warning system, it needs lots of computation costs. Also, the real-time execution of this method is far from feasibility. In this section, we propose a blind-spot warning system based on self-supervised learning. Also, our proposed system is defined based on a tiny neural network. It is computationally efficient and executes real-time even on a CPU.

We resize all frames into 128x128 to reduce computation. Then, we calculate optical flow. The optical flow of frames helps us to extract temporal motion features across frames. We concatenate a grayscaled frame and its optical flow to build an input tensor to fuse the frame's visual content and its temporal motion features. We propose a tiny neural network for a blind-spot warning system. The reference II takes the input tensor from a grayscale image and two-dimensional optical flow. The fusion of image frame and optical flow increases the model's robustness to prediction based on image temporal information. Optical flow can separate moving objects from the background image.

Providing a significant amount of labeled data to train the tiny model that use optical flow as the input is also costly. We train our proposed model by the self-supervised learning method. This learning method trains the tiny model with a massive amount of raw video data and labels generated with our rule-based inference engine Fig. 5.

The purpose of using this self-supervised learning method is to make the tiny model prediction similar to the rule-based inference engine.

VI. Experimental Results

This part aims to evaluate the quality of SOTA object detection models on our collected data. As the first step of evaluation, we check the object detection model on the collected data. We have prepared the label only on 1000 sampled images. The label only includes the objects we need on the road. In all cases, in addition to correctly identifying all the objects, other objects are also detected on the sidewalk.

The detection of these objects, which were not labeled due to lack of importance, indicates SOTA object detection models’ robustness. [38] also gets similar results, and on their collected data set YOLOv2 achieved 100% accuracy. We show a sequence of frames with the indicated output of object detection and object tracker models in Fig. 6.

As indicated in the data set section, we collect a data set to train our proposed distance estimator model. About 1,000 labeled images were collected. We split them into 400 and 600 for test and train sets. For train set data, we use mentioned data augmentation methods like flipping to expand our data. The ADAM[54] optimizer has been used for the training process. We reduce the learning rate to decrease the loss.

The distance estimator model returns the car’s distances in the meter. Mean absolute percentage error is chosen as the primary metric. At the end of the training, we achieved a 6% error for our testing set, as shown in Fig.7. We also have some experiments to apply other CNN architecture such as EfficientNet [55] and ResNet [56] to extract images’ features. But we have not found any valuable improvement to present.

| Layers | kernel size |
|--------|-------------|
| 1      | Conv (3, 3) |
| 2      | Conv (3, 3) |
| 3      | Max Pooling (2, 2) |
| 4      | Conv (3, 3) |
| 5      | Conv (3, 3) |
| 6      | Max Pooling (2, 2) |
| 7      | Conv (3, 3) |
| 8      | Conv (3, 3) |
| 9      | Max Pooling (2, 2) |
| 10     | Flatten |
| 11     | 32 x Dense |
| 12     | 16 x Dense |
| 13     | 16 x Dense |
| 14     | 1 x Dense |

Fig. 5: The process of self-supervised learning method to train the tiny model for the blind-spot warning system. It also uses horizontal flip augmentation in the training stage.
Fig. 6: In this figure, a sequence of frames from our collected data is shown. All detected bounding boxes of objects are drawn with yellow color. We indicate car, motorcycle, and people classes with the letters c, m, and p, respectively. Also, each class’s detection confidence is written on the left top corner of the bounding box. The white color bounding boxes show the output of the object tracker. In the first frame, we use it to tracker our desired object. In the successive frames, we can follow this object with the unique id = 0.

TABLE III: Comparison of blind-spot warning systems (%)

| Model                                                | Cars | Two-wheeler | reported results |
|-------------------------------------------------------|------|-------------|-----------------|
| Sep-Res-SE [4]                                        | *    | -           | Accuracy: 97.58% |
| MobileNetV2 [4]                                       | *    | -           | Accuracy: 95.35% |
| VGG Block [4]                                         | *    | -           | Accuracy: 98.01% |
| Two-tier detector [37]                                | -    | *           | Precision: 95 - Recall: 93 |
| Two-tier detector & wheel detector [37]               | -    | *           | Precision: 94 - Recall: 98 |
| HoG cascade classifier [36]                           | *    | -           | Detection rate: 96 |
| Feature-based motion detection [42]                   | *    | *           | Accuracy: 87.92% |
| Double-stage detection [57]                           | *    | -           | Detection rate: 99 |
| Fully connected network [43]                          | *    | *           | Accuracy: 93.75% |
| HoG, SVM and motion vector [38]                       | *    | -           | Precision: 97 - Recall: 99 |
| YOLOv2 [38]                                           | *    | -           | Precision: 100 - Recall: 100 |
| Integrating appearance and edge features [5]          | *    | *           | Precision: 90.7 - Recall: 82.1 |
| ours                                                  | *    | *           | Accuracy: 97%   |

Besides, we train the distance estimator model on the KITTI dataset to train the distance estimator model on the collected data set. In the KITTI data set, unlike our collected data, the cars’ images are from behind. So we train our proposed distance estimator on the KITTI data set just for evaluation purposes. From the KITTI data set, only images have been selected that were not occluded. A laser scanner sensor has obtained the distance of cars from the camera in KITTI dataset, so vehicles with a considerable distance from the camera are also included. The average car distance in the training data is about 50 m, and the maximum distance is 86 m. In the end, MAE is 92 cm. It may seem that the result obtained on KITTI is very different from the result obtained on the collected data set. Also, as much as the distance of the cars increases, it gets harder to estimate. Our collected data set is very suitable because all the images are provided when the cars in the blind spots are not far.

As we mentioned, we train our blind spot tiny model by self-supervised learning method and collect a vast amount of raw video. We used an RGB USB camera to record videos. We drove for several hours on highways and in the city with the camera mounted on the car’s right side mirror to collect various data. We also record videos during the day with different amounts of traffic. We evaluate our tiny model for a blind-spot warning system with 50 thousand frames. Our evaluation is based on the generated label by the rule-based inference engine. The accuracy obtained in this evaluation is 97 percent. In Table III, we compare similar systems with
In the dangerous situation detection task, we tried to solve the problem without considering the computational constraints. More awareness of context is needed to detect a dangerous situation. So we use an object tracker to track objects in consecutive frames and estimate the distance of cars. Our proposed model estimates car distances from the camera with a mean absolute percentage error of 6%. This model is suitable for our mission. [42] well described how optical flow could separate moving objects from the background. Our results show that using optical flow and CNN can easily detect moving objects in a stream of frames. Also, 97% compliance with the SOTA object detection model for our proposed tiny model proves it.

Camera-based Blind Spot Driver assistant systems usually can not work properly at night or in low light conditions. It is one of the most critical limitations of our system and similar systems. Using other visual sensors such as the night vision camera to solve the mentioned problem may be a must.

VII. CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

We proposed a tiny model for a blind-spot warning system to discuss dangerous turning sides or lane changes. Also, the code and more output from the models will be available at https://github.com/arashphn/BlindSpot.

We start our journey by investigating previous blind spot driver assistant systems. They have similar functionality to object detection models, which also have real-time execution capabilities. We think detecting objects in the blind spot is not a generic way to classify dangerous situations from safe ones, and there are scenarios it is not possible to cover. To have a more reliable system, we need more data to train and evaluate. Another limitation of these systems is that the lack of data and collecting human-labeled data sets is challenging and expensive.
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