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Abstract—Due to the proliferation of renewable energy and its intrinsic intermittency and stochasticity, current power systems face severe operational challenges. Data-driven decision-making algorithms from reinforcement learning (RL) offer a solution towards efficiently operating a clean energy system. Although RL algorithms achieve promising performance compared to model-based control models, there has been limited investigation of RL robustness in safety-critical physical systems. In this work, we first show that several competition-winning, state-of-the-art RL agents proposed for power system control are vulnerable to adversarial attacks. Specifically, we use an adversary Markov Decision Process to learn an attack policy, and demonstrate the potency of our attack by successfully attacking multiple winning agents from the Learning To Run a Power Network (L2RPN) challenge [1], [2], under both white-box and black-box attack settings. We then propose to use adversarial training to increase the robustness of RL agent against attacks and avoid infeasible operational decisions. To the best of our knowledge, our work is the first to highlight the fragility of grid control RL algorithms, and contribute an effective defense scheme towards improving their robustness and security.

Index Terms—Adversarial training, Blackout prevention, Power system reliability, Reinforcement learning

I. INTRODUCTION

As power systems shift towards renewable energy sources, system operators are facing emerging operational challenges. Human operators may find it challenging to manage the intrinsic stochasticity of renewable energy generation, motivating research for autonomous power systems control schemes. In addition to such operation challenges, for active distribution networks, designing a model-based control algorithm usually requires extensive domain knowledge and great amount of work on identifying the grid topology and network parameters [3], while model misspecification can cause significant impacts on system operation. These difficulties spurred the development of model-free data-driven control pipelines, specifically deep reinforcement learning (RL) algorithms [4]–[6]. As a result, there are several works that apply RL algorithms to various of control and operation tasks in power systems [7], ranging from topology control [1], [2], [8], PV control [9], and Volt-VAR control [10]–[12].

However, in order to deploy such data-driven agents to safety-critical power system tasks, there is an urgent need to investigate whether the learned agents can be robust under a various operating scenarios, i.e., feasible power flow even when a power line is temporarily disconnected due to maintenance, environmental hazards, or cyber-physical attacks [13]. Previous works in machine learning have demonstrated that standard RL agents are vulnerable to observation-noise attacks. With small perturbations over state space or minor alterations on the underlying dynamics, even fully-optimized RL agents will output non-optimal actions [14], [15]. Meanwhile, power grids have always been regarded as safety-critical infrastructures [16], and it is of top priority to validate the reliability of proposed algorithms under either system state uncertainties (e.g., renewable forecasting [17]) or system uncertainties (e.g., N-1 security criterion [6], [18]). Therefore, it is crucial for learning-based control schemes to be robust against exogenous events, whether or not they are malicious in origin.

In this work, we focus on a typical power grid topology control task introduced by the Learning To Run a Power Network (L2RPN) challenge [1], [2] as a standard testbed for grid operation RL algorithm development. The designed controllers observe the underlying state of the power grid (network topology and parameters, load injections, and etc.), and take economical actions (modifying network topology, decide power setpoints of generators, etc.) to ensure feasible
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power flow. Robustness is difficult to achieve in this task due to the nonlinear, complex spatiotemporal dynamics within the power grids. In one of our test cases on IEEE 118 bus system [19], there are around $3.88 \times 10^{76}$ network topologies and $9.81 \times 10^{55}$ power line actions. When power lines are disconnected, RL agents struggle to adapt; in real life such a failure would lead to a blackout.

In this paper, we study the impacts of adversarial attacks on RL agents and develop an effective defense method to enhance its robustness. We affirmatively answer two questions:

1) *Is it possible to learn a harmful adversary?*
2) *Does adversarial training improve agents’ robustness?*

At a high level, we first use RL to train an adversary to disconnect vital lines, by rewarding it for reducing the reward of a grid operation RL agent. Then, we use our learned adversary, in turn, to increase the robustness of the grid operation RL agent, through adversarial training. The adversary generates training scenarios that are more difficult than normally encountered, thus boosting the robustness of the resulting RL algorithm. An overview of our approach is described in Figure 1.

We instantiate our RL agents in the Learning to Run a Power Network (L2RPN) environment [6]. The environment, similar to OpenAI Gym [20], simulates realistic power networks and provides an interface to train RL agents to operate them. An agent deployed on the L2RPN environment manages the power network topology while subjected to maintenance and environmental hazards. These hazards temporarily decommission power lines and force the agent to modify the network to prevent blackouts. We make use of the winning algorithms from recent L2RPN competitions [1], [2], [21] to show the vulnerability of normal RL agents, and show the improved robustness provided by adversarial training.

Our contributions are summarized as follows.

• We propose an agent-specific adversary MDP to learn an adversarial policy for a given agent. We demonstrate the effectiveness of our adversaries by conducting both white-box and black-box transfer attacks against the KAIST-agent, PARL-agent, and NANYANG-agent (winning agents from previous L2RPN challenges), which lead to over 90% performance drop of the winning agents, and greatly outperform other baselines attack methods.

• We use our learned adversary to improve the robustness of RL algorithm via adversarial training. Adversarial training exposes the grid operation RL agent to more difficult scenarios than normally seen. As a result, when being attacked, it is able to quickly respond and re-balance the grid. We instantiate the proposed method in KAIST-agent, and show significant improvement on both the clean (no adversary) and robustness performance (with different adversaries).

Our work is the first attempt to improve robustness for a general class of RL algorithms, and takes a step towards safe deployment of RL controllers for power grids. Compared to existing optimization-based robust power system operation methods, which require heavy modeling and specific solution techniques [22], [23], our proposed framework directly learns a mapping from power system states to operation actions.

Our paper is organized as follows. Section II describes related work. Section III describes how to frame power systems operations as a Markov Decision Process (MDP). Section IV describes our proposed adversary MDP for learning a strong adversary and adversarial training to improve robustness. Section V describes our experimental results. Section VI provides a discussion and concluding remarks.

II. POWER NETWORK OPERATION AS A MARKOV DECISION PROCESS

In this section, we first introduce the power system operation model considered in this paper. Then, we show how reinforcement learning can serve as an ideal framework for efficiently solving such operation problem.

A. Power System Operation Problem

We consider a power system where $\mathcal{N}$, $\mathcal{L}$ denote the set of nodes and lines, and $|\mathcal{N}| = n$, $|\mathcal{L}| = l$. We define the set of nodes with generators as $\mathcal{G}$, and without loss of generality, we consider $|\mathcal{N}| = |\mathcal{G}| = n$. We denote the active/reactive power outputs of generator at node $i \in \mathcal{G}$ as $p_{G,i}, q_{G,i}$ (which is controllable by the system operator). If there is no physical generators at node $i$, we just simply restrict $p_{G,i} = q_{G,i} = 0$. Define the demand at node $i$ as $p_{D,i}, q_{D,i}$, which is given by the environment. We look into a power grid operational setting where topology can be reconfigured to minimize the system costs. Define the topology choice $\Omega = S_{\Omega}$ where $S_{\Omega}$ is the set of all possible topologies by line switching, and define $L_{\Omega}$ as all lines connected under topology $\Omega$. $G_{\Omega}$ and $B_{\Omega}$ are the conductance and susceptance matrices associated with topology $\Omega$. If line $l_{ij} \notin L_{\Omega}$, $G_{\Omega,i,j} = B_{\Omega,i,j} = 0$.

We follow the power grid operational cost definition in the L2RPN challenge [6], where the total system cost over horizon $T$ is defined as

$$c(\varepsilon) = \sum_{t=1}^{T} c_{\text{operations}}(t)$$

and $c_{\text{operations}}(t)$ tracks the system operation cost at each time step,

$$c_{\text{operations}}(t) = \mathcal{E}_{\text{loss}}(t) + \alpha \cdot \mathcal{E}_{\text{redispatch}}(t),$$

where $\mathcal{E}_{\text{loss}}(t)$ is the sum of the energy loss (due to transmission line resistance) and

$$\mathcal{E}_{\text{redispatch}}(t) \propto \sum_{i \in \mathcal{N}} |p_{G,i}(t) - p_{G,i}(t-1)|$$

is the redispatching cost. Here $\alpha$ is a parameter trading off the two operational cost terms, and we set $\alpha = 1$ in experiments.
The goal of the system operator is to reduce the total system operation costs, subject to system dynamics represented by the power flow equations,

$$
\begin{align}
\min_{p_G,q_G} & \quad c(e) \\
\text{s.t.} & \quad G(t+1), B(t+1) = f(G(t), B(t), \Omega(t)), \forall t \\
& \quad g(\theta(t), v(t), p(t), q(t); G(t), B(t)) = 0, \forall t
\end{align}
$$

(2a)

(2b)

(2c)

(2d)

(2e)

(2f)

where (2a) represents how the system dynamics change due to topology control action $\Omega(t)$, (2b) is the concise representation of the power flow equations \[23\], in which $\theta$ is the voltage angle and $v$ is the voltage magnitude across all nodes. $p$ is the real power injection vector where $p_i = p_G,i - p_D,i$, and $q$ is the reactive power injection vector where $q_i = q_G,i - q_D,i$. Finally, $p_{ij}$ and $q_{ij}$ are the real and reactive power flow on branch $(i, j)$. \[2d\], \[2c\] and \[2e\] summarize the power system operation constraints on voltage angle, magnitude, generator capacity and line flow, respectively. Note that the optimization variables include both the topology choice $\Omega(t)$ and power dispatch $p_G(t), q_G(t)$ for all time steps $t = 1, ..., T$.

The optimal topology control and generation dispatch problem defined in \[2\] is a nonlinear, mixed-integer optimization problem, which is challenging to solve via conventional optimization techniques. Actually, it includes both continuous optimization variable $p_G, q_G$ and discrete optimization variable $\Omega(t)$ (topology choice), which leads to further complexity. In addition, even if sub-optimal solutions are acceptable, one needs the exact system model to solve the optimization, e.g., $G_{\Omega(t)}, B_{\Omega(t)}$, which are often unknown or hard to estimate in real systems \[24\].

B. Reinforcement Learning for Power System Operation

Reinforcement learning (RL) provides a powerful paradigm for solving \[2\], by training a policy that maps the states to actions, so as to minimize the loss function defined as \[1\]. For the remaining of this section, we outline how the power network operation problem defined in \[2\] can be modeled as a RL problem. First, we define a Markov Decision Process (MDP) of 4-tuple $(S, A, P, r)$ to represent the power network operation model. $S$ is the set of states (which include network topology, generation and load values, and line flows), $A$ is the set of agent actions (described below), $P : S \times A \times S \to \mathbb{R}$ is the transition probability (determined by the power flow equations), and $r$ is the reward function (described below).

Agent Action Space. For our RL agents, action $a = (a_\Omega, a_g)$ consists of two parts:

1) Topological changes $a_\Omega$. These actions alter the network topology $\Omega$ by changing the connections between power lines. Each substation has two buses, which can connect incoming power lines. A power line can be attached to either bus 1, bus 2, or neither bus. By switching lines on and off bus 1 and bus 2, an operator can effectively control the topology of the network (see Figure 2). These are discrete actions.

2) Redispatching $a_g$. An operator can also modify the generators’ power setpoints $p_G, q_G, \forall i \in N$ (subject to physical constraints) across the network. These are continuous actions.

Reward function. At each timestep, reward function is defined following the L2RPN environment \[6\],

$$
r(s_t, a_t) = \begin{cases} 
C - c_{\text{operations}}(t) & \text{normal operation}, \\
0 & \text{blackout}.
\end{cases}
$$

(3)

The reward function is designed in a way such that, if the grid is under normal operation condition, $C - c_{\text{operations}}(t) > 0$, and higher reward will be given to encourage feasible, more economic power dispatch. If blackout happens, it will incur a very high operation cost (i.e., proportional to the total network load that failed to be served). In particular, we define $C = c_{\text{operations}}$ during a blackout, obtaining the reward function form in \[3\]. To summarize, the RL for optimal power network operation problem is as follows,

$$
\max_\theta J(\theta) := E_{P, \pi} \left[ \sum_{t=1}^{T} r(s_t, a_t) \right]
$$

(4a)

(4b)

(4c)

To solve Eq \[4\], typical RL algorithms either estimate the expected reward of a state-action pair (value-based methods) or directly update the policy to minimize the reward (policy gradient) \[25\]. Yet directly estimating the value is difficult to scale up to a large number of states and actions, due to the combinatorial nature of state-action pairs. Indeed, we tried D3QN \[26\], a value-based method, and PPO \[27\], a policy gradient algorithm, and found that PPO to be a better optimizer. Thus, we use policy gradient estimation to solve our optimization.
We also note that current RL agents considered for power system operations only consider clean measurements and safe operating conditions. In the next section, we will show such trained agents are vulnerable to adversaries, while the compromised policy can easily output actions that can cause infeasible power flow or even blackouts.

III. PROPOSED ATTACKS AND DEFENSE

In this section, we first formulate the attack problem as an adversary MDP, and propose two training methods under different information settings. Then we discuss how to use the learnt adversaries to enhance the robustness of grid operation RL agent via adversarial training.

A. Learning to attack

Given an agent policy \( \theta \), we wish to learn an adversarial policy \( \theta' \) such that the normally trained policy will output “unsafe” actions. We do so by solving the adversary MDP \((S, A', \mathcal{P}_\theta, r')\). Similar as the grid operating agent MDP, \( S \) is the set of all network states, which include network topology, generation and load values, and line flows. \( A' \) is the set of all available adversarial actions. Specifically, the adversary’s action space consists of the set of available power lines \( \mathcal{E}_{adv} \subset \mathcal{L} \) to disconnect. In addition, we restrict that the adversary can only attack once every \( k \) steps, to avoid incessant blackouts during training as well as reflect practical constraints on adversary’s ability. \( \mathcal{P}_\theta : S \times A' \times S \to \mathbb{R} \) is the transition probability under grid control policy \( \pi_\theta \) and adversary policy \( \pi_{\theta'} \), and \( r' \) is the adversary reward function, which is the negative of the operation agent’s reward. The adversary seeks to minimize the expected reward of the grid operating agent,

\[
\min_{\theta'} J(\theta, \theta') \quad (5a)
\]

subject to the constraints given in Equation 5. To solve the robust reinforcement learning problem Eq 6, one can iteratively train the adversary policy \( \theta' \) and the agent policy \( \theta \). This method is known as robust adversarial reinforcement learning (RARL) [28]. However, there has been empirical evidence from deep reinforcement learning literature [29] showing that iteratively training the agent and adversary converges slowly and does not confer greater robustness.

An alternative way is to fix an adversary policy \( \theta' \), and learn an agent policy \( \theta \) that maximizes the expected system cost under the given adversary,

\[
\max_{\theta} J(\theta, \theta'),
\]

We demonstrate that with a fixed adversary to perturb the environment during training, the robustness of RL agent can be greatly improved. We leave solving the full max-min problem, via iterative agent and adversary learning as a future work. Algorithm 1 describes our adversarial training procedure.

**Algorithm 1: Adversarial Training**

**Input:** Env \( \mathcal{E} \); Trained adversary \( \theta' \); Epochs \( N \)

**Initialize:** Grid operation agent parameters \( \theta \);

for \( i = 1, \ldots, N \) do

Store \( \theta_i \leftarrow \theta_{i-1} \)

Collect trajectories \( \{(s'_t, a'_t, r'_t)\} \) by attacking the agent \( \theta_i \) with a fixed adversary \( \theta' \) in the environment \( \mathcal{E} \)

Estimate gradient \( \nabla_{\theta_i} J(\theta_i) \) from \( \{(s'_t, a'_t, r'_t)\} \)

Update \( \theta_i \) with gradient \( \nabla_{\theta_i} J(\theta_i) \)

end

**Return:** \( \theta_N \)

We found it extremely helpful to initialize the agent parameters \( \theta \) using a pretrained agent. Thus our adversarial training procedure can be viewed as fine-tuning the parameters of the pretrained agent. We found that randomly initializing the parameters made training difficult. The agent follows a similar procedure as standard RL training, except an additional interaction with the trained adversary at each step. More specifically, we start with an L2RPN environment \( \mathcal{E} \) and initial parameters of the agent \( \theta_0 \) and a pre-trained adversary \( \theta' \).
TABLE I: Mean reward and the mean number of steps before blackout of the KAIST-agent and the PARL-agent across 10 test scenarios. Each row corresponds to an adversary and each column corresponds to an agent. Standard errors across three trials are reported. Steps is defined as the episode length of safe grid operation before a blackout happens. Lower reward and steps values indicate stronger performance of the adversary.

| Grid Operation | RL Agent | KAIST-agent - IEEE 14-bus | KAIST-agent - IEEE 118-bus | PARL-agent - IEEE 118-bus |
|----------------|----------|---------------------------|---------------------------|---------------------------|
| Adversary      | Reward   | Steps                     | Reward                     | Steps                     |
| None           | 73.8 ± 3.1 | 813 ± 25                  | 41.2 ± 3.4                 | 738 ± 26                  |
| Random         | 19.0 ± 1.9  | 343 ± 19                  | −67.6 ± 0.6               | 55 ± 8                    |
| Weighted Random| 18.9 ± 4.6  | 322 ± 39                  | −69.7 ± 1.7               | 44 ± 4                    |
| Whitebox attack| −15.4 ± 0.8 | 160 ± 4                   | −80.8 ± 1.8               | 35 ± 6                    |

From the agent’s perspective, one step in the environment is as follows:

1) Adversary observes \( s_{t-1} \) and chooses action \( a'_{t-1} \).
2) Environment updates to \( s_t \).
3) Agent observes \( s_t \) and chooses action \( a_t \).
4) Environment updates to \( s_{t+1} \) and store \( (s_t, a_t, r_t) \).

These rollouts are then collected and used to estimate the gradient following PPO [27]. We then update \( \theta_t \) in the direction of the gradient, maximizing the expected total reward.

IV. EVALUATION

We end the paper with experiments demonstrating the effectiveness of our proposed approach. We first describe our evaluation setup and then results from our attacks and our defense. Our code will be made publicly available which relies on the L2RPN environment [6] and the grid2op framework [8].

A. Environment and Evaluation

Experimental Setup We use two networks to evaluate our results on. For demonstration and visualization purposes, we use the IEEE 14 grid. For our main results (Tables I, II, and III) we use a subset of lines from the IEEE 118 grid [19], directly provided in the L2RPN package [6]. These grids are much larger, with 36 substations and 59 power lines, resulting in around \( 1.88 \times 10^{21} \) topologies and \( 5.76 \times 10^{17} \) power line actions. Because our grids are approaching the size of real-world power grids and there is research towards scaling deep RL algorithms [30], it is reasonable to expect that our results will hold in the real-world regime.

Each environment has its own set of test scenarios, which specify the load/generation every five minutes. Scenarios run for a maximum of 864 steps for the WCCI L2RPN challenge, or 3 days in the NeuRIPS L2RPN challenge. In each environment, we allow only a subset of the lines (around 1/6) to be attacked, reflecting practical constraints on the adversary’s power. We found that some of the lines cause an immediate blackout when decommissioned, and we removed these lines from the adversary action set. For comparison convenience, we normalized reward in the range \([-100, 100]\) (except for the NeuRIPS L2RPN environment, where we did not have the necessary data to scale scores). For reference, an agent which takes no actions under no adversarial attack would receive a score of 0 and an agent which fully optimizes the power flow would receive a score of 100.

Our Approach and Baselines To study the robustness of RL agents and demonstrate the effectiveness of proposed adversarial attacks, we use the KAIST-agent (the winning agent from the 2020 WCCI L2RPN challenge [1]), the PARL-agent (the winning agent from the 2020 NeuroIPS L2RPN challenge [2]), and the NANYANG-agent (the third-place agent from the 2020 WCCI L2RPN challenge [21]). We also use a D3QN-agent as a baseline, which is provided by [8].

We evaluate our learned adversary against both the KAIST-agent [1] and PARL-agent [2] using the provided winning policies. These agents are the strongest available, as they won their respective competitions. Each adversary is allowed to inject attacks every \( k = 50 \) steps (adversaries cannot immediately attack). We use the following three baselines.

1) No adversary;
2) Random adversary, proposed by [6]. Whenever the adversary attacks, it randomly disconnects power line in the network uniformly;
3) Weighted-random adversary, proposed by [31]. Whenever the adversary attacks, it disconnects each of the power line proportional to the maximum line power flow.

When training our adversary, we use the same state representation as the KAIST-agent, which essentially normalizes the L2RPN state observation to standard normal distribution. A full list of hyperparameters for the agent and adversary can be found in the appendix in Table IV.

Furthermore, to demonstrate the performance of our defense method, we implement adversarial training on the KAIST-agent. We did not use other agents since their training code were either not available or their performance was not compared to KAIST-agent. We compare the performance of the baseline RL agent, and the RL agent with adversarial training against four different adversaries: the learnt adversary and the three baseline adversaries.

B. Learning to attack

We present results for both the white-box attack and the black-box transfer attack proposed in Section III-A.

White-box attacks. Table I shows our results on the proposed whitebox attack. Note that each of the three columns corresponds to a different power grid, so results should not be compared across columns. As shown in Table I though the winning agents achieve high reward under the no adversary setting, their performance suffers a significant drop under...
attacks. Notice that a random attack can cause more than 70% performance drop, across all test scenarios. This highlights the fragility of grid control RL algorithms.

In addition, our proposed attack method is much stronger than the baseline attackers. For most runs, a trained PPO adversary is able to cause a blackout with a single attack. In contrast, the baseline adversaries are unable to cause a blackout as effectively. In particular, an example attack is illustrated in Figure 3. The learned adversary is able to disconnect the critical line (highlighted by the red cross), which causing three lines to exceed their thermal limits. A random adversary, on the other hand, typically causes no lines to overflow. Again, this example further illustrates that an RL agent without adversarial training is not robust to adversarial attacks on power grid operation.

![Fig. 3: The learned adversary disconnects line 2-3, causing three lines (marked in red) to exceed their thermal limits.](image)

**Black-box transfer attacks.** Table III shows our results on black-box transfer attacks. First of all, as shown in Table II, training against a stronger agent produces a stronger adversary. Moreover, stronger adversaries are able to transfer their attacking ability. As evidenced by the second row, the adversary trained against the KAIST-agent produce nearly the highest performance across all agents. The high transferability highlights that the adversary is not merely exploiting agent pathologies. Instead, the learnt black-box adversary learns some concept of “critical lines” to attack thus can lead to consistent strong attack performance. In addition, because adversaries are able to transfer their attacking ability across agents, it implies that obfuscating the code or protecting the training algorithm of the grid operation RL agent is not a sufficient defense method for power system operators.

We also want to point out that the KAIST-agent performs worse than the NANYANG-agent when faced with the adversary trained using both the KAIST-agent and the D3QN-agent (see row 2 and 4 in Table II). This indicates that the off-the-shelf KAIST-agent is likely more brittle under adversarial attacks, though it achieves higher reward in clean environment (no adversary). This observation is important in the sense that, it highlights an RL agent which appears to have stronger performance in the absence of an adversary may actually be less robust to potential adversary attacks. Therefore, the grid operator must include robustness into consideration, and it does not come for free with standard RL training objective. As a side note, one potential reason that the NANYANG-agent achieves better robustness is that it is actually composed of two agents, and its actions is chosen from one of them under different states to maximize the expected reward. Indeed, there has been evidence showing that ensemble improves performances in other domains [12], [13]. It would be an interesting future direction to study how ensemble methods can help enhance RL robustness for power system operations.

**C. Learning to defend**

Finally, we demonstrate how adversarial training can help improve the robustness of grid operation RL algorithms. We train using the the hyperparameters provided in [1]. Specially, to stabilize the adversarial training process, we first train the KAIST-agent for 100 epochs without the adversary agent. Afterwards, we perform adversarial training outlined in Algorithm 1 for an additional 100 epochs.

Table III shows our results. We find that a stronger adversary, in turn, help find a more robust grid operation RL agent, so our learned adversary from Section IV-B is particularly useful. As a benefit of adversarial training, the clean performance (no adversary) of the KAIST-agent also increases. It did not suffer a blackout on any of the 10 evaluation episodes, whereas all the other models experienced at least one. Furthermore, adversarial training allows the agent to save energy costs, as evidenced by its higher mean reward across all episodes.

Adversarially training exposes the RL agent to more difficult scenarios than normally seen. As a result, when being attacked, it is able to quickly respond and re-balance the grid. In contrast, the agent without adversarial training struggles to do so. Eventually, these failures compound and cause more frequent blackouts. As a demonstration example, we compared how a standard KAIST-agent and an adversarially trained KAIST-agent behaved differently under same attack in Figure 3. When an adversary disconnect a critical line, the effect quickly propagates to multiple lines after 6 time steps, which soon leads to a blackout. In contrast, the RL agent with adversarial training is able to maintain safe grid operation.

**V. Conclusion**

In this work, we look into the robustness issues of learning-based controllers in power system operation tasks. We first demonstrate an adversarial RL policy can generate strong attacks which bring a series of operational threats to the power grid control task. By further using adversarial training to train the RL controller, we show possible routes for realizing safe RL controllers for safety-critical power grid operations.

Furthermore, we provide a realistic use-case of adversarial training, which suggests that this defense technique has the potential to be leveraged in real-world applications. We hope to encourage future work on robustness for power networks, a crucial challenge given the growing demand for electricity.
TABLE II: The transferability of our learned adversaries across different agents on the same power grid. The row corresponds to the fixed agent used to train the adversary (see Figure 1). The column corresponds to the agent attacked by the adversary. We train three adversaries; for each one, we attack each of the agents three times and take the lowest score to measure robustness. Because we only have one agent, the clean performance has no error bars. Otherwise, we report the standard error.

| Black-box transfer attacks | KAIST-agent | NANYANG-agent | D3QN-agent |
|---------------------------|-------------|---------------|------------|
| Adversary                 | Reward Steps | Reward Steps | Reward Steps |
| None                      | 47.9         | 790           | 2.7        | 451       | -80.5 | 128 |
| Adv. trained using KAIST-agent | -81.7 ± 0.9 | 18 ± 0       | -64.9 ± 3.1 | 98 ± 20 | -91.2 ± 0.5 | 27 ± 3 |
| Adv. trained using NANYANG-agent | -49.2 ± 3.2 | 118 ± 6      | -50.6 ± 1.1 | 186 ± 17 | -92.2 ± 1.1 | 27 ± 5 |
| Adv. trained using D3QN-agent | -25.1 ± 0    | 444 ± 0      | -6.8 ± 0.2  | 409 ± 2   | -94.1 ± 0   | 25 ± 0 |

Fig. 4: We compare the KAIST-agent with and without adversarial training. At \( t = 0 \), the line between stations 9 and 10 was cut in both agents. At \( t = 1 \), the model with adversarial training was able to better distribute the load, in contrast to the model without adversarial training, where the line between 4 and 5 is overflowing. The overflowing line causes the model without adversarial training to destabilize at \( t = 6 \), and afterwards it soon experiences a blackout. On the other hand, the model with adversarial training continues operating the network.

TABLE III: A comparison of adversarial training using different adversaries. The row indicates the adversary used to adversarially train the agent, as described in Algorithm 1. The column indicates the adversary used to attack the agent. For each trained model, we evaluate three times and take the lowest score to measure robustness. We also report the standard error across three trained models.

| Defending attacks | No Adv. | Random Adv. | Weighted Random Adv. | Learned Adv. |
|-------------------|---------|-------------|----------------------|-------------|
|                   | Reward  | Steps       | Reward               | Steps       | Reward               | Steps       |
| Adv. used in adversarial training |         |             |                      |             |                      |             |
| None               | 41.2 ± 3.4 | 738 ± 26   | -72.1 ± 1.2          | 65 ± 13     | -72.9 ± 5.1          | 44 ± 4      | -76.5 ± 2.6 | 46 ± 10 |
| Random             | 42.2 ± 6.9 | 746 ± 59   | -60.2 ± 7.8          | 102 ± 32    | -51.4 ± 0.3          | 141 ± 7     | -85.7 ± 0.8 | 24 ± 8  |
| Weighted Random    | 44.9 ± 1.1 | 776 ± 9    | -69.3 ± 7.6          | 91 ± 40     | -54.9 ± 5.3          | 108 ± 22    | -82.8 ± 4.5 | 39 ± 16 |
| Learned            | 56.3 ± 0.1 | 864 ± 0    | -24.1 ± 3.6          | 308 ± 32    | -16.3 ± 1.7          | 419 ± 6.7   | -39.0 ± 4.9 | 333 ± 16 |
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APPENDIX

We used Pytorch and Tensorflow to build the models and ran the training on a NVIDIA Tesla V100 GPU with 32GB VRAM and 2.7 GHz with Dual Intel Xeon Platinum 8174 processor.

Table IV shows the hyperparameters used for PPO [27], which was used to train the adversary. The KAIST-agent was trained using the hyperparameters in [1].

| Hyperparameter | Value |
|----------------|-------|
| Actor and critic | Three 128-FC layers with ReLU |
| Batch size | 1024 |
| Rollout length | 864 |
| $\gamma$ | 0.99 |
| Learning rate | 0.0001 |
| Clipping Range | [0.98, 1.02] |
| Attack frequency $k$ | 50 steps |

TABLE IV: PPO Hyperparameters