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ABSTRACT

Traditional agent-based modelling is mostly rule-based. For many systems, this approach is extremely successful, since the rules are well understood. However, for a large class of systems it is difficult to find rules that adequately describe the behaviour of the agents. A simple example would be two agents playing chess: Here, it is impossible to find simple rules. To solve this problem, we introduce a framework for agent-based modelling that incorporates machine learning. In a process closely related to reinforcement learning, the agents learn rules. As a trade-off, a utility function needs to be defined, which is much simpler in most cases. We test this framework to replicate the results of the prominent Sugarscape model as a proof of principle. Furthermore, we investigate a more complicated version of the Sugarscape model, that exceeds the scope of the original framework. By expanding the framework we also find satisfying results there.

1. Introduction

1.1. Agent-based modelling

Agent-based models [1–4] are successfully used in the fields of complexity research [5], game theory [6,7], traffic simulations [8], social sciences [9], economics [10–12] and human systems [13]. The main idea of agent-based modelling is to simulate a system not from the top down, i.e. starting from the whole system and rules and equations that govern it, but from the bottom up, i.e. with the individual components (agents) that comprise the system as a starting point. In many systems this approach has huge benefits. While a top-down approach needs complete understanding of all the processes that lead to the dynamic of the system, like feedback, synergies and nonlinear effects, a bottom-up approach only needs understanding of the rules or equations that govern the individual behaviour of each agent. Other effects can then emerge due to interactions between agents [14]. Especially in areas, where the agents represent human beings or entities influenced by human behaviour and decision making (corporations, governments), agent-based modelling is a promising technique that is getting more and more popular recently [15–17], but also faces unique challenges [18–20].
For every agent-based model it is necessary to define the agents and the environment of the modelled system via certain qualitative or quantitative properties and find rules or equations that govern how the agents interact with each other and with their environment. The rules should include what information the agents have access to and what action they then take considering bounded rationality [21–23]. While the input the agents use for their decision is relatively easy to find and to justify, specifying the rules that lead to a decision is much more difficult and often relies on assumptions from psychology or economics, which are often hard to back up empirically or by theories. This makes the search for valid rules for agent behaviour to one of the biggest challenges in agent-based modelling.

To solve this problem of rules that are unknown to us, using a form of machine learning to find them is intuitive. This idea was explored in [24], where a framework for agent-based modelling was presented and used to replicate Schelling’s prominent segregation model [25]. The main idea of the framework is closely related to reinforcement learning [26], in the sense that agents learn how to behave to optimize their score or utility function. However, the goal is completely different. While reinforcement learning tries to find optimal solutions and provides the Neural Network with as much information as possible, the presented framework limits the available information to things the agents can actually perceive and also allows for non-optimal decisions. The goal is to emulate a realistic decision process, not find an optimal solution. The application to systems, in which reinforcement learning leads to the same results, like the Segregation model, can be seen as a stepping stone to systems, which do not have an optimal solution or where the optimal solution is never reached, like systems featuring a social dilemma. However, in order to verify that the framework works correctly, one has to first apply it to systems with known solutions. Only after this proof, systems that cannot be described using reinforcement learning can be tackled. Such a test of the framework was done successfully in [24].

This paper is now an expansion of the work performed in [24]. While a proof of principle was given, the investigated system was extremely simple:

- The agents only had access to one action, so their decision was Boolean: perform the action or do not perform any action. It was unclear, if the framework could also handle non-Boolean decisions.
- The link between sensory input and optimal decision was straightforward: Numerically adding all the input was sufficient to make a choice and no actual spatial information was needed.
- Random decisions lead to realistic states of the agents. However, this is only true for few systems. In general, one cannot expect to encounter the same system states via random and via goal-oriented decisions.

In this study, we expand the ideas from [24] to address the issues stated above by investigating an implementation of the Sugarscape model. Since here, agents can move in all directions or remain stationary, the decision is non-Boolean. Also, the spatial information hidden in the sensory data is paramount to arrive at a correct decision. What makes the system especially interesting is the fact, that intelligent agents will converge in one area, while agents making random decisions will disperse, which
means that the system is difficult to explore using just random decisions. Furthermore, the system offers a simple way of adjusting the difficulty of the problem by introducing competition between the agents. Thus we can construct a system, in which the original framework breaks down and can adapt it to increase its scope. For those reasons Sugarscape is an ideal candidate for these investigations.

The paper is organized as follows: Section 1.2 gives a short introduction to Neural Networks. The presented framework is described in Section 2.1, while Section 2.2 applies this framework to the prominent Sugarscape model in order to close the identified research gap. Results of this application and the expansion of the framework are presented in Section 3. Section 4 discusses these results and the larger implications of this framework. Furthermore, possible expansions and further research opportunities are outlined.

1.2. Artificial neural networks

Artificial Neural Networks [27–30] are computing systems that are capable of calculating an output from an arbitrary input in a similar way as biological neural networks, i.e. human or animal brains, do. Artificial Neural Networks can be capable of deep learning [31,32] and can solve complex problems, like for example classification problems [33]. They have a huge range of applications in many different fields like medical diagnosis [34–36], face detection [37,38], finance [39] or hydrology [40]. Neural networks can also be used for nonlinear adaptive control in multi-agent systems [41,42].

An Artificial Neural Network consists of several layers of nodes, similar to the neurons in a brain. Nodes within one layer are not connected to each other, but each node has a link from each node of the previous layer and a link to each node in the next layer. For every input in the input layer, there is a deterministic output in the output layer. The weights of the individual links govern which input leads to which output. The core idea of Artificial Neural Networks is to optimize the link weights in such a way, that every input yields the expected output. There are various techniques for this training step [43,44] with different advantages and disadvantages. Once an Artificial Neural Network is trained it can not only produce outputs for the data it trained with, but also for completely new data.

A standard problem, for which Artificial Neural Networks are successfully used, is the classification problem. A certain input (a picture, a text or more abstract, an array of numbers) needs to be identified as a member of one specific class. During training a database is used that includes different inputs and the class they belong to. After training, the Artificial Neural Network is capable of classifying completely new input very efficiently. In this study, we use an Artificial Neural Network to solve such a classification problem in order to model the decision making process of agents in an agent-based model.

2. Methods

2.1. The framework

The goal of the presented framework is to provide a universal technique for agent-based models, in which the decision making process of the agents is not determined by theory-
driven or empirically found rules, but rather by an Artificial Neural Network. The process itself can be separated into four phases:

1. Initialization
2. Experience
3. Training
4. Application

In the first phase, Initialization, the important features of the agents and their environment need to be defined. Agents need some kind of input that can be both qualitative or quantitative. In the simplest case this is sensory input or general knowledge, but also other inputs that influence decision making are thinkable, like memory or individual preferences. One also needs to define the decision an agent needs to make in each time step. Most generally this will be the choice between several possible actions. Each agent also needs a target or a goal, mathematically expressed as a score or utility function that the agent wants to maximize. For simple economic systems, profit is a score that can easily be quantified and used as a target, but many other goals can be used, possibly including fairness [45,46] and social preferences [47,48]. Depending on the system, completely different properties can be used as goals (e.g. minimization of travel time for traffic systems) and they could be different for each agent. Once the system, the agents, the input for the agents, the decision and the goal of each agent is defined, the Initialization phase is finished. Note, that defining a utility function is in most cases easier than finding a rule set that leads to optimizing this function. Think about a game of chess: The utility function is easy to define (1 for a win, 0 otherwise), but finding a set of rules that gets the position of all pieces as input and a realistic move (probably even related to player skill) is nearly impossible. In that sense, the Initialization phase is relatively simple, when compared to traditional agent-based models.

In the second phase, Experience, agents make random decisions to collect information in a database that can then be used to train the Artificial Neural Network. In every time step agents first observe their environment and store all the relevant data in the database. They also calculate their current score. Next, they make a random decision and recalculate their score once more after performing the action they chose. The result of this decision is then rated as positive, if the score increased, negative, if the score decreased, or neutral, if there was no or minimal change in score. The complete data set of one experience thus includes the inputs, the decision that was chosen and the result of this decision. The reason, why the result of the decision is only stored qualitatively, is because we do not assume that the agents have quantitative knowledge about their own utility. They only sense if their situation improved or not, but could not give an accurate number to quantify it. The whole process is depicted in the upper panel of (Figure 1). In order to generate a sufficient pool of information, many time steps are necessary, in which agents should encounter and rate a huge amount of combinations of input, decision and result. Note, that in this phase the input has no influence on the decision making of agents, but is only stored in the database to enable the training of the Artificial Neural Network in the next phase.

In the Training phase, the Artificial Neural Network is trained to solve the following classification problem: The Neural Network is presented with the input of the agent and
a decision and should estimate whether this is a good, a neutral or a bad decision. Various methods could be used for this type of problem. In order to keep the framework versatile, a hidden layer approach \([49,50]\) is used here. After training the Artificial Neural Network, an unused part of the database gathered in phase two is used for cross validation \([51]\). The Artificial Neural Network is implemented using scikit-learn \([52]\).

In the last phase, Application, the trained Neural Network is used for decision making. Agents are reset to their original initial conditions so that the actions performed during the Experience phase have no direct influence on the Application phase. In each time step agents gather inputs and use the Artificial Neural Network for decision making. The current inputs are combined with every possible decision and the Neural Network estimates whether such a decision would be good or bad. The agent then chooses the option with the highest confidence for a positive result. This process is depicted in the lower panel of (Figure 1).

Compared to the conventional approach to agent-based modelling, using this framework has various advantages. First and foremost, the most difficult task in developing an agent-based model, namely the definition of the rules and equations governing agent behaviour is translated to the definition of the goals of each agent and which parts of the system they can observe. The connection between input and decision is then handled objectively by an Artificial Neural Network. This also means that the model is highly adaptive. If the goals of the agents, their input or properties of the system change, retraining the Neural Network is the only adaptation that is necessary. Section 3 showcases this flexibility with different examples. In addition to the framework’s flexibility and objectivity, it also enables an intuitive way to include bounded rationality in a model. Agents always decide on what they think has the highest chances of being a good decision. If they have incomplete or wrong

---

**Figure 1.** An agent during the experience and the application phase. While the agent decides randomly during the gathering of experience, an Artificial Neural Network is used during the application phase.
information, we do not need to find special rules that would rely heavily on assumptions, but are still able to use the same process, i.e. an Artificial Neural Network that is just trained differently or uses incomplete/wrong input. In that case, the Neural Network acts as more than just a method to classify possible decisions into good, bad and neutral decisions: it models the decision process of an agent realistically, in the sense that, depending on the gathered experience, the choice might not be optimal all the time.

To showcase that the framework can be used to implement agent-based models without the need of manually defining rules for agent behaviour, it is applied to reproduce the prominent Sugarscape model [53] in the following section.

### 2.2. Application of the framework

The Sugarscape model is a simple agent-based model that is used to explain and investigate wealth distribution in societies. There are many variations and expansions, but the main principle is always the same: Agents inhabit a grid; each point of this lattice is assigned a certain value of sugar as an abstract measure for wealth. Agents then move around the grid, trying to find an optimal position to maximize their sugar. The actual rules for their behaviour are highly dependent on the specifics of the model. Some variations use instantly replenishing sugar, while others assume that a certain time needs to pass for the sugar to be replenished, which of course has a huge impact on the competition between agents and therefore the rules that they obey. More complicated expansions, like taxation, pollution or combat [54,55] are possible and again require a new set of rules and equations that govern agent behaviour and decision making. In its most basic form, the primary result of the Sugarscape model is that wealth is not distributed evenly among the population, and not distributed Gaussian around a mean value, but rather follows a Pareto distribution [56,57], meaning that the number of wealthy agents is small, while the number of agents with little wealth is large. In the following, we will apply the presented framework to implement a basic Sugarscape model in order to reproduce this result without defining the rules that govern agent behaviour manually.

In our implementation of Sugarscape, 75 agents are positioned randomly on a $21 \times 21$ grid with periodic boundary conditions. The size of the system has only a small influence on the model, so those values were chosen to facilitate visualization. Each point in the grid is assigned a certain value of sugar $s$, according to

$$s(x, y) = 15 - \sqrt{(10 - x)^2 + (10 - y)^2}$$  

leading to a maximum of 15 sugar in the middle of the grid at $(x, y) = (10, 10)$ and a negative sugar gradient in each direction outwards, with minimal, but positive, sugar at the corners of the world. In each time step, agents gather the sugar at the position they are currently at. If another agent already gathered at the same position, gathering yields less and the sugar gain is multiplied by an arbitrarily chosen competition factor $cf < 1$. Here we chose $cf = 0.8$, which ensures that an empty space neighbouring an occupied space will always be favourable, since the competition factor outweighs the sugar gradient defined in (1). Agents have the choice to remain stationary or move 1 step north, south,
east or west on the grid. Their goal is to maximize the sugar they can gather. In order to find the rules for agent behaviour, we proceed as follows.

In the Initialization phase, agents are positioned randomly on the grid. Their input, i.e. the information they have access to is defined: The agents can observe the amount of sugar on their patch and the amount of sugar on each of the 4 neighbouring patches. In addition, they can also see the number of agents on their current patch and on each neighbouring patch. The score, which is used to determine if a decision was good or not, is the amount of sugar they gathered in their turn. The decision the agent faces is which of the 5 possible actions it should perform: remaining stationary, moving north, moving south, moving east or moving west.

During the Experience phase agents make random decisions and add new entries to the database consisting of a vector with all their sensory input, the randomly chosen action and the result, i.e. if the score increased, decreased or stayed the same due to this decision. To gather a sufficient amount of data, the Experience phase lasted for 5000 time steps, which is computationally relatively cheap and can be calculated in a few seconds using a single core. This number was chosen to ensure that there is enough data for training. See Section 3 for more details on the amount of data required to successfully train the Neural Network. Note, that the sensory input consists of just numerical values arranged in a vector, as depicted in (Figure 2): There is no information about the meaning of the individual elements of the vector, or connections between the elements. For example, Element 1 is the sugar amount on the patch directly north of the agent and Element 5 is the information how many agents are currently on this patch. In the database however, this structure is completely unknown and needs to be learned by the Neural Network in the following phase. This can be seen as a significant difference to reinforcement learning, where one would process the input data in order to obtain better results, e.g. by calculating the effective sugar amount of each patch using ((1)) and the competition factor. In contrast to that, we provide only input that comes directly from an agents senses. In this example, this approach leads to the same results as reinforcement learning, which is necessary for the validation of the framework, but for more complex

![Figure 2. Creation of a sensory vector. The agent observes its surroundings and collects all available data. All information is stored in a vector without any indication which element stores which information. Thus, connection between any elements (e.g. between element 1 and element 5) need to be learned by the Neural Network.](image-url)
systems, this may not be the case and the framework can lead to a more realistic description of the agents behaviour.

The Training phase uses the gathered data to train a Hidden Layer Neural Network to solve the underlying classification problem. Here, we use a Multi-Layer Perceptron [52], but other methods could be used as well. Utilizing a Random Forest approach, for example, leads to nearly identical results, with the main difference being computation time, which is not the focus of this study.

A part of the data is used for cross validation, showing a success rate of roughly 90%. Note, that the goal is not to reach a success rate of 100% in any condition, but rather to depict a decision process realistically, possibly leading to wrong decisions. The trained Neural Network can then be used to classify a combination of input variables and a decision into the three classes good decision, bad decision and neutral decision, which is necessary for the Application phase.

For the Application phase, all agents are again positioned randomly. In every step they observe their environment and use the trained Neural Network to classify each of the actions they could perform. To decide on the best action, each action is rated on the following basis:

\[ R = c_p - c_n, \]

with \( c_p \) being the confidence of the decision being positive and \( c_n \) the confidence of the action being negative. Of all the possible actions, the action with the highest rating \( R \) is chosen. Ties are resolved randomly.

In addition to this basic version of Sugarscape, we also explore the flexibility of the framework by making modifications to the model. In the first modification we remove the competitive component of the model, by removing the penalty of harvesting on a patch that has already been harvested in the same turn. Agents should therefore ignore other agents and just head to middle of the world. Without any modification of the framework and a simple change of the competition factor \( cf \) to 1.0, the framework should be able to show correct agent behaviour.

After this variant of the Sugarscape model, we will investigate a more complicated one, specifically tailored to exceed the original scope of the framework. This necessitates an expansion of the original framework, largely increasing its scope.

3. Results

3.1. Traditional Sugarscape

(Figure 3) shows a simulation run of the basic version of Sugarscape implemented using the framework. The left panel depicts the spatial distribution of the agents after 20 turns. The agents are clustered around the centre and no patches are occupied by more than one agent. The right panel shows a histogram of the wealth distribution of the agents, i.e. the sugar they gathered in the last turn. The resulting distribution is a Pareto distribution, so the implementation reproduces the result of the original Sugarscape model, without the need for defining specific rules for agent behaviour. This cannot be taken for granted and is not simply an effect of the system or the sugar gradient. When using agents that make completely random decisions this result cannot be reproduced, as shown in (Figure 4).
Here the spatial distribution of the agents (left panel) is completely random. The wealth distribution (right panel) is not a Pareto distribution, but rather a Gaussian distribution. This shows, that the result of the original Sugarscape model cannot be reproduced by
randomly acting agents. A more sophisticated approach to decision making is necessary, and while the original idea to define fixed rules for agent behaviour is of course valid, the method presented here works as well and offers unique advantages.

One of these advantages is showcased in (Figure 5). It shows the results for a variation of the Sugarscape model, in which there is no competition between the agents. The spatial distribution (left panel) shows that all agents found the maximum and moved there. This can also be seen in the wealth distribution (right panel), where it is visible that all agents obtained maximal wealth. Cross validation of the Neural Network shows, that it reaches 100% accuracy for the presented classification problem, since without interaction of agents with each other, the problem becomes much simpler. Note, that the structure of the classification problem has not changed. There is still input that relates to the occupancy of neighbouring patches. During training, the Neural Network successfully learns that this input is irrelevant for solving the classification problem.

3.2. Exploring the limits of the framework

In the previous section we were able to show that the framework also works for non-Boolean decisions that require spatial information. However, one final question remains: What about systems in which the relevant states for Application are never reached by agents making random decisions? The Sugarscape Model offers an opportunity to investigate such systems: During the Experience phase it will be rare that two agents are on the same patch. System states in which three agents are on the same patch are even rarer and there is definitely not enough data on these states to successfully train a Neural Network. For the previously investigated systems it was not important if two or three agents share a patch, since it did not change the

Figure 5. Results of a Sugarscape implementation, in which there is no competition between agents. Agents automatically learn how to act under these conditions and all gather in the area with the most sugar.
fact whether a patch was desirable or undesirable. Thus, the agents decided correctly, even though they did not encounter such situations before. If we, however, change the rules of competition we can explore the limits of the framework.

We now change how competition works: Competition now only has an effect, when three or more agents share the same space. If two agents are on the same patch, both of them are awarded 100% of the available sugar. We can assume that the framework will have difficulties with such a system, since the agents would need to encounter many situations in which three agents share the same space, which is rare for randomly moving agents. Using the framework in the same manner as before, we find the results presented in (Figure 6).

As we can see, the framework fails. Here, agent behaviour does not take all the properties of the system into account. Many occupy the same patch, because they did not encounter enough situations in which this behaviour was unfavourable. In order to find out, if a longer Experience phase can remedy that, we take a closer look at the training process in (Figure 7).

Here we compare the relative number of good decisions (i.e. decisions which do not decrease the score) during Training and Application phase. We see that at a certain amount of training data, the positive decisions during training saturate close to 1 and show no improvement with more data. The relative number of good decisions during the Applications phase, however, remains low throughout and does not show any improvement with more training data. This means, that additional training data collected in the same manner will not solve this problem. Since during the Experience phase the agents mainly encounter system states that are not relevant for the system, they have no chance of learning about the system, as they will encounter it during the Application phase. A modification to the framework is needed.

![Figure 6. The framework fails for complicated competition rules.](image-url)


### 3.3. Expanding the framework

In the previous section, we found an example in which the presented framework fails, because the states encountered during Experience phase and Application phase differ too much. We will now adapt the framework, in order to increase its scope to such systems.

Instead of a sequential approach of training followed by application, we switch to an iterative approach:

1. Initial Experience (Random decisions)
2. Training of Neural Network (NN)
3. Advanced Experience (decision based on NN + random decisions)
4. Training of Neural network (NN)
5. Go to 3

The first two steps are identical to the original framework, but in step 3 we combine experience and application: The agents make their decision based on the current NN, but additionally choose a random, different action. The random action is only evaluated and stored as experience, but not actually performed. This ensures, that the encountered states are those relevant for the current NN while also giving the possibility to explore different actions. It would also be possible to evaluate all possible actions, but the chosen approach has the significant advantage, that calculation time does not scale with the number of available actions.

In this Advanced Experience phase, the agents encounter new system states, which are more relevant for application, since they are based on decisions that are more realistic than random choices. Nevertheless, we cannot assume that those states are the ones encountered in the application, since the NN will change after training and so will the encountered states. Thus, we have to use an iterative approach. Only if the NN does not change significantly, the process converged and the encountered states in the last experience phase will be similar to those encountered during application.

![Figure 7. Success during training and application phase for increasing training data.](image-url)
We try this new approach on the system described in Section 3.2. The results are depicted in (Figure 8). We can see that the agents find an optimal solution, even for this system. Most spaces are occupied by exactly two agents; all agents which occupy a space alone cannot improve their score by moving. Thus, we reached a Nash equilibrium [58,59].

The number of iterations that is needed for convergence is not known in the beginning of the process. Strictly speaking, one has to check how much the NN changed between two steps, i.e. if it leads to the same agent behaviour. In practise, the use of much simpler proxies is possible to check convergence. Here, we use the average agent score during each iterative step, shown in (Figure 9). Convergence of this observable is a strong hint for the convergence of agent behaviour, although strictly speaking it is possible to think systems in which different behaviour leads to the same score. For such systems, other proxies need to be investigated as well, or the actual NN needs to be checked for differences.

Figure 8. An iterative process leads to optimal results. Position of the agents (left) and distribution of score (right).

Figure 9. After 6 iterative steps, the average agent score converges. A closer inspection of the system reveals, that also the NN converged at that point.
Thus, we expanded the framework to an iterative process, thereby increasing its scope to systems that cannot be explored well using random agent decisions.

4. Conclusion

We showed that by using the presented framework it is possible to implement an agent-based model without the need to manually find rules or equations for agent behaviour, which is the most challenging step for most agent-based models. Within the framework, agents first make random decisions and gather experience. Then a Neural Network is trained to be able to judge a combination of (sensory) input and a decision, classifying this decision as positive, negative or neutral. Here, the Neural Network is not used as a form of optimization, but rather as a realistic depiction of a decision process, including the possibility of errors in judgement.

We demonstrated the advantages of this approach by applying it to reproduce the results of the prominent Sugarscape model. To show the flexibility of the framework, we then made slight changes to the modelled system by removing the competition between the agents. While a traditional approach to agent-based modelling would require a reformulation of the rules for agent behaviour, here the Neural Network is automatically retrained to accommodate the changes in the system and we naturally end up with realistic agent behaviour.

We also explored the limits of the framework and found that the original approach fails, once system states that are relevant, if agents act to reach a goal, do not appear during an Experience phase that only features random decisions. Therefore, we expanded the approach to include an iterative learning process and a way to check for convergence. Thus, we expanded the framework to a much larger class of systems.

This work only serves as a stepping stone to application on systems that cannot be investigated using reinforcement learning. Many expansions are possible to extend the scope of the framework. Currently, agents only think one step ahead, which works well for the Sugarscape model, but may not be enough for other systems. However, the framework can be expanded for thinking ahead straightforwardly. Currently, the decision the agents face is what action to take next. This can be easily expanded to the decision what the next 2 or 3 actions should be. The concept would not change, the training database would only gain one additional entry for each turn the agents think ahead. In the same manner, memory could be included, so that agents also have access to the information which decisions they made earlier.

The next step on the path to a framework that can be used universally for agent-based models of arbitrary systems is to apply it to different, more complicated systems. For now, only systems that can be solved via reinforcement learning have been investigated, to give a simple way of model validation. The main application area of this framework, however, will be systems without clear solutions. Cooperation games, social dilemmas, public good games and similar systems are interesting future applications. Here we could compare against data collected in social experiments and analyse if the framework leads to better results than traditional application of machine learning or agent-based modelling techniques.

The goal, however, is to keep the framework generic and not tailor it specifically to suit one specific system. Once it is tested thoroughly it will be made available as open source code, so that the scientific community can use it as a flexible and universal tool for agent-
based modelling, giving easy access to an approach to modelling that becomes more and more relevant for many research areas.
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