Data Prediction Model Based on LSTM Neural Network in Bridge Health Monitoring System
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Abstract. The abnormal value was common in bridge health monitoring system. The prediction model based on LSTM neural network in bridge health monitoring system was studied in this paper. The modeling process was discussed about LSTM neural network model. The LSTM neural network model was also used to analysis the actual data in bridge. The results indicated that the prediction accuracy of LSTM model was high. Thus, the LSTM neural network could be used to analyze and predict data in bridge monitoring system.

1. Introduction

The occurrence of bridge safety accidents was hard to be be avoided just by design and construction checking calculation in a large number of painful lessons, and the monitoring operation as the last barrier for engineering safety played an important role in the early warning of safety accidents. However, the continuity and real-time performance of the traditional manual monitoring method was poor, so it was not easy to find the hidden danger in time, and it was difficult to guarantee the safety fundamentally. Therefore, it was of great significance to introduce the Internet of things, intelligent sensing equipment and other advanced technical means. Thus, the bridge health monitoring system was highlighted.

However, data processing was crucial to bridge health monitoring system, which was the premise of structural safety warning, damage identification and comprehensive bridge health assessment. With the rise and application of intelligent algorithm, the research of bridge structure health monitoring was effectively promoted. Intelligent algorithms represented by neural networks have been widely applied, which could simulate arbitrary nonlinear systems [1] and have a good convergence effect. The data-driven structural damage identification method was proposed based on neural network algorithm, which could effectively analyze structural response in Weinstein et al. [2]. The monitoring data prediction method with multiple associated parameters was established by using BP neural network in Zhou et al. [3-6], and found that BP neural network has a high prediction accuracy and meets the requirements of engineering application. BP neural network and recurrent neural network have achieved good application effect in monitoring data processing previously. However, the computational efficiency of BP neural network decreases significantly when the monitoring data volume augments. Moreover, there are some problems such as gradient explosion or vanishing. In order to solve the problems in BP and other neural network algorithms, LSTM neural network has...
been presented. The problems such as gradient explosion or disappearance could be effectively solved in LSTM neural network, which could provide new ideas for mass monitoring data processing.

The data prediction model was put forward in this paper, which based on LSTM neural network in bridge health monitoring system. The implementation process and application effect of LSTM neural network was discussed in bridge health monitoring data of practical engineering.

2. Introduction to Data Prediction Model Based on LSTM Neural Network

2.1. LSTM Neural Network
LSTM was found to process large amounts of short-term time series data quickly and accurately, which was suitable for nonlinear regression variables with a high model accuracy and fast training speed. LSTM unit structure was shown in figure 1. There were three control doors, including Input Gate, the Output Gate and Forget Gate. The output of three doors was connected to a multiplication unit respectively, which could control network's Input Gate, Output Gate, and the state of the Cell unit.
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Figure 1. LSTM Neural Network.

2.2. Data Prediction Model
The data prediction model was established based on LSTM neural network, which used Python language and TensorFlow. The main structure of LSTM neural network consists of three LSTM neural layers and two full connection layers. Each LSTM neural layer contains 200 nodes. Moreover, the BN layer was added in front of each LSTM neural layer, followed by Dropout layer, and the inactivation probability was set as 0.2 in Ioffe and Szegedy [7]. The calculation structure of LSTM neural network was shown in figure 2.
2.3. Evaluation Model
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) were used as evaluation criteria for the prediction accuracy of the algorithm. Both RMSE and MAE represent the Error between the predicted value and the true value. The lower the RMSE and MAE is, the smaller the algorithm error will be. The RMSE and MAE could be derived as follows.

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}} \quad \text{MAE} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n}$$

$n$ was the total number of predicted results, $y_i$ and $\hat{y}_i$ were the true value and predicted value respectively.

3. Case Study

3.1. Data Sample
The data sample was the monitoring data of vibrating string strain gauge from the bridge monitoring system in Zhuhai, China. The time period is 18 April 2019 to 14 May 2019, as shown in figure 3, which was the time-domain curve of the monitoring data. There were 2690 sets of vibrating string frequency monitoring data, which were used for model training, prediction and verification.

3.2. Model Validation
The 2690 sets of data were divided into two groups, namely the training data set (accounting for 90%) and the test data set (accounting for 10%) in figure 3. The LSTM model was constructed with TensorFlow deep learning framework and trained with training set data. The trained LSTM model was used for regression prediction analysis of the last 550 sets of data in figure 3. The fitting result of test data was shown in figure 4, and the prediction error was presented in figure 5.
4. Results and Discussion

In Figure 4 and Figure 5, the prediction data of LSTM models has a small error with the actual data. The RMSE and MAE of prediction results were 0.32Hz and 0.12Hz respectively. Further, it could be obtained that the prediction error of LSTM model was -0.56%~0.60%, which indicated that the predicted value was basically the same as the actual value and could meet the requirements of engineering accuracy. At the same time, the prediction effect of LSTM neural network was stable in different periods.

5. Conclusion

The prediction model based on LSTM neural network in bridge health monitoring system was proposed in this paper. The model was established based on the TensorFlow framework, and RMSE and MAE were taken as evaluation parameters of prediction accuracy. The model was verified in the data of actual bridge monitoring. The main conclusions could be obtained as follows.

The RMSE and MAE of prediction results were 0.32Hz and 0.12Hz respectively, which indicated that the predicted value was basically the same as the actual value. Therefore, the model could meet the requirements of engineering accuracy.

The prediction error of LSTM model was -0.56%~0.60%, thus the prediction effect of LSTM neural network was stable in different periods.
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