Learning over time using a neuromorphic adaptive control algorithm for robotic arms
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ABSTRACT
In this paper, we explore the ability of a robot arm to learn the underlying operation space defined by the positions (x, y, z) that the arm’s end-effector can reach, including disturbances, by deploying and thoroughly evaluating a Spiking Neural Network (SNN)-based adaptive control algorithm. While traditional control algorithms for robotics have limitations in both adapting to new and dynamic environments, we show that the robot arm can learn the operational space and complete tasks faster over time. We also demonstrate that the adaptive robot control algorithm based on SNNs enables a fast response while maintaining energy efficiency. We obtained these results by performing an extensive search of the adaptive control parameter space, and evaluating algorithm performance for different SNN network sizes, learning rates, dynamic robot arm trajectories, and response times. We show that the robot arm learns to complete tasks 15% faster in specific experiment scenarios such as scenarios with six or nine random target points.

CCS CONCEPTS
• Computing methodologies → Machine learning algorithms;
• Computer systems organization → Robotics; Robotics;
• Networks → Network performance evaluation;

KEYWORDS
neuronal ensembles, spiking neural networks, PID control, adaptive control, learning rate

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

ICONS ‘22, July 27–29, 2022, Knoxville, Tennessee
© 2022 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/TY/MM ... $15.00
https://doi.org/XXXXXXX.XXXXXX

1 INTRODUCTION
Robotic arms are becoming increasingly prevalent in applications central to human life, including manufacturing, rehabilitation, and a growing range of household tasks as assistive devices[5, 6, 11]. Despite the fact that the capabilities of robotic arms have expanded quickly in recent years and have reached very strong performance in repetitive, prescribed tasks, their ability to handle unexpected situations, be flexible, and adapt is still quite poor compared to biological organisms. Therefore, one of the main questions in robotics is how we can enable robotic arms to learn and execute flexibly and adapt to new and dynamic environments, while preserving the energy efficiency of robotic arm execution of fixed tasks.

Neuromorphics is an emerging branch in robotics that combines neuroscience, robotics, and artificial intelligence with the key goal of embedding brain-inspired algorithms into robots to enable them to learn better and handle these more complex, dynamic situations. The most prominent among these brain-inspired algorithms are Spiking Neural Networks (SNNs), which are artificial neural networks modeled after principles of biological spike-based brain processing. It has been shown that adaptive robot arm controllers implemented using SNNs improve spatial accuracy and energy efficiency for typical robot arm tasks, such as reaching, compared to canonical control algorithms [4, 12]. However, open questions remain about the underlying learning mechanisms of SNNs, including their ability to learn an operation space, their learning rates over time, as well as the roles of pretraining and online learning for handling disturbances in the operation space, such as a change in the trajectory or a change in the weight of the object being handled by the robotic arm.

A robot arm operates in a three-dimensional operational control space defined by positions (x, y, z) that the arm’s end-effector can reach. The ultimate goal of control algorithms is to bring the robot arm end-effector (Fig. 1) to the desired target position in this space. To achieve this, proper control commands must be given to the motors at the robot arm joints. An inverse kinetic algorithm can compute the angle values at the robot arm joints to reach a given target location. In theory, these values would be enough to execute the reach task flawlessly. However, due to real-world limitations - including motors at the joints having their own dynamics (defined by their transfer functions), friction at the joints, as well as the weight of the whole system dynamically changing when the arm starts carrying a heavy object – the ability of the robot arm to reach the target position accurately is compromised.

In this paper, we explore the ability of a robot arm to learn the underlying operation space, including disturbances, by deploying and thoroughly evaluating an SNN-based adaptive control algorithm [4]. We find that the neuromorphic adaptive control algorithm can learn over time and move between the target destination points faster as it learns. We varied several parameters that affect algorithm performance to obtain these results, including SNN size, learning rate, and reaching task scenarios across the operation space. The key quantitative result achieved in the paper is that we showed that
A traditional way to deal with unknown aspects of a motor control problem has been to use a Proportional–Integral–Derivative (PID) controller, shown in Fig. 2. An error signal is first computed as the difference between the target and current angle of the robot arm joint. The PID controller then processes this error signal in three parallel branches: in the proportional branch, the error signal is multiplied by the $K_p$ proportional constant; in the integral branch, the error signal is integrated and multiplied by the constant $K_i$, and the derivative branch takes the first derivative of the error signal, multiplied by the constant $K_d$ [1]. The constants $K_p$, $K_i$, and $K_d$ are fixed in advance based on the dynamics of the system and expected disturbances. For a well-defined, static environment, this control algorithm would perform reasonably well. However, in dynamic environments, this type of control would not be able to adapt to changing conditions. Instead, it is common to manually re-tune these parameters across different conditions.

2 RELATED WORK

2.1 Classical PID

A traditional way to deal with unknown aspects of a motor control problem has been to use a Proportional–Integral–Derivative (PID) controller, shown in Fig. 2. An error signal is first computed as the difference between the target and current angle of the robot arm joint. The PID controller then processes this error signal in three parallel branches: in the proportional branch, the error signal is multiplied by the $K_p$ proportional constant; in the integral branch, the error signal is integrated and multiplied by the constant $K_i$, and the derivative branch takes the first derivative of the error signal, multiplied by the constant $K_d$ [1]. The constants $K_p$, $K_i$, and $K_d$ are fixed in advance based on the dynamics of the system and expected disturbances. For a well-defined, static environment, this control algorithm would perform reasonably well. However, in dynamic environments, this type of control would not be able to adapt to changing conditions. Instead, it is common to manually re-tune these parameters across different conditions.

2.2 SSN-based adaptive control

To enable robot arms to learn, we used a published adaptive PID algorithm where the integral branch of the PID is implemented as a Spiking Neural Network (SNN) using the dynamics adaptation approach [4]. We note that we selected this algorithm because it has the potential to learn over time, which is not a common approach in the past. Other algorithms have fixed architecture and predefined/tuned parameters. In the SNN based approach the transfer function between the error signal and the integral part of the control signal is governed by the SNN. SNN connection weights are learned in real-time using the Prescribed Error Sensitivity (PES) rule [10]. The Neural Engineering Framework (NEF) [2] and Nengo are used as a framework to implement the SNN. Two parameters of the SNN are of particular interest to this study: the number of neurons used to implement the SNN and the learning rate for the PES rule. The proportional coefficient for the adaptive controller $K_p$ is 200, and for the derivative branch is multiplied by coefficient $K_d = 10$. The coefficients were selected via iterative tuning, in accordance with typical PID controller coefficient selection. The adaptive controller is a patented algorithm from ABR and is available at the following link [7].

3 METHODS

We evaluated the online learning capability of the adaptive control on the Jaco 6 DOF robotic arm. The key question we want to answer is whether and how the loaded arm moving between two random points in the operational space can ‘learn’ to execute this task faster. We utilized the MuJoCo robotic simulator to execute simulations of the physical characteristics of the robot arm, including movement dynamics. Specifically, the MuJoCo simulator contains a physics-based model of the Jaco robotic arm. The dynamic and physical characteristics of the Jaco arm are described in [9]. We impose a firm time limit that tasks should be completed within 2000 simulation steps, equivalent to 2s in the real-world scenario. This time limit was selected to give the robot arm an upper bound on timing to complete the task. If the task is not completed, the arm gets a new task, i.e. a new target.

We divided the simulation cycle into two phases: the training phase and the testing/evaluation phase. In the training phase, we ran 20 simulations per transition between two points. We focused on varying the learning rate parameter because it is primarily responsible for the learning capability of the algorithm. Similarly, because the focus of the study was the learning capability, the neuron ensemble size was varied. The simulation task was the reaching task, which is common in robotics applications. The trajectories between targets were selected to be random, in order to sample the operational space. Specifically, the randomly chosen points were enumerated, and the arm moves between them in increasing numerical order. For example, if we have five randomly chosen target points, they are enumerated as 1,2,3,4 and 5. During the training phase, we move the robot arm’s end-effector in the following order 1,2,3,4,5,1. The robot arm was loaded with an equivalent weight of 1kg. The time to reach the target point was measured and plotted. We randomly picked one of the targets from the training phase during the testing phase and measured the time the arm’s end-effector needed to reach the target and plotted the histogram of the resulting times.

In the evaluation phase, we varied several parameters: the size of the neuron ensemble, the PES learning rate, and the number of target positions to determine their impact on learning over time.
We found that for our SNN-based robot arm, the control algorithm has optimal performance with 5000 neurons and a learning rate 5e-5.

4 RESULTS

4.1 Experiment with different size of neuron neuron ensemble

We started with a simple case of three random target points and used the adaptive PID controller described in the Methods section to complete the reach task. We tried different sizes of the neuronal ensemble (i.e., different sizes of the Spiking Neural Network): 2500, 5000, and 10000 neurons. The results are shown in the Fig 2, where the training phase results are shown in red histograms, and the results from the testing phase are shown in blue histograms. The graphs show different ensemble sizes affect the learning capability of the algorithm. Based on the timing results and simulation duration, we picked 5000 neurons as the optimal SNN size based on two criteria: 1) simulation time and 2) the number of tasks completed during this time. Specifically, it takes 20 cycles to do the training phase for nine targets, which is equivalent to 180 tasks. The testing phase includes 1000 tasks. For the case of 10000 neurons, this whole simulation took 12 hours. Another essential criterion from the implementation efficiency perspective is to reduce the number of neurons. We thus tested two lower numbers - 2500 neurons, and 5000 neurons. The simulation with 2500 was slightly faster, but the number of completed tasks was 10-15% lower than with 5000 neurons. This is why we decided to run the rest of the simulations with 5000 neurons.

4.2 Experiment with different PES learning rate

To explore how the learning capability of the adaptive algorithm depends on the PES learning rate, we tried four PES learning rates: 1e-3, 1e-4, 5e-5, 1e-5. The results are shown in the Fig 3. As shown Fig 3 A, with a learning rate of 1e-3, around 1400 simulation steps are needed to complete the task, which is quite long. Moreover, as shown by the strong peak in Fig 3 B, the task was not completed with a learning rate of 1e-5. An optimized learning rate of 5e-5 was chosen, which enabled the simulation to complete in under 1000 steps, as shown in Fig 3 D.

4.3 Experiment with different number of target positions

Based on our other results, we used an adaptive PID control with 5000 neurons and a PES learning rate of 5e-5 to complete the reach tasks while we increased the number of target points in the simulation. We increased the complexity to nine target points, starting with four random target points. The results of the T-test and bootstrapping test are shown in Fig 4 Table. 1. As shown by the Table, for scenarios with 5, 6 and 9 targets, the robot arm learns to complete tasks 15% faster. The key take away from this result is that the ability to accelerate learning depends on the target selection strategy, as revealed by the fact that some target selection strategies resulted in accelerated learning over time, while others did not.

4.4 Training vs no-training and learning vs non-learning experiments

We also evaluated the corner case of what happens if the PES learning rate is zero after the training phase has completed. That is, during testing we turn off the adaptive term, but still take the output from the network, and add it to the output of the PD controller. (We note that for the special case of learning rate = 0, the integral branch of the PID controller goes to zero, such that the PID effectively becomes a PD controller.) The goal here is to evaluate whether pre-training might be sufficient for performance, so that the learning rule itself does not have to be used as part of a deployed system. As we can see from Figure 5 A and B, this does not succeed. All results are clustered at 2000, which means that no task was completed within 2 seconds. This is somewhat expected, as without the adaptation in the neural network, the overall system is merely a PD controller with a state-dependent constant offset applied. If that state-dependent constant offset is not a perfect model of the physics of the environment, then a PD controller is not, in general, going to converge to a particular target location. We also tested the option if we do not do the training phase, i.e. not looping through the target points before starting the evaluation phase (Figures 5 C and D). The bootstrap test results for the training and evaluation phase experiment are the number of simulation steps to reach the target of 560.63 and 650.85, respectively. The p-value of the T-test is 0.011. In the case where random target points were chosen from the beginning, i.e. there was no pre-training, the result of the bootstrap test is 559.529 simulation steps.

The key insight from the bootstrap analysis is that the training and evaluation phase distributions are clearly separated, as confirmed via both differences in mean values and 95% confidence intervals. The clear distribution separation in turn means that the algorithm runs faster in the evaluation phase than the training phase. In other words, the bootstrap analysis results reveal the accelerated learning over time for the 5, 6, and 9 target cases shown in Table 1.

5 CONCLUSION

This study showed that the neuromorphic adaptive control algorithm could learn over time and move between the target destination points faster compared to execution time for previous iterations. We showed that the robot arm learns to complete tasks 15% faster in specific experiment scenarios such as scenarios with six or nine random target points (Table. 1). This result indicates that there are combinations of random target points for which the algorithm learns to complete the task faster. In a follow on study, we plan to investigate how these particular scenarios generalize - specifically, what is it about a target selection strategy that makes it more or less suitable for accelerated learning and how to create pre-training strategies to select random target points that best support the learning capability of the algorithm.
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