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Abstract

We prove existence of variational solutions for a class of nonlocal evolution equations whose prototype is the double phase equation

$$\partial_t u + P.V. \int_{\mathbb{R}^N} \frac{|u(x, t) - u(y, t)|^{p-2}(u(x, t) - u(y, t))}{|x - y|^{N+ps}} \, |x - y|^{N+ps} \, dy = 0.$$ 

The approach of minimization of parameter-dependent convex functionals over space-time trajectories requires only appropriate convexity and coercivity assumptions on the nonlocal operator. As the parameter tends to zero, we recover variational solutions. Under further growth conditions, these variational solutions are global weak solutions. Further, this provides a direct minimization approach to approximation of nonlocal evolution equations.
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1. Introduction

1.1. The problem

In [2], Bögelein et al prove existence of variational solutions for parabolic systems of the form

\[ \partial_t u - \text{div}(D\xi f(x, u, Du)) = 0 \text{ in } \Omega_{\infty} \]
\[ u = u_0 \text{ on } \partial_p \Omega_{\infty} \]

where the convex function \( f : \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^{Nn} \to \mathbb{R} \) satisfies a growth condition from below, viz,

\[ C|\xi|^p \leq f(x, z, \xi), \]

for a.e. \( x \in \Omega, z \in \mathbb{R}^N, \xi \in \mathbb{R}^{Nn} \). The notation \( \Omega_{\infty} \) stands for \( \Omega \times (0, \infty) \). In particular, no growth condition from above is assumed. This is useful, for example, in the context of parabolic equations with \( p, q \) growth conditions for \( p \leq q \), where weak solutions may not exist without imposing further conditions on the gap of \( p \) and \( q \) [1]. In this paper, we aim to extend the framework of variational solutions to parabolic fractional equations with time independent initial and boundary data

\[ \partial_t u + \text{PV.} \int_{\mathbb{R}^N} \frac{D\xi H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dy = 0 \text{ in } \Omega_{\infty} \]
\[ u = u_0 \text{ on } (\mathbb{R}^N \setminus \Omega) \times (0, \infty) \cup \Omega \times \{0\} \]

(1.1)
where $\Omega$ is an open bounded subset of $\mathbb{R}^N$, and $\Omega_\infty = \Omega \times (0, \infty)$. The function $H = H(x, y, \xi)$ satisfies the following structure condition
\[
H(x, y, \xi) \geq A \left( \frac{|\xi|}{|x - y|^s} \right)^p
\]  
(1.2)

$H$ is a Caratheodory function which is convex in the variable $\xi$.

(1.3)

We assume $1 < p < \infty$, $s \in (0, 1)$ and $A > 0$. These structure conditions admit a variety of problems with non-standard growth such as

- $H(x, y, \xi) = \left( \frac{|\xi|}{|x - y|^s} \right)^p + a(x, y) \left( \frac{|\xi|}{|x - y|^r} \right)^q$, for $a(x, y) \geq 0$ for $1 < p < q$ and $r, s \in (0, 1)$.
- $H(x, y, \xi) = \left( \frac{|\xi|}{|x - y|^s} \right)^p \log \left( 1 + \left( \frac{|\xi|}{|x - y|^r} \right)^s \right)$.
- $H(x, y, \xi) = \left( \frac{|\xi|}{|x - y|^s} \right)^{a + b \sin \left( \log \log \left( \frac{|\xi|}{|x - y|^r} \right) \right)}$.

In particular, we would like to emphasize that in the double phase case, we obtain existence of variational solutions without any restrictions on the gap $q - p$.

1.2. Background

There has been a great surge in the study of regularity theory of fractional $p$-Laplace equations and their parabolic counterparts. However, a theory for parabolic fractional equations with non-standard growth, particularly with a double phase character, requires the development of an existence theory which can contend with the unbalanced growth condition given the possibility of the appearance of Lavrentiev phenomenon. The variational framework introduced in [2] seems to be the most suitable for this purpose.

The motivation for the notion of variational solutions in [2] came from [29] where a variational notion of solutions was introduced for an evolutionary minimal surface equation. Further, it is related to the De Giorgi conjectures on the construction of weak solutions to hyperbolic equations as a limit of minimizers of certain functionals [19]. Some forms of these conjectures were proved in [44, 42]. Variational notions are also useful in the realm of stochastic partial differential equations, for example, see [35, 40].

The regularity theory of $p, q$ growth problems was started by Marcellini in a series of novel papers [30, 31, 32, 33]. There is a large body of work dealing with problems of $(p, q)$-growth as well as other nonstandard growth problems, for which we point to the surveys in [34, 36].

Coming back to the fractional $p$-Laplace equation, in the elliptic case, regularity theory of fractional $p$-Laplace equations has been studied extensively. For example, local boundedness and Hölder regularity in the framework of De Giorgi-Nash-Moser theory was worked out in [20] and [18]. Moreover, explicit higher regularity
of the gradient is obtained in [4]. On the other hand, explicit Hölder regularity of the solutions is obtained in [6]. Higher integrability by a nonlocal version of Gehring’s Lemma was proved in [27]. For equations of nonstandard growth, the relevant works are [41, 9, 12, 15, 13, 14, 16]. For the case of linear equations, i.e., $p = 2$, we refer to [11, 10, 28, 17].

In the case of parabolic counterparts of the fractional $p$-Laplace equations, local boundedness was proved in [45]. Local boundedness and Hölder regularity has been proved in [22]. Explicit Hölder regularity has been obtained in [7].

We believe this is the first work to deal with fractional evolutionary equations exhibiting unbalanced growth. In the companion article [38], we prove local boundedness for parabolic minimizers of $(p,q)$-fractional parabolic equations following [18]. In another article [23], existence of nonnegative variational solutions for doubly nonlinear nonlocal parabolic equations is proved.

1.3. Definition

Definition 1.1. Let $\Omega$ be an open bounded subset of $\mathbb{R}^N$. Suppose that $H$ satisfies the assumptions (1.2) and (1.3) and let the time-independent Cauchy-Dirichlet data $u_0$ satisfy

$$u_0 \in W^{s,p}(\mathbb{R}^N), u_0|_{\Omega} \in L^2(\Omega) \text{ and } \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_0(x) - u_0(y))}{|x-y|^N} \, dx \, dy < \infty.$$  \hspace{1cm} (1.4)

By a variational solution to (1.1) we mean a function $u$ such that for all time $T > 0$, $u \in L^p(0,T;W^{s,p}(\mathbb{R}^N)) \cap C^0(0,T;L^2(\Omega)), u - u_0 \in L^p(0,T;W^{s,p}_0(\Omega))$ and

$$\int_0^T \int_{\Omega} \partial_t v \cdot (u - u_0) \, dx \, dt + \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x,y,u(x,t) - u(y,t) - H(x,y,u(x,t) - u(y,t)) \, dx \, dy \, dt$$

$$\geq \frac{1}{2} \| (v - u)(\cdot,t) \|^2_{L^2(\Omega)} - \frac{1}{2} \| (v - u)(\cdot,0) \|^2_{L^2(\Omega)},$$  \hspace{1cm} (1.5)

for all $v \in L^p(0,T;W^{s,p}(\mathbb{R}^N))$ and $\partial_t v \in L^2(0,T;\Omega)$ such that $v - u_0 \in L^p(0,T;W^{s,p}_0(\Omega))$.

Remark 1.2. In our definition of variational solution, both the solution and the comparison map have to match on $\Omega^c \times (0,T)$ and since we have assumed that the data on $\Omega^c$ is in $W^{s,p}(\mathbb{R}^N)$ we may cancel integrals of $H$ over $\Omega^c \times \Omega^c$ on both sides to obtain the following equivalent form of the variational inequality:

$$\int_0^T \iint_{C^c_{\Omega}} H(x,y,u(x,t) - u(y,t)) \, dx \, dy \, dt \leq \int_0^T \iint_{C_{\Omega}} H(x,y,u(x,t) - u(y,t)) \, dx \, dy \, dt$$

$$+ \int_0^T \int_{\Omega} \partial_t v \cdot (u - u_0) + \frac{1}{2} \| v(\cdot,0) - u_0(\cdot) \|^2_{L^2(\Omega)} - \frac{1}{2} \| v(\cdot,T) - u(\cdot,T) \|^2_{L^2(\Omega)}$$

where $C_{\Omega} = (\Omega^c \times \Omega^c)^c$.

Remark 1.3. Let us also mention that in the double phase case i.e. when $H$ is of the form

$$H(x,y,\xi) = \left( \frac{\xi}{|x-y|^s} \right)^p + a(x,y) \left( \frac{\xi}{|x-y|^r} \right)^q$$
the condition on initial data (1.4) is satisfied if \( u_0 \in W^{s,p}(\mathbb{R}^N) \cap L^2(\Omega) \) also satisfies:

\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u_0(x) - u_0(y)|^p}{|x - y|^{N+sp}} + a(x, y) \frac{|u_0(x) - u_0(y)|^q}{|x - y|^{N+rq}} \, dx \, dy < \infty.
\]

### 1.4. Main Results

The following existence and uniqueness theorems are the main results of the paper.

**Theorem 1.4. (Existence)** Let \( \Omega \) be an open bounded subset of \( \mathbb{R}^N \). Suppose that \( H \) satisfies the assumptions (1.2) and (1.3) and let the time-independent Cauchy-Dirichlet data \( u_0 \) satisfy (1.4). Then,

- there exists a variational solution to (1.1) in the sense of (1.5),
- the variational solution \( u \in C^{0, \frac{1}{2}}([0, T]; L^2(\Omega)) \) for all times \( T > 0 \). Further, \( \partial_t u \in L^2(\Omega_\infty) \) and
- the following energy bounds are verified
  
  \[
  \int_0^\infty \int_\Omega |\partial_t u(x, t)|^2 \, dx \, dt \leq \Lambda, \quad \text{and}
  \]
  
  \[
  \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \int_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, u(x, t) - u(y, t)) \frac{1}{|x - y|^N} \, dx \, dy \, dt \leq 2e\Lambda.
  \]

  for \( 0 \leq t_1 < t_2 < \infty \).

**Theorem 1.5. (Uniqueness)** If \( \xi \mapsto H(x, \xi, \xi) \) is strictly convex then there is at most one variational solution in the sense of (1.5).

**Remark 1.6.** The restriction \( p > \frac{2N}{2s + N} \) is often seen as a natural lower bound on \( p \) since the proofs of existence that use the monotone operator methods require it on account of the Sobolev embedding. The proof here which uses variational techniques avoids this lower bound to obtain existence in the full range \( p \in (1, \infty) \). In the paper [3], functionals with linear growth, that is, corresponding to \( p = 1 \) are also considered by stability methods. It would be of interest to study the stability method for the nonlocal operator.

### 2. Preliminaries

#### 2.1. Notations

We begin by collecting the standard notation that will be used throughout the paper:

- We shall denote \( N \) to be the space dimension. We shall denote by \( z = (x, t) \) a point in \( \mathbb{R}^N \times (0, T) \).
- We shall alternately use \( \frac{\partial f}{\partial t}, \partial_t f, f' \) to denote the time derivative of \( f \).
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• Let \( \Omega \) be an open bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) and for \( 0 < T \leq \infty \), let \( \Omega_T := \Omega \times (0, T) \).

• Integration with respect to either space or time only will be denoted by a single integral \( \int \) whereas integration on \( \Omega \times \Omega \) or \( \mathbb{R}^N \times \mathbb{R}^N \) will be denoted by a double integral \( \iint \).

2.2. Sobolev spaces

Let \( 1 < p < \infty \), we denote by \( p' = p/(p-1) \) the conjugate exponent of \( p \). Let \( \Omega \) be an open subset of \( \mathbb{R}^N \).

We define the Sobolev-Slobodekić space, which is the fractional analogue of Sobolev spaces.

\[
W^{s,p}(\Omega) = \{ \psi \in L^p(\Omega) : [\psi]_{W^{s,p}(\Omega)} < \infty \}, s \in (0,1),
\]

where the seminorm \([\cdot]_{W^{s,p}(\Omega)}\) is defined by

\[
[\psi]_{W^{s,p}(\Omega)} = \left( \int_{\Omega \times \Omega} \frac{|\psi(x) - \psi(y)|^p}{|x-y|^{N+sp}} \, dx \, dy \right)^{\frac{1}{p}}.
\]

The space when endowed with the norm \( \|\psi\|_{W^{s,p}(\Omega)} = [\psi]_{L^p(\Omega)} + [\psi]_{W^{s,p}(\Omega)} \) becomes a Banach space. The space \( W^{s,p}_0(\Omega) \) is the subspace of \( W^{s,p}(\mathbb{R}^N) \) consisting of functions that vanish outside \( \Omega \).

Let \( I \) be an interval and let \( V \) be a separable, reflexive Banach space, endowed with a norm \( \| \cdot \|_V \). We denote by \( V^* \) its topological dual space. Let \( v \) be a mapping such that for a.e. \( t \in I \), \( v(t) \in V \). If the function \( t \mapsto \| v(t) \|_V \) is measurable on \( I \), then \( v \) is said to belong to the Banach space \( L^p(I; V) \) if \( \int_I \| v(t) \|_V^p \, dt < \infty \). It is well known that the dual space \( L^p(I; V)^* \) can be characterized as \( L^{p'}(I; V^*) \).

2.3. Mollification in time

Throughout the paper, we will use the following mollification in time. Let \( \Omega \) be an open subset of \( \mathbb{R}^N \). For \( T > 0 \), \( v \in L^1(\Omega_T) \), \( v_0 \in L^1(\Omega) \) and \( h \in (0, T] \), we define

\[
[v]_h(\cdot, t) = e^{-\frac{\cdot}{h}} v_0 + \frac{1}{h} \int_0^t e^{\frac{x-s}{h}} v(\cdot, s) \, ds, \tag{2.1}
\]

for \( t \in [0, T] \). The convergence properties of mollified functions have been collected in Appendix A.

2.4. Auxiliary Results

We collect the following standard results which will be used in the course of the paper. We begin with a general result on convex minimization.

**Proposition 2.1.** ([39, Theorem 2.3]) Let \( X \) be a closed affine subset of a reflexive Banach space and let \( \mathcal{F} : X \to (-\infty, \infty) \). Assume the following:

1. For all \( \Lambda \in \mathbb{R} \), the sublevel set \( \{ x \in X : \mathcal{F}[u] < \Lambda \} \) is sequentially weakly precompact, i.e., if for a sequence \( (u_j) \subset X \), \( \mathcal{F}[u_j] < \Lambda \), then \( u_j \) has a weakly convergent subsequence.
2. For all sequences \((u_j) \subset X\) with \(u_j \rightharpoonup u\) in \(X\)-weak, it holds that
\[ \mathcal{F}[u] \leq \liminf_{j \to \infty} \mathcal{F}[u_j]. \]

Then, the minimization problem
\[
\text{Minimize } \mathcal{F}[u] \text{ over all } u \in X
\]
has a solution.

We will need the following general result on weak lower semicontinuity of functionals.

**Proposition 2.2.** ([8, Corollary 3.9]) Assume that \(\phi : E \to (-\infty, \infty]\) is convex and lower semicontinuous in the strong topology. Then \(\phi\) is lower semicontinuous in the weak topology.

We have the following Sobolev-type inequality [21, Theorem 6.5].

**Theorem 2.3 ([21]).** Let \(s \in (0, 1)\) and \(1 \leq p < \infty, sp < N\) and let \(\kappa^* = \frac{N}{N - sp}\), then for any \(g \in W^{s,p}(\mathbb{R}^N)\) and \(\kappa \in [1, \kappa^*]\), we have
\[
\|g\|_{L^p} \leq C \left( \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|g(x) - g(y)|^p}{|x - y|^{N + sp}} \, dx \, dy \right)^{1/p}. \quad (2.2)
\]
If \(g \in W^{s,p}(\Omega)\) and \(\Omega\) is an extension domain, then
\[
\|g\|_{L^p(\Omega)} \leq C \|g\|_{W^{s,p}(\Omega)}. \quad (2.3)
\]
If \(sp = N\), then (2.2) holds for all \(\kappa \in [1, \infty]\), whereas if \(sp > N\), then (2.3) holds for all \(\kappa \in [1, \infty]\).

We will require the compact embedding as follows.

**Proposition 2.4.** ([24, Proposition 2.1]) Assume \(N \geq 2, 1 \leq p \leq \infty\) and \(0 < s < 1\). Let \(\Omega\) be a bounded extension domain. When \(sp < N\), the embedding \(W^{s,p}(\Omega) \hookrightarrow \mathcal{L}^r(\Omega)\) is compact for \(r \in [1, p^*]\), and when \(sp \geq N\), the same embedding is compact for \(r \in [1, \infty]\). The theorem also holds for \(W^{s,p}_0(\Omega)\) for any bounded domain in \(\mathbb{R}^N\).

We also need a Poincaré inequality for Gagliardo seminorms.

**Proposition 2.5.** ([5, Lemma 2.4]) Let \(1 \leq p < \infty, s \in (0, 1)\) and \(\Omega\) is an open and bounded set in \(\mathbb{R}^N\). Then, for every \(u \in W^{s,p}_0(\Omega)\), it holds that
\[
\|u\|^p_{L^p(\Omega)} \leq C(N, s, p, \Omega) \|u\|^p_{W^{s,p}(\mathbb{R}^N)}.
\]

We end this subsection with the following result about parabolic Banach spaces.

**Theorem 2.6.** ([43, pp106, Prop. 1.2]) Let the Banach space \(V\) be dense and continuously embedded in the Hilbert space \(H;\) identify \(H = H^s\) so that \(V \hookrightarrow H \hookrightarrow V^s\). The Banach space \(W_p(0, T) = \{u \in L^p(0, T; V) : \partial_t v \in L^p(0, T; V^s)\}\)
is contained in $C([0, T]; H)$. Moreover, if $u \in W_p(0, T)$, then $|u(t)|^2_H$ is absolutely continuous on $[0, T]$,
\[
\frac{d}{dt}|u(t)|^2_H = 2\partial_t u(t) u(t) \text{ a.e. } t \in [0, T],
\]
and there is a constant $C$ such that
\[
\|u\|_{C(0, T]; H)} \leq C \|u\|_{W_p(0, T)}, u \in W_p.
\]
Moreover, if $u, v \in W_p(0, T)$, then $(u(\cdot), v(\cdot))_H$ is absolutely continuous on $[0, T]$ and
\[
\frac{d}{dt}(u(t), v(t))_H = \partial_t u(t) v(t) + \partial_t v(t) u(t), \text{ a.e. } t \in [0, T].
\]

3. Existence of variational solutions

In this section, we will prove the existence of variational solutions to the following nonlocal evolution equation with time independent initial-boundary data
\[
\begin{aligned}
\partial_t u + Lu &= 0 \quad \text{in } \Omega_\infty \\
u &= u_0 \quad \text{on } (\mathbb{R}^N \setminus \Omega) \times (0, \infty) \cup \Omega \times \{0\}
\end{aligned}
\]
where $\Omega$ is an open bounded subset of $\mathbb{R}^N$ and $\Omega_\infty = \Omega \times (0, \infty)$. We recall that the operator $L$ is a nonlocal operator whose explicit structure is as follows.

\[
Lu(x, t) = \text{PV} \int_{\mathbb{R}^N} \frac{D_\xi H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dy
\]
where $H = H(x, y, \xi) : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R} \rightarrow \mathbb{R}$ is a measurable function satisfying (1.2) and (1.3). We recall the assumptions on initial-boundary data. The initial-boundary $u_0 : \mathbb{R}^N \rightarrow \mathbb{R}$ is assumed to be time independent and $u_0 \in W^{s, p}(\mathbb{R}^N) \cap L^2(\Omega)$. We further assume that

\[
\iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u_0(x) - u_0(y))}{|x - y|^N} \, dx \, dy \leq \Lambda < \infty \quad (3.1)
\]
for some constant $\Lambda > 0$.

Finally, we recall our definition of solution to the equation (1.1). We denote by $W^{s, p}_{(u_0)}(\Omega)$ the following space of functions

\[
W^{s, p}_{(u_0)}(\Omega) = \{ g : \mathbb{R}^N \rightarrow \mathbb{R} : g \in W^{s, p}(\mathbb{R}^N), g(x) = u_0(x) \forall x \in \Omega^c \}
\]

**Definition 3.1.** We say that a function

\[
u \in L^p(0, T; W^{s, p}_{(u_0)}(\Omega)) \cap C([0, T]; L^2(\Omega))
\]
for all $T > 0$ is a variational solution to (1.1) if for all $T > 0$ and any comparison function

\[
v \in L^p(0, T; W^{s, p}_{(u_0)}(\Omega))
\]
with
\[ \partial_t v \in L^2(\Omega \times (0,T)) \]

the following variational inequality is verified:
\[
\int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt + \int_0^T \int_\Omega \partial_t v \cdot (v - u) + \frac{1}{2} \|v(\cdot, 0) - u_0(\cdot)\|_{L^2(\Omega)}^2 - \frac{1}{2} \|v(\cdot, T) - u(\cdot, T)\|_{L^2(\Omega)}^2 \quad (3.2)
\]

**Remark 3.2.** (Initial Data) Since the initial data \( u_0 \) is a valid comparison function and \( H \geq 0 \), The inequality (3.2) with the admissible comparison function \( v(\cdot, t) = u_0(\cdot) \) for all \( t \in (0, \infty) \) and (3.1) implies that for any \( T > 0 \)
\[
0 \leq \frac{1}{2} \|v(\cdot, T) - u_0(\cdot)\|_{L^2(\Omega)}^2 \leq T \lambda \rightarrow 0 \text{ as } T \rightarrow 0^+.
\]

So variational solutions pick up the data at the initial time \( t = 0 \) in the \( L^2 \) sense.

### 3.1. Lower bound for the functional

In this subsection, we derive a lower bound on the nonlinear and nonlocal operator by the use of Poincaré inequality ([5, Lemma 2.4]).

Note that for a fixed time \( t \geq 0 \), \((u - u_0)(\cdot, t) \in W^{s,p}_0(\Omega)\). Therefore, by Poincaré inequality (Proposition 2.5) in the space \( W^{s,p}_0(\Omega) \), we get for any \( t \in [0, T] \),
\[
||u - u_0||_{L^p(\Omega)}^p \leq C[u - u_0]_{W^{s,p}(\mathbb{R}^N)}^p \\
\leq C[u]_{W^{s,p}(\mathbb{R}^N)}^p + C[u_0]_{W^{s,p}(\mathbb{R}^N)}^p \\
\leq C \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy + C[u_0]_{W^{s,p}(\mathbb{R}^N)}^p,
\]
where we made use of (1.2). As a result, we obtain
\[
||u||_{L^p(\mathbb{R}^N)}^p \leq ||u - u_0||_{L^p(\Omega)}^p + ||u_0||_{L^p(\mathbb{R}^N)}^p \\
\leq C_1 \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy + C_2||u_0||_{W^{s,p}(\mathbb{R}^N)}^p, \quad (3.3)
\]
for some positive constants \( C_1, C_2 \). Once again, due to (1.2), we get
\[
||u||_{W^{s,p}(\mathbb{R}^N)}^p \leq C_1 \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy + C_2||u_0||_{W^{s,p}(\mathbb{R}^N)}^p. \quad (3.4)
\]

### 3.2. Convex Minimization

For \( \varepsilon \in (0,1] \) we define the function space \( K_\varepsilon \) as follows
\[
K_\varepsilon := \{ g : \mathbb{R}^N \times (0, \infty) \rightarrow \mathbb{R} : g \in W^{1,1}(\mathbb{R}^N \times (0,T)) \forall T > 0, \text{ and } \|g\|_\varepsilon < \infty \}.
\]
where \( \| g \|_\varepsilon := \left( \int_0^\infty \int_\Omega e^{-\frac{t}{\varepsilon}}|\partial_t g|^2 \, dx \, dt \right)^{1/2} + \left( \int_0^\infty \int_\mathbb{R}^N e^{-\frac{t}{\varepsilon}}|g|^p \right) \right)^{1/p} \).

Let \( N_\varepsilon \) denote the subspace of \( K_\varepsilon \) which contains functions \( v : \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( v(x, t) = 0 \) for every \( (x, t) \in \Omega^c \times (0, \infty) \). Then both \( K_\varepsilon \) and \( N_\varepsilon \) are Banach spaces under the norm \( \| . \|_\varepsilon \). In particular, \( u_0 + N_\varepsilon \) is a (weakly) closed subset of \( K_\varepsilon \); where by \( g \in u_0 + N_\varepsilon \) we mean functions \( g \) such that \( g - u_0 \in N_\varepsilon \).

For \( \varepsilon \in (0, 1] \) consider the following variational integral

\[
F_\varepsilon(v) := \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{t}{\varepsilon}}|\partial_t v|^2 \, dx \, dt + \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{t}{\varepsilon}} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt.
\]

We note that \( F_\varepsilon : K_\varepsilon \rightarrow (-\infty, \infty] \) satisfies the following properties on the closed subset \( u_0 + N_\varepsilon \):

- **Admissibile set is nonempty:** The admissible set \( (u_0 + N_\varepsilon) \cap \{ F_\varepsilon(v) < \infty \} \) is non-empty because the time independent extension \( U(\cdot, t) = u_0(\cdot) \) for all \( t > 0 \) is a function in the intersection due to the assumptions on \( u_0 \) (see 3.1),

- **Coercivity of \( F_\varepsilon \):** This is an easy consequence of (3.4). Multiplying both sides of (3.4) by \( e^{-\frac{t}{\varepsilon}} \) and integrating over \( (t_1, \infty) \) for some \( t_1 \in [0, \infty) \), we obtain

\[
\int_{t_1}^\infty e^{-\frac{t}{\varepsilon}} \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x, t) - u(y, t)|^p}{|x - y|^{N+p\varepsilon}} \, dx \, dy \, dt + \int_{t_1}^\infty e^{-\frac{t}{\varepsilon}} \int_{\mathbb{R}^N} |u(x, t)|^p \, dx \, dt \leq C_1 \int_{t_1}^\infty e^{-\frac{t}{\varepsilon}} \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt + C_2 \varepsilon e^{-\frac{t_1}{\varepsilon}} ||u_0||_{W^{s,p}(\mathbb{R}^N)}^p.
\]

Choosing \( t_1 = 0 \) and adding the remaining term from the norm of \( K_\varepsilon \), we obtain

\[
F_\varepsilon(u) \geq \frac{1}{C_1 \varepsilon} \min\{ ||u||_{K_\varepsilon}^p, ||u||_{K_\varepsilon}^2 \} - \frac{C_2}{C_1} ||u_0||_{W^{s,p}(\mathbb{R}^N)}^p.
\]

- **Strict convexity of \( F_\varepsilon \):** \( F_\varepsilon \) is strictly convex due to convexity of \( H \) in \( \xi \) and the strict convexity of \( Z \rightarrow |Z|^2 \).

- **Weak lower-semicontinuity of \( F_\varepsilon \):** In order to show weak lower-semicontinuity of \( F_\varepsilon \), we will make use of Proposition 2.2, that is, we will show that \( F_\varepsilon \) is strongly lower semicontinuous and convex. Convexity of \( F_\varepsilon \) was shown in the previous step. It remains to show that \( F_\varepsilon \) is strongly lower semicontinuous.

We begin by writing

\[
F_\varepsilon(v) = \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{t}{\varepsilon}}|\partial_t v|^2 \, dx \, dt + \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{t}{\varepsilon}} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt
\]

\[
:= F_1(v) + F_2(v).
\]

Let \( u_j \) be strongly convergent to \( u \) in \( K_\varepsilon \). Then \( w_j := e^{-\frac{t}{\varepsilon}}|\partial_t u_j|^2 \) converges strongly in \( L^1(0, \infty; \Omega) \).
Therefore, we obtain
\[ F_1(u) = \lim_{j \to \infty} F_1(u_j) = \liminf_{j \to \infty} F_1(u_j). \] (3.5)

On the other hand, \( u_j \) converging strongly to \( u \) in \( K_\varepsilon \) also implies that \( e^{-\varepsilon u_j} \) converges strongly to \( e^{-\varepsilon u} \) in \( L^p(0, T; L^p(\mathbb{R}^N)) \). As a result, for a subsequence, \( u_j(t, x) \to u(t, x) \) for a.e. \( t \in (0, \infty) \) and \( x \in \mathbb{R}^N \).

By continuity of \( H \) in the last variable, we have
\[
\frac{H(x, y, u_j(x, t) - u_j(x, t))}{|x - y|^N} - \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \quad \text{a.e.} \; x, y \in \mathbb{R}^N, \; t \in (0, \infty).
\]

Finally, by Fatou’s lemma,
\[
F_2(u) = \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{-\varepsilon t} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \; dx \; dy \; dt
\]
\[
\leq \frac{1}{\varepsilon} \liminf_{j \to \infty} \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{-\varepsilon t} \frac{H(x, y, u_j(x, t) - u_j(x, t))}{|x - y|^N} \; dx \; dy \; dt = \liminf_{j \to \infty} F_2(u_j). \] (3.6)

Combining (3.5) and (3.6), we get
\[
F_\varepsilon(u) = F_1(v) + F_2(v)
\]
\[
\leq \liminf_{j \to \infty} F_1(u_j) + \liminf_{j \to \infty} F_2(u_j)
\]
\[
\leq \liminf_{j \to \infty} F_\varepsilon(u_j),
\]
where in the last inequality, we have used the super-additivity of \( \liminf \).

It follows that for any \( \varepsilon \in (0, 1) \), by Proposition 2.1 \( F_\varepsilon \) admits a unique minimizing map \( u_\varepsilon \in u_0 + N_\varepsilon \). We record this as a lemma below.

**Lemma 3.3.** For any \( \varepsilon \in (0, 1) \), the functional \( F_\varepsilon \) admits a unique minimizer \( u_\varepsilon \in (u_0 + N_\varepsilon) \cap \{u : F_\varepsilon(u) < \infty\} \).

### 3.3. Energy Estimates

We note that since the time independent extension \( U(\cdot, t) = u_0(\cdot) \) is a valid comparison function in \( u_0 + N_\varepsilon \) we have
\[
F_\varepsilon(u_\varepsilon) \leq F_\varepsilon(U) = \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} e^{-\varepsilon t} \frac{H(x, y, u_0(x) - u_0(y))}{|x - y|^N} \; dx \; dy \; dt
\]
which using (3.1) becomes
\[
F_\varepsilon(u_\varepsilon) \leq \Lambda. \] (3.7)

We obtain the following \( \varepsilon \) dependent energy bounds directly from the definition of a minimizer and (3.7).
\[
\int_0^\infty \int_{\Omega} e^{-\varepsilon t} |\partial_t u_\varepsilon|^2 \; dx \; dt \leq 2 \Lambda
\]
\[
\int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{t}{4}} \frac{H(x, y, u_\varepsilon(x, t) - u_\varepsilon(y, t))}{|x - y|^N} \, dx \, dy \, dt \leq \varepsilon \Lambda.
\]

3.4. Improvement

We now want to improve our energy estimates to make it independent of \(\varepsilon\). To this end, we define the following additional functions for \(t > 0\).

- \(I_\varepsilon(t) := \frac{1}{2} \int_\Omega |\partial_t u_\varepsilon(x, t)|^2 \, dx\)
- \(G_\varepsilon(t) := \frac{1}{2} \int_\Omega |\partial_t u_\varepsilon(x, t)|^2 \, dx + \frac{1}{\varepsilon} \int_\mathbb{R}^N \int_{\mathbb{R}^N} \frac{H(x, y, u_\varepsilon(x, t) - u_\varepsilon(y, t))}{|x - y|^N} \, dx \, dy\)
- \(I_\varepsilon(t) := \int_t^\infty e^{-\frac{s}{4}} G_\varepsilon(s) \, ds.\)

We note that all these additional functions are nonnegative. Furthermore, \(I_\varepsilon(t)\) decreases from \(F_\varepsilon(u_\varepsilon)\) to 0 as \(t \to \infty\). Our next lemma says that \(I_\varepsilon\) continues to be a decreasing function even when multiplied by an exponential function. This will help us get a uniform bound on the time derivatives.

**Lemma 3.4.** For a.e. \(t \in (0, \infty)\),

\[
\frac{d}{dt} (e^{t I_\varepsilon} I_\varepsilon(t)) = -2I_\varepsilon(t) \leq 0.
\]

In particular, \(e^{t I_\varepsilon} I_\varepsilon(t)\) is a decreasing function in \(t\).

**Proof.** Let \(\xi \in C_0^\infty(0, \infty)\) and for \(\delta \in \mathbb{R}\) define \(\phi_\delta \in C^\infty(0, \infty)\) by

\[
\phi_\delta(s) := s + \delta \xi(s).
\]

Then for \(|\delta| << 1\), \(\phi_\delta\) is a diffeomorphism from \((0, \infty)\) onto itself. Let \(\psi_\delta\) denote the inverse of \(\phi_\delta\). We define the inner variation of our minimizer by

\[
u_\varepsilon^\delta(x, s) := u_\varepsilon(x, \phi_\delta(s))
\]

and compute

\[
F_\varepsilon(u_\varepsilon^\delta) = \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{t}{4}} |\partial_t u_\varepsilon(x, \phi_\delta(s))|^2 \phi_\delta'(s)^2 \, dx \, ds
+ \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{t}{4}} \frac{H(x, y, u_\varepsilon(x, \phi_\delta(s)) - u_\varepsilon(y, \phi_\delta(s)))}{|x - y|^N} \, dx \, dy \, ds
= \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{t}{4}} |\partial_t u_\varepsilon(x, t)|^2 \phi_\delta'(\psi_\delta(t))^2 \psi_\delta'(t) \, dx \, dt
+ \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{t}{4}} \frac{H(x, y, u_\varepsilon(x, t) - u_\varepsilon(y, t))}{|x - y|^N} \psi_\delta'(t) \, dx \, dy \, dt
= \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{1}{4} \psi_\delta(t)} \, \frac{1}{\psi_\delta'(t)} |\partial_t u_\varepsilon(x, t)|^2 \, dx \, dt
\]
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Thus for $|\delta| << 1$ we have

$$F_\varepsilon(u_\delta^\varepsilon) < \infty.$$  

Next, we note that at $\delta = 0$, $u_\delta^\varepsilon = u_\varepsilon$ and recalling that $u_\varepsilon$ minimizes $F_\varepsilon$, it follows that $\delta \mapsto F_\varepsilon(u_\delta^\varepsilon)$ admits a minimizer at $\delta = 0$. Therefore,

$$0 = \frac{dF_\varepsilon(u_\delta^\varepsilon)}{d\delta}_{|\delta=0} = \frac{1}{2\varepsilon} \int_0^\infty \int_\Omega \left( e^{-\frac{\varepsilon}{2}} \xi(t) |\partial_t u_\varepsilon(x,t)|^2 \right) d x d t + \frac{1}{\varepsilon^2} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{\varepsilon}{2}} \xi(t) \frac{H(x,y,u_\varepsilon(x,t) - u_\varepsilon(y,t))}{|x-y|^N} d x d y d t$$

$$+ \frac{1}{2} \int_0^\infty \int_\Omega e^{-\frac{\varepsilon}{2}} \xi'(t) |\partial_t u_\varepsilon(x,t)|^2 d x d t$$

$$- \frac{1}{\varepsilon} \int_0^\infty \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\frac{\varepsilon}{2}} \xi'(t) \frac{H(x,y,u_\varepsilon(x,t) - u_\varepsilon(y,t))}{|x-y|^N} d x d y d s$$

$$= \int_0^\infty \left( -\xi(t) \frac{1}{\varepsilon} I'_{\varepsilon}(t) + \xi(t) I''_{\varepsilon}(t) + \xi'(t) 2 e^{-\frac{\varepsilon}{2}} L_{\varepsilon}(t) \right) d t$$

$$= \int_0^\infty \left( \frac{1}{\varepsilon} I_{\varepsilon}(t) + I''_{\varepsilon}(t) + 2 e^{-\frac{\varepsilon}{2}} L_{\varepsilon}(t) \right) \xi'(t) d t$$

Since $\xi \in C_0^\infty(0,\infty)$ was arbitrary, it follows that

$$\frac{1}{\varepsilon} I_{\varepsilon}(t) + I''_{\varepsilon}(t) + 2 e^{-\frac{\varepsilon}{2}} L_{\varepsilon}(t)$$

is a nonnegative constant for a.e. $t \in (0,\infty)$. On the other hand, $I''_{\varepsilon}(t) + 2 e^{-\frac{\varepsilon}{2}} L_{\varepsilon}(t)$ is integrable on $(0,\infty)$ and $I_{\varepsilon}(t) \to 0$ as $t \to \infty$; so the constant must be zero. The conclusion follows. \(\square\)

**Remark 3.5.** We note that since $I_0(0) = F_0(u_\varepsilon)$, the above lemma along with (3.7) implies the following bound

$$e^{\frac{\varepsilon}{2}} I_{\varepsilon}(t) \leq \Lambda.$$  

(3.8)

**Lemma 3.6.** The minimizer $u_\varepsilon$ satisfies the following uniform bound

$$\int_0^\infty \int_\Omega |\partial_t u_\varepsilon|^2 d x d t \leq \Lambda.$$  

**Proof.** For $0 < t_1 < t_2 < \infty$ we compute

$$2 \int_{t_1}^{t_2} L_{\varepsilon}(t) d t = e^{\frac{\varepsilon}{2}} I_{\varepsilon}(t_1) - e^{\frac{\varepsilon}{2}} I_{\varepsilon}(t_2) \leq \Lambda$$

where we used (3.8). Letting $t_1 \to 0^+$ and $t_2 \to \infty$, the conclusion follows. \(\square\)

**Lemma 3.7.** The minimizer $u_\varepsilon$ satisfies the following bound for any $0 \leq t_1 < t_2$ with $t_2 - t_1 \geq \varepsilon$

$$\frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \int_{\mathbb{R}^N \times \mathbb{R}^N} H(x,y,u_\varepsilon(x,t) - u_\varepsilon(y,t)) \frac{d x d y d t}{|x-y|^N} \leq 2 e \Lambda.$$
Proof. For $0 < t < \infty$ and $0 < \delta \leq \ve$ we compute

\[
\int_t^{t+\delta} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,s)-u_{\ve}(y,s))}{|x-y|^N} \, dx \, dy \, ds
\]

\[
\leq e^{\frac{\delta\ve}{t}} \int_t^{t+\delta} e^{\frac{s}{\ve}} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, ds
\]

\[
\leq e^{\frac{\delta\ve}{t}} \int_t^{\infty} e^{\frac{s}{\ve}} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, ds
\]

\[
\leq e^{\frac{\delta\ve}{t}} I_{\ve}(t)
\]

\[
\leq \ve \varepsilon \Lambda
\]

where we used (3.8). Choose a natural number $j$ such that $(j-1)\varepsilon < t_2 - t_1 \leq j\ve$. Then $j\varepsilon \leq t_2 - t_1 + \varepsilon \leq 2(t_2 - t_1)$ and so

\[
\int_{t_1}^{t_2} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq \int_{t_1}^{t_2} \iint_{t_1+(j-1)\varepsilon}^{t_1+j\varepsilon} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, dt
\]

\[
+ \sum_{i=0}^{j-2} \int_{t_1+(i-1)\varepsilon}^{t_1+i\varepsilon} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, dt
\]

\[
\leq j \varepsilon \varepsilon \Lambda \leq 2(t_2 - t_1) \varepsilon \Lambda.
\]

The conclusion follows. \qed

Corollary 3.8. The minimizers $u_{\ve}$ satisfy the following uniform energy estimate

\[
C_1 \int_0^T \|u_{\ve}(\cdot,t)\|_{W^{s,p}}^P \, dt \leq 2\varepsilon T \Lambda + T C_2 \|u_0\|_{L^p}^P
\]

for any $T \geq \varepsilon$ and $C_1, C_2$ are positive constants as in (3.4).

Proof. Lemma 3.7 implies that

\[
\int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_{\ve}(x,t)-u_{\ve}(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq 2\varepsilon T \Lambda.
\]

On the other hand, integrating (3.4) from 0 to $T$ gives

\[
\int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,v(x,t)-v(y,t))}{|x-y|^N} \, dx \, dy \, dt \geq C_1 \int_0^T \|v(\cdot,t)\|_{W^{s,p}}^P \, dt - T C_2 \|u_0\|_{L^p}^P.
\]

Combining the two inequalities above, the conclusion follows. \qed

3.5. Weak limit of minimizers

Lemma 3.6 and Corollary 3.8 imply that up to a subsequence there is a function $u : \mathbb{R}^N \rightarrow \mathbb{R}$ such that for every $T > 0$ $u \in L^P(0,T; W^{s,p}_{(\infty)}(\Omega))$, $\partial_t u \in L^2(\Omega_{\infty})$ and we have the following convergences

- $u_{\ve} \rightharpoonup u$ in $L^P((0,T); W^{s,p}_{(\infty)}(\Omega))$,
• \( \partial_t u_\varepsilon - \partial_t u \in L^2(\Omega_\infty) \).

By lower semi-continuity with respect to weak convergence of \( H \) in \( \xi \) and of the \( L^2 \) norm, Lemma 3.6 and Lemma 3.7 imply

\[
\int_0^\infty \int_\Omega |\partial_t u(x,t)|^2 \, dx \, dt \leq \Lambda, \quad \text{and}
\]

\[
\frac{1}{t_2 - t_1} \int_{t_1}^{t_2} \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u(x,t) - u(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq 2e\Lambda.
\]

for \( 0 \leq t_1 < t_2 < \infty \). In particular, the first estimate implies that

\[
\|u(\cdot,t_2) - u(\cdot,t_1)\|^2_{L^2(\Omega)} = \int_\Omega \int_{t_1}^{t_2} |\partial_t u(\cdot,t)|^2 \, dx \, dt \leq |t_2 - t_1| \int_\Omega \int_{t_1}^{t_2} |\partial_t u|^2 \, dx \, dt \leq \Lambda |t_2 - t_1|.
\]  

(3.9)

**Remark 3.9.** The calculation (3.9) also holds for \( u \) replaced with \( u_\varepsilon \).

We take \( t_1 = 0 \) to get

\[
\int_\Omega |\partial_t u(\cdot,t)|^2 \, dx \leq 2 \int_\Omega |u_0|^2 \, dx + 2t\Lambda.
\]

It follows that for any \( T > 0 \) we have

\[
u \in C^{0,\frac{1}{2}}([0,T];L^2(\Omega)).
\]

### 3.6. Proof of Existence

In this subsection, we will show that \( u \) satisfies the variational inequality (3.2). The computation is similar to [2, Subsection 4.3].

Fix a time \( T > 0 \). For \( \theta \in (0,T/2) \) we define

\[
\xi_\theta(t) := \begin{cases}
\frac{1}{\theta}t & \text{if } t \in [0,\theta) \\
1 & \text{if } t \in [\theta,T-\theta] \\
\frac{1}{\theta}(T-t) & \text{if } t \in (T-\theta,T]
\end{cases}
\]

For any \( \phi \in L^p(0,T;W_0^{s,p}(\Omega)) \) with \( \partial_t \phi \in L^2(\Omega_T) \) and any \( 0 < \varepsilon, \delta < 1 \) the function

\[
\psi = \psi_{\varepsilon,\delta}(\cdot,t) = \delta e^{\frac{t}{\varepsilon}} \phi(\cdot,t) \mathbb{1}_{[0,T]}(t)
\]

is contained in \( N_\varepsilon \). So, \( u_\varepsilon + \psi \) is a valid comparison function for the minimization problem for \( F_\varepsilon \) and

\[
F_\varepsilon(u_\varepsilon) \leq F(u_\varepsilon + \psi)
\]
which, using the convexity of $H$, implies for $\delta$ small that

$$0 \leq \frac{1}{2} \int_0^T \int_\Omega e^{-\varepsilon} \left| \partial_t u_c + \delta \partial_t (e^{\varepsilon} \phi) \right|^2 - |\partial_t u_c|^2 \, dx dt + \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\varepsilon} \left( \frac{H(x, y, (u_c + \delta e^{\varepsilon} \phi)(t, -t) - (u_c + \delta e^{\varepsilon} \phi)(t, y))}{|x-y|^N} \right) \, dx dy dt \leq \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\varepsilon} \delta^2 (e^{\varepsilon} \phi) \right|^2 + \delta \partial_t u_c \cdot \partial_t (e^{\varepsilon} \phi) \, dx dt + \frac{1}{\varepsilon} \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\varepsilon} \delta e^{\varepsilon} \phi \left( \frac{H(x, y, (u_c + \phi)(t, -t) - (u_c + \phi)(t, y))}{|x-y|^N} - \frac{H(x, y, (u_c + \phi)(t, y))}{|x-y|^N} \right) \, dx dy dt$$

Multiplying throughout by $\varepsilon / \delta$ and letting $\delta \to 0^+$ we get

$$0 \leq \int_0^T \int_\Omega e^{-\varepsilon} \delta \partial_t u_c \cdot \partial_t (e^{\varepsilon} \phi) \, dx dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} e^{-\varepsilon} \delta \partial_t u_c \cdot \partial_t (e^{\varepsilon} \phi) \, dx dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \xi \partial_t u_c \cdot \phi \, dx dt + \varepsilon \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \xi \partial_t u_c \cdot \phi \, dx dt$$

Let $v \in L^p(0, T; W^{1,p}_0(\Omega))$ with $\partial_t v \in L^2(\Omega \times (0, T))$ and put $\phi = v - u_c$ above to get

$$\int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, u_c(t, -t) - u_c(t, y)) \, dx dy dt \leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} (1 - \xi) \frac{H(x, y, u_c(t, -t) - u_c(t, y))}{|x-y|^N} \, dx dy dt$$

$$+ \int_0^T \int_{\Omega} \xi \partial_t u_c \cdot (v - u_c) \, dx dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \xi \frac{H(x, y, v(t, -t) - v(t, y))}{|x-y|^N} \, dx dy dt$$

$$+ \varepsilon \int_0^T \int_{\Omega} \left( \xi \partial_t u_c \cdot (v - u_c) + \xi \partial_t u_c \cdot \partial_t (v - u_c) \right) \, dx dt$$

(3.10)

Since,

$$P = \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} (1 - \xi) \frac{H(x, y, u_c(t, -t) - u_c(t, y))}{|x-y|^N} \, dx dy dt$$

$$+ \int_{T-\theta}^T \int_{\mathbb{R}^N \times \mathbb{R}^N} (1 - \xi) \frac{H(x, y, u_c(t, -t) - u_c(t, y))}{|x-y|^N} \, dx dy dt$$

using Lemma 3.7, for $\delta \geq \varepsilon$ we get

$$0 \leq P \leq 4 \theta e \Lambda.$$
We also have, recalling Remark 3.9

\[
\frac{1}{2\theta} \int_0^T \int_{\Omega} |v-u_\varepsilon|^2 \, dx \, dt \leq \left( \frac{1}{2\theta} \int_0^T \int_{\Omega} |v-u_0|^2 \, dx \, dt \right)^{1/2} + \left( \frac{1}{2\theta} \int_0^T \int_{\Omega} |u_\varepsilon - u_0|^2 \, dx \, dt \right)^{1/2} \leq \left[ \frac{1}{2\theta} \int_0^T \int_{\Omega} |v-u_0|^2 \, dx \, dt \right]^{1/2} + \frac{\sqrt{\Lambda}}{2}\sqrt{\theta}^2
\]

Passing to the weak limit as \( \varepsilon \to 0^+ \) in (3.10) and using the monotonicity of \( H \) followed by convexity of \( H \) in \( \xi \) we get

\[
\int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u(x,t) - u(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq \liminf_{\varepsilon \to 0^+} \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,\varepsilon(x,t) - \varepsilon(y,t))}{|x-y|^N} \, dx \, dy \, dt
\]

\[
\leq \left[ \frac{1}{2\theta} \int_0^T \int_{\Omega} |v-u_0|^2 \, dx \, dt \right]^{1/2} + \frac{\sqrt{\Lambda}}{2}\sqrt{\theta}^2 - \frac{1}{2\theta} \int_{T-\theta}^T \int_{\Omega} |v-u|^2 \, dx \, dt
\]

Finally, letting \( \theta \to 0^+ \) we get

\[
\int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u(x,t) - u(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq \int_0^T \frac{1}{2} \|v(\cdot,0) - u_0(\cdot)\|_{L^2(\Omega)}^2 - \frac{1}{2} \|v(\cdot,T) - u(\cdot,T)\|_{L^2(\Omega)}^2
\]

\[
+ \int_0^T \int \partial_t v \cdot (v-u) + \int_0^T \int \frac{H(x,y,v(x,t) - v(y,t))}{|x-y|^N} \, dx \, dy \, dt
\]

which is (3.2). This completes the proof of Theorem 1.4

4. Uniqueness of variational solutions

In this section, we will show that a variational solution is unique provided that the function \( \xi \mapsto H(x,y,\xi) \) is strictly convex proving Theorem 1.5.

To this end, we suppose that \( u_1, u_2 \in L^p(0,T;\mathbb{W}^{s,p}(\mathbb{R}^N)) \cap C^0([0,T];L^2(\Omega)) \) for any \( T > 0 \) are two different variational solutions. We add the two variational inequalities (1.5) corresponding to \( u_1 \) and \( u_2 \), to obtain

\[
\sum_{i=1}^2 \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,u_i(x,t) - u_i(y,t))}{|x-y|^N} \, dx \, dy \, dt \leq 2 \int_0^T \int_{\Omega} \partial_t v \cdot (v-u) \, dx \, dt
\]

\[
+ 2 \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x,y,v(x,t) - v(y,t))}{|x-y|^N} \, dx \, dy \, dt + \|v(\cdot,0) - u_0\|_{L^2(\Omega)}^2,
\]

where we have dropped the negative term from the right hand side and we have defined \( w = \frac{u_1 + u_2}{2} \). We would like to use \( w \) as a comparison function \( v \), however the definition of variational solutions does not admit the
requisite regularity of \( \partial_t w \in L^2(0, T; \Omega) \).

To overcome this, we make use of \( v = [w]_h \) with \( v_0 = u_0 \). Then, by Lemma A.2, we get

\[
[w]_h \in L^p(0, T; W^{k,p}(\mathbb{R}^N)) \quad \text{with} \quad \partial_t [w]_h \in L^2(0, T; \Omega)
\]

and \( [w]_h = u_0 \) on \( (\Omega^c \times (0, \infty)) \cup (\Omega \times \{0\}) \).

Now, choosing \( v = [w]_h \) in (4.1), we get

\[
\begin{align*}
\frac{2}{2} \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u_i(x, t) - u_i(y, t), [w]_h(x, t) - [w]_h(y, t))}{|x - y|^N} \, dx \, dy \, dt & \leq 2 \int_0^T \iint_{\Omega} \partial_t v (v - w) \, dx \, dt \\
& + 2 \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, [w]_h(x, t) - [w]_h(y, t))}{|x - y|^N} \, dx \, dy \, dt = 2I_h + 2II_h. \tag{4.2}
\end{align*}
\]

By Lemma A.2, we have

\[
I_h = \frac{1}{h} \int_0^T \iint_{\Omega} |[w]_h - w|^2 \, dz \leq 0. \tag{4.3}
\]

For \( II_h \), by convexity, we have

\[
II_h \leq \frac{1}{2} \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, [u_1]_h(x, t) - [u_1]_h(y, t)) + H(x, y, [u_2]_h(x, t) - [u_2]_h(y, t))}{|x - y|^N} \, dx \, dy \, dt < \infty.
\]

Therefore,

\[
\frac{H(x, y, [w]_h(x, t) - [w]_h(y, t))}{|x - y|^N} \in L^1(0, T; \mathbb{R}^N \times \mathbb{R}^N).
\]

As a result, by Theorem A.3, we get

\[
\lim_{h \to 0} II_h = \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, \frac{(u_1 + u_2)(x, t)}{2} - \frac{(u_1 + u_2)(y, t)}{2})}{|x - y|^N} \, dx \, dy \, dt. \tag{4.4}
\]

Combining (4.2), (4.2) and (4.4), we get by passing to the limit as \( h \to 0 \),

\[
\begin{align*}
\frac{2}{2} \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u_i(x, t) - u_i(y, t))}{|x - y|^N} \, dx \, dy \, dt & \leq 2 \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, \frac{(u_1 + u_2)(x, t)}{2} - \frac{(u_1 + u_2)(y, t)}{2})}{|x - y|^N} \, dx \, dy \, dt \\
& < \frac{2}{2} \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u_i(x, t) - u_i(y, t))}{|x - y|^N} \, dx \, dy \, dt. \tag{4.6}
\end{align*}
\]

In the last step, we have used strict convexity of \( H \) in \( \xi \) which leads to the desired contradiction. This finishes the proof of the uniqueness of variational solutions to (1.1).

5. Variational Solutions are Parabolic Minimizers

A notion of parabolic \( Q \)-minimizers was introduced by Weiser in [46], which has been useful to study regularity such as higher integrability [37] for parabolic equations, even in measure metric settings [26]. We
define here a notion of parabolic minimizer for nonlocal parabolic equations of the form (1.1) and prove that variational solutions as in (1.5) are parabolic minimizers, although the converse might require additional time regularity.

**Definition 5.1.** A measurable function \( u : \mathbb{R}^N \times (0, \infty) \to \mathbb{R} \) is called a parabolic minimizer for the equation (1.1) if \( u \in L^p(0, T; W^{s,p}(\mathbb{R}^N)) \) for all \( T > 0 \) and \( u - u_0 \in L^p(0, T; W^{s,p}_0(\Omega)) \), and the following minimality condition holds:

\[
\int_0^T \int_\Omega u \partial_t \phi \, dx \, dt + \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
\leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, (u + \phi)(x, t) - (u + \phi)(y, t))}{|x - y|^N} \, dx \, dy \, dt,
\]

whenever \( T > 0 \) and \( \phi \in C_0^\infty(\Omega \times (0, T)) \).

**Theorem 5.2.** If \( u \) is a variational solution of (1.1) in the sense of 1.5, it is also a parabolic minimizer in the sense of Definition 5.1.

**Proof.** Let \( T > 0 \) be fixed and \( \phi \in C_0^\infty(\Omega_T) \). We would like to choose \( \nu = u + s\phi \) as a comparison function in (1.5) but this may not be admissible. We overcome this by mollification in time. Choose \( \nu = \nu_h = [u]_h + s[\phi]_h \) with \( u_0 \) and \( \phi_0 = 0 \) respectively.

Now, observe that

\[
\int_0^T \int_\Omega \partial_t \nu (\nu_h - u) \, dx \, dt \\
= \int_0^T \int_\Omega \partial_t [u]_h ([u]_h - u) \, dx \, dt + s \int_0^T \int_\Omega \partial_t [u]_h [\phi]_h \, dx \, dt + s \int_0^T \int_\Omega \partial_t [\phi]_h ([\nu]_h - u) \, dx \, dt \\
= -\frac{1}{h} \int_0^T \int_\Omega |[u]_h - h|^2 - s \int_0^T \int_\Omega [u]_h \partial_t [\phi]_h \, dx \, dt \\
+ s \int_0^T \int_\Omega \partial_t [\phi]_h ([\nu]_h - u) \, dx \, dt + s \int_\Omega [u]_h(T) [\phi]_h(T) \, dx \\
\leq s \int_0^T \int_\Omega \partial_t [\phi]_h (s[\phi]_h - u) \, dx \, dt + s \int_\Omega [u]_h(T) [\phi]_h(T) \, dx
\]

In the second equality, we have used Lemma A.2 and integration by parts. Plugging this in the minimality condition, we get

\[
\int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \\
\leq s \int_0^T \int_\Omega \partial_t [\phi]_h (s[\phi]_h - u) \, dx \, dt + s \int_\Omega [u]_h(T) [\phi]_h(T) \, dx \\
+ \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, \nu_h(x, t) - \nu_h(y, t))}{|x - y|^N} \, dx \, dy \, dt - \frac{1}{2} \|\nu_h - u(\cdot, T)\|_{L^2(\Omega)}^2.
\]

Dropping the non-positive term from the right hand side and passing to the limit as \( h \to 0 \) by Lemma A.2.
and Theorem A.3, we get
\[
\int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, u(x, t) - u(y, t)) \frac{d x d y d t}{|x - y|^N} \\
\leq s \int_0^T \iint_{\Omega} \partial_t \phi (s \phi - u) d x d t + s \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, (u + \phi)(x, t) - (u + \phi)(y, t)) \frac{d x d y d t}{|x - y|^N} \\
+ s \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, (u + \phi)(x, t) - (u + \phi)(y, t)) \frac{d x d y d t}{|x - y|^N}.
\]

In the second inequality, we have used convexity of \(H(x, y, \xi)\) in \(\xi\). Now, we subtract the second term on the right hand side from both sides, followed by dividing by \(s\), to obtain
\[
\int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, u(x, t) - u(y, t)) \frac{d x d y d t}{|x - y|^N} \\
\leq \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \partial_t \phi (s \phi - u) d x d t + \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} H(x, y, (u + \phi)(x, t) - (u + \phi)(y, t)) \frac{d x d y d t}{|x - y|^N}.
\]

Finally, we let \(s \to 0\) to get the desired conclusion.

\[\square\]

6. Comparison with weak solutions

In this section, we compare the notion of weak solutions to that of variational solutions.

We will first show that if the function \(\xi \mapsto H(x, y, \xi)\) is \(C^1\) and satisfies a comparable growth condition from above namely
\[
H(x, y, \xi) \leq C \left( \frac{|\xi|}{|x - y|^\frac{N}{2}} \right)^p \quad \text{(6.1)}
\]
then a variational solution is a weak solution.

**Definition 6.1.** Let \(\Omega\) be an open bounded subset of \(\mathbb{R}^N\). Suppose that \(H\) satisfies the assumptions (1.2) (1.3) and (6.1) and let the time-independent Cauchy-Dirichlet data \(u_0\) satisfy (1.4).

We say that
\[
u \in L^p(0, T; W^{\frac{N}{2}, p}(\mathbb{R}^N)) \cap C^0(0, T; L^2(\Omega)), \text{ such that } u - g \in L^p(0, T; W^{\frac{N}{2}, p}(\Omega))
\]
and \(\partial_t u \in L^p(0, T; (W^{\frac{N}{2}, p}(\Omega))^*)\), is a weak solution to (1.1) if for every \(\tau \in (0, T)\), we have
\[
\int_0^\tau \iint_{\mathbb{R}^N \times \mathbb{R}^N} \partial_t H(x, y, u(x, t) - u(y, t))(\phi(x, t) - \phi(y, t)) \frac{d x d y d t}{|x - y|^N} \\
+ \int_0^\tau (\partial_t u, \phi)_{W^{\frac{N}{2}, p}(\mathbb{R}^N)} d t = 0, \quad \text{(6.2)}
\]
for all $\phi \in C^\infty_0(\Omega_T)$.

6.1. Time derivative of variational solutions

In this subsection, we will prove that a variational solution $u$ has a time derivative

$$\partial_t u \in L^p(0, T; (W^{k_p}_0(\Omega))^*)$$

We will use the fact that variational solutions are parabolic minimizers as proved in Theorem 5.2. Now, for $\phi \in C^\infty_0(\Omega_T)$, taking $s\phi$ instead of $\phi$ in 5.1, we obtain

$$\left| \int_0^T \int_\Omega u \cdot \partial_t \phi \, dx \, dt \right| \leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{1}{s} \left| \frac{H(x, y, (u+s\phi)(x, t) - (u+s\phi)(y, t)) - H(x, y, u(x, t) - u(y, t))}{|x-y|^N} \right| \, dx \, dy \, dt \tag{6.3}$$

By passing to the limit as $s \to 0$, we get

$$\left| \int_0^T \int_\Omega u \cdot \partial_t \phi \, dx \, dt \right| \leq C \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \left| \frac{\partial_\xi H(x, y, u(x, t) - u(y, t))}{|x-y|^N} \right| \left| \phi(x, t) - \phi(y, t) \right| \, dx \, dy \, dt$$

$$\leq C \| u \|_{L^p(0, T; W^{k_p}(\Omega))} \| \phi \|_{L^p(0, T; W^{k_p}(\Omega))}$$

In the second inequality, we have used the fact that if $H$ satisfies 1.2 and 6.1, then $\partial_\xi H$ satisfies

$$\partial_\xi H(x, y, \xi) \leq C \frac{|\xi|^{p-1}}{|x-y|^p}.$$

For a proof, see [30, Lemma 2.2]. In the third inequality, we have used Hölder’s inequality. Now, since $C^\infty_0(\Omega_T)$ is dense in $L^p(0, T; W^{k_p}(\Omega))$, we get that $\partial_t u \in L^p(0, T; (W^{k_p}_0(\Omega))^*)$.

6.2. Passage to weak solutions

In this subsection, we prove that under (6.1), variational solutions are weak solutions as well. Once again, we use the definition of parabolic minimizers as it is more convenient. In particular, taking $s\phi$ instead of $\phi$ in Definition 5.1, and taking limit as $s \to 0$, we get

$$- \int_0^T \int_\Omega \partial_t u \phi \, dx \, dt = \int_0^T \int_\Omega u \partial_t \phi \, dx \, dt$$

$$\leq \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{\partial_\xi H(x, y, u(x, t) - u(y, t))(\phi(x, t) - \phi(y, t))}{|x-y|^N} \, dx \, dy \, dt.$$

If we take $-s\phi$ instead of $\phi$, we get the reverse inequality. This completes the proof.
6.3. Passage from weak to variational

We will now show that for the functional,
\[ H(x, y, \xi) = \frac{1}{p} \left( \frac{|\xi|}{|x - y|^s} \right)^p \]  
(6.4)
any weak solution with \( \partial_t u \in L^p(0, T; (W^{s,p}_0(\Omega))^*) \) must necessarily be a variational solution in one of two cases, either we have \( p > \frac{2N}{2s + N} \) or we have \( \partial_t u \in L^2(\Omega_T) \).

The condition on time derivative \( \partial_t u \in L^p(0, T; (W^{s,p}_0(\Omega))^*) \) is always satisfied as per the standard theory of monotone operators in Banach space [45]. To proceed with the argument, let \( \phi = v - u \) be our test function where \( v \) is a comparison function. The function \( \phi \) is a valid test function since \( C^\infty(\Omega_T) \) is dense in \( L^p(0, T; W^{s,p}_0(\Omega)) \). We note that
\[ |(u + \phi)(x) - (u + \phi)(y)|^p - |u(x) - u(y)|^p \geq p|u(x) - u(y)|^{p-2}(u(x) - u(y))\phi(x) - \phi(y) \]  
(6.5)
and compute
\[ \int_0^T \langle \partial_t u, \phi \rangle = \int_0^T \langle \partial_t u, v - u \rangle - \int_0^T \langle \partial_t (v - u), v - u \rangle \]
\[ = \int_0^T \langle \partial_t v, v - u \rangle - \frac{1}{2} \int_0^T \frac{d}{dt} \| v - u \|_{L^2}^2 \]
\[ = \int_0^T \langle \partial_t v, v - u \rangle - \| (v - u)(\cdot, T) \|_{L^2}^2 + \| (v - u)(\cdot, 0) \|_{L^2}^2. \]  
(6.6)
The second equality holds in one of two cases. Either \( p > \frac{2N}{2s + N} \) which ensures the existence of the Gelfand triple \( W^{s,p}_0(\Omega) \rightarrow L^2(\Omega) \rightarrow W^{-s,p'}(\Omega) \), so that Theorem 2.6 can be applied. Or we assume that the weak solution \( u \) satisfies \( \partial_t u \in L^2(\Omega_T) \).

Now, by the definition of weak solution (6.2), (6.6) and applying (6.5), we obtain that
\[ \int_0^T \langle \partial_t v, v - u \rangle - \| (v - u)(\cdot, T) \|_{L^2}^2 + \| (v - u)(\cdot, 0) \|_{L^2}^2 \geq \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, u(x, t) - u(y, t))}{|x - y|^N} \, dx \, dy \, dt \]
\[ - \int_0^T \iint_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt. \]
Rearranging the above inequality shows that \( u \) is a variational solution.

Appendix A. Mollification in Time

In the definition of variational solutions, the test functions or comparison functions have additional time regularity compared to the solutions, therefore the variational solutions themselves cannot be used as comparison functions. To fix this, we need a smoothening in time. Let \( \Omega \) be an open subset of \( \mathbb{R}^N \). For \( T > 0 \), \( v \in L^1(\Omega_T) \), \( v_0 \in L^1(\Omega) \) and \( h \in (0, T] \), we define
\[ [v]_h(\cdot, t) = e^{-\frac{t}{h}} v_0 + \frac{1}{h} \int_0^t e^{\frac{s-t}{h}} v(\cdot, s) \, ds, \]  
(A.1)
for \( t \in [0, T] \). The basic properties of time mollification were proved earlier in [25, 1]. We state them below for easy reference and prove the ones that are new.

**Proposition A.1.** ([1, Lemma B.1]) Let \( X \) be a Banach space and assume that \( v_0 \in X \), and moreover \( v \in L^r(0, T; X) \) for some \( 1 \leq r \leq \infty \). Then, the mollification in time defined by (A.1) belongs to \( L^r(0, T; X) \) and

\[
\|\tau[v]_h\|_{L^r(0, T; X)} \leq \|v\|_{L^r(0, t_0; X)} + \left( \frac{h}{T} \left( 1 - e^{-\frac{t_0}{T}} \right) \right)^{1 \over r} \|v_0\|_X,
\]

for any \( t_0 \in (0, T) \). Moreover, we have

\[
\partial_t[v]_h \in L^r(0, T; X) \quad \text{and} \quad \partial_t[v] = -\frac{1}{h}([v]_h - v).
\]

**Lemma A.2.** ([2, Lemma 2.2]) Let \( \Omega \) be an open subset of \( \mathbb{R}^N \). Suppose that \( v \in L^1(\Omega_T) \) and \( v_0 \in L^1(\Omega) \). Then, the mollification in time as defined in (A.1) satisfies the following properties:

(i) Assume that \( v \in L^p(\Omega_T) \) and \( v_0 \in L^p(\Omega) \) for some \( p \geq 1 \). Then, it holds true that \([v]_h \in L^p(\Omega_T)\) and the following quantitative bound holds.

\[
\|\tau[v]_h\|_{L^p(\Omega_T)} \leq \|v\|_{L^p(\Omega_T)} + h^{1/p}\|v_0\|_{L^p(\Omega)}.
\]

Moreover, \([v]_h \rightharpoonup v \) in \( L^p(\Omega_T) \) as \( h \to 0 \).

(ii) Assume that \( v \in L^p(0, T; W^{s,p}(\Omega)) \) and \( v_0 \in W^{s,p}(\Omega) \) for some \( p > 1 \) and \( s \in (0,1] \). Then, it holds true that \([v]_h \in L^p(0, T; W^{s,p}(\Omega))\) and the following quantitative bound holds.

\[
\|\tau[v]_h\|_{L^p(0, T; W^{s,p}(\Omega))} \leq \|v\|_{L^p(0, T; W^{s,p}(\Omega))} + h^{1/p}\|v_0\|_{W^{s,p}(\Omega)}.
\]

Moreover, \([v]_h \rightharpoonup v \) in \( L^p(0, T; W^{s,p}(\Omega)) \) as \( h \to 0 \).

(iii) Suppose that \( v \in L^p(0, T; W^{s,p}_0(\Omega)) \) and \( v_0 \in W^{s,p}_0(\Omega) \) for some \( p > 1 \) and \( s \in (0,1] \). Then, it holds true that \([v]_h \in L^p(0, T; W^{s,p}_0(\Omega))\).

(iv) Suppose that \( v \in C^0(0, T; L^2(\Omega)) \) and \( v_0 \in L^2(\Omega) \). Then, it holds true that \([v]_h \in C^0(0, T; L^2(\Omega)), [v]_h(\cdot, 0) = v_0\).

Moreover, \([v]_h \rightharpoonup v \) in \( C^0(0, T; L^2(\Omega)) \) as \( h \to 0 \).

(v) Suppose that \( v \in L^\infty(0, T; L^2(\Omega)) \) and \( v_0 \in L^2(\Omega) \). Then, it holds true that \( \partial_t[v]_h \in L^\infty(0, T; L^2(\Omega)) \). Moreover, \( \partial_t[v] = -\frac{1}{h}([v]_h - v) \).

(vi) Suppose that \( \partial_t[v] \in L^2(\Omega_T)\) then \( \partial_t[v]_h \rightharpoonup \partial_t[v] \) in \( L^2(\Omega_T) \) as \( h \to 0 \). Moreover, the inequality \( \|\partial_t[v]_h\|_{L^2(\Omega_T)} \leq ||\partial_t[v]||_{L^2(\Omega_T)} \) holds true.

**Proof.** The proofs of statements (i), (iv), (v) and (vi) are the same as in [1, Lemma B.2]. We indicate the modification required for (ii) and (iii).
Proof of (ii). The case $s = 1$ is covered in [1, Lemma B.2]. Therefore, we assume that $s \in (0, 1)$. To begin with, $[v]_h \in L^p(0, T; W^{s,p}(\Omega))$ follows from Proposition A.1. To prove the convergence, observe that the inclusion $[v]_h \in L^p(0, T; W^{s,p}(\Omega))$ implies that the function defined by $f_h(x, y, t) = \frac{[v]_h(x, t) - [v]_h(y, t)}{|x - y|^{\frac{N}{p} + s}}$ satisfies $f_h \in L^p(0, T; L^p(\Omega \times \Omega))$.

The convergence of $[v]_h$ to $v$ in $L^p(0, T; \mathbb{R}^N)$ as $h \to 0$ guarantees pointwise a.e. convergence for a subsequence. Since this is true for any subsequence, we get the convergence $f_h(x, y, t)^p \to \frac{|v(x, t) - v(y, t)|^p}{|x - y|^{N + ps}}$ as $h \to 0$ pointwise a.e. $x, t \in \mathbb{R}^N \times (0, T)$ due to continuity of $f_h$ in $v$.

Now, we will interpret the mollification as a mean with respect to the measure $e^{\frac{t}{h}} ds$ similar to [2, Lemma 2.3]. This will allow us to use the convexity of $f^p_h$ as the $p^{th}$ power of the ratio $\frac{|[v]_h(x, t) - [v]_h(y, t)|}{|x - y|^{\frac{N}{p} + s}}$.

Observe the following chain of inequalities:

\[ f^p_h(x, y, t) = \frac{|[v]_h(x, t) - [v]_h(y, t)|^p}{|x - y|^{N + ps}} = \frac{e^{-t/h}(v_0(x) - v_0(y)) + \frac{1}{h}
int_0^t (v(x, t) - v(y, t)) e^{\frac{t}{h}} ds}{|x - y|^{N + ps}} \]

\[ \leq e^{-t/h} \frac{|v_0(x) - v_0(y)|^p}{|x - y|^{N + ps}} + \frac{1}{h} \int_0^t (v(x, t) - v(y, t)) e^{\frac{t}{h}} ds \]

where we have used the Jensen's inequality in the last inequality.

Since $\frac{|v(x, t) - v(y, t)|^p}{|x - y|^{N + ps}} \in L^1(0, T; L^1(\Omega \times \Omega))$ and $\frac{|v_0(x) - v_0(y)|^p}{|x - y|^{N + ps}} \in L^1(\Omega \times \Omega)$, we conclude that

\[ \left\| \frac{|v(x, t) - v(y, t)|^p}{|x - y|^{N + ps}} \right\|_{L^1(0, T; L^1(\Omega \times \Omega))} \]

by (i) with the additional bound

\[ h \left\| \frac{|v_0(x) - v_0(y)|^p}{|x - y|^{N + ps}} \right\|_{L^1(\Omega \times \Omega)} \to 0 \text{ as } h \to 0, \]

by a version of dominated convergence theorem, we conclude that

\[ \lim_{h \to 0} \int_0^T \int_{\Omega \times \Omega} f_h(x, y, t) dxdydt = \int_0^T \int_{\Omega \times \Omega} \frac{|v(x, t) - v(y, t)|^p}{|x - y|^{N + ps}} dxdydt. \]

This finishes the proof of (ii).

Proof of (iii). The statement may be proved by density of $C^\infty_0(\Omega)$ functions in $W^{s,p}_0(\Omega)$. In particular, if $\phi \in L^p(0, T; C^\infty_0(\Omega))$ is an approximating sequence for a function $v \in L^p(0, T; W^{s,p}(\Omega))$, then $\phi \in L^p(0, T; W^{s,p}(\Omega))$. \qed
We finish this appendix by proving the following theorem.

**Theorem A.3.** Let $T > 0$, and assume that $v \in L^1(0,T; W^{s,1}(\mathbb{R}^N))$ with

$$
\frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \in L^1(0, T; L^1(\mathbb{R}^N \times \mathbb{R}^N)),
$$

and $v_0 \in W^{s,1}(\mathbb{R}^N)$, with

$$
\frac{H(x, y, v_0(x) - v_0(y))}{|x - y|^N} \in L^1(\mathbb{R}^N \times \mathbb{R}^N).
$$

Then, we have

$$
\frac{H(x, y, [v]_h(x, t) - [v]_h(y, t))}{|x - y|^N} \in L^1(0, T; L^1(\mathbb{R}^N \times \mathbb{R}^N)).
$$

Moreover,

$$
\lim_{h \to 0} \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, [v]_h(x, t) - [v]_h(y, t))}{|x - y|^N} \, dx \, dy \, dt = \int_0^T \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{H(x, y, v(x, t) - v(y, t))}{|x - y|^N} \, dx \, dy \, dt.
$$

**Proof.** The proof is the same as that of [2, Lemma 2.3]. The only difference is we use continuity and convexity of $\xi \to H(x, y, \xi)$ and use convergence in $L^1(0, T; L^1(\mathbb{R}^N \times \mathbb{R}^N))$. Indeed, the proof is similar to the one given for Lemma A.2 (ii). \qed
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