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The in-plane infrared and visible (3 meV–3 eV) reflectivity of \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta} \) (Bi-2212) thin films is measured between 300 K and 10 K for different doping levels with unprecedented accuracy. The optical conductivity is derived through an accurate fitting procedure. We study the transfer of spectral weight from finite energy into the superfluid as the system becomes superconducting. In the over-doped regime, the superfluid develops at the expense of states lying below 60 meV, a conventional energy of the order of a few times the superconducting gap. In the underdoped regime, spectral weight is removed from up to 2 eV, far beyond any conventional scale. The intraband spectral weight change between the normal and superconducting state, if analyzed in terms of a change of kinetic energy is \( \sim 1 \text{ meV} \). Compared to the condensation energy, this figure addresses the issue of a kinetic energy driven mechanism.

PACS numbers: 74.25.-q, 74.25.Gz, 74.72.Hs

I. INTRODUCTION

Cuprate superconductors, where the electronic correlations are important, deviate in many fundamental aspects from conventional superconductors. The electronic structure of these materials presents a strong momentum dependence, as demonstrated from, e.g., angle-resolved photoemission spectroscopy (ARPES) experiments.\(^{1,2,3,4,5,6}\) This plays a definite role in the optical and transport phenomena of these high-\( T_c \) materials,\(^{7,8,9}\) and has noticeable consequences in the pseudogap regime\(^{9}\) (for an experimental review of the pseudogap, see the reference\(^{10}\)).

In the superconducting state, the binding of quasi-particles (QP) into Cooper pairs and the concomitant onset of phase coherence between the pair states are well understood in the case of conventional metals. The pairing mechanism and the formation of a coherent state remains a central problem in high-\( T_c \) superconductivity. Various unanswered and possibly contradictory issues are being debated concerning the nature of the pseudogap state (PGS) and its temperature onset.\(^{11}\)

In this paper, we focus on a quantitative analysis in the superconducting state (SCS). More precisely, we investigate the spectral weight \( W \), i.e. the area under the real part of the optical conductivity, defined as:

\[
W = \int_{\omega_{c}}^{\infty} \sigma_1(\omega, T)d\omega,
\]

where \( \sigma_1(\omega, T) \) is the frequency (\( \omega \)) and temperature (\( T \)) dependent conductivity, and \( \omega_{c} \) is a cut-off frequency. The optical conductivity being related to the absorption, the spectral weight calculated up to \( \omega_{c} \) reflects the number of states available for an optical transition up to this energy. It has been known for a long time that there is a noticeable loss of spectral weight in the optical conductivity when high \( T_c \) materials enter the SCS. One key issue is the energy scale over which this loss of spectral weight occurs. It is indeed related to the excitations responsible for pairing. This loss of spectral weight occurs because as superconductivity sets in, single QP states are suppressed and the associated weight is transferred into the zero frequency peak associated with the superfluid condensate.

More precisely, the Ferrell-Glover-Tinkham (FGT) sum rule\(^{12,13}\) requires that the spectral weight \( \Delta W \) lost when decreasing the temperature from the normal state into the superconducting state, must be retrieved in the spectral weight \( W_{s} \) of the \( \delta(\omega) \) function centered at zero frequency. The sum rule is exact if integrating up to infinity, and results merely from charge conservation. Actually, the sum rule is satisfied \( \Delta W \approx W_{s} \) provided the integration is performed up to a large enough value \( \hbar \Omega_M \). In conventional superconductors, \( \hbar \Omega_M \) is typically \( 16\kappa_B T_c \), or about \( 4\Delta \) (\( \Delta \) is the superconducting gap).\(^{12,13}\) \( \hbar \Omega_M \) is considered to be a characteristic energy of the boson spectrum responsible for the pairing mechanism. Would cuprates display this conventional
behavior, then taking a typical maximum gap magnitude (in a d-wave superconductor) $\Delta_M$ of 25 meV yields $\hbar\Omega_M \sim 0.1$ eV. Indeed, from conventional BCS theory, including strong electron-phonon coupling, the amount of violation of the FGT sum rule is of the order of $(\Delta/\omega)^2$ for $\omega \gg 2\Delta$, hence negligible. An apparent violation of the sum rule, i.e. $\Delta W < W_s$ when integrating up to 0.1 eV was observed from interlayer conductivity data: exhausting the sum rule could then require an anomalously large energy scale, which was suggested to be related to a change of interlayer kinetic energy when the superfluid builds up. Although early measurements yielded conventional in-plane energy scales, the decrease of the in-plane kinetic energy, suggested long ago as a possible pairing mechanism in the framework of the hole undressing scenario, was given renewed interest. Indeed, later ellipsometric measurements and IR reflectivity experiments showed that in-plane spectral weight was lost up to the visible range. The key issue which has to be addressed experimentally is whether this spectral weight is transferred into the condensate.

The data presented in this paper report the investigation of the FGT sum rule in three carefully selected thin films from the Bi-2212 family, probing three typical locations in the phase diagram: the underdoped (UND), the optimally doped (OPT) and the overdoped (OVR) regime. A detailed study allows to work out with well controlled error bars the FGT sum rule and the spectral weight changes. We find that within these error bars, retrieving the condensate spectral weight in the OVR and OPT samples requires integrating up to an energy of the order of 0.1 eV (800 cm$^{-1}$), i.e. a conventional energy scale. In the UND sample, about 20% of the FGT sum rule is still missing at 1 eV, and the integration must be performed up to at least 16000 cm$^{-1}$ (2 eV), an energy scale much larger than typical boson energies in a solid, and ~ 100 times larger than the maximum gap. We derive the associated change of the in-plane kinetic energy, which turns out to agree with some theoretical calculations. This paper supplements our previous report on the FGT sum rule, by developing in detail the investigation on the spectral weight distribution in the superconducting state, and by presenting the details of the analysis of the thin-film reflectivity and of the uncertainties.

The paper is divided as follows: after a presentation of the experimental results, we will perform the analysis of the data in terms of the partial spectral weight and the FGT sum rule as a function of the cut-off frequency. We will give an interpretation of the results in terms of a change of the in-plane kinetic energy. In the appendix, we describe the sample fabrication, characterization and selection, and the experimental set-up. Then, we discuss the procedure to derive the optical functions from the reflectivity of a film deposited onto a substrate, giving a detailed account of the experimental uncertainties arising from this procedure, and explaining how we incorporated the uncertainties associated with the low temperature extrapolation of the normal-state spectral weight (which is required to compute correctly the FGT sum rule) into the total error bars.

II. EXPERIMENTAL RESULTS

A. Samples and measurements

The thin films studied in this work were epitaxially grown by r.f. magnetron sputtering on (100) SrTiO$_3$ substrates heated at temperatures $\gtrsim 700^\circ$C. X-ray analyses confirmed that the films are single phase, with the c-axis perpendicular to the substrate, and a cation ratio (in particular a Bi/Sr ratio) corresponding to the stoichiometric one. Their maximum critical temperature (defined at zero resistance) obtained in these conditions is ~ 84 K. The a and b axes show a single orientation (45$^\circ$ with respect to the substrate axes), with possible exchanges between a and b from one grain to another. The directions -Cu-O-Cu- are parallel to the (100) and (010) axes of the substrate. Films prepared by the above procedure are usually in a nearly optimally doped state. The various doping levels (UND and OVR) were obtained by post-annealing the films in a controlled atmosphere. In total, thirteen samples of Bi-2212 thin films were investigated. All the films were first characterized by electrical resistance measurements, and a first estimate of their thicknesses was obtained by Rutherford Back-Scattering (RBS) on samples prepared under exactly the same conditions as the ones used in this work, on MgO substrates. Absolute resistivities were not measured, as this would have required a lithographic etching of the samples, which is incompatible with the optical measurements. As a next step, their optical homogeneity in the mid-infrared was characterized by infrared microscopy ($\mu$IR), as will be described in the appendix. The surface quality in the visible was characterized by optical microscopy.

Another Bi-2212 film on (100) LaAlO$_3$ single crystal substrate, prepared by a high-pressure dc sputtering technique, was also studied. In this case, pure oxygen at a 3.5 mbar pressure was used as sputtering gas, with a 880$^\circ$C deposition temperature. Typical deposition rates being 1000 Å/h, the thickness of Bi-2212 films lies around 4000 Å. Films were post-annealed for 45 min at 0.01 mbar oxygen pressure, yielding films with an optimal oxygen content (maximum critical temperature $T_c = 90$ K). Such fabricated films are single phase and c-axis oriented, as confirmed by different techniques. In $\theta - 2\theta$ scan X-ray measurements, only (001) peaks were observed. The spread of the distribution of c-axis oriented grains tilted away from the surface was obtained from the rocking curves. Such rocking curves around the (001$\bar{0}$) diffraction peak display a width at half-maximum 0.2 – 0.3$, indicating good crystalline quality of the samples. RBS combined with channeling measurements allowed to ver-
IFY THE COMPOSITION AND EPITAXIAL QUALITY OF THE LAYERS. A MEAN ROUGHNESS OF AROUND 4.5 NM IN THE SURFACE OF THE FILMS WAS FOUND BY ATOMIC FORCE MICROSCOPY (AFM). BECAUSE OF THEIR LARGE THICKNESS, THE SUBSTRATE CONTRIBUTION IN SUCH SAMPLES IS ALMOST NEGIGBLE, PROVIDING US WITH A VALUABLE TEST OF THE COMPARISON BETWEEN KRAMERS-KRONIG DATA PROCESSING AND OUR CUSTOMIZED FITTING PROCEDURE, AS EXPLAINED BELOW. FINALLY A SIMILAR YBa$_2$Cu$_3$O$_7$ (YBCO) FILM AT OPTIMAL DOPING, DEPOSITED ONTO LaAlO$_3$ WAS ALSO STUDIED FOR COMPARISON (SEE APPENDIX).

THE FULL INFRARED-VISIBLE REFLECTIVITIES, TAKEN AT TYPICALLY 15 TEMPERATURES BETWEEN 10 K AND 300 K AND AT QUASI-NORMAL INCIDENCE ($\sim 8^\circ$), WERE MEASURED FOR ALL THE FILMS IN THE SPECTRAL RANGE [30 – 7000] cm$^{-1}$ WITH A Bruker IFS 66v Fourier Transform spectrometer, supplemented with standard grating spectroscopy in the range [4000 – 28000] cm$^{-1}$ (Cary-5).

TO DETERMINE THE ABSOLUTE VALUE OF THE REFLECTIVITY, WE USED AS UNITY REFLECTIVITY REFERENCES A GOLD MIRROR IN THE 30 – 7000 cm$^{-1}$ SPECTRAL RANGE, AND A SILVER MIRROR IN THE REMAINING SPECTRAL RANGE. TO ENSURE ACCURACY IN THIS ABSOLUTE MEASUREMENT, THE SAMPLE HOLDER WAS DESIGNED TO ALLOW TO COMMUTE BETWEEN THE REFERENCE AND THE SAMPLE, PLACING ONE OR THE OTHER AT THE SAME PLACE, WITHIN AN ANGULAR ACCURACY BETTER THAN 10$^{-3}$ rad, ON THE OPTICAL PATH, INDEPENDENTLY OF THE OPTICAL (LIGHT-ENTRANCE WINDOWS) OR THERMAL (TEMPERATURE) SET-UP OF THE CRYOSTAT. THE LATTER IS A HOME-BUILT HELIUM-FLOW CRYOSTAT, WITH THE SAMPLE HOLDER IMMERSED IN THE HELIUM FLOW, SO THAT BOTH SAMPLE AND REFERENCE MIRROR ARE COOLED SIMULTANEOSLY. THE TEMPERATURE IN OUR SET-UP CAN BE STABILIZED WITHIN 0.2 K. A CIRCULAR APERTURE PLACED IN FRONT OF THE SAMPLE/REFERENCE POSITION GUARANTEES THAT THE SAME FLUX IS IRRADIATING THE SAMPLE AND THE REFERENCE. THE TEMPERATURE OF THE SAMPLE/REFERENCE BLOCK IS MEASURED INDEPENDENTLY OF THAT OF THE HELIUM FLOW. ONCE THERMAL EQUILIBRIUM HAS BEEN ACHIEVED IN THE ENTIRE CRYOGENIC SET-UP, CONSECUTIVE MEASUREMENTS OF THE SAMPLE AND REFERENCE SPECTRA CAN BE DONE, UNDER EXACTLY THE SAME CONDITIONS. OUR ACCURACY IN THE DETERMINATION OF THE ABSOLUTE REFLECTIVITY IS 1%.

IN ORDER TO EXTRACT THE OPTICAL FUNCTIONS FROM OUR RAW MEASUREMENTS, WE NEED TO KNOW THE FILM THICKNESSES (AS EXPLAINED BELOW). AFTER THE INFRARED MEASUREMENTS, THE FILM THICKNESSES WERE DIRECTLY DETERMINED BY RBS FOR THE OPT AND OVR SAMPLES, YIELDING 395 nm AND 270 nm RESPECTIVELY (THE UNCERTAINTY IN THE THICKNESS GIVEN BY RBS ON FILMS GROWN ON SrTiO$_3$ IS 300 Å). A LOWER BOUND FOR THE UND SAMPLE WAS ESTIMATED BY RBS IN A SAMPLE GROWN ON MgO SIMULTANEOUSLY TO OURS, YIELDING 220 nm. (THE UND SAMPLE ITSELF WAS DESTROYED IN AN UNSUCCESSFUL ATTEMPT TO MEASURE ITS THICKNESS BY TRANSMISSION ELECTRON MICROSCOPY).
It is known that temperature changes of the optical response of cuprates in the mid-infrared and the visible ranges are small, but, as discussed further, cannot be neglected. Yet, as remarked by van der Marel and coworkers, most studies rely on a single spectrum at one temperature in the visible. Moreover, few temperatures are measured, due to the lack of resolution when the temperature-induced reflectivity changes are small. Using thin films rather than single crystals allowed us to measure relative variations in the reflectivity within less than 0.2%, even in the visible range, due to their large surface (typically 6 × 6 mm²). We were thus able to monitor the temperature evolution of the reflectivity spectra in the full available range (30-28000 cm⁻¹). This is obviously important if one is looking for a spectral weight transfer originating from (or going to) any part of the whole frequency range.

B. Raw data

Our films critical temperatures are 70 K (B70KUND), 80 K (B80KOPT) and 63 K (B63KOV). Figure 1(a) shows two reflectivity curves (at T = 250 K and T = 10 K) of the B70KUND sample. This is an example of the typical spectra we have measured. The signal-to-noise ratio is unprecedented, and relative variations of the reflectivity of the order of 0.2% can be measured. Note that, upon increasing doping, the reflectivity increases for a given temperature in this spectral range, as a consequence of the material becoming more metallic.

C. Extraction of the optical functions

The contributions of the substrate to the measured reflectivities preclude the Kramers-Kronig (KK) analysis on thin films. In order to extract the optical functions intrinsic to Bi-2212, we simulated its dielectric function at each temperature and doping levels using Drude-Lorentz oscillators (thus warranting causality). In the superconducting state, where a superfluid exists, we used a London oscillator as well. The London oscillator is indeed necessary to simulate properly the change in slope in the reflectivity observed at low frequencies and low temperatures (Fig. 1 right panels). We then modelled the reflectance of the film on top of a substrate, using the optical constants of SrTiO₃ that, as already stated, were experimentally determined for each temperature. We found that the best description of our data was obtained by assuming an infinitely thick substrate (i.e., no backward reflection from the rear of the substrate; see the Appendix for details). Finally, we adjusted the attempt dielectric function of the Bi-2212 in order to fit accurately the raw reflectivity spectra. Examples of such fits, for the B70KUND sample, are shown in Fig. 1 at far infrared (left panel) and visible (right panel) frequencies. Once the dielectric function is known, we can generate any other optical function, in particular the optical conductivity.

We have verified that, in average over the whole experimental range, a relative error ∆R/R in the fit yields a relative error magnified by at most a factor 10 in the real part of the optical conductivity, provided that ∆R/R ≪ 1. These relative errors spread over 2 – 3 times the range where the deviation to the raw data occurs (see the Appendix, in particular Fig. 1 for details). The thicknesses of the films are also determined by the fit. Fits are accurate within less than 0.5% taking 241, 434 and 297 nm for the B70KUND, B80KOPT and B63KOV samples respectively. These values differ by less than 10% from the RBS measurements. We checked that the associate error in the conductivity, within the experimentally measured range, is less than 10%. The fit yields a valuable extrapolation of the conductivity in the low-energy range (ℏω < 30 cm⁻¹, not available experimentally) which is important in the evaluation of the spectral weight. In this range, however, the relative error in the conductivity was calculated and reaches 20%.  

We have used the thick optimally doped film (T∗=90 K) as a further check of the validity of the fitting procedure. We have compared the conductivities
FIG. 2: Measured reflectivity spectra of the B70KUND sample at 250 K and 10 K (open symbols) and fitted spectra (lines) at far-infrared (left panel) and visible (right panel) frequencies. The fits lie within ±0.1% of the raw data in the full spectral range (up to 25000 cm$^{-1}$). The bulk reflectivities obtained from the fits are also shown. Note that the contribution from the substrate to the raw data is effectively suppressed in the bulk reflectivities.

extracted by the fitting procedure (after full characterization of the LaAlO$_3$ substrate) to the ones obtained by performing a Kramers-Kronig transform of the raw reflectivity data. The reason for this attempt is that the fits show a reconstructed bulk reflectivity for this sample differing within less than 1% from the raw spectrum, in the whole spectral range. This turns out to have a dramatic impact on the conductivity below 100 cm$^{-1}$. However, above this frequency, the conductivities deduced from the fit and from KK transform lie within 20% one from the other, with a systematic trend placing the KK result above the result from the fit. This observation is entirely compatible with all the estimates presented in the appendix. It shows moreover that the fitting is absolutely required for the low frequency analysis and the eventual spectral weight calculations: it is the low frequency range where the penetration length of the electromagnetic wave is large and therefore where the substrate effects are the most detrimental.

Figure 3 shows the conductivity spectra for the B70KUND, B80KOPT and B63KOVR samples, for the same temperatures and in the same spectral range as the reflectivity spectra of Fig. 1. Note that the conductivity values are larger for the overdoped sample, in agreement with a larger density of charge carriers. The low-frequency values of the conductivity are larger for the overdoped sample, in agreement with a larger density of charge carriers. The low-frequency values of the conductivity are reasonable figures for Bi-2212: at 250 K, for example, our DC extrapolations give as resistivities $\rho_{ab} \approx 500 \mu\Omega\cdot$cm for the underdoped sample, and $\rho_{ab} \approx 160 \mu\Omega\cdot$cm for the overdoped one. Furthermore, as can be seen in Fig. 4, the temperature behavior of the DC extrapolations is in agreement with the resistance measurements. For the underdoped sample, the two data points within the resistive transition do not follow the trend of the measured resistance. Whatever the phenomenon causing the large resistive transition (a well documented feature in underdoped Bi-2212 films) it is not taken into account in our analysis, which assumes an homogeneous material. In this respect, the London oscillator used for our fits was only “turned-on” at $T < T_c$ (defined by zero-resistance).

In the normal state, the conductivity spectra of the three samples are qualitatively similar. The weak shoulder at $\sim 200$ cm$^{-1}$ visible in the UND sample down to 150 K has been observed in single crystals as well and remains unexplained so far. The low-frequency conductivity ($\hbar \omega \lesssim 200$ cm$^{-1}$) of the three samples increases when the temperature decreases (metallic behavior), while at higher frequencies, because of the conservation of the spectral weight, the conductivity decreases when the temperature drops. The conservation of the spectral weight in the normal state is retrieved upon integration up to $\sim 2$ eV. The implications of such observation on the electrodynamics of the normal state have already been analyzed.

The superconducting transition is marked, for the overdoped and optimally-doped samples, by a decrease of the conductivity over the spectral range shown in Fig. 3. This effect becomes more pronounced as the temperature continues to drop, so that a clear loss of spectral weight, associated with the formation of the zero-frequency condensate, is observed in this spectral range. In contrast, the low-frequency ($\hbar \omega \lesssim 100$ cm$^{-1}$) conductivity of the underdoped sample does not decrease when temperature decreases below $T_c$, and a large Drude-like contribution persists in the superconducting state. Beyond this energy scale, the normal- and superconducting-state conductivities cross, and there is no clear loss of spectral weight within the spectral range shown in the figure. A deeper analysis is needed in this case, based on the FGT sum rule.
Fig. 3: Selection of conductivity spectra for the B70KUND (upper), B80KOPT (middle) and B63KOVR (lower) samples. For the B70KUND sample, within the showed spectral range, the spectra at 50 K and 10 K are indistinguishable. The error bars in the conductivity spectra are \( \Delta \sigma / \sigma \lesssim 10\% \) for \( \hbar \omega > 30 \text{ cm}^{-1} \), and \( \Delta \sigma / \sigma \sim 20\% \) for \( \hbar \omega < 30 \text{ cm}^{-1} \).

III. ANALYSIS AND INTERPRETATION

A. In-plane FGT sum rule for Bi-2212

Be \( T_A \geq T_c \), and \( T_B < T_c \). From an experimental point of view, the FGT sum rule compares the change in spectral weight \( \Delta W = W(T_A) - W(T_B) \) (Eq. 1) and the superfluid weight \( W_s \).

Within the London approximation, at frequencies below \( \Delta M \), the slope of the real part of the dielectric function \( \varepsilon_1(\omega) \) plotted versus \( 1/\omega^2 \) should be directly related (as was done in our previous report\(^{27}\)) to the superfluid spectral weight \( W_s \) through the “London” frequency \( \Omega_L = c/\lambda_L \), where \( \lambda_L \) is the London penetration depth. However, for the underdoped sample, the presence of a large Drude-like contribution to the conductivity in the superconducting state yields, by this procedure, an overestimate of about \( 15 \text{–} 20\% \) on \( \Omega_L^2 \) (i.e., on the superfluid weight)\(^{39}\). A simulation of this effect shows that, for this sample, the best estimate for the value of \( \Omega_L \) is the input parameter of the fit, whose accuracy (within 0.1%) we have carefully re-worked out. For the optimally doped and overdoped samples there is no significant difference between the slope of the \( \varepsilon_1 \) versus \( \omega^{-2} \) plot and the superfluid input parameters of the fits, in accordance with a weaker contribution of the charge carriers to the superconducting low-frequency conductivity (Fig. 3 middle and lower panels).

In this way we find that, at 10 K, \( \lambda_L = 6250 \, \AA \), 2900 \, \AA\, and 2250 \, \AA\, for the B70KUND, B80KOPT and B63KOVR samples respectively. The values for the overdoped and optimally doped samples are in fair agreement with those reported in the literature.\(^{40}\) There are no reliable data on the absolute value of the London penetration depth for underdoped samples.\(^{41}\)

Figure 4 shows the ratio \( \Delta W/W_s \) for the three samples reported in this work. The changes in spectral weight are taken between 80 K–10 K, 91 K–10 K and 100 K–10 K for the OVR, OPT and UND samples respectively, so that the normal-state temperature lies slightly above the resistive transition regime. In the underdoped sample, we find that at energies as large as 1 eV (8000 cm\(^{-1}\)) \( \Delta W/W_s \approx 0.8 \pm 0.15 \) (details about the evaluation of the error bars will be given below). It approaches 1 at \( \sim 16000 \text{ cm}^{-1} \). A Kramers-Kronig based analysis shows that, beyond this frequency range, the error in the determination of the conductivity (hence the spectral weight) rapidly increases. This is a consequence of the reflectivity for \( \hbar \omega \gtrsim 25000 \text{ cm}^{-1} \) not being available experimentally (see the Appendix for further details).

A large part (~ 20 %) of the superfluid weight in the...
underdoped regime thus builds up at the expense of spectral weight coming from high energy regions of the optical spectrum ($\hbar \omega \geq 1$ eV). Because of our error bars, we cannot make a similar statement for the optimally doped and overdoped samples, where the sum rule may be exhausted at roughly $500-1000$ cm$^{-1}$. The FGT sum rule has been also worked out for the thick Bi-2212 sample using the conductivities deduced from the fit. We do find in this case as well that the sum rule is satisfied for a conventional energy scale ($1000$ cm$^{-1}$).

Our results for the optimally doped and overdoped samples thus do not contradict earlier similar work in YBCO and $Tl_2Ba_2CuO_6+\delta$ (TI-2212). A recent work on underdoped YBCO shows that, in the spectral region where the temperature dependence of the spectra was measured (up to about 5000 cm$^{-1}$), the FGT sum rule is not saturated. On the other hand, our results in the underdoped regime are in agreement with recent ellipsometric measurements in the visible range which showed that in-plane spectral weight is lost in the visible range. However, the latter results did not provide direct evidence that this spectral weight is indeed transferred into the condensate.

The remarkable behavior of the underdoped sample must be critically examined in light of the uncertainties that enter in the determination of the ratio $\Delta W/W_s$. The determination of $\Delta W$ assumes that $W(T_A)$ is a fair estimate of the spectral weight obtained at $T_B < T_c$, defined as $W_s(T_B)$, if the system could be driven normal at that temperature. While this assumption is correct in BCS superconductors, it may no longer be valid for high-$T_c$ superconductors. Hence, our taking the normal-state spectral weight $W(T_A \geq T_c)$ instead of $W_s(T_B)$ (unknown) may bias the sum rule.

The error incurred by doing so can be estimated as follows. Figure 4 displays the temperature dependence, from 300 K down to 10 K, of the spectral weight $W(\omega_c,T)/W(\omega_c,300K)$, for three selected integration ranges, according to Eq. 1. At $\omega_c = 1000$ cm$^{-1}$, for example, the spectral weight exhibits a significant increase as the temperature is lowered, and could therefore keep increasing in the superconducting state. Hence $W(T_A)$ is most likely to give too small an estimate for $W_s(T_B)$ at $T < T_c$, in this energy range. To get a better insight of this possible underestimate, the superfluid weight $W_s(T)$ was added to the spectral weight $W(T_B)$ (open symbols in Fig. 4), at each frequency $\omega = \omega_c$ (for temperatures $T < T_c$). These points represent how $W_s(T_B)$ would evolve at $T < T_c$ if all the superfluid weights were accumulated from the spectral range $0^+ \rightarrow \omega_c$. One can try to infer the evolution of $W_s(T_B)$ from the temperature behavior of the data points close to, but still above, $T_c$. For example, for the underdoped sample, at $\omega_c = 1000$ cm$^{-1}$, one could infer an increase of $\sim 4\%$ of $W_s(T_B)$ from $T_c$ down to 10 K. This translates into an absolute error of about 0.3 in the value of the FGT sum rule at this frequency.

Such estimates have been performed for a number of cut-off frequencies starting from 100 cm$^{-1}$. The error in the FGT sum rule is the largest and most ill-defined at low frequencies (where only a rough estimate is possible), but becomes negligible at 5000 cm$^{-1}$ and above, where the changes with temperature of the normal-state spectral weight should be approximately 10 times smaller than at 1000 cm$^{-1}$ and present a smoother behavior when crossing $T_c$. At 15000 cm$^{-1}$ and beyond (Fig. 6), the normal-state spectral weight is constant for $T < 170$ K, meaning that the redistribution of spectral weight in the normal state lies within this range of frequencies. Above 5000 cm$^{-1}$, the uncertainties that we have to deal with are those due to the error in the relative change of the measured reflectivity with temperature, to the fitting accuracy, and to the determination of $W_s$. The latter two uncertainties are not independent and must be calculated self-consistently. They yield an upper bound of 15–20 % in the uncertainty on the evaluation of $\Delta W/W_s$, for all frequencies. All uncertainties are then represented by the error bars in Fig. 5.

From figure 6 it is clear as well that any other choice of a normal-state temperature $T_A \geq T_c$ can only increase the violation of the FGT sum rule.

Another point that might be considered is whether, and how, the possible existence of a very low frequency mode, below the experimental window of the infrared spectroscopy, could give rise to an effect on the FGT sum rule as the one observed in this work. If such mode exists and could not be unveiled by the data analysis, then it would affect the evaluation of the normal and superconducting spectral weights, and/or of the superfluid density. Assuming that such mode has a simple Lorentzian form, one can straightforwardly show that its effect on
Open symbols are obtained by adding the superfluid weight panel, the dotted lines show approximately the expected location of the open symbols if all the spectral weight was removed from low energy states (see text), and the solid line at 8000 cm\(^{-1}\) shows the average value (between 10 K and 50 K) of the open symbols. In all the curves, the absolute value of the spectral weight is subject to a relative systematic error of the order of 15 – 20%.

The errors in the relative variations of the spectral weight are indicated either by the size of the symbols or by the error bars.

The evaluation of the violation of the FGT rule is at worst \(\Delta \epsilon \times (\Omega_l/\Omega_r)^2\), where \(\Delta \epsilon\) is the oscillator strength of the mode, \(\Omega_r\) its frequency, and \(\Omega_l\) the London frequency of the system. Taking \(\Omega_r \lesssim 10\) cm\(^{-1}\) (our measurements begin at 30 cm\(^{-1}\)) and \(\Omega_l \approx 2500\) cm\(^{-1}\) (for our underdoped sample), one obtains that an effect of the order of 20% on the FGT sum rule (our experimental observation) would need a mode with an oscillator strength \(\Delta \epsilon \gtrsim 10^4\). If such gigantic oscillator strengths can be observed in insulating materials they are physically unreasonable in metallic systems where the low-frequency reflectivity is nearly unity. We have additionally performed numerical simulations on our data to evaluate more accurately the possible effect of such modes. The result is that, even if a very-low frequency mode with \(\Delta \epsilon \sim 10^4\) is included in the fittings, but the accuracy of the fit in the measured experimental range is kept constant, the associated effect in the FGT sum rule is at most of the order of 10% at frequencies up to \(\sim 5000\) cm\(^{-1}\), and negligible or slightly negative (the sum rule violation is enhanced) beyond.

For the underdoped sample, the violation of the sum rule, with \(\Delta W/W_s = 0.80 \pm 0.15\) at 8000 cm\(^{-1}\), is then clearly established. Within the error bars, the sum rule is exhausted in this sample above 16000 cm\(^{-1}\). The fact that the superfluid involves high energy states is compatible with the plot below \(T_c\) of the sum of the spectral weight at finite frequency and the superfluid weight (open symbols in Fig. 6). Unlike the overdoped sample, where at 1000 cm\(^{-1}\) the spectral weight of the condensate already balances the spectral weight lost up to this frequency, in the UD sample the superfluid spectral weight exceeds the loss at 1000 cm\(^{-1}\) (by roughly a factor of 2). This corresponds to \(\Delta W/W_s\) being of order 50% at this energy, consistent with the data of Fig. 5 including the error bars. At 8000 cm\(^{-1}\), for the UND sample, the open symbols of Fig. 6 are consistently above the normal-state spectral weight, suggesting that there is still some spectral weight coming from higher energy, and consistent with the value for the violation of the sum rule at this frequency.

### B. Violation of the sum-rule, change of kinetic energy and pairing mechanism

One interpretation of the sum rule violation can be made in the context of the tight-binding Hubbard model. The relation between the spectral weight over the conduction band and the kinetic energy \(E_{\text{kin}}\) per copper site yields:

\[
\frac{\Delta W}{W_s} + \frac{4\pi c}{376 V \Omega_L^2} (E_{\text{kin},n} - E_{\text{kin},s}) = 1
\]

where \(a\) is the (average) lattice spacing in the plane and \(V\) is the volume per site (SI units). This relation means that a breakdown of the FGT sum-rule up to an energy \(\hbar \omega_c\) of the order of the plasma frequency (\(\sim 1\) eV for Bi-2212) is related to a change in the carrier kinetic energy \(\Delta E_k = E_{\text{kin},n} - E_{\text{kin},s}\) when entering the superconducting state. According to our results in the underdoped...
sample (Fig. 5), \( \Delta W/W_s = 0.80 \pm 0.15 \) at 1 eV and \( \Omega_f^2 = 6.52 \times 10^6 \text{cm}^{-2} \), which yields \( \Delta E_k = (0.85 \pm 0.2) \text{meV per copper site} \). This would be a huge kinetic energy gain, \( \sim 10 \) times larger than the condensation energy \( U_0 \). For optimally doped Bi-2212, \( U_0 \approx 1 \text{Jg-at} \approx 0.08 \text{meV per copper site}^{25}

A similar, though more robust estimate of the kinetic energy gain for the underdoped sample can be made from figure 6 by taking into account the temperature evolution of the spectral weight in the normal and superconducting states, and not just the difference between the spectral weights at 100 K and 10 K. At 8000 cm\(^{-1}\), when the superfluid weights are included below \( T_c \) (open symbols), figure 6 represents the intraband spectral weight, hence \( -E_k \), as a function of temperature. Below 170 K and above the resistive transition at 100 K, the normal-state spectral weight for the underdoped sample levels-off (its average value is represented by the dotted line), and we observe a clear excess of spectral weight in the superconducting state with respect to the average normal-state spectral weight. Taking as well the average of the low-temperature superconducting spectral weight (solid line through the open symbols) we find \( \Delta E_k = (0.83 \pm 0.2) \text{meV per copper site} \), in agreement with our estimate from the violation of the FGT sum rule. If we incorporate the two data points at 80 K and 75 K (within the resistive transition), we find \( \Delta E_k = (0.5 \pm 0.2) \text{meV per copper site}^{26} \).

Various scenarios are consistent with our results. Most of them (but not all) propose a superconducting transition driven by an in-plane kinetic energy change: holes moving in an antiferromagnetic background,\(^{27,48,49}\) hole undressing,\(^{19,20,23}\) phase fluctuations of the superconducting order parameter in superconductors with low carrier density (phase stiffness),\(^{30}\) and quasiparticle formation in the superconducting state.\(^{28}\) There is a quantitative agreement between our results and those of the hole undressing and quasiparticle formation scenarios. Other models have been recently discussed in order to account for these data.\(^{31,32,33,34,35,36}\)

Recently, STM experiments in optimally doped Bi-2212 samples showed small scale spatial inhomogeneities, over \( \sim 14 \text{Å} \), which are reduced significantly when doping increases, and whose origin could be local variations of oxygen concentration.\(^{27}\) Since the wavelength in the full spectral range is larger than 14 Å, the reflectivity performs a large scale average of such an inhomogeneous medium. The implications in the conductivity are still to be investigated in detail, but it is presently unclear how this could affect the sum rule.

**IV. CONCLUSIONS**

In conclusion, we have found for the in-plane conductivity of the underdoped Bi-2212 a clear violation of the FGT sum rule at 1 eV, corresponding to a large (\( \sim 20 \%) \) transfer of spectral weight from regions of the visible spectrum to the superfluid condensate. Within the framework of the tight-binding Hubbard model, this corresponds to a kinetic energy lowering of \( \sim 0.5 – 1 \text{meV per copper site} \). The very large energy scale required in order to exhaust the sum rule in the underdoped sample cannot be related to a conventional bosonic sample, hence strongly suggests an electronic pairing mechanism.
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**V. APPENDIX**

### A. Infrared microscopy characterizations

Even if infrared and visible spectroscopy measures the bulk optical properties of cuprates (the infrared skin-depth of Bi-2212 is \( \gtrsim 3000 \text{Å} \)), a flat surface of high optical quality in the whole measured spectral range is an important requirement for the accuracy in the measurement of the absolute value of the reflectivity. Besides checking our samples under an optical microscope, we characterized the mid-infrared optical quality of our films by infrared microscopy at room temperature, using the infrared microscope of the MIRAGE beamline at LURE (Orsay).\(^{58,59}\) In this microscope, the light being focused on a point on the sample has been previously analyzed by a Fourier Transform spectrometer. In this way, the infrared reflectivity spectrum for each measured point is available. In our case, we worked at a spatial resolution of 20 \( \mu \text{m} \). We then made, for each sample, scans over zones typically \( 160 \times 160 \text{μm}^2 \), recording for each measured point the spectrum in the \([500 – 4000]\text{cm}^{-1}\) range.

Figure 7 illustrates the cases of a good (left) and a bad (right) optical quality in the mid-infrared [the figure in the right corresponds actually to the YBCO thin film, with a \( T_c = 90 \text{K} \)] We found, not surprisingly, that a defect whose size is comparable to the infrared wavelength (\( \sim 10 \mu \text{m} \)), and that is easily spotted with the visible microscope (picture in Fig. 6 right), can perturb drastically the local reflectivity spectra. (We have not, on
FIG. 7: Left: infrared chart of the B70KUND sample. The picture of the scanned region (upper left corner) shows some sub-micronic defects. The reflectivity spectra along the dotted line (upper right corner) are identical, and the integrated reflectivity chart (lower left corner) is homogeneous. (The two peaks correspond to mechanical instabilities in the microscope sample holder during the measurements, and can not be reproduced). Right: infrared chart of a YBCO-7 sample, having surface defects larger than 10 µm. Note that the reflectivity spectra along the dotted line, and the integrated reflectivity chart, both show accidents clearly correlated with the surface defect seen on the picture.

the other hand, found any case where a smooth region in the optical microscope was defective under the infrared microscope). If the ensemble of these infrared-defective regions represents a few percent of the total sample surface, then the average reflectivity of the whole surface will not accurately represent the intrinsic value of the absolute reflectivity of the sample (i.e., the average reflectivity over the whole surface will differ by more than 1% from the actual value of the reflectivity one would obtain with a sample of the same doping characteristics but with a surface free of defects). Our characterizations show as well that the infrared spectra are not sensitive to sub-micronic defects, whose size is comparable to the wavelengths in the visible (Fig. 7 left).

B. Sample selection

A first screening of the samples was done based on their resistive, optical-microscopy and µIR characteristics. We selected the samples showing a metallic behavior in the normal state, having the narrowest transitions (∼20 K to ∼10 K for UND to OVR, respectively), homogeneous under the optical microscope, and displaying homogeneous µIR charts. The reflectivity spectra of the samples thus selected were adjusted to obtain their conductivities, using a fitting procedure that will be discussed in the next section. In this fitting procedure, the thickness of the sample enters as a parameter. Samples whose measured thickness differed by more than 15% (the accuracy of RBS measurements on Bi-2212) from the thickness needed to adjust the measured reflectivity were discarded. Samples showing abnormal electronic behavior (e.g., localized states at low frequency, or a temperature dependence of the low-frequency conductivity not matching the DC measurements) were discarded as well. At the end, three samples having passed confidently all the screenings, and spanning the three different doping regions, were selected for a thorough analysis. The critical temperatures (doping) of the selected films are 70 K (UND), 80 K (OPT) and 63 K (OVR).

The thickness of the films is an important issue: it is needed to deduce the intrinsic optical functions of the Bi-2212 despite the presence of a substrate which modifies the overall reflectivity. After the optical measurements were completed, the thickness of the B80KOPT and B63KOVRI samples was directly verified by a second run of RBS measurements, yielding 395 nm and 270 nm (±30 nm) respectively, in agreement with the thicknesses derived from fitting their reflectivities. The uncertainty of the RBS measurement (larger than 10%) is not quite satisfactory, since as discussed further, it is possible to change the assumed thickness within 10% and the incurred error bar is ∼10%. The B70KUND sample was crucial, and the RBS measurement on a film grown under the same conditions (but on a MgO substrate) yielded 220 nm, already in agreement (within 10%) with the thickness deduced from the fit. We therefore decided to try and achieve a better accuracy using a TEM measurement, thus precluding a second RBS run. This attempt
was unsuccessful.

C. Thin-films: extraction of the Bi-2212 optical functions

Among the various different models we tried for a film on top of a substrate, we found that the best description of our raw reflectivity spectra is obtained by assuming that the light bouncing back and forth within the film interferes coherently and that the substrate has an infinite thickness (no light is reflected from its rear face). The typical thickness of our films being 3000 Å, that of the substrate ~ 0.5 mm, the refractive index of the Bi-2212 film (F) in the mid-infrared (around 800 cm⁻¹, for example) being \( n_F \approx 5 \) and that of the substrate (S) \( n_S \approx 0.1 - 5 \), one can deduce that, in this spectral range, the ratio “optical path / wavelength in the medium” for a round-trip path of the light is about 0.24 for the Bi-2212, and 8 – 40 for the substrate. On the other hand, even if the substrate is transparent in the near-infrared and the visible, its rear face in our films is not polished, so that the light is scattered from this face. The above-mentioned assumptions are thus largely justified on physical grounds.

The interfaces playing a role in our model are thus helium bath-film (HF) and film-substrate (FS). They are characterized by complex reflection \( [r_{12} = (n_1 - n_2)/(n_1 + n_2)] \) and transmission \( [t = 2n_1/(n_1 + n_2)] \) coefficients from medium 1 (refractive index \( n_1 \)) to medium 2 (refractive index \( n_2 \)). The refractive index of the helium bath around the sample is 1. Denoting by \( \rho \) the complex reflection coefficient of our films (the measured reflectivity being thus \( R = |\rho|^2 \)), and by \( \delta \) the thickness of the film, and assuming a coherent interference within the film and an infinite substrate, one easily finds

\[
\rho = r_{HF} + \frac{t_{HF}t_{FS}A_F}{1 - t_{FS}r_{HF}A_F},
\]

where \( A_F(\omega, \delta) = \exp[2i(\omega/c)\eta_F(\delta)] \). Therefore, when the complex refractive indices of the film and the substrate (entering into the various coefficients \( r \) and \( t \)) and the thickness of the film are known, one can describe the measured reflectivity \( R \).

We have measured the reflectivity of a single crystal of SrTiO₃ for all the temperatures and spectral range relevant to our work. We have thus at hand the optical functions of the substrate. Hence, the measured reflectivity spectra can be adjusted by means of the Eq. (3) by simulating only the refractive index of the Bi-2212. The choice of the essay functions to simulate \( \eta_F \) is arbitrary, provided the chosen functions obey causality (see next section). When the fitting is exact, this procedure yields the exact optical functions of the film alone, and the film thickness. The latter has been controlled by RBS measurements (see main text). The uncertainties arising from the accuracy of the fit are discussed in the next section.

D. Thin-film reflectivity: analysis of uncertainties and errors

If \( R(\omega), \omega \in [0, \infty) \) is the complete and exact reflectivity spectrum of a material, then the phase \( \theta(\omega) \) of the complex reflectance coefficient of the system can be deduced from a Kramers-Kronig transformation (TKK) on \( R(\omega) \) alone:

\[
\theta(\omega_0) = -\frac{\omega_0}{\pi} \int_0^{\infty} \frac{\ln[R(\omega)/R(\omega_0)]}{\omega^2 - \omega_0^2} d\omega,
\]

This relation arises solely from the assumption of a linear and causal response of the system to the electromagnetic excitation.

The knowledge of \( R \) and \( \theta \) allows the determination of any optical function \( f(\omega) \) by means of simple algebraic relations. We will write

\[
f(\omega) = f[R(\omega), \theta(\omega)].
\]

It is evident, from (4) and (5), that if the reflectivity \( R(\omega) \) of a given system is known, and if we can exactly fit this reflectivity with any arbitrary essay function obeying causality, then the optical functions issued from this essay function are mathematically identical to those issued from a Kramers-Kronig transformation of \( R(\omega) \). In other terms, an exact fitting from zero to infinity with a causal function is completely equivalent to doing TKK.

Experimentally, the reflectivity is only known within a spectral range \([\omega_a, \omega_b]\). Besides, the reflectivity is never measured with zero uncertainty, neither in absolute value nor in its relative (frequency- and/or temperature-) variations. These two facts affect the accuracy in the determination of the optical functions (either in the fitting or TKK cases), and are the departure point for the analysis of the uncertainties and errors in the determination of the optical functions of a system from its measured reflectivity. In the case of fitting, one additional source of error is the accuracy of the fitting within the measured frequency window.

The uncertainty in the determination of an optical function at a given frequency depends on the uncertainty on the determination of the reflectivity at all the frequencies, as seen from relation (3). Be \( \Delta R(\omega) \) and \( \xi(\omega) \equiv \Delta R(\omega)/R(\omega) \), respectively, the absolute and relative errors in the determination of the reflectivity. The questions at stake in the analysis of the errors in the optical functions are thus:

1. Given the maximum value \( |\xi|_{\text{max}} \) that \( \xi(\omega) \) can take in a frequency range, what is the maximum error expected in the determination of the optical functions?

2. How, in the calculation of the optical functions from the reflectivity, does the error \( \xi(\omega) \) propagate to frequencies \( \omega \neq \omega \)?
To answer these questions, let us call $\Delta \theta$ the error, due to $\Delta R$, in the determination of the phase of the reflectance coefficient. Assuming that $|\Delta R|$ and $|\Delta \theta|$ are small compared to unity (which is always true in the measured spectral range), then the relative errors in the determination of any optical function can be expressed in terms of $R$, $\theta$, $\xi$ and $\Delta \theta$ as:

$$\frac{\Delta f(\omega)}{f(\omega)} = C_\xi(\omega)\xi(\omega) + C_\theta(\omega)\Delta \theta(\omega).$$  \hspace{1cm} (6)

The dimensionless factors $C_\xi$ and $C_\theta$ are different for the different optical functions of a given system. In particular, for the conductivity, it can be shown that $C_\xi \sim (1 - R)^{-1}$. Besides, they have a complicated explicit dependence on $R(\omega)$ and $\theta(\omega)$, so that, for a given optical function, their frequency-dependencies are different for systems with different reflectivities. Hence, $\Delta f/f$ depends on the explicit form of the reflectivity spectrum, and the examination of the uncertainties in the determination of the optical functions has to be made on a case-by-case basis. While an analytical approach to the study of these uncertainties in the case of cuprates can be performed, the calculations involved are too lengthy (though simple; they can be found in reference60) and yield too crude results. For a system with a non-trivial reflectivity spectrum like Bi-2212, it is far more reliable to perform some numerical simulations and to compare them with the analytical studies.

Figure 8 shows a simplified typical reflectivity for Bi-2212. This reflectivity has been constructed by superposing a Drude and various broad Lorentz oscillators. It corresponds approximately to the reflectivity of an overdoped Bi-2212 sample in the normal state. Analyzing an overdoped-like reflectivity that is close to unity at low frequencies sets an upper limit, in this frequency range, to the errors incurred in the determination of the optical functions. Let us then define a “Gaussian perturbation” $\xi_c(\omega)$ (center $\omega_c$, half-width $\sqrt{2}\sigma$) to this “exact” reflectivity:

$$\xi_c(\omega) = \alpha \exp\left[-\frac{(\omega - \omega_c)^2}{2\sigma^2}\right].$$  \hspace{1cm} (7)

This kind of perturbation represents reasonably well the type of errors expected when fitting the experimental reflectivity using Drude and broad Lorentz oscillators, as we have done in this work. We will take $\alpha = |\Delta R/R|_{\text{max}} = 1\%$, $\omega_c = 800 \text{ cm}^{-1}$ and $\sigma = 200 \text{ cm}^{-1}$, as an example of a fitting mismatch of 1% in the mid-infrared (inset of Fig. 8).

Numerical Kramers-Kronig transformations using the same kind of extrapolations for both reflectivities can then be performed to obtain the “exact” and “perturbed” conductivities, and then the relative error in the conductivity introduced by the perturbation. This relative error is shown in Fig. 9, where it is clear that $|\Delta \sigma_1/\sigma_1|_{\text{max}} \sim 5 - 10|\Delta R/R|_{\text{max}}$, and that the perturbation in the conductivity extends over a region of about 3 times that of $\Delta R/R$.

The latter example illustrates well the uncertainties endemic of a fitting procedure. Two other kinds of uncertainties play a role in the determination of the optical functions from reflectivity data, and are to be considered whichever method (TKK or fitting) is used for analyzing the data. These are: the error in the absolute measurement of the reflectivity, and the effect on the measured window of the (unknown) low- and high-frequency response of the system (the problem of the choice of extrapolations when doing TKK).

Analytical studies and numerical simulations60 show that, for a system like Bi-2212, and with an accuracy in the absolute measurement of the reflectivity of the order of 1% (our case), the associated uncertainties in the conductivity become important (20% or more) at frequencies below $\sim 100 \text{ cm}^{-1}$. On the other hand, as this is a sys-
tematic error, it can be largely suppressed by comparing two conductivity curves of the same sample. This is precisely what is done in the evaluation of the FGT sum rule or in the calculation of the relative changes of spectral weight with temperature. Besides, the comparison between the extrapolated zero-frequency conductivity and the resistivity (Fig. 4) narrows the confidence range of the low-frequency conductivity.

As for the effects of the low- and high-frequency extrapolations, the conclusion of our analysis and simulations is that they can perturb the determination of the optical functions up to (at most) twice the first measured frequency and down to (at most) 1/3 of the last measured frequency.
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