Abstract: The objective of this work is focused on improving the optimization ability of the cuckoo search algorithm (CS), and, for this reason, a comparison is made between type-1 and interval type-2 fuzzy logic to look for more promising results in the cuckoo search algorithm (CS), and to help performance, we dynamically adjust the alpha parameter. The idea is to enable CS in leaving the local optima, and then be able to reach the global optima. Currently, there are good results in improving the optimization of algorithms through intelligent fuzzy logic computing after finding the best adjustment parameters. The approach is based on finding the ideal rules with their respective linguistic variables to represent the real world as is perceived by humans. The membership functions that the fuzzy system uses are symmetrically defined for reducing the search space, and this symmetry is what makes the algorithm efficient. We plan to test the proposal in future works in the optimal design of control systems. In the present study, we use five benchmark mathematical functions with variation in the number of dimensions to validate the approach and perform the comparison of interval type-2 and type-1 fuzzy systems in parameter adaptation. For the dynamic adjustment of the parameters, we select the alpha parameter, and the values of Pa and Beta are defined based on the analysis of their behavior in previous works.

Keywords: cuckoo search; interval type-2; type-1 fuzzy system

1. Introduction

In our daily life, there are various tasks that make our activities easier; for this, we can perceive something as basic as using a washing machine, a car, a digital camera, an elevator, etc. that allow us to carry out an activity in less time. In all of these examples, we can denote the implementation of soft computing, which is a branch of Artificial Intelligence (AI) that allows us, through mathematical tools, to implement the way in which we, as human beings, process or manage activities or reasons to recognize objects or people and make decisions. Fuzzy logic is a relatively simple method of information processing, decision making, and process control.

In this article, we will address the concept of fuzzy logic, the contrast between type-1 and type-2 fuzzy, their basic concepts, and the applications that we can find in modern times.

The main motivation of this study is to provide a better performance in CS, and then to be able to implement in future works in different control systems, contribute to the optimization, and compare the results with other metaheuristics.

The idea of fuzzy logic was put forward by Professor L.A. Zadeh of the University of California, Berkeley, in 1965, who published an article called “fuzzy set”, which initiated a new area that is now known worldwide [1,2].

Fuzzy logic has been implemented with bio-inspired algorithms for the optimization of controllers for solving a wide range of problems, such as the case of the galactic swarm algorithm, particle swarm optimization, and hybrid optimization algorithms, in the control...
for rail vehicle systems [3], and control problems [4–9], bio-inspired algorithms have also been compared [10,11] in different applications.

The CS algorithm has been used for capacitated vehicle routing [12], optimal tuning of PID controllers [13], optimal heat exchanger network synthesis [14], imaging systems [15,16], selection of elective subjects in schools [17], in computer vision technology [18], multi-threshold image segmentation [19], and the COVID-19 problem [20], among others.

In a review of the literature, we can find different variants of the CS algorithm with improved beta distribution (IBCS); this parameter is found in the step size in the Lévy flights, which shows a beta distribution in the evolutionary process [21], chaotic cuckoo search [22], the no-linear optimization in CS [23], numerical analysis [24], and Gauss Cauchy with fuzzy logic [25].

The algorithms that implement type-2 fuzzy logic have shown to improve the results [26,27] with respect to the performance of the original versions of the algorithms by increasing the complexity of the dimensions of the problem [28], for example, in control problems [6,13,29,30], which is why we are interested in evaluating a comparison with respect to the original CS algorithm and proving its effectiveness with respect to the proposal.

Different algorithms have implemented type-1 and type-2 fuzzy logic to improve the results with respect to the original algorithm; we know that there are currently several complex algorithms, and that there is no ideal algorithm that fits all real-world problems. This is why different researchers continue to search for new alternatives and proposals for algorithms that implement optimization and thereby improve their performance, reducing time or computational cost; therefore, this is the main objective of our research.

The present work is novel, since the vast majority of investigations, at the moment, only use the CS algorithm, without performing the parameter analysis. The alpha parameter is implicit in the mathematical equation that involves the step size, and if it is not well balanced, it could be bad for the algorithm. However, thanks to the implementation of the type-1 or type-2 fuzzy system, we guide the solutions and obtain promising results.

The present paper includes the following organization. Section 2 presents basic concepts of fuzzy theory and the difference between type-1 and type-2 fuzzy logic, as well as the applications that exist so far. Later, we make an introduction to the concept and operation of the algorithm CS in Section 3. In Section 4, we address the issue of the proposed approach. In Section 5, the benchmark functions are presented, and we describe each of the functions at a mathematical level, as well as the parameters that we consider in the files. In Section 6, we talk about the results, and finally, the conclusions are made in Section 7, where we visualize the results of the statistical tests and foresee future lines of research.

2. Basic Concepts of Fuzzy Logic

To talk about fuzzy sets, it is necessary to describe the concept of the universe of discourse, which is defined by having a range of values which we will call U; for example, U = En, where En is a space of n dimensions, and U is a universe.

The fuzzy set is defined on a universe, which considers taking values in the range of real numbers between zero and one [31,32].

The linguistic variable is a variable that includes a word or sentence in natural language or understanding in artificial terms. For example, to describe a person’s age as a child, young person, or older adult, age will be considered a linguistic variable; instead of using a number, more specific terms such as child, young person, or older adult would be used. In a universe, you have a collection set of linguistic values. Each linguistic value will be associated with a semantic rule; the meaning of a linguistic value is characterized by a function in such a way that a 15-year-old person may have a value of 0.4 that allows him to be compatible with the young linguistic variable. In particular, treating the word young as a linguistic variable with values such as not very young, not very young leads
us to what is called fuzzy logic due to human reasoning that traditional logic could not provide. Therefore, linguistic variables have been found in the field of expert systems in the field of artificial intelligence, as well as pattern recognition, the learning of our tastes in social networks, or in online purchases to offer us products that are attractive to us, as well as medical diagnosis, predictions, the optimization of economic resources, time, natural resources in production lines, among other related areas.

In Figure 1, in the first image, we visualize the classic set theory to know if a person is tall, in a set to which people with a height of 1.8 m would belong. In the second image, we visualize the concept of a fuzzy set for a tall person, in which its approach does not clearly specify by means of a border determining whether or not it belongs to the tall category; said value is in a set of 0 and 1; that is, a person who measures 1.50 could belong to the fuzzy set of tall people with a certain degree.

![Difference between traditional set and type-1 fuzzy sets.](image)

**Figure 1.** Difference between traditional set and type-1 fuzzy sets.

A fuzzy system must have input data, a fuzzifier, a fuzzy inference mechanism through rules (IF-then), a defuzzifier, and must represent a numerical value in the output.

In the literature, we find the introduction to fuzzy systems as a communication mechanism between humans [33], and computing and novel methods for decision making incorporating fuzzy logic that help improve the CPU [34] and the system for climatic decision making to implement in tunnels; this new application uses fuzzy logic and a fuzzy neuro system [32]. Emerging intelligent computing today combines geographic fuzzy logic in a spatial context [35].

Starting from the concept of type-1 fuzzy logic of Zadeh, type-2 fuzzy logic allows us to manage linguistic and numerical uncertainty. Figure 2 shows the difference with respect to type-1 and type-2. The difference is that in type-2, it is required to have a type reducer in the output process to derive a type-1 fuzzy set from a type-2 fuzzy set, such that the gray area represents the footprint of uncertainty, which represents the union of all memberships.

![Difference between fuzzy logic of type-1 and type-2.](image)

**Figure 2.** Difference between fuzzy logic of type-1 and type-2.

By implementing a footprint of uncertainty to the logical function using fuzzy type-2, it is expected that the results will improve significantly. The gray color shows the amplitude of the uncertainty footprint. Visually, it allows us to identify the main difference with respect to type 1 fuzzy logic, which does not have a trace of uncertainty and type 2 fuzzy logic, which does include it.
The main contribution of this work is the proposal of a type-2 fuzzy parameter adaptation in the cuckoo search algorithm, to improve its efficiency, which has not previously been presented in the state of the art. In addition, the application of type-2 fuzzy parameter adaptation in the CS in function optimization is presented.

Currently, there are several investigations that have implemented type-1 fuzzy logic to help diagnose some diseases that help doctors improve early detection diagnoses of various diseases; some cases are: infarction [36], autism [37], and chronic kidney issues [38].

Fuzzy set theory gives way to the set of fuzzy rules from the knowledge of the linguistic variables that allows us to know the degree of membership from the result that we obtain during the process of fuzzification and defuzzification.

3. CS Algorithm

In [14,39], the CS algorithm via Lévy flights was presented. Cuckoos can mimic the behavior of other bird species, such as nestlings. Cuckoos have a peculiar approach to motherhood; they put their eggs in so-called communal nests, which house their eggs, to increase the chance of survival, and cuckoo birds camouflage their eggs in both color and pattern [39–42].

The CS includes randomness to select new solutions, allowing exploration in other search spaces [39].

The CS method has been used in several applications; many researchers continue to propose new variants of the algorithm, but CS needs different parameter values [42].

To achieve good results with the CS algorithm, it is necessary to dynamically control its parameters [39,41]:

1. The Pa is the discovering probability, which helps us to replace nests with no reasonable solutions.
2. The beta parameter serves as a scale factor; this variable is implicit in the Lévy flight equation for exploring and exploiting the search space.
3. The alpha parameter is a factor for convergence speed.

There are other methods similar to the cuckoo search algorithm that, instead of selecting nests, instead have a probability of being selected, and the optimization is based on the evolution based on symmetry; that is, some will have a higher probability than others [43,44].

For generating a new solution, \( x_{(t+1)}^i \), a Lévy flight is given by Equation (1):

\[
x_{(t+1)}^i = x_t^i + \alpha \cdot \text{randn}(\text{size}(D)) \cdot \text{Lvy}(\beta) \cdot s_i
\]

where:
- \( x_{(t+1)}^i \): the new position;
- \( x_t^i \): current position;
- \( \alpha \): scale of the problem;
- \( \text{randn} \): a random;
- \( D \): is the dimensions;
- \( \text{Lvy}(\beta) \): the Lévy flight.

\[
S_i = (x_t^i - x_{\text{best}})
\]

\( x_t^i \): a position in the vector of nest we are evaluating;
\( x_{\text{best}} \): best position.
If \( x_t^i = x_{\text{best}} \), the solution is preserved.

Lévy flight:

\[
\text{Lvy}(\beta) = \frac{\sigma(\beta) \cdot \text{randn}}{|\text{randn}|^\beta}
\]
where:

\[ \beta : \text{a constant (}1 \leq \beta \leq 2). \]

Present standard deviation:

\[
\sigma(\beta) = \begin{cases} 
\Gamma(1 + \beta) \sin \left( \frac{\pi \beta}{2} \right) & \quad \beta \neq 1, 2 \\
\Gamma \left( \frac{3}{2} \right) \beta^{2} \left( \frac{1}{\beta - 1} \right) & \quad \beta = 1, 2
\end{cases}
\]

The gamma function is shown below:

\[
\Gamma(z) = \int_{0}^{\infty} t^{z-1} e^{-t} \, dt \quad (5)
\]

Formulas (1) through (5) are required for the CS algorithm.

CS Algorithm

In this section, we will address the explanation through a flowchart regarding the steps that the CS algorithm follows.

The CS algorithm is a bio-inspired method based on nature; however, we can transfer it to a computational level; in Figure 3, the steps that this algorithm follows are shown.

![Figure 3. Flowchart of the CS algorithm.](image-url)
4. Proposed Approach

This section shows the approach of our work, which shows how our fuzzy systems achieve parameter adaptation.

In Figure 4, the proposed algorithm is presented, where we can appreciate that the CS algorithm will be implemented with type-1 fuzzy logic (FCS1) and interval type-2 fuzzy logic (FCS2). The experiments were performed with a set of benchmark functions.

4.1. Type-1 Fuzzy Logic

This diagram summarizes the operation of type-1 fuzzy inference systems. Figure 5 represents a Mamdani type-1 fuzzy system, which, when applied to the CS algorithm, we called FCS1; it includes one crisp input variable and output variable. The fuzzy input set enters a fuzzy inference system that contains if-then rules. Subsequently, the fuzzy output set enters into a defuzzifier, which has crisp outputs (which results in a single real number).

4.2. Type-2 Fuzzy Logic

This diagram illustrates the operation of the type-2 fuzzy inference system. Figure 6 shows the interval type-2 fuzzy approach for the FCS2, where one input and two outputs are possible, as the final output result is a real number.

A FCS1 FIS comprises a fuzzifier, inference system, rules, and defuzzifier, and FCS2 FIS in its output includes a type reducer [30].
5. Benchmark Functions

In this section, the different benchmark functions that were used to validate the CS algorithms are mathematically described.

In Table 1 show the mathematical functions used in this work.

Table 1. Mathematical functions used in this work.

| Name          | Function                                                                 |
|---------------|--------------------------------------------------------------------------|
| Rastrigin     | \( f(x) = 10d + \sum_{i=1}^{d} (x_i^2 - 10 \cos(2\pi x_i)) \)            |
| Griewant      | \( f(x) = \sum_{i=1}^{d} \frac{x_i^2}{400} - \prod_{i=1}^{d} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1 \) |
| Ackley        | \( f(x) = -20 \exp \left( -0.2 \sqrt{\sum_{i=1}^{d} x_i^2} \right) - \exp \left( \frac{1}{\pi} \sum_{i=1}^{d} \cos(2\pi x_i) \right) + 20 + e \) |
| Sphere        | \( f(x) = \sum_{i=1}^{n} x_i^2 \)                                        |
| Rosenbrock    | \( f(x) = \sum_{i=1}^{n-1} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2] \)    |

To carry out the experiments, we have considered five benchmark mathematical functions with different dimensions to measure the efficiency and performance of the proposed method.

6. Experimental Results

To carry out the set of experiments, it is necessary to specify the parameters that were used, as well as a description of the population and the dimensions used; we address the issue below.

Table 2 shows the used parameters with the experiments for CS, FCS1, and FCS2, with a population of 100 nests for 8, 16, 32, 64, and 128 dimensions.

Table 2. Parameter settings.

| Parameters | CS       | FCS1     | FCS2     |
|------------|----------|----------|----------|
| Pa         | 75%      |          |          |
| Beta       | 1.5      |          |          |
| Alpha      | 5%       | Dynamic  | Dynamic  |

In order to suggest the values of the parameters to be controlled in the fuzzy system, we have previously carried out a study of the parameters [41].
Table 2 shows the experimental results obtained in the simulations, as well as the original CS; FCS1 and FCS2 means are compared, and standard deviations are shown for each function, with 8, 16, 32, 64, and 128 dimensions.

Table 3 shows the results obtained when performing the tests with the sphere benchmark function.

Table 3. Results: the CS, FCS 1, and FCS 2 using the Rosenbrock function.

| Average | Standard Deviation |
|---------|--------------------|
| Dim.    | CS     | FCS1 | FCS2 | Dim.    | CS | FCS1 | FCS2 |
|---------|--------|------|------|--------|----|------|------|
| 8       | 6.62 × 10^{-8} | 9.67 × 10^{-12} | 2.05 × 10^{-11} | 8 | 1.17 × 10^{-7} | 2.40 × 10^{-11} | 4.94 × 10^{-11} |
| 16      | 5.75 × 10^{-1} | 5.68 × 10^{-2} | 7.79 × 10^{-2} | 16 | 6.05 × 10^{-1} | 6.65 × 10^{-2} | 7.55 × 10^{-2} |
| 32      | 1.91 × 10^{1}  | 1.75 × 10{1} | 1.89 × 10{1} | 32 | 4.81 × 10^{0}  | 6.68 × 10^{-1} | 3.45 × 10^{-1} |
| 64      | 6.10 × 10^{1}  | 5.60 × 10{1} | 5.78 × 10{1} | 64 | 3.87 × 10^{1}  | 3.00 × 10^{-1} | 2.21 × 10^{-1} |
| 128     | 3.66 × 10^{2}  | 1.25 × 10^{2} | 1.29 × 10^{2} | 128 | 4.23 × 10^{1}  | 3.47 × 10^{-1} | 9.34 × 10^{-1} |

Table 4 shows the obtained results of the simulation carried out by implementing the Sphere function, making variations in the dimensions. Table 5 shows the results for the Ackley function.

Table 4. Experimental results: the CS, FCS 1, and FCS 2 using the sphere function.

| Sphere Function |
|-----------------|-----------------|-----------------|
| Average         | Standard Deviation |
| Dim.            | CS   | FCS1 | FCS2 | Dim.            | CS   | FCS1 | FCS2 |
| 8               | 7.91 × 10^{-46} | 3.07 × 10^{-55} | 5.18 × 10^{-92} | 8 | 1.61 × 10^{-45} | 8.86 × 10^{-85} | 8.04 × 10^{-92} |
| 16              | 6.78 × 10^{-27} | 2.65 × 10^{-48} | 4.39 × 10^{-48} | 16 | 3.13 × 10^{-27} | 1.39 × 10^{-48} | 2.76 × 10^{-48} |
| 32              | 7.01 × 10^{-15} | 2.36 × 10^{-23} | 1.31 × 10^{-20} | 32 | 2.88 × 10^{-15} | 1.18 × 10^{-23} | 6.57 × 10^{-21} |
| 64              | 6.43 × 10^{-8}  | 5.22 × 10^{-10} | 1.67 × 10^{-7}  | 64 | 2.01 × 10^{-8}  | 1.94 × 10^{-10} | 4.38 × 10^{-8} |
| 128             | 8.33 × 10^{-4}  | 1.54 × 10^{-3}  | 3.33 × 10^{-2}  | 128 | 1.54 × 10^{-4}  | 3.19 × 10^{-4}  | 5.79 × 10^{-3} |

Table 5. Results: the CS, FCS1, and FCS2 using the Ackley function.

| Ackley Function |
|-----------------|-----------------|-----------------|
| Average         | Standard Deviation |
| Dim.            | CS   | FCS1 | FCS2 | Dim.            | CS   | FCS1 | FCS2 |
| 8               | 7.92 × 10^{-15} | 1.95 × 10^{-15} | 2.31 × 10^{-15} | 8 | 3.25 × 10^{-15} | 1.64 × 10^{-15} | 1.76 × 10^{-15} |
| 16              | 2.63 × 10^{-7}  | 4.44 × 10^{-15} | 4.44 × 10^{-15} | 16 | 2.99 × 10^{-7}  | 0.00 × 10^{0}   | 0.00 × 10^{0}   |
| 32              | 1.29 × 10^{-3}  | 3.27 × 10^{-11} | 7.74 × 10^{-10} | 32 | 1.12 × 10^{-3}  | 1.09 × 10^{-11} | 1.81 × 10^{-10} |
| 64              | 2.11 × 10^{-1}  | 1.06 × 10^{-4}  | 1.73 × 10^{-3}  | 64 | 2.71 × 10^{-1}  | 1.95 × 10^{-3}  | 2.44 × 10^{-4}  |
| 128             | 2.79 × 10^{0}   | 2.00 × 10^{-1}  | 1.55 × 10^{0}   | 128 | 2.52 × 10^{-1}  | 3.20 × 10^{-2}  | 1.90 × 10^{-1}  |

In Table 6, the obtained results can be seen, both the average and standard deviation of the Rastrigin function.
Table 6. Results: the CS, FCS1, and FCS2 using the Rastrigin function.

| Dim. | CS     | FCS1   | FCS2   | Dim. | CS     | FCS1   | FCS2   |
|------|--------|--------|--------|------|--------|--------|--------|
| 8    | 1.08 × 10^{-2} | 0.00 × 10^{0} | 0.00 × 10^{0} | 8    | 4.06 × 10^{-2} | 0.00 × 10^{0} | 0.00 × 10^{0} |
| 16   | 1.63 × 10^{1}   | 9.14 × 10^{0}   | 1.00 × 10^{0}   | 16   | 2.35 × 10^{1}   | 3.39 × 10^{0}   | 3.17 × 10^{0}   |
| 32   | 7.83 × 10^{1}   | 7.66 × 10^{1}   | 7.99 × 10^{0}   | 32   | 1.02 × 10^{1}   | 1.70 × 10^{0}   | 1.88 × 10^{0}   |
| 64   | 2.67 × 10^{2}   | 3.05 × 10^{0}   | 3.38 × 10^{0}   | 64   | 2.33 × 10^{1}   | 4.80 × 10^{0}   | 4.58 × 10^{0}   |
| 128  | 7.72 × 10^{2}   | 8.91 × 10^{2}   | 9.49 × 10^{2}   | 128  | 4.16 × 10^{1}   | 6.91 × 10^{1}   | 6.58 × 10^{1}   |

The experimental results for the Griewank function are shown in Table 7.

Table 7. Results: the CS, FCS1, and FCS2 using the Griewank function.

| Dim. | CS     | FCS1   | FCS2   | Dim. | CS     | FCS1   | FCS2   |
|------|--------|--------|--------|------|--------|--------|--------|
| 8    | 2.84 × 10^{-2} | 1.76 × 10^{-2} | 1.35 × 10^{-2} | 8    | 9.53 × 10^{-3} | 8.12 × 10^{-3} | 7.88 × 10^{-3} |
| 16   | 5.01 × 10^{-7} | 8.66 × 10^{-7} | 5.29 × 10^{-7} | 16   | 3.39 × 10^{-6} | 5.21 × 10^{-6} | 8.41 × 10^{-13} |
| 32   | 8.76 × 10^{-8} | 3.24 × 10^{-15} | 3.98 × 10^{-9} | 32   | 1.11 × 10^{-7} | 6.85 × 10^{-15} | 1.80 × 10^{-8} |
| 64   | 3.57 × 10^{-4} | 1.98 × 10^{-6} | 2.74 × 10^{-4} | 64   | 9.93 × 10^{-4} | 1.71 × 10^{-6} | 1.41 × 10^{-4} |
| 128  | 1.72 × 10^{-1} | 2.90 × 10^{-1} | 1.12 × 10^{0}  | 128  | 3.56 × 10^{-2} | 5.09 × 10^{-2} | 2.51 × 10^{-2} |

In Tables 2–6, the experiments were carried out with test mathematical functions, varying from 8, 16, 32, 64, and 128 dimensions, in order to analyze the behavior of the algorithm with respect to the original algorithm and demonstrate that the results can be optimized by implementing type-1 and type-2 fuzzy logic.

7. Conclusions

In the present work, we visualize the results of CS implementing type-1 and type-2 fuzzy logic. The tests were carried out with benchmark mathematical functions, showing that for all the dimensions, our proposals, with respect to the average results, show that the FCS1 and FCS2 algorithms are better than the original CS in the Rosenbrock, sphere, Griewank, and Ackley functions. The Rastrigin function is a complex function for the proposal, for which further study is required to find alternatives for the search space range, and iterations to analyze its behavior. We have to mention that the membership functions that the fuzzy system uses are symmetrically defined for reducing the search space of parameter values, which helps the efficiency of the proposed parameter adaptation. We have to mention that one limitation of our study is that the type-2 fuzzy CS variant is slower than the type-1 variant and the original CS, but results are better. In any case, the optimization is performed offline for designing the optimal architectures or topologies of intelligent systems; this will not be a significant problem.

As a future work, we will analyze the behavior of the FOU (footprint uncertainty) to evaluate its behavior when increasing or decreasing the FOU size. We believe that finding the optimal FOU will improve the results even more. Moreover, we plan to implement generalized type 2 fuzzy logic for improving CS, but it is important to find the ideal values of the parameters to be able to consider generalized type 2 fuzzy logic. In addition, we plan to optimize fuzzy controllers with the fuzzy variants of CS proposed in this paper. This is intended to contribute to the optimization of the bio-inspired search algorithm of cuckoo search with Lévy flights. Finally, we could apply the proposed optimization to other problems, such as in time series prediction [45].
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