Understanding or Manipulation: Rethinking Online Performance Gains of Modern Recommender Systems

ZHENGBANG ZHU, Shanghai Jiao Tong University, China
RONGJUN QIN, National Key Laboratory for Novel Software Technology, Nanjing University, China and Polixir Technologies, China
JUNJIE HUANG and XINYI DAI, Shanghai Jiao Tong University, China
YANG YU, National Key Laboratory for Novel Software Technology, Nanjing University, China and Polixir Technologies, China
YONG YU and WEINAN ZHANG, Shanghai Jiao Tong University, China

Recommender systems are expected to be assistants that help human users find relevant information automatically without explicit queries. As recommender systems evolve, increasingly sophisticated learning techniques are applied and have achieved better performance in terms of user engagement metrics such as clicks and browsing time. The increase in the measured performance, however, can have two possible attributions: a better understanding of user preferences, and a more proactive ability to utilize human bounded rationality to seduce user over-consumption. A natural following question is whether current recommendation algorithms are manipulating user preferences. If so, can we measure the manipulation level? In this article, we present a general framework for benchmarking the degree of manipulations of recommendation algorithms, in both slate recommendation and sequential recommendation scenarios. The framework consists of four stages, initial preference calculation, training data collection, algorithm training and interaction, and metrics calculation that involves two proposed metrics, Manipulation Score and Preference Shift. We benchmark some representative recommendation algorithms in both synthetic and real-world datasets under the proposed framework. We have observed that a high online click-through rate does not necessarily mean a better understanding of user initial preference, but ends in prompting users to choose more documents they initially did not favor. Moreover, we find that the training data have notable impacts on the manipulation degrees, and algorithms with more powerful modeling abilities are more sensitive to such impacts. The experiments also verified the usefulness of the proposed metrics for measuring the degree of manipulations. We advocate that future recommendation algorithm studies should be treated as an optimization problem with constrained user preference manipulations.
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1 INTRODUCTION

With the popularity of the Internet and the growth of User Generated Content (UGC) [50] during recent years, we are being overwhelmed by a massive volume of information. To save users from information overload, recommender systems have been widely applied in today’s short video [55], news [87], and e-commerce [17] platforms. Different from traditional information retrieval techniques, recommender systems are considered to be more advanced by using user information to personalize the recommendations. This is accomplished through the prediction of the relevance between users and documents. There are various recommendation algorithms proposed for relevance modeling, and their development is evidenced by the progressive improvement in various offline and online metrics. Offline metrics refer to those that can be evaluated with a static dataset and without interactions with real users. For example, Normalized Discounted Cumulative Gain (NDCG) is commonly used in recommendation literature to measure how well the model ranks more relevant documents at the top of the list. On the other hand, online metrics have to be computed by deploying the trained model online and gathering feedback from real users. As a general case of online metrics, Click-Through Rate (CTR) shows how often people click on the displayed documents by a recommendation algorithm.

While improved online metrics bring more traffic and revenue to the platform, it is questionable whether existing online metrics are aligned with the aspiration of recommender systems, which is to help people find relevant or favored content. As revealed by research in behavioral economics, humans make decisions with bounded rationality [77]. Bounded rationality is contrary to expected-utility models [75] where decisions made are always optimal under some expected utility function. Instead, humans are trying to make optimal decisions, but are bounded by various cognitive limitations, e.g., limited memory and decision time. Under the bounded rationality framework, a variety of phenomena have been observed and investigated, such as the decoy effect, confirmation bias, anchoring effect, and so on [29, 62, 81]. Most of them are possible in online recommendations, which are already studied by prior works [1, 53, 85]. Once a recommender system is deployed online, it will actively interact with human users of bounded rationality. Therefore, we cannot distinguish whether the active participation of users is due to the system’s accurate grasp of their preferences or to an over-exploitation of their psychological weaknesses. To our knowledge, there is no existing work that studies whether the performance gain of current recommendation algorithms in online metrics comes from the utilization of bounded rationality.

Since intrusive evaluations directly on the production platform can have a negative impact on the company’s benefits, building simulated interactive environments is used to assess the properties of algorithms when interacting with users without actually going online. Agent-based user simulations are adopted by early works in building dialogue systems [74], where user behaviors are simulated by either predefined rules [52, 67] or statistical models trained on a small amount of data [51]. In recent years, a series of simulation frameworks or specific environments have been proposed in the field of recommender systems. Recsim [42] is a general framework for simulating the interactive process of online recommendations, where the whole recommender system is decomposed into separate configurable components. Shi et.al. [80] propose Virtual-Taobao as an interactive e-commerce environment, in which the user behaviors are given by a neural model adversarially trained on real logged data. However, the evaluation criteria adopted in existing works
Fig. 1. Examples of two typical scenarios in recommender systems. On the left is the search result in an e-commerce platform, referred to as slate recommendation. On the right is the illustration of a recommendation queue in music platforms, referred to as sequential recommendation.

are aligned with traditional online metrics, and there is no simulation framework to specifically test the extent to which recommendation algorithms manipulate user preferences.

To relieve these concerns, in this article, we provide a general simulation framework MIRROR to evaluate the manipulations of user preferences from recommendation algorithms. The evaluation consists of four stages. In the first stage, each simulated user is presented with all the documents one by one to get a score for each document. Since the scoring happens before the interactions with recommender systems, and each document itself makes up a slate, such scores are not influenced by historically viewed documents or by other documents within the same recommended slate. Therefore, the obtained scores can serve as the initial preferences of users. In the second stage, we generate training datasets by using pre-defined initial recommendation strategies to interact with users. To acquire a diverse set of training datasets to study the impact of how training datasets influence trained models, we mix the datasets from multiple initial strategies with different ratios. After that, in the third stage, the recommendation model is trained on those datasets and evaluated by interacting with simulated users. At the final stage, the interaction data, as well as users’ initial preferences, are jointly used to compute evaluation metrics. By incorporating the initial preferences, we define the notion of favorite documents and propose several manipulation-aware metrics. Those metrics can be used in both slate and sequential recommendations, which are two typical recommendation scenarios as illustrated in Figure 1. Intuitively, if the users click on more documents but less proportion of favorite documents, we say the recommendation algorithms are manipulating the users’ preferences. Also, the manipulations can be quantified by the long-term shift in users’ unbiased preferences.

Under the proposed framework, we conduct extensive studies based on four different simulation experiments, two of which are rule-based and the other two are data-driven. Those environments cover both slate and sequential recommendations. In slate recommendations, we find that compared to simple point-wise models, the reranking methods with the ability to model item relationships within one slate tend to generate recommendations that have higher clicks but a lower proportion of clicks on favorite documents. As the training data contains more slates with manipulations, all the algorithms recommend slates with increasing clicks and decreasing proportion of favorite documents clicked. Moreover, our case study reveals that the reranking method makes use of comparison bias, where people tend to choose those documents if they have already seen similar but worse alternatives within the same list. In sequential recommendations, the experimental
results show that sequential recommendation algorithms that take users’ recent interaction history into account can lead to more significant manipulation of users’ preferences.

To summarize, the main contributions of our work are

– We put forward the potential issue of manipulations on user preference in current recommendation systems, and propose a general and configurable framework named MIRROR that can quantify the degree of such manipulations of recommendation algorithms. The core procedure inside the benchmark is to make simulated users view and score the entire documents one by one, through which we can access the initial preferences of each user.
– By utilizing the proposed framework, we instantiate four benchmark scenarios, ranging from slate recommendations and sequential recommendations, and including both synthetic and data-driven user behavior models.
– We benchmark several recommendation algorithms under these scenarios, and draw up a number of key findings on manipulations from recommendation systems.
  – In both slate and sequential recommendations, better performances on traditional online metrics are accompanied by more manipulations on user preference.
  – In both slate and sequential recommendations, the degree of manipulation from recommendation algorithms is overall positively correlated with the manipulation degree of the recommendation algorithm that collects the training data.
  – In slate recommendations, reranking methods are more actively using the mutual influence of documents within the slate to improve the overall clicks compared to point-wise ranking methods. And such influence often leads users to click on documents they do not originally favor.
  – In sequential recommendations, recommendation models that take the user’s recent interaction behavior into account can make users choose less proportion of originally favored documents and induce greater changes to user preferences.

The remaining part of this article is organized as follows. Section 2 provides an overview of current recommender systems and the emerging concerns on negative impacts. In Section 3, we make two necessary assumptions to delimit the scope of manipulations studied in this article. In Section 4, we introduce our benchmark framework MIRROR, including its components, benchmark procedure, and evaluation metrics. In Section 5, we conduct four benchmark experiments and analyze the results. Related works are summarized in Section 6. We finally conclude this article in Section 7.

2 AN OVERVIEW OF CURRENT RECOMMENDER SYSTEMS

We are living in an era of information explosion. With the popularity of the internet, we have access to far more information than ever before, making it difficult to find what we need among the vast amount of content. To save people from information overload and find the most relevant content for each of us, modern recommender systems make use of rich user profiles to model user preferences. These systems utilize techniques like collaborative filtering to guess what users might favor, using not only their own but also other users’ behaviors. The more you use the recommender system, and the more other people are using the system, the more you will be recommended with relevant results [49, 73].

If we look at the other side, the situation is also thriving. For companies who are deploying large-scale recommender systems on their products or platforms, personalized recommendation greatly improves the retention rate of users, as well as the clicks or purchases, depending on the service they provide. The method from a pioneer study [25] from Google achieves an average increase of 38% in click rates on its news platforms with the personalized recommendation, compared to general methods. Even more gratifyingly, the e-commerce giant e-Bay reported a 500% spike in
Gross Merchandise Volume in online A/B Testing [18] with their personalized recommendation. In industry, recommender systems are continuing to iterate, taking advantage of the increasing amount of data and computing power available to deliver significant revenue for businesses.

Let us briefly review the working mechanism of a standard recommender system. As illustrated in Figure 2, we consider the multi-stage recommendation setting with user clicks as feedback. The users can interact with the recommender system $R$ for one or multiple rounds. Each round starts with a user $u$ proposing a query $q$ to $R$. During round $r$, the user is recommended with a sorted list of $T$ documents $D^r = \{d^r_1, d^r_2, \ldots, d^r_T\}$, and the user can choose to click on any number of documents, forming a click sequence $C^r = \{c^r_1, c^r_2, \ldots, c^r_T\}$. The process continues until the user exits.

The recommended list $D^r$ is generated by the recommender system from a three-stage procedure. A small candidate set $D_q$ is first retrieved based on $q$ by a recall algorithm from the full document set. Then the documents in the candidate set are scored and sorted by a ranking algorithm. Top-$T$ ranked items form the initial ranking list and are subsequently processed by a reranking algorithm to get a refined order. The reordered list is used as the recommended list $D^r$ and displayed to the user. Feedback from users is logged and stored as the dataset, which is used for improving the algorithms of each stage. The ranking and reranking algorithms are the core of the recommender system and have experienced rapid growth in recent years. Since deep learning-based methods play a dominant role in the industry [20, 34, 100], here in this article, we only discuss ranking/reranking algorithms that are based on neural networks.
In the following parts, we consider two different scenarios of recommendation. In the first slate scenario, we only use the user-item information within this round as the input of the recommender. Ranking and reranking algorithms are discussed in this part. In the second sequential scenario, we use cross-round information as model input. Users’ historical interaction data from previous rounds are used as model input to capture the users’ preference drift. In this part, we include traditional sequential recommendation solutions and recent offline reinforcement learning-based methods.

2.1 Slate Recommendation

Learning to rank (LTR) methods have been widely applied in slate recommendation \cite{98}, where the most relevant items are sorted and displayed as ranked lists. Apart from a simple point-wise approaches where ranking is modeled as the accurate prediction of the ground truth label for a single document, pairwise or listwise approaches have been explored. Pairwise approaches consider the relative order between a pair of items. As a representative of pairwise methods, RankNet \cite{9} formulates the ranking problem as pairwise classification, where the loss function is constructed by the relative relationship between scores of item pairs. Listwise approaches consider the entire group of documents in the candidate set and their order in the list. LambdaRank and ListMLE are two important list-wise approaches. LambdaNet \cite{10} uses a weighted pairwise loss function to optimize the bound of ranking metrics such as NDCG \cite{90}. ListMLE \cite{93} constructs the maximum likelihood loss on items in the entire list with the Plackett-Luce model assumption, which tackles the ranking list generation task in a more direct way.

In real-world ranking systems, neural structures are often used to extract rich feature interactions of each user-item pair. He et al. \cite{38} utilizes a multi-layer perceptron (MLP) structure to model the feature interactions of each user-item pair, which is extended in \cite{37} by using convolutional neural networks (CNN) to further extract potential interactions across embedding dimensions. Wide & Deep \cite{20} is built upon a hybrid network structure, where a linear model delivers a wide set of cross-product features along with a deep feed-forward network modeling complex and implicit interactions. DeepFM \cite{34} combines the factorization machine and deep models to handle low-order and high-order separately, and no need for any feature engineering compared to Wide & Deep.

In Multi-stage Recommender Systems (MRS), besides former deep models that encode each user-item pair separately, neural reranking models are applied after the normal ranking stage to further encode interactions between items. After candidate items are scored and ranked by ranking models, the top-ranked ones are fed into a sequence model for reranking rather than directly displayed to the user. The reranking model takes the mutual influence of items in the same list into consideration, which can further improve the quality of recommended lists. DLCM \cite{2} employs a recurrent neural network to learn a local context embedding of all top retrieved items from the ranking process. Later, PRM \cite{66} and SetRank \cite{64} adopt the self-attention structure for more flexibility and efficiency, where PRM additionally utilizes a pre-trained personalized matrix to calculate the embedding.

2.2 Sequential Recommendation

Sequential recommendation utilizes users’ historical interaction data to capture the dynamic drifts in user preferences. Sequential recommendation views users’ preferences as an ever-changing process, which can be influenced by previously recommended items or other external factors, and expressed as users’ recent behaviors. Earlier works based on Markov chains \cite{35, 36, 70} model the users’ behavior as a Markov chain and predict users’ next behavior based on their previous actions. Deep learning-based methods have been popular in sequential recommendation. There are RNN-based methods \cite{6, 39, 40, 45}, CNN-based methods \cite{48, 84}, and transformer-based methods \cite{48}.
Offline reinforcement learning (RL) methods are also adopted to facilitate sequential recommendations. Reinforcement learning originated from the optimal control domain, which actively learns control policies from reward signals collected through continual interactions with the environment, e.g., video games [60] or physical simulators [76]. The cost of interacting with the environment is one of the major obstacles to applying RL methods to real-world scenarios. Such cost is especially notable in the recommendation, where the randomness in the recommended items might harm the user experience and reduce the platform revenue. Offline RL methods are RL algorithms that only learn from static datasets without interaction with the user, which enjoy the advantage of RL-based methods but avoid the exploration cost. Xiao and Wang [94] propose a general framework for applying offline RL in sequential recommendations and using a stochastic actor-critic structure with several regularization techniques to stabilize training. In a study by Garg et al. [30], a variant of Batch-Constrained Q-Learning [28] with a distributional objective is applied and outperforms the supervised learning methods to a large extent.

2.3 Rising Concerns Behind the Prosperity

We have witnessed that the evolution of existing recommendation algorithms is mainly along the lines of using increasingly complex neural networks to model, using increasingly rich interaction data, and even employing more active optimization goals (as those used in offline RL methods). On the one hand, recommender systems are developed and deployed by companies and platforms as a tool to improve revenue, and users do not have access to technical details. On the other hand, due to the black-box nature of neural networks, especially those with numerous parameters, even the developers themselves can not fully understand how the models work [27, 97]. Such a lack of transparency has led to rising concerns about the seeming success of recommender systems. There are several recent studies on the ethical issues with the commercial recommendation. A comprehensive review article [57] discusses ethical challenges in deploying recommender systems, such as fairness, privacy, and potential negative social impacts. Paraschakis [65] has proposed a framework to guide how to promote fairness, privacy protection, and algorithmic opacity throughout the workflow of the recommendation system. However, how to completely eliminate the aforementioned ethical problems remains an open problem.

We focus on another ethical question that is seldom mentioned by previous works: are recommender systems manipulating users’ preferences for higher revenue? Typical recommender systems are trained with offline data and evaluated using both offline and online metrics. Offline metrics measure how well the algorithm fits the distribution of the data set, while the situation with online metrics is more complicated. Human decision-making has bounded rationality and is easily influenced by the displayed items. The behavioral economics community has studied some typical phenomena, e.g., the decoy effect, the confirmation bias, and the anchoring effect [3, 11, 14, 47]. Recommendation systems are likely to exploit these psychological weaknesses and biases to achieve higher performance in online metrics, which we call manipulation. While such manipulation can lead to an increase in user clicks, the items clicked on are not necessarily those the user preferred in the first place.

The manipulations of user preferences can arise either intentionally or unintentionally. Since most recommender systems operate as a “black box”, it is hard to distinguish whether manipulations originate from intentional design or more sophisticated modeling of user behavior and biases in the data, and so on. We are not trying to explore the causes or motives behind the manipulative behavior of recommender systems, but rather to quantitatively measure whether such manipulation exists. From a consequentialist perspective, recommender systems that manipulate user preferences cause equal harm to users, regardless of the initial intent.
In this article, we are dedicated to proposing a general framework for evaluating representative recommendation algorithms for the degree of manipulation in user preferences and demonstrating the effectiveness of the proposed framework under various use cases.

3 ASSUMPTIONS

Before presenting our evaluation framework, we need to state two important assumptions.

First, we expect the proposed framework to work in a fully offline manner to avoid direct interactions with real users. This is because such interactions with evaluation purposes on industrial-level recommender systems are often costly and may harm the platform’s revenue. Learning user models from existing offline interaction datasets is an alternative choice. In those datasets, we only have access to the observed behavior of the users, such as clicking, but not the reasons behind the behavior. In this case, it is difficult to figure out what the user is really thinking inside their mind. Therefore, we make the following assumption.

Assumption 1. The observed user’s behavior is a true reflection of user preferences at that moment. Notice that the preferences under Assumption 1 are dynamic, since the clicking behavior of a user at a certain moment may be influenced by items that she has seen before [63] or other items on the same slate [93]. It is due to this dynamic nature that recommender systems have the potential to increase the platform’s revenue by influencing the users’ immediate preferences to deviate from their initial preferences prior to interacting with the system.

As we mentioned in Section 2.3, the manipulations of users’ preferences may be intentional or unintentional. Some might argue that only intentional influences on users’ preferences can be called manipulation. We clarify that we do not aim at distinguishing the motivations of those manipulations in this study, which is hard and unnecessary from a consequentialist perspective. Therefore, we introduce another assumption to emphasize the simplification.

Assumption 2. A recommender system is considered to have manipulated a user’s preferences if (1) the user’s preferences change during the interaction with the system compared to those before the interaction and (2) this change results in an increase in the platform’s revenue, such as clicks or purchases. With Assumption 2 in mind, as long as we can assess users’ initial preferences, their immediate preferences when interacting with a recommender system, and the potential impact of users’ behavior on the platform’s revenue, we can measure the extent to which that recommender system manipulates users’ preferences.

4 THE GENERAL FRAMEWORK FOR MANIPULATION EVALUATION

In this section, we introduce our evaluation framework, Mirror, in detail. The naming Mirror implies that we expect to mimic user preference dynamics and reflect the manipulations from recommender systems on user preferences by constructing the simulated user behavior models. Being modular and customizable, this framework is generic and can fit into a wide variety of specific scenarios. We start with the descriptions of the main components involved and then demonstrate the interactive process using these components. The interactive process consists of four stages: (1). initial preference calculation; (2). training data collection; (3). algorithm training and interaction; (4). metrics calculation. In this section, we illustrate each stage in an abstract manner, and later in experiments we show how each stage can be instantiated according to different scenarios. We present a diagram of basic components and interactive process of Mirror in Figure 3.

4.1 Main Components

Here we discuss the main components used in Mirror. Each of the components can be instantiated with specific implementations, and each combination of these components forms a distinct
scenario to evaluate the recommendation algorithms. Among those components, the action model $M$ is the central part that simulates the users’ responses to recommender systems. Different instantiations of the action model can reveal distinct aspects of potential manipulations from recommender systems. We start with other components involved and then elaborate on the details of the action model.

**Document Set.** The document set $D$ is a data storage that includes all documents used in the scenario. It should support fetching all available documents under a specific query. Note that in some recommendation scenarios, a user does not start with a query, and any documents can be recommended. In such cases, we assign all users with the same query vector and bind all documents to that single query.

**Document Sampler.** In most cases, the complete document set with respect to a query is too large to be directly fed to ranking algorithms. Therefore, a document sampler is adopted to recall a subset of all available documents to pass to the ranking algorithms. We use random sampling or weighted sampling according to historical click-through rates as recall strategies. One can easily integrate more complex recall algorithms into the framework.

**User Model.** A set of users $U$ for recommendation algorithms to interact with are sampled from the user model. A user $i$ is represented by a feature vector $u_i^0$ and a query vector $q_i$. The feature vector not only includes the observable feature that can be used by the recommendation algorithms but can also contain unobservable information, such as the user’s current satisfaction level. After viewing a document slate $D$ in interaction round $r$, the user feature changes from $u_i^{r-1}$ to $u_i^r$ following the transition model $T (u_i^r | u_i^{r-1}, D)$. The query vector is used in the retrieval of a subset of documents from the full document set.

**Feature Extractor.** The feature extractor takes as input the document and user feature vector, and outputs the sparse and dense feature for each of them so that ranking models can process each part separately, e.g., use embedding vectors for sparse features. Since the output feature is then passed on to the ranking algorithms, those unobservable features are filtered out here.

**Ranking Interface.** The ranking interface aims at providing a unified interface so that researchers can easily integrate new algorithms into the framework and obtain the evaluation results. The
framework includes an interaction interface and a training interface. The interaction interface requires the algorithms to provide rankings to a document list when given the observable user features and document features. The training interface is similar to how a general neural network-based recommendation model is trained, where historical interaction data is fed to the algorithm in a batch-wise manner for model updating. The interaction interface is also used by predefined strategies to collect training datasets for model learning.

**Evaluation Metrics.** The evaluation metrics are used to describe the benchmark results. Our built-in metrics include those commonly used in recommender systems, such as CTR, NDCG, and so on, as well as those needed to evaluate the level of manipulations. These metrics measure the effectiveness of the algorithm while assessing the impact on the user’s initial preferences.

**Action Model.** The action model determines how users respond to the recommended items. Modules with similar functionality are delicately discussed in other simulation-based work on recommender systems [101], and some of them are referred to by other names, such as interaction model [13] or user model [95]. Here we do not specify the concrete implementation of the action model, but rather the inputs and outputs that it needs to satisfy. Any function that satisfies the required form, either heuristic rules or data-driven models, can be used as the action model. At interaction round \( r \), the inputs to the action model are the current user feature \( u_r^i \) and recommended document list with \( m \) documents \( D_r' = \{d_r^1, \ldots, d_r^m \} \). The outputs are probabilities of different user feedback or responses to each document in the list. Without loss of generality, we use user clicks as feedback, thus the action model outputs the click probability. It is easy to incorporate other feedback such as the purchase or like in the framework. Given the inputs and outputs, the functional form of the action model \( M \) can be written as \( p(c^i_{rj} = 1) = M(u_r^{i-1}, d_r^j, D_r') \), where \( c^i_{rj} = 1 \) means the user \( i \) clicks on the \( j \)th item in the recommended list \( D_r' \) in interaction round \( r \). In real recommendation scenarios, the raw user click probability is not visible to the recommender system. Therefore, the binary user click is generated by sampling from the output probabilities and returned to the recommender system.

### 4.2 Interactive Process

As long as the main components of a scenario have been specified, the benchmarking of input algorithms can be decomposed as an interactive process consisting of four stages. In the following part, we describe each stage in detail.

#### 4.2.1 Stage 1: Initial Preference Calculation

Intuitively, manipulations happen when the users’ behaviors are contradictory to their initial preferences. For example, under some carefully designed rankings, the users click on less favored documents with high probabilities compared to the most favored document in the same demonstrated list. Therefore, we have to first access the initial preferences of each user to available documents.

The definition of initial preferences and the set of related metrics we will later define are central to making MIRROR different from existing simulation-based frameworks, allowing us to quantify manipulations from recommender systems. We are not ready in this work to propose a definition to measure manipulation from all sources. Instead, we study two types of manipulation: manipulation caused by changing the relative order of items within the same slate and manipulation caused by altering the order in which items are presented sequentially. These correspond to where recommendation algorithms take effect in two types of recommendation tasks, slate recommendation and sequential recommendation. In order to eliminate these two possible manipulations and obtain the initial preferences, we need to take individual items out of the slate and remove the influence of historical recommendations on the user.
Based on the discussion above, we define the initial preference score \( p_{ij}^0 \) as the user \( i \)'s initial feedback to the document \( d_j \) when the demonstrated list \( \{d_j\} \) only contains one document, i.e., \( p_{ij}^0 = M(u_i^0, q_i, d_j, \{d_j\}) \). At this stage, we calculate \( p_{ij}^0 \) for each user \( i \) and each document associated with \( q_i \), which is determined by the Document Set, using the Action Model, which is later used for quantifying the deviation of users’ preferences.

4.2.2 Stage 2: Training Data Collection. To train a machine-learning recommendation model, we have to build a dataset by interacting with users using some initial recommendation strategies. Note that in real-world cases, the initial strategies are usually previously deployed recommendation models, which are often trained in an offline manner and thus require another batch of interaction data. To release the burden of such a recursive data-collecting process, we use rule-based strategies or pretrained online algorithms such as reinforcement learning-based methods as the initial data-collection strategy. The round \( r \) of interaction with a user \( i \) starts from retrieving all candidate documents bound to the query \( q_i \) from the Document Set and then uses the Document Sampler to recall a subset of documents \( \{d_{r1}, \ldots, d_{rm}\} \). After that, we use the chosen initial strategy to rank the recalled documents as \( \{d_{rk1}, \ldots, d_{rkK}\} \), and demonstrate the top-\( K \) documents \( \{d_{rk1}, \ldots, d_{rkK}\} \) to the user, where \( K \) is the slate size. The user feedback \( c_{rj}^i \) is simulated by the Action Model \( M(u_{r-1}^i, d_{rkj}, \{d_{rk1}, \ldots, d_{rkK}\}) \) for \( j = 1, 2, \ldots, K \). The recommended slate, user feature, and feedback are stored in the dataset. In sequential recommendation scenarios, the interactions take place for multiple rounds.

To investigate how certain properties of the training dataset impact the trained algorithms, we need to construct a series of datasets to encompass different values of those properties. For example, suppose we want to study whether more manipulative recommendations in the dataset lead to more manipulative recommendations generated by algorithms trained on it. In that case, we have to obtain datasets with different manipulation levels. One approach is to design lots of initial strategies with different manipulation degrees, but this can be difficult. We take a more tricky approach by first designing two extreme initial strategies, i.e., one that prioritizes based purely on users’ initial preferences and one that only considers maximizing user clicks. Intuitively, the latter tends to be highly manipulative. Then we just mix the data collected by these two strategies with different ratios. Such mixing of interaction data from different initial strategies can be extended to other properties and mixing of more than two initial strategies. We provide an illustration of data mixing in Figure 4.

4.2.3 Stage 3: Algorithm Training and Interaction. This stage is aimed at simulating the training and deployment of recommendation models in real industry scenarios. Thus we can access...
the approximate online influences of algorithms made on users by investigating the simulation results. After stage 1, we obtain a group of users with their initial feedback on all related candidate documents. To benchmark a specific algorithm, stage 3 includes training the algorithm on data collected from the users, and interacting with the same group of users using the trained model.

Once the training data is collected and mixed in stage 2, we can train different recommendation algorithms. Depending on the expressive ability of the model and the form of the loss function, the final obtained model will differ in its ability to fit on offline datasets, which will reflect on differences in offline metrics. Traditional evaluations of a recommendation algorithm end up here, without further using the trained model to interact with the users. In our simulation-based framework, we evaluate the online performance of an algorithm by collecting online interacting samples. The interaction procedure is similar to the aforementioned initial data collection, except that the trained model gives the ranking of recalled documents.

4.2.4 Stage 4: Metrics Calculation. In the final stage, after we obtain the interaction data of different algorithms, we can evaluate them with respect to various metrics. Offline metrics can be calculated without interaction data and do not effectively reflect the level of manipulation, so we do not elaborate on them here. We highlight our proposed online metrics, ManiScore defined on a slate, and the Preference Shift (PS) metric used to evaluate the user preference shift during sequential recommendations. Before introducing ManiScore, we first give the definition of the CTR and FCTR on which it depends.

Definition 4.1. Given the user action model $M$, the user feature vector $u$, user query vector $q$ and a document list $D = \{d_1, \ldots, d_N\}$, define click-through rate (CTR) on the list $D$ as

$$CTR = \mathbb{E} \left[ \frac{N}{\sum_{i=1}^{N} c_i} \right] = \frac{\sum_{i=1}^{N} M(u, q, d_i, D)}{N}.$$ 

As mentioned before, assuming that we have access to the click model $M$ and the user’s initial preference $u^0$, we can assign each document $d$ in $D_q$ with an initial preference score $\phi(d) = M(u^0, q, d, \{d\})$, which is the user click probability when the slate only consists of document $d$. Using the initial preference score, we can define the notion of the favorite document set.

Definition 4.2. Given the user action model $M$, the current user feature vector $u$, the user query vector $q$, the favorite document set $F$ derived from the completed document set $D_q$ and a document list $D = \{d_1, \ldots, d_N\}$, define favorite click-through ratio (FCTR) on list $D$ as

$$FCTR = \mathbb{E} \left[ \frac{\sum_{i=1}^{N} \mathbb{I}(d_i \in F)}{\sum_{i=1}^{N} c_i} \right] = \frac{\sum_{i=1}^{N} M(u, q, d_i, D)}{\sum_{i=1}^{N} c_i},$$

where $\mathbb{I}(\cdot)$ is the indicator function.
In Figure 5, we demonstrate the computation of CTR and FCTR using an example document list of length three. Intuitively, a lower FCTR means a more significant proportion of user-clicked documents are not initially favored. Note that a lower FCTR does not always relate to a higher CTR, which means such a contradiction of users’ preferences may not be effective for improving the platform’s income. In this study, we are interested in effective manipulations. To have a comparative anchor for manipulations, we first introduce the definition of unbiased rankings.

**Definition 4.4.** Given the user action model $M$, the initial user feature vector $u^0$, and a document list $D = \{d_1, \ldots, d_N\}$, if a permutation $D' = \{d_{k_1}, \ldots, d_{k_N}\}$ of $D$ satisfies $M(u^0, d_{k_i}, D') \geq M(u^0, d_{k_i}, D)$ for all $i \geq 1$, then $D'$ is an unbiased ranking of $D$ under $M$ and $u^0$.

We define the **Manipulation Score (ManiScore)** of a ranked list to take both the relative magnitude CTR and FCTR when compared to unbiased rankings into account.

**Definition 4.5.** Given the user action model $M$, the initial user feature vector $u^0$, and a document list $D = \{d_1, \ldots, d_N\}$, we denote the set of all unbiased rankings of $D$ under $M$ and $u^0$ as $D_U$. We define the Manipulation Score of $D$ as

$$
\text{ManiScore} = \exp \left( \max \left\{ \frac{\text{FCTR}_U - \text{FCTR}_D}{\text{FCTR}_U + \text{FCTR}_D}, 0 \right\} + \max \left\{ \frac{\text{CTR}_D - \text{CTR}_U}{\text{CTR}_U + \text{CTR}_D}, 0 \right\} \right),
$$

(1)

where $\text{FCTR}_U = \min_{D' \in D_U} \text{FCTR}_{D'}$ and $\text{CTR}_U = \max_{D' \in D_U} \text{CTR}_{D'}$.

Note that ManiScore takes values in $[1, e^2]$. It has a positive correlation with FCTR and a negative correlation with CTR. Specifically, the user satisfaction term in Equation (1) measures how much the FCTR of the current ranking is lower compared to the unbiased ranking, which indicates whether the recommended list is aligned with the users’ initial preferences. The platform revenue term measures how much the CTR of the current ranking is higher compared to the unbiased ranking. Since more clicks often bring more revenue to the platform, this term indicates whether platforms benefit from the evaluated recommendation algorithm. The denominators in both terms are to normalize the overall values to a fixed interval. The exponential term is included to make the ManiScore increase slowly when FCTR and CTR do not deviate much from unbiased rankings. In particular, a ManiScore of one means the ranked list does not have a lower FCTR nor a higher CTR than any unbiased rankings, which means there are no manipulations. We use ManiScore as the core metric to measure the degree of manipulations of recommender systems.

During sequential recommendation, we introduce the **PS (Preference Shift)** metric to evaluate user preference shift across different rounds.

**Definition 4.6.** Given the user action model $M$, the user preference $u^r$, and a document set $D$, define the top-$K$ favorite document set of interaction round $r$, $D^K_r$ as the set of documents in $D$ with $K$ highest preference score in round $r$, i.e., $D^K_r = \arg \max_{D' \subseteq D, |D'| = K} \sum_{d \in D'} M(u^r, d, |d|)$. We further sort the document in $D^K_r$ in descending order according to preference score $M(u^r, d, |d|)$ and get $L^K_r$. When $r = 0$, $L^K_r$ is similar to $F^K$ in Definition 3.2, except for the sorting process.
Obtaining the sequence of favorite document list in different interact rounds, \( L_0, L_1, \ldots, L_n \), we now define preference shift of round \( r \) as

\[
PS_r = 1 - \text{Similarity}(L_0, L_r) = 1 - RBO(L_0, L_r, p) = 1 - (1 - p) \sum_{d=1}^{\infty} p^{d-1} \left( \frac{|L_{0:d} \cap L_{r:d}|}{d} \right),
\]

where \( d \) stands for the depth of the ranking list \( L_0, L_r \), and \( p \) is a parameter that determines how steep the decline in weights is: the smaller \( p \), the more top-weighted the metric is.

Note that rank-biased overlap [92] (RBO) is a measure that calculates the similarity between incomplete rankings, which could handle non-conjointness. As a result, preference shift falls in the range \([0, 1]\), where zero means identical to the initial preference, and one means totally different.

5 EXPERIMENT

In this section, we employ our proposed benchmarking framework on both slate and sequential recommendation scenarios to investigate the manipulations of different algorithms on users’ preferences. Specifically, we conduct two synthetic experiments based on users’ behavioral analysis and two real-world experiments based on existing data-driven simulation environments [24, 88]. Individual conclusions are made after the presentation of the numerical results of each experiment. We conclude this section with a comprehensive analysis of the effects of all four experiments, in which we state our core findings.

5.1 Synthetic Slate Recommendation Experiment

5.1.1 Experiment Settings. Consider the scenario where the user has to choose from multiple forms of transportation. Each form of transportation is evaluated by the user for its traveling time \( h \) and price \( m \). We assume the probability of the user’s choice of transportation \( d_i \) follows a generalized Random Regret Minimization (RRM) model [22]:

\[
p_{RRM}(c_i = 1|D) = \frac{\exp(-RR_i)}{\exp(L) + \sum_j \exp(-RR_j)},
\]

where \( D \) is the set of all transportation forms examined by the user, and \( L \) is the value to model the probability of not choosing any displayed transportation. Here we set \( L = -1 \). The random regret \( RR \) is given by

\[
RR_i = R_i + \epsilon_i = \sum_{d_j \neq d_i, d_j \in D} \left[ \max\{h_i - h_j, 0\} + \max\{m_i - m_j, 0\} \right] + \epsilon_i.
\]

For simplicity, we set all \( \epsilon_i \)’s to zero. Note that the RRM model only takes the examined documents into account. Different documents will have the same \( R \) under the RRM model when calculating the initial preferences since there is always no regret when a slate only contains one document. Therefore, we augment the RRM action model by defining the user click probability when only one transportation \( d \) is examined as

\[
p_{RRM}(c = 1|d) = \frac{\exp(U)}{\exp(L) + \exp(U)},
\]

where the utility \( U \) is given by

\[
U = -(h + m).
\]

In this synthetic experiment, each slate demonstrated to the user consists of three items. To fit in the slate recommendation scenario and consider the user’s view order, we set the examination
probability of each three positions in the slate as \([1.0, 0.8, 0.6]\). Therefore, for a recommended slate \(D = \{d_1, d_2, d_3\}\), the click probability for \(d_i\) is

\[
p(c_i = 1) = \sum_{e_1, e_2, e_3 \in [0,1]} (1.0)^{e_1} (0.8)^{e_2} (0.6)^{e_3} \mathbb{1}(e_i = 1) p_{\text{RRM}}(c_i = 1 | d_i : e_i = 1),
\]

where \(\mathbb{1}(\cdot)\) is the indicator function.

Intuitively, the transportation with less traveling time and a lower price has higher initial preference scores. The RRM model is shown to have the potential to induce the decoy effect [32]. Decoy effect [41, 58] refers to the following phenomenon observed in human decision-making. Suppose there are two items for the user or consumer to choose from, and the first item is of higher quality and, at the same time, more expensive than the second item. In this situation, the user needs to make a tradeoff between quality and price. However, if a third item is added with its price between those two items and its quality being the lowest, the user’s choice will be influenced. Now the second item is better than the newly added one in terms of both price and quality, and the user will have a higher chance to choose the second item. The third item is not added to be chosen by the user, but as a reference for comparison to make the user prefer the second item among the first two. Therefore, the third item is also called a decoy. The case that needs to be highlighted is that the first item is a better choice when considering both aspects comprehensively. Then, the introduction of the decoy can lead to irrational behavior of the user. Note that in the case of the transportation scenario, the faster transportation form can be viewed as having higher quality.

Under our framework, we aim at using a synthetic dataset to study the relationship between manipulations of users’ preferences and the underlying decoy effect, and how much different ranking algorithms can use the decoy effect to increase traditional online metrics. We start with a numerical example to further illustrate the decoy effect in the transportation scenario. Now we consider these four choices of transportation: \(d_1\) with \(h_1 = 0.8\) and \(m_1 = 0.2\), \(d_2\) with \(h_2 = 1.0\) and \(m_2 = 0.4\), \(d_3\) with \(h_3 = 0.1\) and \(m_3 = 0.8\), and \(d_4\) with \(h_4 = 0.45\) and \(m_4 = 0.5\). We define the user’s favorite document as the one with the highest initial preference score, i.e., \(d_3\). Compared to \(d_3\), \(d_1\) has a lower initial preference score, but \(d_2\) can serve as a decoy of \(d_1\). We can see that \(d_2\) is similar to \(d_1\) but is worse in both aspects, which satisfies the requirements in the decoy effect. During each round of interaction, the document sampler will recall one of two lists of documents, either \(d_1, d_2, d_3\) or \(d_1, d_3, d_4\).

In Figure 6, we demonstrate two different ranking lists for each recall list, their corresponding user click probabilities, and online metrics (CTR and FCTR). Red arrows visualize the decoy effect. When comparing \(D_1\) and \(D_2\), we can see that by placing the pair of documents with the decoy effect at the top of the slate, \(D_2\) has a higher CTR and lower FCTR. On the other hand, for \(D_3\) and \(D_4\) as rankings for the other recall list, \(d_1\) and \(d_3\) are paired with the “medium” document \(d_4\), which does not have a decoy effect on either of them. In this case, when placed at the same position, \(d_3\) receives a higher click probability compared to \(d_1\) for its advantage.

In practical implementations, we introduce randomness in the document properties to have a richer and more diverse document set. The document set is made up of 100 groups of documents, and each group consists of four documents from \(d_1\) to \(d_4\). The traveling time and price in the first 50 document groups are sampled or set by the following rules:

\[
\begin{align*}
h_1 &\sim 0.5 + \text{Uniform}(0, 0.5), & m_1 &= 1 - h_1 \\
h_2 &\sim h_1 + \text{Uniform}(0, 0.1), & m_2 &\sim m_1 + \text{Uniform}(0, 0.1) \\
h_3 &\sim \max\{1 - h_1 - \text{Uniform}(0, 0.1), 0\}, & m_3 &\sim \max\{1 - m_1 - \text{Uniform}(0, 0.1), 0\} \\
h_4 &= (h_1 + h_3)/2, & m_4 &= (m_1 + m_3)/2,
\end{align*}
\]
where Uniform\((a, b)\) is the uniform distribution defined in \([a, b]\). In most cases, the four documents in each group obtained in such a manner can produce the decoy effect described in Figure 6. The distributions of traveling time and price dimensions are not aligned by such a sampling procedure, which makes it unreasonable to add them two together when calculating utilities. To address the issue, the remaining 50 groups of documents are generated by swapping the numerical values of the traveling time and price of those documents in the first 50 groups.

Here we only introduce diversity in document attributes and do not consider the difference in preferences between different users. That is, this synthetic experiment can be seen as evaluating the interaction results of multiple recommendation algorithms on a single user. The reason is that in this part, we focus on investigating whether different recommendation algorithms can manipulate users with explicitly designed non-optimality. Such manipulations do not necessarily rely on modeling similarities between users and can be learned in the interaction data with a single non-optimal user. To keep the synthetic experiments concise, we do not add differences in user preferences.

To generate training data with different degrees of manipulation, we use the following two strategies to collect the initial dataset.

- **Decoy Oracle** is the strategy that ranks \(d_1, d_2, d_4\) as \(D_2\) and ranks \(d_1, d_3, d_4\) as \(D_3\) and \(D_4\) for equal probability.
- **Unbiased Oracle** is the strategy that ranks \(d_1, d_2, d_4\) as \(D_1\) and ranks \(d_1, d_3, d_4\) as \(D_3\) and \(D_4\) for equal probability.

We generate a training dataset by mixing up the interaction data collected by these two ranking strategies with different mix ratios. A mix ratio of \(\alpha\) means \(\alpha\) fraction of training data are ranked by Decoy Oracle and the rest \((1 - \alpha)\) are ranked by Unbiased Oracle.

### 5.1.2 Evaluated Methods

We evaluate two LTR algorithms in this scenario.

- **DeepFM** [34] is a neural ranking model that combines a factorization machine and a deep neural network. It is a representative work of point-wise ranking models that treat each item independently.

![Fig. 6. User feedback and metrics of different rankings for two recall lists under the RRM action model.](image)
Fig. 7. The CTR and FCTR of algorithms trained on the synthetic dataset with different mix ratios. The metrics values of initial strategies are plotted with dashed lines.

— **SetRank** [64] is a neural reranking algorithm using a self-attention structure to encode the entire slate and is trained with attention loss. We use SetRank as an instance to represent reranking algorithms, which can model the mutual interactions between items in the same slate.

### 5.1.3 Experiment Results

From Figure 7, we can see that when the mix ratio of training data is 1.0, ranking lists given by SetRank have higher CTR and lower FCTR than DeepFM. When the mix ratio increases from 0.0 to 1.0, both metrics of DeepFM change smoothly, while those of SetRank experience a sudden change somewhere around the mix ratio of 0.4 and 0.8. In general, as more data generated from Decoy Oracle are mixed into the dataset, the CTR of both methods becomes higher while their FCTR becomes lower.

### 5.1.4 Conclusions

From this experiment, we can draw the following conclusions: (1) the degree of manipulation is mainly influenced by the ranking strategy used to generate the training data; (2) When there exist manipulations in the training data, the reranking algorithms like SetRank are more likely to learn from those patterns of manipulation compared with point-wise methods like DeepFM. It is reasonable since reranking algorithms can model the mutual influences among the entire slate and thus are better aware of the decoy effects in the slate.

### 5.2 Data-driven Slate Recommendation Experiment

#### 5.2.1 Experiment Settings

In this subsection, we conduct data-driven experiments under the slate recommendation setting. We use AICM [24] with TianGong-ST [15] dataset as our test bed. AICM adopts a GAN-like adversarial learning approach to imitate human users’ click behavior. A generator is used as the simulated user click model, and a discriminator measures the distance between generated clicks and human clicks in the dataset. Experiments show that the generator in AICM can generalize well across different ranked list distributions when compared with other neural click models, including NCM [7] and CACM [16]. Such superior distributional coverage makes the generator quite suitable to be used as simulated human users when interacting with diverse recommendation models.

Before using the trained generator in AICM as an action model in **MIRROR**, we need to verify that it meets the input and output forms required in Section 4.1. The generator is implemented using the gated recurrent unit (GRU) [21] structure. As slate recommendations only involve a single round of interaction, we omit the superscript $r$ for simplicity. For each document list $D = \{d_1, \ldots, d_m\}$, the generator processes each document $d_j$ in a top-to-bottom order, which allows the documents that
are ranked on top to influence the click probabilities of the documents that follow. The current user feature \( u_i \), document feature \( d_j \) and the click on the previous document \( c_{ij-1} \) are used to update the hidden state of GRU from \( h_{i(j-1)} \) to \( h_{ij} \). Then a linear layer followed by a Softmax operator transforms the updated hidden state to the click probability \( p(c_{ij} = 1) \). Therefore, the computation inside the generator can be written as

\[
[p(c_{ij} = 1), p(c_{ij} = 0)] = \text{Softmax}(\text{Linear}(h_{ij})) = \text{Softmax}(\text{Linear}(\text{GRU}(h_{i(j-1)}, u_i, d_j))) .
\]

We know that \( h_{i(j-1)} \) is updated by all previous documents \( \{d_1, \ldots, d_{j-1}\} \) and \( u_i \). Thus, the input used to compute the output probability \( p(c_{ij} = 1) \) includes \( \{d_1, \ldots, d_j\} \) and \( u_i \), which is a subset of the required form of input. That is, the generator in AICM meets the requirements of the action model in 
mirror.

In our experiment, we employ 35,000 queries from the TianGong-ST dataset to form our user set, and each query is associated with ten candidate documents. Since we are interested in the manipulations that happen in real-world recommendation systems, we use the same set of users for training data collection and online evaluation. The original page size of AICM is ten, and here we use five as the page size to allow randomness among interactions with the same user. During each interaction, half of the documents are randomly recalled from ten candidates and then ranked by the scores provided by the ranking or reranking algorithm. To collect offline data with different degrees of manipulations, we introduce two recommendation policies that represent the most and least manipulations possible, respectively.

- **Greedy Oracle** has access to the ground-truth user model and will enumerate all permutations of items on the slate and select the one with the highest click probability.

- **Unbiased Oracle** is the strategy that consistently ranks items according to users’ initial preference scores. For a given document set \( D \), it provides one of the unbiased rankings, as in Definition 4.4.

We construct offline data with different degrees of manipulation by mixing up the user feedback of slates generated by these two oracles with different ratios. Specifically, the offline data consists of feedback for ten pages from each user, and the mix ratio is the percentage of the slates generated from Greedy Oracle. For example, a mix ratio of 1.0 means all data are generated from Greedy Oracle, 0.5 means for each user, Unbiased Oracle ranks five slates, and Greedy Oracle ranks the other five. When training all the algorithms, we use 15% of the offline data as the test set and the rest as the training set.

**5.2.2 Evaluated Methods.** Besides two LTR algorithms already introduced in the synthetic experiment, we include one more point-wise ranking algorithm with different loss functions in this experiment.

- **LambdaFM** \([96]\) shares the same encoding module with DeepFM but is trained with pairwise loss functions weighted by delta NDCG to reduce the incorrectly ordered pairs. It is a typical example of a point-wise model trained with pairwise loss functions.

**5.2.3 Experiment Results.** First, we present offline and online metrics of the evaluated algorithms trained on the same data with a mixed ratio of 0.5. Before the analysis of the learning algorithms, we can see there exists a vast gap between the CTR and FCTR of two oracles, which means the significant impact of the ranking of documents in the recommended list on user behaviors. As we can see from Table 1, with modeling capabilities at the list level, SetRank obtains the best performance in offline metrics and online CTR compared to other learning algorithms. The simple point-wise model, DeepFM, performs the worst in these metrics. However, the FCTR
Table 1. The Evaluation Results of Different Algorithms (Strategies) on the Data-driven Slate Recommendation Scenario, where the Mix Ratio of Training Data is 0.5

| Method         | Offline NDCG | Offline AUC | Online CTR | Online FCTR | Online ManiScore |
|----------------|--------------|-------------|------------|-------------|-----------------|
| DeepFM         | 0.5685       | 0.6602      | 0.2010     | 0.7467      | 1.1217          |
| LambdaFM       | 0.5749       | 0.6669      | 0.2012     | 0.7188      | 1.1537          |
| SetRank        | **0.5835**   | **0.7054**  | **0.2031** | 0.7293      | 1.1382          |
| Unbiased Oracle| 0.5884       | –           | 0.1961     | 0.8383      | 1               |
| Greedy Oracle  | 0.5476       | –           | 0.2323     | 0.5500      | 1.3838          |

Fig. 8. Online metrics of different recommendation algorithms when trained with data of different mix ratios. Figure (a) shows the changing curve of CTR and FCTR in the same figure, where the arrows point from the low mix ratios to the high mix ratios. Figure (b) shows the changing curve of CTR and FCTR in the same figure, where the arrows point from the low mix ratios to the high mix ratios.

of SetRank is significantly lower than that of DeepFM, which means the high CTR of SetRank is accompanied by users clicking even more items they do not favor. We also notice that LambdaFM has both lower CTR and FCTR compared to SetRank, which indicates that not all infringements of users’ preferences are effective manipulations.

We also train those three recommendation algorithms using training data with different mix ratios. The changing curve of CTR and FCTR with various mix ratios are plotted in Figure 8(a). Overall, as the mixed ratio increases, i.e., more training data is generated by Greedy Oracle, all algorithms tend to have lower FCTR and higher CTR. It means that the degree of manipulation of the learned algorithm is easily influenced by the degree of manipulation of the recommendation strategy in the training data. As illustrated in Figure 8(b), if we connect the corresponding points of the same algorithm from lower to higher mix ratios to form a trajectory on CTR-FCTR space, the trend of coming close to the training data point is quite clear. Another interesting finding is that when the mix ratio is very close to 1.0, SetRank instead has the highest FCTR. It indicates that SetRank can better fit the unbiased data for its stronger modeling capacity when it is clean of manipulations.

5.2.4 Case Study. We take an example from our dataset to better understand the unbiased and greedy policy. We first take a glance at the action model. For each user, we sort the candidate items according to their initial preference and choose two of them, where one item \(d_I\) is of the highest
initial preference to the user, implying that it is more likely to be ranked first by an unbiased policy. The other item $d_M$ is of medium preference to the user, suggesting that it is more likely to be ranked first by a greedy policy. In Figure 9, we show the difference between unbiased and greedy policies. The first row stands for an unbiased policy, and the second stands for a greedy policy, where the unbiased policy first shows $d_I$ to the user, and the greedy policy first shows $d_M$. The user will re-evaluate the two items when the first item is shown to the user. For the unbiased policy, the first viewed item by the user is of the highest initial preference, so the user tends to give a lower relevant score during re-evaluations. In contrast, for the greedy policy, as the first item is of medium preference, a higher relevant score will be given to the two items after the first item is shown. When the two items are shown to the user successively, we calculate the overall user preference towards the same two items and find that the greedy policy gains a higher score.

Now we have seen there do exist unbiased and greedy data in the user model, and the next question is the capability of different algorithms to manipulate. We fix the mix ratio of training data as zero, which means that the training data is purely greedy. In Table 2, the average position of the favorite item means the average position of the users’ favorite item that occurs in the slate (which ranges from 1 to 5), where the favorite item means the user has the highest initial preference for the item. Similarly, we can define the average position of the least favorite item. Intuitively, the higher the degree of manipulation is, the larger the average position of the favorite item is, and the smaller the average position of the least favorite item is. Table 2 shows that SetRank manipulates more than DeepFM when the training data is manipulated.

5.2.5 Conclusions. From this experiment, we can draw the following conclusions: (1) real users can also be heavily manipulated by the recommendation strategy, sacrificing FCTR to achieve a higher CTR; (2) the findings in the synthetic experiment regarding the effects of training data and model choice on the degree of manipulations still apply to real users; (3) the case study reveals that manipulations on real users can be explained by placing less favored documents in front of the favorite items, similar to the decoy effect in the synthetic experiment.

5.3 Synthetic Sequential Recommendation Experiment

5.3.1 Experiment Settings. We start the evaluation of sequential recommendation algorithms with a synthetic scenario adopted by previous works [42, 43]. In this scenario, each document in

---

**Table 2. The Average Positions of Both Types of Documents in the Recommended Slates Generated by Different Algorithms**

| Method | Average Position of the Favorite Item | Average Position of the Least Favorite Item |
|--------|--------------------------------------|--------------------------------------------|
| DeepFM | 2.5621                               | 3.4738                                     |
| SetRank| 2.9990                               | 2.9964                                     |
Table 3. The Evaluation Results of Different Algorithms (Strategies) on the Synthetic Sequential Scenario

| Method                  | Offline AUC | CTR   | FCTR   | PS     |
|-------------------------|-------------|-------|--------|--------|
| DNN                     | 0.6193      | 0.3725| 0.5283 | 0.0074 |
| GRU                     | 0.6226      | 0.3827| 0.3195 | 0.0140 |
| Unbiased Oracle         | –           | 0.3633| 0.6692 | 0.0024 |
| Planner Oracle          | –           | 0.3860| 0.2801 | 0.0203 |

the document set belongs to a topic, where in total, we have \( m \) topics. The user feature vector \( u \in [0,1]^m \) is the users’ preference for each topic. In each round of sequential interaction, the recommendation algorithm presents users with a document from a set of candidate documents. For each document, besides the topic represented by a one-hot vector, it is also assigned with an unobservable scalar quality. The quality is sampled from Gaussian distributions with fixed variance and means determined by the topic. Initially, users have a fixed time budget, and the time budget will reduce after each round. The quality of the document specifies the reduced amount. If the document quality is high, the number of total viewed documents will be higher. Therefore, this leads to a balance between long-term and short-term gains. The recommendation algorithm can change users’ preferences by influencing them in the long term so that they all move to higher-quality documents on average to achieve more clicks.

In our experiment, we set \( m = 10 \), and the document set consists of 10 documents for each topic, which in total has 100 documents. The algorithm can interact with users for at most 20 rounds. During each round, the ranking algorithms select 1 document from 10 randomly recalled documents (from 100 documents) to demonstrate to the user.

We use two strategies to generate a diverse training dataset:

- **Unbiased Oracle** always selects recommended documents based on the user’s initial interest.
- **Planner Oracle** evaluates a document by computing the expected cumulative clicks when recommending documents from the same topic in each subsequent round using the mean quality of that topic and makes recommendations based on the evaluation.

Intuitively, the Planner strategy may recommend documents from topics not currently the user’s favorite in the short term, thus getting more clicks in the long term. The training data is made up of half of the data collected using Unbiased Oracle and the other half collected using Planner Oracle.

5.3.2 Evaluated Methods. In this scenario, we adopt two ranking algorithms for comparison.

- **DNN** uses a feedforward neural network to encode the user feature and document features and does not model the user history. The network is trained with cross-entropy loss to predict the user click probability.
- **GRU** builds upon DNN and additionally uses a GRU network to model clicked documents during the current interaction round. We use this algorithm as a representative of sequential recommendation algorithms.

5.3.3 Experimental Results. As we can see in Table 3, the two oracle strategies perform as expected. Comparing the evaluation results of the two strategies, the Planner Oracle has a higher CTR and a lower FCTR. Moreover, we demonstrate the users’ Preference Shift after 20 rounds of interaction using both strategies. The Planner Oracle has an order of magnitude higher impact on user preferences than the Unbiased Oracle. Notice that the PS of both strategies is low since, in
this scenario, there are ten topics of documents in total, and only the preferences of the topics that are demonstrated to the users change, the relative relationships of most topics remain the same. For the two algorithms evaluated, when trained with the same dataset, GRU behaves more closely to Planner in online metrics than DNN. GRU obtains a higher CTR at the cost of a lower FCTR and more significant impacts on user preferences. On the other hand, GRU has a higher offline AUC, which means it fits better to the dataset and is superior considering pure offline evaluations.

We also show in Figure 10 the trend of CTR and PS with the number of interaction rounds in the sequential recommendation. Note that when we calculate CTR, users who run out of time budget are included in the calculation as samples with no clicks, so as the number of rounds increases and more users leave the platform, the overall CTR will tend to decrease. Comparing the two Oracle strategies, we can see that Planner Oracle has a lower CTR than Unbiased Oracle in the first nine rounds and a higher CTR than Unbiased from 10 rounds onwards, which is due to the slower decline of Planner Oracle’s CTR. It can be explained by Planner Oracle’s tendency to recommend documents that will entice users to stay on the platform longer rather than what they are most likely to click on at the moment. Documents within a user’s current preferred topic may be of lower quality, and the Planner will actively change the user’s preferences to achieve higher CTR throughout the interaction rounds. The higher PS corresponding to the Planner Oracle can also account for its more active influence on user preferences. Overall, similar to the table results, the CTR curve of the GRU algorithm is closer to that of the Planner Oracle compared to the DNN algorithm.

5.3.4 Conclusions. From this experiment, we can draw the following conclusions: (1) with explicit multistep planning, the recommender strategy can sacrifice some short-term clicks to get more user engagement in the long run; (2) such recommendation strategy with planning also has a greater impact on user preferences; (3) the recommendation model that utilizing the user’s recent behavior is more similar to the multistep planning strategy in both dimensions of CTR and Preference Shift.

5.4 Data-driven Sequential Recommendation Experiment

5.4.1 Experiment Settings. For experiments of sequential recommendations, we use the user behavior model and accompanying dataset in the recently proposed simulated environment RL4RS [88] benchmark. The dataset in RL4RS is logged from the real user feedback in the most popular games released by NetEase Games. The user behavior model is trained on the dataset using DIEN [99], which we use as the action model.

Similar to the data-driven slate recommendation experiment, we need to check whether the user behavior model in RL4RS meets MIRROR’s requirements. Before the interaction starts, each
user in RL4RS is initialized with a certain length of historical clicked items, which is denoted as $C^0_i$. At interaction round $r$, the input to the DIEN-based behavior model includes the historical clicked items $C^r_{i-1}$ until round $r - 1$, the static user feature $u_i$, the recommended item list $D^r_i = \{d^r_{ij1}, \ldots, d^r_{ijm}\}$, and the model outputs the click probability for each document. After each round, the clicked items are appended to the $C^r_i$ to form $C^r_{i+1}$. If we view the historical clicked items as part of the user feature, the RL4RS behavior model can fit in the required form:

$$p(c^r_{ij} = 1) = \text{DIEN}(u_i, C^r_i, d^r_{ij}, D^r_i)$$

where $u_i'' = (u_i, C^r_i)$.

We include two oracle strategies for training data collection. Since enumerating all permutations of possible recommendation items becomes infeasible for the large combination space in RL4RS, we use an online RL algorithm with the objective of maximizing the user clicks as the strategy that purely optimizes CTR regardless of FCTR.

- **Unbiased Oracle** is the strategy that always ranks items according to users’ initial preference scores.
- **PPO Oracle** is a recommendation policy trained with a reinforcement learning algorithm PPO [76] by online interactions with the user model. At each step, the policy picks one item to the list. The reward is sparse and given as the number of clicks on the recommended list at the end of the list.

### 5.4.2 Evaluated Methods

We want to investigate whether modeling recent user behavior can lead to a higher Preference Shift. Therefore, we evaluate two sequential recommendation algorithms. For each of them, we implement two versions, Static and Dynamic.

- **GRU Static** uses GRU to encode the users’ initial behavior history, and the clicked items during interactions are not appended to the history.
- **GRU Dynamic** uses GRU to encode the user behavior history, which is actively adapted according to the recently clicked items.
- **DIN [100] Static** utilizes an attention structure to extract information from user behavior history. Similar to GRU Static, the recent click history is not fed into the model.
- **DIN Dynamic** uses the same network structure and training objective as DIN Static, while the recently clicked items are included in the user behavior history.
- **BERT4Rec [83] Static** adopts the BERT (Bidirectional Encoder Representations from Transformers) structure to model the user behavior history. To learn the bidirectional representations, models are trained to predict the clicks on randomly masked items in the history using their left and right contexts. The recently clicked items are not appended to the history.
- **BERT4Rec Dynamic** uses the same network structure and training objective as BERT4Rec Static, except the recently clicked items are dynamically updated to the history.

### 5.4.3 Experiment Results

Table 4 presents the benchmarking results when the training data is collected using PPO Oracle. As we look at the offline metrics, three dynamic algorithms have better performance compared to their static counterparts. In online evaluations, results of those dynamic methods that encode the users’ recent click history show a similar pattern as reranking methods in slate recommendations. The CTR of DIN Dynamic, GRU Dynamic, and BERT4Rec Dynamic is higher than DIN Static, GRU Static, and BERT4Rec Static, respectively. On the other hand, the FCTR of dynamic methods is relatively lower. Also, regarding the long-term impact on user preference after multiple interaction rounds, we witness that the Preference Shift of dynamic algorithms is also higher.
Table 4. The Evaluation Results of Different Algorithms (Strategies) on the Data-driven Sequential Recommendation Scenario when the Mixed Ratio is 1.0

| Method                | Offline NDCG | Offline AUC | Online CTR | Online FCTR | Online PS |
|-----------------------|--------------|-------------|------------|-------------|-----------|
| GRU Static            | 0.6685       | 0.8327      | 0.4643     | 0.6967      | 0.7575    |
| GRU Dynamic           | 0.6785       | 0.9297      | 0.4855     | 0.6373      | 0.7655    |
| DIN Static            | 0.6625       | 0.8314      | 0.4534     | 0.6917      | 0.7566    |
| DIN Dynamic           | 0.6673       | 0.9296      | 0.4811     | 0.6738      | 0.7640    |
| BERT4Rec Static       | 0.6649       | 0.8336      | 0.4574     | 0.6947      | 0.7558    |
| BERT4Rec Dynamic      | 0.6718       | 0.9330      | 0.4947     | 0.6106      | 0.7687    |
| Unbiased Oracle       | 0.6347       | -           | 0.4375     | 0.9998      | 0.6495    |
| PPO Oracle            | 0.6079       | -           | 0.5515     | 0.5678      | 0.7736    |

Fig. 11. Online metrics of difference algorithms (strategies) when trained with data of different mix ratios. Figure (a) shows the changing curves of CTR and FCTR with different mix ratios. Figure (b) shows the changing curves of preference shifts with different mix ratios. For better presentation, the values in Figure (b) are the results of subtracting the values of Unbiased Oracle.

In Figure 11, we demonstrate the results when we change the mix ratio of training data from 0.2 to 1.0. When the mix ratio of training data is small, the CTR of GRU Static, DIN Static, and BERT4Rec Static, which have higher CTR and lower FCTR, are more manipulative than dynamic ones. Also, the Preference Shift induced by static algorithms is larger than that induced by dynamic algorithms. This might be due to the property of Unbiased Oracle. For the training data collected by Unbiased Oracle, the recommended slates are not determined by the users’ recent history. Also, the user preferences across multiple rounds are also less affected since, from Table 4, the Unbiased Oracle has a smaller value of Preference Shift. In such cases, algorithms that take the recent user click history into account could instead overfit the irrelevant information, degrading the online performance. When the mix ratio is close to 1.0, where most of the data is collected by PPO Oracle, the dynamic algorithms have higher CTR but also end up with lower FCTR and higher Preference Shift.

5.4.4 Conclusions. From this experiment, we can draw the following conclusions: (1) real users can be manipulated in sequential recommendations, and such manipulative recommendations cause more significant changes in user preferences; (2) the FCTR and Preference Shift of dynamic
algorithms change more dramatically than static algorithms as the mix ratio changes; (3) when the training data is generated exclusively by a manipulative strategy, the dynamic algorithms are more similar to the manipulative strategy in all metrics.

5.5 Comprehensive Analysis

In the final part of the experiment section, we provide a comprehensive analysis of the experimental results and give our general understanding of the manipulations of recommender systems on user preferences.

5.5.1 Good Performance on Traditional Metrics Can Come at the Cost of Manipulating user Preferences. One of the main reasons we propose this framework is that traditional metrics for evaluating a recommender system, whether online or offline, are agnostic to the system’s manipulation of the user’s preference. In all four benchmark experiments, we can find some algorithms that are able to achieve higher CTR and perform better on offline metrics like AUC and NDCG but also make users click on a smaller proportion of favorite documents or even actively influence user preferences. For example, in the data-driven slate recommendation scenario, the NDCG and CTR of DeepFM are 0.5835 and 0.2031, respectively. Both are much higher than those of DeepFM, which are 0.5685 and 0.2010. However, when evaluated with manipulation-aware metrics, SetRank is considered to be more manipulative on users’ initial preferences, which may negatively affect the reputation of the recommendation platform in the longer term.

5.5.2 Data Greatly Shapes the Manipulation Degrees of Algorithms Trained on it. In most experiments, we demonstrate the evaluated results when algorithms are trained with different mix ratios of data. The results indicate that the initial strategy or algorithm used to collect the training data significantly impacts on the manipulation behavior of the models trained afterward. For instance, in the data-driven slate commendation experiment, SetRank is always more manipulative than DeepFM, when trained using data with small mix ratios. However, from Figure 8(a), we can see that DeepFM trained on the mix ratio of 0.1 is instead more manipulative than SetRank trained on the mix ratio of 0.2. In both synthetic and data-driven experiments, if a highly manipulative algorithm collects more training data, the same machine learning model trained on it tends to make more manipulations on users’ preferences.

5.5.3 More Powerful Modeling Abilities Lead to Greater Sensitivity to Changes in the Degree of Manipulation Within the Training Data. We compare recommendation algorithms with different modeling abilities in both slate and sequential recommendation scenarios. Note that the modeling ability here does not refer to the neural model complexity, but the complexity of user and document information it takes into account. In slate recommendations, reranking models explicitly model the interactions of documents within a recommended slate, which are considered to have higher modeling ability compared to point-wise models. Similarly, in sequential recommendations, models like DIN that capture users’ recent behaviors have higher modeling ability than static models. From experiments on both data-driven experiments, although the degree of manipulations of all algorithms is affected by the training data, algorithms with stronger modeling abilities undergo greater impact.

6 RELATED WORK

6.1 The Influence of Recommender Systems on Users and Related Concepts

Some previous works have shed light on how recommender systems might affect users’ internal states or preferences, which is what our research focuses on. As is mentioned in [12], some work is based on empirical study [19]; some analyze static datasets of interactions [54, 61, 71]; some are
simulation-based, modeling users either using handcrafted, explicit rules [13, 31, 42, 44, 56, 95] or learning user dynamics implicitly [12]. Our work is similar to the latter one. With two synthetic and data-driven scenarios, we emphasize the potential impact of RS algorithms on users.

A closely related concept is fairness in recommender systems. While improved online metrics, such as click-through rate, are the most critical metrics for recommender systems, fairness is proposed to ensure recommender systems allocate resources equitably and improve the personal experience and social good. In the survey of the fairness of recommender systems [91], it is noted that both users and items may suffer from unfairness. For users, considerable differences are found in several recommendation measurements, such as accuracy, diversity, and novelty for users of different ages and genders [26, 89]; and for items, less popular items may get less exposure opportunity [5, 102], which is similar to popularity bias [101]. However, the causal relationship is the opposite between our work and the fairness problem. Our work focuses on how recommender systems influence or manipulate users, providing several metrics to measure the manipulation degree of a particular algorithm under a specific recommendation scenario. In contrast, fairness concerns how different users or items suffer from a specific recommendation system. The former does not care about the difference between users, and in our work, we take the average score of users instead, while the latter concerns the individuals.

6.2 User Behavior Modeling

The modeling of user behavior is an enduring topic in recommender system research. Early attempts were made to build the user click model under the probabilistic graphical model (PGM) [46] framework. These models rely heavily on different assumptions to specify how documents in the same slate jointly influence user behavior. The cascade model (CM) [23] adopts the assumption that users scan each document from top to bottom of the slate until the first click. Such an assumption constrains each query session to have exactly one click, and several follow-up works are proposed to overcome the limitation [33, 82]. Since these simple click models are constrained by strong assumptions, thus are not suitable for our use case of investigating human’s bounded rationality in recommendations.

Neural network-based methods are proposed for more flexible and realistic user behavior modeling. CTR estimation models like DeepFM use neural networks to model the feature interaction of a single item and predict the user click probability of each item independently. Neural networks are also applied in building click models that take the influences from previous items within the same slate into account. The neural click model (NCM) [7] first applies neural networks in building click models. The click sequence model (CSM) [8] employs an encoder-decoder architecture, in which the encoder computes the contextual embedding of the documents and sends it to the decoder to predict the clicked documents. Several methods further incorporate the interactions across different slates, i.e., the user behavior history, for better user modeling. DIN [100] and DIEN [99] use the attention mechanism to assign different weights to historical behaviors according to their relevance to the target document. Hierarchical Periodic Memory Network (HPMN) [69] uses a lifelong personalized memory for storing the user interest representations, which is updated incrementally. User Behavior Retrieval (UBR4CTR) [68] uses retrieval techniques to obtain the most relevant behaviors from the entire user behavior sequence. Another series of works adopt adversarial imitation learning methods to learn user models, and the learned models are then used as environments to train reinforcement-learning-based recommendation algorithms [78, 80]. Such neural network-based methods can automatically extract the real and complex dependencies within and across different slates from user behavior, including the possible irrational dependencies. Since we focus on studying the manipulations based on those existing advanced user models, the details of how the user models are obtained are beyond the scope of our discussion.
6.3 Simulation-based Research on Recommender Systems

Measuring algorithms purely on metrics from offline datasets is flawed [86], but not all algorithms can be validated online on real recommendation platforms in the first place. In recent years, some simulation-based platforms have been aiming at providing environments where recommendation algorithms can be evaluated or benchmarked in an online manner, and some work [4] has compared these platforms briefly. RecoGym [72] is a simulation platform that provides a unified recommendation framework for combining classical recommendation algorithms with reinforcement learning methods, allowing both offline and online experiments. Still, it can be far from the real-world dataset by just using synthetic data. PyRecGym [79] extends RecoGym by supporting multiple input data types and user-feedback functions, but its architecture makes it difficult to create reusable simulation environments. RecSim [42], like RecoGym, focuses on reinforcement learning methods for recommender systems and is suitable for simulating continuous interactive recommendation problems. It allows creating environments that can reflect certain aspects of user behavior but it is still hard to simulate a complex system. Virtual-taobao [80] can reflect properties of the real environment by generating virtual customers and interactions through GANSD and MAIL, respectively. To address the gap between simulation and real-world applications, RecSim NG [59], a scalable, modular, differentiable simulator, is proposed based on RecSim, offering a powerful, general probabilistic programming language for agent-behavior specification. However, the evaluation criteria adopted in existing works are aligned with traditional online metrics, and no simulation framework explicitly measures the degree to which recommendation algorithms manipulate user preferences. Our work lies in the general area of simulation-based study of recommender systems using real-world datasets, but investigates a specific problem, manipulations of users’ preferences from recommender systems, which challenges the effectiveness of traditional online metrics.

7 CONCLUSION AND FUTURE WORK

In this work, we put forward and investigate the problem of manipulations of users’ preferences in today’s recommender systems. Based on the bounded rationality of human behavior, we challenge the sources of advances in the online performance of current recommendation algorithms. We posit that the improvement in online performance may come from manipulating user preferences, and propose a general and configurable benchmark framework named Mirror to measure the manipulations. We make the simulated user behavior model to provide individual scores for documents in the entire document set one by one, which serves as the core of our manipulation-aware evaluations.

Key Findings. We use our proposed framework to evaluate various recommendation algorithms in both slate and sequential recommendations. We first find that in slate recommendations, more advanced reranking algorithms over-exploit the influence of the interrelationship of documents within a slate on human decisions, which causes users to choose more documents they do not favor, despite the uplift in traditional online metrics. In sequential recommendations, those algorithms that dynamically model the user’s recent behavior will significantly impact on user preference, resulting in users choosing less favored documents. Moreover, in all scenarios, we found that the degree of manipulation in the training data had a significant effect on the degree of manipulation of the final recommendation model.

Future Work. Our proposed framework requires access to the raw output of ranking models and the complete document set, which is not available for each individual user. In future work, we will study the approximated estimation of the manipulations from the user side, which can be used as personal supervision of recommender systems. Moreover, we are interested in proposing
practical solutions to reduce manipulations in recommendation systems. We also hope that our proposed benchmark will make the academic community and the industry aware of the limitations of existing online metrics and be concerned about the negative impact of manipulations on user preferences from the recommender systems.
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