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The infinite Atlas model describes a countable system of competing Brownian particles where the lowest particle gets a unit upward drift and the rest evolve as standard Brownian motions. The stochastic process of gaps between the particles in the infinite Atlas model does not have a unique stationary distribution and in fact for every $a \geq 0$, $\pi_a := \bigotimes_{i=1}^{\infty} \text{Exp}(2 + ia)$ is a stationary measure for the gap process. We say that an initial distribution of gaps is in the weak domain of attraction of the stationary measure $\pi_a$ if the time averaged laws of the stochastic process of the gaps, when initialized using that distribution, converge to $\pi_a$ weakly in the large time limit. We provide general sufficient conditions on the initial gap distribution of the Atlas particles for it to lie in the weak domain of attraction of $\pi_a$ for each $a \geq 0$. The cases $a = 0$ and $a > 0$ are qualitatively different as is seen from the analysis and the sufficient conditions that we provide. Proofs are based on the analysis of synchronous couplings, namely, couplings of the ranked particle systems started from different initial configurations, but driven using the same set of Brownian motions.

1. Introduction. Rank-based diffusions comprise systems of Brownian particles where the drift and diffusivity of each particle depends on its relative rank in the system. Such diffusions are given by a system of stochastic differential equations (SDE) for $m \in \mathbb{N}_0 \cup \{\infty\}$, of the following form:

$$dY_i(s) = \sum_{j=0}^{m} a_j \mathbf{1}(Y_i(s) = Y_{(j)}(s))ds + \sum_{j=0}^{m} b_j \mathbf{1}(Y_i(s) = Y_{(j)}(s))dW_i(s),$$

for $s \geq 0, i \in \{0, \ldots, m\}$. Here, $a_j$ and $b_j$ respectively denote the drift and diffusion coefficients of the rank $j$ particle, $\{W_i(\cdot) : i \in \{0, \ldots, m\}\}$ are independent standard Brownian motions, $Y(0) = \{Y_i(0)\}_{i=0}^{m}$ is a $\mathbb{R}^m$-valued random variable independent of the above Brownian motions, and $\{Y_{(i)}(\cdot) : i \in \{0, \ldots, m\}\}$ are the associated ranked (ordered) processes defined in an appropriate way. Rank-based diffusions have gained significant attention in recent years as models in Stochastic Portfolio Theory [11, 12], scaling limits of interacting particle systems like the simple exclusion process [20], and their connection with nonlinear diffusion processes [9, 19]. Rank-based diffusions also have close connections with Aldous’ “Up the river” stochastic control problem [1], which was recently solved in [29].

The finite-dimensional setting $m < \infty$ is reasonably well-understood as in that case the system of gaps between the ranked particles can be described by a finite-dimensional reflected Brownian motion (RBM). One can then apply the general theory of RBM [14, 15, 32] to study the process in a pathwise sense. In particular, it is known that the system in (1.1) has a unique weak solution [4]. Moreover, the solution exists in a strong sense and is pathwise unique until the first time of a triple collision (three particles at the same location) [17],
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and general criteria are known for the almost sure absence of triple collisions \[16, 26, 18\]. In particular, for the finite Atlas model, i.e. the case where \(a_j = 1 (j = 0), b_j \equiv 1 \) for \(j = 0, 1, \ldots, m\), these criteria give unique strong solutions for (1.1). Further, under very general stability and nondegeneracy conditions on the drift and diffusion coefficients \(\{a_j\}, \{b_j\}\), the RBM describing gaps between the ranked particles has a unique stationary measure \[14\]. Geometric ergodicity results can be found in \[6\] and rates of convergence to stationarity, depending explicitly on \(\{a_j\}, \{b_j\}\) have recently been obtained \[3, 2\].

Much less is known for the case \(m = \infty\). Owing to the non-standard structure of the drift and diffusion coefficients, the infinite-dimensional rank-based diffusions are technically much more challenging to analyze and even some basic questions like uniqueness in law of the reflected process describing gaps between the ranked particles remain open in full generality. Moreover, unlike its finite-dimensional analogue, the gap process for infinite rank-based diffusions can have multiple stationary measures (like the model considered below) and the domains of attraction of these stationary measures are far from being well-understood. See \[27, 8, 10, 7\] and references therein for comprehensive surveys of the known results in the \(m = \infty\) case.

In this article, we study the long time behavior of the infinite Atlas model which, like its finite-dimensional analogue, is a rank-based diffusion where, at any point of time, the lowest particle has a unit upward drift and the remaining particles perform independent standard Brownian motions. This is a special case of the \(\mathbb{R}^\infty\)-valued process \(\{Y_i(\cdot) : i \in \mathbb{N}_0\}\) defined in (1.1) with \(m = \infty\) and \(a_j = 1 (j = 0), b_j \equiv 1 \) for \(j \in \mathbb{N}_0\). Hence, \(\{Y_i(\cdot) : i \in \mathbb{N}_0\}\) satisfies the following system of SDE:

\[
(1.2) \quad dY_i(s) = 1(Y_i(s) = Y_{(0)}(s))ds + dW_i(s), \ s \geq 0, \ i \in \mathbb{N}_0.
\]

It was shown in \[27, \text{Theorem 3.2}\] that, if the starting points of the infinite Atlas model almost surely satisfy

\[
(1.3) \quad \sum_{i=0}^{\infty} e^{-\alpha Y_i(0)^2} < \infty, \text{ for all } \alpha > 0,
\]

then the system (1.2) has a weak solution that is unique in law. If (1.3) is satisfied, it can be shown that, almost surely, the system is locally finite in the sense that for any \(T > 0, u > 0\), there exist only finitely many \(i \in \mathbb{N}_0\) such that \(\min_{s \in [0,T]} Y_i(s) \leq u \) \[27, \text{Lemma 3.4}\]. Thus, almost surely, the ranking \((Y_0(t), Y_1(t), \ldots) \mapsto (Y_{(0)}(t), Y_{(1)}(t), \ldots)\) is well defined for all \(t \geq 0\) by prescribing the following convention for ties: if there exist \(t \geq 0\) and \(i < j\) such that \(Y_i(t) = Y_j(t)\), we assign a lower rank to \(Y_i\) and higher rank to \(Y_j\) at time \(t\). We will assume throughout this article that \(0 \leq Y_0(0) \leq Y_1(0) \leq Y_2(0) \leq \ldots\).

By \[27, \text{Lemma 3.5}\], the processes defined by

\[
(1.4) \quad B^*_i(t) := \sum_{j=0}^{\infty} \int_0^t 1(Y_j(s) = Y_{(i)}(s))dW_j(s), \ i \in \mathbb{N}_0, t \geq 0,
\]

are independent standard Brownian motions which can be used to write down the following stochastic differential equation for \(\{Y_{(i)}(\cdot) : i \in \mathbb{N}_0\}\):

\[
(1.5) \quad dY_{(i)}(t) = 1(i = 0)dt + dB^*_i(t) - \frac{1}{2}dL^*_i(t) + \frac{1}{2}dL^*_i(t), \ t \geq 0, i \in \mathbb{N}_0.
\]

Here, \(L^*_0(\cdot) \equiv 0\) and for \(i \in \mathbb{N}\), \(L^*_i(\cdot)\) denotes the local time of collision between the \((i-1)\)th and \(i\)th particles, that is, the unique non-decreasing continuous process satisfying \(L^*_i(0) = 0\) and \(L^*_i(t) = \int_0^t 1(Y_{(i-1)}(s) = Y_{(i)}(s))dL^*_i(s)\) for all \(t \geq 0\). The gap process in the infinite Atlas model is the \(\mathbb{R}^\infty\)-valued process \(Z(\cdot) = (Z_1(\cdot), Z_2(\cdot), \ldots)\) defined by

\[
(1.6) \quad Z_i(\cdot) := Y_{(i)}(\cdot) - Y_{(i-1)}(\cdot), \ i \in \mathbb{N}.
\]
The ‘maximal’ stationary distribution \( \pi_0 \) (in the sense of stochastic domination) is somewhat special in this collection as described below. For this reason, in what follows, we will continue using the notation \( \pi \) for the measure \( \pi_0 \).

For a \( \nu \in S \), we will denote by \( \nu_t \) the probability law of \( \mathbf{Z}(t) \), when \( P \circ \mathbf{Z}(0)^{-1} = \nu \). Obviously, when \( \nu = \pi_0 \), \( \nu_t = \pi_0 \) for all \( t \geq 0 \). In general, one expects that under suitable conditions on \( \nu \in S \), \( \nu_t \) converges (say in the weak convergence topology on the space \( \mathcal{P}(\mathbb{R}_+^\infty) \)) to one of the stationary measures \( \pi_a \). When that happens (i.e. \( \nu_t \to \pi_0 \) weakly as \( t \to \infty \) for some \( a \geq 0 \)), we say that \( \nu \) is in the Domain of Attraction (DoA) of \( \pi \). Characterizing the domain of attraction of the above collection of stationary measures has been a longstanding open problem. It was shown in [27, Theorem 4.7] using comparison techniques with finite-dimensional Atlas models that if the law \( \nu \) of the initial gaps \( \mathbf{Z}(0) \) stochastically dominates \( \pi = \pi_0 \) (in a coordinate-wise sense), then \( \nu \) is in DoA of \( \pi \), i.e. the law of \( \mathbf{Z}(t) \) converges weakly to \( \pi \) as \( t \to \infty \) (see also Lemma 6.1). Recently, [8] established a significantly larger domain of attraction for \( \pi \) using relative entropy and Dirichlet form techniques. They showed that a \( \nu \in S \) is in DoA of \( \pi \) if the random vector \( \mathbf{Z}(0) \) with distribution \( \nu \) almost surely satisfies the following conditions for some \( \beta \in [1, 2] \) and eventually non-decreasing sequence \( \{\theta(m) : m \geq 1\} \) with \( \inf_m \{\theta(m - 1)/\theta(m)\} > 0 \):

\[
\limsup_{m \to \infty} \frac{1}{m^\beta \theta(m)} \sum_{j=1}^{m} Z_j(0) < \infty,
\]

\[
\limsup_{m \to \infty} \frac{1}{m^\beta \theta(m)} \sum_{j=1}^{m} (\log Z_j(0))^- < \infty,
\]

\[
\lim_{m \to \infty} \frac{1}{m^{\beta^2/(1+\beta)} \theta(m)} \sum_{j=1}^{m} Z_j(0) = \infty,
\]
with the additional requirement that $\theta(m) \geq \log m, m \geq 1$, if $\beta = 1$. This is a big leap in our understanding of the domain of attraction properties of the infinite Atlas model. However, the conditions (1.8)-(1.10) involve upper and lower bounding the growth rate of the starting points $Y_m(0) = \sum_{j=1}^m Z_j(0)$ with respect to $m$ in terms of a common parameter $\beta \in [1, 2]$, which partially restricts its applicability. In particular, they do not cover all initial gap distributions that stochastically dominate $\pi$ (e.g. $Z_j(0) \sim e^{j^2}$), which were shown to be in DoA of $\pi$ in [27]. Moreover, (1.9) is not satisfied if even one of the gaps is zero, which intuitively should not drastically influence ergodic properties of the model. This condition arises from the relative entropy methods used in [8] (see e.g. the estimate (3.5) therein) which make an important use of the fact that the gaps are non-zero.

Beyond the results presented above, little is known about the domain of attraction of stationary measures of the infinite Atlas model. Especially, for the other stationary measures $\pi_a, a > 0$, nothing is known about the domain of attraction. To investigate the latter question, the techniques of [8] can no longer be applied in a straightforward manner, as we now explain, and one needs new ideas. The methods in [8] involve approximating the infinite Atlas model by the finite Atlas model with $d + 1$ particles, given by the solution to the SDE (1.2) with $\mathbb{N}_0$ replaced with $\{0, 1, \cdots, d\}$. A key step in the proof is to argue that the law of the first $k$ gaps, as $t \to \infty$ and $d \to \infty$ simultaneously, in a suitable fashion, converges to the $k$-marginal of $\pi$ (i.e. $\otimes_{k=1}^d \text{Exp}(2)$). It is then shown by a natural coupling argument that, on any compact time interval $[0, T]$, there is a $d_T \in \mathbb{N}$ such that the ranked particles in the $d_T$-dimensional Atlas model stay uniformly close to the lowest $d_T + 1$ particles in the infinite Atlas model on $[0, T]$. A crucial fact that is exploited in the proof is that the unique stationary measure of the finite Atlas model with $d + 1$ particles, given by $\pi^{(d)} := \otimes_{i=1}^d \text{Exp}(2(1 - i/(d + 1)))$, converges to $\pi$ as $d \to \infty$. Since the finite Atlas model has a unique stationary distribution, a finite-dimensional approximation approach of the form used in [8] cannot work in addressing convergence to $\pi_a$ for $a \neq 0$, as this approximation is designed to select $\pi_0$. One may consider other types of finite-dimensional approximations to the infinite Atlas model (see Remark 2.7), however they present different challenges with implementing the approach as in [8] for showing convergence to $\pi_a$ for $a \neq 0$. These are further discussed in Remark 2.7.

In the current work, we consider a somewhat weaker formulation of domain of attraction of the stationary measures $\pi_a, a \geq 0$. Specifically, for $\nu \in \mathcal{S}$, define for $t > 0$

$$\nu_t := \frac{1}{t} \int_0^t \tilde{\nu}_s ds,$$

where $\tilde{\nu}_t$ is as introduced in the paragraph below (1.7). We say that a $\nu \in \mathcal{S}$ is in the Weak Domain of Attraction (WDoA) of $\pi_a$ for $a \geq 0$, if $\nu_t \to \pi_a$ weakly as $t \to \infty$. Note that, although the convergence of the time-averaged laws $\nu_t$ to $\pi_a$ (ergodic limit) is implied by the convergence of $\tilde{\nu}_t$ to $\pi_a$ (marginal time limit), the converse is not clear. However, if $\nu \in \mathcal{S}$ is in the WDoA of $\pi_a$ for some $a > 0$, it is not in the DoA of $\pi = \pi_0$. In this article we will provide sufficient conditions for a measure $\nu \in \mathcal{S}$ to be in the WDoA of $\pi_a$ for a general $a \geq 0$.

In Theorem 2.1 and Corollary 2.2, we describe a large set of measures $\nu \in \mathcal{S}$ that are in the weak domain of attraction of $\pi = \pi_0$. The sufficient condition for $\nu$ to be in the WDoA of $\pi$ is a condition similar to (1.10) with $\beta = 1$ (see (2.1)). In particular, the sufficient condition in (2.1) is implied by (1.10) if the initial gap sequence $\{Z_j(0)\}$ satisfies $\limsup_{n \to \infty} Z_n(0) < \infty$ a.s. (see Remark 2.3). We do not require upper bounds on growth rates of $m \mapsto Y_n(0) = \sum_{j=1}^m Z_j(0)$ or $m \mapsto \sum_{j=1}^m (\log Z_j(0))_-$ of the form in (1.8), (1.9). In particular, unlike the condition in (1.9), the sufficient condition we provide does not require $Z_j(0)$ to be non-zero. Furthermore, the sufficient condition in (2.1) is satisfied by all gap distributions which stochastically dominate $\pi$. In Corollary 2.2 and Remark 2.3, we provide
additional examples where the sufficient condition (2.1) is satisfied and make some comparisons with the sufficient conditions given in [8].

In Theorem 2.4 and Corollary 2.5, we provide sufficient conditions for \( \nu \in S \) to be in the weak domain of attraction of the alternate stationary measures \( \pi_a, a > 0 \). This condition is formulated in terms of growth rates of the \( L^1 \) distance between the first \( m \) coordinates of the initial gap process and that of a coupled random variable \( V_a \), with distribution \( \pi_a \), as \( m \to \infty \). In particular, this sufficient condition holds if the initial gap sequence is given as a perturbation \( \Theta = (\Theta_i)_{i \in \mathbb{N}} \) of \( V_a \) which satisfies

\[
(1.11) \quad \sum_{i=1}^{d} |\Theta_i| = o \left( \frac{\log d}{\log \log d} \right) \quad \text{and} \quad \limsup_{d \to \infty} \frac{|\Theta_d|}{dV_a,d} < \infty.
\]

Note that, for \( a, a' > 0 \), the \( L^1 \)-distance between the first \( d \) coordinates of the stationary measures \( \pi_a \) and \( \pi_{a'} \) grows at rate \( O(|a - a'| \log d) \) as \( d \to \infty \) and thus the size of the perturbation allowed in (1.11) is not very far from what one expects. See Remark 2.6 for further discussion of this point. To the best of our knowledge, this is the first result on convergence properties for these alternate stationary measures. In Corollary 2.5 and Remark 2.6 we provide some examples of measures \( \nu \in S \) in WDoA of \( \pi_a \) for \( a > 0 \).

Our proofs are based on a pathwise approach to studying the long time behavior of the infinite Atlas model using \textit{synchronous couplings}, namely, two versions of the infinite Atlas model described in terms of the ordered particles via (1.5) and started from different initial conditions but driven by the same collection of Brownian motions. Central ingredients in the proofs are suitable estimates on the decay rate of the \( L^1 \) distance between the gaps in synchronously coupled ordered infinite Atlas models. These estimates are obtained by analyzing certain excursions of the difference of the coupled processes where each excursion ensures the contraction of the \( L^1 \) distance by a fixed deterministic amount. The key is to appropriately control the number and the lengths of such excursions. Certain monotonicity properties of synchronous couplings (see Proposition 3.1), and a quantification of the influence of far away coordinates on the first few gaps (see Section 4), also play a crucial role. Using these tools, the discrepancy between the gap processes of two synchronously coupled infinite Atlas models can be controlled in terms of associated gap processes when the starting configurations differ only in finitely many coordinates. The latter are more convenient to work with as for them the initial \( L^1 \) distance between the gap processes is finite, and the aforementioned excursion analysis can be applied to obtain our main results.

This article is organized as follows. In Section 2, we state the main results. In Section 3, we collect some crucial monotonicity properties of synchronous couplings including the monotonicity and quantitative control of the \( L^1 \) distance between them. In Section 4, we quantify the influence of far away coordinates on the first \( k \) gaps of the infinite Atlas model. This is crucial in reducing the problem of convergence to stationarity from arbitrary starting gap configurations to those that are perturbations of the stationary gaps at finitely many coordinates. In Section 5, we identify excursions in the paths of the synchronously coupled gap processes that result in reductions of the \( L^1 \) distance between them by fixed amounts. Finally, in Section 6, the main results are proved by analyzing these excursions of synchronously coupled gap processes from carefully chosen starting configurations.

\textbf{Notation:} For a vector \( \mathbf{v} = (v_1, v_2, \ldots)^T \in \mathbb{R}_+^\infty \) and \( m \in \mathbb{N} \), we will write \( \mathbf{v}|_m := (v_1, \ldots, v_m)^T \). We will write \( s(\mathbf{v}) \) for the new vector in \( \mathbb{R}_+^\infty \) whose \( i \)-th coordinate is \( v_1 + \cdots + v_i \), for \( i \in \mathbb{N} \). For two vectors \( \mathbf{v}_1 \) and \( \mathbf{v}_2 \) in \( \mathbb{R}_+^\infty \), where \( m \in \mathbb{N} \cup \{\infty\} \), \( v_1 \leq v_2 \) will be used to denote that each coordinate of \( \mathbf{v}_1 \) is less than or equal to the corresponding coordinate of \( \mathbf{v}_2 \). Similarly, \( \mathbf{v}_1 \wedge \mathbf{v}_2 \) and \( \mathbf{v}_1 \lor \mathbf{v}_2 \) will respectively denote the coordinate-wise minimum and maximum.
We will denote by $C([0, \infty) : \mathbb{R}^\infty_+)$ the space of all continuous $\mathbb{R}^\infty_+$-valued functions defined on $[0, \infty)$. This space is equipped with the usual local uniform topology, namely a sequence $f^{(m)} \in C([0, \infty) : \mathbb{R}^\infty_+)$ converges to $f \in C([0, \infty) : \mathbb{R}^\infty_+)$ if

$$\lim_{m \to \infty} \sup_{t \in [0, T]} |f_j^{(m)}(t) - f_j(t)| = 0$$

for any $T \in (0, \infty)$ and $j \in \mathbb{N}$.

In the sequel, for a collection of events $\{E_t : t \in [0, \infty)\}$, we will often write ‘$E_t$ holds for all $t \geq 0$’ to mean ‘almost surely, $E_t$ holds for all $t \geq 0$’. $\Phi(\cdot)$ will denote the normal cdf and $\Phi(\cdot) := 1 - \Phi(\cdot)$. We will write $X \sim \mu$ to denote that the random variable $X$ has distribution $\mu$. For any measure $\nu$ on $\mathbb{R}^\infty_+$ and any $k \in \mathbb{N}$, we call the measure $\nu^{(k)}$ on $\mathbb{R}^k_+$ defined by $\nu^{(k)}(A) := \nu(A \times \mathbb{R}^\infty_+)$, $A \in \mathcal{B}(\mathbb{R}^k_+)$, as the $k$-marginal of $\nu$. By a coupling of two probability measures $\theta_1$ and $\theta_2$ on some Polish space $S$, we mean $S$-valued random variables $X_1$, $X_2$ on some probability space $(\Omega, \mathcal{F}, P)$ such that $P \circ X_1^{-1} = \theta_i$ for $i = 1, 2$. Coupling of more than two probability measures is defined in a similar manner. For $m \in \mathbb{N} \cup \{\infty\}$ and probability measures $\theta_1$ and $\theta_2$ on $\mathbb{R}^m_+$ we say $\theta_2$ stochastically dominates $\theta_1$ if $\theta_2(-\infty, x] \leq \theta_1(-\infty, x]$ for all $x \in \mathbb{R}^m_+$. In this case, by Strassen’s theorem [23], there is a coupling $(X, Y)$ of $(\theta_1, \theta_2)$ such that $X_i \leq Y_i$ a.s. for all $i$.

2. Main results. Our first theorem gives a sufficient condition for a measure on $\mathbb{R}^\infty_+$ to be in the WDoA of $\pi$.

**Theorem 2.1.** Suppose that the probability measure $\mu$ on $\mathbb{R}^\infty_+$ satisfies the following: there exists a coupling $(U, V)$ of $\mu$ and $\pi$ such that, almost surely,

$$(2.1) \quad \liminf_{d \to \infty} \frac{1}{d \log d} \sum_{i=1}^{d} U_i \wedge V_i = \infty.$$ 

Then $\mu \in S$ and it belongs to the WDoA of $\pi$.

The following corollary gives some natural situations in which (2.1) holds.

**Corollary 2.2.** Let $\mu$ be a probability measure on $\mathbb{R}^\infty_+$ and $U \sim \mu$. Suppose one of the following conditions hold:

(i) $\mu$ is stochastically dominated by $\pi$ and, almost surely,

$$(2.2) \quad \liminf_{d \to \infty} \frac{1}{d \log d} \sum_{i=1}^{d} U_i = \infty.$$ 

(ii) For some a.s. finite random variable $M$

$$(2.3) \quad \liminf_{d \to \infty} \frac{1}{d \log d} \sum_{i=1}^{d} (U_i \wedge M) = \infty, \text{ a.s.}$$

(iii) $U_i = \lambda_i \Theta_i$, $i \in \mathbb{N}$, where $\{\Theta_i\}$ are iid non-negative random variables satisfying $P(\Theta_1 > 0) > 0$, and $\{\lambda_i\}$ are positive deterministic real numbers satisfying one of the following:

(a) $\liminf_{j \to \infty} \lambda_j > 0$, 

(b) \( \lim \sup_{j \to \infty} \lambda_j < \infty \) and

\[
(2.4) \quad \lim \inf_{d \to \infty} \frac{1}{\sqrt{d \log d}} \sum_{i=1}^{d} \lambda_i = \infty.
\]

Then (2.1) holds. Hence, in all the above cases, \( \mu \in \mathcal{S} \) and is in the WDoA of \( \pi \).

**Remark 2.3.** We make the following observations.

(a) Suppose that \( \pi \) is stochastically dominated by \( \mu \). Then (2.1) holds and so \( \mu \in \mathcal{S} \) and is in the WDoA of \( \pi \). In fact in this case [27, Theorem 4.7] (cf. Lemma 6.1) shows that \( \mu \) is in the DoA of \( \pi \).

(b) Note that for any \( C \in (0, \infty) \),

\[
(2C) \land (1/2) \leq U_i \land C \leq ((2C) \lor 1)[U_i \land (1/2)].
\]

Hence, if (2.3) holds for one a.s. finite random variable \( M \) then it holds for every such random variable. In particular if \( \lim \sup_{n \to \infty} U_n < \infty \) a.s. and (2.2) is satisfied then (2.1) holds and so \( \mu \in \mathcal{S} \) and is in the WDoA of \( \pi \).

(c) The paper [8] notes two important settings where conditions (1.8)-(1.10) are satisfied. These are: (i) for some \( c \in [1, \infty) \), \( \lambda_j \in [e^{-c}, c] \) for all \( j \in \mathbb{N} \) and \( Z_j(0) = \lambda_j \Theta_j \) where \( \Theta_j \) are iid with finite mean and such that \( E \log(\Theta_1) < \infty \), and (ii) \( Z_j(0) = \lambda_j \Theta_j \) where \( \Theta_j \) are iid exponential with mean \( 1 \) and, either \( \lambda_d \downarrow 0 \) and \( \frac{1}{\sqrt{d \log d}} \sum_{i=1}^{d} \lambda_i \to \infty \), as \( d \to \infty \), or \( \lambda_d \uparrow \infty \) and \( \lim \sup_{d \to \infty} \frac{1}{d} \sum_{i=1}^{d} \lambda_i < \infty \) for some \( \beta < 2 \). We note that conditions assumed in the above settings are substantially stronger than the one assumed in part (iii) of Corollary 2.2. However [8] establishes the stronger marginal time convergence as opposed to an ergodic limit considered in the present paper. See part (g) on a related open problem.

(d) In the setting of (iii) the sequence \( \{\lambda_i\} \) satisfies (2.4) if \( \lambda_i \geq \varphi_i \log i / \sqrt{i} \) for sufficiently large \( i \), for any non-negative sequence \( \varphi_i \to \infty \) as \( i \to \infty \). Indeed, note that, for any \( C > 0 \), there exists \( i_C \in \mathbb{N} \) such that for all \( i \geq i_C \),

\[
\sum_{j=i_C}^{i} \lambda_j \geq C \sum_{j=i_C}^{i} \frac{\log j}{\sqrt{j}} \geq C \int_{i_C}^{i+1} \frac{\log z}{\sqrt{z}} dz.
\]

Using the fact that the primitive of \( \log z / \sqrt{z} \) is \( 2 \sqrt{z} \log(z - 2) \), \( \{\lambda_j\} \) is seen to satisfy (2.4) and so, if in addition \( \lim \sup_{j \to \infty} \lambda_j < \infty \), we have that the conditions of (iii) (b) are satisfied.

(e) We note that the conditions prescribed in Theorem 2.1 and Corollary 2.2 all involve quantifying how close together the particles can be on the average in the initial configuration of the Atlas model. In particular, we do not require any upper bounds on the sizes of \( U_i \). This is in contrast with condition (1.8) assumed in [8] which requires the particles to be not too far apart on the average. Intuitively one expects convergence to \( \pi \) to hold when initially the particles are not too densely packed and upper bounds on the average rate of growth of the initial spacings are somewhat unnatural. The result in [27, Theorem 4.7] also points to this heuristic by showing weak convergence to \( \pi \) from all initial gap configurations that stochastically dominate \( \pi \). We also note that we do not require any condition analogous to (1.9) and can, in particular, allow gaps to be zero.

(f) We note that the conditions (1.8)-(1.10) of [8] do not imply our conditions. To see this, consider the deterministic sequence of initial gaps: \( U_i = i^{-2/3} \) for \( n^3 < i < (n + 1)^3 \) and \( U_{n^3} = n \), for any \( n \in \mathbb{N} \). It can be checked that, \( \sum_{i=1}^{d} U_i \) grows like \( d^{2/3} \) and
\[ \sum_{i=1}^{d} \left( \log U_i \right)_{-} \text{ grows like } d \log d \text{ as } d \to \infty. \] Thus, (1.8)-(1.10) of [8] hold with \( \beta = 1 \) and \( \theta(d) = \log d \). However, almost surely, \( \sum_{i=1}^{d} U_i \wedge V_i \) grows like \( d^{1/3} \), and therefore, (2.1) is violated.

\( \text{(g) It will be interesting to investigate whether the condition in Theorem 2.1 in fact implies} \]

\( \text{the stronger property that } \mu \text{ is in the DoA of } \pi. \text{ We leave this as an open problem.} \)

Our second theorem provides sufficient conditions for a measure on \( \mathbb{R}^\infty_+ \) to be in the WDoA of one of the other stationary measures \( \pi_a, a > 0 \).

**THEOREM 2.4.** Fix \( a > 0 \). Suppose that the probability measure \( \mu \) on \( \mathbb{R}^\infty_+ \) satisfies the following: There exists a coupling \( (U, V, a) \) of \( \mu \) and \( \pi_a \) such that, almost surely,

\[ \limsup_{d \to \infty} \frac{\log \log d}{\log d} \sum_{i=1}^{d} |V_{a,i} - U_i| = 0, \quad \text{and } \limsup_{d \to \infty} \frac{U_d}{dV_{a,d}} < \infty. \]

Then \( \mu \in S \) and it belongs to the WDoA of \( \pi_a \).

We remark that Theorem 2.4 also holds for the case \( a = 0 \). Indeed, suppose that the condition (2.5) in the theorem holds for \( a = 0 \). Denoting the corresponding \( V_0 \) as \( V \), we have that

\[ \sum_{i=1}^{d} U_i \wedge V_i = \sum_{i=1}^{d} U_i \vee V_i - \sum_{i=1}^{d} |V_i - U_i| \geq \sum_{i=1}^{d} V_i - \sum_{i=1}^{d} |V_i - U_i|. \]

Using this and the law of large numbers for \( \{V_i\} \), it follows that (2.1) holds and thus from Theorem 2.1 the conclusion of Theorem 2.4 holds with \( a = 0 \). The reason we do not note the case \( a = 0 \) in the statement of Theorem 2.4 is because (2.1) is a strictly weaker assumption than (2.5) when \( a = 0 \). This is expected as for any initial gap distribution that stochastically dominates \( \pi \), convergence to \( \pi \) holds (see Remark 2.3 (a)). However, for convergence to \( \pi_a \) for some \( a > 0 \), the initial gap distribution should be appropriately close to \( \pi_a \) (see Remark 2.6 (b) below).

The following corollary gives a set of random initial conditions for which (2.5) holds.

**COROLLARY 2.5.** Fix \( a > 0 \). Let

\[ \mu := \bigotimes_{i=1}^{\infty} \text{Exp}(2 + ia + \lambda_i), \]

where \( \{\lambda_i\} \) are real numbers satisfying \( \lambda_i \geq -\beta(2 + ia) \) for some \( \beta < 1 \), and \( \lambda_i \leq C(2 + ia) \) for some \( C > 0 \), for all \( i \). Moreover, assume

\[ \limsup_{d \to \infty} \frac{\log \log d}{\log d} \sum_{i=1}^{d} \frac{|\lambda_i|}{i^2} = 0. \]

Then (2.5) holds, and hence, \( \mu \in S \) and belongs to the WDoA of \( \pi_a \).

**REMARK 2.6.** We note the following.

(a) Clearly, there are measures \( \mu \) of the form described in Corollary 2.5 for which \( \liminf_{i \to \infty} \frac{|\lambda_i|}{i} > 0 \) and which do not lie in the WDoA of \( \pi_a \) (for example, \( \pi_{a'} \) for any \( a' \neq a \)). However, the corollary says that if \( |\lambda_i| \) grows slightly slower than \( i \) then \( \mu \) is indeed in the WDoA of \( \pi_a \). More precisely, the convergence in (2.6) holds in particular
if $|\lambda_i| \leq i\delta_i / (\log \log i)$ for sufficiently large $i$, for some non-negative sequence $\delta_i \to 0$ as $i \to \infty$. Indeed, note that for any $\delta > 0$, there exists sufficiently large $i_\delta \in \mathbb{N}$ such that for $i \geq i_\delta$,

$$
\sum_{j=i_\delta}^{i} \frac{|\lambda_j|}{j^2} \leq \sum_{j=i_\delta}^{i} \frac{\delta_j}{j \log \log j} \leq \delta \int_{i_\delta-1}^{i} \frac{1}{z \log \log z} dz = \delta \int_{\log(i_\delta-1)}^{\log i} \frac{1}{\log w} dw.
$$

As $w \mapsto \frac{1}{\log w}$ is a slowly varying function, by Karamata's theorem [24, Theorem 1.2.6 (a)],

$$
\lim_{i \to \infty} \frac{\log \log i}{\log i} \int_{\log(i_\delta-1)}^{\log i} \frac{1}{\log w} dw = 1.
$$

This can also be directly shown by noting that the primitive of $1/\log w$ is $\text{Li}(w)$, and applying the l'Hôpital's rule. Thus, we conclude from (2.7) that for any $\delta > 0$,

$$
\limsup_{i \to \infty} \frac{\log \log i}{\log i} \sum_{j=1}^{i} \frac{|\lambda_j|}{j^2} \leq \delta.
$$

As $\delta > 0$ is arbitrary, (2.6) holds.

(b) Note that if $U \sim \pi$, then for $a, a' > 0$,

$$
V_{a,i} = \frac{2}{2 + ia} U_i, \quad V_{a',i} = \frac{2}{2 + ia'} U_i, \quad i \in \mathbb{N}
$$

defines a coupling of $\pi_a$ and $\pi_{a'}$. For this coupling,

$$
\sum_{i=1}^{d} |V_{a,i} - V_{a',i}| \sim O(|a - a'| \log d) \quad \text{and} \quad \lim_{d \to \infty} \frac{V_{a',d}}{dV_{a,d}} = 0.
$$

Since $\pi_{a'}$ is obviously not in WDoA of $\pi_a$ for $a \neq a'$, the first property in (2.8) says that the first requirement in (2.5) is not far from what one expects. We conjecture that for $\mu$ to be in the WDoA of $\pi_a$ it is necessary that $(\log d)^{-1} \sum_{i=1}^{d} |V_{a,i} - U_i| \to 0$ as $d \to \infty$ for some coupling $(U, V_a)$ of $\mu$ and $\pi_a$. Theorem 2.4 says that if the first convergence holds at a rate faster than $1/(\log \log d)$ for some coupling of $\mu$ and $\pi_a$ then that (together with the second condition in (2.5)) is sufficient for $\mu$ to be in the WDoA of $\pi_a$.

Further, observe that if the second condition in (2.5) does not hold, then there are infinitely many $d \in \mathbb{N}$ such that the lowest $d + 1$ particles are separated from the rest by a large initial gap. If one such gap is very large, then it could happen that the distribution of gaps between the $d + 1$ particles stabilizes towards the unique stationary gap distribution $\pi^{(d)}$ of the corresponding finite Atlas model before the remaining particles have interacted with them. As $\pi^{(d)}$ converges weakly to $\pi$ as $d \to \infty$, one does not expect in such situations the convergence (of time averaged laws) to $\pi_a$ to hold for any $a > 0$.

**Remark 2.7.** As noted in the Introduction, the approach of [8] using finite-dimensional approximations does not seem to have an easy extension when investigating the DoA (or WDoA) of $\pi_a$ for $a > 0$. This is because the stationary distribution of the finite-dimensional Atlas model approaches $\pi = \pi_0$ as the dimension approaches infinity. Nevertheless, there is an alternative natural finite-dimensional rank-based diffusion model that one may consider as an approximation to the infinite Atlas model which is better suited for proving convergence to $\pi_a$ for $a > 0$. Consider the SDE with $s \geq 0$ and $i \in \{0, 1, \ldots, d\}$,

$$
dY_i(s) = \left(1 - \frac{a}{d + 1}\right)1(Y_i(s) = Y_{(0)}(s)) ds - \sum_{j=1}^{d} \frac{ja}{d + 1}1(Y_i(s) = Y_{(j)}(s)) ds + dW_i(s).
$$
It can be checked using the form of the generator of the above diffusion that the corresponding gap process has the unique stationary distribution \( \pi_d^{\mathfrak{a}}(d) := \bigotimes_{i=1}^d \text{Exp}((2 + ia)(1 - i/(d + 1))) \), which clearly converges to \( \pi_\mathfrak{a} \) as \( d \to \infty \). There is also a natural analog of the right-anchored rank-based diffusion of the form in [8, Section 2] (see equation (2.12) therein) which is associated with the above dynamics and the stationary distribution \( \pi_\mathfrak{a} \). In this model, the bottom \( d \) particles evolve as a finite Atlas model reflected off the top particle, which moves deterministically with constant velocity \(-a/2\). Both of these Markov processes (as in the setting of [8]) are reversible with respect to the corresponding stationary distributions and are therefore well suited for Dirichlet form methods developed in [8]. In particular, one can obtain an estimate analogous to [8, Proposition 1.3] for these finite-dimensional diffusions. However, because the drift and reflection structure of the above finite rank-based diffusions is substantially different from that of the infinite Atlas model, it is not clear how to devise comparison techniques between these diffusions and the infinite Atlas model, that are crucial to both [8] and our work.

Nevertheless, the above diffusions do capture some key qualitative features that are exhibited by the bottom \( d + 1 \) particles in the infinite Atlas model starting from configurations close (in distribution) to \( \pi_\mathfrak{a} \). In particular, as proved in [30], if the initial gaps are distributed as \( \pi_\mathfrak{a} \), the Atlas processes \( \{Y_{ij}(t) + at/2 : t \geq 0\}_{i \in \mathbb{N}_\mathfrak{a}} \) (where \( Y_{ij}(\cdot) \) satisfy (1.5)) form a tight collection. The drift \(-aj/(d + 1)\) of the \( j \)-th ordered particle, for \( j = 1, \ldots, d \), in the diffusion satisfying (2.9) implies an analogous property for the ordered processes in this diffusion for large \( d \). To see this, observe that the center of mass of the system has drift \((d + 1)^{-1}\left[1 - \frac{a}{d+1} - \sum_{j=1}^{d} \frac{a_j}{a+1}\right] \) which is asymptotically \(-a/2\) as \( d \to \infty \). A similar property is true for the anchored dynamics as the top particle moves as a linear barrier with slope \(-a/2\). Understanding relationships between these finite-dimensional rank-based diffusions and the infinite Atlas model, particularly over long time intervals, is key to extending the techniques of [8] to study the DoA of \( \pi_\mathfrak{a} \) for \( a > 0 \). We hope to explore this in future work.

3. Synchronous couplings of the infinite ordered Atlas model. As mentioned earlier, a synchronous coupling of the ranked particles in the infinite Atlas model refers to coupling two copies of the order statistics processes starting from different initial configurations but driven by the same set of Brownian motions via the SDE (1.5). The finite-dimensional analogue of the SDE (1.5) is known to have a unique strong solution [13], which implies the existence of synchronous couplings for the ranked processes of finite Atlas models starting from any two initial configurations. For the infinite Atlas model, devising synchronous couplings is a more delicate issue as described below.

In [27], a systematic method for constructing solutions of the infinite-dimensional SDE (1.5), from a given collection of Brownian motions, has been devised under the name of approximative versions. It is based on taking appropriate limits of solutions of the corresponding finite-dimensional systems. This, in turn, can be used to construct synchronous couplings in an appropriate sense. We collect some results from [27] in the following proposition.

**Proposition 3.1.** Suppose \( \mathbf{x} \) is a \( \mathbb{R}^\infty \)-valued random variable satisfying \( 0 \leq x_0 \leq x_1 \leq x_2 \leq \cdots \) and, almost surely,

\[
\sum_{i=0}^{\infty} e^{-\alpha x_i^2} < \infty, \text{ for all } \alpha > 0.
\]

Consider a collection of independent standard Brownian motions \( B_0(\cdot), B_1(\cdot), B_2(\cdot), \ldots \), independent of \( \mathbf{x} \). Consider the collection of SDE, for \( i \in \mathbb{N}_0 \),

\[
dX_i(t) = 1(i = 0)dt + dB_i(t) - \frac{1}{2} dL_{i+1}(t) + \frac{1}{2} dL_i(t), \quad X_i(0) = x_i, \quad t \geq 0,
\]
where $L_0(\cdot) \equiv 0$, and for $i \in \mathbb{N}$, $L_i(\cdot)$ is the associated local time of collision between the $(i-1)$-th and $i$-th particle, namely

$$L_i, X_i \text{ are nonnegative continuous processes, } L_i \text{ are nondecreasing,}$$

(3.3)

$$L_i(0) = 0 \text{ and } L_i(t) = \int_0^t 1 \{X_{i-1}(s) = X_i(s)\} \, dL_i(s) \text{ for all } t \geq 0.$$ 

Also consider for fixed $m \in \mathbb{N}$, the system of SDE in (3.2) for $i = 0, 1, \ldots, m$, with starting configuration $X_i(0) = x_i$, $0 \leq i \leq m$, and with $L_i$ satisfying (3.3) for $1 \leq i \leq m$ and $L_0(\cdot) \equiv \text{L}_i(\cdot) \equiv 0$. Denote by $X^{(m)}(\cdot) = (X_0^{(m)}(\cdot), \ldots, X_m^{(m)}(\cdot))$ and $L^{(m)}(\cdot) = (L_0^{(m)}(\cdot), \ldots, L_m^{(m)}(\cdot))$ the unique strong solution to this finite-dimensional system of reflected SDE which we call the ‘finite ordered Atlas model with $m + 1$ particles’ with driving Brownian motion $(B_0(\cdot), \ldots, B_m(\cdot))$. Then, the following hold.

(i) There exist continuous $\mathbb{R}^\infty_+\text{-valued processes } X(\cdot) := (X_i(\cdot) : i \in \mathbb{N}_0), \ L(\cdot) := (L_i(\cdot) : i \in \mathbb{N}_0),$ adapted to $\mathcal{F}_t = \sigma \{ B_i(s) : s \leq t, i \in \mathbb{N}_0 \}$, such that, a.s. $(X, L)$ satisfy (3.2) and (3.3) and for any $T \in (0, \infty)$,

$$\lim_{m \to \infty} \sup_{t \in [0, T]} \left[ |X^{(m)}_i(t) - X_i(t)| + |L^{(m)}_i(t) - L_i(t)| \right] = 0 \text{ a.s., for all } i \in \mathbb{N}_0.$$

We will call $X(\cdot)$ the ‘infinite ordered Atlas model’ with driving Brownian motions $B_0(\cdot), B_1(\cdot), B_2(\cdot), \ldots,$ started from $x = (x_0, x_1, x_2, \ldots)$.

(ii) Suppose $u, v$ are $\mathbb{R}^\infty_+\text{-valued random variables independent of } \{B_i, i \in \mathbb{N}_0\}$, such that $u_i \leq v_{i+1}$ and $v_i \leq u_{i+1}$ a.s. for all $i \in \mathbb{N}_0$, and (3.1) holds a.s. with $x$ replaced with $u, v$. Then, on $(\Omega, \mathcal{F}, \mathbb{P})$ there are continuous, $\mathbb{R}^\infty_+\text{-valued processes } X^u, L^u$ and $X^v, L^v$ that are adapted to $\mathcal{F}_t = \mathcal{F}_t \vee \sigma \{ u, v \}$ and solve (3.2), (3.3) with $X^u(0) = u$ and $X^v(0) = v$ respectively. These processes are given as follows. Let $X^{(m),u}(\cdot)$ and $X^{(m),v}(\cdot)$ be the unique strong solutions of the finite ordered Atlas model with $m + 1$ particles, with $X^{(m),u}(0) = u_{m+1}, X^{(m),v}(0) = v_{m+1}$. Then $X^u, X^v$ are defined as the a.s. limits of $X^{(m),u}(\cdot)$ and $X^{(m),v}(\cdot)$ as $C([0, \infty) : \mathbb{R}^\infty_\mathcal{X})\text{-valued random variables. We will refer to these limit processes as a synchronous coupling of the infinite ordered Atlas model driven by Brownian motions } \{B_i, i \in \mathbb{N}_0\} \text{ with initial configuration } X^u(0) = u \text{ and } X^v(0) = v.$

(iii) If $(u, v)$ in (ii) are such that $u \leq v$, then the synchronous coupling defined in (ii) almost surely satisfies $X^u(t) \leq X^v(t)$ for all $t \geq 0$.

Define the corresponding ‘gap processes’ $Z^u(\cdot)$ and $Z^v(\cdot)$ by $Z^u_i(\cdot) := X^u_i(\cdot) - X^u_{i-1}(\cdot)$ and $Z^v_i(\cdot) := X^v_i(\cdot) - X^v_{i-1}(\cdot)$ for $i \in \mathbb{N}$. Then $Z^u(0) \leq Z^v(0)$ almost surely implies the following hold almost surely:

$$Z^u(t) \leq Z^v(t) \text{ for all } t \geq 0, \text{ and } L^u(t) - L^u(s) \leq L^v(s) - L^u(s) \text{ for all } 0 \leq s \leq t.$$

(iv) Analogous statements hold with $1(i = 0)$ in (3.2) replaced with $\gamma 1(i = 0)$ where $\gamma \in \mathbb{R}$. Specifically, for $\gamma \in \mathbb{R}$, define the ‘infinite ordered Atlas model with drift $\gamma$’ to be the $\mathbb{R}^\infty_\mathcal{X}-\text{valued stochastic process } X^{[\gamma]}(\cdot) := (X_0^{[\gamma]}(\cdot), X_1^{[\gamma]}(\cdot), \ldots) \text{ satisfying }$

(3.4)

dX^{[\gamma]}_i(t) = \gamma 1(i = 0) \, dt + dB_i(t) - \frac{1}{2} dL^{[\gamma]}_{i+1}(t) + \frac{1}{2} dL^{[\gamma]}_i(t), \ t \geq 0, i \in \mathbb{N}_0,$

where $L^{[\gamma]}_0(\cdot) \equiv 0$ and $(L^{[\gamma]}_1(\cdot), L^{[\gamma]}_2(\cdot), \ldots)$ are the associated local times as in (3.3). Then $X^{[\gamma]}(\cdot)$ can be obtained as a limit of the solutions to the finite-dimensional analogues of the SDE (3.4) in the sense of (i). In particular, one can construct a synchronous coupling of $X(\cdot)$ and $X^{[\gamma]}(\cdot)$ for same or different (coupled) initial configurations as in (ii). Moreover,
if \( \gamma \leq 1 \) and \( Z(\cdot) \) and \( Z^{[\gamma]}(\cdot) \) are the associated gap processes under synchronous coupling and \( Z(0) = Z^{[\gamma]}(0) \), then, almost surely,

\[
Z(t) \leq Z^{[\gamma]}(t) \text{ for all } t \geq 0.
\]

**Proof.** (i) follows from [27, Definition 7 and Theorem 3.7], [27, Lemma 6.4] and the discussion following it. Part (ii) is immediate from (i). (iii) follows from [27, Corollary 3.10]. The assertion in (iv) that \( X^{[\gamma]}(\cdot) \) can be obtained as a limit of finite systems again follows from [27, Definition 7 and Theorem 3.7]. The pathwise domination assertion under synchronous coupling follows from [27, Corollary 3.12 (ii)]. \( \square \)

Proposition 3.1 constructs the infinite ordered Atlas model via approximation by finite ordered Atlas models. As the solution to the finite-dimensional analogue of (3.2) is unique in law (which follows from pathwise uniqueness), the finite ordered Atlas model has the same law as the ranked processes in the finite Atlas model (which is a weak solution to the finite-dimensional analogue of (1.2)). The following lemma says that the infinite ordered Atlas model, constructed in Proposition 3.1 (i), indeed has the same law as the ranked trajectories of the infinite Atlas model satisfying (1.2). A similar result was discussed in [27, Remark 2]. We provide a proof for completeness.

**Lemma 3.2.** Let \( x \) be a \( \mathbb{R}^\infty \)-valued random variable satisfying \( 0 \leq x_0 \leq x_1 \leq x_2 \leq \cdots \) such that, almost surely, (3.1) holds, and let \( \{B_i, i \in \mathbb{N}_0\} \) be a sequence of independent standard Brownian motions, independent of \( x \). Let \( X \) be the process constructed in Proposition 3.1 (i) with \( X(0) = x \). Let \( \mu \) be the probability law of \( x \) and \( Y(\cdot) := (Y_0(\cdot), Y_1(\cdot), \ldots) \) be the unique weak solution of (1.2) with \( Y(0) \sim \mu \). Then \( X \) has the same law as the ranked processes \( Y_r(\cdot) := (Y_0(\cdot), Y_1(\cdot), \ldots) \).

**Proof.** Let \( Y \) be as in the statement of the lemma and for any \( m \in \mathbb{N} \), let \( Y^{(m)}(\cdot) = (Y^{(m)}_0(\cdot), \ldots, Y^{(m)}_m(\cdot)) \) be the unique weak solution of the finite Atlas model (1.2) with \( m + 1 \) particles (i.e. with \( i \in \mathbb{N}_0 \) in (1.2) replaced by \( 0 \leq i \leq m \)) and with \( Y^{(m)}(0) \) distributed same as \( (Y_0(0), Y_1(0), \ldots, Y_m(0)) \). Let \( Y^{(m)}_r(\cdot) := (Y^{(m)}_0(\cdot), \ldots, Y^{(m)}_m(\cdot)) \) be the corresponding ranked trajectories. By [27, Theorem 3.3], there exists a sequence \( m_j \to \infty \) such that for any \( T > 0 \) and \( k \in \mathbb{N} \),

\[
(3.5) \quad (Y^{m_j}_r(\cdot)|_k, Y^{(m_j)}_r(\cdot)|_k) \overset{d}{\to} (Y(\cdot)|_k, Y_r(\cdot)|_k) \text{ on } C([0, T] : \mathbb{R}^{2k}).
\]

Next let \( \{B_i, i \in \mathbb{N}_0\} \) be as in the statement of the lemma and let \( (X^{(m)}, L^{(m)}) \) be as in Proposition 3.1 (i) given as the unique strong solution of the corresponding \( (m + 1) \)-dimensional reflected SDE, with \( X^{(m)}(0) = x|_{m+1} \). From the same argument used to derive (1.5) from (1.2), it follows that \( Y^{(m)}_r(\cdot) \) satisfies the \( m_j \)-dimensional version of the SDE (1.5) for each \( j \geq 1 \). By pathwise uniqueness of solutions to the finite-dimensional reflected SDE [13], for any \( k \in \mathbb{N} \),

\[
(3.6) \quad Y^{(m)}_r(\cdot)|_k \overset{d}{=} X^{(m_j)}(\cdot)|_k \text{ for all } j \geq 1.
\]

Moreover, by Proposition 3.1 (ii), \( X^{(m)}|_k \to X|_k \), almost surely, in \( C([0, \infty) : \mathbb{R}^{k+1}) \), as \( m \to \infty \). This observation, along with (3.5) and (3.6), gives

\[
Y_r(\cdot)|_k \overset{d}{=} X(\cdot)|_k \text{ for any } k \in \mathbb{N},
\]

which proves the lemma. \( \square \)
A pathwise analysis of synchronous couplings will be the main tool in proving our main results. A key observation is the following control on the $L^1$ distance between the gap processes corresponding to two synchronously coupled infinite ordered Atlas models. In particular, it shows (using Proposition 3.1 (iii)) that if the initial gap distributions satisfy a coordinate-wise ordering, then this $L^1$ distance is non-increasing in time and its decay rate can be precisely estimated from the local times of collision between the bottom two particles. We note that the proof for an analogous result for the finite ordered Atlas model is easier and can be deduced from standard properties of reflected Brownian motions [21, Theorem 6].

**Lemma 3.3.** Let $B_0(\cdot), B_1(\cdot), B_2(\cdot), \ldots$ be standard Brownian motions given on some probability space $(\Omega, F, P)$. Let $X(\cdot)$ and $\tilde{X}(\cdot)$ be synchronously coupled infinite ordered Atlas models driven by $\{B_i, i \in \mathbb{N}_0\}$ as constructed in Proposition 3.1 (ii), with the initial configurations $X(0)$ and $\tilde{X}(0)$ such that the corresponding probability laws are in $S_0$. Let $Z(\cdot)$ and $\tilde{Z}(\cdot)$ denote the corresponding gap processes. Suppose $\tilde{Z}(0) \geq Z(0)$. Write $\Delta Z(\cdot) := \tilde{Z}(\cdot) - Z(\cdot)$ and assume $\sum_{j=1}^{\infty} j \Delta Z_j(0) < \infty$. Let $L(\cdot)$ and $\tilde{L}(\cdot)$ denote the local times of collision for the respective Atlas models and write $\Delta L(\cdot) := \tilde{L}(\cdot) - L(\cdot)$. Then, almost surely,

\begin{equation}
\sum_{j=1}^{\infty} \Delta Z_j(t) = \sum_{j=1}^{\infty} \Delta Z_j(0) + \frac{1}{2} \Delta L_1(t), \quad t \geq 0.
\end{equation}

**Proof.** Observe form (3.2) that for any $d \in \mathbb{N}, t \geq 0$,

\begin{equation}
\sum_{j=1}^{d} \Delta Z_j(t) = \sum_{j=1}^{d} \Delta Z_j(0) + \sum_{j=1}^{d} \left( \Delta L_j(t) - \frac{1}{2} \Delta L_{j-1}(t) - \frac{1}{2} \Delta L_{j+1}(t) \right)
= \sum_{j=1}^{d} \Delta Z_j(0) + \frac{1}{2} \Delta L_1(t) + \frac{1}{2} \Delta L_d(t) - \frac{1}{2} \Delta L_{d+1}(t).
\end{equation}

Thus, to show (3.7), it suffices to show that, for every $t \geq 0$,

\begin{equation}
\lim_{d \to \infty} \frac{1}{2} \Delta L_d(t) - \frac{1}{2} \Delta L_{d+1}(t) = 0.
\end{equation}

This will be shown in several steps as follows.

For $m \in \mathbb{N}$, denote by $Z^{(m)}(\cdot)$ and $\tilde{Z}^{(m)}(\cdot)$ the $m$-dimensional gap processes associated with ranked processes $X^{(m)}(\cdot)$ and $\tilde{X}^{(m)}(\cdot)$ for the finite ordered Atlas models with $m + 1$ particles, respectively starting from $X(0)|_{m+1}$ and $\tilde{X}(0)|_{m+1}$ and driven by $\{B_i\}_{i=0}^m$. Recall from Proposition 3.1 that $Z^{(m)}(\cdot)$ and $\tilde{Z}^{(m)}(\cdot)$ respectively converge to $Z(\cdot)$ and $\tilde{Z}(\cdot)$ a.s. in $C([0, \infty) : \mathbb{R}^m)$ as $m \to \infty$. Write $\Delta Z^{(m)}(\cdot) := \tilde{Z}^{(m)}(\cdot) - Z^{(m)}(\cdot)$. Similarly, let $\Delta L^{(m)}(\cdot) := \tilde{L}^{(m)}(\cdot) - L^{(m)}(\cdot)$ denote the difference vector between the respective local times. Then, from the SDE for $X^{(m)}(\cdot)$ and $\tilde{X}^{(m)}(\cdot)$ (i.e. the finite-dimensional version of (3.2)), we obtain

\begin{equation}
\Delta Z^{(m)}(t) = \Delta Z^{(m)}(0) + R^{(m)} \Delta L^{(m)}(t), \quad t \geq 0,
\end{equation}

where $R^{(m)}$ is an $m \times m$ matrix given by $R_{ii}^{(m)} = 1$ for all $1 \leq i \leq m$, $R_{i(i-1)}^{(m)} = -1/2$ for $2 \leq i \leq m$, $R_{i(i+1)}^{(m)} = -1/2$ for $1 \leq i \leq m - 1$ and $R_{ij}^{(m)} = 0$ if $|i - j| \geq 2$. It can be checked (see, for example, proof of [3, Theorem 4]) that $R^{(m)}$ is invertible and

\begin{equation}
(R^{(m)})^{-1}_{ij} = 2(i \wedge j) \left(1 - \frac{i \vee j}{m + 1}\right), \quad 1 \leq i, j \leq m.
\end{equation}
Also, from [21, Theorem 6],
(3.12)
For every \( t \geq 0 \), \( \overline{Z}^{(m)}(t) \geq Z^{(m)}(t) \) and \( -\Delta L^{(m)}(\cdot) \) is nonnegative and nondecreasing, a.s.
Write \( \zeta := \sum_{j=1}^{\infty} j \Delta Z_j(0) < \infty \). Then, it follows from (3.10) that, for any \( 1 \leq d \leq m, t \geq 0 \),
(3.13)
\[
\sum_{j=1}^{d} (R^{(m)})_{d_j}^{-1} \Delta Z_{j}^{(m)}(t) \leq \sum_{j=1}^{m} (R^{(m)})_{d_j}^{-1} \Delta Z_{j}^{(m)}(t) = \sum_{j=1}^{m} (R^{(m)})_{d_j}^{-1} \Delta Z_{j}^{(m)}(0) + \Delta L_d^{(m)}(t)
\]
\[
\leq \sum_{j=1}^{m} (R^{(m)})_{d_j}^{-1} \Delta Z_{j}^{(m)}(0) \leq 2 \sum_{j=1}^{m} j \Delta Z_{j}^{(m)}(0) = 2 \sum_{j=1}^{m} j \Delta Z_{j}(0) \leq 2 \zeta,
\]
where we used the non-negativity of \( (R^{(m)})_{d_j}^{-1} \) (see (3.11)) and the first part of (3.12) for the first inequality, the second part of (3.12) for the second inequality and the explicit form of \( (R^{(m)})_{d_j}^{-1} \) given in (3.11) in the third inequality. Recall that, for any \( t \geq 0, j \in \mathbb{N}, \Delta Z_j^{(m)}(t) \to \Delta Z_j(t) \) as \( m \to \infty \). Moreover, using (3.11), for any fixed \( j, d \in \mathbb{N} \) with \( j \leq d \), \( (R^{(m)})_{d_j}^{-1} \to 2j \) as \( m \to \infty \). Thus, fixing \( d \in \mathbb{N} \), we obtain by letting \( m \to \infty \) on the left hand side of (3.13), for all \( d \in \mathbb{N} \),
(3.14)
\[
2 \sum_{j=1}^{d} j \Delta Z_{j}(t) \leq 2 \zeta, \quad t \geq 0.
\]
By Proposition 3.1 (iii), the left hand side of (3.14) is non-decreasing in \( d \). Hence, taking limit as \( d \to \infty \),
(3.15)
\[
\sum_{j=1}^{\infty} j \Delta Z_{j}(t) \leq \zeta, \quad t \geq 0.
\]
Next, we claim that for any \( d \in \mathbb{N}, t \geq 0 \),
(3.16)
\[
0 \leq -\Delta L_d(t) \leq 2 \zeta.
\]
To show this, we note that by (3.12) and (3.13), for any \( m \geq d \),
\[
-\Delta L_d^{(m)}(t) \leq \sum_{j=1}^{m} (R^{(m)})_{d_j}^{-1} \Delta Z_{j}^{(m)}(0) \leq 2 \zeta.
\]
The upper bound in (3.16) now follows upon taking a limit as \( m \to \infty \) on the left hand side above and using Proposition 3.1 (i). The lower bound follows from Proposition 3.1 (iii).
Finally, we claim that for any \( d \in \mathbb{N}, t \geq 0 \),
(3.17)
\[
-\zeta \leq \frac{d+1}{2} \Delta L_d(t) - \frac{d}{2} \Delta L_{d+1}(t) \leq \zeta.
\]
To see this, observe that
\[
\sum_{j=1}^{d} j \Delta Z_{j}(t) = \sum_{j=1}^{d} j \Delta Z_{j}(0) + \sum_{j=1}^{d} j \left( \Delta L_j(t) - \frac{1}{2} \Delta L_{j-1}(t) - \frac{1}{2} \Delta L_{j+1}(t) \right)
\]
\[
= \sum_{j=1}^{d} j \Delta Z_{j}(0) + \frac{d+1}{2} \Delta L_d(t) - \frac{d}{2} \Delta L_{d+1}(t).
\]
Hence,

\[ \frac{d+1}{2} \Delta L_d(t) - \frac{d}{2} \Delta L_{d+1}(t) = \sum_{j=1}^{d} j \Delta Z_j(t) - \sum_{j=1}^{d} j \Delta Z_j(0). \]

The inequality in (3.17) is now immediate from the above upon using Proposition 3.1 (iii) and (3.15) and noting that

\[ -\zeta = -\sum_{j=1}^{\infty} j \Delta Z_j(0) \leq \sum_{j=1}^{d} j \Delta Z_j(t) - \sum_{j=1}^{d} j \Delta Z_j(0) \leq \sum_{j=1}^{\infty} j \Delta Z_j(t) \leq \zeta. \]

The convergence in (3.9) now follows from (3.16) and (3.17) as for every \( t \geq 0 \),

\[ \lim_{d \to \infty} \frac{1}{2} \Delta L_d(t) - \frac{1}{2} \Delta L_{d+1}(t) = \lim_{d \to \infty} \left[ \frac{1}{d} \left( \frac{d+1}{2} \Delta L_d(t) - \frac{d}{2} \Delta L_{d+1}(t) \right) - \frac{1}{2d} \Delta L_d(t) \right] = 0. \]

This proves (3.7) and hence the lemma. \( \square \)

4. Influence of far away coordinates. A crucial component of our approach will be to obtain a quantitative understanding of the time taken for the first \( k \) gaps between the ranked particles in the infinite Atlas model to ‘feel the effect’ of the unordered processes \( Y_i(\cdot) \) for \( i \gg k \). In this section, we derive such estimates. We recall that the infinite Atlas model is given as the unique weak solution of (1.2) when the law of \( Y(0) \) is an element of \( S_0 \). Note that the latter property, which will be assumed throughout this section, says that \( Y(0)_i = 0 \) and \( Y(i)(0) = Y(0)_i \) for all \( i \in \mathbb{N}_0 \).

We will rely on the following estimates derived in [8].

**Lemma 4.1.** (i) ([8, Lemma 3.2]) For any \( k \in \mathbb{N}, t > 0, l \in \mathbb{N}, \Gamma \in \mathbb{R}, \) a.s.,

\[ \mathbb{P}\left( \sup_{s \in [0,t]} Y(k)(s) \geq \Gamma \mid Y(0) \right) \leq 2\Phi\left( \frac{l(\Gamma - Y(0))}{3 - t - \sum_{j=0}^{l-1} Y_j(0)} \right) \]

\[ + 4(k + 1)\Phi\left( \frac{\Gamma - Y(k)(0)}{3\sqrt{t}} \right). \]

(ii) ([8, Lemma 3.3]) For any \( d \in \mathbb{N}, t > 0, \Gamma > 0, \) a.s.,

\[ \mathbb{P}\left( \inf_{s \in [0,t]} \inf_{i \geq d} Y_i(s) \geq \Gamma \mid Y(0) \right) \leq 2\sum_{i \geq d} \Phi\left( \frac{Y_i(0) - \Gamma}{\sqrt{t}} \right). \]

The following lemma will be used in Section 6 (see proof of Lemma 6.3) to quantify influence of far away coordinates when the starting configuration satisfies (2.1).

**Lemma 4.2.** Suppose that the distribution of \( Y_i(0) - Y_{i-1}(0) \) is stochastically dominated by the \( \text{Exp}(2) \) distribution for each \( i \in \mathbb{N} \). Moreover, assume

\[ \lim_{d \to \infty} \inf_{s \in [0,t_d]} \frac{Y_d(0)}{\sqrt{d(\log d)}} = \infty \] almost surely.

Then for any \( A \geq 4, k \in \mathbb{N}, \) writing \( t^A_d := Ad(\log d) \) and \( \Gamma^A_d := 6A\sqrt{d(\log d)} \) for \( d \in \mathbb{N}, \)

\[ \mathbb{P}\left( \inf_{s \in [0,t^A_d]} \inf_{i \geq d} Y_i(s) \leq \Gamma^A_d \right) \to 0 \text{ as } d \to \infty, \]

\[ \mathbb{P}\left( \sup_{s \in [0,t^A_d]} Y(k)(s) \geq \Gamma^A_d \right) \to 0 \text{ as } d \to \infty. \]
Thus, for fixed $\ell_d$, there exists deterministic $d_0 \in \mathbb{N}$ such that, on the event $\mathcal{A}(n)$, for all $d \geq d_0$,}

\[
\frac{l_d(G_d^A - Y_k(0))/3 - t_d^A}{\sqrt{l_d^A}} \geq \frac{2Ad(\log d) - Ad(\log d) - (1 + \sqrt{d})^2 \log(1 + \sqrt{d})}{[\sqrt{d}Ad(\log d)]^{1/2}} - \frac{(1 + \sqrt{d})(Y_k(0)/3 + Y_n(0))}{[\sqrt{d}Ad(\log d)]^{1/2}}
\]

\[
\geq \frac{Ad(\log d)}{4\sqrt{Ad^{3/4}(\log d)^{1/2}}} - \frac{2(Y_k(0)/3 + Y_n(0))d^{1/4}}{\sqrt{Ad^{1/4}(\log d)^{1/2}}}
\]

\[
= \frac{\sqrt{A}}{4}d^{1/4}(\log d)^{1/2} - \frac{2(Y_k(0)/3 + Y_n(0))}{\sqrt{Ad^{1/4}(\log d)^{1/2}}}
\]

Also, for any $d \in \mathbb{N}$,

\[
\frac{G_d^A - Y_k(0)}{3\sqrt{t_d^A}} = \frac{2A\sqrt{d}(\log d)}{\sqrt{Ad(\log d)}} - \frac{Y_k(0)}{3\sqrt{Ad(\log d)}} = 2\sqrt{A\log d} - \frac{Y_k(0)}{3\sqrt{Ad(\log d)}}
\]

Thus, using (4.1), for any $d \geq d_0$, on the event $\mathcal{A}(n)$,

\[
\mathbb{P}\left(\sup_{s \in [0,t_d^A]} Y_k(s) \geq G_d^A \mid Y(0)\right) \leq 2\Phi\left(\frac{\sqrt{A}}{4}d^{1/4}(\log d)^{1/2} - \frac{2(Y_k(0)/3 + Y_n(0))}{\sqrt{Ad^{1/4}(\log d)^{1/2}}}\right)
\]

\[
+ 4(k + 1)\Phi\left(2\sqrt{A\log d} - \frac{Y_k(0)}{3\sqrt{Ad(\log d)}}\right).
\]
Note that the right side converges to 0 as \( d \to \infty \). Hence, for any \( n \in \mathbb{N} \),
\[
\limsup_{d \to \infty} \mathbb{P} \left( \sup_{s \in [0,t_d^*]} Y_{(k)}(s) \geq \Gamma_d^A \right) \leq \mathbb{P} \left( \mathcal{A}(n)^c \right).
\]
As \( n \in \mathbb{N} \) is arbitrary, we conclude from (4.4) that
\[
\limsup_{d \to \infty} \mathbb{P} \left( \sup_{s \in [0,t_d^*]} Y_{(k)}(s) \geq \Gamma_d^A \right) = 0.
\]
This proves the second convergence statement in the lemma. For the first statement, define the events \( \mathcal{A}^*(d) := \{ Y_i(0) \geq 7A\sqrt{i} \log i \text{ for all } i \geq d \}, d \in \mathbb{N} \). By assumption (4.3),
\[
\mathbb{P} \left( \mathcal{A}^*(d) \right) \to 1 \text{ as } d \to \infty.
\]
For any \( d \in \mathbb{N} \), on the set \( \mathcal{A}^*(d) \), for all \( i \geq d \),
\[
\frac{Y_i(0) - \Gamma_d^A}{\sqrt{\pi d}} \geq \frac{7A\sqrt{i} \log i - 6A\sqrt{d} \log d}{\sqrt{A d} \log d} \geq \sqrt{A \log i}.
\]
Hence, using (4.2), for all \( d \geq 2 \), on the event \( \mathcal{A}^*(d) \),
\[
\mathbb{P} \left( \inf_{s \in [0,t_d^*]} \inf_{i \geq d} Y_i(s) \leq \Gamma_d^A \mid Y(0) \right) \leq 2 \sum_{i \geq d} \Phi \left( \sqrt{A \log i} \right)
\leq \sum_{i \geq d} \frac{2}{\sqrt{2 \pi A \log i}} e^{-A(\log i)/2} \leq \sum_{i \geq d} i^{-A/2} \leq \frac{1}{d - 1}.
\]
Hence, from (4.6) and (4.7),
\[
\limsup_{d \to \infty} \mathbb{P} \left( \inf_{s \in [0,t_d^*]} \inf_{i \geq d} Y_i(s) \leq \Gamma_d^A \right) = 0.
\]
This proves the first convergence statement in the lemma and completes the proof of the lemma.

The next few lemmas will be used to study the case when the starting configuration satisfies (2.5).

**Lemma 4.3.** Fix \( \theta > 0 \). Suppose there exists \( i_\theta \geq 2 \), such that \( Y_i(0) \geq \theta \log i \) for all \( i \geq i_\theta \). Then there exists \( \delta_\theta \in (0,1) \) and positive constants \( C_1, C_2 \) (depending on \( \theta \)) such that, a.s.,
\[
\mathbb{P} \left( \inf_{s \in [0,i_\theta \delta]} \inf_{i \geq d} Y_i(s) \leq \theta t/2 \mid Y(0) \right) \leq C_1 e^{-C_2 t}, \text{ for all } t \geq 0.
\]

**Proof.** For any \( i \geq e^t \lor i_\theta, \delta \in (0,1) \), by the assumption on the starting configuration,
\[
\Phi \left( \frac{Y_i(0) - \theta t/2}{\sqrt{\delta t}} \right) \leq \Phi \left( \frac{\theta \log i - \theta t/2}{\sqrt{\delta t}} \right)
\leq \Phi \left( \frac{\theta \log i}{2 \sqrt{\delta t}} \right) \leq \frac{1}{\sqrt{2 \pi} \theta \log i} \exp \left\{ - \frac{(\log i)^2 \theta^2}{8 \delta t} \right\}.
\]
Hence, using (4.2) with $d = [e^t]$, $\Gamma = \theta t/2$ and $t = \delta t$, we obtain $t_0 > 0$ such that for all $t \geq t_0$,

$$\mathbb{P} \left( \inf_{s \in [0,\delta t]} \inf_{i \geq e^t} Y_i(s) \leq \theta t/2 \mid Y(0) \right) \leq 2 \sum_{i \geq e^t} \Phi \left( \frac{Y_i(0) - \theta t/2}{\sqrt{\delta t}} \right) \leq 2 \sum_{i \geq e^t} \exp \left\{ -\frac{(\log i)^2 \theta^2}{8\delta t} \right\}$$

$$= 2 \sum_{j=1}^{\infty} \sum_{e^{(j+1)t} \leq i < e^{(j+1)t}} \exp \left\{ -\frac{(\log i)^2 \theta^2}{8\delta t} \right\} \leq 2 \sum_{j=1}^{\infty} e^{(j+1)t} \exp \left\{ -\frac{\theta^2 j^2 t}{8\delta} \right\}.$$  

By the above bound, we can obtain $\delta_\theta \in (0, 1)$ and $C_1, C_2 > 0$ such that for all $t \geq 0$,

$$\mathbb{P} \left( \inf_{s \in [0,\delta t]} \inf_{i \geq e^t} Y_i(s) \leq \theta t/2 \mid Y(0) \right) \leq C_1 e^{-C_2 t},$$

proving the lemma. \qed

**LEMMA 4.4.** For any $k \in \mathbb{N}$, $\alpha > 0$,

$$\lim_{t \to \infty} \mathbb{P} \left( \sup_{s \in [0, t]} Y_k(s) \geq \alpha t \right) = 0.$$  

**PROOF.** For any $A \geq 1$, $t > 0$, using (4.1) with $\Gamma = \alpha t$, we obtain for any $l \geq k$,

$$\mathbb{P} \left( \sup_{s \in [0, t]} Y_k(s) \geq \alpha t, Y_l(0) \leq A \right) \leq 2 \Phi \left( \frac{l(\alpha t - A)/3 - t - A l}{\sqrt{l}} \right) + 4(k + 1) \Phi \left( \frac{\alpha t - A}{3 \sqrt{l}} \right).$$

Hence, choosing and fixing any $l \geq k \vee (18/\alpha)$, for all $t \geq 16A/(3\alpha)$,

$$\mathbb{P} \left( \sup_{s \in [0, t]} Y_k(s) \geq \alpha t, Y_l(0) \leq A \right) \leq 2 \Phi \left( \frac{\sqrt{l}}{2 \sqrt{l}} \right) + 4(k + 1) \Phi \left( \frac{13\alpha \sqrt{l}}{48} \right).$$

Hence,

$$\limsup_{t \to \infty} \mathbb{P} \left( \sup_{s \in [0, t]} Y_k(s) \geq \alpha t \right) \leq \mathbb{P} (Y_l(0) > A).$$

As $A \geq 1$ is arbitrary, the lemma follows upon taking a limit as $A \to \infty$ in the above bound. \qed

Recall that, for $\mathbf{v} = (v_1, v_2, \ldots)^T \in \mathbb{R}_+^\infty$, $s(\mathbf{v})$ denotes the vector in $\mathbb{R}_+^\infty$ whose $i$-th coordinate is $v_1 + \cdots + v_i$, $i \in \mathbb{N}$. In the following, for a $\mathbb{R}_+^\infty$-valued random vector $\mathbf{v}$, we will say $s(\mathbf{v})$ satisfies (3.1) if, almost surely, (3.1) holds with $x_0 = 0$ and $x_i = (s(\mathbf{v}))_i$ for $i \geq 1$.

**LEMMA 4.5.** Fix $a > 0$. Let $\mu$ be a probability measure on $\mathbb{R}_+^\infty$ such that there exists a coupling $(\mathbf{U}, \mathbf{V}_a)$ of $\mu$ and $\pi_a$ such that, almost surely, (2.5) holds. Then, almost surely, there exists $i_0 \geq 2$ such that $s(\mathbf{U})_i \geq (4a)^{-1} \log i$ for all $i \geq i_0$. In particular, $s(\mathbf{U})$ satisfies (3.1), and consequently $\mu \in \mathcal{S}$. Furthermore, $s(\mathbf{U} \land \mathbf{V}_a)$ and $s(\mathbf{V}_a)$ satisfy (3.1) as well.
PROOF. We will show that, almost surely, there exists \( i_0' \geq 2 \) such that

\[
\sum_{j=1}^{i} V_{a,j} \geq \frac{1}{2a} \log i \quad \text{for all } i \geq i_0'.
\] (4.9)

It will then follow, by (2.5), that there is an \( i_0 \geq i_0' \) such that for all \( i \geq i_0 \),

\[
s(U)_i = \sum_{j=1}^{i} U_j \geq \sum_{j=1}^{i} V_{a,j} - \sum_{j=1}^{i} |V_{a,j} - U_j| \geq \frac{1}{2a} \log i - \frac{\log i}{\log \log i} > \frac{1}{4a} \log i.
\] (4.10)

The same argument shows that \( s(U \wedge V_a)_i \geq (4a)^{-1} \log i \) for \( i \geq i_0 \) as well. Thus, in order to prove the lemma, it suffices to prove (4.9). Note that \( E_j := (2 + ja)V_{a,j}, j \in \mathbb{N}, \) are iid exponential random variables with mean one. Define

\[
S_i := \sum_{j=1}^{i} V_{a,j} = \sum_{j=1}^{i} \frac{E_j}{2 + ja}, i \in \mathbb{N}.
\]

Note that

\[
\mathbb{E}(S_i) = \sum_{j=1}^{i} \frac{1}{2 + ja} \geq \int_{1}^{i+1} \frac{1}{2 + as} ds = \frac{1}{a} \log \left( \frac{2 + a(i + 1)}{2 + a} \right).
\]

Moreover,

\[
\text{Var}(S_i) = \sum_{j=1}^{i} \frac{1}{(2 + ja)^2} \leq \sum_{j=1}^{\infty} \frac{1}{(2 + ja)^2} < \infty.
\]

Hence, \( M_i := S_i - \mathbb{E}(S_i), i \in \mathbb{N}, \) is an \( L^2 \)-bounded martingale. Therefore, by the martingale convergence theorem [22, Theorem 11.10], there exists a random variable \( M_{\infty} \) with \( \mathbb{E}(M_{\infty}^2) < \infty \) such that \( M_i \to M_{\infty} \) as \( i \to \infty \), a.s. and in \( L^2 \). Thus, almost surely, there exists \( M \in (-\infty, \infty) \) and \( i_0'' \geq 2 \) such that

\[
S_i \geq \frac{1}{a} \log \left( \frac{2 + a(i + 1)}{2 + a} \right) - M, \quad \text{for all } i \geq i_0''.
\]

The estimate in (4.9), and hence the lemma, is immediate from the above. \( \square \)

The following lemma uses the above three lemmas to quantify the influence of far away coordinates when the starting configuration satisfies (2.5). Note that Lemma 4.5 shows that, if \( U \) is as in that lemma, then the distribution of \((0, s(U)^T)^T \) is in \( S_0 \).

**LEMMA 4.6.** Fix \( a > 0 \). Let \( \mu \) be a probability measure on \( \mathbb{R}^\infty_+ \) such that there exists a coupling \((U, V_a)\) of \( \mu \) and \( \pi_a \) such that, almost surely, (2.5) holds. Let \( Y(\cdot) \) be the infinite Atlas model given as the unique weak solution of (1.2) with \( Y(0) \) distributed as \((0, s(U)^T)^T \). Then there exists \( \delta_0 \in (0, 1) \) such that,

\[
\limsup_{d \to \infty} \mathbb{P} \left( \inf_{s \in [0, \delta_0 \log d]} \inf_{i \geq d} Y_i(s) \leq \frac{1}{8a} \log d \right) = 0,
\]

and for any \( k \in \mathbb{N} \)

\[
\limsup_{d \to \infty} \mathbb{P} \left( \sup_{s \in [0, \delta_0 \log d]} Y_{(k)}(s) \geq \frac{1}{8a} \log d \right) = 0.
\]
PROOF. Take \( \delta_0 := \delta_{(4a)^{-1}} \) as defined in Lemma 4.3. The second limit above follows by Lemma 4.4. To prove the first limit, define the event \( \mathcal{E} := \{ \exists \ i_0 \geq 2 \text{ such that } s(U)_i \geq (4a)^{-1} \log i \text{ for all } i \geq i_0 \} \). By Lemma 4.3, with \( \theta = (4a)^{-1} \),
\[
\limsup_{d \to \infty} \mathbb{P} \left( \inf_{s \in [0, \delta_0 \log d]} \inf_{i \geq d} Y_i(s) \leq \frac{1}{8a} \log d \right) \leq \mathbb{P} \left( \mathcal{E}^c \right).
\]
The right hand side above is zero by Lemma 4.5. This proves the lemma. \( \square \)

5. Analyzing excursions of synchronous couplings. In this section, we will estimate the rate of decay of the \( L^1 \) distance between synchronously coupled infinite ordered Atlas processes by defining and analyzing suitable excursions of the processes. Each such excursion will capture an event which ensures that the \( L^1 \) distance decreases by a fixed amount. Theorems 2.1 and 2.4 will then be proved by estimating the number of such excursions on the time interval \([0, t]\) for large \( t \).

Let \((U_1, U_2)\) be an \( \mathbb{R}^\infty \times \mathbb{R}^\infty \)-valued random variable such that \( U_1 \leq U_2 \) and \( s(U_1) \) (and thus \( s(U_2) \)) satisfies (3.1). Consider the synchronously coupled copies \( X^{U_1}(\cdot) \) and \( X^{U_2}(\cdot) \) of the infinite ordered Atlas model (in the sense of Proposition 3.1 (ii)) starting from \((0, s(U_1)^t)^t\) and \((0, s(U_2)^t)^t\) respectively, driven by Brownian motions \( \{B_i\}_{i \in \mathbb{N}_0} \) (that are independent of \( U_1, U_2 \)). Let \( Z^{U_1}(\cdot) \) and \( Z^{U_2}(\cdot) \) be the associated gap processes as introduced in Proposition 3.1 (iii), and let \( \Delta Z(\cdot) := Z^{U_2}(\cdot) - Z^{U_1}(\cdot) \).

Fix \( k \in \mathbb{N} \). For \( s \geq 0 \), define the following stopping times: \( T^k_0(s) := s \), and
\[
(5.1) \quad T^k_j(s) := \inf\{u \geq T^k_{j-1}(s) : \Delta Z_{k-j+1}(u) = 0\}, \quad 1 \leq j \leq k.
\]
Set \( T_k(s) := T^k_k(s) \). We will analyze excursions of \( \Delta Z \) the coupled processes defined by the following stopping times. Fix \( \epsilon > 0 \). Define \( \sigma_0 := 0 \), \( \sigma_1 := \inf\{s \geq 0 : \Delta Z_k(s) \geq \epsilon\} \), and for \( j \geq 0 \),
\[
\sigma_{2j+2} := \inf\{s \geq T_k(\sigma_{2j+1}) : \Delta Z_k(s) = 0\},
\]
\[
\sigma_{2j+3} := \inf\{s \geq \sigma_{2j+2} : \Delta Z_k(s) \geq \epsilon\},
\]
where the infimum in (5.1) and in the above two definitions is taken to be \( \infty \) if the corresponding sets are empty. Although the stopping times above depend on \( k \), we suppress this dependence for notational convenience. For \( T \geq 0 \), define the number of excursions until time \( T \) by
\[
\mathcal{N}_T := \begin{cases} 
\sup\{j \geq 0 : \sigma_{2j+1} \leq T\} + 1 & \text{if } \sigma_1 \leq T, \\
0 & \text{if } \sigma_1 > T.
\end{cases}
\]
In the next two lemmas, we work with a fixed \( k \in \mathbb{N} \) and stopping times \( \{\sigma_j : j \geq 0\} \) defined for this fixed \( k \).

Each of the above excursions ensure a decrease of the \( L^1 \) norm of \( \Delta Z(\cdot) \) by a fixed amount as described by the following lemma.

**Lemma 5.1.** Assume \( \sum_{j=1}^\infty j \Delta Z_j(0) < \infty \). Then, for any \( j \geq 0 \), when \( \sigma_{2j+2} < \infty \),
\[
\sum_{i=1}^\infty \Delta Z_i(\sigma_{2j+2}) - \sum_{i=1}^\infty \Delta Z_i(\sigma_{2j+1}) \leq -\epsilon/2^k.
\]

**Proof.** By Lemma 3.3,
\[
\sum_{i=1}^\infty \Delta Z_i(t) = \sum_{i=1}^\infty \Delta Z_i(0) + \frac{1}{2} \Delta L_1(t), \quad t \geq 0.
\]
Thus, it suffices to show that
\begin{align}
\Delta L_1 (\sigma_{2j+2}) - \Delta L_1 (\sigma_{2j+1}) &\leq -\epsilon/2^{k-1}.
\end{align}
Recalling the stopping times \(\{T^k_i(\cdot)\}_{0 \leq i \leq k}\) from (5.1), note that for any \(1 \leq i \leq k, j \in \mathbb{N}_0\),
\begin{align}
0 &= \Delta Z_i (T^k_{k-i+1}(\sigma_{2j+1})) = \Delta Z_i (\sigma_{2j+1}) + \left( \Delta L_i (T^k_{k-i+1}(\sigma_{2j+1})) - \Delta L_i (\sigma_{2j+1}) \right)
- \frac{1}{2} \left( \Delta L_{i-1} (T^k_{k-i+1}(\sigma_{2j+1})) - \Delta L_{i-1} (\sigma_{2j+1}) \right)
- \frac{1}{2} \left( \Delta L_{i+1} (T^k_{k-i+1}(\sigma_{2j+1})) - \Delta L_{i+1} (\sigma_{2j+1}) \right).
\end{align}
Recalling that \(U_1 \leq U_2\), by Proposition 3.1 (iii), for each \(i \in \mathbb{N}, j \in \mathbb{N}_0, \Delta Z_i (\sigma_{2j+1}) \geq 0\) and \(\Delta L_i (\cdot)\) is non-positive and non-increasing. Thus, from (5.3) we obtain for any \(1 \leq i \leq k,\)
\begin{align}
- \left( \Delta L_i (T^k_{k-i+1}(\sigma_{2j+1})) - \Delta L_i (\sigma_{2j+1}) \right) &\geq - \frac{1}{2} \left( \Delta L_{i+1} (T^k_{k-i+1}(\sigma_{2j+1})) - \Delta L_{i+1} (\sigma_{2j+1}) \right)
\geq \cdots \geq - \frac{1}{2^{k-1}} \left( \Delta L_k (T^k_1(\sigma_{2j+1})) - \Delta L_k (\sigma_{2j+1}) \right).
\end{align}
Using the above bound recursively for \(i = 1, \ldots, k-1\), we get for any \(j \in \mathbb{N}_0,\)
\begin{align}
- \left( \Delta L_1 (T^k_k(\sigma_{2j+1})) - \Delta L_1 (\sigma_{2j+1}) \right) &\geq - \frac{1}{2} \left( \Delta L_2 (T^k_{k-1}(\sigma_{2j+1})) - \Delta L_2 (\sigma_{2j+1}) \right)
\geq \cdots \geq - \frac{1}{2^{k-1}} \left( \Delta L_k (T^k_k(\sigma_{2j+1})) - \Delta L_k (\sigma_{2j+1}) \right).
\end{align}
Moreover, from (5.3) with \(i = k\), again using Proposition 3.1 (iii),
\begin{align}
- \left( \Delta L_k (T^k_k(\sigma_{2j+1})) - \Delta L_k (\sigma_{2j+1}) \right) &\geq \Delta Z_k (\sigma_{2j+1}) \geq \epsilon.
\end{align}
Recalling \(\sigma_{2j+2} \geq T_k(\sigma_{2j+1}) = T^k_k(\sigma_{2j+1})\) and \(\Delta L_1 (\cdot)\) is non-increasing, (5.2) follows from (5.4) and (5.5). This proves the lemma. \(\square\)

The following lemma will be used to control the maximum length of excursions in a large time interval.

**Lemma 5.2.** Suppose there exists \(D \geq 1\) such that the distribution of \(U_2/D\) is stochastically dominated by \(\pi\). Let \(T_k := \inf \{ S \geq \epsilon : 48D^2k(k+1)^2 \log T \leq T \text{ for all } T \geq S \} \). Then, for any \(n \in \mathbb{N}, T \geq T_k,\)
\begin{align}
\mathbb{P} \left( \sigma_1 \leq T, \sigma_{2j+2} - \sigma_{2j+1} > 48D^2k(k+1)^2 \log T \text{ for some } 0 \leq j \leq N_T - 1 \right)
\leq \mathbb{P} \left( N_T > n \right) + 5knT^{-2}.
\end{align}

**Proof.** We can assume without loss of generality that, in addition to \(U_1, U_2\), we are given another \(\mathbb{R}_+^\infty\)-valued random variable \(V\) (on the same probability space) such that \(U_1 \leq U_2 \leq DV\). In addition to infinite ordered Atlas models \(X^U_i\), with \(X^U_i(0) = U_i\) for \(i = 1, 2\), driven by Brownian motions \(\{B_i\}\), we also construct infinite ordered Atlas models \(X^{DV}\) and \(X^{\gamma}\) with drifts \(1\) and \(\gamma = 1/D\) respectively (the latter defined as in Proposition 3.1 (iv)), satisfying \(X^{DV}(0) = X^{\gamma}(0) = DV\), and driven by the same Brownian motions \(\{B_i\}\) (that
are independent of $U_1, U_2, V$). The associated gap processes are denoted as $Z^{DV}$ and $Z^{[v]}$. In order to note the dependence of $\gamma$ on $D$, we will denote the processes $X^{[v]}, Z^{[v]}$ as $X^{(D)}, Z^{(D)}$ respectively.

By Proposition 3.1 (iii) and (iv),

\begin{equation}
Z^{U_1}(t) \leq Z^{DV}(t) \leq Z^{(D)}(t) \quad \text{for all } t \geq 0.
\end{equation}

For $u \geq 0$, define

$$S_i(u) := \inf\{s \geq u : Z_i^{(D)}(s) = 0\} \text{ for } 1 \leq i \leq k, \quad S(u) := \max_{1 \leq i \leq k} S_i(u).$$

Write $A := 24D^2k(k+1)$. Note that $2A(k+1) \log T \leq T$ for all $T \geq T_k$. Suppose for some $j \geq 0$, $T \geq T_k$, the following event holds:

$$\mathcal{E}_{T,j} := \{\sigma_{2j+1} \leq T, \sigma_{2j+2} - \sigma_{2j+1} > 2A(k+1) \log T\}.$$ 

Then, either

\begin{equation}
\text{(5.7) there is } 1 \leq l \leq k \text{ such that } T_1^k(\sigma_{2j+1}) - T_{l-1}^k(\sigma_{2j+1}) > 2A \log T,
\end{equation}

or

\begin{equation}
\text{(5.8) } \sigma_{2j+2} - T_k(\sigma_{2j+1}) = T_1^k(T_k(\sigma_{2j+1})) - T_k(\sigma_{2j+1}) > 2A \log T.
\end{equation}

Suppose (5.7) holds. Let $l$ be the minimum integer in $\{1, \ldots, k\}$ for which (5.7) holds. Then, recalling $\sigma_{2j+1} \leq T$,

$$T_{l-1}^k(\sigma_{2j+1}) \leq \sigma_{2j+1} + 2A(l-1) \log T \leq T + 2A(k-1) \log T \leq 2T - A \log T$$

where the last inequality is true because $T \geq T_k$. Similarly, if (5.8) holds and (5.7) does not hold for any $1 \leq l \leq k$, then

$$T_k(\sigma_{2j+1}) \leq \sigma_{2j+1} + 2Ak \log T \leq 2T - A \log T.$$ 

Observe that for any $1 \leq l \leq k$, $j \geq 0$, by (5.6),

$$T_l^k(\sigma_{2j+1}) := \inf\{u \geq T_{l-1}^k(\sigma_{2j+1}) : \Delta Z_{k-l+1}^l(u) = 0\}
\leq \inf\{u \geq T_{l-1}^k(\sigma_{2j+1}) : Z_{k-l+1}^l(u) = 0\} = S_{k-l+1}(T_l^k(\sigma_{2j+1})).$$

and similarly,

$$\sigma_{2j+2} = T_1^k(T_k(\sigma_{2j+1})) \leq S_{k}(T_k(\sigma_{2j+1})).$$

Hence, for any $T \geq T_k$,

$$\mathcal{E}_{T,j} \subseteq \mathcal{E}'_T := \{\exists t \in [0, 2T - A \log T] \text{ such that } S(t) - t > 2A \log T\}.$$

From this observation and the union bound, for any $n \in \mathbb{N}$, $T \geq T_k$,

\begin{equation}
\mathbb{P} \left( \sigma_1 \leq T, \sigma_{2j+2} - \sigma_{2j+1} > 2A(k+1) \log T \text{ for some } 0 \leq j \leq N_T - 1 \right)
\leq \mathbb{P}(N_T > n) + \sum_{j=0}^{n-1} \mathbb{P}(\mathcal{E}_{T,j}) \leq \mathbb{P}(N_T > n) + n \mathbb{P}(\mathcal{E}'_T).
\end{equation}

In the rest of the proof, we will estimate $\mathbb{P}(\mathcal{E}'_T)$.

For any $T > 0$, define $n(T) := \lceil 2T/(A \log T) \rceil \lor 2$ and

$$t_l := A l \log T, \quad 0 \leq l \leq n(T).$$

Then $\cup_{l=0}^{n(T)} [t_l, t_{l+1}] \supseteq [0, 2T]$ and each interval $[t_l, t_{l+1}]$ is of length $A \log T$. 
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Suppose \( S(t) - t > 2A \log T \) for some \( t \in [t_l, t_{l+1}] \), \( 0 \leq l \leq n(T) - 2 \). Then there exists \( 1 \leq i \leq k \) such that \( S_i(t_{i+1}) - t_{i+1} > A \log T \). Hence, for any \( T \geq T_k \),

\[
(5.10) \quad P(\mathcal{E}_T') \leq P(\exists 0 \leq l \leq n(T) - 2, 1 \leq i \leq k \text{ such that } S_i(t_{i+1}) - t_{i+1} > A \log T).
\]

Note that, by scaling properties of the Atlas model, the process \( Z^{(D)}(\cdot) \) is stationary with \( Z^{(D)}(t) \sim \otimes_{i=1}^{\infty} \text{Exp}(2/D) \) for all \( t \geq 0 \). Define for any \( T \geq e \) the event

\[
\mathcal{A}_T := \{ Z_i^{(D)}(t_l) \leq 24D \log T \text{ for all } 1 \leq i \leq k, 0 \leq l \leq n(T) - 1 \}.
\]

By the stationarity of \( Z^{(D)}(\cdot) \) and the union bound, for any \( T \geq e \),

\[
(5.11) \quad P(\mathcal{A}_T^c) \leq kn(T)e^{-48T} \leq k \left( 2 + \frac{2T}{A \log T} \right) T^{-48} \leq 4kT^{-47}.
\]

Denote by \( L^{(D)} = (L_0^{(D)}(\cdot), L_1^{(D)}(\cdot), \ldots) \) the collision local times associated with the infinite ordered Atlas model \( X^{(D)} \) (with drift \( \gamma = 1/D \)). Then, for any \( 0 \leq l \leq n(T) - 1, 1 \leq i \leq k, t \geq 0 \), \( T \geq e \),

\[
(5.12) \quad \{ S_i(t_l) - t_l > t \} = \{ X_i^{(D)}(s) < X_i^{(D)}(s) \text{ for all } s \in [t_l, t_{l+t}] \}.
\]

If the above event holds, then \( L_i(t_l + s) - L_i(t_l) = 0 \) for all \( 0 \leq s \leq t \). Hence, using the fact that \( X_j^{(D)}(\cdot) \)'s are ranked and applying (3.4), we obtain for any \( 0 \leq s \leq t \), on the event in (5.12),

\[
X_{i-1}^{(D)}(s + t_l) \geq \frac{1}{i} \sum_{q=0}^{i-1} X_q^{(D)}(s + t_l) = \frac{s}{D_i} + \frac{1}{i} \sum_{q=0}^{i-1} X_q^{(D)}(t_l) + \frac{1}{i} \sum_{q=0}^{i-1} (B_q(s + t_l) - B_q(t_l)),
\]

and

\[
X_i^{(D)}(s + t_l) \leq X_i^{(D)}(t_l) + (B_i(s + t_l) - B_i(t_l)).
\]

Moreover, if \( \mathcal{A}_T \) holds, then for any \( 0 \leq l \leq n(T) - 1, 1 \leq q \leq i - 1 \),

\[
X_i^{(D)}(t_l) - X_i^{(D)}(t_l) = \sum_{p=q+1}^{i} Z_p^{(D)}(t_l) \leq 24D(i - q) \log T.
\]

Hence, defining the new Brownian motions

\[
\tilde{B}_1(s) := \frac{1}{\sqrt{i}} \sum_{q=0}^{i-1} (B_q(s + t_l) - B_q(t_l)), \quad \tilde{B}_2(s) := (B_i(s + t_l) - B_i(t_l)), 0 \leq s \leq t,
\]

and using the above observations in (5.12), we obtain for any \( 0 \leq l \leq n(T) - 1, 1 \leq i \leq k, t \geq 0, T \geq e \),

\[
P(S_i(t_l) - t_l > t, \mathcal{A}_T) \leq P \left( \frac{t}{D_i} + \frac{1}{i} \sum_{q=0}^{i-1} X_q^{(D)}(t_l) + \frac{1}{\sqrt{i}} \tilde{B}_1(t_l) < X_i^{(D)}(t_l) + \tilde{B}_2(t), \mathcal{A}_T \right)
\]

\[
= P \left( \frac{1}{\sqrt{i}} \tilde{B}_1(t_l) - \tilde{B}_2(t) < - \frac{t}{D_i} + \frac{1}{i} \sum_{q=0}^{i-1} X_q^{(D)}(t_l) - X_i^{(D)}(t_l), \mathcal{A}_T \right)
\]

\[
\leq P \left( \frac{1}{\sqrt{i}} \tilde{B}_1(t_l) - \tilde{B}_2(t) < - \frac{t}{D_i} + \frac{1}{i} \sum_{q=0}^{i-1} 24D(i - q) \log T \right)
\]

\[
= P \left( \frac{1}{\sqrt{i}} \tilde{B}_1(t_l) - \tilde{B}_2(t) < - \frac{t}{D_i} + 12D(i + 1) \log T \right).
\]
Hence, taking \( t = 24D^2i(i+1)\log T \) and using the fact that \( \frac{1}{\sqrt{i}} \tilde{B}_1(24D^2i(i+1)\log T) - \tilde{B}_2(24D^2i(i+1)\log T) \) is a mean zero normal random variable with variance \( 24D^2(i+1)^2\log T \), we obtain for any \( 0 \leq l \leq n(T) - 1, 1 \leq i \leq k, T \geq e \),

\[
\Pr (S_i(t_l) - t_l > 24D^2i(i+1)\log T, \mathcal{A}_T) \leq \Phi \left( -\frac{\sqrt{24\log T}}{2} \right)
\leq \frac{2}{\sqrt{48\pi \log T}} \exp \{-24\log T/8\} \leq \frac{1}{2\sqrt{3\pi}} T^{-3}.
\]

Thus, recalling that \( A = 24D^2k(k+1) \), using (5.11) and (5.13) in (5.10), we obtain for any \( T \geq T_k \),

\[
\Pr (\mathcal{E}'_T) \leq \Pr (\exists 0 \leq l \leq n(T) - 2, 1 \leq i \leq k \text{ such that } S_i(t_{l+1}) - t_{l+1} > A \log T)
\leq \sum_{l=0}^{n(T)-2} \sum_{i=1}^{k} \Pr (S_i(t_{l+1}) - t_{l+1} > 24D^2i(i+1)\log T, \mathcal{A}_T) + \Pr (\mathcal{A}_T^c)
\leq n(T)k \frac{1}{2\sqrt{3\pi}} T^{-3} + 4kT^{-47} \leq \frac{2k}{\sqrt{3\pi}} T^{-3} + 4kT^{-47}.
\]

Finally, using the above bound in (5.9), for any \( n \in \mathbb{N}, T \geq T_k \),

\[
\Pr (\sigma_1 \leq T, \sigma_{2j+2} - \sigma_{2j+1} > 2A(k+1)\log T \text{ for some } 0 \leq j \leq N_T - 1)
\leq \Pr (N_T > n) + \frac{2knT^{-2}}{\sqrt{3\pi}} + 4kT^{-47} \leq \Pr (N_T > n) + 5knT^{-2},
\]

which proves the lemma.

\[\square\]

6. Proofs of main results. In this section we will prove Theorem 2.1 and Theorem 2.4, and their corollaries (i.e Corollary 2.2 and Corollary 2.5).

6.1. Proof of Theorem 2.1. The key idea in the proof of Theorem 2.1 is to sandwich the initial gap vectors \( U \) and \( V \) between the \( \mathbb{R}^\infty_+ \)-valued random vectors \( U \wedge V \) and \( U \vee V \). Using monotonicity properties of synchronous couplings described in Proposition 3.1, one can bound the gap process \( Z^U(\cdot) \) from above and below in a pathwise fashion by the synchronously coupled processes \( Z^{U \wedge V}(\cdot) \) and \( Z^{U \vee V}(\cdot) \) respectively. Lemma 6.2 uses the excursion estimates in Section 5 to analyze synchronously coupled gap processes respectively started from \( V \) and a perturbation of \( V \) with the first \( d \) entries replaced by those of \( U \wedge V \). It shows that, for fixed \( k \in \mathbb{N}, \epsilon > 0 \), the average time spent \( \epsilon \) distance apart by the \( k \)-th coordinates of these two processes on a suitably large \( d \)-dependent time interval converges to zero in probability as \( d \to \infty \).

Lemma 6.3 uses Lemma 6.2 and the quantitative estimates for the influence of far away coordinates obtained in Section 4 to show that the averaged occupancy measure for the gap process started from \( U \wedge V \) weakly converges to \( \pi \). The convergence of the averaged occupancy measure for the gap process started from \( U \vee V \) is a consequence of the following lemma, which is a direct corollary of [27, Theorem 4.7]. Theorem 2.1 follows from these observations.

**Lemma 6.1** (Corollary of Theorem 4.7 of [27]). Let \( (U_0, V) \) be an \( \mathbb{R}^\infty \times \mathbb{R}^\infty_+ \)-valued random variable such that \( U_0 \geq V \) and \( V \sim \pi \). Consider the synchronously coupled copies \( X^U(\cdot) \) and \( X^V(\cdot) \) of the infinite ordered Atlas model (in the sense of Proposition 3.1 (ii)).
starting from \((0, s(U^T)^T)\) and \((0, s(V)^T)^T\) respectively, and let \(Z^U\) and \(Z^V\) denote the associated gap processes as in Proposition 3.1 (iii). Then the law of \(Z^U\) converges weakly to \(\pi\) as \(t \to \infty\).

**Lemma 6.2.** Suppose that \(U\) and \(V\) are as in the statement of Theorem 2.1. For \(d \in \mathbb{N}\), define the vector \(U_{(d)}\) by

\[
U_{(d)} := (U_{(i)} \wedge V_{(j)}) 1(i \leq d) + V_{(j)} 1(i > d), \quad i \in \mathbb{N}.
\]

Then, \(s(U \land V), s(U), s(V), s(U_{(d)})\) all satisfy (3.1). Define infinite ordered Atlas models \(X^U, X^V\) and \(X^U_{(\cdot)}\), starting from \((0, s(U)^T)^T, (0, s(V)^T)^T\) and \((0, s(U_{(d)})^T)^T\) respectively, as in Proposition 3.1 (i) using an infinite sequence of Brownian motions \(\{B_i\}_{i \in \mathbb{N}_0}\) (independent of \(U, V\)). Let \(Z^U, Z^V, Z^U_{(\cdot)}\) be the associated gap processes. Then, for any \(k \in \mathbb{N}, \epsilon \in (0, 1)\), there exists \(A_0 \geq 1\) such that for any \(\delta > 0, 1 \leq j \leq k,

\[
\mathbb{P}\left(\frac{1}{A_0 \delta d \log d} \int_0^{A_0 \delta d \log d} 1(|Z^V(s) - Z^U_{(\cdot)}(s)| > \epsilon) ds \geq 1\right) \to 0 \text{ as } d \to \infty.
\]

**Proof.** First note that, by (2.1), almost surely, there exists \(i' \in \mathbb{N}\) such that \(s(U \land V)_i \geq \sqrt{i} \log i\) for all \(i \geq i'\). In particular, \(s(U \land V)\), and hence \(s(U), s(V)\), satisfies (3.1). As \(s(U_{(d)}) \geq s(U \land V)\) and \(s(U \land V)\) satisfies (3.1), we have that \(s(U_{(d)})\) also satisfies (3.1).

Fix any \(k \in \mathbb{N}, \epsilon \in (0, 1), \delta > 0\). Write \(\Delta Z^U_{(\cdot)} := Z^V(\cdot) - Z^U_{(\cdot)}(\cdot)\).

Recall the stopping times \(\{\sigma_j : j \geq 0\}\) and the random variables \(\{N^U_{t_d} : T \geq 0\}\) from Section 5 with our choice of \(\epsilon, U_1 = U_{(d)}\) and \(U_2 = V\). For \(A \geq 4, d \in \mathbb{N}\), recall from Lemma 4.2 that \(t^A_d := Ad \log d\), and write \(N^A_{t^A_d} := N^A_{t^A_d}\).

As \(\sum_{j=1}^{\infty} j \Delta Z^U_{(\cdot)}(0) \leq \sum_{j=1}^{d} j V^j < \infty\), by Lemma 5.1, for any \(j \geq 0\), when \(\sigma_{2j+2} < \infty\),

\[
\sum_{i=1}^{\infty} \Delta Z^U_{(\sigma_{2j+2})} - \sum_{i=1}^{\infty} \Delta Z^U_{(\sigma_{2j+1})} \leq -\epsilon/2^k.
\]

Recalling the monotonicity property in Proposition 3.1(iii), for any \(A > 0\),

\[
(6.1) \quad \mathbb{P}\left(\mathcal{E}_{A, \delta, d} > 2k \epsilon^{-1} d + 1\right) \leq \mathbb{P}\left(\sum_{i=1}^{d} \Delta Z^U_{(\sigma_{2j+2})} > d\right) \leq \mathbb{P}\left(\sum_{i=1}^{d} V^j > d\right) \leq e^{-d/8}.
\]

For \(d \in \mathbb{N}, A \geq 4\), define the event

\[
\mathcal{E}_{d, A} := \{\sigma_1 \leq \delta t^A_d, \sigma_{2j+2} - \sigma_{2j+1} \leq 48k(k+1)^2 \log(\delta t^A_d) \text{ for all } 0 \leq j \leq N^A_{t^A_d} - 1\}.
\]

By Lemma 5.2 (with \(D = 1, T = \delta t^A_d\) and \(n = 2k \epsilon^{-1} d + 1\)) and (6.1), there exists \(d_0 \in \mathbb{N}\) such that for any \(d \geq d_0, A \geq 4\),

\[
(6.2) \quad \mathbb{P}\left(\mathcal{E}_{d, A} \cap \{\sigma_1 \leq \delta t^A_d\}\right) \leq e^{-d/8} + \frac{10k^2 \epsilon^{-1}}{A^2 \delta^2 d (\log d)^2}.
\]

For \(d \geq A \lor \delta \geq 4\), on the event \(\mathcal{E}_{d, A}\),

\[
(6.3) \quad \frac{1}{t^A_d} \int_0^{\delta t^A_d} 1(|\Delta Z^U_{(\cdot)}(s)| \geq \epsilon) ds \leq \frac{1}{t^A_d} \sum_{j=0}^{\sigma_{2j+2}-1} \int_{\sigma_{2j+1}}^{\sigma_{2j+2}} 1(|\Delta Z^U_{(\cdot)}(s)| \geq \epsilon) ds
\]

\[
\leq 48k(k+1)^2 \left(\frac{\log(\delta t^A_d)}{t^A_d}\right)^2 \mathcal{N}^A_{t^A_d} \leq \frac{192k(k+1)^2}{Ad} \mathcal{N}^A_{t^A_d}.
\]
Fix $A = A_0(k) := 385e^{-12k}k(k+1)^2$ (suppressing dependence on $\epsilon$ for notational convenience). Note that this does not depend on $\vartheta$. Writing $t_{d,k} := t_{d}^{A_0(k)}$ and $\mathcal{E}_{d,k} := \mathcal{E}_{d,A_0(k)}$, and using (6.1) and (6.3), we obtain for $d \geq A_0(k) \lor \vartheta$,

\begin{equation}
\mathbb{P}\left( \frac{1}{t_{d,k}} \int_{0}^{\vartheta t_{d,k}} 1(|\Delta Z_{k}'(s)| \geq \epsilon) \, ds \geq 1, \mathcal{E}_{d,k} \right) \leq \mathbb{P}\left( \frac{192k(k+1)^2}{A_0(k)d} N_{A_0(k),\vartheta,d} \geq 1 \right) \leq \mathbb{P}\left( N_{A_0(k),\vartheta,d} > 2^{k-1} \epsilon^{-1}d + 1 \right) \leq e^{-d/8}.
\end{equation}

Thus, from (6.2) and (6.4), for any $\vartheta > 0$, and $d$ sufficiently large,

\begin{equation}
\mathbb{P}\left( \frac{1}{t_{d,k}} \int_{0}^{\vartheta t_{d,k}} 1(|\Delta Z_{k}'(s)| \geq \epsilon) \, ds \geq 1 \right) \leq 2e^{-d/8} + \frac{10k2^{k-1}}{A_0(k)^2 \vartheta^2 d (\log d)^2} \to 0 \text{ as } d \to \infty.
\end{equation}

Note that the above holds for any $1 \leq j \leq k$, upon replacing $k$ with $j$. Thus, for any $1 \leq j \leq k$, writing $\vartheta_{d,j} := \vartheta t_{d,k}/t_{d,1} = \vartheta A_0(k)/A_0(1) = \vartheta 2^{k-3}k(k+1)^2$,

\begin{equation}
\mathbb{P}\left( \frac{1}{t_{d,k}} \int_{0}^{\vartheta t_{d,k}} 1(|\Delta Z_{j}'(s)| \geq \epsilon) \, ds \geq 1 \right) \leq \mathbb{P}\left( \frac{1}{t_{d,j}} \int_{0}^{\vartheta t_{d,j}} 1(|\Delta Z_{j}'(s)| \geq \epsilon) \, ds \geq 1 \right),
\end{equation}

which converges to zero as $d \to \infty$. This proves the lemma with $A_0 := A_0(k)$. \hfill $\square$

**Lemma 6.3.** Suppose that $U$ and $V$ are as in Theorem 2.1. Define the infinite ordered Atlas model $X^{U \wedge V}$ with $X^{U \wedge V}(0) = (0,s(U \wedge V)^T)^T$ and the same sequence of Brownian motions used to define $X^U, X^V$ and $X^{U,(d)}$ in Lemma 6.2. Let $Z^{U \wedge V}$ be the corresponding gap process. Define the measure

\begin{equation}
\mu_{x}^t(F) := \frac{1}{t} \int_{0}^{t} \mathbb{P}\left( Z^{U \wedge V}(s) \in F \right) \, ds, \quad F \in \mathcal{B}(\mathbb{R}^\infty_+), \quad t > 0.
\end{equation}

Then $\mu_{x}^t$ converges weakly to $\pi$ as $t \to \infty$.

**Proof.** Fix any $\epsilon \in (0,1), \delta \in (0,1), k \in \mathbb{N}$. Recall $A_0$ from Lemma 6.2 for this choice of $\epsilon, k$. For $t > \delta^{-1} A_0 \epsilon$, write $d(t) := \lfloor \delta A_0^{-1} t / \log(\delta A_0^{-1} t) \rfloor$. Choose $t_0 > \delta^{-1} A_0 \epsilon$ large enough such that $d(t) \geq \delta A_0^{-1} t / 2 \log(\delta A_0^{-1} t) > k$ and $\log(\delta A_0^{-1} t) \geq 2 \log(2 \log(\delta A_0^{-1} t))$ for all $t \geq t_0$. Also, set $\vartheta := 4\delta^{-1}$. Note that for all $t \geq t_0$,

$$A_0 d(t) \log d(t) \leq \delta t, \quad A_0 \vartheta d(t) \log d(t) \geq t.$$ 

Recall the gap processes $Z^V, Z^{U,(d)}$ from Lemma 6.2. Then, for all $t \geq t_0$, $1 \leq j \leq k$,

\begin{equation}
\mathbb{P}\left( \frac{1}{t} \int_{0}^{t} 1\left( |Z_{j}^{V}(s) - Z_{j}^{U,(d)}(s)| > \epsilon \right) \, ds \geq \delta \right) \leq \mathbb{P}\left( \frac{1}{A_0 d(t) \log d(t)} \int_{0}^{A_0 \vartheta d(t) \log d(t)} 1\left( |Z_{j}^{V}(s) - Z_{j}^{U,(d)}(s)| > \epsilon \right) \, ds \geq 1 \right).
\end{equation}

Hence, applying Lemma 6.2 with $d(t)$ in place of $d$ and the above choice of $\vartheta$, we obtain for any $1 \leq j \leq k$,

\begin{equation}
\mathbb{P}\left( \frac{1}{t} \int_{0}^{t} 1\left( |Z_{j}^{V}(s) - Z_{j}^{U,(d)}(s)| > \epsilon \right) \, ds \geq \delta \right) \to 0 \text{ as } t \to \infty.
\end{equation}
Define the measures \( \tilde{\mu}_k t \rightarrow \infty \)
\( \limsup \tilde{\mu}_k (F) \leq \pi(k) (F^{k*}) + k \delta, \)
where \( \pi(k) = \bigotimes_{j=1}^k \operatorname{Exp}(2). \)

Our next step is to show the above bound (6.8) with \( \tilde{\mu}_k \) replaced by the measure \( \mu_k \) (the \( k \)-marginal of \( \mu \)) by showing that, for any closed set \( F \in \mathcal{B} (\mathbb{R}_+^k) \),
\( \mu_k (F) - \tilde{\mu}_k (F) \rightarrow 0 \) as \( t \rightarrow \infty. \)

To see this, take any \( t \geq t_0. \) Let \( \gamma(t) \) be the probability law of \( (0, s(U((d(t))))^T) \) and denote by \( Y^{\gamma(t)} \) the unique weak solution of (1.1) with \( Y^{\gamma(t)}(0) \) distributed as \( \gamma(t), \) given on some probability space with driving Brownian motions \( \{W_i\}_{i \in \mathbb{N}_0}. \) Denote the corresponding process of gaps (as defined in (1.6)) as \( \tilde{Y}^{\gamma(t)}. \)

Recall \( d(t) > k. \) For any \( \zeta \in [0, t], \)
\( \mathbb{P} (\tilde{Z}^{U((d(t))}(\zeta)|k \in F) = \mathbb{P} (\tilde{Z}^{\gamma(t)}(\zeta)|k \in F) \)
\( = \mathbb{P} \left( \tilde{Z}^{\gamma(t)}(\zeta)|k \in F, \inf_{s \in [0,t]} \inf_{i \geq d(t)} Y_i^{\gamma(t)}(s) > \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right) \)
\( + \mathbb{P} \left( \tilde{Z}^{\gamma(t)}(\zeta)|k \in F, \inf_{s \in [0,t]} \inf_{i \geq d(t)} Y_i^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right). \)

Recall from the Introduction that a finite-dimensional Atlas model has a unique strong solution. We denote by \( \tilde{Y}^{\gamma(t),d(t)} \) such a process with \( d(t) + 1 \) particles, driven by Brownian motions \( \{W_i\}_{i=0}^d(t) \) and initial conditions \( \tilde{Y}^{\gamma(t),d(t)}(0) = Y_i^{\gamma(t)}(0), i = 0, 1, \ldots, d(t). \) Denote by \( \tilde{X}^{\gamma(t),d(t)} \) the corresponding process of ordered particles and denote the associated gap process by \( \tilde{Z}^{\gamma(t),d(t)} ). \) Then, on the set, \( \{ \inf_{s \in [0,t]} \inf_{i \geq d(t)} Y_i^{\gamma(t)}(s) > \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \}, \)
\( \tilde{Z}^{\gamma(t)}(s)|k = \tilde{Z}^{\gamma(t),d(t)}(s)|k \) for all \( s \in [0, t] \) and so, using (6.10), for \( \zeta \in [0, t], \)
\( \mathbb{P} (\tilde{Z}^{U((d(t))}(\zeta)|k \in F) = \mathbb{P} \left( \tilde{Z}^{\gamma(t),d(t)}(\zeta)|k \in F, \inf_{s \in [0,t]} \inf_{i \geq d(t)} Y_i^{\gamma(t)}(s) > \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right) \)
which shows that
\begin{align*}
\mathbb{P}\left( \bar{Z}_{\gamma}^{(t)}(\zeta)|_{k} \in F \right)
&= \mathbb{P}\left( \bar{Z}_{\gamma}^{(t),d(t)}(\zeta)|_{k} \in F \right) \\
&\quad - \mathbb{P}\left( \bar{Z}_{\gamma}^{(t),d(t)}(\zeta)|_{k} \in F , \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right) \\
&\quad + \mathbb{P}\left( \bar{Z}_{\gamma}^{(t)}(\zeta)|_{k} \in F , \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right)
\end{align*}

which shows that
\begin{equation}
|\mathbb{P}\left( Z_{U,d(t)}^{(t)}(\zeta)|_{k} \in F \right) - \mathbb{P}\left( \bar{Z}_{\gamma}^{(t),d(t)}(\zeta)|_{k} \in F \right)| \leq \mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right).
\end{equation}

Now let $\gamma^{*}$ be the probability law of $(0, s(U \cup V)^{T})^{T}$ and denote by $Y^{\gamma^{*}}$ the unique weak solution of (1.1) with $Y^{\gamma}(0)$ distributed as $\gamma^{*}$. Denote the corresponding process of gaps as $\bar{Z}^{\gamma^{*}}$. The process of ordered particles $\bar{X}_{\gamma,d(t)}^{(t)}$ and initial values $Y^{\gamma^{*}}(0)|_{d(t)}$, and the associated gap process $\bar{Z}^{\gamma^{*},d(t)}$, are defined in a similar manner as $\bar{X}_{\gamma}^{(t),d(t)}$ and $\bar{Z}_{\gamma}^{(t),d(t)}$. By a similar argument as above
\begin{equation}
|\mathbb{P}\left( Z_{U \cup V}^{(t)}(\zeta)|_{k} \in F \right) - \mathbb{P}\left( \bar{Z}_{\gamma^{*}}^{(t),d(t)}(\zeta)|_{k} \in F \right)| \leq \mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma^{*}(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma^{*}(t)}(s) \right).
\end{equation}

Since $U \cup V|_{d(t)} = U|_{d(t)}|_{d(t)}$ we have that $\bar{Z}^{\gamma^{*},d(t)}$ and $\bar{Z}_{\gamma}^{(t),d(t)}$ have the same distribution and so from (6.11) and (6.12) we have that
\begin{equation}
|\mathbb{P}\left( Z_{U}^{(t)}(\zeta)|_{k} \in F \right) - \mathbb{P}\left( Z_{U \cup V}^{(t)}(\zeta)|_{k} \in F \right)|
\end{equation}

\begin{align*}
\leq &\mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right) + \mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma^{*}(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma^{*}(t)}(s) \right).
\end{align*}

Now, recalling $t_{d(t)}^{A_{\vartheta}} = A_{0}\vartheta d(t) \log d(t) \geq t$ and that $\Gamma_{d(t)}^{A_{\vartheta}} = 6A_{0}\vartheta \sqrt{d(t)(\log d(t))}$ from Lemma 4.2, we see that
\begin{align*}
\mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right)
\leq &\mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \right)
\end{align*}

\begin{align*}
\leq &\mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma(t)}(s) \leq \Gamma_{d(t)}^{A_{\vartheta}} \right) + \mathbb{P}\left( \sup_{s \in [0,t]} Y_{(k)}^{\gamma(t)}(s) \geq \Gamma_{d(t)}^{A_{\vartheta}} \right)
\end{align*}

\begin{align*}
\leq &\mathbb{P}\left( \inf_{s \in [0,t]} Y_{i}^{\gamma^{*}(t)}(s) \leq \Gamma_{d(t)}^{A_{\vartheta}} \right) + \mathbb{P}\left( \sup_{s \in [0,t]} Y_{(k)}^{\gamma^{*}(t)}(s) \geq \Gamma_{d(t)}^{A_{\vartheta}} \right) \to 0 \text{ as } t \to \infty,
\end{align*}
where $Y_\pi(\cdot)$ is the infinite Atlas model with $Y_\pi(0)$ distributed as $(0, s(V)^T)^T$. The last inequality above uses the observation $U \land V \leq V_{(d(t))} \leq V$, inf$_{i \geq d(t)} Y_i^\gamma (s) = Y_{(d(t))}^\gamma (s)$ for all $s \geq 0$, and [27, Corollary 3.10 (i)]. The limit follows from Lemma 4.2 with $A = A_{0 \theta}$, $d = d(t)$ upon using $U \land V \leq V$ and noting that $Y_\pi^\gamma (0)$ satisfies condition (4.3) by virtue of assumption (2.1) and $Y_\pi(0)$ satisfies (4.3) by the law of large numbers.

Similarly,

$$P \left( \inf_{s \in [0,t]} \inf_{i \geq d(t)} Y_i^\gamma (s) \leq \sup_{s \in [0,t]} Y_i^\gamma (s) \right) \rightarrow 0 \text{ as } t \rightarrow \infty.$$ 

Using the above observations along with (6.13), we obtain

$$\sup_{\zeta \in [0,t]} \left| P \left( Z_{U \land V}(\zeta) \right) \right| \rightarrow 0 \text{ as } t \rightarrow \infty.$$ 

(6.9) follows from this. From (6.8) and (6.9), we obtain for any closed set $F \in B \left( \mathbb{R}_+^k \right),$.

$$\limsup_{t \rightarrow \infty} \mu_t^{(k)}(F) \leq \pi^{(k)}(F^{k\varepsilon}) + k\delta.$$ 

As the left hand side above does not depend on $\varepsilon, \delta$, we take a limit as $\varepsilon, \delta$ go to zero in the above to obtain for any $k \in \mathbb{N}$,

$$\limsup_{t \rightarrow \infty} \mu_t^{(k)}(F) \leq \pi^{(k)}(F) \text{ for any closed set } F \in B \left( \mathbb{R}_+^k \right).$$

The lemma now follows from the Portmanteau theorem [5, Chapter 1, Theorem 2.1].  

Now, we are ready to prove Theorem 2.1.

**Proof of Theorem 2.1.** Let $(U, V)$ be as in the statement of Theorem 2.1. Let $Z^U, Z^V$ and $Z^{U \land V}$ be as in Lemma 6.2 and Lemma 6.3. By the monotonicity property in Proposition 3.1(iii),

$$Z^{U \land V}(\cdot) \leq Z^U(\cdot) \leq Z^{U \lor V}(\cdot).$$

Define the measure

$$\mu_t(F) := \frac{1}{t} \int_0^t P \left( Z^{U \lor V}(s) \in F \right) ds, \ F \in B \left( \mathbb{R}_+^\infty \right), t > 0,$$

and recall $\mu_t$ defined in (6.6). Also define

$$\mu_t(F) := \frac{1}{t} \int_0^t P \left( Z^U(s) \in F \right) ds, \ F \in B \left( \mathbb{R}_+^\infty \right), t > 0.$$ 

Then, for any $k \in \mathbb{N}, \ z \in \mathbb{R}_+^k,$

$$\mu_t^{(k)}((-\infty, z]) \leq \mu_t^{(k)}((-\infty, z]) \leq \mu_t^{(k)}((-\infty, z]).$$

By Lemma 6.3, $\mu_t^{(k)}((-\infty, z]) \rightarrow \pi^{(k)}((-\infty, z])$ as $t \rightarrow \infty$. Moreover, as $U \lor V \geq V$, by Lemma 6.1, the law of $Z^{U \lor V}(t)$ converges weakly to $\pi$. In particular, $\mu_t^{(k)}((-\infty, z]) \rightarrow \pi^{(k)}((-\infty, z])$ as $t \rightarrow \infty$. Hence, by (6.14), for any $k \in \mathbb{N}, \ z \in \mathbb{R}_+^k,$

$$\mu_t^{(k)}((-\infty, z]) \rightarrow \pi^{(k)}((-\infty, z]) \text{ as } t \rightarrow \infty.$$ 

This proves the theorem.
PROOF OF COROLLARY 2.2. The fact that (i) implies (2.1) is immediate on observing that we can find a coupling \((U, V)\) of \(\mu\) and \(\pi\) such that \(U \leq V\) a.s.

For the statement in (ii), we will consider the independent coupling of \((U, V)\), that is, under the coupling, the marginals \(U\) and \(V\) are independent. Recall from Remark 2.3 (b) that the statement in (2.3) is equivalent to

\[
\liminf_{d \to \infty} \frac{1}{\sqrt{d \log d}} \sum_{i=1}^{d} (U_i \wedge \frac{1}{2}) = \infty, \text{ a.s.}
\]

It suffices to show that, conditional on a realization of \(U = u\) such that (6.15) holds with \(U = u\), the independent random variables \(\Psi_i := V_i \wedge u_i\) satisfy

\[
\lim_{m \to \infty} \frac{1}{\sqrt{m \log m}} \sum_{i=1}^{m} \Psi_i = \infty \text{ almost surely.}
\]

Note that

\[
\mu_i := \mathbb{E}(\Psi_i) = \int_{0}^{u_i} 2ve^{-2v} dv + \int_{u_i}^{\infty} 2ue^{-2v} dv = \frac{1}{2} (1 - e^{-2u_i}).
\]

As \(x \wedge (1/2) \leq 1 - e^{-2x} \leq 2(x \wedge (1/2))\) for all \(x \geq 0\), (6.15) with \(U = u\) is equivalent to the condition

\[
\lim_{m \to \infty} \frac{1}{\sqrt{m \log m}} \sum_{i=1}^{m} \mu_i = \infty.
\]

Take any \(C > 0\). By (6.17), there exists \(m_C \in \mathbb{N}\) such that \(\sum_{i=1}^{m} \mu_i \geq 2C \sqrt{m \log m}\) for all \(m \geq m_C\). Note that for any \(k \in \mathbb{N}\),

\[
\mathbb{E} \left( |\Psi_i - \mu_i|^k \right) \leq 2^k \mathbb{E}(V_i^k + \mu_i^k) \leq 2^k (2^{-k} + 2^{-k}) \leq 2!.
\]

Therefore, \(\Psi_i\) satisfies condition (2.16) in [31, Chapter 2] with \(\sigma = 2, b = 1\). Hence, by [31, Chapter 2, Proposition 2.3], \(\mathbb{E}(e^{\lambda |\Psi_i - \mu_i|}) \leq \exp \{2\lambda^2 / (1 - |\lambda|)\} \leq \exp \{4\lambda^2\}\) for all \(|\lambda| < 1/2\). Hence, using [31, Chapter 2, Theorem 2.3], with \(D_k = \Psi_k, b_k = 2\) and \(\nu_k = 2 \sqrt{2}\), for all \(m \geq m_C\) satisfying \(C \sqrt{m \log m} \leq 4m\),

\[
P \left( \sum_{i=1}^{m} \Psi_i \leq C \sqrt{m \log m} \right) \leq P \left( \sum_{i=1}^{m} (\Psi_i - \mu_i) \leq -C \sqrt{m \log m} \right)
\]

\[
\leq 2 \exp \left\{ \frac{(C \sqrt{m \log m})^2}{16m} \right\} = 2 \exp \left\{ -C^2 (\log m)^2 / 16 \right\}.
\]

As the bound above is summable in \(m\), we conclude from the Borel-Cantelli Lemma that for any \(C > 0\), almost surely, \(\liminf_{m \to \infty} (\sqrt{m \log m})^{-1} \sum_{i=1}^{m} \Psi_i \geq C\). This implies (6.16) and thus proves that the statement in (ii) implies (2.1).

Consider now (iii). Thus \(U_i = \lambda_i \Theta_i, \ i \in \mathbb{N}\), where \(\{\Theta_i\}\) are iid non-negative random variables satisfying \(P(\Theta_1 > 0) > 0\), and \(\{\lambda_i\}\) are positive deterministic real numbers. If \(\{\lambda_j\}\) satisfy condition (a), i.e. \(\liminf_{j \to \infty} \lambda_j > 0\), there exists \(\eta > 0\) such that \(U_i \wedge (1/2) \geq (\eta \Theta_i) \wedge (1/2)\) for all sufficiently large \(i\). Note that \(\{\eta \Theta_i \wedge (1/2)\}\) are iid with positive mean as \(P(\Theta_1 > 0) > 0\). Therefore, (6.15) holds by the strong law of large numbers, implying (2.1).

If \(\{\lambda_j\}\) satisfy condition (b), namely \(\limsup_{j \to \infty} \lambda_j < \infty\) and (2.4) holds, there exists \(M \in [1, \infty)\) such that \(\lambda_j \leq M\) for all \(j \in \mathbb{N}\). Note that \(E(U_i \wedge (1/2)) \geq \lambda_j E(\Theta_i \wedge (1/2M)) \geq \lambda_j / M\),
\( \lambda_j M^{-1} \mathbb{E}(\Theta_1 \land (1/2)). \) As \( \mathbb{P}(\Theta_1 > 0) > 0, \mathbb{E}(\Theta_1 \land (1/2)) > 0. \) Hence, by (2.4), for any \( C > 0, \) there exists \( m_C \in \mathbb{N} \) such that for all \( m \geq m_C, \)
\[
\sum_{i=1}^{m} \mathbb{E}(U_i \land (1/2)) \geq M^{-1} \mathbb{E}(\Theta_1 \land (1/2)) \sum_{i=1}^{m} \lambda_i \geq 2C \sqrt{m \log m}.
\]
As \( |U_i \land (1/2) - \mathbb{E}(U_i \land (1/2))| \leq 1 \) for all \( i \in \mathbb{N}, \) by the Azuma-Hoeffding inequality [31, Chapter 2, Corollary 2.1], for all \( m \geq m_C, \)
\[
\mathbb{P}\left( \sum_{i=1}^{m} U_i \land (1/2) \leq C \sqrt{m \log m} \right)
\leq \mathbb{P}\left( \sum_{i=1}^{m} (U_i \land (1/2) - \mathbb{E}(U_i \land (1/2))) \leq -C \sqrt{m \log m} \right) \leq 2 \exp\{-2C^2(\log m)^2\},
\]
which is summable in \( m. \) Hence, we conclude from the Borel-Cantelli Lemma that
\[
\liminf_{m \to \infty} (\sqrt{m \log m})^{-1} \sum_{i=1}^{m} U_i \land (1/2) = \infty
\]
a almost surely. Thus, (6.15) holds which shows (2.1).

6.2. Proof of Theorem 2.4. We now prove Theorem 2.4. As in the proof of Theorem 2.1, we will proceed by defining new starting configurations for the gap process in terms of \( U \) and \( V_a \) and exploiting the monotonicity properties of the synchronous coupling described in Proposition 3.1.

PROOF OF THEOREM 2.4. Let \( (U, V_a) \) be as in the statement of Theorem 2.4. First note that, by Lemma 4.5, \( s(U), s(V_a) \) and \( s(U \lor V_a) \) all satisfy (3.1). Define the vector \( U_{a,(d)} \) by
\[
U_{a,(d)} := (U_i \land V_{a,i})1(i \leq d) + (U_i \lor V_{a,i})1(i > d), \ i \in \mathbb{N}, \ d \geq 2.
\]
As \( U_{a,(d)} \geq U \lor V_a \) and \( s(U \lor V_a) \) satisfies (3.1), we have that \( s(U_{a,(d)}) \) satisfies (3.1).

Observe that, with \( V_i := (1 + ia/2)V_{a,i}, i \in \mathbb{N}, \ (U_{a,(d)}, U \lor V_a, V) \) defines a coupling of \((\mu, \pi_a, \pi).\) By the second condition in (2.5), \( \limsup_{d \to \infty} \frac{U^{(d)}}{V_a} < \infty \) a.s. and so the events
\[
\mathcal{E}(D) := \{U \lor V_a \leq DV\}, \ D \geq 1,
\]
satisfy
\[
\mathbb{P}\left( \mathcal{E}(D) \right) \to 1 \quad \text{as} \quad D \to \infty.
\]
Fix \( D \geq 1. \) Note that, for \( i \in \mathbb{N}, \)
\[
s(U_{a,(d)} \land DV)_i = \sum_{j=1}^{i} (U_{a,(d)})_j \land DV_j \geq \sum_{j=1}^{i} V_{a,j} - \sum_{j=1}^{i} |V_{a,j} - U_j|.
\]
By a similar calculation as in (4.10) it then follows that, for some \( i' \in \mathbb{N} \) and all \( i \geq i', \)
\[
s(U_{a,(d)} \land DV)_i \geq (4a)^{-1} \log i. \] This shows that \( s(U_{a,(d)} \land DV) \) satisfies (3.1). Similarly, \( s((U \lor V_a) \land DV) \) satisfies (3.1).

In the rest of the proof we will consider several random variables \( \tilde{U} \) such that \( s(\tilde{U}) \) satisfies (3.1) and are given on the same probability space. For all such random variables
we use Proposition 3.1 (ii) to construct infinite ordered Atlas models \( X^{U_{\cdot}}(\cdot) \) starting from \((0, s(U)^T)^T\) driven by a common collection of Brownian motions \( \{B_j\}_{j \in \mathbb{N}_0} \) (that are independent of the \( U \)). We denote by \( Z^{U_{\cdot}}(\cdot) \) the associated gap processes.

Let \( \Delta Z^{i,D}_{\cdot}(\cdot) := Z^{U_{\cdot} \lor V_{\cdot}}_{\cdot} - D_{\cdot}V^{\cdot} \). Fix \( \epsilon, \delta > 0, k \in \mathbb{N} \). Recall the stopping times \( \{\sigma_j : j \geq 0\} \) and the random variables \( \{N_T : T \geq 0\} \) from Section 5 with \( U_1 = U_{\cdot, (d)} \land DV \) and \( U_2 = (U \lor V_{\cdot}) \land DV \). Write \( t'_d := \log d \) and \( \{N'_{\cdot} : \cdot \geq 0\} := N'_{\cdot} \). We suppress the dependence of \( \{\sigma_j\} \) and \( \{N'_{\cdot} \} \) on \( D \) for notational convenience.

As \( \sum_{j=0}^{\infty} j\Delta Z^{i,D}_{\cdot}(0) \leq \sum_{j=1}^{d} |V_{\cdot,j} - U_{\cdot,j}| \), by Lemma 5.1, for any \( j \geq 0 \), when \( \sigma_{2j+2} < \infty \),

\[
\sum_{i=1}^{\infty} \Delta Z^{i,D}_{\cdot}(\sigma_{2j+2}) - \sum_{i=1}^{\infty} \Delta Z^{i,D}_{\cdot}(\sigma_{2j+1}) \leq -\epsilon/2^k.
\]

Hence, as in the proof of (6.1), for any \( A > 0 \),

\[
(6.19) \quad \mathbb{P} \left( N'_d \geq 2^k A, \log d - \log \log d \right) \leq \mathbb{P} \left( \sum_{i=1}^{d} \Delta Z^{i,D}_{\cdot}(0) \geq A \epsilon, \log d - 2^{-k} \epsilon \right)
\]

\[
\leq \mathbb{P} \left( \frac{\log d}{\log d} \sum_{i=1}^{d} |V_{\cdot,i} - U_{\cdot,i}| \geq A \epsilon - 2^{-k} \epsilon \log d \right) \to 0 \quad \text{as} \quad d \to \infty
\]

where the claimed limit is a consequence of (2.5).

For \( d \geq 2 \), define the events

\( \mathcal{E}'_{d,D} := \{\sigma_1 \leq \log d, \sigma_{2j+2} - \sigma_{2j+1} \leq 48D^2 k(k+1)^2 \log d \text{ for all } 0 \leq j \leq N'_d - 1\} \).

By Lemma 5.2 with \( T = \log d, n = [2^k \log d / \log \log d] \), for sufficiently large \( d \),

\[
\mathbb{P} \left( \left( \mathcal{E}'_{d,D} \right)^c \cap \{\sigma_1 \leq \log d\} \right) \leq \mathbb{P} \left( N'_d > 2^k \frac{\log d}{\log \log d} \right) + 5k \left( 2^k \frac{\log d}{\log \log d} \right) (\log d)^{-2},
\]

which converges to zero as \( d \to \infty \) using (6.19) with \( A = 1 \). On the event \( \mathcal{E}'_{d,D} \),

\[
\frac{1}{t'_d} \int_{0}^{t'_d} \mathbf{1} \left( |\Delta Z^{i,D}_{\cdot}(s)| \geq \epsilon \right) ds \leq \frac{1}{t'_d} \int_{0}^{t'_d} \sum_{j=0}^{N_d-1} \int_{\sigma_{2j+1}}^{\sigma_{2j+2}} \mathbf{1} \left( |\Delta Z^{i,D}_{k}(s)| \geq \epsilon \right) ds
\]

\[
\leq 48D^2 k(k+1)^2 \left( \frac{\log d}{\log \log d} \right)^N_d.
\]

Hence, using (6.19) with \( A = A_{D, k, \delta} := \delta \cdot [48D^2 \times 2^k k(k+1)^2]^{-1} \),

\[
(6.20) \quad \mathbb{P} \left( \frac{1}{t'_d} \int_{0}^{t'_d} \mathbf{1} \left( |\Delta Z^{i,D}_{k}(s)| \geq \epsilon \right) ds > \delta \right)
\]

\[
\leq \mathbb{P} \left( N'_d > 2^k A_{D, k, \delta} \frac{\log d}{\log \log d} \right) + \mathbb{P} \left( \left( \mathcal{E}'_{d,D} \right)^c \cap \{\sigma_1 \leq \log d\} \right) \to 0 \quad \text{as} \quad d \to \infty.
\]

Recalling the event \( \mathcal{E}^{(D)} \) and using (6.20),

\[
\limsup_{d \to \infty} \mathbb{P} \left( \frac{1}{t'_d} \int_{0}^{t'_d} \mathbf{1} \left( |Z^{U_{\cdot} \lor V_{\cdot}(s)} - Z^{U_{\cdot}(d)}_{\cdot}(s)| \geq \epsilon \right) ds > \delta \right)
\]
As \( D \geq 1 \) is arbitrary, we obtain from (6.18), for any \( \epsilon, \delta > 0, k \in \mathbb{N} \),

\[
\limsup_{d \to \infty} \mathbb{P} \left( \frac{1}{t_d'} \int_0^{t_d'} 1 \left( |\Delta Z_k^s, D(s) | \geq \epsilon \right) \, ds > \delta \right) + \mathbb{P} \left( \left( \mathcal{E}(D) \right)^c \right) = \mathbb{P} \left( \left( \mathcal{E}(D) \right)^c \right).
\]

Now, from the monotonicity property in Proposition 3.1(iii),

\[
Z^{U \land V_a} (\cdot) \leq Z^U (\cdot) \leq Z^{U \lor V_a} (\cdot), \quad Z^{U \lor V_a} (\cdot) \leq Z^V_a (\cdot) \leq Z^{U \lor V_a} (\cdot).
\]

Let \( d'(t) := \left[ e^{t/\delta_0} \right], t > 0 \), where \( \delta_0 \) is the constant appearing in Lemma 4.6. Define the following measures

\[
\overline{\mu}_{a,t}(F) := \frac{1}{t} \int_0^t \mathbb{P} \left( Z^{U \lor V_a}(s) \in F \right) \, ds, \quad F \in \mathcal{B} \left( \mathbb{R}_+^\infty \right),
\]

\[
\underline{\mu}_{a,t}(F) := \frac{1}{t} \int_0^t \mathbb{P} \left( Z^{U \land V_a}(s) \in F \right) \, ds, \quad F \in \mathcal{B} \left( \mathbb{R}_+^\infty \right),
\]

for \( t > 0 \). For \( k \in \mathbb{N}, t > 0 \), define the measure on \( \mathbb{R}_+^k \),

\[
\hat{\mu}_{a,t}^{(k)}(F) := \frac{1}{t} \int_0^t \mathbb{P} \left( Z^{U \lor (d'(t))}(s) | k \in F \right) \, ds, \quad F \in \mathcal{B} \left( \mathbb{R}_+^k \right).
\]

Take any \( k \in \mathbb{N} \) and \( z \in \mathbb{R}_+^k \). For \( \eta \in \mathbb{R} \), write \( z^\eta \) for the vector obtained by adding \( \eta \) to each coordinate. Note that, for any \( \epsilon > 0 \),

\[
\hat{\mu}_{t}^{(k)}((-\infty, z]) \leq \overline{\mu}_{a,t}^{(k)}((-\infty, z^\epsilon]) + \sum_{j=1}^k \frac{1}{t} \int_0^t \mathbb{P} \left( |Z^{U \lor V_a}(s) - Z_{j}^{U \lor (d'(t))}(s) | > \epsilon \right) \, ds.
\]

Hence, using (6.21),

\[
\limsup_{t \to \infty} \hat{\mu}_{t}^{(k)}((-\infty, z]) \leq \limsup_{t \to \infty} \overline{\mu}_{a,t}^{(k)}((-\infty, z^\epsilon]) \leq \underline{\mu}_{a}^{(k)}((-\infty, z^\epsilon]),
\]

where the last inequality uses \( Z^V_a (\cdot) \leq Z^{U \lor V_a} (\cdot) \) (cf. Proposition 3.1 (iii)) and the stationarity of the process \( Z^V_a (\cdot) \). Taking \( \epsilon \downarrow 0 \) above, we obtain for any \( k \in \mathbb{N}, z \in \mathbb{R}_+^k \),

\[
\limsup_{t \to \infty} \hat{\mu}_{t}^{(k)}((-\infty, z]) \leq \underline{\mu}_{a}^{(k)}((-\infty, z]),
\]

As in the proof of Theorem 2.1, we will show that for any \( k \in \mathbb{N}, z \in \mathbb{R}_+^k \),

\[
\mu_{a,t}^{(k)}((-\infty, z]) - \hat{\mu}_{a,t}^{(k)}((-\infty, z]) \to 0 \quad \text{as} \quad t \to \infty.
\]

Fix \( t_0 > 0 \) such that \( d'(t_0) > k \). For \( t \geq t_0 \), let \( \gamma(t) \) be the probability law of \( (0, s(U_{a, (d'(t))} T))_T \) and denote by \( Y^{\gamma(t)} \) the unique weak solution of (1.1) with \( Y^{\gamma(t)}(0) \) distributed as \( \gamma(t) \), given on some probability space with driving Brownian motions \( \{W_i\}_{i \in \mathbb{N}_0} \). Denote the corresponding process of gaps (as defined in (1.6)) as \( \tilde{Z}^{\gamma(t)} \). As in the proof of Lemma 6.3 we use the fact that a finite-dimensional Atlas model has a unique strong solution. We denote by \( \tilde{Y}^{\gamma(t), d'(t)} \) such a process with \( d'(t) + 1 \) particles, driven by Brownian motions \( \{W_i\}_{i=0}^{d'(t)} \) and
initial conditions $\hat{Y}_i^{\gamma(t),d'(t)}(0) = Y_i^{\gamma(t)}(0)$, $i = 0, 1, \ldots, d'(t)$. Denote by $\hat{X}^{\gamma(t),d'(t)}$ the corresponding process of ordered particles and denote the associated gap process by $\hat{Z}_i^{\gamma(t),d'(t)}$.

Exactly as in the proof of (6.11) we now see that, for any $\zeta \in [0, t]$, $z \in \mathbb{R}_+^k$,

(6.26) \[ \left| \mathbb{P} \left( (Z_{U_\gamma}^{\gamma(t)}(\zeta))_{|k \in (-\infty, z]} \right) - \mathbb{P} \left( (\hat{Z}_i^{\gamma(t),d'(t)}(\zeta))_{|k \in (-\infty, z]} \right) \right| \leq \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right). \]

Now let $\gamma^*$ be the probability law of $(0, s(U \wedge V_a)^T)^T$ and denote by $Y^{\gamma^*}$ the unique weak solution of (1.1) with $Y^{\gamma^*}(0)$ distributed as $\gamma^*$. Denote the corresponding process of gaps as $\hat{Z}^{\gamma^*,d'(t)}$. The process of ordered particles $\hat{X}^{\gamma^*,d'(t)}$ with $d'(t) + 1$ particles and initial values $Y_i^{\gamma^*}(0)_{|d'(t)}$, and the associated gap process $\hat{Z}_i^{\gamma^*,d'(t)}$, are defined in a similar manner as $\hat{X}^{\gamma(t),d'(t)}$ and $\hat{Z}_i^{\gamma(t),d'(t)}$. By a similar argument as above

(6.27) \[ \left| \mathbb{P} \left( (Z_{U_\gamma}^{\gamma^*}(\zeta))_{|k \in (-\infty, z]} \right) - \mathbb{P} \left( (\hat{Z}_i^{\gamma^*,d'(t)}(\zeta))_{|k \in (-\infty, z]} \right) \right| \leq \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma^*}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma^*}(s) \right). \]

Since $U \wedge V_a|_{d'(t)} = U_{a,(d'(t))}|_{d'(t)}$ we have that $\hat{Z}_i^{\gamma^*,d'(t)}$ and $\hat{Z}_i^{\gamma(t),d'(t)}$ have the same distribution and so from (6.26) and (6.27) we have that

(6.28) \[ \left| \mathbb{P} \left( (Z_{U_\gamma}^{\gamma(t)}(\zeta))_{|k \in (-\infty, z]} \right) - \mathbb{P} \left( (Z_{U_\gamma}^{\gamma^*}(\zeta))_{|k \in (-\infty, z]} \right) \right| \leq \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right) + \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma^*}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma^*}(s) \right). \]

As in the proof of Theorem 2.1,\n
\[ \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma(t)}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma(t)}(s) \right) \leq \mathbb{P} \left( \inf_{s \in [0,d_0 \log d'(t)]} \inf_{i \geq d'(t)} Y_i^{\gamma^*}(s) \leq \frac{1}{8a} \log d'(t) \right) + \mathbb{P} \left( \sup_{s \in [0,d_0 \log d'(t)]} Y_i^{\gamma^*}(s) \geq \frac{1}{8a} \log d'(t) \right), \]

where $Y^{\gamma^*}(\cdot)$ is the infinite Atlas model with $Y^{\gamma^*}(0)$ distributed as $(0, s(U \vee V_a)^T)^T$. The last inequality above uses the observation $U \wedge V_a \leq U_{a,(d'(t))} \leq U \vee V_a$ and [27, Corollary 3.10 (i)]. By Lemma 4.6, the right hand side above converges to zero as $d \to \infty$. Similarly,\n
\[ \mathbb{P} \left( \inf_{s \in [0,t]} \inf_{i \geq d'(t)} Y_i^{\gamma^*}(s) \leq \sup_{s \in [0,t]} Y_i^{\gamma^*}(s) \right) \to 0 \text{ as } t \to \infty. \]

Hence, from (6.28), for any $k \in \mathbb{N}$, $z \in \mathbb{R}_+^k$,

\[ \sup_{\zeta \in [0,t]} \left| \mathbb{P} \left( (Z_{U_\gamma}^{\gamma(t)}(\zeta))_{|k \in (-\infty, z]} \right) - \mathbb{P} \left( (Z_{U_\gamma}^{\gamma^*}(\zeta))_{|k \in (-\infty, z]} \right) \right| \to 0 \text{ as } t \to \infty, \]

which implies (6.25). By (6.24) and (6.25), for any $k \in \mathbb{N}$, $z \in \mathbb{R}_+^k$,

\[ \limsup_{t \to \infty} \pi_a^{(k)}((-\infty, z]) \leq \pi_a^{(k)}((-\infty, z]). \]
Moreover, as $Z^{U \lor V_{\ast}}(\cdot) \leq Z^{V_{\ast}}(\cdot)$, $\lim_{t \to \infty} \mu^{(k)}{a,t}((\infty, z]) \geq \pi^{(k)}_{a, t}((\infty, z])$. Thus, we conclude that for any $k \in \mathbb{N}$, $z \in \mathbb{R}^{k}$,

$$\lim_{t \to \infty} \mu^{(k)}{a,t}((\infty, z]) = \pi^{(k)}_{a, t}((\infty, z]). \quad (6.29)$$

Now, note that by (6.23) and (6.21), for any $\epsilon > 0$, $k \in \mathbb{N}$, $z \in \mathbb{R}^{k}$

$$\liminf_{t \to \infty} \mu^{(k)}{a,t}((\infty, z - \epsilon]) \leq \liminf_{t \to \infty} \pi^{(k)}_{a, t}((\infty, z]).$$

Also, by (6.25), $\liminf_{t \to \infty} \mu^{(k)}{a,t}((\infty, z - \epsilon]) = \liminf_{t \to \infty} \mu^{(k)}{a,t}((\infty, z - \epsilon])$. Hence, using (6.29),

$$\pi^{(k)}_{a, t}((\infty, z - \epsilon]) = \liminf_{t \to \infty} \mu^{(k)}{a,t}((\infty, z - \epsilon]) \leq \liminf_{t \to \infty} \pi^{(k)}_{a, t}((\infty, z]).$$

As $\epsilon > 0$ is arbitrary, we conclude $\pi^{(k)}_{a, t}((\infty, z]) \leq \liminf_{t \to \infty} \pi^{(k)}_{a, t}((\infty, z])$. Moreover, as $U \lor V_{a} \geq V_{a}$, we have $\limsup_{t \to \infty} \pi^{(k)}_{a, t}((\infty, z]) \leq \pi^{(k)}_{a, t}((\infty, z]).$ Hence, for any $k \in \mathbb{N}$, $z \in \mathbb{R}^{k}$,

$$\lim_{t \to \infty} \pi^{(k)}_{a, t}((\infty, z]) = \pi^{(k)}_{a, t}((\infty, z]). \quad (6.30)$$

Finally, as $Z^{U \lor V_{\ast}}(\cdot) \leq Z^{U} \lor V_{\ast}(\cdot)$, for any $k \in \mathbb{N}$, $z \in \mathbb{R}^{k}$, $t > 0$,

$$\pi^{(k)}_{a, t}((\infty, z]) \leq \mu^{(k)}{a,t}((\infty, z]) \leq \mu^{(k)}{a,t}((\infty, z])$$

where

$$\mu_{t}(F) := \frac{1}{t} \int_{0}^{t} \mathbb{P}(Z^{U}(s) \in F) \, ds, \; F \in \mathcal{B}(\mathbb{R}^{\infty}_{+}), \; t > 0.$$

Thus, using (6.29) and (6.30), we obtain for any $k \in \mathbb{N}$, $z \in \mathbb{R}^{k}$,

$$\lim_{t \to \infty} \mu^{(k)}{a,t}((\infty, z]) = \pi^{(k)}_{a, t}((\infty, z]),$$

which proves the theorem. \(\square\)

**PROOF OF COROLLARY 2.5.** Suppose $\mu := \otimes_{i=1}^{\infty} \text{Exp}(2 + ia + \lambda_{i})$. Let $V \sim \pi$. Consider the coupling $(U, V_{a})$ of $\mu$ and $\pi_{a}$ defined as

$$U_{i} := \frac{2V_{i}}{2 + ia + \lambda_{i}}, \; V_{a,i} := \frac{2V_{i}}{2 + ia}, \; i \in \mathbb{N}.$$  

For sufficiently large $i \in \mathbb{N}$,

$$|V_{a,i} - U_{i}| = \frac{2|\lambda_{i}|}{(2 + ia)(2 + ia + \lambda_{i})} V_{i} \leq \frac{2|\lambda_{i}|}{(1 - \beta)(2 + ia)^{2}} V_{i} \leq \frac{2}{a^{2}(1 - \beta)} |\lambda_{i}| V_{i}. \quad (6.31)$$

By (2.6),

$$\limsup_{d \to \infty} \frac{\log d}{\log d} \sum_{i=1}^{d} \mathbb{E} \left( \frac{|\lambda_{i}| V_{i}}{i^{2}} \right) = 0. \quad (6.32)$$

Moreover, $M_{i}^{*} := \sum_{j=1}^{i} \left( \frac{|\lambda_{j}| V_{j}}{j^{2}} - \mathbb{E} \left( \frac{|\lambda_{j}| V_{j}}{j^{2}} \right) \right), \; i \in \mathbb{N}$, is a martingale with uniformly bounded second moment. Indeed, for $i \in \mathbb{N}$,

$$\mathbb{E}(M_{i}^{*})^{2} = \sum_{j=1}^{i} \frac{|\lambda_{j}|^{2}}{4j^{4}} \leq \sum_{j=1}^{\infty} \frac{(C^{2} + 1)(2 + ja)^{2}}{4j^{4}} < \infty.$$
Hence, by the martingale convergence theorem [22, Theorem 11.10], \( M_i^* \) almost surely converges to a finite limit as \( i \to \infty \). This, along with (6.32), implies that, almost surely,

\[
\limsup_{d \to \infty} \frac{\log \log d}{\log d} \sum_{i=1}^{d} \frac{|\lambda_i| V_i}{i^2} = 0.
\]

By (6.31), we conclude that the first statement in (2.5) holds. Also note that

\[
\frac{U_d}{dV_{a,d}} = \frac{2 + da}{d(2 + da + \lambda_d)} \leq \frac{1}{(1 - \beta)d}
\]

which shows that the second statement in (2.5) holds as well. 

\[\square\]
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