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Abstract
Purpose of Review To introduce readers to policy modeling, a multidisciplinary field of quantitative analysis, primarily used to help guide decision-making. This review focuses on the choices facing educational administrators, from K-12 to universities in the USA, as they confronted the COVID-19 pandemic. We survey three key model-based approaches to mitigation of SARS-CoV-2 spread in schools and on university campuses.

Recent Findings Frequent testing, coupled with strict attention to behavioral interventions to prevent further transmission can avoid large outbreaks on college campuses. K-12 administrators can greatly reduce the risks of severe outbreaks of COVID-19 in schools through various mitigation measures including classroom infection control, scheduling and cohorting strategies, staff and teacher vaccination, and asymptomatic screening.

Summary Safer re-opening of college and university campuses as well as in-person instruction for K-12 students is possible, under many though not all epidemic scenarios if rigorous disease control and screening programs are in place.

Keywords Policy modeling · COVID-19 · Schools · Universities · SARS-CoV-2 screening

Introduction
Mathematical models of the spread of SARS-CoV-2 proliferated in the scientific literature, on pre-print servers and on data science blogs, many being described in the popular press to offer the general public information on the possible trajectories of the pandemic. Using traditional statistical and epidemiological approaches, these efforts have focused largely on predicting the future course of the pandemic. The Centers for Disease Control and Prevention (CDC) combines many of these models in an ensemble forecast that predicts outcomes 4 weeks into the future [1]. Some forecasting models have been adapted to include intervention scenarios evaluating the impact of various tools to mitigate disease transmission, morbidity and mortality, and in this way offer a general-purpose platform to assess policies such as school closures, social distancing, mask-wearing and vaccines [2]. These kinds of epidemiological models have been discussed and reviewed elsewhere [3]. In this review, we will focus on a different type of analytic endeavor in which specific policy questions are the fundamental basis for the initial inquiry, with simple disease models being used to provide the epidemiological context for this research. Rather than focusing on disease dynamics, these policy models put “attention on decisions that must be made and their operational consequences [4].” In the use of policy models, the first-order task is to provide a “sufficient basis for policy decision-making,” where the data may be uncertain or unobtainable, but the need to make a decision is pressing nonetheless [5].

What Is Policy Modeling?
Epidemiological models of SARS-CoV-2 are primarily designed with the goal of capturing disease dynamics over time. Short-term predictive accuracy is paramount in these
models—can they reliably predict the path of the pandemic out into the near or not-so-near future?

Policy models come with a different approach and look to portray the same disease processes, their interactions, and dynamics, but explicitly in the context of imminent and critical decisions needing to be made. Many of the methods of policy modeling are based in the tenets of decision science, in which the primary goal is representing the uncertainty inherent in given scenarios facing decision-makers, articulating objectives, and the trade-offs represented by choices facing them in reaching their objectives [6]. Sensitivity analyses are used to manage this uncertainty and value of information methods are used to quantify the benefits of gathering more evidence that can reduce this uncertainty in a way that leads to more optimal decisions.

In the context of COVID-19, these models are less concerned with precise predictions of the most likely epidemic trajectory than with the robustness of the analysis of policy choices under a wide range of assumptions about key parameters in the underlying disease model. Policy modeling also tends to follow an operations research framework, in which the policy problem is first defined, the problem classified, the model formulated and solved, sensitivity analyses performed and then if the decision is implementable, it is evaluated with real-world data [7]. If all the decisions in a policy model are impractical—or if plausible data for the key inputs to the model cannot be assembled—the policy modeling process begins again with the reformulation of the problem at hand (see Fig. 1).

Policy models also tend to balance precision versus tractability, prizing first-strike models that can articulate the key features of policy problems with simplicity, moving towards more complexity as needed—as questions evolve, as new evidence and insights into the problem emerge, and as long as the model is still tractable, solvable with these new components. Because policy models are often developed to address a current policy issue, the default is to often distill models down to the bare essential considerations that matter most in answering the policy question, bounding best- and worst-case scenarios, using what-if sensitivity analysis and even-if, a fortiori, arguments to ground simple models. This specificity to a particular question or questions facing decision-makers distinguishes policy models from many more complex systems dynamics models, which often aim to serve as a general purpose representation of a phenomenon like an epidemic, and to serve multiple, conflicting objectives, where presenting specific alternatives and trade-offs for decision-makers are not the primary goal of the exercise [8]. Finally, policy modeling encourages an interdisciplinary, team-based approach in which those with experience in decision science, operations research or other quantitative disciplines (e.g., epidemiology, statistics) often pair up with those with domain knowledge to work through the policy modeling process together [9]. This is because the details of how the decisions will get made, the kinds of information decision-makers require, the nature of the trade-offs, and their acceptability need specific knowledge that only domain experts can provide.

During the COVID-19 pandemic, many disease models have emerged, but far fewer policy models have been published or discussed. This review will describe in detail several key policy models developed during the pandemic, meant to answer policy questions, assist decision-makers in the difficult choices they faced in 2020 and in 2021, on a key issue that was a priority for politicians across the country: when, if, and how to open educational institutions from K-12 through universities.

Fig. 1 The policy modeling process
Preventing SARS-CoV-2 Outbreaks in Educational Settings

Who Are the Decision-Makers?

In the three papers discussed here, the decision-makers were university and/or primary and secondary school administrators [10–12]. In fact, in Chang et al. (2020), the policy model was specifically developed to assist Yale University’s plan to resume on-campus instruction, while Paltiel et al.’s (2020) work was used to advise a set of Boston-area universities and colleges in their return to campus decision-making [13]. In Bilinski et al. (2021), the model was developed in discussions with primary and secondary school administrators in Massachusetts, Maryland, and California to ensure that model structure and parameters were realistic, and that strategies and scenarios in the analysis captured policy alternatives most salient to ongoing decisions. Bilinski et al. interviewed administrators, teachers, and other school staff as they developed their model, and the comments received from many underscored the urgent need for policy advice even in the absence of definitive on-the-ground data to guide decisions.

What Is the Problem Definition?

In the two papers looking at COVID-19 on university campuses, the problem definitions overlap in part, diverge in others. Both Chang et al. and Paltiel et al. defined the problem as preventing large outbreaks of SARS-CoV-2 on residential campuses through repeated testing and isolation of those receiving a positive screening test. Paltiel et al.’s work extends the problem definition to ask which testing and isolation strategies are more cost-effective and examines the budget impact of choices facing decision-makers. Bilinski et al. assessed safe school-reopening strategies in different settings, primary and secondary schools, and looked at a broader set of interventions than Chang et al. and Paltiel et al., including reducing class sizes, alternative scheduling of in-person instruction, staff vaccination, quarantine of contacts of infected individuals, as well as regular testing and isolation of those infected.

The differences in the problem formulations here are important to consider. In the case of Chang et al., decision-makers have almost certainly made a decision to test and the model is built to assess the specific strategies that will avoid a large outbreak with the objective of keeping cumulative infections below some defined ceiling. However, in Paltiel et al., the objective is to maximize return on investment for decision-makers. Thus, the authors highlight both the epidemiological and economic impact of the available policy choices in their model. Importantly, Paltiel et al. offers a policy choice, not included in Chang et al., where there is an option to forgo regular testing and rely on symptom-based screening alone. This makes their model part persuasion, particularly for those administrators who may be considering no proactive testing at all on campus, focusing on the impact of this decision for their universities. Finally, Bilinski et al. are wading into a national policy debate rather than advising specific school districts. While the authors consider a broader range of interventions than either Chang et al. or Paltiel et al., the overall problem to be addressed here is less about the relative merits of specific programmatic interventions than about the feasibility of re-opening schools at all under various levels of ongoing community transmission, a much more basic question for decision-makers. Taken together, these three studies offer three variations on a similar theme: one offers choices of strategies for testing and isolation in the context of a decision to establish such a program; another weighs these kinds of choices, but also makes the case for the need for such programs rather than relying on symptom-based screening; and the last posits that safe re-opening of schools is possible under a variety of scenarios with different disease control strategies, based on a range of choices a decision-maker might pursue.

What Are the Problem Classification and Model Formulation?

All three of these studies approach the problem of preventing or ameliorating large outbreaks in educational settings using dynamic disease models of varying complexity and distinguish themselves from each other by approach, by what they include and exclude from the models themselves. They also make concessions to simplicity as described above, which would usually not be done in an epidemiological forecasting model of SARS-CoV-2 but are suitable for answering the policy problem facing decision-makers. For instance, Chang et al. and Paltiel et al. assume homogeneous mixing without age-dependent transmission in their models. The reason this kind of assumption may be suitable for decision-making but not forecasting is because work by Kaplan and others has shown that one is very often assuming the worst-case transmission scenario when one assumes homogeneous mixing [14]. So, if one can show that the intervention of interest is sufficient to control matters under worst-case conditions, one can argue with confidence that the intervention will be sufficient to control matters under less extreme circumstances. This is a fortiori (i.e., “even if”) argumentation and is a hallmark of policy modeling.

The model formulation in these papers reflects the audience of decision-makers for each of them and the ensuing problem definition based on decision-makers’ needs. In the
In the case of Chang et al., the model was developed to guide a testing program, which was all but certain to be put in place, most likely with a PCR-based assay. Thus, the model formulation beyond the basic structure to recapitulate disease dynamics includes a unique feature that does not appear in the other two studies: age-of-infection-dependent sensitivity, which is important in this case because PCR based assays cannot detect infection immediately following a transmission event. The key decisions to be made here are how often to test and with a PCR-based assay, with given sensitivity and specificity. The age of infection-dependent sensitivity’s impact on the test’s performance is key to the model, as no detection can happen in the window period and can substantially reduce the efficiency of repeated testing. Paltiel et al. do not include this feature in their model but provide a range of test sensitivities and specificities to interrogate, along with the economic features (i.e., cost-effectiveness and budget impact) of strategies described above based on two test costs. This model formulation does not assume a testing program will happen, it’s explicitly designed to show the outcomes over a range of test sensitivities and specificities, test costs in contrast with symptom-based screening alone.

Chang et al. use a generalized representation of common epidemic models described by Kaplan, while Paltiel et al. use a traditional SEIR (susceptible-exposed-infected-recovered) framework for their study [15]. The set-up of the two models either explicitly requires a recovered/removed compartment (Paltiel et al.) or addresses this through other means (Chang et al.). In Chang et al., the transmission intensity as a function of age of infection, $\lambda$, which accounts for the distribution of infectiousness over time and allows for individuals to simply stop transmitting according to this parameter. However, both studies rely on a set of common inputs and parameters including: the initial number of susceptible and infected students; the time horizon or number of days over which the simulation will be conducted; $R_0$ or effective $R_t$; the influx of exogenous infections from off campus, and of course, the frequency of screening of students. Both university models have similar performance measures, including number of total infections, total true positive infections, total false positive infections, average number of students in isolation, and for Paltiel et al., incremental cost-effectiveness and budget impact.

Bilinski et al.’s model is the most complex of the three discussed here. Given the bias towards simplicity in policy modeling, it was important to understand the rationale for the use of an individual-based stochastic network simulation (i.e., an ‘agent-based’ model) in this study. In discussions with authors, again the perspective of the decision-maker was forefronted in their model development:

*In talking to stakeholders, we realized how important it was to make sure that the diversity of interactions in the model felt realistic -- that we considered rotating teachers for music, art, special education, etc., and teacher-teacher interactions in staff rooms, and random kids interactions like busses, and out-of-school interactions when kids were out of school and less likely to be masked. Of course, it became clear over time in the modeling process that some of these were more important than others, but it was very useful to a) have a framework that could easily adapt to test the implications of different movement patterns and b) that incorporated a rich set of realistic interactions (A. Bilinski, personal communication).*

The agent-based approach was also taken to ensure that the stochasticity in outcomes in the real world could be mirrored in the simulations, in particular because of the wide variety in existing policy approaches to school closures in the primary and secondary setting globally and conflicting reports on the impact of transmission in schools in these places. The motivating idea of this study and for the model choice was that the same set of parameters can produce a wide range of outcomes (e.g., usually no onward transmission but sometimes an outbreak), but that the risk of severe ones can be controlled by a variety of mitigation strategies.

For the agent-based model deployed by Bilinski et al. a set of synthetic households of students, staff and other resident adults was constructed. Then, an elementary and a high school were simulated, with teachers and other adult staff (representing administrators, counselors, custodians, “specials” or teachers of subjects like art and music) assigned rotating in-classroom roles or out-of-classroom roles. In the simulation, families interact outside of school settings to represent social interactions and other interpersonal ones such as childcare for non-school-aged children. Dyadic interactions were modeled between individuals of all ages, according to relationships in the school, household, or childcare setting. Transmission occurred in these interactions based on setting and duration of contact, infectiousness, and susceptibility, which differed for adults and children. The secondary attack rate—the probability that an infected individual transmits SARS-CoV-2 to a contact—was defined for adult-adult interactions in both household and school-based interactions, and distinct attack rates allowed for elementary and high school students. The chance of transmission was also modified in the model by duration of contact, symptomatic status, and interventions such as mask wearing. Transmission was set up to vary by symptomatic status, but adult transmissibility was also allowed to be heterogeneous in the model to represent the overdispersion common with this infection.

Bilinski et al. are evaluating a far larger set of interventions in their study, including isolation of symptomatic individuals, quarantine of an infected individual’s contacts,
What Are the Model Solutions and Sensitivity Analyses?

Despite the differences in their construction, assumptions, parameter estimates, Chang et al. and Paltiel et al.’s models demonstrate results that largely agree with each other in terms of the broad implications of the work, suggesting repeated testing of students greater than once weekly followed by isolation of infected individuals is required to contain campus outbreaks of COVID-19. Both studies evaluate different testing frequencies in an 80-day simulation and in sensitivity analyses vary the R0 and test sensitivity as well. In fact, both papers also arrive at the same principal observation: frequency of testing is by far the most powerful variable that university administrators have at their disposal. In Chang et al., with 10,000 students using a 2-day non-detection window and then a constant 80% sensitivity and 99.8% specificity along with a 2.5 R0 recommended by the CDC for base case modeling values (CDC recommends between 2.0-3.0) weekly testing could not contain an outbreak (i.e., results in > 5% of initial population infected) on campus. Chang et al. also show that minimizing the time from detection to isolation was key to outbreak mitigation. In Paltiel et al., in 5000 students with an R0 of 2.5, a test with a constant 70% sensitivity and 98% specificity, weekly testing leads to cumulative infections totaling over 1/3 of the student body only exceeded by symptomatic screening in which almost the entire student body is infected. With additional numbers of imported infections into the campus community, this ability of weekly testing to prevent large outbreaks continues to deteriorate in both studies.

In Chang et al., weekly testing is juxtaposed against testing once every 3 days and a Shiny app lets readers modify the parameters in the model to provide a greater range of scenarios to consider than what is offered in the paper. In Paltiel et al., testing every day, every 2 days, every 3 days, testing weekly or simply screening for symptoms were compared against each other. As with Chang et al., multiple scenarios are considered, and a Google sheet was provided to readers to allow a broader set of choices to be interrogated (an independent research group developed an associated webapp after the paper was published and is available at https://data-viz.it.wisc.edu/covid-19-screening/). What is critical about Paltiel et al.’s analysis is that it uses cost-effectiveness analysis to identify the preferred screening strategy at a set of different willingness to pay thresholds based on incremental cost-effectiveness ratios. In both Chang et al. and Paltiel et al., testing more frequently reduces the number of infections by identifying and isolating cases more rapidly, though screening with a more sensitive test less frequently can achieve similar goals. However, there are trade-offs associated with increased case detection and increased number of false positives when one elects to increase the frequency with less sensitive tests. What Paltiel et al. offer in addition is a way to understand if the incremental benefit in infections averted is worth the incremental cost of investing in more frequent testing.

In addition to the wide range of sensitivity analyses in both papers, both studies also use best- and worst-case scenarios to identify upper and lower bounds for their key outcome estimates. In Chang et al., the best- and worst-case scenarios are determined by whether the set-up includes early versus late transmission of infections and one of three accompanying time-dependent sensitivity functions. In the worst-case, pessimistic scenario, infections are happening early under a test sensitivity function derived from a Bayesian hierarchical model by Kucirka and a weekly PCR assay-based screening strategy cannot contain an outbreak with an R0 of greater than 1.4 [16]. The best-case, optimistic scenario, with late transmission and a step function test sensitivity, can only contain an outbreak under R0 < 2.25. With testing three times a week, an outbreak can be contained in the worst-case scenario (early transmission; Kucirka) if R0 < 1.75, and in the best-scenario (late transmission; step function) with R0 as high as 4.8. However, there are also perfectly plausible modeling assumptions and data scenarios under which the very same testing and isolation strategy can contain an outbreak successfully or see one run out of control. The message here for decision-makers is that these containment strategies are fragile, require everything to go as planned (e.g., testing turn-around, masking and social distancing on campus) and administrators have to be ready to adapt to changing circumstances.

The best- and worst-case scenarios in Paltiel et al. are more straightforward, and thus perhaps more understandable to decision-makers, based on R0, test specificity and exogenous infections from off-campus. With the use of cost-effectiveness and ICERs, the best- and worst-case scenarios also include preferred scenarios based on willingness to pay thresholds. In the worst-case scenario, with R0 at 3.5, test sensitivity at 98% and 25 exogenous infections per week, daily screening was preferred at WTP thresholds above $4400 per infection averted; under the best-case scenario with R0 at 1.5, test sensitivity at 99.7% and 5 exogenous infections per week, weekly screening was preferred with
WTP thresholds under $5500 per infection averted. Test costs and sensitivity, the probability of progressing from infections to symptoms changed preferred status of different scenarios as well. Finally, Paltiel et al., provide an 80-day-semester per student cost of each of their preferred screening strategies, with $120, $470, and $910, representing implementation costs of the best-, base and worst-case scenarios.

Bilinski et al.’s work examines a number of interventions, in combination, at various levels of stringency in implementation in the K-12 setting. The primary insight the model offers decision-makers is that elementary schools—in the context of controlled community transmission and moderate levels of interventions to mitigate transmission—can safely re-open, while high schools require a higher level of intervention to block transmission. In the context of more significant community spread of SARS-CoV-2, asymptomatic testing can offer a way to still (re)open schools and contain outbreaks. General mitigation strategies such as mask wearing and social distancing were the foundation of disease control strategies in Bilinski et al.

In elementary schools, outbreaks could be contained through successful combination of more than one prevention and screening program, including (a) splitting the student population into two cohorts attending on alternating days; (b) achieving high adherence to masking and distancing; (c) conducting symptomatic screening; (d) rapidly following up the detection of symptomatic cases with contact tracing, isolation, and asymptomatic testing. In high schools, it was more difficult to contain outbreaks without high adherence to masking and distancing, even with classroom quarantine (i.e., symptomatic screening of classes, testing and isolation of infected students and contacts). With low adherence to masking and social distancing in elementary schools with classroom quarantine, 1.7 secondary infections emerged over 30 days as compared with 23 in high schools with the same strategies in place. Interestingly, teacher vaccination did not substantially affect outbreak size, but did reduce transmission among teachers themselves. Asymptomatic testing on a weekly basis was useful in containing outbreaks, particularly in conjunction with other interventions (i.e., classroom quarantine).

Bilinski et al. also looked at the probability of outbreaks in 2000 simulations with each set of parameters. What is important to note is that the chance of seeing no secondary infections occurred in 79% (and more than 5 secondary infections in 0.3%) of the simulations with high mask wearing and social distancing and classroom quarantines, dropping to 52% (and more than 5 secondary infections rising to 8.4%) when mask wearing and social distancing were at their lowest levels. In high schools, with classroom quarantine zero secondary cases were seen in 18% to 51% of the simulations in the context of a range of other interventions, while the frequency of outbreaks of at least 5 secondary cases ranged from 12 to 61%. That the tail risk of large outbreaks was disrupted with any intervention is probably the key take-home point for decision-makers reading this work. A sensitivity analyses in Bilinski et al., assuming that elementary school children were as infectious as adults (rather than half as infectious as in the base case) resulted in 1.9 times the number of secondary infections as in the base case; assuming that adolescents were half as infectious as adults (rather than equally infectious as in the base case) led to a reduction in cases in high schools by a factor of 0.3.

Were These Decisions Implementable?

Both Chang et al. and Paltiel et al. were akin to users’ guides for testing on campuses, with Chang et al. advising Yale University and Paltiel et al. advising a larger group of universities in New England. Thus, in fact, the insights derived from these policy models were put to use in real time. As was mentioned above, Paltiel et al.’s paper was also a useful persuasive tool, suggesting to university administrators who thought that symptomatic screening alone might allow for safe (re-)opening of campuses to re-evaluate their assumptions and decisions. Bilinski et al.’s study was not commissioned or used by any specific school district, but the strategies discussed and evaluated in the model were used all over the country over the course of the 2020–2021 school year. The debates on (re-)opening of elementary and high schools in the USA were contentious and heated. As is the case with many policy models, Bilinski et al. weighed in on a topic where evidence was contradictory and incomplete, attempting to make crude, but critical insights based on their research to guide educators and families with school-aged children. The key insight of their study—that the tail risk of serious outbreaks was largely alleviated by any intervention—was a crucial signal that schools could open safely with proper precautions and that schools that decided to open without these in place risked outbreaks that they could not control.

Conclusions

Policy modeling is not disease forecasting. While in the context of COVID-19, the work described here all used disease models, their primary purpose was to interrogate competing policy and programmatic choices for educators around the country. In a way, each of these models was designed for a decision-maker, either explicitly or implicitly, who was asking how do I continue our students’ education and keep them safe? In all cases, these models were built with the input and advice of the decision-makers themselves, about what mattered to them: the administrators at Yale, those at colleges and universities around New England, the school leaders in
Policy-modeling is inherently a team-sport, not just the province of those with quantitative expertise whether they be epidemiologists, decision scientists or statisticians. These models range from the simple SEIR set-up to complicated agent-based designs, but again, constructed with an audience in mind. The audience here could be a university president who wants to know do I have to test, how often and how much will it cost me or a larger group of stakeholders in cities and towns around the country facing competing information on the dangers of COVID-19 in K-12 settings and who wants to see the world reflected back to them in more detail than a compartmental model can provide. Policy models also offers up choices, not necessarily answers; in each of these studies you can design your own scenario, in Chang et al. with a web app that lets you modify the entire world of the model yourself, to Paltiel et al.’s smorgasbord of choices of screening strategies based on the kinds of testing you use, your willingness to pay more for fewer infections on campus, to the variety of mitigation strategies layered on top of mask wearing and social distancing in Bilinski et al. In addition, through sensitivity analyses, policy models ask you to work through your assumptions, the best-case and worst-case scenarios, which strive to tell you how good it might be or how bad it can get, with the idea that the actual outcome is bounded between these extremes. At the end of the policy modeling process, decision-makers act on the choices presented to them. In the case of the COVID-19 pandemic, educators across the USA acted on insights from these models (i.e., Chang et al., Paltiel et al.) or could take solace from their bottom line (i.e., Bilinski et al.).
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