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Abstract

In this paper, we propose a variable selection method for general nonparametric kernel-based
estimation. The proposed method consists of two-stage estimation: (1) construct a consistent
estimator of the target function, (2) approximate the estimator using a few variables by ℓ1-
type penalized estimation. We see that the proposed method can be applied to various kernel
nonparametric estimation such as kernel ridge regression, kernel-based density and density-ratio
estimation. We prove that the proposed method has the property of the variable selection consistency
when the power series kernel is used. Here the power series kernel is a certain class of kernels
containing polynomial kernel and exponential kernel. This result is regarded as an extension of the
variable selection consistency for the non-negative garrote, which is a special case of the adaptive
lasso, to the kernel-based estimators. Several experiments including simulation studies and real
data applications show the effectiveness of the proposed method.

1 Introduction

Variable selection is quite important in various machine learning tasks, to improve the performance,
select more cost-effective subset of the features and guarantee the interpretability [9]. Many variable
selection methods have been developed for parametric learning including linear models. On the other
hand, it is desirable to be able to do variable selection in nonparametric learning although such study
has been done only in very limited problems. As a motivating example, in the clinical prognostic
problem at multiple hospitals [11], learning of prediction models that will be used at target hospital is
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performed using integrated data from multiple hospitals. However, since the distribution of covariates among hospitals can differ, adaptation by importance weighting using density-ratio [23] is required to appropriately learn a model. Although the density-ratio estimation can be done accurately by the kernel method [10], all covariates must be observed at all hospitals. Since this is very expensive to use, it is natural that we want to select the variables which contribute to the density-ratio in advance. In this paper, we propose a general variable selection method for kernel-based nonparametric learning.

In this paper, we consider kernel methods not only for regression problems but also density ratio estimation, density estimation, density-ridge estimation, etc. In the kernel methods, we employ the power series kernel [34]. We show that the power series kernel has a desirable property, i.e., the invariant property under the variable scaling on the corresponding reproducing kernel Hilbert space. We prove the variable selection consistency of the kernel methods using the power series kernel and NNG under milder assumptions than [6] in which a kernel variant of the irrepresentable condition is assumed. Our result is regarded as an extension of the variable selection consistency for the original NNG [33, Corollary 2] or adaptive lasso to the kernel-based estimators.

The rest of the paper is organized as follows. In Section 2, we explain the problem setup and give some definitions. Several kernel nonparametric learning problems are formulated in an unified way. Section 3 provides the explanation of the proposed method. Section 4 is devoted to the main results. The variable selection consistency is shown in this section. In Section 5, we show the experimental results for both synthetic and real datasets. Finally in Section 6, we conclude the paper with the discussion on future works.

1.1 Related Work

The conventional approach to the variable selection was the information criterion such as AIC or the sequential test called forward and backward step-wise selection. For high-dimensional models, however, the information criterion does not work because of the computational issue, i.e., the combinatorial complexity appears in the choice of variables. Also, the statistical test needs to repeat the computation of sample statistics many times. For high-dimensional linear models, [24] proposed the so-called Lasso estimator, in which the $\ell_1$-norm of the coefficients was incorporated into the squared loss.

Also, the non-negative garroote (NNG) was proposed by [3] as a modification of the standard least square (LS) estimator for linear models. In the NNG, each coefficient of the LS estimator is shrunk towards zero, and its intensity is controlled by the $\ell_1$-regularization. The variable selection consistency of Lasso was proved under the so-called irrepresentable condition [31, 28]. On the other hand, [33] and [30] proved that the NNG has the variable selection consistency without the irrepresentable condition. For some kernel-based estimators, [1] and [8] employed the NNG as the adaptive scaling for the variable selection. Also, [6] proved the variable selection consistency of the scaled kernel-ridge estimator under a variant of the irrepresentable condition.

Rosasco et al. [15] considered the variable selection problem in the kernel ridge regressions. Instead of the scaling parameters, the authors proposed the regularization based on the derivatives. They proved only the selected variables include the target variables with high probability. However, it is not
clear whether the extra variables can be removed with high probability. As the author of [15] pointed out, the variable selection consistency is not completely proved, and that was postponed to the future work.

Several literature deal with similar but different problem setting [7, 16, 18, 29]. In these papers, the sparsity is incorporated into the coefficients in the linear sum of the kernel functions for the kernel learning. Hence, the variable selection concerning the covariates was out of the scope of these papers.

2 Problem Setup

We briefly introduce kernel methods. See [2, 21] for details. Let \( Z \) be the domain of the \( d \)-dimensional data and \( k : Z \times Z \to \mathbb{R} \) be a kernel function. The reproducing kernel Hilbert space (RKHS) associated with \( k \) is denoted as \( \mathcal{H} \) or \( \mathcal{H}_k \). The RKHS is a linear space consisting of real-valued functions on \( Z \) which is used as the statistical model. The inner product and the norm on \( \mathcal{H} \) are represented as \( \langle f, g \rangle \) and \( \|f\| = \sqrt{\langle f, f \rangle} \) for \( f, g \in \mathcal{H} \).

In many learning algorithms, the target function is estimated by minimizing an empirical loss function \( \hat{L}(f) \) with a regularization term \( \lambda R(f) \) as follows:

\[
\min_{f \in \mathcal{H}} \hat{L}(f) + \lambda R(f), \tag{1}
\]

where \( \hat{L}(f) \) depends on training data and \( \lambda \) is a positive parameter controlling the capacity of the statistical model. Throughout the paper, we assume that \( R(f) = \frac{1}{2} \|f\|^2 \) and the empirical loss is expressed as the quadratic form,

\[
\hat{L}(f) = \frac{1}{2} \langle f, \hat{C} f \rangle - \langle \hat{g}, f \rangle, \tag{2}
\]

where a linear operator \( \hat{C} : \mathcal{H} \to \mathcal{H} \) and an element \( \hat{g} \in \mathcal{H} \) depend on training data. Several examples are shown below. Suppose that \( \hat{L}(f) \) converges to \( L(f) \) in probability for each \( f \in \mathcal{H} \) as the sample size goes to infinity. We assume that \( L(f) \) has the form of

\[
L(f) = \frac{1}{2} \langle f, C f \rangle - \langle g, f \rangle, \tag{3}
\]

where \( C : \mathcal{H} \to \mathcal{H} \) and \( g \in \mathcal{H} \) will depend on the probability distribution of the training data. Suppose that the target function \( f^* \in \mathcal{H} \) is the minimum solution of (3).

In this paper we focus on the variable selection problem for kernel methods. The kernel-based estimator \( \hat{f}(x) \) usually depends on all variables in \( x = (x_1, \ldots, x_d) \). However, the target function \( f^* \) may depend on only a few variables. The goal of the variable selection is to detect these variables.

2.1 Kernel-Ridge estimator

In regression problems, i.i.d. samples \( (x_1, y_1), \ldots, (x_n, y_n) \sim p(x, y) = p(y|x)p(x) \) are assumed to be generated from the model \( y_i = f^*(x_i) + \varepsilon_i \), where \( f^* \) is the true regression function and \( \varepsilon_i \) is i.i.d. random observation noise. The variable selection is important in order to model the relationship between \( x \) and \( y \).
The RKHS $\mathcal{H}$ is commonly used as the statistical model. The expected squared loss and empirical squared loss for $f \in \mathcal{H}$ are respectively defined as $\frac{1}{2} \int (y - f(x))^2 p(x, y) dx dy$ and $\frac{1}{2n} \sum_{i=1}^n (y_i - f(x_i))^2$. Let us define $C = \int k(x, \cdot) \otimes k(x, \cdot) p(x) dx$ and $g = \int y k(x, \cdot) p(x) dx dy \in \mathcal{H}$. Here, $\otimes$ denotes the tensor product defined as $\langle g \otimes h, f \rangle = \langle h, f \rangle$ for $f, g \in \mathcal{H}$. Then, the loss function $L(f) = \frac{1}{2} \langle f, Cf \rangle - \langle g, f \rangle$ equals the expected squared loss up to constant terms. Likewise, $\hat{L}(f)$ is expressed as $\frac{1}{2} \langle f, \hat{C} f \rangle - \langle \hat{g}, f \rangle$ using $\hat{C} = \frac{1}{n} \sum_{i=1}^n k(x_i, \cdot) \otimes k(x_i, \cdot)$ and $\hat{g} = \frac{1}{n} \sum_{i=1}^n y_i k(x_i, \cdot) \in \mathcal{H}$. The kernel-ridge estimator $\hat{f}$ is given as the minimizer of $\hat{L}(f) + \frac{1}{2} \| f \|^2$ subject to $f \in \mathcal{H}$. It is well-known that $\| \hat{f} - f^* \| = o_P(1)$ holds when the output $y$ is bounded and the regularization parameter $\lambda$ is appropriately chosen; the detail is found in the proof of Theorem 4 in [4].

2.2 Kernel-based density-ratio estimator

Density ratio is defined as the ratio of two probability densities [23]. The density ratio is an important versatile tool in statistics and machine learning, since it appears in many learning problems including regression problems under the covariate-shift, two-sample test, outlier detection, etc. Suppose that we have training samples, $x_1, \ldots, x_{n_1} \sim_{\text{i.i.d.}} p$ and $y_1, \ldots, y_{n_2} \sim_{\text{i.i.d.}} q$, where $p$ and $q$ are probability densities on the domain $Z$. Our goal is to estimate $f^*(z) = q(z)/p(z)$.

Let us consider the variable selection of the density ratio. For the vector $z = (z_a, z_b)$, $p(z)$ and $q(z)$ are decomposed into conditional probabilities and marginal ones such as $p(z_a|z_b)p(z_b)$ and $q(z_a|z_b)q(z_b)$. When $p(z_a|z_b) = q(z_a|z_b)$ holds, $q(z)/p(z)$ is reduced to $q(z_b)/p(z_b)$. The variable selection of the density ratio is closely related to the identification of the conditional probability that $p$ and $q$ have in common.

A kernel-based density-ratio estimator called KuLSIF was proposed in [10]. The empirical loss of $f$ is defined by $\hat{L}(f) = \frac{1}{2n_1} \sum_{i=1}^{n_1} f(x_i)^2 - \frac{1}{n_2} \sum_{j=1}^{n_2} f(y_j)$. As $n = \min\{n_1, n_2\}$ tends to infinity, the empirical loss converges to $L(f) = \int \{ \frac{1}{2} f(z)^2 p(z) - f(z) q(z) \} dz$ due to the law of large numbers. The minimizer of $L(f)$ is nothing but $f^* = q/p$. The empirical quadratic loss is expressed by $\hat{C} = \frac{1}{n_1} \sum_{i=1}^{n_1} k(x_i, \cdot) \otimes k(x_i, \cdot)$ and $\hat{g} = \frac{1}{n_2} \sum_{j=1}^{n_2} y_j k(x_i, \cdot)$, and the expected loss $L(f)$ by $C = \int k(x, \cdot) \otimes k(x, \cdot) p(x) dx$ and $g = \int k(y, \cdot) q(y) dy$ up to constant terms. [10] proved the statistical consistency of the KuLSIF estimator in the $L_2$ norm. In Appendix A we prove the statistical consistency in the RKHS norm.

2.3 Kernel-based density estimator and density-ridge estimator

The kernel-based density estimator using infinite dimensional exponential models has been studied in [20]. The problem is to estimate the function $f^*$ of the probability density $p(z) \propto \exp(f^*(z))$ using the i.i.d. samples $z_1, \ldots, z_n \in Z$ from $p(z)$. The variable selection of the probability density on the bounded domain $Z$ is nothing but the identification of variables whose marginal probability is the uniform distribution on the domain.

The estimator $\hat{f}$ of $f^*$ is obtained by minimizing the Hyvärinen score with the regularization. Let $\partial_a f$ be the derivative of the function $f(z)$ w.r.t. $z_a$, i.e., $\frac{\partial f}{\partial z_a}(z)$. Likewise, $\partial_{aa} f$ denotes the second-order derivative of $k$ w.r.t. the $a$-th argument. The empirical loss $\hat{L}(f)$ for the Hyvärinen score is defined from $\hat{C} = \frac{1}{n} \sum_{i=1}^{n} \sum_{a=1}^{d} \partial_a k(z_i, \cdot) \otimes \partial_a k(z_i, \cdot)$ and $\hat{g} = -\frac{1}{n} \sum_{i=1}^{n} \sum_{a=1}^{d} \partial_{aa} k(z_i, \cdot)$. The reproducing
property for the derivative, \( \partial_a f(z) = (f, \partial_a k(z, \cdot)) \), is useful to conduct the calculation of the operator \( \hat{\nabla} \). Note that \( \partial_a k(z, \cdot) \in \mathcal{H} \) holds for the kernel function \( k \). Likewise, the expected quadratic loss \( L(f) \) is expressed by

\[
C = \int \sum_{a=1}^d \partial_a k(z, \cdot) \otimes \partial_a k(z, \cdot) p(z) \, dz \quad \text{and} \quad g = -\int \sum_{a=1}^d \partial_a k(z, \cdot) p(z) \, dz \in \mathcal{H}.
\]

When a proper boundary condition is assumed, the expected quadratic loss derived from \( C \) and \( g \) equals \( \frac{1}{2} \int \sum_{a=1}^d \partial_a f(z) \partial_a f(z) \mid p(z) \, dz \) up to constant terms. Thus, the Hyvärinen score is regarded as the mean square error for derivatives. The estimator using the Hyvärinen score and an appropriate regularization parameter \( \lambda \) has the statistical consistency \( \| \hat{f} - f^* \| = o_P(1) \) under a mild condition [20].

The density-ridge estimator is related to the above density estimator. The target is to estimate \( f^*(z) = \frac{\partial_l p(z)}{p(z)} \) using i.i.d. samples from \( p(z) \), where \( \partial_l \) is the differential operator \( \frac{\partial^k}{\partial z_{i_1} \ldots \partial z_{i_k}} \) with the set (or multiset) of non-negative integers \( I = \{i_1, \ldots, i_k\} \). The above density estimator corresponds to the case that the set \( I \) is a singleton. The ingredients of the quadratic loss, \( \hat{C}, \hat{g}, C \) and \( g \), are defined from the derivative of the kernel function, \( \partial_l k(z, \cdot) \). The estimated function \( \hat{f} \) is used to extract the “ridge structure” of the probability density \( p(z) \) that usually has a complex low-dimensional structure.

The variable selection for the density-ridge estimator is important to boost the estimation accuracy of the ridge and to reduce the computational cost.

3 Variable Selection using Adaptive Scaling with Power Series Kernels

3.1 Kernel Methods with Adaptive Scaling

For variable selection, we incorporate adaptive scaling parameters to the variables in the RKHS model. As the adaptive scaling parameter, we employ Breiman’s Non-Negative Garrote (NNG) [3]. The original NNG is used to estimate the sparse vector \( \beta \) of the linear regression model \( y = x^T \beta + \epsilon \), where \( \epsilon \) is the observation error. The least mean square estimator \( \hat{\beta}_0 \) is mapped to \( \xi \circ \hat{\beta}_0 \), where the non-negative parameter \( \xi \) is called the garrote parameter and the operator \( \circ \) denotes the element-wise product of two vectors, i.e., the Hadamard product. The optimal garrote parameter \( \xi \) is found by minimizing the empirical squared loss with the non-negative constraint \( \xi \geq 0 \) and the \( \ell_1 \)-regularization \( \| \xi \|_1 \leq c \). Eventually, the sparse vector \( \hat{\xi} \circ \hat{\beta}_0 \) is obtained as the estimator of the coefficient vector.

We incorporate the NNG into kernel methods. In order to induce the sparse estimator, the NNG seems to be more adequate than lasso-type estimator, since lasso estimator is basically available to the feature selection of linear regression models [25]. The linear model with the garrote parameter is expressed as \( (\xi \circ x)^T \hat{\beta}_0 \). Likewise, given the kernel-based estimator \( f(z) \) for \( f \in \mathcal{H} \), the garrote parameter \( \xi \) is introduced as the form of \( f(\xi \circ z) := f(\xi \circ z) \). Both \( f \in \mathcal{H} \) and \( \xi \) can be found by minimizing the empirical loss in which \( f \) is replaced with \( f_\xi \). Here, we propose a simplified two-stage kernel-based estimator with NNG. The detail is presented in Algorithm 1. In the algorithm, \( \eta \) is a positive regularization parameter that controls the sparsity of the variable selection. Using the representer theorem, the estimator is typically expressed as \( \hat{f}_\xi(z) = \sum_i \alpha_i k(z_i, \xi \circ z) \), where \( z_i \) is a data point and \( \alpha_i \) is the estimated parameter in Step 1.

In the learning algorithm, \( \xi \) is optimized under the box constraint \( \xi = (\xi_1, \ldots, \xi_d) \in [0, 1]^d \). Here,
we introduce the upper constraint $\xi \leq 1$ that does not appear in the original NNG. This is because we need the contraction condition in Section 3.2 to ensure that the domain of $f_\xi$ is properly defined from that of $f$. The estimated function $\hat{f}_\xi$ depends only on the variables having positive garrote parameter. In step 2 of Algorithm 1 one can use the standard optimization methods such as the limited-memory BFGS method with the box-constraint. Usually, the objective function is not convex. Practical methods including the multi-start technique should be implemented.

### 3.2 Power Series Kernels and its Invariant Property

The statistical model of the learning algorithm is expressed as $\tilde{H} = \cup_{\xi \in [0,1]} H_\xi$, where $H_\xi = \{f_\xi(z) : f \in H\}$, i.e., the multiple kernel model is employed in our method. In what follows, we assume that the domain of the data, $Z$, is a compact set included in $(-1,1)^d$ and satisfies the contraction condition, $\xi \circ Z := \{\xi \circ z : z \in Z\} \subset Z$ for any $\xi \in [0,1]^d$. Due to this condition, $f_\xi$ is properly defined without expanding the domain of $f$.

When the invariant property, $H_\xi \subset H$, holds for all $\xi \in [0,1]^d$, we have $\tilde{H} = H$. As a result, we can circumvent the computation of multiple kernels. For example, the RKHS endowed with the polynomial kernel $k(x, z) = (1 + x^Tz)^{\ell}$, $\ell \in \mathbb{N}$, agrees with this condition. Also, the exponential kernel $k(x, z) = \exp(\gamma x^Tz)$, $\gamma > 0$ which is a universal kernel [21] has the same property. On the other hand, the invariant property does not hold for the Gaussian kernel, since the constant function obtained by setting $\xi = 0$ is not included in the corresponding RKHS [21 Corollary 4.44]. As the result, we find $H \neq \tilde{H}$ for the Gaussian kernel.

In general, the class of power series kernels (PS-kernels) [34] is available in our method. The power series kernel $k(x, y)$ for $x, y \in Z \subset (-1,1)^d$ is defined as the power series, i.e., $k(x, y) = \sum_{\alpha \in \mathbb{N}_0^d} w_\alpha x^\alpha y^\alpha / (\alpha !)^2$, where $x^\alpha = x_1^{\alpha_1} \cdots x_d^{\alpha_d}$, $\alpha = \alpha_1! \cdots \alpha_d!$ and $\mathbb{N}_0$ is the set of all non-negative integers. The multi-index sequence $w_\alpha$ consists of non-negative numbers such that $\sum_{\alpha \in \mathbb{N}_0^d} w_\alpha / (\alpha !)^2 < \infty$. The polynomial and exponential kernels are included in the class of the PS-kernels. The native space is defined as $H_k = \{f(x) = \sum_{\alpha \in \mathbb{N}_0^d} c_\alpha x^\alpha \mid \sum_{\alpha \in \mathbb{N}_0^d} (\alpha !)^2 c_\alpha^2 / w_\alpha < \infty\}$, where $\alpha \in \mathbb{N}_0^d$ in the summation runs on multi-indices with $w_\alpha > 0$. As shown in [34], $H_k$ is the RKHS with the inner product $\langle f, g \rangle = \sum_{\alpha}(\alpha !)^2 c_\alpha d_\alpha / w_\alpha$ for $f(x) = \sum_{\alpha} c_\alpha x^\alpha$ and $g(x) = \sum_{\alpha} d_\alpha x^\alpha$. The invariant property holds for the RKHS endowed with the power series kernel. Indeed, for $f(x) = \sum_{\alpha \in \mathbb{N}_0^d} c_\alpha x^\alpha \in H_k$, the coefficients of $f_\xi$ are given as $c_\alpha \cdot \xi^\alpha$, $\alpha \in \mathbb{N}_0^d$. Since $\xi \in [0,1]^d$, we have $|c_\alpha \cdot \xi^\alpha| \leq |c_\alpha|$. Thus, $f_\xi \in H_k$ holds. Moreover we have $\|f_\xi\| \leq \|f\|$. Some other properties of the power series kernels are presented.

---

**Algorithm 1** Two-stage kernel-based estimator with NNG.

**Input:** Training samples, and regularization parameters, $\lambda$ and $\eta$.

**Step 1:** Find the kernel-based estimator $\hat{f}$ by solving (1).

**Step 2:** Let us define $\hat{f}_\xi(z) = \hat{f}(\xi \circ z)$. Find the optimal garrote parameter $\hat{\xi}$ by solving

$$
\min_{\xi} \hat{L}(\hat{f}_\xi) + \eta \|\xi\|_1, \quad \text{s.t. } \xi \in [0,1]^d.
$$

**Output:** The estimator $\hat{f}_\xi(z)$.
4 Theoretical Results: Variable Selection Consistency

Let us consider the variable selection consistency of Algorithm [4]. All proofs are found in Appendix B. Suppose that the target function \( f^*(z) \) for \( z = (z_1, \ldots, z_d) \) essentially depends on the variables \( z_1, \ldots, z_s \), where \( s \leq d \). The variable selection consistency means that for the estimated garrote parameter \( \hat{\xi} = (\hat{\xi}_1, \ldots, \hat{\xi}_d) \), the probability of the event \( \{ j : \hat{\xi}_j > 0 \} = \{1, \ldots, s\} \) tends to one as the sample size \( n \) goes to infinity.

Let us define some notations and introduce some assumptions.

**Assumption 1.** The kernel-based estimator \( \hat{f} \) using (1) has the property of the statistical consistency for the target \( f^* \in \mathcal{H} \) in the RKHS norm, i.e., \( \| \hat{f} - f^* \| = o_P(1) \).

In the following we assume that the kernel function and its derivatives are bounded by the constant \( \kappa > 0 \), i.e., \( \sup_{z \in \mathbb{Z}} \sqrt{k(z, z)} \leq \kappa \) and \( \sup_{z \in \mathbb{Z}} \sqrt{\partial_a \partial_{d+a} k(z, z)} \leq \kappa \) hold for \( a = 1, \ldots, d \). We use the similar inequality up to required order of derivatives. Then, the convergence of the RKHS norm \( \| \hat{f} - f^* \| \) leads to that of \( \| \hat{f} - f^* \|_\infty \) and \( \| \partial_a \hat{f} - \partial_a f^* \|_\infty \). Indeed, the generalized reproducing property \([32]\) leads to \( \| \hat{f} - f^* \|_\infty \leq \sup_{z \in \mathbb{Z}} \sqrt{k(z, z)} \| \hat{f} - f^* \| \) and \( \| \partial_a \hat{f} - \partial_a f^* \|_\infty \leq \sup_{z \in \mathbb{Z}} \sqrt{\partial_a \partial_{d+a} k(z, z)} \| \hat{f} - f^* \| \). The same inequality holds for \( \hat{f}_\xi \) and \( f^*_\xi \), since \( \| \hat{f}_\xi - f^*_\xi \| \leq \| \hat{f} - f^* \| \) holds for the PS-kernels.

Let us define \( L(\xi; f) \) (resp. \( \hat{L}(\xi; f) \)) for \( \xi \in [0, 1]^d \) and \( f \in \mathcal{H} \) as \( L(f_\xi) \) (resp. \( \hat{L}(f_\xi) \)). When \( f(z) \) does not depend on \( z_i \), the derivative \( \frac{\partial}{\partial z_i} L(\xi; f) \) vanishes. The assumption \( f^* \in \mathcal{H} \) leads that the optimal solution of the problem \( \min_{f \in \mathcal{H}} L(1; f) \) with \( 1 = (1, \ldots, 1) \in [0, 1]^d \) is \( f^* \). Since the target function \( f^*(z) \) depends only on \( z_1, \ldots, z_s \), the parameter \( \xi^* = (\xi^*_1, \xi^*_s) = (1, 0) \in \mathbb{R}^s \times \mathbb{R}^{d-s} \) is an optimal solution of the problem \( \min_{\xi \in [0, 1]^d} L(\xi; f^*) \). Let us make the following assumptions on the above loss functions.

**Assumption 2.** (a) For any \( \varepsilon > 0 \), \( L(\xi^*; f^*) \) satisfies \( L((\xi^*_1, 0); f^*) < \inf L((\xi^*_1, 0); f^*) : \xi_1 \in [0, 1]^s, \| \xi_1 - \xi^*_1 \| \geq \varepsilon \). (b) The uniform convergence of the empirical loss \( \sup_{\xi \in [0, 1]^d} | \hat{L}(\xi; \hat{f}) - L(\xi; f^*) | = o_P(1) \) holds for the kernel-based estimator \( \hat{f} \) and the target function \( f^* \). Also, the uniform convergence at \( f = f^* \) holds, i.e., \( \sup_{\xi \in [0, 1]^d} | L(\xi; f^*) - L(\xi; f^*) | = o_P(1) \).

**Assumption 3.** For the kernel-based estimator \( \hat{f} \) and the target function \( f^* \), (a) the derivative of the empirical loss \( \sup_{\xi \in [0, 1]^d} | \hat{\partial}_{\xi} \hat{L}(\xi; \hat{f}) - \hat{\partial}_{\xi} \hat{L}(\xi; f^*) | = O_P(\delta_n) \), where \( \delta_n \searrow 0 \) as the sample size \( n \) tends to infinity. Also, (b) the uniform convergence at \( f = f^* \), i.e., \( \sup_{\xi \in [0, 1]^d} | \hat{\partial}_{\xi} \hat{L}(\xi; f^*) - \hat{\partial}_{\xi} \hat{L}(\xi; f^*) | = O_P(\delta'_n) \) holds, where \( \delta'_n \searrow 0 \) as \( n \to \infty \).

Under the above assumptions, we prove the variable selection consistency of \( \hat{\xi} \).

**Theorem 1.** (i) Under Assumptions 1 and 2, \( \xi^*_1 \) in \( \hat{\xi} = (\hat{\xi}_1, \hat{\xi}_0) \) has the statistical consistency, i.e., \( \xi^*_1 \) converges to \( \xi^*_1 = 1 \in \mathbb{R}^s \) in probability. (ii) Assume the Assumptions 1, 2, and 3. Suppose that \( \lim_{n \to \infty} (\delta_n + \delta'_n)/\delta_n = 0 \), where \( \delta_n \) and \( \delta'_n \) are positive sequences in Assumption 3. Then, \( \hat{\xi}_0 = \xi^*_0 = 0 \in \mathbb{R}^{d-s} \) holds with high probability when the sample size is sufficiently large.
The proof is in Appendix C.1 follows the standard argument of the statistical consistency of M-estimators shown in [27] Theorem 5.7. The order of \( \eta_{\ell} \) should be greater than \( \delta_{\ell} \) and \( \delta'_{\ell} \) in order to draw \( \xi_{\ell} \) to 0. All kernel-based estimators in Section 2 satisfy Assumptions 1. In Appendix C.2 we prove that for each estimator in Section 2 the condition (a) in Assumptions 2 holds under a mild assumption.

We show sufficient conditions of Assumptions 2 (b) and 3, when the quadratic loss functions in (2) and (3) are used. Below, \( \|C\| \) denotes the operator norm defined from the norm on \( \mathcal{H} \).

**Lemma 1.** Let \( k \) be the PS kernel. We assume that \( \|C\| < \infty \) and that \( \hat{C} - C \) and \( \| \hat{g} - g \| \) converge to zero in probability as sample size tends to infinity. Then, under Assumption 1, the uniform convergence condition (b) in Assumption 2 holds.

**Lemma 2.** Let \( k \) be the differentiable PS kernel. Suppose that \( z_1, \ldots, z_n \) are i.i.d. samples from \( p(z) \) and that \( z'_1, \ldots, z'_n \) are i.i.d. samples from \( q(z') \). Let \( \mathcal{I} \) and \( \mathcal{J} \) are collections of finite subsets in \( \{1, \ldots, d\} \). Let us define \( \hat{C} = \frac{1}{n} \sum_{i=1}^{n} \sum_{I \in \mathcal{I}} h_I(z_i) \partial_I k(z_i, \cdot) \) and \( \hat{g} = \frac{1}{n} \sum_{i=1}^{n} \sum_{J \in \mathcal{J}} \bar{h}_J(z'_i) \partial_J k(z'_i, \cdot) \), where \( h_I, I \in \mathcal{I} \) and \( h_J, J \in \mathcal{J} \) are bounded functions on \( Z \). The operator \( C \) and the element \( g \in \mathcal{H} \) are defined by the expectation of \( \hat{C} \) and \( \hat{g} \), respectively. Then, Assumption 3 holds under Assumption 1.

Loss functions for the estimators in Section 2 are expressed using the above \( \hat{C}, C, \hat{g} \) and \( g \). The stochastic convergence property of \( \| \hat{C} - C \| \) and \( \| \hat{g} - g \| \) is guaranteed from Theorem 7 of [14]. Hence, the sufficient condition in Proposition 1 is satisfied.

Let us show another sufficient condition of Assumption 3. We deal with more general operators \( C \) and \( \hat{C} \), while we need an additional smoothness assumption on the target function \( f^* \).

**Lemma 3.** Let \( k \) be the PS kernel of the RKHS \( \mathcal{H} \). For the linear operators \( C \) and \( \hat{C} \), and the elements \( g \) and \( \hat{g} \) in \( \mathcal{H} \), suppose that the inequalities, \( |\langle f, \hat{C} h \rangle| \leq \beta \|f\|_{\infty} \|h\|_{\infty} \), \( |\langle f, Ch \rangle| \leq \beta \|f\|_{\infty} \|h\|_{\infty} \), \( |\langle f, \hat{g} \rangle| \leq \beta \|f\|_{\infty} \), and \( |\langle f, g \rangle| \leq \beta \|f\|_{\infty} \) hold for any \( f, h \in \mathcal{H} \), where \( \beta \) is a positive constant. We assume that for any training data, the derivatives of quadratic loss functions, \( \frac{\partial}{\partial \xi} \hat{L}(\xi; f) \) for \( f \in \mathcal{H}_k \) and \( \frac{\partial}{\partial \xi} L(\xi; f^*) \), are continuous as the function of \( \xi \) over the closed hypercube \( [0, 1]^d \). Then, (i) under Assumption 1, the condition (a) in Assumption 3 holds. (ii) Suppose that \( \| \hat{C} - C \| \) and \( \| \hat{g} - g \| \) converge to zero in probability as the sample size tends to infinity. When \( \sup_{\xi \in (0, 1)^d} \| \frac{\partial f^*_i}{\partial \xi} \| < \infty \) holds for all \( i = 1, \ldots, d \), the condition (b) in Assumption 3 holds.

The operators \( C, \hat{C} \) and the elements \( g \) and \( \hat{g} \) in Proposition 2 satisfy the inequalities of the assumption in Lemma 3.

5 Experimental Results

In this section we show the empirical performance of the kernel-based density-ratio estimator. In section 5.1 we conduct the synthetic data analysis to mainly evaluate the variable selection consistency. In section 5.2 we analyze three real datasets, PCAS dataset [11], diabetes dataset [22] and Wisconsin breast cancer dataset. The latter two datasets are published at the UCI machine learning repository. We see that our method can select a practically interpretable subset of features.
Table 1: Test loss, FPR, and FNR for each learning method. The dimension of data is $d$, and density ratio depends on $s = 5$ variables among $d$ variables. The sample size is set to $n = 1000$ and $m = 800$. The parameter $c$ corresponds to the discrepancy between two probability densities, $p$ and $q$. Top panel: the results for $d = 20, s = 5$. Bottom panel: the results for $d = 100, s = 5$. The bold face in the table shows the learning method such that the sum of FPR and FNR is minimum.

| $d = 20$, $s = 5$ | $c = 0.1$ | $c = 0.3$ | $c = 0.5$ |
|---------------------|-----------|-----------|-----------|
| estimator: $\eta$  | test loss | FPR       | FNR       | test loss | FPR       | FNR       | test loss | FPR       | FNR       |
| SLR                 | -0.415    | 0.442     | 0.000     | 0.511     | 0.449     | 0.000     | 9.198     | 0.482     | 0.000     |
| exp:0.01            | 3.212     | 1.000     | 0.000     | 1.634     | 1.000     | 0.000     | 2.769     | 1.000     | 0.000     |
| exp:0.1             | -0.493    | 0.000     | 0.920     | 1.563     | 0.020     | 0.000     | 0.278     | 0.936     | 0.000     |
| exp:0.5             | -0.500    | 0.000     | 1.000     | 0.296     | 0.000     | 0.000     | 0.273     | 0.000     | 0.000     |
| exp:1               | -0.500    | 0.000     | 1.000     | -0.326    | 0.000     | 0.260     | 0.264     | 0.000     | 0.000     |
| gauss:0.01          | -0.252    | 0.964     | 0.180     | -0.390    | 1.000     | 0.000     | -0.448    | 1.000     | 0.000     |
| gauss:0.1           | -0.391    | 1.000     | 0.000     | -0.392    | 1.000     | 0.000     | -0.450    | 1.000     | 0.000     |
| gauss:0.5           | -0.383    | 0.984     | 0.027     | -0.420    | 1.000     | 0.000     | -0.448    | 1.000     | 0.000     |
| gauss:1             | -0.393    | 0.347     | 0.733     | -0.427    | 1.000     | 0.000     | -0.451    | 1.000     | 0.000     |

| $d = 100$, $s = 5$ | $c = 0.1$ | $c = 0.3$ | $c = 0.5$ |
|---------------------|-----------|-----------|-----------|
| estimator: $\eta$  | test loss | FPR       | FNR       | test loss | FPR       | FNR       | test loss | FPR       | FNR       |
| SLR                 | -0.446    | 0.132     | 0.013     | 0.390     | 0.177     | 0.000     | 3.095     | 0.198     | 0.000     |
| exp:0.01            | -0.453    | 0.076     | 0.007     | -0.351    | 1.000     | 0.000     | -0.424    | 1.000     | 0.000     |
| exp:0.1             | -0.490    | 0.000     | 0.933     | -0.403    | 0.000     | 0.000     | -0.432    | 0.001     | 0.000     |
| exp:0.5             | -0.500    | 0.000     | 1.000     | -0.481    | 0.000     | 0.053     | -0.437    | 0.000     | 0.000     |
| exp:1               | -0.500    | 0.000     | 1.000     | -0.500    | 0.000     | 0.093     | -0.452    | 0.000     | 0.000     |
| gauss:0.01          | -0.483    | 1.000     | 0.000     | -0.493    | 1.000     | 0.000     | -0.497    | 1.000     | 0.000     |
| gauss:0.1           | -0.485    | 1.000     | 0.000     | -0.493    | 1.000     | 0.000     | -0.498    | 1.000     | 0.000     |
| gauss:0.5           | -0.491    | 0.224     | 0.880     | -0.495    | 0.885     | 0.380     | -0.498    | 1.000     | 0.000     |
| gauss:1             | -0.500    | 0.000     | 1.000     | -0.497    | 0.314     | 1.000     | -0.497    | 0.851     | 0.333     |

5.1 Synthetic Data Analysis

We report numerical experiments using synthetic data. The purpose of this simulation is to confirm the statistical accuracy of the KuLSIF with NNG in terms of the variable selection in density ratio.

Suppose that $x_1, \ldots, x_n$ were generated from the $d$-dimensional normal distribution with mean $\mu$ and the variance-covariance matrix $I_d$, i.e., $N_d(\mu, I_d)$. This distribution corresponds to $p$ in the denominator of the density ratio. Likewise, suppose that $y_1, \ldots, y_m$ were generated from the probability $q$ that is defined as the $d$-dimensional standard normal distribution $N_d(0, I_d)$. Here, $n = 1000$ and $m = 800$. Since $w^*(z) = q(z)/p(z)$ is proportional to $\exp(-z^T \mu)$, $w^*(z)$ depends only on the variables such that the $i$-th component $\mu_i$ does not vanish. The $d$-dimensional vector $\mu$ was set to $(c \mathbf{1}, \mathbf{0})$, where $\mathbf{1} = (1, \ldots, 1) \in \mathbb{R}^s$ and $c$ was set to $0.1, 0.3$ or $0.5$. When the training data was fed to the learning algorithm, each component of data was scaled to zero mean and unit variance. This scaling was introduced to stabilize the calculation of the exponential function.

Our methods were compared with the sparse logistic regression (SLR) estimator, that is given as the logistic regression with the $\ell_1$-regularization. Originally, the SLR estimator is the learning algorithm for sparse classification problems. Suppose that the samples from $p(x)$ (resp. $q(x)$) have the label $+1$ (resp. $-1$). Then, the ratio $\Pr(-1|x)/\Pr(+1|x)$ of the estimated logistic model $\Pr(+1|x) =$
$1/(1 + \exp(-(\beta_0 + \beta^T x)))$ is approximately proportional to the density ratio $q/p$ if the statistical model is specified. The $\ell_1$-regularization $\|\beta\|_1$ to the weight vector induces the sparse solution as well as the lasso estimator. The regularization parameter for the $\ell_1$ regularization in SLR was determined by the cross validation. In our method, the hyper-parameter $\lambda$ of KuLSIF in step 1 was set to $1/(n \wedge m)^{0.9}$, which guarantees the statistical consistency of KuLSIF under a proper assumption [10]. In step 2 of KuLSIF with NNG, the regularization parameters vary from 0.01 to 1. For the computation, we used the R language. The glmnet package of the R language was used for the SRL. For the optimization in step 2 of KuLSIF with NNG, we used the limited-memory BFGS method with the box-constraint implemented in optim function in R.

We report the result of the numerical experiments. The test loss of the estimated density ratio, $\hat{w}$, was measured by the shifted squared loss, $L(\hat{w}) = \frac{1}{2} \int p(x)\hat{w}(x)^2 dx - \int q(y)\hat{w}(y) dy$. The variable selection accuracy was evaluated by the false positive rate (FPR) and false negative rate (FNR). In each problem setup, the simulation was repeated 30 times. The Table 5.1 shows the test loss, the FPR, and FNR averaged over the repetitions.

The result indicates that the KuLSIF with NNG using the exponential kernel performs better than the other method in terms of the variable selection if the regularization parameter $\eta$ is properly chosen. When we use the Gaussian kernel with our method, we cannot expect the ability of the variable selection. The variables selected by the SLR had relatively high FPR. In the experiment, the regularization parameter of SLR was chosen by the cross validation under the empirical 0/1 loss. In this case, a bigger subset of variables tends to be chosen. The test loss of the SLR is larger than the other methods, since the classification-oriented learning algorithms are considered not to be necessarily suit to the density ratio estimation.

### 5.2 Real Application: Covariate-shift Adaptation for Binary Classification

In this section, we show the results of applying the proposed method to learning under the covariate shift problem [19, 23]. The covariate shift is a phenomenon in which the distribution of covariates changes between learning phase and test phase, and it has been proved that the covariate shift can “adapt” by weighting the sample with density-ratio. We consider the binary classification problem under the covariate-shift, and compare the test accuracy of the five scenarios: (i) no adaptation, (ii) adapting with the density-ratio using all variables, (iii) adapting with the density-ratio using selected variables by kernel NNG (proposed method), (iv) adapting with the density-ratio using selected variables by Lasso and (v) adapting with the density-ratio using selected variables by sequential forward selection (SFS). Here we employ the logistic regression to learn a classification model. In this study, we analyzed four medical datasets: post-cardiac arrest syndrome (pcas) [11], chronic kidney disease (ckd), cervical cancer (ccancer) and cortex nuclear (cnuclear) [5]. The characteristics of each dataset are summarized in Table 2. In the column of the sample size (#samples) and the number of features (#features), those after preprocessing, such as missing value correction, are entered. In each dataset, we stratified the data into two groups by a certain feature, and learning was performed on one group, and the classification accuracy was evaluated on the other. The stratification factor is summarized in the last column of
Table 2: Summary of the datasets

|       | #samples | #features | stratification       |
|-------|----------|-----------|----------------------|
| pcas  | 151      | 17        | mydriasis (0/1)      |
| ckd   | 251      | 17        | pc (0/1)             |
| ccancer | 668    | 27        | age ($\geq$ 30)     |
| cnuclear | 1047  | 71        | class (0 ~ 7)        |

The learning phase consists of kernel density-ratio estimation (KuLSIF) step and weighted empirical risk minimization (weighted logistic regression) step. All experiments are implemented in Python 3.6.1. We use scikit-learn [12] for Lasso and mlxtend [13] for SFS. Similar to the previous section, we used the limited-memory BFGS method with the box-constraint in `minimize` function in Scipy.

Figure 1: The results of the proposed method with varying regularization parameter $\eta$. Top left: $\eta = 0.0001$, top right: $\eta = 0.01$ (best), bottom left: $\eta = 0.1$, bottom right: $\eta = 1.0$. The corresponding RMSE are 0.0, 0.02, 0.36 and 0.77 respectively. The x-axis represents the value of the density ratio, and the y-axis represents the frequency of the value of the density ratio in a certain interval.

The results of the experiments are summarized in Figure 1 and Table 3. Figure 1 shows the differences of the density ratio estimated by selected variables (red, proposed method) and by full variables (blue) for the pcas dataset. The differences of each histogram are measured by root mean square error (RMSE).
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Figure 2: Comparison of the estimated density-ratio between using all variables and using selected variables. Top row: kernel NNG (proposed method), mid row: Lasso, bottom row: SFS. From left to right, each column shows the result of pcas, ckd, ccancer and cortex nuclear dataset respectively. The x-axis represents the value of the density ratio, and the y-axis represents the frequency of the value of the density ratio in a certain interval.

square deviation (RMSE). From top left to bottom right, we vary the regularization parameter $\eta$ from 0.0001 to 1.0. When we use small $\eta$, all variables are left and the corresponding value of density ratio are equal to that of using full variables (top left). On the other hand, large $\eta$ excludes of all variables and leads the constant density ratio (bottom right). Here we selected an regularization parameter $\eta$ appropriately by grid search in each dataset.

Table 3 shows the test accuracy in each scenario: covariate shift adaptation and variable selection by proposed method (kernel NNG), covariate-shift adaptation and variable selection by Lasso (Lasso), covariate-shift adaptation and variable selection by SFS (SFS) covariate-shift adaptation using all features (adapt full) and no covariate-shift adaptation (no adapt). The numbers in parentheses indicate the number of selected variables / the number of all variables in the density-ration estimation step. The bold symbol represents the best performance. As shown in the results, the proposed method appropriately selected a small number of variables without deteriorating the classification accuracy.

Figure 2 shows the comparison of the estimated density-ratio between selected variables (by kernel NNG, Lasso and SFS) and full variables. The differences of each histogram are also measured by RMSE. Although the Lasso and the SFS achieved the small RMSE in ckd and ccancer datasets, both methods could not select the features appropriately. In pcas dataset, SFS shows the best performance in both
the classification accuracy and the number of selected features. However, RMSE of the estimated density ratio is worse than the proposed method. On the other hand, we can observe that the kernel NNG performs the reasonable variable selection without significant change of the density ratio.

6 Concluding Remarks

This paper provided a unified variable selection method for nonparametric learning by the power series kernel. The proposed method can be applied to kernel methods using the quadratic loss such as kernel-ridge regression and kernel density-ratio estimation. Theoretically, we proved the variable selection consistency under mild assumption thanks to the property of the power series kernel. Experimental results showed that our method efficiently worked for the variable selection for kernel methods on both synthetic and real-world data. In the second step of our method, we need to solve non-convex optimization problem for variable selection. In numerical experiments, non-linear optimization algorithms such as the limited-memory BFGS method showed a good performance. Future work includes the development of more efficient optimization methods to deal with learning problems with massive data sets.
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A Statistical consistency of kernel-based density-ratio estimator

The proof follows the convergence analysis developed by [4, 20]. The estimator \( \hat{f} \) is the minimum solution of the function \( \hat{J}(f) \) over \( \mathcal{H} \), where

\[
\hat{J}(f) = \hat{L}(f) + \frac{\lambda_n}{2} \| f \|^2.
\]

Thus, we have \( \hat{f} = (\hat{C} + \lambda_n I)^{-1} \hat{g} \). When the sample size \( n = \min\{n_1, n_2\} \) tends to infinity, \( \hat{J}(f) \) converges to \( J(f) \) that is defined as

\[
J(f) = L(f) + \frac{\lambda_n}{2} \| f \|^2 = \frac{1}{2} \langle f, Cf \rangle - \langle g, f \rangle + \frac{\lambda_n}{2} \| f \|^2.
\]

The minimizer of \( J(f) \) is expressed as \( f_{\lambda_n} = (C + \lambda_n I)^{-1} g \). Note that the true density ratio is given by \( f^* = f_0 = C^{-1} g = g/p \). Consider

\[
\hat{f} - f_{\lambda_n} = (\hat{C} + \lambda_n I)^{-1} (\hat{g} - (\hat{C} + \lambda_n I) f_{\lambda_n}) \\
= (\hat{C} + \lambda_n I)^{-1} (\hat{g} - g - (\hat{C} - C) f_{\lambda_n}) \\
= (\hat{C} + \lambda_n I)^{-1} (\hat{g} - g) - (\hat{C} + \lambda_n I)^{-1} (\hat{C} - C) (f_{\lambda_n} - f_0) - (\hat{C} + \lambda_n I)^{-1} (\hat{C} - C) f_0.
\]

We define

\[
S_1 = \| \hat{C} + \lambda_n I \|^{-1} \| \hat{g} - g \|, \\
S_2 = \| (\hat{C} + \lambda_n I)^{-1} (\hat{C} - C) (f_{\lambda_n} - f_0) \|, \\
S_3 = \| (\hat{C} + \lambda_n I)^{-1} (\hat{C} - C) f_0 \|, \\
A(\lambda_n) = \| f_{\lambda_n} - f_0 \|,
\]

so that

\[
\| \hat{f}_{\lambda_n} - f^* \| = \| \hat{f}_{\lambda_n} - f_0 \| \leq S_1 + S_2 + S_3 + A(\lambda_n).
\]

Proposition A.4 in [20] is used to bound \( S_1, S_2 \) and \( S_3 \) as follows,

\[
S_1 \leq \| (\hat{C} + \lambda_n I)^{-1} \| \| \hat{g} - g \| = O_p\left(\frac{1}{\lambda_n \sqrt{n}}\right), \\
S_2 \leq \| (\hat{C} + \lambda_n I)^{-1} \| \| (\hat{C} - C) (f_{\lambda_n} - f_0) \| = O_p\left(\frac{A(\lambda_n)}{\lambda_n \sqrt{n}}\right), \\
S_3 \leq \| (\hat{C} + \lambda_n I)^{-1} \| \| (\hat{C} - C) f_0 \| = O_p\left(\frac{1}{\lambda_n \sqrt{n}}\right).
\]

Using the above bounds, we obtain

\[
\| \hat{f}_{\lambda_n} - f_0 \| = O_p\left(\frac{1}{\lambda_n \sqrt{n}} + \frac{A(\lambda_n)}{\lambda_n \sqrt{n}}\right) + A(\lambda_n).
\]

The asymptotic order of \( A(\lambda_n) \) was revealed by Proposition A.3(i) in [20]. Indeed, (I) the proposition shows that \( A(\lambda_n) \to 0 \) as \( \lambda_n \to 0 \) if \( f_0 \in \text{Range}(C) \); (II) if \( f_0 \in \text{Range}(C^{\beta}) \) for \( \beta > 0 \), it follows that

\[
A(\lambda_n) \leq \max\{1, \| C \|^{\beta - 1}\} \| C^{-\beta} f_0 \| \lambda_n^{\min\{1, \beta\}}
\]
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B  Some Properties of Power Series Kernels

For the RKHS $\mathcal{H}_k$ endowed with the PS-kernel $k$, let us consider the derivative $\frac{\partial f}{\partial \xi_i}$ of $f \in \mathcal{H}_k$. We prove

$$\frac{\partial f}{\partial \xi_i} \in \mathcal{H}_k, \quad i = 1, \ldots, d, \quad \xi \in (0, 1)^d$$

(4)

for $f \in \mathcal{H}_k$. We apply Theorem 7.17 of [17], which claims the following assertion.

**Theorem**: Suppose $\{F_n\}$ is a sequence of functions, differentiable on $[a, b]$ and such that $F_n(\xi_0)$ converges for some point $\xi_0$ on $[a, b]$. If the sequence of derivatives $\{F'_n\}$ converges uniformly on $[a, b]$, then $\{F_n\}$ converges uniformly on $[a, b]$, to a function $F$, and $F' = \lim_{n \to \infty} F'_n$.

**Proof of (1)**. Suppose that the coefficients of $f \in \mathcal{H}_k$ are $c_\alpha$, $\alpha \in \mathbb{N}_0^d$. From the definition of the power series kernel, we have $\sum_\alpha |c_\alpha| < \infty$. Indeed, the inequality is derived from $\sum_\alpha (\alpha!)^2 c_\alpha w_\alpha < \infty$ and $\sum_\alpha w_\alpha/(\alpha!)^2 < \infty$. For a fixed $x \in \mathbb{Z}$ and $(\xi_2, \ldots, \xi_d) \in [0, 1]^{d-1}$, let us define $F_n(\xi_1; x)$ and $G_n(\xi_1; x)$ as

$$F_n(\xi_1; x) = \sum_{\alpha: |\alpha| \leq n} c_\alpha \xi^\alpha x^\alpha = \sum_{\alpha: |\alpha| \leq n} c_\alpha \xi_1^{\alpha_1} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d} x^\alpha,$$

$$G_n(\xi_1; x) = \frac{\partial}{\partial \xi_1} F_n(\xi_1; x) = \sum_{\alpha: |\alpha| \leq n} c_\alpha \alpha_1 \xi_1^{\alpha_1-1} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d} x^\alpha,$$

where $|\alpha|$ of $\alpha \in \mathbb{N}_0^d$ denotes the sum of all elements in $\alpha$. We define $G(\xi_1; x) = \lim_{n \to \infty} G_n(\xi_1; x)$. Then, we have $G(\xi_1; \cdot) \in \mathcal{H}_k$ as the function of $x$ if $\xi_1 < 1$. To prove that, note that there exists a constant $B > 0$ such that $0 \leq \alpha_1 \xi_1^{\alpha_1-1} < B$ for all $\alpha_1 \in \mathbb{N}_0$ if $\xi_1 \in [0, 1)$. Then, the inequality $|c_\alpha \alpha_1 \xi_1^{\alpha_1-1} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d}| \leq B |c_\alpha|$ guarantees the convergence of $G_n$ and $G(\xi_1; \cdot) \in \mathcal{H}_k$. Next, we prove $\frac{\partial}{\partial \xi_1} f_\xi = G(\xi_1; \cdot)$. Choose $\varepsilon > 0$ such that the closed interval $I = [\xi_1 - \varepsilon, \xi_1 + \varepsilon]$ is included in the open interval $(0, 1)$. There exists a constant $B > 0$ such that for any $\xi \in I$ and any $\alpha \in \mathbb{N}$ the inequality $0 \leq \alpha \xi^{\alpha-1} < B$ holds. These facts yield

$$\sup_{\xi_1 \in I} |G(\xi_1; x) - G_n(\xi_1; x)| \leq \sup_{\xi_1 \in I} \sum_{\alpha: |\alpha| > n} |c_\alpha \alpha_1 \xi_1^{\alpha_1-1} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d} x^\alpha|$$

$$\leq \sum_{\alpha: |\alpha| > n} B |c_\alpha| \to 0 \quad (n \to \infty).$$

Note that $F_n(\xi_1; x) \to f_\xi(x)$ holds uniformly on $\xi_1 \in I$ as $n \to \infty$. The above theorem in [17] guarantees $\frac{\partial}{\partial \xi_1} f_\xi(x) = G(\xi_1; x)$ for arbitrary $x \in \mathbb{Z}$, when $0 \leq \xi_1 < 1$. Eventually, $\frac{\partial}{\partial \xi_1} f_\xi = G(\xi_1; \cdot) \in \mathcal{H}_k$ holds at $\xi = (\xi_1, \ldots, \xi_d)$ with $\xi_1 < 1$. In general, $\Box$ holds.

In terms of the derivative $\frac{\partial f}{\partial \xi_i}$, we prove some formulæ.

**Lemma 4.** Let us consider the RKHS $\mathcal{H}_k$ endowed with the PS kernel $k$. Suppose $\| \hat{f} - f^* \| = o_P(1)$ for the kernel-based estimator $\hat{f}$ of $f^* \in \mathcal{H}_k$. Then, we have $\| \frac{\partial \hat{f}}{\partial \xi_i} - \frac{\partial f^*}{\partial \xi_i} \| = o_P(1)$ for $\xi = (\xi_1, \ldots, \xi_d) \in (0, 1)^d$. 
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Proof. Suppose
\[ f = \sum_{\alpha \in \mathbb{N}_0^d} c_{\alpha} x^{\alpha}, \quad \hat{f} = \sum_{\alpha \in \mathbb{N}_0^d} \hat{c}_{\alpha} x^{\alpha}. \]
As shown in the proof of (4), the derivative of \( f_\xi \) is given by the sum of the derivative of each term \( c_{\alpha} \xi^\alpha x^{\alpha} \). Let \( B \) be a positive number such that \( 0 \leq \alpha_1 \xi_1^{\alpha_1-1} < B \) for all \( \alpha_1 \in \mathbb{N} \). The convergence of \( \| \frac{\partial f_\xi}{\partial \xi_1} - \frac{\partial \hat{f}_\xi}{\partial \xi_1} \| \) is confirmed by
\[
\| \frac{\partial f_\xi}{\partial \xi_1} - \frac{\partial \hat{f}_\xi}{\partial \xi_1} \|^2 = \sum_{\alpha} \frac{(\alpha!)^2}{w_{\alpha}} (\hat{c}_{\alpha} - c_{\alpha})^2 (\alpha_1 \xi_1^{\alpha_1-1} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d})^2 \\
\leq B^2 \sum_{\alpha} \frac{(\alpha!)^2}{w_{\alpha}} (\hat{c}_{\alpha} - c_{\alpha})^2 = B^2 \| \hat{f} - f \|^2 = o_P(1).
\]
In general, we have \( \| \frac{\partial f_\xi}{\partial \xi_1} - \frac{\partial \hat{f}_\xi}{\partial \xi_1} \| = o_P(1) \).

Lemma 5. Let us consider the RKHS \( \mathcal{H}_k \) endowed with the PS kernel \( k \). We define \( e_i \in \mathbb{R}^d \) as the unit vector with one in the \( i \)-th position and zeros otherwise. For \( f \in \mathcal{H}_k \) and \( \xi \in (0,1)^d \), we have
\[
\lim_{t \to 0} \left\| f_{\xi + te_i} - f_\xi \right\| = 0, \tag{5}
\]
\[
\lim_{t \to 0} \left\| \frac{f_{\xi + te_i} - f_\xi}{t} - \frac{\partial f_\xi}{\partial \xi_i} \right\| = 0 \tag{6}
\]
for \( i = 1, \ldots, d \).

Proof. We prove (5) for \( i = 1 \). The equation (6) is similarly proved. Suppose that \( f(x) = \sum_{\alpha} c_{\alpha} x^{\alpha} \) with \( \sum_{\alpha} \frac{(\alpha!)^2}{w_{\alpha}} c_{\alpha}^2 < \infty \). Note that both \( \frac{f_{\xi + te_i} - f_\xi}{t} \) and \( \frac{\partial f_\xi}{\partial \xi_1} \) are included in \( \mathcal{H}_k \). Using the equality
\[
\frac{f_{\xi + te_1}(x) - f_\xi(x)}{t} - \frac{\partial f_\xi}{\partial \xi_1}(x) = \sum_{\alpha} c_{\alpha} \left\{ \left( \frac{\xi_1 + t}{t} \right)^{\alpha_1} - \xi_1^{\alpha_1} \right\} \xi_2^{\alpha_2} \cdots \xi_d^{\alpha_d} x^{\alpha},
\]
we have
\[
\lim_{t \to 0} \left\| \frac{f_{\xi + te_1} - f_\xi}{t} - \frac{\partial f_\xi}{\partial \xi_1} \right\|^2 \leq \lim_{t \to 0} \sum_{\alpha} \frac{(\alpha!)^2}{w_{\alpha}} c_{\alpha}^2 \left\{ \left( \frac{\xi_1 + t}{t} \right)^{\alpha_1} - \xi_1^{\alpha_1} \right\}^2. \tag{7}
\]
Suppose that \( 0 < \xi_1 < 1 \) and \( 0 < \xi_1 + t < 1 \) for \( |t| \leq \varepsilon \), then there exists a constant \( B_{\xi_1,\varepsilon} \) depending on \( \xi_1 \) and \( \varepsilon \) such that for all \( \alpha_1 \in \mathbb{N} \),
\[
\left| \frac{\xi_1 + t}{t}^{\alpha_1} - \frac{\xi_1^{\alpha_1}}{t} - \alpha_1 \xi_1^{\alpha_1-1} \right| \leq \max_{|t| \leq \varepsilon} \left| \alpha_1 (\xi_1 + t)^{\alpha_1-1} - \alpha_1 \xi_1^{\alpha_1-1} \right| \\
\leq \varepsilon \cdot \max_{|t| \leq \varepsilon} \alpha_1 (\xi_1 - 1)(\xi_1 + t)^{\alpha_1-2} \\
\leq \varepsilon \cdot \max_{|t| \leq \varepsilon} \alpha_1^2 (\xi_1 + t)^{\alpha_1-2} \\
\leq \varepsilon B_{\xi_1,\varepsilon}.
\]
More precisely, \( B_{\xi_1,\varepsilon} \) can be chosen as
\[
B_{\xi_1,\varepsilon} = 4e^{-2} \max \{ ((\xi_1 + \varepsilon) \log(\xi_1 + \varepsilon))^{-2}, ((\xi_1 - \varepsilon) \log(\xi_1 - \varepsilon))^{-2} \}.
\]
Hence, for all $t$ such that $|t| \leq \varepsilon$ with a sufficiently small $\varepsilon$, we have

$$
\sup_{t:|t| \leq \varepsilon} \sum_{\alpha} \left( \frac{\alpha!}{w_{\alpha}} \right)^2 \left( \frac{\xi_1 + t}{\alpha} - \xi_1 \alpha_1^{-1} \right)^2 \leq \varepsilon^2 B_{\xi_1, \varepsilon}^2 \sum_{\alpha} \left( \frac{\alpha!}{w_{\alpha}} \right)^2 \xi_1^{\alpha_1-1}
$$

Since $\lim_{\varepsilon \to 0} \varepsilon^2 B_{\xi_1, \varepsilon}^2 = 0$ for a fixed $\xi_1 \in (0, 1)$, the left-hand side of the equation converges to zero.

Let us calculate the derivative of the quadratic loss $\hat{L}(\xi; f) = \frac{1}{2} \langle f\xi, \hat{C} \xi f \rangle - \langle \hat{g}, f \xi \rangle$. For $\xi \in (0, 1)^d$ and non-zero $t \in \mathbb{R}$, we have

$$
\frac{1}{t} \{ \hat{L}(\xi + te_i; f) - \hat{L}(\xi; f) \}
= \frac{1}{2} \langle f_{\xi + te_i}, \hat{C} \left( \frac{f_{\xi + te_i} - f}{t} \right) \rangle + \frac{1}{2} \langle f_{\xi + te_i} - f, \hat{C} f \rangle - \langle \hat{g}, f_{\xi + te_i} - f \rangle
$$

We calculate the first term in the right-hand side of the above equation:

$$
\left| \langle f_{\xi + te_i}, \hat{C} \left( \frac{f_{\xi + te_i} - f}{t} \right) \rangle - \langle f_{\xi}, \hat{C} \frac{\partial f}{\partial \xi_i} \rangle \right|
\leq \left| \langle f_{\xi + te_i}, \hat{C} \left( \frac{f_{\xi + te_i} - f}{t} - \frac{\partial f}{\partial \xi_i} \right) \rangle \right| + \left| \langle f_{\xi + te_i} - f, \hat{C} \frac{\partial f}{\partial \xi_i} \rangle \right|
\leq \left\| \hat{C} \right\| \left\| f_{\xi + te_i} \right\| \left\| \frac{f_{\xi + te_i} - f}{t} - \frac{\partial f}{\partial \xi_i} \right\| + \left\| \hat{C} \right\| \left\| \frac{\partial f}{\partial \xi_i} \right\| \left\| f_{\xi + te_i} - f \right\|.
$$

Lemma guarantees that the upper bound of the above equation converges to zero. Hence, the first term of the equation converges to $\langle f_{\xi}, \hat{C} \frac{\partial f}{\partial \xi_i} \rangle$ as $t$ tends to zero. Similar calculation yields that

$$
\frac{\partial}{\partial \xi_i} \hat{L}(\xi; f) = \frac{1}{2} \langle f_{\xi}, \hat{C} \frac{\partial f}{\partial \xi_i} \rangle + \frac{1}{2} \langle \frac{\partial f}{\partial \xi_i}, \hat{C} f \rangle - \langle \hat{g}, \frac{\partial f}{\partial \xi_i} \rangle
$$

for $i = 1, \ldots, d$, $f, \hat{f} \in \mathcal{H}$ and $\xi \in (0, 1)^d$.

Similar formula holds for the derivatives of the expected quadratic loss, $\frac{\partial}{\partial \xi} \hat{L}(\xi; f)$.

C Theoretical Results

C.1 Proof of Theorem

Proof of (i). Define $M(\xi)$ and $M_n(\xi)$ for $\xi \in [0, 1]^d$ as

$$
M(\xi) := L(\xi; f^*) \quad \text{and} \quad M_n(\xi) := \hat{L}(\xi; \hat{f}) + \eta_n 1^T \xi.
$$

First, we prove $\sup_{\xi \in [0, 1]^d} |M(\xi) - M_n(\xi)| = o_P(1)$. The condition (b) in Assumption leads to

$$
\sup_{\xi} |\hat{L}(\xi; \hat{f}) - L(\xi; f^*)| \leq \sup_{\xi} |\hat{L}(\xi; \hat{f}) - \hat{L}(\xi; f^*)| + \sup_{\xi} |\hat{L}(\xi; f^*) - L(\xi; f^*)| = o_P(1).
$$

Then, we obtain

$$
\sup_{\xi \in [0, 1]^d} |M(\xi) - M_n(\xi)| = \sup_{\xi \in [0, 1]^d} |L(\xi; f^*) - \hat{L}(\xi; \hat{f}) - \eta_n 1^T \xi|
\leq \sup_{\xi \in [0, 1]^d} |L(\xi; f^*) - \hat{L}(\xi; \hat{f})| + d\eta_n = o_P(1).
$$
We prove the consistency of \( \hat{\xi}_1 \) using Theorem 5.7 of [27]. Since \( M_n(\hat{\xi}) \leq M_n(\xi^*) \) and \( M_n(\xi^*) = M(\xi^*) + o_P(1) \), we have \( M_n(\hat{\xi}) \leq M(\xi^*) + o_P(1) \). Since \( f^*(z) \) depends only on \( z_1, \ldots, z_s \), we have

\[
M(\hat{\xi}_1, 0) - M(\xi^*_1, 0) = M(\hat{\xi}_1, \hat{\xi}_0) - M(\xi^*_1, \xi^*_0) \\
\leq M(\hat{\xi}_1, \hat{\xi}_0) - M_n(\hat{\xi}_1, \hat{\xi}_0) + o_P(1) \\
\leq \sup_{\xi} |M(\xi) - M_n(\xi)| + o_P(1) = o_P(1).
\]

For any given \( \varepsilon > 0 \), the condition (a) in Assumption [2] guarantees that there exists \( \gamma > 0 \) such that \( M(\xi_1, 0) > M(\xi^*_1, 0) + \gamma \) for any \( \xi_1 \) with \( \|\xi_1 - \xi^*_1\| \geq \varepsilon \). Thus, the event \( \|\hat{\xi}_1 - \xi^*_1\| \geq \varepsilon \) is included in the event \( M(\hat{\xi}_1, 0) > M(\xi^*_1, 0) + \gamma \). Since the probability of the latter event converges to 0, \( \hat{\xi}_1 \) converges to \( \xi^*_1 \) in probability.

\( \square \)

**Proof of (ii).** We define and \( \nabla \) as the gradient operator \( (\frac{\partial}{\partial \xi_1}, \ldots, \frac{\partial}{\partial \xi_d})^T \). For \( i = s + 1, \ldots, d \), Assumption [3] leads to

\[
\sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; \hat{f}) \right| \\
= \sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; \hat{f}) - \frac{\partial}{\partial \xi_i} L(\xi; f^*) \right| \\
\leq \sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; \hat{f}) - \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) \right| + \sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) - \frac{\partial}{\partial \xi_i} L(\xi; f^*) \right| \\
= O_P(\delta_n + \delta'_n).
\]

The first equality comes from the assumption that \( f^* \) does not depend on \( z_{s+1}, \ldots, z_d \). The estimator \( \hat{\xi} = (\xi_1, \ldots, \xi_d) = (\hat{\xi}_1, \hat{\xi}_0) \) should satisfy the local optimality condition, i.e., for any \( c \in [0,1]^d \),

\[
(\nabla \hat{L}(\hat{\xi}; \hat{f}) + \eta_n 1)^T (c - \hat{\xi}) \geq 0
\]

holds. Hence, the inequality

\[
(\frac{\partial}{\partial \xi_i} \hat{L}(\xi; \hat{f}) + \eta_n 1)(c_i - \xi_i) \geq 0
\]

should hold for any \( i = s + 1, \ldots, d \) and any \( c_i \in [0,1] \). Here, we assume that an element of \( \hat{\xi}_0 = (\hat{\xi}_{s+1}, \ldots, \hat{\xi}_d) \), say \( \hat{\xi}_d \), is strictly positive. Then, by setting \( c_d = 0 \) we have

\[
\frac{\partial}{\partial \xi_d} \hat{L}(\xi; \hat{f}) + \eta_n \leq 0.
\]

Since \( \frac{\partial}{\partial \xi_d} \hat{L}(\xi; \hat{f}) = O_P(\delta_n + \delta'_n) \) and the positive sequence \( \eta_n \) dominates \( \delta_n + \delta'_n \) by the assumption, the above inequality leads to the contradiction as the sample size becomes large. Therefore, \( \hat{\xi}_0 = 0 \) holds with high probability for sufficiently large sample size.

\( \square \)
C.2 Condition (a) in Assumption 2

C.2.1 Kernel-ridge estimator

Note that the function \( f \in \mathcal{H} \) is differentiable if the kernel function is differentiable. We see that the minimizer of \( L(f) \) is \( f^* \) and that the expected loss function is expressed as

\[
L(f) = \int (y - f^*(x))^2 p(x, y) dx dy + \int (f^*(x) - f(x))^2 p(x) dx
\]

up to constant terms. Suppose that the random variable \( \varepsilon_i \) is bounded and \( p(x) \) is positive on the input domain. Since the function \( f \in \mathcal{H} \) is continuous, the second term of the above equation becomes positive when the function \( f \in \mathcal{H} \) is different from \( f^* \). Suppose that \( f^*(x_1, \ldots, x_d) \) essentially depends only on \( x_1, \ldots, x_s, s \leq d \). Then, we have

\[
L(f^*) = L((\xi_1^*, \xi_0^*); f^*),
\]

where \( \xi_1^* = 1 \in \mathbb{R}^s, \xi_0^* = 0 \in \mathbb{R}^{d-s} \). Suppose that \( L(\xi; f^*) = L(f^*) \) holds for \( \xi = (\xi_1, 0), \xi_1 = (\xi_1, \ldots, \xi_s) \in [0, 1]^s \) such that \( \|\xi_1 - \xi_1^*\|_2 \geq \varepsilon \). Since the optimal function is unique on \( \mathcal{H} \), the equality \( f^* = f_\xi^* \in \mathcal{H} \) should hold. Without loss of generality, we assume \( \xi_1 < 1, \xi_2 = \ldots = \xi_s = 1 \). Then, for any \( (x_1, \ldots, x_s) \) in the domain, we have

\[
f^*(x_1, x_2, \ldots, x_s) = f^*(\xi_1 x_1, x_2, \ldots, x_s) = f^*(\xi_1^* x_1, x_2, \ldots, x_s) \xrightarrow{\xi_1^*} f^*(0, x_2, \ldots, x_s).
\]

Hence, \( f^* \) does not depend on \( x_1 \). This contradicts the assumption of \( f^* \). Thus, we have \( L((\xi_1, 0); f^*) > L((\xi_1^*, 0); f^*) \) for \( \xi_1 \neq \xi_1^* \). Moreover, if the function \( L((\xi_1, 0); f^*) \) is continuous w.r.t. \( \xi_1 \), the condition (a) in Assumption 2 holds, because the set \( \{\xi_1 \in [0, 1]^s : \|\xi_1 - \xi_1^*\|_2 \geq \varepsilon\} \) is a compact set. We can prove the continuity of \( L(\xi; f^*) \) from the boundedness of the random variable \( \varepsilon_i \) and the Lebesgue’s dominated convergence theorem.

C.2.2 Kernel-based density-ratio estimator

The condition (a) in Assumption 2 is confirmed in the same way as the kernel-ridge estimator. Hence, we omit the details.

C.2.3 Kernel-based density estimator

For \( f^* \in \mathcal{H}_k \), the probability density \( p(z) \propto \exp(f^*(z)) \) is strictly positive on the compact domain. Suppose that essentially \( f^* \) depends only on \( x_1, \ldots, x_s, s \leq d \) and that \( L(\xi; f^*) = L(f^*) \) holds for \( \xi = (\xi_1, 0) \in \mathbb{R}^d, \xi_1 \in [0, 1]^s \) such that \( \|\xi_1 - 1\|_2 \geq \varepsilon \). We have \( \partial_a f^*_\xi = \partial_a f^*, a = 1, \ldots, d \) on the domain and hence, \( f^* = f^*_\xi + c, c \in \mathbb{R} \) holds. Without loss of generality, we assume \( \xi_1 < 1 \) and \( \xi_2 = \cdots = \xi_s = 1 \). Suppose that \( c \neq 0 \). Since \( \|f^*\|_\infty \leq \kappa \|f^*\| < \infty \), we have

\[
\begin{align*}
f^*(x_1, \ldots, x_s) &= f^*(\xi_1 x_1, x_2, \ldots, x_s) + c \\
&= f^*(\xi_1^* x_1, x_2, \ldots, x_s) + 2c \\
&= f^*(\xi_1^* x_1, x_2, \ldots, x_s) + kc \to \text{sign}(c) \times \infty \quad (k \to \infty).
\end{align*}
\]
Thus, \( c = 0 \) should hold. Again we have
\[
f^*(x_1, \ldots, x_s) = f^*(\xi_1 x_1, x_2, \ldots, x_s) = f^*(\xi_1^2 x_1, x_2, \ldots, x_s) \to f^*(0, x_1, x_2, \ldots, x_s).
\]
This means that the function \( f^* \) does not depend on \( x_1 \). This is the contradiction. Therefore, we have \( L((\xi_1, 0); f^*) > L(f^*) \) for \( \xi_1 \in [0, 1]^s \) if \( \xi_1 \neq 1 \). Moreover, if the function \( L((\xi_1, 0); f^*) \) is continuous w.r.t. \( \xi_1 \), the condition (a) in Assumption 2 holds, because the set \( \{\xi_1 \in [0, 1]^s : \|\xi_1 - \xi_1^*\|_2 \geq \varepsilon\} \) is a compact set. We can prove the continuity of \( L(\xi; f^*) \) from the boundedness of the derivatives of \( f \) and the Lebesgue’s dominated convergence theorem.

C.3 Proof of Lemma 1

As shown in Section 3.2, the inequality \( \|f_\xi\| \leq \|f\| \) holds for \( f \in \mathcal{H} \) and \( \xi \in [0, 1]^d \). The norm \( \|\hat{C}\| \) is stochastically bounded because \( \|\hat{C}\| \leq \|\hat{C} - C\| + \|C\| \). Also, \( \|\hat{\varrho}\| \) and \( \|\hat{f}\| \) are stochastically bounded. Then, we have
\[
|\hat{L}(\xi; \hat{f}) - \hat{L}(\xi; f^*)| \leq \frac{1}{2}(\|\hat{f}_\xi \| \|\hat{C}\| \|\hat{f}_\xi - f^*_\xi\|) + \frac{1}{2}(\|\hat{f}_\xi - f^*_\xi, \hat{C}f^*_\xi\|) + (\|\hat{\varrho}\| \|\hat{f}_\xi - f^*_\xi\|)
\leq \frac{1}{2}\|\hat{f}_\xi \| \|\hat{C}\| \|\hat{f}_\xi - f^*_\xi\| + \frac{1}{2}\|\hat{f}_\xi \| \|\hat{C}\| \|\hat{f}_\xi - f^*_\xi\| + \|\hat{\varrho}\| \|\hat{f}_\xi - f^*_\xi\|
\leq \frac{1}{2}\|\hat{f}_\xi \| \|\hat{C}\| \|\hat{f} - f^*\| + \frac{1}{2}\|f^* \| \|\hat{C}\| \|\hat{f} - f^*\| + \|\hat{\varrho}\| \|\hat{f} - f^*\|.
\]
The upper bound does not depend on \( \xi \) and converges to zero in probability due to Assumption 1. Hence, we have
\[
\sup_{\xi \in [0, 1]^d} |\hat{L}(\xi; \hat{f}) - \hat{L}(\xi; f^*)| = o_P(1).
\]

Let us consider the difference \( |\hat{L}(\xi; f^*) - L(\xi; f^*)| \). Its supremum w.r.t \( \xi \) is bounded above by
\[
\sup_{\xi \in [0, 1]^d} |\hat{L}(\xi; f^*) - L(\xi; f^*)| = \sup_{\xi \in [0, 1]^d} \left\{ \frac{1}{2}\|f^*_\xi \| \|\hat{C} - C\| + \|f^*_\xi \| \|\hat{\varrho} - g\| \right\}
\leq \sup_{\xi \in [0, 1]^d} \left\{ \frac{1}{2}\|f^*_\xi \| \|\hat{C} - C\| + \|f^*_\xi \| \|\hat{\varrho} - g\| \right\}
= \frac{1}{2}\|f^* \| \|\hat{C} - C\| + \|f^* \| \|\hat{\varrho} - g\|.
\]

Since \( \|\hat{C} - C\| \) and \( \|\hat{\varrho} - g\| \) converge to zero as \( n \to \infty \), the uniform convergence condition (b) in Assumption 2 holds.

C.4 Proof of Lemma 2

For simplicity, we assume \( I = \{i\} \) and \( J = \{j\} \), i.e., both families contain only one subset and that both \( \|\tilde{h}_I\|_\infty \) and \( \|\tilde{h}_J\|_\infty \) are bounded above by 1. Let us define \( I = \{i_1, \ldots, i_a\} \) and \( J = \{j_1, \ldots, j_b\} \).
For $I$ and $J$, let $\bar{I} = \{i\} \cup I$ and $\bar{J} = \{i\} \cup J$. Then, for $f \in \mathcal{H}$, we have

$$\frac{\partial}{\partial \xi_i} \frac{1}{2} (f_\xi, \hat{C}f_\xi) = \frac{1}{n} \sum_{\ell=1}^{n} h_{\ell}(z_\ell) \frac{\partial}{\partial \xi_i} \frac{1}{2} (\partial_{\ell} f(\xi \circ z_\ell) \xi_i, \ldots \xi_i)^2$$

$$= \frac{1}{n} \sum_{\ell=1}^{n} h_{\ell}(z_\ell) \partial_{\ell} f(\xi \circ z_\ell) \xi_i, \ldots \xi_i$$

$$\times \left( \partial_{\ell} f(\xi \circ z_\ell) z_{\ell,i} \xi_i, \ldots \xi_i \right),$$

$$\frac{\partial}{\partial \xi_i} (\hat{g}, f_\xi) = \frac{1}{n'} \sum_{\ell=1}^{n'} h_{\ell}(z'_\ell) \frac{\partial}{\partial \xi_i} \hat{f}(\xi \circ z'_\ell) \xi_i, \ldots \xi_i$$

$$= \frac{1}{n'} \sum_{\ell=1}^{n'} h_{\ell}(z'_\ell) \left( \partial_{\ell} f(\xi \circ z'_\ell) z'_{\ell,i} \xi_i, \ldots \xi_i \right).$$

for $z_\ell = (z_{\ell,1}, \ldots, z_{\ell,d})$ and $z'_\ell = (z'_{\ell,1}, \ldots, z'_{\ell,d})$. Since $z \in (-1,1)^d$ and $\xi \in [0,1]^d$ for $\hat{L}(\xi; f) = \frac{1}{2} (f_\xi, \hat{C}f_\xi) - \langle \hat{g}, f_\xi \rangle$, we have

$$\sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; \hat{f}) - \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) \right|$$

$$\leq \|\partial_{\ell} f \partial_{\ell} \hat{f} - \partial_{\ell} f^* \partial_{\ell} f^* \|_\infty + a\|\partial_{\ell} \hat{f} \|_\infty + \|\partial_{\ell} f^* \|_\infty + b\|\partial_{\ell} \hat{f} - \partial_{\ell} f^* \|_\infty$$

$$\leq (1 + a) \kappa^2 \|\hat{f} \|_\infty + \|f^* \|_\infty + a\|\hat{f} - f^* \|_\infty = o_P(1),$$

where the inequality $\|\partial_{\ell} f \|_\infty \leq \kappa \|f\|$ was used. Then, the condition (a) in Assumption $3$ holds.

Let us consider the condition (b) in Assumption $3$. Define $u(z; \xi)$ and $v(z; \xi)$ as

$$u(z; \xi) = \partial_{\ell} f^*(\xi \circ z) z_{\ell,i} \xi_i, \ldots \xi_i$$

$$v(z; \xi) = \partial_{\ell} f^* (\xi \circ z) z_{\ell,j} \xi_j, \ldots \xi_j.$$

Then, we have

$$\frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) - \frac{\partial}{\partial \xi_i} L(\xi; f^*)$$

$$= \frac{1}{n} \sum_{\ell=1}^{n} \left\{ u(z_\ell; \xi) - \int u(z; \xi) p(z) dz \right\} + \frac{1}{n'} \sum_{\ell=1}^{n'} \left\{ v(z'_\ell; \xi) - \int v(z; \xi) q(z) dz \right\}.$$
Lemma 2.1 and 3.1 of [26] ensures the uniform law of large numbers over $\mathcal{U}$ and $\mathcal{V}$. A simple calculation yields that the condition (b) in Assumption 3 holds with the convergence rate $\delta_n = \sqrt{\log n/n}$.

C.5 Proof of Lemma 3

As shown in [1], we have $\frac{\partial f}{\partial \xi_i} \in \mathcal{H}$ for $f \in \mathcal{H}$ and $\xi \in (0,1)^d$. Since $\frac{\partial}{\partial \xi_i} \hat{L}(\xi; f)$ is continuous on $[0,1]^d$, the supremum of $\sup_{\xi \in [0,1]^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f) - \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) \right|$ in Assumption 3 can be replaced with the supremum on the open hypercube $(0,1)^d$. Using (9), the derivative of the empirical quadratic loss is expressed as

$$\frac{\partial}{\partial \xi_i} \hat{L}(\xi; f) = \frac{1}{2} \left( \frac{\partial f}{\partial \xi_i}, \hat{C} f \right) + \frac{1}{2} \left( \frac{\partial f}{\partial \xi_i}, \hat{C} C \frac{\partial f}{\partial \xi_i} \right) - \left\langle \tilde{g}, \frac{\partial f}{\partial \xi_i} \right\rangle$$

for $\xi \in (0,1)^d$. Then, we have

$$\sup_{\xi \in (0,1)^d} \left| \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f) - \frac{\partial}{\partial \xi_i} \hat{L}(\xi; f^*) \right| \leq \sup_{\xi \in (0,1)^d} \left\{ \frac{1}{2} \left( \frac{\partial f}{\partial \xi_i}, \hat{C} f \right) + \frac{1}{2} \left( \frac{\partial f}{\partial \xi_i}, \hat{C} C \frac{\partial f}{\partial \xi_i} \right) - \left\langle \tilde{g}, \frac{\partial f}{\partial \xi_i} \right\rangle \right\}$$

$$\leq \left\{ \kappa^2 \beta \left( \| \hat{f} \| + \| f^* \| \right) + \kappa \beta \right\} \| \hat{f} - f^* \| = o_P(1),$$

where we used the conditions in Lemma 3 and the inequalities

$$\| f \| \leq \kappa \| \hat{f} \| \leq \kappa \| f \|, \quad \left\| \frac{\partial f}{\partial \xi_i} \right\|_{\infty} = \sup_{z} \left\| \frac{\partial f}{\partial \xi_i}(\xi \circ z) \right\| \leq \left\| \frac{\partial f}{\partial \xi_i} \right\|_{\infty} \leq \kappa \| f \|.$$