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Abstract Let $(\Omega, \mathcal{F}, P)$ be a probability space and $L^0(\mathcal{F}, \mathbb{R})$ the algebra of equivalence classes of real-valued random variables on $(\Omega, \mathcal{F}, P)$. When $L^0(\mathcal{F}, \mathbb{R})$ is endowed with the topology of convergence in probability, we prove an intermediate value theorem for a continuous local function from $L^0(\mathcal{F}, \mathbb{R})$ to $L^0(\mathcal{F}, \mathbb{R})$. As applications of this theorem, we first give several useful expressions for modulus of random convexity, then we prove that a complete random normed module $(S, \|\cdot\|)$ is random uniformly convex iff $L^p(S)$ is uniformly convex for each fixed positive number $p$ such that $1 < p < +\infty$.
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1 Introduction

Based on the analysis of stratification structure on random normed modules, in [1] we introduced the notions of random strict convexity and random uniform convexity in random normed modules and gave the perfect relation between random strict convexity and classical strict convexity. However, when we also attempted to give a similar relation between random uniform convexity and classical uniform convexity in [1] we encountered some difficulties, which made us only obtain a not very pleasant result in [1]. The purpose of this paper is to overcome the difficulties so that we can give the perfect relation between random uniform convexity and classical uniform convexity. Besides, this paper also gives several useful expressions for modulus of random convexity. In particular, we give an $L^0(\mathcal{F}, \mathbb{R})$-valued function’s intermediate value theorem, which will play an essential role in the proofs of the above main results.

To introduce the main results of this paper, let us first recall some notation and terminology together with some known notions.
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Throughout this paper, \((\Omega, \mathcal{F}, P)\) always denotes a probability space, \(K\) the scalar field \(\mathbb{R}\) of real numbers or \(\mathbb{C}\) of complex numbers, \(L^0(\mathcal{F}, \mathbb{R})\) the set of equivalence classes of extended real-valued random variables on \((\Omega, \mathcal{F}, P)\) and \(L^0(\mathcal{F}, K)\) the algebra of equivalence classes of \(K\)-valued random variables on \((\Omega, \mathcal{F}, P)\).

It is well known from [2] that \(L^0(\mathcal{F}, \mathbb{R})\) is a complete lattice under the ordering \(\leq: \xi \leq \eta\) iff \(\xi^0(\omega) \leq \eta^0(\omega)\) for \(P\)-almost all \(\omega\) in \(\Omega\) (briefly, a.s.), where \(\xi^0\) and \(\eta^0\) are arbitrarily chosen representatives of \(\xi\) and \(\eta\), respectively. Furthermore, every subset \(A\) of \(L^0(\mathcal{F}, \mathbb{R})\) has a supremum, denoted by \(\vee A\), and an infimum, denoted by \(\wedge A\), and there exist two sequences \(\{a_n, n \in \mathbb{N}\}\) and \(\{b_n, n \in \mathbb{N}\}\) in \(A\) such that \(\bigvee_{n \geq 1} a_n = \vee A\) and \(\bigwedge_{n \geq 1} b_n = \wedge A\). If, in addition, \(A\) is directed (accordingly, dually directed), then the above \(\{a_n, n \in \mathbb{N}\}\) (accordingly, \(\{b_n, n \in \mathbb{N}\}\)) can be chosen as nondecreasing (accordingly, nonincreasing). Finally, \(L^0(\mathcal{F}, \mathbb{R})\), as a sublattice of \(L^0(\mathcal{F}, \mathbb{C})\), is complete in the sense that every subset with an upper bound has a supremum (equivalently, every subset with a lower bound has an infimum).

Specially, let \(L^0_+ = \{\xi \in L^0(\mathcal{F}, \mathbb{R}) \mid \xi \geq 0\}\), \(L^0_0 = \{\xi \in L^0(\mathcal{F}, \mathbb{R}) \mid \xi \geq 0\}\) and \(L^0_{++} = \{\xi \in L^0(\mathcal{F}, \mathbb{R}) \mid \xi > 0 \text{ on } \Omega\}\), where \(\xi > 0\) on \(\Omega\) means that \(\xi^0(\omega) > 0\) a.s. on \(\Omega\) for an arbitrarily chosen representative \(\xi^0\) of \(\xi\).

**Definition 1.1** (Guo [3]) An ordered pair \((S, \| \cdot \|)\) is called a random normed space (briefly, an RN space) over \(K\) with base \((\Omega, \mathcal{F}, P)\) if \(S\) is a linear space over \(K\) and \(\| \cdot \|\) is a mapping from \(S\) to \(L^0_+\) such that the following axioms are satisfied:

1. **(RN-1)** \(\|\alpha x\| = |\alpha|\|x\|, \forall \alpha \in K\) and \(x \in S\);
2. **(RN-2)** \(\|x + y\| \leq \|x\| + \|y\|, \forall x, y \in S\);
3. **(RN-3)** \(\|x\| = 0\) implies \(x = \theta\) (the null vector in \(S\)).

Here \(\|x\|\) is called the random norm of the vector \(x\).

In addition, if \(S\) is a left module over the algebra \(L^0(\mathcal{F}, K)\) and \(\| \cdot \|\) also satisfies the following:

1. **(RNM-1)** \(\|\xi x\| = |\xi|\|x\|, \forall \xi \in L^0(\mathcal{F}, K)\) and \(x \in S\),

then such an RN space \((S, \| \cdot \|)\) is called a random normed module (briefly, an RN module) over \(K\) with base \((\Omega, \mathcal{F}, P)\); such a random norm \(\| \cdot \|\) is called an \(L^0\)-norm.

**Example 1.2** \((L^0(\mathcal{F}, K), | \cdot |)\) is an RN module over \(K\) with base \((\Omega, \mathcal{F}, P)\), where the \(L^0\)-norm \(|x|\) of any \(x \in L^0(\mathcal{F}, K)\) is defined to be the equivalence class of the composite function \(|x^0|: \Omega \to [0, +\infty)\), namely, \(|x^0|(\omega) = |x^0(\omega)|, \forall \omega \in \Omega\), where \(x^0\) is an arbitrarily chosen representative of \(x\).

**Definition 1.3** (Guo [3]) Let \((S, \| \cdot \|)\) be an RN space over \(K\) with base \((\Omega, \mathcal{F}, P)\). Given any \(\epsilon > 0, 0 < \lambda < 1\), let \(N(\epsilon, \lambda) = \{x \in S \mid P(\omega \in \Omega : \|x\|(\omega) < \epsilon) > 1 - \lambda\}\). Then the family \(U_0 = \{N(\epsilon, \lambda) \mid \epsilon > 0, 0 < \lambda < 1\}\) forms a local base at the null element \(\theta\) of some metrizable linear topology for \(S\), called the \((\epsilon, \lambda)\)-topology for \(S\).

**Proposition 1.4** (Guo [3]) Let \((S, \| \cdot \|)\) be an RN module over \(K\) with base \((\Omega, \mathcal{F}, P)\). Then

1. The \((\epsilon, \lambda)\)-topology for \(L^0(\mathcal{F}, K)\) is exactly the topology of convergence in probability \(P\);
2. \(L^0(\mathcal{F}, K)\) is a topological algebra under the \((\epsilon, \lambda)\)-topology;
(3) $S$ is a topological module over the topological algebra $L^0(\mathcal{F}, K)$ when $S$ and $L^0(\mathcal{F}, K)$ are endowed with their respective $(\epsilon, \lambda)$-topologies.

**Definition 1.5** (Filipović et al. [4]) Let $(S, \| \cdot \|)$ be an RN space over $K$ with base $(\Omega, \mathcal{F}, P)$. Let $N_\epsilon(x) = \{ x \in S : \| x \| \leq \epsilon \}$ for any $\epsilon \in L^0_+, \lambda$, and let $\mathcal{T}_c = \{ G \subset S \mid \text{for each } y \in G \text{ there exists some } \epsilon \in L^0_+ \text{ such that } y + N_{0}(\epsilon) \subset G \}$. Then $\mathcal{T}_c$ is a Hausdorff topology for $S$, called the locally $L^0$-convex topology. Under the locally $L^0$-convex topology $L^0(\mathcal{F}, K)$ is a topological ring, which means that the locally $L^0$-convex topology for $L^0(\mathcal{F}, K)$ is not necessarily a linear topology, see [4] for details. When $(S, \| \cdot \|)$ is an RN module and is endowed with the locally $L^0$-convex topology, it is a Hausdorff topological module over the topological ring $L^0(\mathcal{F}, K)$.

In [5], to study the subdifferential of a conditional convex risk measure, Kupper and Vogelpoth proved an interesting intermediate value theorem for a continuous local function $f$ from $L^0(\mathcal{F}, \mathbb{R})$ to $L^0(\mathcal{F}, \mathbb{R})$ when $L^0(\mathcal{F}, \mathbb{R})$ is endowed with its locally $L^0$-convex topology, where $f$ is called local if $\tilde{I}_Af(x) = \tilde{I}_Af(\tilde{I}_Ax)$ for any $A \in \mathcal{F}$ and $x \in L^0(\mathcal{F}, \mathbb{R})$, where $\tilde{I}_A$ denotes the equivalence class of the characteristic function $I_A$ of $A$. However, in this paper we need an intermediate value theorem when $L^0(\mathcal{F}, \mathbb{R})$ is endowed with its $(\epsilon, \lambda)$-topology. Precisely speaking, we prove Theorem 1.6 below. For the sake of conciseness, we briefly denote by $[\alpha_1, \alpha_2]$ the set $\{ \alpha \in L^0(\mathcal{F}, \mathbb{R}) \mid \alpha_1 \leq \alpha \leq \alpha_2 \}$ for any $\alpha_1, \alpha_2 \in L^0(\mathcal{F}, \mathbb{R})$ with $\alpha_1 \leq \alpha_2$.

**Theorem 1.6** Let $f : L^0(\mathcal{F}, \mathbb{R}) \rightarrow L^0(\mathcal{F}, \mathbb{R})$ be a continuous local function when $L^0(\mathcal{F}, \mathbb{R})$ is endowed with its $(\epsilon, \lambda)$-topology and $Y_1, Y_2 \in L^0(\mathcal{F}, \mathbb{R})$ such that $Y_1 \leq Y_2$. Then for any $\xi \in [f(Y_1) \wedge f(Y_2), f(Y_1) \vee f(Y_2)]$, there exists $\eta \in [Y_1, Y_2]$ such that $f(\eta) = \xi$.

In the sequel of this paper all the RN modules are always assumed to be endowed with the $(\epsilon, \lambda)$-topology.

Given an element $\xi$ in $L(\mathcal{F}, \mathbb{R})$ with a representative $\xi^0$, we use $[\xi \geq 0]$ for the equivalence class of the set $\{ \omega \in \Omega \mid \xi^0(\omega) > 0 \}$. Let $(S, \| \cdot \|)$ be an RN space over $K$ with base $(\Omega, \mathcal{F}, P)$ and put $\xi = \sqrt{\{ \| x \| \mid x \in S \}}$. Then a representative of $H(S) := [\xi \geq 0]$ is called a support of $S$.

Let $\bar{\mathcal{F}}$ denote the set of equivalence classes of elements in $\mathcal{F}$ and $A, B \in \bar{\mathcal{F}}$ with respective representatives $A_0$ and $B_0$. $A \subset B$ means $P(A_0 \setminus B_0) = 0$. $A \cup B$ and $A \cap B$ denote the equivalence classes of $A_0 \cup B_0$ and $A_0 \cap B_0$, respectively. For simplifying notation, we also use $I_A$ for the equivalence class of $I_{A_0}$.

First of all, let us recall the notion of modulus of random convexity as follows:

Let $(S, \| \cdot \|)$ be a complete RN module over $K$ with base $(\Omega, \mathcal{F}, P)$ such that $P(H(S)) > 0$. Define

$$\delta_D(\epsilon) = \bigwedge \left\{ I_D - I_D \left\| \frac{x + y}{2} \right\| : x, y \in S(1) \text{ with } B_{xy} \supset D \text{ and } I_D \| x - y \| \geq \epsilon I_D \right\} \quad (1.1)$$

for any $D \in \bar{\mathcal{F}}$ with $D \subset H(S)$ and $P(D) > 0$ and $\epsilon \in L^0_+$ such that $0 < \epsilon \leq 2$ on $D$, where

$S(1) = \{ x \in S : \| x \| = I_A \text{ for some } A \in \bar{\mathcal{F}} \text{ with } P(A) > 0 \}$,

$A_x = [\| x \| > 0]$, $A_{xy} = A_x \cap A_y$ and $B_{xy} = A_{xy} \cap A_{x-y}$, $\forall x, y \in S$. 


It is known that \( \delta_D(\epsilon)I_G = \delta_G(\epsilon) \) for any \( G \in \tilde{\mathcal{F}} \) with \( G \subset D \). Then the mapping \( \delta_{H(S)}(\cdot) : \tilde{\mathcal{F}}(S) \to L^0_+ \) defined by (1.1) is called the modulus of random convexity of \( S \), where \( \tilde{\mathcal{F}}(S) = \{ \epsilon \in L^0_+ : 0 < \epsilon \leq 2 \text{ on } H(S) \} \).

When \((\Omega, \mathcal{F}, P)\) is a trivial probability space, namely, \( \mathcal{F} = \{\Omega, \emptyset\} \) and \( P(\Omega) = 1 \), then \( S \) becomes an ordinary Banach space and (1.1) degenerates to

\[
\delta(\epsilon) = \inf \left\{ 1 - \frac{x + y}{2} : x, y \in X, \|x\| = \|y\| = 1 \text{ and } \|x - y\| \geq \epsilon \right\}
\]

for any \( \epsilon \in \mathbb{R} \) with \( 0 < \epsilon \leq 2 \), which is just the classical modulus of convexity of the Banach space \( S \). It is well known from [6] or [7] that \( \delta(\epsilon) \) has the following two useful expressions when \( K = \mathbb{R} \) and \( \dim(S) \geq 2 \):

\[
\delta(\epsilon) = \inf \left\{ 1 - \frac{x + y}{2} : x, y \in X, \|x\| = \|y\| = 1 \text{ and } \|x - y\| = \epsilon \right\}
\]

\[
= \inf \left\{ 1 - \frac{x + y}{2} : x, y \in X, \|x\| \leq 1, \|y\| \leq 1 \text{ and } \|x - y\| \geq \epsilon \right\}. \tag{1.2}
\]

One may naturally ask if there exist such expressions for modulus of random convexity when the base space \((\Omega, \mathcal{F}, P)\) of \( S \) is not trivial. This problem involves a detailed discussion of the notions of \( L^0 \)-independence and quasi-rank in real RN modules, from which we know that for every complete RN module \( S \) there exists a unique \( G(S) \) in \( \tilde{\mathcal{F}} \) with \( G(S) \subset H(S) \) such that \( \delta_{H(S) \setminus G(S)}(\epsilon) = I_{H(S) \setminus G(S)} \) for any \( \epsilon \in \tilde{\mathcal{F}}(S) \), and such that the quasi-rank of \( S \) on \( G(S) \) is not less than 2 when \( P(G(S)) > 0 \). Following is our second main result:

**Theorem 1.7** Let \((S, \|\cdot\|)\) be a complete real RN module with base \((\Omega, \mathcal{F}, P)\) and \( P(G(S)) > 0 \). Define

\[
\delta_D^{(1)}(\epsilon) = \bigwedge \left\{ I_D - I_D \left\| \frac{x + y}{2} \right\| : x, y \in S(1) \text{ with } B_{xy} \supset D \text{ and } I_D \|x - y\| = \epsilon I_D \right\},
\]

\[
\delta_D^{(2)}(\epsilon) = \bigwedge \left\{ I_D - I_D \left\| \frac{x + y}{2} \right\| : x, y \in U(1) \text{ with } B_{xy} \supset D \text{ and } I_D \|x - y\| \geq \epsilon I_D \right\}
\]

for any \( D \in \tilde{\mathcal{F}} \) with \( D \subset G(S) \) and \( P(D) > 0 \) and \( \epsilon \in L^0_+ \) such that \( 0 < \epsilon \leq 2 \) on \( D \), where \( U(1) = \{x \in S : \|x\| \leq 1\} \). Then \( \delta_D(\epsilon) = \delta_D^{(1)}(\epsilon) = \delta_D^{(2)}(\epsilon) \), where \( \delta_D(\epsilon) \) is given by (1.1).

Since an RN module possesses the more complicated stratification structure than a normed space, those classical proofs of (1.2) in [6, 7] do not apply to our random setting. Fortunately, Yang and Zuo recently proposed a nice new proof of (1.2) in [8] by skillfully utilizing the classical intermediate value theorem for continuous real-valued functions and the classical Hahn–Banach theorem. Since the Hahn–Banach theorem for a.s. bounded random linear functionals is available, which is combined with Theorem 1.6, so we can complete the proof of Theorem 1.7.

In particular, in this paper we find that the essence of Condition (\(\Delta\)):

\[
\{\epsilon I_{H(S)} : \epsilon \in \mathbb{R} \text{ and } 0 < \epsilon \leq 2\} \subset \{I_{H(S)} \|x - y\| : x, y \in S \text{ and } \|x\| = \|y\| = I_{H(S)} \}
\]

introduced in [1, Section 4] is that the RN module \((S, \|\cdot\|)\) in consideration has quasi-rank not less than 2. This fact is not only useful in the proof of Theorem 1.7 but also leads us directly to the third main result below:
**Theorem 1.8** A complete random normed module \((S, \| \cdot \|)\) is random uniformly convex iff the Banach space \((L^p(S), \| \cdot \|_p)\) derived from \(S\) is uniformly convex for each fixed positive number \(p\) such that \(1 < p < +\infty\).

Theorem 1.8 was mentioned in [1] without a complete proof, which both implies [1, Theorem 4.3] and improves [1, Theorem 4.4] in that Condition (\(\Delta\)) in [1, Theorem 4.4] has been removed.

The remainder of this paper is organized as follows: Section 2 is devoted to the detailed discussion of the notions of \(L^0\)-independence and quasi-rank in real RN modules; Section 3 will prove the three main results above.

**2 Preliminaries**

First, Lemma 2.1 below summarizes some basic and known facts on random conjugate spaces of RN modules, whose proofs and the notion of random conjugate spaces can be found in [1, 9, 10].

**Lemma 2.1** Let \((S, \| \cdot \|)\) be an RN module over \(K\) with base \((\Omega, \mathcal{F}, P)\) and \((S^*, \| \cdot \|^*\)) being its random conjugate space. Then the following hold:

1. For any \(\{x_n, n \in \mathbb{N}\} \subset S\) and \(x, x_n \in S\), \(x_n \to x (n \to \infty) \iff \|x_n - x\| \xrightarrow{P} 0 (n \to \infty)\) (convergence in probability);

2. \(S\) is a topological module over the topological algebra \(L^0(\mathcal{F}, K)\), namely the module multiplication \(\cdot: L^0(\mathcal{F}, K) \times S \to S\) is jointly continuous;

3. A mapping \(f: S \to L^0(\mathcal{F}, K)\) is continuous iff \(f(x_n) \xrightarrow{P} f(x) (n \to \infty)\) for any \(\{x_n, n \in \mathbb{N}\} \subset S\) and \(x \in S\) such that \(x_n \to x (n \to \infty)\);

4. \(|f(x)| \leq \|f\|^* \cdot \|x\|, \forall f \in S^* \text{ and } x \in S\);

5. \(f \in S^*\) iff \(f\) is a continuous module homomorphism from \(S\) to \(L^0(\mathcal{F}, K)\), i.e., \(f\) is a continuous mapping from \(S\) to \(L^0(\mathcal{F}, K)\) and \(f(\xi \cdot x + \eta \cdot y) = \xi \cdot f(x) + \eta \cdot f(y), \forall \xi, \eta \in L^0(\mathcal{F}, K)\) and \(x, y \in S\);

6. There exists a sequence \(\{x_n, n \in \mathbb{N}\} \subset S\) such that \(\{\|x_n\|, n \in \mathbb{N}\}\) converges to \(I_{H(S)}\) in a nondecreasing way. Furthermore, if \((S, \| \cdot \|)\) is complete then there exists an element \(x\) in \(S(1)\) such that \(\|x\| = I_{H(S)}\);

7. Let \((S^{**}, \| \cdot \|^**\)) be the random random conjugate space of \((S^*, \| \cdot \|^*\)) and \(J: S \to S^{**}\) a mapping defined by \(J(x)(f) = f(x), \forall f \in S^*\) and \(x \in S\). Then \(J(x)(f) \equiv \|x\|, \forall x \in S\). Such a mapping \(J\) is called the canonical embedding mapping from \(S\) to \(S^{**}\);

8. \(\|f\|^* = \sqrt{\{|f(x)| : x \in S(1)\}}\) for any \(f \in S^*\); furthermore, if \((S, \| \cdot \|)\) is a real RN module, then \(\|f\|^* = \sqrt{\{|f(x) : x \in S(1)\}}\), so that \(\|x\| = \|J(x)(\cdot\|^**\rangle = \sqrt{\{|f(x) : f \in S^*(1)\}}\).

The Hahn–Banach theorem — Theorem 2.2 below for a.s. bounded random linear functionals plays an important role in the proof of Theorem 1.7.

**Theorem 2.2** (Guo [9, 10]) Let \((S, \| \cdot \|)\) be an RN space over \(K\) with base \((\Omega, \mathcal{F}, P)\), \(M \subset S\) a linear subspace, and \(f: M \to L^0(\mathcal{F}, K)\) an a.s. bounded random linear functional on \(M\). Then there exists an \(F \in S^*\) such that \(F(x) = f(x), \forall x \in M\) and \(\|F\|^* = \|f\|^*\). As a consequence, for any \(x \in S\), there exists \(g \in S^*\) such that \(g(x) = \|x\|\) and \(\|g\|^* = I_{A_x}\), where \(A_x = \{|x| > 0\}\).
In the sequel, every RN module \((S, \| \cdot \|)\) is assumed to have nontrivial support, namely, \(P(H(S)) > 0\). The notions of \(L^0\)-independence and quasi-rank essentially come from [11].

**Definition 2.3** Let \((S, \| \cdot \|)\) be a real RN module with base \((\Omega, \mathcal{F}, P)\) and \(D \in \tilde{\mathcal{F}}\) such that \(D \subset H(S)\) and \(P(D) > 0\).

1. For any \(x, y \in S\) and \(F \in \tilde{\mathcal{F}}, x \) and \(y \) are called \(L^0\)-independent on \(F\) if \(\xi_1 F = \eta_1 F = 0\) whenever \(\xi_1, \eta_1 \in L^0(\mathcal{F}, \mathbb{R})\) such that \(\xi_1 f + \eta_1 f y = \theta\).
2. If there exist \(x, y \in S\) such that \(x \) and \(y \) are \(L^0\)-independent on \(D\), then \(S\) is said to have quasi-rank not less than 2 on \(D\) (briefly, \(\text{Rank}_D(S) \geq 2\)), otherwise \(S\) is said to have quasi-rank strictly less than 2 on \(D\) (briefly, \(\text{Rank}_D(S) < 2\)). In particular, when \(\text{Rank}_H(S)(S) \geq 2\), we simply say that \(S\) has quasi-rank not less than 2, denoted by \(\text{Rank}(S) \geq 2\).

It should be mentioned that \(L^0\)-independence of three or more elements can be defined in the same manner as that of two elements. Let \((S, \| \cdot \|)\) and \(D\) be the same as in Definition 2.3 and \(x, y, z \in S\). It is easy to see that the independence of \(x, y\) and \(z\) on \(D\) implies that of \(x\) and \(y\) on \(D\). In addition, if \(E \in \tilde{\mathcal{F}}\) is such that \(E \subset D\) and \(P(E) > 0\), then the \(L^0\)-independence of \(x\) and \(y\) on \(D\) implies that on \(E\), thus \(\text{Rank}_D(S) \geq 2\) implies \(\text{Rank}_E(S) \geq 2\).

**Proposition 2.4** Let \((S, \| \cdot \|)\) be an RN module over \(\mathbb{R}\) with base \((\Omega, \mathcal{F}, P), E \in \tilde{\mathcal{F}}\) with \(P(E) > 0\) and \(x, y \in S\).

1. If \(P(A_{xy}) > 0\) and \(x\) and \(y\) are not \(L^0\)-independent on \(A_{xy}\), then there exists a unique \(F \in \tilde{\mathcal{F}}\) with \(F \subset A_{xy}\) and \(P(F) > 0\), and \(\xi, \eta \in L^0(\mathcal{F}, \mathbb{R})\) with \(F \subset [\xi \neq 0] \cap [\eta \neq 0]\) such that \(\xi F x + \eta I F y = \theta\) and \(x\) and \(y\) are \(L^0\)-independent on \(A_{xy}\).\(F\) whenever \(P(A_{xy}\setminus F) > 0\) (such \(A_{xy}\) is called the \(L^0\)-independent part of \(x\) and \(y\) no matter whether \(P(A_{xy}\setminus F) > 0\) or not). In addition, if \(x\) and \(y\) are \(L^0\)-independent on \(A_{xy}\) their \(L^0\)-independent part is just the whole \(A_{xy}\).
2. If \(x\) and \(y\) are \(L^0\)-independent on \(E\), then \(P(A_{xy}) > 0\) and \(E \subset A_{xy}\).\(F\), where \(F\) is the same as in (1).

**Proof** (1) Denote \(B = \{E \in \tilde{\mathcal{F}}| E \subset A_{xy}\) such that \(P(E) > 0\) and \(I_{E} \xi x + I_{E} \eta y = \theta\) for some \(\xi, \eta \in L^0(\mathcal{F}, \mathbb{R})\) with \(\xi, \eta \neq 0\) on \(E\}\), where \(\eta \neq 0\) on \(E\) means that \(E \subset [\eta \neq 0]\). Since \(x, y\) are not \(L^0\)-independent on \(A_{xy}\), there exist \(\xi_0, \eta_0 \in L^0(\mathcal{F}, \mathbb{R})\) with \(\xi_0 I_{A_{xy}} \neq 0\) or \(\eta_0 I_{A_{xy}} \neq 0\) such that \(\xi_0 I_{A_{xy}} x + \eta_0 I_{A_{xy}} y = \theta\). One can see that \([\xi_0 = 0] \cap A_{xy} = [\eta_0 = 0] \cap A_{xy}\) by noticing that \(\|x\|, \|y\| \neq 0\) on \(A_{xy}\). Let \(E_0 = [\xi_0 \neq 0] \cap A_{xy}\). Then \(E_0 \in B\), which shows that \(B\) is nonempty. Consequently, there exists a sequence \(\{B_n, n \in \mathbb{N}\} \) in \(B\) such that \(\bigvee_{n \geq 1} I_{B_n} = \bigvee \{I_B: B \in B\}\), namely, \(I_{\bigcup_{n \geq 1} B_n} = \bigvee \{I_B: B \in B\}\). It is clear that \(B \subset \bigcup_{n \geq 1} B_n\) for any \(B \in B\). We will show that \(F \triangleq \bigcup_{n \geq 1} B_n\) is just desired.

Take \(\xi_n, \eta_n \in L^0(\mathcal{F}, \mathbb{R})\) such that \(\xi_n, \eta_n \neq 0\) on \(B_n\) and \(I_{B_n} \xi_n x + I_{B_n} \eta_n y = \theta\) for any \(n \in \mathbb{N}\), and denote \(E_1 = B_1, E_n = B_n \setminus \bigcup_{i=1}^{n-1} B_i, \forall n \geq 2\). Then \(\sum_{n=1}^{\infty} E_n = \bigcup_{n=1}^{\infty} B_n = F\). Since \(P(\sum_{n=1}^{\infty} E_n) \leq 1\) and \(L^0(\mathcal{F}, \mathbb{R})\) is complete, we know that \(\{\sum_{n=1}^{\infty} \xi_n I_{E_n}, k \in \mathbb{N}\}\) converges in \(P\) to some element \(\xi\) in \(L^0(\mathcal{F}, \mathbb{R})\). Furthermore, \(\xi I_{E_n} = \xi_n I_{E_n}, \eta I_{E_n} = \eta_n I_{E_n}, \forall n \in \mathbb{N}\), so that \(\xi, \eta \neq 0\) on \(F\) and by the continuity of module multiplication, \(\xi F x + \eta I F y = \theta\).

On the other hand, \(x\) and \(y\) are \(L^0\)-independent on \(A_{xy}\) whenever \(P(A_{xy}\setminus F) > 0\). Oth-
erwise there exists $D \in \tilde{F}$ with $D \subset A_{xy} \setminus F$ and $P(D) > 0$ such that $D \in B$, hence $D \subset F$, which is impossible. 

(2) First, $E \subset A_{xy}$, otherwise $D \triangleq E \cap A_{xy}^c$ is such that $P(D) > 0$. Noticing that $A_{xy}^c = (A_x \setminus A_y) \cup (A_y \setminus A_x) \cup (A \setminus A_y) \cup (A \setminus A_x) \cup (D \cap (A_x \setminus A_y)) \cup (D \cap (A_y \setminus A_x)) \cup (D \cap (A \setminus A_y)) \cup (D \cap (A \setminus A_x))$, we have $D = D \cap (A_x \setminus A_y) \cup (D \cap (A_y \setminus A_x)) \cup (D \cap (A \setminus A_y)) \cup (D \cap (A \setminus A_x))$. Take $\xi_1 = I_{A_y \setminus A_x} + I_{(A_y \setminus A_x)^c}$ and $\eta = I_{A_x \setminus A_y} + I_{(A_x \setminus A_y)^c}$. Then clearly $\xi_1 I_Dx + \eta I_Dy = \theta$ with $\xi_1 I_D \neq 0$ or $\eta I_D \neq 0$, namely, $x$ and $y$ are not $L^0$-independent on $D$, so that they are not $L^0$-independent on $E$, which is a contradiction. Next, $E \subset F^c$, otherwise $G \triangleq E \cap F$ is such that $P(G) > 0$, but by (1), $\xi I_F x + \eta I_F y = \theta$ and $\xi, \eta \neq 0$ on $F$, which implies that $\xi I_G x + \eta I_G y = \theta$. This is also a contradiction to the $L^0$-independence of $x$ and $y$ on $E$. □

Proposition 2.5 Let $(S, \| \cdot \|)$ be a complete RN module over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$ and $x_0$ as obtained in Lemma 2.1 (6) such that $\|x_0\| = I_{H(S)}$. Then the following hold:

1. If $E \subset \tilde{F}$ with $P(E) > 0$ and $E \subset H(S)$ is such that $\text{Rank}_D(S) < 2$ for any $D \in \tilde{F}$ with $P(D) > 0$ and $D \subset E$, then for each $y \in S$ with $A_y \subset E$ there exists $\xi \in L^0(\mathcal{F}, \mathbb{R})$ such that $y = \xi x_0$.

2. If $\text{Rank}_E(S) \geq 2$ for some $E \subset \tilde{F}$ with $E \subset H(S)$ and $P(E) > 0$, then there exists a unique $G(S) \in \tilde{F}$ with $E \subset G(S) \subset H(S)$ and $P(G(S)) > 0$ such that $\text{Rank}_{G(S)}(S) \geq 2$ and $\text{Rank}_D(S) < 2$ for any $D \in \tilde{F}$ with $D \subset H(S) \setminus G(S)$ and $P(D) > 0$.

Proof: (1) Suppose that $y \in S$ with $A_y \subset E$ and $P(A_y) > 0$, and that the $L^0$-independent part of $y$ and $x_0$ as determined by Proposition 2.4 (1) is $A_y \setminus F$. If $P(A_y \setminus F) = 0$, then $y = I_{A_y \setminus F} x_0$ for some $\xi \in L^0(\mathcal{F}, \mathbb{R})$. If $P(A_y \setminus F) > 0$, then $\text{Rank}_{A_y \setminus F}(S) \geq 2$, which is a contradiction.

(2) Denote $\mathcal{G} = \{D \subset \tilde{F} \mid D \subset H(S), P(D) > 0 \text{ and } \text{Rank}_D(D) \geq 2\}$. Then $E \in \mathcal{G}$ and there exists a sequence $\{G_n, n \in \mathbb{N}\}$ in $\mathcal{G}$ such that $\bigcup_{n=1}^{\infty} G_n \setminus \bigcup_{n=1}^{\infty} G_n = \emptyset$. We will verify that $G(S) \triangleq \bigcup_{n=1}^{\infty} G_n$ is just desired.

Let $E_1 = G_1, E_n = G_n \setminus \bigcup_{r=1}^{n-1} G_r, \forall n \geq 2$, $x_n$ and $y_n$ be two elements $L^0$-independent on $G_n$ for each $n \in \mathbb{N}$. Then $\sum_{n=1}^{\infty} E_n = G(S)$, and $x \triangleq \sum_{n=1}^{\infty} I_{E_n} x_n$ and $y \triangleq \sum_{n=1}^{\infty} I_{E_n} y_n$ exist by the completeness of $S$; furthermore, $I_{E_n} x = I_{E_n} x_n$ and $I_{E_n} y = I_{E_n} y_n$ for each $n \in \mathbb{N}$. Consequently, it is easy to see that $x$ and $y$ are $L^0$-independent on $G(S)$. On the other hand, if there is some $D_1 \subset \tilde{F}$ with $D_1 \subset H(S) \setminus G(S)$ and $P(D_1) > 0$ such that $\text{Rank}_{D_1}(S) \geq 2$, then $D_1 \subset \tilde{F}$, a contradiction. □

For any complete RN module $(S, \| \cdot \|)$ over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$, there are only two cases that may occur:

Case (1) There exists an $E \subset \tilde{F}$ with $P(E) > 0$ and $E \subset H(S)$ such that $\text{Rank}_E(S) \geq 2$;

Case (2) $\text{Rank}_D(S) < 2$ for any $D \subset \tilde{F}$ with $D \subset H(S)$ and $P(D) > 0$.

In the sequel, when Case (1) occurs $G(S)$ is always understood as in Proposition 2.5 (2), at which time $P(G(S)) > 0$, whereas Case (2) occurs we have $P(G(S)) = 0$. By Proposition 2.5 (1), we have the following:

Corollary 2.6 $\delta_{H(S) \setminus G(S)}(\epsilon) = I_{H(S) \setminus G(S)}$ for any $\epsilon \in L^0_+ \text{ with } 0 < \epsilon \leq 2 \text{ on } H(S) \setminus G(S)$. 
Proposition 2.7 Let $(S, || \cdot ||)$ be a complete RN module over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$ and $P(G(S)) > 0$, and $u \in S$ with $||u|| = I_{G(S)}$. Then there exists $v \in S$ with $||v|| = I_{G(S)}$ such that $u$ and $v$ are $L^0$-independent on $G(S)$.

Proof Since $\text{Rank}_{G(S)}(S) \geq 2$, we can take a pair of elements $x, y \in S$ with $||x|| = ||y|| = I_{G(S)}$ such that $x$ and $y$ are $L^0$-independent on $G(S)$. Denote $\mathcal{B} = \{ E \in \mathcal{F} \mid E \subset G(S) \}$ and there exist $\xi, \eta \in L^0(\mathcal{F}, \mathbb{R})$ such that $I_{E}u = \xi I_{E}x + \eta I_{E}y$. Then our proof is divided into the following two cases.

Case (1) When $\mathcal{B} = \{ \emptyset \}$, it is easy to see that $u, x$ and $y$ are $L^0$-independent on $G(S)$, thus $v := x$ or $y$ is just desired.

Case (2) Otherwise, there exists a sequence $\{B_n, n \in \mathbb{N}\}$ in $\mathcal{B}$ such that $I_{\bigcup_{n \geq 1} B_n} = \bigvee \{I_B : B \in \mathcal{B}\}$ and $\xi_n, \eta_n \in L^0(\mathcal{F}, \mathbb{R})$ such that $I_{B_n}u = \xi_n I_{B_n}x + \eta_n I_{B_n}y$ for each $n \in \mathbb{N}$. Set $E_1 = B_1, E_n = B_n \setminus \bigcup_{i=1}^{n-1} B_i, \forall n \geq 2$. Then $\{\sum_{n=1}^{k} \xi_n I_{E_n}, k \in \mathbb{N}\}$ (accordingly, $\{\sum_{n=1}^{k} \eta_n I_{E_n}, k \in \mathbb{N}\}$) converges to $P$ to some element $\xi$ (accordingly, $\eta$) in $L^0(\mathcal{F}, \mathbb{R})$. Furthermore, $\xi I_{E_n} = \xi_n I_{E_n}$ and $\eta I_{E_n} = \eta_n I_{E_n}, \forall n \in \mathbb{N}$, then by the continuity of module multiplication,

$$I_{D}u = \xi I_{D}x + \eta I_{D}y,$$

where $D = \bigcup_{n=1}^{\infty} E_n = \bigcup_{n=1}^{\infty} B_n \subset G(S)$. It is easy to prove by way of contradiction that $u, x$, and $y$ are $L^0$-independent on $G(S) \setminus D$.

Denote $F_\xi = D \cap [\xi = 0]$ and $F_\eta = D \cap [\eta = 0]$. Then from (2.1) it follows that $I_{F_\xi}u = \eta I_{F_\xi}y$, which implies $I_{F_\xi}[\eta] = I_{F_\xi}$. Similarly, $I_{F_\eta}u = \xi I_{F_\eta}x$ and $I_{F_\eta}[\xi] = I_{F_\eta}$.

Let $v = I_{D \setminus (F_\xi \cup F_\eta)}x + I_{F_\xi \cup F_\eta}||x + y||^{-1}(x + y) + I_{G(S) \setminus D}x$, clearly $||v|| = I_{G(S)}$. Now we suppose that $k_1, k_2 \in L^0(\mathcal{F}, \mathbb{R})$ are such that $k_1 u + k_2 v = \theta$, namely,

$$k_1(I_{G(S) \setminus D}u + \xi I_{D}x + \eta I_{D}y) + k_2(I_{D \setminus (F_\xi \cup F_\eta)}x + I_{F_\xi \cup F_\eta}||x + y||^{-1}(x + y) + I_{G(S) \setminus D}x) = \theta. \quad (2.2)$$

Clearly, multiplying both sides of (2.2) by $I_{G(S) \setminus D}$ yields $k_1 I_{G(S) \setminus D}u + k_2 I_{G(S) \setminus D}x = \theta$, thus $k_1 = k_2 = 0$ on $G(S) \setminus D$. In the same way, we can verify that $k_1 = k_2 = 0$ on $F_\xi$, $F_\eta$ and $D \setminus (F_\xi \cup F_\eta)$, respectively. Therefore, $k_1 = k_2 = 0$ on $G(S)$. \hfill \Box

3 Proofs of Main Results

We can now prove Theorem 1.6, the idea of whose proof is very similar to that of [5, Lemma 4.7], but since Theorem 1.6 is of crucial importance in this paper, we give its proof in detail.

Proof of Theorem 1.6 It suffices to prove the special case when $f(Y_1) \leq f(Y_2)$: since, otherwise, let $C = [f(Y_1) \leq f(Y_2)]$ and $D = [f(Y_1) > f(Y_2)]$; then for $C$ we apply the special case to $f_C = I_Cf$ and $\xi_C = I_C\xi$ so that we can obtain $\eta_C \in [Y_1, Y_2]$ such that $I_Cf(\eta_C) = I_C\xi$; for $D$ we apply the special case to $f_D = -I_Df$ and $\xi_D = -I_D\xi$ so that we can obtain $\eta_D \in [Y_1, Y_2]$ such that $I_Df(\eta_D) = I_D\xi$, consequently, $\eta := I_C\eta_C + I_D\eta_D$ satisfies our requirements. In the following, we will give the proof of the special case.

Denote $A_1 = [\xi = f(Y_1)], A_2 = [\xi = f(Y_2)]$ and $H = \hat{\Omega} \setminus (A_1 \cup A_2)$, where $\hat{\Omega}$ is the equivalence class of $\Omega$. If we can find some $\eta \in [Y_1, Y_2]$ such that $f(\eta) = \xi H$, then $f(I_{A_1}Y_1 + I_{A_2}Y_2 +$
$I_H \eta = I_A \xi + I_{A \setminus A_\eta} \xi + I_H \xi = \xi$. Thus we can suppose that $f(Y_1) < \xi < f(Y_2)$ on $\tilde{\Omega}$, which certainly implies $Y_1 < Y_2$ on $\tilde{\Omega}$.

Let $\eta = \land \mathcal{G}$, where $\mathcal{G} = \{ Y \in [Y_1, Y_2] | f(Y) \geq \xi \text{ and } Y \geq Y_1 \}$. Clearly, $Y_2 \in \mathcal{G}$, which shows that $\mathcal{G}$ is non-void and $\eta \in [Y_1, Y_2]$. Since $\mathcal{G}$ is dually directed, there is a sequence \((W_n, n \in \mathbb{N}) \subseteq \mathcal{G}\) such that $W_n \land \eta (n \to \infty)$, which together with the continuity of $f$ implies that $f(W_n) \to f(\eta) (n \to \infty)$. Thus $f(\eta) \geq \xi$. We will further prove that $f(\eta) = \xi$ as follows.

Assume by way of contradiction that there exists some $E \in \tilde{\mathcal{F}}$ with $P(E) > 0$ such that $f(\eta) > \xi$ on $E$. Let $U_n = (\eta - 1/n) \cap Y_1$ for each $n \in \mathbb{N}$. Then $U_n \to \eta (n \to \infty)$ by noticing that $\eta \geq Y_1$. We claim that $f(U_n) \to \eta$ on $\tilde{\Omega}$ for each $n \in \mathbb{N}$. Otherwise, there exists some $i \in \mathbb{N}$ such that $P(D_i) > 0$, where $D_i = [f(U_i) \geq \eta]$. Denote $B_i = [\eta - 1/i > Y_1]$. Then $P(D_i \cap B_i) = 0$ (otherwise $I_{D_i \cap B_i} f(Y_1) = I_{D_i \cap B_i} f(U_i) \geq \xi I_{D_i \cap B_i}$, which is a contradiction), i.e., $D_i = D_i \cap B_i$. Furthermore, $I_{D_i} f(\eta - 1/i) = I_{D_i \cap B_i} f(U_i) = I_{D_i} f(U_i)$ and $\eta - 1/i \geq Y_1$ on $D_i$, which yields $f(I_{D_i} (\eta - 1/i) + \tilde{\Omega} \cap D_i) \geq \xi$, and hence $I_{D_i} (\eta - 1/i) + I_{D_i} Y_2 \in \mathcal{G}$, which in turn implies $I_{D_i} (\eta - 1/i) + I_{D_i} Y_2 \geq \eta$, but this is impossible. Thus $P(D_n) = 0$, namely, $f(U_n) \to \eta$ on $\tilde{\Omega}$ for any $n \in \mathbb{N}$.

Observing $I_E f(U_n) < \xi \cap f(\eta) I_E$ on $E$ and recalling $U_n \to \eta$, by the continuity of $f$ we have $I_E f(\eta) \leq \xi I_E < f(\eta) I_E$ on $E$, which is an obvious contradiction. Therefore, $f(\eta) = \xi$. \hfill \square

Lemma 3.1 below together with Proposition 2.7 is a preparation for the proof of Proposition 3.2 below that is key to the proof of Theorem 1.7.

**Lemma 3.1** Let $(S, \| \cdot \|)$ be an RN module over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$, $E \in \tilde{\mathcal{F}}$ with $P(E) > 0$ and $x, y \in S$ with $\|x\| = I_{A_{xy}}$ and $\|y\| \leq 1$. If $x$ and $y$ are $L^0$-independent on $E$, then there exist $u_E, v_E \in E$ such that $\|u_E\| = \|v_E\| = I_E$ and $u_E - v_E = I_E (x - y)$.

**Proof** By Proposition 2.4 (2), we can see that $E \subset A_{xy}$. Define a mapping $f_E : L^0(\mathcal{F}, \mathbb{R}) \to L^0(\mathcal{F}, \mathbb{R})$ by
\begin{equation}
 f_E(\alpha) = I_E \left\| \frac{\cos(\alpha)x + \sin(\alpha)y}{\|\cos(\alpha)x + \sin(\alpha)y\|} - x + y \right\|, \quad \forall \alpha \in L^0(\mathcal{F}, \mathbb{R}),
\end{equation}
then it is clear that $f_E$ is a continuous local function. By the $L^0$-independence of $x$ and $y$ on $E$ we can see that $\|\cos(\alpha)x + \sin(\alpha)y\| > 0$ on $E$. Since $f_E(0) = I_E \|y\| \leq I_E$ and $f_E(3\pi/4) = I_E (1 + \|x - y\|) \geq I_E$, by Theorem 1.6 there exists $\eta_E \in L^0(\mathcal{F}, \mathbb{R})$ with $0 \leq \eta_E \leq 3\pi/4$ such that $f_E(\eta_E) = I_E$. Denote $u_E = I_E \frac{\cos(\eta_E)x + \sin(\eta_E)y}{\|\cos(\eta_E)x + \sin(\eta_E)y\|}$ (3.2) and $v_E = I_E (u_E - x + y)$. Then $u_E$ and $v_E$ are desired. Indeed, $\|u_E\| = I_E$, $\|v_E\| = f_E(\eta_E) = I_E$ and $u_E - v_E = I_E u_E - I_E (u_E - x + y) = I_E (x - y)$. \hfill \square

**Proposition 3.2** Let $(S, \| \cdot \|)$ be a complete RN module over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$ and $P(G(S)) > 0$, and $x, y \in S$ with $P(A_{xy}) > 0$, $A_{xy} \subset G(S)$, $\|x\| = I_{A_{xy}}$ and $\|y\| \leq 1$. Then there exist $u, v \in S$ satisfying the following two conditions:

1. $\|u\| = \|v\| = I_{A_{xy}}$ and $u - v = I_{A_{xy}} (x - y),$
2. $\|u + v\| \geq I_{A_{xy}} \|x + y\|$.
Proof. It is divided into two steps; Step 1 is to obtain \( u \) and \( v \) satisfying (1), and Step 2 is to show that these two elements \( u \) and \( v \) also satisfy (2).

**Step 1.** First of all, there exist \( u_0, v_0 \) in \( S \) with \( \|u_0\| = \|v_0\| = I_{G(S)} \) such that \( u_0 \) and \( v_0 \) are \( L^0 \)-independent on \( G(S) \) by the meaning of \( G(S) \).

Let \( F, \xi \) and \( \eta \) be the same as obtained in Proposition 2.4 (1) with respect to \( x \) and \( y \) (if \( x \) and \( y \) are \( L^0 \)-independent on \( A_{xy} \). Then \( F \) is \( \emptyset \)) and denote \( G = A_{xy} \setminus F, G_1 = G \cap \{\|y\| < 1\}, F_1 = F \cap \{\|y\| < 1\} \) and \( E_0 = A_{xy} \cap \{\|y\| = 1\} \). Clearly, \( A_{xy} = G_1 \cup F_1 \cup E_0 \) since \( \|y\| \leq 1 \). We will deal with the problem on \( G_1, F_1 \) and \( E_0 \), respectively. Without loss of generality, we can assume that \( G_1, F_1 \) and \( E_0 \) all have positive probabilities.

Considering \( x \) and \( y \) on \( G_1 \), we obtain \( u_{G_1} \) and \( v_{G_1} \) in \( S \) such that \( \|u_{G_1}\| = \|v_{G_1}\| = I_{G_1} \) and \( u_{G_1} - v_{G_1} = I_{G_1}(x - y) \) by Lemma 3.1.

Then consider the case on \( F_1 \). From \( \xi I_F x + \eta I_F y = 0 \) and \( F \subset \{\xi \neq 0\} \cap \{\eta \neq 0\} \), it follows that \( I_F y = \gamma I_F x \), where \( \gamma = -\xi \eta^{-1} \neq 0 \) on \( F \); furthermore, \( |\gamma| I_F = I_F \cdot \|y\| \leq I_F \), so that \( F_1 = F \cap \{\|y\| < 1\} = F \cap \{0 < \|y\| < 1\} \). Let \( F_{12} = F \cap \{0 < \|y\| < 1\} \) and \( F_{12} = F \cap \{-1 < \|y\| < 0\} \). Then \( F_1 = F_{11} \cup F_{12} \).

Let \( x' = I_{A_{xy}} x + I_{G(S) \setminus A_{xy}} u_0 \). Then \( \|x'\| = I_{G(S)} \), and by Proposition 2.7, there exists \( x'' \in S \) with \( \|x''\| = I_{G(S)} \) such that \( x' \) and \( x'' \) are \( L^0 \)-independent on \( G(S) \), which also implies that \( x \) and \( x'' \) are \( L^0 \)-independent on both \( F_{11} \) and \( F_{12} \).

Let

\[
\begin{align*}
w_1 &= I_{F_{11}} \frac{1 - \gamma}{2} x'' , \\
x_1 &= I_{F_{11}} \frac{w_1 + x}{\|w_1 + x\|} , \\
y_1 &= I_{F_{11}} y + x_1 - I_{F_{11}} x .
\end{align*}
\]

Then it is easy to see that \( x \) and \( w_1 \), furthermore, \( x \) and \( x_1 \) are \( L^0 \)-independent on \( F_{11} \), so that \( x_1 \) and \( y_1 \) are \( L^0 \)-independent on \( F_{11} \) by noticing that \( y_1 = (\gamma - 1)I_{F_{11}} x + x_1 \). By Proposition 2.4 (2), \( F_{11} \subset A_{x_1 y_1} \), which together with the obvious fact that \( A_{x_1} = F_{11} \) and \( A_{y_1} \subset F_{11} \) implies that \( A_{x_1 y_1} = F_{11} \). Besides,

\[
I_{F_{11}} \|x_1 - x\| = I_{F_{11}} \left\| \frac{w_1 + x}{\|w_1 + x\|} - x - w_1 + w_1 \right\|
\leq I_{F_{11}} \left\| \frac{w_1 + x}{\|w_1 + x\|} - x - w_1 \right\| + I_{F_{11}} \|w_1\|
= I_{F_{11}} \|x\| - \|w_1 + x\| + I_{F_{11}} \|w_1\|
\leq 2I_{F_{11}} \|w_1\| = I_{F_{11}}(1 - \gamma) ,
\]

from which it follows that \( I_{F_{11}} \|y_1\| = I_{F_{11}} \|\gamma x + x_1 - x\| \leq I_{F_{11}} \gamma + I_{F_{11}}(1 - \gamma) = I_{F_{11}} \).

Applying Lemma 3.1 to \( x_1 \) and \( y_1 \) on \( F_{11} \), we obtain \( u_{F_{11}}, v_{F_{11}} \in S \) with \( \|u_{F_{11}}\| = \|v_{F_{11}}\| = I_{F_{11}} \) such that \( u_{F_{11}} - v_{F_{11}} = I_{F_{11}}(x_1 - y_1) = I_{F_{11}}(x - y) \).

In the same way, let \( w_2 = I_{F_{12}}((1 + \gamma)/2)x'' \), \( x_2 = I_{F_{12}} \|w_2 + x\|^{-1}(w_2 + x) \) and consider \( x_2 \) and \( y_2 := I_{F_{12}} y + x_2 - I_{F_{12}} x \). We can obtain \( u_{F_{12}}, v_{F_{12}} \in S \) with \( \|u_{F_{12}}\| = \|v_{F_{12}}\| = I_{F_{12}} \) such that \( u_{F_{12}} - v_{F_{12}} = I_{F_{12}}(x - y) \).

As for the case on \( E_0 \), let \( u_{E_0} = I_{E_0} x \) and \( v_{E_0} = I_{E_0} y \). Then \( \|u_{E_0}\| = \|v_{E_0}\| = I_{E_0} \) and \( u_{E_0} - v_{E_0} = I_{E_0}(x - y) \).
Finally, let \( u = u_{G_1} + u_{F_1} + u_{F_2} + u_{E_0} \) and \( v = v_{G_1} + v_{F_1} + v_{F_2} + v_{E_0} \). It is easy to see that \( \|u\| = \|v\| = I_{A_{xy}} \) and \( u - v = I_{A_{xy}}(u - v) = I_{A_{xy}}(x - y) \) by noticing that \( A_{xy} = G_1 \cup F_1 \cup F_2 \cup E_0 \).

**Step 2** Since \( A_{xy} = G_1 \cup F_1 \cup E_0 \) and \( I_{E_0}\|u + v\| = I_{E_0}\|x + y\| \), we only need to prove \( I_{F_1 \cup G_1}\|u + v\| \geq I_{F_1 \cup G_1}\|x + y\| \).

First we will find \( \lambda, \beta \in L^0 \) with \( \lambda \geq 1 \) on \( F_1 \cup G_1 \) such that

\[
I_{F_1 \cup G_1} x = \lambda I_{F_1 \cup G_1} \frac{x + y}{2} - \beta I_{F_1 \cup G_1} (u - x). \tag{3.3}
\]

Since \( I_{F_1} = \gamma I_{F_1}, \) where \( 0 < |\gamma| < 1 \) on \( F_1 \), we can take \( \lambda, \beta \in L^0 \) such that \( \lambda I_{F_1} = 2I_{F_1}(1 + \gamma)^{-1} \) and \( \beta I_{F_1} = 0 \), which certainly implies the validity of (3.3) on \( F_1 \) and that \( \lambda \geq 1 \) and \( \beta \geq 0 \) on \( F_1 \). Furthermore, recalling that \( I_{G_1} u = u_{G_1} \) is determined by (3.2) when \( E \) is replaced by \( G_1 \), considering (3.3) on \( G_1 \), we have

\[
\begin{align*}
\frac{\lambda}{2} I_{G_1} &= I_{G_1} \beta \\
I_{G_1} &= \frac{\lambda}{2} I_{G_1} - I_{G_1} \beta \\
\end{align*}
\]

which yields

\[
\beta I_{G_1} = I_{G_1} \left( 1 - \beta + \frac{\lambda}{2} \right) \frac{\|\cos \eta_{G_1} x + \sin \eta_{G_1} y\|}{\|\cos \eta_{G_1} x + \sin \eta_{G_1} y\|}.
\]

And

\[
\lambda I_{G_1} = I_{G_1} \left( 1 - \lambda + \beta \right) \frac{\cos \eta_{G_1} + \sin \eta_{G_1}}{\|\cos \eta_{G_1} x + \sin \eta_{G_1} y\|}.
\]

Notice that \( f_{G_1}(\eta_{G_1}) = I_{G_1} \). We will check that \( \beta \geq 0 \) on \( G_1 \) and \( \lambda \geq 1 \) on \( G_1 \) as follows.

We claim that \( \sin \eta_{G_1} > 0 \) on \( G_1 \), otherwise there exists \( D \in \hat{F} \) with \( D \subset G_1 \) and \( P(D) > 0 \) such that \( I_{D} \sin \eta_{G_1} = 0 \). Then \( I_{D} \eta_{G_1} = 0 \) since \( 0 \leq \eta_{G_1} \leq 3\pi/4 \), and by (3.1) we have \( I_{D} f_{G_1}(\eta_{G_1}) = I_{D}\|y\| \), a contradiction to the equality \( f_{G_1}(\eta_{G_1}) = I_{G_1} \). Furthermore, combining the relation

\[
I_{G_1} \|\cos \eta_{G_1} x + \sin \eta_{G_1} y\| \geq I_{G_1}(\|\cos \eta_{G_1} - |\sin \eta_{G_1}|\|y\|)
\]

and the \( L^0 \)-independence of \( x \) and \( y \) on \( G_1 \), we can see that \( \beta > 0 \) on \( G_1 \).

On the other hand, applying Theorem 2.2 to \( I_{F_1 \cup G_1} u \), we obtain some \( x^* \in S^* \) such that \( x^*(I_{F_1 \cup G_1} u) = I_{F_1 \cup G_1} \) and \( \|x^*\| = I_{F_1 \cup G_1} \). Thus \( I_{F_1 \cup G_1} \geq x^*(I_{F_1 \cup G_1} v) = I_{F_1 \cup G_1} x^*(u - x + y) = I_{F_1 \cup G_1} - x^*(I_{F_1 \cup G_1} x) + x^*(I_{F_1 \cup G_1} y) \), which yields \( x^*(I_{F_1 \cup G_1} x) \geq x^*(I_{F_1 \cup G_1} y) \). Again since \( \cos \eta_{G_1} + \sin \eta_{G_1} \geq 0 \), it follows from

\[
I_{G_1} = x^*(I_{G_1} u) = x^* \left( I_{G_1} \frac{\cos \eta_{G_1} x + \sin \eta_{G_1} y}{\|\cos \eta_{G_1} x + \sin \eta_{G_1} y\|} \right)
\]

that

\[
I_{G_1} \|\cos \eta_{G_1} x + \sin \eta_{G_1} y\| = (\cos \eta_{G_1}) x^*(I_{G_1} x) + (\sin \eta_{G_1}) x^*(I_{G_1} y)
\]
\[ \leq x^*(I_{G_1}x)(\cos \eta_{G_1} + \sin \eta_{G_1}) \]
\[ \leq I_{G_1}(\cos \eta_{G_1} + \sin \eta_{G_1}), \]

which implies that \( \lambda I_{G_1} \geq I_{G_1} \).

Next, we have the following equivalent relations:

\[ (3.3) \iff \frac{\lambda}{2} I_{F_1 \cup G_1} (y + x) = \beta I_{F_1 \cup G_1} u + (1 - \beta) I_{F_1 \cup G_1} x \]
\[ \iff \frac{\lambda}{2} I_{F_1 \cup G_1} (y - x) = \beta I_{F_1 \cup G_1} u + (1 - \beta - \lambda) I_{F_1 \cup G_1} x \]
\[ \iff \frac{\lambda}{2} I_{F_1 \cup G_1} (v - u) = \beta I_{F_1 \cup G_1} u + (1 - \beta - \lambda) I_{F_1 \cup G_1} x \quad \text{(by the results in (1))} \]
\[ \iff \frac{\lambda}{2} I_{F_1 \cup G_1} (v + u) = I_{F_1 \cup G_1} x + (\beta + \lambda) I_{F_1 \cup G_1} (u - x), \]

so that

\[ \begin{align*}
I_{F_1 \cup G_1} \| x + (\beta + \lambda) (u - x) &\| = \frac{\lambda}{2} I_{F_1 \cup G_1} \| u + v \|, \\
I_{F_1 \cup G_1} \| x + \beta (u - x) &\| = \frac{\lambda}{2} I_{F_1 \cup G_1} \| x + y \|. 
\end{align*} \]

Besides, we have the following relations:

\[ I_{F_1 \cup G_1} \| x + \beta (u - x) \| \overset{(a)}{=} \lor \{ I_{F_1 \cup G_1} f(x) + \beta I_{F_1 \cup G_1} f(u - x) \mid f \in S^*(1) \} \]
\[ \overset{(b)}{\leq} (\lor \{ I_{F_1 \cup G_1} f(x) + (\beta + \lambda) I_{F_1 \cup G_1} f(u - x) \mid f \in S^*(1) \}) \lor I_{F_1 \cup G_1} \]
\[ \overset{(c)}{=} \lor \{ I_{F_1 \cup G_1} f(x) + (\beta + \lambda) I_{F_1 \cup G_1} f(u - x) \mid f \in S^*(1) \} \]
\[ \overset{(d)}{=} I_{F_1 \cup G_1} \| x + (\beta + \lambda) (u - x) \|. \]

Indeed, (a) and (d) are clear by Lemma 2.1(8), and (b) and (c) can be verified respectively as follows.

Denote \( F_1 \cup G_1 = D_f^{(1)} \cup D_f^{(2)} \) for any \( f \in S^*(1) \), where \( D_f^{(1)} = (F_1 \cup G_1) \cap [f(x) + \beta f(u - x) > 1] \) and \( D_f^{(2)} = (F_1 \cup G_1) \cap [f(x) + \beta f(u - x) \leq 1] \). Then we have that \( f(u - x) > 0 \) on \( D_f^{(1)} \), so that \( I_D^{(1)}(f(x) + \beta f(u - x)) \leq I_D^{(2)}(f(x) + (\beta + \lambda) f(u - x)), \) which together with the obvious fact that \( I_D^{(2)}(f(x) + \beta f(u - x)) \leq I_D^{(2)} \) implies the inequality (b).

Recalling \( x^*(I_{F_1 \cup G_1} u) = \| x^* \| = I_{F_1 \cup G_1} \) and \( \beta + \lambda \geq 1 \) on \( F_1 \cup G_1 \), we have

\[ I_{F_1 \cup G_1} x^*(x) + (\beta + \lambda) I_{F_1 \cup G_1} x^*(u - x) \]
\[ = I_{F_1 \cup G_1} (1 - \beta - \lambda) x^*(x) + (\beta + \lambda) I_{F_1 \cup G_1} \]
\[ \geq I_{F_1 \cup G_1} (1 - \beta - \lambda) + (\beta + \lambda) I_{F_1 \cup G_1} \]
\[ = I_{F_1 \cup G_1}; \]

which yields the equality (c).

Finally, combining the previous relations with (3.4) we have \( I_{F_1 \cup G_1} \| u + v \| \geq I_{F_1 \cup G_1} \| x + y \| \), which completes the proof. \( \square \)

Lemma 3.3 below, which reveals the essence of Condition (\( \Delta \)), will play important roles in the proofs of Theorem 1.7 and Proposition 3.6.
Lemma 3.3 Let $(S, \| \cdot \|)$ be an RN module over $\mathbb{R}$ with base $(\Omega, \mathcal{F}, P)$. Then the following two statements are equivalent to each other for any $D \in \tilde{F}$ with $D \subset H(S)$ and $P(D) > 0$:

(1) $\text{Rank}_D(S) \geq 2$;

(2) $\{ \epsilon D : \epsilon \in L_+^0, \text{ with } 0 < \epsilon \leq 2 \text{ on } D \} \subset \{ \| u - v \| : u, v \in S \text{ with } \| u \| = \| v \| = I_D \}$.

**Proof** (2) $\Rightarrow$ (1) Take an arbitrary pair $x, y \in S$ such that $\| x \| = \| y \| = I_D$ and $\| x - y \| = I_D$, we can show that $x$ and $y$ are $L^0$-independent on $D$. In fact, let $\xi, \eta \in L_0^0(\mathcal{F}, \mathbb{R})$ such that $\xi I_D x + \eta I_D y = \theta$ and suppose that there exists some $E \in \tilde{F}$ with $E \subset D$ and $P(E) > 0$ such that $\xi \neq 0$ on $E$. Then $I_E x = -I_E \xi^{-1} \eta y$, which implies $I_E |\xi^{-1} \eta| = I_E$. This will lead to a contradiction by noticing that $I_E \| x - y \| = I_E$. Thus $\xi I_D = 0$, and similarly $\eta I_D = 0$.

(1) $\Rightarrow$ (2) Since $\text{Rank}_D(S) \geq 2$, we can take $x, y \in S$ with $\| x \| = \| y \| = I_D$ such that $x$ and $y$ are $L^0$-independent on $D$, and define $f : L^0_+ (\mathcal{F}, \mathbb{R}) \to L^0_+ (\mathcal{F}, \mathbb{R})$ by

$$f(\alpha) = I_D \left( \frac{(\cos \alpha) x - (\sin \alpha) y - y}{\| (\cos \alpha) x - (\sin \alpha) y - y \|} - x \right), \quad \forall \alpha \in L_+^0 (\mathcal{F}, \mathbb{R}).$$

It is obvious that $f$ is a continuous local function and $\| (\cos \alpha) x - (\sin \alpha) y \| > 0$ on $D$ for any $\alpha \in L_+^0 (\mathcal{F}, \mathbb{R})$. Consequently, since $f(0) = 0$ and $f(\pi) = 2I_D$, by Theorem 1.6, there exists $\eta(\epsilon) \in L_+^0 (\mathcal{F}, \mathbb{R})$ with $0 \leq \eta(\epsilon) \leq \pi$ for any $\epsilon \in L_+^0$ with $0 < \epsilon \leq 2$ on $D$ such that $f(\eta(\epsilon)) = \epsilon I_D$. Denote $v = I_D \| (\cos \eta(\epsilon)) x - (\sin \eta(\epsilon)) y \|^{-1} ((\cos \eta(\epsilon)) x - (\sin \eta(\epsilon)) y)$. Then $\| v \| = I_D$ and $\| x - v \| = \epsilon I_D$.

We can now prove Theorem 1.7.

**Proof of Theorem 1.7** For $\epsilon$ and $D$ as assumed, since $\delta_D^{(2)}(\epsilon) \leq \delta_D(\epsilon) \leq \delta_D^{(1)}(\epsilon)$, we only need to show that $\delta_D^{(1)}(\epsilon) \leq \delta_D(\epsilon) \leq \delta_D^{(2)}(\epsilon)$. The proof is divided into two parts.

**Part 1** We show that $\delta_D^{(1)}(\epsilon) \leq \delta_D(\epsilon)$. First of all, since $\text{Rank}_D(S) \geq 2$, by Lemma 3.3 there exist $u_0, v_0 \in S$ with $\| u_0 \| = \| v_0 \| = I_D$ such that $\| u_0 - v_0 \| = \epsilon I_D$.

For any $x, y \in S(1)$ such that $B_{xy} \subset D$ and $I_D \| x - y \| \geq \epsilon I_D$, we can write $I_D \| x - y \| = b \epsilon I_D$, where $b \in L_+^0 (\mathcal{F}, \mathbb{R})$ is such that $b I_D = I_D \| x - y \|^{-1}$, clearly $b I_D \geq I_D$. Applying Theorem 2.2 to $I_D \frac{x + y}{2}$, we obtain an element $x^* \in S^*$ such that

$$x^* \left( I_D \frac{x + y}{2} \right) = I_D \frac{x + y}{2}, \quad \| x^* \| = I_D, \quad (3.5)$$

where $D_1 = [I_D \| x^* + y \| > 0]$ (obviously, $D_1 \subset D$).

First, let $E = [x^*(I_D x) \geq x^*(I_D y)] \cap D_1$. Then we can obtain $u_E, v_E \in S$ with $\| u_E \| = \| v_E \| = I_E$ such that $\| u_E - v_E \| = \epsilon I_E$ and $\| u_E + v_E \| \geq I_E \| x + y \|$.

In fact, let $x_1 = I_E x, y_1 = I_E x + I_E b^{-1}(y - x)$. Then one can see that $\| x_1 \| = \| y_1 \| = \| I_E(1 - b^{-1}) \| x + I_E b^{-1} \| y - x \| \leq I_E$ and $\| x_1 - y_1 \| = \epsilon I_E$. Again denote $E' = [I_E \| y_1 \| > 0]$ (certainly, $E' \subset E \subset D_1$ and $E'' = E \setminus E'$. Then we can handle the problem on $E''$ and $E'$, respectively.

On $E''$: from $I_{E''} \| y_1 \| = 0$ it follows that $I_{E''} y_1 = \theta$, namely, $I_{E''} y = (1 - b) I_{E''} x$, which in turn implies $b I_{E''} = 2 I_{E''}$, so that $I_{E''} y = -I_{E''} x$ and hence $I_{E''} \| x + y \| = 0$.

On $E'$: without loss of generality, we can suppose that $P(E') > 0$. Notice that $I_{E'} \| x_1 \| = I_{E'}, \| I_{E'} y_1 \| \leq I_{E'}$ and $A_{I_{E'} x_1} = A_{I_{E'} y_1} = E'$, by Proposition 3.2, we have two elements $u', v' \in S$ with $\| u' \| = \| v' \| = I_{E'}$ such that $u' - v' = I_{E'}(I_{E'} x_1 - I_{E'} y_1) = I_{E'} b^{-1}(x - y)$ and
\[ \|u' + v'\| \geq I_{E'} \|I_{E'} x_1 + I_{E'} y_1\| = I_{E'} \|x_1 + y_1\|. \] It is clear that \( \|u' - v'\| = \epsilon I_{E'} \). Furthermore, by the choice of \( E' \) and (3.5),

\[
I_{E'} \|x_1 + y_1\| \geq I_{E'} x^*(x_1 + y_1) = 2I_{E'} x^*(x_1) + I_{E'} x^*(y_1 - x_1) \\
= 2I_{E'} x^*(x) + I_{E'} b^{-1} x^*(y - x) \geq 2I_{E'} x^*(x) + I_{E'} x^*(y - x) \\
= I_{E'} \|x + y\|.
\]

Let \( u_E = I_{E'} u' + I_{E'} u_0 \) and \( v_E = I_{E'} v' + I_{E'} v_0 \). Then we can see that \( u_E \) and \( v_E \) are just desired.

Next, denote \( F = [x^*(I_D x) < x^*(I_D y)] \cap D_1 \), by the symmetry of \( x \) and \( y \) we can also have \( u_F, v_F \in S \) with \( \|u_F\| = \|v_F\| = I_F \) such that \( \|u_F - v_F\| = \epsilon I_F \) and \( \|u_F + v_F\| \geq I_F \|x + y\| \).

At last, let \( u = I_E u_E + I_F u_F + I_{D \setminus D_1} u_0 \) and \( v = I_E v_E + I_F v_F + I_{D \setminus D_1} v_0 \). Then we can see that \( \|u\| = \|v\| = I_D, \|u - v\| = \epsilon I_D \) and \( \|u + v\| \geq I_D \|x + y\| \). This shows that \( \delta_D^{(1)}(\epsilon) \leq \delta_D(\epsilon) \).

**Part 2** We show that \( \delta_D(\epsilon) \leq \delta_D^{(2)}(\epsilon) \). For any fixed \( x, y \in S \) such that \( B_{xy} \supset D, \|x\|, \|y\| \leq 1 \) and \( I_D \|x - y\| \geq \epsilon I_D, \) let \( E = \{\|x\| \geq \|y\|\} \cap D, F = \{\|x\| < \|y\|\} \cap D \).

Denote \( x_1 = I_E \|x\|^{-1} x \) and \( y_1 = I_E \|x\|^{-1} y \). Then \( \|x_1\| = I_E, \|y_1\| \leq I_E \) and \( A_{x_1 y_1} = E \). By Proposition 3.2, there exist \( u_1, v_1 \in S \) with \( \|u_1\| = \|v_1\| = I_E \) such that \( u_1 - v_1 = I_E (x_1 - y_1) = I_E \|x\|^{-1} (x - y) \) (clearly, \( \|u_1 - v_1\| \geq I_E \|x - y\| \geq \epsilon I_E \) since \( \|x\| \leq 1 \)) and \( \|u_1 + v_1\| \geq I_E \|x_1 + y_1\| \geq I_E \|x + y\| \).

Similarly, considering \( x_2 = I_F \|y\|^{-1} x \) and \( y_2 = I_F \|y\|^{-1} y \), we have \( u_2, v_2 \in S \) with \( \|u_2\| = \|v_2\| = I_F \) such that \( \|u_2 - v_2\| \geq \epsilon I_F \) and \( \|u_2 + v_2\| \geq I_F \|x + y\| \).

Set \( u = u_1 + u_2 \) and \( v = v_1 + v_2 \). Then \( \|u\| = \|v\| = I_D, \|u - v\| \geq \epsilon I_D \) and \( \|u + v\| \geq I_D \|x + y\| \), which completes the proof.

**Remark 3.4** If we define a new quantity

\[
\delta_D^{(3)}(\epsilon) = \bigwedge \left\{ I_D - I_D \left| \frac{x + y}{2} \right| : x, y \in U(1) \right\} \text{ if } B_{xy} \supset D \text{ and } I_D \|x - y\| = \epsilon I_D ,
\]

then by the relation \( \delta_D^{(1)}(\epsilon) \geq \delta_D^{(3)}(\epsilon) \geq \delta_D^{(2)}(\epsilon) \) we can also see that \( \delta_D(\epsilon) = \delta_D^{(3)}(\epsilon) \) for any \( D \in \tilde{F} \) with \( D \subset G(S) \) and \( P(D) > 0 \) and \( \epsilon \in L^0_0 \) such that \( 0 < \epsilon \leq 2 \) on \( D \). D should point out that Theorem 1.7 automatically holds for every complete complex RN module since a complex RN module \( (S, \|\cdot\|) \) can always be viewed as a real RN module with \( G(S) = H(S) \).

For the proof of Theorem 1.8, it remains to need the following preparations.

First, Lemma 3.3 means that the estimation of modulus of random convexity given in [1, Lemma 4.3] can be improved to the following:

**Lemma 3.5** Let \( (S, \|\cdot\|) \) be a complete RN module over \( \mathbb{R} \) with base \((\Omega, \mathcal{F}, P)\) such that \( P(G(S)) > 0 \). Then \( \delta_{G(S)}(\epsilon) \leq \frac{\epsilon}{2} I_{G(S)} \) for any \( \epsilon \in L^0_0 \) such that \( 0 < \epsilon \leq 2 \) on \( G(S) \).

We can now in turn obtain Proposition 3.6 below, which improves [1, Proposition 4.5] in that Proposition 3.6 has removed Condition (\( \Delta \)) originally imposed on [1, Proposition 4.5].

**Proposition 3.6** Let \( (S, \|\cdot\|) \) be a complete random uniformly convex RN module over \( K \) with base \((\Omega, \mathcal{F}, P)\) and \( p \) a number such that \( 1 < p < +\infty \). Then for each number \( \epsilon \in (0, 2) \),
there exists a number $\delta(\epsilon) \in (0, 1)$ such that (a) implies (b) for any $x, y$ in $S$ and any $D \in \tilde{\mathcal{F}}$ with $D \subset B_{xy}$ and $P(D) > 0$:

(a) $I_D \|x\| \leq I_D \|y\| \leq I_D$ and $I_D \|x - y\| \geq \epsilon I_D$;

(b) $I_D \left(\frac{x + y}{2}\right)^p \leq I_D (1 - \delta(\epsilon)) \left(\frac{x^p + y^p}{2}\right)^p$.

Furthermore, (a) can be replaced by

(c) $I_D \|x - y\| \geq \epsilon I_D (\|x\| \vee \|y\|)$.

**Proof** It is similar to that of [1, Proposition 4.5], except for some key modifications below.

Along the idea of proof of [1, Proposition 4.5], before we consider Part (1) of Case (2) in the proof of [1, Proposition 4.5], we only need to first consider the corresponding problem on $D_1 \cap (H(S) \setminus G(S))$ rather than on $D_1$, as in the proof of [1, Proposition 4.5]. Therefore, by Corollary 2.6, we have $\delta_{H(S) \setminus G(S)}(\gamma) = I_{H(S) \setminus G(S)}$ for any $\gamma \in L^p_+$ with $0 < \gamma \leq 2$ on $H(S) \setminus G(S)$, hence

$$I_{D_1 \cap (H(S) \setminus G(S))} \varphi(t) = I_{D_1 \cap (H(S) \setminus G(S))} \left(\frac{1 - t}{1 + p} \right)^p.$$  

We further notice that the real function $f(s) = \left(\frac{1 - s}{2}\right) / \left(\frac{1 + s}{2}\right)$ is strictly decreasing on $[0, 1]$ and take $c_1(p) = f(0) = (1/2)^p - 1$, then we have

$$I_{D_1 \cap (H(S) \setminus G(S))} \varphi(t) \leq c_1(p) I_{D_1 \cap (H(S) \setminus G(S))}.$$  

Next, we replace $D_{11}$ and $D_{12}$ in the original proof of [1, Proposition 4.5] by $D'_{11} = D_1 \cap G(S) \cap [\epsilon' < \frac{s}{2}]$ and $D'_{12} = D_1 \cap G(S) \cap [\epsilon' \geq \frac{s}{2}]$, respectively. By Lemma 3.5, the remaining part of the proof of Proposition 3.6 is the same as that of [1, Proposition 4.5].

We can now prove Theorem 1.8.

**Proof of Theorem 1.8** The sufficiency is already known by [1, Theorem 4.3]. We only need to prove the necessity. From the proof of [1, Theorem 4.4], if [1, Proposition 4.5] is replaced by Proposition 3.6 then one can see that Theorem 1.8 always holds.

**Remark 3.7** It is well known that $L^p(\Omega, \mathcal{F}, P)$ is uniformly convex for $1 < p < +\infty$ [12] and that $L^p(\mathcal{F}, X)$ is uniformly convex iff $X$ is uniformly convex, where $1 < p < +\infty$ and $X$ is an arbitrary Banach space [13]. Theorem 1.8 and [1, Theorem 4.2] together imply the two well-known facts.
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