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PSEUDORANDOMNESS AND AVERAGE-CASE COMPLEXITY VIA UNIFORM REDUCTIONS
LUCA TREVISAN AND SALIL VADHAN

Abstract. Impagliazzo and Wigderson (36th FOCS, 1998) gave the first construction of pseudorandom generators from a uniform complexity assumption on EXP (namely EXP \( \neq \) BPP). Unlike results in the nonuniform setting, their result does not provide a continuous trade-off between worst-case hardness and pseudorandomness, nor does it explicitly establish an average-case hardness result.

In this paper:

- We obtain an optimal worst-case to average-case connection for EXP: if \( \text{EXP} \not\subseteq \text{BPTIME}(t(n)) \), then EXP has problems that cannot be solved on a fraction \( 1/2 + 1/t'(n) \) of the inputs by BPTIME\( (t'(n)) \) algorithms, for \( t' = t^{\Omega(1)} \).

- We exhibit a PSPACE-complete self-correctible and downward self-reducible problem. This slightly simplifies and strengthens the proof of Impagliazzo and Wigderson, which used a \#P-complete problem with these properties.

- We argue that the results of Impagliazzo and Wigderson, and the ones in this paper, cannot be proved via “black-box” uniform reductions.
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1. Introduction

Over the past two decades, a rich body of work has investigated the relationship between three basic questions in complexity theory:

1. The existence of problems of high worst-case complexity in classes such as EXP,
2. The existence of problems of high average-case complexity in such classes, and

3. The existence of good pseudorandom generators implying subexponential time or even polynomial-time deterministic simulations of BPP.

One of the exciting accomplishments of this body of work has been to show equivalence of the above three statements in the nonuniform setting. That is, EXP or $E = \text{DTIME}(2^{O(n)})$ contains problems of high worst-case circuit complexity iff it contains problems of high average-case circuit complexity iff there are good pseudorandom generators against nonuniform distinguishers [45, 6]. This equivalence has become increasingly tight quantitatively, with “low-end” results showing that weak (i.e. slightly superpolynomial) circuit lower bounds imply slight derandomization ($\text{BPP} \subset \text{SUBEXP}$), “high-end” results showing that strong ($2^{\Omega(n)}$) circuit lower bounds imply complete derandomization ($\text{BPP} = \text{P}$), and a smooth tradeoff between these two extremes [30, 3, 34, 54, 33, 50, 59].

An important question is to what extent the nonuniformity is really necessary for such results. The results are proven by reductions showing how breaking the generators implies good average-case “algorithms” for $E$, and how this in turn implies good worst-case “algorithms” for $E$. Almost all of these reductions are nonuniform and, as we discuss below, this is necessary for reductions that are “black box,” that is, that work without making any assumptions on the hard problem being used and on the distinguisher being postulated.

1.1. Uniform Reductions. An exciting recent work of Impagliazzo and Wigderson [35] has broken out of this mould of nonuniformity, and their paper is the starting point of our investigation. They prove that under the uniform assumption $\text{EXP} \neq \text{BPP}$, it is possible to simulate BPP algorithms deterministically in subexponential time (on most inputs, for infinitely many input lengths). This result stands out as an isolated example of using uniform hardness assumptions in derandomization, and suggests that perhaps nonuniform...
mity is not essential to this area.

One approach to removing nonuniformity in derandomization results is to show that uniform lower bounds imply nonuniform lower bounds, in the spirit of Karp and Lipton [37]. In fact, one of the theorems in [37], attributed to Albert Meyer, applies to EXP and shows that $\text{EXP} \neq \Sigma_2$ implies $\text{EXP} \not\subseteq \text{P/poly}$; the hypothesis was subsequently improved to $\text{EXP} \neq \text{MA}$ in [5]. Thus, since we know how to get nontrivial derandomizations of BPP under the assumption $\text{EXP} \not\subseteq \text{P/poly}$, we also get the same derandomizations assuming $\text{EXP} \neq \text{MA}$ [6]. However, this does not fully achieve the goal of removing nonuniformity, because the MA is not a uniform analogue of P/poly; the two classes seem incomparable. Indeed, Impagliazzo and Wigderson [35] take a much more indirect approach to get a derandomization of BPP under only the assumption $\text{EXP} \neq \text{BPP}$.

Still, this leads one to wonder whether one can prove a “super Karp–Lipton” theorem for EXP, showing that $\text{EXP} \neq \text{BPP}$ if and only if $\text{EXP} \not\subseteq \text{P/poly}$, or more generally, that if $\text{EXP} \not\subseteq \text{BPTIME}(t(n))$ then EXP is not contained in circuit size $t(n)^{O(1)}$. Such a result would be extremely important beyond the application to derandomization, and it requires a non-relativizing proof [20]. Interestingly, it is plausible that research in derandomization could lead to such a result. Indeed, Impagliazzo, Kabanets, and Wigderson [32] use derandomization techniques to prove that $\text{NEXP} \neq \text{MA}$ if and only if $\text{NEXP} \not\subseteq \text{P/poly}$. Already, this is major progress towards a “super Karp–Lipton” theorem, because it establishes an equivalence between a uniform lower bound and a nonuniform lower bound. However, it still considers a uniform class (MA) that seems incomparable to the nonuniform class (P/poly).

Another interpretation of the Impagliazzo–Kabanets–Wigderson result is that any nontrivial derandomization of MA implies circuit lower bounds for NEXP, because a derandomization of MA (such as $\text{MA} \subseteq \text{NSUBEXP}$) would presumably separate MA from NEXP by the Hierarchy Theorem for Nondeterministic Time (or a variant). It also implies circuit lower bounds from derandomizations of promise-BPP, because these imply derandomizations of MA via the observation that $\text{MA} = \text{NP^{promise-BPP}}$ (cf. [26]). Considering that Impagliazzo and Wigderson [35] prove that $\text{EXP} \neq \text{BPP}$ implies a sub-exponential time derandomization of promise-BPP (for most inputs, on infinitely many input lengths), the two results together come close to proving that if $\text{EXP} \neq \text{BPP}$ then $\text{NEXP} \not\subseteq \text{P/poly}$. Unfortunately, the result of [35] only implies a derandomization that works on most inputs of length $n$, for infinitely many $n$, which is not enough to derive a derandomization of MA = NP^{promise-BPP} and apply [32]. Still, the combination of the results of [35, 32] come tantalizingly close
to a “super Karp-Lipton” result, and provide motivation to further investigate uniform versus non-uniform results in derandomization and related topics.

In this paper, our goal is to provide uniform versions of the known nonuniform trade-offs between worst-case complexity of problems in EXP, average-case complexity of problems in EXP, and derandomization.

The uniform result by Impagliazzo and Wigderson [35] uses many previous theorems in complexity theory, some of which do not appear related to derandomization. In addition, unlike previous (and subsequent) derandomization results in the nonuniform setting, it was not stated as giving a continuous tradeoff between hardness and randomness. It also was not proved by (explicitly) presenting a uniform reduction from worst-case to average-case hardness, which is typically the first step in previous derandomization results. Thus, their work leaves several intriguing open questions:

- What is the best tradeoff between hardness and derandomization in the uniform setting? In particular, can a sufficiently strong uniform lower bound on $E$ yield a polynomial-time deterministic simulation of BPP? By analogy with the nonuniform setting, we might hope to prove that if $E \not\subseteq \text{BPTIME}(t(n))$, then there is a pseudorandom generator that mapping $\approx n$ bits into roughly $\approx t(n)$ bits fooling uniform distinguishers running in time $\approx t(n)$ (which implies a time $2^{O(t^{-1}(n))}$ simulation of BPP). Below, we refer to this as the ideal tradeoff.

- Of the several previous results that are being used, how many are really necessary, and what are the properties of EXP that are essential to the proof?

- Is it possible to prove, along similar lines, that if $\text{EXP} \neq \text{BPP}$ then EXP contains problems that are hard on average? What is the best tradeoff for this worst-case vs. avg-case problem in the uniform setting?

1.2. Some Remarks on the Impagliazzo–Wigderson Proof. We first revisit, in Section 3, the arguments of Impagliazzo and Wigderson [35], and make the following observations.

1. Analyzing [35] for general time bounds, we can obtain a pseudorandom generator that stretches $\approx n$ bits into $\approx t(n)$ bits that fools distinguishers running in time $\approx t(n)$, under the assumption that $\text{EXP} \not\subseteq \text{BPTIME}(t(t(n)))$.

Recall that the ideal tradeoff, matching what is known in the nonuniform setting, has $t(n)$ instead of $t(t(n))$. 
2. As observed by Cai, Nerukar, and Sivakumar [15], the ideal tradeoff for derandomization can be obtained from uniform lower bounds on #P (instead of EXP). That is, the same generator as above can be obtained under the hypothesis that #P \not\subset BPTIME(t(n)). The key property of #P that is used in [35, 15] is that it has a complete problem that is both “random self-reducible” and “downward self-reducible”, namely the Permanent [60].

3. Result 1 is obtained by constructing two pseudorandom generators, one from an EXP-complete problem and one from the Permanent. If there is a time \( t(n) \) distinguisher for both generators, then they can be combined in a sophisticated way (not just by a uniform “reduction”) to obtain a time \( t(t(n)) \) algorithm for EXP. This step makes crucial use of Toda’s Theorem that \( \Sigma_2 \subseteq P^{\#P} \) [55].

4. Using the techniques of [35], we can also obtain a uniform worst-case to average-case connection for EXP: if every problem in EXP admits a probabilistic algorithm that runs in \( t(n) \) time and solves the problem in a \( 1/2 + 1/t(n) \) fraction of inputs of length \( n \), then (roughly) \( \text{EXP} \subseteq \text{BPTIME}(t(t(n))) \). This is another result that cannot be proved via black-box reduction. (Previously, a uniform worst-case/average-case connection was also known for #P, again using special properties of the Permanent [24, 16].)

The observations above set the stage for our work. One main goal is to remove the \( t(t(n)) \) lower bounds that are needed above, for they are far from matching the ideal tradeoff, which incurs only a polynomial loss in \( t \) rather than a composition. They give nothing, for example, with \( t(n) = 2^{n^c} \), and more generally limit \( t \) to being at most half-exponential [44]. In terms of derandomization, this means that we cannot get anything near a polynomial-time deterministic simulation of BPP from such results.

1.3. Our Main Results.

Derandomization from PSPACE-hard problems. In Section 4, we give a direct construction of a PSPACE-complete problem that is both random self-reducible and downward self-reducible. (This result was apparently known to some other researchers, but we do not know of a published proof.) This simplifies the proof of the Impagliazzo–Wigderson result, eliminating the use of Valiant’s Theorem and Toda’s Theorem, and also strengthens Item 2 giving
an ideal derandomization from a uniform lower bound on PSPACE rather than 
\#P. (It does not, however, provide noticeable improvements when starting 
from an assumption on EXP.) Our construction is based on the ideas used in 
proving IP = PSPACE [41, 51].

**Optimal Hardness Amplification for EXP.** In Section 5, we present our 
most interesting result: a uniform worst-case to average-case reduction for EXP 
whose parameters match the state of the art in the nonuniform setting [54]. 
Specifically, we prove that if every problem in E can be solved in time \(t(n)\) on a 
\(1/2 + 1/t(n)\) fraction of inputs, then every problem in E can be solved in time 
polynomial in \(t(n)\). Our result is based on combining the nonuniform version 
of the result from [54] with results about *instance checkers* for EXP.

Recall that worst-case to average-case reductions are only the first step in 
derandomization. We do not know how to remove the \(t(t(n))\) loss incurred in 
the remaining part of [35], namely going from an average-case hard problem to 
a pseudorandom generator, and leave this as an open problem for future work.

**Black-box Reductions.** In Section 6, we argue that the uniform pseudoran-
dom generator constructions and the uniform worst-case to average-case con-
nections in [35] and here cannot be obtained by black-box reductions. The basic 
reason for this is that black-box reductions can be interpreted information 
thoreticaly, and give rise to *randomness extractors* in the case of pseudorandom 
generators [56] and *error-correcting codes* in the case of worst-case-to-average-
case reductions. We show that uniform black-box reductions yield such objects 
with absurd parameters.

This means that to achieve these uniform results, one must exploit special 
properties of either the hard function or the “adversary” in the reductions. For 
example, Impagliazzo and Wigderson [35] used the fact that the *PERMANENT* is 
self-correctible and downward self-reducible. Since only problems in PSPACE 
can be downward self-reducible,\(^2\) this suggests that to obtain better results 
from the hardness of EXP, we should try to identify special properties of EXP-
complete problems that can be exploited. Our optimal hardness amplification 
identifies one such property, namely *instance checkability*. We do not know 
whether this property suffices for getting optimal derandomization. Even if 
not, it might help point the direction to other properties of EXP that can be 
used.

\(^2\)Recursively evaluating the oracle calls of the downward self-reduction (reusing space 
the space for each such evaluation) gives a polynomial space algorithm. (The depth of the 
recursion is linear, and the time and space at each node is polynomial.)
2. Preliminaries

We call a function \( t : \mathbb{N} \to \mathbb{R}^+ \) a nice time bound if \( n \leq t(n) \leq 2^n \), \( t(n) \) is non-decreasing, \( t(n) \) is computable in time \( \text{poly}(n) \), and \( t(O(n)) \leq \text{poly}(t(n)) \leq t(\text{poly}(n)) \). All functions of the form \( n^c \), \( n^c \log n \), \( 2^{(\log n)^c} \), \( 2^{cn} \) satisfy these conditions.

Now we define several of the classes of languages we will be examining throughout the paper. Sometimes we will abuse notation and refer to them as classes of functions, and we will often identify a language with its characteristic function. \( \text{BPTIME}(t(n)) \) denotes the class of languages decidable by probabilistic algorithms with 2-sided error running in time \( t(n) \). \( \text{SIZE}(t(n)) \) denotes the class of languages that can be decided by (nonuniform) Boolean circuits of size \( t(n) \). \( \Sigma_k(t(n)) \) denotes the class of problems that can be solved by time \( t(n) \) alternating machines with \( k \) alternations (starting with an existential one). A prefix of i.o. to a complexity class means the class of languages that can be solved on infinitely many input lengths by algorithms within the stated resource bounds. For example a language \( L \) with characteristic function \( f \) is in i.o.-BPTIME\( (t) \) if there is a probabilistic algorithm \( A \) running in time \( t \) such that for infinitely many \( n \) we have that \( \Pr[A(x) = f(x)] \geq 2/3 \) for all inputs \( x \) of length \( n \).

2.1. Average-case Complexity. Let \( L \) be a language and \( \mathcal{D} = \{D_n\}_{n \geq 1} \) be an ensemble of distributions, where \( D_n \) is a distribution over inputs of length \( n \). Then we call the pair \( (L, \mathcal{D}) \) a distributional problem.

We say that an ensemble \( \mathcal{D} \) is samplable in time \( t(n) \) if there is a \( t(n) \)-time probabilistic algorithm \( S \) such that \( \Pr[S(1^n) = \perp] \leq 1/2 \) and the output of \( S(1^n) \), conditioned on \( S(1^n) \neq \perp \), is distributed identically to \( D_n \) for every \( n \). \( \text{PSamp} \) denotes the class of ensembles that are samplable in polynomial time. We denote by \( \{U_n\}_{n \geq 1} \) the ensemble where each distribution \( U_n \) is uniform over \( \{0, 1\}^n \).

We will give definitions of average-case tractability and intractability of distributional problems. The conference version of this paper [58] used different terminology, but here we switch to more commonly used terminology.

---

3This differs from the traditional definition of i.o. classes, which would require that there is language \( L' \in \text{BPTIME}(t) \) such that \( L \cap \Sigma^n = L' \cap \Sigma^n \) for infinitely many \( n \). The reason is that our definition allows \( A \) to accept with probability between 1/3 and 2/3 outside the infinitely many ‘good’ \( n \), so it may not correspond to a language \( L' \in \text{BPTIME}(t) \). Another way around this difficulty is to work with classes of promise problems, in which case our definition and the traditional definition coincide [23].
Definition 2.1 (Heuristic Time for Distributional Problems). Let \((L, \mathcal{D})\) be a distributional problem and \(f : \{0, 1\}^* \to \{0, 1\}\) be the characteristic function of \(L\). Let \(t(n)\) be a nice time bound and \(\delta(n)\) be a poly\((n)\)-time computable non-increasing function. We say that \((L, \mathcal{D}) \in \text{HeurTIME}(t(n), \delta(n))\) if there is a time \(t(n)\) deterministic algorithm \(A\) such that
\[
\Pr_{x \leftarrow \mathcal{D}_n}[A(x) = f(x)] \geq 1 - \delta(n).
\]
If \(L\) is a paddable language and \((L, \mathcal{D}) \in \text{HeurTIME}(n^{O(1)}, 1/n^{O(1)})\), then it is possible to show that \((L, \mathcal{D})\) is also in the class HP, for Heuristic Polynomial Time defined by Impagliazzo [31].

The class \(\text{HeurBPTIME}(t(n), \delta(n))\) is defined similarly, except that the algorithm \(A\) is allowed to be probabilistic, and the probability of outputting a correct answer is computed over the random choices of the algorithm as well as over the distribution of inputs.

We think of a language \(L\) as being very hard on average when \((L, U) \notin \text{HeurBPTIME}(t(n), 1/2 - \delta(n))\) for large \(t(n)\) and small \(\delta(n)\) (or even better, \((L, U) \notin \text{i.o.-HeurBPTIME}(t(n), 1/2 - \delta(n))\)). This means that for every fixed algorithm of running time \(t(n)\), if we pick an input \(x\) at random, the algorithm does not have a much better chance of correctly solving the problem on input \(x\) as an algorithm that simply makes a random guess.

A more attractive notion for defining average-case ‘easiness’ is the following, which requires that there is one algorithm that works well for all efficiently samplable distributions.

Definition 2.2 (Pseudo-Time for Languages [36]). Let \(L\) be a language, \(f\) be its characteristic function, and let \(t(n)\) be a nice time bound. Then \(L \in \text{PseudoTIME}(t(n))\) (resp., \(L \in \text{i.o.-PseudoTIME}(t(n))\)) if there is a deterministic algorithm \(A\) that runs in time \(t(n)\) such that for every ensemble \(\mathcal{D} \in \text{PSamp}\) and every constant \(c\), we have
\[
\Pr_{x \leftarrow \mathcal{D}_n}[A(x) = f(x)] \geq 1 - 1/n^c,
\]
for all sufficiently large \(n\) (resp., for infinitely many \(n\)).

Note that if \(L \in \text{PseudoTIME}(t(n))\), then \((L, \mathcal{D}) \in \text{HeurTIME}(t(n), 1/n^c)\) for every \(\mathcal{D} \in \text{PSamp}\) and every constant \(c\). However, the converse is not clear, because saying that \((L, \mathcal{D}) \in \text{HeurTIME}(t(n), 1/n^c)\) allows the time-\(t(n)\) algorithm to depend on the samplable ensemble \(\mathcal{D}\), whereas PseudoTIME\((t(n))\) requires a single algorithm that is good for all samplable \(\mathcal{D}\). Kabanets [36] observed that the results of Impagliazzo and Wigderson [35] achieve the stronger
notion of PseudoTIME, even though they were originally stated in terms of HeurTIME.

2.2. Self-Reducibility. For \( f : \{0,1\}^* \to \{0,1\} \), we denote the restriction of \( f \) to inputs of length \( n \) by \( f_n \). We say that \( f : \{0,1\}^* \to \{0,1\} \) is downward self-reducible if there is a (deterministic) polynomial time algorithm \( A \) such that for all \( x \in \{0,1\}^n \), \( A^{f_n^{-1}}(x) = f_n(x) \).

We call \( f : \{0,1\}^* \to \{0,1\} \) self-correctible \([12, 38, 11]\) if there is a constant \( c \) and a probabilistic polynomial-time algorithm \( A \) (a self-corrector for \( f \)) such that if \( g : \{0,1\}^n \to \{0,1\} \) is any function that agrees with \( f_n \) on at least a \( 1 - 1/n^c \) fraction of inputs, \( \Pr \left[ A^g(x) = f(x) \right] \geq 2/3 \) for all \( x \in \{0,1\}^n \). Note that if \( f \) is self-correctible and \( f \not\in \text{BPTIME}(t(n)) \), then \((f,U) \not\in \text{HeurBPTIME}(t(n)/n^c,1/n^c)\) for some constant \( c \).\(^4\) (The probability is just over the coin tosses of \( A \).)

2.3. Pseudorandom Generators. We define pseudorandom generators in a slightly nonstandard way to facilitate the presentation of our results. We say a function \( G : \{0,1\}^* \to \{0,1\}^* \) has stretch \( m(\cdot) \) if \( |G(x)| = m(|x|) \) for all \( x \). We say that \( T \epsilon(\cdot) \)-distinguishes \( G \) in time \( t(\cdot) \) (resp., size \( t(\cdot) \)) if \( T \) is a probabilistic algorithm that runs in time \( t(n) \) (resp., is computable by a circuit of size \( t(n) \)) on inputs of length \( m(n) \) and

\[
\Pr_{x \leftarrow U_n} [T(x,G(x)) = 1] - \Pr_{(x,y) \leftarrow U_{n+m(n)}} [T(x,y) = 1] > \epsilon(n),
\]

for all sufficiently large \( n \). Intuitively, a “good” pseudorandom generator will have no efficient distinguisher. Note that, by our definition, if \( G \) cannot be distinguished in time \( t \), it only means that every time \( t \) algorithm fails to distinguish \( G \) infinitely often. Note also that we give the distinguisher the seed \( x \) to the pseudorandom generator; sometimes such generators are referred to as “strong” in analogy with strong randomness extractors (cf. [49]). This makes sense here because we, following [45], work with pseudorandom generators whose running time is greater than that of the distinguisher. (In contrast, “cryptographic” pseudorandom generators, in the sense of [13, 63], allow the distinguisher more time than the generator, and thus rely on the secrecy of the

\(^4\)A similar definition is that of \( f \) being random self-reducible \([1, 18, 19]\), in which we allow \( A \) oracle access to \( f \) itself (rather than a corrupted version of \( f \)), but put restrictions on the distribution of the oracle queries. This implies that \( f \) is as hard in the worst case as it is hard on average with respect to some samplable distribution. For our purposes, it is more convenient that the definition more directly enforces hardness on average with respect to the uniform distribution.
seed.) However, we will require our pseudorandom generators to be computable in time $2^{O(n)}$ on seeds of length $n$; such a generator is called \textit{quick}.

With the above definitions, the standard fact that pseudorandom generators imply derandomization becomes:

\textbf{Lemma 2.3.} \textit{Suppose that there exists a quick generator $G$ with stretch $m(\cdot)$ that cannot be $1/m(\cdot)^c$-distinguished in time $m(\cdot)^c$ for any constant $c$. Then,}

$$\text{BPTIME}(n) \subseteq \text{i.o.-PseudoTIME}(n^2 \cdot 2^{m^{-1}(n^2)})$$

\textbf{Proof.} Let $M(x; r)$ be a BPTIME($n$) algorithm for a language $L$, where $x$ denotes the input and $r$ the coin tosses. By standard error reduction, we can obtain an algorithm $M'$ with error probability $2^{-\Omega(n)}$ and running time $n^2$. Let $\ell(n) = m^{-1}(n^2)$.

Consider the deterministic algorithm $A$ that, on any input $x$ of length $n$, computes

$$A(x) = \max_{y \in \{0,1\}^{\ell(n)}} M'(x; G(y)).$$

We argue that $A$ decides $L$ correctly with high probability on every distribution $D$ samplable in polynomial time, for infinitely many input lengths. Let $f$ be the characteristic function of $L$, and suppose that

$$\Pr_{x \leftarrow D_n} [A(x) \neq f(x)] \geq 1/n^c$$

for infinitely many $n$.

Consider a distinguisher $T$ that does the following on input $(y, r)$, where $|y| = \ell(n)$ and $|r| = n^2$: Choose $x \leftarrow D_n$ and $s \leftarrow \{0,1\}^{n^2}$ uniformly at random. Let $b_r = M'(x; r)$ and $b_s = M'(x; s)$. If $b_r \neq b_s$, output 1, else output 0.

Notice that $b_s$ equals $f(x)$ except with probability $2^{-\Omega(n)}$. Now if $r \leftarrow \{0,1\}^{\ell(n)}$ uniformly at random, then $b_r$ also equals $f(x)$, except with probability $2^{-\Omega(n)}$, so $T$ outputs 1 with probability at most $2 \cdot 2^{-\Omega(n)}$. On the other hand, if $r$ comes from $G(U_{\ell(n)})$, then by the definition of $A$ and the fact that $A$ has error probability at least $1/n^c$, we have that $b_r \neq f(x)$ with probability at least $(1/2) \cdot (1/n^c)$, and thus $T$ outputs 1 with probability at least $(1/2) \cdot (1/n^c) - 2^{-\Omega(n)}$.

Thus $T$ distinguishes the output of $G(U_{\ell(n)})$ from $U_{n^2}$ with advantage $1/(2n^c) - 3 \cdot 2^{-\Omega(n)} \geq 1/4n^c$, for infinitely many $n$. Moreover, $T$ has running time $\text{poly}(n) + O(n^2) = \text{poly}(n)$. This violates the pseudorandomness of $G$. \hfill \Box

We note that the above lemma also implies derandomization of all of BPP by a standard padding argument.
Our convention about feeding the distinguisher the seed means that every pseudorandom generator gives rise to a hard-on-average function.

**Lemma 2.4.** If there is an algorithm $A$ that runs in time $t(\cdot)$ (resp., computed by a circuit of size $t(\cdot)$) such that

$$\Pr_{x \leftarrow \{0,1\}^n} [A(x) = G(x)|_{m(n)}] > \frac{1}{2m(n)} + \epsilon(n)$$

for some $m(\cdot)$ and all $n$, then there is an algorithm that $\epsilon(\cdot)$-distinguishes $G$ in time $t(\cdot) + m(\cdot)$ (resp., in size $t(\cdot)$). Here $G(x)|_k$ denotes the first $k$ bits of $G(x)$.

In particular, if there is a generator $G$ that cannot be $\epsilon(\cdot)$-distinguished in time $t(\cdot)$, then the first bit of $G$ defines a language $L$ such that $(L, U)$ is not in HeurBPTIME($t(n) - O(1), 1/2 - \epsilon(\cdot)$).

### 3. The Impagliazzo–Wigderson Proof

The main result of Impagliazzo and Wigderson [35] is the following.

**Theorem 3.1 ([35]).** If $\text{EXP} \neq \text{BPP}$, then $\text{BPP} \subseteq \text{i.o.-PseudoTIME}\left(2^{n^\epsilon}\right)$ for every $\epsilon > 0$.

In this section, we recall the proof of Theorem 3.1 and, in the process, analyze it for larger time bounds.

The starting point for pseudorandom generation from Boolean functions of high circuit complexity was the construction of Nisan and Wigderson [45], which builds a pseudorandom generator from an average-case hard function.

**Lemma 3.2 ([45]).** For every nice time bound $m(\cdot)$ and every self-correctible function $f$, there is a generator $G$ with stretch $m(\cdot)$ and a constant $d$ such that

- $G(x)$ can be computed in time $m(n)^d$ on inputs $x$ of length $n$, given oracle access to $f$ on inputs of length at most $n$.

- If $G$ can be $(1/t(n))$-distinguished in size $t(n)$ for some nice time bound $t(n) \geq m(n)$, then $f$ is in $\text{SIZE}(t(n^d))$.

Quantitatively better results that improve the $\text{SIZE}(t(n^d))$ to $\text{SIZE}(t(n)^d)$ are now known [34, 54, 33, 50, 59], but we use the above for simplicity. The self-correctible hard function $f$ can be obtained from any hard function $f$ by taking a multilinear extension.
**Lemma 3.3** ([9, 6]). For every function $f$, there is a self-correctible function $f'$ such that $f$ reduces to $f'$ in linear time, and $f'$ can be computed in linear space with oracle access to $f$.

The first new ingredient in [35] was the observation that the circuit complexity conclusion of Lemma 3.2 can be replaced with a uniform conclusion about learnability.

**Definition 3.4.** A function $f$ is in $\text{LEARN}_{\text{mem}}(t(n))$ if there is a probabilistic $t(n)$-time algorithm $A$ such that for every $n$, $A^f_n(1^n)$ outputs a circuit that computes $f_n$ with probability at least $2/3$.

**Lemma 3.5** ([35]). For every nice time bound $m(\cdot)$ and every self-correctible $f$, there is a generator $G$ with stretch $m(\cdot)$ and a constant $d$ such that

- $G(x)$ can be computed in time $m(n)^d$ on inputs $x$ of length $n$, given oracle access to $f$ on inputs of length at most $n$.
- If $G$ can be $(1/t(n))$-distinguished in time $t(n)$ for some nice time bound $t(n) \geq m(n)$, then $f$ is in $\text{LEARN}_{\text{mem}}(t(n^d))$.

The next new ingredient of [35] was showing that the learnability can be turned into standard uniform easiness if the function $f$ is downward self-reducible.

**Lemma 3.6** ([35]). For every downward self-reducible $f$ and nice time bound $t(n)$, there is a constant $d$ such that if $f \in \text{LEARN}_{\text{mem}}(t(n))$, then $f \in \text{BPTIME}(t(n^d))$.

The problem with this is that all downward self-reducible problems lie in PSPACE, but we would like to start with a hard function in EXP. The way this is overcome in [35] is to assume that EXP has polynomial-sized circuits (for otherwise we’re already done by Lemma 3.2). Under this assumption, a version of the Karp–Lipton Theorem, attributed to Albert Meyer, collapses EXP to $\Sigma_2$. Generalizing this to higher time bounds gives:

**Lemma 3.7** (Meyer [37]). For every EXP-complete function $f$, there is a constant $d$ such that if $f \in \text{SIZE}(t(n))$ for a nice time bound $t$, then $f \subset \Sigma_2(t(n^d))$.

Once EXP collapses to $\Sigma_2$, we get a self-correctible and downward self-reducible function from the following:
Let $t$ be a self-correctible and downward self-reducible $\Sigma_2$-hard problem, namely, the Permanent.

Combining all of the above, we get the pseudorandom generator construction.

**Theorem 3.9** (implicit in [35]). For every function $f \in \text{EXP}$, there is a constant $d$ such that if $f \not\in \bigcup_e \text{BPTIME}(t(t(n^e)^c))$, then there is a generator $G$ with stretch $t(\cdot)$ that cannot be $1/t(\cdot)^c$-distinguished in time $t(\cdot)^c$ for any constant $c$.

**Proof sketch.** Let $f_1$ be a self-correctible EXP-complete problem (given by Lemma 3.3), and let $f_2$ be the Permanent. Use Lemma 3.2 to construct a generator $G_1$ with stretch $t(\cdot)$ from $f_1$, and use Lemma 3.5 to construct a generator $G_2$ with stretch $t(\cdot)$ from $f_2$. Suppose for sake of contradiction that both $G_1$ and $G_2$ can be $1/t(\cdot)^c$-distinguished in time $t(\cdot)^c$. Then $f_1 \in \text{SIZE}(t(\text{poly}(n))^c)$ and $f_2 \in \text{LEARN}_\text{mem}(t(\text{poly}(n))^c)$. (Here and throughout this proof, the poly(\cdot) refer to fixed polynomials that depend only on the function $f$, whereas by definition $c$ depends on the distinguishers to $G_1$ and $G_2$.) Since $f_2$ is downward self-reducible, Lemma 3.6 gives $f_2 \in \text{BPTIME}(t(\text{poly}(n))^c)$. Since $f_1$ is EXP-complete, Lemma 3.7 gives $f_1 \in \Sigma_2(t(\text{poly}(n))^c)$. By Lemma 3.8, $f_1$ reduces to $f_2$ in time $t(\text{poly}(n))^c$, from which we conclude $f_1 \in \text{BPTIME}(t(t(\text{poly}(n))^c)^c) \subseteq \text{BPTIME}(t(t(\text{poly}(n))^c))$, where the latter inclusion uses the fact that $t$ is a nice time bound. Since $f_1$ is EXP-complete, we deduce that $f \in \text{BPTIME}(t(t(\text{poly}(n))^c))$, contradicting the hypothesis. \hfill $\square$

Combining this with Lemma 2.3, we get the following generalization of Theorem 3.1.

**Corollary 3.10** (implicit in [35]). If $\text{EXP} \not\subseteq \bigcup_c \text{BPTIME}(t(t(n^c)))$, then

$$\text{BPP} \subseteq \bigcup_c \text{i.o.-PseudoTIME}(n^c \cdot 2^{t-1}(n)).$$

**Proof.** We will show that $\text{BPTIME}(n^k) \subseteq \text{i.o.-PseudoTIME}(n^{2k} \cdot 2^{t-1}(n))$ for every constant $k$. Let $t'(n) = t(n^{2k})$. Then for any constant $c$, $t'(t'(n^c)) \leq t(t(n^c))$ for a constant $c'$, because $t$ is a nice time bound. So $\text{EXP} \not\subseteq \bigcup_c \text{BPTIME}(t'(t'(n^c)))$.

By Theorem 3.9 and Lemma 2.3, $\text{BPTIME}(n) \subseteq \text{i.o.-PseudoTIME}(n^{2k} \cdot 2^{(t')^{-1}(n^2)})$.

By padding, $\text{BPTIME}(n^k) \subseteq \text{i.o.-PseudoTIME}(n^{2k} \cdot 2^{(t')^{-1}(n^{2k})})$. Noting that $(t')^{-1}(n^{2k}) \leq t^{-1}(n)$, by the definition of $t'$, the proof is complete. \hfill $\square$
Note that this only gives a deterministic simulation of BPP \textit{infinitely often}. In most previous works on derandomization, it is also possible to obtain a simulation for all input lengths by assuming that EXP has a problem that is hard for almost all input lengths, i.e. EXP is not in $\text{i.o.-BPTIME}(t(n))$ for some $t(\cdot)$. However, one of the steps of the above proof, namely Lemma 3.6, breaks down if we try to work with an infinitely-often hypothesis.

We also observe that a worst-case vs. average-case connection now follows from Theorem 3.9 via Lemma 2.4.

\textbf{Corollary 3.11.} If $\text{EXP} \not\subseteq \bigcup_c \text{BPTIME}(t(t(n^c)))$, then

$$\text{EXP} \times \{U\} \not\subseteq \bigcup_c \text{HeurBPTIME}(t(n^c), 1/2 - 1/t(n^c)).$$

In Section 5, we improve this corollary in two ways. First, we eliminate the composition of $t$ (along with other quantitative improvements) to obtain a result that matches best known nonuniform result. Second, we obtain a version that says that if EXP has a problem that is worst-case hard for almost all input lengths, then it has a problem that is average-case hard for almost all input lengths (in contrast to the above, which only implies hardness “infinitely often”).

\textbf{4. A Self-Correctible and Downward Self-Reducible PSPACE-complete Problem}

The proof of Impagliazzo and Wigderson described in Section 3 makes use of many previous results, and it is unclear how much of that machinery is really necessary for the result. By isolating the essential ingredients, we may ultimately succeed in removing the deficiencies described in the introduction and the previous section. In this section, we show that Valiant’s Theorem and Toda’s Theorem, which were used in Lemma 3.8, are not necessary. Instead, we show that there is a self-correctible and downward self-reducible complete problem for PSPACE. At first, this seems easy. The canonical PSPACE-complete problem QBF is downward self-reducible, and Lemma 3.3 implies that PSPACE also has a self-correctible complete problem. However, the Impagliazzo–Wigderson proof appears to need a \textit{single} complete problem that has both properties simultaneously. In this section, we obtain such a problem by a careful arithmetization of QBF, using the ideas underlying the interactive proof system for PSPACE \cite{41, 51}. 


In what follows, \( \mathbb{F}_n \) is the finite field of size \( 2^n \). It is known that a representation of this field (i.e., an irreducible polynomial of degree \( n \) over \( \mathbb{GF}(2) \)) can be found deterministically in time \( \text{poly}(n) \) \cite{52}.

**Lemma 4.1.** For some polynomials \( t \) and \( m \), there is a collection of functions \( \{f_{n,i} : (\mathbb{F}_n)^{t(n,i)} \rightarrow \mathbb{F}_n\}_{n \in \mathbb{N}, i \leq m(n)} \) with the following properties:

(i) (Self-Reducibility) For \( i < m(n) \), \( f_{n,i} \) can be evaluated with oracle access to \( f_{n,i+1} \) in time \( \text{poly}(n) \). \( f_{n,m(n)} \) can be evaluated in time \( \text{poly}(n) \).

(ii) (PSPACE-hardness) For every language \( L \) in PSPACE, with characteristic function \( \chi_L \), there is a polynomial-time computable function \( g \) such that for all \( x \), \( g(x) = (1^n, y) \) with \( y \in \mathbb{F}_n^{t(n,0)} \), and \( f_{n,0}(y) = \chi_L(x) \).

(iii) (Low Degree) \( f_{n,i} \) is a polynomial of total degree at most \( \text{poly}(n) \).

**Proof sketch.** Consider the interactive proof system for PSPACE-complete problem QBF, as presented in \cite{53}. In the construction of the proof system, a QBF instance \( \phi = \exists x_1 \forall x_2 \cdots \exists / \forall x_n \psi(x_1, \ldots, x_n) \) induces a sequence \( f_0, f_1, \ldots, f_m \) (\( m = \text{poly}(n) \)) of multivariate polynomials over any sufficiently large finite field, say \( \mathbb{F}_n \). Each \( f_i \) has variables \( (x_1, \ldots, x_\ell) \) for some \( \ell = \ell(i) \leq m \). \( f_m = f_m(x_1, \ldots, x_n) \) is an arithmetization of the propositional formula \( \psi(x_1, \ldots, x_n) \), and for \( i < n \), \( f_i(x_1, \ldots, x_\ell) \) is defined in terms of \( f_{i+1} \) using one of the following rules:

\[
\begin{align*}
f_i(x_1, \ldots, x_\ell) &= f_{i+1}(x_1, \ldots, x_\ell, 0) \cdot f_{i+1}(x_1, \ldots, x_\ell, 1) \\
f_i(x_1, \ldots, x_\ell) &= 1 - (1 - f_{i+1}(x_1, \ldots, x_\ell, 0)) \cdot (1 - f_{i+1}(x_1, \ldots, x_\ell, 1)) \\
f_i(x_1, \ldots, x_k, \ldots, x_\ell) &= x_k \cdot f_{i+1}(x_1, \ldots, 1, \ldots, x_\ell) + (1 - x_k) \cdot f_{i+1}(x_1, \ldots, 0, \ldots, x_\ell).
\end{align*}
\]

(Which rule is used depends solely on \( i \) and \( n \) in an easily computable way. The first corresponds to universal quantifiers, the second to existential quantifiers, and the third is used to reduce the degree in variable \( x_k \).) The construction provides the following guarantees:

- If \( f_i \) depends on \( \ell \) variables, then when \( x_1, \ldots, x_\ell \) take on Boolean values, \( f_i(x_1, \ldots, x_\ell) \) equals the truth value of \( \phi \) with the first \( \ell \) quantifiers removed. \( f_0 \) is a constant polynomial, and thus equals the truth value of \( \phi \) (with all quantifiers present).
- \( f_m \) can be evaluated in time \( \text{poly}(|\phi|) \).
For $i < m$, $f_i$ can be evaluated in time $\text{poly}(|\phi|)$ given oracle access to $f_{i+1}$. (This follows from the three possible rules that define $f_i$ in terms of $f_{i+1}$.)

Each $f_i$ is of total degree at most $\text{poly}(|\phi|)$.

However, this does not yet accomplish what we want since these polynomials depend on $\phi$, and not just its length. To solve this, we incorporate the formula $\phi$ into the arithmetization (as done for PCP’s in, e.g. [5, 17] for different reasons). We do this by defining a single “universal” quantified formula $\Phi_n$ which has some free variables such that by setting these free variables appropriately, $\Phi_n$ can be specialized to any instance of QBF. Specifically, $\Phi_n$ has $2n^2$ free variables $\{y_{j,k}, z_{j,k} : 1 \leq j, k \leq n\}$, and is defined as follows:

\[
\Phi_n(\overline{y}, \overline{z}) = \exists x_1 \forall x_2 \cdots \exists / \forall x_n \bigwedge_{j=1}^{n} \bigvee_{k=1}^{n} (y_{j,k} \land x_k) \lor (z_{j,k} \land \neg x_k)
\]

Now let $\phi$ be any instance of QBF. Without loss of generality, we may assume $\phi$ is in the form $\phi = \exists x_1 \forall x_2 \cdots \exists / \forall x_n \psi(x_1, \ldots, x_n)$, where $\psi$ is a CNF formula with at most $n$ clauses. (These restrictions still preserve the fact that QBF is a PSPACE-complete problem.) Define $\overline{y}(\phi)$ and $\overline{z}(\phi)$ as follows: $y_{j,k}(\phi) = 1$ iff the $j$’th clause of $\psi$ contains $x_k$, and $z_{j,k}(\phi) = 1$ iff the $j$’th clause of $\psi$ contains $\neg x_k$. Then, by inspection,

\[
\Phi_n(\overline{y}(\phi), \overline{z}(\phi)) \equiv \phi
\]

Now we define the polynomials $f_{n,0}, f_{n,1}, \ldots, f_{n,m}$ ($m = m(n)$) to be the sequence of polynomials obtained by applying the above-described IP = PSPACE construction to $\Phi_n$. One difference is that, unlike a standard instance of QBF, $\Phi_n$ has the free variables $\overline{y} = (y_{j,k}), \overline{z} = (z_{j,k})$. The effect of this is that each $f_{n,i}$ will have variables $\overline{y}, \overline{z}, x_1, \ldots, x_\ell$ for some $\ell \leq n$ (rather than just $(x_1, \ldots, x_\ell)$ as in the original construction.) Analogous to the original construction, the resulting sequence of polynomials has the following properties:

- If $f_{n,i}$ depends on $\ell$ of the $x$-variables, then when $\overline{y}, \overline{z},$ and $x_1, \ldots, x_\ell$ take on Boolean values, $f_{n,i}(\overline{y}, \overline{z}, x_1, \ldots, x_\ell)$ equals the truth value of $\Phi_n$ with the first $\ell$ quantifiers removed. $f_{n,0}$ depends on none of the $x$-variables, and thus $f_{n,0}(\overline{y}, \overline{z}) = \Phi_n(\overline{y}, \overline{z})$ on Boolean inputs.

- $f_{n,m(n)}$ can be evaluated in time $\text{poly}(n)$.

- $f_{n,i}$ can be computed in time $\text{poly}(n)$ given oracle access to $f_{n,i+1}$.
Each $f_{n,i}$ is of total degree at most $\text{poly}(n)$.

This establishes the self-reducibility and low degree properties. The PSPACE-hardness follows from the fact that $f_{n,0}(\overline{y}, \overline{z}) = \Phi_n(\overline{y}, \overline{z})$.

Now, to deduce the final result, we simply combine the functions $f_{n,i}$ from Lemma 4.1 into a single function $F$, with a careful ordering of input lengths so as to turn the “upwards” reductions from $f_{n,i}$ to $f_{n,i+1}$ into a downward self-reduction for $F$.

**Theorem 4.3.** PSPACE has a complete problem that is both self-correctible and downward self-reducible.

**Proof.** Let $\{f_{n,i} : (\mathbb{F}_n)^{t(n,i)} \to \mathbb{F}_n\}_{n \in \mathbb{N}, i \leq m(n)}$ be the collection of functions given by Lemma 4.1. We will now construct a single function $F : \{0,1\}^* \to \{0,1\}$, so that each function $f_{n,i}$ corresponds to $F$ restricted to some input length $h(n,i)$. We want to the function $h(n,i)$ to satisfy (a) $h(n,i) \geq n \cdot t(n,i) + \log n$, so that $h(n,i)$ bits are sufficient to encode an input for $f_{n,i}$ from $\mathbb{F}_n$ as well specify one of the $n$ output bits; (b) $h(n,i) > h(n,i+1)$, so that the reduction from $f_{n,i}$ to $f_{n,i+1}$ turns into a downward self-reduction for $F$; and (c) injectivity, so that we can relate computing $F_{h(n,i)}$ on a random input to computing $f_{n,i}$ on a random input. The following inductive definition achieves these properties.

For $i \leq m(n)$, we define $h(n,i)$ inductively as follows:

- $h(1, m(1)) = t(1, m(1))$.
- For $n > 1$, $h(n, m(n)) = \max\{h(n-1, 0) + 1, n \cdot t(n, m(n)) + \lceil \log n \rceil\}$.
- For $n > 1, i < m(n)$, $h(n,i) = \max\{h(n, i+1) + 1, n \cdot t(n,i) + \lceil \log n \rceil\}$.

Note that $h$ is injective, and $h(n,i) \leq \text{poly}(n)$. For $i \leq m(n)$, we define $F_{h(n,i)}$ to encode the function $f_{n,i}$. Specifically, $F_{h(n,i)}(x, j)$ is the $j$’th bit of $f_{n,i}(x)$. Note that $x$ takes $n \cdot t(n,i)$ bits to represent and $j$ takes $\lceil \log n \rceil$ bits, so together they can indeed be represented by a string of length $h(n,i)$.

For lengths $k$ not of the form $h(n,i)$, we define $F_k$ to equal $F_h$ where $h = \max\{h(n,i) : h(n,i) \leq k\}$. (Thus, $F_k$ will ignore the last $k-h$ bits of its input.) It can be verified that $h$ can be computed in time $\text{poly}(k)$.

The downward self-reducibility and PSPACE-hardness of $F$ follow immediately from the corresponding properties in Lemma 4.1. The self-correctibility follows from the fact that each $f_{n,i}$ is a multivariate polynomial of total degree at most $\text{poly}(n)$ over a field of size $2^n$. Specifically, the well-known self-corrector
for multivariate polynomials [38, 9] can be used to correctly compute such a polynomial everywhere (with high probability) given oracle access to a function that agrees with it in a $1 - 1/n^c$ fraction of positions for some constant $c$. (In fact, there are now results that require much less agreement.) □

In addition to removing some steps from the Impagliazzo–Wigderson proof, Theorem 4.3 has the consequence that we can obtain the "right" derandomization of BPP from a uniform assumption about hard problems in PSPACE (as opposed to P#P, as in [35, 15]).

**Corollary 4.4.** For every function $f \in \text{PSPACE}$, there is a constant $d$ such that if $f \not\in \bigcup_c \text{BPTIME}(t(n^d)^c)$, then there is a generator $G$ with stretch $t(\cdot)$ that cannot be $1/t(\cdot)^c$-distinguished in time $t(\cdot)^c$ for any constant $c$, and thus $\text{BPP} \subseteq \bigcup_c \text{i.o.-PseudoTIME}(n^c \cdot 2^{t^{-1}(n)})$.

**Corollary 4.5.** If $\text{PSPACE} \not\subseteq \bigcap_{\epsilon>0} \text{BPTIME}(2^{n^\epsilon})$, then $\text{BPP} \subseteq \bigcup_c \text{i.o.-PseudoTIME}(2^{\log^c n})$.

## 5. Uniform Hardness Amplification

In this section we will prove that if every problem in EXP has a BPTIME($t(n)$) algorithm that solves the problem on a fraction $1/2 + 1/t(n)$ of the inputs of length $n$, then EXP is contained in BPTIME($t(\text{poly}(n))$).

We will prove our result in a series of steps. First, we observe that the nonuniform worst-case to average-case reduction in [54] actually uses only a "logarithmic amount of nonuniformity." More precisely, the reduction can be implemented by a probabilistic algorithm that first picks its randomness, then receives a logarithmically long advice string (that depends only on the randomness), and finally receives and solves the input. We formalize this slightly nonstandard notion of nonuniform probabilistic computation as follows.

**Definition 5.1** (nonuniform BPP). For functions $t$ and $a$, we say that a language $L$ with characteristic function $f$ is in BPTIME($t(\cdot)^a$) if there is a $t(\cdot)$-time algorithm $A$ and a function $\alpha$ such that for every $n$,

$$\Pr_{r \in \{0,1\}^t(n)}[\forall x \in \{0,1\}^n] A(x, r, \alpha(r)) = f(x)] \geq \frac{3}{4},$$

and $|\alpha(r)| = a(n)$ for $|r| = t(n)$.

Using the above notation, we can restate the main result of Sudan, Trevisan, and Vadhan [54] in the following way:
Theorem 5.2 ([54]). There is a constant $d$ such that for every boolean function $f$ and nice time bound $t$, there is a boolean function $f'$ such that

- $f$ is reducible to $f'$ (via a linear-time Karp reduction);
- $f'$ is computable in linear space (and hence in E) given oracle access to $f$ (and all oracle queries are of size $\Theta(n)$);
- if $(f', U)$ is in $\text{HeurBPTIME}(t(n), 1/2 - 1/t(n))$, then $f'$ and $f$ are in $\text{BPTIME}(t(n)^d/d \log t(n))$.

Proof sketch. The truth table of the function $f'$ is an encoding of the truth table of the function $f$ using the error-correcting code of Lemma 28 in [54]. The code is computable in time polynomial in (and space logarithmic in) the length of the truth table of $f$, and so if $f$ has inputs of length $n$, then $f'$ is computable in time $2^{O(n)}$ and space $O(n)$ given the truth-table of $f$. (Or, equivalently, given oracle access to $f$.) The input length of $f'$ is $O(n)$, and the construction of the code is such that for every $x$ there is a linear-time constructible bit string $x'$ such that $f(x) = f'(x')$. The decoding algorithm of Lemma 28 of [54] is such that a HeurBPTIME($t(n), 1/2 - 1/t(n)$) algorithm for $(f', U)$ implies the existence of a probabilistic algorithm that runs in time $\text{poly}(t(n))$ and outputs a list of $\text{poly}(t(n))$ circuits such that with high probability one of them computes $f'$ (and hence, by the simple reduction, $f$) on all inputs. $O(\log t(n))$ bits of advice can then be used to choose a correct circuit from the list, thus showing that $f'$ (and $f$) are in $\text{BPTIME}(\text{poly}(t(n)))$.

We note that some other methods for achieving strong average-case hardness, such as derandomized versions of Yao’s XOR Lemma [30, 34, 57], appear to require significantly more nonuniformity.

Finally, we show that certain EXP-complete or PSPACE-complete functions can be in $\text{BPTIME}(\text{poly}(t(n)))/O(\log(t(n)))$ only if they are also in $\text{BPTIME}(t(\text{poly}(n)))$. This will be a consequence of the fact that EXP-complete and PSPACE-complete problems have instance checkers in the sense of Blum and Kannan [12].

Definition 5.3 (instance checker). An instance checker $C$ for a boolean function $f$ is a polynomial-time probabilistic oracle machine whose output is in $\{0, 1, \text{fail}\}$ such that

- for all inputs $x$, $\Pr[C_f(x) = f(x)] = 1$.
- for all inputs $x$, and all oracles $f'$, then $\Pr[C_{f'}(x) \notin \{f(x), \text{fail}\}] \leq 1/4$;
Intuitively, if \( f \) has an instance checker, then machine \( C \), given an input \( x \) and an oracle \( f' \) that purports to compute \( f \), with high probability will be able to verify the validity of the oracle on \( x \) by comparing \( f'(x) \) to \( C^{f'}(x) \). This definition is slightly different from the original definition of [12], but is easily seen to be equivalent and is more convenient for our purposes.

As observed in [5], the proof of \( \text{MIP} = \text{NEXP} \) in [5] implies the existence of instance checkers for all EXP-complete problems, and the proof of \( \text{IP} = \text{PSPACE} \) in [41, 51] implies the existence of instance checkers for all PSPACE-complete and P#P-complete problems.

**Theorem 5.4 ([5],[41, 51]).** Every EXP-complete problem, every PSPACE-complete problem, and every P#P-complete problem has an instance checker. Moreover, there are EXP-complete problems, PSPACE-complete problems, and P#P-complete problems for which the instance checker \( C \) only makes oracle queries of length exactly \( \ell(n) \) on inputs of length \( n \) for some polynomial \( \ell \).

The MIP characterization of EXP, which is essentially equivalent to the existence of instance checkers for EXP, has been in complexity theory before, e.g. in [5, 6, 14, 61]. Our application of it to worst-case/average-case connections, however, seems new.

**Lemma 5.5.** Let \( f \in \text{BPTIME}(t)/a \) be a problem admitting an instance checker that makes queries of length exactly \( \ell(n) \) on inputs of length \( n \). Then \( f \in \text{BPTIME}(\text{poly}(t(\ell(n))) \cdot 2^{a(\ell(n))}) \).

**Proof.** Let \( C \) be the instance checker, let \( A(\cdot,\cdot,\cdot) \) be the BPTIME(\( t)/a \) algorithm for \( f \) and let \( \alpha \) be the advice function. We reduce the error probability of the instance checker \( C \) to \( 2^{-a(\ell(n))-3} \) by taking independent repetitions, at the cost of increasing its running time to \( \text{poly}(t(n)) \cdot a(\ell(n)) \).

We now describe a BPTIME(\( \text{poly}(t(\ell(n))) \cdot 2^{a(\ell(n))} \)) algorithm for \( f \). On input \( x \) of length \( n \), we pick \( r \) at random, and run \( C^{A(\cdot,r,s)}(x) \) for all \( 2^{a(\ell(n))} \) possible advice strings \( s \) for the computation of \( A \) on inputs of length \( \ell(n) \). The first time \( C^{A(\cdot,r,s)}(x) \) outputs a value \( \sigma \) other than \( \text{fail} \), we output \( \sigma \). If \( C^{A(\cdot,r,s)}(x) \) outputs \( \text{fail} \) for all \( s \), we output \( \text{fail} \).

We now bound the probability that the above algorithm outputs either \( \text{fail} \) or \( \sigma \neq f(x) \). By the error reduction of our instance checker for every fixed \( r \) and \( s \), the probability that \( C^{A(\cdot,r,s)}(x) \notin \{\text{fail}, f(x)\} \) is at most \( 2^{-a(\ell(n))-3} \). Thus the probability that the above algorithm’s output is not in \( \{\text{fail}, f(x)\} \) is at most \( 2^{a(\ell(n))} \cdot 2^{-a(\ell(n))-3} = 1/8 \).
By the definition of $\text{BPTIME}(t)/a$, $A(\cdot, r, \alpha(r))$ correctly computes $f$ on inputs of length $t(n)$ with probability at least $3/4$ over the choice of $r$. If this happens, then $C^{A(\cdot, r, \alpha(r))}(x) = f(x)$ by the definition of instance checker. Thus, the above algorithm outputs $\text{fail}$ with probability at most $1/4$.

Therefore the probability that the above algorithm doesn’t output $f(x)$ is at most $1/4 + 1/8 = 3/8$, so we indeed have a bounded-error algorithm. The running time can be verified by inspection. □

Combining Theorem 5.4 with Lemma 5.5, we get:

**Proposition 5.6.** There is an $\text{EXP}$-complete function $f$ and a constant $d$ such that if $f \not\in \text{BPTIME}(t(n)/\log t(n))$, then $f \in \text{BPTIME}(t(n^d))$.

This is analogous to the fact that $\text{NP} \subseteq \text{P}/\log \Rightarrow \text{NP} = \text{P}$, which makes use of the equivalence of search and decision for $\text{NP}$-complete problems [37]. For our result, we instead used the instance-checkability of $\text{EXP}$-complete problems.

We can now put together all the results, and prove our worst-case to average-case reduction in the uniform setting.

**Theorem 5.7.** For every function $f \in \text{EXP}$, there is a constant $d$ such that if $f \not\in \text{BPTIME}(t(n^d))$ for a nice time bound $t$, then there is a function $f' \in \text{EXP}$ such that

$$(f', U) \not\in \text{HeurBPTIME}(t(n), 1/2 - 1/t(n)).$$

**Proof.** Let $g$ be the $\text{EXP}$-complete problem from Proposition 5.6. Let $f'$ be the function obtained by applying Theorem 5.2 to $g$. If $(f', U) \in \text{HeurBPTIME}(t(n), 1/2 - 1/t(n))$, then $g \in \text{BPTIME}(\text{poly}(t(n))/O(\log t(n)))$, by Theorem 5.2. Proposition 5.6 then implies that $g \in \text{BPTIME}(\text{poly}(t(n)))$. By the $\text{EXP}$-completeness of $g$, we deduce that $f \in \text{BPTIME}(\text{poly}(t(n))) = \text{BPTIME}(t(\text{poly}(n)))$. □

Theorem 5.7 improves on what we were able to obtain using the techniques of [35], namely Corollary 3.11, in that we no longer incur a composition $t(t(\text{poly}(n)))$ in the conclusion. Still, the above theorem does not match what is known in the nonuniform setting. For example, we should be able to prove that $\text{E} \not\subseteq \text{BPTIME}(2^{o(n)})$ implies $\text{E} \not\subseteq \text{HeurBPTIME}(2^{o(n)}, 1/2 - 1/2^{o(n)})$.

Obtaining such finer worst-case to average-case connections in the nonuniform setting received significant attention in the past few years [30, 34, 54] and was essential in obtaining $\text{P} = \text{BPP}$ under worst-case assumptions [34]. To obtain such a result for the uniform setting, we observe that results on probabilistically checkable proofs imply the following strengthening of Theorem 5.4 for $\text{E}$. 
Theorem 5.8 (\cite{[7]}). There is a problem complete for E under linear-time reductions that has an instance checker that only makes oracle queries of length exactly $\ell(n) = O(n)$ on inputs of length $n$.

Proof. We begin with a paddable language $L$ that is complete for E under linear-time reductions, e.g. $L = \{ x : \text{the universal TM accepts } x \text{ within } 2^{|x|} \text{ steps} \}$, and let $f$ be its characteristic function. The work of Babai, Fortnow, Levin, and Szegedy \cite{[7]} gives a probabilistic polynomial-time ‘verifier’ $V$ and a (deterministic) prover $P$ running in time $2^{cn}$ for a constant $c$ such that for every $x$ of length $n$ and every $b \in \{0, 1\}$,

1. If $f(x) = b$ and we set $\pi = P(x, b)$, then $\Pr[V^\pi(x, b) = 1] = 1$.

2. If $f(x) \neq b$, then for every $\pi^*$, $\Pr[V^{\pi^*}(x, b) = 1] \leq 1/4$.

The actual statements of the results in \cite{[7]} refer to a verifier that checks ‘theorem-proof candidates’ $(t, p)$ once they are encoded to allow efficient probabilistic verification. In their formulation, the verifier is given $t$ and runs in time $\text{polylog}(|t|, |p|)$ and the prover (constructing the encoded proof) is given $t$ and $p$ and runs in time $\text{poly}(t, p)$. Above, we apply this to the theorem $t = [f(x) = b]$ of length $n + 1$ together with its corresponding proof $p_0$ of length $2^{O(n)}$ (namely the computation of the universal TM). The construction of \cite{[7]} provides $t$ to the verifier as an oracle in an error-correcting format, but here our verifier has enough time to read $t$ in its entirety and so can simulate the theorem-oracle on its own. Our prover $P$ above will compute the original proof $p_0$ and then encode it via the construction of \cite{[7]}.

Now we consider the function $f'(x, b, i) = P(x, b)_i$. By definition, the oracle queries of the verifier $V$ to the proof $P(x, b)$ can be replaced with oracle queries to the function $f'(x, b, i)$, where $|i| = O(|x|)$ (since $P(x, b)$ only has enough time to construct a proof of length $2^{O(|x|)}$). In addition, $f'$ is in E, so $f'$ can be reduced to $f$ in linear time, so $V$’s queries to $P(x, b)$ can actually be replaced with queries to $f$ itself. This gives us the checker $C$ desired: given any oracle $g$ and input $x$, $C^g(x)$ runs $V^g(x, g(x))$ and outputs $g(x)$ if this accepts, and fail otherwise. The queries of $C$ are all of length $O(|x|)$ and can be made the exactly the same length by padding. \hfill $\square$

Using this instance-checker in the proof of Theorem 5.7, we obtain:

Theorem 5.9. For every function $f \in \text{E}$, there is a constant $d$ such that if $f \notin \text{BPTIME}(t(n)^d)$ for a nice time bound $t$, then there is a function $f' \in \text{E}$ such that $(f', U) \notin \text{HeurBPTIME}(t(n), 1/2 - 1/t(n))$. 
Corollary 5.10. If $E \not\subset \bigcap_{\epsilon > 0} \text{BPTIME}(2^{\epsilon n})$, then
\[ E \times \{U\} \not\subset \bigcap_{\epsilon > 0} \text{HeurBPTIME}(2^{\epsilon n}, 1/2 - 1/2^{\epsilon n}) \].

Finally, we observe that our reductions work on an input-length by input-length basis. That is, if every function in $E$ can be computed on average for infinitely many input lengths, then every function in $E$ can be computed in the worst-case for infinitely many input lengths. Equivalently, given a function in $E$ that is worst-case hard for all but finitely many $n$, we can obtain a function in $E$ that is average-case hard for all but finitely many $n$.

Theorem 5.11. For every function $f \in E$, there is a constant $d$ such that if $f \notin \text{i.o.-BPTIME}(t(n)^d)$ for a nice time bound $t$, then there is a function $f' \in E$ such that
\[ (f', U) \notin \text{i.o.-HeurBPTIME}(t(n), 1/2 - 1/t(n)) \].

Recall that the techniques of [35] did not provide this kind of result (and instead only gave us Corollary 3.11), because the proof of Lemma 3.6 does not work on an input-length by input-length basis.

6. Black-Box Reductions

In this section, we argue that uniform, black-box reductions cannot be used to prove the pseudorandom generator constructions and the worst-case-to-average-case reductions given in [35] and this paper. We suspect that these negative results can be extended to actually show that the constructions are nonrelativizing. The fact that we are using reductions that cannot be black-box suggests that significant and possibly unexpected results could come out of further studies of uniform reductions in this field.

Let us briefly explain what we mean by black-box reductions, and why uniform black-box reductions have very strong limitations. Suppose we want to construct a pseudorandom generator $G_f : \{0, 1\}^n \rightarrow \{0, 1\}^{t(n)}$ based on a hard function $f$; our approach (following [45] and most subsequent papers on the subject) could be to show that given a distinguishing procedure $D$ that distinguishes the output of $G_f$ from the uniform distribution, it is possible to construct an oracle procedure $P$, which may be nonuniform (and indeed typically is), such that $P^D$ computes $f$. Now, if $f$ is hard to compute and $P$ is efficient, it cannot be the case that $D$ is efficient. So no efficient procedure distinguishes the output of $G_f$ from uniform, and $G$ is a pseudorandom generator. The oracle procedure $P$ implements the reduction from the task of breaking the generator to the task of computing the hard function $f$. More formally, we
would have the following notion of black-box construction of a pseudorandom generator from a hard predicate.

**Definition 6.1** (Black-Box Pseudorandom Generator Construction). Let $G^{(i)} : \{0,1\}^d \to \{0,1\}^m$ be an oracle algorithm that expects an oracle of the form $f : \{0,1\}^\ell \to \{0,1\}$.

We say that $G$ is a black-box generator construction with distinguishing parameter $\epsilon$, reduction time $t$, and reduction advice $a$ if there is an oracle algorithm $R$ (the reduction) that runs in time at most $t$ such that for every function $f : \{0,1\}^\ell \to \{0,1\}$ and every function $D : \{0,1\}^m \to \mathcal{D}$, if

$$\Pr[D(G^f(U_n)) = 1] - \Pr[D(U_m) = 1] \geq \epsilon,$$

then there exists an advice function $A : \{0,1\}^r \to \{0,1\}^a$ such that for every $x$,

$$\Pr[R^D(x, U_r, A(U_r)) = f(x)] \geq \frac{3}{4}$$

We say that $G$ is uniform if $a = 0$.

In the taxonomy of [48], this definition captures a “fully black-box reduction,” because both the construction ($f \mapsto G^f$) and the proof of correctness ($D \mapsto R^D$) are “black box” in their use of the hard function $f$ and adversary $D$, respectively. (Unlike the notion discussed in [48], we do not give $R$ oracle access to $f$, since we are in a setting where it is infeasible for the adversary to compute the function $f$.)

To make sense of the definition, note that if such a construction exists, and $f$ is not solvable in time $T$ using $a$ bits of advice, then the output of the generator fools every distinguisher that uses time at most $T/t$, up to an error of $\epsilon$.

As shown in [56], pseudorandom generator constructions having this type of black-box analysis also have very nice information-theoretic properties. Specifically, they yield *randomness extractors* [46]. In particular, Lemma 3 of [56] states that construction of [34] is a pseudorandom generator that meets the above definition, and Section 2.3 of [56] shows how to view such a construction as an extractor.

In order to state this connection, we first recall the definition of extractors. A random variable $X$ ranging over $\{0,1\}^n$ is said to be a $k$-source if, for every $a \in \{0,1\}^n$ we have $\Pr[X = a] \leq 1/2^k$. Two random variables $X, Y$ ranging over $\{0,1\}^m$ are said to be $\epsilon$-close if for every function $T : \{0,1\}^m \to \{0,1\}$ we have

$$|\Pr[T(X) = 1] - \Pr[T(Y) = 1]| \leq \epsilon$$
A function $E : \{0,1\}^n \times \{0,1\}^d \rightarrow B^m$ is a $(k, \epsilon)$-extractor if, for every $k$-source $X$, $E(X,U_d)$ is $\epsilon$-close to $U_m$.

Suppose that we have black-box construction as in Definition 6.1. Define the function $E : \{0,1\}^d \times \{0,1\}^d \rightarrow \{0,1\}^m$ as follows: $E(x,z) = G^f_x(z)$, where $f_x : \{0,1\}^d \rightarrow \{0,1\}$ is the function whose truth-table is the string $x \in \{0,1\}^d$. Section 2.3 in [56] shows that such a function is necessarily a $(k,2\epsilon)$-extractor, where $k = a + \log 1/\epsilon$. (See also [62, 49].)

It follows immediately from the definition that a $(k,2\epsilon)$-extractor must satisfy $2^{k+d} \geq (1-2\epsilon) \cdot 2^m$. Taking $\epsilon = 1/4$, we see that the advice must satisfy $a \geq m - d - 3$. In particular, we cannot have a uniform (that is, $a = 0$) construction of a PRG that stretches by more 3 bits, and in fact the advice must grow linearly with the stretch. In fact, Radhakrishnan and Ta-Shma [47] have proven a stronger bound on extractors, showing that $k+d \geq m+2\log 1/\epsilon - O(1)$ (provided $k \leq n-O(1)$, $d \leq m-2$), which implies that we need advice that also grows as the error goes to zero. Specifically, we have $a \geq m-d+\log(1/\epsilon) - O(1)$ (provided $a + \log(1/\epsilon) < 2^d - c$ and $d \leq m-2$). Summarizing, we have:

**Proposition 6.2.** Let $G^{(k)} : \{0,1\}^d \rightarrow \{0,1\}^m$ be a black-box generator construction from functions $f : \{0,1\}^d \rightarrow \{0,1\}$, with distinguishing parameter $\epsilon$, reduction advice $a$. Then

- $a \geq m - d - 3$, provided $\epsilon \leq 1/4$, and
- $a \geq m - d + \log(1/\epsilon) - O(1)$, provided $d \leq m - 2$ and $a + \log(1/\epsilon) < 2^d - c$ for a universal constant $c$.

We can do a similar argument for worst-case to average-case reductions. A black-box worst-case to average-case reduction is essentially what is called a “nice code” in [54]. We give a precise definition below.

**Definition 6.3 (Black-box Worst-Case to Average-Case Reduction).** A black-box worst-case to average-case reduction with advantage parameter $\epsilon$, reduction time $t$, and reduction advice $a$, is transformation $H$ that maps functions $f : \{0,1\}^n \rightarrow \{0,1\}$ into functions $f' : \{0,1\}^{n'} \rightarrow \{0,1\}$ and a probabilistic oracle randomized algorithm $R$ with advice such that for every function $P : \{0,1\}^{n'} \rightarrow \{0,1\}$, if

$$\Pr[P(U_n) = f'(U_{n'})] \geq \frac{1}{2} + \epsilon,$$

then there is an advice function $A : \{0,1\}^r \rightarrow \{0,1\}^a$ such that for every $x$,

$$\Pr[R^P(x, U_r, A(U_r)) = f(x)] \geq \frac{3}{4}$$
It is easy to see (cf. [62]) that $H$ can be thought of as an error-correcting code $C : \{0,1\}^N \rightarrow \{0,1\}^{N'}$, where $N = 2^n$ and $N' = 2^{n'}$, that is $(1/2 - \epsilon, 2^a)$-list-decodable, meaning that for every string $z \in \{0,1\}^{N'}$ there are at most $2^a$ strings $w \in \{0,1\}^N$ for which $C(w)$ and $z$ differ in at most $(1/2 - \epsilon) \cdot N'$ coordinates. If $a = 0$, then $H$ is uniquely decodable from a $1/2 - \epsilon$ fraction of error, something that is known to be impossible if $1/2 - \epsilon > 1/4$ and $n$ is large enough. Specifically, the Plotkin bound says that a code that is uniquely decodable from $(1 + \delta)/4$ errors has message length $N \leq 1 + 1/\delta$. In addition, it is known that for a code to be $(1/2 - \epsilon, L)$-list decodable, we must have $|L| = \Omega(1/\epsilon^2)$ [10, 27] (provided $N \geq c \cdot (1/\epsilon^2) \cdot \log(1/\epsilon)$ for a certain constant $c$) and so $a \geq 2 \log 1/\epsilon - O(1)$. Note that the black-box worst-case to average-case reduction of [54] essentially matches this bound, achieving $a = O(\log 1/\epsilon)$.

Summarizing, we have:

**Proposition 6.4.** Let $H$ be a black-box worst-case to average-case reduction mapping functions $f : \{0,1\}^n \rightarrow \{0,1\}$ into functions $H(f) : \{0,1\}^{n'} \rightarrow \{0,1\}$ advantage parameter $\epsilon$ and reduction advice $a$. Then,

- $a > 0$, provided that $\epsilon < (1 - 1/(2^n - 1))/4$.
- $a \geq 2 \log(1/\epsilon) - O(1)$, provided that $n \geq c \log(1/\epsilon)$, where $c$ is a universal constant.

### 7. Conclusions and Subsequent Work

The most immediate open problem is whether there is a “high-end” analogue of the Impagliazzo–Wigderson Theorem (Thm. 3.1). That is, can we get a polynomial-time or quasi-polynomial-time deterministic simulation of BPP from a uniform assumption on E or EXP, such as $E \not\subseteq \cap_{\epsilon > 0} \text{BPTIME}(2^{\epsilon n})$ or $\text{EXP} \not\subseteq \cap_{\epsilon > 0} \text{BPTIME}(2^n)$? More generally, can we remove the $t(t(n))$ composition from Corollary 3.10? Recall that we have shown how to do this if EXP is replaced by PSPACE (Corollary 4.4), or if we are interested in only average-case hardness instead of derandomization (Thms. 5.7 and 5.9). By Lemma 3.5, it would suffice to show that there is an EXP-complete function $f$ such that if $f \in \text{LEARN}_{\text{mem}}(t(n))$ then $f \in \text{BPTIME}(t(\text{poly}(n)))$. Perhaps instance-checkability and other properties relating to the PCP characterization of EXP will help here.

Subsequent to our work, Gutfreund, Shaltiel, and Ta-Shma [28] obtained a “high-end,” uniform derandomization of AM: if $E \not\subseteq \cap_{\epsilon > 0} \text{AMTIME}(2^n)$, then $\text{AM} \subseteq \text{i.o.-PseudoNP}$. They also utilize the instance-checkability of E,
together with a special property of the Miltersen–Vinodchandran [43] hitting-set generator construction. Interestingly, no “low-end” version of their result (i.e. one based on EXP ≠ AM) is known.

Instance checkability of EXP was also recently used by Barak [8] to establish a hierarchy theorem for probabilistic machines with a small amount of advice. The advice requirement in Barak’s result was subsequently improved by Fortnow and Santhanam [21] by making use of our construction of a PSPACE-complete self-correctible and downward self-reducible problem. More recent improvements have reduced the amount of advice and extended the techniques to other classes [25, 22, 42]. Some of the improved results use instance-checkers (see [42]). Our PSPACE-complete problem was also used by Allender et al. [2] to prove that the set of strings with high space-bounded Kolmogrov complexity is complete for PSPACE under zero-error randomized Cook reductions.

Our observation in Section 6 that the connections to extractors and list-decodable codes could be used to prove negative results about black-box pseudorandom generator constructions and hardness amplification was taken further by Viola [62] and Lu, Tsai, and Wu [40], who used these connections to prove negative results about doing such constructions in low complexity classes, such as the polynomial-time hierarchy.
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