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Abstract

In this paper we describe our submission to the Zerospeech 2020 challenge, where the participants are required to discover latent representations from unannotated speech, and to use those representations to perform speech synthesis, with synthesis quality used as a proxy metric for the unit quality. In our system, we use the Bayesian Subspace Hidden Markov Model (SHMM) for unit discovery. The SHMM models each unit as an HMM whose parameters are constrained to lie in a low dimensional subspace of the total parameter space which is trained to model phonetic variability. Our system compares favorably with the baseline on the human-evaluated character error rate while maintaining significantly lower unit bitrate.

Index Terms: Acoustic Unit Discovery, Subspace Hidden Markov Model, Unsupervised Learning

1. Introduction

Learning useful unsupervised representations of data is one of the most important research questions of modern machine learning. In Automatic Speech Recognition (ASR) particularly, there is a wide performance schism between systems in resource-rich languages and low resource languages due to the dependence of contemporary ASR technology on large annotated speech corpora. There has therefore been growing interest in using unsupervised machine learning approaches to speech processing to bridge this gap. One line of research is Acoustic Unit Discovery (AUD) where the goal is to discover a set of units, similar to phones, from unlabeled speech in a language.

The overarching theme of most AUD methods is the postulation of a latent space which represents the units and which is inferred from the data. Bayesian approaches model the problem as a generative process such as an HMM or GMM with a Dirichlet process prior so that both the number of units and the parameters of those units’ models can be inferred [1, 2, 3, 4, 5, 6, 7]. Another approach is the use of neural networks which usually learn continuous latent spaces rather than discrete units. Autoencoders have been used to this end, with further constraints such as speaker invariance costs or correspondence training [8, 9, 10]. Siamese neural networks have also been applied, where the labels for training are obtained from an unsupervised term detection system [11, 12].

Recently, Bayesian-neural-network hybrids have become popular because they combine the modeling power of neural networks with the structured self-regularizing properties of Bayesian models. Variants of the Variational AutoEncoder (VAE) have been especially successful [13]. Among these are the vector quantized VAE [14, 15, 16], HMM-VAE [17, 18].

The AUD system we adopt in this work is one such Bayesian hybrid, the Subspace Hidden Markov Model (SHMM) system [19]. It models each acoustic unit as an HMM whose parameters are constrained to be in a low-dimensional phonetic subspace of the parameter space.

The Zerospeech challenge [19, 20, 21] provides a platform to test these myriad systems on the same task. Initial iterations of the challenge measured performance using the ABX discriminability criterion [22, 23]. Since the 2019 challenge [21], there has been a shift to a synthesis-based evaluation scheme where the learned units are used to synthesize audio waveforms, and the quality of the synthesized waveforms - measured by human-evaluated Character Error Rate (CER) - is used as a proxy metric for the quality of the AUD. The rationale is that given a set of waveforms and their transcriptions, one should be able to train synthesis systems, and the more accurate the transcripts are, the less garbled the synthesis would be. The other relevant metric for us is the bitrate which measures the conciseness of the representation, i.e. if the AUD system incorrectly ascribes multiple units to the same phone, while the synthesis may not degrade much, the bitrate would increase.

2. System

2.1. Bayesian Acoustic Unit Discovery

The Bayesian approach to AUD involves maximizing the joint likelihood of the acoustic unit sequence \( u = (u_1, \ldots, u_N) \) and the set of acoustic unit parameters \( \mathbf{H} = \{\eta_1, \eta_2, \ldots\} \) conditioned on the observed data \( \mathbf{X} = (x_1, \ldots, x_N) \):

\[
p(u, \mathbf{H}|\mathbf{X}) \propto p(\mathbf{X}|u, \mathbf{H})p(u, \mathbf{H}),
\]

where \( \eta_u \) is the vector of parameters of the probabilistic model of acoustic unit \( u \). In this work, we have used the non-parametric Bayesian AUD model proposed in [1] where the likelihood of a speech segment given a specific unit \( p(x_t, x_{t+1}, \ldots, x_n|u, \eta_u) \) is modeled with a 3-state left-to-right HMM with parameters:

\[
\eta_u = \begin{pmatrix} \eta_1^{u} \\ \eta_2^{u} \\ \eta_3^{u} \end{pmatrix},
\]
and each state has emission probabilities modeled as a GMM with $K$ Gaussian distributions:

$$
\eta_u = \begin{pmatrix}
\mu_{u,1}^1 \\
\vdots \\
\mu_{u,K}^1 \\
\text{vec}(\Sigma_{u,1}^1) \\
\vdots \\
\text{vec}(\Sigma_{u,K}^1) \\
\pi_u^1 \\
\vdots \\
\pi_u^K \\
\end{pmatrix},
$$

where vec is the vectorize operator, $\pi_u^j$, $\mu_u^j$, and $\Sigma_u^j$ are the mixing weights, the mean and covariance matrix of the $i$th HMM state and the $j$th Gaussian component of the acoustic unit $u$. Note that in this case, $\eta_u$ is the supervector formed by concatenating all the elements of the means, covariance matrices and mixture weights for all three states of $u$ and can be interpreted as the embedding of an acoustic unit in a high-dimensional space.

Following [1, 2], the joint prior over units and parameters further factorizes into:

$$
p(u, H) = p(u|H) \prod_{i=1}^{\infty} p(\eta_i),
$$

where the conditional prior over units $p(u|H)$ has a Dirichlet process prior with base measure $p(\eta)$.

The base measure defines a priori which sound—represented as an HMM parameter vector $\eta$—is likely to be selected as an acoustic unit by the clustering process. In prior works [1, 2, 5, 6], this base measure is set as a combination of Normal-Wishart and Dirichlet distributions. This choice of base measure was mostly driven by mathematical convenience rather than an educated guess about which sound is a plausible acoustic unit. Figure 1a depicts the result of this assumption in a 2D parameter space (note that we use 2D for visualization purposes; the actual parameter dimensionality is much higher). The probability is quite diffuse in the parameter space, which means that a priori, the units can model any sounds (including non-human ones) and potentially irrelevant sources of variability (speaker, channels, emotion, ...).

### 2.2. Subspace HMM

The Subspace HMM (SHMM) introduced in [7] improved over the previous non-parametric HMM based AUD model by defining a more refined base measure which narrows the search of acoustic units within a subspace of the total parameters space. In this framework, each acoustic unit embedding is constrained to live in a low-dimensional manifold:

$$
\eta_u = f(Wh_u + b),
$$

where $f$ is a differentiable function, $h_u$ is a low-dimensional embedding of the acoustic unit $u$ and $W$ and $b$ are the parameters of the subspace. In this work, the columns of $W$ are assumed to span the subspace containing the phonetic variability. As shown in Figure 1b, the SHMM modifies the base measure...
\( p(\eta) \) so that all the probability mass is contained in a lower dimensional manifold of the total parameter space (the blue curve in the figure). Furthermore, the SHMM incorporates the following priors over the subspace parameters:

\[
W_r,c &\sim \mathcal{N}(0, I) \\
b &\sim \mathcal{N}(0, I) \\
h_u &\sim \mathcal{N}(0, I),
\]

where \( W_r,c \) is element at the \( r \)th row and \( c \)th column of matrix \( W \). Finally, the function \( f \) ensures that the embedding \( \eta \) lives in the HMM parameter space and it is defined as:

\[
\pi_{u}^{l,j} = \frac{\exp\{W_u^{l} h_u + b_u^{l}\}}{1 + \sum_{k=1}^{H} \exp\{W_u^{k} h_u + b_u^{k}\}}
\]

\[
\mu_u^{l,j} = W_u^{l} h_u + b_u^{l}
\]

\[
\Sigma_u^{l,j} = \text{diag}(\exp\{W_u^{l} h_u + b_u^{l}\}),
\]

where \( \exp \) is the element-wise exponential function and \( \exp\{...\} \) is the \( j \)th element of the resulting vector. The matrix \( W_u \) is the subset of rows of the matrix \( W \) which is assigned to the mixing weights \( \pi \) of the \( i \)th HMM state. The matrices \( W_u^{l,j} \) and \( W_u^{l,j} \) are similarly defined for the mean and covariance matrix of the \( j \)th Gaussian distribution of \( i \)th HMM state.

2.3. Model training

The SHMM is trained by optimizing the variational lower bound on the posterior \( p(u, H | X) \). The procedure can be split into two parts: (i) optimizing the variational posterior of the subspace parameters \( q(W, b) \), and (ii) acoustic unit discovery, i.e. optimizing the variational posteriors \( q(h_1), q(h_2), \ldots \). Although both steps can be combined for a target language, this defeats the motivation of the SHMM which is to use the subspace to constrain the embeddings.

In training the subspace, we need the knowledge of the phones beforehand in order to ensure that the subspace models phonetic variability, but this is the entire goal of acoustic unit discovery. This dilemma is resolved by noting that there is considerable phonetic overlap across many languages. Therefore, the target language phonetic subspace is approximated by a phonetic subspace learned from other source languages with annotated data (along with their corresponding unit embeddings and parameters). This can be seen as imposing an educated prior on the units of a language. The base measure \( p(\eta) \) is now modified to be:

\[
\eta \sim p(\eta | X_u, U_u),
\]

where \( X_u \) and \( U_u \) are the utterances and phonetic transcriptions of the source languages.

For the acoustic unit discovery in the unlabeled target language, the same variational optimization is done, except now the variational posterior over the subspace parameters is held fixed and only the variational posterior of the embeddings \( q(h_1), q(h_2), \ldots \) are learned. Another key difference is that since no annotations are available, the HMM inference graph is no longer the forced-alignment graph but a “pseudo-phone” loop [2].

The optimization in both cases involves a mix of the forward-backward algorithm [24] for the HMM latent parameters and a gradient ascent with the reparametrization trick [13] for \( q(W)q(b)q(h_1)q(h_2) \ldots \). A more in-depth treatment of the procedure can be found in the original SHMM paper [7]. Finally, the code for training the SHMM can be found here: https://github.com/beer-asr/beer.

2.4. Decoding units

We obtain our representation by Viterbi decoding on the HMM to find the sequence of units \( u^* \) such that:

\[
u^* = \arg \max_u q^*(u)
\]

\[
q^*(u) = \arg \max_u \ln \frac{p(X|u, H)^\alpha p(u, H)}{q(u)q(H)} \bigg| q(u)q(H),
\]

where \( \alpha \) is a weighting factor called the acoustic scale used in ASR systems to correct some of the modeling inaccuracies of the HMM. Unless otherwise specified, we set the acoustic scale to 1.

3. Experiments

3.1. Data and features

We tested our system on the two languages provided as part of the challenge: English and the surprise language, both of which were also used for the 2019 challenge. The surprise language data is a standard Indonesian corpus collected in [25, 26]. Each of these corpora has three subsets:

1. Unit training set: The set of data used for training the acoustic units. This corpus totals about 15 hours per language.
2. Voice training set: Speech collection for each target speaker of the synthesis. For English, there are two target speakers with about 2 hours each. For the surprise language, there is one target speaker with about 90 minutes.
3. Test set: The set of utterances (about 30 minutes per language) to be decoded for scoring. Some of these utterances are also used for syntheses.

To train the approximate subspace, we use annotated data from the GlobalPhone corpus [27]: we use subsets from the German (2.7 hours), Spanish (4.7 hours), Polish (3.4 hours) and French (3.8 hours) sets of the corpus.

The input to the system are 13-dimensional MFCC features systematically the character error rate (CER) of the synthesized waveforms as transcribed by human evaluators. This metric is of course tied with the bitrate of the representations, as a system with very high bitrate (say MFCC) should conceptually have very good synthesis and low character error rate. Moreover, our goal is to do phone discovery, having a low bit rate is quite essential since we know that the phone sets of each language are quite limited.

The challenge provides two additional subjective metrics. The first is the Mean Opinion Score (MOS) which evaluates the quality of the synthesis. The other metric is the similarity score which measures the voice similarity to the target speaker, and somewhat measures the disentanglement of speaker information from the learned representation. In addition to these metrics, the challenge also features the ABX error rate, which measures the likelihood that for a given triphone example, its representation as learned by the system is farther from another example of the same triphone than it is from an example of another triphone by some pre-specified distance metric.
In our preliminary experiments, we found that the metric favors our denser representations. In particular, using the posteriors obtained from the forward-backward algorithm as our embeddings improves the ABX (computed with the DTW+KL-divergence as opposed to the Levenshtein distance used for the transcripts). Furthermore, by reducing the acoustic scale in (12), we can make the posteriors fuzzier and so decrease the ABX at the cost of higher bitrate. We do not make use of these in our final submission since our goal is the discovery of phones which are discrete.

4. Conclusions

In this paper, we have described our submission to the Zerospeech 2020 challenge where we have used the non-parametric Bayesian SHMM model for acoustic unit discovery. This model differs from the original HMM based system by having a constrained base measure—a distribution defining a priori which sound is a potential acoustic unit candidate—forcing the discovered acoustic unit embeddings to live in a low dimensional manifold previously estimated on annotated data from other languages. Compared to the baseline, we are able to get similar character error rates with much lower bitrates. In addition, we observed that, by taking the posterior over the acoustic units rather than the Viterbi path, one can achieve a very low ABX score at the expense of a much higher bitrate.
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