Leveraging methylation alterations to discover potential causal genes associated with the survival risk of cervical cancer in TCGA through a two-stage inference approach
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ABSTRACT

Background: Multiple genes were previously identified to be associated with cervical cancer; however, the genetic architecture of cervical cancer remains unknown and many causal genes have yet been discovered.

Methods: To explore causal genes related to cervical cancer, a two-stage causal inference approach was proposed within the framework of Mendelian randomization, where the gene expression was treated as exposure, with methylations located within that gene serving as instrumental variables. Five prediction models were first utilized to characterize the relationship between the expression and methylations for each gene; then the methylation-regulated gene expression (MReX) was obtained and the association was evaluated via Cox mixed-effects model based on MReX. We further implemented the harmonic mean p-value (HMP) combination to take advantage of respective strengths of these prediction models while accounting for dependency among the p-values.

Results: A total of 14 causal genes were discovered to be associated with the survival risk of cervical cancer in TCGA when the five prediction models were separately employed. The total number of causal genes was brought to 23 when conducting HMP. Some of the newly discovered genes may be novel (e.g. YJEFN3, SPATA5L1, IMMP1L, C5orf55, PPIP5K2, ZNF330, CRYZL1, PPM1A, ESCO2, ZNF605, ZNF225, ZNF266, FICD and OSTC). Functional analyses showed these genes were enriched in tumor-associated pathways. Additionally, four genes (i.e. COL6A1, SYDE1, ESCO2 and GIPC1) were differentially expressed.

Conclusion: Overall, our study discovered promising candidate genes that are causally associated with the survival risk of cervical cancer and thus provided new insights into the genetic etiology of cervical cancer.
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Background

Cervical cancer is a sexually transmitted disease, mostly caused by infection with human papillomavirus (HPV) \[1\]. In terms of cancer statistics in 2018, cervical cancer is the fourth most common malignancy and the fourth leading cause of cancer death among women worldwide, with an estimate of 570,000 cases and 311,000 deaths globally \[2\]. Moreover, cervical cancer is the second primary cause of cancer death in women aged 20 to 39 years \[3\]. Although great advanced have been achieved for cervical cancer, reliable diagnostic biomarkers and methods for early identification and screening remain lacking \[4, 5\]. In addition, despite the unitization of HPV vaccines for prevention and chemoradiotherapy as well as radical surgery offering satisfactory survival rate for early-stage cervical cancer patients, effective treatments for advanced patients are rarely available, especially in developing countries and regions \[5\].

Therefore, it is an urgent demand in clinical practice that valuable biomarkers should be well discerned and validated to signal the early stage or provide profile of cervical cancer progression \[6\]. As an effort to understand the genetic foundation of susceptibility to cervical cancer, in the past decade multiple genome-wide association studies (GWASs) were undertaken and discovered a group of cervical-cancer associated genetic variants; see Table S1 for details and see also \[5\] where a large number of associated germline genetic variants and genes were described for cervical cancer. These findings imply that the development of cervical cancer relies to a significant extend on inherited genetic components and genetic predisposing factors may affect the probability and persistence of, or sensitivity to HPV infection and the rate of tumor development as well as progression \[5\]. However, like many complex human traits and diseases, the genome-wide SNP-based heritability of cervical cancer estimated in GWAS is smaller than expected. For example, the heritability is 11.7% (se = 9.8%) in a Japanese population \[7\] and 24.0% (se =2.9%) in a Swedish population \[8\], both of which are lower than that observed in family studies \[9\]. The remaining missing heritability suggests that a large number of causal genes and genetic variants have yet been discovered and that continuous efforts to identify causative genes for cervical cancer are worthwhile \[5\].

As well demonstrated in many studies \[10-15\], mRNA-gene expression measured at
the transcript level influences the progression of complex diseases more directly than other omic measurements. However, the establishment of causal relationship between altered gene expressions and cervical cancer is not straightforward in observation studies due to unknown confounders and possible reverse causation. The latter is of particular concern because we cannot determine whether the regulated gene expressions are the causal factors or the consequence of the development or progression of cervical cancer due to considerably complicated biological network and interaction. Due to this reason, previous studies often aimed to examine association rather than causality between gene expression and cervical cancer.

In statistical genetics a powerful statistical tool to determine causal relationship and estimate causal effect of the exposure on the outcome in observational studies is Mendelian randomization (MR), which is built based on commonly used instrumental variable approaches developed in the field of causal inference [16-18]. Under some certain assumptions, the results of MR analysis are less susceptible to reverse causation and confounding factors [19]. One of key points in MR is to select valid instrumental variables for the exposure (i.e. expression level in our context). Biologically, methylation GpG sites of a specific gene within the unique function of transcript start site can down-regulate its expression level, and the deregulated expression can further influence the survival of cancer patients [10, 20-22], indicating that methylation alterations play a central role in cancers by regulating expression profile. This motivates us to propose a one-sample two-stage causal inference approach with methylations as instrumental variables of expression to detect causal genes for cervical cancer. This type of two-stage instrumental variable inference is widely employed in many research fields such as sociology, economics [23] and genetic medicine [24]. In addition, the utilization of methylations serving as instruments for causal inference is also commonly seen in recent genomic integrative analyses [25-29].

Methodologically, our proposed approach follows the similar principle of prediXcan [30] that was developed recently to identify causal genes for complex diseases with genetic variants serving as instrumental variables in the framework of transcriptome-wide association studies (TWAS) [30-35]. Specifically, in our context we implement a relatively independent two-stage inference procedure (Figure 1): in
the first stage the weights of methylation alterations for each gene are estimated via genetic prediction models; in the second stage the methylation-regulated gene expression (MReX) is imputed with the corresponding predictive model and then the causal association between the gene and the survival risk of cervical cancer is examined based on MReX. More importantly, the two-stage based causal inference can be viewed as a special case of one-sample MR analysis from a statistical perspective [36]. Therefore, under the same conditions of MR our two-stage inference has the ability discovering putatively causal genes for cervical cancer. Furthermore, we consider five commonly used prediction models in the first stage of our two-stage inference procedure and exploit the harmonic mean $p$-values (HMP) method [37] — a novel combination strategy that is robust against high correlation [38, 39] — to take advantage of respective strengths of these models while accounting for dependency among the $p$-values of various models.

We finally apply the proposed approach to the cervical cancer dataset in The Cancer Genome Atlas (TCGA) program [40]. A total of 14 causal genes were discovered to be associated with the survival risk of cervical cancer when the five prediction models were separately implemented. The total number of causal genes was brought to 23 when conducting the combination test with HMP. Some of the newly discovered genes were reported in previous literature and differentially expressed between tumor and normal tissues. In addition, functional analyses showed that these genes were enriched in tumor-associated pathways.
Methods

TCGA cervical cancer data sets and quality control

Our analysis mainly relied on publicly available datasets of cervical cancer in TCGA [40]. From https://xenabrowser.net/hub/, we obtained clinical features on 317 samples, 20,530 RSEM normalized expressions on 308 samples and 485,577 DNA methylation alterations on 312 samples. To avoid racial heterogeneity, we kept 190 white cervical cancer patients with primary solid tumor after filtering out samples with too many missing values. The description of important characteristics of this cervical cancer dataset after filtering is given in Table 1. In our following analysis, we only considered protein-coding genes and determined whether DNA methylation alterations belonged to a given gene according to the TCGA annotation mapping file (i.e. illuminaMethyl450_hg19_GPL16304_TCGAlegacy). Then, each gene expression was quantile-transformed so that it followed a standard normal distribution and each methylation was standardized. Missing values were simply imputed with median. The flowchart for our study is shown in Figure 2.

Linear models predicting gene expression with DNA methylation alterations

Let $G$ be an $n$-vector of gene expression levels for the $i^{th}$ gene measured on $n$ individuals, $M$ be an $n \times p$ matrix for a group of DNA methylations that are located within this gene; note that $p$ varies gene by gene. We apply the following linear model to link $G$ and $M$

$$ G = Mw + \varepsilon, \varepsilon \sim N(0, \sigma_\varepsilon^2 I_n) $$

(1)

where $w$ is a $p$-vector for effect sizes of DNA methylations, $\varepsilon$ is an $n$-vector of residual errors following an independent and identical normal distribution with mean zero and variance $\sigma_\varepsilon^2$ and $I_n$ denotes the $n$-dimensional identical matrix. Because of the possible high-dimensional issue where the number of DNA methylations $p$ is larger than the sample size $n$ (see below), the commonly used least squares method is no longer applicable for estimating $w$. We instead employ several novel models which are specially designed for high-dimensional models, and particularly consider five regressions including linear mixed-effects model (LMM) [41-43], Bayesian sparse
linear mixed-effects model (BSLMM) [44], Latent Dirichlet Process Regression (DPR) [35] as well as Lasso [45] and elastic net (ENET) [46]. Among these methods, LMM, BSLMM and DPR explicitly incorporate all DNA methylations into the model by assuming diverse prior distributions for the effect sizes; while Lasso and ENET only include some most important DNA methylations with the way of regularization based on variable selection. The details of these models are described in [36]. We implement LMM and BSLMM with the GEMMA software (version 0.94), DPR with the DPR software [35], Lasso and ENET with the R glmnet package (version 2.0-18) [47]. Using these models, we can obtain the estimate of effect sizes of DNA methylations (denoted by $\hat{w}$) as well as the MReX level $\hat{G} = M\hat{w}$ for each gene.

Cox mixed-effects regression discovering methylation-regulated genes

We now investigate the association between the gene and the survival risk of cervical cancer using the Cox model [48]. Besides the direct gene effect based on MReX $\hat{G}$, we also incorporate the impact of DNA methylation alterations into the survival model to explain possible horizontal pleiotropy [49-54]

$$\frac{h(t \mid X, \hat{G}, M)}{h_0(t)} = \exp(Xa + \hat{G} \times b + Mc), \quad c \sim N(0, \sigma_c^2)$$

(2)

where $t$ is the observed survival time, $h_0(t)$ is an arbitrary baseline hazard function, $a = (a_1, a_2, \ldots, a_m)$ is an $m$-vector of effect sizes for available covariates $X$, $b$ is the effect size for the given gene and is of our primary interest, and $c = (c_1, c_2, \ldots, c_p)$ is a $p$-vector of effect sizes for DNA methylations. Because of the same reason of high-dimensional problem mentioned before, we assume $c$’s are random effects following a normal distribution with mean zero and variance $\sigma_c^2$, leading to the Cox linear mixed-effects regression model (denoted by coxlmm) [55]. When $c = 0$, or equivalently $\sigma_c^2 = 0$, coxlmm shown in (2) reduces into the general Cox model where only the influence of the methylation-driven gene exists. We fit coxlmm with the R coxme (version 2.2-10) package [56] via the Laplace approximation algorithm based on the second order Taylor series expansion [55]. The significance of MReX is examined through the Wald test ($H_0: b = 0$): $Z = \hat{b} / \sqrt{\text{var}(\hat{b})}$, where $\hat{b}$ is the
estimate of the effect size $b$, with $\text{var}(\hat{b})$ the variance of the estimate $\hat{b}$. The $p$-value of the Z statistic can be easily obtained because it asymptotically follows a standard normal distribution.

*Harmonic mean p-value method combining dependent p-values*

Because multiple prediction models are applied, for each gene we thus yield a set of $p$-value $p_k$ ($k = 1, 2, \ldots, K$; with $K$ the number of the prediction models) according to (2). Unfortunately, the simple and commonly used Fisher’s method for aggregating mutually independent multiple tests cannot be exploited due to highly positive correlation among individual tests since they are implemented for the same data set with the similar logic [57, 58]. Instead, we apply HMP to generate a pooled $p$ value across tests with various prediction models

$$
\begin{align*}
& P_{\text{HMP}} = \int_{1/T_{\text{HMP}}}^{\infty} f_x(x | \log T + 0.874, \frac{\pi}{2})dx \\
& T_{\text{HMP}} = (\sum_{k=1}^{K} \omega_k) / (\sum_{k=1}^{K} \omega_k / p_k)
\end{align*}
$$

(3)

where $\omega_k$ represents the non-negative weight for each $p_k$ with $\sum_{k=1}^{K} \omega_k = 1$ and $K = 5$ in our study and assume that $\omega_k$ is independent of $p_k$; $f_x$ denotes the Landau distribution probability density function. It has been theoretically demonstrated that the complicated dependency among $p$-values has little influence on the final pooled $p$-value in HMP [37], especially on exceedingly small $p$-values which are of particular interest in practice. We implement HMP with equal weights using the harmonicmeanp package (version 3.0) in R [59].

*Functional analysis and differential expression analysis for newly identified associated genes*

Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analyses were conducted using the R clusterProfiler package (version 3.16.0) [60]. In addition, to further evaluate the expression profiles of these newly discovered genes, we performed differential expression analysis with 190 cervical tumors and
three normal tissues that were also available from TCGA. After normalization with
the trimmed mean of M values (TMM) method, differential expressed genes (DEGs)
were screened via the exact test based on quantile-adjusted conditional maximum
likelihood estimation [61, 62] implemented in the edgeR package (version 3.30.3) [63,
64]. Following previous work [65, 66], DEGs were defined if FDR < 0.05 and |log₂
FC (CT/CK)| ≥ 1.0.
Results

Cervical cancer datasets in TCGA and methylation-regulated genes

After quality control we reserved 485,577 DNA methylation GpG sites and 3 clinical covariates (i.e. age of onset, clinical stage, and tumor status) up to 190 cervical cancer patients of European ancestry. To avoid numerical instability, we focused on protein-coding genes which had at least ten methylations. We also first performed the LMM analysis [44, 67, 68] for each protein-coding gene based on its methylations and selected genes with the phenotypic variance explained by methylations larger than 1% (corresponding to a correlation coefficient of 10%). The remaining 12,623 genes are referred to as methylation-regulated genes and included in our subsequent analyses (Figure 2). The number of methylation GpG sites across genes ranges from 10 to 1,062, with the majority of analyzed genes (92.0% = 11,607/12,623) having methylations less than 50.

Identification of causal genes with Cox linear mixed-effects regression

We employed the coxlmm [55] with various prediction models to examine the relationship between MReX and the survival risk of cervical cancer patients while adjusting for the direct effect of methylations and the confounding effect of clinical covariates. First, we observe that these prediction models display various performance across genes (Figure 3A). Specifically, some prediction models have higher prediction accuracy for some genes but behave less satisfactorily for others. For example, in terms of $R^2$, BSLMM behaves well for 38.3% genes ($= 4,834/12,623$), while Lasso, ENET, LMM and DPR have higher $R^2$ for 26.82% ($= 3,386/12,623$), 14.79% ($= 1,867/12,623$), 10.92% ($= 1,378/12,623$) and 9.17% ($= 1,158/12,623$) genes, respectively. As expected, the resulting $p$-values of these prediction methods in coxlmm are highly correlated (Figure 3B). For example, the Pearson's correlation of the $p$-values (in a scale of -log10) ranges from 0.63 between DPR-coxlmm and Lasso-coxlmm to 0.96 between LMM-coxlmm and BSLMM-coxlmm.

Based on the results of coxlmm, a total of 14 unique associated genes (false discovery rate [FDR] < 0.05) are identified (Table 2). Specifically, we detect three associated genes with DPR-coxlmm, ten associated genes via Lasso-coxlmm and eight
associated genes through ENET-coxlmm, but do not discover any associated genes using LMM-coxlmm or BSLMM-coxlmm (Figure 4). Among these, six genes (i.e. YJEFN3, SPATA5L1, C5orf55, PPIP5K2, ESCO2 and ZNF225) are simultaneously found by Lasso-coxlmm and ENET-coxlmm, while only one gene (i.e. VPS4B) is simultaneously discovered by DPR-coxlmm and ENET-coxlmm (Figure 3C).

Among these associated genes we find PCM1 (FDR\textsubscript{ENET} = 0.032), classified to the cell cycle control network, was previously discovered to be associated with the early stage of cervical cancer [69]. SPR (FDR\textsubscript{Lasso} = 0.003) is located within 1 Mb genetic region of previous GWAS-identified gene ALMS1 [7]. In addition, VPS4B (FDR\textsubscript{DPR} = 0.024 and FDR\textsubscript{ENET} = 0.031) is a subtype of VPS4 which is the component of the ESCRT machinery and plays an essential role in HPV infectious entry and capsid disassembly [70]. The remaining ten genes (i.e. YJEFN3, SPATA5L1, C5orf55, PPM1A, IMMP1L, ZNF330, PPIP5K2, ESCO2, FICD and ZNF225) are not directly reported to be related to the survival risk of cervical cancer in previous literature. However, for these genes we find suggestive indirect evidence that may support their association with cervical cancer. Specifically, for example, YJEFN3 is a member of the human YJEFN domain containing protein family strongly expressing in Leydig cell tumors and in the fibromas and participates in cholesterol processing and steroid hormone metabolism [71]. SPATA5L1 might play a key role in inhibits ATP Hydrolysis and four-way junction helicase activity and further influences DNA replication and pathogenesis [72, 73]. Smac/DIABLO was expressed de novo in certain subset of cervical tumors [74], while mature Smac/DIABLO was produced on the mitochondrial inner membrane via IMMP1L [75]. PPIP5 kinases (e.g. PPIP5K2) mediate PP-IPs binding, activate casein kinase 2 (CK2) and promote the phosphorylation of the TTT complex, which stimulates DNA-PK/ATM to activate p53 on the cancer cellular [76, 77]. There exists evidence that miR-135b leads to cervical cancer cell transformation [78] and down-regulated miR-135b expression could inhibit the proliferation and invasion of tumor cells by up-regulating PPM1A [79].

\textit{HMP to combine different p-values}

As mentioned before, because the p-values obtained from coxlmm with diverse prediction models are highly dependent (Figure 3B), we effectively apply HMP to
combine the five $p$ values and generate an overall significance for each gene (Figure 2 and Table 2). Nine associated genes are additionally discovered (Figure 3C), including CRYZL1, ZNF605, ZNF266, SNAI1, OSTC, FAM73A, COL6A1, GIPC1 and DCTPP1. Among these genes, five (i.e. SNAI1, COL6A1, GIPC1, DCTPP1 and FAM73A) were identified in prior work and SYDE1 locates within 1Mb generic region of GIPC1 (Table S1).

Specifically, it is shown that SNAI1, along with ZEB1, regulated the epithelial-mesenchymal transition and was then involved in the metastasis of cervical cancer [80]. The up-regulated COL6A1 expression in the tissues of cervical cancer was related to poor clinical prognosis and treated as an important biomarker of cervical cancer progression [81]. The down-regulation of GIPC1 in cervical cancer with HPV-18 infection can lead to the resistance to cytostatic transforming growth factor $\beta$ signaling through TGF$\beta$R3 destabilization [82]. In addition, DCTPP1 was found to be differentially expressed in normal and cancerous tissues and it was significantly accumulated in the nucleus of cervical carcinoma, implying the important role of DCTPP1 under malignant pathology [83]. Family with sequence similarity 73, member A (FAM73A) is the down-regulated gene of DNA from exfoliated cervical cells in terms of the HPV-16 variant analysis [84, 85]. CRYZL1 contains an reduced nicotinamide adenine dinucleotide (phosphate) ($\text{NAD(P)H}$) binding site which is involved in cellular metabolism, while cervical lesions are associated with cellular metabolic abnormalities [86]. It is previously found that the members of the ZNF family interact with nucleic acids, proteins and small molecules and are involved in a variety of crucial molecular processes in cervical tumor cells at replication, transcriptional and translational levels. Thus, ZNF605 and ZNF266 may be potentially targetable [87-89]. OSTC can regulate gamma-secretase [90] while this secretase affects the ability of HPV pseudo-viruses infection both in human HaCat cells and mouse cells [91].

In summary, compared with the tests via individual prediction methods, it is demonstrated that HMP greatly improves statistical power by combining dependent tests and thus identifies more prognosis-associated genes for cervical cancer. Totally, 23 genes are discovered to be related to the survival risk of cervical cancer, among which 14 genes are likely newly novel genes (i.e. YJEFN3, SPATA5L1, IMMP1L, ...
C5orf55, PPIP5K2, ZNF330, CRYZL1, PPM1A, ESCO2, ZNF605, ZNF225, ZNF266, 
FICD and OSTC).

Identification of DEGs, GO and KEGG pathway annotation

In terms of the differential expression analysis, four DEGs are detected among the 23 
new genes identified above (Figure 5A). In particular, COL6A1 and SYDE1 are 
up-regulated genes, while ESCO2 and GIPC1 are down-regulated genes (Figure 5B). 
To explore the potential functions of these genes that may be associated with the 
tumorigenesis and development of cervical cancer, we performed functional 
enrichment analysis with GO and KEGG using the R package clusterProfiler (version 
3.16.0) [60]. The top 5 significantly enriched GO terms of three parts and two KEGG 
pathways identified are shown in Figure 5C.

The GO biological process (BP) terms are remarkably enriched in polyol metabolic 
process, regulation of biosynthetic process and signaling pathway, chondrocyte 
differentiation. For the GO cellular component (CC) terms, the target genes are 
concentrated in the midbody, pericentriolar material, and so on. The molecular 
function (MF) category was focused on NADP binding, platelet-derived growth factor 
binding (Table S2). The KEGG enrichment analysis indicates that these genes are 
remarkably enriched in tumor-associated pathways, including protein export ($P = 
0.028$) and folate biosynthesis ($P = 0.032$) (Figure 5C). The combined action of folate 
biosynthesis and graft-versus-host disease were demonstrated to be significantly 
associated with cervical cancer in suit: HLA-DPB1 [92]. The up-regulated 
differentially expressed genes are mostly associated with cartilage morphogenesis 
(ontology: BP), collagen trimer (ontology: CC) and extracellular matrix structural 
constituent conferring tensile strength (ontology: MF). The down-regulated 
differentially expressed genes are mostly associated with organic hydroxy compound 
biosynthetic process (ontology: BP) and organic hydroxy compound metabolic 
process (ontology: BP), dendritic shaft (ontology: CC) (Table S2). The functional 
enrichment results suggest that these newly discovered causal genes may participate 
in oncogenicity and tumor progression in cervical cancer through regulating relevant 
biological processes and critical pathways.
Discussion

Given the severe health threat among women and little knowledge of genetic basis for cervical cancer, persistent work should be done to discover genes that are causally related to cervical cancer [5]. The present study is one of such efforts with the aim to detect newly causal genes for cervical cancer through integrative genomic methods. The two-stage inference analysis pipeline applied in this work can be considered as a gene-centered integration approach by aggregating omics datasets and clinical information. With the growing high-throughput omics datasets in cancer research over recent years [40], it is well recognized that the utilization of only one single level of genomic measurements is insufficient to completely untangle the etiology of cancer prognosis [13, 40]. Based on the omics datasets of TCGA measured from multiple platforms, we treated the gene expression as the exposure and the survival time as the outcome to explore causal genes of cervical cancer within the framework of two-stage MR study to avoid the reverse causation.

For each gene, under the biologically plausible assumption that the methylation CpG sites in the gene can regulate gene expression [10, 20-22], we employed these methylations as instrumental variables. Note that, DNA methylations can also influence the survival through alternative mechanisms different from the pathway by the regulation of gene expression; such a phenomenon is referred to as horizontal pleiotropy in MR [49-54] and violates the necessary assumptions of instrumental variable causal inference. To guard against such violation, we also included the direct effect of methylations when inferring the causal relationship between the gene and the survival of cervical cancer.

One critical step in our two-stage inference is to evaluate the effect relationship between a group of DNA methylation CpG sites and the expression level for each gene. The power of the subsequent association performed in cox1mm would greatly depend on how well the prediction model utilized can capture the underlying genetic architecture of the transcriptome [30-35], which can differ in the numbers, effect sizes and effect directions of causal methylation alterations in diverse genes. Therefore, a powerful two-stage inference approach should in the first stage choose a prediction model whose prior effect distribution closely matches the true effect distribution so
that it can approximate well the genetic architecture of the gene [35, 36, 44]. For example, if DNA methylation alterations have effect sizes following a normal distribution, then LMM-cox1mm would be more powerful; on the other hand, if only a very small fraction of DNA methylation alterations may be predictive for the gene expression, then the test with sparse prediction models (e.g. Lasso-cox1mm and ENET-cox1mm) would be superior. Due to unknown true association patterns, there is no uniformly most powerful test. As a result, the two-stage association test may perform well for one gene, but not necessarily for another.

To leverage the advantage of distinct prediction models to improve power, instead of selecting an optimal prediction model, in the present study we considered a wide range of prediction models in our two-stage inference procedure. It can be imaged that the resulting $p$ values would be highly correlated because they are generated with the same data set following the similar logic (Figure 2). The correlation structure of these $p$-values also depends on the true architecture of gene expression, which however is rarely known in advance and is likely to vary from one gene to another across the genome. Therefore, it is desirable to construct an omnibus test that integrates the advantage of multiple prediction approaches and is robust against distinct transcriptomic architectures. To achieve this aim, we exploited HMP [37] combining these correlated $p$-values and integrating individual strengths of various tests. As illustrated in our empirical application, HMP achieves relatively higher power since it aggregates genetic association information across different tests.

Compared to previous similar methods, the proposed two-stage inference approach differs in three aspects. First, unlike prediXcan [30] we constructed the two-stage inference procedure in one sample, leading to the so-called one-sample two-stage regression [24]. Second, multiple competing prediction models rather a single model were utilized and combined with HMP which was $p$-value calibrated [37]. Thus, our strategy often has higher power compared to the test with single prediction model. Third, due to widespread pleiotropic effects in omics [49-54], we also considered the direct influence of methylations. Therefore, our results would be robust against the bias of pleiotropy of instrumental variables that are commonly encountered in MR.

However, the present study is not without limitation. First, the methylation-regulated
genes were analyzed only in TCGA; no external relevant expression profiles were applied for further validation. Second, we only employed methylations as instrumental variables, other omic measurements that regulate gene expression (e.g. genetic variants [43, 93, 94]) can be also simultaneously incorporated to further improve power. Third, we only utilized local methylation GpG sites of a gene as candidate instruments. It is not known whether the power can be further enhanced if the global methylation GpG sites are exploited. Fourth, the present study assumed a linear relationship for each methylations-expression pair. While a linear relationship can be methodologically interpreted as a first-order approximation to non-linear relationship [44], modeling a linear relationship may be suboptimal and suffer from power loss if the true relationship is non-linear. Fifth, due to the complicated standard error structures for those prediction models, in terms of the assumption of no measurement error (NOME) [51], we did not incorporate the uncertainty in the estimated effect sizes of methylations into our two-stage approach, although such uncertainty may be important in integrative genomic causal inference [95, 96]. Actually, we note that many previous two-stage MR studies or TWAS approaches followed this NOME principle [30, 31, 35, 51].

**Conclusion**

In summary, using the proposed two-stage causal inference approach within the framework of MR analysis, we discovered a total of 14 causal genes which were associated with the survival risk of cervical cancer patients when separately applying five commonly used prediction models. The number of causal genes was brought to 23 when employing the combination method of HMP. Some may be newly novel genes (i.e. YJEFN3, SPATA5L1, IMMP1L, C5orf55, PPIP5K2, ZNF330, CRYZL1, PPM1A, ESCO2, ZNF605, ZNF225, ZNF266, FICD and OSTC), and some of those newly discovered genes were reported in previous literature and differentially expressed between tumor and normal tissues. In addition, functional analyses showed that those genes were enriched in tumor-associated pathways. Our findings provide new insights into the genetic etiology of cervical cancer and suggest possibly potential therapeutic targets for cervical cancer in the future.
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Figure legends

Figure 1. Schematic framework of our proposed two-stage causal inference approach. Top: estimate the weight of each methylation site based on the methylation-expression pair of a given gene with various prediction models; Bottom: evaluate the association between methylation-regulated gene expression (MReX) and the survival of cervical cancer using the Cox linear mixed-effects model and then discover causal genes for cervical cancer in TCGA.

Figure 2. Flowchart for the present study with datasets of cervical cancer available from TCGA. (1) Various levels of raw datasets were included for cervical cancer; we conducted a series of quality control for those raw datasets; (2) gene expressions predicted with methylations were generated with diverse prediction models, the Cox linear mixed-effects model was applied to identify methylation-driven genes based on predicted expression levels; we aggregated the p values of genes from different prediction models through a p-values combination manner to find significant genes that were related to the survival of cervical cancer. Finally, we further implemented functional and differential expression analyses for newly identified associated genes.

Figure 3. (A) The number of prediction models that have maximum $R^2$ across all the genes analyzed when predicting expression level with using methylations. (B) Pearson's correlation of the p values (in a scale of -log10) obtained via in the Cox linear mixed-effects model with five different prediction models. In the plot the intensity of the color and the size of the circle represent the magnitude of the correlation. (C) UpSet plot to illustrate the intersection of associated genes identified by tests with five prediction models. LMM: Linear mixed model; BSLMM: Bayesian sparse linear mixed model; DPR: Latent Dirichlet Process Regression; ENET: elastic net; HMP: harmonic mean p-value combination method.

Figure 4. Manhattan plot showing the significance of all genes. Each plot is in a -log10 (false discovery rate [FDR]) scale. Genes with -log10 FDR > 1.3 (i.e. FDR < 0.05) are highlighted. DPR: Latent Dirichlet Process Regression; ENET: elastic net; HMP: harmonic mean p-value method
Figure 5. (A) Heatmap of expression levels for these 23 newly identified causal genes of cervical cancer. (B) Heatmap for differentially expressed genes. (C) Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses for the 23 genes. Count Number denotes the number of genes related to the enriched GO or KEGG pathway.