Pooling Method On PCNN in Convolutional Neural Network
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Abstract. The pooling method aggregates the points in the neighborhood in Convolutional Neural Network (CNN). It can not only reduce the dimension, but also improve the results, so that the results are not easy to over-fit. However, the common pooling methods have the problems of single feature and lack of self-adaptability. In order to solve this problem, the Pulse Coupled Neural Network (PCNN) is introduced and a pooling method based on PCNN is proposed. The algorithm learns the weights of each eigenvalue from the convoluted neighborhood sub-region by PCNN and fuses them to get the final pooling result. The experimental results on image recognition datasets MNIST, CIFAR-100 show that the proposed PCNN-based pooling method has better recognition effect and improves the performance of CNN compared with the existing pooling methods.

1. Introduction

Deep learning has become a hot topic in the field of machine learning [11]-[12]. Through the construction of multiple hidden layers and the unsupervised learning of a large number of samples, deep learning can combine low-level features to form high-level features to express. Different from the traditional shallow learning theory, it makes classification or prediction simple [3]. Convolutional Neural Network (CNN) is an important model in deep learning. Convolutional neural networks were proposed by Lecun [4] as early as 1998, and the model is robust to light, translation and rotation. CNN has a unique advantage in image processing and voice recognition, benefiting from its weight sharing characteristics. Its layout is closer to the actual biological neural network, reducing the complexity of the network [5]-[7], directly carrying out end-to-end recognition, and avoiding the complexity of data reconstruction in the process of feature extraction and classification [8]-[9]. CNN mainly includes input layer, convolution layer, pooled layer, full connection layer, and output layer [10]-[11]. The pooling layer is mainly used to aggregate the eigenvalues in the neighborhood eigenmap into an eigenvalue. The pooling method reduces the dimension through aggregation operation and has translation invariance, which is beneficial to improve the performance of CNN. At the same time, the pooling operation can also effectively avoid the over-fitting phenomenon caused by the complex model and too many parameters in the training process to improve the results.

Common pooling methods are maximum pooling and average pooling. Each of the above two pools has its own characteristics. The maximum pooling method retains significant features, but loses some features and does not retain diversity information. The maximum pooling method retains the diversity feature and considers the pixel relevance, but weakens the significant feature and lacks the self-adaptability. A new stochastic pooling method is proposed by Zeiler [12]. Although the stochasticization method considers the correlation, the characterization ability is insufficient, and only the ReLU activation function can be used [13]-[15].
Therefore, this paper proposes a pooling method of convolution Neural Network based on Pulse Coupled Neural Network (PCNN). The pooling value of convolution feature graph is obtained by feeding the pooling sub-region divided by the pooling window into PCNN autonomous learning weights, so as to improve the performance of the convolution Neural Network.

2. Pooling method based on PCNN

Theoretical and empirical studies show that different pooling methods directly affect the results of CNN network model. The maximum pooling method retains significant features, but loses some features, and does not retain diversity information. The average pooling method retains the diversity feature and considers the pixel correlation, but weakens the significant feature and lacks the self-adaptability. The correlation is considered in stochastic pooling, but the problem of feature loss is not solved completely. Therefore, this paper proposes a pooling method of convolution neural network based on pulse-coupled neural network (PCNN). It sends the sub-convolution feature graph divided by pooling window into the CNN based on PCNN. According to the importance of different features, weight coefficients are allocated through PCNN autonomous learning, and the final pooled value is obtained by integrating weights. Reasonable allocation of adaptive weight coefficient will be beneficial to improving the overall performance of CNN.

As an artificial neural network, PCNN can simulate the ability of human brain to learn autonomously. By training the appropriate parameters of autonomic learning for different sample sets, PCNN can flexibly and adaptively adjust the weight coefficients of each characteristic value.

2.1 PCNN model

The PCNN model includes three parts: receiving part, modulator, and pulse generator [16]. The single neuron model composed of PCNN is shown in figure 1. Its work satisfies equation (1)-(5):

$$ F_j(n) = I_j $$

$$ L_j(n) = e^{-\alpha_L} L_j(n-1) + V_L \sum_{k,l} W_{kl} Y_{kl}(n-1) $$

$$ U_j(n) = F_j(n) (1 + \beta) L_j(n) $$

$$ \theta_j(n) = e^{-\alpha_\theta} \theta_j(n-1) $$

$$ Y_j(n) = \begin{cases} 1 & U_j(n) > \theta_j(n) \\ 0 & U_j(n) \leq \theta_j(n) \end{cases} $$

The receiving part mainly receives feedback input and connection input, the regulator mainly forms internal activities, and the pulse generator mainly produces dynamic threshold and neuron output.

Where, $F_j$ is the feedback input, $I_j$ is the external input, namely the eigenvalue in the image pooling domain. $L_j$ is the connection input, $\alpha_L$ is the attenuation coefficient, $V_L$ is the amplitude, $W$ is the connection matrix, $U_j$ is the internal activity item, $\beta$ is the connection strength, $\theta_j$ is the dynamic threshold. In the first iteration, the threshold starts to decay from the initial value, and $\alpha_\theta$ is the time decay coefficient of $\theta_j$. $Y_j$ is the output of the neuron. When the dynamic threshold $\theta_j$ attenuates to less than the internal activity item $U_j$, the neuron outputs $Y_j$ as 1, otherwise, the neuron outputs $Y_j$ as 0. When the neuron output $Y_j$ is 1, the function $T_j$ which records the number of fires plus 1. After ignition, the dynamic threshold suddenly increases and inhibits the second output of the neuron, so the dynamic threshold starts to decay again. When the dynamic threshold attenuates to less than the internal activity, the neuron output outputs 1 again. After such iteration for Nmax times, the ignition times $T_j$ corresponding to point $(i, j)$ in the characteristic graph is generated. In
the iterative process, the function $T_{ij}$ of ignition times is expressed as:

$$T_{ij}(n) = T_{ij}(n-1) + Y_{ij}(n)$$  \tag{6}$$

(1) After iterating $N_{max}$ times, PCNN obtained the ignition times of each eigenvalue $f_{ij}$ in the convolution layer characteristic graph pooling sub-window $m \times m$, which were respectively denoted as $t_{ij}$.

(2) The sigmoid threshold function is used to map the ignition times $t_{ij}$ corresponding to each eigenvalue in the pooled sub-window to between $[0,1]$ and take it as the fusion weight coefficient $w_{ij}$ of each eigenvalue in the child window, as shown in equation (7).

$$w_{ij} = \frac{1}{1 + e^{-t_{ij}}}$$  \tag{7}$$

(3) The final pooling result value $S$ of the pooled sub-window is determined according to the fusion weight coefficient, as shown in equation (8).

$$S = \sum_{i=1}^{m} \sum_{j=1}^{m} w_{ij} \times f_{ij}$$  \tag{8}$$

3. Experimental results and analysis

3.1 CNN model structure design

The structure design of the CNN model designed in this paper is shown in figure 2. The CNN model structure has 8 layers (excluding the input layer). As shown in table 1, the parameter settings of each layer include 3 layers of convolution layer C1, C2 and C3, and 3 layers of pooling layer S1, S2, S3 and 1 layer of output layer. In this paper, ReLu activation function is adopted, Dropout layer is added before the full connection layer to improve the generalization ability of the model, and SoftmaxLoss loss function is adopted. The study found that the optimal pooling domain was $3 \times 3$, and too large pooling domain could easily lead to over-fitting or noise, so this paper chose the pooling domain of $3 \times 3$. 
3.2 Comprehensive analysis of different pooling methods

In order to verify the performance of the PCNN pooling method proposed in this paper, the experiment adopted different pooling methods for comparative analysis based on the same CNN model designed in section 3.1.

In order to reduce the randomness of the experiment, the data set MNIST, CIFAR-10, CIFAR-100 were respectively used in the experiment to calculate the average recognition rate of the image by 5 times of 50% cross validation.

Example 1: MNIST digital script data set is selected, which consists of 60,000 training sets and 10,000 test sets. It contains 10 types of grayscale images of 0-9, and the size of each image is 28×28. The grayscale value of pixel points is normalized to [0, 1]. A sample image of MNIST dataset is shown in figure 4(a). Table 2 shows the identification results of different pooling methods on the MNIST data set.

Table 2. The recognition rate of pooling methods on MNIST data set

| Pooling methods         | Recognition rate(%) |
|-------------------------|---------------------|
| Maximum pooling         | 99.28               |
| Mean pooling            | 99.51               |
| Stochastic pooling      | 99.56               |
| PCNN pooling            | 99.56               |

As can be seen from the results in table 2, PCNN pooling method has a good identification effect. However, due to the simplicity of MNIST data set, compared with other traditional pooling methods, the recognition rate did not improve much.

Example 2: Select the CIFAR-100 data set, which contains 100 categories of natural color images. Table 3 shows the identification results of different pooling methods on the CIFAR-100 data set.

Table 3. The recognition rate of pooling methods on CIFAR-100 data set

| Pooling methods   | Recognition rate(%) |
|-------------------|---------------------|
| Maximum pooling   | 80.14               |
| Mean pooling      | 80                  |
As can be seen from table 3, PCNN pooling method has the best identification effect. Among other traditional pooling methods, stochastic pooling method has the best effect and the highest recognition rate. Compared with the stochastic pooling method, the recognition rate of this method is improved by 1.52%.

4. Conclusion
The pooling method is mainly to aggregate the eigenvalues in the neighborhood eigenmap into an eigenvalue. The pooling operation can reduce the dimension, have a certain degree of translation invariance, also can prevent over-fitting, improve the generalization ability. It is conducive to improving the performance of CNN. However, the maximum pooling method retains significant features, but loses some features and does not retain diversity information. The mean pooling method retains the diversity feature and considers the pixel correlation, but weakens the significant feature and lacks the self-adaptability. Stochastic pooling preserves the diversity characteristics and considers the pixel relevance, but it does not completely solve the problem of information loss. In view of the shortcomings of traditional pooling methods, this paper proposes a pooling method based on PCNN. This method introduces PCNN neural network, distributes weight coefficients through PCNN autonomous learning, and fuses the weights to get the final pooled value. In this paper, CNN-based neural network was constructed and different pooling methods were verified by MNIST and CIFAR-100 data sets. Experimental results show that PCNN pooling method has the best identification results. Compared with the existing pooling method, the recognition effect of this method has been improved and the performance of CNN has been improved.
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