Data Augmentation in Emotion Classification using Generative Adversarial Networks
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Abstract. It is a difficult task to classify images with multiple labels only using a small number of labeled samples and especially, with unbalanced distribution. In this paper we propose a data augmentation method using generative adversarial networks (GAN), that can complement and complete the data manifold, assist the classifier better to find margins or hyper-planes of neighboring classes, and finally lead to a better performance in emotion classification task. Specifically, we design a pipeline containing a CNN model as classifier and a cycle-consistent adversarial networks (CycleGAN) to generate supplementary data from given classes. In order to avoid gradient vanishing, we apply a least-squared distance in least squares generative adversarial networks (LSGAN) to adversarial loss. We also propose several evaluation methods on three benchmark facial expression datasets to validate GAN's contribution in data augmentation. Qualitative evaluation indicates that data manifolds show a significant improvement in distribution integrity and margin clarity between classes. Quantitative comparisons show that we can obtain 5\%\textasciitilde10\% increase in the classification accuracy after employing our data augmentation technique.
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1 Introduction

With the recent rise in high capacity of deep neural network, large labeled training datasets are becoming increasingly important. However, labeled datasets are hard to get. This is a general problem in machine learning and computer vision (CV) applications. In this case, synthesizing images to supplement training corpus and automatically obtain samples with specific features and given labels becomes a viable solution. Data augmentation is commonly applied means for enlarging image datasets, as training network with a large number of weights and variables would easily get over-fitting if insufficient training samples were provided. Traditional data augmentation methods such as geometric transformation
and RGB channels alteration [3][15][26] do greatly improve training performance of some datasets with inadequate data or imbalanced distribution. However, they contribute little to supplement the data manifold since only image-level samples are generated in this process. In our paper, a new method of data augmentation is proposed through Generative Adversarial Networks (GAN) in order to generate new samples from feature level, thus to supplement the data manifold from the true sense and lead to more clear margins of different distributed data.

As GANs have been developed to generate compelling natural images, we attempt to explore whether GAN-generated images can help enlarge original dataset and balance distribution as a way of data augmentation. GANs are used to generate images through an adversarial training procedure that learns the real data distribution. This 'fooling' and 'generating’ network is frequently applied in manipulating images for computer vision applications [4][13][16] but few works have been done in classification tasks for data augmentation use. Here we propose a simulated + semi-supervised learning approach, whose goal is to transfer the unlabeled data to the labeled domain.

More specifically, we build a basic convolutional neural network (CNN) classifier for image classification and train a CycleGAN model [30] with least-squared loss [21] to achieve image-to-image transformation. Our aim is to explore the effect of data augmentation using GAN, so we build a relatively shallow CNN model rather than an extremely powerful one, which is only requested to extract general features for each class and have a certain ability to distinguish among them. Contrary to this, much effort is paid to constructing GAN model and improving its performance in generating images of specific classes. CycleGAN is used because it is a proper model for image translation between two unpaired domains, which is in line with our purpose: to generate target images with insufficient samples from large reference samples.

In our research, we first train a classifier using original samples as our baseline. After that, we select one or more classes as our to-be-generated classes. In order to take advantage of existing samples, we choose a class as our reference class which has a large sample size. After successfully training the CycleGAN model, we export the graph and add generated images to original dataset before retraining the classifier.

The main contributions can be summarized as follows.

− We propose a pipeline for data augmentation by using GAN to generate supplementary data in emotion classification task, and classification accuracy is significantly improved compared to the baseline.
− We combine least-squared loss from LSGAN with original adversarial loss in CycleGAN to avoid the problem of vanishing gradients, and this application performs well during the training process.
− We analyze the problem of imbalanced distribution in classification task, and CycleGAN’s positive role to resolve this problem.
− We show the GAN’s ability of supplementing data manifold from the true sense, that is considered better than traditional data augmentation methods.
By possessing a more complete data manifold, the classifier can learn to find margins or hyper-planes between neighboring classes better.

2 Related Work

2.1 Learning with Imbalanced Emotion Datasets

Facial expression recognition has attracted much attention in computer vision in past few decades. Current techniques related to facial expression mainly focus on recognizing seven prototypical emotions (neutral, happy, surprised, fear, angry, sad, and disgusted), which are considered basic and universal emotions for human. Such recognition or classification are sometimes very difficult since there is only a slight difference between different emotions, which requires an efficient and subtle feature extractor to be trained. Moreover, in [23], the author pointed out the unbalanced distribution among emotion classes, which leads to low accuracy in classes with fewer samples. To deal with unbalanced datasets or the class imbalance problem, many methods were proposed such as undersampling [18], synthesizing minorities [2], creating 'box' around minorities [8] and etc. Different from these works, we aim to resolve this problem by generating minorities from low-dimensional manifold, which improves the data distribution from feature level.

2.2 Generative Adversarial Networks

Generative Adversarial Networks provide a way to learn deep representations through a competitive process involving a pair or pairs of networks. From the first model of GAN [9] in 2014, variant models based on GAN were proposed including conditional GAN(CGAN) [22], deep convolutional GAN(DCGAN) [24], adversarial learned inference(ALI) [7], Wasserstein GAN(WGAN) [1], improved Wasserstein GAN(WGAN-GP) [11], cycle-consistent GAN(CycleGAN) [30], least squares GAN(LSGAN) [21], Triple GAN [17]. Generative adversarial nets are now widely used in several image tasks such as single image super-resolution [16], image manipulation [29] and synthesis [4], image-to-image translation [13] and etc. In our paper, instead of continuing to work on these applications, we focus on data augmentation using GANs, whose generator is able to produce additional data given specific labels by learning a mapping from low-dimensional manifold to high-dimensional space.

2.3 Data Augmentation

In the field of deep learning, where the scale of dataset has a great influence on the final outcome, data augmentation is often used to expand the training corpus. As for the existing techniques of data augmentation, they can be grouped into two main types: a) geometric transformation which is relatively generic and computationally cheap and b) task-specific or guided-augmentation
methods which are able to generate synthetic samples given specific labels [6]. In the case of image classification, the first group of data augmentation methods always focus on generating image data through label-preserving linear transformations (translation, rotation, scaling, horizontal shearing) such as Affine [3], elastic deformations [26], patches extraction, RGB channels intensities alteration [15] and etc. However, if we look deeper into these methods, they only lead to an image-level transformation through depth and scale and actually not helpful for dividing a clear boundary of data manifold. Such data augmentation does not improve data distribution which is determined by higher-level features. Within the second group, more complex manually-specified augmentation schemes are proposed. For instance, in [12] authors proposed an approach to learn multivariate normal distribution of each class in the whole mean manifold and researchers in [6] designed an attribute-guided augmentation in feature space. And in the field of 3D motion capture, 2D images are used for generating 3D ones such as [25]. Our approach aims to solve similar task in [12] but is very different from all these methods above. In this paper, new training corpus is generated from advanced Generative Adversarial Networks, which are different from original images but remain high-level features extracted from them.

3 Data Augmentation using CycleGAN

In our pipeline (Fig.1) doing data augmentation using GAN (DAG), a CycleGAN model with least-squared loss is used to generate synthetic images as supplementary data, which is added with original data to complete classification task.

3.1 Cycle-Consistent Adversarial Networks

In our work, CycleGAN [30] is used to realize unpaired image-to-image translation, learning mapping functions between images of reference class and of target class, namely domain $R$ and $T$. We use generator $G$ and $F$ to achieve domain transfer $G: R \rightarrow T$, $F: T \rightarrow R$, and discriminator $D_R$ and $D_T$, where $D_R$ aims to distinguish between images $R$ and translated images $F(T)$ and $D_T$ ditto. Although the generation from target images to reference ones is not required for our task, this bidirectional mapping is helpful to prevent the mode collapse problem since additional restriction is added in this process. Same with [30], the objective contains two terms: an adversarial loss for distribution matching and a cycle-consistency loss to guarantee the cycle-consistency. As for adversarial loss, $G$ tries to generate $G(r)$ which is so similar to $t$ that can fool the discriminator $D_T$, therefore the loss related to $G$ and $D_T$ is:

$$L(G, D_T, R, T) = E_{t \sim p_{data}(t)}[log D_T(t)] + E_{r \sim p_{data}(r)}[log(1 - D_T(G(r)))]$$

(1)

However, this log form makes training and convergence difficult since it is likely to cause gradient vanishing problem [1]. Here we apply a least-squared loss proposed
Fig. 1: Our pipeline of data augmentation using CycleGAN (DAG). A CNN classifier(top) and a CycleGAN model(bottom) make up two main components of the pipeline. Both reference images and target images are collected from the original data and flow into the CycleGAN work as Domain $R$ and $T$ respectively. Supplementary data is generated through generator $G$. After that, a CNN classifier is trained using original data and supplementary data as input. In CycleGAN model, $L_R$ is the LSGAN loss relative to Reference domains and $L_T$ is the LSGAN loss relative to Target domains. Besides, a cycle loss, namely $L_{cyc}$, is calculated to keep cycle consistency of the whole model.

In LSGAN [21] to avoid this phenomenon and maintain the same function as adversarial loss in original CycleGAN. For Domain $R$:

$$L_{LSGAN}(G, D_R, T, R) = E_{r \sim p_{data}(r)}[(D_R(r) - 1)^2] + E_{t \sim p_{data}(t)}[D_R(G(t))^2] \quad (2)$$

And for Domain $T$:

$$L_{LSGAN}(G, D_T, R, T) = E_{t \sim p_{data}(t)}[(D_T(t) - 1)^2] + E_{r \sim p_{data}(r)}[D_T(G(r))^2]$$

Therefore, the final loss is:

$$L(G, F, D_S, D_R) = L_R + L_T + L_{cyc}$$

$$= L_{LSGAN}(G, D_R, S, R) + L_{LSGAN}(F, D_S, R, S) + \lambda L_{cyc}(G, F)$$

The cycle consistency loss, namely $L_{cyc}$ in the full objective, is defined as:

$$L_{cyc}(G, F) = E_{r \sim p_{data}(r)}[\|F(G(r)) - r\|_1] + E_{t \sim p_{data}(t)}[\|G(F(t)) - t\|_1]$$
where $||\cdot||_1$ is the L1 norm. With these loss functions, the final functions we aim to solve is:

$$G^*, F^* = \arg \min_{F,G} \max_{D_T, D_R} L(G, F, D_T, D_R)$$

Details of CycleGAN can be referred to [30]

3.2 Class Imbalance and Data Manifold

When the classes have imbalanced distribution, the classifier prone to learn biased separators between classes. Take a binary classification in one-dimensional sample as an example. In Fig.2.a, class 1 and 2 are both generated from Gaussian distribution with a standard deviation of one, and has the mean of $\mu_1$ and $\mu_2$ respectively. Ideally, the separating line $x=(\mu_1+\mu_2)/2$, namely $S_t$ can best distinguish between these two classes. However, an imbalanced distribution in two classes will result in a biased separating line $S_r$ moving towards the minor class, since given samples are insufficient to form a correct margin with minimized loss. Some detailed discussions can be referred to [27].

![Fig. 2: (a) is a binary classification in one-dimensional sample. (b) and (c) are data manifolds and according margins with imbalanced (a) and balanced (b) distribution.](image)

Now back to our facial expression classification task. Under the assumption that image samples lie on a submanifold in a high-dimensional space, image classification task is actually a task to explore the underlying geometric structure of data distribution, thus to find best-split hyper-planes in this space. These hyper-planes divide the space into several parts according to margins, each represents a clustering of a specific class. (Fig.2.c) This process is similar to learn a separator to properly split spaces into two parts in the scenario introduced above.

When the dataset is imbalanced, it is much likely to form an incomplete manifold since in the same space, minorities are distributed more sparcely in their regions. In this case, biased margins or hyper-planes are learned, making it a difficult task for classifier to predict correct labels for given instances. (Fig.2.b) Although some data augmentation techniques mentioned in 2.1 and 2.3 can
alleviate this problem from several aspects, the most essential solution is to further complement and complete the data manifold.

So what is the role of CycleGAN in doing data augmentation? While the original GAN [9] learns a mapping from low-dimensional manifold (directly determined by noise $z$) to high-dimensional data spaces, the CycleGAN, as a tool for translation between two domains of both high-dimensional data, need to learn a low-dimensional manifold and also the parameters to map it back to high-dimensional space. Here we use $P_r$ and $P_t$ to represent real distribution of domain $R$ and $T$, and $M$ is the low-dimensional manifold. As domain $R$ has only a small number of training samples, when it is projected into low dimension, sparse distribution cannot form a complete $M$ with efficient feature information. A CycleGAN is then introduced. Sufficient samples in $P_r$ lead to a more complete $M$ and $G_\theta$ is learned through minimizing distance between $G(r)$ and $T$ (e.g., $\|G(r) - T\|^2$) to ‘pull’ $M$ to $P_t$. If we again project $P_t$ into manifold $M$, they will form a meaningful feature-level manifold thanks to the generated samples.

4 Experimental Studies

4.1 Toy Data Experiment

Before doing experiments on facial expression datasets, we first validate GAN’s role in completing data manifold on a toy dataset. We use different two-dimensional Gaussian distributions $(x, y) \sim N_m(\mu_m, \sigma_m), m \in \{1, 2, 3\}$ to simulate the distribution of three classes of data, where $\mu_1=[0, 6], \mu_2=[6.5, 7], \mu_3=[2, 2]$ and the covariance matrix is $([[2, 1], [1, 2]])$ for all three distributions. Imbalanced dataset is artificially created by randomly sampling 1000, 1000 and 100 points from each class respectively for training and 3*100 points for testing. A simple support vector machine (SVM) with linear kernal [14] is applied to classification task, which learns margins between neighboring classes. After that, we train a CycleGAN to generate 900 target class (minority class) from reference class (one of majority classes) and these supplementary samples are added to the original dataset and trained on the same SVM classifier.

We draw two figures (Fig.2.b and c) to show the data distribution and learned margins before and after adding the CycleGAN-generated samples. The original biased margins in imbalanced dataset (b) show a clear movement to more correct ones in (c). Moreover, we calculate the prediction accuracy on 300 testing corpus based on these two models and obtain an increase from 93.3% to 98.0%. Although the distribution and dimension of data in this toy experiment is much simpler than real image data, the results are stronger enough to support the positive role of GAN in improving data manifold in imbalanced datasets by doing data augmentation.

4.2 Datasets

In our experiment, three benchmark datasets are selected: Facial Expression Recognition Database(FER2013) [10], Static Facial Expressions in the Wild
(SFEW) [5] and The Japanese Female Facial Expression (JAFFE) Database [19]. All these datasets contain 7 types of face emotion including ‘angry’, ‘disgust’, ‘fear’, ‘happy’, ‘sad’, ‘surprise’, and ‘neutral’ (labeled 0~7 during training and testing process). Samples from FER2013 database are shown in Fig.3(left) as an example. The distribution of this dataset is imbalanced and in order to fully utilize this imbalanced dataset, several schemes for training and evaluation are provided. We sample the images in equal proportions by 20% for each class in FER2013 since training on an oversized datasets is not our original intention. SFEW and JAFFE, though have basically average distribution among classes, only have a small number of samples, about 50~200 per class. During the training process of CycleGAN, we choose ‘neutral’ class as our reference class and the other six are regarded as target ones, since it is natural to generate faces with emotion from non-emotional ones.

![Generated images](image)

Fig. 3: The original samples and generated samples of each classes. The left two column is original datasets and the rest is generated one. The neutral class, as reference class, has no generated samples in our experiment.

4.3 Results

We first train a CNN model based on original FER2013 datasets (20% sampled) as our baseline and the result is shown in Table.1

In order to get the most intuitive result, we choose class ‘disgust’ and ‘sad’ from FER2013 as our target classes, which are much smaller than the other classes and as a result, cannot obtain sufficient learning and optimizing, thus reach a
relatively low accuracy when trained on the baseline. (See Table.1, baseline) In this case, two CycleGANs are trained to generate ‘disgust’ and ‘sad’ images respectively (See Fig.3), and then are filled into the original datasets to balance the distribution and complete the data manifold. See Table.1 for testing results.

| Class   | Accuracy-2000(%) | Accuracy-4000(%) |
|---------|------------------|------------------|
|         | baseline +disgust +sad | baseline +disgust +sad |
| All     | 91.04 94.25 94.65 | 90.77 93.82 94.32 |
| angry   | 93.70 93.71 93.05 | 93.47 93.36 92.89 |
| disgust | 73.91 91.30 95.65 | 79.62 88.89 94.44 |
| fear    | 90.88 92.18 94.46 | 90.38 91.43 94.58 |
| happy   | 91.87 96.34 93.70 | 91.75 96.37 94.21 |
| sad     | 87.86 93.61 97.44 | 89.22 93.26 94.61 |
| surprise| 94.27 99.12 96.48 | 93.46 97.09 96.85 |
| neutral | 89.55 91.94 94.63 | 88.24 93.06 94.48 |

Table 1: Accuracy of both baseline model (CNN) and our pipeline (CNN+CycleGAN). ‘2000’ and ‘4000’ after ‘Accuracy’ represent the number of all testing samples. Besides, ‘+disgust’ or ‘+sad’ represents adding generated samples of class ‘disgust’ or ‘sad’ into the baseline.

From the Table 1, it is clear that (a) the accuracy of whole classes is improved and (b) accuracy of target class raise greatly and it is worth mentioning that (c) the accuracy of reference class ‘neutral’ also increase. Therefore, we can intuitively prove the ability of CycleGAN to generate reliable images, which is helpful in enlarging minorities. Furthermore, this data augmentation of one class also improves accuracy of other classes, since by generating new samples, the data manifold is further supplemented and becomes more completed, thus make more clearly the margins between classes.

In order to provide more powerful verification that this data augmentation indeed contributes to the shape of data manifold, we apply a t-distributed stochastic neighbor embedding (t-SNE) algorithm [20] to visualize the distribution of training samples by reducing high-dimensional data (48*48) to 2D plane. (Fig.4) Compared to the baseline, where sample size of ‘disgust’ and ‘sad’ is too small to form a clear margin with other classes, 2 and 3 in Fig.4 shows great improvement in enlarging the sample size, supplementing the data manifold and completing data distribution. Picture 4 is a much stronger validation where both two classes stand out to improve data manifold.

After generating specific classes to validate GAN’s positive role in data augmentation, we make further experiments on our pipeline based on all three datasets mentioned in 4.2. During this process, a baseline model and a model using our data augmentation pipeline (pre-train+fine-tune) is trained respectively. In our pipeline, all classes except ‘neutral’ are generated from Cycle-GAN and then added as supplementary training corpus for training classifica-
Fig. 4: Data manifold of four types of training samples using t-SNE algorithm: baseline(1), adding generated ‘disgust’ samples(2) or ‘sad’ samples(3), and samples of both two classes(4) to original datasets.

After applying our pipeline of data augmentation using GAN, accuracy of all the three datasets has visibly improved. As for FER2013 database which has obvious unbalanced distribution among classes, our data augmentation technique is able to complete data manifold, especially for those which have much smaller samples. And for small datasets like SFEW and JAFFE, our technique can generate feature-level synthetic images from existing samples to enlarge the original datasets and form clear margins or hyper-planes between neighboring classes.
Datasets | accuracy | baseline | DAG:pre-train+fine-tune
--- | --- | --- | ---
FER2013 | 91.04(7%) 90.77(14%) | 94.71(7%) 94.35(14%) | 94.71(7%) 94.35(14%) |
FER+SFEW | 31.92 | 39.07 | |
FER+JAFFE | 93.87 | 95.80 | |

Table 2: Testing accuracy of baseline and our pipeline (DAG). In the column ‘DAG:Pre-train + Fine-tune’, ‘Pre-train’ represents the first 10k steps training on generated images from all six classes and ‘Fine-tune’ represents another 10k fine-tuning steps training on original datasets. SFEW and JAFFE datasets are trained based on the FER2013 model.

5 Conclusions and Discussions

In this paper, we explored GAN’s possible role and advantage in data augmentation of emotion classification task and the results are positive.

We propose a pipeline for data augmentation by using GANs to generate auxiliary data in emotion classification task. It is worth mentioning that no extra data is utilized during the process, so that this data augmentation is free for external data as traditional ones. During the process of training CycleGAN model, a least-squared loss is combined with original adversarial loss from CycleGAN to avoid possible gradient vanishing. Besides, we show the GAN’s ability of supplementing data manifold from the true sense, which is considered better than traditional data augmentation methods. Because of possessing a more complete data manifold, the classifier can better learn to find margins or hyper-planes of neighboring classes. Experiments on three benchmark datasets indicate that both qualitative evaluation on improvement in distribution integrity and margin clarity between classes and quantitative comparisons with the baseline show exciting results.

Still, the work has some limitations. For instance, the datasets we select is limited to emotions and only CycleGAN is used in our model to prove our point of view. Therefore, the future work contains applying our model to general datasets for image classification, and use as many as possible GANs model to implement data augmentation to provide more stronger validations.
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A Training Details

CNN Model

In any stage of classification task, we all apply batch-size = 32, stable learning rate=1e-3 and training step = 20000. Adam optimizer is used whose parameter $\beta_1 = 0.5$. More detailed configurations are listed in Table. 3

CycleGAN

During training the CycleGAN model, we use batch-size=1, learning rate=2e-4 and 1e-4. Adam optimizer is used and $\beta_1$ is set to 0.5. Besides, the hyper-parameters of CycleGAN are 10 for both $\lambda_1$ and $\lambda_2$. More detailed configurations are listed in Table.4 and 5
Table 3: Configuration of the convolutional neural network, "s" represents stride. FC means fully connected operation and there are two FC layers in this network.

| Layer Type              | Configuration |
|-------------------------|---------------|
| Input image             | 48*48*1       |
| Convolution&ReLU 3x3, 1, 64 s=1 |               |
| Max-Pooling&Norm 1x3, 3, 1 s=2 |               |
| Convolution&ReLU 3x3, 64, 128 s=1 |             |
| Max-Pooling&Norm 1x3, 3, 1 s=2 |               |
| FC*2                    | 256           |
| Softmax                 | [256, 7]      |
| Output logits           | [7]           |

Table 4: Configuration of the generator in CycleGAN, "s" represents stride. Conv, BN, Deconv represent convolution, batch-normalization and deconvolution(matrix transpose) respectively. We apply 6 Resnet block in our network and each block has 2 convolution layers.

| Layer Type              | Configuration |
|-------------------------|---------------|
| Input 48*48*1           |               |
| Conv-BN-ReLU 4x4, 64, s=2 |              |
| Conv-BN-ReLU 4x4, 128, s=2 |             |
| Conv-BN-ReLU 4x4, 256, s=2 |            |
| Conv-BN-ReLU 4x4, 512, s=2 |            |
| Conv-BN-ReLU 4x4, 1, s=1 |               |
| Output 48*48*1          |               |

Table 5: Configuration of the discriminator in CycleGAN, "s" represents stride. Settings and representations are same as generator.

| Layer Type              | Configuration |
|-------------------------|---------------|
| Input 48*48*1           |               |
| Conv-BN-ReLU 4x4, 64, s=2 |              |
| Conv-BN-ReLU 4x4, 128, s=2 |             |
| Conv-BN-ReLU 4x4, 256, s=2 |            |
| Conv-BN-ReLU 4x4, 512, s=2 |            |
| Conv-BN-ReLU 4x4, 1, s=1 |               |
| Output 1                |               |