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ABSTRACT

Reinforcement learning (RL) is a general framework to acquire intelligent behavior by trial-and-error and many successful applications and impressive results have been reported in the field of robotics. In robot control problem settings, it is oftentimes characteristic that the algorithms have to learn online through interaction with the system while it is operating, and that both state and action spaces are continuous. Least-squares policy iteration (LSPI) based approaches are therefore particularly hard to employ in practice, and parameter tuning is a tedious and costly enterprise. In order to mitigate this problem, we derive an automatic online LSPI algorithm that operates over continuous action spaces and does not require an a-priori, hand-tuned value function approximation architecture. To this end, we first show how the kernel least-squares policy iteration algorithm can be modified to handle data online by recursive dictionary and learning update rules. Next, borrowing sparsification methods from kernel adaptive filtering, the continuous action-space approximation in the online least-squares policy iteration algorithm can be efficiently automated as well. We then propose a similarity-based information extrapolation for the recursive temporal difference update in order to perform the dictionary expansion step efficiently in both algorithms. The performance of the proposed algorithms is compared with respect to their batch or hand-tuned counterparts in a simulation study. The novel algorithms require less prior tuning and data is processed completely on the fly, yet the results indicate that similar performance can be obtained as by careful hand-tuning. Therefore, engineers from both robotics and AI can benefit from the proposed algorithms when an LSPI algorithm is faced with online data collection and tuning by experiment is costly.

1. Introduction

For many robotic tasks detailed mathematical modeling is hard or time-consuming, which makes reinforcement learning (RL) an attractive alternative to model-based control design. Interacting with the environment in trial-and-error fashion is the core idea of RL methods (Sutton and Barto, 1998), allowing to infer desired behavior. While RL constitutes a general framework to learn sophisticated behaviors in a multitude of disciplines, robotic tasks are often closely related to optimal or adaptive control problems. In this context, some RL methods can be conceived of as direct adaptive optimal control (Sutton et al., 1992). Some contributions in the field of adaptive dynamic programming are also relevant, particularly if it is important to keep a continuous-time formulation, see for example (Vrabie et al., 2012) and the references therein. For robot control, iterative discrete-time RL algorithms are more frequently used, see Kober et al. (2013) for a comprehensive overview. Selected examples include tracking performance improvement of robot manipulators (Pane et al., 2019; Friedrich and Buss, 2017), aerial transportation with drones (Palunko et al., 2013), control of autonomous vehicles (Wang et al., 2014; Vankadari et al., 2018), marine vehicle navigation (Tziortziotis et al., 2016), pendulum systems (Xu et al., 2014; Deisenroth et al., 2015), human–robot cooperative manipulation (Palunko et al., 2014), apprenticeship learning (Mori et al., 2011) and information exchange in cooperative multi-agent systems (Tolić and Palunko, 2017).

The two main classes of RL algorithms are value-based approaches and value function free methods, e.g., policy search. On the one hand, policy based RL is predominant in robotic applications due to several factors (Deisenroth et al., 2013): a policy search algorithm...
works with an explicitly pre-structured parametric policy and iteratively improves the policy by locally optimizing directly in the space of parameters. Therefore, suitable policy representations allow to reduce the learning problem from the potentially high-dimensional state–action space to a lower-dimensional optimization problem in parameter space, greatly simplifying the learning problem in practice (Stulp and Sigaud, 2013). Moreover, the demand for continuous and possibly multidimensional action spaces is more naturally covered in policy based algorithms. On the other hand, a value function based method constructs a ranking over the state and action sets w.r.t. the expected long-term reward, thereby implicitly encoding a globally optimal policy. This approach, however, entails properties that become particularly problematic for robot control (Deisenroth et al., 2013). Function approximators (Geramifard et al., 2013) must be employed to represent the value of a given state/action combination in the oftentimes large state–action space of robotic systems. Accordingly, the computational complexity easily becomes intractable due to the curse of dimensionality. A particularly recurring research question is therefore how the action space in continuous domains can be smoothly approximated, e.g., by discretization and subsequent symbolic post-processing (Alibekov et al., 2018) or heuristically by expert knowledge and fuzzy representations (Hsorar et al., 2019).

Despite their drawbacks, value function based algorithms are preferred in some robotic applications in order to avoid the limitations of policy search, see Kober et al. (2013, Tab. 1). In particular, one needs to construct suitable policy parameterizations and find good initial policy parameters for local optimization in policy search. A class of popular value function algorithms is based on least-squares policy iteration (LSPI) (Lagoudakis and Parr, 2003). Extensions to approximation-based LSPI are studied in detail in Bušoniu et al. (2010), and an online least-squares policy iteration (OLSPI) algorithm is derived in Bušoniu et al. (2010). These algorithms iteratively evaluate and improve the control policy, are sample-efficient, and have comparatively good convergence properties due to the least-squares techniques for policy evaluation. For example, Palunko et al. (2013), Vankadari et al. (2018), Palunko et al. (2014), Tolić and Palunko (2017), Wang et al. (2014), Tzirtziotis et al. (2016) all employ some form of LSPI.

It is currently, however, rather tedious to apply LSPI algorithms to practical robotic problems. First of all, there often is a demand not only for a continuous state but also a continuous action space representation. Therefore, it is necessary to employ a value function approximation (VFA) method and the achievable performance depends considerably on an appropriate representation for the system at hand. Next, operating online means that data cannot be collected in advance but has to be obtained incrementally, requiring fast enough processing cycle times and manageable memory complexity. Finally, it is crucial to employ well-tuned algorithmic parameters in order to obtain a performant learning system. For example, Anderlini et al. (2017) report unexpected behavior of LSPI in the control of a wave energy converter model, presumably due to the radial basis function approximation. In robotics, this issue can become even more tedious, particularly when tuning the algorithmic parameters is costly in experimental setups where merely collecting suitable data can be hard, e.g., in closed-loop feedback systems. In summary, to leverage the potential of LSPI in robotics, algorithms are needed that operate online, over continuous state and action spaces, and automatically handle the VFA.

### 1.1. Related work

Given the wealth of literature on general RL, we mostly restrict attention specifically to LSPI class algorithms employing function approximators to represent the value function. A more extensive treatment of approximation-based RL can be found in Bušoniu et al. (2010). If for example deterministic dynamics can be exploited, fuzzy techniques (Bušoniu et al., 2010, Ch. 4) offer a viable alternative to encode prior expert domain knowledge in the value function. An introduction to RL with linear function approximators in particular is provided in Geramifard et al. (2013). In general, however, feature or basis function (BF) selection and correspondingly “a memory management scheme for LSPI’s data [...] is non-trivial” (Geramifard et al., 2013, Ch. 4.5, p. 437). From our perspective, adaptively growing kernel representations (Schölkopf and Smola, 2002) offer a promising way to deal with this problem: the very same issue of BF selection with memory management arises in kernel adaptive filtering (Liu et al., 2011), and a multitude of sparsification schemes have recently been developed in the signal processing community. The general VFA problem is pervasive in high-dimensional RL; hence, we omit an in-depth survey of the extensive literature on VFA in favor of reviewing kernel-based RL methods. For a broader perspective, the interested reader is instead referred to the discussion in Sutton and Barto (1998, Ch. 8), Bušoniu et al. (2010, Ch. 3.6), Geramifard et al. (2013, Ch. 3), and the references therein.

Kernel methods (Schölkopf and Smola, 2002) have in common that a sparsified set of features is used to represent a high-dimensional, implicit feature space only by means of the raw data transformed by the kernel. With the versatility of Gaussian processes (Rasmussen and Williams, 2006), kernel methods are also becoming successful more and more in the field of RL. Several methods exploit such a representation to model the dynamics, e.g., (Deisenroth et al., 2015; Polydoros and Nalpantidis, 2017; Vinogradska et al., 2018). We refrain from reviewing these approaches in more detail as they pursue an indirect, i.e., model-based, approach.

Several value-based model-free RL methods with non-parametric value function modeling have been developed, as reviewed next. The paper Ormoneit and Sen (2002) is an early contribution showing that the distribution of the estimate may be conceived of as a Gaussian process. Jung and Polani (2007) further develop kernel least-squares policy evaluation (KLsPE), a kernelized online policy evaluation scheme and demonstrate their results on a high-dimensional benchmark system; however, a discrete set of pre-defined actions is used. Xu et al. (2007) develop kernel-based least-squares policy iteration (KLsPI), a flavor of LSPI where data is selected according to an approximate linear dependency (ALD) criterion and the value function is represented by means of a kernel expansion. Closely related papers are Jakab and Csató (2015) and Yahyaa and Manderick (2014), which employ direct recursive versions of KLSTD respectively KLsPI. These algorithms, however, are not optimized for online usage and are only applicable to discrete state sets. Recently, Cui et al. (2017) demonstrate that so-called Kernel dynamic policy programming (KDPPI) is applicable to high-dimensional robotic systems and the authors also compare to the KLsPI algorithm; nonetheless, Cui et al. (2017) uses ALD for the dictionary sparsification step as well and only KDPP is only applicable with a discrete action set. These approaches have the common advantage that the features are generated in data-driven fashion but the VFA is still in linear form. A comparison of these value-based model-free algorithms is summarized in Table 1. As can be seen, the current kernel-trick based approaches lack the capability of continuous action space representation.

A unifying view of kernel-based RL w.r.t. other regularization schemes is given by Taylor and Parr (2009). Another related algorithm is called kernel-based dual heuristic programming (KDPHP) (Xu et al., 2013), whose applicability to hardware was shown in Xu et al. (2014) using inverted pendulum systems. Its online mechanism, however, is to run RL over simulated data and then use the final policy on the robotic system, which contradicts our requirements outlined above. Xu et al. (2016) compare a batch KLsPI algorithm for unmanned ground vehicle control with an online actor-critic based on KDPHP. Along the same lines is the more recent (Huang et al., 2017), using a kernelized RL algorithm for longitudinal control of autonomous land vehicles, operating with batch samples and ALD sparsification as well. Wang et al. (2014) in turn approach the problem of cruise control of an autonomous vehicle by tuning the parameters of a proportional–integral controller online according to a policy learned with KLsPI. In their approach, the data
samples are also collected in advance and the policy is obtained by running the batch algorithm offline.

Pioneering work to analyze the convergence of KLSPI type algorithms for large-scale or continuous state space Markov decision processes (MDPs) is reported by Ma and Powell (2010). A rigorous analysis on solving MDPs more generally by policy iteration with kernel representations is now provided by Farahmand et al. (2016).

1.2. Contributions

Here, our main contribution is to show how the OLSPI algorithm with a polynomial basis for continuous action representation (Bušoniu et al., 2010) can be endowed with a kernel-inspired automatic feature selection method of low computational complexity. Hence, we obtain an automatic OLSPI (AOLSPI) algorithm that preserves the analyzability properties of the LSPI class, yet can be applied in fashion similar to direct adaptive optimal control. Implementing our algorithm requires only a relatively small amount of modifications starting from OLSPI; nonetheless, some critical tuning parameters of the VFA are removed. Hence, practitioners will benefit by easier deployment to actual systems.

In deriving the novel algorithm, we have several side contributions.

(1) We start by adding capabilities to the KLSPI from Xu et al. (2007) to work online in the above sense, i.e., under incremental data collection and reduced processing burden. Opposed to Jakab and Csató (2015), Yahyaa and Manderick (2014), we discuss the role of the sparsification scheme to save computational time, based on advances in the field of kernel adaptive filtering. We then (2) obtain a modification of OLSPI’s standard temporal difference (TD) update rule, which also allows for a kernel-inspired approach to distribute basis functions for the continuous state and action VFA, without actually applying the kernel trick to OLSPI. To benefit from enhanced information processing nonetheless, (3) the similarity measure of the sparsification process is used to extrapolate learned information to new dictionary elements. Hence, (4) the convergence of the novel algorithm is shown to be eventually similar to that of a well-tuned OLSPI with a fixed set of BSs.

The remainder of this article is organized as follows. First, in Section 2 we recall the main ideas of LSPI and its kernel variant, which leads to the problem statement. The main contribution is given in Section 3: an online LSPI algorithm with automatic tuning capability that is applicable to continuous action space domains. In Section 4 the proposed algorithms are evaluated in a conclusive simulation study and their performance is discussed for a wide range of algorithmic parameters. The article concludes with Section 5, giving an outlook to some future work.

2. Reinforcement learning & (Kernel-based) least-squares policy iteration

We start by briefly recalling the main concepts of reinforcement learning (Sutton and Barto, 1998) in general and least-squares policy iteration (Lagoudakis and Parr, 2003; Bušoniu et al., 2010) in particular, before proceeding to summarizing the kernel-based LSPI variant from (Xu et al., 2007). We then concisely state the problem considered in this article.

2.1. Reinforcement learning

Consider a sequential decision making problem under uncertainty modeled as an MDP, i.e., a tuple \((S, A, P, R, \gamma, s_0)\), where \(S\) is a set of possible states with \(s_0, s' \in S\) and \(A\) is a set of possible actions \(a \in A\). The probability distribution \(P(s'|s, a) = P(s'|s, a)\) is the model that describes the chance of landing in successor state \(s'\) by executing action \(a\), currently being in state \(s\). The fourth element of the MDP is the reward function \(R(\cdot)\), which judges the quality of the transition from state \(s\) to \(s'\), triggered by action \(a\). The scalar discount factor \(\gamma \in [0, 1]\) is used to set the focus on short- or long-term rewards. When confronted with an MDP, the goal is to find an optimal policy \(\pi^* : S \mapsto A\) that encodes which actions are best to take in a certain state. The corresponding optimization action \(\pi^*\) is defined as the action that maximizes the return \(G = \sum_{t=0}^{\infty} R_{t+1}\), the sum of expected cumulative future discounted reward.

If the dynamics of an MDP are known, i.e., the transition probability \(P(s'|s, a)\) is known, the optimal policy can be found via planning algorithms, most prominently dynamic programming (DP) (Bellman, 1957; Puterman, 1994; Bertsekas, 1995). The goal of maximizing the return for every possible state leads to the central idea of value- (or critic-) based methods, i.e., maintaining a ranking of all possible states \(s \in S\) of the MDP with the purpose of finding the optimal action \(a^*_s\) in each step \(t\) that is expected to lead to the highest ranked successor state \(s'\). This ranking is called the (state) value function \(V^\pi(s) = \mathbb{E} \left[ \sum_{t=0}^{\infty} R_{t+1} \mid s_0 = s, \pi = \pi^* \right]\). It is important to note that such a representation can only be created with respect to a policy that determines the state transitions; hence, the subscript \(\pi\). Solving an MDP refers to finding an optimal policy \(\pi^*\) that maximizes the expected return in all states, \(\pi^* = \arg\max_{\pi} V^\pi(s), \forall s \in S\); such \(\pi^*\) always exists (Puterman, 1994). Usage of the state value function \(V^\pi(s)\), however, requires knowledge about the transition probabilities \(P(s'|s, a)\) of the MDP to evaluate possible successor states. Reinforcement learning in turn operates on a trial-and-error basis and does not rely on information about the MDP dynamics. In order to employ the concept of the value function nonetheless, in unknown environments the state value function \(V^\pi(s)\) is extended to the state-action value function \(Q^\pi(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} R_{t+1} \mid s_0 = s, a_0 = a, \pi = \pi^* \right]\) that assigns each state-action pair the expected sum of rewards when starting from state \(s\), taking action \(a\), and henceforth following \(\pi^*\). Note that \(V^\pi(s) = Q^\pi(s, \pi^*(s))\). The state-action space is henceforth denoted \(S \times A \approx \mathbb{R}\), and a state-action value function \(Q : S \times A \mapsto \mathbb{R}\) entails a (greedy) policy via

\[
\pi(s) = \arg\max_{a \in A} Q(s, a). 
\]

(1)

The optimal policy \(\pi^*\) is obtained from the optimal state-action value function \(Q^* (s, a) = \max_{\pi} Q(s, a)\). Unfortunately, there are as many state-action value functions \(Q^\pi (s, a)\) as there are policies \(\pi\) and value-based RL methods aim to learn the optimal \(Q^* (s, a)\).
2.2. Least-squares policy iteration

Policy iteration (PI) is one particular method to learn \( Q^*(s,a) \). PI tackles the learning problem by starting with some randomly chosen policy and improving it iteratively until convergence to the optimal one. To this end, two steps are alternating. The first is policy evaluation, which refers to computing the state-action value function \( Q(s,a) \) of the current policy. This estimate is then used in the second step, the policy improvement done via (1). The policy evaluation step requires to solve the Bellman equation (Bellman, 1957) of the MDP

\[
Q_{t+1}(s,a) = \mathbb{E}_r \left[ R_{t+1} + \gamma Q_{t+1}(s_{t+1}, a_{t+1}) | s_t, a_t \right].
\]

(2)

In continuous spaces \( S \) or \( A \) that typically occur in physical systems, it is in general not possible to solve the policy evaluation step exactly. In this case, the state-action value function \( Q(s,a) \) is commonly approximated as \( \hat{Q}(s,a) \) by means of a linear approximation architecture (Busoniu et al., 2010; Geramifard et al., 2013). To this end, a set \( \mathcal{F} = \{ \phi_j(s,a) : S \times A \rightarrow \mathbb{R}, i = 1, \ldots, N_k \} \) of features is selected, which consists of \( N_k \) state and action dependent BFs \( \phi_j(\cdot, \cdot) \). The approximated value \( \hat{Q} \) for a given state-action tuple \( (s,a) \) is then computed as a weighted sum of the BFs

\[
\hat{Q}(s,a) = \sum_{i=1}^{N_k} \phi_i(s,a) \theta_i = \phi(s,a)^\top \theta.
\]

(3)

Solving (2) approximately by minimizing the approximation error in a least squares sense results in the LSPI algorithm. In its original form (Lagoudakis and Parr, 2003), this algorithm is offline, i.e., it requires a batch of transition data samples of interactions with the environment. Busoniu et al. (2010) present a variant that processes interactions with the environment on the fly, therefore called OLSPI. Both algorithms build a matrix \( A \) and a vector \( b \) from subsequent interactions in order to solve the projected Bellman equation by TD learning according to

\[
A \leftarrow A + \phi(s,a) (\phi(s,a) - \gamma \phi(s', x(s'))) \top, \quad b \leftarrow b + \phi(s,a)r.
\]

(4)

(5)

LSPI rebuilds these matrices in every iteration from scratch, whereas OLSPI continues to update \( A \) and \( b \) as long as it interacts with the environment.

In order to use OLSPI over scalar continuous action domains, orthogonal polynomials such as Chebyshev polynomials of the first kind \( \Psi^j : [-1,1] \rightarrow [-1,1] \) of degree \( j \), \( 0 \leq j \leq M \), are used to construct an extended feature vector \( \phi(s,a) \in \mathbb{R}^{(M+1)N_k} \) as

\[
\phi(s,a) = \begin{bmatrix}
\phi_0(s) \Psi_0(\hat{a}) \\
\vdots \\
\phi_M(s) \Psi_M(\hat{a})
\end{bmatrix}, \quad \text{where} \quad \phi_j(s) = \begin{bmatrix}
\phi_1(s) \\
\vdots \\
\phi_N(s)
\end{bmatrix}.
\]

(6)

The benefit of working with the extended feature vector (6) is that the approximation over the action space \( A \) is kept separated from that over the state space \( S \). In (6), without loss of generality, the action space \( A \) is scaled to exploit the orthogonality of the Chebyshev polynomials over the set \( \mathcal{A} \triangleq [-1,1] \), with the elements denoted \( \hat{a} \in \mathcal{A} \). Thus the policy improvement step (1) becomes tractable: computing (3) for the current state \( s \) results in a polynomial expression over \( \hat{a} \)

\[
\Psi(\hat{a}) = c_M \hat{a}^M + \cdots + c_1 \hat{a} + c_0
\]

(7)

which is exactly representable by the coefficients \( c_j \) and it remains to compute argmax_{a(\hat{a})} \Psi(\hat{a}) to find the greedy step (1) efficiently. Further details on OLSPI with Chebyshev polynomial approximation are skipped for brevity and the reader is referred to the literature (Busoniu et al., 2010, Ch. 5.3, p. 170ff, and Ch. 5.5, p.177ff). If a vector-valued action space is to be considered, one can simply run several instances of OLSPI in parallel.

2.3. Kernel-based policy iteration

A version of LSPI which exploits the kernel trick (Schölkopf and Smola, 2002) to approximate the state-action value function \( Q(s,a) \) is presented in Xu et al. (2007). Similar to the linear approximation architecture, the \( Q \) function is approximated via a weighted sum of kernel functions, i.e.,

\[
\hat{Q}(s,a) = \sum_{i=1}^{N_k} k_i(s,a) \theta_i = k(s,a)^\top \theta
\]

(8)

with \( k(s,a) \triangleq \kappa(s,(s),(a),(a))) \),

\[
k(s,a) = \begin{bmatrix}
\kappa_1(s,a) \\
\vdots \\
\kappa_N(s,a)
\end{bmatrix}^\top.
\]

The function \( \kappa(x,x') : S^A \times S^A \rightarrow \mathbb{R} \) denotes the positive definite symmetric kernel function inducing a reproducing kernel Hilbert space (RKHS), i.e., the feature space \( \mathcal{H} \) with inner product \( \langle \cdot, \cdot \rangle_H \) such that \( \kappa(x,x') = \langle \Phi(x), \Phi(x') \rangle_H \).

The mapping \( \Phi : S^A \rightarrow \mathcal{H} \) is the feature map which is implicitly defined by the kernel. The set \( \mathcal{D} = \{(s_i,a_i) \in S^A, i = 1, \ldots, N_k\} \) is a dictionary of \( N_k \) \( \triangleq |\mathcal{D}| \) collected state-action tuples \( x = (s,a) \). Roughly speaking, this set contains a finite number of points representative for the space spanned by \( S \times A \). We briefly summarize the main steps of the KLSPI algorithm: based on the dictionary, the training data is iterated over in order to recursively solve the projected Bellman equation, leading to an improved policy. Then, the learning agent interacts greedily with its environment and produces new data samples. New samples are added to the dictionary only on per-need basis and the whole process is repeated until some convergence criterion is fulfilled. The advantage of the KLSPI algorithm is two-fold: first, the approximation of the \( Q \) function is computed in the RKHS; second, the set \( D \) of representative samples is created in automated fashion. In Xu et al. (2007), this is done via ALD analysis applied to the dictionary state-action tuples \( x = (s,a) \): if a new tuple can be reasonably well represented by a linear combination of the \( N_k \) tuples already contained in the dictionary, its addition to the dictionary is not considered justified. Formally, the approximation error is calculated by

\[
\delta = K_{ss} - K_{ss}^\top K_{ss}^{-1} K_{ss},
\]

(9)

with \( K \in \mathbb{R}^{N_k \times N_k} \), \( K_{ss} \in \mathbb{R}^{N_k \times N_k} \), and \( K_{ss} \in \mathbb{R} \) defined by the Mercer kernel \( \kappa \), the training data \( D \), and the query input \( x' = (s',a') \)

\[
K_{ss} = \kappa(x,x'), \quad \forall x \in D
\]

(11)

\[
K_{ss} = \kappa(x',x').
\]

(12)

Given a threshold \( \delta_0 \), the ALD criterion states that \( x' \) is already sufficiently well represented by the dictionary if \( \delta \leq \delta_0 \). Accordingly, \( x' \) is added to \( D \) if \( \delta > \delta_0 \). For learning, a TD-like update similar to (4) and (5) is used, employing the vector of kernels \( k(s,a) \) in place of the feature vector \( \phi(s,a) \):

\[
A \leftarrow A + k(s,a) (k(s,a) - \gamma k(s', x(s'))) \top, \quad b \leftarrow b + k(s,a)r.
\]

(14)

(15)

Hence, in the notation above it is clear that the core learning mechanism is quite similar in the LSPI, OLSPI, and KLSPI algorithms.

2.4. Problem statement

With these well-established algorithms in mind, we are now in position to emphasize which parts of the algorithms allow for modifications in order to deploy LSPI more easily to actual robotic systems.

Xu et al. (2007) state that their KLSPI can be used to optimize an existing policy online. This policy, however, is required to feature some level of performance. Due to this initial performance guarantee, the
need for additional exploration is avoided. In spite of these assets, the
KLSP1 algorithms alternate between two main steps: data collection,
I.e., greedy interaction with the environment, and subsequent policy
improvement. Data is thus processed in batches. Moreover, it is difficult
to identify the required performance level of the initial policy. Note
that this notion of online mechanism contrasts the requirements that
typically occur in robotics outlined above.

Problem 1 (KLSP1 for online learning). Development of an online version
of KLSP1, I.e., data should be processed once it becomes available
while the per-iteration time must not increase significantly during
run-time.

The OLSPI algorithm from (Bušoniu et al., 2010), in turn, is capable
of online processing and continuous action space representations. Yet
it should be clear that the choice of features, $g_i$, is crucial to obtain good
performance in any LSPI algorithm; as pointed out in Geramifard et al.
(2013, Ch. 4.5, p. 436), “[...] the choice of the representation can often
play a much more significant role in the final performance of the solver
than the choice of the algorithm.” From a practitioner’s point of view,
this issue is ubiquitous when having to select basis functions in order to
apply approximation-based RL algorithms to robotics, a tuning process
that can be tedious. We therefore aim to automate this process.

Problem 2 (OLSPI with automatic VFA). Derivation of an OLSPI
algorithm that is applicable to continuous state-action spaces and automat-
cally selects suitable features in order to reduce hand-tuning of the
VFA, or to obtain a good starting point for subsequent fine-tuning of
OLSPI.

3. Online, continuous-space & automatic LSPI

This section presents our main result, a set of modifications for
OLSPI in order to solve Problem 2. To this end, we first provide a
solution to Problem 1 and call the resulting algorithm OKLSP1.

3.1. Online kernel least-squares policy iteration

The kernel-based RL approaches reviewed in Section 1.1 select data
points based on ALD analysis. A first recursive version of KLSP1 is
presented in Yahyaa and Mandercr (2014), however, considering only
a discrete state space, using expensive ALD sparsification as well, and
it lacks a convergence analysis. We therefore begin by adopting a more
efficient sparsification rule.

3.1.1. Sparsification rule

A direct implementation of the ALD criterion (10) requires the
inversion of a Gram matrix $K \in \mathbb{R}^{N \times N}$, which results in a basic
complexity of $O(N^3)$ (Rasmussen and Williams, 2006). Clearly, the per-
iteration time will increase significantly with the growing dictionary;
hence, the matrix inversion should be avoided. One alternative ap-
proach is to directly propagate the inverse matrix by recursive updates,
similar as done in Jung and Polani (2007), Yahyaa and Mandercr (2014). However, the complexity is still $O(N^3)$ in this case; moreover,
learning the inverse results in increased sensitivity w. r. t. the numeric
parameters. Recently, other sparsification methods are becoming more mature and well-understood, see e.g. (Honeine, 2015). We therefore propose to adopt another sparsification procedure that in-
herently is of only linear complexity: the coherence criterion intro-
duced in Richard et al. (2009). The coherence $\mu$ of a dictionary $D$ is defined as

$$\mu = \max_{x_i, x_j \in D} \frac{|k(x_i, x_j)|}{\sqrt{k(x_i, x_j)kh(x_i, x_j)}},$$

therefore $\mu$ is large if the dictionary contains points $x_i$ and $x_j$ that are
very similar in $H$ as measured by (9). The decision rule whether to
include a new sample $x'$ into the dictionary or not is to restrict the
coherence of the dictionary below a threshold $0 \leq \mu_0 \leq 1$, i.e., if

$$\max_{x \in D} \frac{|k(x, x')|}{\sqrt{k(x, x)kh(x', x')}} < \mu_0,$$  (16)

then $x'$ can be added to $D$. In the following, we assume that a
unit-norm kernel function is employed, i.e., a kernel that fulfills
$\|k(x, \cdot)\|_H = 1, \forall x \in \mathbb{R}^A$. The most well-known kernel with this property
is the Gaussian kernel

$$k(x_i, x_j) = \exp \left(-\frac{1}{2\sigma^2} \|x_i - x_j\|^2\right)$$  (17)

and in this case (16) reduces to

$$\max_{x \in D} |k(x, x')| < \mu_0.$$  (18)

Hence, the complexity of the sparsification rule is reduced to $O(N\mu_0)$
evaluations of the kernel function and a simple element-wise compari-
on.

Remark 1 (Babel criterion). Instead of the maximum similarity of the
data points (i.e., the coherence) as a decision criterion, the cumulative
coherence (Babel criterion) is sometimes considered for sparsification, see
Honeine (2015) for a comparison. In this case, a new data point is
included in the dictionary if

$$\sum_{x_i \in D} |k(x_i, x)| \leq \mu_0.$$  

Although of linear complexity as well, for the purpose of online RL,
this sparsification is not as suitable as the maximum coherence-based
diversity measure. The rationale behind will be clarified by means of
the simulation study reported in a later part of this article.

3.1.2. Online dictionary expansion

Recycling the matrices $A$ and $b$ in the TD update (14) and (15) from
scratch after each interaction is the second shortcomings of KLSP1 w. r. t.
efficient online data processing. This problem can be circumvented as
follows: recall that $A$ is a sum of outer products of the two vectors
$u \triangleq k(x, a)$ and $v \triangleq (k(s, a) - \gamma k(s', x(s'))).$ Adding a new feature $x$ to
the dictionary $D$ means to add one dimension $u_{n+1}$ to $u$ and $v_{n+1}$ to $v$.
The resulting outer product $\bar{u}\bar{v}^\top$ becomes

$$\bar{u}\bar{v}^\top = \left[\begin{array}{c} u \\ \ \ u_{n+1} \\ v \ \ \ v_{n+1}\end{array}\right] = \left[\begin{array}{cc} u^\top u_{n+1} & u_{n+1}^\top v_{n+1} \\ u_{n+1}^\top u_{n+1} & u_{n+1}^\top v_{n+1}\end{array}\right].$$ (19)

Thus, only one row and column is added while the other entries remain
unaffected. This observation is key to retain the previous values of $A$ and
$b$ during the subsequent rank-1 update. To this end, $A$ and $b$ need to
be enlarged, e.g., by adding an extra diagonal entry $A_{\text{new}} \in \mathbb{R}$ to $A$ and
an extra entry $b_{\text{new}} \in \mathbb{R}$ to $b$ as

$$A \leftarrow \text{blkdiag}(A, A_{\text{new}}) \equiv \begin{bmatrix} A & 0 \\ 0 & A_{\text{new}} \end{bmatrix}, \quad b \leftarrow [b^\top, b_{\text{new}}]^\top.$$ (20)

where blkdiag(·) refers to building the block diagonal matrix. From (14)
we then have

$$A \leftarrow \text{blkdiag}(A, A_{\text{new}}) + \begin{bmatrix} u_{n+1}^\top & u_{n+1}^\top v_{n+1} \\ 0 & 0\end{bmatrix} = \begin{bmatrix} A & u_{n+1}^\top \\ 0 & 0\end{bmatrix} + \begin{bmatrix} u_{n+1}^\top \\ 0\end{bmatrix} v_{n+1} + u_{n+1} v_{n+1}^\top.$$ (21)

Conceptually, the resulting TD update (21) can be conceived of as
the decomposition (22): it corresponds to a TD step (*) as if the dictionary
had not been modified, and the additional part (**) is a TD step for
the new point starting from $A_{\text{new}}$. Obviously, the values of $A$ and $b$
computed during prior iterations remain unchanged and therefore can be
re-used directly after the dictionary is expanded. Further, it is always
possible to choose $A_{\text{new}} = 0$ and $b_{\text{new}} = 0$; however, a better method to
obtain $A_{\text{new}}$ and $b_{\text{new}}$ is proposed later in Section 3.3.
Algorithm 1 Online KLSPI (OKLSPI)

1. **Input:** $\kappa(\cdot, \cdot)$ — unit-norm (Mercer) kernel function
2. $0 \leq \gamma < 1$ — discount factor
3. $0 \leq \mu < 1$ — coherence threshold
4. $0 < r_i < 1$ — exploration schedule
5. $\beta > 0$ — small positive constant
6. $K_0 \in \mathbb{N}$ — policy improvement interval
7. $x_0 = (s_0, a_0)$ — initial state/action tuple
8. $D \subseteq (s_0, a_0)$
9. $A, b, \theta, l \leftarrow 0$
10. $s_t \leftarrow$ initial state $s_0$
11. for $t = 0, 1, 2, 3, \ldots$ do
12.   $a_t \leftarrow \text{unif. rand. action in } U^+$ if $\text{rand}([0, 1]) \leq \epsilon_t$
13.   $\mu = \max\left\{\left\{k \left(x, (s_t, a_t)\right) : x_t \in D\right\}\right\}$
14.   if $\mu < \mu_0$ then
15.     $\mu \leftarrow A \leftarrow \text{blkdiag}(A, A_{\text{new}})$, $b \leftarrow [b^T, b_{\text{new}}]^T$
16.     with $A_{\text{new}}$ and $b_{\text{new}}$ according to Eq. (30)
17.     end if
18.     $A \leftarrow A + k(s_t, a_t)(\kappa(s_t, a_t) - \gamma k(s_t, \pi(s_{t+1})))^T$
19.     $b \leftarrow b + k(s_t, a_t)r_{t+1}$
20.     if $t = (l + 1)K_0$ then
21.       $\theta \leftarrow A^{-1}b$
22.       $\pi = \text{argmax}_{a \in A} \sum_{i=1}^{N} \theta_i \kappa((s_i, a_i), (s, a))$
23.       $l \leftarrow l + 1$
24.     end if
25. end for

With these measures, we obtain the OKLSPI algorithm in Table 2. Clearly, the algorithm contains basic building blocks of both the KLSPI and OKLSPI algorithms. Lines 1–4 initialize the algorithm and the control loop is set up in line 5. In line 6, either a random exploratory or the exploitative action is chosen via the standard $\epsilon$-greedy mechanism. Line 7 describes the interaction with the environment, i.e., the application of action $a_t$ and the measurement of the successor state $s_{t+1}$ and corresponding reward $r_{t+1}$. The lines 8–9 constitute the coherence sparsification criterion, and if needed the dictionary expansion is done in lines 10–11. The remaining lines 13–19 constitute the standard kernelized TD update. For the practitioner, we would like to emphasize that the policy improvement step in line 17 is of conceptual nature only: it suffices to perform the calculation in line 6 when choosing an exploitative action.

3.2. Automated online least-squares policy iteration

Although online capability, the proposed OKLSPI algorithm only works with discrete action sets, a shortcoming of major concern for application on robotic devices. Recall from (6) that the OLSPI algorithm handles continuous action spaces by incorporating Chebyshev polynomials of the first kind into an extended feature vector $\phi_k(s, a)$. However, an analogous extension of the kernel-based LSPI algorithm is not yet known because the similarity of the features in the RKHS is computed implicitly using the kernel trick. In principle, one could analogously construct a kernel for continuous SA by composition with a suitable orthonormal polynomial kernel (Pan et al., 2012). Nonetheless, the policy improvement step (1) could not be solved exactly anymore by means of a polynomial (7) because this would require to explicitly consider the feature map $\Phi$ of (9). This is, however, contrary to the key idea of kernel methods that one does not need to know an explicit form of the feature map but only implicitly define it via (9). Therefore, we propose to rather combine the automated feature selection of the kernel-based approach with the OLSPI algorithm, which allows to use continuous space approximations. To this end, we automate the approximation over the state space by means of kernels but continue to construct the action space approximation using orthogonal polynomials. The resulting algorithm is termed automated online least-squares policy iteration (AOLSPI) and provides a solution to Problem 2.

First, we need to build a dictionary over the state space $S$ only, with an appropriate sparsification rule. To this end, we may simply adopt the previous approach, i.e., a dictionary $D_s$ with sparsification criterion (18). We can now replace the basis function vector $\phi_k(s)$ in the extended feature construction (6) by a vector $k_s(s)$

\[ k_s(s) = [k(s_1), \ldots, k_s(s_n)]^T, \quad k_s(s_i) = \kappa(s_i, s), \quad s_i \in D_S \subseteq S. \]  

(23)

with a unit-norm kernel function $\kappa(\cdot, \cdot)$ and the number of dictionary elements $N_S = |D_s|$. The corresponding feature vector $\hat{\phi}(s, a)$ is now given by

\[ \hat{\phi}(s, a) = [\kappa_s(s)^T \Phi D(a), \ldots, \kappa_s(s)^T \Phi D_M(a)]^T. \]  

(24)

Next, the key question is how the growing dictionary can be handled in OLSPI. As evident from (24), the feature vector $\hat{\phi}(s, a)$ now consists of stacked state-dependent vectors of BFs $k_s(s)$, which are multiplied with Chebyshev polynomials of increasing, but maximum order $M$. Consequently, a new element in the dictionary $D_s$ leads to an increase of the feature vector size by $M + 1$ elements. Therefore, the adjustment of matrix $A$ and vector $b$ after a dictionary update needs to be carried out differently than in the case of OKLSPI. Consider how the corresponding TD update $\Delta(A)$ of matrix $A$ is now calculated using (4):

\[ \Delta(A) = \hat{\phi}(s, a)(\hat{\phi}(s, a) - \gamma \hat{\phi}(s', \pi(s')))^T \]

\[ = \left[ k_s(s) \Phi D(a) \right] \left[ k_s(s) \Phi D(a) - \gamma k_s(s') \Phi D(a) \right]^T \]  

By examining the element of the first row and first column of $\Delta(A)$ exemplarily, it can be observed that $\Delta(A)$ consists of blocks, each containing a sum of outer products of the state dependent BFs vector. For example, the first block yields

\[ \Delta(A)(1,1) = k(s)k_s(s)^T \Phi D(a)^2 - \gamma k(s')k_s(s')^T \Phi D(a)^2 \]

Similarly, the other blocks differ only by the values of the Chebyshev polynomials that are multiplied to the two outer products $k_s(s)^T \Phi D(a)$ and $k_s(s')^T \Phi D(a)$. At this point, the reasoning about outer products of growing vectors (19) applies, i.e., the resulting matrix of the outer product of the vector of state-dependent BFs needs to be expanded by an extra row and an extra column. Note that this applies to all of the blocks in $\Delta(A)$. By analogous derivation for the TD update of $b$ it is immediate that adding an element at every $(N_S + 1)$th index is required. Formally, we obtain the expansion

\[ A_{t+1} = \begin{bmatrix} A_{t+1,1} & \cdots & A_{t+1,M+1} \\ \vdots & \ddots & \vdots \\ A_{t+1,1,M+1} & \cdots & A_{t+1,M+1,M+1} \end{bmatrix}, \]

(25)

where each block is enlarged as

\[ A_{t+1,1,j} = \text{blkdiag}(A_{t+1,j}, A_{t+1,\text{new},j}), \]

\[ A_{t+1,j} = k(s)k_s(s)^T \Phi D(a)^2 - \gamma k(s')k_s(s')^T \Phi D(a)^2 \]

(26)

and the block-partitioned vector update

\[ b_{t+1} = \begin{bmatrix} b_{t+1,1} \\ \vdots \\ b_{t+1,1,M+1} \end{bmatrix} = \begin{bmatrix} b_{t,1} \\
\vdots \\ b_{t,M+1} \end{bmatrix}. \]

(27)
Algorithm 2: Automated OLSPI (AOLSPI)

1. **Input:** \( \kappa(\cdot, \cdot) \) — unit-norm kernel function
2. \( M \in \mathbb{N} \) — small integer number, highest degree of Chebyshev polynomials
3. 0 \( \leq \gamma < 1 \) — discount factor
4. 0 \( < \mu_0 \leq 1 \) — coherence threshold
5. \( 0 < \epsilon_t \leq 1 \) — exploration schedule
6. \( \beta > 0 \) — small positive constant
7. \( K_\theta \in \mathbb{N} \) — policy improvement interval
8. \( x_0 = (s_0, a_0) \) — initial state/action tuple

2. \( D_0 = s_0 \)
3. \( A, b, \theta, l \leftarrow 0 \)
4. \( s_t \leftarrow \) initial state \( s_0 \)
5. for \( t = 0, 1, 2, 3, \ldots \) do
6. \( a_t \leftarrow \begin{cases} \text{unif. rand. action in } U & \text{if } \text{rand}(0, 1) \leq \epsilon_t \\ \pi(s_t) & \text{else} \end{cases} \)
7. apply \( a_t \), measure \( s_{t+1}, r_{t+1} \)
8. \( \mu = \max \{ \| \kappa(s_i, s_j) \| : s_i \in D_k \} \)
9. if \( \mu < \mu_0 \) then
10. \( D_k = D_k \cup (s_t) \)
11. end if
12. end if

end for

Algorithm 2 Automated OLSPI (AOLSPI)

1. **Input:** \( \kappa(\cdot, \cdot) \) — unit-norm kernel function
2. \( M \in \mathbb{N} \) — small integer number, highest degree of Chebyshev polynomials

with

\[
b_t(i) = k_{x_t}(x_t) \Psi^T(i). \tag{28}
\]

Again, \( A_{\text{new}}(i, i) \leftarrow 0 \) and \( h_{\text{new}}(i) \leftarrow 0 \) are always possible choices and we give a preferred way to initialize the new entries in the next section.

The resulting automated online least-squares policy iteration (AOLSPI) algorithm is summarized in Table 3. Compared to the OLSPI algorithm reviewed in Section 2, only the lines 8–12 have to be added. It is therefore straightforward to enhance existing OLSPI implementations in order to realize the automatic VFA capability. Note that, as opposed to OKLSPI, the kernel activation in lines 8–10 only depends on the system state \( s \), whereas the dependency of the extended feature vector \( \phi \) on the action \( a \) is captured via the Chebyshev basis as in OLSPI. Therefore, the implementation of policy improvement remains tractable by means of the polynomial (7).

### 3.3. Similarity-based information extrapolation in TD update

Next, we examine how the online algorithms presented above process information after the dictionary expansion step. In a single TD update step, the algorithms in this article spread information over multiple elements of \( A \) and \( b \), based on the similarity of the dictionary points w.r.t. the current and successor states, see (14) and (15) with (8), respectively (26) and (28) with (23). This mechanism is essential for learning, but partly disabled in the case of AOLSPI and OKLSPI: a new BF that was added to the dictionary some time after the learning process had started clearly missed out on the information that had been spread in the previous interactions with the environment. Taking \( A_{\text{new}}(i, i) = 0 \) and \( h_{\text{new}}(i) = 0 \) assumes that there is not yet any information about the corresponding part of the state space—after all, it is a new point in the dictionary. By the subsequent interactions of the system with the environment, the information gap of the new BF will be closed asymptotically.

The dependency of the TD step on the similarity of the current and next states w.r.t. the dictionary elements implies, however, that regions of matrix \( A \) and vector \( b \) which correspond to similar BFs should also have similar values in \( A \) and \( b \). Hence, the similarity to the existing grid points as measured by the kernel function can be used to extrapolate entries of \( A \) and \( b \) to a new dictionary element. This idea is visualized in Fig. 1. While in this section, the formulas are derived to perform an approximative initialization, the numerical example in a later section will demonstrate its utility. Since the structure of \( A \) and \( b \) is dependent on the algorithm, the corresponding extrapolation rules are different and the OKLSPI-specific extrapolation is introduced first and then ported to AOLSPI.

#### 3.3.1. OKLSPI

For the derivation of the basic extrapolation rule, let us revisit the TD update rule of \( b \) given in (15), which is repeated here for the reader’s convenience:

\[
b_t \leftarrow b + k(s, a)r. \tag{29}
\]

Observe that the elements of \( b \) are updated by a fraction of the received reward \( r \) as determined by the similarity of the current sample \( (s, a) \) with the elements of the dictionary. Grid points similar to each other will thus feature approximately the same values \( b \). Thus, we can safely assume that the true value of \( b_{\text{new}} \) of a new BF should be of same magnitude as the values of \( b \) corresponding to the most similar dictionary points. The value of the new element \( b_{\text{new}} \) can therefore be obtained by extrapolation of the existing elements of \( b \) weighted by the corresponding similarity, i.e.,

\[
b_{\text{new}} = \frac{\sum_{i=1}^{N} k(s, a)b_i}{\sum_{i=1}^{N} k(s, a)}. \tag{29}
\]

Extrapolating new elements of \( A \) is not as straightforward. Let us write out the TD update rule of \( A \) from (14) in expanded form:

\[
A_t \leftarrow A_{t-1} + k(s, a)k(s, a)^T - \gamma k(s, a)k(s', a')^T. \tag{30}
\]

The TD update of \( A \) consists of a subtraction of two outer products \( k(s, a)k(s, a)^T \) and \( k(s, a)k(s', a')^T \). Recall that the coherence-based sparsification rule entails that the elements of the dictionary are dissimilar to a certain extent. Consequently, the first outer product mainly updates elements on the diagonal of \( A \). If the samples \( (s, a) \) and \( (s', a') \) differ, the second outer product mainly affects off-diagonal elements. To extrapolate these elements, knowledge about the previous evolution of the policy would be required. In summary, we can assume that the update of the on-diagonal elements still mainly depends on the kernel
vector \( k(s, a) \). Hence, an initialization for the new diagonal element \( A_{\text{new}} \) of the expanded matrix is obtained by a weighted average over the other diagonal elements as

\[
A_{\text{new}} = \frac{\sum_{i=1}^{|D|} k(s, a)A_{ij}}{\sum_{i=1}^{|D|} k(s, a)}
\]

The strength of the extrapolation can be varied by actively restricting the number of considered grid points to a set \( D \subseteq D \), yielding

\[
A_{\text{new}} = \frac{\sum_{i=1}^{|D|} k(s, a)A_{ij}}{\sum_{i=1}^{|D|} k(s, a)} \quad \text{and} \quad b_{\text{new}} = \frac{\sum_{i=1}^{|D|} k(s, a)b_i}{\sum_{i=1}^{|D|} k(s, a)} \quad (30)
\]

The set \( D \) can be taken, for example, by ranking the similarity to the new BF and selecting only a percentage \( p_0 \leq 1 \) of most similar points. We call this approach trust radius in the following. The complete dictionary \( D = D \) is used for \( p_0 = 1 \); for \( D = \emptyset \) in turn, the conservative initialization of the new elements with zero \( A_{\text{new}} = 0 \) and \( b_{\text{new}} = 0 \) is recovered.

### 3.3.2. AOLSPI

For the AOLSPI algorithm of Table 3, we adopt the extrapolation method of OKLSPI. It is essentially the same mechanism, yet applied separately to the segments of \( A \) and \( b \). When enlarging the vector \( b \) as (27), the newly added entry \( b_{i+1} \) in every segment \( b_{i+1} \), \( i = 1, \ldots, M + 1 \), is an average of the other elements of the \( i \)th block segment of \( b \), weighted by the similarity of the corresponding BF grid point to the grid point of the new BF, i.e.,

\[
b_{i+1} = \frac{\sum_{j=1}^{N} k_j \cdot b_{i(j)}}{\sum_{j=1}^{N} k_j} \quad (31)
\]

The values of \( A \) are extrapolated again in a more conservative way by considering only the block elements on the diagonal. Within these blocks \( A_{i(\cdot, \cdot)} \), the Chebyshev polynomials are equal. Hence, the two outer products are scaled by the same value and (26) simplifies to

\[
A_{i(\cdot, \cdot)} = k_g s_k \cdot (s')P_r(a) - \gamma_k k_g s_k \cdot (s')P_r(s, \pi(s'))P_r(a).
\]

Now as in the case of OKLSPI, within the corresponding block, the first outer product \( k_g s_k \cdot (s') \) updates mainly on-diagonal elements. The other outer product \( k_g s_k \cdot (s') \) further updates off-diagonal elements if \( s \) and \( s' \) are similar; otherwise, off-diagonal elements are updated depending on the policy \( \pi \). The interpolation is therefore again restricted to the diagonal elements of the related block and the initialization of the new element is correspondingly

\[
A_{\text{new}(\cdot, \cdot)} = \frac{\sum_{j=1}^{N} k_j A_{i(j, \cdot)} \cdot A_{i(j, \cdot), i(j, \cdot)}}{\sum_{j=1}^{N} k_j} \quad (32)
\]

The number of used grid points can be selected according to a trust radius approach as in (30).

### 3.4. Convergence analysis

In this section, we briefly comment on the convergence of the novel algorithms. Recall that AOLSPI automates the process of selecting basis functions for OLSPI; further it is clear that the VFA plays a crucial role in the performance of OLSPI.

**Remark 2 (Performance guarantees of online LSPI).** Unfortunately, to the best of the authors’ knowledge, even the asymptotic properties of OLSPI with a fixed set of BF are not yet completely understood, cf. (Buşoniu et al., 2012, Ch. 3.6.1, p. 97). The basic reason behind is that the policy improvement step in OLSPI is taken according to only an approximation of the value function. In consequence, the policy evaluation error may become large and the performance assertions of the basic LSPI (Lagoudakis and Parr, 2003) do not necessarily carry over to the online case (Buşoniu et al., 2010).

Concerning the approximation architecture, however, Ma and Powell are able to show (Ma and Powell, 2009; Powell and Ma, 2011) that under certain conditions, approximate policy iteration with Chebyshev polynomials converges in the mean. Thus, our effort is to show that the modifications introduced in this article do at least preserve the convergence properties of the prior algorithms. First, observe that, as proven by Richard et al. (2009, Prop. 2), the size of the feature vector \( \phi \) converges to a fixed size at some time \( T \), namely when the state space is completely covered with BF as governed by the sparsification procedure and the fixed threshold \( \mu_0 \). Henceforth, in all subsequent samples \( t > T \), AOLSPI reduces to OLSPI as will be shown next. In the first place, the samples collected during \( 0 \leq t \leq T \) only contributed partly to the TD update (4) and (5) of \( A \) and \( b \). This is because the associated BFs had not been part of the dictionary yet, hence the corresponding entries could not be updated. However, after convergence of the dictionary, i.e., considering \( t > T \), the feature vector basis is now fixed. We may hence think of the incomplete updates during \( 0 \leq t \leq T \) as some corrupted feature vectors \( \phi_k \) affecting \( A \) and \( b \). In the limit, the learning mechanism described by (4) and (5) becomes

\[
A = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} \phi(s, a) (\phi(s, a) − \gamma \phi(s', \pi(s')))^T
\]

\[
+ \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} \phi(s, a) (\phi(s, a) − \gamma \phi(s', \pi(s')))^T.
\]

The limit in the first summand in both expressions exists and approaches zero as \( N \to \infty \) because the sum of bounded matrices is bounded. By substitution of \( t = T + 1 \) with \( i = 0 \) and reformulation, the remaining solution in the limit approaches that of the OLSPI algorithm

\[
A^* = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} \phi(s, a) (\phi(s, a) − \gamma \phi(s', \pi(s')))^T
\]

\[
b^* = \lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N} \phi(s, a) f_i, \quad f^* = (A^*)^{-1} b^*.
\]

In principle, (sub-)optimality of \( \pi^* \) could be established according to Lagoudakis and Parr (2003, Th 7.1), i.e., the error norm of the performance of the policies w.r.t. the optimal performance is in the limit bounded by some constant, subject to the restrictions of Remark 2 concerning online LSPI.

In summary, it is shown that the limit convergence behavior is independent of the specific dictionary sparsification method as long as \( |D| \) is finite, and that further the dictionary expansion and data extrapolation scheme introduced above do not void the general performance behavior of OLSPI. On the contrary, our simulation studies reported in the next section suggest that the speed of convergence may be considerably improved using AOLSPI and the scheme from Section 3.3.

Analogously to the previous line of argumentation, the convergence of the OKLSPI algorithm could be analyzed given the technical assumptions in Ma and Powell (2010), Powell and Ma (2011).

### 3.5. Complexity analysis and optimized implementation

Let us briefly argue that the additional computational complexity w.r.t. OLSPI induced by our modifications is linear in the number of dictionary elements \( n = |D| \), i.e., an additional \( O(n) \) operations must be performed to implement either of the OKLSPI or AOLSPI algorithms. Consider OLSPI as starting point, as it is the underlying online algorithm in both cases. For the AOLSPI algorithm, the only additional operations are those of lines 8–12 in Table 3. Note that \( k_g(s_i) \) must be computed to obtain \( \phi_k(s, a) \) of (24) one way or the other.
Summarizing the remaining elementary scalar operations, we have an additional computational complexity of $O(N)$ operations. A similar line of reasoning is applicable to OKLSPI: in terms of complexity, we can think of Table 2 as an instance of OLSPI with a discrete action space. Again, counting the remaining operations to grow the dictionary corresponding to lines 8–12 in Table 2, the added complexity is $O(N)$.

For implementation, an optimized version of the basic LSTD-Q algorithm is given in Lagoudakis and Parr (2003, Fig. 6), analogously for KLSTD in Jakab and Csató (2015), that avoids the $O(N^2)$ inversion of $A$ by means of the matrix-inversion lemma. Our algorithms are amenable to such an approach as well: recall that the dictionary expansion and information extrapolation steps exploit the prevailing diagonal entries in the matrix structure. Therefore, similar steps could be applied when propagating the inverse matrix. Our simulation studies indicate, however, that the performance of the resulting algorithm is much more sensitive w.r.t. the numeric initialization parameter needed to avoid an ill-posed system. We therefore refrain from discussing the details here and suffice it to say that the approximations concerning the block matrix structure with single block diagonal elements remain unaffected by learning the inverse matrix directly. Thus, an optimized implementation of AOLSPI or OKLSPI based on Sherman–Morrison is feasible in principle, albeit at the cost of a more sensitive parameter set.

4. Simulation study example

Due to the limitations of value-based RL algorithms discussed in the introduction, policy search algorithms may be a more suitable choice for example in high-dimensional robotic learning control problems. If, however, an LSPI approach is appropriate for the control problem at hand, the algorithms proposed in this article constitute an online value-based approach capable of efficient, automatic VFA. Therefore, the task of having to explicitly distribute basis functions in a multidimensional space is avoided. While it is not expected that the presented online algorithms generally outperform their hand-tuned counterparts, a similar level of performance should be attained as by OLSPI in a well-tuned setting. In order to exemplify the two novel algorithms and evaluate their performance, we consider two standard LSPI benchmark scenarios and compare the results to those obtained with the established LSPI algorithms using well-tuned parameters.

4.1. OKLSPI and the car on the hill problem

We will first illustrate how the OKLSPI algorithm of Table 2 indeed solves Problem 1. In other words, it is demonstrated that the online dictionary expansion and sparsification measures proposed in Sections 3.1 and 3.3 are adequate. To this end, let us consider the car on the hill problem, a standard benchmark in approximate RL that can be found in Buşoniu et al. (2010) and the references therein. In this task, a point mass (the car) should climb a hill by applying a horizontal force; however, the force is not strong enough to climb the hill directly. Therefore, the car needs to swing back and forth first in order to pump energy in the system. Normalizing quantities to their base SI units, the algorithm performs more expensive interactions with the system before being reset to a random admissible initial state. Being an online algorithm, it is essential to use sufficient exploration during the data generation and we simply use the $\varepsilon$-greedy mechanism. Thereby, the exploration probability in time step $t$ is governed by

$$
\varepsilon_t = \max \left( \varepsilon \left(1 - \frac{t}{t_{\max}}\right), \varepsilon_{\min} \right),
$$

where $t_{\max} = 2s$ is the duration of a single learning trial. We use a Gaussian kernel function

$$
k_\mu(x) = \exp \left(-\frac{1}{2} (x - x_i)^T \Sigma^{-1} (x - x_i) \right).$$

In order to evaluate the influence of the sparsification criterion on the execution times of the algorithm, we used a straightforward implementation to approximately measure the calculation times $t_{exec}$ for each trial. The experiment was done on a Linux machine with the processor set to a constant CPU frequency of 1.8 GHz. The results of this experiment are shown in Fig. 2.

Fig. 2(a) shows how the dictionary size $|D|$ grows with increasing trials; the depicted runs were obtained by choosing values of $\delta_0$ and $\mu_0$ such that the amount of kernel functions in the dictionary is in the same order of magnitude for both sparsification methods. It can be seen that the execution times increase notably when ALD is used, particularly if the dictionary size is in the magnitude of hundreds. The outliers in the plot are presumably due to the imprecise method of measuring $t_{exec}$. In order to show the trend more clearly, Fig. 2(b) depicts the plot of $t_{\text{exec}} = \sum_{i=1}^{75} t_{\text{exec},i}$ over the average dictionary sizes $D = \frac{1}{75} \sum_{i=1}^{75} |D_i|$ for all the 99 runs. The measured results are consistent with the theoretical discussion in Section 3.1.1 concerning the complexity of the sparsification criteria. These results illustrate that the per-iteration time remains reasonable using the proposed OKLSPI algorithm with coherence sparsification and $K_\mu$ high enough (for the fully optimistic case $K_\mu = 1$, the algorithm performs more expensive policy improvement steps in each iteration).

| Table 4 |
| OKLSPI parameter settings for the car on the hill problem. |
| Parameter | Value |
| Discount factor $\gamma$ | 0.97 |
| Exploration factor $\varepsilon$ | 0.95 |
| Minimum exploration $\varepsilon_{\min}$ | 0.05 |
| Number of BF $\phi$ | dynamic |
| Kernel function $\kappa$ | (34) |
| RBF variance $\Sigma$ | diag(0.1,0.2,0.1) |
| Update interval $K_i$ | 5 |

With the reward function

$$
R = \begin{cases} 
-1, & \text{if } p < -1 \text{ or } |\mu| > 3 \\
1, & \text{if } p \geq 1 \text{ and } |\mu| \leq 3 \\
0, & \text{otherwise},
\end{cases}
$$

the cost landscape as well as optimal $Q$-functions are discontinuous and therefore hard to approximate as shown in Buşoniu et al. (2010, Ch. 4.5.4). The experiments reported next were conducted with MATLAB R2018a, using the ode45 solver for numeric integration and a sample time of $t_{\delta} = 0.1s$ for discretization.

Let us first give an intuition how the sparsification criterion affects the dictionary growth and the computation times. In order to compare the behavior of OKLSPI with coherence sparsification according to Section 3.1.1 to that of ALD sparsification, we also implemented Algorithm 1 with lines 8–9 replaced by the ALD criterion given from (10)–(13). Next, a simple parameter sweep over 99 learning runs with OKLSPI is conducted for the threshold parameters $\delta_0$ of ALD chosen in a logarithmic scale between $[10^{-5}, 10^3]$, respectively $\mu_0$ of coherence chosen linearly in the interval $[0.01, 0.99]$. The parameters of the OKLSPI algorithm are set according to Table 4 unless stated otherwise. Each simulation run consists of 75 trials and during each trial of 2s, the algorithm is granted 2/0.1 = 20 interactions with the system and therefore hard to approximate as shown in Buşoniu et al. (2010, Ch. 4.5.4). The experiments reported next were conducted with MATLAB R2018a, using the ode45 solver for numeric integration and a sample time of $t_{\delta} = 0.1s$ for discretization.

Let us first give an intuition how the sparsification criterion affects the dictionary growth and the computation times. In order to compare the behavior of OKLSPI with coherence sparsification according to Section 3.1.1 to that of ALD sparsification, we also implemented Algorithm 1 with lines 8–9 replaced by the ALD criterion given from (10)–(13). Next, a simple parameter sweep over 99 learning runs with OKLSPI is conducted for the threshold parameters $\delta_0$ of ALD chosen in a logarithmic scale between $[10^{-5}, 10^3]$, respectively $\mu_0$ of coherence chosen linearly in the interval $[0.01, 0.99]$. The parameters of the OKLSPI algorithm are set according to Table 4 unless stated otherwise. Each simulation run consists of 75 trials and during each trial of 2s, the algorithm is granted 2/0.1 = 20 interactions with the system and therefore hard to approximate as shown in Buşoniu et al. (2010, Ch. 4.5.4). The experiments reported next were conducted with MATLAB R2018a, using the ode45 solver for numeric integration and a sample time of $t_{\delta} = 0.1s$ for discretization.

In order to evaluate the influence of the sparsification criterion on the execution times of the algorithm, we used a straightforward implementation to approximately measure the calculation times $t_{\text{exec}}$ for each trial. The experiment was done on a Linux machine with the processor set to a constant CPU frequency of 1.8 GHz. The results of this experiment are shown in Fig. 2.

Fig. 2(a) shows how the dictionary size $|D|$ grows with increasing trials; the depicted runs were obtained by choosing values of $\delta_0$ and $\mu_0$ such that the amount of kernel functions in the dictionary is in the same order of magnitude for both sparsification methods. It can be seen that the execution times increase notably when ALD is used, particularly if the dictionary size is in the magnitude of hundreds. The outliers in the plot are presumably due to the imprecise method of measuring $t_{\text{exec}}$. In order to show the trend more clearly, Fig. 2(b) depicts the plot of $t_{\text{exec}} = \sum_{i=1}^{75} t_{\text{exec},i}$ over the average dictionary sizes $D = \frac{1}{75} \sum_{i=1}^{75} |D_i|$ for all the 99 runs. The measured results are consistent with the theoretical discussion in Section 3.1.1 concerning the complexity of the sparsification criteria. These results illustrate that the per-iteration time remains reasonable using the proposed OKLSPI algorithm with coherence sparsification and $K_\mu$ high enough (for the fully optimistic case $K_\mu = 1$, the algorithm performs more expensive policy improvement steps in each iteration).
In order to investigate the performance of the proposed OKLSPI algorithm, the following procedure is used. The algorithm is evaluated over $N_{\text{eval}} = 90$ independent runs, where each run consists of 75 trials each starting from a random initial state and given $t_{\text{max}}/t_s = 20$ interactions with the system for learning. To assess the quality of the policy over time, after each trial, the average return is calculated obtained when following the current policy without exploration for three initial states $S_0 = \{[-0.8,0]^T, [0,-0.4,0]^T, [0,0]^T\}$, i.e.,

$$ G = \frac{1}{|S_0|} \sum_{|s|} \sum_{j=1}^{N_{\text{eval}}} v^j R_j. \quad (35) $$

The second and third initial states do not allow to drive the car up the hill just by applying the maximum input but require the policy to swing back and forth.

A plot of a representative learning curve is shown in Fig. 3 for $\mu_0 = 0.9$ and similar plots are obtained for a wide range of the sparsification parameter $\mu_0$. The utility of the TD extrapolation scheme according to (30) becomes evident as well, although its effect varies with the number of useful similar dictionary elements, i.e., it depends on $\mu_0$. This example demonstrates how straightforward it is to implement and tune the algorithm, opposed to alternative value-based approaches that require more tedious tuning of the approximation architecture such as fuzzy Q-iteration, cf. (Bušoniu et al., 2010, Ch. 4.5.4).

Finally, let us remark that we refrain from trying to compare the performance to that of offline KLSPI. It is not clear how to construct a meaningful assessment: being an offline algorithm, KLSPI was not designed to operate under online conditions and one would need to find an unbiased test scenario. As KLSPI re-iterates over its growing training data set from the beginning in each iteration, the number of direct interactions with the test system would somehow have to be restricted in order to enforce a quantitatively similar number of updates of the estimated matrices $A$ and $b$ as in the online algorithms.

### 4.2. AOLSPI controlling the inverted pendulum

The second example system is the inverted pendulum with the parameters also taken from (Bušoniu et al., 2010). In order to balance the pendulum in the upright position, it is essential to use a continuous action-space representation; otherwise, undesired chattering around the unstable equilibrium will occur. Therefore, AOLSPI will be mainly compared to the relevant baseline algorithm OLSPI in this example.

The pendulum system consists of a DC-motor with a pole attached and the goal is to steer the pole into the upright position and balance it there. The dynamics are governed by

$$ \ddot{\alpha} = \frac{1}{J} \left( mg \sin(\alpha) - ba - K^2 \ddot{\alpha} + \frac{K}{R} u \right), \quad (36) $$

where $a$ describes the current angle of the pole, $\dot{a}$ the angular velocity, and $\ddot{a}$ its angular acceleration. The values of the constants $J, m, g, l, b, K$, and $R$ are set identically as in Bušoniu et al. (2010). The upright position is defined by $a = 0$. For the simulation study, we employed a 4th order Runge–Kutta solver and a model discretization with sampling time $t_s = 0.005$. The variable $u \in A_p$ denotes the input torque of the DC motor and is restricted to the continuous interval $A_p = [-3 \text{Nm}, 3 \text{Nm}]$. The state $s = [\alpha, \dot{\alpha}]^T$ of the inverted pendulum consists of the angle $\alpha \in [-\pi, \pi]$ and the angular velocity $\dot{\alpha}$, which is bounded by $|\dot{\alpha}| \leq \dot{\alpha}_{\text{max}} = 15 \text{ rad s}^{-1}$. In the following, the physical units are omitted for brevity and the quantities are given in SI unless stated differently. The state space of the system is given by $S_p = \{-\pi, \pi\} \times [-15\pi, 15\pi]$. The reward function is chosen as $R_p(s,a) = -s^T \text{diag}(5,0.1) s - a^T a$ and punishes angular deviations from the upright position, high angular velocities, and large control inputs.

In order to quantify the performance of a policy, we use the following metric: for a finite set of initial states $S_0$, the average $G_0$ of the total undiscounted sum of rewards obtained from all initial states of $S_0$ when using the current policy for $N_{\text{eval}} = 50$ time steps is calculated, i.e.,

$$ G_0 = \frac{1}{|S_0|} \sum_{|s|} \sum_{j=1}^{N_{\text{eval}}} R_j. \quad (37) $$

Note that this score function does not discount the rewards. The reward obtained when the pendulum is already swung up and needs to be balanced in the upright position is considered equally important during evaluation as the actual bang–bang like swing-up. Consequently, the effect of a discrete action set is not hidden from the performance score as it could occur with a discounted reward. As the initial state set $S_0 \subset S_p$, we distribute 35 states over $S_p$ as $S_0 = \{-\pi, -\frac{\pi}{2}, 0, \frac{\pi}{2}, \pi\} \times \{-10\pi, -3\pi, -\pi, 0, \pi, 3\pi, 10\pi\}$.

The parameters of each algorithm evaluated in the simulation study are given in Table 5. To assess the performance of the algorithms, we evaluate $N_{\text{eval}} = 90$ independent runs per algorithm. Each run consists of 300 trials of 0.75 s of interaction, i.e., the system is reset to a random
We now examine the influence of the extrapolation from Section 3.3 closer w. r. t. the performance of AOLSPI. In order to assess the influence, we performed additional runs with AOLSPI and the trust radius varying between only a little ($p_e = 0.1$), a medium amount ($p_e = 0.5$), and nearly full ($p_e = 0.9$) extrapolation. The results are shown in Fig. 7. All existing BFs may be used to build $\hat{D}$ in this particular simulation study. This is expected due to the Gaussian kernel ($\mathcal{S}$) and the spread according to Table S, which yields low correlations quickly for distant BFs. If, depending on the parameters, the information is not well spread during the dictionary update, it may nonetheless be useful to set $p_e < 1$.

4.3. Additional discussion of the similarity-based extrapolation

With the simulation results reported above, the utility of the proposed TD information update rule is already evident. We nonetheless discuss in closer detail how (31) and (32) predict useful values for the initialization after the dictionary expansion, hence allowing for more efficient TD updates. Unfortunately, a quantitative evaluation of the extrapolation is not feasible because no ground truth is available for yet incompletely dictionaries. Instead, we exemplarily examine the estimation of $A_{\text{L}}(\mathcal{F}^{(i)};u)$ and $b_{\text{L}}(\mathcal{F}^{(i)};u)$ in an a posteriori analysis. To this end, we consider one of the matrices explicitly. Let us take $A_{150}$ and $b_{150}$ at the end ($t = 150$) of run 1, trial 1. Given $M = 2$ and $N_y = |\mathcal{S}| = 121$ at the end of this trial, we have $A_{150} \in \mathbb{R}^{363 	imes 363}$ and $b_{150} \in \mathbb{R}^{363}$. The (diagonal) values of $A_{150}$ and $b_{150}$ are now one after another set to zero and estimated according to (31) and (32), based on the remaining (diagonal) values of $A_{150}$ and $b_{150}$. The result is illustrated in Fig. 8. It can be seen that the similarity weighting interpolation approach can reflect the trend of the elements of $A$ and $b$, although the peaks may be missed. As expected, the estimates are rather conservative because (31) and (32) essentially compute locally weighted means, i.e., the relevant neighborhood is determined by the variance of the BFs functions. Hence, in order to capture either highly varying or very smooth relations in $A$ and $b$, one would be forced to tune the variances. At this point, one would not reduce the burden of parameter tuning by means of this approach. However, as shown by Fig. 7, it is sufficient to add a rough prediction to improve the convergence speed. In summary, the diagonal similarity-weighting extrapolation (31) and (32) constitutes a simple yet efficient method to accelerate the online learning process in the face of dynamic dictionary growth.

5. Summary and future work

We investigate the well-known least-squares policy iteration algorithms KLSPSI and OLSPI in view of their applicability to intelligent real-time automation, e.g., robotic control problems. The KLSPSI algorithm is reformulated for incremental data collection, yielding the proposed OKLSPI for online usage. To this end, we adopt an efficient sparsification scheme from kernel adaptive filtering and derive a recursive dictionary expansion scheme with corresponding parameter update rule. The OLSPI can be endowed with an automatic basis function selection method by a similar course of action, effectively reducing the amount of required hand-tuning. The resulting AOLSPI algorithm is applicable to continuous state-action domains as well. A similarity-based TD information extrapolation scheme recovers the learning performance of the basic algorithms and we show that the convergence properties remain unaffected by our modifications. The utility of the novel algorithms is finally demonstrated by means of an illustrative simulation study.

The proposed algorithms constitute within the value function based approaches a further step towards the important goal of powerful online learning robot control. While the novel AOLSPI algorithm allows for continuous action space representations, this is not yet the case for OKLSPI, leaving room for future work. Moreover, automating the selection of the kernel hyper-parameters remains an important yet in general challenging research question.
Fig. 5. Placement of the BFs over the state space $S$. The grid had to be set manually for OLSPI (yellow crosses), whereas the AOLSPI VFA bases were obtained automatically. Note that the typical inverted pendulum traces become visible using the Babel criterion (red triangles), whereas coherence sparsification (blue circles) leads to a good approximation throughout the state space.

Fig. 6. Performance comparison of OLSPI and AOLSPI. The figure depicts the mean score according to (37) over the 90 runs (thick lines) and the corresponding 95% confidence intervals (shaded areas). The TD update information extrapolation after insertion of a new dictionary element is according to Section 3.3.

Fig. 7. Effect of the trust radius on AOLSPI learning performance. The graph depicts the quality of the policy in the subsequent trials computed according to (37). A clear improvement in convergence is apparent for approximately $p > 0.5$, i.e., the 50% most similar features are used for information extrapolation according to (31)–(32).

Fig. 8. As no ground truth is available to reflect the online situation, this graph shows an a posteriori comparison of estimated diagonal entries of $A_{150}$ and estimated entries of $b_{150}$ w.r.t. their true values. Although this comparison cannot accurately reflect the situation during the online algorithmic execution, it is apparent that the corresponding values will be predicted correctly to a certain extent.
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