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Abstract

We extend the notion of the transfer matrix of potential scattering to a large class of long-range potentials \( v(x) \) and derive its basic properties. We outline a dynamical formulation of the time-independent scattering theory for this class of potentials where we identify their transfer matrix with the \( S \)-matrix of a certain effective non-unitary two-level quantum system. For sufficiently large values of \( |x| \), we express \( v(x) \) as the sum of a short-range potential and an exactly solvable long-range potential. Using this result and the composition property of the transfer matrix, we outline an approximation scheme for solving the scattering problem for \( v(x) \). To demonstrate the effectiveness of this scheme, we construct an exactly solvable long-range potential and compare the exact values of its reflection and transmission coefficients with those we obtain using our approximation scheme.

1 Introduction

Transfer matrices have been introduced and employed as a powerful tool for dealing with scattering problems for finite-range locally periodic potentials [1, 2, 3]. These typically arise in the study of wave propagation in multilayered media [4, 5, 6, 7]. By definition, a function \( v: \mathbb{R} \to \mathbb{C} \) is called a short-range potential [8], if there are positive real numbers \( C, D, \) and \( \alpha \) such that \( \alpha > 1 \) and

\[
|v(x)| \leq \frac{C}{(1 + |x|)^\alpha} \quad \text{for} \quad |x| \geq D.
\]

An important consequence of this condition is that, as \( x \to \pm \infty \), the solutions of the time-independent Schrödinger equation,

\[-\psi''(x) + v(x)\psi(x) = k^2\psi(x),\]

(2)

tend to plane waves, i.e.,

\[
\psi(x) \to A_\pm e^{ikx} + B_\pm e^{-ikx} \quad \text{for} \quad x \to \pm \infty.
\]

\[
\psi(x) \to A_\pm e^{ikx} + B_\pm e^{-ikx} \quad \text{for} \quad x \to \pm \infty.
\]
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This in turn allows for the introduction of the transfer matrix of \( v \) as a \( 2 \times 2 \) matrix \( M \) that satisfies
\[
\begin{bmatrix} A_+ \\ B_+ \end{bmatrix} = M \begin{bmatrix} A_- \\ B_- \end{bmatrix}.
\] (4)

This condition determines \( M \) in a unique manner provided that we demand that it is independent of \( A_- \) and \( B_- \). \[9\]

The transfer matrix has two important properties \[10, 11\]:

1. Its entries, \( M_{ij} \), determine the left/right reflection (\( R^{l/r} \)) and transmission (\( T^{l/r} \)) amplitudes according to
\[
R^l = -\frac{M_{21}}{M_{22}}, \quad R^r = \frac{M_{12}}{M_{22}}, \quad T^l = T^r = T := \frac{1}{M_{22}}.
\] (5)

2. For any strictly increasing finite sequence of real numbers, \( a_1, a_2, a_3, \cdots, a_{n-1} \), and potentials \( v_j \) defined by
\[
v_j(x) := \begin{cases} v(x) & \text{for } x \in (a_{j-1}, a_j), \\ 0 & \text{otherwise}, \end{cases}
\] (6)

with \( j \in \{1, 2, \cdots, n\} \), \( a_0 := -\infty \), and \( a_n := +\infty \), we can express \( M \) in terms of the transfer matrices \( M_j \) of \( v_j \) according to
\[
M = M_n M_{n-1} \cdots M_1.
\] (7)

Equation (7), which is known as the composition property of the transfer matrix, allows for the reduction of the solution of the scattering problem for a given scatterer to that of its slices along the scattering axis. This is the main reason for the practical significance of the transfer matrix \[6\] and its generalizations to multichannel \[12, 13, 14, 15, 16\], multidimensional \[17, 18, 19\], and electromagnetic \[20, 21, 22, 23, 24, 25, 26\] scattering problems.

A recent observation regarding the possibility of reducing scattering problems defined on the half-line to those defined on the whole line \[27\] extends the domain of application of the transfer matrix \[11\] to potentials defined on the half-line. The principle example of the latter is the effective potentials one encounters in solving the Schrödinger and Helmholtz equations for a spherically symmetric potential in three dimensions, i.e.,
\[
v_{\text{eff}}(r) := \frac{l(l+1)}{r^2} + v_{\text{int}}(r),
\] (8)

where \( r \) is the radial spherical coordinate, \( l \) is the angular momentum quantum number, and \( v_{\text{int}} \) is the interaction potential. If \( v_{\text{int}} \) is a finite-range piecewise constant potential, one can express the solution of the corresponding Schrödinger equation in the intervals where \( v_{\text{int}}(r) \) is constant in terms of spherical Bessel and Hankel functions. By letting these play the role of the plane waves, \( e^{\pm ikx} \), in the above discussion of the transfer matrix, one can introduce a transfer matrix capable of dealing with the scattering problem for \[8, 28\]. See also \[29\].

The present investigation aims at providing a systematic generalization of the notion of transfer matrix to the class \( \mathcal{C}_{\alpha>1/2} \) of long-range potentials that satisfy \[11\] for some \( \alpha > 1/2 \). It is motivated by the above-mentioned developments related to finite-range piecewise constant spherically
symmetric potentials as well as the recent discovery of long-range potentials supporting full-band unidirectional invisibility [30, 31, 32, 33].

The organization of the paper is as follows. In Sec. 2 we reexamine the transfer matrix for a short-range potential, explore its relationship with the classical notion of the fundamental matrix of the theory of ordinary differential equations, and introduce its decomposition into a pair of matrices that respectively carry the information about the scattering properties of the potential for left- and right-incident waves. In Sec. 3 we give the definition of the transfer matrix for the real long-range potentials \( v \) belonging to \( C_{\alpha>1/2} \), derive its basic properties, and examine its generalization to complex long-range potentials. In Sec. 4 we introduce a decomposition of \( v \) into the sum of a short-range potential and an exactly solvable long-range potential. This forms the basis of an approximation scheme for the solution of the scattering problem for \( v \) which we outline in Sec. 5. In Sec. 6 we construct an exactly solvable long-range potential and compare the exact expression for its reflection and transmission coefficients with the outcome of our approximation scheme. Finally, in Sec. 7 we present our concluding remarks.

## 2 Transfer and fundamental matrices for short-range potentials

Because the Schrödinger equation (2) is a second-order linear homogeneous equation, its general solution \( \psi \) (for each \( k \)) is a linear combination of a pair of linearly independent solutions, \( \psi_1 \) and \( \psi_2 \):

\[
\psi(x) = c_1 \psi_1(x) + c_2 \psi_2(x),
\]

where \( c_1 \) and \( c_2 \) are constant coefficients. Introducing the fundamental matrix [34],

\[
\mathcal{F}(x) := \begin{bmatrix} \psi_1(x) & \psi_2(x) \\ \psi'_1(x) & \psi'_2(x) \end{bmatrix},
\]

we can use (9) to show that

\[
\begin{bmatrix} \psi(x) \\ \psi'(x) \end{bmatrix} = \mathcal{F}(x) \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}.
\]

This in turn implies that for any pair of real numbers \( x_\pm \),

\[
\begin{bmatrix} \psi(x_+) \\ \psi'(x_+) \end{bmatrix} = \mathcal{F}(x_+) \mathcal{F}(x_-)^{-1} \begin{bmatrix} \psi(x-) \\ \psi'(x-) \end{bmatrix}.
\]

Next, we consider the case where \( v \) is a short-range potential and examine the consequences of making \( x_\pm \) approach \( \pm \infty \). In this case, \( \psi(x_\pm) \) tends to \( A_\pm e^{ikx} + B_\pm e^{-ikx} \). Therefore,

\[
\begin{bmatrix} \psi(x_+) \\ \psi'(x_+) \end{bmatrix} \rightarrow \mathcal{F}_0(x_+) \begin{bmatrix} A_+ \\ B_+ \end{bmatrix} \quad \text{for} \quad x_+ \rightarrow \pm \infty,
\]

where

\[
\mathcal{F}_0(x) := \begin{bmatrix} e^{ikx} & e^{-ikx} \\ ike^{ikx} & -ike^{-ikx} \end{bmatrix} = \mathcal{F}_0(0)e^{ikx \sigma_3}.
\]
and \( \sigma_i \) stands for the \( i \)-th Pauli matrix. We can use (11) and (12) to relate \( \begin{bmatrix} A^- \\ B^- \end{bmatrix} \) to \( \begin{bmatrix} A^+ \\ B^+ \end{bmatrix} \).

This reproduces (4) with the transfer matrix given by

\[
M = \mathcal{G}(+\infty)\mathcal{G}(-\infty)^{-1},
\]

where

\[
\mathcal{G}(\pm \infty) := \lim_{x \to \pm \infty} \mathcal{G}(x),
\]

\[
\mathcal{G}(x) := \mathcal{F}_0(x)^{-1}\mathcal{F}(x).
\]

Substituting (10) and (13) in (16), we can identify the \( j \)-th column of \( \mathcal{G}(x) \) with the two-component wave function:

\[
\Psi_j(x) := \mathcal{F}_0(x)^{-1} \begin{bmatrix} \psi_j(x) \\ \psi'_j(x) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} e^{-i k x} \{ \psi_j(x) - i k^{-1} \psi'_j(x) \} \\ e^{i k x} \{ \psi_j(x) + i k^{-1} \psi'_j(x) \} \end{bmatrix},
\]

i.e.,

\[
\mathcal{G}(x) = \begin{bmatrix} \Psi_1(x) & \Psi_2(x) \end{bmatrix}.
\]

An interesting property of \( \mathcal{G}(x) \) is that its determinant is proportional to the Wronskian of the solutions \( \psi_1 \) and \( \psi_2 \):

\[
\det \mathcal{G}(x) = \frac{i}{2k} [\psi_1(x)\psi'_2(x) - \psi_2(x)\psi'_1(x)].
\]

By virtue of Abel’s theorem [34], this implies that \( \det \mathcal{G}(x) \) does not depend on \( x \). Furthermore, because \( \psi_1 \) and \( \psi_2 \) are linearly independent solutions of the Schrödinger equation, their Wronskian and consequently \( \det \mathcal{G}(x) \) do not vanish [34].

The analysis leading to the decomposition (14) of the transfer matrix is valid for every linearly independent pair of solutions, \( \psi_1 \) and \( \psi_2 \), of the Schrödinger equation (2). If we identify these respectively with the left- and right-incident scattering solutions, \( \psi_l \) and \( \psi_r \), which by definition satisfy

\[
\psi_l(x) \to \begin{cases} e^{i k x} + R_l e^{-i k x} & \text{for } x \to -\infty, \\ T_l e^{i k x} & \text{for } x \to +\infty, \end{cases}
\]

\[
\psi_r(x) \to \begin{cases} T_r e^{-i k x} & \text{for } x \to -\infty, \\ e^{-i k x} + R_r e^{i k x} & \text{for } x \to +\infty, \end{cases}
\]

and make use of (15) – (18) to compute \( \mathcal{G}(\pm \infty) \), we find

\[
\mathcal{G}(-\infty) = \begin{bmatrix} 1 & 0 \\ R_l' & T_l \end{bmatrix}, \quad \mathcal{G}(+\infty) = \begin{bmatrix} T_l & R_r' \\ 0 & 1 \end{bmatrix}.
\]

Because \( \mathcal{G}(x) \) has a constant nonzero determinant, these equations imply the transmission reciprocity,

\[
T_r = T_l,
\]

and the impossibility of perfect absorption [11],

\[
T_{\pm} \neq 0.
\]
According to (22) and (23), $G(-\infty)$ and $G(+\infty)$ store the scattering properties of the potential for the left- and right-incident waves, respectively.

Substituting (22) and (23) in (14), we arrive at the well-known formula [10, 11]:

$$M = \frac{1}{T} \begin{bmatrix} T^2 - R_l R_r & R_r \\ -R_l & 1 \end{bmatrix},$$

where $T$ labels the common value of $T_l$ and $T_r$. Equations (5) and the fact that $\det M = 1$ follow as simple consequences of (25). This provides an alternative verification of item 1 in the list of properties of the transfer matrix that we have given in Sec. 1. Ref. [11] outlines the standard derivation of the composition property (7) of transfer matrices which is the content of item 2 of this list. In the following we pursue an alternative route for establishing this property which is in line with the dynamical formulation of the (short-range) potential scattering [42, 43].

Consider the two-component wave function,

$$\Psi(x) := F_0(x)^{-1} \begin{bmatrix} \psi(x) \\ \psi'(x) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} e^{-ikx}[\psi(x) - ik^{-1}\psi'(x)] \\ e^{ikx}[\psi(x) + ik^{-1}\psi'(x)] \end{bmatrix},$$

where $\psi$ is a general solution of the Schrödinger equation (2) for the short-range potential $v$. Differentiating both sides of $\Psi$ and making use of (2), we find that $\Psi$ satisfies the time-dependent Schrödinger equation,

$$i\Psi'(x) = \mathcal{H}(x)\Psi(x),$$

where $x$ plays the role of time, $\mathcal{H}(x)$ is the non-stationary matrix Hamiltonian,

$$\mathcal{H}(x) := \frac{v(x)}{2k} \begin{bmatrix} 1 & e^{-2ikx} \\ -e^{2ikx} & -1 \end{bmatrix} = \frac{v(x)}{2k} e^{-ikx\sigma_3} \mathcal{K} e^{ikx\sigma_3},$$

and

$$\mathcal{K} := i\sigma_2 + \sigma_3 = \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix}. \quad (29)$$

Furthermore, according to (12) and (26),

$$\Psi(x) \rightarrow \begin{bmatrix} A_\pm \\ B_\pm \end{bmatrix} \text{ for } x \rightarrow \pm\infty. \quad (30)$$

This relation together with (41) and (24) allow us to identify $M$ with $\mathcal{U}(\infty, -\infty)$, where $\mathcal{U}(x, x_0)$ is the evolution operator associated with the Hamiltonian $\mathcal{H}(x)$ and the initial ‘time’ $x_0$, [42, 43].

Because we can express $\mathcal{U}(x, x_0)$ as the time-ordered exponential of $\mathcal{H}(x)$, i.e.,

$$\mathcal{U}(x, x_0) = T \exp \left\{ -i \int_{x_0}^{x} \mathcal{H}(s) ds \right\} \quad (31)$$

$$= I + \sum_{\ell=1}^{\infty} (-i)^\ell \int_{x_0}^{x} dx_\ell \int_{x_0}^{x_\ell} dx_{\ell-1} \cdots \int_{x_0}^{x_2} dx_1 \mathcal{H}(x_\ell) \mathcal{H}(x_{\ell-1}) \cdots \mathcal{H}(x_1),$$

$\text{1By definition, } \mathcal{U}(x, x_0) \text{satisfies } \mathcal{U}(x) = \mathcal{U}(x, x_0)\mathcal{U}(x_0) \text{ for all } x \in \mathbb{R}. \text{ In particular, } \mathcal{U}(x_0, x_0) = I.
we have
\[ M = \mathcal{U}(\infty, -\infty) = \mathcal{T} \exp \left\{ -i \int_{-\infty}^{\infty} \mathcal{H}(x) dx \right\}. \] (32)

The transfer matrix possesses the composition property (7), because evolution operators satisfy the semi-group multiplication rule, \( \mathcal{U}(x_2, x_0) = \mathcal{U}(x_2, x_1) \mathcal{U}(x_1, x_0) \) for all \( x_0, x_1, x_2 \in \mathbb{R} \), and the fact that \( \mathcal{H}(x) \) vanishes for values of \( x \) for which \( v(x) = 0 \), \([42, 43]\). Another notable consequence of (32) is that because \( \mathcal{H}(x) \) is traceless, \( \mathcal{U}(x, x_0) \) and consequently \( M \) have a unit determinant.

If we identify \( \mathcal{H}(x) \) with the interaction Hamiltonian for a two-level quantum system, \( M \) which is equal to \( \mathcal{U}(\infty, -\infty) \) gives the \( S \)-matrix of this system \([44]\). Note however that \( \mathcal{H}(x) \) is manifestly non-Hermitian (and non-diagonalizable) even if \( v \) is a real-valued potential. In the latter case, it is \( \sigma_3 \)-pseudo-Hermitian \([45]\), i.e., \( \mathcal{H}(x)^\dagger = \sigma_3 \mathcal{H}(x) \sigma_3^{-1} \). If \( v \) is a complex potential, \( \mathcal{H}(x) \) is \( \sigma_3 \)-pseudo-normal, i.e., it commutes with its \( \sigma_3 \)-pseudo-adjoint, \( \mathcal{H}(x)^\#$ = \sigma_3^{-1} \mathcal{H}(x)^\dagger \sigma_3 \), \([45]\).

Because \( \psi_1 \) and \( \psi_2 \) are solutions of the Schrödinger equation (2), the corresponding two-component wave functions, \( \Psi_1 \) and \( \Psi_2 \), solve (27). In light of (18), this implies that
\[ i \mathcal{G}'(x) = \mathcal{H}(x) \mathcal{G}(x). \] (33)
Equivalently, we have
\[ \mathcal{G}(x) = \mathcal{U}(x, x_0) \mathcal{G}(x_0), \] (34)
which gives rise to
\[ \mathcal{U}(x, x_0) = \mathcal{G}(x) \mathcal{G}(x_0)^{-1}. \] (35)

Letting \( x_0 \to -\infty \) and \( x \to +\infty \) in this relation and using (14), we recover (32). Note also that Eqs. (33) – (35) are valid for arbitrary choices of the linearly-independent solutions \( \psi_1 \) and \( \psi_2 \) of the Schrödinger equation (2); they need not coincide with the scattering solutions \( \psi_l \) and \( \psi_r \).

### 3 Generalization to long-range potentials

Let \( \alpha_0 \) be a real number and \( \mathcal{C}_{\alpha_0} \) denote the class of potentials satisfying (1) for some \( \alpha > \alpha_0 \), so that \( \mathcal{C}_{\alpha > 1} \) specifies the set of short-range potentials\(^2\). The scattering theory of the latter is a well-established mathematical discipline \([35]\). Extending this theory to encompass long-range potentials has been an active area of research since the 1960’s \([36, 37, 38, 39, 40, 41]\). This has primarily been motivated by the indisputable physical importance of long-range interactions, such as the Coulomb interaction. The recent discovery of the application of complex long-range potentials in realizing unidirectional invisibility for all frequencies \([31, 33]\) has also drawn attention to the scattering theory of complex long-range potentials.

For real-valued potentials \( v \) belonging to \( \mathcal{C}_{\alpha > 1/2} \), the absolutely continuous spectrum of the Schrödinger operator \(-\partial_x^2 + v(x)\) coincides with \([0, \infty)\) and its generalized eigenfunctions have the asymptotic WKB form \([40, 41]\):
\[ \psi(x) \to \tilde{A}_\pm e^{iS(x)} + \tilde{B}_\pm e^{-iS(x)} \quad \text{as} \quad x \to \pm \infty, \] (36)

\(^2\)We can extend the definition of \( \mathcal{C}_\alpha \) and notions of short- and long-range potentials to \( d \) dimensions by identifying the independent variable \( x \) in (11) with an element of \( \mathbb{R}^d \).
where $\tilde{A}_\pm$ and $\tilde{B}_\pm$ are constant coefficients,

\[
S(x) := kx + \varsigma(x) = kx \left[1 + \frac{V(x)}{2k^2}\right],
\]

and $V(x) := -\frac{1}{x^2} \int_0^x v(s)ds$. It is not difficult to show that $V$ belongs to $C_{\alpha>1/2}$. In particular, $S$ tends to an increasing function of $x$ as $x \to \pm\infty$. This in turn allows for identifying $e^{iS(x)}$ and $e^{-iS(x)}$ respectively with asymptotic right- and left-going waves, and suggests defining the transfer matrix of $v$ as the $2 \times 2$ matrix $\tilde{M}$ that satisfies,

\[
\begin{bmatrix}
\tilde{A}_+ \\
\tilde{B}_+
\end{bmatrix}
= \tilde{M}
\begin{bmatrix}
\tilde{A}_- \\
\tilde{B}_-
\end{bmatrix},
\]

and is independent of $\tilde{A}_-$ and $\tilde{B}_-$. If we identify the scattering solutions, $\tilde{\psi}_l$ and $\tilde{\psi}_r$, of the Schrödinger equation with those fulfilling the asymptotic boundary conditions:

\[
\begin{align*}
\tilde{\psi}_l(x) &\to \begin{cases}
  e^{iS(x)} + \tilde{R}_l e^{-iS(x)} & \text{for } x \to -\infty, \\
  \tilde{T}_l e^{iS(x)} & \text{for } x \to +\infty,
\end{cases} \\
\tilde{\psi}_r(x) &\to \begin{cases}
  \tilde{T}_r e^{-iS(x)} & \text{for } x \to -\infty, \\
  e^{-iS(x)} + \tilde{R}_r e^{iS(x)} & \text{for } x \to +\infty,
\end{cases}
\end{align*}
\]

and identify the reflection and transmission amplitudes of the potential with the coefficients $\tilde{R}_l/r$ and $\tilde{T}_l/r$ appearing in these relations, we are led to the following analog of (5).

\[
\tilde{R}_l = -\frac{\tilde{M}_{21}}{\tilde{M}_{22}}, \quad \tilde{R}_r = \frac{\tilde{M}_{12}}{\tilde{M}_{22}}, \quad \tilde{T}_l/r := \tilde{T} := \frac{1}{\tilde{M}_{22}}.
\]

A direct implementation of this prescription to short-range real potentials shows that the transfer matrix $\tilde{M}$ and the reflection and transmission amplitudes, $\tilde{R}_l/r$ and $\tilde{T}_l/r$, differ from the standard transfer matrix $M$ and the reflection and transmission amplitudes, $R_l/r$ and $T_l/r$. This is simply because for a short-range potential,

\[
\vartheta^\pm := \varsigma(\pm\infty) := \lim_{x \to \pm\infty} \varsigma(x)
\]

are finite but not necessarily zero. As a result, (36) would agree with (3) provided that

\[
\tilde{A}_\pm = e^{-i\vartheta^\pm} A_\pm, \quad \tilde{B}_\pm = e^{i\vartheta^\pm} B_\pm.
\]

In view of (4), (39), and (44), $M$ and $\tilde{M}$ are related via

\[
M = e^{i\vartheta^+ \sigma_3} \tilde{M} e^{-i\vartheta^- \sigma_3}.
\]

This equation together with (4) and (12) imply

\[
R^l = e^{-2i\vartheta^-} \tilde{R}^l, \quad R^r = e^{2i\vartheta^+} \tilde{R}^r, \quad T = e^{i(\vartheta^+ - \vartheta^-)} \tilde{T}.
\]
We can similarly introduce a transfer matrix for complex-valued potentials belonging to $C_{\alpha>1/2}$ provided that $|e^{\pm iS(x)}|^2$ tend to finite values as $x \to \pm \infty$. This restricts the imaginary part of the potential to be short-range. In what follows we confine our discussion to this class of complex long-range potentials, i.e., consider complex-valued potentials $v$ such that
\[
\text{Re}(v) \in C_{\alpha>1/2}, \quad \text{Im}(v) \in C_{\alpha>1},
\]
where 'Re' and 'Im' stand for the real and imaginary parts of their argument, respectively.

Let,
\[
\vartheta_i^{\pm} := \lim_{x \to \pm \infty} \text{Im}[\varsigma(x)].
\]
Then in view of (47), $\vartheta_i^{\pm}$ are real numbers, and $|e^{iS(x)}| \to e^{-\vartheta_i^{\pm}}$ for $x \to \pm \infty$. Therefore, the $e^{\pm iS(x)}$ that appear in (40) and (41) are not generally unimodular. This would be in conflict with the identification of $|\tilde{R}_{l/r}|^2$ and $|\tilde{T}_{l/r}|^2$ with the reflection and transmission coefficients, because these coefficients are respectively defined as the ratio of the intensity of the reflection and transmitted waves to the intensity of the incident wave [46]. To avoid this conflict, we introduce
\[
S_i^{\pm}(x) := S_i(x) - i\vartheta_i^{\pm},
\]
and express the asymptotic expression for the scattering solutions of the Schrödinger equation in the form
\[
\psi_l(x) \to \begin{cases} e^{iS_i^{\pm}(x)} + R_{l}e^{-iS_i^{\pm}(x)} & \text{for } x \to -\infty, \\ T_{l}e^{iS_i^{\pm}(x)} & \text{for } x \to +\infty, \end{cases}
\]
\[
\psi_r(x) \to \begin{cases} T_{r}e^{-iS_i^{\pm}(x)} & \text{for } x \to -\infty, \\ e^{-iS_i^{\pm}(x)} + R_{r}e^{iS_i^{\pm}(x)} & \text{for } x \to +\infty, \end{cases}
\]
where $R_{l/r}$ and $T_{l/r}$ are respectively the left/right reflection and transmission amplitudes.

Relations (49) and (50) suggest that we express the asymptotic form of the general solution of the Schrödinger equation (2) for complex potentials subject to the conditions (47) as
\[
\psi(x) \to A_\pm e^{iS_i^{\pm}(x)} + B_\pm e^{-iS_i^{\pm}(x)} \quad \text{as } x \to \pm \infty,
\]
where $A_\pm$ and $B_\pm$ are constant coefficients. Comparing (39) and (51), we observe that
\[
A_\pm = e^{-\vartheta_i^{\pm}}A_\pm, \quad B_\pm = e^{\vartheta_i^{\pm}}B_\pm.
\]
We identify the transfer matrix for this class of complex potentials with the $2 \times 2$ matrix $\mathcal{M}$ satisfying
\[
\begin{bmatrix} A_+ \\ B_+ \end{bmatrix} = \mathcal{M} \begin{bmatrix} A_- \\ B_- \end{bmatrix}.
\]
Again, we can relate the reflection and transmission amplitudes, $R_{l/r}$ and $T_{l/r}$, to the entries of $\mathcal{M}$:
\[
R_{l} = -\frac{M_{21}}{M_{22}}, \quad R_{r} = \frac{M_{12}}{M_{22}}, \quad T_{l/r} = T := \frac{1}{M_{22}}.
\]
With the help of (39), (52), and (53), we can express $\mathcal{M}$ in terms of $\tilde{\mathcal{M}}$ according to
\[
\mathcal{M} = e^{-\vartheta_i^{\pm}\sigma_3}\tilde{\mathcal{M}}e^{\vartheta_i^{\pm}\sigma_3}.
\]
This equation together with (42) and (54) imply
\[ \mathcal{R}^l = \frac{e^{2\vartheta^l}}{M_{22}} \hat{M}_{21} = e^{2\vartheta^l} \hat{R}^l, \quad \mathcal{R}^r = \frac{e^{-2\vartheta^r}}{M_{22}} \hat{M}_{12} = e^{-2\vartheta^r} \hat{R}^r, \quad \mathcal{T} := \frac{e^{\vartheta^r - \vartheta^l}}{M_{22}} = e^{\vartheta^r - \vartheta^l} \hat{T}. \] (56)

It is also not difficult to show that the standard transfer matrix \( \hat{M} \) for short-range complex potentials is given by
\[ \hat{M} = e^{\vartheta^1 \sigma_3} \hat{M} e^{-\vartheta^1 \sigma_3} = e^{\vartheta^2 \sigma_3} \mathcal{M} e^{-\vartheta^2 \sigma_3}, \] (57)

where \( \vartheta^\pm := \text{Re}(\vartheta^\pm) \).

Next, we explore the relationship between the transfer matrix \( \hat{M} \) and the classical notion of a fundamental matrix of a second order ordinary differential equation. To do this, we introduce:
\[ \hat{\mathcal{F}}_0(x) := \begin{bmatrix} e^{i S(x)} & e^{-i S(x)} \\ i k e^{i S(x)} & -i k e^{-i S(x)} \end{bmatrix} = \mathcal{F}_0(0) e^{i S(x) \sigma_3}, \] (58)
\[ \hat{\psi}(x) := \hat{\mathcal{F}}_0(x)^{-1} \begin{bmatrix} \psi(x) \\ \psi'(x) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} e^{-i S(x)} \{ \psi(x) - i k^{-1} \psi'(x) \} \\ e^{i S(x)} \{ \psi(x) + i k^{-1} \psi'(x) \} \end{bmatrix}, \] (59)
\[ \hat{\psi}_j(x) := \hat{\mathcal{F}}_0(x)^{-1} \begin{bmatrix} \psi_j(x) \\ \psi_j'(x) \end{bmatrix}, \] (60)
\[ \hat{\mathcal{G}}(x) := \hat{\mathcal{F}}_0(x)^{-1} \mathcal{F}(x) = [ \hat{\psi}_1(x) \hat{\psi}_2(x) ], \] (61)

where \( \psi \) is the general solution of the Schrödinger equation (2), \( \psi_j \) with \( j \in \{1, 2\} \) are linearly-independent solutions of this equation, and \( \mathcal{F}(x) \) is the corresponding fundamental matrix (10). We can use (36) to show that
\[ \hat{\psi}(x) \rightarrow \begin{bmatrix} \hat{A}_\pm \\ \hat{B}_\pm \end{bmatrix} \text{ for } x \rightarrow \pm \infty. \] (62)

This relation together with (11), (39), (59), (60), and (61) imply
\[ \hat{M} = \hat{\mathcal{G}}(+\infty) \hat{\mathcal{G}}(-\infty)^{-1}. \] (63)

Substituting this in (55), we find
\[ \mathcal{M} = e^{-\vartheta^1 \sigma_3} \hat{\mathcal{G}}(+\infty) \hat{\mathcal{G}}(-\infty)^{-1} e^{\vartheta^2 \sigma_3}. \] (64)

If we respectively identify \( \psi_1 \) and \( \psi_2 \) with the scattering solutions (40) and (41), we obtain (22) – (23) with \( \hat{\mathcal{G}}(\pm\infty) \), \( R^{l/r} \), \( T^{l/r} \), and \( \hat{M} \) replaced with \( \hat{\mathcal{G}}(\pm\infty) \), \( \hat{R}^{l/r} \), \( \hat{T}^{l/r} \), and \( \hat{M} \). Together with (55), this provides an alternative derivation of (24) and shows that the transfer matrices \( \hat{M} \) and \( \mathcal{M} \) share Property 1 of the transfer matrix of the short-range potentials that we have listed in Sec. 1. The same holds for Property 2. As we show in the sequel, this follows from the fact that \( \hat{M} \) coincides with the S-matrix of an associated effective two-level quantum system.

In order to derive the composition property of \( \hat{M} \), we first use (2), (36), (37), and (59) to show that \( \hat{\psi} \) satisfies
\[ i \hat{\psi}'(x) = \hat{\mathcal{H}}(x) \hat{\psi}(x), \] (65)
where
\[ \hat{H}(x) := \frac{v(x)}{2k} \begin{bmatrix} 0 & e^{-2iS(x)} \\ -e^{2iS(x)} & 0 \end{bmatrix} = \frac{i\nu(x)}{2k} e^{-iS(x)} \sigma_3 \sigma_2 e^{iS(x)} \sigma_3. \] (66)

In view of (39), (62), and (65),
\[ \hat{M} = \hat{U}(\infty, -\infty) = \mathcal{T} \exp \left\{ -i \int_{-\infty}^{\infty} \hat{H}(x) dx \right\}, \] (67)

where \( \hat{U}(x, x_0) \) is the evolution operator for the Hamiltonian \( \hat{H}(x) \) and the initial ‘time’ \( x_0 \), i.e.,
\[ \hat{U}(x, x_0) = \mathcal{T} \exp \left\{ -i \int_{x_0}^{x} \hat{H}(s) ds \right\}. \] (68)

We can also establish (67) using (63) and
\[ \hat{U}(x, x_0) = \hat{G}(x)\hat{G}(x_0)^{-1}, \] (69)

which follows from (61) and (65).

Now, consider the truncated potentials \( v_j \) given by (71), and let \( \hat{M}_j \) and \( \mathcal{M}_j \) be the analogs of the transfer matrices \( \hat{M} \) and \( \mathcal{M} \) for these potentials. Then, we can use (64), (67), the semi-group multiplication rule for the evolution operators, and the vanishing of \( \hat{H}(x) \) for all \( x \in \mathbb{R} \) at which \( v(x) = 0 \) to establish
\[ \hat{M} = \hat{M}_n \hat{M}_{n-1} \cdots \hat{M}_1. \] (70)

Furthermore, because
\[ \lim_{x \to +\infty} v_1(x) = \lim_{x \to -\infty} v_n(x) = 0, \quad \lim_{x \to \pm \infty} v_j(x) = 0 \quad \text{for} \quad j \in \{2, 3, \cdots, n-1\}, \]
Eq. (55) implies that
\[ \mathcal{M}_1 = \hat{M}_1 e^{\vartheta_1 \sigma_3}, \quad \mathcal{M}_n = e^{-\vartheta_1 \sigma_3} \hat{M}_n, \quad \mathcal{M}_j = \hat{M}_j \quad \text{for} \quad j \in \{2, 3, \cdots, n-1\}. \]

Substituting these relations and (55) in (70), we arrive at the composition property of the transfer matrix \( \mathcal{M} \), namely
\[ \mathcal{M} = \mathcal{M}_n \mathcal{M}_{n-1} \cdots \mathcal{M}_1. \] (71)

Therefore, \( \hat{M} \) and \( \mathcal{M} \) share the composition property of the well-known transfer matrix \( M \) for the short-range potentials.

According to (67), \( \hat{H}(x) \) is the Hamiltonian operator for an effective two-level quantum system whose \( S \)-matrix yields the transfer matrix \( \hat{M} \) of \( v \). Similarly to \( H(x) \), this operator is \( \sigma_3 \)-pseudo-Hermitian whenever \( v \) is real-valued, and \( \sigma_3 \)-pseudo-normal otherwise. It is also traceless which implies \( \det \hat{M} = 1 \). This equation together with (64) and \( \det e^{+\vartheta_1 \sigma_3} = 1 \) lead to another proof of the fact that \( \det \mathcal{M} = 1 \).

The argument leading to (71) is clearly applicable to short-range potentials. For a short-range potential, \( S(x) = kx + c(x) \to kx + \vartheta \pm \) as \( x \to \pm \infty \). According to (13), (26), (58), and (59), this implies
\[ \hat{\Psi}(x) = e^{-i\vartheta(x)} \sigma_3 \hat{\Psi}(x), \] (72)
\[ \hat{U}(x, x_0) = e^{-i\vartheta(x)} \sigma_3 \hat{U}(x, x_0) e^{i\vartheta(x)} \sigma_3, \] (73)

where we have also employed (35) and (69). Taking \( x \to +\infty \) and \( x_0 \to -\infty \) in (73) and making use of (32) and (67) we recover (57).

---

3The main difference between \( H(x) \) and \( \hat{H}(x) \) is that the latter is diagonalizable.
4 Long-range potentials as short-range perturbations of exactly solvable potentials

Consider a long-range potential $v$ fulfilling (47). For every positive real number $a$ of our choice, we can dissect the real line into the intervals:

$$I_- := (-\infty, -a], \quad I_0 := (-a, a), \quad I_+ := [a, +\infty),$$

introduce the potentials

$$v_j(x) := \begin{cases} v(x) & \text{for } x \in I_j, \\ 0 & \text{for } x \notin I_j, \end{cases}$$

with $j \in \{-, 0, +\}$, so that

$$v = v_- + v_0 + v_+,$$

and express the transfer matrix $\tilde{M}$ of $v$ in the form $\tilde{M} = \tilde{M}_+ \tilde{M}_0 \tilde{M}_-$, where $\tilde{M}_j$ is the transfer matrix of $v_j$. Clearly, $v_0$ is a short-range potential. Therefore, in dealing with the difficulties associated with the long range of $v$, we can focus our attention to $v_\pm$. Because under a reflection (parity) transformation $v_-$ is mapped to a potential with the same structure as $v_+$, we confine our investigation to long-range potentials of the form $v_+$, i.e., those supported in $I_+$. In the following, we derive a decomposition of $v_+$ into the sum of a short-range potential $u$ and an exactly solvable long-range potential $w$. This is of interest, because for sufficiently large values of $a$, we can treat $v_+$ as a perturbation of $w$.

Let $\epsilon$ be a real number such that $0 < \epsilon < 1$. Because $v$ belongs to $C_{\alpha>1/2}$, for every $k$ there is a positive real number $a_0$ such that

$$\left| 1 - \frac{v(x)}{2k^2} \right| \geq \epsilon \quad \text{for all } x \geq a_0.$$  

(76)

In the following, we choose $a \geq a_0$ and introduce the functions $f_\pm : [a, \infty) \to \mathbb{C}$ and $\psi_\pm : \mathbb{R} \to \mathbb{C}$ according to

$$f_\pm(x) := \frac{e^{\pm iS(x)}}{\sqrt{1 - v(x)/2k^2}} \quad \text{for } x \geq a,$$  

(77)

$$\psi_\pm(x) := \begin{cases} f_\pm(x) & \text{for } x \geq a, \\ a_\pm e^{ikx} + b_\pm e^{-ikx} & \text{for } x < a, \end{cases}$$  

(78)

where $S$ is given by (37), and $a_\pm$ and $b_\pm$ are complex coefficients that render $\psi_\pm$ differentiable at $x = a$, i.e.,

$$a_\pm = \frac{e^{-ika}}{2} \left[ f_\pm(a) - if_\pm'(a)/k \right],$$  

(79)

$$b_\pm = \frac{e^{ika}}{2} \left[ f_\pm(a) + if_\pm'(a)/k \right].$$  

(80)

It is not difficult to check that $\psi_\pm$ are solutions of the time-independent Schrödinger equation (2) for a potential of the form,

$$w(x) := \begin{cases} v(x) - u(x) & \text{for } x \geq a, \\ 0 & \text{for } x < a, \end{cases}$$  

(81)
where
\[
\begin{align*}
    u(x) & := \begin{cases} 
        \frac{1}{4k^2} \left[ v(x)^2 - \frac{3v'(x)^2}{4k^2 \tau(x)^2} - \frac{v''(x)}{\tau(x)} \right] & \text{for } x \geq a, \\
        0 & \text{for } x < a,
    \end{cases} \\
    \tau(x) & := 1 - \frac{v(x)}{2k^2}.
\end{align*}
\]

Because \( \psi_{\pm} \) are linearly independent, every solution \( \psi \) of the Schrödinger equation (2) for the potential \( w \) is a linear combination of \( \psi_{\pm} \); there are complex coefficients \( A \) and \( B \) such that
\[
\psi(x) = A \psi_+(x) + B \psi_-(x).
\]

We can use this relation to determine the transfer matrix of \( w \). To this end, we first introduce:
\[
\zeta_a(x) := -\frac{1}{2k} \int_0^x u(s)ds, \quad S_w(x) := S(x) - \zeta_a(x) = kx - \frac{1}{2k} \int_0^x w(s)ds,
\]
\[
\tilde{A}_+ := A e^{i\zeta_a(\infty)}, \quad \tilde{B}_+ := B e^{-i\zeta_a(\infty)},
\]
and use (77), (78), (84), and (85) to show that
\[
\psi(x) \rightarrow \tilde{A}_+ e^{iS_w(x)} + \tilde{B}_+ e^{-iS_w(x)} \text{ for } x \rightarrow +\infty.
\]

Moreover, for \( x < a \),
\[
\begin{align*}
    \psi(x) & = (a_+ A_+ + a_- B_+) e^{ikx} + (b_+ A_+ + b_- B_+) e^{-ikx} \\
    & = (a_+ e^{-i\zeta_a(\infty)} \tilde{A}_+ + a_- e^{i\zeta_a(\infty)} \tilde{B}_+) e^{iS_w(x)} + \\
    & \quad (b_+ e^{-i\zeta_a(\infty)} \tilde{A}_+ + b_- e^{i\zeta_a(\infty)} \tilde{B}_+) e^{-iS_w(x)},
\end{align*}
\]
where we have made use of (80) and the fact that \( S_w(x) = kx \) for \( x < a \).

Next, we observe that because (88) holds for \( x \rightarrow -\infty \), we can identify the coefficients of \( e^{iS_w(x)} \) and \( e^{-iS_w(x)} \) on the right-hand side of (88) with \( \tilde{A}_- \) and \( \tilde{B}_- \). This yields a pair of linear equations for \( \tilde{A}_- \) and \( \tilde{B}_- \). Expressing the solution of these equations in the form (39), we find the following formula for the transfer matrix \( \tilde{M} \) of the potential \( w \), which we label by \( \tilde{M}_w \).
\[
\tilde{M}_w = \begin{bmatrix}
    a_+ e^{-i\zeta_a(\infty)} & a_- e^{i\zeta_a(\infty)} \\
    b_+ e^{-i\zeta_a(\infty)} & b_- e^{i\zeta_a(\infty)}
\end{bmatrix}^{-1} = \left[ \tilde{G}_w(a) e^{-i\zeta_a(\infty)\sigma_3} \right]^{-1} = e^{i\zeta_a(\infty)\sigma_3} \tilde{G}_w(a)^{-1}.
\]

where \( \tilde{G}_w \) is the matrix-valued function (61) associated with the potential \( w \), and we have employed the identity,
\[
\tilde{G}_w(a) = \begin{bmatrix}
    a_+ & a_- \\
    b_+ & b_-
\end{bmatrix},
\]
which we obtain by setting \( \psi_1 = \psi_+ \) and \( \psi_2 = \psi_- \) in (60) and using the resulting equation together with (61) and (78) to compute \( \tilde{G}_w(a) \). Because \( \tilde{M}_w \) has a unit determinant, (89) implies
\[
a_+ b_- - a_- b_+ = 1.
\]

\footnote{Because \( u \) is a short-range potential, \( \zeta_a(\infty) := \lim_{x \rightarrow -\infty} \zeta_a(x) \) exists.}
We can indeed verify this relation by exploiting the fact that the computation of the Wronskian of the solutions \( \psi_\pm \) at \( x = 0 \) and in the limit \( x \to \infty \) gives the same result. Employing (78) to perform this calculation, we respectively find \( 2i k (a_+ b_- - a_- b_+) \) and \( 2i k \). Hence (91) holds. Using this equation in Eqs. (89), we have

\[
\mathbf{M}_w = \begin{bmatrix} b_- e^{i k u(\infty)} & -a_- e^{i k u(\infty)} \\ -b_+ e^{-i k u(\infty)} & a_+ e^{-i k u(\infty)} \end{bmatrix}.
\]  

(92)

Next, we recall that, in light of (74) and (81),

\[
v_+(x) = \begin{cases} u(x) + w(x) & \text{for } x \geq a, \\ 0 & \text{for } x < a. \end{cases}
\]  

(93)

If there is some \( \alpha > 1/2 \) such that \( v(x) \propto x^{-\alpha} \) as \( x \to +\infty \), then (82) implies that in this limit \( u(x) \propto x^{-\alpha'} \) for some \( \alpha' > 1 \), i.e., \( u \) is a short-range potential. According to (82), this is generally true, for potentials \( v \) of class \( C_{a>1/2} \) such that \( v' \) also belongs to \( C_{a>1/2} \) and \( v'' \) is a short-range potential. Under these conditions \( v_+ \) is the sum of a short-range potential \( u \) and an exactly solvable long-range potential \( w \).

The constructions leading to (93) are clearly valid for every \( a \geq a_0 \). This together with the fact that for larger values of \( a \) we can treat \( u \) as a small perturbation of \( w \) suggest using first-order perturbation theory to compute the transfer matrix \( \mathbf{M} \) of \( v_+ \), which we denote by \( \mathbf{M}_+ \).

Let \( \Psi_q, \mathcal{H}_q(x) \), and \( \mathcal{U}_q(x, x_0) \) respectively stand for the two-component wave function (26), the Hamiltonian (28), and the evolution operator (31) for the potential \( q \in \{ v_+, w, u \} \). Then, the two-component wave function \( \Phi \) defined by,

\[
\Phi(x) := \mathcal{U}_w(x, a)^{-1} \Psi_{v_+}(x),
\]  

(94)
satisfies \( i \Phi' = \mathbf{H}(x) \Phi(x) \) for

\[
\mathbf{H}(x) := \mathcal{U}_w(x, a)^{-1} \mathcal{H}_u(x) \mathcal{U}_w(x, a) = \frac{u(x)}{2k} \mathcal{U}_w(x, a)^{-1} e^{-ikx \sigma_3} \mathbf{K} e^{ikx \sigma_3} \mathcal{U}_w(x, a).
\]  

(95)

In other words,

\[
\Phi(x) = \mathbf{U}(x, x_0) \Phi(x_0),
\]  

(96)

where

\[
\mathbf{U}(x, x_0) := \mathcal{T} \exp \left\{ -i \int_{x_0}^x \mathbf{H}(s) ds \right\}.
\]  

(97)

If we respectively denote the two-component wave function (59), the Hamiltonian (66), and the evolution operator (68) for the potential \( q \) by \( \Psi_q, \mathcal{H}_q(x) \), and \( \mathcal{U}_q(x, x_0) \), with the help of (72) and (73), we can express (94) in the form

\[
\Phi(x) = \mathcal{U}_w(x, a)^{-1} e^{i \zeta_u(x) \sigma_3} \mathcal{H}_{v_+}(x, x_0) \mathcal{U}_{v_+}(x_0),
\]  

(98)

where \( \zeta_q(x) := -\frac{1}{2k} \int_0^x q(s) ds \), and we have benefitted from the identities: \( \zeta_w(a) = 0 \) and \( \zeta_{v_+} - \zeta_w = \zeta_u \). For \( x = x_0 \), (98) gives \( \Phi(x_0) = \mathcal{U}_w(x_0, a)^{-1} e^{i \zeta_u(x_0) \sigma_3} \mathcal{H}_{v_+}(x_0) \mathcal{U}_{v_+}(x_0) \). Solving this equation for \( \mathcal{U}_{v_+}(x_0) \) and inserting the result in (98), we recover (93) with

\[
\mathbf{U}(x, x_0) = \mathcal{U}_w(x, a)^{-1} e^{i \zeta_u(x) \sigma_3} \mathcal{H}_{v_+}(x, x_0) e^{-i \zeta_u(x_0) \sigma_3} \mathcal{U}_w(x_0, a).
\]
According to this equation,
\[ \mathcal{U}_{v_+}(x, x_0) = e^{-i\varsigma_w(x)\sigma_3} \mathcal{W}_w(x, a) U(x, x_0) \mathcal{U}_w(x_0, a)^{-1} e^{i\varsigma_w(x_0)\sigma_3}. \] (99)

Next, we recall that \( \varsigma_w(a) = 0 \) and the transfer matrices of \( v_+ \) and \( w \) are respectively given by
\[ \mathcal{M}_+ = \mathcal{U}_{v_+}(\infty, -\infty) = \mathcal{U}_{v_+}(\infty, a), \quad \mathcal{M}_w = \mathcal{U}_{w}(\infty, -\infty) = \mathcal{U}_{w}(\infty, a). \] (100)

In view of these observations, letting \( x_0 = a \) and \( x \to \infty \) in (99) and making use of (89), we arrive at
\[ \mathcal{M}_+ = e^{-i\varsigma_w(\infty)\sigma_3} \mathcal{M}_w U(\infty, a) = \mathcal{G}_w(a)^{-1} U(\infty, a). \] (101)

Given that we have an explicit formula for \( \mathcal{G}_w(a) \), namely (90), this equation reduces the solution of the scattering problem for \( v_+ \) to that of the determination of \( U(\infty, a) \).

5 Perturbative evaluation of the transfer matrix

Because \( u \) is a short-range potential, for sufficiently large values of \( a \), we can find positive numbers \( \gamma \) and \( \delta \) such that \( |u(x)| \leq \gamma k^{1-\delta} x^{-(1+\delta)} \) for \( x \geq a \). Hence,
\[ \int_a^\infty |u(x)| \, dx \leq \frac{\gamma k}{\delta (ak)^\delta}. \] (102)

This relation together with the expression (95) for the Hamiltonian \( H(x) \) and the Dyson series expansion of \( U(\infty, a) \), i.e.,
\[ U(\infty, a) = I + \sum_{\ell=1}^{\infty} (-i)^\ell \int_a^\infty \, dx_\ell \int_a^{x_\ell} \, dx_{\ell-1} \cdots \int_a^{x_2} \, dx_1 H(x_{\ell}) H(x_{\ell-1}) \cdots H(x_1), \] (103)
suggest the possibility of devising a perturbative method of computing \( U(\infty, a) \) that involves the truncation of its Dyson series. Retaining the first \( n+1 \) terms of this series, we obtain an \( n \)-th order perturbative expression for \( U(\infty, a) \) with \( (ak)^{-\delta} \) playing the role of the perturbation parameter.

Consider the fundamental matrix, \( \mathcal{F}_w(x) := \begin{bmatrix} \psi_+(x) & \psi_-(x) \\ \psi_+'(x) & \psi_-'(x) \end{bmatrix}, \) where \( \psi_\pm \) are the solutions (78) of the Schrödinger equation (2) for the potential \( w \). Then according to (61), (69), (73), and (78), for all \( x > a \),
\[ \mathcal{U}_w(x, a) = e^{i\varsigma_w(x)\sigma_3} \mathcal{G}_w(x) \mathcal{G}_w(a)^{-1}, \] (104)
\[ \mathcal{G}_w(x) = e^{-iS(x)\sigma_3} G(x) e^{iS(x)\sigma_3}, \] (105)
where
\[ G(x) := \mu_+(x) I + \mu_-(x) \sigma_1 + i\nu(x) K, \] (106)
\[ \mu_\pm(x) := \frac{1 \pm \tau(x)}{2\sqrt{\tau(x)}}, \quad \nu(x) := -\frac{\nu'(x)}{8k^3 \sqrt{\tau(x)}}, \] (107)
\( \tau \) is the function defined by (83), and we have made use of the fact that \( \varsigma_w(a) = 0 \). Because the imaginary part of \( v_+ \) is a short-range potential, \( e^{\pm iS(x)} \), \( e^{\pm i\varsigma_w(x)} \), and consequently the entries of
\( \tilde{G}_w(x) \) and \( \mathcal{W}_w(x, a) \) are bounded functions of \( x \). By virtue of (28) and (93), this implies that the entries of \( \mathcal{M}_u(x) \) and consequently \( H(x) \) are products of \( u(x) \) and certain bounded functions of \( x \). Therefore, there is a positive real number \( \beta \) such that the entries \( H_{ij}(x) \) of \( H(x) \) satisfy

\[
|H_{ij}(x)| \leq \beta k^{-1}|u(x)|. \tag{108}
\]

Now, let \( U^{(\ell)} \) denote the \( \ell \)-th term in the Dyson series expansion \((103)\) of \( U(\infty, a) \), i.e.,

\[
U^{(\ell)} := \int_a^\infty dx_\ell \int_a^{x_\ell} dx_{\ell-1} \cdots \int_a^{x_2} dx_1 [H(x_\ell)H(x_{\ell-1}) \cdots H(1)], \tag{109}
\]

and \( U_{ij}^{(\ell)} \) label its entries. Then, in view of \((102), \ (108)\), and the fact that the entries of the matrix \( H(x_\ell)H(x_{\ell-1}) \cdots H(1) \) have the form \( \sum_{k_1=1}^{2} \sum_{k_2=1}^{2} \cdots \sum_{k_\ell=1}^{2} H_{ik_1}H_{k_1k_2} \cdots H_{k_\ell j} \), we infer

\[
|U_{ij}^{(\ell)}| \leq \left( \frac{2\beta}{k} \right)^\ell \int_a^\infty dx_\ell \int_a^{x_\ell} dx_{\ell-1} \cdots \int_a^{x_2} dx_1 |u(x_\ell)u(x_{\ell-1}) \cdots u(1)|
\leq \frac{1}{\ell!} \left( \frac{2\beta}{k} \right)^\ell \int_a^\infty dx_\ell \int_a^{x_\ell} dx_{\ell-1} \cdots \int_a^{x_2} dx_1 |u(x_\ell)u(x_{\ell-1}) \cdots u(1)|
\leq \frac{1}{\ell!} \left[ 2\beta \gamma \right]^\ell. \tag{110}
\]

This shows that the error associated with the approximation,

\[
U(\infty, a) \approx I + \sum_{\ell=1}^n U^{(\ell)}, \tag{111}
\]

is proportional to \((ka)^{-n\delta}\). Hence, we can reduce it by adopting larger values of \( a \).

Let us examine the first-order approximation. Substituting \((103)\) in \((93)\) and making use of \((109)\) and \((111)\) with \( n = 1 \), we find

\[
H(x) = \tilde{G}_w(a) H(x) \tilde{G}_w(a)^{-1}, \tag{112}
\]

\[
U(\infty, a) \approx I + \tilde{G}_w(a) \int_a^\infty H(x)dx \tilde{G}_w(a)^{-1}, \tag{113}
\]

where

\[
\mathcal{H}(x) := \frac{u(x)}{2k} G_u(x)^{-1} K G_u(x),
\]

\[
G_u(x) := e^{-i\zeta_u(x)\sigma_3} G(x) e^{iS(x)\sigma_3}.
\]

Now, consider setting \( n = 1 \) in \((111)\). This amounts to ignoring quadratic and higher order terms in powers of \((ak)^{-\delta}\). With the help of \((102)\), we observe that

\[
|\zeta_u(x)| \leq \frac{1}{2k} \int_a^x |u(s)|ds \leq \frac{1}{2k} \int_a^\infty |u(s)|ds \leq \frac{\gamma}{\delta(ak)^\delta}.
\]

\footnote{Because \( v \) and \( v' \) belong to \( C_{\alpha>1/2}, \mu_\pm \) and \( v \) are bounded functions for \( x > a \) and \( a_0 \) sufficiently large.}
Therefore, in computing the right-hand side of (113), which involves \( u(x)e^{\pm ikx}\sigma_3 \), we can approximate these terms by \( u(x)I \). In view of this observation and the identities, \( \mathcal{K}\sigma_1 = -\sigma_1\mathcal{K} = \sigma_1 \) and \( \mathcal{K}^2 = 0 \), (113) gives

\[
U(\infty, a) \approx I + \hat{G}_w(a)U\hat{G}_w(a)^{-1},
\]

where

\[
\mathcal{U} := \frac{1}{2k} \int_a^\infty \frac{u(x)}{\tau(x)} e^{-iS(x)\sigma_3} e^{iS(x)\sigma_3} dx = \begin{bmatrix} U_0 & -U_- \\ -U_+ & -U_0 \end{bmatrix},
\]

(115)

\[
U_0 := \frac{1}{2k} \int_a^\infty \frac{u(x)}{\tau(x)} dx,
\]

\[
U_\pm := \frac{1}{2k} \int_a^\infty \frac{u(x)}{\tau(x)} e^{\pm 2iS(x)} dx.
\]

(116)

Because \( u \) and \( \text{Im}(v) \) belong to \( \mathcal{C}_{a>1} \), and \( S(x) = kx + \zeta(x) \), the improper integrals yielding \( U_0 \) and \( U_\pm \) converge.

Substituting (114) in (101), we obtain the following approximate expression for the transfer matrix of \( v_+ \).

\[
\hat{\mathcal{M}}_+ \approx (I + \mathcal{U})\hat{G}_w(a)^{-1}.
\]

(117)

In view of (89) and the fact that \( e^{-i\zeta_u(\infty)\sigma_3} - I \) contributes as a first-order term in our perturbation scheme, we can also express (117) in the form, \( \hat{M}_+ \approx \hat{M}_+^{(0)} + \hat{M}_+^{(1)} \), where

\[
\hat{M}_+^{(0)} := \hat{M}_w,
\]

\[
\hat{M}_+^{(1)} := [\mathcal{U} - i\zeta_u(\infty)\sigma_3]\hat{M}_w.
\]

Clearly, \( \hat{M}_+ \approx \hat{M}_+^{(0)} \) gives the zeroth-order approximation corresponding to \( U(\infty, a) \approx I \).

As an example consider the potential,

\[
v(x) = \frac{g}{x} + \frac{\Im}{x^2},
\]

(118)

where \( g \) and \( \Im \) are respectively real and complex coupling constants. It clearly satisfies (117). Therefore, whenever \( a|g| + |\Im| < 2(ak)^2 \) and \( ak \gg 1 \), we can use the above perturbation scheme to determine the transfer matrix \( \hat{M}_+ \) and the reflection and transmission amplitudes, \( |\mathcal{R}|^2 \) and \( |\mathcal{T}|^2 \), of the potential:

\[
v_+(x) = \begin{cases} \frac{g}{x} + \frac{\Im}{x^2} & \text{for } x \geq a, \\ 0 & \text{for } x < a. \end{cases}
\]

(119)

Fig. 1 shows the graphs of the reflection and transmission coefficients, \( |\mathcal{R}|^2 \) and \( |\mathcal{T}|^2 \), of this potential for \( g = -1/a, \Im = 5 - i \), and \( ak \geq 5 \). The dashed and solid curves correspond to the results of the zeroth- and first-order perturbative calculations, respectively. As expected, their difference diminishes as \( ak \) grows.

Let us recall the decomposition (75) of the potential \( v \). We can use the above perturbative approximation scheme to compute the transfer matrix \( \hat{M}_- \) of the potential \( v_- \) and use the composition rule for transfer matrices to determine the transfer matrix \( \hat{M} \) of the potential \( v \). A desirable aspect of this approximation scheme is that we can improve its accuracy not only by including higher order terms in the perturbative expansion of \( \hat{M}_\pm \), but also by choosing larger values of \( a \) which would reduce the perturbation parameter \( (ak)^{-1} \). Indeed for every value of \( k \), we can adjust \( a \) so that \( ak \) attains such a large value that even the zeroth-order approximation is valid. This marks an important distinction between our scheme and the standard WKB approximation which
Figure 1: Plots of $|R|_2^2$, $|R'|_2^2$, and $|T|_2^2$ as functions of $ak$ for the potential \[119\] with $g = -a^{-1}$ and $z = 5 - i$. The dashed (dark blue) and solid (purple) curves respectively correspond to the results of the zeroth- and first-order perturbative calculations. They converge for larger values of $ak$.

is generically valid for high energies. The price one pays for taking large values of $a$ is to increase the size of the support of the potential $v_0$. This can in principle complicate the computation of its transfer matrix. But, $v_0$ has a finite range, and there are well-known numerical methods for a direct or indirect determination of its transfer matrix.

6 Generating exactly solvable long-range potentials

A basic property of second order linear homogeneous ordinary differential equations is that given a nonzero solution of this equation we can obtain a second linearly independent solution \[34\]. In this section, we use this property to generate an exactly solvable long-range potential of the form (119). Finding an exact expression for the general solution of the Schrödinger equation (2) for this potential is equivalent to the exact solution of (2) for the potential $v$ in the interval $[a, \infty)$.

Let $\phi_+ : [a, \infty) \to \mathbb{C}$ be a function of the form,

$$\phi_+(x) := e^{\xi(x)}e^{iS_{v_+}(x)}, \quad (120)$$

where $\xi : [a, \infty) \to \mathbb{C}$ is an axillary function, $S_{v_+}(x) := kx + \varsigma_+(x)$, and

$$\varsigma_+(x) := -\frac{1}{2k} \int_a^x v_+(s) ds = -\frac{1}{2k} \int_a^x v(s) ds. \quad (121)$$

Demanding $\phi_+$ to solve the Schrödinger equation,

$$-\psi''(x) + [v(x) + q(x)]\psi(x) = k^2 \psi(x), \quad (122)$$

in the half-line $[a, \infty)$, we find

$$q = \xi'' + \xi'^2 + 2ik \left(1 - \frac{v}{2k^2}\right) \xi' - \frac{v^2}{4k^2} - \frac{iv'}{2k}. \quad (123)$$
\(\phi_+\) is a solution of the Schrödinger equation (2) for the potential \(v\) provided that we select \(\xi\) in such a way that \(q = 0\). For a potential of the form (118), we can satisfy this equation using the ansatz

\[
\xi(x) = \frac{c}{x},
\]

(124)

where \(c\) is a constant. Substituting (118) and (124) in (123) and demanding its right-hand side to vanish, we obtain

\[
c = c_* := \frac{g(2k + ig)}{8k^3},
\]

(125)

\[
\tilde{\zeta} = \tilde{\zeta}_* := 2ikc = \frac{g(-g + 2ik)}{4k^2}.
\]

(126)

These in turn imply

\[
S_{v+}(x) = kx - \frac{1}{2k} \left[ g \ln \left( \frac{x}{a} \right) + \tilde{\zeta}(x/a) \right],
\]

(127)

\[
\phi_+(x) = e^{i\zeta*/a} \exp \left\{ i[kx - (g/2k) \ln(x/a)] \right\}.
\]

(128)

The latter is an exact solution of the Schrödinger equation (2) for the potential (118) in \([a, \infty)\) provided that (125) holds. According to (120) and (124), \(\phi_+\) has the appealing property:

\[
\phi_+(x) \to e^{iS_{v+}(x)} \quad \text{for} \quad x \to \infty.
\]

(129)

In Appendix we construct another solution, \(\phi_-\), of the same Schrödinger equation that satisfies

\[
\phi_-(x) \to e^{-iS_{v+}(x)} \quad \text{for} \quad x \to \infty.
\]

(130)

It is given by

\[
\phi_-(x) := \frac{1}{\phi_+(x)} + \frac{ig}{k} \phi_+(x) \int_x^\infty \frac{ds}{s \phi_+(s)^2}.
\]

(131)

Now, consider the potential (119) with \(\tilde{\zeta}\) given by (126), i.e.,

\[
v_+(x) = \begin{cases} 
\frac{g}{x} + \frac{\tilde{\zeta}_*}{x^2} & \text{for } x \geq a, \\
0 & \text{for } x < a.
\end{cases}
\]

(132)

The above analysis shows that the corresponding Schrödinger equation (2) admits a pair of linearly independent solutions of the form (78) with \(f_\pm\) replaced with \(\phi_\pm\). We can follow the approach of Sec. 4 to express the transfer matrix \(\tilde{M}\) for this potential in the form,

\[
\tilde{M}_+ = \begin{bmatrix} b_- & -a_- \\ -b_+ & a_+ \end{bmatrix},
\]

(133)

where \(a_\pm\) and \(b_\pm\) are given by (79) and (80) with \(f_\pm\) replaced with \(\phi_\pm\). In view of (126), (128), and (131), this gives

\[
a_- = [-\hat{g} e^{-2iak} + 2i\hat{g} (1 - \hat{g}) I_0] e^{-c/a}, \quad a_+ = (1 - \hat{g}) e^{c/a},
\]

(134)

\[
b_- = (1 + \hat{g} + 2\hat{g} e^{2iak} I_0) e^{-c/a}, \quad b_+ = \hat{g} e^{2iak} e^{c/a},
\]

(135)
Figure 2: Plots of $|R_l|^2$, $|R_r|^2$, and $|T|^2$ as functions of $ak$ for the potential (119) with $g = -5a^{-1}$ and $\tilde{g}$ given by (126). The dashed (dark blue) and solid (red) curves respectively correspond to the results of the zeroth-order perturbative calculations of Sec. 5 and the exact results given by Eqs. (137), (138), and (139).

where $\hat{g} := g/4ak^2$,

$$\mathcal{I}_0 := 2ak e^{2i/ak} \int_0^\infty \frac{dx}{x \phi_+(x)^2} = (2ak)^{1-i\hat{g}/k} \int_{2ak}^\infty t^{-1+i\hat{g}/k} e^{-it} dt = e^{\pi \hat{g}/2k} (2ak)^{1-i\hat{g}/k} \Gamma(i\hat{g}/k, 2iak),$$ (136)

and $\Gamma(\cdot, \cdot)$ stands for the incomplete Gamma function [47].

Having obtained the transfer matrix $\tilde{M}_\pm$, we use (56) to calculate the reflection and transmission amplitudes, $R_l/r$ and $T$, of the potential (132). Because for this potential $\vartheta_i^- = 0$ and $\vartheta_i^+ = -\text{Im}(\tilde{g})/2ak = -\hat{g}$, this yields

$$R_l = \frac{b_+}{a_+} = \frac{\hat{g} e^{2iak}}{1 - \hat{g}},$$ (137)

$$R_r = -\frac{e^{2\hat{g}} a_-}{a_+} = e^{-4iak\hat{g}^2} \left( \hat{g} e^{-2iak} \frac{1}{1 - \hat{g}} - 2i\hat{g} \mathcal{I}_0 \right),$$ (138)

$$T = \frac{\hat{g}}{a_+} = \frac{e^{-2iak\hat{g}^2}}{1 - \hat{g}}.$$ (139)

Fig. 2 shows plots of the reflection and transmission coefficients for the potential (132) with $g = -5a^{-1}$. For large values of $ak$ the approximate results obtained using the zeroth-order perturbation schemes of Sec. 4 are in perfect agreement with the exact results provided by (137) – (139).

7 Summary and concluding remarks

Transfer matrices have been extensively used in dealing with scattering problems since the 1940’s. Their applications were however confined to the study of short-range potentials. In this article, we extended their domain of application to a large class of real and complex long-range potentials. This
involved a re-examination of the standard notion of the transfer matrix of a short-range potential $M$, its identification with the S-matrix of a certain effective two-level quantum system, its relationship with the classical notion of the fundamental matrix of the theory of linear ordinary differential equations, and most notably the introduction of a pair of transfer matrices $\mathbf{\tilde{M}}$ and $\mathbf{M}$ for long-range potentials which shared the basic features of $M$. In particular, they store the information about the scattering features of the potential and possess the same composition property.

We have employed the composition property of $\mathbf{\tilde{M}}$ to reduce the problem of dealing with the long-range potentials of our interest to those supported in an interval of the form $[a, \infty)$ with $a > 0$. We have then introduced a decomposition of such potentials into the sum of a short-range potential and an exactly solvable potential. This has motivated us to develop a perturbative approximation scheme for the computation of the transfer matrix $\mathbf{\tilde{M}}$ whose accuracy can be improved by choosing larger values of $a$.

In order to demonstrate the utility of our approximation scheme, we have introduced an exactly solvable long-range complex potential and compared the outcome of the exact and approximate calculations of its reflection and transmission coefficients. Our explicit calculations reveal an almost perfect agreement between the exact and approximate results for $ak \gg 1$.

Appendix: Construction of $\phi_-$

Consider the solution $\phi_+$ of the Schrödinger equation (2) for the potential (118) with $\zeta$ given by (126). We can use $\phi_+$ to express the general solution of (2) in $[a, \infty)$ as

$$\psi = c_+ \phi_+ + c_- \psi_-, \quad (140)$$

where $c_\pm$ are constant coefficients,

$$\psi_-(x) := \phi_+(x) \int_b^x \frac{ds}{\phi_+(s)^2}. \quad (141)$$

and $b$ is a real number exceeding $a$. In view of (120),

$$\psi_-(x) = \phi_+(x) \int_b^x e^{-2[\xi(s)+i\zeta_+(s)]} e^{-2iks} ds$$

$$= \phi_+(x) \left[ \frac{i}{2k \phi_+(s)^2} \right]^b_x + \frac{i}{k} \int_b^x \frac{\xi_+(s) + i\zeta_+(s)}{\phi_+(s)^2} ds \right]$$

$$= \frac{i}{2k} \left[ \frac{1}{\phi_+(x)} - \frac{\phi_+(x)}{\phi_+(b)^2} + \frac{ig}{k} \phi_+(x) \int_b^x \frac{ds}{s \phi_+(s)^2} \right],$$

where we have performed an integration by parts and employed (118), (121), (124), and (126). Now, let $c_- = -2ik$ and $c_+ = \phi_+(b)^{-2}$. Then for each $b > a$, (140) produces the following solution of the Schrödinger equation (2) for the potential (118) in $[a, \infty)$.

$$\psi_b(x) := \frac{1}{\phi_+(x)} + \frac{ig}{k} \phi_+(x) \int_b^x \frac{ds}{s \phi_+(s)^2},$$

With the help of (128) we can show that

$$\frac{b}{\phi_+(b)^2} = \mathbf{I}[2kb]-\mathbf{I}(2kx),$$

$$\mathbf{I}(y) := \int_1^y t^{1+ig/k} e^{-it} dt = e^{\pi ig/2k} \Gamma(i/g, i, iy),$$

and $\Gamma(\cdot, \cdot, \cdot)$ is the generalized incomplete Gamma function.
function. It is not difficult to see that for \( y \geq 1 \),

\[
|I(y)| = |y^{-1+ig/k}e^{-iy} - e^{-i} + \left(1 - \frac{ig}{k}\right) \int_1^y t^{-2+ig/k}e^{-it} dt| \\
\leq \frac{1}{y} + 1 + \left(1 + \frac{g^2}{k^2}\right) \left| \int_1^y t^{-2+ig/k}e^{-it} dt \right| \\
\leq \frac{1}{y} + 1 + \left(1 + \frac{g^2}{k^2}\right) \int_1^y \frac{dt}{t^2} = 2 + \frac{g^2}{k^2} \left(1 - \frac{1}{y}\right) .
\]

(142)

where we have used integration by parts in the first line and benefitted from the fact that \( g \) is real.

According to (142), \( I(\infty) := \lim_{y \to \infty} I(y) \) exists\(^6\) and the improper integral \( \int_0^\infty ds \frac{\phi_+^*}{s} \phi_+ \) converges. This in turn implies that the \( \phi_+ \) given by (131) is a well-defined function in the interval \([a, \infty)\). It is easy to check that it solves the Schrödinger equation (2) for the potential (118) with \( z \) given by (126) and that it satisfies (129).
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