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ABSTRACT
Image segmentation plays a crucial role in medical image analysis and forms the basis for clinical diagnosis and patient's treatment planning. The large variation in organ shapes, inhomogeneous intensities, poor contrast, organic nature of textures and complex boundaries in medical images makes segmentation process adverse and challenging. Further, the absence of annotated ground-truth dataset in medical field limits the advantages of the trending deep learning techniques causing several setbacks. Though numerous unsupervised methods are reported in literature to combat the challenges in medical domain, achieving better segmentation quality still remains as an open issue. This work aims to address this issue integrating the strength of multiresolution analysis and the meta-heuristic optimization techniques for unsupervised medical image segmentation. The proposed approach employs undecimated wavelet frames to extract translation invariant texture and gray information at different orientations to effectively characterize the textures in medical images. Next, the approach introduces the latest meta-heuristic whale optimization algorithm (WOA), the global optimizer to enhance the performance of unsupervised clustering algorithm with optimized cluster centers to cluster the extracted wavelet texture features. Moreover, the study contributes to fill the gap in literature investigating for the first time different intelligence algorithms such as fuzzy, genetic algorithm (GA) and particle swarm optimization (PSO) for unsupervised medical image segmentation to demonstrate the efficacy of the proposed approach. Evaluation was performed on medical CT and MR images based on feature similarity (FSIM), dice (DC) and feature of merits (FOMs). Experimental results demonstrate the supremacy of the proposed approach over other intelligence algorithms. Finally, statistical study with ANOVA analysis was carried out to confirm the significance of the proposed approach in determining the optimal solution and displaying promising segmentation results toward diagnostic support for radiologist.

1. INTRODUCTION
Medical image segmentation plays an extremely crucial role and forms the preliminary step in medical image analysis by segmenting the interested region from medical image according to clinical needs [1–4]. Unfortunately, most of the medical images exhibit poor contrast, large variation in shapes, inhomogeneous intensities and missing boundaries [5,6]. These issues makes the segmentation process in medical images are more difficult and challenging task. Though researchers has put forth extensive efforts in facing this challenge for the past few decades, there is always room for improvement and the problem still remains a paramount issue.

Recently, the supervised deep learning approaches has drawn the attention of researchers and several segmentation methods has been devised utilizing the significant features of deep learning techniques [7,8]. But the success of these methods solely relies on the quality and the amount of dataset employed for learning process. Acquiring the vast number of images along with its annotated ground-truth information especially in medical field is daunting task that comes at high cost [9]. To this end, unsupervised machine learning approaches has demonstrated lot of success as their working principles is based on the notion that all information required for image segmentation are contained in the given reference image and does not consider to learn any information in advance about the reference image. Generally, these unsupervised machine learning approaches perform segmentation in two steps, feature extraction (FE) and clustering [10,11].

FE is a very essential preliminary step in image segmentation as they empower the subsequent clustering process in improving the segmentation quality [12,13]. Keeping this in view, several FE methods has been devised in the past decades [14,15]. Most of the early work rely only on extracting gray scale information which is not sufficient for medical images as it contains regions with different texture patterns [16]. Texture is a primary attribute of an image utilized to discriminate homogeneous regions with different patterns. Consequently, texture FE is a long-standing problem in medical image segmentation. To this end, multiresolution approaches has drawn considerable attraction in recent years [17]. Among them, Gabor and wavelet filters has emerged as an effective tool in providing
multiscale view on texture and in enabling to extract features at different orientations [18]. Though, Gabor has demonstrated successful results, the adjustment of their center frequency and tuning of their filter parameters greatly influences their performance. Added on, Gabor filters are nonorthogonal and results in texture features that are significantly correlated. To overcome these shortcomings, the application of wavelet has been recommended in literature. This recommendation is considered and wavelet filter is adopted in the present study for texture FE at different orientations and scales.

In machine learning, Clustering is the best known and extensively used unsupervised learning technique for image segmentation [19]. Among clustering techniques, K-means (KM) algorithm stands as one of the most efficient and popular technique for the past few decades due to its simplicity and linear time complexity [20]. However, their efficiency is sensitive to the initial cluster centers. Another, long-standing drawback with KM is its convergence to global optimum is not guaranteed. In recent trends, meta-heuristic algorithms have proven their supremacy in solving any kind of optimization problems. Motivated in this direction, several researchers have attempted to introduce meta-heuristic optimization techniques into clustering framework in identifying the optimal cluster centers and improving the clustering results [21–23]. However, most of conventional optimization techniques such as genetic algorithm (GA), particle swarm optimization (PSO), etc., are confronted with the problem of converging to local optima. As reported in literature, an optimization algorithm with balanced exploration and exploitation capabilities can be used to solve this problem.

Whale optimization algorithm (WOA) is a latest and effective meta-heuristic optimization algorithm with outstanding advantages such as strong global optimization ability, a smaller number of parameter adjustments and strong tendency to dynamically balance the exploration and exploitation ability on search space [24]. Also, the application of WOA has shown incredible success in many fields over the past two years [25,26]. Moreover, encouraged by the promising results of WOA in medical field [27–29], in the present work, we are introducing for the first time WOA within texture-based clustering framework to achieve better segmentation results with optimal cluster centers.

The key contributions of this work to the literature are as follows:

(a) A new approach that integrates the advantage of wavelet texture features and WOA into clustering framework for medical image segmentation is proposed. This is accomplished in three steps, first texture features are extracted in wavelet domain subsequently image space is transformed into feature space defining feature vector with texture, gray level and spatial information. In the second step, WOA is applied to determine the optimal cluster centers based on compactness and separation. Finally, clustering algorithm is employed to the feature vector space to accurately segment the reference medical image.

(b) A new approach utilizes the strength of undecimated wavelet frames to extract translation invariant texture and gray scale information at different orientation to best describe the texture patterns in medical images. This attempt of defining wavelet texture feature descriptor is new and has not been investigated before for medical image segmentation.

(c) To the best of knowledge of the authors, no previous work so far has used WOA for solving texture-based clustering problem in medical image segmentation and this work is the first attempt in this field. Further, this work aims to fill the gap in literature investigating for the first time different intelligence algorithms such as fuzzy, GA and PSO for texture-based unsupervised medical image segmentation.

(d) Application of the proposed approach for medical image segmentation is demonstrated conducting extensive experiments on CT and benchmark MR images. Obtained results display clearly the advantage of proposed approach in finding the global optimal solution. Also, the significance of the proposed approach over other intelligence algorithms is proved with statistical ANOVA test.

2. BACKGROUND

2.1. Wavelet Transform

In the past decades, the development of FE techniques has witnessed substantial development because of their crucial role in addressing complex problems in various fields such as computer vision, image processing and pattern recognition. Despite numerous techniques are reported for FE, the challenge is still gaining momentum especially in medical image processing because of the complex tissue structure. To this end, wavelet transform (WT) has proven to be an effective tool for texture FE due to its excellent properties for multiresolution and optimal spatial-frequency localization [18]. Mathematically, the WT of 1D signal \( f(x) \) with a family of basis wavelet functions \( \psi_{a,b}(x) \) is given as follows [30]:

\[
(W_{a,b}f)(b) = \int f(x)\psi_{a,b}(x)dx \tag{1}
\]

The family of wavelet functions are generated by performing translation and scaling operation on “mother wavelet,” \( \psi(x) \) which is strongly localized in both spatial and frequency domain as given below:

\[
\psi_{a,b}(x) = \frac{1}{\sqrt{a}} \psi \left( \frac{x - b}{a} \right) \tag{2}
\]

Here, \( a \) and \( b \) represents scaling and translation factors, respectively. Under multiresolution decomposition, 1D signal \( f(x) \) is wavelet transformed using father \( \phi(x) \) and mother \( \psi(x) \) wavelet function into approximation component with low frequency content of the reference signal, and detail component with high frequency content, respectively. This is represented as follows:

\[
\text{approximation}_{a}(b) = \int f(x).\phi_{a,b}(x)dx \tag{3}
\]

\[
\text{detail}_{a}(b) = \int f(x).\psi_{a,b}(x)dx
\]

The extension of WT multiresolution decomposition for 2D images is given by Eq. (4) to produce four subband images, low-low (LL), high-low (HL) and high-high (HH). Here, LL represents approximation image with low frequency components of the original image. On other hand, LH, HL and HH represents feature images of the original image in three orientation such as vertical, horizontal and diagonal, respectively. Only the approximate image is utilized for the next level decomposition. The process is repeated until
required level of multiresolution is reached. Figure 1 illustrates two-level decomposition process for WT.

\[
appr_a(b) = \int f(x, y)\psi_{a,b}(x)\psi_{a,b}(y)dx\,dy
\]

\[
det^i_a(b) = \int f(x, y)\phi_{a,b}(x)\phi_{a,b}(y)dx\,dy
\]

\[
det^e_a(b) = \int f(x, y)\phi_{a,b}(x)\psi_{a,b}(y)dx\,dy
\]

\[
det^i_e(b) = \int f(x, y)\psi_{a,b}(x)\psi_{a,b}(y)dx\,dy
\]

2.2. Clustering Algorithm

Clustering is an unsupervised machine learning algorithm employed especially for pattern recognition [18]. It aims to group image pixels with similar pattern values into same cluster. There are two types of clustering technique namely, discriminative and generative [19]. The present work employs discriminative clustering technique. This category of clustering groups image pixels according to the pairwise similarities between the pattern values. The most widely used discriminative clustering algorithm in real-world pattern recognition application is KM [22]. It groups the given image pixels into k clusters minimizing the average squared distance of within clusters. Thus, the objective function of KM is written as follows:

\[
D = \sum_{j=1}^{K} \sum_{i \in C_j} \| I_{i,j} - \mu_k \|
\]

In solving the above the objective function, the KM algorithm starts the clustering process by selecting randomly k initial cluster centers and then refines these centers iteratively as follows [22]:

i. Assigns each image pixels to the nearest cluster center according to their Euclidean distance measure

ii. Revises each cluster center computing the mean of all image pixels in a cluster.

The KM converges when there is no further change in assignment of image pixels to clusters

2.3. Whale Optimization Algorithm

WOA is a renowned meta-heuristic algorithm proposed by Mirjalili and Lewis in 2016 for modern optimization process [25,31]. This algorithm takes the inspiration from the behavior of humpback whales in nature. In its mode of operation, the WOA is similar to GA and PSO but are more powerful in exploring the global solutions [26]. Compared to PSO, WOA stores only global optimal solution during the search process and enables to enhance the storage efficiency. On other hand, in contrast to GA, WOA explores variety of optimization paths retaining the knowledge of best solutions at same time its optimization strategy is more comprehensive. Owing to its exploration/exploitation ability, WOA is considered as a global optimizer. In general, it adopts the three main operations namely, encircling prey, constructing bubble-net attacking and searching for prey to identify its global optimal solution. The working principles of these operations are summarized below [25,26].

2.3.1. Encircling prey

During this operation, WOA algorithm presumes the current best solution as the location of the target prey and the rest individual whales tries to encircle the prey updating their positions. The mathematical representation of this behavior is as follows:

\[
\tilde{D} = |C\tilde{x}^*(t) - \tilde{x}(t)|
\]

\[
\tilde{x}(t + 1) = \tilde{x}^*(t) - \tilde{A} \cdot \tilde{D}
\]

Here, \(\tilde{x}\) and \(\tilde{x}^*\) represents the position vector of individual whale and target prey (i.e., best optimal solution acquired so far), respectively. The \(t\) denotes the current iteration, \(\cdot\) and \(||\) represents the element multiplication and absolute value, respectively. The coefficient vectors \(\tilde{A}\) and \(C\) are determined as follows:

\[
\tilde{A} = 2\tilde{a} \cdot \tilde{r} - \tilde{a}
\]

\[
\tilde{C} = 2 \cdot \tilde{r}
\]

\[
\tilde{a} = 2 - \frac{t}{t_{max}}
\]

where \(\tilde{r}\) is a random vector in \([0, 1]\), \(a\) is a controlling variable that decreases linearly from 2 to 0 with the course of iterations in both exploration and exploitation phases. Here, exploitation emphasizes local search strategy and attempts to refine the promising solution avoiding large jumps in search space whereas exploration emphasizes global search strategy and explores the search space for best optimal solutions.

2.3.2. Bubble-net attacking method (exploitation phase)

WOA mimics this behavior of humpback whale performing two strategies: shrinking encircling and spiral updating. It adopts 50% probability in choosing between these two strategies to update the
positions of whales in the process of optimization. This is mathematically modeled as follows:

$$\vec{X}(t + 1) = \begin{cases} \vec{X}(t) - \vec{A} \cdot \vec{D} \\
\vec{D} \cdot e^{bi} \cdot \cos(2\pi l) + \vec{X}(t) \end{cases} \quad \begin{cases} \rho < 0.5 \\
\rho > 0.5 \end{cases}$$ (8)

where \( b \) is a constant for defining spiral shape, \( p, l \) are random number in the range of [0, 1] and [-1,1], respectively. Notably, here the \( \vec{D} \) is the distance of current whale position to optimal position as follows:

$$\vec{D} = |\vec{X}(t) - \vec{X}|.$$ (9)

### 2.3.3. Search for prey (exploration phase)

During this operation, the exploration (global search) ability is enhanced by updating the position of individual whales according to the position of randomly chosen whale rather than the position of the prey (best optimal solution discovered so far). This enforces the individual whales to swim away from reference whale and enables to reach global optimum rather than getting stuck to local optima.

$$\vec{D} = |\vec{X}_{\text{rand}}(t) - \vec{X}(t)|$$ (10)

$$\vec{X}(t + 1) = \vec{X}_{\text{rand}}(t) - \vec{A} \cdot \vec{D}$$

Here, vector \( \vec{A} \) takes the values > 1 to enforce exploration and \( \vec{X}_{\text{rand}} \) is a random position vector of a whale selected from the current population.

### 3. PROPOSED METHODOLOGY

The architecture of the proposed approach consists of two key components as illustrated in the Figure 2. The detail description of these components are as that follows.

#### 3.1. Wavelet for Texture FE

The present work employs an overcomplete wavelet representation called discrete wavelet frame (DWF), a variation of WT, for texture characterization [32]. In contrast to WT, no down-sampling is performed in DWF decomposition along the levels of hierarchy. This provides translation invariance and anti-aliasing that are highly desirable for texture description of input image. Also, DWF does not imposes any restrictions on filter design and selection. The present work avails these inherent characteristics of DWF to estimate the texture statistics more effectively and detail the characterization at region boundaries more precisely.

In this process of texture feature characterization, the reference image is first decomposed with DWF to one-level and then the wavelet energy features are computed using Eq. (11) on the resulting LH and HL detail images due to fact that the most of the texture information are contained only in these subimages [33,34]. For this purpose, the present work employs Daubechies wavelet function considering its low complexity and high texture characterization capability. Thus, feature vector is generated for every pixel in the image with spatial, gray scale and energy information that are required for image segmentation.

$$F(i, j) = \frac{1}{255^2} \sum_{x=-n}^{i+n} \sum_{y=-n}^{j+n} i + ns(x, y)^2 p[s(x, y)]$$ (11)

Here, \( p[s(x, y)] \) is the probability of the pixel s(x,y) intensity in the subimage. The features extracted from different subbands vary in magnitude. This might affect the clustering decision, therein the raw texture features are normalized in the range of [0, 1] to avoid the bias during clustering process.

#### 3.2. WAO-Based KM for Image Segmentation

The present work addresses the drawbacks of KM clustering for texture-based image segmentation system in two stages:

![Architecture of the proposed approach.](image-url)
Optimization and Segmentation. In optimization phase, a meta-heuristic algorithm called WOA is applied to identify the optimal or the near optimal cluster centers for KM clustering. Subsequently, the identified optimal cluster centers are utilized in KM clustering for image segmentation to achieve fast convergence and avoid being trapped in a local optimal solution. The encoding scheme, fitness function and the convergence criteria of the proposed WOA are detailed in Section 3.2.1.

3.2.1. Population generation

In the present work, each whale represents a clustering solution and contains the centers for the given number of K clusters. The dimensional size of the whale depends on the number of texture attributes computed for segmentation process and the predetermined number of clusters. If K and $n_f$ is number of clusters and feature attributes then dimensional size of whale is given as $K \times n_f$. For instance, the encoding representation of whale with 3 clusters is shown in Figure 3. The whale population (P) is initially created with random cluster centers that are limited within lower and upper boundary of its possible values.

3.2.2. Fitness function

The fitness function plays crucial role in determining the fitness of the clustering solution encoded in the whale population and enables to identify the optimal clustering solution that can lead to achieve accurate image segmentation. To this end, the fitness function utilized in the present work is formulated considering the two most widely used criteria in clustering [35]:

- **Compactness**: evaluates how closely related are the image pixels within the same cluster. It is measured by computing the average of distances between the image pixels within same cluster as follows:

  $$T_{comp} = \frac{1}{K} \sum_{i=1}^{K} \frac{1}{|C_i|} \sum_{I_{ij} \in C_i} d(I_{ij}, \mu_k)$$  \hspace{1cm} (12)

  Thus, compactness is variance that should be minimized to obtain good clustering.

- **Separation**: evaluates how widely the clusters are separated. It is measured by computing average of distances between different clusters as given below and this variance should be maximized to obtain well-separated clusters.

  $$T_{sep} = \frac{2}{K(K-1)} \sum_{1 \leq q < p} d(\mu_p, \mu_q)^2$$  \hspace{1cm} (13)

Now, the fitness function is designed as a regularization function combining these two criteria as given in Eq. (14). Here, the separation criteria that has to be maximized is represented as $(1 - T_{sep})$ to qualify the fitness function to minimize both these criteria. This enables the fitness function to select the clustering solution that attains the minimum fitness value as the optimal solution for image segmentation.

$$\text{fitness function} = w_1 T_{comp} + w_2 (1 - T_{sep})$$  \hspace{1cm} (14)

3.2.3. Termination condition

The optimization process requires indeed an adequate termination criteria to limit the computational expenses and obtain a reasonable fitness. The present study as suggested in [36] terminates the hunting process of WOA, when any one of the following criteria is met: (i) the global optimal solution is discovered, (ii) the maximum iteration is reached, (iii) the fitness of all whales are same. After the reach of termination condition, the whale with minimum fitness value is recommended as the optimal cluster centers. The algorithm of WOA for KM clustering in the proposed approach is given in Algorithm 1.

The flow of input image through the two key components of the proposed architecture to obtain segmentation results with WOA optimized cluster centers is shown in Figure 4.

---

**Algorithm 1: Whale Optimization for K-means Segmentation**

**Data:** Feature Vector space  
**Result:** Optimal Cluster Centers

```
begin
    Whale population initialization $X_{i}(i = 1, 2, 3, . . . P)$;
    Fitness evaluation using eqn.14;
    $X^* =$ the best fitness solution;
    while $t < t_{max}$ do
        Update a, A, C using eqn.7;
        if $p < 0.5$ then
            if $|A| < 1$ then
                Update the position by eqn.8;
            else
                Select random search agent;
                Update its position by eqn.10;
            end
        else
            Update the position by eqn.8;
        end
        Fitness evaluation using eqn.14;
    end
    Update $X^*$ if there is a better solution
end
```

---

**Figure 3** | Whale encoding for the proposed approach.
4. EXPERIMENTAL SETUP

This section describes the environment employed for conducting experiments to evaluate the performance of the proposed methodology. First, it introduces the description of the dataset utilized in this study. Subsequently, it illustrates briefly the parameters settings and different evaluation metrics chosen to compare the performance of different algorithms.

4.1. Dataset Description

The proposed method is validated on real patient data provided by MICCAI BRATS [37] and Medpix [38]. Both these databases are publicly available and thus do not require ethical committee approval. Medpix is a radiology archive integrating images from various types of imaging modalities. The archive contains teaching cases and case reports with 59,000 indexed and curated images, from over 12,000 patients. The MICCAI BRATS dataset is a benchmark dataset for MRI brain tumor segmentation with 220 high-grade and 53 low-grade patient images. Each patient’s brain scan is included with four MR sequences T1, T1c, T2 and FLAIR. The present study evaluates the performance of the proposed method establishing two different set of experiments. The first set of experiments are conducted selecting randomly five CT images and second set on five T1c brain scan MR images.

4.2. Parameter Setting

To ensure the capability of the proposed method, comparison was carried out with other most commonly used intelligence algorithms such as adaptive KM, fuzzy, PSO and GA. For a fair comparison, all algorithms used in this paper were experimented under same platform and standard condition. For example, after several runs on trial and error basis, it was noted that the behavior of all these algorithms approached the best solution when the maximum number of iterations and population size was set as 150 and 100, respectively. Similarly, other parameters were selected to maintain both the stability of the algorithm and obtaining high-quality solutions. The cognitive, social and neighborhood acceleration coefficient of PSO was set to 2, 2 and 1, respectively. The crossover and mutation rate of GA was set to 0.8 and 0.06, respectively. Other parameter values used in the present study to adjust the performance of WOA is presented in Table 1. For all these experiments, the number of clusters was determined based on the number of coherent regions in the reference image.

4.3. Performance Metrics

The quantitative metrics used in the present study to assess the quality of segmentation results of different algorithms are described briefly as follows: this section presents the performance metrics used to compare the performance of the proposed method for medical image segmentation.

4.3.1. Feature similarity

This index measures is used to assess the interdependencies between the ground-truth image and the segmented image based on two key criteria: phase congruency and gradient magnitude. The phase congruency is invariant to contrast and is capable of detecting important features in frequency domain. The similarity of phase congruency between two images are computed as follows [39]:

$$ S_{PC} = \frac{2PC_1PC_2 + T_1}{PC_1^2PC_2^2 + T_1} $$

In the same way, the similarity of gradient magnitude of two images are obtained as follows:

$$ S_G = \frac{2G_1G_2 + T_2}{G_1^2G_2^2 + T_2} $$

where \((PC_1, PC_2)\) and \((G_1, G_2)\) represents the phase congruency and gradient magnitude of segmented and ground-truth images, respectively. Now, the feature similarity (FSIM) is obtained by combining these two measures together as given below:

$$ S_f(x) = [S_{PC}(x)]^\alpha [S_G(x)]^\beta $$

where \(\alpha\) and \(\beta\) are two constants used to adjust the relative importance of these two features. In this study, both \(\alpha\) and \(\beta\) are set to 1. FSIM is in the range of \([-1, 1]\), and its higher value indicates better segmentation quality.
Table 1 | Parameter settings for optimization algorithms.

| Parameter                  | GA     | PSO    | WOA    |
|----------------------------|--------|--------|--------|
| Population Size            | 100    | 100    | 100    |
| Max Iteration              | 150    | 150    | 150    |
| Crossover rate             | 0.8    |        |        |
| Mutation rate              | 0.06   |        |        |
| Cognitive acceleration     | -      | 2      | -      |
| Social Acceleration        | -      | 2      | -      |
| Neighborhood Acceleration  | -      | 1      | -      |
| Spiral updating probability| 0.5    |        |        |
| Shrinking encircling       | 0.5    |        |        |
| Probability                |        |        |        |
| Random Search Ability      | 0.1    |        |        |

GA, genetic algorithm; PSO, particle swarm optimization; WOA, whale optimization algorithm.

4.3.2. Dice

It is another popular index that measure the amount of overlap between the ground-truth image and the segmented results. It is computed as follows [40]:

\[
DC = \frac{2 \times |SI \cap GT|}{|SI| + |GT|} \quad (18)
\]

where SI is segmented image and GT is ground truth. Dice (DC) is in the range of [0, 1] and segmentation quality increases as its value tends to 1.

4.3.3. Feature of merits

Feature of merit (FOM) is another performance measure proposed by Pratt to measure image segmentation performance. It is determined using the formula given below [41]:

\[
FOM = \frac{1}{\max(ESI, EGT)} \sum_{i=1}^{EGT} \frac{1}{1 + dm^2(i)} \quad (19)
\]

where edge-segmented image (ESI) and edge ground truth (EGT) represents the number of edge pixels in the edge map of the segmented image and ground-truth image, respectively. \( m(i) \) is the distance of \( i \)-th boundary pixel in segmented image to the closest pixel in ground-truth images and \( d \) is the scaling constant. FOM also takes values in the range of [0, 1] and its higher values indicates better the segmentation performance.

5. RESULTS AND DISCUSSION

This section presents and compares the segmentation results of the proposed method with other competing intelligence algorithm both qualitatively and quantitatively. Finally, the statistical analysis of the results is presented.

5.1. Qualitative Analysis

The reference medical input images used for qualitative analysis are shown in Figure 5. The segmentation results on these images are presented along with the edge map and ROI mask in row 1, row 2 and row 3, respectively. Similarly, the images segmented by adaptive KM, Fuzzy KM, PSO-KM, GA-KM and proposed method (WOA-KM) are presented in column A, B, C, D and E, respectively.

5.1.1. Application to CT images

The performance of proposed method was first evaluated on CT brain scan image shown in Figure 5(a-I). This CT shows a hyper attenuating (white) mass lesion with two different densities, and a thin peripheral margin of lucency. Subsequently, it was evaluated on an axial CT image with branchial cleft cyst as shown in Figure 5(a-II). A low-density well-circumscribed lateral neck cystic mass can be seen in this CT at the peri-mandibular region of the left neck lateral to common carotid artery.

The visual inspection of CT cervical scan results in Figure 6(a) clearly demonstrate that adaptive KM and GA-KM suffers from under segmentation and requires improvement in clustering the wavelet features correctly for better delineation of the tumor region.
On the other hand, fuzzy KM and PSO-KM show better segmentation results in displaying the tumor region but fail to accurately delineate the boundary region of the tumor. The segmentation results delivered by the proposed algorithm in tumor identification and delineating its region accurately is remarkable compared to other competing intelligence algorithms. This might be attributed to the fact that the proposed algorithm employs WAO to control the trade-off between exploitative and exploratory behaviors during optimization process and obtain the global optimal centers for effective clustering of wavelet features.
5.1.2. Application to MR images

The reference MR brain scan images used to evaluate the performance of the proposed approach are shown in Figure 5(b-I) and (b-II). The results obtained on these two MR images are shown in Figure 7(a) and (b), respectively. According to the results of Figure 7(a), it can be seen that all competing intelligence algorithms and proposed approach delivers satisfactory results. But with careful observation of the results, the inability of fuzzy KM and PSO-KM can be noted with under segmentation of tumor region. This could mislead the radiologist during clinical examination. On other hand, the effective segmentation of the proposed algorithm is remarkable in identifying the tumor region despite of intensity inhomogeneity. This demonstrates the diversified searching ability of WOA for global solution to achieve accurate segmentation results.

Figure 7  Comparison of segmentation results on MR images.
The visual inspection of results in Figure 7(b) clearly demonstrate that PSO-KM exhibits over segmentation in identifying the tumor region. Also, it can be seen that fuzzy KM and GA-KM identifies the tumor region correctly but fails to isolate the edema region accurately which is notably important for starting therapeutic procedure. Though intensity variations in the tissue regions of tumor and edema are not strong, the proposed algorithm remarkably identifies the tumor region and reduces the cumbersome in isolating the tumor region from edema which could greatly help radiologist during clinical procedure. This owes to the advantage of employing wavelets for strong texture FE and WOA for global optimal solution to improve the segmentation quality especially, in delineating the tumor region accurately.

5.2. Quantitative Analysis

The FSIM, DC and FOM metrics calculated for the segmentation results obtained from five different intelligence algorithms, adaptive KM, Fuzzy KM, PSO-KM, GA-KM, WAO-KM on five CT and MRI images are given in Table 2. The comparative graphs for the FSIM, DC and FOM metrics in Table 2 are shown in Figure 8. It can be understood from these figures that the proposed WOA-KM approach displayed higher segmentation performance compared to other methods. Nevertheless, statistical analysis was conducted to conform the promising performance of the proposed approach.

Table 2 | Quantitative comparison of segmentation results on CT and MR images.

| Metrics | CT Images | | | MR Images | | |
|---------|-----------|---|---|-----------|---|---|
|         | Adaptive-KM | Fuzzy KM | GA-KM | PSO-KM | WOA-KM | Adaptive-KM | Fuzzy KM | GA-KM | PSO-KM | WOA-KM |
| FSIM    | 0.661 | 0.715 | 0.661 | 0.715 | 0.903 | 0.695 | 0.776 | 0.794 | 0.838 | 0.940 |
|         | 0.412 | 0.507 | 0.568 | 0.731 | 0.871 | 0.309 | 0.461 | 0.447 | 0.784 | 0.978 |
|         | 0.462 | 0.581 | 0.547 | 0.824 | 0.974 | 0.403 | 0.532 | 0.501 | 0.743 | 0.931 |
|         | 0.505 | 0.569 | 0.198 | 0.806 | 0.918 | 0.517 | 0.617 | 0.636 | 0.796 | 0.905 |
|         | 0.403 | 0.534 | 0.456 | 0.742 | 0.912 | 0.391 | 0.419 | 0.578 | 0.794 | 0.897 |
| DC      | 0.524 | 0.690 | 0.524 | 0.690 | 0.937 | 0.650 | 0.782 | 0.603 | 0.825 | 0.922 |
|         | 0.216 | 0.381 | 0.322 | 0.700 | 0.746 | 0.183 | 0.299 | 0.259 | 0.665 | 0.963 |
|         | 0.346 | 0.510 | 0.470 | 0.810 | 0.973 | 0.252 | 0.467 | 0.326 | 0.674 | 0.821 |
|         | 0.242 | 0.375 | 0.018 | 0.725 | 0.836 | 0.297 | 0.528 | 0.413 | 0.807 | 0.876 |
|         | 0.257 | 0.328 | 0.387 | 0.762 | 0.923 | 0.297 | 0.225 | 0.547 | 0.674 | 0.812 |
| FOM     | 0.312 | 0.419 | 0.312 | 0.419 | 0.761 | 0.467 | 0.585 | 0.408 | 0.682 | 0.852 |
|         | 0.237 | 0.269 | 0.331 | 0.506 | 0.726 | 0.188 | 0.312 | 0.196 | 0.587 | 0.786 |
|         | 0.344 | 0.427 | 0.310 | 0.631 | 0.831 | 0.260 | 0.365 | 0.256 | 0.614 | 0.803 |
|         | 0.192 | 0.336 | 0.176 | 0.478 | 0.672 | 0.355 | 0.372 | 0.227 | 0.698 | 0.883 |
|         | 0.267 | 0.309 | 0.218 | 0.469 | 0.801 | 0.285 | 0.197 | 0.333 | 0.526 | 0.784 |

Table 3 | Statistics with ANOVA.

| Metrics | Sources | N | Mean | Std. Dev. | Error | 95% Confidence Interval |
|---------|---------|---|------|-----------|-------|-------------------------|
| FSIM    | Adaptive KM | 10 | 0.476 | 0.122 | 0.038 | 0.400 | 0.552 |
|         | Fuzzy KM | 10 | 0.571 | 0.109 | 0.034 | 0.503 | 0.639 |
|         | GA-KM | 10 | 0.539 | 0.158 | 0.050 | 0.441 | 0.637 |
|         | PSO-KM | 10 | 0.777 | 0.041 | 0.013 | 0.751 | 0.803 |
|         | WOA-KM | 10 | 0.923 | 0.033 | 0.010 | 0.902 | 0.944 |
| DC      | Adaptive KM | 10 | 0.326 | 0.147 | 0.046 | 0.235 | 0.418 |
|         | Fuzzy KM | 10 | 0.458 | 0.174 | 0.055 | 0.350 | 0.567 |
|         | GA-KM | 10 | 0.387 | 0.169 | 0.053 | 0.282 | 0.492 |
|         | PSO-KM | 10 | 0.733 | 0.062 | 0.019 | 0.694 | 0.772 |
|         | WOA-KM | 10 | 0.881 | 0.074 | 0.023 | 0.835 | 0.927 |
| FOM     | Adaptive KM | 10 | 0.291 | 0.083 | 0.026 | 0.239 | 0.343 |
|         | Fuzzy KM | 10 | 0.359 | 0.104 | 0.033 | 0.294 | 0.424 |
|         | GA-KM | 10 | 0.277 | 0.073 | 0.023 | 0.231 | 0.322 |
|         | PSO-KM | 10 | 0.561 | 0.095 | 0.030 | 0.502 | 0.620 |
|         | WOA-KM | 10 | 0.790 | 0.060 | 0.019 | 0.752 | 0.828 |

GA, genetic algorithm; PSO, particle swarm optimization; WOA, whale optimization algorithm; KM, K-means; DC, dice; FSIM, feature similarity; FOM, feature of merits.
5.3. Statistical Analysis

5.3.1. ANOVA analysis

The quantitative results given in Table 2 were used to perform various statistical analyses. Toward this, as first step ANOVA analysis was carried out on FSIM, DC and FOM results and the findings are given in Table 3. Observing the statistical results in Table 3, it is clear that the standard deviation and standard deviation error value of FSIM, DC and FOM results are lower for the proposed approach compared to other competing algorithms. Also, the higher values of mean, 95% confidence interval for mean values under proposed approach conforms that its ability in displaying better segmentation results among all other intelligence methods.

5.3.2. Significance of ANOVA analysis

Here the quantitative results reported in Table 2 were used to perform ANOVA significance analysis to demonstrate the significant differences among the five different intelligence algorithms with respect to FSIM, DC and FOM. The obtained ANOVA significance report is given in Table 4. It can be observed from Table 4 that the significance value of FSIM, DC and FOM is less than 0.05 with F value 31.78, 31.38 and 66.03, respectively.

These values clearly state that significant difference exists among the five intelligence algorithms with respect to FSIM, DC and FOM. Encouraged by these results, post-hoc multiple comparison was performed to prove that the proposed approach differed significantly from other intelligence algorithm.

5.3.3. Post-hoc ANOVA analysis

Finally, post-hoc pairwise multiple comparison analysis was performed on FSIM, DC and FOM results and the findings are shown in Figure 9(a), (b) and (c), respectively. In this figure, the blue and red bar indicates the mean difference for the proposed approach and other competing algorithms, respectively. From the visual inspection of these figures, it can be seen that in all the three figures the red bars do not overlap the blue bar. This clearly confirms that segmentation results obtained from the proposed approach is statistically different and higher compared to other competing algorithms in term of FSIM, DC and FOM.

6. CONCLUSIONS

A new approach for unsupervised medical image segmentation is presented. The proposed approach integrates the merits of wavelet-based multiresolution analysis for texture FE and the global optimizer WOA for cluster center optimization to maximize the efficiency of the KM clustering algorithm for medical image segmentation. Further, a comparison study with four different intelligence algorithms, adaptive KM, fuzzy KM, GA-KM and PSO-KM is presented on CT and MR images with respect to FSIM, DC and FOM. The comparison results revealed the efficacy of the proposed approach over other intelligence algorithms. Finally, the statistical analysis results conformed the promising performance of the proposed approach and can be recommended to achieve clinical significance.

The future research can be taken forward in three directions. First, the proposed work can be further enhanced combining color information with texture features to segment tumor subregions, such as edema, enhancing tumor region and enhanced tumor region for better treatment planning. Also, the inclusion of more texture features from 3D medical images with high third dimension resolution can further broaden the space for enhancement. Second, the proposed approach can be experimented with unsupervised
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