A momentum dependent optical lattice induced by artificial gauge potential
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We propose an experimentally feasible method to generate a one-dimensional optical lattice potential in an ultracold Bose gas system that depends on the transverse momentum of the atoms. The optical lattice is induced by the artificial gauge potential generated by a periodically driven multi-laser Raman process, which depends on the transverse momentum of the atoms. We study the many-body Bose-Hubbard model in an effective 1D case and show that the superfluid–Mott-insulator transition can be controlled via tuning the transverse momentum of the atomic gas. We examined our prediction via a strong-coupling expansion to an effective 1D Bose-Hubbard model and a quantum Monte Carlo calculation, and discuss possible applications of our system.

**Introduction.**—In the past two decades, artificial gauge potentials have become a powerful tool for Hamiltonian engineering in cold atom systems. They enable physicists to use the cold atom ensemble for quantum simulation of complicated condensed matter systems, and lead to interesting physics such as creating novel topological defects [1], the spin Hall effect (SHE) [2–5] and spin-orbit coupling (SOC) [6–9]. The SHE in cold atom systems involves spin-dependent Lorentz-like force acting on moving particles from a transverse direction—has drawn significant attention, as it is closely related to quantum Hall physics and spintronics. To date, much of the work studying the SHE in cold atom systems is focused on weakly-interacting single-particle physics such as single-particle spin-dependent trajectories and the SHE induced spin current. On the other hand, SOC—a type of interaction that couples the spin of a particle with its external degree of freedom—is also of extensive interest. It leads to the novel energy dispersion [10, 11] and the topological order [12–15] in both continuous gas and optical lattice systems.

Meanwhile, optical lattices with ultracold atoms are well developed platforms for studying quantum phenomena, especially many-body effects of condensed matter systems [16]. A familiar aspect of this many-body physics is the superfluid–Mott-insulator (SF-MI) transition, which has been well studied by many groups both theoretically [17, 18] and experimentally [18–21]. For optical lattice systems, a natural question arises: what many-body effects in an optical lattice system involve an artificial gauge potential? There are a few studies about the many-body effects in a lattice system with a gauge potential [22, 23], but generally the many-body effect caused by either SOC or the SHE in an optical lattice system demand more exploration. In particular, a system where the lattice potential is determined by the motional state of the atoms is of special interest.

In this letter, we propose to realize a novel transverse-momentum-dependent optical lattice (TMDOL) where the longitudinal lattice potential depends on the motional state of the atoms in the transverse dimension. The momentum dependence derives from the same mechanism as the SHE and SOC, which makes it possible to tune the many-body phase of the system via the transverse momentum of the ultracold gas. We create such an artificial gauge potential with translational symmetry in an ultracold pseudospin-1/2 gaseous system via a periodically driven Raman process. To simplify the problem, we project the Hilbert space to a single spin component and explore the many-body physics of the TMDOL with the help of a strong transverse confinement. We construct the effective 1D Bose-Hubbard model, and investigate the SF-MI phase diagram using a strong coupling expansion. We then examine our Bose-Hubbard model result with a quantum Monte Carlo (QMC) calculation. Both calculations show that the SF-MI phase transition can be induced by changing the average transverse momentum in such a TMDOL, which arises as a novel many-body effect caused by the artificial gauge potential. In addition, we propose a feasible experimental implementation of the TMDOL and discuss the possible applications.

**Theoretical formalism.**—We first describe the theoretical construction of the optical lattice for a pseudospin-1/2 system with a periodically driven Hamiltonian. We start by considering the Hamiltonian

\[
H = \frac{\mathbf{p}^2}{2M} + V_{\text{ext}}(\mathbf{r}) + H_d,
\]

where \( M \) is the mass of the particle, \( V_{\text{ext}}(\mathbf{r}) \) is the spin-independent external trapping potential and \( H_d \) is a periodically driven Hamiltonian \( H_d(\mathbf{r}, t) = \frac{\hbar}{2} \Omega_0 \mathbf{n} \cdot \mathbf{\sigma} \cos \omega t \), with \( \mathbf{n} = (\cos k_L x \cos k_L z, \cos k_L x \sin k_L z, 0)^T \) the direction vector, \( k_L \) the wave vector, \( \Omega_0 \) the amplitude of the laser field, \( \mathbf{\sigma} = (\sigma_1, \sigma_2, \sigma_3)^T \) the vector of Pauli matrices, and \( \omega \) the frequency of the periodic driving. According to Floquet theory, we can apply a gauge transformation to the Hamiltonian described by the micromotion oper-
ator $U = e^{-i \sin \omega t \vec{\Omega}(r) \cdot \vec{d}/2 \omega}$ \cite{24,26}, where $\vec{\Omega} = \Omega_0 \vec{n}$ and the Hamiltonian in the Floquet basis can be written as

$$H_F(r, t) = \left( \frac{\vec{p} - \vec{A}(r, t)}{2M} \right)^2 + V_{\text{ext}}(\vec{r}),$$

where $\vec{A}(r, t) = i \hbar U / \nabla U$ is the non-Abelian gauge potential, with the specific form of the component given in the supplemental material \cite{27}. We can ignore all terms higher than the zeroth-order in the Fourier series if the adiabatic condition, $| \langle k | H_F^{(0)} | k \rangle | \ll \hbar \omega (n \neq 0)$, is satisfied \cite{24,25,27}, where $H_F^{(0)} = \int_0^T H_F(t)e^{-im\omega dt}dt$ is the n-th Fourier component of the Hamiltonian in the Floquet basis, $T = 2\pi/\omega$, and $| k \rangle$ is the momentum state with momentum $\hbar k$.

The gauge field exerts a spatially periodic ‘Lorentz’ force on atoms along the x-axis due to the motion of atoms along the z-axis, which makes the lattice potential $p_z$-dependent. The non-zero component of the zeroth Fourier order of the gauge potential takes the form $A^{(0)}_z = \hbar k_L J_0(a) -1/2\sigma_j/\omega$, where $J_0(a)$ is the zeroth-order Bessel function of the first kind and $a = a_0|\cos k_L x|$ with $a_0 = \Omega_0/\omega = 4$ throughout this paper. Also we get $(\vec{A}^z)^{(0)} = \hbar^2 k_L^2 \frac{1}{\pi}\frac{a_0^2}{1 - \cos 2k_L x} + \frac{1}{2} \left( 1 - J_0(a) \right)$. Keeping only the zeroth Fourier component of the gauge potential in eqn.\cite{2} and projecting to spin up subspace, we get the effective Hamiltonian in the Floquet basis as

$$H_L = \frac{\vec{p}^2}{2M} + V(x, p_z) + V_{\text{ext}}(\vec{r}),$$

where $E_r = \hbar^2 k_L^2 / 2M$ is the recoil energy. $V(x, p_z) = \{(p_z + 1/2) \left[ 1 - J_0(a) \right] + a_0^2(1 - \cos 2k_L x)/16\}E_r$ is an optical lattice potential with periodicity $a_1 = \pi/k_L$. In this work, we only consider the case with $a_0 = 4$. Eqn.\cite{3} shows the $p_z$-dependence of the lattice potential, which results in $p_z$-dependent ground states \cite{27}.

**Many-body Hamiltonian.** We desire to study the many-body effects in our system with a non-negligible interaction strength. Therefore, we introduce a deep two-dimensional optical lattice confinement along the y and z-axes so that the tunneling along y and z is negligible and the system can be regarded as an array of effective 1D Bose gases. With a tight 2D transverse confinement along the y and z-axes, the ultracold gas will be trapped in an array of effective 1D tubes. Throughout this paper, we consider the case where the transverse confinement is strong enough that the tunneling between nearest sites in the y and z is negligible \cite{28,29} (e.g. a lattice depth $V_{\perp} = 30E_r$). Furthermore, we consider a homogeneous lattice along the x-axis for simplicity. The transverse trapping potential for each 1D tube can be well approximated by a harmonic trap with the trapping frequency $\omega_{\perp} = 2\sqrt{V_{\perp} E_{r,\perp}/\hbar} \gg \mu$, where $\mu$ is the chemical potential, and $V_{\perp}$ and $E_{r,\perp} = \hbar^2 k_L / 2M$ are the lattice depth and the recoil energy of the 2D lattice. One can separate the dimensions and the ground state wavefunctions along the y and z-axes can be well approximated by the harmonic ground state wave packets $\varphi(y) = (\sqrt{\pi}a_L)^{-1/2} \exp\left(-\frac{y^2}{2a_L}\right)$ and $\varphi(z) = (\sqrt{\pi}a_L)^{-1/2} \exp\left(-\frac{z^2}{2a_L^2} + ik_z z\right)$, where $a_L = \sqrt{\hbar/M \omega_{\perp}}$ is the characteristic length of the tight harmonic trap and $k_z$ corresponds to the average momentum along z-axis, $\langle p_z \rangle = \hbar k_z$.

Due to the uncertainty principle, the tight transverse confinement gives rise to a non-negligible spreading in momentum space of the atoms along y and z-axes. By integrating along the y and z-axes, one gets the single-particle effective 1D Hamiltonian \cite{30}

$$H_{1D}(x, k_z) = \int \frac{dydz}{2M} \varphi^*(y) \varphi(z) H_L \varphi(z) \varphi(y)$$

$$= \frac{p_z^2}{2M} + \frac{1}{\pi} \sum_k |\varphi(k - \bar{k}_z)|^2 V(x, p_z),$$

where $\varphi(k - \bar{k}_z)$ is the Fourier transform of $\varphi(z)$, $V_{1D}(x, k_z) = \sum_k |\varphi(k_1 - \bar{k}_z)|^2 V(x, p_z)$ is the effective 1D potential and can be written in the form of

$$V_{1D}(x, k_z) = \sum_{m=0}^{\infty} V_m(\bar{k}_z) \cos 2mk_L x,$$

where $V_m(\bar{k}_z)$ is the m-th order coefficient that depends on $\bar{k}_z$. We find truncating at $m = 4$ sufficient with $a_0 = 4$, as the coefficients $V_m$ with $m \geq 3$ are much smaller than the leading orders. Notice that we ignored the constant energy offset, $\hbar \omega_{\perp} + \hbar^2 k^2 / 2M$.

Next, we consider the 3D many-body Hamiltonian $H_{3D} = H_0 + H_{\text{int}}$, where $H_0 = \int d^3r \psi^\dagger(r) H_L \psi(r)$ and $H_{\text{int}} = \frac{\mu}{2} \int d^3r \int d^3r' \psi^\dagger(r) \psi^\dagger(r') \delta(r - r') \psi(r') \psi(r)$. The bosonic annihilation operator at jth lattice site is defined as $\psi(r) = \sum_j W_j(x) \varphi(y) \varphi(z) \tilde{a}_j$ and $g = 4 \hbar^2 a_s / M$, where $a_s$ is the s-wave scattering length. $W_j(x)$ is the Wannier function and dimensionless annihilation operator of jth site for the effective 1D Hamiltonian, $H_{1D}$. We use the Gaussian approximation of the Wannier functions of each site for the lattice potential, $V_{1D}(x, k_z)$. Combining eqn.\cite{4} with the 3D many-body Hamiltonian, we obtain the many-body effective 1D Hamiltonian. Noticing that the next-nearest-neighbor tunneling is negligible in a certain regime of $\langle p_z \rangle = \hbar k_z$, we can apply the tight-binding approximation and obtain the effective 1D Bose-Hubbard Hamiltonian,

$$H_{BBH} = -\sum_j J_{1D}(\hat{a}_j^\dagger \hat{a}_j + \hat{a}_j \hat{a}_{j+1}^\dagger)$$

$$+ \frac{U_{1D}}{2} \sum_j \hat{n}_j(\hat{n}_j - 1) - \sum_j \tilde{\mu} \hat{n}_j,$$

where $\hat{n}_j = \hat{a}_j^\dagger \hat{a}_j$ is the number operator of jth site and $\tilde{\mu} = \mu - \varepsilon_j$. The effective tunneling, $J_{1D}$, on-site inter-
action, $U_{1D}$, and energy offset, $\varepsilon_j$, take the forms

$$J_{1D}(\bar{k}_z) = -\int dx W_j^\ast(x) H_{1D}(x, \bar{k}_z) W_{j+1}(x),$$
$$U_{1D}(\bar{k}_z) = g_{1D} \int dx |W_j(x)|^4,$$
$$\varepsilon_j(\bar{k}_z) = -\int dx W_j^\ast(x) H_{1D}(x, \bar{k}_z) W_j(x),$$

where $g_{1D} = 2\hbar \omega_z a_s/(1 - A a_s/a_\perp)$ with $A = 1.036$ [10]. We can drop the site index $j$ so that $\hat{\mu_j}$ becomes $\hat{\mu}$, since the lattice is assumed isotropic. Eqn.(7) shows that both $J_{1D}$ and $U_{1D}$ depend on the average transverse momentum, $\bar{h}k_z$. In Fig.1 we show the plot of $J_{1D}$ and $U_{1D}$ as functions of average transverse momentum.

**Phase diagram.**— In the effective 1D regime, the on-site interaction strength is much larger than the nearest-neighbor tunneling so that we can use the strong coupling expansion to calculate the SF-MI phase diagram of the Bose-Hubbard model [31, 33] and get a $\langle p_z \rangle$-dependent phase diagram. The solid line in Fig.2 shows the $\bar{n} = 1$ Mott lobe of the phase diagram. The phase diagram displays the tunability of the SF-MI phase transition upon the transverse average momentum $\langle p_z \rangle$ in TMDOL. The detailed parameters for the $\langle p_z \rangle$ and $U_{1D}$ in TMDOL are chosen for $^{87}$Rb atoms. Specifically, $k_L = 2\pi/\lambda_R$, $\lambda_R \approx 791$nm = $2a_L$, $k_{\perp} = 2\pi/\lambda_{\perp}$, and $\lambda_{\perp} = 852$nm is the wavelength for the 2D optical lattice along transverse directions.

Next, we use path-integral Monte Carlo calculations in continuous space in the grand-canonical ensemble [34] to obtain the QMC phase diagram. We consider the effective 1D many-body Hamiltonian in the continuous space,

$$H_{QMC} = \sum_{1 \leq j < N} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_j^2} + V_{1D}(x_j, \bar{k}_z) \right] + g_{1D} \frac{\hbar^2}{2m} \sum_{j < l} \delta(x_j - x_l),$$

where $V_{1D}(x, \bar{k}_z)$ is the effective potential with the form of eqn.(5). For a given temperature, $T$, chemical potential, $\mu$, and external potential, $V_{1D}(x, \bar{k}_z)$, we can generate the imaginary-time Feynman diagram configurations with a certain probability distribution. Then, the particle density, $\bar{n} = N/L$, is obtained from the statistics of the closed worldlines, where $N$ denotes the atom number in the ensemble and $L$ the system size. Thanks to the worm algorithm implementations [35, 36], we can further compute the superfluid density, $\rho_s$, efficiently. These two quantities help us to distinguish the MI from the SF phase.

We use the same QMC algorithm as in Refs. [18, 37–39], where details of the implementations are discussed. In the actual QMC calculations, we take a large enough size, $L = 50a_L$, and small enough temperature, $k_B T = 0.004 E_r$, to make sure our system is in thermodynamic and zero-temperature limits. We confirm that there is no further finite-size and finite-temperature effects at larger sizes and smaller temperatures.

Our final QMC results are shown in Fig.2 as diamonds with errorbars, which indicates the SF-MI transition boundaries for corresponding parameters. We generally find good agreements between the strong coupling expansion and the QMC calculation for the $\bar{n} = 1$ Mott lobe. Despite the small difference for small $|k_z|$, both methods confirm a significant Mott lobe for $\bar{n} = 1$, which verifies that there exists a TMD SF-MI transition. As $k_z$ gets closer to zero, the strong coupling expansion and the QMC results start to deviate from each other. As shown by the inset plot of Fig.2, the lattice potential becomes shallower when $|k_z|$ decreases, which leads to the increase of $J_{1D}/U_{1D}$, and the next-nearest neighbor tunneling becomes non-negligible. Therefore, the Bose-Hubbard model becomes less accurate and the deviation between two methods is
The electric fields of the Raman lasers constitute a relative phase, \( \eta \), between lasers \( a \) and laser \( b \) such that \( \eta(t) = \pi [1 - \text{sgn}(\cos \omega t)] \), where \( \text{sgn}(\cdot) \) denotes the signum function. The electric fields of the Raman lasers take the form

\[
E_a^x = E_a \tilde{\varepsilon}_0 \cos k_L x | \cos \omega t | e^{-i[\omega_0 t + \eta(t)]} \\
E_b^x = E_b \tilde{\varepsilon}_e e^{-i(k_L z + \omega_0 t)} \\
E_c^x = E_c \tilde{\varepsilon}_0 \cos k_L x | \cos \omega t | e^{-i\omega_z t},
\]

where \( \omega_j \) (where \( j = a, b, c \)) is the amplitude and the angular frequency of electric field of each laser. \( \tilde{\varepsilon}_0 \), \( \tilde{\varepsilon}_\pm \) and \( \tilde{\varepsilon}_\mp \) are \( \pi \), \( \sigma^+ \) and \( \sigma^- \) polarization vectors, respectively. Using second order perturbation theory \cite{27,43,14}, the Raman coupling Hamiltonian can be made into the desired form. In our calculations, we apply \( \hbar \omega = 20E_r \) with Raman laser wavelengths close to 791nm and 860nm, which are achievable in the laboratory. These parameters result in a total laser power of around 0.8W with Gaussian laser beams with beam waists of 200μm, and a scattering limited lifetime of \( \tau_{sc} \approx 133 ms \), which is enough for experimental applications.

To load the system into the ground state of the TMDOL, we can start from a cigar-shaped Bose–Einstein condensate with the desired atom number in an optical dipole trap with the long axis of the trap aligned with \( z \)-axis in the lab frame. Then, we adiabatically ramp up the two-dimensional optical lattice along the \( y \) and \( z \)-axes to avoid excitation to higher bands. Next, applying the shortcut adiabatic loading technique \cite{45,18} to load the Bose gas into the ground state of a moving 2D optical lattice. Due to the relative motion between the lattice along the \( z \)-axis and the lab frame, the atoms will carry a transverse momentum with expectation value \( \langle p_z \rangle = -\hbar \hat{k}_z \) in the moving lattice frame. Then, adiabatically turn on the Raman lasers and the system will have been loaded into the ground state of the TMDOL with a certain \( \langle p_z \rangle \). To make observations, one can suddenly shut off all lasers at the end of the periodic driving cycle when the micromotion operator, \( U \), becomes the identity operator so that the system is automatically projected from the Floquet basis to the Zeeman sublevel basis \cite{20}. Then, a time-of-flight (TOF) image can be taken with the imaging beam aligned along the \( z \)-axis. The interference pattern contrast, \( I \), can be measured from the TOF image \cite{21,19}, which signals SF and MI phases.

**Conclusion.**—To conclude, we proposed an experimentally feasible method to create an effective 1D TMD optical lattice induced by an artificial gauge potential in a periodically driven system with Raman couplings. We explored the many-body physics of the system induced by a periodic artificial gauge potential by constructing the TMD effective 1D Bose-Hubbard model with a deep 2D transverse confinement. Using the strong coupling expansion and QMC methods, we calculated the phase diagram of an effective 1D TMDOL, and showed that the SF-MI transition can be tuned by changing the average transverse momentum of the Bose gas. Then, we proposed a possible experimental implementation that achieves the desired periodically driven Hamiltonian and
includes loading and measurement procedures.

Our work provides a new platform for studying the many-body physics of a cold atom system with an artificial gauge potential. For instance, the TMDOL makes it possible to create two spatially overlapping BECs of the same species in different quantum phases, which gives rise to opportunities to study if the two BECs, one SF and one MI, will exchange their phases during a collision in which they exchange their momenta. Additionally, more complicated TMDOL potentials may be considered by engineering the transverse momentum distribution of the Bose gas and introducing Raman lasers along other directions to achieve a 2D TMDOL. The transverse momentum in a TMDOL can also be regarded as a synthetic dimension, which is analogous to spin or harmonic trap eigenstates in previous work [50][52]. Finally, for fermionic systems, one could also implement a TMDOL with appropriate Raman couplings, and such a system provides a broad playground for studying TMD spin dynamics and many-body phases.

We thank Thierry Giamarchi for insightful discussions. This work is supported by NSF grant PHY 1708008, NASA/JPL RSA 1656126 and the Swiss National Science Foundation under Division II. Numerical calculations make use of the ALPS scheduler library and statistical analysis tools [53][55].
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Supplemental Material for

A momentum dependent optical lattice induced by artificial gauge potential

In this supplemental material, we provide details about zeroth-order component of the Floquet Hamiltonian and the adiabatic condition calculations (Sec. S1), the single particle ground state of the TMD optical lattice (Sec. S2), the $n = 2$ Mott lobe calculation result (Sec. S3), and the detailed construction of the periodically driven Hamiltonian via a Raman process (Sec. S4).

S1. ZERO-TH-ORDER COMPONENT OF THE FLOQUET HAMILTONIAN AND THE ADIABATIC CONDITION

In this work, the system we consider satisfies the Floquet adiabatic condition in the theoretical formalism of the main text. We can rewrite eqn.(2) in the main text in the form

$$H_F = \frac{\vec{p}^2}{2M} - \frac{1}{2M}(\vec{A} \cdot \vec{p} + \vec{p} \cdot \vec{A}) + \frac{\vec{A}^2}{2M} + V_{ext}(\vec{r}).$$

(S1)

The adiabatic condition can be rewritten as

$$|\langle \vec{k} | \frac{1}{2M}(\vec{A} \cdot \vec{p} + \vec{p} \cdot \vec{A}) + \frac{\vec{A}^2}{2M} |^{(n)} \langle \vec{k} | \rangle | \ll \hbar \omega (n \neq 0),$$

(S2)

where $[\cdots]^{(n)}$ is the $n$-th Fourier component. From eqn. (S2), we can see that the adiabatic condition depends not only on the ratio $\Omega_0/\omega$, but also on the momentum of the particle. A rigorous solution of the adiabatic condition can be lengthy, so we focus on a operational condition.

We first work on the term $\vec{A}^2/2M$. Writing down the analytic form of the vector potential, $\vec{A}$ [24,26]:

$$A_\xi = d_{1\xi} + d_{2\xi} + d_{3\xi},$$

(S3)

where

$$d_{1\xi} = \hbar a \sin \omega t \frac{([\vec{k} \cdot \vec{\Omega}]) ([\vec{\Omega} \cdot \vec{\sigma}])}{2|\vec{\Omega}|^3},$$

$$d_{2\xi} = \hbar a \sin \omega t \frac{([\vec{\Omega} \times \vec{\Omega} \times \vec{\Omega}] \cdot \vec{\sigma})}{2|\vec{\Omega}|^3},$$

$$d_{3\xi} = \hbar |\cos \omega t - 1| \frac{([\vec{\Omega} \times \vec{\Omega} \times \vec{\sigma}])}{2|\vec{\Omega}|^2},$$

(S4)

are the $\xi$-th component of vectors $\vec{a}_1$, $\vec{a}_2$ and $\vec{a}_3$. Then,

$$A_\xi^2 = d_{1\xi}^2 + d_{2\xi}^2 + d_{3\xi}^2 + (d_{1\xi} d_{2\xi} + d_{2\xi} d_{3\xi}) + 2(\bar{d}_{1\xi} d_{3\xi} + d_{3\xi} d_{1\xi}) + (d_{2\xi} d_{3\xi} + d_{3\xi} d_{2\xi}).$$

(S5)

We can simplify eqn. (S5) by noticing that the last three terms in the parenthesis vanish:

$$(d_{1\xi} d_{2\xi} + d_{2\xi} d_{3\xi}) \propto \Omega_i \partial_{\xi_i} \Omega_j \partial_{\xi_j} \epsilon_{kln} C_{\xi k} \Omega_l \sigma_m + \epsilon_{kln} C_{\xi k} \Omega_l \sigma_m \Omega_i \partial_{\xi_i} \Omega_j \sigma_j = 0,$$

(S6)

and

$$(d_{2\xi} d_{3\xi} + d_{3\xi} d_{2\xi}) \propto \epsilon_{ijk} C_{\xi k} \Omega_j \sigma_k \Omega_i \sigma_i + C_{\xi j} \sigma_i \epsilon_{ijk} C_{\xi i} \Omega_j \sigma_k = 0.$$

$$(d_{1\xi} d_{3\xi} + d_{3\xi} d_{1\xi}) \propto \Omega_i \partial_{\xi_i} \Omega_j \partial_{\xi_j} C_{\xi k} \sigma_k + C_{\xi k} \sigma_k \partial_{\xi_i} \Omega_i \partial_{\xi_i} \Omega_j \sigma_j = 2\Omega_i \partial_{\xi_i} \Omega_j \epsilon_{jlm} \Omega_l \partial_{\xi_m} \Omega_j \sigma_j = 0,$$
where we let \( C_{z_1} = \{ \tilde{\Omega} \times \partial_x \tilde{\Omega} \} _{z_1} = \epsilon_{ijk} \tilde{\Omega}_j \partial_x \tilde{\Omega}_k \) and we used the property \( \hat{\sigma}_i \hat{\sigma}_j + \hat{\sigma}_j \hat{\sigma}_i = 2 \delta_{ij} \mathbb{1} \).

After the simplification above, eqn. (S5) becomes

\[
A^2 = \hbar^2 a^2 \sin^2 \omega t \frac{\Omega}{4|\Omega|^2} \left( \frac{\Omega \cdot \partial_x \Omega}{4|\Omega|^2} \right)^2 + 2 \hbar^2 [1 - \cos (a \sin \omega t)] \left( \frac{\Omega^2 (\partial_x \Omega)^2 - (\tilde{\Omega} \cdot \partial_x \tilde{\Omega})^2}{4|\Omega|^4} \right).
\]

We can write \( \cos (a \sin \omega t) \) as an expansion of Bessel functions of the first kind,

\[
\cos (a \sin \omega t) = J_0(a) + 2 \sum_{m=1}^{\infty} J_{2m}(a) \cos (2m \omega t).
\]

The zeroth order Fourier term of \( \frac{\hat{A}^2}{2M} \) is

\[
\left[ \frac{\hat{A}^2}{2M} \right]^{(0)} = \left\{ \frac{1}{16} a_0^2 (1 - \cos 2k_L x) + \frac{1}{2} \{1 - J_0(a)\} \right\} E_r,
\]

and the second order \((\pm 2)\) harmonic terms are

\[
\left[ \frac{\hat{A}^2}{2M} \right]^{(\pm 2)} = \left\{ \frac{1}{32} a_0^2 \cos 2k_L x \pm \frac{i}{2} J_2(a) \right\} E_r.
\]

Next, we calculate the contribution of the \( \frac{1}{2M}(\hat{A} \cdot \tilde{\rho} + \tilde{\rho} \cdot \hat{A}) \) term. From eqn. (S4), we get

\[
\hat{A} = \frac{1}{2} \hbar k_L \{ [-a_0 \sin k_L x e^{-ik_L z} \sin \omega tx + i e^{ik_L z} \sin (a \sin \omega t) sgn(a) z] \hat{\sigma}_z + h.c. \}
\]

\[
+ \frac{1}{2} \hbar k_L [\cos (a \sin \omega t) - 1] \hat{\sigma}_3 \hat{z},
\]

where \( sgn(\cdot) \) is the signum function, \( \hat{\sigma}_+ = (\hat{\sigma}_1 - i \hat{\sigma}_2)/\sqrt{2}, \hat{x} \) and \( \hat{z} \) are unit vector along the \( x \) and \( z \)-axes. Then, we can write down the absolute value of the non-zero matrix element of the Floquet Hamiltonian that is proportional to the first Fourier order,

\[
\langle k_x, k_z, \uparrow | H_F^{(\pm 1)} | k'_x, k'_z, \downarrow \rangle = \pm a_0 E_r \{ \langle k_x, k_z, \uparrow | (e^{ik_L x} - e^{-ik_L x}) e^{ik_L z} k'_x k'_z | k'_x, k'_z, \downarrow \} \\
+ \langle k_x, k_z, \uparrow | \frac{k_x}{k_L} (e^{ik_L x} - e^{-ik_L x}) e^{ik_L z} | k'_x, k'_z, \downarrow \} \\
\pm \frac{E_r}{2} \langle k_x, k_z, \uparrow | J_1(a) sgn(a) (e^{ik_L z} k'_x k'_z - e^{-ik_L z} k'_x k'_z) | k'_x, k'_z, \downarrow \},
\]

where \( |\uparrow (\downarrow)\rangle \) indicates two spin states. Notice that the above equation can be split into several matrix elements between different momentum states. After collecting terms and simplifying, we get the adiabatic condition for the first Fourier order as

\[
\{ \frac{a_0}{8} \frac{k_x}{k_L} + \frac{1}{2} |k_L| sgn(a) J_1(a) |k_L| \pm 1| \frac{k_x}{k_L} | E_r = \frac{1}{2} |\frac{k_x}{k_L} | + 0.19 \frac{k_x}{k_L} | E_r \ll \hbar \omega,
\]

where we evaluated \( |k_L| sgn(a) J_1(a) |k_L| \pm 1 | \) numerically to be 0.19 by setting \( a_0 = 4 \). In our calculations, we use \( \hbar \omega / E_r = 20 \), and we can get the adiabatic condition for the first Fourier order by combining the two conditions in eqn. (S12) to be \( |k_x| / k_L | + 0.19 |k_x| / k_L \ll 40 \). We also evaluated the matrix elements between higher order momentum states and found them to be much smaller than the matrix element in eqn. (S12).

Next, we consider the second order Fourier components. Both the \( \frac{1}{2M}(\hat{A} \cdot \tilde{\rho} + \tilde{\rho} \cdot \hat{A}) \) and \( A^2 \) terms contribute to the even order sin \( 2m \omega t \) terms. Specifically, for the second order, from eqn. (S10) and eqn. (S11) we can get the matrix element of second Fourier component,

\[
\langle k_x, k_z, \uparrow | H_F^{(\pm 2)} | k_x, k_z, \uparrow \rangle = \langle k_x, k_z, \uparrow | \frac{1}{16} a_0^2 \pm \frac{i}{2} J_2(a) \rangle E_r |k_x| \pm 2k_L, k_z, \uparrow \rangle \\
+ \langle k_x, k_z, \uparrow | \frac{1}{2} |k_x| J_2(a) E_r |k_x| \pm 2k_L, k_z, \uparrow \rangle \\
\approx \left( \frac{1}{64} a_0^2 \pm 0.1i - 0.4 \frac{k_x}{k_L} \right) E_r \delta(k_z - k'_z \pm 2k_L).
where we used \( \langle k_x | J_2(a) | k_x \pm 2k_L \rangle = -0.20 \) from numerical evaluation using the same parameters as before. The adiabatic condition for the second Fourier order becomes \(|\frac{1}{M} \dot{a}_0^2 + 0.1i - 0.4 \frac{1}{k_L} E_r| \ll \hbar \omega \), and we get \(|k_x/k_L| \ll 49\). Combine this result with \(|k_x/k_L| + 0.19|k_x/k_L| \ll 40\), we get \(|k_x/k_L| \ll 31\).

For higher order Fourier terms, one can do the calculation and see that the adiabatic conditions are all weaker than the first two Fourier terms. In our calculations, the above adiabatic conditions, \(|k_x/k_L| \ll 31\) and \(|k_x/k_L| \ll 49\), can easily be satisfied.

**S2. SINGLE PARTICLE GROUND STATE OF THE TMD OPTICAL LATTICE**

In the main text, the single particle Hamiltonian takes the form

\[
H_L = \frac{\vec{p}^2}{2M} + V(x,p_z) + V_{ext}(\vec{r}),
\]

where \( V(x,p_z) = \{(p_z + 1/2) [1 - J_0(a)] + a_0^2(1 - \cos 2k_L x)/16 \} E_r \). We can expand Hamiltonian \( H_L \) in the momentum basis, \(|\pm 2\hbar k_L \rangle \ (l = 0, \pm 1, \pm 2, \cdots \), and diagonalize the Hamiltonian to get the single-particle band structure and eigenstates. In all our calculations above, we have used the expansion form of the Bessel function of the first kind, \( J_q(a) = \sum_m = 0 (-1)^m (a)^{2m+q} / 2^{2m+q} \Gamma(m+1) \Gamma(m+q+1) \), where \( q \) indicates the order of Bessel function. In practice, we truncate the expansion at the order of \( l = \pm 10 \), which is accurate enough with our choice of parameters.

Consider the simplest case where \( V_{ext}(\vec{r}) = 0 \). When \( p_z \) is low the on-site interaction in such a 1D optical lattice will be negligible. In such a weak interaction regime, we can study the physics of the system by solving the single-particle Hamiltonian, \( H_L \). As shown in Fig.5, the 1D lattice potential is determined by \( p_z \), which can be experimentally observed by measuring the population of each momentum state along the \( x \)-direction.

**S3. PHASE DIAGRAM AROUND \( \tilde{n} = 2 \) MOTT LOBE**

In Fig.2 of the main text, we showed the phase diagram of our effective 1D optical lattice and found good agreement on the \( \tilde{n} = 1 \) Mott lobe between our effective 1D Bose-Hubbard model and the QMC calculation. In Fig.5 we show the \( \tilde{n} = 2 \) Mott lobe. There is a significant difference between the Bose-Hubbard model (pink shaded area with black solid line boundaries) and the QMC calculations (blue diamonds with errorbars). We believe that the difference is caused by the occupation-dependence of the tunneling and interactions terms, which makes the occupation-independent Bose-Hubbard model less accurate. Our QMC calculation is more accurate because we used a continuous potential in the QMC calculations instead of the Bose-Hubbard model. In previous work, occupation-dependent tunneling and onsite interactions in a modified Bose-Hubbard model have been studied [40–42], and the true many-body ground state was found to be a band mixing state. Phenomenologically, in our calculations we find a mixing state with \( |\psi_y \rangle \approx 0.994|s \rangle + 0.109|d \rangle \) gives a better agreement between a Bose-Hubbard model with modified parameters and the QMC results (black dashed lines), where \( |s \rangle \) and \( |d \rangle \) are the single-particle eigenstates of the \( s \) and \( d \)-bands, respectively. Our result agrees with the finding in Ref. [40] that the population on higher orbitals is smaller than 1%.

---

*Figure S1. s-band relative population of each momentum state along the x-axis with different \( p_z \) at zero quasi-momentum. The inset plot is the corresponding \( p_z \)-dependent 1D optical lattice potential.*
Although for more rigorous analysis one would need to numerically diagonalize the many-body Hamiltonian \[10, 42\], we believe that our qualitative calculations are good enough to understand the disagreement on the \( \bar{n} = 2 \) Mott lobe.

### S4. Detailed Construction of the Periodically Driven Hamiltonian via Raman Process and Lifetime Estimation

Using second order perturbation theory, we can calculate the effective Hamiltonian of the ground state manifold of the atom from the multi-laser Raman process Hamiltonian \[10\] \[44\]. Here, we consider \(^{87}\)Rb atoms in the \( |5S_{\frac{1}{2}}, F = 1 \rangle \) manifold to be our system. More specifically, we consider \(|1\rangle = |F = 1, m_F = -1 \rangle\), \(|2\rangle = |F = 1, m_F = 0 \rangle\) and \(|3\rangle = |F = 1, m_F = 1 \rangle\). By applying a bias magnetic field, \( \vec{B} \), we can define the +z-direction. We then choose our Raman laser \( a \) to be a standing wave along \( x \)-axis with \( \pi \)-polarization, laser \( b \) propagates along \( +z \)-direction with \( \sigma^- \)-polarization, and laser \( c \) is chosen to be a standing wave along \( -x \)-axis with \( \pi \)-polarization that is oppositely detuned compared to laser \( a \) to cancel the spatially dependent AC stark shift. Specifically, lasers \( a \) and \( b \) are blue detuned from the \(^{87}\)Rb \( D_1 \) transition and laser \( c \) is red detuned from \( D_1 \) transition. All the wavelengths of the Raman lasers considered here can be achieved in the laboratory (e.g. with a Ti:Sapphire laser). All one-photon detunings are much larger than Rabi frequencies so that there is negligible transitions to excited states. The level diagram is shown in Fig.3 in the main text. We only consider \( D_1 \) and \( D_2 \) lines and all other atomic states are too far from the laser frequency we consider so that the laser couplings to those states are negligible.

Similar to the calculations in previous works \[26, 43\], we can write the reduced 3-level effective Hamiltonian for the Raman process with the laser fields in eqn. (9) of the main text,

\[
H_R = \sum_{D, F'} \sum_{m_F} \left\{ \left| \frac{c_{D, F', m_F}}{\Delta_{a, F', D}} \right|^2 |\Omega_a, D|^2 + \frac{c_{D, F', m_F}^* c_{D, F', m_F}}{\Delta_{b, F', D}} |\Omega_b, D|^2 + \frac{c_{D, F', m_F}^* c_{D, F', m_F}}{\Delta_{c, F', D}} |\Omega_c, D|^2 + \delta_{m_F} \right| m_F \right\} \langle m_F | \langle m_F | + \hbar c, \}
\]

(S14)

where \( F = 1, D = 1, 2 \) indicates the transitions for \( D_1 \) and \( D_2 \) lines, \( F' = 1, 2 \) and \( F' = 0, 1, 2 \) for \( D = 1 \) and \( D = 2 \), respectively. \( c_{D, F', m_F} \) is the Clebsh-Gordon coefficient between \(|F, m_F \rangle\) and \(|F', m_F \rangle\) states for \( D_1 \) (\( D_2 \)) line and \( \Delta_{a, F', D} = \omega_\zeta - (\omega_{F', m_F} - \omega_{F, m_F}^b) \) \( (\zeta = a, b, c) \) is the one-photon detuning, where \( \omega_\zeta, \omega_{F, m_F}^b \) and \( \omega_{F', m_F}^c \) are angular frequencies for laser \( \zeta = a, b, c \) and the corresponding energy levels of ground state and excited state, respectively. \( \Omega_a, D = -\vec{d}_D \cdot \vec{E}_\zeta / \hbar \) \( (\zeta = a, b, c) \) are the Rabi frequencies, where \( \vec{d}_D \) \( (D = 1, 2) \) are the effective dipole moment vector of \( D_1 \) and \( D_2 \) transition, respectively. \( |m_F \rangle = |F = 1, m_F = -1, 0, 1 \rangle \) correspond to \(|1\rangle, |2\rangle \) and \(|3\rangle \), respectively. \( \delta_{m_F} \) \( (m_F = -1, 0, 1) \) are defined as \( \delta_{-1} = 0, \delta_0 = \Delta_{a, F', D}^{-1, -1} - \Delta_{b, F', D}^{-1, 0} \) and \( \delta_1 = \Delta_{a, F', D}^{1, -1} - \Delta_{b, F', D}^{1, 0} \) ...
\(\Delta_{0,F,F'}^{D}\). Since laser \(a\) and \(b\) are blue detuned from \(D_1\) line while laser \(c\) is red detuned from \(D_1\) line, laser \(c\) only contributes to the AC stark shift terms in diagonal matrix elements. If we rewrite eqn. (S14) as

\[
HR = H_{11}|1\rangle\langle 1| + H_{22}|2\rangle\langle 2| + H_{33}|3\rangle\langle 3| + H_{12}|1\rangle\langle 2| + H_{23}|2\rangle\langle 3| + \text{h.c.},
\]

and if \(H_{22} = H_{11}\) and \(|H_{33} - H_{22}| \gg H_{23}\), then \(|1\rangle\) and \(|2\rangle\) are well isolated from the third state, \(|3\rangle\), and the effective two-level Hamiltonian takes the form

\[
H_e = H_{11}|1\rangle\langle 1| + H_{22}|2\rangle\langle 2| + H_{12}|1\rangle\langle 2| + \text{h.c.}
\]

The above condition can be satisfied by introducing proper laser frequencies in our Raman process. Specifically, in our calculations, with \(a_0 = 4\), one group of possible experimental parameters are \(B = 10\)G, \(\lambda_a \approx 791.56\)nm, \(\lambda_b \approx 791.56\)nm and \(\lambda_c \approx 805.96\)nm. The two-photon detuning between \(|1\rangle\) and \(|2\rangle\) transition is around 400kHz. All the time-dependent and spatially dependent AC Stark shifts in the diagonal elements are negligibly small due to the opposite AC stark shift caused by laser \(c\). The corresponding Floquet driving frequency is \(\omega = 2\pi \times 400\)kHz. Ignoring the constant term proportional to the identity matrix, we get the desired Hamiltonian, \(H_d\), in the main text from the effective two-level Hamiltonian, \(H_e\).

The next issue we care about is the scattering limited lifetime of the Bose gas. Using the well-developed theory in optical scattering in cold atom ensembles[56], the scattering rate can be written as

\[
\gamma_{sc} \approx \frac{\pi c^2 \Gamma^2}{2\hbar \omega_0^2} \left( \frac{2}{\Delta_{D_2}} + \frac{1}{\Delta_{D_1}} \right) (I_a + I_b + I_c),
\]

where \(c\) is the speed of light, \(\Gamma \approx 2\pi \times 6\)MHz is the natural linewidth, and \(\Delta_{D_1}\) and \(\Delta_{D_2}\) are the one-photon detunings with respect to the \(D_1\) and \(D_2\) lines, respectively. By plugging in our parameters and using a Gaussian beam waist of 200\(\mu\)m, the life time \(\tau_{sc} = 1/\gamma_{sc} \approx 133\)ms, which is sufficient for experimental applications.