PGADA: Perturbation-Guided Adversarial Alignment for Few-shot Learning Under the Support-Query Shift
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Abstract. Few-shot learning methods aim to embed the data to a low-dimensional embedding space and then classify the unseen query data to the seen support set. While these works assume that the support set and the query set lie in the same embedding space, a distribution shift usually occurs between the support set and the query set, i.e., the Support-Query Shift, in the real world. Though optimal transportation has shown convincing results in aligning different distributions, we find that the small perturbations in the images would significantly misguide the optimal transportation and thus degrade the model performance. To relieve the misalignment, we first propose a novel adversarial data augmentation method, namely Perturbation-Guided Adversarial Alignment (PGADA), which generates the hard examples in a self-supervised manner. In addition, we introduce Regularized Optimal Transportation to derive a smooth optimal transportation plan. Extensive experiments on three benchmark datasets manifest that our framework significantly outperforms the eleven state-of-the-art methods on three datasets. Our code is available at https://github.com/772922440/PGADA.
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1 Introduction

Recently, deep learning models have celebrated success in several computer vision tasks [22,18,17], which require large amounts of labeled data. However, collecting sufficient labels to train the model parameters involves considerable human effort, which is unacceptable in practice [12]. Moreover, the labels of training data and testing data are usually disjoint, i.e., the labels in the testing phase are unseen in the training phase. In contrast, few-shot learning aims to learn the model parameter by a handful of training data (support sets) and adapt to the testing data (query sets) [30,11,2], effectively. In the testing phase, the model classifies the query set into the support sets according to the distance of their embeddings.

While these approaches extract rich contextual features from the images, the embeddings from the support set and the query set usually exhibit certain distribution shifts, i.e., the Support-Query Shift [2]. For example, the images are captured by various devices, e.g., smartphones and single-lens reflex cameras in different environments, e.g., foggy and high-luminance. Since the learned embeddings are located in different spaces, degrading the model performance, optimal transportation [8] has been proposed...
Fig. 1: (a) Illustration of the support-query shift in a 3-way 1-shot classification task, where the support set and the query set are embedded into different distributions. (b) First, we embed the support set and the query set via an embedding model $\phi$ into a feature space. Next, optimal transportation is employed to align the support set (red) and the query set (green). But, the small perturbations may misguide the transported results, leading to wrong predictions, i.e., classify the green circle to the red triangle.

to stage the embeddings from different domains into the same latent space. However, in this paper, we theoretically prove that optimal transport can be easily misguided by small perturbations in the images (as illustrated in Fig. 1).

Meanwhile, several training techniques [36,13] have been proposed to derive a more robust embedding model against the perturbations. On the one hand, data augmentation methods transform a single image [25] or combine multiple images [33,34] to create more training samples at pixel level. However, these methods cannot create new information which is not included in the given data [36]. On the other hand, adversarial training methods such as projected gradient descent (PGD) [23], AugGAN [16] are used to find the perturbed images to confuse the model, i.e., predicting an incorrect label, as the additional training samples. However, these methods usually require numerous iterations to generate the adversarial examples by optimizing a predefined adversarial loss, which is computationally intensive. Besides, a clear trade-off has been shown between the accuracy of a classifier and its robustness against adversarial examples [13].

To address the above issues, we propose Perturbation-Guided Adversarial Alignment (PGADA) to relieve the misalignment problem from small perturbations via deriving a more robust feature extractor and a smooth transportation plan under distribution shifts.

The contributions of this work are summarized as follows.

- We formally investigate how the perturbation in the images would affect the results of optimal transportation under the Support-Query Shift.
- We propose Perturbation-Guided Adversarial Alignment (PGADA) to relieve the misalignment problem from small perturbations via deriving a more robust feature extractor and a smooth transportation plan under distribution shifts.
Extensive experiments manifest that PGADA outperforms eleven state-of-the-art methods by 10.91% on three public datasets.

2 Preliminary

2.1 Few-shot Learning

Given a labeled support set \( S = \bigcup_{c \in C} S_c \), with \( C \) classes, where each class \( c \) has \( |S_c| \) labeled examples, the goal of few-shot learning is to classify the query set \( Q = \bigcup_{c \in C} Q_c \) into these \( C \) classes. Let \( \phi \) denotes the embedding model \( \phi(x) \in \mathbb{R}^d \), which encodes the data point \( x \) to the \( d \)-dimensional feature. \( \phi \) is learned from a labeled training set \( D = \{ x_i, y_i \}_{i=1}^{||D||} \), where \( x_i \) is the data point and \( y_i \) is the corresponding label. The embedding model can be learned by empirical risk minimization (ERM),

\[
\min_{\phi, \theta} \mathbb{E}_{(x, y) \sim D} [L(\theta(\phi(x)), y)],
\]

where \( \theta \) is a trainable parameter to map the embedding \( \phi(x) \) to the class \( y \).

Through the embedding model \( \phi \), we can encode the data points in support set (i.e., \( x_{s,i} \in S \)) and query set (i.e., \( x_{q,j} \in Q \)) to the feature \( \phi(x_{s,i}) \) and \( \phi(x_{q,j}) \), respectively. These features are used as input to a comparison function \( M \), which measures the distance, e.g., \( l_2 \)-norm, between two samples. Specifically, we classify the query example \( \phi(x_{q,j}) \) by averaging the embedding \( \phi(x_{s,i}^c) \) of the support set in class \( S_c \), which can be written as follows.

\[
\phi(x_s)^c = \frac{1}{|S_c|} \sum_{x_{s,i} \in S_c} \phi(x_{s,i}), \quad y_q = \arg \min_c M(\phi(x_s)^c, \phi(x_{q,j})).
\]

2.2 The Support-Query Shift and Optimal Transportation

The conventional few-shot learning methods assume the support set and the query set lie in the same distribution. A more realistic setting is that the support set \( S \) and the query set \( Q \) are sampled from different distributions \( \mu_s \) and \( \mu_q \), the embeddings for the support set \( S \) (i.e., \( \phi(x_s) \)) and the query set \( Q \) (i.e., \( \phi(x_q) \)) are likely to lie in different embedding spaces. Thus, it would lead to a wrong classification result via the comparison module \( M(\phi(x_s), \phi(x_q)) \).

To tackle with the support-query shift, optimal transportation [8] is one of the effective techniques to align different distributions by a transportation plan \( \pi(\mu_s, \mu_q) \), which can formally be written as follows.

\[
W(\mu_s, \mu_q) = \inf_{\pi \in \Pi(\mu_s, \mu_q)} \int w(x_s, x_q) d\pi(x_s, x_q),
\]

where \( \Pi(\mu_s, \mu_q) \) is the set of transportation plans (or couplings) and \( w \) is the cost function, and \( W \) is the overall cost of transporting distribution \( \mu_s \) to \( \mu_q \). In our practice, we select \( l_2 \)-norm of the embedding vector, i.e., \( \|\phi(x_s) - \phi(x_q)\|_2 \), as our distance function \( w \).

Since there are only finite samples for both the support set \( x_{s,i} \in S \) and the query set \( x_{q,j} \in Q \), the discrete optimal transportation adopts the empirical distributions to
estimate the probability mass function $\hat{\mu}_s = \sum \delta_{s,i}$, and $\hat{\mu}_q = \sum \delta_{q,j}$, where $\delta_{s,i}$ and $\delta_{q,j}$ is the Dirac distribution. We obtain

$$\pi^* = \arg \min_{\pi} \sum_{x_{s,i} \sim \hat{\mu}_s, x_{q,j} \sim \hat{\mu}_q} w(x_{s,i}, x_{q,j}) \pi(x_{s,i}, x_{q,j})$$

Then, Sinkhorn’s algorithm [9] is adopted to solve the optimal transportation plan $\pi^*$.

Equipped with the optimal plan $\pi^*$, we transport the embeddings of the support set $\phi(x_{s,i})$ to $\hat{z}_{s,i}$ by barycenter mapping [8] to adapt the support set to the query set.

$$\hat{\phi}(x_{s,i}) = \frac{\sum_{x_{q,j} \in Q} \pi^*(x_{s,i}, x_{q,j}) \phi(x_{q,j})}{\sum_{x_{q,j} \in Q} \pi^*(x_{s,i}, x_{q,j})}.$$  

(3)

$\hat{\phi}(x_{s,i})$ denotes the transported embedding of $x_{s,i}$. Therefore, we can correctly measure the distance metric $M(\hat{\phi}(x_{s,i}), \phi(x_{q,j}))$ in a shared embedding space.

3 Methodology

Here, we first investigate the misestimation of optimal transport of perturbed images. Then, we illustrate our framework, namely Perturbation-Guided Adversarial Alignment (PGADA), which relieves the perturbation in the images and derives a more robust embedding model. In addition, a regularized optimal transportation is introduced to align the support set and the query set better, which takes more data points from the query set as anchors to enhance the error tolerance.

3.1 Motivation

We observe that optimal transportation has a challenge, which comes from the quality of the embedding $\phi(x)$, i.e., the perturbation in the image may misguide the transportation plan. For example, clean images’ embeddings may give a better transportation plan than those of foggy images. With some derivation, we formally estimate the error of transported embedding $\hat{\phi}(x_{s,i})$ in Eq. (3) as follows,

**Theorem 1.** The error of the transported embedding is

$$E[\|\hat{\phi}(x_{s,i}) - \hat{\phi}_\sigma(x_{s,i})\|^2_2] = \sqrt{d(\sigma_s^2 + \sigma_q^2)},$$

where $\hat{\phi}_\sigma(x_{s,i})$ is the transported embedding from the perturbed distribution $W_\sigma(\mu_s, \mu_q)$. $W_\sigma(\mu_s, \mu_q) := W(\mu_s * N_{\sigma_s}, \mu_q * N_{\sigma_q})$ denotes the original support and query set distributions $\mu_s$ and $\mu_q$ being perturbed with Gaussian noises $\sigma_s$ and $\sigma_q$, and $*$ is the convolution operator.

As the noise level, i.e., $\sigma_s$ and $\sigma_q$, increases, it is more likely to mislead the transportation plan and alleviate the model’s performance. Therefore, it’s non-trivial to learn a better embedding model $\phi$ having a better capability of noise tolerance such that $\phi(x_p) \approx \phi(x)$, where $x_p$ is original image $x$ with small perturbation.
3.2 Perturbation-Guided Adversarial Alignment (PGADA)

According to the Theorem 1, the optimal transport can be easily misguided by considering perturbed images. The goal of PGADA is to generate a set of augmented data to derive a more robust embedding model and relieve the perturbation in images. Recently, MaxUp [13] synthesized augmented data by minimizing the maximum loss over the augmented data \( x_p \), which can be formally written as follows.

\[
\min_{\phi, \theta} \mathbb{E}_{(x,y) \sim D} \left[ \max_{x_p} L(\theta(\phi(x_p)), y) \right],
\]

and can be easily minimized with stochastic gradient descent (SGD). Specifically, MaxUp samples a batch of augmented data \( x_p \) and compute the gradient of the data point which has the highest loss \( L \). Therefore, the model would learn the hardest example over all augmented data \( x_p \).

However, it’s hard to collect sufficient labels for each class in few-shot learning. Therefore, instead of maximizing the empirical risk of the labeled data by Eq. (4), we introduce a self-supervised learning-based objective.

\[
\min_{\phi} \mathbb{E}_{x \sim D} \left[ \max_{x_p} M(\phi(x_p), \phi(x)) \right],
\]

where \( M \) is the comparison module in few-shot learning, e.g., \( l_2 \)-norm. By maximizing the distance between \( \phi(x_p) \) and \( \phi(x) \), PGADA generates perturbed image \( x_p \), which is less similar to the original image \( x \) in embedding space, as a hard example. To effectively generate the perturbed data, we introduce a semantic-aware perturbation generator to synthesize the augmented data.

\[
x_p = G(x), \ s.t. \ |x_p - x|_2 \leq \epsilon,
\]

where \( G \) is a model to generate the perturbed image \( x_p \).\(^1\) Besides, we utilize dropout [14] to provide the randomness of our model. Compared to conventional adversarial training techniques [23,31], which usually sample the perturbed images from an i.i.d distribution \( x_p \sim \mathcal{D}(\cdot|x) \), e.g., Gaussian distribution, our method can encode the semantic of the image \( x \) without requiring many samples to achieve convergence [13].

\(^1\)We employ a 3-layer convolutional neural network as our \( G \).
At the training phase (illustrated in the left of Fig. 2), we also minimize the empirical risk of the perturbed data $x_p$ to ensure that the generator persists enough information to predict the original label $y$ with KL divergence [22]. The objective is,

$$
\max_G M(\phi(G(x)), \phi(x)) - KL(\phi(G(x)), y).
$$

(7)

Then, we adopt stochastic gradient descent (SGD) [3] to train our generator $G$. It is worth noting that we fix the parameters of the embedding model $\phi$ and $\theta$ when training the generator $G$ to stabilize the training process [1].

In addition, we minimize the KL divergence of the original data $x$ and the perturbed data point $x_p$ to train the embedding model (illustrated in the right of Fig. 2).

$$
L_{ori} = KL(\theta(\phi(x)), y), \quad L_{adv} = KL(\theta(\phi(x_p)), y)).
$$

To enhance the generalizability of the embeddings, we also leverage the unlabeled data by the auxiliary contrastive self-supervised learning [6]. At each iteration, we sample $N$ images either from training or testing set, and generate 2 augmentations for each image, i.e., each augmented image has 1 positive example and $2N-1$ corresponding negative examples with the self-supervised loss defined as follows.

$$
L_{self} = \frac{1}{2N} \sum_{k=1}^{N} [\ell(2k-1, 2k) + \ell(2k, 2k-1)].
$$

(8)

$\ell$ denotes the NT-Xent Loss [6], which can be written as,

$$
\ell(i, j) = -\log \frac{\exp (\cos(z_i, z_j)/\tau)}{\sum_{k=1}^{2N} \mathbb{1}_{k \neq i} \exp (\cos(z_i, z_k)/\tau)},
$$

where $z_s$ is defined as $W\phi(x_s)$, and $W$ is a trainable projection matrix. Summing up, the overall all objective becomes

$$
\min_{\phi, \theta} L_{ori} + \lambda_1 L_{adv} + \lambda_2 L_{self},
$$

(9)

where $\lambda_1$ and $\lambda_2$ are the trade-off parameters between each loss. Similarly, the classifier $\theta$ is trained by minimizing $L_{ori}$ and $L_{adv}$. The pseudo code is presented in Algorithm 1.

### 3.3 Regularized Optimal Transportation

After deriving a robust embedding model, we extend the original transportation (Eq. 2) with negative entropy regularization to align the support set and the query set. Thus, the transport plan is penalized as follows.

$$
\pi^* = \arg \min_{\pi} \sum_{x_{s,i} \sim \mu_s, \quad x_{q,j} \sim \mu_q} \beta w(x_{s,i}, x_{q,j})\pi(x_{s,i}, x_{q,j}) + (1 - \beta)\pi(x_{s,i}, x_{q,j}) \log \pi(x_{s,i}, x_{q,j}),
$$

(10)

\[Note that it is valid to access the images from testing set in few-shot learning, which is named transductive few-shot learning [22].]
Algorithm 1 PGADA

Require: Dataset $D$, comparison module $M$, learning rate $\eta$, trade-off parameters $\lambda_1$ and $\lambda_2$.
Ensure: Embedding model $\phi$

1. Initialize generator $G$, embedding model $\phi$, and classifier $\theta$.
2. for \( \{x, y\} \) in $D$ do
3. \# fixed $\phi, \theta$, update $G$
4. $x_p = G(x)$, $L_{\text{dist}} = -M(\phi(x_p), \phi(x))$, $L_{\text{adv}} = KL(\theta(\phi(x_p)), y)$
5. $G \leftarrow G - \eta \nabla (L_{\text{dist}} + L_{\text{adv}})$ \# Generated less similar data points with perturbations.
6. \# fixed $G$, update $\phi, \theta$
7. $x_p = G(x)$, $L_{\text{ori}} = KL(\theta(\phi(x)), y)$, $L_{\text{adv}} = KL(\theta(\phi(x_p)), y)$
8. $\phi \leftarrow \phi - \eta \nabla (L_{\text{ori}} + \lambda_1 L_{\text{adv}} + \lambda_2 L_{\text{self}})$
9. $\theta \leftarrow \theta - \eta \nabla (L_{\text{ori}} + \lambda_1 L_{\text{adv}})$ \# classifying the generated samples correctly.

where $\beta$ is the weight parameter to determine the smoothness of the transportation plan. In other words, the data points in the support set take more data points in the query set as anchors for alignment. Accordingly, we can better align the support set to the query set because each labeled data point is representative, especially with limited data points and labels.

4 Experiment

We compare PGADA to eleven baselines, including conventional few-shot learning methods and adversarial data augmentation methods on three real datasets.

4.1 Experiment Setup

Datasets. Following [2], we validate our framework on three benchmark datasets in few-shot learning. 1) CIFAR100 [20] consists of 60,000 images, evenly distributed in 100 classes (64 classes for training, 10 classes for validation, and 25 classes for testing). 2) miniImageNet [29] is a subset of ImageNet, with 60,000 images from 100 classes (64 classes for training, 16 classes for validation, and 20 classes for testing). 3) FEMNIST [5] is a dataset with 805,263 handwritten characters in 62 classes (42 classes for training, 10 classes for validation, and 10 classes for testing).

Evaluation. Following [2], the average top-1 accuracy scores with 95% confidence interval from 2000 runs are reported. All experiments are under the 5-way setting. Note that we conduct the tasks of 1-shot and 5-shot with 8-target and 16-target, i.e., 1 or 5 instances per class in the support set and 8 or 16 instances in query set, in CIFAR100, and miniImageNet. While in FEMNIST, we only adopt tasks of 1-shot and 1-target, restricted by the setting of the dataset.

Implementation. We use a 4-layer convolutional network as the embedding model $\phi$ on CIFAR100 and FEMNIST, and ResNet18 for miniImageNet. As a general framework, we combine PGADA with two classifiers, i.e., ProtoNet and MatchingNet. The hyperparameters are selected by grid search with $\eta = 1e-3$, $b = 128$, $d = 128$, $\lambda_1 = 1$, $\lambda_2 = 1$, $\beta = 0.5$, respectively. Note that we also employ transductive batch normalization [21]. Besides, SGD optimizer [19] is adopted to train all models in 200 epochs with early stopping. All experiments are implemented in a server with a Intel(R) Core(TM) i9-9820X CPU@3.30GHz, and a GeForce RTX 3090 GPU.
data augmentation, we also compare six adversarial data augmentation methods, in-
similar patterns to the original images to alleviate the data sparsity problem, which

| Dataset        | CIFAR100 | minImageNet | FEMNIST |
|----------------|----------|-------------|---------|
|               | 8-shot   | 16-shot     | 8-shot  | 16-shot | 8-shot | 16-shot |
| MatchingNet [19] | 50.71±0.05 | 61.15±0.06 | 51.00±0.03 | 61.83±0.07 | 55.26±0.10 | 64.75±0.10 | 57.20±0.08 | 64.22±0.13 | 84.25±0.71 |
| ProtoNet [20]   | 30.02±0.40 | 12.77±0.10 | 30.29±0.31 | 42.52±0.41 | 36.37±0.10 | 47.58±0.17 | 35.69±0.45 | 46.29±0.31 | 84.31±0.73 |
| TransPropNet [21] | 34.15±0.10 | 17.39±0.10 | 34.20±0.10 | 44.31±0.10 | 24.10±0.31 | 27.24±0.31 | 25.38±0.30 | 28.05±0.10 | 86.42±0.76 |
| FTNet [19]      | 28.93±0.10 | 17.29±0.10 | 28.66±0.10 | 37.37±0.10 | 39.02±0.10 | 51.27±0.10 | 39.70±0.10 | 52.00±0.10 | 86.13±0.71 |
| TP [2]          | 34.00±0.10 | 19.71±0.10 | 35.55±0.10 | 50.24±0.10 | 40.49±0.10 | 59.85±0.10 | 43.83±0.10 | 55.87±0.10 | 93.63±0.44 |

Adversarial Data Augmentation

| Method       | CIFAR100    | minImageNet | FEMNIST |
|--------------|-------------|-------------|---------|
| MixUp [2]    | 47.82±0.10  | 52.57±0.10  | 58.52±0.41 | 53.33±0.10 | 42.98±0.10 | 51.22±0.10 | 43.64±0.10 | 51.33±0.12 | 97.22±0.40 |
| CutMix [3]   | 59.30±0.10  | 54.79±0.10  | 57.05±0.10 | 55.44±0.10 | 45.50±0.10 | 53.78±0.10 | 44.95±0.10 | 53.79±0.12 | 96.89±0.40 |
| Autoencoder [24] | 39.05±0.10 | 53.24±0.10 | 58.92±0.41 | 53.88±0.10 | 45.36±0.10 | 57.69±0.10 | 45.65±0.10 | 57.39±0.12 | 96.53±0.43 |
| AugGAN [16]  | 49.54±0.10  | 53.09±0.10  | 59.50±0.41 | 53.42±0.10 | 44.65±0.10 | 57.55±0.10 | 44.91±0.10 | 57.10±0.12 | 96.42±0.12 |
| MaxEntropy [16] | 38.14±0.10 | 51.02±0.10 | 58.21±0.10 | 51.33±0.10 | 48.21±0.10 | 57.67±0.10 | 49.99±0.10 | 59.01±0.12 | 97.19±0.11 |
| MaxUp [13]   | 34.84±0.10  | 57.31±0.10  | 57.50±0.10 | 47.63±0.10 | 37.62±0.10 | 48.65±0.10 | 38.13±0.10 | 49.19±0.10 | 96.48±0.13 |
| PGADA (ProtoNet) | 42.16±0.14 | 56.54±0.10 | 62.74±0.41 | 59.83±0.10 | 55.44±0.10 | 67.34±0.10 | 57.69±0.10 | 66.90±0.10 | 97.98±0.40 |
| PGADA (MatchingNet) | 42.25±0.14 | 56.90±0.10 | 62.69±0.41 | 59.70±0.10 | 56.15±0.10 | 63.08±0.10 | 56.12±0.10 | 63.61±0.10 | 97.96±0.10 |

Table 1: Accuracy comparison of the three datasets with two types of baselines.

4.2 Quantitative Analysis

Few-shot learning. We first compare five state-of-the-art few-shot learning meth-
ods, including i) MatchingNet [30], ii) ProtoNet [26], iii) TransPropNet [21], iv) FT-
NET [10], and v) Transferred Prototypes (TP) [2]. As shown in Table 1, PGADA out-
performs the best baseline (TP) by at least 13.12% in CIFAR100, 12.51% in mini-
ImageNet, and 4.65% in FEMNIST, respectively. Note that PGADA achieves the best
improvement on minImageNet, since the image size of minImageNet is the largest one
compared to CIFAR100 and FEMNIST. In addition, PGADA achieves better improve-
ment in the tasks of 1-shot (i.e., 22.46%) than the tasks of 5-shot (14.77%) averagely,
which demonstrates the robustness of our method, especially with limited labeled data.
Compared with the first four baselines, i.e., ProtoNet, MatchingNet, TransPropNet, and
FTNET, our method achieves consistent improvement, 41.48%, 39.78%, 71.61%, and
54.85%, respectively, since these methods do not consider the inherent distribution shift
between the support and query set. While TP also utilizes optimal transport to align the
support and query set, it still shows relatively weak performance compared to PGADA
because the transportation plan of TP is misguided by the small perturbations in the
images, as proved in Theorem 1. Since PGADA is a model agnostic adversarial align-
ment framework, we equip PGADA with different classifiers, e.g., ProtoNet and Match-
ingNet. Our framework outperforms the baseline by 39.78% and 21.81% in ProtoNet
and MatchingNet, respectively, manifesting the generability of PGADA. We observe
that ProtoNet outperforms MatchingNet in the 5-shot case as the prototypes reduce the
bias by averaging the embedding vectors, which is more robust.

Adversarial data augmentation. In addition, as our method is closed to adversarial
data augmentation, we also compare six adversarial data augmentation methods, in-
cluding vi) MixUp [34], vii) CutMix [33], viii) Autoencoder [24], ix) AugGAN [16],
ix) MaxEntropy [36], and x) MaxUp [13]. According to Table 1, PGADA outperforms
MixUp and CutMix by 9.12% and 8.84% on average. Compared with the Autoencoder
and AugGAN, our method improved by 11.77% and 12.41% because they synthesize
similar patterns to the original images to alleviate the data sparsity problem, which
cannot create new information that is not included in the given data [13]. In contrast, PGADA is able to explore the perturbed data that is most likely to confuse the model, which can be regarded as hard examples. Compared to MaxEntropy, which uses opposite gradients to search the worst data point, we observe that PGADA outperforms MaxEntropy by 6.52% on average since PGADA adds noise to the generator, increasing the uncertainty of the generated data. Then, by adding these data points to the training phase, the model can defense against more unknown perturbations attacking, resulting in higher accuracy. In addition, our method also significantly outperforms MaxUp because the selected worst data point in MaxUp is still near the original images, resulting in less robustness. In addition, PGADA is more suitable for few-shot learning, as it generates the perturbations in a self-supervised manner by comparing the embedding of original images and perturbed images to explore hard examples.

### 4.3 Ablation Studies

We conduct ablation studies to evaluate the importance of different modules in PGADA. Note that we only present the results of PGADA with ProtoNet as PGADA with MatchingNet shows similar ones.

**Effect of Generator.** We compare PGADA with three different variants of the generator, including i) fixed G, fixing the parameters of the generator, ii) w/o noise, removing the noise function of the generator, and iii) w/o KL, removing the classification loss of perturbed data. When we fix the parameters of the generator, we can observe that the performance of PGADA drops by 8.46%, 24.31%, and 1.63% in three datasets, respectively. It demonstrates that our trainable generator is able to extract the information from original images \(x\) to generate meaningful perturbed images \(x_p\). As we remove the noise, it also shows a consistent decline in performance, which demonstrates that leveraging some randomness in the training process is helpful to explore the perturbation. Lastly, our method without classification loss (i.e., w/o KL) still outperforms TP [2]. It demonstrates that the self-supervised-learning-based objective function (Eq. 5) works well to learn the inherent information from the original data, leading to a robust embedding model. However, the classification loss of the perturbed data also boosts the model capability as it regularizes the generator by preserving useful information to predict a correct label, rather than exploration via random walk, which is less efficient.
Effect of Regularized Optimal Transportation. Here, we investigate the effect of regularized optimal transportation (OT), which plays a crucial role during the evaluation phase in few-shot learning under the support-query shift. It shows that OT significantly improves the model’s capability since it aligns the distributions of the support and query set. Even though the performance of PGADA drops as we remove OT, PGADA still outperforms the state-of-the-art method TP [2], which also utilizes OT by 4.86%. Also, compared TP to TP w/o OT, we observe that optimal transportation in TP does not perform well as in PGADA. This observation echoes the motivation of this work (Theorem 1), i.e., the small perturbations misguide the optimal transportation plan. Also, this result manifests that a robust embedding model indeed alleviates the support-query shift in few-shot learning.

Effect of Self-Supervised Learning. Last, we evaluate the effect of self-supervised learning. Equipped with the contrastive loss, PGADA improves by 5.83%, 12.13%, and 0.94% in three datasets, respectively, since the model leverages the structural information of the unlabeled data in the training phase and thus leaps in model performance. The results also demonstrate that PGADA and self-supervised learning can incorporate together to explore the information from the training set and testing set to improve the generality of the embedding model. Understanding why this combination performs well is interesting for future works.

5 Related Work

Few-shot Learning. Few-shot learning can be divided into three main categories, including optimization-based method [11], hallucination-based method [15], and metric-based method [30]. On the one hand, the optimization-based methods aim to train a quickly adaptive model and quickly adapt to other tasks by fine-tuning [11,4]. On the other hand, the hallucination-based methods hallucinate the scarce labeled data by synthesizing representations [15] with Generative Adversarial Networks (GANs) [1]. Our work is most relevant to the metric-based methods where Vinyals et al. [30] and Snell et al. [26] introduce the pairwise (and classwise) metrics to determine the label of the query set according to the support set. Sung et al. [27] model the non-linear relation between class representations and queries by neural networks. Moreover, cross-domain few-shot learning [7] argues that the training and testing sets may not lie in the same distribution. Thus, several techniques such as optimal transport [8], self-supervised learning [35,22] have been introduced to relieve the domain shift. While the domain shift not only occurs between the training set and the testing set but also between the support set and the query set [2]. In addition, the optimal transport plan can be easily misguided by the perturbation in the images and leads to unacceptable performance.

Data Augmentation and Adversarial Training. Data augmentation has been widely used in machine learning with various transformations on a single image [25], e.g., resizing, flipping, rotation, cropping, or multiple images, e.g., MixUp [34] and CutMix [33]. Another line of studies [6,32] works on several self-training schemes by maximizing the pairwise similarity of augmented data. However, the aforementioned methods cannot create new information not included in the given data [28] since they synthesize and train on similar images. In contrast, adversarial training [25,36] has been developed to defend against adversarial attacks, which conducts the attack to generate
perturbed examples from clean data that the model misclassifies. Then, the generated examples are used as training data to compensate for the model weaknesses, contributing to model robustness. A similar work, MaxUP [13], generates a set of random augmented data and searches the hardest example that would maximize the classification loss. However, MaxUp requires numerous random augmented data to explore more information, thus leading to ineffectiveness. In contrast, PGADA directly generates hard samples in a self-supervised manner, which is simpler and computationally efficient.

6 Conclusion

In this paper, we propose Perturbation-Guided Adversarial Alignment (PGADA) to solve the support-query shift in few-shot learning. Our key idea is to generate perturbed images that are hard to classify and then train on these perturbed data to derive a more robust embedding model and alleviate the misestimation of optimal transportation. In addition, a negative entropy regularization is introduced to obtain a smooth transportation plan. The experiment results manifest that PGADA outperforms eleven baselines by at least 13.12% in CIFAR100, 12.51% in miniImageNet, and 4.65% in FEMNIST, respectively. Future works include applying PGADA to other computer vision tasks and incorporating it with other data augmentation schemes.
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