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\textbf{ABSTRACT}

Picture hesitant fuzzy set (PHFS) is a recently developed tool to cope with uncertain and awkward information in realistic decision issues and is applicable where opinions are of more than two types, i.e., yes, no, abstinence and refusal. Similarity measures (SMs) in a data mining context are distance with dimensions representing features of the objects. Keeping the advantages of the above analysis, in this manuscript, the authors proposed SMs for PHFSs, including cosine SMs for PHFSs, SMs for PHFSs based on cosine function, and SMs for PHFSs based on cotangent function. Further, entropy measure, TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution) based on correlation coefficient are investigated for PHFSs. Further, some weighted SMs are also proposed and then applied to the strategic decision-making problem and the results are discussed. Moreover, we take two illustrative examples to compare the established work with existing drawbacks and also show that the existing drawback cannot solve the problem of established work. But on the other hand, the new approach can easily solve the problem of the existing drawback. Finally, the advantages of the new approach are discussed.
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1. Introduction

Zadeh introduced the notion of a fuzzy set (FS) [1]. FS is an important tool to cope with uncertain and unpredictable information in real life. Basically, FS gives us a membership function which has a degree of membership denoted by $\alpha$ for each element of the universal set $X$ on a scale of 0 to 1. Atanassov \cite{2,3} extended the concept of FS to IFS, whereas the degrees of membership denoted by $\alpha$ and non-membership denoted by $\beta$ for each element of the universal set $X$ on a scale of 0 to 1. An IFS is defined as the sum of $\alpha$ and $\beta$ must belong on a scale of 0 to 1, i.e. $\text{Sum}(\alpha, \beta) \in [0, 1]$ and also IFS reduces to FS by taking $\beta = 0$. For some other recent work on these fields, one may refer to Yazdanbakhsh et al. \cite{4}, Asaif et al. \cite{5}, Jan et al. \cite{6}, Kumar and Garg \cite{7,8}, Mahmood et al. \cite{9} and Kim et al. \cite{10}. In the case of IFS, we know that it has only phenomena of yes or no types. So due to this limitation,
Cuong [11] introduced the concept of PFS, whereas the degrees of membership denoted by $\alpha$, indeterminacy denoted by $\eta$, and non-membership denoted by $\beta$ for each element on a scale of 0 to 1. A PFS is defined as the sum of $\alpha$, $\eta$ and $\beta$ must belong on a scale of 0 to 1, i.e. $\text{Sum}(\alpha, \eta, \beta) \in [0, 1]$. Further, we know that PFS having four types of phenomena, i.e. yes, no, indeterminacy and hesitancy. Moreover, PFS reduced to IFS by taking $\eta = 0$ and also reduced to FS by taking $\eta = \beta = 0$. Thus, it is cleared that PFS is the direct generalisation of FS and IFS. For some other related work in these areas, we may refer to Singh [12], Garg [13] and Wei [14,15].

Due to some limitation of the notion of FS, Torra [16] defined the concept of hesitant fuzzy set (HFS), whereas an FS we know that every $\alpha$ as a single value. But on the other hand, HFS is characterised as every $\alpha$ having a finite subset on a scale of 0 to 1. Thus, HFS is a direct generalisation of FS. In the real world, sometimes, one fuzzy framework is not enough to deal with practical problems. There is a common trend of mixing two or more fuzzy frameworks. Beg et al. [17] extended the concept HFS to intuitionistic hesitant fuzzy sets (IHFSs), whereas $\alpha$ and $\beta$ that are applied to universal set $X$, again gives us two different finite subsets of a scale of 0 to 1. An IHFS is defined as the sum of $\max(\alpha)$ and $\min(\beta)$ or sum of $\min(\alpha)$ and $\max(\beta)$ must belong on a scale of 0 to 1. The concept of HFS and IHFS are extensively used in many problems such as Mahmood et al. [18] worked on the generalised aggregation operators for Cubic HFSs, Ullah et al. [19] introduced bipolar-valued HFSs, Farhadinia [20] developed the concept of information measures for HFSs and interval-valued HFSs and Zhai et al. [21] utilised measures of probabilistic interval-valued IHFSs and the application in reducing excessive medical examinations. Some other work in these fields, we may refer to [22–26]. Recently, Wang et al. [27] developed the concept of PHFS and its application in multi-attribute decision making are examined.

SM is an interesting topic in fuzzy mathematics that tells us the degree of similarity of two objects, i.e. how closely two different objects are similar. SMs can be utilised in decision making, pattern recognition, medical diagnosis, clustering, etc. Some SMs of FSs have been introduced by Hesamian et al. [28] and Lohrmann et al. [29]. SMs of IFSs were introduced by Dhavudh et al. [30], Hwang et al. [31] and Song [32]. Li et al. [33] developed SMs between intuitionistic fuzzy (vague) sets and Ye [34] worked on cosine SMs for IFSs and their applications. In [35] Wei discussed SMs for PFSs and their applications and in [36] Wei introduced cosine SMs for PFSs and their applications while in [37] Thao et al. proposed SMs of PFSs picture fuzzy sets based on entropy and their application. Further, Zhang et al. [38] introduced the cosine SMs for HFSs and in [39] Zhang et al. introduced a novel distance and SMs on hesitant fuzzy linguistic term sets and their application in clustering analysis. Moreover, in Reference [40] the authors discussed SMs for TSFSs, Reference [41] proposed SMs for q-rung orthopair based on cosine function, and Reference [42] developed SMs for Pythagorean fuzzy sets based on cosine function while the author of [43] focused on SMs for spherical fuzzy sets based on cosine function. Recently, Ahmad et al. [44] introduced SMs for PHFSs and their applications. In some situations, the theories of HFS and PFS cannot deal effectively, for instance, when a decision maker gives $\{0.6, 0.4, 0.3\}$ for the grade of truth, $\{0.06, 0.04, 0.03\}$ for the grade of abstinence and $\{0.3, 0.2, 0.1\}$ for the grade of falsity then the condition of existing drawbacks cannot deal with it. Because the condition of IHFS is that: sum of the maximum of the truth grade and falsity grade is cannot exceed form unit interval and the condition of picture fuzzy set (PFS) is that the sum of the truth grade, abstinence grade and falsity grade is cannot exceed form unit interval. These all are the special
cases of the picture hesitant fuzzy set (PHFS). PHFS is an important technique to cope with uncertain and unreliable information in realistic decision issues. Due to some healthy and powerful reason, the authors established some new SMs based on cosine function by using PHFSs. The aim of this article was defined as follows:

- The existing SMs developed in References [34,36] have some limitation and cannot be applied to problem were the information is in the form of PHFSs. To resolve this issue, the authors proposed the new approach of SMs for PHFSs.
- Some weighted SMs are also proposed and then applied to SDM problem and the results are discussed.
- Compared the established work with existing drawback and also show the reliability and acceptability of the established work.
- In the last section, the conclusion of the manuscript is discussed. The graphical representation of the similarity measures are discussed in the form of Figure 1.

The remainder of this manuscript is divided many section. In Section 1, we discussed the history of the article in detailed. In Section 2, some basic definitions and notion related to this article are studied. Section 3, the authors introduced the concept of SMs for PHFSs based on cosine and cotangent functions. Section 4 is based on the application of the proposed work and their results and discussed. Section is based on comparative study, we have some advantages of the new work defined so far in Section 3. Finally, the article ends with some future directions.
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Figure 1. Geometrical representation of the cosine similarity measures.
2. Preliminaries

In the following, we introduced some basic definitions and notion related to IFSs, PFSs, HFSs, PHFSs. Further, we studied some SMs of IFSs and PFSs with based on cosine and cotangent functions. In our study by $X$ we mean the universal set and $\alpha$, $\eta$ and $\beta$ denote the degrees of membership, indeterminacy and non-membership on a scale of 0 to 1. Moreover, the notation ‘\' denote the maximum operation and the set of all PHFNs on $X$ denoted by PHFS($X$).

**Definition 1:** [2] An IFS $A$ on $X$ is of the form $A = \{ (x, \alpha_A(x), \beta_A(x)) | x \in X \}$, where $\alpha_A : X \to [0, 1]$ and $\beta_A : X \to [0, 1]$ such that $0 \leq \alpha_A(x) + \beta_A(x) \leq 1$. Further $\delta_A(x) = 1 - (\alpha_A(x) + \beta_A(x))$ is called the degree of hesitancy of $x \in X$ in the set $A$. For convenience, the intuitionistic fuzzy number (IFN) is denoted by $(\alpha, \beta, \delta)$.

In real life, there is some problem which could not be symbolised in IFS theory. For example, in the situation of voting system, human opinions including more answers of such types: yes, no, abstain, refusal. Therefore, Cuong [11] enclosed these gaps by adding the neutral function in IFS theory, Cuong [1] presented the core idea of the PFS model, and the PFS notion is the extension of IFS model. In PFS theory, he basically added the neutral term along with the positive membership degree and negative membership degree of the function is equal to or less than 1.

**Definition 2:** [11] A PFS $A$ on $X$ is of the form $A = \{ (x, \alpha_A(x), \eta_A(x), \beta_A(x)) | x \in X \}$, where $\alpha_A : X \to [0, 1]$, $\eta_A : X \to [0, 1]$ and $\beta_A : X \to [0, 1]$ such that $0 \leq \alpha_A(x) + \eta_A(x) + \beta_A(x) \leq 1$. Further $\delta_A(x) = 1 - (\alpha_A(x) + \eta_A(x) + \beta_A(x))$ is called the degree of hesitancy of $x \in X$ in the set $A$. For convenience, the picture fuzzy number (PFN) is denoted by$(\alpha, \eta, \beta, \delta)$.

The theory of FS have received extensive attention form scholars and numerous researchers have utilised in the environment of different fields [1,2]. But, there was some complications, when a decision maker provides the information’s in the form of subset of unit interval, then the theory of FS cannot able to cope with it. For coping with such types of issues, the theory of hesitant fuzzy sets was presented by Torra [16] which is discussed below.

**Definition 3:** [16] A HFS $A$ on $X$ is of the form $A = \{ (x, \mathcal{H}_A(x)) | x \in X \}$, where $\mathcal{H}_A : X \to [0, 1]$ denote the set of finite values of $x \in X$ in the set $A$. For convenience, the hesitant fuzzy number (HFN) is denoted by $(\mathcal{H})$.

The theories of FS, IFS, PFS and HFS have received extensive attention form scholars and numerous researchers have utilised in the environment of different fields [1–2]. But, there was some complications, when a decision maker provides the information’s for the grade of truth, the grade of abstinence, and the grade of falsity in the form of subset of unit interval, then the theory of exiting theories are cannot able to cope with it. For coping with such types of issues the theory of PHFSs was presented by Ahmad et al. [44] which is discussed below.

**Definition 4:** [44] A PHFS $A$ on $X$ is of the form $A = \{ (x, \alpha_A(x), \eta_A(x), \beta_A(x)) | x \in X \}$, where $\alpha_A : X \to [0, 1]$, $\eta_A : X \to [0, 1]$ and $\beta_A : X \to [0, 1]$ such that $0 \leq \text{Sup}(\alpha_A(x)) + \text{Sup}(\eta_A(x)) + \text{Sup}(\beta_A(x)) \leq 1$. Further, $\delta_A(x) = 1 - (\text{Sup}(\alpha_A(x)) + \text{Sup}(\eta_A(x)) + \text{Sup}(\beta_A(x)))$. For convenience, the picture hesitant fuzzy number (PHFN) is denoted by $(\alpha, \eta, \beta, \delta)$. 

Theories of FS, IFS, PFS and HFS have received extensive attention from scholars and numerous researchers have utilised in the environment of different fields [1–2]. But, there was some complications, when a decision maker provides the information’s in the form of subset of unit interval, then the theory of exiting theories are cannot able to cope with it. For coping with such types of issues, the theory of hesitant fuzzy sets was presented by Torra [16] which is discussed below.

**Definition 4:** [44] A PHFS $A$ on $X$ is of the form $A = \{ (x, \alpha_A(x), \eta_A(x), \beta_A(x)) | x \in X \}$, where $\alpha_A : X \to [0, 1]$, $\eta_A : X \to [0, 1]$ and $\beta_A : X \to [0, 1]$ such that $0 \leq \text{Sup}(\alpha_A(x)) + \text{Sup}(\eta_A(x)) + \text{Sup}(\beta_A(x)) \leq 1$. Further, $\delta_A(x) = 1 - (\text{Sup}(\alpha_A(x)) + \text{Sup}(\eta_A(x)) + \text{Sup}(\beta_A(x)))$. For convenience, the picture hesitant fuzzy number (PHFN) is denoted by $(\alpha, \eta, \beta, \delta)$. 

Theories of FS, IFS, PFS and HFS have received extensive attention from scholars and numerous researchers have utilised in the environment of different fields [1–2]. But, there was some complications, when a decision maker provides the information’s in the form of subset of unit interval, then the theory of exiting theories are cannot able to cope with it. For coping with such types of issues, the theory of hesitant fuzzy sets was presented by Torra [16] which is discussed below.
\((\beta_A(x))\) is called the degree of hesitancy of \(x \in X\) in the set \(A\). For convenience, the picture hesitant fuzzy number (PHFN) is denoted by \((\alpha, \eta, \beta, \delta)\).

**Definition 5:** [34] For two IFNs \(A = (\alpha_A, \beta_A)\) and \(B = (\alpha_B, \beta_B)\) on \(X\), a cosine SM is defined as:

\[
IFC^1(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cos \left[ \frac{\pi}{2} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(1)

**Definition 6:** [34] For two IFNs \(A = (\alpha_A, \beta_A)\) and \(B = (\alpha_B, \beta_B)\) on \(X\) based on the cosine function, then SMs are defined as:

\[
IFC^2(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cos \left[ \frac{\pi}{4} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(2)

**Definition 7:** [34] For two IFNs \(A = (\alpha_A, \beta_A)\) and \(B = (\alpha_B, \beta_B)\) on \(X\) based on the cotangent function, then SM is defined as:

\[
IFCT^1(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cot \left[ \frac{\pi}{4} + \frac{\pi}{4} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(4)

**Definition 8:** [36] For two PFNs \(A = (\alpha_A, \eta_A, \beta_A)\) and \(B = (\alpha_B, \eta_B, \beta_B)\) on \(X\), a cosine SM is defined as:

\[
PFC^1(A, B) = \frac{1}{m} \sum_{i=1}^{m} \frac{\alpha_A(x_i)\alpha_B(x_i) + \eta_A(x_i)\eta_B(x_i) + \beta_A(x_i)\beta_B(x_i)}{\sqrt{\alpha_A^2(x_i) + \eta_A^2(x_i) + \beta_A^2(x_i)}}
\]

(5)

**Definition 9:** [36] For two PFNs \(A = (\alpha_A, \eta_A, \beta_A)\) and \(B = (\alpha_B, \eta_B, \beta_B)\) on \(X\) based on the cosine function, then SMs are defined as:

\[
PFCS^1(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cos \left[ \frac{\pi}{2} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\eta_A(x_i) - \eta_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(6)

\[
PFCS^2(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cos \left[ \frac{\pi}{4} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\eta_A(x_i) - \eta_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(7)

**Definition 10:** [36] For two PFNs \(A = (\alpha_A, \eta_A, \beta_A)\) and \(B = (\alpha_B, \eta_B, \beta_B)\) on \(X\) based on the cotangent function, then SM is defined as:

\[
PFCT^1(A, B) = \frac{1}{m} \sum_{i=1}^{m} \cos \left[ \frac{\pi}{4} + \frac{\pi}{4} (|\alpha_A(x_i) - \alpha_B(x_i)| \lor |\eta_A(x_i) - \eta_B(x_i)| \lor |\beta_A(x_i) - \beta_B(x_i)|) \right]
\]

(8)
Definition 11: [38] For a HFS on the universal set \( X \), \( S(\mathcal{H}(x)) = \frac{1}{|\mathcal{H}(x)|} \sum_{\gamma \in \mathcal{H}(x)} \gamma \) is called the score function of \( \mathcal{H}(x) \), where \( \gamma \) denotes the element in \( \mathcal{H}(x) \) and \( |\mathcal{H}(x)| \) denote the number of element in \( \mathcal{H}(x) \).

Now we define the inclusion of two PHFSs.

Definition 12: [27] Let \( A \) and \( B \) be the PHFSs. Then \( A \subseteq B \) iff

- \( S(\omega_A(x)) \leq S(\omega_B(x)) \Rightarrow \omega_A(x) \leq \omega_B(x) \)
- \( S(\eta_A(x)) \leq S(\eta_B(x)) \Rightarrow \eta_A(x) \leq \eta_B(x) \)
- \( S(\beta_A(x)) \geq S(\beta_B(x)) \Rightarrow \beta_A(x) \geq \beta_B(x) \)

3. SMs Based on Cosine and Cotangent Functions for PHFSs

The aim of this section is to develop some SMs for PHFSs including cosine SM for PHFSs, cosine SMs of PHFSs based on cosine and cotangent functions. The new approaches of SMs developed from here are more general and reliable with the existing SMs defined in Equations (1)–(8). Further, with the help of some remarks we introduced the idea of SMs for IHFSs. In our study \( l_\alpha_A \) mean the length of \( \alpha_A \) and similar. Moreover, \( \alpha^*, \eta^*, \beta^* \) and \( \delta^* \) denote the length and defined as: \( \alpha^* = \max(l_\alpha_A, l_\alpha_B) \), \( \eta^* = \max(l_\eta_A, l_\eta_B) \), \( \beta^* = \max(l_\beta_A, l_\beta_B) \) and \( \delta^* = \max(l_\delta_A, l_\delta_B) \), respectively.

3.1. Cosine SMs for PHFSs.

In this study, we claim that the works proposed in this section are general and reliable of the existing SMs discussed in References [34,36].

Definition 13: For two PHFNs \( A = (\alpha_A, \eta_A, \beta_A) \) and \( B = (\alpha_B, \eta_B, \beta_B) \) on \( X \), a cosine SM is defined as:

\[
\text{PHFC}^1(A, B) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} \alpha^j_A(x_i) \alpha^j_B(x_i) + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} \eta^k_A(x_i) \eta^k_B(x_i) + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} \beta^m_A(x_i) \beta^m_B(x_i) \right)
\]

The cosine SM for PHFSs \( A, B \) and \( C \) satisfy following conditions of SMs:

1. \( 0 \leq \text{PHFC}^1(A, B) \leq 1 \)
2. \( \text{PHFC}^1(A, B) = \text{PHFC}^1(B, A) \)
3. \( \text{PHFC}^1(A, B) = 1 \iff A = B \)
4. If \( A \subseteq B \subseteq C \), then \( \text{PHFC}^1(A, C) \leq \text{PHFC}^1(A, B) \) and \( \text{PHFC}^1(A, C) \leq \text{PHFC}^1(B, C) \).
Proof: First and second conditions proof are obvious.

Now, we are going to prove the third condition, if we take \( A = B \) that is \( \alpha_A^*(x_i) = \alpha_B^*(x_i) \), \( \eta_A^k(x_i) = \eta_B^k(x_i) \) and \( \beta_A^m(x_i) = \beta_B^m(x_i) \) for \( i = 1, 2, \ldots, n \). Therefore Equation (9) implies

\[
PHFC_1(A, B) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} \alpha_A^j(x_i) \alpha_B^j(x_i) + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} \eta_A^k(x_i) \eta_B^k(x_i) + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} \beta_A^m(x_i) \beta_B^m(x_i) \right)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} (\alpha_A^j(x_i))^2 + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} (\eta_A^k(x_i))^2 + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} (\beta_A^m(x_i))^2 \right) = 1
\]

For condition no. (4), let \( A, B \in PHFS(X) \). We know that, if

- \( S(\alpha_A(x)) \leq S(\alpha_B(x)) \leq S(\alpha_C(x)) \Rightarrow \alpha_A(x) \leq \alpha_B(x) \leq \alpha_C(x) \)
- \( S(\eta_A(x)) \leq S(\eta_B(x)) \leq S(\eta_C(x)) \Rightarrow \eta_A(x) \leq \eta_B(x) \leq \eta_C(x) \)
- \( S(\beta_A(x)) \geq S(\beta_B(x)) \geq S(\beta_C(x)) \Rightarrow \beta_A(x) \geq \beta_B(x) \geq \beta_C(x) \) for each \( x \in X \).

\[ \Rightarrow A \subseteq B \subseteq C. \] Hence \( PHFC_1(A, C) \leq PHFC_1(A, B) \) and \( PHFC_1(A, C) \leq PHFC_1(B, C) \)

**Definition 14:** For two PHFNs \( A = (\alpha_A, \eta_A, \beta_A) \) and \( B = (\alpha_B, \eta_B, \beta_B) \) on \( X \), a weighted cosine SM is defined as:

\[
WPHFC_1(A, B) = \sum_{i=1}^n \alpha_j \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} \alpha_A^j(x_i) \alpha_B^j(x_i) + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} \eta_A^k(x_i) \eta_B^k(x_i) + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} \beta_A^m(x_i) \beta_B^m(x_i) \right)
\]
In the following, $\omega = (\omega_1, \omega_2, \ldots, \omega_m)^T$ denotes a weighted vector were $\omega_i$ must belong on a scale of 0 to 1 and the sum of $\omega_i$ is equal to 1. By taking $\omega_i = \frac{1}{m}$ then Equation (10) reduced to Equation (9). The weighted cosine SM for PHFNs $A$ and $B$ satisfy following results:

1. $0 \leq \text{WPHFC}^1(A, B) \leq 1$
2. $\text{WPHFC}^1(A, B) = \text{WPHFC}^1(B, A)$
3. $\text{WPHFC}^1(A, B) = 1$ iff $A = B$

**Proof:** Proof is straight forward.

**Definition 15:** For two PHFNs $A = (\mu_A, \eta_A, \nu_A, \delta_A)$ and $B = (\mu_B, \eta_B, \nu_B, \delta_B)$ on $X$, then a cosine SM and a weighted cosine SM are defined as:

\[
\text{PHFC}^2(A, B) = \frac{1}{n} \sum_{t=1}^{n} \left( \frac{1}{a} \sum_{j=1}^{a^*} \alpha^*_A(x_i)\alpha^*_B(x_i) + \frac{1}{\eta} \sum_{k=1}^{\eta^*} \eta^*_A(x_i)\eta^*_B(x_i) + \frac{1}{\beta} \sum_{m=1}^{\beta^*} \beta^*_A(x_i)\beta^*_B(x_i) \right) + \frac{1}{\delta} \sum_{o=1}^{\delta^*} \delta^*_A(x_i)\delta^*_B(x_i)
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \left( \frac{1}{a} \sum_{j=1}^{a^*} (\alpha^*_A(x_i))^2 + \frac{1}{\eta} \sum_{k=1}^{\eta^*} (\eta^*_A(x_i))^2 \right) \cdot \left( \frac{1}{a} \sum_{j=1}^{a^*} (\alpha^*_B(x_i))^2 + \frac{1}{\eta} \sum_{k=1}^{\eta^*} (\eta^*_B(x_i))^2 \right) + \frac{1}{\delta} \sum_{o=1}^{\delta^*} \delta^*_A(x_i)\delta^*_B(x_i)
\]

\[
\text{WPHFC}^2(A, B) = \sum_{i=1}^{n} \omega_i \left( \frac{1}{a} \sum_{j=1}^{a^*} \alpha^*_A(x_i)\alpha^*_B(x_i) + \frac{1}{\eta} \sum_{k=1}^{\eta^*} \eta^*_A(x_i)\eta^*_B(x_i) + \frac{1}{\beta} \sum_{m=1}^{\beta^*} \beta^*_A(x_i)\beta^*_B(x_i) \right) + \frac{1}{\delta} \sum_{o=1}^{\delta^*} \delta^*_A(x_i)\delta^*_B(x_i)
\]

\[
= \sum_{i=1}^{n} \omega_i \left( \frac{1}{a} \sum_{j=1}^{a^*} (\alpha^*_A(x_i))^2 + \frac{1}{\eta} \sum_{k=1}^{\eta^*} (\eta^*_A(x_i))^2 \right) \cdot \left( \frac{1}{a} \sum_{j=1}^{a^*} (\alpha^*_B(x_i))^2 + \frac{1}{\eta} \sum_{k=1}^{\eta^*} (\eta^*_B(x_i))^2 \right) + \frac{1}{\delta} \sum_{o=1}^{\delta^*} \delta^*_A(x_i)\delta^*_B(x_i)
\]

**Proof:** Similar
Remark 1: If

- We assume that $\eta_A = \eta_B = \{0\}$, then PHFC$^1$ will become to IHFC$^1$ and write as:

$$\text{IHFC}^1(A, B) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\alpha^2} \sum_{j=1}^{\alpha^*} \alpha^j_A(x_i) \alpha^j_B(x_i) + \frac{1}{\beta^*} \sum_{m=1}^{\beta^m_A(x_i) \beta^m_B(x_i)} \right)$$

- We assume that $\eta_A = \eta_B = \{0\}$, then PHFC$^2$ will become to IHFC$^2$ and write as:

$$\text{IHFC}^2(A, B) = \frac{1}{n} \sum_{i=1}^{\pi} \left( \frac{1}{\alpha^2} \sum_{j=1}^{\alpha^*} \alpha^j_A(x_i) \alpha^j_B(x_i) + \frac{1}{\beta^*} \sum_{m=1}^{\beta^m_A(x_i) \beta^m_B(x_i)} \right)$$

3.2. SMs for PHFSs Based on Cosine Function

In this portion, we shall propose SMs for PHFSs based on cosine function which are the generalisation of the existing SMs defined in Equations (2) and (3) and Equations (6) and (7).

Definition 16: For two PHFNs $A = (\alpha_A, \eta_A, \beta_A)$ and $B = (\alpha_B, \eta_B, \beta_B)$ on $X$ based on the cosine function, then SMs are defined as:

$$\text{PHFCS}^1(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cos \left( \frac{\pi}{2} \left( \frac{1}{\alpha^2} \sum_{j=1}^{\alpha^*} |\alpha^j_A(x_i) - \alpha^j_B(x_i)| + \frac{1}{\beta^*} \sum_{k=1}^{\eta^*} |\eta^k_A(x_i) - \eta^k_B(x_i)| \right) \right)$$

(13)
\[ \text{PHFC}^2(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cos \left( \frac{\pi}{4} \left( \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^B(x_i)| + \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^B(x_i)| + \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^B(x_i)| \right) \right) \]

The SMs for PHFNs A, B, and C based on cosine function satisfy the following results of SMs:

1. \( 0 \leq \text{PHFC}^{1,2}(A, B) \leq 1 \)
2. \( \text{PHFC}^{1,2}(A, B) = \text{PHFC}^{1,2}(B, A) \)
3. \( \text{PHFC}^{1,2}(A, B) = 1 \iff A = B \)
4. If \( A \subseteq B \subseteq C \), then \( \text{PHFC}^{1,2}(A, C) \leq \text{PHFC}^{1,2}(A, B) \) and \( \text{PHFC}^{1,2}(A, C) \leq \text{PHFC}^{1,2}(B, C) \)

**Proof:** The first and second conditions proof are obvious.

Now, we are going to prove the third condition, if we take \( A = B \) that is \( \alpha_j^A(x_i) = \alpha_j^B(x_i) \), \( \eta_k^A(x_i) = \eta_k^B(x_i) \) and \( \beta_m^A(x_i) = \beta_m^B(x_i) \) for \( i = 1, 2, \ldots, n \). Therefore, Equations (13) and (14) imply that \( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^B(x_i)| = 0 \), \( \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^B(x_i)| = 0 \) and \( \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^B(x_i)| = 0 \). So, \( \text{PHFC}^{1,2}(A, B) = 1 \). But on the other hand, if we take \( \text{PHFC}^{1,2}(A, B) = 1 \), then this implies that \( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^B(x_i)| = 0 \), \( \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^B(x_i)| = 0 \) and \( \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^B(x_i)| = 0 \). Since we know that \( \cos(0) = 1 \). Then, there are \( \alpha_j^A(x_i) = \alpha_j^B(x_i) \), \( \eta_k^A(x_i) = \eta_k^B(x_i) \) and \( \beta_m^A(x_i) = \beta_m^B(x_i) \) for \( i = 1, 2, \ldots, n \). Hence \( A = B \).

For condition no. 4, if \( A \subseteq B \subseteq C \), then there are \( \alpha_j^A(x_i) \leq \alpha_j^B(x_i) \leq \alpha_j^C(x_i) \), \( \eta_k^A(x_i) \leq \eta_k^B(x_i) \leq \eta_k^C(x_i) \) and \( \beta_m^A(x_i) \geq \beta_m^B(x_i) \geq \beta_m^C(x_i) \) for \( i = 1, 2, \ldots, n \). Then we have

\[ \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^B(x_i)| \leq \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^C(x_i)| \]
\[ \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^B(x_i) - \alpha_j^C(x_i)| \leq \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_j^A(x_i) - \alpha_j^C(x_i)| \]
\[ \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^B(x_i)| \leq \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^C(x_i)| \]
\[ \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^B(x_i) - \eta_k^C(x_i)| \leq \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_k^A(x_i) - \eta_k^C(x_i)| \]
\[ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^B(x_i)| \leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^C(x_i)| \]
\[ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^B(x_i) - \beta_m^C(x_i)| \leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_m^A(x_i) - \beta_m^C(x_i)| \]

Hence, \( \text{PHFC}^{1,2}(A, C) \leq \text{PHFC}^{1,2}(A, B) \) and \( \text{PHFC}^{1,2}(A, C) \leq \text{PHFC}^{1,2}(B, C) \)
**Definition 17:** For two PHFNs $A = (\mu_A, \eta_A, \upsilon_A)$ and $B = (\mu_B, \eta_B, \upsilon_B)$ on $X$ based on the cosine function, and then weighted SMs are defined as:

$$\text{WPHFCS}^1(A, B) = \sum_{i=1}^{m} \omega_i \cos \left( \frac{1}{2} \sum_{j=1}^{a^*} |\alpha_A^j(x_i) - \alpha_B^j(x_i)| + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A^m(x_i) - \beta_B^m(x_i)| \right)$$

(15)

$$\text{WPHFCS}^2(A, B) = \sum_{i=1}^{m} \omega_i \cos \left( \frac{1}{4} \sum_{j=1}^{a^*} |\alpha_A^j(x_i) - \alpha_B^j(x_i)| + \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A^o(x_i) - \delta_B^o(x_i)| \right)$$

(16)

In the following, $\omega = (\omega_1, \omega_2, \ldots, \omega_m)^T$ denotes a weighted vector where $\omega_i$ must belong on a scale of 0 to 1 and the sum of $\omega_i$ is equal to 1. By taking $\omega_i = \frac{1}{m}$, then Equations (15) and (16) reduced to Equations (13) and (14). The weighted SMs for PHFNs $A$ and $B$ based on cosine function satisfy following results:

1. $0 \leq \text{WPHFCS}^{1,2}(A, B) \leq 1$
2. $\text{WPHFCS}^{1,2}(A, B) = \text{WPHFCS}^{1,2}(B, A)$
3. $\text{WPHFCS}^{1,2}(A, B) = 1$ iff $A = B$

**Proof:** Proof is straight forward.

**Definition 18:** For two PHFNs $A = (\mu_A, \eta_A, \upsilon_A, \delta_A)$ and $B = (\mu_B, \eta_B, \upsilon_B, \delta_B)$ on $X$ based on the cosine function and then SMs and weighted SMs are defined as:

$$\text{PHFCS}^3(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cos \left( \frac{1}{2} \sum_{j=1}^{a^*} |\alpha_A^j(x_i) - \alpha_B^j(x_i)| + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A^m(x_i) - \beta_B^m(x_i)| \right)$$

(17)

$$\text{PHFCS}^4(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cos \left( \frac{1}{4} \sum_{j=1}^{a^*} |\alpha_A^j(x_i) - \alpha_B^j(x_i)| + \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A^o(x_i) - \delta_B^o(x_i)| \right)$$

(18)

$$\text{WPHFCS}^3(A, B) = \sum_{i=1}^{m} \omega_i \cos \left( \frac{1}{2} \sum_{j=1}^{a^*} |\alpha_A^j(x_i) - \alpha_B^j(x_i)| + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A^m(x_i) - \beta_B^m(x_i)| \right)$$

(19)
We assume that
\[ \cot \theta = \frac{\cos \theta}{\sin \theta} \]

Definition 19: For two PHFNs \( A = (\mu_A, \eta_A, \upsilon_A, \delta_A) \) and \( B = (\mu_B, \eta_B, \upsilon_B, \delta_B) \) on \( X \) based on the cotangent function, then SMs are defined as:

\[
PHFCT^1(A, B) = \frac{1}{n} \cot \frac{\pi}{m} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_j) - \alpha^*_B(x_j)| + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta^*_A(x_k) - \eta^*_B(x_k)| \right) 
+ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^*_A(x_m) - \beta^*_B(x_m)| 
+ \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta^*_A(x_o) - \delta^*_B(x_o)| 
\]

**Proof:** Similar.

Remark 2: If

- We assume that \( \eta_A = \eta_B = \{0\} \), then PHFCS\(^1\) will become to IHFCS\(^1\) and write as:

\[
IHFCS^1(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cot \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_i) - \alpha^*_B(x_i)| \right) 
+ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^*_A(x_m) - \beta^*_B(x_m)| 
\]

- We assume that \( \eta_A = \eta_B = \{0\} \), then PHFCS\(^2\) will become to IHFCS\(^2\) and write as:

\[
IHFCS^2(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cot \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_i) - \alpha^*_B(x_i)| \right) 
+ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^*_A(x_m) - \beta^*_B(x_m)| 
\]

- We assume that \( \eta_A = \eta_B = \{0\} \), then PHFCS\(^3\) will become to IHFCS\(^3\) and write as:

\[
IHFCS^3(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cot \frac{\pi}{2} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_i) - \alpha^*_B(x_i)| \right) 
+ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^*_A(x_m) - \beta^*_B(x_m)| 
\]

- We assume that \( \eta_A = \eta_B = \{0\} \), then PHFCS\(^4\) will become to IHFCS\(^4\) and write as:

\[
IHFCS^4(A, B) = \frac{1}{n} \sum_{i=1}^{n} \cot \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_i) - \alpha^*_B(x_i)| \right) 
+ \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^*_A(x_m) - \beta^*_B(x_m)| 
\]

3.3. SMs for PHFSS Based on Cotangent Function

The following works proposed in this section are generalisations of the existing SMs defined in References [34,36].

**Definition 19:** For two PHFNs \( A = (\mu_A, \eta_A, \upsilon_A, \delta_A) \) and \( B = (\mu_B, \eta_B, \upsilon_B, \delta_B) \) on \( X \) based on the cotangent function, then SMs are defined as:

\[
PHFCT^1(A, B) = \frac{1}{n} \sum_{i=1}^{m} \cot \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^*_A(x_i) - \alpha^*_B(x_i)| \right) 
+ \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta^*_A(x_k) - \eta^*_B(x_k)| 
\]
PHFCT$^2(A, B)$

$$= \frac{1}{n} \sum_{i=1}^{n} \cot \left( \frac{\pi}{4} + \frac{\pi}{4} \right) \left[ \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_B'(x_i)| + \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_B'(x_i)| \right]$$

$$\leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_B'(x_i)| + \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_B'(x_i)|$$

(22)

The SMs for PHFNs A, B, and C based on cotangent function satisfy the following properties:

1. $0 \leq \text{PHFCT}^{1,2}(A, B) \leq 1$
2. $\text{PHFCT}^{1,2}(A, B) = \text{PHFCT}^{1,2}(B, A)$
3. $\text{PHFCT}^{1,2}(A, B) = 1$ if $A = B$
4. If $A \subseteq B \subseteq C$, then $\text{PHFCT}^{1,2}(A, C) \leq \text{PHFCT}^{1,2}(A, B)$ and $\text{PHFCT}^{1,2}(A, C) \leq \text{PHFCT}^{1,2}(B, C)$.

**Proof:** The first and second conditions are obvious.

Now, we are going to prove the third condition, if we take $A = B$ that is $\alpha_A'(x_i) = \alpha_B'(x_i)$, $\eta_A'(x_i) = \eta_B'(x_i)$, $\beta_A'(x_i) = \beta_B'(x_i)$ and $\delta_A'(x_i) = \delta_B'(x_i)$ for $i = 1, 2, \ldots, n$. Then Equations (21) and (22) implies that $\frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_B'(x_i)| = 0, \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_B'(x_i)| = 0, \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_B'(x_i)| = 0, \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_B'(x_i)| = 0$. So, PHFCT$^{1,2}(A, B) = 1$. But on the other, if we take PHFCT$^{1,2}(A, B) = 1$, then this implies that $\frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_B'(x_i)| = 0, \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_B'(x_i)| = 0, \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_B'(x_i)| = 0, \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_B'(x_i)| = 0$. Since we know that $\cos(0) = 1$. Then, there are $\alpha_A'(x_i) = \alpha_B'(x_i)$, $\eta_A'(x_i) = \eta_B'(x_i)$, $\beta_A'(x_i) = \beta_B'(x_i)$ and $\delta_A'(x_i) = \delta_B'(x_i)$ for $i = 1, 2, \ldots, n$. Hence $A = B$

For condition no. 4, if $A \subseteq B \subseteq C$, then there are $\alpha_A'(x_i) \leq \alpha_B'(x_i) \leq \alpha_C'(x_i)$, $\eta_A'(x_i) \leq \eta_B'(x_i) \leq \eta_C'(x_i)$ and $\beta_A'(x_i) \geq \beta_B'(x_i) \geq \beta_C'(x_i)$ and $\delta_A'(x_i) \geq \delta_B'(x_i) \geq \delta_C'(x_i)$ for $i = 1, 2, \ldots, n$. Then we have

$$\frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_C'(x_i)| \leq \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_C'(x_i)|,$$

$$\frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_B'(x_i) - \alpha_C'(x_i)| \leq \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha_A'(x_i) - \alpha_C'(x_i)|,$$

$$\frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_C'(x_i)| \leq \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_C'(x_i)|,$$

$$\frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_B'(x_i) - \eta_C'(x_i)| \leq \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta_A'(x_i) - \eta_C'(x_i)|,$$

$$\frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_C'(x_i)| \leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_C'(x_i)|,$$

$$\frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_B'(x_i) - \beta_C'(x_i)| \leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta_A'(x_i) - \beta_C'(x_i)|,$$

$$\frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_C'(x_i)| \leq \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_C'(x_i)|,$$

$$\frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_B'(x_i) - \delta_C'(x_i)| \leq \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta_A'(x_i) - \delta_C'(x_i)|.$$
\[
\frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^m_B(x_i) - \beta^m_C(x_i)| \leq \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^m_A(x_i) - \beta^m_C(x_i)|,
\]
\[
\frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta^o_A(x_i) - \delta^o_B(x_i)| \leq \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta^o_A(x_i) - \delta^o_C(x_i)|,
\]
\[
\frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta^o_B(x_i) - \delta^o_C(x_i)| \leq \frac{1}{\delta^*} \sum_{o=1}^{\delta^*} |\delta^o_A(x_i) - \delta^o_C(x_i)|.
\]

Therefore, PHFCT\(^{1,2}(A, C) \leq PHFCT\(^{1,2}(A, B) \text{ and PHFCT}\(^{1,2}(A, C) \leq PHFCT\(^{1,2}(B, C)\)

**Definition 20:** For two PHFNs \(A = (\mu_A, \eta_A, \upsilon_A, \delta_A)\) and \(B = (\mu_B, \eta_B, \upsilon_B, \delta_B)\) on \(X\) based on the cotangent function, and then weighted SMs are defined as:

\[
\text{WPHFCT}\(^1(A, B) = \sum_{i=1}^{m} \omega_i \cot \left[ \frac{\pi}{4} + \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^j_A(x_i) - \alpha^j_B(x_i)| \vee \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta^k_A(x_i) - \eta^k_B(x_i)| \right) \right]
\]
\[
\text{WPHFCT}\(^2(A, B) = \sum_{i=1}^{m} \omega_i \cot \left[ \frac{\pi}{4} + \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^j_A(x_i) - \alpha^j_B(x_i)| \vee \frac{1}{\eta^*} \sum_{k=1}^{\eta^*} |\eta^k_A(x_i) - \eta^k_B(x_i)| \right) \right] \right]
\]

In the following, \(\omega = (\omega_1, \omega_2, \ldots, \omega_m)^T\) denotes a weighted vector were \(\omega_i\) must belong on a scale of 0 to 1 and the sum of \(\omega_i\) is equal to 1. By taking \(\omega_i = \frac{1}{m}\) then Equations (23) and (24) reduced to Equations (21) and (22). The weighted SMs for PHFNs \(A\) and \(B\) based on cotangent function satisfy following conditions:

1. \(0 \leq \text{WPHFCT}\(^{1,2}(A, B) \leq 1\)
2. \(\text{WPHFCT}\(^{1,2}(A, B) = \text{WPHFCT}\(^{1,2}(B, A)\)
3. \(\text{WPHFCT}\(^{1,2}(A, B) = 1\)iff\(A = B\)

**Proof:** Proof is straight forward.

**Remark 3:** If

- We assume that \(\eta_A = \eta_B = 0\), then PHFCT\(^1\) will become to IHFCT\(^1\) and write as:

\[
\text{IHFCT}\(^1(A, B) = \frac{1}{n} \sum_{i=1}^{m} \cot \left[ \frac{\pi}{4} + \frac{\pi}{4} \left( \frac{1}{\alpha^*} \sum_{j=1}^{\alpha^*} |\alpha^j_A(x_i) - \alpha^j_B(x_i)| \vee \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^m_A(x_i) - \beta^m_B(x_i)| \right) \right]
\]
We assume that $\eta_A = \eta_B = \{0\}$, then PHFCT$^2$ will become to IHFCT$^2$ and write as:

$$\text{IHFCT}^2(A, B) = \frac{1}{n} \sum_{i=1}^{m} \cot \left( \frac{\pi}{4} + \frac{\pi}{4} \left( \sum_{j=1}^{\alpha^*} |\alpha^j_A(x_i) - \alpha^j_B(x_i)| + \frac{1}{\beta^*} \sum_{m=1}^{\beta^*} |\beta^m_A(x_i) - \beta^m_B(x_i)| \right) \right)$$

4. TOPSIS Method Based on Correlation Coefficient and Entropy Measure Using Picture Hesitant Fuzzy Sets

TOPSIS method using correlation coefficient and entropy measure is provided to handle the MADM problems based on picture hesitant fuzzy environment. Before, TOPSIS method are proposed based on sample distance measures, but in our proposed work we considered the correlation coefficient and entropy measure. The distance measure cannot accurately examine the proximity of each alternative to ideal solution in some particular cases. So, we change the TOPSIS method with the correlation coefficient instead of distance measure to check the efficacy and effectiveness of the proposed work.

4.1. Problem Description

Consider an MADM problem, whose $m$ alternatives and $n$ attributes is denoted by $C = \{c_1, c_2, c_3, \ldots, c_m\}$ and $U = \{u_1, u_2, u_3, \ldots, u_n\}$ with respect to weight vectors represented by $\Omega = (\Omega_1, \Omega_2, \ldots, \Omega_n)^T$ with a conditions, i.e. $\Omega \in [0, 1]$ and $\sum_{i=1}^{n} \Omega_i = 1$. Each attribute of each alternative is simplified using PHFN $E_{ij} = (\mu_{Aij}, \eta_{Aij}, \upsilon_{Aij})$ satisfies the following condition: $0 \leq \max(\mu_{Aij}) + \max(\eta_{Aij}) + \max(\upsilon_{Aij}) \leq 1$. All the attributes values of the alternatives in the form of picture hesitant fuzzy decision matrix (PHFDM), i.e. $R = [r_{ij}]_{m \times n}$.

Due to tension, time limitations of the decision makers (DMs) and complication of problems, it is awkward to give the weight information of attribute in advance. To handle such type of issue, we compute the weights of attributes, we consider the proposed entropy measure examine the weight of each attribute as

$$\Omega_j = \frac{1 - \mathcal{H}_j}{n - \sum_{i=1}^{n} \mathcal{H}_j} \rightarrow \mathcal{H}_j$$

(25)

Where the $\mathcal{H}_j \in [0, 1], j = 1, 2, 3, \ldots, n$ is defined as

$$\mathcal{H}_j = \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{\sin \left( \frac{\pi \times (2 + \mu_{Aij} - \eta_{Aij} - \upsilon_{Aij})}{8} \right)}{\sin \left( \frac{\pi \times (2 - \mu_{Aij} + \eta_{Aij} + \upsilon_{Aij})}{8} \right) - 1} \right\} \rightarrow \mathcal{H}_j$$

(26)

$$\mathcal{H}_j = \frac{1}{m} \sum_{i=1}^{m} \left\{ \frac{\cos \left( \frac{\pi \times (2 + \mu_{Aij} - \eta_{Aij} - \upsilon_{Aij})}{8} \right)}{\cos \left( \frac{\pi \times (2 - \mu_{Aij} + \eta_{Aij} + \upsilon_{Aij})}{8} \right) - 1} \right\} \rightarrow \mathcal{H}_j$$

(27)
4.2. The Decision Maker Procedure

Procedure for MADM problem based on the above analysis by considering the proposed picture hesitant fuzzy TOPSIS method using correlation coefficient and entropy measure is explained below:

Application 1:
The steps of the picture hesitant fuzzy TOPSIS method using correlation coefficient and entropy measure is follow as:
Step 1: A benefits and cost types of information are avail in the MADM problems. So, we normalised the decision matrix by considering the following formula, we have

\[ r_{ij} = (\mu_{A_{ij}}, \eta_{A_{ij}}, \upsilon_{A_{ij}}) = \begin{cases} (\mu_{A_{ij}}, \eta_{A_{ij}}, \upsilon_{A_{ij}}) & \text{for benefit types of attributes} \\ (\upsilon_{A_{ij}}, \eta_{A_{ij}}, \mu_{A_{ij}}) & \text{for cost types of attributes} \end{cases} \]  

→ (28)

Step 2: By using Equation (25), we examine the weight vector of the attributes.
Step 3: By using Equations (29) and (30), we examine the PIS and NIS among the alternatives.

\[ R^+ = (r_{i1}^+, r_{i2}^+, r_{i3}^+, \ldots, r_{in}^+) = (\max(\mu_{A_{ij}}), \min(\eta_{A_{ij}}), \min(\upsilon_{A_{ij}})) \]  

(29)

\[ R^- = (r_{i1}^-, r_{i2}^-, r_{i3}^-, \ldots, r_{in}^-) = (\min(\mu_{A_{ij}}), \min(\eta_{A_{ij}}), \max(\upsilon_{A_{ij}})) \]  

(30)

Step 4: By using Equation (13), examine the picture hesitant fuzzy PIS, we have
And also examine picture hesitant fuzzy NIS, we have
Step 5: By using Equation (31), we examine the closeness of the each alternatives, we have

\[ Q_i = \frac{\text{PHFCS}_1^1 (r_{ij}, R^+)}{\text{PHFCS}_1^1 (r_{ij}, R^+) + \text{PHFCS}_1^1 (r_{ij}, R^-)} \]  

(31)

Step 6: Ranking to all alternatives and examine the best optimal one.
Step 7: The end.

Applications 2:
Following, the established SMs defined in section 3 are applied to SDM problem and their results are discussed.

4.3. Strategic Decision Making

In such a phenomenon, the established SMs are applied to SDM problem. Now, we take the class of an unknown brand strategy and then using the SMs for PHFSs. In such process we evaluate the weighted SMs about the known brands strategies with that of unknown brand strategy. The detail algorithm is the following:

4.4. Algorithm:

1. We take the classes about known and unknown brands strategies in form of PHFNs.
2. Also compute some weighted SMs of each known brands strategies with unknown brand strategy.
3. Discussed the unknown brand strategy based on ranking. The graphical representation of the explored algorithm is discussed in the form of Figure 2.

**Example 1:** Assume that a factory produces a new brand and they are analyzing the optimum targets. The factory divides market in four different strategies such as brand for rich customers, brand for mid-level customers, brand for low-level customers and brand adopted for all customers represented by $Z_i (1 \leq i \leq 4)$. After this, the DMs have summarised the data of the strategies in five different types such as benefits in long time, benefits in mid time, benefits in short time, risk of the brand strategy and potential market represented by $X = \{x_i, i = 1, 2, \ldots, 5\}$. In the following, $W = (0.23, 0.15, 0.34, 0.17, 0.11)^T$ denote a weighted vector of $X$. Table 1 shows that the information about the unknown and known brand strategies and also all numbers are purely in the form of PHFSs. Now, we applied the established weighted SMs to unknown and known brands strategies provided in Table 1 and the results are discussed in Table 2.

**Step 1:** Class of unknown and known brands strategies.

**Table 1.** Date about unknown and known brands strategies.

|   | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|---|---|---|---|---|---|
| $0.10, 0.11, 0.18$ | $0.20, 0.33, 0.38$ | $0.10, 0.25, 0.42$ | $0.11, 0.12, 0.13$ | $0.22, 0.32, 0.42$ | $0.31, 0.35, 0.42$ |
| $0.17, 0.23, 0.32$ | $0.23, 0.25, 0.27$ | $0.31, 0.35, 0.42$ | $0.13, 0.16, 0.22$ | $0.20, 0.24, 0.25$ | $0.33, 0.44, 0.51$ |
| $0.22, 0.25, 0.27$ | $0.01, 0.04, 0.05$ | $0.0$ | $0.10, 0.13, 0.15$ | $0.10, 0.15, 0.17$ | $0.14, 0.16, 0.18$ |
| $0.01, 0.04, 0.05$ | $0.0$ | $0$ | $0.10, 0.15, 0.18$ | $0.15, 0.17, 0.20$ | $0.15, 0.17, 0.20$ |
| $0.15, 0.17, 0.21$ | $0.11, 0.12, 0.14$ | $0.08, 0.10, 0.14$ | $0.10, 0.16, 0.18$ | $0.15, 0.22, 0.30$ | $0.40, 0.43, 0.45$ |
| $0.15, 0.17, 0.21$ | $0.10, 0.15, 0.18$ | $0.14, 0.16, 0.18$ | $0.15, 0.17, 0.20$ | $0.30, 0.33, 0.35$ | $0.20, 0.22, 0.25$ |
| $0.03, 0.11, 0.17$ | $0.03, 0.11, 0.17$ | $0.10, 0.21, 0.33$ | $0.10, 0.21, 0.33$ | $0.11, 0.15, 0.20$ | $0.11, 0.15, 0.20$ |
| $0.05, 0.58, 0.63$ | $0.05, 0.58, 0.63$ | $0.02, 0.06, 0.12$ | $0.02, 0.06, 0.12$ | $0.30, 0.35, 0.40$ | $0.30, 0.35, 0.40$ |
| $0.10, 0.150.20$ | $0.10, 0.150.20$ | $0.30, 0.35, 0.40$ | $0.30, 0.35, 0.40$ | $0.30, 0.35, 0.40$ | $0.30, 0.35, 0.40$ |
| $0.19, 0.20, 0.28$ | $0.19, 0.20, 0.28$ | $0.10, 0.15, 0.20$ | $0.10, 0.15, 0.20$ | $0.30, 0.34, 0.37$ | $0.30, 0.34, 0.37$ |
| $0.20, 0.25, 0.33$ | $0.20, 0.25, 0.33$ | $0.30, 0.34, 0.37$ | $0.30, 0.34, 0.37$ | $0.30, 0.34, 0.37$ | $0.30, 0.34, 0.37$ |

![Figure 2](image-url). Geometrical representation of the above algorithm.
Table 2. Weighted SMs of Ai with A.

| Weighted SMs          | (Z, Z₁) | (Z, Z₂) | (Z, Z₃) | (Z, Z₄) |
|-----------------------|---------|---------|---------|---------|
| WPHFC₁(Z, Z₁)        | 0.28826 | 0.42894 | 0.16327 | 0.23604 |
| WPHFC₂(Z, Z₁)        | 0.27855 | 0.33848 | 0.17467 | 0.23195 |
| WPHFCS₁(Z, Z₂)       | 0.86721 | 0.88067 | 0.67253 | 0.84847 |
| WPHFCS₂(Z, Z₂)       | 0.85917 | 0.84482 | 0.58029 | 0.80435 |
| WPHFCS₃(Z, Z₂)       | 0.83075 | 0.82753 | 0.55644 | 0.72663 |
| WPHFCT₁(Z, Z₃)       | 0.67166 | 0.67480 | 0.37498 | 0.59880 |
| WPHFCT₂(Z, Z₃)       | 0.64823 | 0.66124 | 0.37498 | 0.58503 |

Table 3. Data about unknown and known brands strategies.

|     | Z₁     | Z₂     | Z₃     | Z₄     | Z     |
|-----|--------|--------|--------|--------|-------|
| x₁  | (0.42, 0.35, 0.18) | (0.03, 0.82, 0.13) | (0.04, 0.85, 0.10) | (0.02, 0.89, 0.05) | (0.05, 0.87, 0.06) |
| x₂  | (0.10, 0.81, 0.05)  | (0.62, 0.12, 0.07)  | (0.60, 0.26, 0.11)  | (1, 0, 0)          | (0.78, 0.12, 0.07) |
| x₃  | (0.33, 0.51, 0.12)  | (1, 0, 0)           | (0.15, 0.76, 0.07)  | (0.16, 0.71, 0.05)  | (0.15, 0.73, 0.08)  |
| x₄  | (0.89, 0.08, 0.03)  | (0.13, 0.64, 0.21)  | (1, 0, 0)           | (0.74, 0.16, 0.10)  | (0.68, 0.08, 0.21)  |
| x₅  | (0.08, 0.89, 0.02)  | (0.73, 0.15, 0.08)  | (0.68, 0.26, 0.06)  | (0.08, 0.84, 0.06)  | (0.13, 0.75, 0.09)  |

**Step 2:** Comparison of some weighted SMs.

**Step 3:** We consider the weight of \(x_i (i = 0.23, 0.15, 0.34, 0.17 \text{and} 0.11)\), respectively. Then we evaluate the weighted SMs about the class of unknown and known brands strategies. After evaluation we see that in Table 2, the SM of \((Z, Z_2)\) is greater among all other SMs by using cosine SM for PHFSs and SMs for PHFSs based on cotangent function. But on the other hand SMs of \((Z, Z_1)\) have larger value of SMs among all other SMs by using the SMs for PHFSs based on cosine function. Therefore, it is clear that the SMs give us different results by using different approaches.

5. Comparative Study

The aim of this section is to establish the comparative study of the proposed work with existing SMs. The proposed SMs are compared with some cosine SMs for PFS was introduced by Wei [36], SMs for spherical fuzzy sets based on cosine function was introduced by Wei et al. [43], SMs for T-spherical fuzzy sets based on cosine function was introduced by Mahmood et al. [45], and improve cosine SMs of simplified neutrosophic sets was introduced by Ye [46].

**Example 2:** In this example, we take PFS type’s framework and show that the comparison of the proposed works with existing SMs. For this, we assume that a factory produces a new brand and they are analyzing the optimum targets. The factory divides market in four different strategies such as brand for rich customers, brand for mid-level customers, brand for low-level customers and brand adopted for all customers represented by \(Z_i (1 \leq i \leq 4)\). After this, the DMs have summarised the data of the strategies in five different types such as benefits in long time, benefits in mid time, benefits in short time, risk of the brand strategy and potential market represented by \(X = \{x_i, i = 1, 2, \ldots, 5\}\). In the following, \(W = (0.23, 0.15, 0.34, 0.17, 0.11)^T\) denote a weighted vector of \(X\). Table 3 shows that the information about the unknown and known brand strategies.

**Step 1:** The class about unknown and known brands strategies.
The comparison of the proposed work with the existing drawback is discussed in example 2 and expressed as in Table 4.

**Table 4. Comparison of the proposed work with existing drawback.**

| Methods          | SMs                                    | Ranking          |
|------------------|----------------------------------------|------------------|
| Wei [36]         | \( \text{SM}_{\text{PFS}}(Z, Z_1) = 0.8201, \text{SM}_{\text{PFS}}(Z, Z_2) = 0.6402 \) | \( Z_4 > Z_3 > Z_1 > Z_2 \) |
| Wei et al. [43]  | \( \text{SM}_{\text{PFS}}(Z, Z_1) = 0.9377, \text{SM}_{\text{PFS}}(Z, Z_4) = 0.9874 \) | \( Z_4 > Z_3 > Z_1 > Z_2 \) |
| Mahmood et al. [45] | \( \text{SM}_{\text{PFS}}(Z, Z_1) = 0.9024, \text{SM}_{\text{PFS}}(Z, Z_2) = 0.7758 \) | \( Z_4 > Z_3 > Z_1 > Z_2 \) |
| Ye [46]          | \( \text{SM}_{\text{PFS}}(Z, Z_1) = 0.9170, \text{SM}_{\text{PFS}}(Z, Z_2) = 0.8289 \) | \( Z_4 > Z_3 > Z_1 > Z_2 \) |
| WPHFCS\(^2\)(Z, Z) | \( \text{SM}_{\text{PFS}}(Z, Z_1) = 0.90551, \text{SM}_{\text{PFS}}(Z, Z_2) = 0.88067 \) | \( Z_1 > Z_2 > Z_4 > Z_3 \) |

The comparison of the proposed work with the existing drawback is discussed in example 2 and expressed as in Table 4.

**Step 2:** Comparison of some SMs.

After evaluation in Table 4, we see that the SM of \( (Z, Z_4) \) is greater among all other SMs. Finally, the comparison of the established work with the existing drawback is discussed in example 1 and expressed as in Table 5.

Analyzing Tables 4 and 5, it is clear that, the proposed SMs are the generalisation of SMs for PHFSSs, SMs for spherical fuzzy sets based on cosine function, SMs for T-spherical fuzzy sets based on cosine function and improved cosine SMs for simplified neutrosophic sets. Therefore, it shows that, the established SMs are more reliable and general than existing notions due to its conditions. Because if we take PHFS types information, the existing SMs is not able to solve it, but when we take PFS types of data like in example 2, the proposed work can easily solve. Hence, it is clear that the established SMs will become the special case of the existing SMs.

**5.1. Advantages**

- Due to some limitation of SMs in References [34, 36], we introduced some new SMs for PHFSSs. Further, we show that the existing SMs could not be handling the information like in example 2.
- The main advantage of the proposed SMs is that, these SMs can easily solve the problems of the previous SMs defined so far in References [34, 36].
- The SMs in References [34, 36] will become the special of the proposed SMs. Therefore, the proposed SMs are more reliable and suitable to solve the real-life problem.
5.2. Limitations

The notion of PHFS is the mixture of two different notion are called PFS and hesitant fuzzy set to cope with uncertain and unpredictable information’s in realistic decision issues. PHFS is contains the grade of truth, abstinence and falsity with the condition that is the sum of the maximum of the truth, abstinence and falsity grades is cannot exceed from unit interval. PHFS is more reliable then PFSPFS, intuitionistic fuzzy set, fuzzy set and hesitant fuzzy set, because these all are the special cases of the presented works.

6. Conclusion

PHFS is a mixture of PFS and hesitant fuzzy set to cope with awkward and difficult information in realistic decision issues. The PFS and hesitant fuzzy set are the special cases of the PHFS. Keeping the advantages of the PHFS, in this article, we proposed the similarity measures for PHFSs based on cosine function, including cosine similarity measures for PHFSs, similarity measures for PHFSs based on cosine function and similarity measures for PHFSs based on cotangent function. Further, we introduced some weighted similarity measures and also described that the conditions under which, similarity measures for PHFSs reduced to similarity measures for IHFSs. Then, the weighted similarity measures are applied to strategic decision-making problem and the results are discussed. Moreover, we compare the established work with existing drawback and also identify that the existing drawback cannot solve the problem of established work. But on the other hand, the new approach can easily solve the problem of the existing drawback.

In the future work, we will apply the established work to some other areas like interval-valued PHFS, group decision-making problem, medical diagnosis and many other fields [37,38,46–48].
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