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Abstract

In this paper, we investigate the impact of hardware impairments (HWIs) on the performance of a downlink massive MIMO system. We consider a single-cell system with maximum ratio transmission (MRT) as precoding scheme, and with all the HWIs characteristics such as phase noise, distortion noise, and amplified thermal noise. Based on the system model, we derive closed-form expressions for a typical user data rate under two scenarios: when a common local oscillator (CLO) is used at the base station and when separated oscillators (SLOs) are used. We also derive closed-form expressions for the downlink transmit power required for some desired per-user data rate under each scenario. Compared to the conventional system with ideal transceiver hardware, our results show that impairments of hardware make a finite upper limit on the user’s downlink channel capacity; and as the number of base station antennas grows large, it is only the hardware impairments at the users that mainly limit the capacity. Our results also show that SLOs configuration provides higher data rate than CLO at the price of higher power consumption. An approach to minimize the effect of the hardware impairments on the system performance is also proposed in the paper. In our approach, we show that by reducing the cell size, the effect of accumulated phase noise during channel estimation time is minimized and hence the user capacity is increased, and the downlink transmit power is decreased.
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1. Introduction

The next generation wireless communication networks are expected to provide higher data rate with lower energy consumption, compared to the current networks. Massive MIMO technology has been approved to meet such requirements. In the technology, a large number of antennas are deployed at the base stations (BSs) to serve many single-antenna user terminals [1, 2]. It has the potentials of enhancing spectral and energy efficiency in a larger scale compared to conventional MIMO [1-7]. Moreover, when the number of antennas is larger than or equal to a given threshold, the irregular antenna arrays usually used outperform the regular arrays in the achievable rate [8]. The system performance can be further improved with the deployment and application of multiuser detection and beamforming techniques [9]. New detection methods have been also proposed to provide a balanced tradeoff between computational complexity and performance in the system [10]. Furthermore, with the deployment of relay stations, the transmit powers of each source and relay station can be significantly scaled down proportionally to the number of antennas when the number of antennas of the transmit and receive arrays at the relay station is sufficiently large [11].

Despite its potential of being a promising technology, massive MIMO has some limiting factors that affect its performance. Pilot contamination and transceiver hardware impairments are the main limiting factors. Pilot contamination occurs from the use of the same pilot sequences in different co-channel cells and makes the channel state information imperfect [12-15]. Transceiver hardware impairments arise from the antennas involved in the system, its effects lead to errors in estimating the channels and contribute further to the imperfection of the channel state information [12,16,17].

Several research works on factors affecting the performance of massive MIMO have been provided in the literature, but little attention has so far been paid to techniques to mitigate the effect of the transceiver hardware impairments. In [18], the effect of hardware impairments (HWIs) on full-duplex massive MIMO relaying was analyzed. Authors in [19] analyzed different HWIs with regards to the aggregate impact it has on the system. The impact of HWIs with regard to the number of local oscillators used at the base station is analyzed in [20] and [21]. HWIs are modeled as oscillator phase noise in systems studied in [22]. In [23], the authors investigated the impact of HWIs on the downlink system performance. The effect of phase noise on a downlink system is analyzed in [24]. In that work, the authors analyzed and compared the degradation in terms of signal-to-interference-plus-noise ratio and the achievable rate between zero-forcing (ZF) and maximum ratio transmission (MRT) precoders. In [25], the impact of channel aging caused by HWIs is investigated for a downlink system. Authors in [26] investigated the impact of HWIs on the secrecy performance of a downlink system, and their proposed solution mainly focuses on the mitigation of pilot orthogonality loss from phase noise. Authors in [27] used the rate-splitting concept to analyze the performance of massive multiple-input single-output broadcast channel with residual transceiver hardware impairments. In [28], the authors investigate the capacity of a multiple-antenna base station communication system with a single-antenna user over a channel impaired by phase noise, in both uplink and downlink.

Although the aforementioned works consider the problem of hardware impairments in massive MIMO technology, most of them do not provide methods to address the problem but provide analysis on the impact it has on the system performance. The few solution approaches proposed cannot completely remove the HWIs because the techniques and algorithms used do not address all the characteristics of the impairments [20, 23, 25, 26]. Moreover, those methods involve an increase in the system power consumption [20, 23] and more complex
precoding scheme at the base station [26]. In [27] where all the characteristics of the impairments have been taken into consideration, the proposed solution is based on the analysis of the robustness of the rate-splitting concept to each separate hardware imperfection. However, the technique used requires extra precoding and decoding and makes the system more computationally complex.

In this paper, we provide a performance analysis of massive MIMO with transceiver HWIs and propose an approach to minimize the effect of the impairments. We focus on a single-cell downlink system with maximum ratio transmission (MRT) as precoding scheme, and with all the HWIs characteristics [19, 20]. Our main contributions are as follows.

First, we derive closed-form expressions for a typical user data rate under two scenarios: when a common local oscillator (CLO) is used at the BS and when separated oscillators (SLOs) are used. We show that, though the rate increases with the number of base station antennas, there is still some loss due to the transceiver hardware impairments, when compared to the ideal case with no hardware impairments. Moreover, we show that higher data rate can be achieved when SLOs are used; and as the number of base station antennas grows large, it is the users’ transceiver hardware impairments that mainly limit the downlink capacity.

Second, we derive closed-form expressions for the downlink transmit power required for some desired per-user data rate under each scenario, and we show that the higher data rate achieved with SLOs configuration is at the price of higher power consumption compared to the use of CLO. We also show for both configurations that, the higher the value of the number of base station antennas or users, the lower the required power.

Third, we propose an approach to minimize the effect of HWIs on the system performance. Our approach relies on reducing the cell size, and we show that when the cell size is reduced the effect of accumulated phase noise during channel estimation time is minimized and hence the user capacity is increased, and the downlink transmit power is decreased.

The difference between our work and [28] which seem to be similar is as follows. [28] considers uplink single-input multiple-output (SIMO) and downlink multiple-input single-output (MISO) with only phase noise as HWI whereas we consider downlink massive multiple-input multiple-output (MIMO) with all the characteristics of HWIs. [28] focuses only on the analysis of the capacity without any proposed solution to address the problem of phase noise whereas our work analyses the system performance regarding user data rate and required downlink transmit power, with a proposed solution to minimize the effect of phase noise.

The rest of the paper is organized as follows. In Section 2, the system model with hardware impairments is described. Section 3 provides the system performance analysis. Our proposed approach is presented in Section 4. Section 5 is devoted to simulation results, and Section 6 concludes the paper.

2. System Model with Hardware Impairments

As shown in Fig. 1, we consider a single-cell system with a Rayleigh fading channel and hardware impairments where K single-antenna users are simultaneously served by M base station antennas. We consider time division duplex (TDD) which is based on channel reciprocity [2, 14]. In a TDD mode, the transmission time for channel reciprocity between the BS and the terminals within a cell is partitioned into different cycles. The duration of each cycle corresponds to the channel coherence time T with different phases as illustrated in Fig. 2.
2.1 Uplink Transmission under Hardware Impairments

The uplink transmission involves the terminals in phase 1 and phase 2 as shown in the figure, and it is a prerequisite for channel estimation. This is because the channel estimation process needs both users’ signals and pilot sequences. Therefore, in phase 1, each terminal transmits signals to the base station in $T_u$ time slots; and in phase 2, pilot sequence of length $\tau$ symbols is transmitted by each terminal to the base station. The duration of an uplink transmission cycle within a cell is given as $T_t = T_u + \tau$, and $\mu = \frac{\tau}{T_u + \tau}$ is the fraction of $T_t$ devoted for channel estimation [29]. Based on the received signals and pilot sequences, the effective channel is estimated to enable coherent detection of received symbols. We denote $\omega_k = [\omega_k(1), \omega_k(2), ..., \omega_k(\tau)]^T \in \mathbb{C}^{\tau \times 1}$ the mutually orthogonal pilot sequences emitted by the
terminals in a set $s_\tau$ with $k \in s_\tau$. The uplink vector $y_{UL}^U(t) \in \mathbb{C}^{M \times 1}$ received at the base station during the uplink transmission is given as [26]

$$y_{UL}^U(t) = \sum_{k \in s_\tau} \Theta_k(t) h_k \left( \omega_k(t) + \eta_{UT}^k(t) \right) + \eta_{BS}^k(t) + \zeta_{UL}^U(t)$$  \hspace{1cm} (1)

where $h_k \sim \mathcal{CN}(0_M, \beta_k I_M)$ is the channel vector of the $k$th user, with $\beta_k$ being the path-loss. We thereby assume that $h_k$ is constant during the coherence time $T$ and changes independently afterward [26]. $\Theta_k(t)$ is the phase noise, $\eta_{UT}^k(t)$ is the distortion noise from user $k$, $\eta_{BS}^k(t)$ is the distortion noise at the BS, and $\zeta_{UL}^U(t)$ is the amplified thermal noise. Those noises are the characteristics of the hardware impairments that affect the uplink training phase.

2.1.1 Phase Noise

The phase noise originates from the free-running local oscillator(s) (LOs) at the base station and the users’ terminals [21]. In practice, phase noise is induced at the user terminal during up-conversion when the LO carrier is multiplied with the baseband signal. The transmitted signal gets distorted as a result of random drift of the carrier phase and a mismatch between the signal intended to be transmitted and the generated signal. A similar phenomenon occurs at the base station side when the band pass signal is down converted to baseband [25, 27, 30]. The phase noise matrix is given as [26]

$$\Theta_k(t) = diag \left( e^{j\theta_k^1(t)} 1_{1 \times M/N_0}, \ldots, e^{j\theta_k^M(t)} 1_{1 \times M/N_0} \right) \in \mathbb{C}^{M \times M}$$  \hspace{1cm} (2)

where $N_0$ is the number of LOs; $\theta_k^l(t) = \psi_l(t) + \phi_k(t)$ represents the phase noise that affects the link between the $l$th LO at the base station and the $k$th user. The phase noise variances at the base station and the mobile users are assumed to be equal and are given as $\sigma^2_{\theta}$ and $\sigma^2_{\phi}$, respectively [21, 22, 26, 27].

2.1.2 Distortion Noise

Distortion noise is an alteration of the signal which occurs during random fluctuations in the electronic circuits. The distortion noises at the user terminal and the BS always arise from residual effects even after compensation efforts of hardware [19, 20]. They are modelled as $\eta_{UT}^k(t) \in \mathbb{C}$ and $\eta_{BS}^k(t) \in \mathbb{C}^{M \times 1}$, respectively. The models have been verified in [31] through experiments. Moreover, the distortion noise power has been shown [19] to be proportional to the signal power at each base station. Its distribution is modeled as $\eta_{UT}^k(t) \sim \mathcal{CN}(0, \nu_{UT}^k)$ and $\eta_{BS}^k(t) \sim \mathcal{CN}(0_M, \nu_{BS}^k)$, where

$$\nu_{UT}^k = \kappa_{UT}^k \mathbb{E}[|\omega_k(t)|^2]$$  \hspace{1cm} (3)

and
\[ Y_r^{BS} = \kappa_r^{BS} \sum_{k=1}^{K} E[|\omega_k(t)|^2] R_k^{diag} \]  

Here, \( R_k^{diag} = diag\left( |h_k^1|^2, \ldots, |h_k^M|^2 \right) \), with \( h_k^i \) denoting \( i \)th element of \( h_k \); \( \kappa_t^{UT} \) and \( \kappa_r^{BS} \) are the proportionality coefficients and are positive.

### 2.1.3 Amplified Thermal Noise

This noise is the amplification of the thermal noise from the amplifiers, mixers and other electronic components at the receiver side and interference leakage from other frequency bands. It is also called receiver noise [20]. Its variance is then larger than that of the actual thermal noise. In the uplink training, this noise is modeled as \( \xi_{UL}(t) \sim \mathbb{CN}(0_M, \xi_{UL} I_M) \).

### 2.2 Channel Estimation and Downlink Transmission under Hardware Impairments

Channel estimation and downlink transmission involve the base station in phase 2 and phase 3, respectively, as shown in Fig. 2. In phase 2, the received signal and pilot sequence from each terminal are used to estimate the channel between the given terminal and the base station. In phase 3, the estimated channel in phase 2 is used by the base station to transmit downlink signals to the terminals in \( T_d \) time slots. The coherence period of a transmission cycle is given as the sum of the uplink transmission duration and the time slot of the downlink signal transmission as \( T = T_u + T_d \). Assuming that the base station uses minimum mean squared error (MMSE) as channel estimator, for symbol interval \( t \in \{ T_u + 1, \ldots, T \} \), the channel estimates of user \( k \in s_t \) is given as [26]

\[ \hat{h}_k(t) = \frac{p_t \beta_k e^{-(\sigma_\phi^2 + \sigma_\delta^2)/2}}{p_t \beta_k (1 + \kappa_t^{UT} + \kappa_r^{BS}) + \xi_{UL}(T_u)} \]  

where \( p_t \) is the per-pilot power constraint. The corresponding error covariance matrix is given as

\[ E[e_k(t)e_k^H(t)] = \beta_k \left( 1 - \frac{p_t \beta_k e^{-(\sigma_\phi^2 + \sigma_\delta^2)/2}}{p_t \beta_k (1 + \kappa_t^{UT} + \kappa_r^{BS}) + \xi_{UL}} \right) I_M \]  

where \( e_k(t) \) is the estimation error.

The signal received by the \( k \)th user is given as [26]

\[ y_k^{DL}(t) = h_k^H h_k^H (x + \eta_t^{BS}(t) + \eta_{r,k}(t) + \xi_{r,k}(t)) \]
Similar to the uplink, $\eta_t^{BS}(t) \sim \mathbb{C}\mathbb{N}(0, \mathbf{Y}_t^{BS})$ and $\eta_{r,k}^{UT} \sim \mathbb{C}\mathbb{N}(0, \nu_{r,k}^{UT})$ are the downlink distortion noise [20] at the base station and the $k^{th}$ user, respectively, where

$$\mathbf{Y}_t^{BS} = \kappa_t^{BS} \text{diag}(X_{11}, \ldots, X_{MM})$$

and

$$\nu_{r,k}^{UT}(t) = \kappa_{r,k}^{UT} \mathbf{h}_k(t)^H \mathbf{x}_k(t) \quad (8)$$

with $\mathbf{x} = \mathbb{E}[\mathbf{xx}^H]$ and $X_{ii} = [\mathbf{X}]_{ii}, i = 1, \ldots, M$. Furthermore, $\zeta_{DL}^{k}(t) \sim \mathbb{C}\mathbb{N}(0, \zeta_{DL})$ is the amplified thermal noise at the user and $\mathbf{x} \in \mathbb{C}^{M \times 1}$ is the downlink transmit signal.

As explained and shown, various noises from transceiver hardware impairments generate error that affects the channel state information and the system performance. In this paper, we analyze the system performance under HWIs and propose an approach to address the problem. The analysis and approach are provided in the following sections.

### 3. Performance Analysis in the Presence of Hardware Impairments

The system performance is related to the signal-to-interference-plus-noise ratio (SINR), where the interference consists of multiuser interference, and the noise originates from the HWIs at the BS and user terminals. In our analysis, we assume that all the base station antennas have the same power [2, 3, 32], and we consider only the downlink scenario for simplicity because the description of such scenario in Section 2 involves all types of impairments that generate the noise. We consider MRT as precoding scheme adopted by the BS and perform the analysis under two scenarios: when a common local oscillator (CLO) is used at the BS and when separated oscillators (SLOs) are used. To this end, in subsection 3.1, based on the SINR, we derive closed-form expressions for the achievable data rate of a given user when CLO and SLOs are used, respectively. In subsection 3.2, closed-form expressions for the required downlink transmit power for desired user data rate are derived and presented.

#### 3.1 Achievable Data Rate under Hardware Impairments

The closed-form expressions for the user data rate proposed in this paper follow the generally approximated one shown in literature as [20, 24, 26]

$$R_k = \log_2(1 + \text{SINR}_k) \quad (9)$$

Assuming equal power allocation [25, 26, 33], the SINR of $k^{th}$ user terminal is given as

$$\text{SINR}_k(t) = \frac{p \mathbb{E}[\mathbf{h}_k^H(t) \mathbf{f}_k] \mathbb{E}[\mathbf{h}_k^H(t) \mathbf{f}_k]^2}{\sum_{k=1}^{K} p \mathbb{E}[\mathbf{h}_k^H(t) \mathbf{f}_k]^2 + \mathbb{E}[\mathbf{h}_k^H(t) \mathbf{y}_t^{BS}(t) \mathbf{h}_k] + \mathbb{E}[\nu_{r,k}^{UT}(t)] + \zeta_{DL}} \quad (10)$$
where $p$ is the power assigned to each user; $\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{f}_k]^2$ reflects the gain of the desired signal at the user; $\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{f}_k^2]$ reflects the multiuser interference caused by the signal intended for the $k$th user; $\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{Y}^\text{BS}_k(t) \mathbf{h}_k]$ originates from the HWIs at the BS, that is, the distortion noise $\eta^\text{BS}_k$; $\mathbb{E}[v_{k,r}^\text{UT}(t)]$ originates from the HWIs at the $k$th user terminal, that is, the distortion noise $\eta^\text{UT}_r$; and $\zeta^\text{DL}$ is the downlink amplified thermal noise.

Unlike in [26] where the artificial noise is injected with the impact of uplink training, in this paper, we focus only on the channel estimation and downlink signal transmission without uplink training and artificial noise. This because the distortion noise generated at the base station is shown in [26] to have a similar effect as artificial noise. Following the guidelines in [26], we have

$$\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{f}_k] = \sqrt{\beta_k M e^{-\frac{\sigma_\phi^2 + \sigma_\varphi^2}{2}|t-t_0|}}$$

(11)

The term $e^{-\frac{\sigma_\phi^2 + \sigma_\varphi^2}{2}|t-t_0|}$ reveals the effect of accumulated phase noise from the time $t_0$ the BS starts to estimate the channel to the time $t$ it starts to transmit signal. In other words, this interval of time corresponds to the one devoted for channel estimation, $\mu$ as illustrated in Fig. 2. Eq. (11) can then be rewritten as

$$\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{f}_k] = \sqrt{\beta_k M e^{-\frac{\sigma_\phi^2 + \sigma_\varphi^2}{2} \mu}}$$

(12)

Moreover, we have

$$\mathbb{E}[|\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{f}_k|^2] = \beta_k + \beta_k (M - 1) \left(1 - \frac{\varepsilon + N_0 \varepsilon}{N_0}\right)$$

(13)

$$\mathbb{E}[\mathbf{h}_k^H \mathbf{\Theta}_k^H(t) \mathbf{Y}^\text{BS}_k(t) \mathbf{h}_k] = \beta_k k^\text{BS}_t P_d$$

(14)

$$\mathbb{E}[v_{k,r}^\text{UT}(t)] = \beta_k k^\text{UT}_r P_d$$

(15)

where $P_d$ is the downlink transmit power and $\varepsilon = e^{-\sigma_\varphi^2}$.

For simplicity, we assume that the path-loss for all UT is identical, that is, $\beta_k = 1$ [26]. Moreover, for equal power allocation, the power assigned to each user terminal is $p = \frac{\Phi P_d}{K}$, with $\Phi \in (0,1]$ used for balance between data transmission and noise emission [26]. However, in this paper, we consider $\Phi = 1$ because the base station distortion noise is shown
in [26] to be always beneficial when $\phi = 1$. Therefore, substituting (12), (13), (14), (15), $\beta_k = 1$ and $p = \frac{P_d}{K}$ into (10) gives

$$SINR_k(t) = \frac{P_d M e^{-(\sigma_\phi^2 + \sigma_\theta^2)\mu}}{K [P_d (1 + (M - 1) \left(1 - e^{-\sigma_\phi^2 N_0 e^{-\sigma_\psi^2}} + \frac{N_0 e^{-\sigma_\psi^2}}{N_0} + \kappa_t^{BS} + \kappa_r^{UT}) + \xi^{DL} ]}$$

(16)

Following the assumption widely made in the literature that the transmitter and the receiver hardware of each device are of the same quality [19, 20, 22, 25, 26], we have the total downlink phase noise variance and distortion proportionality coefficient as $\sigma_\psi^2 + \sigma_\phi^2 = \sigma_\theta^2$ and $\kappa_t^{BS} + \kappa_r^{UT} = \kappa^{DL}$, respectively. Therefore, the SINR of the $k$th user terminal is

$$SINR_k(t) = \frac{P_d M e^{-\sigma_\theta^2 \mu}}{K [P_d (1 + (M - 1) \left(1 - e^{-\sigma_\phi^2 N_0 e^{-\sigma_\psi^2}} + \frac{N_0 e^{-\sigma_\psi^2}}{N_0} + \kappa^{DL}) + \xi^{DL} ]}$$

(17)

Next, we provide closed-form expressions for the $k$th user data rate with CLO and SLOs, respectively.

### 3.1.1 User Data Rate with CLO

In this configuration, the antenna arrays at the BS are co-located, and only one local oscillator is used and common to all the antennas, that is, $N_0 = 1$. This is known as synchronous operation at the base station, and the phase noise processes are identical for all $m = 1, \ldots, M$ [20, 27]. Substituting (17) and $N_0 = 1$ into (9), the achievable data rate of the $k$th user is then given as

$$R_k^{CLO} = \log_2 \left[ 1 + \frac{P_d M e^{-\sigma_\theta^2 \mu}}{K [P_d (M + \kappa^{DL}) + \xi^{DL} ]} \right]$$

(18)

### 3.1.2 User Data Rate with SLOs

In this configuration, the antenna arrays at the BS are distributed, and each antenna uses a separate local oscillator, that is, $N_0 = M$. This is known as non-synchronous operation at the base station, and the base station antennas have independent phase noise processes for all $m = 1, \ldots, M$ [20, 27]. However, for simplicity, we assume i.i.d. phase noise statistics across different antennas and user terminals, that is, $\sigma_\psi^2 = \sigma_\phi^2, \forall m, k$ [20, 27]. Substituting (17) and $N_0 = M$ into (9), the achievable data rate of the $k$th user is then given as

$$R_k^{SLO} = \log_2 \left[ 1 + \frac{P_d M e^{-\sigma_\theta^2 \mu}}{K [P_d (M + \kappa^{DL}) + \xi^{DL} ]} \right]$$
Considering and analyzing Eq. (9), (17), (18) and (19) it is clear that the various hardware impairments have an impact on the user data rates. Especially, given that the additive distortion noise and amplified thermal noise parameters are found in the denominator of $\mathcal{R}_k^{\text{CLO}}$ and $\mathcal{R}_k^{\text{SLOs}}$ expressions, their presence decreases the rates. Moreover, the presence of the phase noise parameters in both the numerator and denominator of the expressions also impacts the rates. Furthermore, the number of local oscillators which is related to $\mathcal{M}$ and the time devoted to channel estimation also affect the user data rates. More insight about the impact of the HWIs and the number of local oscillators is provided by simulation results in Section 5.

### 3.2 Required Downlink Transmit Power

Here, it is supposed that the downlink transmit power is not fixed, and we derive its closed-form expressions when CLO and SLOs are used, respectively.

Let’s rewrite the user data rate $\mathcal{R}_k^{\text{CLO}}$ as

$$\mathcal{R}_k = \log_2 \left[ 1 + \frac{P_d M e^{-\sigma_\mu}}{K \left( P_d \left( 1 + (M - 1) \left( \frac{1 - e^{-\sigma_\phi} + M e^{-\sigma_\phi}}{M} \right) + \kappa^{\text{DL}} \right) + \zeta^{\text{DL}} \right)} \right]$$

(20)

Given that the desired user data rate is positive, we have

$$1 + \frac{P_d M e^{-\sigma_\mu}}{K \left( P_d \left( M + \kappa^{\text{DL}} \right) + \zeta^{\text{DL}} \right)} > 0$$

(21)

We can then apply the property of logarithm function which states that $\log_b(a) = \frac{\log(a)}{\log(b)}$.

If $a > 0$. Applying such property to (21) we get

$$\mathcal{R}_k = \frac{\ln \left[ 1 + \frac{P_d M e^{-\sigma_\mu}}{K \left( P_d \left( M + \kappa^{\text{DL}} \right) + \zeta^{\text{DL}} \right)} \right]}{\ln(2)}$$

(22)

It gives

$$(\ln(2))\mathcal{R}_k = \ln \left[ 1 + \frac{P_d M e^{-\sigma_\mu}}{K \left( P_d \left( M + \kappa^{\text{DL}} \right) + \zeta^{\text{DL}} \right)} \right]$$

(23)

Applying exponential to both sides gives

$$1 + \frac{P_d M e^{-\sigma_\mu}}{K \left( P_d \left( M + \kappa^{\text{DL}} \right) + \zeta^{\text{DL}} \right)} = e^{(\ln(2))\mathcal{R}_k}$$

(24)
Rearranging (24) and applying cross product gives
\[ \frac{P_d}{M} e^{-\sigma^2_{\tilde{\beta} \mu}} = (e^{(\ln 2) R_k} - 1)(KP_d M + K P_d K^{DL} + K^{DL}) \] (25)

Making \( P_d \) the subject and further derivations give the required downlink transmit power when common local oscillator is used as
\[ P_d^{CLO} = \frac{K^{DL} (e^{(\ln 2) R_k} - 1)}{M (e^{-\sigma^2_{\tilde{\beta} \mu}} - e^{(\ln 2) R_k} + K) + K^{DL} (1 - e^{(\ln 2) R_k})} \] (26)

Similar to CLO case, we derive the required downlink transmit power when separate local oscillators are used as
\[ P_d^{SLOs} = \frac{K^{DL} (e^{(\ln 2) R_k} - 1)}{M e^{-\sigma^2_{\tilde{\beta} \mu}} - K A (e^{(\ln 2) R_k} - 1)} \] (27)

where
\[ A = 2 - 2 e^{-\sigma^2_{\tilde{\beta} \phi}} + M e^{-\sigma^2_{\tilde{\beta} \phi}} - \frac{1}{M} + \frac{e^{-\sigma^2_{\tilde{\beta} \phi}}}{M} + \kappa^{DL} \] (28)

The analysis is similar to the one under user data rate, and more insight about the impact of HWIs and the number of local oscillators on the required downlink transmit power is also provided in Section 5.

4. Proposed Approach to Minimize the Effect of Hardware Impairments: Cell Size Reduction

As mentioned earlier in subsection 3.1, the term \( e^{-\frac{\sigma^2_{\tilde{\beta} \phi} + \sigma^2_{\tilde{\beta} \phi}}{2} |t - t_0|} \) reveals the effect of accumulated phase noise during channel estimation time, \( t \), and its squared form appears in Eq. (18) and (19) as \( e^{-\sigma^2_{\tilde{\beta} \mu}} \). Moreover, it is shown in [34] that the fraction of time devoted to channel estimation is related to the cell radius \( R \) as
\[ 3 R^2 = \frac{\mu T_c}{\pi \rho} \] (29)

where \( \rho \) is the co-channel cells user density. Then we get
\[ \mu = \frac{3 \pi \rho R^2}{T_c} \] (30)

Substituting (30) into (18) and (19) gives the user data rate for CLO and SLOs configurations as a function of cell radius as
\[ R_k^{CLO} = \log_2 \left[ 1 + \frac{P_d M e^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}}}{K [P_d (M + K^{DL}) + \zeta^{DL}]} \right] \]  \hspace{1cm} (31) \\

and \[
R_k^{SLOs} = \log_2 \left[ 1 + \frac{P_d M e^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}}}{K \left( P_d \left( 1 + (M - 1) \left( 1 - e^{-\sigma_\phi^2} + M e^{-\sigma_\phi^2} \right) + \kappa^{DL} \right) + \zeta^{DL} \right)} \right] \]  \hspace{1cm} (32) 

respectively.

We also substitute (30) into (26) and (27) to get the required downlink transmit power for CLO and SLOs configurations as a function of cell radius as

\[
P_{d}^{CLO} = \frac{K \zeta^{DL} e^{(ln2)R_k - 1}}{M e^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}} \left[ -Ke^{(ln2)R_k + K} + Kk^{DL} (1 - e^{(ln2)R_k}) \right]} \]  \hspace{1cm} (33) \\

and \[
P_{d}^{SLOs} = \frac{K \zeta^{DL} e^{(ln2)R_k - 1}}{Me^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}} \left[ -K \epsilon^{(ln2)R_k - 1} \right]} \]  \hspace{1cm} (34)

respectively. \( A \) is the same as (28).

Our main goal is to minimize the effect of accumulated phase noise during channel estimation time in order to increase the user capacity and decrease the transmit power.

Considering Eq. (31) and (32), for other parameters given, reducing \( R \) will increase the value of \( e^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}} \) and hence the values of \( R_k^{CLO} \) and \( R_k^{SLOs} \) will increase.

Similarly, considering Eq. (33) and (34), when the value of \( e^{\frac{3\pi \rho_\phi^2 R^2}{\tau_t}} \) increases with a reduction of \( R \), the values of \( P_{d}^{CLO} \) and \( P_{d}^{SLOs} \) will decrease because their denominators will increase.

From the analysis, we then conclude that reducing the cell radius can achieve our main goal.

**5. Simulation Results**

In this section, analytical and simulation results are provided to evaluate the theoretical analysis presented in Section 3 and Section 4. Simulations are performed over 5000 channel realizations using Monte Carlo. Without loss of generality, some simulation parameters from [19, 20, 22, 23, 25, 26, 33, 34] are used throughout our simulations. We consider one cell whose radius is initially fixed at 2000 m. The system bandwidth is regarded as 20 MHz, with a carrier frequency equal to 2 GHz. It is assumed that the base station transmits data to all the users with the same power [25, 26, 33], and the average system SNR is 15 dB. We use 0.06° as typical values for the phase noise increment standard deviations, \( \sigma_\phi \) and \( \sigma_\psi \), adopted in the
long-term evolution (LTE) specifications [35]. Furthermore, we use $0.05^2$ as typical values for the additive distortion noise proportionality coefficients $\kappa_t^\text{BS}$ and $\kappa_t^\text{UT} [19]$, and the downlink amplified receiver noise is set to $\gamma_{DL} = 1.58 [20]$. As shown in the figures, simulation and analytical results almost coincide in all the cases.

5.1 Achievable User Data Rate

In order to evaluate the impact of the transceiver hardware impairments on the performance of the downlink system, we first plotted the achievable user data rate against the number of base station antennas for CLO and SLOs configurations and for the case where it is assumed that there is no HWIs or other performance limiting factors and the CSI is perfect. To this end, we used Eq. (18) and (19) for CLO and SLOs, respectively, and for no HWIs case, we used the following Eq. [36]: $R_k = \log_2[1 + (P_d M/K(P_d + 1))]$. The downlink transmit power is fixed at 43 dBm; the fraction of time devoted to channel estimation is initially fixed at 0.3 ms [34], and the simulations are performed for 10 and 20 users for all the three cases. The results are depicted in Fig. 3 which then provides a comparison of the user data rate versus the number of BS antennas in cases of HWIs and no HWIs, and also a comparison between CLO and SLOs configurations under HWIs. The results show that despite the HWIs, the user data rate increases as the number of BS antennas increases. However, compared to the ideal case where there are no hardware impairments, there is a performance loss at every $M$, but the curves still increase with $M$. These results, therefore, confirm that HWIs produce a divergence between the transmitted signal and what is really generated. It distorts the received signal in the detecting process and then limits the accuracy of the channel estimation and hence the capacity of every user.

Fig. 3. User data rate versus number of base station antennas with $K = \{10,20\}$ and $P_d = 43$ dBm
Moreover, a comparison of the performance of CLO and SLOs shows a smaller rate loss for SLOs. This also confirms that large-$M$ behavior depends strongly on the oscillators. SLOs provides larger user data rate than CLO at the expense of increasing the deployment cost by having $M$ local oscillators. Furthermore, the results show that the user data rate decreases at a higher number of users. This can be justified by the fact that as the number of BS antennas grows large, the detrimental effect of HWIs at the BS vanishes almost completely because the noises are spread in arbitrary directions, and the spatial resolution of the array increases and enables exact transmit beamforming for the useful signal. In contrast, the noises at the users’ side do not vanish and behave as interferers with the same effective channels as the useful signal. Hence, only the hardware impairments at the users mainly limit the downlink capacity.

### 5.2 Required Downlink Transmit Power

In the following figures, only HWIs cases are investigated. The metric under investigation is the downlink transmit power required for some desired user data rate under CLO and SLOs scenarios. We then used Eq. (26) and (27) in the simulation to plot the required downlink transmit power against the desired user rate.

![Fig. 4. Required downlink transmit power versus desired user rate with $M = 200$ and $K = \{10, 15, 20\}$](image-url)
Fig. 5. Required downlink transmit power versus desired user rate with $M = 300$ and $K = \{10, 15, 20\}$

In Fig. 4 and Fig. 5 the number of base station antennas is fixed at 200 and 300, respectively, and the simulations are performed for 10; 15 and 20 users for both CLO and SLOs configurations. The results show that the power decreases as the desired user rate increases; which is in agreement with one of massive MIMO technology advantages aiming at getting higher data rate at lower power consumption. Moreover, the results show more power consumption with SLOs than with CLO. The reason for this is that more local oscillators are used under SLOs configuration and the more the number of local oscillators the higher the power consumed at the base station. Furthermore, in both configurations, the power consumption is less at a higher number of users. This can be justified by the fact that when the channel state information is imperfect, there is a gain in the required power consumption for per-user rate larger than a certain threshold as the number of users increases [37]. Also, a comparison of the results in both figures shows that the higher the number of base station antennas deployed, the lower the required power consumption, which is also in agreement with the principle of massive MIMO technology stating that at higher number of antennas at the transmit or receive side, the energy can be focused with extreme sharpness into small regions, which results in an improvement of the data rates and reliability and a reduction of the required transmit power [1-4], [24].

In Fig. 6 and Fig. 7 the number of users is fixed at 10 and 20, respectively, and the simulations are performed for 200; 250 and 300 base station antennas for both CLO and SLOs configurations. The results are similar to the ones in Fig. 4 and Fig. 5. That is, the power decreases as the desired user rate increases; more power is consumed with SLOs than with CLO; less power is consumed at a higher number of base station antennas; the higher the number of users, the lower the required power consumption.
Fig. 6. Required downlink transmit power versus desired user rate with $K = 10$ and $M = \{200, 250, 300\}$

Fig. 7. Required downlink transmit power versus desired user rate with $K = 20$ and $M = \{200, 250, 300\}$
5.3 Effect of Cell Size Reduction

In this subsection, we investigate on the effect of the cell radius reduction on the HWIs and hence on the user data rate, and required transmit power. To this end, we consider Eq. (31) and (32) in the simulation to plot the user data rate against the cell radius for CLO and SLOs configurations, respectively, and Eq. (33) and (34) to plot the required downlink transmit power against the cell radius for CLO and SLOs, respectively. The results are depicted in Fig. 8 and Fig. 9 for the user data rate, and in Fig. 10 and Fig. 11 for the required downlink transmit power. The cell radius is varied from 20 m to 2000 m, and the uplink training length is $10^6$ time slots [34]. The co-channel cells user density is set to 0.005 users per square meter, and this parameter is shown in [34] not to vary as the radius of the cell of interest is reduced. This is because it is the user density in the area whose radius is the co-channel cell distance, and that distance does not vary as we reduce the radius of the cell of interest. The user data rate is set at 2 b/s/Hz for Fig. 10 and Fig. 11.

In Fig. 8, the number of BS antennas is fixed at 300, and the simulations are performed for 10; 15 and 20 users for both CLO and SLOs configurations. The results show that as the cell radius is reduced, the user data rate significantly increases despite the presence of HWIs. Moreover, the results show lower data rate for higher number of users for both configurations, which is in agreement with the results from Fig. 3.

In Fig. 9, the number of users is fixed at 20, and the simulations are performed for 200; 250 and 300 BS antennas for both configurations. Similar to Fig. 8, the results show a significant increase of the user data rate as the cell radius is reduced. Also, it is shown for both configurations that the higher the number of BS antennas the higher the user data rate, which is also in agreement with the results from Fig. 3.

![Fig. 8. User data rate versus cell radius with $M = 300$ and $K = \{10, 15, 20\}$](image.png)
Fig. 9. User data rate versus cell radius with $K = 20$ and $M = \{200, 250, 300\}$

Fig. 10. Required downlink transmit power versus cell radius with $M = 300$ and $K = \{10, 15, 20\}$
Fig. 11. Required downlink transmit power versus cell radius with $K = 20$ and $M = \{200, 250, 300\}$

Fig. 10 depicts the results for the number of BS antennas fixed at 300, and the simulations performed for 10; 15 and 20 users for both CLO and SLOs configurations. The results show a significant decrease of the total downlink transmit power as the cell radius is reduced. Moreover, the results show higher power for higher number of users for both configurations. This is because the per-user rate and the number of BS antennas are fixed.

In Fig. 11, the number of users is fixed at 20, and the simulations are performed for 200; 250 and 300 BS antennas for both configurations. Similar to Fig. 10, the total downlink transmit power significantly decreases as the cell radius is reduced. It is also shown for both configurations that the higher the number of BS antennas the lower the required power consumption, which is in agreement with the results from Fig. 6 and Fig. 7.

From the results obtained from Fig. 8, Fig. 9, Fig. 10 and Fig. 11, we can conclude that cell size reduction can minimize the effect of HWIs in massive MIMO system and hence improve the user data rate, and reduce the transmit power. More explicitly, it can minimize the effect of accumulated phase noise during channel estimation time which has an impact on the downlink performance.

A performance comparison between the results from our proposed approach and some existing referenced results is shown Table 1. We consider the data rate for the comparison and the values are chosen for the cell radius reduced to 50 m (because our approach is based on cell size reduction). It is realized that our approach offers a competitive advantage than most of the referenced results in terms of user data rate.
Table 1. Results comparison

| References | Carrier frequency | System SNR | Number of BS antennas | Number of users | Spectral efficiency(SE) or User data rate $R_k$ |
|------------|-------------------|------------|-----------------------|----------------|---------------------------------------------|
| [19]       | 2 GHz             | 20 dB      | 1000                  | 8              | $SE \approx 3.5$ bits/channel use            |
| [20]       | 2 GHz             | 15 dB      | 400                   | 8              | $R_k \approx 3$ bits/channel use for CLO $R_k \approx 3.5$ bits/channel use for SLOs |
| [21]       | 2 GHz             | 20 dB      | 50                    | 10             | $R_k \approx 1.5$ bits/channel use           |
| [24]       | 2 GHz             | 35 dB      | 500                   | 5              | $R_k \approx 10$ b/s/Hz                      |
| This work  | 2 GHz             | 15 dB      | 300                   | 10             | $R_k \approx 4.4$ b/s/Hz for CLO $R_k \approx 4.9$ b/s/Hz for SLOs |

6. Conclusions

In this paper, we analyzed the performance of a single-cell downlink system in the presence of transceiver hardware impairments, using maximum ratio transmission (MRT) as precoding scheme. Our analysis involves two scenarios: synchronous operation at the base station where only one local oscillator is used and common to all the antennas (CLO), and non-synchronous operation at the base station where each antenna uses a separate local oscillator (SLO). We derived closed-form expressions for a typical user data rate under each scenario, and showed that, though the rate increases with the number of base station antennas, there is still some loss due to the transceiver hardware impairments. Moreover, we showed that higher data rate could be achieved when SLOs are used; and the rate decreases at a higher number of users under both scenarios. We then conclude that as the number of base station antennas grows large, it is only the hardware impairments at the users that mainly limit the downlink capacity. Furthermore, we derived closed-form expressions for the downlink transmit power required for some desired per-user data rate under each scenario. Our results show that as the desired per-user rate increases, the transmit power decreases and the power is higher under SLOs than under CLO. The results also show under both scenarios that, the higher the fixed value of the number of base station antennas or users, the lower the required power. We, therefore, conclude that massive MIMO downlink system with transceiver hardware impairments experiences lower data rate loss with separate local oscillators used at the base station, and the lower rate loss is at the price of higher power consumption compared to the use of a common local oscillator. Finally, we proposed an approach to minimize the effect of HWIs on the system performance. Our approach consists of reducing the cell size, and the results show that when the cell size is reduced the effect of accumulated phase noise during channel estimation time is minimized and hence the user capacity is increased, and the downlink transmit power is decreased. Even though our approach will result in deploying more cell sites in the network, it meets the advantages of small cells deployment which is also an emerging technique for the next generation cellular systems. Such advantages include: increasing capacity in areas with higher user densities; improving the network energy efficiency; extending handset battery life by reduced power consumption.
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