DEGREE 5 POLYNOMIALS AND DESCARTES’ RULE OF SIGNS
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Abstract. For a univariate real polynomial without zero coefficients, Descartes’ rule of signs (completed by an observation of Fourier) says that its numbers pos of positive and neg of negative roots (counted with multiplicity) are majorized respectively by the numbers c and p of sign changes and sign preservations in the sequence of its coefficients, and that the differences c − pos and p − neg are even numbers. For degree 5 polynomials, it has been proved by A. Albouy and Y. Fu that there exist no such polynomials having three distinct positive and no negative roots and whose signs of the coefficients are (+, +, −, +, −, −) (or having three distinct negative and no positive roots and whose signs of the coefficients are (+, −, −, −, +, −)). For degree 5 and when the leading coefficient is positive, these are all cases of numbers of positive and negative roots (all distinct) and signs of the coefficients which are compatible with Descartes’ rule of signs, but for which there exist no such polynomials. We explain this non-existence and the existence in all other cases with d = 5 by means of pictures showing the discriminant set of the family of polynomials $x^5 + x^4 + ax^3 + bx^2 + cx + d$ together with the coordinate axes.
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1. Introduction

Consider a univariate real polynomial $P(x) := \sum_{j=0}^{d} a_j x^j$, $a_d \neq 0$, with c sign changes in the sequence of its coefficients. The classical Descartes’ rule of signs says that the number pos of its positive roots is not larger than c, see [10]. Fourier (see [8]) has observed also that if roots are counted with multiplicity, then the number $c - pos$ is even. In the present paper we consider polynomials with all coefficients nonzero. In this case if one considers the polynomial $P(-x)$ and applies Descartes’ rule to it, one finds that for the number neg of negative roots of $P$, (counted with multiplicity) one obtains $neg \leq p$, where p is the number of sign preservations in the sequence of coefficients (hence $c + p = d$); moreover, the number $p - neg$ is even. Descartes’ rule of signs gives only necessary conditions about the possible values of the numbers pos and neg when the numbers c and p are known. To explain what sufficient conditions means we need the following definition:

Definition 1. For a given degree d, a sign pattern (SP) is a sequence of d + 1 signs (+ or −). We assume the first of them to be a +, because without loss of generality we consider only monic polynomials. Given the degree d and a SP, we denote by c and p the numbers of sign changes and sign preservations in the SP and we call the pair $(c, p)$ Descartes’ pair. Any pair $(pos, neg)$ satisfying the conditions

$$\begin{align*}
pos \leq c, & \quad c - pos \in 2\mathbb{Z}, \quad neg \leq p, \quad p - neg \in 2\mathbb{Z}
\end{align*}$$
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is called admissible pair (AP) for the given SP. In particular, the Descartes’ pair is an AP. A given couple (SP, AP) is realizable if there exists a monic degree $d$ polynomial the signs of whose coefficients define the given SP and which has exactly $pos$ positive and exactly $neg$ negative roots, all of them simple.

To give sufficient conditions in the context of Descartes’ rule of signs means to give the answer to the following realization problem:

**Problem 1.** For a given degree $d$, which couples (SP, AP) are realizable and which are not?

The answer to this problem is known for $d \leq 8$. For $d \leq 3$, all couples (SP, AP) are realizable. For $d = 4$, the answer to it is due to D. Grabiner, see [9], for $d = 5$ and 6 it is due to A. Albouy and Y. Fu, see [1], and for $d = 7$ and 8, it was given by J. Forsgård, V. P. Kostov and B. Z. Shapiro, see [6] and [12].

**Remark 1.** In order to reduce the number of couples (SP, AP) to be considered one can use the following $\mathbb{Z}_2 \times \mathbb{Z}_2$-action. Its first generator $g_1$ changes a given polynomial $P(x)$ to $(-1)^d P(-x)$ thereby changing every second sign of the SP and replacing the AP (pos, neg) by the AP (neg, pos). The second generator $g_2$ changes $P(x)$ to $P^R(x) := x^d P(1/x)/P(0)$ which means reading the SP backward and preserving the AP (the roots of the reverted polynomial $P^R$ are the reciprocals of the roots of $P$). The generators $g_1$ and $g_2$ are commuting involutions. Given a couple (SP, AP) (denoted by $\lambda$), the couples $g_1(\lambda)$ and $g_2(\lambda)$ are always different, because the second signs of their SPs are different, but one might have $g_2(\lambda) = \lambda$ or $g_1g_2(\lambda) = \lambda$.

Thus orbits of the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action consist of 4 or 2 couples (SP, AP). E.g. for $d = 2$, one has the orbit $((+, -, -), (1, 1))$, $((+, +, -), (1, 1))$ of length 2; for $d = 3$, the orbit

$($(+, +, +, -)$, $(1, 2))$, $($(+, +, +)$, $(2, 1))$, $($(+, -, -, -)$, $(1, 2))$, $($(+, +, -, +)$, $(2, 1))$

is of length 4. It is clear that all 4 or 2 couples (SP, AP) of a given orbit are simultaneously (non)realizable.

In each of the cases $d = 4$ and $d = 5$ there is exactly one example of non-realizability of a couple (SP, AP) modulo the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action, namely

$$(1.2) \quad (\ (+, +, -, +, +) , \ (2, 0 ) ) \quad \text{and} \quad (\ (+, +, -, -, +, -) , \ (3, 0 ) ) ,$$

see [9] and [1], respectively. For each of these two couples (SP, AP) one has $g_2(\lambda) = \lambda$, see Remark [1] so they define orbits of length 2. For $d = 6$, 7 and 8, there are respectively 4, 6 and 19 non-realizable cases modulo the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action, see [1], [6] and [12].

**Proposition 1.** For $d = 5$, there are 22 realizable and no non-realizable orbits of the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action of length 4 and 13 realizable and one non-realizable orbits of length 2.

The proposition is proved in Section 3 after Remarks 3.

In [13] the discriminant set of the family of polynomials $x^4 + x^3 + ax^2 + bx + c$ is represented (i.e. the set of values of the triple $(a, b, c)$ for which the polynomial
has a multiple real root) and thus the non-realizability of the first of the two cases
(1.2) is explained geometrically. In the present paper we give such an explanation
for the non-realizability of the second of these cases and of the realizability of all
other cases with \( d = 5 \). One can assume that the first two signs of the SP are
\((+,+)\). Recall that \( a_d = 1 \). The change \( P(x) \mapsto P(a_{d-1}x)/a_d \)
transforms \( P(x) \) into \( x^d + x^{d-1} + \cdots \), i.e. one can normalize the first two coefficients. So we consider
the 4-parameter family of polynomials
\[
P(x, a, b, c, d) := x^5 + x^4 + ax^3 + bx^2 + cx + d,
\]
with \( a, b, c, d \in \mathbb{R} \). We denote by \( \Delta \) the **discriminant set**
\[
\Delta := \{ (a, b, c, d) \in \mathbb{R}^4 \mid \text{Res}(P, \partial P/\partial x, x) = 0 \}.
\]
A polynomial of the family \( P \) has a multiple real root exactly if \((a, b, c, d) \in \Delta \). Our
aim is to explain by means of pictures of the set \( \Delta \) why the second of the cases (1.2)
is not realizable. These pictures are given in Section 3. In Section 2 we remind
some properties of the set \( \Delta \) and we explain the notation used on the pictures.

2. Properties of the discriminant set

The set \( \Delta \) partitions \( \mathbb{R}^4 \setminus \Delta \) into three open domains, in which a polynomial of
the family \( P \) has 5, 3 or 1 simple real roots and hence 0, 1 or 2 conjugate pairs
respectively (for properties of discriminants see [2]). On the figures these domains
are indicated by the letters \( h \), \( t \) and \( s \) respectively. We remind that polynomials
of the domain \( h \) (i.e. with all roots real) are called **hyperbolic**; the set of values
of the parameters \((a, b, c, d)\) for which the polynomial \( P \) is hyperbolic is called the
**hyperbolicity domain** of the family (1.3). The domain \( h \), contrary to the domains
\( t \) and \( s \), is not present on all figures, and when it is present, it is bounded; it is a
curvilinear quadrigon or triangle, see part (2) of Remarks 2. The set \( \Delta \) and the
coordinate hyperplanes together partition the set
\[
\mathbb{R}^4 \setminus \{ \Delta \cup \{ a = 0 \} \cup \{ b = 0 \} \cup \{ c = 0 \} \cup \{ d = 0 \} \}
\]
into open domains in each of which both the number of real roots and the signs
of the coefficients of the polynomial \( P \) remain the same; in fact, the real roots are
distinct and nonzero hence the number of positive and negative roots is the same
in each of the domains. The non-realizability of the second of the cases (1.2) is
explained by the absence of the corresponding domain.

**Remark 2.** It would be interesting to (dis)prove that each of the open domains
of the set (2.5) is contractible and that to each realizable case (SP, AP) there
corresponds exactly one of these domains.

**Remark 3.** For \( d = 6, 7 \) and 8, the following **neighbouring property** holds true (the
property can be checked directly using the results of [1], [6] and [12]): For each two
non-realizable orbits \( C_0, C_* \) of the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)-action one can find a finite string of such
orbits \( C_1, C_2, \ldots, C_8 = C_* \) such that for each two of the orbits \( C_i \) and \( C_{i+1} \) of this
string there exist couples (SP, AP) \((C_i^0, C_i^0) \in C_i, C_i^{0+1} \in C_{i+1}, \) such that either the SPs
of \( C_i^0 \) and \( C_i^{0+1} \) differ only by one sign and their APs are the same, or their SPs
and one of the components of their APs are the same while the other components
of the APs differ by \( \pm 2 \).
Example: for $d = 6$, the non-realizable cases are the ones of the orbits of the following couples (SP, AP), see (1):

\[
\begin{align*}
( +, +, +, +, +, +, +, + ) & , ( 4, 0 ) \quad \text{and} \quad ( +, +, +, +, +, +, +, + ) & , ( 2, 0 ) \quad \text{and} \quad ( +, +, +, +, + ) & , ( 4, 0 ) , ( 2, 0 ) .
\end{align*}
\]

It is clear that they are neighbouring.

If the couples $C^0_i$ and $C^0_{i+1}$ were realizable, then they would correspond to two domains of the set (2.5) separated by a hypersurface, either by $\Delta$ or by one of the coordinate hyperplanes.

For $d = 9$, the neighbouring property does not hold true. Indeed, for $d = 9$, there exists a single non-realizable case (modulo the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action) with both components of the AP nonzero, this is the couple $C_4 := ((+, -, -, -, +, +, +, +, +), (1, 6)), \text{see } (3)$. There exist non-realizable cases in which one of the components of the AP equals 0, see (4). However there are no non-realizable couples in which the AP equals $(1, 8), (1, 4), (3, 6), (8, 1), (4, 1)$ or $(6, 3)$. For $d = 9$, there exist non-realizable cases in which one of the components of the AP equal to 0, see (5). Hence if $C_0$ is an orbit of a couple (SP, AP) with one of the components of the AP equal to 0 and $C_*$ is the orbit of the couple $C_2$, then one cannot construct the string of orbits $C_i$.

The set $\Delta$ is stratified. Its strata are defined by the multiplicity vectors of the real roots of the polynomials of the family $P$ (in the case of two conjugate pairs, we do not specify whether these pairs are distinct or not). The notation which we use for the strata should be clear from the following example:

**Example 1.** There is a single stratum $T_5$ corresponding to a polynomial with a five-fold real root. This polynomial is

\[
(x + 1/5)^5 = x^5 + x^4 + 2x^3/5 + 2x^2/25 + x/125 + 1/3125
\]

and the stratum $T_5$ is of dimension 0 in $\mathbb{R}^4$. The strata $T_{4,1}, T_{3,2}, T_{2,3}$ and $T_{1,4}$ are of dimension 1 in $\mathbb{R}^4$; they correspond to polynomials of the form $(x-x_1)^m(x-x_2)^5-m$, where $x_1 < x_2$ and $m = 4, 3, 2$ and 1 respectively; hence $mx_1 + (5-m)x_2 = -1$. The stratum $T_3$ is of dimension 2 and corresponds to polynomials $(x-x_1)^3(x^2 + ux + v)$, where $u^2 < 4v$.

**Remarks 1.** (1) The dimension of a stratum is equal to the number of distinct roots (real or complex) minus 1; we subtract 1, because the sum of all roots equals $-1$. Thus $T_{4,1}, T_{3,2}, T_{2,3}$ and $T_{1,4}$ are the only strata of dimension 1. As $d = 5$, i.e. as $d$ is odd, there is always at least one real root, so a stratum corresponding to polynomials having at least one conjugate pair (hence to polynomials having $\geq 3$ distinct roots) is of dimension $\geq 2$. This is the case of the stratum $T_5$.

(2) The tangent space at any point of any stratum of dimension 1, 2 or 3 is transversal to the space $Obcd, Ocd$ or $Od$ respectively. This follows from [11 Theorem 2].

On Fig. 1 and Fig. 2, we show the projections in the $(a, b)$-plane of the strata $T_5, T_{4,1}, T_{3,2}, T_{2,3}$ and $T_{1,4}$. The union of the projections of the three strata $T_{4,1}, T_5$ and $T_{1,4}$ (resp. $T_{3,2}, T_5$ and $T_{2,3}$) is an algebraic curve drawn by a solid (resp. dashed) line and having a cusp at the projection of $T_5$; the coordinates of the projection of $T_5$ are $(2/5, 2/25)$, see (2.6). When following a vertical line (i.e. parallel to
the \(b\)-axis) from below to above, the projections of the strata are intersected in the following order: \(T_{4,1}, T_{4,2}, T_{4,3}, T_{4,4}\). These projections and the \(a\)- and \(b\)-axes define 15 open zones in \(\mathbb{R}^2\) (the space \(Oab\), denoted by \(A, B, \ldots, M, N\) and \(P\).

The SPs which we use begin with \((+, +)\). In the right upper corner of Fig. 1 the notation \(\sigma = (+, +, +, +, \sigma)\) means that when one chooses the values of the variables \((a, b)\) from the first quadrant, then this defines the SP \(\sigma\), in which \(\sigma\) stands for the couple of signs of the variables \((c, d)\) (and similarly for the other three corners of Fig. 1). Recall that in the plane, the four open quadrants correspond to the following couples of signs of the two coordinates:

\[
\begin{align*}
I & : (+, +), \quad II : (-, +), \quad III : (−, −) \quad \text{and} \quad IV : (+, −).
\end{align*}
\]

**Notation 1.** Further in the text, we use the following notation: \(\sigma_{i,j}\) means that the signs of the variables \((a, b)\) correspond to the \(i\)th and the ones of the variables \((c, d)\) to the \(j\)th quadrant. Thus the SPs \((+, +, −, −, +, −)\) and \((+, +, +, −, −, −)\) are denoted by \(\sigma_{2,4}\) and \(\sigma_{1,3}\) respectively.

We explain now the meaning of the pictures. On Fig. 1 we represent the plane \((a, b)\): the \(a\)-axis is horizontal and the \(b\)-axis is vertical. On the rest of the figures we represent the plane \((c, d)\): the \(c\)-axis is horizontal and the \(d\)-axis is vertical. We fix a value \((a_0, b_0)\) of the couple \((a, b)\) from one of the domains \(A, \ldots, N, P\), and we draw the set \(\Sigma^j := \Delta_{(a,b)=(a_0,b_0)}\). The figures thus obtained resemble the ones given in [15] in relationship with the butterfly catastrophe. Indeed, in the definition of the latter one uses a degree 5 monic polynomial family \(S\) with vanishing coefficient of \(x^4\). The family \(P(x, a, b, c, d)\), see (1.3), is obtained from \(S\) via the shift \(x \mapsto x + 1/5\) which means making an upper-triangular affine transformation in the space of coefficients. The convexity of the curves shown on the figures results from the following theorem of I. Mégueditchian, see [14, Proposition 1.3.3], which is a generalization of a result of B. Chevallier, see [5].

**Theorem 1.** Locally the discriminant set \(\Delta\) at a point, where it is smooth, belongs entirely to one of the two half-spaces defined by its tangent hyperplane, namely, the one, where the polynomial \(P\) has two more real roots.

We use also another result of [14]:

**Lemma 1.** [Lemma about the product] Suppose that \(P_1, \ldots, P_s\) are monic polynomials, where for \(i \neq j\), the polynomials \(P_i\) and \(P_j\) have no root in common. Set \(P := P_1 \cdots P_s\). Then there exist open neighbourhoods \(U_k\) of \(P_k\) and \(U\) of \(P\) such that for \(Q_k \in U_k\, \text{the mapping}
\[
U_1 \times \cdots \times U_s \to U, \quad (Q_1, \ldots, Q_s) \mapsto Q_1 \cdots Q_s
\]
is a diffeomorphism.

**Remarks 2.** (1) From Lemma [1] one can deduce what local singularities of the sets \(\Delta^j\) can be encountered. At a point \((a, b, c, d)\) for which the polynomial \(\tilde{P} := P(x, a, b, c, d)\) has one double and one or three simple roots the set \(\Delta^j\) is smooth. Indeed, according to Lemma [1] in this case the set \(\Delta^j\) is locally diffeomorphic to the cartesian product of the discriminant set of the family \(x^2 + ux + v, u, v \in \mathbb{R}\) (which is the curve \(u^2 = 4v\)), and \(\mathbb{R}^2\).

At a point where \(\tilde{P}\) has a triple real root and 2 or 0 simple real roots, the set \(\Delta^j\) is diffeomorphic to the cartesian product of a semi-cubic parabola (i.e. a cusp) and
\[ \mathbb{R}^2. \] Indeed, the discriminant set of the family of polynomials \( S_1 := x^3 + wx + v, \) \( w, v \in \mathbb{R}, \) is the curve \( 27v^2 + 4w^3 = 0. \) The family \( S_2 := x^3 + wx^2 + w^* x + v^* \) is obtained from \( S_1 \) via the shift \( x \mapsto x + w/3; \) here \( w^* = u + w^2/3 \) and \( v^* = v + uw/3 + w^3/27. \) On the figures cusp points are denoted by \( \kappa, \lambda \) and \( \mu. \)

At a point where \( \hat{P} \) has one simple and two double roots, the set \( \Delta_f \) is locally diffeomorphic to the cartesian product of two transversally intersecting smooth curves and \( \mathbb{R}^2, \) see Lemma 4. On the figures, such points are denoted by \( \phi, \psi \) or \( \theta. \)

At a point where \( \hat{P} \) has a triple and a double real roots, the set \( \Delta_f \) is locally diffeomorphic to a cartesian product of \( \mathbb{R}^2 \) and the union of a semi-cubic parabola and a smooth arc passing through the cusp point and transversal to the geometric tangent at the cusp point. Such points belong to the strata \( T_{2,3} \) and \( T_{3,2}. \) We do not show such sets \( \Delta_f \) on the pictures.

Finally, if \( \hat{P} \) has a quadruple and a simple real roots (such points belong to the strata \( T_{1,4} \) and \( T_{4,1}, \) ) then locally the set \( \Delta_f \) is diffeomorphic to the cartesian product of a swallowtail and \( \mathbb{R}. \) For a picture of a swallowtail see [13].

On the figures the letters \( \alpha \) and \( \omega \) denote the "infinite branches" of the sets \( \Delta_f. \)

There are no vertical tangent lines at any point of any of the sets \( \Delta_f, \) see part (2) of Remarks 4.

(2) On the figures the hyperbolicity domain (denoted by \( h \)) is represented by the following curvilinear triangles or quadrigons:

| \( \lambda\mu\phi \) | Figures | \( 6 \) (right), \( 8 \) (left), \( 16 \) and \( 17 \) (right) |
| \( \lambda\theta\psi\phi \) | Figures | \( 7 \) (left), \( 9 \) (left), \( 15 \) and \( 18 \) (left) |
| \( \lambda\theta\kappa \) | Figures | \( 11 \) \( 14 \) \( 19 \) (left) |

How the set \( \Delta \) looks like near the origin is justified by the following lemma:

**Lemma 2.** In the space of the parameters \( (a, b, c, d) \), a point with \( c = d = 0 \) belongs to the discriminant set \( \Delta. \) If \( b \neq 0 = c = d, \) then the set \( \Delta \) is tangent to the hyperplane \( d = 0. \) For \( b > 0 \) and \( b < 0 \) the set belongs locally to the half-plane \( d \geq 0 \) and \( d \leq 0 \) respectively.

**Proof.** For \( c = d = 0, \) the number \( 0 \) is a double root of \( P \) which proves the first claim of the lemma. For \( b \neq 0 = c = d, \) the polynomial \( P \) is locally representable in the form \( (x + c)^2(g + hx + wx^2 + x^3), \) where \( g \neq 0. \) Hence \( c = 2gy + \varepsilon^2 h \) and \( d = g\varepsilon^2, \) i.e. the set \( \Delta \) is locally defined by an equation of the form \( d = c^2/4g + o(c^2) \) which proves the second claim. For \( b > 0 \) and \( b < 0 \) one has \( g > 0 \) and \( g < 0 \) respectively which proves the last statement of the lemma. \( \square \)

3. PICTURES REPRESENTING THE DISCRIMINANT SET

On Figures 5-20 we show the set \( \Delta_f \) for values of \( (a, b) \) from the different zones shown on Figures 1 and 2. After each figure we indicate which cases are realizable in the domains \( h, t \) and \( s, \) see Notation 4. Whenever a figure consists of two pictures, the one on the right is a detailed picture close to the origin. Under each of Fig. S-20 we indicate the cases which are realizable in the different parts of the plane \( (c, d) \) delimited by the coordinate axes and the corresponding set \( \Delta_f. \) E.g. when after Fig. 4 under "domain t" we write "5, 9 \( \sigma_{2,1} \) (2,1), (0,3)", this means that in the two parts of the domain \( t \) in the first quadrant the cases \( (\sigma_{2,1}, (2,1)) \) and \( (\sigma_{2,1}, (0,3)) \) are realizable. The numbers 5 and 9 are numbers of different cases. These numbers are attributed in the order of appearance of the cases. When one and the
same case appears in different zones, then it bears the same number. There are two figures corresponding to zone E, see the lines following Fig. 9.

Remarks 3. (1) The following four rules hold true. They allow to define by continuity the case (SP, AP) which is realizable in any domain of the (c, d)-plane for (a, b) fixed.

i) When the c-axis is crossed at a point not belonging to the set \( \Delta^t \) and different from the origin, then exactly one real root changes sign. When a hyperplane \( a = 0 \), \( b = 0 \) or \( c = 0 \) is crossed, then only the corresponding sign in the SP changes.

ii) On all pictures, in the part of the domain \( s \) which is above the c-axis, the only real root of the polynomial \( P \) is negative. Indeed, for \( a \), \( b \) and \( c \) fixed and \( d > 0 \) large enough, the polynomial \( P \) has only one real root which is simple and negative.

iii) At a cusp point belonging to the closure of the domain \( t \) (but not \( h \)) the triple root of \( P \) has the same sign as the single real root in the adjacent \( s \)-domain.

iv) Suppose that a point follows the arc of the set \( \Delta^t \) which passes through the point \((0, 0)\) in the plane \((c, d)\). Then when the point passes from the first into the second quadrant or vice versa, a double real root of \( P \) changes sign.

v) The AP corresponding to a point of the set \( (1, 3) \) and belonging to the domain \( h \) is the Descartes’ pair which is defined by the SP. This allows, for each of the Figures \([5, 20] \) containing the domain \( h \), to find the cases realizable in each of the parts of the domain \( h \).

vi) At a self-intersection point \( \phi \) or \( \psi \) one of the open sectors defined by the two intersecting arcs of \( \Delta^t \) belongs to the domain \( s \) and its opposite sector belongs to the domain \( t \). The other two sectors (denoted here by \( S_1 \) and \( S_2 \)) belong to the domain \( t \). When a point moves from \( \phi \) or \( \psi \) into \( S_1 \), then one of the two double roots of \( P \) gives birth to a complex conjugate pair of roots. When a point moves from \( \phi \) or \( \psi \) into \( S_2 \), then the other one of the two double roots of \( P \) gives birth to such a pair. This follows from Lemma \([2] \).

(2) To the possible Descartes’ pairs of the SPs beginning with \((+, +)\), i.e. to \((0, 5)\), \((1, 4)\), \((2, 3)\), \((3, 2)\) and \((4, 1)\), there correspond 3, 3, 4, 4 and 3 possible APs respectively. E.g. to the Descartes’ pair \((2, 3)\) there correspond the possible APs \((2, 3)\), \((0, 3)\), \((2, 1)\) and \((0, 1)\). This means that for the four quadrants in the plane \((a, b)\) one obtains the following numbers of a priori possible couples (SP, AP) (we list also the zones of each quadrant on Fig. \([1, 2] \) and the possible couples (SP, Descartes’ pair) for the given quadrant):

\[
\begin{align*}
I : & \quad 13 \quad L, M, N, P \quad (\sigma_{1, 1}, (0, 5)), (\sigma_{1, 2}, (2, 3)), (\sigma_{1, 3}, (1, 4)), (\sigma_{1, 4}, (1, 4)) \ , \\
II : & \quad 15 \quad A, B, C \quad (\sigma_{2, 1}, (2, 3)), (\sigma_{2, 2}, (4, 1)), (\sigma_{2, 3}, (3, 2)), (\sigma_{2, 4}, (3, 2)) \ , \\
III : & \quad 15 \quad D, E, F, G \quad (\sigma_{3, 1}, (2, 3)), (\sigma_{3, 2}, (2, 3)), (\sigma_{3, 3}, (1, 4)), (\sigma_{3, 4}, (3, 2)) \ , \\
IV : & \quad 15 \quad H, I, J, K \quad (\sigma_{4, 1}, (2, 3)), (\sigma_{4, 2}, (2, 3)), (\sigma_{4, 3}, (1, 4)), (\sigma_{4, 4}, (3, 2)) \ .
\end{align*}
\]

The non-realizable couple (the second of couples \([1, 2] \)) corresponds to quadrant II.

(3) On Fig. \([3, 4] \) we show the projections in the plane \((a, b)\) of the strata \( \bar{\Sigma}_i \) and \( \bar{T}_{i, j} \), \( 1 \leq i, j \leq 4 \), \( i + j = 5 \), (see Fig. \([1, 2] \), and of the set \( \mathcal{M} \) of values of \((a, b)\) for
which the set $\Delta^4$ has a self-intersection at $c = d = 0$. This is the set for which the polynomial $x^3 + x^2 + ax + b$ has a multiple root. It is drawn by a dotted line. It (a) has a cusp point $(1/3, 1/27)$ situated on the projection of the stratum $T_{3,2}$; (b) is tangent to the projection of $T_{2,3}$ at $(a, b) = (1/4, 0)$; (c) is tangent to the projection of $T_{1,4}$ at $(a, b) = (0, 0)$; (d) intersects the projection of $T_{3,2}$ and $T_{2,3}$ at $(a, b) = (-8 - 4\sqrt{10})/15, (-152(2 + \sqrt{10}) + 52)/675) = (-1.37\ldots, -1.39\ldots)$ and $(8 + 4\sqrt{10})/15, (-152(2 - \sqrt{10}) + 52)/675) = (0.30\ldots, 0.03\ldots)$ respectively; (e) has no point in common with the projection of the stratum $T_{4,1}$.

At these points the polynomial $P$ and the set $\Delta^4$ have respectively (a) $P$: a triple negative root and a double root at 0, $\Delta^4$: a cusp point at $c = d = 0$ with a non-horizontal tangent line at it and a smooth arc with a horizontal tangent line at $c = d = 0$; (b) $P$: a double negative root and a triple root at 0, $\Delta^4$: a cusp at $c = d = 0$ with a horizontal tangent line at it and a smooth arc with a non-horizontal tangent line at $c = d = 0$; (c) $P$: a negative a simple root and a quadruple root at 0, $\Delta^4$: a 4/3-singularity with a horizontal tangent line at $c = d = 0$; (d) at $T_{3,2}$: $P$: a simple positive, a double negative and a double 0 root, $\Delta^4$: two transversally intersecting arcs at $(0; 0)$ one of which with a horizontal tangent line; at $T_{2,3}$: $P$: a simple and a double negative and a double 0 root, $\Delta^4$: two transversally intersecting arcs at $(0; 0)$ one of which with a horizontal tangent line.

We do not include the set $\mathcal{M}$ in the partition of the plane $(a, b)$ into zones in order to keep the number of figures to be drawn reasonably low. Some changes of the relative position of the cusps of the set $\Delta^4$ and the coordinate axes $c$ and $d$ as the values of $a$ and $b$ change are commented between the figures.

(4) Two SPs, one corresponding to the third and one to the fourth quadrant in the $(a, b)$-plane, begin by $(+, +, -, -)$ and $(+, +, +, -)$ respectively. Hence if their last two signs are the same, then they contain one and the same number of sign changes and sign preservation. This means that one and the same APs correspond to them. Therefore the two couples (SP, AP), $(\sigma_{3,j}, (k_1, k_2))$ and $(\sigma_{4,j}, (k_1, k_2))$, are simultaneously realizable.

Proof of Proposition 2. We use Notation and the definition of the generators $g_1$ and $g_2$ of the $\mathbb{Z}_2 \times \mathbb{Z}_2$-action, see Remark. We consider only SPs beginning with $(+, +)$ which means that we deal with halves of orbits (the other halves are with SPs beginning with $(+, -)$, see Remark. We consider the action of $g_1$ and $g_2$ not only on couples (SP, AP), but also just on SPs. Thus

\begin{equation}
(3.7) \quad g_2(\sigma_{2,1}) = \sigma_{4,1} \quad \text{and} \quad g_2(\sigma_{1,3}) = \sigma_{3,3}.
\end{equation}

The Descartes’ pair corresponding to $\sigma_{2,1}$ (resp. $\sigma_{1,3}$) equals $(2, 3)$ (resp. $(1, 4)$), see part (2) of Remarks. We denote by $\rho$ any of the APs, so $\rho = (2, 3), (0, 3), (2, 1)$ or $(0, 1)$ (resp. $\rho = (1, 4), (1, 2)$ or $(1, 0)$). Thus $((\sigma_{2,1}, \rho), (\sigma_{4,1}, \rho))$ (resp. $((\sigma_{1,3}, \rho), (\sigma_{3,3}, \rho))$) are half-orbits; the other halves are of the form $((g_1((\sigma_{2,1}, \rho)), g_1((\sigma_{3,3}, \rho))))$, see Remark. Thus we have described $4 + 3 = 7$ orbits of length 4. Next, one has
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(3.8) \[ g_1 g_2(\sigma_{1,2}) = \sigma_{4,4}, \ g_1 g_2(\sigma_{2,2}) = \sigma_{1,4}, \ g_1 g_2(\sigma_{3,2}) = \sigma_{2,4} \text{ and } g_1 g_2(\sigma_{4,2}) = \sigma_{3,4}. \]

The half-orbits in the case of \( \sigma_{1,2} \) are of the form \( ((\sigma_{1,2}, \rho), (\sigma_{4,4}, \rho^R)) \), where \( \rho^R \) is obtained from \( \rho \) by exchanging the two components, similarly for the other cases in (3.8). Thus one obtains \( 4 + 3 + 4 + 4 = 15 \) more orbits of length 4, see part (2) of Remarks 3.

Finally, one obtains

(3.9) \[ g_2(\sigma_{1,1}) = \sigma_{1,1}, \ g_2(\sigma_{2,3}) = \sigma_{2,3}, \ g_2(\sigma_{3,1}) = \sigma_{3,1} \text{ and } g_2(\sigma_{4,3}) = \sigma_{4,3}. \]

so by analogy with the SPs involved in (3.7) one obtains half-orbits of length 1 hence orbits of length 2. Their quantity is \( 3 + 4 + 4 + 3 = 14 \). One of them is the only non-realizable orbit, see the second couple in (1.2). There remains to notice that each possible SP \( \sigma_{i,j} \) participates in exactly one of the equalities (3.7), (3.8) and (3.9), and to remind that the generators \( g_1 \) and \( g_2 \) are commuting involutions. Hence we have described all orbits of the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)-action. \( \square \)

\[ \sigma = (+, +, -, +, \tilde{\sigma}) \]
\[ \sigma = (+, +, +, +, \tilde{\sigma}) \]

\[ \sigma = (+, +, -, -, \tilde{\sigma}) \]
\[ \sigma = (+, +, +, -, \tilde{\sigma}) \]

**Figure 1.** The projection of the discriminant locus of \( P \) to the plane of the parameters \( (a, b) \).
Figure 2. Picture of the projection in the plane \((a, b)\) of the discriminant locus of \(P\) with an enlarged portion near the cusp point.
Figure 3. The projections in the plane \((a,b)\) of the strata \(T_5\) and \(T_{i,j}, 1 \leq i, j \leq 4, i + j = 5\), and of the set \(M\).
Figure 4. The projections in the plane \((a, b)\) of the strata \(T_5\) and \(T_{i,j}, 1 \leq i, j \leq 4, i + j = 5\), and of the set \(M\) (with enlarged portion near the cusp points).

Figure 5. Zone A: The set \(\Delta^2\) for \(a = -2\) and \(b = 3\).
Cases 2 and 6 are realizable in the open second quadrant, above and below the set $\Delta^s$ respectively; cases 3 and 7 in the open third quadrant, below and above $\Delta^s$ respectively; cases 4 and 8 in the open fourth quadrant, below and above $\Delta^s$ respectively. Cases 1 and 5 occupy the open first quadrant minus the set $\Delta^s$, case 5 the curvilinear triangle and case 1 the rest of the quadrant.

The infinite branch $\omega$ intersects the negative $d$-half-axis.

---

**Figure 6.** Zone B: The set $\Delta^s$ for $a = -2$ and $b = 0.5$. 

---

| domain $s$ | domain $t$ | domain $h$ |
|------------|------------|------------|
| $1 \sigma_{2,1}$ (0,1) | $5 \sigma_{2,1}$ (0,3) | $10 \sigma_{2,1}$ (2,3) |
| $2 \sigma_{2,2}$ (0,1) | $6 \sigma_{2,2}$ (2,1) | $11 \sigma_{2,2}$ (4,1) |
| $3 \sigma_{2,3}$ (1,0) | $7 \sigma_{2,3}$ (1,2) | $12 \sigma_{2,3}$ (3,2) |
| $4 \sigma_{2,4}$ (1,0) | $8 \sigma_{2,4}$ (1,2) | $13 \sigma_{2,4}$ (3,2) |

The infinite branch $\omega$ intersects the negative $d$-half-axis.
On Fig. 7 the infinite branch $\omega$ intersects the negative $d$-half-axis. The intersection of the domain $t$ with the fourth quadrant consists of three curvilinear triangles. In the one which borders the third quadrant the AP is $(1,2)$ (as in the intersection of the domain $t$ with the third quadrant), in the one which belongs entirely to the interior of the fourth quadrant it is $(3,0)$ and in the one which borders the first quadrant it is again $(1,2)$. 
Figure 8. Zone D: The set $\Delta^2$ for $a = -2$ and $b = -0.5$.

| domain $s$       | domain $t$       | domain $h$       |
|------------------|------------------|------------------|
| 15 $\sigma_{3,1}$ (0,1) | 19, 20 $\sigma_{3,1}$ (0,3), (2,1) | 24 $\sigma_{3,1}$ (2,3) |
| 16 $\sigma_{3,2}$ (0,1) | 21 $\sigma_{3,2}$ (2,1)       | 25 $\sigma_{3,2}$ (2,3) |
| 17 $\sigma_{3,3}$ (1,0) | 22 $\sigma_{3,3}$ (1,2)       | 26 $\sigma_{3,3}$ (1,4) |
| 18 $\sigma_{3,4}$ (1,0) | 23 $\sigma_{3,4}$ (1,2)       | 27 $\sigma_{3,4}$ (3,2) |
Figure 9. Zone E: The set $\Delta^t$ for $a = -2$ and $b = -1$.

On Fig. 9 the self-intersection point $\phi$ is to the right while on Fig. 10 it is to the left of the $d$-axis. This is why case 29 is present only on the second of these figures. On Fig. 9 there are two domains corresponding to case 23. If one compares Fig. 9 with Fig. 8 one sees that for $a = -2$, as $b$ increases from $-1$ to $-0.5$, the two domains of case 23 fuse in one single domain.
Figure 10. Zone E: The set $\Delta^i$ for $a = -0.014$ and $b = -0.15$.

| domain $s$ | domain $t$ | domain $h$ |
|------------|------------|------------|
| 15 $\sigma_{3,1}$ (0,1) | 19, 20 $\sigma_{3,1}$ (0,3), (2,1) | 24 $\sigma_{3,1}$ (2,3) |
| 16 $\sigma_{3,2}$ (0,1) | 21, 29 $\sigma_{3,2}$ (2,1), (0,3) | 25 $\sigma_{3,2}$ (2,3) |
| 17 $\sigma_{3,3}$ (1,0) | 22 $\sigma_{3,3}$ (1,2) | 26 $\sigma_{3,3}$ (1,4) |
| 18 $\sigma_{3,4}$ (1,0) | 23, 28 $\sigma_{3,4}$ (1,2), (3,0) | 27 $\sigma_{3,4}$ (3,2) |
The intersection of the domain $t$ with the second quadrant consists of two parts. In both of them one and the same case is realizable.
When comparing Fig. [11] and Fig. [12], it becomes clear that for \( a = -2 \) and for some \( b = b_* \in (-4, -2.5) \), in the corresponding picture of the set \( \Delta^t \), the domain \( h \) intersects only the third, but not the second quadrant.
Figure 13. Zone H: The set $\Delta^i$ for $a = 1$ and $b = -1$. 

| Domain $s$ | Domain $t$ |
|------------|------------|
| 30 $\sigma_{4,1}$ (0,1) | 34 $\sigma_{4,1}$ (2,1) |
| 31 $\sigma_{4,2}$ (0,1) | 35 $\sigma_{4,2}$ (2,1) |
| 32 $\sigma_{4,3}$ (1,0) | 36 $\sigma_{4,3}$ (1,2) |
| 33 $\sigma_{4,4}$ (1,0) | 37 $\sigma_{4,4}$ (3,0) |
Figure 14. Zone I: The set $\Delta^2$ for $a = 0.05$ and $b = -0.2$.

| domain $s$ | domain $t$ | domain $h$ |
|------------|------------|------------|
| $\sigma_{4,1}$ (0,1) | $\sigma_{4,1}$ (2,1) | $\sigma_{4,3}$ (1,4) |
| $\sigma_{4,2}$ (0,1) | $\sigma_{4,2}$ (2,1) | $\sigma_{4,3}$ (1,2) |
| $\sigma_{4,3}$ (1,0) | $\sigma_{4,3}$ (1,2) | $\sigma_{4,4}$ (3,0) |
| $\sigma_{4,4}$ (1,0) | $\sigma_{4,4}$ (3,0) |            |
By comparing Figures 14 and 15, it becomes clear that for $a = 0.05$ and for some $b = b^* \in (-0.2, -0.12)$, the domain $h$ intersects the second and the third, but not the first quadrant.
Figure 16. Zone K: The set $\Delta^i$ for $a = 0.05$ and $b = -0.09$.

| domain $s$ | domain $t$ | domain $h$ |
|------------|------------|------------|
| 30 $\sigma_{4.1}$ (0,1) | 39 $\sigma_{4.1}$ (0,3) | 41 $\sigma_{4.1}$ (2,3) |
| 31 $\sigma_{4.2}$ (0,1) | 35, 40 $\sigma_{4.2}$ (2,1), (0,3) | 42 $\sigma_{4.2}$ (2,3) |
| 32 $\sigma_{4.3}$ (1,0) | 36 $\sigma_{4.3}$ (1,2) | 38 $\sigma_{4.3}$ (1,4) |
| 33 $\sigma_{4.4}$ (1,0) | 43 $\sigma_{4.4}$ (1,2) | 44 $\sigma_{4.4}$ (3,2) |
Figure 17. Zone L: The set $\Delta^2$ for $a = 0.22$ and $b = 0.01$.

| domain $s$   | domain $t$   | domain $h$   |
|-------------|-------------|-------------|
| $\sigma_{1,1}$ (0,1) | $\sigma_{1,1}$ (0,3) | $\sigma_{1,1}$ (0,5) |
| $\sigma_{1,2}$ (0,1) | $\sigma_{1,2}$ (0,3), (2,1) | $\sigma_{1,2}$ (2,3) |
| $\sigma_{1,3}$ (1,0) | $\sigma_{1,3}$ (1,2) | $\sigma_{1,3}$ (1,4) |
| $\sigma_{1,4}$ (1,0) | $\sigma_{1,4}$ (1,2) | $\sigma_{1,4}$ (1,4) |
Figure 18. Zone M: The set $\Delta^d$ for $a = 0.28$ and $b = 0.01$. 

| domain $s$ | domain $t$ | domain $h$ |
|------------|------------|------------|
| 45 $\sigma_{1,1}$ (0,1) | 49 $\sigma_{1,1}$ (0.3) | 55 $\sigma_{1,2}$ (2,3) |
| 46 $\sigma_{1,2}$ (0.1) | 50, 51 $\sigma_{1,2}$ (0.3), (2,1) | 56 $\sigma_{1,3}$ (1,4) |
| 47 $\sigma_{1,3}$ (1,0) | 52 $\sigma_{1,3}$ (1.2) | |
| 48 $\sigma_{1,4}$ (1,0) | 53 $\sigma_{1,4}$ (1,2) | |
When comparing Figures 18 and 19 it becomes clear that for $b = 0.01$, there exist two values $0.28 < a_1 < a_2 < 0.295$ of $a$ such that for $a = a_1$, the cusp $\kappa$ is in the second quadrant, but still above the arc $\mu \alpha$ (so the self-intersection points $\phi$ and $\psi$ exist), and for $a = a_2$, the cusp point $\kappa$ is in the second quadrant and under the arc $\mu \alpha$. 

When comparing Figures 18 and 19 it becomes clear that for $b = 0.01$, there exist two values $0.28 < a_1 < a_2 < 0.295$ of $a$ such that for $a = a_1$, the cusp $\kappa$ is in the second quadrant, but still above the arc $\mu \alpha$ (so the self-intersection points $\phi$ and $\psi$ exist), and for $a = a_2$, the cusp point $\kappa$ is in the second quadrant and under the arc $\mu \alpha$. 

| domain $s$ | domain $t$ | domain $h$ |
|-----------|------------|------------|
| 45 $\sigma_{1,1}$ (0,1) | 49 $\sigma_{1,1}$ (0,3) | |
| 46 $\sigma_{1,2}$ (0,1) | 51 $\sigma_{1,2}$ (2,1) | |
| 47 $\sigma_{1,3}$ (1,0) | 52 $\sigma_{1,3}$ (1,2) | 56 $\sigma_{1,3}$ (1,4) |
| 48 $\sigma_{1,4}$ (1,0) | 53 $\sigma_{1,4}$ (1,2) | |
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Figure 20. Zone P: The set $\Delta^g$ for $a = 1$ and $b = 1$.

| Domain $s$ | Domain $t$ |
|------------|------------|
| $\sigma_{1,1}$ (0,1) | $\sigma_{1,1}$ (0,3) |
| $\sigma_{1,2}$ (0,1) | $\sigma_{1,2}$ (2,1) |
| $\sigma_{1,3}$ (1,0) | $\sigma_{1,3}$ (1,2) |
| $\sigma_{1,4}$ (1,0) | $\sigma_{1,4}$ (1,2) |
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