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I. Introduction

Pharmacological time-series data are typically rich in information. However, response-time series are often compared with plasma or blood exposure prior to any analysis of the connection between dose, response, and time data per se. Dose-response-time (DRT) data analysis is therefore an underexplored approach for quantification of the onset, intensity, and duration of a pharmacological response when information about the drug concentration is scarce or even totally lacking (Levy, 1971; Smolen, 1971a,b, 1976a,b, 1978; Smolen et al., 1972; Smolen and Weigand, 1973). Usually, plasma or tissue concentrations of drug are used as the “driver” of the pharmacological response. However, plasma concentrations may be of marginal value in situations with difficult or unethical sampling (e.g., pediatric or frail elderly populations), when due to local

...
administration exposure at the pharmacological target precedes plasma concentrations (e.g., dermal or pulmonary applications, iontophoretic techniques), or in the case of extreme or unusual concentration-time profiles (e.g., the presence of active or interactive metabolites, mixture kinetics, or oligonucleotides). If the (pharmacological) biomarker response follows a time series, that time series normally contains useful information about target behavior [e.g., target turnover rates and half-lives (t_{1/2})] and drug properties [e.g., ED_{50} values, rate constants]. In some cases, the time course of drug molecules in the biophase (i.e., immediately adjacent to the target) may also reveal itself in the onset, intensity, and duration of response when the input rate to the biophase becomes the rate-limiting step. The biophase kinetics frequently differ from the plasma kinetics of a drug, particularly for peripherally placed targets and for slowly developing responses. Ideally, the in vivo drug response-time course is made up of three fundamental components: 1) the time course of drug molecules at the target (with plasma concentrations often used as a proxy and driver of the “drug mechanism” function), 2) the concentration-response relationship that contains potency and efficacy of the drug, and 3) the turnover of the target (or drug-target complex) as such. Thus, the underlying assumption in DRT analysis is that the time course of a drug at its target can be represented by a biophase function—in the absence of actual biophase concentrations of the drug. Is it then possible to deconvolute the biophase time course based on information about dose, rate, and route of administration coupled to the pharmacodynamic response-time courses? Figure 1 schematically shows the differences between the plasma concentration-time (exposure)–driven pharmacological exploration and an analysis using biophase-driven response-time courses.

The exact driver of a pharmacological response will always be an approximation, independently of whether it is the concentration in plasma, in a tissue, or in a hypothetical biophase. However, it is important to remember that upon repeated dosing, the concentrations in plasma, tissue, and biophase are at equilibrium. This is not to say that the concentrations in the various matrices have to be equal, but their relative proportions are constant at equilibrium. To facilitate analysis of DRT data, pivotal parts of the pharmacological time course are summarized and compared with certain pharmacodynamic parameters in Table 1.

Fig. 1. Schematic illustration of exposure-driven response models (upper row) and biophase-driven response (bottom row). The plasma concentration is typically the (proxy) driver of the pharmacological model in an exposure (C)–driven model, in contrast to the DRT model in which a biophase compartment model serves as a surrogate for drug exposure. In DRT analyses, information about dose, route, and rate are pivotal for a stringent analysis. The structure of the hypothetical biophase model is assumed to be extracted from the time course(s) of biologic response-time course as such. The underlying assumption about pharmacological response-time data is that some kind of kinetic information is embedded into them, which then may be approximated by the biophase model. In turn, this represents the potential time course (shape) of the total amount of drug in the body that is expected to “drive” the measured pharmacological response. The gray shaded areas are inferred from experimental concentration-time data (upper row) or dosing information (bottom row) coupled to response-time courses. The response-time courses in the DRT analysis provide the extra “kinetic” information to the model that concentration-driven pharmacodynamic models do not need. PO, per oral; SC, subcutaneous.
This review aims to introduce the basic concepts of DRT analysis, anchor the concepts onto real-life case studies highlighting typical data patterns and designs of pharmacological studies in which DRT data analyses have proven to be useful, and finally, compile relevant literature about DRT data analysis.

The basic concepts of DRT analysis are introduced and illustrated by eight previously published case studies, each of which exemplifies different disease areas. The raw data for case studies 1–7 are available in a spreadsheet format (Gabrielsson and Weiner, 2010). The eighth case study is aimed at demonstrating how data from several studies in a drug discovery project can be merged and analyzed simultaneously (Andersson et al., 2017). This latter meta-analysis utilizes data from multiple dose provocations with nicotinic acid (NiAc; dose, route, rate, and mode), as well as two intertwined biomarkers (plasma fatty acids and insulin) in a large population of control and disease model rats. Finally, we searched the literature for studies in which DRT data analyses have been successfully performed. The result of this exploration is tabulated and collected in the list of references, which may then serve as a repository of relevant DRT literature.

### II. Methods and Models

#### A. What Can Be Learned from Response-Time Data Patterns?

What may be extracted from time-series assessments of pharmacological responses? Figure 2 shows some typical features to look out for when analyzing DRT data after intravenous and subcutaneous dosing (Gabrielsson and Hjorth, 2016). These features include the following (to note, letters in parentheses refer to their

**Fig. 2.** Typical response-time courses obtained after different doses and routes of administration (3 and 10 μg i.v., and 10, 50, and 100 μg s.c.). Letters denote the following: A, baseline; B, time delay between expected peak concentration in plasma and observed peak response; C, concave onset of action; D, peak shifts in the response-time courses with increasing doses; E, saturation at top doses; and F, decline of response is slower (absorption rate–limited elimination from biophase) after subcutaneous dosing compared with intravenously at equal doses. The black bar in the lower-left corner shows the expected peak time of drug in plasma after an intravenous dose or oral solution. See also Table 1 for a suggestion of parameterizations. IV, intravenous; SC, subcutaneous.

---

**TABLE 1**

Overview of in vivo drug response phases, features of data, parameters, and case studies

| Phase               | Features in Data                                      | Parameter Case Study |
|---------------------|------------------------------------------------------|----------------------|
| A: baseline         | Stable, variable, oscillating, or drifting (e.g., due to disease) | $R_0$, $k_{int}$, $k_{out}$ | 1, 2–8 |
| B: time delay       | Time delay between expected plasma peak concentration and peak of response | $k_{out}$, $K$, $K_a$ | 1–6 |
| C: onset of action  | Concave or convex rise of response (onset of action); overshoot during onset | $k_{out}$, $K$, $K_a$, number of transit compartments, $k_{int}$ | 1–7 |
| D: peak shift       | Peak shift or not; a shift suggests a nonlinear stimulation/inhibition of action | $S_{max}/I_{max}$, $SD_{50}/ID_{50}$, $n$ | 1–6, 8 |
| E: response maximum or minimum | May indicate a nonlinear drug action or physiologic limit; the same with an inhibitory drug action | $S_{max}/I_{max}$, $SD_{50}/ID_{50}$, $n$, physiologic limit | 1–5, 7, 8 |
| F: return to baseline | Different dose routes may reveal absorption rate–limited elimination of drug from biophase; rebound during washout | $k_{out}$, $K$, $K_a$, $k_{int}$ | 1–3, 5–8 |

---

*Gabrielsson et al.*
corresponding letters in Fig. 2): baseline level (A; made up from the ratio of turnover rate to fractional turnover rate of response; i.e., decay rate of response), time delay between expected plasma concentration peak and peak of response (B; may be due to indirect pharmacological action), onset of action (C; delayed onset may indicate a cascade of events upstream prior to biomarker compartment), peak shifts with increasing doses (D; indication of saturable stimulation), saturation of response (E; due to nonlinear drug mechanism or physiologic limit), and postpeak decline of response (F; the 10 µg intravenous and subcutaneous time courses in Fig. 2 differ due to absorption rate–limited elimination after subcutaneous administration). Each portion and phase of the curves has its own story to tell with respect to drug properties, system properties, and biophase kinetics (Table 1).

B. How Is the Biophase Typically Defined?

A requirement for a robust description of the biophase model is that dose, rate, route, and mode of administration are known. The dose information combined with response-time courses bracket the biophase structure (Fig. 1, bottom row). If only response-time data are known, the individual contribution of input from drug administration and of biophase function cannot be separated. The biophase is a replacement of any nonlinear drug mechanism or physiologic limit), and postpeak decline of response (F; the 10 µg intravenous and subcutaneous time courses in Fig. 2 differ due to absorption rate–limited elimination after subcutaneous administration). Each portion and phase of the curves has its own story to tell with respect to drug properties, system properties, and biophase kinetics (Table 1).
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The input/output of the biophase is assumed to make up all absorption and disposition processes that a drug may undergo until it hits the pharmacological target. Even though a drug was given as a bolus dose into plasma, the rise and fall of the pharmacological response may reveal a deviating pattern if the target is well separated from the plasma compartment and or the biophase exposure or response develops slowly. The biophase is meant to capture the rate-limiting step in the absorption and disposition of drug causing the necessary shape of exposure time at target.

The mathematical functions of the biophase amount (A_b) can be expressed as integrated solutions (eq. 1; top, bolus input; middle, first-order input/output; bottom, zero-order input).

\[
\begin{align*}
A_b & = D_{iv} \cdot [e^{−K \cdot t}] \\
A_b & = \frac{K_a \cdot F \cdot D_{ev}}{(K_a − K)} \left[e^{−K \cdot (t − t_{lag})} − e^{−K_a \cdot (t − t_{lag})} \right] \\
A_b & = \frac{R_{in}}{K} \left[1 − e^{−K \cdot t_{lag}} \right] \cdot e^{−K \cdot t}
\end{align*}
\]

\(D_{iv}\) is the intravenous bolus dose, \(K\) is the elimination rate constant, \(K_a\) is the absorption rate constant, \(F^*\) is the biophase availability, \(D_{ev}\) is the extravascular dose, \(t_{lag}\) is the lag time, and \(R_{in}\) is the rate of infusion. The biophase availability is the fraction of the dose that reaches the biophase relative to an intravenous dose, as approximated from pharmacological response data. This new parameter is different from the bioavailability, which is the fraction of the dose reaching the systemic circulation intact upon extravascular dosing. The biophase availability may be greater than unity (1) for a compound with pharmacologically active metabolites or saturable action.

The bolus, first-order input, and zero-order input can also be given as solutions of differential equations of a linear first-order system (eq. 2; second line from top, bolus input; second line from bottom, first-order input/output; and bottom, zero-order rate input):

\[
\begin{align*}
\frac{dA_b}{dt} & = \text{Input rate} − \text{output rate} \\
\frac{dA_b}{dt} & = −K \cdot A_b \\
\frac{dA_b}{dt} & = k_a \cdot F \cdot D_{ev} \cdot e^{−K_a \cdot t} − K \cdot A_b \\
\frac{dA_b}{dt} & = \text{Input rate} − K \cdot A_b
\end{align*}
\]

For nonlinear elimination, the three input modes (bolus, first-order input, and zero-order input) become the following (eq. 3):

\[
\begin{align*}
\frac{dA_b}{dt} & = −\frac{V_{max} \cdot A_b}{K_m + A_b} \\
\frac{dA_b}{dt} & = K_a \cdot F \cdot D_{ev} \cdot e^{−K_a \cdot t} − \frac{V_{max} \cdot A_b}{K_m + A_b} \\
\frac{dA_b}{dt} & = \text{Input} − \frac{V_{max} \cdot A_b}{K_m + A_b}
\end{align*}
\]
For saturable input and output, the differential equations become the following (eq. 4):

\[
\begin{align*}
\frac{dD_{ev}}{dt} &= -\frac{K_{a,max} \cdot D_{ev}}{K_{a,m} + D_{ev}} \\
\frac{dA_b}{dt} &= F \cdot \frac{K_{a,max} \cdot D_{ev}}{K_{a,m} + D_{ev}} \cdot \frac{V_{max} \cdot A_b}{K_m + A_b}
\end{align*}
\]

where \(D_{ev}\) is the extravascular dose variable at the application site, \(K_{a,max}\) is the maximum absorption rate, \(K_{a,m}\) is the Michaelis–Menten constant (amount) at the half-maximal absorption rate, and \(F^*\) is the biophase availability. Again, the biophase availability \(F^*\) is the fraction of the dose that reaches the biophase relative to intravenous dosing and is derived from pharmacological response-time data. Note that the biophase availability is not synonymous with bioavailability obtained from intravenous and oral dosing data. The biophase availability may be contaminated by active or interactive metabolites, antagonistic or synergistic action, feedback, and so forth and is a parameter derived from response-time data as such only.

Even though all of a bolus dose or a fraction (biophase availability) of an extravascular dose reaches the hypothetical biophase, only a small amount of drug is typically likely to reach its biologic target. The remainder will distribute nonspecifically to other body regions. The shape of the hypothetical biophase function is deconvoluted from the response-time data. As a result, it is not rational to assume that a hypothetical plasma time course will result from dividing the time course of the biophase by the volume of distribution. We therefore discourage any transformation of \(A_b\) to plasma concentration-time courses by means of the volume of distribution \((V_d)\). However, converting the biophase amount at 50% of maximum drug induced effect (SD50) or 50% of the maximum drug-induced inhibitory effect of the inhibitory drug mechanism function (ID50) to EC50 or IC50 with volume is still feasible when operating under equilibrium conditions. The biophase still represents the body, but the shape of the function mimics the target site.

### C. The Drug “Mechanism” Function

The interface between the biophase kinetics and the pharmacological model is the drug mechanism function. The biophase kinetics drives a linear (eq. 5) or nonlinear...
(eq. 6) drug mechanism function either as a stimulatory process parameterized with the proportionality constant in the linear mechanism function \(q\) or the efficacy parameter of the drug mechanism function \(S_{\text{max}}\), the SD_{50} value, and the Hill exponent \(n_H\) or as an inhibitory process parameterized with the proportionality constant in the linear (inhibitory) drug mechanism function \(b\) or the \(I_{\text{max}}, \text{ID}_{50}, \text{and } n_H\).

\[
\begin{align*}
S(A_b) &= 1 + \alpha \cdot A_b \\
I(A_b) &= 1 - b \cdot A_b 
\end{align*}
\]

(5)

The nonlinear stimulatory and inhibitory drug mechanism functions are as follows:

\[
\begin{align*}
S(A_b) &= 1 + \frac{S_{\text{max}} \cdot A_b^{n_H}}{\text{SD}_{50}^{n_H} + A_b^{n_H}} \\
I(A_b) &= 1 - \frac{I_{\text{max}} \cdot A_b^{n_H}}{\text{ID}_{50}^{n_H} + A_b^{n_H}}
\end{align*}
\]

Equation 6 shows the four basic turnover systems with stimulation or inhibition of either turnover rate \(k_{\text{in}}\) or on the fractional turnover rate \(k_{\text{out}}\). These models may be adjusted depending on the particular pharmacological target and system studied. The onset of response may reflect a series of transduction compartments to capture a concave buildup of response. Other systems display oscillating time courses and may also require diurnal variations in turnover rate. A third may involve one or more amplification steps (Gabrielsson et al., 2000; Gabrielsson and Weiner, 2010). A more detailed account of biophase structure, drug mechanism, and turnover systems will be given for each case study.

\[
\begin{align*}
\frac{dR}{dt} &= k_{\text{in}} \cdot S(A_b) - k_{\text{out}} \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} - k_{\text{out}} \cdot S(A_b) \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} \cdot I(A_b) - k_{\text{out}} \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} - k_{\text{out}} \cdot I(A_b) \cdot R
\end{align*}
\]

Equation 8 shows the four basic turnover systems with stimulation or inhibition of either turnover rate \(k_{\text{in}}\), or on the fractional turnover rate \(k_{\text{out}}\). These models may be adjusted depending on the particular pharmacological target and system studied. The onset of response may reflect a series of transduction compartments to capture a concave buildup of response. Other systems display oscillating time courses and may also require diurnal variations in turnover rate. A third may involve one or more amplification steps (Gabrielsson et al., 2000; Gabrielsson and Weiner, 2010). A more detailed account of biophase structure, drug mechanism, and turnover systems will be given for each case study.

**D. Structure of the Pharmacodynamic Model**

When the equilibrium between the biophase and the observed pharmacological response is rapid, the biophase function can be used to directly drive an analytical function of the response \(E\). Equation 7 shows a stimulatory (upper row) and an inhibitory (bottom row) efficacy parameter of the Hill equation \(E_{\text{max}}\) model driven by the biophase amount \(A_b\).

\[
\begin{align*}
E &= E_0 + \frac{E_{\text{max}} \cdot A_b^{n_H}}{ED_{50}^{n_H} + A_b^{n_H}} \\
E &= E_0 - \frac{I_{\text{max}} \cdot A_b^{n_H}}{ID_{50}^{n_H} + A_b^{n_H}}
\end{align*}
\]

The model structure includes a baseline value \(E_0\), the maximum effect \(E_{\text{max}}\) or \(I_{\text{max}}\), the dose at half-maximal effect \(ED_{50}\) or \(ID_{50}\), and the sigmoidicity factor \(n_H\). In this case, the pharmacological response model is somewhat similar to the previously presented drug mechanism function mentioned above.

When a drug acts on factors responsible for the buildup or loss of a pharmacological response, the kind of turnover model shown in Fig. 4 is typically applied. The drug either stimulates or inhibits the production of response (zero-order turnover rate \(k_{\text{in}}\)) or the loss term of response (first-order fractional turnover rate \(k_{\text{out}}\)). The drug directly impacts factors controlling the response \(R\) such as \(k_{\text{in}}\) and \(k_{\text{out}}\). The drug indirectly, via \(k_{\text{in}}\) and \(k_{\text{out}}\), affects the pharmacological response \(R\) as such.

The drug mechanism function \([S(A_b)\) or \(I(A_b)]\) is then incorporated into one of the response production or loss systems (see, Fig. 4) as follows:

\[
\begin{align*}
\frac{dR}{dt} &= k_{\text{in}} \cdot S(A_b) - k_{\text{out}} \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} - k_{\text{out}} \cdot S(A_b) \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} \cdot I(A_b) - k_{\text{out}} \cdot R \\
\frac{dR}{dt} &= k_{\text{in}} - k_{\text{out}} \cdot I(A_b) \cdot R
\end{align*}
\]

**E. Response-Time Patterns Impact Model Structure**

We previously described “pattern recognition” as a graphical tool for delineating the structure of a pharmacological model (Gabrielsson and Hjorth, 2016). That article also discussed practical experimental design to highlight some pivotal guidelines. In brief, information on the baseline is central to model building. Significant information is also contained in the overall shape of the curve: potential time delays between plasma exposure and a pharmacological response, peak shifts in the response-time course with increasing doses (indicative of whether there is a linear or nonlinear drug mechanism function at play), and saturation at the maximum or minimum of response, which in combination with peak shifts is a strong indicator of the nonlinear nature of the drug mechanism function. This generic approach is likewise applicable.
III. Case Studies

Eight case studies of previously published data are compiled and presented here to demonstrate the pros and cons of DRT analysis. This analysis contains eight case study datasets that were in part originally published in Pharmacokinetic and Pharmacodynamic Data Analysis: Concepts and Applications (first to fifth editions) by Gabrielsson and Weiner (2010, 2016) in 1994–2016 or in Gabrielsson et al. (2000) but have not been easily accessible to a larger audience; they are therefore included due to their availability and functionality. The experimental data of case studies 1–7 are available electronically as models, command files, and project files via https://dipublish.com/pkpd/. Data on cortisol–adrenocorticotropic hormone (ACTH) dynamics (Urquhart and Li, 1968), locomotor activity (van Rossum and van Koppen, 1968), and Brief Psychiatric Rating Scale (BPRS) scores (Lewander et al., 1990) were scanned from the literature. Case study 8 is a summary of Kroon et al. (2017). Some of the figures and datasets have been used for teaching and at various conferences. The datasets were selected to illustrate response-time pattern and design feature points of view, rather than to compare models and drugs within specific therapeutic classes. Table 2 gives an overview of the background on each case study.

A. Case Study 1: Dose-Response-Time Analysis of Nociceptive Response

1. Background. This case study comprises pharmacological data obtained using two different routes of administration (intravenous and subcutaneous) to model and estimate pertinent screening parameters such as SD$_{50}$, biophase availability, and turnover characteristics of the (analgetic) response, such as half-life. The underlying assumption is that the pharmacodynamic data convey information about the kinetics of the drug in the biophase (rate constants, biophase availability), which can be obtained simultaneously from DRT data. Since both intravenous and subcutaneous administration modes were applied, a new parameter (biophase availability) could be estimated.

A potential analgesic test compound was given at two dose levels (3 and 10 μg) via the intravenous route and at three dose levels (10, 50, and 100 μg) subcutaneously. The time (in seconds) to respond to a noxious stimulus (laser beam challenge in the tail-flick test) was determined at different times after dosing. Response-time data were obtained from each dose level after an acute dose (Fig. 6).

2. Models, Equations, and Exploratory Analysis. The underlying biophase-coupled turnover model is shown in Fig. 6 (right). The biophase behaves as a

---

**Fig. 5.** Commonly encountered response-time courses and their corresponding potential turnover models. (A) Standard convex onset of action after stimulation of turnover rate $k_{on}$ after two doses (see also case study 1). (B) Concave onset of effect as a consequence of an early upstream stimulation of turnover rate at two doses followed by one or more transduction processes prior to the final response-generating compartment (see case study 2 on locomotor activity). (C) Diurnal variation in the turnover rate, resulting in an oscillating (baseline and) response-time course. The dashed oscillatory curve shows response after inhibitory drug intervention. (D) Feedback-regulated response. A period of drug-induced stimulation of response is followed by rebound (response-time course below the predose baseline level). The red horizontal bar in plot (D) shows the drug exposure period. The small red bars in the upper row plots show the expected peak time of drug in plasma (see also case studies 1–3 and 6).
| No. | Case Study                          | Input Features of Data                                                                 | Model                                                                 | Parameters                      | Reference                                      |
|-----|-------------------------------------|----------------------------------------------------------------------------------------|----------------------------------------------------------------------|---------------------------------|-----------------------------------------------|
| 1   | Tail flick                          | i.v. (3 and 10 µg), s.c. (10, 50, and 100 µg)                                          | Baseline, peak shift, saturation, absorption rate–limited duration of response | $F, K_{in}, K_{out}, n_H$       | Gabrielsson et al. (2000)                     |
| 2   | Locomotor activity stimulation      | s.c. (3.12 and 5.82 µg/kg)                                                              | No baseline, peak shift, zero-order rise and decline of response, saturation of build-up and loss | $K_p, k_{out}, k_{in}$, $SD_{50}$, $S_{max}$, $n_H$ | van Rossum and van Koppen (1968)               |
| 3   | Fatty acid response                 | Multiple i.v. infusions plus washout                                                    | Baseline, saturation, rebound, tolerance                             | $K_p, R_0, k_{out}, k_{tol}$, $ID_{50}$, $n_H$ | Gabrielson and Peletier (2008), Isaksson et al. (2009) |
| 4   | Psychosis score (BPRS)              | 120–600 mg daily p.o. dosing                                                          | Baseline, time to PD steady state, subcategorizing responders        | $k_{in}, k_{out}, I_{max}$      | Lewander et al. (1990), Gabrielson and Weiner, (2016) |
| 5   | Bacterial growth and kill           | Multiple i.v. doses                                                                     | Baseline, growth limit, saturation                                   | $k_p, k_k$                      | Gabrielson and Weiner (2010)                  |
| 6   | Cortisol release during and after exposure to ACTH | Experimental model of ACTH exposure driving the release rate of cortisol | Baseline, rebound, tolerance turnover, endogenous agonist, square wave of ACTH | $k_{in}, k_{out}, SD_{50}, S_{max}$, $n_H$ | Urquhart and Li (1968), Gabrielson and Weiner (2010) |
| 7   | Miotic response in the cat eye      | Three doses (0.1, 1.0, and 10 µg latanoprost), given topically                        | Baseline, partial inhibition, saturation, rapid equilibrium model    | Inhibitory $E_{max}$ model     | Smolen (1971a), Gabrielson et al. (2000)     |
| 8   | Meta-analysis of fatty acid and insulin response to multiple NiAc provocations (NLME analysis) | Multiple i.v. and s.c. doses, rates, and modes of NiAc plus washout | Baseline, saturation, rebound, tolerance turnover, multiple biomarkers, multiple drug provocations, endogenous agonist, input-stimulated washout profile | Saturable input-output biophase model of endogenous agonists coupled to a turnover feedback model of FFA and insulin in normal and diseased animals | Isaksson et al. (2009), Anderson et al. (2016, 2017) |

NLME, non-linear mixed effects; PD, pharmacodynamic.
one-compartment bolus model for intravenous data (eq. 9, top row) and as a first-order input-output model for subcutaneous dosing (eq. 9, bottom row). The biophase model then drives the stimulatory drug mechanism function (eq. 10), acting on a series of transit compartments that capture the slight concave onset of response in both intravenous and subcutaneous data (eq. 11). Drug action occurs via stimulation of the production of response (i.e., analgesia, resulting in a delayed reaction time to noxious stimuli). A zero-order input and first-order input/output model governs the turnover of the response.

The amount of drug in the biophase compartment after intravenous and subcutaneous dosing is modeled with first-order kinetics assuming the volume is unity (eq. 9):

\[
\begin{align*}
A_b &= D_{iv} \cdot \left[ e^{-K \cdot t} \right] \\
A_b &= \frac{K_a \cdot F \cdot D_{sc}}{(K_a - K)} \left[ e^{-K \cdot (t - t_{lag})} - e^{-K_a \cdot (t - t_{lag})} \right]
\end{align*}
\]

\[D_{iv} \text{ and } D_{sc} \text{ denote the intravenous and subcutaneous doses, } K \text{ is the elimination rate constant, } K_a \text{ is the absorption rate constant, and } F^* \text{ and } t_{lag} \text{ are the biophase availability and lag time, respectively. Note that there are no volume terms in eq. 10 for the biophase amount expressions. The stimulatory drug mechanism function driver is as follows:}
\]

\[S(A_b) = 1 + \frac{S_{max} \cdot A_b^{NH}}{SD_{50}^{NH} + A_b^{NH}} \tag{10}\]

\[S_{max}, SD_{50}, \text{ and } n_H \text{ denote the maximum drug-induced effect of the drug mechanism function, } R_0 \text{ is the dose generating 50% of maximum drug-induced response, and the sigmoidicity parameter, respectively. The turnover function of the pharmacological response with stimulation of turnover rate } k_{in} \text{ of } R_1 \text{ is written as a series of transit compartments, which capture the concave onset of response.}
\]

\[
\begin{align*}
\frac{dR_1}{dt} &= k_{in} \cdot S(A_b) - K_{out} \cdot R_1 \\
\frac{dR_2}{dt} &= k_{out} \cdot R_1 - K_{out} \cdot R_2 \\
\frac{dR_{obs}}{dt} &= k_{out} \cdot R_2 - K_{out} \cdot R_{obs}
\end{align*}
\]

\[k_{in} \text{ and } k_{out} \text{ are the turnover rate and the fractional turnover rate constants, respectively. The maximum drug-induced change } \Delta \text{ is obtained from eq. 12:}
\]

\[
\begin{align*}
\Delta &= R_{ss} - R_0 = R_0 \cdot (1 + E_{max}) - R_0 = R_0 \cdot E_{max} \\
10 &= R_0 \cdot E_{max} = 5 \cdot 2
\end{align*}
\]

where } \Delta \text{ is derived from the absolute difference between baseline } R_0 \text{ and } R_{max}. \text{ An approximate estimate of biophase availability } F^* \text{ can be obtained by area under the curve } \text{AUC}_{E_{sc}}/\text{AUC}_{E_{iv}} \text{ for the 10 } \mu \text{g intravenous and subcutaneous doses, which gives approximately 100%. To note, when noncompartmental assessment of the biophase availability is used, the areas under the baseline have to be subtracted from each total } \text{AUC}_E.\]
Initial estimates of the $k_{\text{out}}$ parameter (0.3 h$^{-1}$) were derived from the initial slope of the upswing of the response-time curve after the largest dose. The initial estimate of the $k_{\text{in}}$ parameter was derived from $k_{\text{out}}$ and the corresponding ratio of $k_{\text{in}}/k_{\text{out}}$. ID$_{50}$ was obtained by simulating the model with a number of realistic values of SD$_{50}$ within the 0–10 µg range.

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. A high correlation between observed and estimated response-time data (Fig. 6), as well as well defined parameters with good precision (Table 3), is obtained by simultaneously fitting eqs. 9–11 to all five response-time courses.

Comparison of the intravenous and subcutaneous 10 µg DRT data suggested absorption rate–limited elimination via the subcutaneous route. Thus, in spite of a higher initial response of the 10 µg intravenous dose, the time course declined faster than the corresponding response-time course of a 10 µg subcutaneous dose. The biophase availability was 86%. The simulated biophase (dose) response relationship is shown in Fig. 7.

4. Pharmacodynamic Interpretation and Comments. Depending on the drug target involved, analgetic drug actions may involve central (spinal, supraspinal) as well as peripheral components (e.g., Sawynok and Liu, 2014). For the particular case described above, it is assumed that one of these compartments is the dominant antinociceptive biophase for compound X. The tail-flick response represents a classic model of acute thermal pain sensitivity considered to involve central (spinal/supraspinal) pathways. It might be suggested that in this case (regardless of whether the biophase target sites are fully occupied, and in the absence of further information on test compound properties), maximal analgesia via this particular target by compound X is attained. Moreover, the observed time course may represent a buildup of biophase exposure to reach this level and/or contributions from the actual biologic mechanism underlying the analgetic response monitored. In this regard, the protracted response curve seen with subcutaneous versus intravenous administration may suggest that compound X has properties that may limit absorption and potentially also penetration across blood-brain/spinal fluid barriers, thus influencing the biophase levels. This case thus illustrates the value of the integrated use of dose, response, and time data to arrive at biophase estimates with plausible precision.

B. Case Study 2: Dose-Response-Time Analysis of Locomotor Stimulation

1. Background. Response-time data on rat locomotor activity after intraperitoneal administration of dexamphetamine at two dose levels were obtained and digitized from van Rossum and van Koppen (1968). These data suit the purpose of DRT modeling, since the resolution is high, with adequate granularity in both the rise and decline in response, a clear peak shift with dose, and more than one dose level (assuming first-order input) used. A slight concavity was observed in the onset of response, followed by an apparently linear rise during the first 30 minutes after dosing. The initial rise in locomotor response superimposed for both doses and was followed by an abrupt change from rise to decline. The response to the higher dose peaked later than the response to the lower dose. The slope of the postpeak linear decline of response was independent of dose (3.12 and 5.62 µg/kg) or route of administration (intraperitoneal or intramuscular application; see van Rossum and van Koppen, 1968) (Fig. 8).

2. Models, Equations, and Exploratory Analysis. Figure 8 (right) shows the suggested biophase compartment models of this analysis. They also demonstrate the “duality of models” when two competing models are equally good representatives of the pharmacology. Note that the drug stimulatory action is assumed to act on the production of response.

Two biophase models were fitted: one approximating the input to the biophase as a bolus, and the other applying a first-order input (eq. 13), resulting in the functions where $A_b$ denotes the biophase amount after subcutaneous dosing. The biophase availability $F^*$ was set equal to unity since no comparative data from intravenous dosing were available.

| Parameter | Initial Estimate | Final Estimate | CV% |
|-----------|------------------|----------------|-----|
| $K_{\text{in}}$ (min$^{-1}$) | 0.01 | 0.018 | 8 |
| $K$ (min$^{-1}$) | 0.05 | 0.063 | 19 |
| $F^*$ | 1 | 0.86 | 11 |
| $k_{\text{in}}$ (min$^{-1}$) | 0.3 | 0.13 | 8 |
| $k_{\text{out}}$ | 2 | 2.0 | 14 |
| $n$ | 1–10 | 1.8 | 22 |
| $S_{\text{max}}$ | 2 | 2.0 | 5 |

![Fig. 7. Simulated response (tail flick) vs. biophase amount (dose) of compound X. The baseline (vehicle treatment) response is about 5 seconds and the maximum drug-induced response is 10 seconds, resulting in a 15-second response maximum in these settings.](image)
doses. No saturation manifested as a plateau (flat horizontal) response-time region can be seen with the highest dose. Dashed lines represent the bolus input biophase model, and the solid lines represent the first-order input/output model. (Right) Conceptual schematic model of the DRT data. K’ denotes the first-order input/output biophase rate constant and $S_{\text{max}}$, $S_{D50}$, and $n$ are the pharmacodynamic parameters of maximum efficacy, biophase amount at 50% of maximum efficacy, and the Hill-parameter, respectively. The constant term (1) in the definition of $S(A_b)$ in eq. 14 could be eliminated because no baseline activity was observed in the data. Note the saturable loss of response given by the fractional turnover rate, $k_{\text{out}}(R) = k_{\text{out,max}}/k_M + R$. Gray solid lines represent simulated plasma time courses of dexamphetamine at the two doses given.

\[
\begin{align*}
A_b(t) &= D \cdot e^{-K \cdot t} \\
A_b(t) &= F^* \cdot D \cdot K' \cdot t \cdot e^{-K \cdot t} \quad (13)
\end{align*}
\]

The stimulatory drug mechanism function is shown in eq. 14:

\[
\begin{align*}
S(A_b) &= \frac{S_{\text{max}} \cdot A_{b}^{n_{H}}}{S_{D50}^{n_{H}} + A_{b}^{n_{H}}} \\
S(A_b(0)) &= 0 \\
S(A_b) &= 1 + \frac{S_{\text{max}} \cdot A_{b}^{n_{H}}}{S_{D50}^{n_{H}} + A_{b}^{n_{H}}} \\
S(A_b(0)) &= 1
\end{align*}
\]

where $S_{\text{max}}$, $S_{D50}$, and $n_H$ correspond to the maximum drug-induced efficacy, potency, and Hill exponent, respectively. Note that the drug mechanism function (eq. 14, upper two rows) lacks the constant term (1) typically found in these functions (eq. 14, bottom two rows) when no baseline information is available. This is because the locomotor activity is zero or negligible in the absence of drug in this experiment.

The drug mechanism function is then incorporated into the systems equation describing the pharmacological response (eq. 15):

\[
\frac{dR}{dt} = S(A_b) - k_{\text{out}}(R) \cdot R \quad (15)
\]

where $k_{\text{in}}$ has been removed since the baseline value of locomotor activity is zero. In light of the linear decay of response (Fig. 8), the loss of response will be modeled as a saturable term $k_{\text{out}}(R)$ with a fractional turnover rate $k_{\text{out}}$ as a function of $R$ (eq. 16):

\[
k_{\text{out}}(R) = k_{\text{out,max}} \cdot \frac{1}{k_M + R} \quad (16)
\]

The terminal slope of the response-time course when $R > k_M$ is then written as shown in eq. 17:

\[
\frac{dR}{dt} = -k_{\text{out,max}} \approx 30 \text{U/min} \quad (17)
\]

where $k_{\text{out,max}}$ is approximately 30 response units per minute. Similarly, the slope of the rise in response equals the following (eq. 18):

\[
\frac{dR}{dt} = S_{\text{max}} - k_{\text{out,max}} \approx 90 \text{U/min} \quad (18)
\]

where $S_{\text{max}}$ can be approximated as $90 + 30 = 120 \text{ U/min}$, provided both processes are saturated. The pharmacological response will reach an equilibrium state if the rate of production is less than the maximal rate of loss; that is, when the first term in eq. 15 is smaller than the maximal upper bound of the second term [i.e., if $S(A_b) < k_{\text{out,max}}$]. The equilibrium biophase amount versus response relationship becomes the following (eq. 19):

\[
R_{SS}(A_b) = k_M \cdot \frac{S(A_b)}{k_{\text{out,max}} - S(A_b)} \quad (19)
\]

The data are rich since they contain high-resolution response-time courses at two dose levels. It appears that the dexamphetamine-locomotor activity scores are a
linear relation of the time postpeak independent of dose. Equation 16 is therefore suggested as a reasonable approximation of the zero-order decline of response-time data. The model is simultaneously fit to both response-time courses only changing the dose between the two datasets. Dose-normalized areas increased with dose, which indicates some kind of saturation in the loss of response and/or saturable stimulation function such as eq. 16. This is also supported by the peak shift in the response-time courses.

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. The regression lines of the two biophase models (eq. 13) coupled to the pharmacological model (eqs. 14 and 15) of the data are shown in Fig. 8. The final parameter estimates are listed in Table 4, together with their precision (coefficient of variation (CV%)].

4. Pharmacodynamic Interpretation and Comments. Normally, locomotor activity in rodents is dependent on several factors, including novelty of the environment versus habituation and phase of the day-light cycle (rodents being nocturnal). In the locomotor stimulation case described above, the rats are likely to have been preadapted to the mobility meter boxes in the light phase of the 24-hour cycle to minimize exploratory activity. From the modeling perspective, this simplifies analysis of the data because baseline may be set to zero, both prior to and after the period of drug challenge. The turnover rate $k_m$ was therefore eliminated from eq. 15, and the drug mechanism function could be condensed. A clear peak shift (time shift in $t_{max}$ values) was observed in response-time data with increasing doses of dexamphetamine. The linear decay of the locomotor response toward baseline may be contingent on the elimination of dexamphetamine from the biophase, but it may additionally involve desensitization of central dopamine neuronal and/or receptor mechanisms. It is clear from the simulated predicted plasma concentration-time courses (superimposed solid gray lines on experimental and model-predicted response-time courses in Fig. 8) that a biophase compartment is needed to capture time-course differences between plasma exposure and locomotor activity after intraperitoneal dosing. Evidently, plasma concentrations do not directly drive the pharmacological response, and access to brain target levels aligned to the plasma time course of dexamphetamine would have been a useful addition to the locomotor activity data to verify the biophase structure. Note that the model-predicted $k_{M}$ value is very low (0.001 response units), which therefore makes the decline of locomotor activity a zero-order process at the present dose levels, whereas the plasma concentrations follow a first-order disappearance with a drug half-life of about 90 minutes. Information about the shape of the drug time course in the biophase in relation to plasma and locomotor activity levels could therefore potentially give clues to underlying contributory mechanisms and events. Although it is beyond the scope of this review, it would also be interesting to see what further insights on pharmacodynamic similarities and differences of drugs able to stimulate motor activity (e.g., amphetamine, cocaine, ethanol, caffeine, etc.) might be gained from a crosscomparison DRT analysis based on multiple dose levels, high-resolution behavioral responses, and corresponding plasma (or, ideally, biophase) data of such agents. This said, it should be recalled that several of the aforementioned agents possess dose- (concentration-) and time-dependent psychostimulant as well as depressant properties and therefore may be challenging to compare or rank by means of a DRT approach (see Fig. 9). Drugs with well known biphasic exposure-response relationships include ethanol, caffeine, and morphine (see Dafters and Taggart, 1992; Calabrese, 2008), where the extent of excitatory and depressant actions depend on the drug in question, dose, and time after administration. DRT analysis may also be of limited value for the assessment of safety margins, where establishing systemic exposure to unbound drug concentrations should instead be the method of choice (Gabrielsson and Hjorth, 2012, 2018; Gabrielsson et al., 2018).

### Table 4

| Parameter | First-Order Biophase Model | Est. | CV % | Bolus Biophase Model | Est. | CV % |
|-----------|--------------------------|------|------|----------------------|------|------|
| $S_{max}$ | 249                      | 1    |      | 190                  | 7    |      |
| $K'$ (first-order) (h$^{-1}$) $K$ (bolus) (h$^{-1}$) | 5.96 | 4    | 2.54 | 6                    |
| $SD_{lo}$ (mg) | 1.02 | 4    | 1.43 | 8                    |
| $k_{H}$ | 1.63 | 5    | 2.05 | 18                   |
| $k_{max}$ (bolus) (h$^{-1}$) | 30.1 | 4    | 32.9 | 4                    |
| $k_{M}$ (h$^{-1}$) | 0.001 | 9    | 0.001 | 1                    |
| WSSR | 768 | 640 |      |                      |

WSSR, weighted sum of squared residuals.
C. Case Study 3: Dose-Response-Time Analysis of Functional Adaptation

1. Background. This case study is aimed at demonstrating DRT analysis containing functional adaptation (Isaksson et al., 2009) of a metabolic response to drug (NiAc) treatment. The biophase adaptation (Isaksson et al., 2009) of a metabolic demonstrating DRT analysis containing functional adaptation. Functional Adaptation

Input rate, $K$, and $A_b$ are the escalating zero-order infusion rates of NiAc, the elimination rate constant, and the biophase amount, respectively. The biophase function is then driving the drug mechanism function via an inhibitory process ($I_{\text{max}}$, ID$_{50}$, and $n_H$), where the $I_{\text{max}}$ parameter is set to a constant value of 0.95 (eq. 21).

$$I(A_b) = 1 - \frac{I_{\text{max}} \cdot A_{b}^{\text{inH}}}{\text{ID}_{50}^{\text{inH}} + A_{b}^{\text{inH}}} \quad (21)$$

The biophase and drug mechanism functions are then incorporated into one of the turnover systems of a response model slightly different from the one presented in Isaksson et al. (2009), as shown in eq. 22:

$$\frac{dR}{dt} = k_{\text{in}} \cdot I(A_b) \cdot \frac{R_0}{M} - k_{\text{out}} \cdot R \quad (22)$$

where $k_{\text{in}}$ is the turnover rate, $M$ is the moderator compartment, $k_{\text{out}}$ is the fractional turnover rate, and $I(A)$ is the drug inhibitory function. The action of $M$ on $R$ was assumed to occur via inhibition of production of $R$, rather than via stimulation of loss of $R$, as the former is more attractive from both a mechanistic and an energy-conserving point of view. The $R_0/M$ ratio denotes the baseline-normalized feedback of the moderator $M$. The turnover of the moderator $M$ is shown in eq. 23:

$$\frac{dM}{dt} = k_{\text{tol}} \cdot R - k_{\text{tol}} \cdot M \quad (23)$$

$I_{\text{max}}$ is assumed to be 1, which means 100% inhibition for a very high dose. Input is then governed by the multiple consecutive intravenous infusion regimens.
The model parameters of eqs. 20–23 are the baseline value $R_0$, the fractional turnover rate of response $k_{out}$, the rate constant of tolerance development $k_{tol}$, and the biophase kinetic rate constant $k_e$. $\text{ID}_{50}$ is the amount in the system resulting in 50% of $R_{\text{max}}$. The $n$ parameter allows more flexibility in the inhibitory function. The baseline parameter $R_0$ can be approximated to 0.6 units.

The $k_{tol}$ parameter governs the rebound between 200 minutes (at the end of infusion) and 240 minutes (return of response to baseline). If we assume that four half-lives of $k_{tol}$ ($t_{1/2, k_{tol}}$) have elapsed during the period from 240 to 200 minutes (i.e., 40 minutes), then the half-life is about 10 minutes. The first-order $k_{tol}$ parameter then becomes $\ln(2)/10$, which is about 0.07 min$^{-1}$.

The overall goal is to explain the complex behavior of the biomarker $R$ as a simple biophase amount-response relationship. At pharmacodynamic steady state and with inhibition of $k_{out}$, the response becomes the following (eq. 24):

$$R_{SS} = \begin{cases} R_0 \cdot \frac{I(A_{b, SS})}{I(A_{b, SS})} & \text{if } n \neq 0 \\ R_0 \cdot \sqrt{I(A_{b, SS})} & \text{if } n = 0 \end{cases}$$ (24)

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. High consistency was found between the observed and model-predicted data (Fig. 10, left). Table 5 contains initial and final parameter estimates and their corresponding CV% values. Note that $k_{tol}$ ($0.058 \text{ min}^{-1}$) is 10 times smaller than $k_{out}$ ($0.59 \text{ min}^{-1}$). The $\kappa$ parameter is defined as $k_{tol}/k_{out}$, which suggests that it takes 10 times longer to develop the tolerance equilibrium than the response equilibrium. The size of $\kappa$ ($<1$) also suggests a substantial rebound effect, provided that the kinetics of the test compound does not confound the rebound development.

Figure 11 shows two simulations of eq. 24, representing a tolerant and nontolerant system, respectively, at equilibrium. We have by means of a modeling approach (eqs. 20–23; Fig. 10) condensed the complexity into a relatively simple dose-response relationship, displayed in Fig. 11. A tolerant system requires more drug to give the same response at equilibrium. In this case example, the tolerant system also shows a reduced ability to suppress fatty acids to the same low level ($0.05 \text{ mM}$) as seen in the nontolerant condition. This is revealed by the upward shift of the red dose-response curve.

Data showed a baseline value prior to test compound administration. An almost complete inhibition of response was seen with the highest dose, which suggests that more extensive blockage of response is possible in a nontolerant system. Data also demonstrated adaptation with rebound and a limited ability to suppress the level of free fatty acids (FFAs) in this condition (Fig. 11).

4. Pharmacodynamic Interpretation and Comment. Adaptational phenomena in physiology and pharmacology are commonplace and need to be accounted for in all drug treatment contexts involving repeated dosing (chronic indications). Needless to say, the degree of adaptational and compensatory alterations varies broadly across physiologic response, disease, target, and drug class conditions. In the case example described above, the nontolerant system responded to NiAc with a marked shutdown of the FFA response. That said, it should be noted that FFA concentrations were not totally suppressed; this suggests that at least for the type of rapid-acting drug target intervention represented by NiAc, other physiologic mechanisms will sustain a minimum FFA concentration limit. In turn, the upward shift of this minimum seen in the tolerant system may indicate adjustment in the sensitivity of the primary NiAc target sites in its intended biophase and/or recruitment of other buffering/compensatory mechanisms to ascertain upholding of “safe” FFA levels.

**TABLE 5**

| Parameter | Initial Estimate | Final Estimate | CV% |
|-----------|------------------|----------------|-----|
| $R_0$ (mM) | 0.6              | 0.58           | 3   |
| $k_{out}$ (min$^{-1}$) | 0.1              | 0.59           | 36  |
| $k_{tol}$ (min$^{-1}$) | 0.07             | 0.058          | 25  |
| $\kappa$ | 1                | 1.40           | 7   |
| $\text{ID}_{50}$ (mmol) | 0.1              | 0.13           | 26  |
| $K$ (min$^{-1}$) | 0.2              | 0.22           | 13  |

**Fig. 11.** Response vs. NiAc concentration ($A_{b, SS}/V_{\text{ms}}$) relationship at equilibrium. Curves are normalized to the same baseline value. The gray curve shows a system without feedback, and the red curve shows a system with feedback. The same dose results in less effect in a tolerant system as compared to a nontolerant system.
positive and negative symptoms of the disorder to a similar degree. Third, the onset of antipsychotic action in responders seemed to be unusually rapid (i.e., within 1 to 2 weeks). Patients with schizophrenia in an acute phase of the illness received remoxipride (dose range, 120–600 mg/d) and were repeatedly scored for symptom severity across a time period of at least 6 weeks. The observed mean BPRS time courses in four treatment response categories are shown in Fig. 12.

The patients were divided into four categories. Non-responders were defined as having a <25% reduction, low responders as a 25%–49% reduction, medium responders as a 50%–74% reduction, and high responders as a 75% reduction in total BPRS scores from baseline to the last available rating.

The turnover model of the antipsychotic response-time data is given in eq. 25. This is therefore an example of evaluating the effect of a drug via usage of a disease model, with a decrease in BPRS score being indicative of a reduction in disease severity. Drug exposure and responder category are embedded in the $I_{\text{max}}$ parameter for each responder category.

2. Models, Equations, and Exploratory Analysis.

Exposure to remoxipride was assumed to be constant across the whole period of BPRS score measurements. The half-life of remoxipride is about 4 to 5 hours in plasma, compared with the half-life of BPRS score (in weeks). The analysis focused on modeling BPRS responder category (Fig. 12) as a function of time. The actual mean doses of the drug used in the studies in the last 4- to 6-week period ranged from 226 to 556 mg/day (typically approximately 400 mg/day; Lewander et al., 1990), but “dose” was not used as a covariate for separating the responder categories.

The rate of change of response $dR/dt$ (Fig. 12, right) can be described by eq. 25:

\[
\begin{align*}
\frac{dR}{dt} &= k_{\text{in}} \cdot I(A_b) - K_{\text{out}} \cdot R \\
\frac{dR}{dt} &= k_{\text{out}} \cdot (R_0 \cdot I(A_b) - R)
\end{align*}
\]  

where $k_{\text{in}}$, $k_{\text{out}}$, $R_0$, and $I(A_b)$ are the turnover rate, fractional turnover rate, baseline biophase response, and inhibitory drug mechanism function (eq. 26), respectively. Equation 25 will, under constant drug exposure, describe the drug action in Fig. 12. The time to dynamic steady state, assuming a constant biophase exposure to remoxipride, $A_{\text{bss}}$, will be governed by $k_{\text{out}}$. It is reasonable to assume that the exposure can be held constant across two consecutive dosing intervals. Evidently, the time course of the response (half-life of 1 to 2 weeks) is not directly correlated to the plasma half-life of the drug, which is much shorter (4 to 5 hours). It was therefore decided to model the inhibitory effect of drug according to the following expression:

\[
I(A_b) = 1 - I_{\text{max}}
\]  

where $I_{\text{max}}$ is the rating category of responders (non-responders and low, medium, and high responders). In the absence of drug, $I(A_b) = 1$ and the baseline level of response becomes (eq. 27)

\[
R_0 = \frac{k_{\text{in}}}{k_{\text{out}}}
\]  

In the presence of drug, the level of response becomes (eq. 28)

\[
R_{\text{ss}} = \frac{k_{\text{in}}}{k_{\text{out}}} \cdot (1 - I_{\text{max}}) = R_0 \cdot (1 - I_{\text{max}})
\]  

where $R_{\text{ss}}$ is the minimum steady-state response. The lower the value of $R_{\text{ss}}$, the better the drug effect. If we
had full response in that \( I_{\text{max}} \) equaled unity (1), then \( R_{ss} \) would equal 0. The difference between \( R_{ss} \) (\( R_{\text{min}} \)) and \( R_0 \) is given by eq. 29.

\[
\begin{align*}
\Delta R &= R_0 - R_{SS} = \frac{k_{\text{in}}}{k_{\text{out}}} - \frac{k_{\text{in}}}{k_{\text{out}}} \cdot (1 - I_{\text{max}}) = \\
&= \frac{k_{\text{in}}}{k_{\text{out}}} \cdot I_{\text{max}} = R_0 \cdot I_{\text{max}}
\end{align*}
\]

(29)

From the intercept of the response-time curve with the effect axis (Fig. 12), the baseline value \( R_0 \) (36.5 units) can be obtained. \( R_0 \) is the ratio of \( k_{\text{in}}/k_{\text{out}} \), if we assume eq. 27 to be an appropriate description of the drug-free state. The \( k_{\text{out}} \) parameter is obtained from the log-linear slope of the downswing of the highest responder (>75%) curve (eq. 30):

\[
K_{out} = \frac{\ln(36.5) - \ln(10.3)}{0 - 3} \approx 0.42 \text{ wk}^{-1}
\]

(30)

The \( k_{\text{in}} \) parameter can then be calculated (15.4 U/wk) from the baseline value (36.5 units) and \( k_{\text{out}} \) (0.42 wk\(^{-1}\)). \( I_{\text{max}} \) was estimated according to eq. 26 to be 0.8 for the highest responder (>75%) group. That value was used as the starting value for \( I_{\text{max}} \) in all groups.

\[\text{Fig. 13. Observed (symbols) and model-predicted (lines) response (BPRS score) vs. time in four treatment response categories defined according to the percentage change at the last available rating (Lewander et al., 1990). Dotted lines represent the dynamic half-life (BPRS scores) in the >75% responder category: approximately 1 week.}\]

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. Figure 13 displays observed data together with model-predicted curves of the turn-over model. Table 6 gives the final parameter estimates of the four patient categories together with the parameter precision. Note that the parameter precision was high in general, except for the nonresponder category. The half-life of response ranged between 1.1 weeks (25%–49% and >75% responder categories) and 1.7 weeks (50%–75% responder category). The \( I_{\text{max}} \) values were 0.41, 0.65, and 0.87 for the 25%–49%, 50%–74%, and >75% responder categories, respectively (Table 6).

The quantitative category-response-time analysis approach enabled us to assess the actual responder values (\( I_{\text{max}} \)) as well as the half-life of response for each category. Since the half-life of response was about a week, we know that 90% response should have been established within 3 to 4 weeks (i.e., three to four half-lives). The half-life of response \([\ln(2)/k_{\text{out}}]\) clearly demonstrates the adjustment of the dopaminergic system to drug intervention. It follows in this case that whether a patient responds to the remoxipride therapy may be possible to establish within 1 to 2 weeks from

![Dose-Response-Time Data Analysis](pharmrev.aspetjournals.org)

\[\text{TABLE 6}\]

Final parameter estimates of the four patient categories

| Parameter | Nonresponders (<25% Reduction) | Responders |
|-----------|--------------------------------|------------|
|           | 25%–49% Reduction | 50%–74% Reduction | >75% Reduction |
| \( I_{\text{max}} \) | 0.13 ± 19 | 0.41 ± 2 | 0.65 ± 4 | 0.87 ± 2 |
| \( k_{\text{in}} \) (scores/wk) | 45 ± 60 | 22 ± 7 | 15 ± 20 | 24 ± 9 |
| \( k_{\text{out}} \) (wk\(^{-1}\)) | 1.2 ± 60 | 0.61 ± 6 | 0.40 ± 10 | 0.66 ± 8 |
the start of drug treatment. Therefore, the modeling lesson to be learned from this case study is that frequent (two or three times daily) dosing may not necessarily be needed for a response such as an antipsychotic effect when the half-life of the response is much greater than the plasma half-life of the drug, unless there are safety issues related to drug intake. The time to dynamic steady state is unaffected by dose and/or dose frequency. In other words, pharmacokinetic reasoning cannot stand alone but has to be integrated with dynamics in the decision-making process.

4. Pharmacodynamic Interpretation and Comments. Ideally, we would have liked to see a return to baseline after the cessation of drug treatment, as this may have given an indication of possible rebound or adaptation. Although withdrawal of a drug and therefore reduction (and possibly obliteration) of the response may be information rich in terms of determining the potency (and possibly oblation) of the response may be inferred, it is not necessarily an indication of possible rebound or adaptation.

Further attesting to this prospect, comparable data might be possible to identify responders and nonresponders already in the treatment initiation phase. Further attesting to this prospect, comparable data were found with haloperidol in the same study (Lewander et al., 1990) as well as with other agents in a number of other literature reports (e.g., Levine and Leuch, 2010; Marques et al., 2011; Stauffer et al., 2011), all of which display very similar patterns with respect to antipsychotic drug treatment onset and response trajectories in patient subgroups. DRT modeling across these studies indicates that responders (including “high,” “medium,” and “low” responders) display a half-life of 1 to 2 weeks for symptom improvement and 4–6 weeks to pharmacodynamic steady state, and it also suggests early spotting of patients with poor or no response to (antidopaminergic) treatment. That said, any comparisons of efficacies, potencies, and/or safety-related issues between compounds, species, or studies must be based on plasma exposure rather than dose, as pharmacokinetic properties such as bioavailability, clearance, and half-life also need to be factored in. Further stratified DRT analyses of responses to other psychiatric drug treatment classes would be of great interest toward future individualized pharmacotherapy approaches and strategies.

E. Case Study 5: Dose-Response-Time Analysis of Bacterial Count

1. Background. This case study highlights some complexities in DRT modeling of bacterial growth/kill data. Antibacterial compound X was being developed (Gabrielsson and Weiner, 2010). To establish its potency in a resistant bacterial strain, a 10,000-U dose of bacteria was injected into the bloodstream of five groups of Wistar rats. A dose of 0 (vehicle control), 1.5, 2, 4, or 6 μg of the antibiotic was given to each of the groups. Blood was drawn at selected time points for bacterial count (Fig. 14).

2. Models, Equations, and Exploratory Analysis. The bacterial growth/kill model is shown in Fig. 14 (right). The vehicle dose was included to explore the natural bacterial growth, \( k_w \), in the absence of antibiotic. The model was extended to incorporate an upper growth-limiting factor, \( 1 - N/N_{\text{max}} \) (eq. 31):\[
\frac{dN}{dt} = k_g \cdot N \cdot \left(1 - \frac{N}{N_{\text{max}}}\right) - k_k \cdot f(A_b) \cdot N
\] (31)

where \( N_{\text{max}} \) is the maximum value of the bacterial count in the system (defined by the bacterial growth endpoint in the vehicle-treated group). When the number of bacteria \( N \) approaches the steady-state level \( N_{\text{max}} \), the factor \( 1 - N/N_{\text{max}} \) approaches zero and bacterial growth is temporarily stopped. During the early cell kill phase, the decline in bacterial count becomes\[
\frac{dN}{dt} = -k_k \cdot f(A_b) \cdot N
\] (32)

Figure 15 shows the results from fitting the extended growth/kill model to the bacterial count versus time dataset. Note that the starting values at time 0 were not equal for the different groups of animals (see Table 7, \( N_{01-05} \)). From the growth of bacteria in the vehicle group, the steady-state value of growth/kill can be estimated to about 25–30,000 bacteria.

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. The proposed DRT model nicely fits the five (0, 1.5, 2, 4, and 6 μg) colony-forming unit time courses in Fig. 14, and Table 7 shows the final parameter estimates and their CV%. DRT analysis lent itself to assessment of the growth and kill parameters. This model may now be used for optimizing...
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the next study on repeated dosing with an alternative 
dosing regimen.

4. Pharmacodynamic Interpretation and Comments.
Bacterial antibiotic resistance development is a well 
known, global problem in need of novel drugs and 
solutions. Analysis of the DRT data in the study 
described in this case example gave robust parameter 
estimates to assess growth and kill rates upon exposure 
to the antibacterial agent X. The data in Fig. 14 suggest 
that bacterial (re)growth was kept at bay for approxi-
mately 6 hours after administration of the drug, after 
which growth exceeded the kill rate. Thus, from a 
treatment perspective, it could be suggested that a 
second dose of antibiotic given within the 6-hour time 
frame should be considered to more effectively eradicate 
the infection. The data derived from the DRT model and 
analysis therefore had significant impact on the onward 
design of drug treatment protocols, and potentially also 
for the optimization of pharmaceutical formulations for 
therapeutic use.

F. Case Study 6: Dose-Response-Time Analysis of 
Cortisol–Adrenocorticotropic Hormone Action

1. Background. Data were scanned from an article 
by Urquhart and Li (1968), who studied the dynamics of 
cortisol secretion of the perfused canine adrenal gland 
in situ upon stimulation by ACTH. The dogs were 
acutely hypophysectomized to eliminate endogenous
ACTH. The cortisol secretion rate (response) was 
expressed as the product of the venous blood flow and 
the concentration of cortisol in adrenal venous blood 
(Fig. 16). The proposed model captures feedback regul-
ation at constant drug exposure. This dataset therefore 
vilates the previous assumption about time invariant 
systems.

2. Models, Equations, and Exploratory Analysis. 
The proposed feedback model is shown in Fig. 16 (right). 
Let us assume that the rise and fall of the cortisol 
response \(R\) shown in Fig. 16 (left) can be modeled by the 
following simple feedback model (eq. 33):

\[
\frac{dR}{dt} = S(A_b) \cdot k_{in} - k_{out} \cdot M
\]

(33)

\(S(A_b)\), which represents the ACTH drug mechanism 
function, stimulates the production of \(R\), which is then 
counterbalanced by means of the endogenous 
modulator that we denote as \(M\). Note that the loss of 
\(R\) is indirectly governed by means of \(M\). \(M\) is in turn 
governed by \(R\) and the rate constant for development 
of tolerance \(k_{tol}\), which can be written as shown in 
eq 34:

\[
\frac{dM}{dt} = k_{tol} \cdot R - k_{tol} \cdot M
\]

(34)
The \(k_{tol}\) parameter was selected to govern both produ-
cion and elimination of \(M\) in this particular example. 
However, this may not always be the case where data 
contain more information about the different rate 
processes. When \(R\) increases, the production of modu-
lator \(M\) is stimulated and then increases. The increase 
in \(M\) counterbalances \(R\) by increasing the rate of loss 
of \(R\). It is assumed that the rates in and out of \(M\) are 
governed by the first-order rate constant for tolerance 
\(k_{tol}\).

The ACTH drug mechanism function \(S(A_b)\) is written 
as follows (eq. 35):

\[
S(A_b) = |A_b|^n
\]

(35)

where the ACTH concentration is either 1 \(\mu\)U/ml (unity) 
or 2 \(\mu\)U/ml, and \(n\) is an amplification parameter 
allowing a disproportional rise in \(S(A_b)\) with a doubling 
of ACTH.

3. Results and Conclusions with Respect to Dose-
Response-Time Analysis. The regression of eqs. 33–35 
is compatible with data as shown in Fig. 16. The model
is made up of two parallel turnover models that are interconnected, in that the response compartment drives the buildup of the moderator and the change of the moderator is fed back to the response compartment via the loss term of the latter. This mechanism makes up the feedback process that governs the intertwined cortisol-ACTH system. Data show the predose baseline, the initial rapid rise resulting in an overshoot in cortisol release when the ACTH level rises, pharmacodynamic steady-state and the post-exposure rebound. Cortisol levels then decline to a new steady state, which upon lowering of the ACTH exposure plunges to a level below (rebound) the original baseline at about 2. The rebound oscillates back to baseline at the end of the experimental period. The initial rapid rise resulting in an overshoot in cortisol release when the ACTH level rises, pharmacodynamic steady-state and the post-exposure rebound. Cortisol levels then decline to a new steady state, which upon lowering of the ACTH exposure plunges to a level below (rebound) the original baseline at about 2. The rebound then oscillates back to baseline at the end of the experimental period. The $k_{out}$ and $k_{tol}$ parameters are of the same magnitude (0.16–0.18 min⁻¹), which corresponds to a half-life of cortisol release of about 3 minutes (Table 8).

The biophase exposure to cortisol was assumed, but not confirmed, to be 1 μU/ml at baseline, approxi- mately doubled during the experiment, and then returned back to baseline exposure during washout. This experimental setup allowed us to use a square-wave biophase function for driving the pharmacodynamic response. Data contained information about the model rate constants $k_{in}$, $k_{out}$, and $k_{tol}$ and the amplification factor $n$. All parameters were estimated with high precision.

4. Pharmacodynamic Interpretation and Comments. The interdependent ACTH-cortisol secretion system is an important and integral part of the hypothalamic-pituitary-adrenal axis, responding to stressful conditions and challenges. The studies of Urquhart and Li (1968) used hypophysectomized dogs to maintain control of the ACTH exposure in their perfusion experiments. Interestingly, the overshoot observed in this case study appeared dependent both on dose (exposure) and rate of ACTH rise in the arterial blood during perfusion (Urquhart and Li, 1968). The underlying mechanism(s) was suggested to involve changes in cortisol hydroxylation, and/or other unknown actions of ACTH on steroidogenesis, which is also related to the moderator $M$ in our analysis. We attempted to reanalyze data with either an extended model (according to Ahlström et al., 2011) or an alternative tolerance model (Urquhart and Li, 1968; used in the original analysis). However, neither of these approaches was successful in fully capturing the oscillations. It appears that additional discrete individual data are required to estimate accurate and precise parameters that may account for oscillatory behavior (and tolerance development) in this case.

G. Case Study 7: Dose-Response-Time Analysis of Miotic Effects

1. Background. Miotic response-time data are an example of the use of DRT analysis when there are no supportive drug concentrations. When we use local applications (e.g., eye drops for drug action in glaucoma), plasma exposure to drug is “downstream” of the biophase containing the pharmacological target and thus cannot serve as a driver of the pharmacological response. This case study therefore illustrates the feasibility of using DRT data in an early preclinical setting in the absence of systemic exposure data.

The miotic response in the cat eye after application of latanoprost (Gabrielsson et al., 2000; Gabrielsson and Weiner, 2016), an ester prodrug analog of prostaglandin F₂α, is assumed to mirror an interaction with prostenoid F receptors in the smooth muscle of the iris. Thus, in a screening program to find drugs for the treatment of glaucoma, the miotic response in the cat eye was one of the models used to evaluate potential drug candidates. Domestic cats were specially trained to receive eye drops and to allow measurement of the pupillary response. Six animals were used in each of three dose groups. The horizontal diameter of the pupil was measured. The precision of the measurements of the pupil diameter was 1 mm (10%). Figure 17 shows the observed response-time data, and eq. 36 is the biophase model fit to the data.
2. Models, Equations, and Exploratory Analysis. The kinetics of latanoprost in the biophase was assumed to be described by a first-order input/output model, including a lag-time:

\[ A_b = \frac{K_a \cdot F \cdot D_{ev}}{(K_a - K)} \left[ e^{-K \cdot (t - t_{lag})} - e^{-K_a \cdot (t - t_{lag})} \right] \]

(36)

\( A_b \) is the drug amount in the biophase, \( D_{ev} \) is the actual extravascular dose applied on the cornea, \( K_a \) is the first-order input rate constant, \( K \) is the first-order elimination rate constant (assuming \( K_a \gg K \)), and \( t_{lag} \) is the lag time during the input of drug into the effect compartment. We also assume that the biophase availability and volume of the biophase compartment are set equal to unity. The biophase function (eq. 36) is then directly driving the response (eq. 37):

\[ E = E_0 - \frac{I_{\text{max}} \cdot A_b^{\text{HI}}}{ID_{50}^{\text{HI}} + A_b^{\text{HI}}} \]

(37)

including the baseline value of the contralateral control eye \( E_0 \), the maximum effect \( I_{\text{max}} \), the dose at half-maximal effect \( ID_{50} \), and the sigmoidicity factor \( n_H \). \( K_a \), \( K \), \( t_{lag} \), \( I_{\text{max}} \), \( ID_{50} \), and \( n_H \) were then estimated by simultaneously fitting eqs. 36 and 37 to the mean values of the observed effect-time data obtained from each dose (Fig. 18).

3. Results and Conclusions with Respect to Dose-Response-Time Analysis. The treatment data presented here exemplify the use of a biomarker (response) when there are no drug concentration data for kinetic/dynamic analyses. We assumed a first-order input/output kinetic model that drives the dynamics. The kinetic and dynamic models were then fit simultaneously to the data to estimate \( K_a \), \( K \), \( t_{lag} \), \( I_{\text{max}} \), \( ID_{50} \), and \( n_H \) (Table 9). The simulated biophase amount versus miotic response is shown in Fig. 18. The simulated biophase amount versus miotic response is shown in Fig. 18.

4. Pharmacodynamic Interpretation and Comments. This analysis example shows that a well designed experiment that includes only response-time data may nonetheless lend itself to estimation of the underlying kinetic processes without any additional concentration-time measurements. It also shows that absorption does not have to be instantaneous to enable estimation of biophase kinetics and dynamics. It has been suggested that the cornea acts like a slow-release depot to the anterior segment when latanoprost is topically administered into the eye (Russo et al., 2008), possibly adding to the lag-time effect introduced by the ester conversion of latanoprost to its active species in the eye. The results from a DRT exercise could be used for more refined recommendations regarding dose, dosing interval, and concentration-response sampling times in future (pre)-clinical studies. In this particular case and based on human data (Sjöquist and Stjernschantz, 2002), once the drug reaches the systemic circulation, its breakdown is very rapid (\( t_{1/2} \) of 17 minutes); thus, this further

| Parameter | \( k_{in} \) | \( k_{out} \) | \( k_{tol} \) | \( n \) |
|-----------|-------------|-------------|-------------|-----|
| Concentration/min | \( 0.32 \pm 0.06 \) | \( 0.16 \pm 0.05 \) | \( 0.18 \pm 0.14 \) | \( 0.78 \pm 0.06 \) |
complicates concentration-time–only approaches to modeling. Notably, as the application of latanoprost is in the immediate vicinity of the target biophase, plasma exposure is downstream of the miotic response and therefore not the driver in this situation. Moreover, the fact that the effect precedes (rather than follows) the appearance of drug in the circulation, combined with a prolonged response duration versus a very short plasma half-life of <10 minutes in rabbits and cynomolgus monkeys (Sjöquist et al., 1999).

H. Case Study 8: Meta-Analysis of Dose-Response-Time Data

1. Background. The standard pharmacological approach of activating a target around the clock often fails because of time-dependent loss of drug efficacy and postdosing rebound above predose baseline levels. This case study presents data that originally explored the idea that a more comprehensive understanding of the relationship between plasma exposure and a pharmacological response combined with knowledge of the physiologic regulation of metabolism (i.e., simultaneously analyzed considering the effect of key biomarkers) can be used to mitigate these barriers, allowing the invention of new pharmacostategies (Andersson et al., 2017; Kroon et al., 2017). The meta-analysis aimed at investigating in what way our inference about the system is changed when all drug exposure data are removed. Is it still possible to derive information about pivotal target (FFAs) properties by conducting a DRT data analysis? If not, in what way do the results fail to give insight about system behavior?

This DRT analysis contained the following information: 1) multiple response-time courses of two different biomarkers (FFA and insulin) under acute and semi-chronic NiAc treatments, conducted in both lean Sprague-Dawley and obese Zucker rats; 2) time delays (between known plasma exposure and biomarker response), feedback patterns (e.g., overshoot and rebound), and two distinct patterns of systemic adaptation prevail (one as a result of insulin control in lean animals, and another pattern due to drug resistance in obese animals); and 3) utilization of a prior exposure-driven analysis, which provided a good opportunity for comparisons between DRT- and exposure-driven analyses. Table 10 contains information about the experimental setup, animals used, administration routes, and study duration, which were all part of the meta-analysis.

2. Results and Conclusions with Respect to Dose-Response-Time Analysis. The meta-analysis of the NiAc-FFA-insulin data challenges several of the previously established constraints to DRT analysis: namely, linear dynamics, stationary system (tolerance/adaptation not allowed), instantaneous equilibrium between plasma and biophase (response), linear plasma kinetics, and so forth. The analysis may also provide a

| Parameter | \( t_{1/2A} \) | \( t_{1/2B} \) | \( t_{lag} \) | \( I_{max} \) | \( ID_{50} \) | \( N \) |
|-----------|---------------|---------------|-------------|-------------|-------------|------|
| Estimate  | \( 35 \pm 30 \) | \( 140 \pm 7 \) | \( 26 \pm 5 \) | \( 7.2 \pm 2 \) | \( 0.17 \pm 10 \) | \( 1.3 \pm 7 \) |
framework to conduct meta-analyses of both preclinical and clinical studies when exposure data are scarce or lacking. To our knowledge, multiple mutually independent biomarkers confounded by dynamic feedback (e.g., with FFA and insulin, in this case) have not yet been analyzed by means of a DRT approach.

The results were generally well defined system parameters, except for an unacceptably low precision for some of them. By and large, the traditional exposure response and the DRT approaches, however, gave similar results (Table 11). It is also interesting to note that parameter estimates of a very wide numerical range were obtained in the analysis, which probably made the differential equation system rigid. The half-lives ranged from a few seconds to more than 100 hours, which is not surprising in a highly regulated metabolic system such as the FFA-insulin interplay. The outcome may help optimize the next study design to increase precision in pivotal parameters. We are aware of the fact that the DRT analysis resulted in some poorly defined parameters (high CV%), which makes sense in light of particulars of the dataset. Specifically, targeted time ranges will be of greater importance in the design of subsequent studies. However, note the great discrepancy between the half-lives of exposure-driven tolerance versus DRT-driven tolerance in the lean Sprague-Dawley group. The former suggests a long half-life of almost 70 hours, whereas the latter analysis showed a half-life of slightly less than an hour.

### Pharmacodynamic Interpretation and Comments

The results illustrate the value of applying a quantitative approach to accompany comprehensive physiologic and kinetic-dynamic understanding. A well defined dosing regimen, rate, extent, and timing of drug intervention were designed sequentially across several studies. This resulted in suppression of tolerance and rebound and, most importantly, in profound improvements of the metabolic profile of a preclinical disease model (Andersson et al., 2017; Kroon et al., 2017). In turn, this information may provide vital input to projects aimed at discovery and development of novel drugs for metabolic disorder. As noted by Kroon et al. (2017), the possibility remains to be investigated whether the response patterns observed with different NiAc administration protocols are exclusive to this agent or may be avoided using other drugs also targeting the HM74/GPR109A receptor. Whether antilipolysis via other targets would display similar response properties to the NiAc HM74/GPR109A receptor interaction is also clearly a worthwhile task for future study. Regardless, this case study is an example of the importance of optimal design of dosing regimens in the treatment of metabolic disorder. Furthermore, the data also emphasize the importance of drug testing in a disease model (obese Zucker rats) compared with control conditions (lean Sprague-Dawley rats), as illustrated not least by the marked difference in tolerance half-life outcome.

### I. Overall Conclusions of the Case Studies

The eight selected case studies were chosen for their specific data patterns with respect to the onset, intensity, and duration of response, rather than representations of therapeutic class. Whereas case studies 1–7 are representative single-case studies of the aforementioned, case study 8 is an example of applying an extended model and mixed-effects modeling to meta-analysis of several sources of data.

Time series are necessary for a correct assessment of biomarker response data, particularly with time delays between the plasma concentration of test compound and the biomarker response. Since different

### TABLE 10

| Treatment          | Study     | Protocol                          | Route | Lean Rats | Obese Rats |
|--------------------|-----------|-----------------------------------|-------|-----------|------------|
| Acute              | On-off 1 h| 1 h infusion                      | i.v.  | 4 (3)     | 5 (3)      |
|                    | On-off 5 h| 5 h infusion                      | s.c.  | 7 (2)     | 7 (5)      |
|                    | On-off 12 h| 12 h infusion                     | s.c.  | 5 (2)     | 4 (2)      |
|                    | Step-down 1 h| 1 h infusion plus 3.5 h of step-down infusion | i.v.  | 5 (2)     | 5 (2)      |
|                    | Step-down 12 h| 12 h infusion plus 3.5 h of step-down infusion | s.c.  | 5 (3)     | 4 (3)      |
| Semichronic        | Continuous 120 h| 120 h pretreatment infusion plus 5 h infusion | s.c.  | 6 (2)     | 8 (2)      |
|                    | Intermittent 120 h| 120 h pretreatment intermittent infusion (12 h infusion plus 12 h washout) plus 5 h infusion | s.c.  | 6 (2)     | 8 (3)      |

### TABLE 11

Final estimates of system parameter half-lives from the meta-analysis (biophase- vs. exposure-driven input)

| Parameter | Lean Sprague-Dawley Rats | Obese Zucker Rats | Data are the CV% and corresponding S.D. for the different parameters. |
|-----------|--------------------------|-------------------|---------------------------------------------------------------|
| $k_{out}$ | 0.03 (16)                | 0.11 (14)         | 0.04 (45) 0.06 (17)                                           |
| $k_{out}$ | 0.78 (30)                | 0.64 (28)         | 4.3 (6.0) 5.8 (48)                                           |
| $k_{inR}$ | 0.02 (16)                | 0.01 (17)         | 28. (54) 11. (27)                                            |
| $k_{inI}$ | 0.001 (1)                | 0.002 (140)       | 5.0 (170) 29. (35)                                           |
| $k_{inRF}$ | 0.36 (1000)              | 0.57 (67)         | 0.002 (150) 0.004 (120)                                      |
| $k_{inIF}$ | 0.08 (300)               | 0.71 (29)         | 77 (58) 41 (38)                                              |
| $k_{out}$ | 140 (330)                | 110 (65)          | 190 (24) 18 (14)                                             |
model parameters contribute to varying extents at specific phases (onset, intensity, and duration) of a pharmacological response, close scrutiny of the experimental protocol becomes an integral part of design. A full characterization of determinants behind the onset, intensity, and duration of response often requires multiple routes, rates, and extents of dosing regimens.

DRT analyses typically use more parameters (e.g., biophase availability, biophase rate constant) than plasma concentration-driven models, since the driver (biophase) of pharmacological response has to be predicted as such. Plasma half-lives are also typically much shorter than are pharmacodynamic responses (e.g., shown in case studies 3 and 8). Finally, DRT models are generally compound, biomarker, and species dependent and are therefore difficult to generalize within and across therapeutic classes. Table 12 lists characteristics, mechanisms, and features, along with some suggestions for improvements to experimental design, applied to the case studies discussed in this article.

IV. Discussion

A. Background

This review focuses on DRT data analysis when knowledge on test compound (drug) exposure is scarce or entirely lacking. We start by dissecting the different phases of a pharmacodynamic response-time course (Fig. 2), and we propose what parameters may be related. We then move on to exemplify structures of biophase functions from the literature (Fig. 3). These range from a simple bolus input coupled to monoeponential decline and first-order and saturable input/output rates to parallel exogenous and endogenous input functions. We provide a brief mathematical description of biophase, drug mechanism, and commonly applied turnover functions. We also discuss alternative rate models and put them into a biologic perspective. This review contains eight case studies. These case studies were selected to demonstrate how to tackle baseline/no baseline, time delays, peak shifts, saturation, cell growth/kill data, functional adaptation, rebound, multiple sources of drug provocations and biomarkers, and rapid exposure-response data (Table 2).

Isaksson et al. (2009) and Andersson et al. (2016, 2017) successfully performed meta-analyses on preclinical data on NiAc (nonlinear absorption and elimination)–induced fatty acid lowering, with accurate and precise parameter estimates. The kinetic nonlinearities were well separated from the pharmacodynamic nonlinearities. Pharmacological data of two intertwined biomarkers and of multiple doses, rates, routes, and schedules were simultaneously regressed. This attests to the view that the success of a DRT analysis is a matter of good experimental design (Gabrielsson and Weiner, 2010, 2016; Andersson et al., 2016) rather than the number of observations, as was recently suggested (González-Sales et al., 2017).

The applicability of DRT analyses in both preclinical and clinical situations is illustrated in Table 13, which compiles more than 60 examples found in a thorough search of the literature. We also list some situations in which DRT analyses may be potentially useful but may be challenging (Table 14).

To this end, references listed in Table 13 represent a compilation of reports published up to and including 2017. References to abstracts and oral communications have intentionally been excluded from this review. These studies cover a large range of therapeutic and experimental areas. Some of the preclinical studies use two or more modes of administration and are more experimental in nature (Schoenwald and Smolen, 1971; Smolen, 1971a,b, 1976a,b, 1978; Smolen et al., 1972; Smolen and Weigand, 1973; Isaksson et al., 2009; Andersson et al., 2017). Other studies are performed in critically ill patients (Salem et al., 2016), in neonates (Trefz et al., 2015), under disease progression (Musuamba et al., 2015), for postoperative pain management (Abou Hammoud et al., 2009), in drug interaction studies (Gruwez et al., 2005, 2007), and in metabolic systems (Fasanmade and Jusko, 1995; Hamberg et al., 2010; Ternant et al., 2014; Saffian et al., 2016), to mention just a few.

B. What Do Different Doses, Routes, and Rates of Input Add?

When different doses (see case study 1) are given in vivo, the process of onset of action, potential response peak shifts with increasing doses, saturation of response at higher doses, and functional adaptation of duration of action may be observed in the pharmacological response-time courses. When different routes of administration (e.g., intravenous and subcutaneous; see case study 1) are applied, the biophase availability may be estimated separately from the other kinetic and dynamic parameters. Nonlinearities in biophase kinetics may also be revealed (case study 8).

When different doses and routes are tested simultaneously, information about saturation of either the absorption or disposition of drug or both processes may be discerned from saturable pharmacodynamic processes (Andersson et al., 2017). Functional adaptation may be observed and quantified when repeated dosing is done (case study 2; Andersson et al., 2016, 2017). The two routes of administration in case study 2 also revealed absorption-rate–limited elimination in the pharmacodynamic data.

Neither the pharmacokinetics nor the pharmacodynamics need to be linear first order, time invariant, or instantaneous or display a constant baseline. A meta-analysis of complex response-time data of fatty acids (FFAs) and insulin turnover in plasma after multiple provocations of NiAc clearly demonstrated the full
| No. | Case Study                          | Comments on Mechanism                                                                 | Features of Data                                                                 | Design Features                                                                 | Suggested Improvements to Design                                                                 |
|-----|------------------------------------|---------------------------------------------------------------------------------------|----------------------------------------------------------------------------------|---------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------|
| 1   | Tail flick                         | Analgetic drug actions may involve central (spinal, supraspinal) as well as peripheral components | Baseline, peak shift, saturation, absorption rate–limited duration of response, time series of response, multiple dose and route challenges | 3 and 10 µg i.v. boluses and 10, 50, and 100 µg s.c.; 10-µg dose same for i.v. and s.c. dosing | \( F \) needs i.v. and s.c. data \( K_x \) may require better resolution of both onset and offset of response \( K \) requires better resolution of the offset of response \( k_m \) requires robust baseline data \( k_{max} \) determines onset and offset of response \( S_{50} \) determines duration and onset of response \( S_{max} \) determines intensity of response \( n_H \) will impact the steepness of the rise and decline of response |
| 2   | Locomotor activity stimulation     | Indirect-acting dopamine receptor stimulant (releaser); psychostimulant                 | No baseline, peak shift, zero-order rise and decline of response, saturation of buildup and loss, high-resolution response-time series | 3.12 and 5.82 µg/kg given i.p. | \( F \) biophase availability needs i.v. and i.p. data \( K \) needs i.v. and i.p. data to discriminate between absorption and disposition rate-limited processes \( k_{max} \) needs reasonable resolution during onset \( k_M \) needs reasonable resolution of low response data \( S_{50} \) requires robust data on the offset of response \( S_{max} \) requires data at maximum response \( n_H \) requires robust data at the time of rapid rise and decline The present design may suffice for assessment of the acute locomotor response. To capture chronic patterns in the response, extended test compound exposure during several days is needed, which in turn may also require adjustment of the model if functional adaptation occurs (see case study 8) |

(continued)
| No. | Case Study                | Comments on Mechanism                  | Features of Data                                                                 | Design Features                        | Suggested Improvements to Design                                                                 |
|-----|---------------------------|----------------------------------------|---------------------------------------------------------------------------------|----------------------------------------|------------------------------------------------------------------------------------------------|
| 3   | Fatty acid response       | Antilipolytic                          | Baseline, saturation, rebound, tolerance, multiple interventions                | Multiple i.v. infusions plus washout    | $K$ requires robust data on the onset and offset of response                                   |
|     |                           |                                        |                                                                                 |                                        | $R_0$ requires robust data at baseline                                                       |
|     |                           |                                        |                                                                                 |                                        | $k_{out}$ requires robust data at onset and offset of response                                |
|     |                           |                                        |                                                                                 |                                        | $k_{tol}$ requires robust data during extended exposure to drug                               |
|     |                           |                                        |                                                                                 |                                        | ID$_{50}$ requires robust data on the offset of response                                     |
|     |                           |                                        |                                                                                 |                                        | $n_H$ requires robust data at the time of rapid rise and decline                             |
|     |                           |                                        |                                                                                 |                                        | The present design may suffice for assessment of the acute antilipolytic response. To capture chronic patterns in the response, extended exposure to test compound during several days is needed, which also requires adjustment of the model (see case study 8) |
|     |                           |                                        |                                                                                 |                                        |                                                                                               |
| 4   | Psychosis score (BPRS)   | Central dopamine receptor antagonism   | Baseline, time to PD steady state, categorizing responders, onset of action      | 120–600 mg daily p.o. dosing            | $k_{in}$ requires robust data at baseline                                                   |
|     |                           |                                        |                                                                                 |                                        | $k_{out}$ requires robust data at baseline                                                    |
|     |                           |                                        |                                                                                 |                                        | $I_{max}$ requires data at maximum response                                                  |
|     |                           |                                        |                                                                                 |                                        | Extended data beyond the observational time range may cast light on potential functional adaptation. Baseline data of BPRS and placebo comparisons are also necessary for correct assessment of pure drug-induced response independently of concentration-driven or DRT approach |
|     |                           |                                        |                                                                                 |                                        |                                                                                               |
| 5   | Bacterial growth and kill| Antimicrobial                          | Baseline, growth limit, saturation, first-order growth/kill                     | Multiple i.v. doses                     | $k_g$ requires robust vehicle control data                                                   |
|     |                           |                                        |                                                                                 |                                        | $k_s$ requires kill and regrowth data from two or more doses                                 |
|     |                           |                                        |                                                                                 |                                        | $k_{in}$ requires robust data at baseline                                                    |
| 6   | Cortisol release during and after exposure to ACTH | Physiologic interplay in the cortisol axis. Suggested mechanisms may also involve changes in cortisol hydroxylation, and/or other unknown actions of ACTH on steroidogenesis | Baseline, rebound, tolerance turnover, endogenous agonist, square wave of ACTH intervention | Experimental model of ACTH exposure driving the release rate of cortisol |                                                                                               |

(continued)
| No. | Case Study | Comments on Mechanism | Features of Data | Design Features | Suggested Improvements to Design |
|-----|------------|-----------------------|------------------|----------------|--------------------------------|
| 7   | Miotic response in the cat eye | Prostenoid F receptor interaction in the smooth muscle of the iris | Baseline, partial inhibition, saturation, rapid equilibrium model | Three doses (0.1, 1.0, and 10 μg latanoprost) given topically | $k_{out}$ requires robust data at onset and offset. $S_{50}$ requires data during offset of response. $S_{max}$ requires data at maximum intensity. $n_H$ requires robust data at the time of rapid rise and decline. Long-term adaptation requires extended exposure to test compound over time. Oscillatory behavior in experimental data may need a model extension similar to Ahlström et al. (2011). $K_a$ requires robust data at onset and offset. $K$ requires robust data at onset and offset. $t_{lag}$ requires robust data at onset. $I_{50}$ requires data on the offset. $I_{max}$ requires data at maximum intensity. $n_H$ requires robust data at the time of rapid rise and decline. Long-term adaptation of the pharmacological response requires extended exposure to test compound over time. For a thorough description model and suggestions about experimental design and identifiability of $K_{AM}$, $V_{max}$, $K$, $k_{in}$, $k_{out}$, $S_{50}$, $S_{max}$, and $n_H$, see Andersson et al. (2017). System parameters after DRT analysis are still reasonably consistent with estimates from a concentration-driven analysis. |
| 8   | Meta-analysis of fatty acid and insulin response to multiple NiAc provocations (NLME analysis) | Antilipolytic | Baseline, saturation, rebound, tolerance turnover, multiple biomarkers, multiple drug provocations, endogenous agonist, input-stimulated washout profile | Multiple i.v. and s.c. doses, rates, and modes of NiAc plus washout; multiple, intertwined, biomarker responses | NLME, nonlinear mixed effects. |
| Experimental Area | Test Compound | Route | Biophase Parameter | Reason for DRT | Reference |
|-------------------|--------------|------|-------------------|----------------|-----------|
| AChE inhibition by Sarin | Adenosine A₁ agonist | s.c., i.m. | First-order input/output | No exposure data | Bueters et al. (2003) |
| Anemia | Induced by ribavirin EPO | p.o. | First-order output | No exposure data | Uehlinger et al. (1992), Port et al. (1998) |
| Antiarrhythmics | Amiodarone | i.v. bolus plus infusion | First-order input/output | No exposure data | Salem et al. (2016) |
| Anticoagulants | Warfarin | p.o. | First-order input/output | Sparse exposure | Hamberg et al. (2010, 2013), Wright and Duffull (2011) |
| Antidepressants | Clomipramine, lithium | p.o. | First-order input/output | No exposure data | Gruwez et al. (2007) |
| | Paroxetine, pindolol | p.o. | First-order output | No exposure data | Gatto et al. (2004) |
| | TC-1734 | s.c. | First-order input/output | Utility of DRT | Gabrielsson et al. (2004) |
| Antilipolytic | NiAc | i.v. infusion | First-order output | Utility of DRT | Gabrielsson et al. (2000), Gabrielsson and Peletier (2014) |
| | | | i.v. infusion, p.o. | | |
| Antinociceptive | Morphine | i.v. infusion | First-order output | No exposure data | Abou Hammoud et al. (2009) |
| | Experimental drug | i.v. infusion, s.c. | First-order output | Utility of DRT | Gabrielsson et al. (2009) |
| Arthritis | Fosdagrocorat, prednisone | PUL | First-order output | No PDN exposure | Shoji et al. (2017) |
| CNS stimulant | Dexamphetamine | p.o. | First-order output | Utility of DRT | Gabrielsson and Weiner (2016) |
| | Caffeine | i.p. | First-order output | No exposure data | Ramakrishnan et al. (2013) |
| COPD and asthma | Salmeterol | PUL | First-order output | No exposure data | Musuamba et al. (2015) |
| | Salmeterol, PF-00610355 | PUL | Equal input/output rate | No exposure data | Nielsen et al. (2012) |
| | Experimental compound | PUL | First-order input/output | No exposure data | Wu et al. (2011) |
| Cortisol secretion | Adrenocorticotropic | i.v. infusion | Square wave of input | Show utility of DRT | Gabrielsson and Peletier (2014) |
| Diabetes | Glucokinase activator | p.o. | First-order input/output | No exposure data | Jauslin et al. (2012) |
| Diabetic macular edema | Triamcinolone acetonide | Intravitreal | | | Audren et al. (2004) |
| Glaucoma | PF-04473270 | Topical | First-order input/output | Limited exposure | Luu et al. (2009) |
| Hyper-parathyroidism | R-568 | p.o. | First-order input/output | No exposure data | Lalonde et al. (1999) |
| Hyper-phenylalaninemia | Tetrahydrobiopterin | i.v. infusion | First-order output | No exposure data | Trefz et al. (2015) |
| Hypotension | Sodium nitroprusside | i.v. infusion | First-order output | Fast SNP exposure | Barrett et al. (2015) |
| Muscle relaxant | Tubocurarine | i.m. | First-order output | No exposure data | Levy (1964) |
| V vecuronium | i.v. bolus | First-order output | No exposure data | Bragg et al. (1994), Fisher and Wright (1997), Warwick et al. (1998) |
| Mydriatics | Tridihexethyl chloride tropicamide | p.o., topical | No exposure data | Schoenwald and Smolen (1971), Smolen (1971a, 1976b, 1978), Smolen and Weigand (1975) |

(continued)
| Experimental Area       | Test Compound                          | Route        | Biophase Parameter       | Reason for DRT | Reference                        |
|-------------------------|----------------------------------------|--------------|--------------------------|----------------|----------------------------------|
| Myocardial necrosis     | Induced by handling                    | i.v. injection| First-order input/output | No exposure data | Mikaelian et al. (2013)*         |
| Obesity                 | PF-05231023                            | p.o.         | First-order input/output | No exposure data | Thompson et al. (2016)**        |
| Oncology                | Capecitabine                           | p.o.         | First-order input/output | No exposure data | Paule et al. (2012)**           |
|                         | Capecitabine/docetaxel                 | i.v. (docetaxel)| First-order input/output | No exposure data | Frances et al. (2011)           |
|                         | Carboplatin, pegylated liposomal doxorubicin, paclitaxel | i.v. infusion | First-order output | No exposure data | Wilbaux et al. (2014)*          |
|                         | Carboplatin, cyclophosphamide, thiopeta | i.v. infusion | First-order output | No exposure data | Ramon-Lopez et al. (2009)        |
|                         | Chemotherapy                           | i.v. infusion | First-order output | No exposure data | Wilbaux et al. (2015)*          |
|                         | Carbo, carboplatin, etoposide         | i.v. infusion | First-order output | No exposure data | Buii-Bruna et al. (2014)*       |
|                         | CyaA-E7                                | i.v. infusion | First-order output | No exposure data | Parra-Guillen et al. (2013)**   |
|                         | Gemcitabine, carboplatin               | i.v. infusion | First-order output | No exposure data | Tham et al. (2009)              |
|                         | Irinotecan, MBL187                     | i.p.         | First-order output | No exposure data | Sostelly et al. (2014)*         |
|                         | Paclitaxel, nab-paclitaxel, ixabipinol | i.v. infusion | First-order output | No exposure data | Mehrtra et al. (2017)           |
|                         | Temozolomide                           | p.o.         | First-order output | No exposure data | Mazzecco et al. (2015), Bogdarska et al. (2017) |
|                         | Monoclonal antibodies                  | i.v. infusion, s.c. | First-order input/output |                | Lange and Schmidli (2014, 2015) |
|                         | Bisphosphonate, denosumab              | i.v. infusion, p.o. | First-order output | No exposure data | van Schau et al. (2015)         |
|                         | Ibandronate                            | i.v. infusion, p.o. | First-order output | No exposure data | Pillai et al. (2004), Reginster and Gieschke (2006), Zaidi et al. (2006) |
| Psychomotor             | Calcium                                | p.o.         | First-order input/output | No exposure data | Ahn et al. (2014)**            |
|                         | Phencyclidine, dextromethaphetamine    | s.c.         | First-order input/output | No exposure data | Jacobs et al. (2010)**         |
| Thermoregulation        | 8-OH-DPAT                              | p.o.         | First-order input/output | No exposure data | Gabrielsson et al. (2009)       |
|                         | Carboplatin, radiation                 | i.v. infusion | First-order output | No exposure data | Krzyzanski et al. (2015)        |
|                         | Romiplostim                            | s.c.         | First-order output | No exposure data | Perez-Ruixo et al. (2012)       |
| Virus infection         | HPAI H5N1 virus                        |              | First-order output | No exposure data | Kitajima et al. (2011)          |

8-OH-DPAT, 7-(dipropylamino)-5,6,7,8-tetrahydrophthalen-1-ol; AChE, acetylcholinesterase; CNS, central nervous system; COPD, chronic obstructive pulmonary disease; EPO, erythropoietin; HPAI, highly pathogenic Asian avian influenza; LABA, long-acting beta agonists; MBL187, acridone derivative undergoing pre-clinical development; PDE, phosphodiester; PF-04475270, 5-{3-[(2S)-2-{(3R)-3-hydroxy-4-[3-(trifluoromethyl)phenyl]butyl}-5-oxopyrrolidin-1-yl]propylthiophene-2-carboxylate (PF-04475270); PF-05231023, a long-acting FGF21 analog; PF-00610355, beta-adrenoceptor agonist; PUL, pulmonary; N-568, calcimimetic R-568, a type II indirect allosteric CaSR modulator; TC-1724, nicotinic acetylcholine receptor modulator.

*Denotes publications referring to the K-PD approach but applying the biophase amount $A_0$ originally proposed by Smolen (1971a).
| Challenge               | Main Problem                                                                 | Potential Solution                                                                 | Reason for Cautious Application of DRT                                                                 | Reference                        |
|------------------------|------------------------------------------------------------------------------|-------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------|----------------------------------|
| Endogenous agonists    | No systemic exposure to test compound                                        | Multiple input routes and rates may reveal the relative biophase availability       | Difficult to discriminate between endogenous and exogenous contribution to PD                           | Andersson et al. (2017)          |
| Time-varying baseline  | Impact of potential endogenous agonist(s)                                    | Dose-range finding studies including the zero dose                                  | No exposure data on endogenous agonist(s)                                                              | Lalonde et al. (1999)            |
| Combination therapies  | No systemic exposure of the individual drugs                                 | Systematic dose-range finding (including zero dose, different routes, rates, and modes) design is lacking | If individual potencies need to be established, the contribution has to be based on exposure measures | Gruwez et al. (2005, 2007)        |
| Multiple target sites  | The contribution of each target difficult to assess if exposure measures are not known | Multiple agonist and antagonist dose levels may be applied                           | If multiple agonist and antagonist dose levels are not available                                         | Andersson et al. (2017)          |
| Synergistic systems    | No systemic exposure of the individual drugs                                 | Systematic dose-range finding (including zero dose, different routes, rates, and modes) design is lacking | When a systematic dose-range finding (including zero dose) design is lacking                           | Wilbaux et al. (2015)            |
| Safety studies         | Exposure to test compound not known and is needed for safety assessment      | Systematic dose-range finding (including zero dose, different routes, rates, and modes) design is lacking | Difficult to assess safety margin without exposure measures or biomarker                              | Ahn et al. (2014)                |
| Oligonucleotide kinetics | Extreme disposition patterns in plasma                                         | Systematic dose-range finding (including zero dose, different routes, rates, and modes) design is lacking. Use of exposure-response model (e.g., PBPK) as one building block | When a systematic dose-range finding (including zero dose) design is lacking                           | —                               |
| Time-dependent changes in disposition or target parameters | Exposure to test compound not known                                           | Systematic dose-range finding (including zero dose, different routes, rates, and modes) design is lacking | When a systematic dose-range finding (including zero dose and repeated dose) design is lacking            | Andersson et al. (2017)          |
| Iontophoretic systems  | Exact drug dose and input rates are seldom known                              | Dose-range finding studies including the zero dose, current ranging studies (see Liu et al., 2016, for alternative design) | When a systematic dose-range finding (including zero dose) design is lacking                           | Liu et al. (2016)                |

PBPK, physiologically based pharmacokinetic; PD, pharmacodynamics.
capacity of the DRT approach (Isaksson et al., 2009; Andersson et al., 2017). Not only were the estimated system parameters ($k_{out}$, $k_{tol}$, etc.) similar to those obtained from a full exposure-driven analysis, but the interaction between FFAs and insulin was also correctly captured. Simultaneous sampling of multiple interacting biomarkers (e.g., FFAs and insulin) offers an opportunity to take the analysis to an even higher level and deconvolute interaction patterns between the biomarkers, but still keep the assessment focus on both drug properties (e.g., ED50) and target properties (e.g., $k_{in}$ and $k_{out}$) (Andersson et al., 2017). The use of multiple sources of biomarker data obtained from diverse patterns of drug (NiAc) intervention allowed accurate and precise parameter estimates. The mechanistic model may therefore have a higher translational potential.

Some of the preclinical studies use two or more modes of administration and are more experimental in nature (Schoenwald and Smolen, 1971; Smolen, 1971a,b, 1976a,b, 1978; Smolen et al., 1972; Smolen and Weigand, 1973; Isaksson et al., 2009; Gabrielson et al., 2015; Andersson et al., 2017). Smolen (1971a, 1976b) described a model for bioavailability and biokinetic behavior of a mydriatic drug. He extended the analysis to application of DRT data for bioequivalence testing. Others have applied a systems analysis approach (Veng-Pedersen and Modi, 1993). Fasanmade and Jusko (1995) developed a kinetic/dynamic model using a hypothetical reactive metabolite to explain formation of methemoglobin. These studies clearly demonstrate the potential of DRT analyses in a preclinical setting and their applications to drug discovery data. There are several clinical examples of how DRT modeling is applied to analyze (sparse) human data (see Table 13). The statistical methodology of DRT modeling is elegantly illustrated with data from clinical studies of therapeutic biologies in autoimmune disease (Lange and Schmidli, 2014, 2015), and Salem et al. (2016) applied a DRT approach to critically ill patients where traditional exposure-driven approaches are difficult and/or unethical. The drug mechanism function was driven by the biophase amount rather than the rate.

Trefz et al. (2015) developed a pharmacodynamic DRT model to improve the description of individual sensitivity to tetrahydrobiopterin responsiveness in neonates with hyperphenylalaninemia. Abou Hammoud et al. (2009) demonstrated how a DRT model, which characterizes the time course of morphine-induced analgesia in the immediate postoperative period, could be used for pain management. Wilbaux et al. (2015) successfully applied a DRT approach for the assessment of treatment efficacy in metastatic castration-resistant prostate cancer, using the count of circulating tumor cells (CTCs) as a promising surrogate marker. The model is the first to quantify the dynamics of prostate-specific antigen and CTC count during treatment in patients with metastatic castration-resistant prostate cancer.

It has great potential as a general framework for showing the combination effects of chemotherapy in other cancer types to compare the properties of CTCs.

Gruwez et al. (2005, 2007) developed a DRT-interaction model between selective serotonin reuptake inhibitors and pindolol for the assessment of clinical treatment of depression (Montgomery–Åsberg Depression Rating Scale score). They concluded that the DRT model of Montgomery–Åsberg Depression Rating Scale score kinetics was able to capture individual data of a clinical trial and to yield estimates of the typical values and the interindividual variability of the parameters. A clinical trial simulation based on the model illustrated how it might be used as a tool for clinical trial planning in the field of research on antidepressants and adjunctive treatments.

Ahn et al. (2014) used a semimechanistic approach to characterize the Ca$^{2+}$-parathyroid hormone (PTH) system after intake of thermal spring water containing calcium or calcium carbonate tablets. Without noticeable differences in plasma Ca$^{2+}$ levels, the changes in PTH responses were used as a surrogate marker for calcium absorption. With a more enhanced study design, it is believed that their approach can be applied to evaluate calcium absorption, as determined by PTH-time responses.

A recent review on challenge tests of reaction induced by Sephadex, interleukin 1β, collagen, lipopolysaccharide, and glucose and changes caused in eosinophil count, interleukin 6, paw-swelling, tumor necrosis factor α, and blood glucose, respectively, applied the DRT approach as a substitute to mimic time courses of the challenging agents (Sephadex, collagen, lipopolysaccharide, and glucose) when exposure to these challengers was lacking (Gabrielson et al., 2015). Table 14 shows some demanding experimental situations that identify problems related to DRT analyses, with literature references to potential solutions.

C. Drug Delivery by Means of Iontophoresis

Drug administration through the skin has been investigated for several decades, and many delivery techniques have been explored to facilitate drug permeation across this outer bodily barrier. Among these, iontophoresis is a novel promising drug delivery system, which enhances skin penetration and the release rate of a number of drugs that are otherwise poorly permeable through the skin (for a review, see Iredahl et al., 2015). DRT analyses may play an important role in iontophoretic systems due to their time- and concentration-wise detachment from systemic exposure, although information that fully characterizes the rate and extent of drug input is still a key factor that needs to be sorted out prior to proposing a biophase structure. However, promising results were recently collected during histamine iontophoresis with laser Doppler monitoring (Liu et al., 2016). This approach allowed a fixed dose of histamine...
to be delivered and an objective, continuous, and dynamic measurement of histamine epicutaneous response to be recorded in children and adults. The reduced data set was then analyzed by means of a DRT model of the local histamine response.

D. Permutations of Smolen’s Model: The Kinetic-dynamic K-PD Rate of Change Model

DRT analyses were pioneered by Smolen and Levy in the 1960s and 1970s with a series of classic papers paving some of the theoretical ground (Levy, 1971; Schoenwald and Smolen, 1971; Smolen, 1971a,b; Smolen et al., 1972; Smolen and Weigand, 1973). A different permutation, denoted kinetic-dynamic K-PD, was more recently suggested (Jacqmin et al., 2007). The latter bolus model suggests that the elimination rate was more recently suggested (Jacqmin et al., 2007). The different permutation, denoted kinetic-dynamic K-PD, was more recently suggested (Jacqmin et al., 2007). The latter bolus model suggests that the elimination rate from the biophase $k \cdot A_b$ drives the pharmacological response rather than the biophase amount ($A_b$ or exposure) per se (eq. 38).

$$\frac{dA_b}{dt} = -k \cdot A_b$$

$$S(k \cdot A_b) = 1 + \frac{S_{max} \cdot (k \cdot A_b)}{SD_{50} + (k \cdot A_b)}$$

$$\frac{dR}{dt} = k_{in} \cdot S(k \cdot A_b) - k_{out} \cdot R$$

(38)

The $SD_{50}$ is the rate of change of drug in the biophase that results in half-maximal drug-induced response, which makes this parameter difficult to interpret and compare across species. There are few examples in the pharmacological literature where the rate of change in biophase amount rather than the biophase amount per se, is the “driver” of the pharmacological response. The division of $SD_{50}$ by $k$ in eq. 38 (middle line) may then cause a parameter identifiability problem.

In contrast to the biophase bolus model in K-PD, there are numerous examples in the literature (Table 1) and case studies 1–3, 7, and 8 that demonstrate more elaborate structures. Several authors refer to the K-PD $(k \cdot A_b)$ approach but have in fact applied the classic Smolen biophase kinetics $(A_b)$ for driving the pharmacodynamic model (Table 13; see footnoted references).

E. General Conclusions

This review aims to raise cross—research and development discipline awareness about DRT data analyses to explore and improve interpretation of data. Although the DRT methodology is not new, it is still comparatively rare in experimental and clinical pharmacology. This review examines how the time course of a pharmacological response can be dissected to gain further insight. It emphasizes the significance of time courses, illustrates the importance of multiple dose information, and addresses issues in the examination of time—response relationships. Furthermore, this review shows how quantitative pharmacology adds significant value to target turnover information and why ignoring this may cause misleading results and conclusions. In conclusion, access to robust and discrete baseline data (absolute numbers rather than differences or other conversions) from multiple doses, routes, rates, and administration modes will provide the best prerequisite for fruitful DRT analysis.

Smolen et al. (1972) stated that

The use of pharmacological data for bioavailability studies should be considered irrespective of whether an assay method for the drug exists. The decision to use either or both types of data should depend on the relative sensitivity precision, convenience, and economy” Smolen (1976b). It is our hope that our account will further underscore his sentiments, and that the examples and suggested solutions in this article will inspire (and renew interest in) DRT analysis of pharmacodynamic responses.
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