OPERATOR MEANS IN JB-ALGEBRAS

SHUZHOU WANG AND ZHENHUA WANG

Abstract. In this paper, the notion of operator means in the setting of JB-algebras is introduced and their properties are studied. Many identities and inequalities are established, most of them have origins from operators on Hilbert space but they have different forms and connotations, and their proofs require techniques in JB-algebras.

1. Introduction

Arising in the work of Jordan, von Neumann, and Wigner on the axiomatic foundations of quantum mechanics, finite dimensional Jordan algebras were investigated first in [18]. Later the infinite dimensional case were studied by von Neumann in [24]; Jordan subalgebras of selfadjoint part of operators on a Hilbert space were initiated by Segal [27], and later studied by Effros and Størmer [11], Størmer [28, 29, 30] and Topping [32], etc. The theory of JB-algebras was inaugurated by Alfsen, Shultz, and Størmer [2] and later considered by many others. As a motivation for this line of research, the observables in a quantum system constitute a JB-algebra, which is non-associative, therefore JB-algebras were considered as natural objects of study for quantum mechanics. JB-algebras also have many powerful applications in other fields, such as analysis, geometry, operator theory, etc; more information on these can be found in [8, 33, 34].

In a different direction, the theory of operator means started from the notion of parallel addition for two positive matrices introduced by Anderson and Duffin [3] as a tool to study electrical network synthesis. Later this notion was extended to positive operators on a Hilbert space by Anderson and Trapp [4] to solve maximization problem in electrical network theory. On the other hand, in 1975, the geometric mean for two positive operators on Hilbert space was considered by Pusz and Woronowicz [25]. The general theory of operator means was initiated by Ando [5] and established by Ando [6, 7], Kubo and Ando [20], Fujii [12, 13, 14], and many others. It turned out operator means, especially arithmetic mean, harmonic mean, and geometric mean have significant impact on operator theory [6]. The interest in operator means and related objects has been exclusively restricted to the context of operators on a Hilbert space. As far as we know, there is no paper in the literature that discusses operator means in JB-algebras.

In the present paper, we introduce the notion of operator means and study their properties in the setting of JB-algebras. These algebras include JC-algebras, therefore selfadjoint operators on a Hilbert space, as a special case, but there are
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JB-algebras, such as the Albert algebra, that are not JC-algebras. Such algebras are nonassociative, therefore Hilbert space operator techniques do not apply. Many identities and inequalities for JB-algebras are established in this paper. Though most of them have origins from operators on Hilbert space, they have different forms and their proofs require techniques in JB-algebras.

2. Preliminaries

In this section, we give some background on JB-algebras and fix the notation.

**Definition 1.** A Jordan algebra $A$ over real number is a vector space $A$ over $\mathbb{R}$ equipped with a bilinear product $\circ$ that satisfies the following identities:

$$a \circ b = b \circ a, \quad (a^2 \circ b) \circ a = a^2 \circ (b \circ a).$$

Any associative algebra $A$ has an underlying Jordan algebra structure with Jordan product given by

$$a \circ b = (ab + ba)/2.$$

Jordan subalgebra of such underlying Jordan algebras is called special.

As the important example in physics, $B(H)_{sa}$, the set of bounded self-adjoint operators on a Hilbert space $H$, is a special Jordan algebra. Note that $B(H)_{sa}$ is not an associative algebra.

**Definition 2.** A concrete JC-algebra $A$ is a norm-closed Jordan subalgebra of $B(H)_{sa}$.

**Definition 3.** A JB-algebra is a Jordan algebra $A$ over $\mathbb{R}$ with a complete norm satisfying the following conditions for $A, B \in A$:

$$\|A \circ B\| \leq \|A\| \cdot \|B\|, \quad \|A^2\| = \|A\|^2, \quad \text{and} \quad \|A^2\| \leq \|A^2 + B^2\|.$$

A JC-algebra is a JB-algebra, but the converse is not true. For example, the Albert algebra is a JB-algebra but not a JC-algebra, cf. [1] Theorem 4.6.

**Definition 4.** Let $A$ be a unital JB-algebra. We say $A \in A$ is invertible if there exists $B \in A$, which is called Jordan inverse of $A$, such that

$$A \circ B = I \quad \text{and} \quad A^2 \circ B = A.$$

The spectrum of $A$ is defined by

$$\text{Sp}(A) := \{\lambda \in \mathbb{R} \mid A - \lambda I \text{ is not invertible in } A\}.$$ 

If $\text{Sp}(A) \subset [0, \infty)$, we say $A$ is positive, and write $A \geq 0$.

**Definition 5.** Let $A$ be a unital JB-algebra and $A, B \in A$. We define a map $U_A$ on $A$ by

$$U_A := \{ABA\} := 2(A \circ B) \circ A - A^2 \circ B. \quad (2.1)$$

It follows from (2.1) that $U_A$ is linear, in particular,

$$U_A(B - C) = \{ABA\} - \{ACA\}. \quad (2.2)$$

Note that $ABA$ is meaningless unless $A$ is special, in which case $\{ABA\} = ABA$. The following proposition will be used repeatedly in this paper.

**Proposition 1.** [1] Lemma 1.23-1.25 Let $A$ be a unital JB-algebra and $A, B$ be two elements in $A$. 

(1) If $B$ is positive, then $U_A(B) = \{ABA\} \geq 0$.

(2) If $A, B$ are invertible, then $\{ABA\}$ is invertible with inverse $A^{-1}B^{-1}A^{-1}$.

(3) If $A$ is invertible, then $U_A$ has a bounded inverse $U_{A^{-1}}$.

For an element $A$ in $\mathcal{A}$ and a continuous function $f$ on the spectrum of $A$, $f(A)$ is defined by functional calculus in JB-algebras (see e.g. [11, Proposition 1.21]).

**Definition 6.** Let $f$ is a real valued continuous function $f$ on $\mathbb{R}$.

(1) $f$ is said to be **operator monotone (increasing)** on a JB-algebra $\mathcal{A}$ if $0 \leq A \leq B$ implies $f(A) \leq f(B)$.

(2) $f$ is **operator convex** if for any $\lambda \in [0, 1]$ and $A, B \geq 0$,

$$f((1 - \lambda)A + \lambda B) \leq (1 - \lambda)f(A) + \lambda f(B).$$

We say that $f$ is **operator concave** if $-f$ is operator convex.

3. **Nonassociative perspective function**

In this section, the nonassociative perspective function is introduced and some of its properties are also discussed.

**Definition 7.** Let $f$ and $h$ be real continuous function on a closed interval $I$ with $h > 0$ and let $A, B$ be two elements in a unital JB-algebra $\mathcal{A}$ with spectra contained in $I$ and $\text{Sp}(\{h(B)^{-\frac{1}{2}}Ah(B)^{-\frac{1}{2}}\}) \subseteq I$. The **nonassociative perspective function** $P_{f \triangle h}(A, B)$ of two variables $A$ and $B$ associated to $f$ and $h$ is defined by

$$P_{f \triangle h}(A, B) = \left\{h(B)^{\frac{1}{2}}f \left(\{h(B)^{-\frac{1}{2}}Ah(B)^{-\frac{1}{2}}\}\right) h(B)^{-\frac{1}{2}}\right\}. \quad (3.1)$$

**Remark 1.** Though $\mathcal{A}$ is commutative under the nonassociative product $\circ$, if $\mathcal{A}$ is special, then our notion is precisely the noncommutative perspective we introduced in [35], which is a generalization of $[9]$ for noncommutative associative case. For commutative and associative case, the notion was initiated by Effros [10], in which Effros presented a simple approach to the famous Lieb’s concavity theorem [21][22].

**Proposition 2.** Let $f$ and $h$ be real continuous function on a closed interval $I$ with $f$ operator monotone and $h > 0$. For positive elements $A, B$ with $A \leq B$ and an element $C$ in a unital JB-algebra $\mathcal{A}$ such that the spectra of $C$, $\{h(C)^{-1/2}Ah(C)^{-1/2}\}$, and $\{h(C)^{-1/2}Bh(C)^{-1/2}\}$ are contained in $I$,

$$P_{f \triangle h}(A, C) \leq P_{f \triangle h}(B, C). \quad (3.2)$$

Since $A \leq B$, then by Proposition [1]

$$\{h(C)^{-\frac{1}{2}}Ah(C)^{-\frac{1}{2}}\} \leq \{h(C)^{-\frac{1}{2}}Bh(C)^{-\frac{1}{2}}\}.$$

If $f$ is operator monotone, then

$$f \left(\{h(C)^{-\frac{1}{2}}Ah(C)^{-\frac{1}{2}}\}\right) \leq f \left(\{h(C)^{-\frac{1}{2}}Bh(C)^{-\frac{1}{2}}\}\right).$$

Finally,

$$P_{f \triangle h}(A, C) \leq P_{f \triangle h}(B, C).$$

**Remark 2.** By Shirshov-Cohen theorem for JB-algebras [17, Theorem 7.2.2], the JB-subalgebra generated by $A, C$ is a JC-algebra, so is the JB-subalgebra generated by $B, C$. However, one cannot use this fact in the proof of Proposition [2] by reducing to JC-algebras since the JB-subalgebra generated $A, B, C$ usually is not a JC-algebra. The same situation repeatedly occurs in the rest of paper.
On the other hand, a few results contained in this paper can be obtained by reducing to JC-algebras, but for consistency, we will only use techniques for JB-algebras.

**Proposition 3.** Let $f$ and $h$ be real continuous functions on $[0, \infty)$ with $f$ operator convex and $h > 0$. Assume that $A_k \geq 0, B$ are elements in a unital JB-algebra $A$, $k = 1, 2$. Then for any $0 \leq \lambda \leq 1$,

$$P_{f \Delta h}(\lambda A_1 + (1 - \lambda)A_2, B) \leq \lambda P_{f \Delta h}(A_1, B) + (1 - \lambda)P_{f \Delta h}(A_2, B). \quad (3.3)$$

**Proof.** Note that

$$\left\{ h(B)^{-\frac{1}{2}} (\lambda A_1 + (1 - \lambda)A_2) h(B)^{-\frac{1}{2}} \right\} = \lambda \left\{ h(B)^{-\frac{1}{2}} A_1 h(B)^{-\frac{1}{2}} \right\} + (1 - \lambda) \left\{ h(B)^{-\frac{1}{2}} A_2 h(B)^{-\frac{1}{2}} \right\}.$$

By the operator convexity of $f$,

$$f \left( \left\{ h(B)^{-\frac{1}{2}} (\lambda A_1 + (1 - \lambda)A_2) h(B)^{-\frac{1}{2}} \right\} \right) \leq \lambda f \left( \left\{ h(B)^{-\frac{1}{2}} A_1 h(B)^{-\frac{1}{2}} \right\} \right) + (1 - \lambda) f \left( \left\{ h(B)^{-\frac{1}{2}} A_2 h(B)^{-\frac{1}{2}} \right\} \right).$$

Finally, by Proposition 1,

$$P_{f \Delta h}(\lambda A_1 + (1 - \lambda)A_2, B) \leq \lambda P_{f \Delta h}(A_1, B) + (1 - \lambda)P_{f \Delta h}(A_2, B).$$

\[\square\]

**Theorem 1.** Let $A$ be a unital JB-algebra. Let $r, q$ and $h$ be real valued continuous functions on a closed interval $I$ such that $h > 0$ and $r(x) \leq q(x)$. For elements $A$ and $B$ in $A$ such that the spectra of $B$ and \{ $h(B)^{-1/2} Ah(B)^{-1/2}$ \} are contained in $I$,

$$P_{r \Delta h}(A, B) \leq P_{q \Delta h}(A, B). \quad (3.4)$$

**Proof.** Since the functional calculus is order preserving, cf. [1],

$$r \left( \left\{ h(B)^{-\frac{1}{2}} Ah(B)^{-\frac{1}{2}} \right\} \right) \leq q \left( \left\{ h(B)^{-\frac{1}{2}} Ah(B)^{-\frac{1}{2}} \right\} \right).$$

It implies that

$$\left\{ h(A)^{\frac{1}{2}} \left[ (q - r) \left( \left\{ h(A)^{-\frac{1}{2}} Bh(A)^{-\frac{1}{2}} \right\} \right) h(A)^{\frac{1}{2}} \right] \right\} \geq 0 \quad (3.5)$$

Combing (2.2), (3.1) and (3.5), we have

$$P_{r \Delta h}(B, A) \leq P_{q \Delta h}(B, A).$$

\[\square\]

**Remark 3.** In later sections, we do not explicitly mention interval $I$ because the relevant functions are continuous on $(0, \infty)$. 
4. Operator concavity and monotonicity

**Definition 8.** Let $f_\alpha(x)$ be a real valued function on $(\alpha, x) \in (0, \infty) \times [0, \infty)$ that is separately continuous with respect to $\alpha$ and $x$. We say $f_\alpha(x)$ is **uniformly Riemann integrable** on $\alpha \in (0, \infty)$ for $x$ on bounded and closed intervals if for any closed interval $[0, M] \subset [0, \infty)$, and $\epsilon > 0$, there exist $1 > \delta > 0$ and $N_1, N_2 > 1$, such that for any positive numbers $\delta_1, \delta_2 \leq \delta$, $N_1, N_2 \geq N$, partitions $\Delta_\beta, \Delta_\gamma$ of $[\delta, N]$ with $\max_{k,l} \{ |\Delta_\beta_k|, |\Delta_\gamma_l| \} < \delta$, and for all $x \in [0, M]$, we have

$$\left| \int_{\delta_1}^{\delta_2} f_\alpha(x) \, d\alpha \right| < \epsilon/3, \quad \left| \int_{N_1}^{N_2} f_\alpha(x) \, d\alpha \right| < \epsilon/3, \quad (4.1)$$

$$\left| \sum_k f_{\beta_k}^* (x) \Delta_\beta_k - \sum_l f_{\gamma_l}^* (x) \Delta_\gamma_l \right| < \epsilon/3, \quad (4.2)$$

where $\beta_k^* \in [\beta_{k-1}, \beta_k]$ and $\gamma_l^* \in [\gamma_{l-1}, \gamma_l]$ are arbitrary.

**Lemma 1.** Let $f_\alpha(x)$ be a family of operator concave functions on a unital JB-algebra $A$ indexed by $\alpha$ in $(0, \infty)$. Assume $f_\alpha(x)$ is uniformly Riemann integrable on $\alpha \in (0, \infty)$ for $x$ on bounded and closed intervals. Then $\int_0^\infty f_\alpha(x) \, dx$ is also operator concave.

**Proof.** For positive number $M > 0$, it can be deduced from definition 8 that there exist sequences $\delta_n \to 0$, $N_n \to \infty$ and a sequence of equisubdivisions $\delta_n = \alpha_{0(n)} < \alpha_{1(n)} < \cdots < \alpha_{m(n)} = N_n,$ of $[\delta_n, N_n]$ such that

$$\int_0^\infty f_\alpha(x) \, dx = \lim_{n \to \infty} \sum_{k=1}^{m(n)} f_{\alpha_{n_k}}(x) \frac{N_n - \delta_n}{m(n)}$$

uniformly on $x \in [0, M]$. (4.3)

The lemma follows from the following facts: (1) Linear combinations of operator concave functions with positive coefficients are operator concave. (2) The limit of such linear combinations is also operator concave. \(\square\)

**Remark 4.** When $x$ in Lemma 1 is substituted by an element $A$ of a JB-algebra, the convergence in (4.3) is in norm by functional calculus for JB-algebras, [1] Proposition 1.21.

**Proposition 4.** Let $A$ be a unital JB-algebra. The functions $x \mapsto x^\lambda$, $\lambda \in [0, 1]$, and $x \mapsto \log(x)$ are all operator concave on $(0, +\infty)$.

**Proof.** For each $s \in [0, 1]$,

$$(s1 + (1 - s)x)^{-1} \leq s1 + (1 - s)x^{-1}, \quad (4.4)$$

holds for any $x > 0$. Apply Theorem [1] to (4.4) with $h(t) = t$, we derive that for positive invertible elements $A, B$ in $A$, and any $s \in [0, 1]$,

$$\left\{ A^{-\frac{1}{2}} \left( s1 + (1 - s)\{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \} \right)^{-1} A^{-\frac{1}{2}} \right\} \leq \left\{ A^{-\frac{1}{2}} \left( s1 + (1 - s)\{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^{-1} \right) A^{-\frac{1}{2}} \right\}. \quad (4.5)$$
By Proposition 1 one has
\[
(sA + (1 - s)B)^{-1} = \left\{ A^{-\frac{1}{2}} (sI + (1 - s)A^{-\frac{1}{2}} A^{-\frac{1}{2}}) A^{-\frac{1}{2}} \right\},
\]
\[
sA^{-1} + (1 - s)B^{-1} = \left\{ A^{-\frac{1}{2}} (sI + (1 - s)A^{-\frac{1}{2}} B A^{-\frac{1}{2}}) A^{-\frac{1}{2}} \right\}.
\]
Therefore,
\[
(sA + (1 - s)B)^{-1} \leq sA^{-1} + (1 - s)B^{-1}. \tag{4.5}
\]
This shows that the function \( x \mapsto x^{-1} \) is operator convex on \((0, \infty)\). Therefore, for each \( \alpha > 0 \), the function \( f_\alpha(x) := (1 + \alpha x)^{-1} x \alpha^{-\lambda} = \frac{1 - (1 + \alpha x)^{-1} \alpha^{-\lambda}}{\alpha} \) is operator concave on \((0, \infty)\).

From [26, Proposition 2.1], we know that for \( \lambda \in (0, 1) \) and \( x \in (0, \infty) \),
\[
x^\lambda = \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda-1} (1 + tx^{-1})^{-1} dt. \tag{4.6}
\]
By changing of variable \( t = \frac{1}{\alpha} \), we have
\[
x^\lambda = \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty (1 + \alpha x)^{-1} x \alpha^{-\lambda} d\alpha
= \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty f_\alpha(x) d\alpha. \tag{4.7}
\]
We now show that \( f_\alpha(x) \) is uniformly Riemann integrable on \( \alpha \in (0, \infty) \) for \( x \) on bounded and closed intervals, therefore Lemma 1 applies and \( x^\lambda \) is operator concave. In fact,
\[
\left| \int_{\delta_1}^{\delta_2} f_\alpha(x) d\alpha \right| = \int_{\delta_1}^{\delta_2} (1 + \alpha x)^{-1} x \alpha^{-\lambda} d\alpha
\leq M \int_{\delta_1}^{\delta_2} \alpha^{-\lambda} d\alpha \to 0 \text{ uniformly, as } \delta_1, \delta_2 \to 0.
\]
\[
\left| \int_{N_1}^{N_2} f_\alpha(x) d\alpha \right| = \int_{N_1}^{N_2} (1 + \alpha x)^{-1} \alpha x \alpha^{-\lambda} d\alpha
\leq \int_{N_1}^{N_2} \alpha^{-\lambda+1} d\alpha \to 0 \text{ uniformly, as } N_1, N_2 \to \infty.
\]
Let \( C([0, M]) \) be the Banach space of continuous functions on \([0, M]\). For fixed interval \([a, b] \subset (0, \infty)\) define \( h : \alpha \in [a, b] \mapsto h(\alpha) \in C([0, M]) \) by \( h(\alpha)(x) := f_\alpha(x) \). Then \( h(\alpha) \) is continuous on \([a, b]\) because
\[
\| h_\alpha - h_\alpha_0 \| = \sup_{x \in [0, M]} \frac{x}{(1 + \alpha x) \alpha^\lambda - (1 + \alpha_0 x) \alpha_0^\lambda}
\leq \frac{M}{\alpha^\lambda} \sup_{x \in [0, M]} |(1 + \alpha x) \alpha^\lambda - (1 + \alpha_0 x) \alpha_0^\lambda| \to 0, \text{ as } \alpha \to \alpha_0.
\]
Then \( C([0, M])\)-valued Riemann integral \( \int_a^b h(\alpha) d\alpha \) exists, which implies (4.2).
Denote \( g_\alpha(x) = (\alpha + 1)^{-1} - (\alpha + x)^{-1} \). By (4.5), \( g_\alpha(x) \) is operator concave for \( \alpha \geq 0 \).

For any \( x > 0 \),
\[
\log(x) = \int_0^1 \frac{1 - (1 - t + tx)^{-1}}{t} dt,
\]
which could be derived in the proof of [26, Proposition 3.1]. Replacing \( t \) by \( \frac{1}{\alpha + 1} \), \( \alpha \in (0, \infty) \),
\[
\log(x) = \int_0^{\infty} [(\alpha + 1)^{-1} - (\alpha + x)^{-1}] d\alpha \\
= \int_0^{\infty} g_\alpha(x) d\alpha.
\]
By the same reasoning as for \( x^\lambda \) above, \( \log(x) \) is operator concave. □

Similar argument as in Lemma 1 gives

**Lemma 2.** Let \( f_\alpha(x) \) be a family of operator monotone functions on a unital JB-algebra \( \mathcal{A} \) indexed by \( \alpha \) in \( (0, \infty) \). Assume \( f_\alpha(x) \) is uniformly Riemann integrable on \( \alpha \in (0, \infty) \) for \( x \) on bounded and closed intervals. Then \( \int_0^{\infty} f_\alpha(x) d\alpha \) is also operator monotone.

**Remark 5.** Lemmas 1 and 2 are also true for operators on Hilbert space because \( B(H)_{sa} \) is a special JB-algebra. The two results do not seem to appear in literature on Hilbert space operators.

**Proposition 5.** Let \( \mathcal{A} \) be a unital JB-algebra. The functions \( x \mapsto x^\lambda, \lambda \in [0, 1] \), and \( x \mapsto \log(x) \) are all operator monotone increasing on \( (0, +\infty) \).

**Proof.** By [17, Proposition 3.5.3], \( x^{-1} \) is operator monotone decreasing. Thus, \( f_\alpha(x), g_\alpha(x) \) are operator monotone increasing. By Lemma 2, \( x^\lambda \) and \( \log(x) \) is also operator monotone increasing.

Note that the monotonicity of \( x^\lambda \) has another proof in [23, Lemma 3.1] using different techniques.

□

5. **Operator means**

In this section, we introduce operator means for elements in JB-algebras and establish some basic identities and inequalities.

For two positive invertible elements \( A, B \) in a unital JB-algebra \( \mathcal{A} \) and \( 0 \leq \lambda \leq 1 \), we denote
- the weighted harmonic mean: \( A!\lambda B = ((1 - \lambda)A^{-1} + \lambda B^{-1})^{-1} \);
- the weighted geometric mean: \( A\#\lambda B = \{A^{\frac{1}{2}} (A^{-\frac{1}{2}} BA^{-\frac{1}{2}})^{\lambda} A^{\frac{1}{2}}\}^{\frac{1}{\lambda}} \);
- the weighted arithmetic mean: \( A\mho\lambda B = (1 - \lambda)A + \lambda B \).

The associative algebra version of the following theorem and corollary for operators on Hilbert space are proved in [26]. Here we establish the non-associative version which has different connotations than the associative version using the theory of JB-algebras.
Theorem 2. Let $A, B$ be two positive invertible elements in a unital JB-algebra $A$. Then for any $0 < \lambda < 1$
\begin{equation}
A^\#_\lambda B = \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda-1} (A^{-1} + tB^{-1})^{-1} dt \tag{5.1}
\end{equation}
\begin{equation}
= \frac{\sin(\lambda \pi)}{\pi} \int_0^1 t^{\lambda-1} (A_1tB) dt. \tag{5.2}
\end{equation}

Proof. By Proposition [1]
\begin{equation}
B = U_{A^{-\frac{1}{2}}} U_{A^\#}(B) = \left\{ A^{-\frac{1}{2}} \{ A^\# B A^\# \} A^{-\frac{1}{2}} \right\}
\end{equation}

Then, for any $t$
\begin{equation}
\left\{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \right\}^\lambda = \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda-1} \left( 1 + t \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^{-1} \right) dt.
\end{equation}

Then,
\begin{equation}
A^\#_\lambda B = \left\{ A^\# \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^\lambda A^\# \right\}
\end{equation}

\begin{equation}
= \left\{ A^\# \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda-1} \left( 1 + t \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^{-1} \right) dt A^\# \right\}
\end{equation}

\begin{equation}
= \frac{\sin(\lambda \pi)}{\pi} \int_0^1 t^{\lambda-1} (A^{-1} + tB^{-1})^{-1} dt.
\end{equation}

By changing of variable $t = \frac{\gamma}{1-\gamma}$, $\gamma \in (0, 1)$ in (5.1), we have
\begin{equation}
A^\#_\lambda B = \frac{\sin(\lambda \pi)}{\pi} \int_0^1 \frac{t^{\lambda-1}}{(1-t)^\lambda} (A_1tB) dt.
\end{equation}

\[\Box\]

Corollary 1. For any any positive invertible elements $A, B$ in $A$ and $\lambda \in [0, 1]$, then $A^\#_\lambda B = B^\#_{1-\lambda} A$, i.e.,
\begin{equation}
\left\{ A^\# \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \} \right\}^\lambda A^\# = \left\{ B^\# \{ B^{-\frac{1}{2}} AB^{-\frac{1}{2}} \}^{1-\lambda} B^\# \right\}.
\end{equation}
Moreover, if $\lambda = \frac{1}{2}$, then $A\#B = B\#A$.

**Proof.** It is straightforward to verify the identity for $\lambda = 0, 1$. We assume $\lambda \neq 0, 1$.

From Theorem 2,

$$A\#_{\lambda}B = \frac{\sin(\lambda \pi)}{\pi} \int_0^1 \frac{t^{\lambda-1}}{(1-t)^\lambda} (A_1 B) dt.$$ 

Replacing $t$ by $1-s$ with $s \in [0, 1]$ we have

$$A\#_{\lambda}B = \frac{\sin((1-\lambda)\pi)}{\pi} \int_0^1 (1-s)^{\lambda-1} \frac{s^\lambda}{s^\lambda} (A_{1-s} B) ds$$

$$= \frac{\sin((1-\lambda)\pi)}{\pi} \int_0^1 (1-s)^{1-\lambda} (B_1 s A) ds$$

$$= B\#_{1-\lambda}A.$$

Moreover, if $\lambda = \frac{1}{2}$, then $A\#B = A\#_2 B = B\#_2 A = B\#A$. □

**Proposition 6.** The weighted geometric mean $A\#_{\lambda}B$ defined in $A$ has the following properties:

(i) $(\alpha A)\#_{\lambda} (\beta B) = \alpha^{1-\lambda}\beta^\lambda (A\#_{\lambda}B)$, for any nonnegative numbers $\alpha$ and $\beta$.

(ii) If $A \leq C$ and $B \leq D$, then $A\#_{\lambda}B \leq C\#_{\lambda}D$.

(iii) $A\#_{\lambda}B$ is operator concave with respect to $A, B$ individually.

(iv) $\{C(A\#_{\lambda}B)C\} = \{CAC\}\#_{\lambda} (CBC)$, for any invertible $C$ in $A$.

(v) $(A\#_{\lambda}B)^{-1} = A^{-1}\#_{\lambda}B^{-1}$.

**Proof.** For (i), it follows directly from the definition.

Proof of (ii). Since it is trivial for $\lambda = 0$ or $\lambda = 1$, here we only give the proof for $0 < \lambda < 1$. If $B \leq D$, then

$$\{A^{\frac{1}{\lambda}}BA^{-\frac{1}{\lambda}}\} \leq \{A^{-\frac{1}{\lambda}}DA^{-\frac{1}{\lambda}}\}.$$ 

By Corollary 5 the following inequality

$$\{A^{\frac{1}{\lambda}}BA^{-\frac{1}{\lambda}}\}^\lambda \leq \{A^{-\frac{1}{\lambda}}DA^{-\frac{1}{\lambda}}\}^\lambda,$$

holds for any $\lambda \in [0, 1]$. Therefore,

$$A\#_{\lambda}B = \left\{A^{\frac{1}{\lambda}}\left\{A^{\frac{1}{\lambda}}BA^{-\frac{1}{\lambda}}\right\}^\lambda A^{\frac{1}{\lambda}}\right\} \leq \left\{A^{\frac{1}{\lambda}}\left\{A^{-\frac{1}{\lambda}}DA^{-\frac{1}{\lambda}}\right\}^\lambda A^{\frac{1}{\lambda}}\right\} = A\#_{\lambda}D. \quad (5.3)$$

Similarly, if $A \leq C$, then

$$A\#_{\lambda}D = D\#_{1-\lambda}A \leq D\#_{1-\lambda}C = C\#_{\lambda}D. \quad (5.4)$$

Combining (5.3) and (5.4), we obtain the desired result.

(iii) For any $0 \leq t \leq 1$, by Proposition 4 we have

$$A\#_{\lambda}[\{(1-t)B_1 + tB_2\}] = \left\{A^{\frac{1}{\lambda}}\left\{A^{\frac{1}{\lambda}}[(1-t)B_1 + tB_2]A^{-\frac{1}{\lambda}}\right\}^\lambda A^{\frac{1}{\lambda}}\right\}$$

$$= \left\{A^{\frac{1}{\lambda}}\left\{[(1-t)A^{\frac{1}{\lambda}}B_1 A^{-\frac{1}{\lambda}}] + t[A^{-\frac{1}{\lambda}}B_2 A^{-\frac{1}{\lambda}}]\right\}^\lambda A^{\frac{1}{\lambda}}\right\}$$

$$\geq (1-t) \left\{A^{\frac{1}{\lambda}}\left\{A^{\frac{1}{\lambda}}B_1 A^{-\frac{1}{\lambda}}\right\}^\lambda A^{\frac{1}{\lambda}}\right\} + t \left\{A^{\frac{1}{\lambda}}\left\{A^{-\frac{1}{\lambda}}B_2 A^{-\frac{1}{\lambda}}\right\}^\lambda A^{\frac{1}{\lambda}}\right\}$$

$$= (1-t)A\#_{\lambda}B_1 + tA\#_{\lambda}B_2.$$ 

Similarly, one can show that $B\#_{1-\lambda}A$ is operator concave with respect to $A$. Since $A\#_{\lambda}B = B\#_{1-\lambda}A$, then $A\#_{\lambda}B$ is also operator concave with respect to $A$. 


Proof of (iv). According to Theorem 2 and Proposition 1

\[
\{CAC\} \#_\lambda \{CBC\} = \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda - 1} \left(\{CAC\}^{-1} + t\{CBC\}^{-1}\right)^{-1} dt \\
= \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda - 1} \{C^{-1}(A^{-1} + tB^{-1})C^{-1}\}^{-1} dt \\
= \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda - 1} \{C(A^{-1} + tB^{-1})^{-1}C\} dt \\
= \left\{C \frac{\sin(\lambda \pi)}{\pi} \int_0^\infty t^{\lambda - 1} (A^{-1} + tB^{-1})^{-1} dt \right\} C \\
= \{C(A\#_\lambda B)C\}.
\]

(v) According to Lemma 3.2.10 and Proposition 1

\[
(A\#_\lambda B)^{-1} = \left\{A^{\frac{1}{\lambda}} \left(\{A^{-\frac{1}{\lambda}} B A^{-\frac{1}{\lambda}}\}^{\lambda} A^{\frac{1}{\lambda}}\right)^{-1} \right\} \\
= \left\{A^{-\frac{1}{\lambda}} \left(\{A^{-\frac{1}{\lambda}} B A^{-\frac{1}{\lambda}}\}^{-\lambda} A^{-\frac{1}{\lambda}}\right) \right\} \\
= \left\{A^{-\frac{1}{\lambda}} \left(\{A^{\frac{1}{\lambda}} B^{-1} A^{\frac{1}{\lambda}}\}^{\lambda} A^{-\frac{1}{\lambda}}\right) \right\} \\
= A^{-1} \#_\lambda B^{-1}.
\]

It is well-known that the following Young inequalities

\[
A!_\lambda B \leq A^{\frac{1}{\lambda}} (A^{-\frac{1}{\lambda}} B A^{-\frac{1}{\lambda}})^{\lambda} A^{\frac{1}{\lambda}} \leq A\triangledown_\lambda B \tag{5.5}
\]

hold for any strictly positive operators \(A\) and \(B\) on complex Hilbert space \(H\). The next theorem generalizes \((5.5)\) to JB-algebras.

**Theorem 3** (Young inequalities for JB-algebras). Let \(A, B\) be positive invertible elements in \(A\). For any \(0 \leq \lambda \leq 1\),

\[
A!_\lambda B \leq A\#_\lambda B \leq A\triangledown_\lambda B. \tag{5.6}
\]

**Proof.** By Proposition 1 we have

\[
A!_\lambda B = \left\{A^{\frac{1}{\lambda}} \left((1 - \lambda)1 + \lambda\{A^{-\frac{1}{\lambda}} B A^{-\frac{1}{\lambda}}\}^{-1}\right)^{-1} A^{\frac{1}{\lambda}}\right\},
\]

\[
A\triangledown_\lambda B = \left\{A^{\frac{1}{\lambda}} \left((1 - \lambda) + \lambda\{A^{-\frac{1}{\lambda}} B A^{-\frac{1}{\lambda}}\}\right) A^{\frac{1}{\lambda}}\right\}.
\]

Let

\[
r(x) = \left[(1 - \lambda)1 + \lambda x^{-1}\right]^{-1}, \tag{5.7}
\]

\[
g(x) = x^\lambda, \tag{5.8}
\]

\[
k(x) = (1 - \lambda)1 + \lambda x. \tag{5.9}
\]

One sees that for any \(0 \leq \lambda \leq 1\),

\[
r(x) \leq g(x) \leq k(x). \tag{5.10}
\]
hold for all $x > 0$. Denoting $h(t) = t$, we have

\[
P_{t,\triangle h}(B, A) = \left\{ A^\frac{1}{2} \left( (1 - \lambda)1 + \lambda \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^{-1} \right) A^\frac{1}{2} \right\},
\]

\[
P_{q,\triangle h}(B, A) = \left\{ A^\frac{1}{2} \left( \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}^\lambda A^\frac{1}{2} \right) \right\},
\]

\[
P_{k,\triangle h}(B, A) = \left\{ A^\frac{1}{2} \left( (1 - \lambda) + \lambda \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \} \right) A^\frac{1}{2} \right\}.
\]

(5.11)

Applying Theorem 1 to (5.11), we derive the inequalities

\[
A!_{\lambda} B \leq A\#_{\lambda} B \leq A\triangledown_{\lambda} B.
\]

\[\Box\]

As an improvement of (5.6), we have the following refined Young inequalities, which has origin in [15] for operators on Hilbert space.

**Proposition 7.** Let $A, B$ be positive invertible elements in $\mathcal{A}$. For any $0 \leq \lambda \leq 1$ and $\delta = \min\{\lambda, 1 - \lambda\}$

\[
A!_{\lambda} B \leq \left[ A^{-1} \#_{\lambda} B^{-1} + 2 \delta \left( \frac{A^{-1} + B^{-1}}{2} - A^{-1} \#_{1/2} B^{-1} \right) \right]^{-1}
\]

\[
\leq A\#_{\lambda} B
\]

\[
\leq A\#_{\lambda} B + 2 \delta \left( \frac{A + B}{2} - A\#_{1/2} B \right)
\]

\[
\leq A\triangledown_{\lambda} B.
\]

(5.12)

(5.13)

(5.14)

(5.15)

**Proof.** By Theorem 3, $A + B + A\#_{1/2} B \geq 0$. This implies that

\[
A\#_{\lambda} B \leq A\#_{\lambda} B + 2 \delta \left( \frac{A + B}{2} - A\#_{1/2} B \right).
\]

Similarly,

\[
A^{-1} \#_{\lambda} B^{-1} \leq A^{-1} \#_{\lambda} B^{-1} + 2 \delta \left( \frac{A^{-1} + B^{-1}}{2} - A^{-1} \#_{1/2} B^{-1} \right).
\]

(5.16)

Taking inverses in (5.16) and then applying Proposition 6(v) gives

\[
\left[ A^{-1} \#_{\lambda} B^{-1} + 2 \delta \left( \frac{A^{-1} + B^{-1}}{2} - A^{-1} \#_{1/2} B^{-1} \right) \right]^{-1} \leq A\#_{\lambda} B.
\]

(5.17)

By [19] Theorem 2.1], for $x \geq 0$ and $0 \leq \lambda \leq 1$,

\[
x^\lambda + 2 \delta \left( \frac{x + 1}{2} - \sqrt{x} \right) \leq (1 - \lambda) + \lambda x.
\]

(5.18)

Applying Theorem 1 to inequality (5.17) with $h(t) = t$ gives

\[
A\#_{\lambda} B + 2 \delta \left( \frac{A + B}{2} - A\#_{1/2} B \right) \leq A\triangledown_{\lambda} B.
\]

Similarly,

\[
A^{-1} \#_{\lambda} B^{-1} + 2 \delta \left( \frac{A^{-1} + B^{-1}}{2} - A^{-1} \#_{1/2} B^{-1} \right) \leq A^{-1} \triangledown_{\lambda} B^{-1}.
\]
By definition, \[
(A^{-1} \triangledown B^{-1})^{-1} = A!_ \lambda B,
\]
which combined with (5.18) gives
\[
A!_ \lambda B \leq \left[ A^{-1} \#_ \lambda B^{-1} + 2\delta \left( \frac{A^{-1} + B^{-1}}{2} - A^{-1/2}B^{-1} \right) \right]^{-1}.
\]
□

Propositions 8 and 9 below have origins in the classical Kubo-Ando theory.

Proposition 8. Let \(0 \leq \delta \leq 1\) and \(A, B\) be positive invertible elements in \(A\). For \(0 < \lambda < 1\),
\[
\delta A \#_ \lambda B + (1 - \delta)A \triangledown_ \lambda B \geq A!_ \lambda B.
\]
(5.19)

Proof. For all \(x > 0\), the inequality
\[
\delta x^\lambda + (1 - \delta)[(1 - \lambda) + \lambda x] \geq [(1 - \lambda) + \lambda x^{-1}]^{-1}.
\]
(5.20)
can be found in [16, Lemma 2.6]. Using the perspective functions associated with these two functions in (5.20) with \(h(t) = t\), and applying Theorem 1, the desired result follows. □

Proposition 9. Suppose \(\delta \geq 2\) and \(A, B\) are positive invertible elements in a unital JB-algebra \(A\). If \(0 \leq \lambda \leq \frac{1}{2}\) and \(0 < A \leq B\), or \(\frac{1}{2} \leq \lambda \leq 1\) and \(B \leq A\), then
\[
\delta A \#_ \lambda B + (1 - \delta)A \triangledown_ \lambda B \leq A!_ \lambda B.
\]
(5.21)

Proof. From Lemma 2.5 [16], we know that
\[
\delta x^\lambda + (1 - \delta)[(1 - \lambda) + \lambda x] \leq [(1 - \lambda) + \lambda x^{-1}]^{-1}.
\]
(5.22)
Applying Theorem 1 to the inequalities (5.22) with \(h(t) = t\) gives (5.21). □

For any positive number \(x \in [\frac{\alpha}{\beta}, \frac{\beta}{\alpha}]\) and \(\lambda \in [0, 1]\), we have the following inequalities
\[
x^\lambda \leq (1 - \lambda) + \lambda x \leq S(x)x^\lambda,
\]
(5.23)
where \(S(x)\) is Specht’s ratio (see e.g. [31, Lemma 2.3]) and its graph is like a parabola with minimum value \(S(1) = 1\). By [15, Lemma 1],
\[
\sup_{x \in [\frac{\alpha}{\beta}, \frac{\beta}{\alpha}]} S(x) = \max \left\{ S\left( \frac{\alpha}{\beta} \right), S\left( \frac{\beta}{\alpha} \right) \right\} = S\left( \frac{\beta}{\alpha} \right),
\]
(5.24)

The following result is a refined Young inequalities with Specht’s ratio in the setting of JB-algebras.

Proposition 10. Let \(A, B\) be positive invertible elements in a unital JB-algebra such that for positive numbers \(\alpha\) and \(\beta\), \(\alpha \leq A \leq \beta\) and \(\alpha \leq B \leq \beta\). Then
\[
A \#_ \lambda B \leq A \triangledown_ \lambda B \leq S\left( \frac{\beta}{\alpha} \right) A \#_ \lambda B
\]
hold for any \(\lambda \in [0, 1]\).
Proof. According to [17, Lemma 3.5.3],
\[ \beta^{-1} \leq A^{-1} \leq \alpha^{-1} \quad \text{and} \quad \beta^{-1} \leq B^{-1} \leq \alpha^{-1}. \]
Moreover,
\[ \frac{\alpha}{\beta} I \leq \alpha A^{-1} = U_{A^{-\frac{1}{2}}} (\alpha I) \leq U_{A^{-\frac{1}{2}}} (B) = \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}, \quad (5.25) \]
\[ \frac{\alpha}{\beta} I \leq \beta^{-1} A = U_{A^{-\frac{1}{2}}} (\beta^{-1} I) \leq U_{A^{-\frac{1}{2}}} (B^{-1}) = \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \}. \quad (5.26) \]
Combining (5.25) and (5.26), we have
\[ \frac{\alpha}{\beta} I \leq \{ A^{-\frac{1}{2}} BA^{-\frac{1}{2}} \} \leq \frac{\beta}{\alpha} I. \quad (5.27) \]
Since \( S(x) x^\lambda \leq S \left( \frac{2}{\alpha} \right) x^\lambda \), it follows from (5.23) and (5.24) that
\[ x^\lambda \leq (1 - \lambda) + \lambda x \leq S \left( \frac{\beta}{\alpha} \right) x^\lambda. \quad (5.28) \]
Applying Theorem 1 with \( h(t) = t \) to (5.28), the desired inequalities follow. \( \square \)
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