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We have rigorously shown that a strong Hubbard repulsion can cause superconductivity. The model, which has a particular set of local symmetries, manifests the phase diagram of many unconventional superconductors: anti-ferromagnetism paramagnetism, superconductivity, and even ferromagnetism are all observed. The key technique in the analysis is an exact non-linear fermion transformation, which preserves the correlated motion of electrons while removing the strong interactions. Using resolvent formalism, it is exactly shown that two holes at the Mott point bind to form a localised Cooper pair. As interactions are now weak, we then use BCS mean field theory to calculate the energy, excess pairing, and superconducting gap. These results are compared to exact diagonalisation of finite sized systems and show good agreement. At the Mott point the system is an anti-ferromagnet, and a superconducting phase quickly appears upon doping, and then vanishes.

I. INTRODUCTION

Superconductivity is the macroscopic quantum phenomena corresponding to zero electrical resistance and perfect diamagnetism, also known as the Meissner effect [1]. The first superconductors were phonon mediated [2, 3], described by the formation of Cooper pairs [4] and subsequent condensation in the BCS solution [5]. In these materials Coulomb repulsion can be sidestepped, as the correlation length in these superconductors was large, allowing the electrons to be attracted at a distance where Coulomb is screened. Only electrons very close to the Fermi surface participate, within a Debye energy or so. The next generation of superconductors, are strongly correlated and do not fit naturally into this picture. The Coulomb repulsion is dominant and so the interactions are both repulsive and not weak, the coherence length is quite small and so the electrons are not naturally well separated, and there is evidence that all the charge carriers participate and the phenomenon is not restricted to a tiny energy region around the Fermi surface [6]. We investigate a strongly correlated model here which is susceptible to superconductivity with these strongly-correlated hallmarks.

The physics of the cuprates is that of doping a Mott insulator [7]. The Coulomb interaction dominates the chemical bonding and the electrons are localised even though the non-interacting picture would offer a metal. This Mott insulator is usually an anti-ferromagnet, caused by the residual effects of the chemical bonding and the fact that the Coulomb interaction is not infinite; kinetic exchange [8]. We will take the mathematical limit that the Coulomb interaction is divergent, eliminating this magnetism, and only reintroduce it as an afterthought; our target is really the superconductivity. Strongly correlated systems are not all superconductors and a variety of phenomena are observed. We also observe a phase which corresponds to the ferromagnetism in the manganites, and the overall picture is a direct competition between this ferromagnet and the superconductor, with the ferromagnet winning in the limit of extreme Coulomb interaction, physically reminiscent of Nagaoka ferromagnetism [9].

Superconductivity is a tricky property to investigate mathematically. The fundamental issue is that of correlations. In metal physics we know how to describe a non-interacting state, in terms of a Fermi surface and occupancy, but in the presence of interactions we might expect a Fermi-liquid description but we only have vague renormalisation arguments to suggest which correlations might be relevant at low energy. On a more practical level we have mean-field theory, which targets the best non-interacting state to approximate the Fermi-liquid. The positive characteristic of mean-field theory is that it only provides order if the system is susceptible and the negative characteristic is that if the system is susceptible to order then the technique will offer the order even when there are better correlated states available to the system. We will employ the assumption that if the system is susceptible to superconductivity then mean-field theory will predict this and that only low dimensional fluctuations would be expected to destabilise this order via the Mermin-Wagner theorem [10].

Obviously, mean-field theory is only credible when the interactions are weak, but we are studying a model with divergent repulsion, so we need some non-trivial mathematics to deal with this. Our first step is to map our original strongly correlated Hamiltonian onto another weakly interacting Hamiltonian. This step is exact and is accomplished by a non-linear fermion transformation [11]. The resulting description usually has weak interactions and so the mean-field theory should be credible; in addition we have a comparison with an exact diagonalisation study which shows good agreement. Since we are restricted to mean-field theory to demonstrate pairing, we have elected to work in one-dimension. This has the advantage that we can compare with our exact diagonalisation, which is restricted to small systems, but has the disadvantage that long-range phase fluctuations would physically be expected to eliminate any long-range order [10]. The mean-field theory erroneously promotes the long-range order, as it would correctly do in three
dimensions, but these weak power-law promoting fluctuations are an irrelevance to the physical interactions which promote the superconducting correlations.

Physically, the mechanism that induces the superconductivity is surprisingly simple. The strong repulsion means that situations with extra local charge have restricted motion, they have to avoid paying the repulsive energy penalty. Situations with less local charge can move around more freely. It can be advantageous to allow local charge fluctuations because the ratified configurations together with the denser blocked regions gain more than the homogeneous average. This is depicted in figure 1. Obviously this requires non-linearity, with the almost vacant being strongly preferred over both the average and the dense configurations. This non-linearity is provided by correlated hopping, chemical bonding that depends on the local occupancy of the site bonded to. This correlated hopping is a generic consequence of non-linear fermion transformations.

Mathematically we employ three independent techniques; non-linear fermion transformations [11], exact diagonalisation [12] and resolvent formalism [13]. The first technique is the crucial advantage that provides mathematical control. Exact diagonalisation is a standard numerical technique that provides the exact solution to a small finite system. The infinite system is then analysed through finite-size scaling, a form of extrapolation. Resolvent formalism is a technique for finding the exact solution to an eigenvalue problem where, in some basis, there is a trivially completely solvable problem that is only different from the desired problem in its action on a finite number of basis states. For metallic systems, translational invariance controls one particle and then the interactions with a second are local in real space and may be solved using resolvent formalism. We can exactly solve the two-hole problem, allowing a rigorous proof of hole pairing.

The technique of non-linear fermion transformations allows access to a very particular issue. In strongly correlated systems the Coulomb interaction is dominant. Although one electron can naturally occupy a state, a second is strongly repelled by this repulsion and avoids double occupancy. If there is another doubly occupied state with less repulsive losses, then a fermi-liquid can be constructed using quite different single-particle and two-particle states using a non-linear fermion transformation. The choice of such states is usually quite subtle, but we provide an example where there is a unique choice. Note that high temperature superconductivity supplies an excellent example of this problem, one particle occupies a copper orbital but a second sits in an oxygen orbital and forms a Zhang-Rice singlet [14].

This paper is composed of four parts which, when put together, show that our Hubbard model superconducts. In section II with we present the model in question. This is a minimal model which encapsulates the physics of unconventional superconductors: a Hubbard model with two atoms per unit cell. In the next section we exactly take the physical limit of divergent Coulomb repulsion to constrain the problem to one energy scale and reduce the local state space. This is done with a non-linear fermion transformation [11] and is the key technique in the analysis. Using this, a problem involving divergent energy scales is transformed into one of moderate interactions. In the fourth section we provide four key results: the exact binding of two holes in an occupied background, average energy as a function of occupation, excess pair formation, and the superconducting gap. Where the results are not exact, we corroborate using exact diagonalisation and will find good agreement. All results will then point to this system exhibiting superconductivity. In the final section we make physical extensions to the previous work, such as non-diverging Coulomb repulsion, and find that superconductivity is enhanced.

II. MODEL AND LOCAL SYMMETRIES

We tackle a model which is designed to be tractable rather than a model which comes from an experimental system. Our motivation is to gain precise mathematical control and exhibit incontrovertible fact, because the physical idea that we propose, repulsion can lead to superconductivity, is very controversial and contradicts standard dogma.

Unconventional superconductors are dominated by two short range interactions: chemical bonding and Coulomb repulsion. The Hubbard model is therefore the natural starting point, due to its elementary treatment of these two interactions. We present a minimal Hubbard model that allows for RVB superconductivity. It contains two atoms per unit cell permitting singlet formation, and possesses a collection of local symmetries. These will prove crucial in tackling the problem.

The Hamiltonian with which we begin is

\[ H = -t_1 \sum_{\langle ij \rangle} \left( t_{i\sigma}^\dagger + b_{i\sigma}^\dagger \right) \left( t_{j\sigma} + b_{j\sigma} \right) - t_0 \sum_{\sigma} \left( t_{i\sigma}^\dagger b_{\sigma}^\dagger + b_{i\sigma} t_{i\sigma} \right) + U \sum_{i} \left( t_{i\uparrow}^\dagger t_{i\uparrow} t_{i\downarrow}^\dagger t_{i\downarrow} + b_{i\uparrow}^\dagger b_{i\uparrow} b_{i\downarrow}^\dagger b_{i\downarrow} \right), \]

(1)

where \( \langle ij \rangle \) describe neighbouring sites, \( t_{i\sigma}^\dagger, t_{i\sigma}, b_{i\sigma}, b_{i\sigma}^\dagger \) are independent fermionic creation and annihilation operators with standard anti-commutation relations, \( t_0 \) and \( t_1 \) are hopping parameters and \( U \) is the on site Hubbard repulsion.

This is a very general model of which there are many physical realisations; we present two such realisations. The operators may be attributed to individual sites in real space, and these represent a system of edge sharing tetrahedra via the \( t_0 \) bond. This is depicted in figure 1. Alternatively, the Hamiltonian describes coupling between different orbitals on neighbouring atoms. In this case the geometry of the system can be chosen arbitrarily. Figure 2 depicts an example of the latter case where
where

\[ s_\sigma = \frac{1}{\sqrt{2}} (t_\sigma + b_\sigma), \quad a_\sigma = \frac{1}{\sqrt{2}} (t_\sigma - b_\sigma). \]

The Hamiltonian can thus be recast as

\[
H = -2t_1 \sum_{(ij)\sigma} s_{i\sigma}^\dagger s_{j\sigma} - t_0 \sum_{i\sigma} (s_{i\sigma}^\dagger s_{i\sigma} - a_{i\sigma}^\dagger a_{i\sigma}) + \frac{U}{2} \sum_i \left[ (s_{i\uparrow}^\dagger s_{i\uparrow} + a_{i\uparrow}^\dagger a_{i\uparrow}) (s_{i\uparrow} s_{i\uparrow} + a_{i\uparrow} a_{i\uparrow}) + (s_{i\downarrow}^\dagger s_{i\downarrow} - s_{i\downarrow}^\dagger a_{i\uparrow}) (a_{i\downarrow} s_{i\downarrow} - a_{i\downarrow} s_{i\downarrow}) \right].
\]

Later we will see that systems are mostly composed of ‘S’ on every site, or ‘A’ on every site. Whenever this is not true, a phase separated mixture occurs. This is a regime where the system is split in real space, into two pure regions, with one containing ‘S’ states and the other ‘A’ states. This is accurately described by a Maxwell construction [15], which is discussed in more detail in section V, seen in figure 7. In this paper the systems examined are composed of purely ‘S’ or ‘A’ on each site. Henceforth, these are referred to as the symmetric and anti-symmetric subspace.

Utilizing this symmetry greatly simplifies the problem. Instead of considering one system with $16^N$ states we consider two systems with $8^N$ states, giving us access to larger systems for exact diagonalization.

## III. NON-LINEAR FERMION TRANSFORMATION

Despite its simplicity, the Hubbard model is notoriously difficult to tackle. The origin of this difficulty is the correlated motion of electrons, which is further complicated by the two competing energy scales. However, we can take certain limits, motivated by the physics of unconventional superconductors. In our case we will take the limit $U \to \infty$ motivated by the large on site repulsion to chemical bonding ratio. This has two benefits: removing one energy scale, and reducing the local state space in both subspaces. The problem now scales as $4^N$ and $5^N$ for the symmetric and anti-symmetric subspaces as opposed to $8^N$.

If one were to continue using the original basis in this limit, there would be difficulties in remaining within the restricted state space. For example, in its current form the Hamiltonian permits the creation of three and four particle states, but the physical limit of $U \to \infty$ disallows this. To solve this issue we perform a non-linear fermion transformation. This is an exact, projection based technique (similar to a Gutzwiller projection) which allows one to transform into any general basis. The result is a Hamiltonian which perfectly encapsulates the physics of the problem.
The operators which arise from this transformation obey standard fermion commutation relations \[11\], and so are the eight local states themselves fermions. This will produce a Hamiltonian which acts solely on the restricted symmetric subspace.

The process begins with classifying the local states into two sets, allowed and prohibited. The operators which arise from this transformation obey appropriate commutation relations. Note the non-linear nature of the transformation is immediately apparent as \( s^\dagger_1 |0\rangle = c^\dagger_1 |0\rangle \) but \( s^\dagger_1 c^\dagger_1 |0\rangle \neq c^\dagger_1 c^\dagger_1 |0\rangle \).

The final step is to transform the Hamiltonian. This is done by applying the original basis operators to the definitions of our new states. Considering \( s_\sigma \) we find

\[
\begin{align*}
\langle 0 | s_\sigma c^\dagger_\sigma | 0 \rangle &= 0, \\
\langle 0 | s_\sigma c^\dagger_\sigma c^\dagger_\bar{\sigma} | 0 \rangle &= 0,
\end{align*}
\]

where \( c^\dagger_\sigma \) and \( c_\sigma \) are standard fermionic creation and annihilation operators, obeying appropriate commutation relations.

A. Symmetric Subspace

In this subsection we will perform a non-linear fermion transformation on the restricted symmetric subspace. This will produce a Hamiltonian which acts solely on the four local states permitted by the limit \( U \to \infty \). The operators which arise from this transformation obey standard fermion commutation relations \[11\], and so are themselves fermions.

The process begins with classifying the local states into two sets, allowed and prohibited. The eight local states in the original basis are

\[
\begin{align*}
|0\rangle, \\
s^\dagger_1 |0\rangle, \\
s^\dagger_2 |0\rangle, \\
\frac{1}{\sqrt{2}} (s^\dagger_1 s^\dagger_2 - a^\dagger_1 a^\dagger_2) |0\rangle, \\
\frac{1}{\sqrt{2}} (s^\dagger_1 s^\dagger_2 + a^\dagger_1 a^\dagger_2) |0\rangle^\Delta, \\
s^\dagger_1 a^\dagger_1 |0\rangle^\Delta, \\
s^\dagger_2 a^\dagger_1 |0\rangle^\Delta,
\end{align*}
\]

where the states that are labelled \( \Delta \) are prohibited by the limit \( U \to \infty \) and hence are projected to zero.

Next we define our new states from the set of allowed ones. In principle this choice is arbitrary, but some will be more useful than others. We define our new states as

\[
\begin{align*}
|0\rangle &\equiv |0\rangle, \\
c^\dagger_1 |0\rangle &\equiv s^\dagger_1 |0\rangle, \\
c^\dagger_2 |0\rangle &\equiv s^\dagger_2 |0\rangle, \\
c^\dagger_1 c^\dagger_1 |0\rangle &\equiv \frac{1}{\sqrt{2}} (s^\dagger_1 s^\dagger_2 - a^\dagger_1 a^\dagger_2) |0\rangle, \\
c^\dagger_1 c^\dagger_2 |0\rangle &\equiv \frac{1}{\sqrt{2}} (s^\dagger_1 s^\dagger_2 + a^\dagger_1 a^\dagger_2) |0\rangle, \\
c^\dagger_2 c^\dagger_1 |0\rangle &\equiv s^\dagger_1 a^\dagger_1 |0\rangle^\Delta, \\
c^\dagger_2 c^\dagger_2 |0\rangle &\equiv s^\dagger_2 a^\dagger_1 |0\rangle^\Delta,
\end{align*}
\]

where \( c^\dagger_\sigma \) and \( c_\sigma \) are standard fermionic creation and annihilation operators, obeying appropriate commutation relations.

The final step is to transform the Hamiltonian. This is done by applying the original basis operators to the definitions of our new states. Considering \( s_\sigma \) we find

\[
\begin{align*}
\langle 0 | s_\sigma c^\dagger_\sigma | 0 \rangle &= 0, \\
\langle 0 | s_\sigma c^\dagger_\sigma c^\dagger_\bar{\sigma} | 0 \rangle &= 0,
\end{align*}
\]

where \( c^\dagger_\sigma \) and \( c_\sigma \) are standard fermionic creation and annihilation operators, obeying appropriate commutation relations.

The final step is to transform the Hamiltonian. This is done by applying the original basis operators to the definitions of our new states. Considering \( s_\sigma \) we find

\[
\begin{align*}
\langle 0 | c^\dagger_\sigma c^\dagger_\sigma | 0 \rangle &= 1, \\
\langle 0 | c^\dagger_\sigma c^\dagger_\bar{\sigma} c^\dagger_\bar{\sigma} c^\dagger_\sigma | 0 \rangle &= 1,
\end{align*}
\]

where \( \eta = 1 - \frac{1}{\sqrt{2}} \), is the degree of the non-linearity in \( s_\sigma \). Note \( \eta \approx 0.293 \) is moderate in size with comparison to uncorrelated hopping; the divergent nature of \( U \to \infty \) has been removed while preserving the effects of correlated motion exactly.

Completing this procedure, we find the symmetric subspace Hamiltonian to be

\[
H_S = -2t_1 \sum_{\langle ij \rangle \sigma} (1 - \eta c^\dagger_{i\sigma} c^\dagger_{j\sigma}) c^\dagger_{i\sigma} c^\dagger_{j\bar{\sigma}} (1 - \eta c^\dagger_{j\bar{\sigma}} c^\dagger_{i\bar{\sigma}}) - t_0 \sum_{i \sigma} c^\dagger_{i\sigma} c^\dagger_{i\bar{\sigma}} + 2t_0 \sum_{i} c^\dagger_{i\bar{\sigma}} c^\dagger_{i\bar{\sigma}} c^\dagger_{i\bar{\sigma}} c^\dagger_{i\bar{\sigma}}.
\]

At this point we note a few things. From equation (5b), we see the original Mott point (which is mapped to full occupation in the new basis) is composed of valence bond states. This is the only way to avoid the Coulomb penalty for a two particle state. Second, the resulting Hamiltonian is similar to a tight binding model but it takes into account correlated motion, the size of which is moderate when compared to uncorrelated motion. With the application of physical limits and a non-linear fermion transformation, we have mapped a complex problem with two differing energy scales onto a simplified problem containing the correct physics and one energy scale.

In section [it] it will be shown that superconductivity is mediated by holes close to the Mott point. For this reason
we now examine the behaviour of holes in the $c_{i\sigma}$ basis. A single hole moves through the occupied background with hopping $t_1$, whereas two holes (paired or otherwise) does so with $\sqrt{2}t_1$. Moreover three holes move with hopping $2t_1$. This is depicted in figure [3] In this subspace, holes are being drawn together via an effective attractive interaction: circumvention of the Coulomb penalty. It is this effect which drives superconducting pairing. The exact mathematical nature of this is discussed in section [IV].

B. Anti-Symmetric Subspace

In this subsection we attempt to repeat the previous process for the anti-symmetric subspace. Unfortunately it is not as effective as in the previous subsection. Instead we must extend the process with the use of physical arguments and numerical results.

IV. Analysis

In noteworthy physical problems, the Hamiltonian is rarely solved trivially. For many cases exact solutions do not exist and hence numerics or approximate techniques are used. In this paper if there is an exact solution we will use it, if not we will perform exact diagonalisation.
and approximate analysis. We find the anti-symmetric subspace is exactly described as an itinerant ferromagnet, while the symmetric subspace has a superconducting phase for a region of the phase diagram. We begin with examining one dimensional systems as our exact diagonalization results have better finite-size scaling in 1D. Though superconductivity is not permitted in one dimension due to the Mermin-Wagner theorem, quasi-long range order is. Hence, which provides qualitatively similar results may be found. Regardless, this work is tractable for small matrices. The two independent methods to calculate $G^0(\epsilon)$, the sum and the eigenvalue equation, allow us to equate the two and solve for $\epsilon$. If this energy is lower than the ground state energy of $H_0$, there is a bound state.

Our symmetric subspace Hamiltonian \cite{5} can be separated in the prescribed manner. The system we examine is composed of two holes with opposite spin, centre-of-mass momentum $q$, separated by $m$ sites.

$$|m\rangle_q = \frac{1}{\sqrt{N}} \sum_j e^{iq(j+\frac{m}{2})} c_j \uparrow c_{j+m} \downarrow |\Psi_{\text{Mott}}\rangle,$$

where the set of states $|m\rangle_q$ form an orthonormal basis as required. The Hamiltonian can be written as $H_S = H_0 + H_1$, where

$$H_0 = -2t_1 \sum_{(ij)\sigma} c_i^{\dagger} c_{j\sigma} - t_0 \sum_{i\sigma} c_i^{\dagger} c_{i\sigma},$$

is simply the tight binding model with an on site interaction, solved by a Bloch transformation. The matrix elements of $H_1$ is only non zero for states $|1\rangle_q, |0\rangle_q, |\bar{1}\rangle_q$, and is given by

$$H_1 = \begin{bmatrix} 0 & \kappa & 0 \\ \kappa & 2t_0 & \kappa \\ 0 & \kappa & 0 \end{bmatrix}$$

where $\kappa = 2\sqrt{2}t_1 \eta \cos \left(\frac{q}{2}\right)$.

This calculation can be performed for finite sized systems — where they match diagonalisation results to numerical accuracy — or in the continuum limit, where the energy of the pair of holes is given by

$$\epsilon(q) = \frac{4}{3} \left( -t_0 - \sqrt{t_0^2 + 12t_0^2 \cos^2 \left(\frac{q}{2}\right)} \right).$$

This only describes a bound state if the energy is lower than the free particles, giving the constraint

$$t_0 > -\frac{t_1 \cos \left(\frac{q}{2}\right)}{2},$$

assuming $t_3 > 0$. This is depicted in figure \cite{5}.

This method also gives us the wavefunction of the bound state, and using this we find the correlation length of the pair to be

$$\xi = \ln \left[ \frac{6}{\tau + \sqrt{\tau^2 + 12}} \right], \quad \tau = \frac{t_0}{t_1}. $$

This is depicted in figure \cite{6}. The pair is very closely bound.

Exact calculations with more holes in the system are not tractable, instead we must rely on BCS mean-field theory with these pairs forming the basis. Note in our system the interactions are smaller than the hopping parameter $t_1$, and so mean-field theory is a valid technique to use. To provide credence to the validity of the mean field theory we perform exact diagonalisation calculations on finite sized systems and compare results in section \cite{V}.
erality we choose a phase such that \( \delta \) is used as both binding energy.

\[
\langle 0 \rangle = \langle 0 \rangle = 1
\]

where \( A_k = \alpha + \beta \gamma_k - \mu \), \( B_k = \nu + \lambda \gamma_k \), and \( \gamma_k = \cos(k) \) is the structure factor for a 1D chain and \( \mu \) is the grand canonical chemical potential controlling the number of particles in the system. Here \( \alpha, \beta, \nu, \lambda \) are given by

\[
\alpha = 2t_0 (2n_0 - 1) + 16t_1 \eta(n_1 (1 - \eta n_0) - \eta \delta_0 \delta_1), \quad (23a)
\]

\[
\beta = -8t_1 ((1 - \eta n_0)^2 - \eta^2 (3n_0^2 + \delta_0^2 + \delta_1^2)), \quad (23b)
\]

\[
\nu = 4t_0 \delta_0 + 16t_1 \eta (\delta_1 (1 - \eta n_0) + \eta n_1 \delta_0), \quad (23c)
\]

\[
\lambda = 16t_1 \eta (\delta_0 (1 - \eta n_0) + \eta n_1 \delta_1). \quad (23d)
\]

Note the size of the gap is of the order of the hopping parameter, hence the transition temperature of this system is high — similar to that of many unconventional superconductors. Using the diagonal operators we find the following self consistent integrals

\[
n_0 = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \frac{1}{2} \left( 1 - \frac{A_k}{E_k^+} \right), \quad \delta_0 = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \left( \frac{-B_k}{2E_k^+} \right), \quad (24a)
\]

\[
n_1 = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \frac{1}{2} \left( 1 - \frac{A_k}{E_k^+} \right) \gamma_k, \quad \delta_1 = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \left( \frac{-B_k}{2E_k^+} \right) \gamma_k. \quad (24b)
\]

Varying \( \mu \) and numerically calculating the self-consistent integral provides a numerical value for each of the parameters, which in turn are used to calculate \( E_{SC} \).

V. RESULTS

In section [V] we showed that two holes in a fully occupied background bind, and a collective group of these form a superconducting solution. Now we show the validity of these results and inspect other properties of superconductivity: pair formation and the superconducting gap. The validity of our results are demonstrated by comparison with exact diagonalisation of finite sized systems, where there is good agreement between numerical and analytic results.
A. Phase Separation and Maxwell Construction

To begin with we must consider the system as a whole. In section II we argued that we can consider pure symmetry configurations. Now we shall examine how they interact. Consider a system with $N$ lattice points, where each point is labelled either ‘S’ or ‘A’ for the symmetry of the state that occupies it. For each value of $t_0$ and occupation $n_0$ there exists a ground state configuration of S’s and A’s. Using exact diagonalisation we are able to extract this symmetry and find the configuration. We find there are only two styles of configuration: Either purely one symmetry or a phase separated mixture. This is where the configuration is split in two, with one region containing all the A’s and the other S’s. Analytically we can calculate the energy of a phase separated mixture using a Maxwell construction \[15\]. This is depicted in figure 7. The exact diagonalisation of the full system perfectly coincides with the pure symmetry systems in the appropriate regions. Where it does not, the agreement with the Maxwell construction is impeccable. Therefore, we conclude that we can understand the physics of the system as a whole by combining the results from each subspace. This model does not take into account long range Coulomb forces, but this can be added qualitatively. In our system each phase in the mixture contains different electron numbers. Therefore, in a real material, creating a fully phase separated state would incur a massive Coulomb penalty; to mitigate this the separation would occur instead on the micro- or meso-scopic scale. This has been seen experimentally in Sr$_{0.5}$Ce$_{0.5}$FBi$_2$-$x$Se$_x$ where ferromagnetism and superconductivity were shown to coexist \[18\].

B. Energy

Figures 7, 8, and 9 depict the average energy per spin per site for a variety of systems. Mean field results are compared against exact diagonalization of finite sized systems. The anti-symmetric subspace diagonalization results agree extremely well with the mean field results, and when examining the total spin of the system we find it to be a ferromagnet for every choice of parameters. The symmetric subspace is slightly more complicated. At low occupation every system is a normal metal, but at some point each system begins to favour the superconducting solution. This is complemented by the numerical results which have better agreement with the superconducting solution than the paramagnetic one.

C. Pair Formation

In conventional superconductivity pairs of electrons form, proliferate, and condense; the number of pairs of electrons in a superconductor is higher than a standard metal. We therefore measure the pair formation over an uncorrelated system given by

$$P = \frac{1}{N} \sum_i \left( \langle c_i^\dagger c_i \rangle - \langle c_i^\dagger c_i \rangle \right) \left( \langle c_i^\dagger c_i \rangle - \langle c_i^\dagger c_i \rangle \right),$$ \hspace{1cm} (25)
Energy per site per spin as a function of occupation, comparing mean field theory to diagonalisation of finite systems of size 10 to 14 with $t_0 = t_1$ with $t_1 = 1$. Superconductivity, paramagnetism, and ferromagnetism are competitive close to the Mott point, however superconductivity is the ground state of the system. As there is no competition between the subspaces, this is a pure example of a superconducting system.

FIG. 9: Energy per site per spin as a function of occupation, comparing mean field theory to diagonalisation of finite systems of size 10 to 14 with $t_0 = t_1$ with $t_1 = 1$. Superconductivity, paramagnetism, and ferromagnetism are competitive close to the Mott point, however superconductivity is the ground state of the system. As there is no competition between the subspaces, this is a pure example of a superconducting system.

Excess pairing probability, $P$, as a function of occupation, comparing mean field theory to diagonalisation of finite systems of size 10, 11, 12, 13 and 14 for various values of $t_0$ with $t_1 = 1$. Close to the Mott point the superconducting mean field theory agrees with diagonalisation results. Where the system is repulsively correlated, at low occupation, mean field theory fails to provide an accurate description — as usual.

FIG. 10: Excess pairing probability, $P$, as a function of occupation, comparing mean field theory to diagonalisation of finite systems of size 10, 11, 12, 13 and 14 for various values of $t_0$ with $t_1 = 1$. Close to the Mott point the superconducting mean field theory agrees with diagonalisation results. Where the system is repulsively correlated, at low occupation, mean field theory fails to provide an accurate description — as usual.

D. Superconducting Gap

A cornerstone of superconductivity is the superconducting gap: the excess energy gained from pair formation. We calculate the gap from exact diagonalisation by comparing the energy difference for even and odd particles

$$\Delta_N = |E_{N-1} - 2E_N + E_{N+1}|.$$  \hfill (26)

This is depicted in figure 11. This is the most sensitive calculation of all in this paper as the gap is a global property of the system. It is incredibly sensitive to occupation and system size, and as a result we use finite size extrapolation to infer how an infinite system would behave. As each occupation ratio may only be attained with certain system sizes we are extrapolate with differing, but the maximal, number of points for each occupation. The gap has good agreement with the mean field solution. Finally, the Mott point agrees incredibly well and tends to the bound hole-pair state energy, showing the strength of the calculation at this point. Experimentally the superconducting transition temperature is directly related to the size of the gap. For systems which superconduct we find the transition temperature would be of order 100K, similar to those seen in experiments.

The mean field results show the symmetric subspace is paramagnetic at low occupation and superconducting close to the Mott point, while the anti-symmetric subspace is ferromagnetic for all occupation; all while showing good agreement to diagonalisation results. We also found $t_0$ controls the strength of superconductivity and ferromagnetism. If the symmetric and anti-symmetric systems compete energetically, the true ground state is a phase separated mixture of the two subspaces, which is accurately described by a Maxwell construction. For $t_0 = 1$ the symmetric subspace is the true ground-state for all occupation, hence is an example of a system that, without question, displays superconductivity.

VI. PHYSICAL EXTENSIONS

In this section we extend our analysis to more physical systems, namely increasing dimensionality and reducing divergent Coulomb repulsion, and show that superconductivity persists. The calculations preceding this section were carried out in one dimension for practical reasons: the numerical results finite size scale more effectively. However, in section VI A we will extend our work onto the two dimensional square lattice and find no qualitative differences. Separately, the divergent limit of $U \to \infty$ was taken in order to remove an energy scale, but in physical systems coulomb repulsion is usually only an order of magnitude higher than chemical bonding. Therefore, in section VI B we shall lift this limit perturbatively and find the only difference to be the emergence of an anti-ferromagnetic phase close to the Mott point.
FIG. 11: Superconducting gap as a function of occupancy, comparing mean field theory to polynomial extrapolation of diagonalisation of finite systems, with various $t_0$. The number of points we can extrapolate from is a function of occupation as certain ratios only occur for particular system sizes. The first three figures are the gaps for systems with $t_0 = -1, 0, 1$. The convergence of extrapolation is depicted in the final figure.

FIG. 12: Total energy for two particles with Hamiltonian [15] labelled free particles, and exact solution labelled full Hamiltonian. The difference of the two is the binding energy. Calculations performed on the 2D square lattice. The binding energy at $t_0 = 2$ is $\approx 2 \times 10^{-2}$.

A. 2D Square Lattice

The 2D square lattice is the natural structure to extend to, as it is the structure of interest in cuprate superconductors. By extending in this way we also are in a regime permitting long range order via the Mermin-Wagner theorem [10]. The numerics are calculated using helical boundary conditions [19]. Unfortunately this severely limits the number of systems we can examine, and finite sized scaling suffers as a result. Fortunately, quantities such as the on-site excess pairing and total energy show good agreement in spite of this limitation. Unfortunately, the superconducting gap cannot be finite size scaled for, and we only have one point to compare against: the exact solution. The change in the analysis is the structure factor becomes that of the 2D square lattice $\gamma_k = \frac{1}{2}(\cos(k_x) + \cos(k_y))$. We can trivially repeat the pairing calculation, but we are now required to perform an elliptic integral. The binding energy equation is given by

$$\frac{1}{N} \sum_k \frac{1}{\epsilon - 16t_1 \gamma_k - 2t_0} = \frac{2}{\epsilon + 4t_0}.$$  \hspace{1cm} (27)

An analytical expression for $\epsilon$ cannot be found due to the elliptic integral, therefore it must be solved for numerically. This is depicted in figure[12]. Qualitatively there is no difference between the 2D and 1D answer. Two holes in a fully occupied background still form a bound pair for a large range of $t_0$.

The mean field calculation is performed in the same manner as before and we find the superconducting energy per spin per site to be

$$E_{SC}^{2D} = -16t_1n_1((1 - \eta n_0)^2 - \eta^2n_1^2) - 2t_0n_0(1 - n_0) + 2t_0\delta_0^2 + 16t_1\eta(2\delta_0\delta_1(1 - \eta n_0) + \eta n_1(\delta_0^2 + \delta_1^2)).$$  \hspace{1cm} (28)

while for paramagnetism we have $E_P^{2D} = E_{SC}^{2D}|_{\delta=0}$. 
Again our intuition about the anti-symmetric subspace is correct and we find it to be ferromagnetic from numerical calculations. The difference in energy between the superconducting state and the paramagnetic state is smaller than before and is depicted in figure 13. Just as before the competition between subspaces means only particular systems are described by the symmetric subspace for all occupation; figure 14 is an example of one.

Considering pairing at other occupation we see, using mean field theory and numerics, superconducting hole pair formation close to the Mott point, this is depicted in figure 15.

B. Lifting the Limit \(U \to \infty\)

A key requirement in the previous analysis was the divergent limit of \(U\) as it gave access to exact results. In order to examine whether or not the superconductivity is unique to \(U \to \infty\), we lift the limit in this section. The difference in energy between the superconducting state and the paramagnetic state is smaller than before and is depicted in figure 13. Just as before the competition between subspaces means only particular systems are described by the symmetric subspace for all occupation; figure 14 is an example of one.

Performing the perturbative expansion on the symmetric subspace Hamiltonian provides the average energy as given in equation 29, where \(n_2 = \langle c_{i,\sigma}^\dagger c_{i\pm2,\sigma} \rangle\), the next nearest neighbour occupation is now introduced. The paramagnetic average energy per spin per site is given by

$$E_{\text{param}} = \sum_\sigma \langle c_{i,\sigma}^\dagger c_{i,\sigma} \rangle$$
FIG. 16: Superconducting gap, against occupation for the 2D square lattice with $t_1 = 1$ and varying $t_0$. We are unable to compare against finite sized diagonalisation as there is not enough data to finite size scale. However, the exact solution at the Mott point agrees well.

$E_{SCU} = -\frac{8t_1^2}{U} \left[ \frac{1}{2} \left[ n_0 \left( -\left( \delta_0^2 + \delta_1^2 \right) \right) + 2\delta_0 \delta_1 n_1 - n_0 \left( n_0^2 - n_1^2 \right) \right] + \left[ \delta_1^2 + n_1^2 \right] \left[ \eta^2 \left( \delta_0 - \delta_2 \right)^2 + \left( 1 - \eta \left( n_0 - n_2 \right) \right)^2 \right] \right] + \eta^2 \left[ \delta_0 - \delta_2 \right]^2 \left[ \left( 1 - \eta \left( n_0 - n_2 \right) \right) \left( n_1^2 - n_0 n_2 \right) + 2\delta_1 \eta n_1 (\delta_0 + \delta_2) - 2\delta_0 \delta_2 \eta n_0 + (\delta_1^2 + n_0 n_2) (1 - \eta \left( n_0 - n_2 \right)) + 2\eta n_1^2 n_2 \right] + 2 \delta_1^2 + n_0^2 + n_1^2 \right] - 8t_1 \left[ n_1 \left( 1 - \eta n_0 \right)^2 - \eta^2 \left( \delta_0^2 + \delta_1^2 + n_1^2 \right) \right] - 2\delta_0 \delta_1 \eta \left[ 1 - \eta n_0 \right] \right] - \frac{8\sqrt{2}t_0 t_1}{U} \left[ -\eta \left[ -n_1 \left( \delta_0^2 + \delta_1^2 \right) + 2\delta_0 \delta_1 n_0 + n_1 \left( n_0^2 - n_1^2 \right) \right] + \delta_0 \delta_1 + n_0 n_1 \right] - \frac{4t_0^2}{U} \left[ \delta_0^2 + n_0^2 \right] - 2t_0 \left[ 1 - n_0 \right] \frac{n_0 - \delta_0^2}{29}

VII. CONCLUSIONS

At the most pragmatic level, we have provided a strongly correlated model which is mathematically more tractable than usual. The model exhibits four natural phases: a paramagnet, a superconductor, a ferromagnet and an anti-ferromagnet. These phases are very common in strongly correlated systems and we believe that the physical cause of these phases in our model may well be similar to that in the experimental systems. We further believe that the basic mathematical technique, non-linear fermion transformations will shed light on the models which should naturally be derived from the experimental systems. It is clear that the paramagnet at low occupancy arises from the same physical source of Coulomb repulsion between charge carriers. It is further clear that the anti-ferromagnet also stems from the standard source of kinetic exchange suggested for more elementary Mott insulating models. The ferromagnetism is analogous to that found in manganites, the immobile $t_{2g}$ electrons correspond to our passive anti-symmetric electrons and the mobile $e_g$ electrons have improved conductivity if they align all the $t_{2g}$ spins. Obviously there are further complications in the manganites, but the Zener exchange is very similar. Finally, we have the superconducting phase, and here there is no accepted mechanism for superconductivity in strongly correlated systems and so our model provides such a mechanism.

At very large $U$, close to the Mott insulator, we find a competition between the ferromagnet and the superconductor with the ferromagnet ultimately winning. This can be overturned using $t_0$, but this inclusion also weakens the superconductivity. Physically, the finite Hubbard repulsion is the likely source of any destabilisation of the ferromagnet and is likely to be crucial in the experimental systems. This effect also stabilises the anti-ferromagnet very close to the Mott insulator and this is of course experimentally observed.

We have rigorously demonstrated the superconductivity within this model. The mean-field theory fits well to
FIG. 17: Energy per spin per site as a function of occupation, comparing perturbative mean field theory to exact diagonalisation of finite systems of size 8 and 9 with $U = 10$, $t_0 = 0$ and $t_1 = 1$. The anti-symmetric subspace cannot be characterized, however there is a phase transition from ferromagnetism to anti-ferromagnetism close to the Mott point. Mean field theory has good agreement to the diagonalisation data, with superconductivity being favourable over paramagnetism but not the anti-symmetric subspace.

FIG. 18: Energy per spin per site as a function of occupation, comparing perturbative mean field theory to exact diagonalisation of a finite system of size 8 and 9 with $U = 10$, $t_0 = 1$ and $t_1 = 1$. Superconductivity is the favoured phase, close to the Mott point, while competing with anti-ferromagnetism (from the anti-symmetric subspace) and paramagnetism (from the symmetric subspace).

FIG. 19: Superconducting gap of a system with $U = 10$, and $t_0 = 0$ and $t_1 = 1$. We only have access to smaller systems and hence have limited finite sized scaling. Despite this there is still good agreement.

The local correlations and predicts the total energy nicely. We are at the same level as the original BCS theory. We can prove that the pairs form in the model close to Mott insulator; this is an exact result. We can even find the dispersion and coherence of the pairs exactly. Firstly, we analysed the one-dimensional variant in detail and we know that low dimensional fluctuations will destroy the phase coherence at long range; a careful investigation would be dogged by the expected weak power-law behaviour. Secondly, we extended this analysis to two dimensions, where phase coherence at long range is permitted. There is no reason to believe that our model is abnormal.

Our model exhibits a new mechanism for superconductivity; correlated hopping. The chemical bonding energy depends strongly on the local electron concentration. If the system is locally empty there is a huge potential for bonding, whereas if the system is locally full the potential bonding is severely restricted by the correlations; the avoidance of the Coulomb penalties blocks the majority of the hopping. In our model this competition is non-linear, it is worth forming local number fluctuations to gain from the empty regions because the local configurations with the average global occupancy are so badly blocked and even denser regions are not a lot worse. One might also worry about the possibility of charge density waves being competitive with the superconductivity, but the fact that it is a bonding phenomenon and not an on-site attraction eliminates this common issue.

We have constructed a strongly-correlated model which is mathematically more tractable than usual. The model exhibits a wealth of phases, that are observed in strongly correlated systems, of which the most interesting is superconducting. The pairing is a weak correlation on
a basically free-electron foundation and is very credible. We now need to look at the scope of the mathematics and whether it can be developed into a standard tool to investigate general strongly-correlated tight-binding models and in particular those that naturally crop up in the study of experimental systems. The underlying technique is that of non-linear fermion transformations. At the simplest level this technique allows us to construct a new fermion from the original set of fermions, but allows a free choice of which states to pick at the single-particle and two-particle levels; we can choose to use any two-particle state independent from the choice of one-particle states. The strength of this option is that we can avoid the Coulomb prohibited states which would naturally occur if we simply doubly occupied the one-particle states. The choice of the best one-particle and two-particle states then becomes an active ingredient in the theory. For our model the symmetry and Coulomb restrictions force this issue and we have no freedom, the effective model is unique. If we want to apply a non-linear fermion transformation to a more general model then we need to make the transformation variable and employ the energetics to decide the best choice of local states, a much more involved procedure which is currently being worked on.
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