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Abstract—Defect models are analytical models that are used to build empirical theories that are related to software quality. Prior studies often derive knowledge from such models using interpretation techniques, such as ANOVA Type-I. Recent work raises concerns that prior studies rarely remove correlated metrics when constructing such models. Such correlated metrics may impact the interpretation of models. Yet, the impact of correlated metrics in such models has not been investigated. In this paper, we set out to investigate the impact of correlated metrics, and the benefits and costs of removing correlated metrics on defect models. Through a case study of 15 publicly-available defect datasets, we find that (1) correlated metrics impact the ranking of the highest ranked metric for all of the 9 studied interpretation techniques. On the other hand, removing correlated metrics (2) improves the consistency of the highest ranked metric regardless of how a model is specified for all of the studied interpretation techniques (except for ANOVA Type-I); and (3) negligibly impacts the performance and stability of defect models. Thus, researchers must (1) mitigate (e.g., remove) correlated metrics prior to constructing a defect model; and (2) avoid using ANOVA Type-I even if all correlated metrics are removed.
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1 INTRODUCTION

Defect models are constructed using historical project data to estimate the risk of having future defects in modules. However, another key usage of defect models is analytical in nature. Such analytical models are often used to explore the impact of various phenomena on software quality and to build empirical theories that are related to software quality through the use of such models to test various hypotheses. Plenty of prior studies investigate the impact of many phenomena on code quality using software metrics, for example, code size [1], code complexity [38, 54, 81], change complexity [37, 46, 64, 66, 81, 96], antipatterns [44], developer activity [81], developer expertise [7], developer and reviewer knowledge [87], design [4, 13, 14, 17, 21], reviewer participation [56, 88], code smells [43], and mutation testing [9].

To perform such studies, there are five common steps: (1) formulating of hypotheses that pertain to the phenomena that one wishes to study; (2) designing appropriate metrics to operationalize the intention behind the phenomena under study; (3) defining a model specification (e.g., the ordering of metrics) to be used when constructing an analytical model; (4) constructing an analytical model using, for example, regression models [7, 64, 87, 88, 95] or random forest models [30, 42, 61, 70]; and (5) examining the ranking of metrics using a model interpretation technique (e.g., ANOVA Type-I, one of the most commonly-used interpretation techniques since it is the default built-in function for logistic regression (glm) models in R) in order to test the hypotheses.

For example, to study whether complex code increases project risk, one might use the number of reported bugs (bugs) to capture risk, and the McCabe’s cyclomatic complexity (CC) to capture code complexity, while controlling for code size (size). We note that one needs to use control metrics to ensure that findings are not due to confounding factors (e.g., large modules are more likely to have more bugs). Then, one must construct an analytical model with a model specification of bugs ∼ size + CC. One would then use an interpretation technique (e.g. ANOVA Type-I) to determine the ranking of metrics (i.e., which metrics have a strong relationship with bugs).

Metrics of prior studies are often correlated [29, 39, 50, 51, 84, 93]. For example, Landman et al. [50, 51], Herraz et al. [39], and Gil et al. [29] point out that code complexity (CC) is often correlated with code size (size). Zhang et al. [93] point out that many metric aggregation schemes (e.g., averaging or summing of McCabe’s cyclomatic complexity values at the function level to derive file-level metrics) often produce correlated metrics.

Recent studies raise concerns that correlated metrics may impact the interpretation of defect models [84, 93]. Indeed, our motivating analyses (Section 3) show that simply rearranging the ordering of correlated metrics in the model specification (e.g., from bugs ∼ size + CC to bugs ∼ size + CC + size) would lead to different ranking of metrics—the importance scores are sensitive to the ordering of correlated metrics in a model specification. Thus, if one wants to show that code complexity is strongly associated with risk in a project, one simply needs to put code complexity (CC) as the first metric in their models (i.e., bugs ∼ CC + size), even though a more careful analysis would show that CC is not associated with bugs at all. The sensitivity of the model specification
when correlated metrics are included in a model is a critical problem, since the contribution of many prior studies can be altered by simply re-ordering metrics in the model specification if correlated metrics are not properly mitigated. Unfortunately, a literature survey of Shihab [77] shows that as much as 63% of defect studies that are published during 2000-2011 do not mitigate (e.g., removing) correlated metrics prior to constructing defect models.

In this paper, we set out to investigate (1) the impact of correlated metrics on the interpretation of defect models; (2) the benefits of removing correlated metrics on the interpretation of defect models; and (3) the costs of removing correlated metrics on the performance and stability of defect models. In order to detect and remove correlated metrics, we apply the variable clustering (VarClus) and the variance inflation factor (VIF) techniques. We construct logistic regression and random forest models using mitigated (i.e., no correlated metrics) and non-mitigated datasets (i.e., not treated). Finally, we apply 9 model interpretation techniques, i.e., ANOVA Type-I, 4 test statistics of ANOVA Type-II (i.e., Wald, Likelihood Ratio, F, and Chi-square), scaled and non-scaled Gini Importance, and scaled and non-scaled Permutation Importance. We then compare the performance and interpretation of defect models that are constructed using mitigated and non-mitigated datasets. Through a case study of 15 publicly-available defect datasets of systems that span both proprietary and open source domains, we address the following four research questions:

**(RQ1)** How do correlated metrics impact the interpretation of defect models?
Irrespective of the built-in interpretation techniques for logistic regression and random forest, correlated metrics introduce inconsistency to the ranking of the highest ranked metric, highlighting the risks of not mitigating correlated metrics before constructing models.

**(RQ2)** After removing all correlated metrics, how consistent is the interpretation of defect models among different model specifications?
After removing all correlated metrics, the highest ranked metric according to Type-II, Gini Importance, and Permutation Importance is consistent. However, the highest ranked metric according to Type-I is inconsistent (as the ranking of a metric is impacted by its order in the model specification when analyzed using Type-I, the default analysis for the g_1m model in R, which is commonly used in prior studies).

**(RQ3)** After removing all correlated metrics, how consistent is the interpretation of defect models among the studied interpretation techniques?
After removing all correlated metrics, we find that at least one metric in the top-3 ranked metrics of the studied model interpretation techniques is consistent for 87%-100% of the studied datasets, highlighting the benefits of removing all correlated metrics on the interpretation of defect models, i.e., the conclusions of studies that rely on one interpretation technique may not pose a threat after mitigating (e.g., removing) correlated metrics.

**(RQ4)** Does removing all correlated metrics impact the performance and stability of defect models?
Removing all correlated metrics decreases the AUC, F-measure, and MCC performance of defect models by less than 5 percentage points (with a negligible to small effect size), and negligibly impacts the stability of the performance of defect models.

In summary, we find that (1) correlated metrics impact the ranking of the highest ranked metric that is produced by the 9 studied model interpretation techniques of logistic regression and random forest. On the other hand, we find that removing correlated metrics (2) improves the consistency of the highest ranked metric regardless of how a model is specified (except for ANOVA Type-I which is sensitive to the exact specification of a model); (3) improves the consistency of the highest ranked metric among the studied interpretation techniques; and (4) does not substantially decrease the AUC, F-measure, MCC performance, and stability of defect models, suggesting that the benefits of removing correlated metrics outweigh the costs.

Based on our results, future studies must (1) mitigate (e.g., remove) correlated metrics prior to constructing a defect model (in particular when planning to interpret the model); and (2) avoid using ANOVA Type-I even if all correlated metrics are removed. Due to the variety of the built-in interpretation techniques and their settings, our paper highlights the essential need for future studies to report the exact specification of their models and settings of the used interpretation techniques.

### 1.1 Novelty Statements
This paper is the first to present:

1. An exploratory study of the nature of correlated metrics in commonly-studied defect datasets throughout our community (Section 3).
2. An investigation of the impact of correlated metrics on the consistency of the produced rankings by the interpretation techniques (RQ1).
3. An empirical evaluation of the consistency of such rankings after removing all correlated metrics (RQ2, RQ3).
4. An investigation of the impact of removing all correlated metrics on the performance and stability of defect models (RQ4).

### 1.2 Paper Organization
Section 2 describes the studied correlation analysis approaches, commonly used analytical learners, and interpretation techniques. Section 3 presents the results of an exploratory study of the nature of correlated metrics in defect datasets and its impact on importance scores of metrics. Section 4 discusses the design of our case study, while Section 5 presents our results with respect to our four research questions. Section 6 provides practical guidelines for future studies. Section 7 discusses the threats to the validity of our study. Finally, Section 8 draws conclusions.


2 BACKGROUND

Figure 1 provides an overview of the commonly-used analytical modelling process. First, one must formulate a set of hypotheses pertaining to phenomena of interest (e.g., whether the size of a module increases the risk associated with that module). Second, one must determine a set of metrics which operationalize the hypothesis of interest (e.g., the total lines of code for size, and the number of field reported bugs to capture the risk that is associated with a module). Third, one must perform a correlation analysis to remove correlated metrics. Forth, one must define a model specification (e.g., the ordering of metrics) to be used when constructing an analytical model. Fifth, one is then ready to construct an analytical model using a machine learning technique (e.g., a random forest model) or a statistical learning technique (e.g., a regression model). Finally, one analyzes the ranking of the metrics using model interpretation techniques (e.g., ANOVA or Breiman’s Variable Importance) in order to test the hypotheses of interest.

Based on a literature survey of Hall et al. [32] and Shihab [77], we select the commonly-used correlation analysis approaches: variable clustering analysis (VarClus), variance inflation factor (VIF), and redundancy analysis (Redun). The aforementioned surveys guide our selection of the two commonly-used analytical learners: logistic regression ([3, 41, 62, 80, 84]), and the two studied analytical learners, and the 9 studied interpretation techniques.

| Correlation Analysis | Analytical Learner | Interpretation Technique | Test Statistic | R function |
|----------------------|-------------------|--------------------------|---------------|------------|
| Variable Clustering  | Logistic Regression | Type-I Deviance          | stats::anova(glm.model) |            |
| [62, 87–89]          | glm and lm        |                          |               |            |
| Varance              |                    | Type-II Wald             | car::Anova(glm.model, type=2, test.statistic="Wald") |            |
| Inflation Factor     |                    | Likelihood Ratio (LR)    | car::Anova(glm.model, type=2, test.statistic="LR") |            |
| [5, 20, 56, 78, 79]  |                    | F                        | car::Anova(glm.model, type=2, test.statistic="F") |            |
| Redundancy Analysis  | Random Forest      | Scaled Gini              | randomForest::importance(model, type = 2, scale = TRUE) |            |
| [3, 41, 62, 80, 84]  |                    | MeanDecreaseGini         | randomForest::importance(model, type = 2, scale = FALSE) |            |
|                      |                    | Scaled Permutation       | randomForest::importance(model, type = 1, scale = TRUE) |            |
|                      |                    | MeanDecreaseAccuracy     | randomForest::importance(model, type = 1, scale = FALSE) |            |

\[ y \sim m_1 + \ldots + m_n \]

While the variable clustering analysis (VarClus) technique reduces collinearity among metrics, it does not detect all of the inter-correlated metrics (a.k.a. multi-collinearity), i.e., a metric that can be predicted from the other metrics in the model with a certain degree of accuracy.

Variance Inflation Factor (VIF) measures the magnitude of multi-collinearity [25]. We use the implementation of the Variance Inflation Factor analysis as provided by the vif
function of the \texttt{rms} R package [36]. Broadly speaking, VIF is made up of 3 steps.

(Step 1) Construct a regression model for each metric. For each metric, we construct a model using the other metrics to predict that particular metric.

(Step 2) Compute a VIF score for each metric. The VIF score for each metric is computed using the following formula: \[ \text{VIF} = \frac{1}{1-R^2}, \] where \( R^2 \) is the explanatory power of the regression model from Step 1. A higher VIF score indicates that a given metric can be accurately predicted by the other metrics. Thus, that given metric is considered redundant and should be removed from our model.

(Step 3) Remove metrics with a VIF score that is higher than a given threshold. We remove metrics with a VIF score that is higher than a given threshold. We use a VIF threshold of 5 to determine the magnitude of multi-collinearity, as it is commonly used in prior work [5, 24, 56, 78, 79]. Similar to the variable clustering analysis, we repeat the above three steps until the VIF scores of all remaining metrics are lower than the threshold.

Redundancy Analysis (Redun) shares the same computational approach with the Variance Inflation Factor (VIF). Instead of using a VIF score (i.e., an inverse proportion of the \( R^2 \)), Redun uses the \( R^2 \) as a threshold to determine inter-correlated metrics. Thus, we exclude the redundancy analysis from our evaluation.

2.2 Analytical Learners

Logistic regression is a statistical learner which explains the relationship between one binary dependent variable (e.g., defect-proneness) and one or more independent variables (e.g., software metrics).

Random forest is a machine learner that constructs multiple decision trees from bootstrap samples [10]. The final predicted class of a software module is the aggregation of the votes from all of the constructed trees.

2.3 Interpretation Techniques

2.3.1 Analysis of Variance for Logistic Regression

Analysis of Variance (a.k.a. multi-way ANOVA) is a statistical test that examines the importance of multiple independent variables (e.g., two or more software metrics) on the outcome (e.g., defect-proneness) [23]. The significance of each metric in a regression model is estimated from the calculation of the Sum of Squares (SS)—i.e., the explained variance of the observations with respect to their mean value. There are two commonly-used approaches to calculate the Sum of Squares for ANOVA, namely, Type-I and Type-II. We provide a description of the three types of ANOVA below.

Type-I, one of the most commonly-used interpretation techniques and the default interpretation technique for a logistic regression (\texttt{glm}) model in R, examines the importance of each metric in a sequential order [16, 24]. In other words, Type-I measures the improvement of the Residual Sum of Squares (RSS) (i.e., the unexplained variance) when each metric is sequentially added into the model. Hence, Type-I attributes as much variance as it can to the first metric before attributing residual variance to the second metric in the model specification. Thus, the importance (i.e., produced ranking) of metrics is dependent on the ordering of metrics in the model specification.

The calculation starts from the RSS of the preliminary model (\( y \sim 1 \)), i.e., a null model that is fitted without any software metrics. We then compute the RSS of the first metric by fitting a regression model with the first metric (\( y \sim m_1 \)). Thus, the importance of the first metric (\( m_1 \)) is the improvement between the unexplained variances (RSS) of the preliminary model and the model that is constructed by the first metric.

\[
SS(m_1) = \text{RSS(Model}_{null}) - \text{RSS}(m_1) \tag{1}
\]

Similar to the computation of the importance of the first metric, the importance of the remaining metrics is computed using the following equation.

\[
SS(m_i) = \text{RSS}(m_1 + ... + m_{i-1}) - \text{RSS}(m_1 + ... + m_i) \tag{2}
\]

Type II, an enhancement to the ANOVA Type-I, examines the importance of each metric in a hierarchical nature, i.e., the ordering of metrics is rearranged for each examination [16, 24]. The importance of metrics (Type-II) measures the improvement of the Residual Sum of Squares (RSS) (i.e., the unexplained variance) when adding a metric under examination to the model after the other metrics. In other words, the importance of metrics (Type-II) is equivalent to a Type-I where a metric under examination appears at the last position of the model. The intuition is that the Type-II is evaluated after all of the other metrics have been accounted for. The importance of each metric (i.e., \( SS(m_e) \)) measures the improvement of the RSS of the model that is constructed by adding only the other metrics except the metric under examination, and the RSS of the model that is constructed by adding the other metrics where the metric under examination appears at the last position of the model. For example, given a set of \( M \) metrics, and \( e, i, j \in [1, M] \), the importance of each metric \( m_e \) can be explained as follows:

\[
SS(m_e) = \text{RSS}(m_i + ... + m_j) - \text{RSS}(m_i + ... + m_j + m_e) \tag{3}
\]

where \( m_e \) is the metric under examination and \( m_i + ... + m_j \) is a set of the other metrics except the metric under examination.

In this paper, we consider different variants of test statistics for ANOVA Type-II (i.e., Wald, Likelihood Ratio (LR), F, and Chi-square).

2.3.2 Variable Importance for Random Forest

Variable importance (a.k.a. \texttt{VarImp}) is an approach to examine the importance of software metrics for random forest classifiers. There are two commonly-used calculation approaches of variable importance scores, namely, Gini Importance and Permutation Importance, which we describe below.

Gini Importance (a.k.a. \texttt{MeanDecreaseGini}) determines the importance of metrics from the decrease of the Gini Index, i.e., the distinguishing power for the defective class due to a given metric [10, 11]. We start from a random forest model that is constructed using the original dataset...
with multiple trees, where each tree is constructed using a bootstrap sample. For each tree, a parent node (i.e., $G_{\text{Parent}}$) is split by the best cut-point into two descendant nodes (i.e., $G_{\text{Desc.1}}$ and $G_{\text{Desc.2}}$). The calculation of the Gini Importance for each metric is made up of 2 steps:

(Step 1) Compute the DecreaseGini for all of the trees in the random forest model. The DecreaseGini is the improvement of the ability to distinguish between two classes across parent and its descendant nodes. We compute the DecreaseGini using the following equation:

$$\text{DecreaseGini}(m_i) = I_{m_i} = G_{\text{Parent}} - G_{\text{Desc.1}} - G_{\text{Desc.2}} \quad (4)$$

where $G$ is the Gini Index, i.e., the distinguishing power of defective class for a given metric. The Gini Index is computed using the following equation: $G = \sum_{i=1}^{N_{\text{Class}}} p_i (1 - p_i)$, where $N_{\text{Class}}$ is the number of classes and $p_i$ is the proportion of Class.$i$.

(Step 2) Compute the MeanDecreaseGini measure. Finally, the importance for each metric (i.e., MeanDecreaseGini) is the average of the DecreaseGini values from all of the splits of that metric across all the trees in the random forest model.

In this paper, we consider both the scaled and non-scaled importance scores for the Gini Importance.

Permutation Importance (a.k.a. MeanDecreaseAccuracy) determines the importance of metrics from the decrease of the accuracy (i.e., the misclassification rate) when the values of a given metric are randomly permuted [10, 11]. Similar to MeanDecreaseGini, we start from a random forest model that is constructed using an original dataset with multiple trees, where each tree is constructed using an out-of-sample bootstrap. The calculation of the Permutation Importance is made up of 2 steps:

(Step 1) Compute the DecreaseAccuracy of each tree in the random forest model. The DecreaseAccuracy is the decrease of the accuracy (i.e., misclassification rate) between a model that is tested using the original out-of-bag testing samples and a model that is tested using permuted out-of-bag testing samples, i.e., a dataset with one metric permuted, while all other metrics are unchanged.

(Step 2) Compute the MeanDecreaseAccuracy measure. Finally, the importance for each metric (i.e., MeanDecreaseAccuracy) is the average of the DecreaseAccuracy values across all of the trees in the random forest model.

Similar to Gini Importance, we consider both the scaled and non-scaled importance scores for the Permutation Importance.

## 3 Motivating Analyses

In this section, we perform motivating analyses to investigate (1) the prevalence of correlated metrics in defect datasets, (2) the impact of the number of correlated metrics on the importance scores of metrics, and (3) the impact of the ordering of correlated metrics in a model specification on the importance ranking of metrics.

### 3.1 The prevalence of correlated metrics in defect datasets

**Approach.** To ensure that the studied metrics are of importance to practitioners when interpreting defect models, we only focus on the correlated metrics that share a strong relationship with defect-proneness. We perform the following steps for each dataset from a collection of the 101 publicly-available defect datasets (see Section 4.1).

(Step 1) Analyze the relationship between each of the metrics and defect-proneness. We first identify the software metrics that share a strong relationship with defect-proneness. To analyze the relationship for each of the metrics and defect-proneness, similar to prior work [87, 89], we use the Cliff’s $\delta$ effect size to compute the magnitude of the difference of the metric values between defective and clean modules. We use a set of thresholds that are proposed by Romano et al. [73], i.e., “negligible” for $|\delta| < 0.147$, “weak” for $|\delta| < 0.33$, “medium” for $|\delta| < 0.474$, otherwise “strong”. The intuition is that a larger difference of values between defective and clean modules would present an effective software metric in defect models. We use the implementation of the Cliff’s $|\delta|$ effect size as provided by the `cliff.delta` function of the `effsize` R package [90].

(Step 2) Analyze the correlation among software metrics. We apply a variable clustering analysis (VarClus) to examine the correlations among software metrics (see Section 2.1). Then, we identify a dataset where correlated metrics share a strong relationship with defect-proneness.

**Results.** Correlated metrics that share a strong relationship with defect-proneness are prevalent in 83 of the 101 (82%) publicly-available defect datasets. In addition, we observe that there are 1-8 clusters of correlated metrics, where the size of a cluster ranges from 2 to 21 metrics. For example, we find that 16 of 21 metrics (76%) in the `kc2` dataset are highly-correlated with each other. We also find that correlated metrics within a cluster share the same magnitude of the relationship between each of the metrics and defect-proneness. Therefore, any one of the correlated metrics within a cluster can be selected as a representative metric of a cluster.

### 3.2 The impact of the number of correlated metrics on the importance scores of metrics in a model

**Approach.** To assess the impact of correlated metrics on the importance scores of metrics in a model, we analyze the importance scores of each metric in a model when correlated metrics are included in the model. We select the `eclipse-2.0` dataset as the subject of our analysis, since it is widely used in a large number of defect prediction studies [6, 63, 94]. We start from a mitigated dataset, i.e., a dataset where correlated metrics are removed. To mitigate correlated metrics, we apply both the variable clustering analysis (VarClus) and the variance inflation factor analysis (VIF) (see Section 2.1). To demonstrate the impact of the number of correlated metrics on the importance scores of metrics, we sequentially add correlated metrics that are associated with the one metric that shares the strongest relationship with defect-proneness. We estimate the magnitude of the relationship using the Cliff’s $|\delta|$ estimate. We find that TLOC is the metric that shares the strongest relationship with defect-proneness for the `eclipse-2.0` dataset. The variable clustering analysis (VarClus) shows that there are 12 metrics that are highly-correlated with the TLOC metric. Then, we examine the importance scores...
of TLOC for each of the models where metrics that are correlated with TLOC are sequentially added at a time to the first position of the model specification. We measure the importance scores of TLOC using the Type-I, Type-II (LR) for logistic regression models, and the Gini Importance, and scaled and non-scaled Permutation Importance techniques for random forest models. We then plot the percentage relative difference of the importance scores of the TLOC of models that are constructed using mitigated datasets and models with correlated metrics.

### Results
Irrespective of the interpretation technique, the importance scores substantially decrease when there are correlated metrics in the models. Figure 2 shows that the importance scores relatively decrease by 95%, 95%, 28%, 19%, and 26% for the Type-I, Type-II (LR), Gini Importance, and scaled and non-scaled Permutation Importance techniques, respectively. This finding suggests that the importance scores of Type-I, Type-II (LR), Gini Importance, and Permutation Importance techniques tend to inflate (or deflate) when correlated metrics exist in a model specification.

### 3.3 The impact of the ordering of correlated metrics in a model specification on importance scores of such metrics

#### Approach
To assess the impact of the ordering of correlated metrics in a model specification on importance scores, we analyze the importance scores of a defect model when the ordering of correlated metrics in a model specification are rearranged. Similar to prior analysis (Section 3.2), we use the eclipse-2.0 dataset as the subject of our analysis. Since the variable clustering analysis of Section 3.2 shows that there are 12 metrics that are highly-correlated with TLOC, we randomly select 5 of the 12 metrics (i.e., TLOC, MLOC_sum, FOUT_sum, VG_sum, and NBD_sum) in order to simplify the demonstration. We start from a dataset with the 5 selected correlated metrics. We then construct defect models using logistic regression models and random forest models. We examine the importance scores of the 5 metrics using Type-I and Gini Importance (see Section 2.3) with two model formulas, i.e., TLOC appears at the first position for a model, while TLOC appears at the last position for the other model.

#### Results
The importance scores of Type-I and Gini Importance are sensitive to the ordering of correlated metrics in a model specification. Table 2 shows that TLOC is the highest ranked metric when TLOC is at the first position of the logistic regression and random forest models that are measured using Type-I and Gini Importance. Conversely, TLOC is among the lowest ranked metric when TLOC is at the last position of the logistic regression model that is measured using Type-I. This finding indicates that the importance scores produced by Type-I incorrectly implies that only the correlated metric at the first position in a model specification is important, even though all of the 5 correlated metrics are of similar importance (i.e., they share the same magnitude of the relationship with defect-proneness). Similarly, TLOC is the second-highest ranked metric when TLOC is at the last position of the random forest model that is measured by Gini Importance. We also find that the importance scores are distributed evenly among all of the 5 correlated metrics, since our prior motivating analysis (Figure 2) shows that the importance score is getting diluted as additional correlated metrics are included in the model specification.

#### Summary
Our motivating analyses highlight that correlated metrics substantially change the importance scores in both logistic regression and random forest models.

![Figure 2: The relative difference of the importance scores of the TLOC when correlated metrics are included in the model in comparison to a model where correlated metrics are not included. The x-axis value of 0 (i.e., a light blue bar) represents the mitigated model (i.e., all correlated metrics are removed), while the x-axis values of 1-12 (i.e., red bars) represent the number of included correlated metrics to TLOC in a non-mitigated model.](image)

| Metric | Type-I of LR | Gini of RF | Type-I of LR | Gini of RF |
|--------|--------------|------------|--------------|------------|
| TLOC   | [1] 97.55%*** | 24.33%     | [5] 1.75%*** | 22.28%     |
| MLOC_sum | [2] 0.07% | 21.68% | [1] 93.12%*** | 22.57% |
| FOUT_sum | [3] 0.12% | 19.61% | [2] 0% | 19.29% |
| VG_sum | [4] 2.23%*** | 20.05% | [3] 4.58%*** | 21.08% |
| NBD_sum | [5] 0.03% | 14.32% | [4] 0.55% | 14.69% |

Table 2: The percentage of the importance scores of Type-I for logistic regression models (LR) and Gini Importance for random forest models (RF).

Statistical importance of deviance according to Chi-square test:
- ◦ $p \geq 0.05$
- * $p < 0.05$
- ** $p < 0.01$
- *** $p < 0.001$

The bracketed values indicate the position of a metric in the model specification.
The bold text indicates a metric with the highest score.
4 Case Study Design

In this section, we discuss (1) our criteria for selecting the studied datasets; and (2) the design of the case study that we perform in order to address our four research questions. Figure 3 provides an overview of the design of our case study.

4.1 Studied Datasets

In selecting the studied datasets, we identify three important criteria that need to be satisfied:

Criterion 1—Publicly-available defect datasets. Prior work raises concerns about the replicability of software engineering studies [72]. In order to foster future replication of our work, we focus on publicly-available defect datasets.

Criterion 2—Datasets with correlated metrics that have a strong relationship with defect-proneness. Correlated metrics that have a weak relationship with defect-proneness may not be as important as metrics that have a strong relationship with defect-proneness. To ensure that the studied metrics are of importance to practitioners when interpreting defect models, we only focus on the correlated metrics that share a strong relationship with defect-proneness.

Criterion 3—Datasets where we can accurately derive interpretations. Analysts would only consider models that fit the data well (i.e., $\text{AUC} > 0.7$) and stable models (i.e., $\text{EPV} > 10$) [85]. Hence, we only focus on datasets that produce such accurate and stable models.

To satisfy criterion 1, similar to prior work [83], we begin our study using a collection of the 101 publicly-available defect datasets that are collected from 5 different corpora, i.e., 76 datasets from the Tera-PROMISE Repository, 12 clean NASA datasets as provided by Shepperd et al. [76], 5 datasets as provided by Kim et al. [45, 92], 5 datasets as provided by D’Ambros et al. [18, 19], and 3 datasets as provided by Zimmermann et al. [95]. To satisfy criterion 2, we exclude 28 datasets where their correlated metrics do not share a strong relationship with defect-proneness. To satisfy criterion 3, we exclude 64 datasets with an EPV value below 10 and 4 datasets on which models that are constructed produce an AUC value below 0.7. Hence, we focus on 15 datasets of systems that span across proprietary and open-source systems. Table 3 shows a statistical summary of the studied datasets.

4.2 Remove Correlated Metrics

To investigate the impact of correlated metrics on the performance and interpretation of defect models and address our four research questions, we start by removing highly-correlated metrics in order to produce mitigated datasets, i.e., datasets where correlated metrics are removed. To do so, we apply variable clustering analysis (VarClus) and variable influence factor analysis (VIF) (see Section 2.1). We use the Spearman correlation ($\rho$) threshold of 0.7 to identify correlated metrics. We use a VIF threshold of 5 to identify inter-correlated metrics. We use the implementation of the variable clustering analysis as provided by the varclus function of the Hmisc R package [34]. We use the implementation of the VIF analysis as provided by the vif function of the rms R package [36].

4.3 Construct Defect Models

To examine the impact of correlated metrics on the performance and interpretation of defect models, we construct our models using the non-mitigated datasets (i.e., datasets where correlated metrics are not removed) and mitigated datasets (i.e., datasets where correlated metrics are removed). To construct defect models, we perform the following steps:

(CM1) Generate bootstrap samples. To ensure that our conclusions are statistically sound and robust, we use the out-of-sample bootstrap validation technique, which leverages aspects of statistical inference [22, 26, 35, 85]. We first generate bootstrap sample of sizes $N$ with replacement from the mitigated and non-mitigated datasets. The generated sample is also of size $N$. We construct models using the bootstrap samples, while we measure the performance of the models using the samples that do not appear in the bootstrap samples. On average, 36.8% of the original dataset will not appear in the bootstrap samples, since the samples are drawn with replacement [22]. We repeat the out-of-sample bootstrap process for 100 times and report their average performance.

(CM2) Construct defect models. For each bootstrap sample, we construct logistic regression and random forest
models. We use the implementation of logistic regression as provided by the glm function of the stats R package[86] and the lrm function of the rms R package[36]. We use the implementation of random forest as provided by the randomForest function of the randomForest R package[12].

### 4.4 Analyze the Model Interpretation

To address RQ1, RQ2, and RQ3, we analyze the importance ranking of metrics of the models that are constructed using non-mitigated datasets and mitigated datasets. The analysis of model interpretation is made up of 2 steps.

**(M11) Compute the importance score of metrics.** We investigate the impact of correlated metrics on the interpretation of defect models using different model interpretation techniques. Thus, we apply the 9 studied model interpretation techniques, i.e., Type-I, Type-II (Wald, LR, F, Chisq), scaled and non-scaled Gini Importance, and scaled and non-scaled Permutation Importance. The technical description and implementation details of the studied model interpretation techniques are provided in Section 2.3 and Table 1.

**(M12) Identify the highest ranked metric.** To statistically identify the highest ranked metric, we apply the improved Scott-Knott Effect Size Difference (ESD) test (v2.0) [82]. The Scott-Knott ESD test is a mean comparison approach that leverages a hierarchical clustering to partition a set of treatment means (i.e., means of importance scores) into statistically distinct groups with statistically non-negligible difference. The Scott-Knott ESD test ranks each metric at only a single rank, however several metrics may appear within one rank. Finally, we identify the highest ranked metric for the non-mitigated and mitigated models. Thus, each metric has a rank for each model interpretation technique and for each of the mitigated and non-mitigated models. We use the implementation of Scott-Knott ESD test as provided by the sk_esd function of ScottKnottESD R package [82].

### 4.5 Analyze the Model Performance

To address RQ4, we analyze the performance of the models that are constructed using non-mitigated datasets and mitigated datasets.

First, we use the Area Under the receiver operator characteristic Curve (AUC) to measure the discriminatory power of our models, as suggested by recent research [28, 52, 69]. The AUC is a threshold-independent performance measure that evaluates the ability of classifiers in discriminating between defective and clean modules. The values of AUC range between 0 (worst performance), 0.5 (no better than random guessing), and 1 (best performance) [33].

Second, we use the F-measure, i.e, a threshold-independent measure. F-measure is a harmonic mean (i.e., precision × recall / (precision + recall)) of precision (TP / (TP + FP)) and recall (TP / (TP + FN)). Similar to prior studies [2, 94], we use the default probability value of 0.5 as a threshold value for the confusion matrix, i.e., if a module has a predicted probability above 0.5, it is considered defective; otherwise, the module is considered clean.

Third, we use the Matthews Correlation Coefficient (MCC) measure, i.e, a threshold-independent measure, as suggested by prior studies [53, 75]. MCC is a balanced measure based on true and false positives and negatives that is computed using the following equation:

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP+FP)(TP+FN)(TN+FP)(TN+FN)}}
\]

### 5 Case Study Results

In this section, we present the results of our case study with respect to our four research questions.

**(RQ1) How do correlated metrics impact the interpretation of defect models?**

**Motivation.** Prior work raises concerns that metrics are often correlated [29, 39, 50, 51, 84, 93]. For example, Landman et al. [50, 51], Herráiz et al. [39], and Gil et al. [29] point out that code complexity is often correlated with lines of code. Unfortunately, a literature survey of Shibah [77] shows that as much as 63% of prior defect studies do not mitigate (e.g., remove) correlated metrics prior to constructing defect models. Yet, little is known about the impact of correlated metrics on the interpretation of defect models.

**Approach.** To address RQ1, we analyze the difference of the produced importance rankings when including a metric that is correlated with the highest ranked metric in a model. To do so, we start from mitigated datasets (see Section 4.2). We first identify the highest ranked metric for each of the 9 studied interpretation techniques. We use VarClus to select only one of the metrics that is correlated with the highest ranked metric in order to generate non-mitigated datasets. We then append the correlated metric to the first position of the specification of the mitigated models. Thus, the specification for the mitigated models is \( y \sim m_{\text{high}} + \ldots \), while the specification for the non-mitigated models is \( y \sim m + m_{\text{high}} + \ldots \), where \( m \) is the metric that is correlated with the highest ranked metric (\( m_{\text{high}} \)). For each of the mitigated and non-mitigated datasets, we construct defect models (see Section 4.3) and apply the 9 studied model interpretation techniques (see Section 4.4). For each interpretation technique, we analyze the difference in the ranks of the highest ranked metric of the models that are constructed using the mitigated and non-mitigated datasets. For example, if a metric \( m_{\text{high}} \) appears in the top rank in both of the mitigated and non-mitigated models, then the metric would have a rank difference of 0. However, if \( m_{\text{high}} \) appears in the third rank in the non-mitigated model, then the rank difference of \( m_{\text{high}} \) would be 2. Finally, we compute the percentage of the studied datasets for each difference in the ranks between the highest ranked metric of the models that are constructed using the mitigated and non-mitigated datasets.

**Results.** Figure 4 shows the rank difference of the highest ranked metric of the models that are constructed using the mitigated and non-mitigated datasets for each of the studied interpretation techniques.

**ANOVA Type-I is the most sensitive technique to correlated metrics.** We expect that the highest ranked metric in the mitigated model will remain as the highest ranked metric in the non-mitigated model. Unfortunately, Figure 4 shows that this expectation does not hold true in any of the studied datasets for ANOVA Type-I. We suspect that the
Figure 4: The percentage of the studied datasets for each difference in the ranks between the highest ranked metric of the models that are constructed using the mitigated and non-mitigated datasets. The light blue bars represent the consistent rank of the highest ranked metric between mitigated and non-mitigated models, while the red bars represent the inconsistent rank of the highest ranked metric between mitigated and non-mitigated models.

On the other hand, correlated metrics tend to have a lower impact on the interpretation of Type-II, Gini Importance, and Permutation Importance. Fortunately, we find that the highest ranked metric in the mitigated model will remain as the highest ranked metric in the non-mitigated model for 70%, 67%, 67%, 75%, 92%, and 60% of the studied datasets for ANOVA Type-II (Wald), Type-II (LR), Type-II (F), Type-II (Chisq), Gini Importance, and scaled and non-scaled Permutation Importance, respectively. The impact of correlated metrics on the interpretation of Type-II has to do with the hierarchical nature of the calculation of Sum Squares, i.e., the importance score of the metric is evaluated after all of the other metrics have been accounted for. Moreover, the impact of correlated metrics on the interpretation of the Gini Importance and Permutation Importance has to do with the random process for constructing multiple trees and the calculation of importance scores for a random forest model. First, the random process of random forest may generate some trees that are constructed using correlated metrics. Second, the average importance scores from multiple trees are diluted due to the trees that are constructed using correlated metrics. Although Figure 4 shows that Gini Importance and Permutation Importance have a lower impact than Type-I when including only one correlated metric in the model, our motivating analysis (see Section 3.2) suggests that the ranking produced by Gini Importance and Permutation Importance will be substantially impacted due to the drastic decrease of the importance scores when including a higher number of correlated metrics.

Irrespective of the built-in interpretation techniques for logistic regression and random forest, correlated metrics introduce inconsistency to the ranking of the highest ranked metric, highlighting the risks of not mitigating correlated metrics before constructing models.

(RQ2) After removing all correlated metrics, how consistent is the interpretation of defect models among different model specifications?

Motivation. Our motivating analysis (Section 3.3) and the results of RQ1 confirm that the ranking of the highest ranked metric substantially changes when the ordering of correlated metrics in a model specification is rearranged, suggesting that correlated metrics must be removed. However, after removing correlated metrics, little is known if the interpretation of defect models would become consistent when rearranging the ordering of metrics.

Approach. To address RQ2, we analyze the ranking of the highest ranked metric of the models that are constructed
Using different ordering of metrics from mitigated datasets. To do so, we start from mitigated datasets that are produced by Section 4.2. For each of the datasets, we construct defect models (see Section 4.3) and apply the 9 studied model interpretation techniques (see Section 4.4) in order to identify the highest ranked metric according to each technique. Then, we regenerate the models where the ordering of metrics is rearranged—the highest ranked metric is at each position from the first to the last for each dataset. Finally, we compute the percentage of datasets where the ranks of the highest ranked metric are inconsistent among the rearranged datasets.

**Results.** After removing correlated metrics, the highest ranked metric according to Type-II, Gini Importance, and Permutation Importance are consistent. However, the highest ranked metric according to Type-I is still inconsistent regardless of the ordering of metrics. We find that Type-II, Gini Importance, and Permutation Importance produce a stable ranking of the highest ranked metric for all of the studied datasets regardless of the ordering of metrics.

On the other hand, ANOVA Type-I is the only technique that produces an inconsistent ranking of the highest ranked metric. We find that, for 73% of the studied datasets, ANOVA Type-I produces an inconsistent ranking of the highest ranked metric when the ordering of metrics is rearranged. We expect that the consistency of the ranking of the highest ranked metric can be improved by increasing the strictness of the correlation threshold of the variable clustering analysis (VarClus). Thus, we repeat the analysis using stricter thresholds of the variable clustering analysis (VarClus). We use $|\rho|$ thresholds of 0.5, and 0.6. Unfortunately, even if we increase the strictness of the correlation threshold, Type-I produces the inconsistent ranking of the highest ranked metric for 53% and 47% of the studied datasets, for the threshold of 0.5 and 0.6, respectively.

The inconsistent ranking of the highest ranked metric according to Type-I has to do with the sequential nature of the calculation of the Sum of Squares (see Section 2.3). In other words, Type-I attributes the importance scores as much as it can to the first metric before attributing the scores to the second metric in the model specification. Thus, Type-I is sensitive to the ordering of metrics.

**(RQ3) After removing all correlated metrics, how consistent is the interpretation of defect models among the studied interpretation techniques?**

**Motivation.** The findings of prior work often rely heavily on one model interpretation technique [30, 41, 61, 62, 80, 84]. Therefore, the findings of prior work may pose a threat to construct validity, i.e., the findings may not hold true if one uses another interpretation technique. Thus, we set out to investigate if the highest ranked metric is consistent among interpretation techniques after removing correlated metrics.

**Approach.** To address RQ3, we start from mitigated datasets that are produced by Section 4.2 and non-mitigated datasets (i.e., the original datasets). We compare the two rankings that are produced from mitigated and non-mitigated models using the 9 interpretation techniques for each of the studied datasets. Then, we compute the percentage of datasets where the highest ranked metric is consistent among the studied model interpretation techniques. Finally, we present the results using a heatmap (as shown in Figure 5) where each cell indicates the percentage of datasets where the highest ranked metric is consistent between the two studied model interpretation techniques.
in the top-3 ranked metrics is consistent between the two studied model interpretation techniques.

**Results.** Before removing all correlated metrics, we find that the studied model interpretation techniques do not tend to produce the same highest ranked metric. According to the lower-left side of the matrix of the Figure 5a, we find that, before removing correlated metrics, the highest ranked metric of Type-II (Chisq) of logistic regression and Gini Importance of random forest is inconsistent for all of the studied datasets. On the other hand, among the variants of the Type-II techniques, the highest ranked metric is consistent for 27%-40% of the studied datasets.

After removing all correlated metrics, we find that at least one metric in the top-3 ranked metrics of the studied model interpretation techniques is consistent for 87%-100% of the studied datasets. According to the upper-right side of the matrix of the Figure 5b, we find that, after removing correlated metrics, the highest ranked metric of Type-II (Chisq) and Gini Importance is improved from 0% to 47% of the studied datasets. Moreover, among the variants of the Type-II techniques, the consistency of the highest ranked metric is improved from 27%-40% to 87%-100% of the studied datasets. Most importantly, Figure 5c shows that at least one metric in the top-3 ranked metrics for all of the studied model interpretation techniques is consistent for 87%-100% of the studied datasets. This finding highlights the benefits of removing correlated metrics on the interpretation of defect models—the conclusions of studies that rely on one interpretation technique may not pose a threat after mitigating (e.g., removing) correlated metrics.

(RQ4) Does removing all correlated metrics impact the performance and stability of defect models?

**Motivation.** The results of RQ1 show that correlated metrics have a negative impact on the interpretation of defect prediction models, while the results of RQ2 and RQ3 show the benefits of removing correlated metrics on the interpretation of defect models. Thus, removing correlated metrics is highly recommended. However, removing correlated metrics may pose a risk to the performance and stability of defect models. Yet, little is known if removing such correlated metrics decreases the performance and stability of defect models.

**Approach.** To address RQ4, we analyze (1) the AUC, F-measure, and MCC performance difference, and (2) the stability ratio (i.e., a standard deviation of the performance estimates that are produced by the 100 iterations of the out-of-sample bootstrap) of models that are constructed using non-mitigated and mitigated datasets. We then measure the Cliff’s $\delta$ effect size of the magnitude of the difference between (1) the performance, and (2) the stability ratio of the non-mitigated and mitigated models.

**Results.** Removing all correlated metrics decreases the AUC, F-measure, and MCC performance of defect models by less than 5 percentage points. Figure 6 shows that the distributions of the performance difference of the models that are constructed using non-mitigated and mitigated datasets are centered at zero. In addition, our Cliff’s $\delta$ effect size test confirms that the differences between the models that are constructed using mitigated and non-mitigated datasets are negligible to small for the AUC, F-measure, and MCC measures.

Removing all correlated metrics negligibly impacts the stability of the performance of defect models. Figure 7 shows that the distributions of the stability ratio of the models that are constructed using non-mitigated and mitigated datasets are centered at one (i.e., there is little difference in model stability after removing all correlated metrics). Moreover, our Cliff’s $\delta$ effect size test confirms that the difference of the stability ratio between the models that are constructed using mitigated and non-mitigated datasets is negligible.

The negligible to small difference of the performance and stability of models after removing correlated metrics has to do with (1) the strong correlation among the correlated metrics, and (2) the same magnitude of the relationship between each of the correlated metrics and defect-proneness. Thus, the finding confirms our suggestion in Section 3.1 that selecting one of the correlated metrics as a representative metric for each cluster of correlated metrics while removing the other correlated metrics negligibly impacts the perfor-
mance and stability of defect models. This finding suggests that the benefits of removing all correlated metrics outweigh the costs—the performance and stability of defect models do not drop drastically when removing correlated metrics.

Removing all correlated metrics decreases the AUC, F-measure, and MCC performance of defect models by less than 5 percentage points (with a negligible to small effect size), and negligibly impacts the stability of the performance of defect models.

6 Practical Guidelines

In this section, we offer practical guidelines for future studies:

(1) Researchers must mitigate (e.g., remove) correlated metrics prior to constructing a defect model, since RQ1 shows that (1) correlated metrics impact the ranking of metrics according to the studied model interpretation techniques. On the other hand, the results of RQ2, RQ3, and RQ4 show that removing all correlated metrics (2) improves the consistency of the highest ranked metric regardless of the ordering of metrics; (3) improves the consistency of the highest ranked metric among to the studied interpretation techniques; and (4) does not substantially decrease the AUC, F-measure, MCC performance, and stability of defect models, suggesting that the benefits of removing all correlated metrics outweigh the cost.

(2) Researchers must avoid using ANOVA Type-I even if all correlated metrics are removed, since RQ2 shows that Type-I produces an inconsistent ranking of the highest ranked metric when the orders of metrics are rearranged, indicating that Type-I is sensitive to the ordering of metrics even when removing all correlated metrics.

7 Threats to Validity

We now discuss threats to the validity of our study.

7.1 Construct Validity

In this work, we only construct regression models in an additive fashion \( y \sim m_1 + \ldots + m_n \), since metric interactions (i.e., the relationship between each of the two interacting metrics depends on the value of the other metric) (1) are rarely explored in software engineering; (2) must be statistically insignificant (e.g., absence) for ANOVA Type-II test [16, 24]; and (3) are not compatible with random forest [10] which is one of the most commonly-used analytical learners in software engineering. On the other hand, the importance score of the metric produced by ANOVA Type-III is evaluated after all of the other metrics and all interactions of the metric under examination have been accounted for. Thus, if interactions are significantly present, one should use ANOVA Type-III and avoid using ANOVA Type-II. Due to the same way in which the importance of metrics for ANOVA Type-II and Type-III are calculated in a hierarchical nature (see Section 2.3) for an additive model, we would like to note that the results of ANOVA Type-II and Type-III are the same for such additive models.

Plenty of prior work show that the parameters of classification techniques have an impact on the performance of defect models [27, 48, 58, 59, 83]. While we use a default trees of 100 for random forest models, recent studies [40, 83, 91] show that the parameters of random forest are insensitive to the performance of defect models. Thus, the parameters of random forest models do not pose a threat to validity of our study.

7.2 Internal Validity

We studied a limited number of model interpretation techniques. Thus, our results may not generalize to other model interpretation techniques. Nonetheless, other model interpretation techniques can be explored in future work. We provide a detailed methodology for others who would like to re-examine our findings using unexplored model interpretation techniques.

7.3 External Validity

The analyzed datasets are part of several corpora (e.g., NASA and PROMISE) of systems that span both proprietary and open source domains. However, we studied a limited number of defect datasets. Thus, the results may not generalize to other datasets and domains. Nonetheless, additional replication studies are needed.

The conclusions of our case study rely on one defect prediction scenario (i.e., within-project defect models). However, there are a variety of defect prediction scenarios in the literature (e.g., cross-project defect prediction [15, 94], just-in-time defect prediction [42], heterogenous defect prediction [67]). Therefore, the practical guidelines may differ for other scenarios. Thus, future research should revisit our study in other scenarios of defect models.

8 Conclusions

In this paper, we set out to investigate (1) the impact of correlated metrics on the interpretation of defect models; (2) the benefits of removing correlated metrics on the interpretation of defect models; and (3) the costs of removing correlated metrics on the performance and stability of defect models. Through a case study of 15 publicly-available defect datasets of systems that span both proprietary and open source domains, we conclude that (1) correlated metrics impact the ranking of metrics according to the 9 studied built-in interpretation techniques for logistic regression and random forest. On the other hand, we find that removing all correlated metrics (2) improves the consistency of the produced rankings regardless of the ordering of metrics (except for ANOVA Type-I); (3) improves the consistency of the highest ranked metric among to the studied interpretation techniques; and (4) negligibly impacts the AUC, F-measure, MCC performance, and stability of defect models, suggesting that the benefits of removing correlated metrics outweigh the costs.

Based on our findings, we make the following suggestions for researchers and practitioners:

1) Researchers must mitigate (e.g., remove) correlated metrics prior to constructing a defect model.
2) Researchers must avoid using ANOVA Type-I even if all correlated metrics are removed.

Finally, we would like to emphasize that the goal of this work is not to claim the generalization of our results for every dataset and every analytical model in software engineering. Instead, the key message of our study is to shed light that, for some of the most widely used defect datasets in our field, removing correlated metrics produces more accurate and reliable interpretation of defect models, while leading to a negligible to small impact in the performance and stability of the models. Hence, we recommend that researchers mitigate correlated metrics prior to constructing analytical models, and avoid using ANOVA Type-I (one of the most commonly-used interpretation techniques in software engineering today). Due to the variety of the built-in interpretation techniques and their settings, our paper highlights the essential need for future research to report the exact specification of their models and settings of the used interpretation techniques.

REFERENCES

[1] F. Akiyama, “An example of software system debugging,” in IFIP Congress, vol. 71, 1971, pp. 353–359.
[2] E. Arisholm, L. C. Briand, and E. B. Johannessen, “A Systematic and Comprehensive Investigation of Methods to Build and Evaluate Fault Prediction Models,” Journal of Systems and Software, vol. 83, no. 1, pp. 2–17, 2010.
[3] J. G. Barnett, C. K. Gathuru, L. S. Soldano, and S. McIntosh, “The Relationship between Commit Message Detail and Defect Proneness in Java Projects on GitHub,” in Proceedings of the International Conference on Mining Software Repositories (MSR), 2016, pp. 496–499.
[4] V. R. Basili, L. C. Briand, and W. L. Melo, “A validation of object-oriented design metrics as quality indicators,” Transactions on Software Engineering (TSE), vol. 22, no. 10, pp. 751–761, 1996.
[5] N. Bettenburg and A. E. Hassan, “Studying the Impact of Social Structures on Software Quality,” in Proceedings of the International Conference on Program Comprehension (ICPC), 2010, pp. 124–133.
[6] C. Bird, A. Bachmann, E. Aune, J. Duffys, A. Bernstein, V. Filkov, and P. Devanbu, “Fair and Balanced?: Bias in Bug-fix Datasets,” in Proceedings of the European Software Engineering Conference and the Symposium on the Foundations of Software Engineering (ESEC/FSE), 2009, pp. 121–130.
[7] C. Bird, B. Murphy, and H. Gall, “Don’t Touch My Code! Examining the Effects of Ownership on Software Quality,” in Proceedings of the European Conference on Foundations of Software Engineering (ESEC/FSE), 2011, pp. 4–14.
[8] C. Bird, N. Nagappan, P. Devanbu, H. Gall, and B. Murphy, “Does distributed development affect software quality?: An empirical case study of windows vista,” Communications of the ACM, vol. 52, no. 8, pp. 85–93, 2009.
[9] D. Bowes, T. Hall, M. Harman, Y. Jia, F. Sarro, and F. Wu, “Mutation-Aware Fault Prediction,” in Proceedings of the International Symposium on Software Testing and Analysis (ISSTA), 2016, pp. 330–341.
[10] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–32, 2001.
[11] ——, “Manual on setting up, using, and understanding random forests v3.1,” Statistics Department University of California Berkeley, CA, USA, vol. 1, 2002.
[12] L. Breiman, A. Cutler, A. Liaw, and M. Wiener, “randomforest : Breiman and cutler’s random forests for classification and regression. r package version 4.6-12.” Software available at URL: https://cran.r-project.org/web/packages/randomForest, 2006.
[13] L. C. Briand, W. L. Melo, and J. Wüst, “Assessing the applicability of fault-proneness models across object-oriented software projects,” Transactions on Software Engineering (TSE), vol. 28, no. 7, pp. 706–720, 2002.
[14] L. C. Briand, J. Wüst, J. W. Daly, and D. V. Porter, “Exploring the relationships between design measures and software quality in object-oriented systems,” Journal of Systems and Software, vol. 51, no. 3, pp. 245–273, 2000.
[15] G. Canfora, A. De Lucia, M. Di Penta, R. Oliveto, A. Panichella, and S. Panichella, “Multi-objective cross-project defect prediction,” in Proceedings of the International Conference on Software Testing, Verification and Validation (ICST), 2013, pp. 252–261.
[16] J. M. Chambers, “Statistical models in s. wadsworth,” Pacific Grove, California, 1992.
[17] S. R. Chidamber and C. F. Kemerer, “A metrics suite for object oriented design,” Transactions on Software Engineering (TSE), vol. 20, no. 6, pp. 476–493, 1994.
[18] M. D’Ambros, M. Lanza, and R. Robbes, “An extensive comparison of bug prediction approaches,” in Proceedings of the International Conference on Mining Software Repositories (MSR), 2010, pp. 31–41.
[19] ——, “Evaluating Defect Prediction Approaches: A Benchmark and an Extensive Comparison,” Empirical Software Engineering (EMSE), vol. 17, no. 4-5, pp. 531–577, 2012.
[20] P. Devanbu, T. Zimmermann, and C. Bird, “Belief & evidence in empirical software engineering,” in Proceedings of the International Conference on Software Engineering (ICSE), 2016, pp. 108–119.
[21] M. Di Penta, L. Cerulo, Y.-G. Guéhéneuc, and G. Antoniol, “An empirical study of the relationships between design pattern roles and class change proneness,” in Proceedings on the International Conference on Software Maintenance (ICSM), 2008, pp. 217–226.
[22] B. Efron and R. J. Tibshirani, An Introduction to the Bootstrap. Boston, MA: Springer US, 1993.
[23] R. Fisher, “Intraclass correlations and the analysis of variance,” Statistical Methods for Research Workers, pp. 187–210, 1925.
[24] J. Fox, Applied regression analysis and generalized linear models. Sage Publications, 2015.
[25] J. Fox and G. Monette, “Generalized Collinearity Diagnostics,” Journal of the American Statistical Association (JASA), vol. 87, no. 417, pp. 178–183, 1992.
[26] J. Friedman, T. Hastie, and R. Tibshirani, The Elements of Statistical Learning. Springer series in statistics, 2001, vol. 1.
[27] W. Fu, T. Menzies, and X. Shen, “Tuning for Software
Analytics: Is it really necessary?" Information and Software Technology (IST), vol. 76, pp. 135–146, 2016.

[28] B. Ghotra, S. McIntosh, and A. E. Hassan, “Revisiting the impact of classification techniques on the performance of defect prediction models,” in Proceedings of the International Conference on Software Engineering (ICSE), 2015, pp. 789–800.

[29] Y. Gil and G. Lalouche, “On the correlation between size and metric validity,” Empirical Software Engineering, p. In Press, 2017.

[30] G. Gousios, M. Pinzger, and A. v. Deursen, “An Exploratory Study of the Pull-based Software Development Model,” in Proceedings of the International Conference on Software Engineering (ICSE), 2014, pp. 345–355.

[31] L. Guo, Y. Ma, B. Cukic, and H. Singh, “Robust prediction of fault-proneness by random forests,” in Proceedings of the International Symposium on Software Reliability Engineering (ISSRE), 2004, pp. 417–428.

[32] T. Hall, S. Beecham, D. Bowes, D. Gray, and S. Counsell, “A systematic literature review on fault prediction performance in software engineering,” Transactions on Software Engineering (TSE), vol. 38, no. 6, pp. 1276–1304, 2012.

[33] J. a. Hanley and B. J. McNeil, “The meaning and use of the area under a receiver operating characteristic (ROC) curve.” Radiology, vol. 143, no. 4, pp. 29–36, 1982.

[34] F. E. Harrell Jr, “Hmisc: Harrell miscellaneous. r package version 5.1-1.” 2017.

[35] ——, Regression Modeling Strategies : With Applications to Linear Models, Logistic and Ordinal Regression, and Survival Analysis. Springer, 2015.

[36] ——, “rms: Regression modeling strategies. r package version 5.1-1.” 2017.

[37] W. Harrison, “An Entropy-Based Measure of Software Complexity,” Transactions on Software Engineering (TSE), vol. 18, no. 11, pp. 1025–1029, 1992.

[38] A. E. Hassan, “Predicting Faults using the Complexity of Code Changes,” in Proceedings of the International Conference on Software Engineering (ICSE), 2009, pp. 78–88.

[39] I. Herraiz, D. M. German, and A. E. Hassan, “On the distribution of source code file sizes.” in Proceedings of the International Conference on Software Technologies (ICSOFT), 2011, pp. 5–14.

[40] Y. Jiang, B. Cukic, and T. Menzies, “Can Data Transformation Help in the Detection of Fault-prone Modules?” in Proceedings of the International Workshop on Defects in Large Software Systems (DEFECTS), 2008, pp. 16–20.

[41] S. Kabinna, W. Shang, C.-P. Bezemer, and A. E. Hassan, “Examining the stability of logging statements,” in Proceedings of the International Conference on Software Analysis, Evolution, and Reengineering (SANER), 2016, pp. 326–337.

[42] Y. Kamei, E. Shihab, B. Adams, A. E. Hassan, A. Mockus, A. Sinha, and N. Ubayashi, “A Large-Scale Empirical Study of Just-In-Time Quality Assurance,” Transactions on Software Engineering (TSE), vol. 39, no. 6, pp. 757–773, 2013.

[43] F. Khomh, M. Di Penta, and Y.-G. Guéhéneuc, “An Exploratory Study of the Impact of Code Smells on Software Change-proneness,” in Proceedings of the Working Conference on Reverse Engineering (WCRE), 2009, pp. 75–84.

[44] F. Khomh, M. Di Penta, Y.-G. Guéhéneuc, and G. Antoniol, “An exploratory study of the impact of antipatterns on class change-and fault-proneness,” Empirical Software Engineering, vol. 17, no. 3, pp. 243–275, 2012.

[45] S. Kim, H. Zhang, R. Wu, and L. Gong, “Dealing with noise in defect prediction,” in Proceedings of the International Conference on Software Engineering (ICSE), 2011, pp. 481–490.

[46] S. Kim, T. Zimmermann, E. J. Whitehead Jr, and A. Zeller, “Predicting faults from cached history,” in Proceedings of the International Conference on Software Engineering (ICSE), 2007, pp. 489–498.

[47] S. Kirbas, B. Caglayan, T. Hall, S. Counsell, D. Bowes, A. Sen, and A. Bener, “The relationship between evolutionary coupling and defects in large industrial software,” Journal of Software: Evolution and Process, vol. 29, no. 4, 2017.

[48] A. G. Koru and H. Liu, “An Investigation of the Effect of Module Size on Defect Prediction Using Static Measures,” Software Engineering Notes (SEN), vol. 30, pp. 1–5, 2005.

[49] H. C. Kraemer, G. A. Morgan, N. L. Leech, J. A. Gliner, J. J. Vaske, and R. J. Harmon, “Measures of Clinical Significance,” Journal of the American Academy of Child & Adolescent Psychiatry (JAAACAP), vol. 42, no. 12, pp. 1524–1529, 2003.

[50] D. Landman, A. Serebrenik, E. Bouwers, and J. J. Vinju, “Empirical analysis of the relationship between cc and sloc in a large corpus of java methods and c functions,” Journal of Software: Evolution and Process (JSEP), vol. 28, no. 7, pp. 589–618, 2016.

[51] D. Landman, A. Serebrenik, and J. Vinju, “Empirical analysis of the relationship between cc and sloc in a large corpus of java methods,” in Proceedings of the International Conference on Software Maintenance and Evolution (ICSM), 2014, pp. 221–230.

[52] S. Lessmann, B. Baesens, C. Mues, and S. Pietsch, “Benchmarking classification models for software defect prediction: A proposed framework and novel findings,” Transactions on Software Engineering (TSE), vol. 34, no. 4, pp. 485–496, 2008.

[53] B. W. Matthews, “Comparison of the predicted and observed secondary structure of t4 phage lysozyme,” Biochimica et Biophysica Acta (BBA)-Protein Structure, vol. 405, no. 2, pp. 442–451, 1975.

[54] T. J. McCabe, “A Complexity Measure,” Transactions on Software Engineering (TSE), no. 4, pp. 308–320, 1976.

[55] S. McIntosh and Y. Kamei, “Are fix-inducing changes a moving target? a longitudinal case study of just-in-time defect prediction,” Transactions on Software Engineering (TSE), 2017.

[56] S. McIntosh, Y. Kamei, B. Adams, and A. E. Hassan, “The Impact of Code Review Coverage and Code Review Participation on Software Quality,” in Proceedings of the International Conference on Mining Software Repositories (MSR), 2014, pp. 192–201.

[57] ——, “An Empirical Study of the Impact of Modern Code Review Practices on Software Quality,” Empirical
Software Engineering (EMSE), vol. 21, no. 5, pp. 2146–2189, 2016.

[58] T. Mende, “Replication of Defect Prediction Studies: Problems, Pitfalls and Recommendations,” in Proceedings of the International Conference on Predictive Models in Software Engineering (PROMISE), 2010, pp. 1–10.

[59] T. Mende and R. Koschke, “Revisiting the Evaluation of Defect Prediction Models,” Proceedings of the International Conference on Predictive Models in Software Engineering (PROMISE), pp. 7–16, 2009.

[60] A. Meneely, L. Williams, W. Snipes, and J. Osborne, “Predicting failures with developer networks and social network analysis,” in Proceedings of the International Symposium on Foundations of Software Engineering (FSE). ACM, 2008, pp. 13–23.

[61] A. T. Misirli, E. Shihab, and Y. Kamei, “Studying High Impact Fix-Inducing Changes,” Empirical Software Engineering (EMSE), vol. 21, no. 2, pp. 605–641, 2016.

[62] R. Morales, S. McIntosh, and F. Khomh, “Do Code Review Practices Impact Design Quality? : A Case Study of the Qt, VTK, and ITK Projects,” in Proceedings of the International Conference on Software Analysis, Evolution and Reengineering (SANER), 2015, pp. 171–180.

[63] R. Moser, W. Pedrycz, and G. Succi, “A Comparative Analysis of the Efficiency of Change Metrics and Static Code Attributes for Defect Prediction,” in Proceedings of the International Conference on Software Engineering (ICSE), 2008, pp. 181–190.

[64] N. Nagappan and T. Ball, “Use of Relative Code Churn Measures to Predict System Defect Density,” Proceedings of the International Conference on Software Engineering (ICSE), pp. 284–292, 2005.

[65] N. Nagappan, T. Ball, and A. Zeller, “Mining metrics to predict component failures,” in Proceedings of the International Conference on Software Engineering (ICSE), 2006, pp. 452–461.

[66] N. Nagappan, A. Zeller, T. Zimmermann, K. Herzig, and B. Murphy, “Change bursts as defect predictors,” in Proceedings of the International Symposium on Software Reliability Engineering (ISSRE), 2010, pp. 309–318.

[67] J. Nam, W. Fu, S. Kim, T. Menzies, and L. Tan, “Heterogeneous defect prediction,” Transactions on Software Engineering (TSE), p. In Press, 2017.

[68] F. Rahman and P. Devanbu, “Ownership, experience and defects: a fine-grained study of authorship,” in Proceedings of the International Conference on Software Engineering (ICSE), 2011, pp. 491–500.

[69] ———. “How, and why, process metrics are better,” in Proceedings of the International Conference on Software Engineering (ICSE), 2013, pp. 432–441.

[70] G. K. Rajbahadur, S. Wang, Y. Kamei, and A. E. Hassan, “The impact of using regression models to build defect classifiers,” in Proceedings of the International Conference on Mining Software Repositories (MSR), 2017, pp. 135–145.

[71] B. Ray, D. Posnett, V. Filkov, and P. Devanbu, “A large scale study of programming languages and code quality in github,” in Proceedings of the International Symposium on Foundations of Software Engineering (FSE), 2014, pp. 155–165.

[72] G. Robles, “Replicating mrs: A study of the potential replicability of papers published in the mining software repositories proceedings,” in Proceedings of the International Conference on Mining Software Repositories (MSR), 2010, pp. 171–180.

[73] J. Romano, J. D. Kromrey, J. Coraggio, and J. Skowronek, “Appropriate statistics for ordinal level data: Should we really be using t-test and Cohen’s d for evaluating group differences on the NSSE and other surveys,” in Annual Meeting of the Florida Association of Institutional Research (FAIR), 2006, pp. 1–33.

[74] W. Sarle, “The varclus procedure. sas/stat user’s guide. sas institute,” Inc., Cary, NC, USA, 1990.

[75] M. Shepperd, D. Bowes, and T. Hall, “Researcher bias: The use of machine learning in software defect prediction,” Transactions on Software Engineering (TSE), vol. 40, no. 6, pp. 603–616, 2014.

[76] M. Shepperd, Q. Song, Z. Sun, and C. Mair, “Data quality: Some comments on the nas software defect datasets,” Transactions on Software Engineering (TSE), vol. 39, no. 9, pp. 1208–1215, 2013.

[77] E. Shihab, “An Exploration of Challenges Limiting Pragmatic Software Defect Prediction,” Ph.D. dissertation, Queen’s University, 2012.

[78] E. Shihab, C. Bird, and T. Zimmermann, “The Effect of Branching Strategies on Software Quality,” in Proceedings of the International Symposium on Empirical Software Engineering and Measurement (ESEM), 2012, pp. 301–310.

[79] E. Shihab, Z. M. Jiang, W. M. Ibrahim, B. Adams, and A. E. Hassan, “Understanding the Impact of Code and Process Metrics on Post-release Defects: A Case Study on the Eclipse Project,” in Proceedings of the International Symposium on Empirical Software Engineering and Measurement (ESEM), 2010, pp. 4–10.

[80] J. Shimagaki, Y. Kamei, S. McIntosh, A. E. Hassan, and N. Ubayashi, “A Study of the Quality-Impacting Practices of Modern Code Review at Sony Mobile,” in Proceedings of the International Conference on Software Engineering (ICSE), 2016, pp. 212–221.

[81] Y. Shin, A. Meneely, L. Williams, and J. A. Osborne, “Evaluating complexity, code churn, and developer activity metrics as indicators of software vulnerabilities,” Transactions on Software Engineering (TSE), vol. 37, no. 6, pp. 772–787, 2011.

[82] C. Tantithamthavorn, “Scotchknotted: The scott-knott effect size difference (ESD) test. r package version 2.0,” Software available at URL: https://cran.r-project.org/web/packages/ScotchKnotESD, 2017.

[83] C. Tantithamthavorn, S. McIntosh, A. E. Hassan, and K. Matsumoto, “Automated parameter optimization of classification techniques for defect prediction models,” in Proceedings of the International Conference on Software Engineering (ICSE), 2016, pp. 321–332.

[84] ———, “Comments on ‘researcher bias: The use of machine learning in software defect prediction’,” Transactions on Software Engineering (TSE), vol. 42, no. 11, pp. 1092–1094, 2016.

[85] ———, “An Empirical Comparison of Model Validation Techniques for Defect Prediction Models,” Transactions on Software Engineering (TSE), vol. 43, no. 1, pp. 1–18, 2017.
[86] R. C. Team and contributors worldwide, “stats : The r
stats package. r package. version 3.4.0,” 2017.
[87] P. Thongtanunam, S. McIntosh, A. E. Hassan, and H. Iida, “Revisiting Code Ownership and its Relationship with Software Quality in the Scope of Modern Code Review,” in Proceedings of the International Conference on Software Engineering (ICSE), 2016, pp. 1039–1050.
[88] ——, “Review Participation in Modern Code Review,” Empirical Software Engineering (ESEM), vol. 22, no. 2, pp. 768–817, 2017.
[89] Y. Tian, M. Nagappan, D. Lo, and A. E. Hassan, “What are the characteristics of high-rated apps? a case study on free android applications,” in Proceedings of the the International Conference on Software Maintenance and Evolution (ICSME), 2015, pp. 301–310.
[90] M. Torchiano, “effsize: Efficient effect size computation. r package version 0.7.1,” 2017.
[91] A. Tosun and A. Bener, “Reducing False Alarms in Software Defect Prediction by Decision Threshold Optimization,” in Proceedings of the International Symposium on Empirical Software Engineering and Measurement (ESEM), 2009, pp. 477–480.
[92] R. Wu, H. Zhang, S. Kim, and S.-C. Cheung, “Relink: Recovering links between bugs and changes,” in Proceedings of the European Software Engineering Conference and the Symposium on the Foundations of Software Engineering (ESEC/FSE), 2011, pp. 15–25.
[93] F. Zhang, A. E. Hassan, S. McIntosh, and Y. Zou, “The Use of Summation to Aggregate Software Metrics Hinders the Performance of Defect Prediction Models,” Transactions on Software Engineering (TSE), vol. 43, no. 5, pp. 476–491, 2017.
[94] T. Zimmermann, N. Nagappan, H. Gall, E. Giger, and B. Murphy, “Cross-project Defect Prediction,” in Proceedings of the European Software Engineering Conference and the Symposium on the Foundations of Software Engineering (ESEC/FSE), 2009, pp. 91–100.
[95] T. Zimmermann, R. Premraj, and A. Zeller, “Predicting defects for eclipse,” in Proceedings of the International Workshop on Predictor Models in Software Engineering (PROMISE), 2007, pp. 9–19.
[96] T. Zimmermann, A. Zeller, P. Weissgerber, and S. Diehl, “Mining version histories to guide software changes,” Transactions on Software Engineering (TSE), vol. 31, no. 6, pp. 429–445, 2005.