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Abstract
We consider the non-trivial Ricci soliton on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$ constructed by Koiso and Cao. It is a Kähler metric invariant by the $U(2)$ action on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$. We study its Yamabe equation and prove it has exactly one $U(2)$–invariant solution up to homothecies.

1 Introduction
Let $(M, g)$ be a closed Riemannian manifold of dimension $n$, $n \geq 3$. Let $\tilde{g} = f^{p-2} \cdot g$, where $p = \frac{2n}{n-2}$, and $f$ is a smooth positive function on $M$. Let $S_g$ and $S_{\tilde{g}}$ be the scalar curvatures of $g$ and $\tilde{g}$ respectively. If one compute $S_{\tilde{g}}$ in terms of $g$ and $f$:

$$S_{\tilde{g}} = f^{1-p} \left( -\frac{4(n-1)}{n-2} \triangle_g f + S_g f \right).$$

Thus $\tilde{g}$ has constant scalar curvature $\lambda$ if and only if $f$ satisfies the {f Yamabe equation}:

$$-a_n \triangle_g f + S_g f = \lambda f^{p-1}$$

where $a_n = \frac{4(n-1)}{n-2}$.

On the space of Riemannian metrics on $M$ consider the Hilbert–Einstein functional $S$:

$$g \mapsto S(g) = \frac{\int_M S_g dV_g}{\text{Vol}(M, g)^{\frac{n-2}{n}}}$$

where $dV_g$ is the volume element of $g$, and $\text{Vol}(M, g) = \int_M dV_g$ is the volume of $M$.

Denote by $[g]$ the conformal class of $g$, $[g] = \{ f^{p-2} \cdot g | f \in C^\infty(M), f > 0 \}$. The volume element of $f^{p-2} \cdot g$ is $dV_{f^{p-2}g} = f^{\frac{n}{p-2}} dV_g = f^p dV_g$. Then, if we restrict the
Hilbert–Einstein functional to a conformal class, we obtain:

\[
S(f^{p-2} \cdot g) = \int_M S_g \, dv_g \\
= \int_M f^{1-p}(-a_n \Delta_g f + S_g f) f^p \, dv_g \\
= \frac{\int_M a_n |\nabla f|^2 + S_g f^2 \, dv_g}{\|f\|^2_p}.
\]

**Definition 1.1** *The Yamabe functional* of a Riemannian manifold \((M, g)\) of dimension \(n \geq 3\) is defined as:

\[
\mathcal{Y}_g(f) = \frac{\int_M a_n |\nabla f|^2 + S_g f^2 \, dv_g}{\|f\|^2_p}.
\]

This functional was first considered by Yamabe in [24].

The Euler-Lagrange equation of \(\mathcal{Y}_g\) is exactly the Yamabe equation, and therefore critical points of \(S|_{[g]}\) are metrics of constant scalar curvature in \([g]\). It is easy to see that \(\mathcal{Y}_g\) is bounded below, then one may define:

**Definition 1.2** *The Yamabe constant* of a conformal class \([g]\) is:

\[
Y(M, [g]) = \inf_{h \in [g]} S(h).
\]

If \(h \in [g]\) satisfies \(S(h) = Y(M, [g])\), i.e., \(h\) realizes the infimum, then \(h\) has constant scalar curvature. These minimizing metrics are called *Yamabe metrics*.

A fundamental theorem of Yamabe-Trudinger-Aubin-Schoen ([24], [22], [1], [21]) asserts that the infimum is always achieved. Then, there exists a constant scalar curvature metric in every conformal class.

If \(Y(M, [g]) \leq 0\), there is exactly one metric in \([g]\) of constant scalar curvature up to homothecies. Also, if \(g\) is Einstein and it is not the round metric on the sphere, M. Obata proved that one also has uniqueness [17]. But in general there are multiple solutions (see for instance [3], [11], [16], [19], [20]). It is an important problem to understand if there are other general situations where uniqueness holds. For this purpose we will focus on Ricci solitons.

**Definition 1.3 (Ricci Soliton)** Let \((M, g)\) be a Riemannian manifold of dimension \(n\) such that

\[
-2\text{Ric}(g) = \mathcal{L}_X g + 2\mu g
\]

holds for some constant \(\mu\) and some complete vector field \(X\) on \(M\). We say \(g\) is a Ricci soliton. Here \(\text{Ric}(g)\) is the Ricci curvature of \(M\) and \(\mathcal{L}_X g\) is the Lie derivative of the metric in the direction of \(X\).
If $\mu$ is negative, zero or positive $g$ is said to be a shrinking, steady, or expanding soliton. If $X \equiv 0$, then $\text{Ric}(g) = -\mu g$, and $g$ is Einstein. Then a Ricci soliton may be regarded as a generalization of an Einstein metric.

If $X = \text{grad}(u)$, equation (1.3) becomes:

$$\text{Ric}(g) + \nabla\nabla u + \mu g = 0$$

In this case $g$ is called gradient Ricci soliton.

For the Yamabe equation one is mostly interested in the compact case. Results of Hamilton [9] and Ivey [12] give that compact steady or expanding gradient Ricci solitons are necessarily Einstein. Perelman showed that any compact Ricci soliton is gradient [18]. Therefore, in the compact case, non-trivial Ricci solitons, that is, Ricci solitons which are not Einstein metrics, are gradient shrinking Ricci solitons.

Since Ricci solitons are natural generalizations of Einstein metrics, in view of Obata’s theorem it seems natural to ask if the Yamabe equation on a closed Ricci soliton only has one solution up to homothecies.

Note that since Ricci curvature is invariant under rescalings of the metric, for $\mu < 0$ we obtain:

$$-2\text{Ric}(\mu g) = -2\text{Ric}(g) = \mathcal{L}_X g + 2\mu g = \mathcal{L}_{\mu X} g + 2\mu g.$$ 

This implies that $\mu g$ is a shrinking Ricci soliton with associated constant $-1$. Then, we may rescale the soliton $g$ so that $\mu$ is $-1$.

There are few examples of non-trivial Ricci solitons. The only known compact non-trivial Ricci solitons are rotationally symmetric Kähler metrics. For real dimension 4 the first one was constructed by Koiso [14], and independently by Cao [4]. It is a non-Einstein shrinking soliton on $\mathbb{C}P^2 \# \overline{\mathbb{C}P^2}$ with symmetry $U(2)$ and positive Ricci curvature. In fact, Cao give a family of homothetically gradient Kähler-Ricci solitons on $\mathbb{C}^n$ which includes the Hamilton soliton in case $n = 1$. The other example in dimension 4 was found by Wang-Zhu [23]. They proved the existence of a gradient Kähler-Ricci soliton on $\mathbb{C}P^2 \# 2\overline{\mathbb{C}P^2}$ with $U(1) \times U(1)$ symmetry.

Compact homogeneous Ricci solitons are Einstein. Thus, next case to study are cohomogeneity one Ricci solitons, studied for instance by Dancer, Hall and Wang [7], [8]. The only known 4—dimensional non-trivial metric of cohomogeneity one is the example, mentioned above, constructed by Koiso and Cao on $\mathbb{C}P^2 \# \overline{\mathbb{C}P^2}$. In this article we will study the Yamabe equation of this metric for $U(2)$—invariant functions.

It is known that on any compact Riemannian manifold $(M, g)$ admitting the action of a compact Lie group $G$, there exists a conformal $G$-invariant metric to $g$ of constant scalar curvature [10]. Hence, in the case of the Koiso-Cao soliton there exists a $U(2)$-invariant solution to the Yamabe problem. The aim is to prove uniqueness:
Theorem 1 There exists a unique $U(2)$-invariant solution to the Yamabe equation on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$ with the Koiso-Cao metric.

This paper is organized as follows. Section 2 is devoted to the description of the Koiso-Cao soliton. We describe the framework for a $U(2)$-invariant metric defined on $S^3 \times (\alpha, \beta)$ to be extended to $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$, as a Kähler-Ricci soliton. We derive an ordinary differential equation and its initial conditions, whose solution determines the Koiso-Cao metric. In Section 3 we discuss the curvature of the Koiso-Cao soliton. We prove that it has positive Ricci curvature, and we show that the scalar curvature is a monotone function in the orbit space. We also present the Yamabe equation associated to the Koiso-Cao metric on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$. Finally, Section 4 contains the proof of the main Theorem 1.
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2 Reviewing the Koiso-Cao Ricci soliton on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$

Koiso and Cao constructed $U(n)$-invariant gradient shrinking Kähler-Ricci solitons on twisted projective line bundles over $\mathbb{CP}^{n-1}$ for $n \geq 2$. Cao’s construction consists in giving conditions of the Kähler potential corresponding to a $U(n)$-invariant Kähler metric defined on $\mathbb{C}^n \setminus \{0\}$ to obtain a compact shrinking Ricci soliton. The Kähler potential is a smooth function defined on $(-\infty, \infty)$ with certain asymptotic conditions at $-\infty$ and $\infty$.

In this section we will review this construction from a different point of view for $n = 2$, which is the Koiso-Cao soliton. This will help us to study the Yamabe equation. For further details see [13].

A $U(2)$-invariant metric $(\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}, g)$ can be described in the following way. The regular orbits of the $U(2)$-action is an open dense subset diffeomorphic to $S^3 \times (\alpha, \beta)$, and $U(2)$ acts on $S^3$. There are two singular orbits diffeomorphic to $S^2$. The invariant metric $g$ on $S^3 \times (\alpha, \beta)$ is written as $g = dt^2 + g_t$, where $g_t$ is a $U(2)$-invariant metric on $S^3$.

Let $f$ and $h$ be positive smooth functions defined on $(\alpha, \beta)$. For each $t \in (\alpha, \beta)$ the $U(2)$-invariant metric $g_t$ is such that the principal $(S^1, f^2(t)g_o)$-bundle with projection $\pi: (S^3, g_t) \rightarrow (S^2, h^2(t)g_o^2)$ is a Riemannian submersion. Here $\pi: S^3 \rightarrow S^2$ is the Hopf fibration, and $g_o$ and $g_o^2$ are the round metrics on $S^1$ and $S^2$, respectively.

The metric $g$ can be extended to a smooth metric $g$ on $\mathbb{CP}^2 \# \overline{\mathbb{CP}^2}$ provided the following
asymptotical conditions hold:

\[ f(\alpha) = f(\beta) = 0, \quad f'(\alpha) = -f'(\beta) = 1, \]
\[ h(\alpha) \neq h(\beta) \neq 0, \quad h'(\alpha) = h'(\beta) = 0, \]
\[ f^{2k}(\alpha) = f^{2k}(\beta) = h^{2k+1}(\alpha) = h^{2k+1}(\beta) = 0. \]  

(2.1)

If we let \( X, Y \) and \( Z \) be \( SU(2) \)-left invariant vector fields on \( S^3 \) given by:

\[
\begin{align*}
X : \begin{pmatrix} v \\ w \end{pmatrix} & \rightarrow \begin{pmatrix} iv \\ -iw \end{pmatrix}, \\
Y : \begin{pmatrix} v \\ w \end{pmatrix} & \rightarrow \begin{pmatrix} w \\ -v \end{pmatrix}, \\
Z : \begin{pmatrix} v \\ w \end{pmatrix} & \rightarrow \begin{pmatrix} iw \\ iv \end{pmatrix}
\end{align*}
\]

and we call \( H = \partial / \partial t \), then \( E = \{ H, X, Y, Z \} \) is an orthonormal frame on \( (S^3 \times (\alpha, \beta), g) \).

We have the following commuting relations:

\[
\begin{align*}
[X, Y] &= 2Z \\
[Y, Z] &= 2X \\
[Z, X] &= 2Y \\
[H, T] &= 0
\end{align*}
\]

for every \( T \in E \). Then the Levi-Civita connection induced by \( g \) can be computed using Koszul’s formula. The following Table contains the computations in terms of the functions \( f \) and \( h \).

| \( \nabla \) | \( X \) | \( Y \) | \( Z \) | \( H \) |
|---|---|---|---|---|
| \( X \) | \(-ff'X\) | \( \frac{2h-f'}{h^2} Z \) | \( \frac{(f^2-2h^2)Y}{h^2} \) | \( \frac{f}{h} X \) |
| \( Y \) | \( -\frac{h^2}{h} Z \) | \(-hh'X\) | \( X \) | \( \frac{h'}{h} Y \) |
| \( Z \) | \( \frac{h'}{h} Y \) | \(-X\) | \(-hh'Y\) | \( \frac{h'}{h} Z \) |
| \( H \) | \( \frac{h}{h} Y \) | \( \frac{h'}{h} Z \) | \( \frac{h'}{h} Y \) | \( 0 \) |

Table 1: Levi-Civita connection

The almost complex structure \( J \) of \( CP^2 \# \overline{CP^2} \) restricted to \( S^3 \times (\alpha, \beta) \) is given by:

\[
J(H) = \frac{X}{f}, \quad J\left( \frac{X}{f} \right) = -H, \quad J(Y) = Z, \quad J(Z) = -Y.
\]

Recall that the Hermitian metric \( g \) is Kähler if and only if

\[ \nabla_X JY = J \nabla_X Y \]

for every \( X, Y \) vector fields on \( S^3 \times (\alpha, \beta) \). From Table (1) we obtain the computations of \( J \nabla_A B \), for every \( A, B \in E \):

| \( J \nabla \) | \( X \) | \( Y \) | \( Z \) | \( H \) |
|---|---|---|---|---|
| \( X \) | \(-ff'X\) | \( \frac{(f^2-2h^2)Y}{h^2} \) | \( \frac{(f^2-2h^2)Z}{h^2} \) | \( -f'h'H \) |
| \( Y \) | \( \frac{h^2}{h} Y \) | \(-hh'X\) | \( -f'H \) | \( \frac{h'}{h} Z \) |
| \( Z \) | \( \frac{h'}{h} Z \) | \( fh \) | \(-hh'X\) | \( -\frac{h'}{h} Y \) |
| \( H \) | \( -f'H \) | \( \frac{h'}{h} Z \) | \( \frac{h'}{h} Y \) | \( 0 \) |

Table 2: \( J \nabla_A B \)
We also compute:

\[
\begin{array}{|c|c|c|c|}
\hline
 & JX = -fH & JY = Z & JZ = -Y & JH = \frac{X}{f} \\
\hline
X & -f'X & \frac{(f'-2h')Y}{h^2} & \frac{(f'-2h')Z}{h^2} & -f'H \\
Y & \frac{-h'Y}{h} & X & hh'H & -\frac{f}{h^2}Z \\
Z & \frac{-h'Z}{h} & -hh'H & X & \frac{f}{h^2}Y \\
H & \frac{-f'H}{h} & \frac{h'Z}{h} & -\frac{h'Y}{h} & 0 \\
\hline
\end{array}
\]

Table 3: \( \nabla_A J(B) \)

By comparing Tables (3) and (2) we deduce \( g \) is a Kähler metric if:

\[
f = -hh'.
\]

(2.2)

This and conditions (2.1) imply:

\[
h(\alpha)h''(\alpha) = -h(\beta)h''(\beta) = -1.
\]

(2.3)

Therefore, for any positive function \( h \) defined on \([\alpha, \beta]\) satisfying \( h'(\alpha) = h'(\beta) = 0 \), and (2.3), \( (S^3 \times (\alpha, \beta), g) \) is a Kähler metric which extends to a Kähler metric \( g \) on \( \mathbb{C}P^2 \# \mathbb{C}P^2 \).

We have that \( g \) is a \( U(2) \)–invariant gradient shrinking Ricci soliton if there exists a \( U(n) \)–invariant function \( u \) such that the equation

\[
\text{Ric}(g) + \text{Hess}(u) - g = 0
\]

holds.

Since the Kähler metric \( g \) is in particular Hermitian, it satisfies \( g(JU, JV) = g(U, V) \) for every \( U, V \) vector fields. It also holds \( \text{Ric}(JU, JV) = \text{Ric}(U, V) \). This implies that, if in addition \( g \) is a gradient Ricci soliton, \( \text{Hess}(u)(JU, JV) = \text{Hess}(u)(U, V) \).

Let \( \psi \) be a smooth function on \( S^3 \times (\alpha, \beta) \) invariant by the action of \( U(2) \), and simply write \( \psi : (\alpha, \beta) \rightarrow \mathbb{R} \). We compute the Hessian of \( \psi \) using Table (1).

In the orthonormal basis \( \left\{ H, \frac{X}{f}, \frac{Y}{h}, \frac{Z}{h} \right\} \), the Hessian of \( \psi \) diagonal and

\[
\text{Hess}(\psi) \left( \frac{X}{f}, \frac{X}{f} \right) = \frac{f'\psi'}{f} \\
\text{Hess}(\psi) \left( \frac{Y}{h}, \frac{Y}{h} \right) = \frac{h'\psi'}{h} \\
\text{Hess}(\psi) \left( \frac{Z}{h}, \frac{Z}{h} \right) = \frac{h'\psi'}{h} \\
\text{Hess}(\psi)(H, H) = \psi''.
\]

(2.5)
If \( u \) is a potential function determining a gradient shrinking Ricci soliton \( g \), the Hessian of \( u \) is \( J \)-invariant. This happens if and only if

\[
Hess(u)(H, H) = Hess(u)(JH, JH) = Hess(u)\left(\frac{X}{f}, \frac{X}{f}\right)
\]

\[
Hess(u)\left(\frac{Y}{h}, \frac{Y}{h}\right) = Hess(u)\left(\frac{JY}{h}, \frac{JY}{h}\right) = Hess(u)\left(\frac{Z}{h}, \frac{Z}{h}\right),
\]

that is, if and only if

\[
u'' = f'u'.
\]

Solving for \( u' \) we obtain:

\[
u' = cf
\]

for some constant \( c \). Note that \( c \neq 0 \), if \( g \) is a non-trivial Ricci soliton. Substituting (2.2) we obtain:

\[
u' = -chh' = -\frac{c}{2} \frac{d}{dt} h^2.
\]

Then

\[
u = -\frac{ch^2}{2} + d
\]

for some constants \( c, d \), with \( c \neq 0 \). Without loss of generality, we may set \( d = 0 \), and so:

\[
u = -\frac{ch^2}{2} \tag{2.6}
\]

On the other hand, the Ricci curvature is given by:

\[
Ric(H, H) = -\frac{f''}{f} - 2 \frac{h''}{h} - \frac{f'h'}{f} + 2 \frac{f^2}{h^4} \tag{2.7}
\]

\[
Ric\left(\frac{X}{f}, \frac{X}{f}\right) = -\frac{f''}{f} - 2 \frac{f'h'}{f} + 2 \frac{f^2}{h^4} \tag{2.8}
\]

\[
Ric\left(\frac{Y}{h}, \frac{Y}{h}\right) = Ric\left(\frac{Z}{h}, \frac{Z}{h}\right) = -\frac{h''}{h} - \frac{f'h'}{f} - \frac{h'^2}{h^2} + \frac{4}{h^2} - 2 \frac{f^2}{h^4}. \tag{2.9}
\]

Since also Ricci curvature has to be \( J \)-invariant, \( Ric(H, H) = Ric\left(\frac{X}{f}, \frac{X}{f}\right) \). Hence:

\[
\frac{h''}{h} - \frac{f^2}{h^4} - \frac{f'h'}{f} = 0.
\]

Now we write the soliton equation using the previous calculations for each direction. In the direction of \( H \), by (2.2) we have:

\[
0 = Ric(H, H) + Hess(u)(H, H) - g(H, H)
\]

\[
= -\frac{f''}{f} - 2 \frac{h''}{h} + u'' - 1
\]

\[
= -\frac{f''}{f} - 2 \frac{h''}{h} + ch^2 - chh'' - 1
\]

\[
= -\frac{5h''}{h} - \frac{h'''}{h'} - 1 - c(hh'' + h'^2).
\]
Then we obtain the equation:

\[
\frac{h'''}{h'} + \frac{5h''}{h} + 1 + c(hh'' + h'^2) = 0
\] (2.10)

Proceeding similarly in the direction of \(X\),

\[
0 = Ric(X, X) + Hess(u)(X, X) - g(X, X)
\]

\[
= f^2 \left( -\frac{f''}{f} - 2\frac{f'h'}{fh} + 2\frac{f^2}{h^3} \right) + cf^2f' - f^2
\]

\[
= -5hh'^2h'' - h^2h'^m - h^2h'^2 - ch^2h'^2(hh'' + h'^2),
\]

and then

\[
h^2h'' + 5hh'^2h'' + h^2h'^2(1 + c(hh'' + h'^2)) = 0,
\] (2.11)

which is equivalent to (2.10).

In the direction of \(Y\),

\[
0 = Ric(Y, Y) + Hess(u)(Y, Y) - g(Y, Y)
\]

\[
= h^2 \left( -\frac{h''}{h} - \frac{f'h'}{fh} - \frac{h'^2}{h^2} + \frac{4}{h^2} - 2\frac{f^2}{h^3} \right) + hh'u' - h^2
\]

\[
= h^2 \left( -\frac{h''}{h} - \frac{f'h'}{fh} - \frac{h'^2}{h^2} + \frac{4}{h^2} - 2\frac{f^2}{h^3} \right) - ch^2h'^2 - h^2
\]

\[
= -2hh'' - 4h'^2 + 4 - ch^2h'^2 - h^2.
\]

We then obtain:

\[
2hh'' + 4h'^2 - 4 + h^2(1 + ch'^2) = 0.
\] (2.12)

If we differentiate equation (2.12) with respect to \(t\), we obtain:

\[
0 = 2(hh'' + h'h'') + 8h'h'' + h^2(2ch'h'') + 2hh' + (1 + ch'^2)
\]

\[
= 2hh'' + 10hh'' + 2ch'h'' + 2hh' + 2chh'^3.
\]

Then

\[
hh'' + 5hh' + hh'(1 + c(hh'' + h'^2)) = 0.
\]

It follows that if \(h\) solves (2.12), it also solves (2.10) and (2.11).

We have:

**Proposition 2.1** The \(U(2)\)–invariant Kähler metric \(g = dt^2 + g_t\) defined on \(S^3 \times (\alpha, \beta)\) by the function \(h\), extends to a gradient shrinking Kähler-Ricci soliton \(g\) on \(\mathbb{C}P^2 \# \overline{\mathbb{C}P}^2\) if \(h\) is a smooth positive function which, for a constant \(c \in \mathbb{R}\), solves the equation:

\[
2hh'' + 4h'^2 - 4 + h^2(1 + ch'^2) = 0
\] (2.13)

with \(h'(\alpha) = h'(\beta) = 0\), and \(h(\alpha)h''(\alpha) = -h(\beta)h''(\beta) = -1\). It follows that \(h(\alpha) = \sqrt{6}\) and \(h(\beta) = \sqrt{2}\).
Without loss of generality we may choose $\alpha = 0$.

**Proposition 2.2** There exists a unique constant $c_o$ such that for the solution of (2.13) satisfying $h_{c_o}(0) = \sqrt{6}$, $h_{c_o}'(0) = 0$ there exists $\beta > 0$ such that $h_{c_o}' < 0$ on $(0, \beta)$, $h_{c_o}'(\beta) = 0$ and $h_{c_o}(\beta) = \sqrt{2}$. If there exists $\beta > 0$ for which $h_{c_o}' < 0$ on $(0, \beta)$, $h_{c_o}'(\beta) = 0$ and $h_{c_o}(\beta) > \sqrt{2}$ (or $h_{c}(\beta) < \sqrt{2}$) then $c_o < c$ (resp. $c < c_o$). The constant $c_o$ can be computed numerically, its aproximation is $c_o = -0.5276195198969626$.

**Proof:** Given a constant $c \neq 0$ and $s > 0$ we have a solution $h_{c,s}$ to (2.13) satisfying $h_{c,s}(0) = s$, $h_{c,s}'(0) = 0$. Note that if $h_{c,s}(t)$ is solution to (2.13), with $h_{c,s}(0) = 0$, then $h_{c,s}(-t)$ is also a solution. Or more generally, a solution to (2.13) will be symmetric around any critical point.

Let $v = h'$, then from equation (2.13) we obtain the following non-linear autonomous system:

$$h' = v$$
$$v' = \frac{2}{h} - 2\frac{v^2}{h} - \frac{h}{2}(1 + cv^2) \quad (2.14)$$

We may depict its corresponding phase portrait in coordinates $(h, v)$ in the right-half plane $\mathbb{R}^+ \times \mathbb{R} \subset \mathbb{R} \times \mathbb{R}$. Observe that (2.0) is the only critical point of the system.

Note that if $h_{c,s}$ has a maximum and a minimum, then it is periodic and the corresponding integral curve of (2.14) is closed. Note also that $h_{c,s}$ has a maximum at 0 if $s > 2$, and if it has its first minimum at $\beta_{c,s} > 0$, then $0 < h_{c,s}(\beta_{c,s}) < 2$. In this case $h_{c,s}' < 0$ on $(0, \beta_{c,s})$.

Let $d$ and $c$, with $c < d$, and $s_1, s_2 > 2$, such that the solutions $h_{c,s_1}$ and $h_{d,s_2}$ to (2.13), with initial conditions $h_{c,s_1}'(0) = h_{d,s_2}'(0) = 0$, have first minimums at $\beta_{c,s_1}$ and $\beta_{d,s_2}$, respectively. Denote by $\gamma_{c}^{s_1}$ and $\gamma_{d}^{s_2}$ the corresponding integral curves, they are closed curves.

If $\gamma_{c}^{s_1}$ and $\gamma_{d}^{s_2}$ intersect in the lower-half plane, there exist $t_1, t_2 > 0$ such that $h_{c,s_1}(t_2) = h_{d,s_2}(t_1) > 0$, and $h_{c,s_1}'(t_2) = h_{d,s_2}'(t_1) < 0$. Then we have two equations:

$$2h_{c,s_1}(t_2)h_{c,s_1}''(t_2) + 4h_{c,s_1}'^2(t_2) - 4 + h_{c,s_1}^2(t_2)(1 + ch_{c,s_1}'^2(t_2)) = 0 \quad (2.15)$$
$$2h_{d,s_2}(t_1)h_{d,s_2}''(t_1) + 4h_{d,s_2}'^2(t_1) - 4 + h_{d,s_2}^2(t_1)(1 + dh_{d,s_2}'^2(t_1)) = 0 \quad (2.16)$$

Also we obtain:

$$2h_{d,s_2}(t_1)h_{c,s_1}''(t_2) + 4h_{d,s_2}'^2(t_1) - 4 + h_{d,s_2}^2(t_1)(1 + ch_{d,s_2}'^2(t_1)) = 0 \quad (2.17)$$

If we subtract (2.17) from (2.16):

$$2h_{d,s_2}(t_1)(h_{d,s_2}''(t_1) - h_{c,s_1}''(t_2)) + h_{d,s_2}^2(t_1)h_{d,s_2}'(t_2)(d - c) = 0$$
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Therefore, since \( h_{d,s_2}(t_1) > 0 \) and \( h'_{d,s_2}(t_2) < 0 \), we obtain \( h''_{d,s_2}(t_1) > h''_{c,s_1}(t_2) \). It follows that, since

\[
\frac{d}{dt} \gamma_{c,1} = (h'_{c,s_1}, h''_{c,s_1}) = \left( h'_{c,s_1}, \frac{2}{h_{c,s_1}} - \frac{h'^2_{c,s_1}}{2} - \frac{h_{c,s_1}}{2}(1 + ch'^2_{c,s_1}) \right),
\]

and

\[
\frac{d}{dt} \gamma_{d,2} = (h'_{d,s_2}, h''_{d,s_2}) = \left( h'_{d,s_2}, \frac{2}{h_{d,s_2}} - \frac{h'^2_{d,s_2}}{2} - \frac{h_{d,s_2}}{2}(1 + dh'^2_{d,s_2}) \right),
\]

if \( \gamma_{c,1} \) and \( \gamma_{d,2} \) intersect in the lower-half plane, after the crossing point \( \gamma_{c,1} \) goes above \( \gamma_{d,2} \). It follows that if \( h_{c,s_1} \) has a minimum, so does \( h_{d,s_2} \), and \( h_{d,s_2}(\beta_{d,s_2}) > h_{c,s_1}(\beta_{c,s_1}) \).

Now, take \( s_1 = s_2 = \sqrt{6} \), \( c < d \) as before, and such that \( h_c = h_{c,\sqrt{6}} \) and \( h_d = h_{d,\sqrt{6}} \), both have positive minimums \( m_c \) and \( m_d \), respectively. We have their corresponding integral curves \( \gamma_c \) and \( \gamma_d \).

Define the function \( \text{min} : (c,d) \rightarrow (0,2) \) which assigns to each \( a \in (c,d) \) the first minimum value of the solution \( h_{a,\sqrt{6}} \).

**Claim:** The function \( \text{min} \) is well defined, continuous and increasing.

If \( \gamma_c \) goes under \( \gamma_d \), it has to intersect some \( \gamma_{d,s} \), with \( 2 < s < \sqrt{6} \). But then \( \gamma_c \) also intersects every integral curve \( \gamma_{d,t} \), with \( t < s \). Take \( \gamma_{d,\frac{s+\sqrt{6}}{2}} \), for instance. Since \( d > c \), by previous discussion, \( \gamma_c \) stays below \( \gamma_{d,\frac{s+\sqrt{6}}{2}} \) and cannot intersect \( \gamma_d \). Then, in particular \( m_c < m_d \). Same argument applies to each \( a \in (c,d) \), the solution \( h_{a,\sqrt{6}} \) has
a minimum. Then the associated integral curve is closed, since $\sqrt{6} > 2$. We have that $m_d < \min(a) < m_c$.

Therefore, it can only exist one $c_o \in (c,d)$ such that the solution $h_{c_o,\sqrt{6}}$ to (2.13) with $h'_{c_o,\sqrt{6}}(0) = 0$ has as minimum value $\sqrt{2}$.

Finally, the value of $c_o$ can be computed numerically by solving the equation (2.13) for different parameters $c$, and initial conditions $h(0) = \sqrt{6}$ and $h'(0) = 0$. By the claim, if $c < d$ are two values for which the solutions $h_c$ and $h_d$ each have minimums $m_c, m_d$, and $m_d < \sqrt{2} < m_c$ then we know that $c < c_o < d$. Then $c_o$ can be approximated by interpolation.

Cao also obtained the value of $c_o$ as root of the function:

$$k(x) = e^{2x}(2 - 4x + 3x^2) - 2 + x^2.$$

See Lemma 4.1. in [4]. □

3 Scalar curvature and the Yamabe equation

In this section we will write the Yamabe equation on $\mathbb{CP}^2 \# \mathbb{CP}^2$ for a $U(2)-$invariant function. Recall that $g$ has positive Ricci curvature [4]. We will use this to see that $S_g$ is a decreasing function of $t$ on $S^3 \times (\alpha, \beta)$. For the sake of completeness we give a proof of the positivity of Ricci curvature using our description of $g$.

**Proposition 3.1** The Koiso- Cao soliton $g$ has positive Ricci curvature.

**Proof:** For a gradient shrinking soliton we have the equation (2.4). Note that since $\text{Hess}(u)$ is diagonal in the orthonormal basis $E$, then so is the Ricci curvature of $g$. Recall also that $g$ is Kähler, then

$$\text{Ric} \left( \frac{X}{f}, \frac{X}{f} \right) = \text{Ric}(H, H),$$

$$\text{Ric} \left( \frac{Z}{h}, \frac{Z}{h} \right) = \text{Ric} \left( \frac{Y}{h}, \frac{Y}{h} \right).$$

Then we only have to show that the functions $\text{Ric}(H, H)$ and $\text{Ric}(\frac{Y}{h}, \frac{Y}{h})$ are positive. Using the Hessian (2.5) and the expression of $u$ (2.6) we obtain

$$\text{Ric}(H, H) = g(H, H) - \text{Hess}(u)(H, H) = 1 - u'' = 1 + c(h h'' + h'^2),$$

and

$$\text{Ric} \left( \frac{Y}{h}, \frac{Y}{h} \right) = g \left( \frac{Y}{h}, \frac{Y}{h} \right) - \text{Hess}(u) \left( \frac{Y}{h}, \frac{Y}{h} \right) = 1 - \frac{h' u'}{h} = 1 + c h'^2.$$
First we will lead with the Ricci curvature in the direction of $Y$. From equation (2.13) we rewrite

$$(hh'' + h'^2) + h'^2 - 2 + \frac{h^2}{2} (1 + ch'^2) = 0$$

which is the same as:

$$f' = h'^2 - 2 + \frac{h^2}{2} (1 + ch'^2)$$  \hspace{1cm} (3.1)

Let $A(x) = x - 2 + \frac{b^2}{2} (1 + cx)$. If we differentiate with respect to $x$,

$$\frac{d}{dx} A = 1 + cb^2$$

The critical points of $A$ occurs when $\frac{b^2}{2} = -1/c$.

**Claim:** $1 + ch'^2 > 0$.

We have a critical point of the function $(1 + ch'^2)$ if $h' = 0$ or $h'' = 0$. Observe that that $h' = 0$ and $h'' = 0$ can not happen simultaneously, else the value of the critical points would be 2. This is not possible since critical values have to be $\sqrt{2}$ and $\sqrt{6}$. If $h' = 0$, the claim follows and then $Ric(Y, Y) > 0$ at 0 and $\beta$. For those points where $h'' = 0$, from equation (2.13):

$$h'^2 = \frac{4 - h^2}{4 + ch^2}$$  \hspace{1cm} (3.2)

We will considerate two cases.

i) If $3 > \frac{h^2}{2} \geq -1/c$. Then, $4 - h^2 < 4 + 2/c$. From the value of $c = -0.5276195198969626$ we have $4 + 2/c < 1$. Also, $4 + 6c < 4 + ch^2$. If follows that

$$h'^2 < \frac{4 + 2/c}{4 + 6c} < \frac{1}{4 + 6c} < -1/c,$$

and then $1 + ch'^2 > 0$.

ii) If $1 < \frac{h^2}{2} < -1/c$, we have $4 - h^2 < 2$ and $2 < 4 + ch^2$. Then:

$$h'^2 = \frac{4 - h^2}{4 + ch^2} < 1$$

The claim is proved, and then $Ric(Y, Y) > 0$.

On the other hand, for the Ricci curvature in the direction of $H$, note that, since $-1 < c < 1$ and $h(0)h''(0) = -h(\beta)h''(\beta) = 1$, $Ric(H, H)$ is positive at 0 and $\beta$. Then it remains to prove that $1 + c(hh'' + h'^2) > 0$ for every $t \in (0, \beta)$.

Since $c < 0$, we have to prove $f' = (hh'' + h'^2) > 1/c \approx -1.8$. It is enough to see $f' > -1$. Hence we will show the bound for $f'$ in the two previous cases.

Using equation (3.1), the fact that $Ric(Y, Y) > 0$ and the value of $c$:
i) If $\frac{h^2}{2} \geq -1/c$ we have,

$$f' = h'^2 - 2 + \frac{h^2}{2} (1 + ch^2) \geq h'^2 - 2 - \frac{1}{c} (1 + ch^2) = -2 - 1/c > -1$$

ii) If $1 < \frac{h^2}{2} < -1/c$, first note that $(1 + \frac{ch^2}{2}) > 0$, and since $1 < \frac{h^2}{2}$:

$$f' = h'^2 (1 + \frac{ch^2}{2}) + h^2 - 2 > \frac{h^2}{2} - 2 > -1$$

Therefore, $f' > -1$, and so $Ric(H, H) > 0$. \(\square\)

Let $\psi$ be a smooth function on $S^3 \times (0, \beta)$ invariant by the action of $U(2)$, then by (2.5) we get

$$\triangle g \psi = -\frac{f' \psi'}{f} - 2 \frac{h' \psi'}{h} - \psi''$$

$$= -\psi' \left( \frac{hh'' + h'^2}{hh'} + 2 \frac{h}{h'} \right) - \psi''$$

$$= -\psi' \left( \frac{h''}{h'} + 3 \frac{h'}{h} \right) - \psi''.$$  \hspace{1cm} (3.3)

Then for $u = -\frac{ch^2}{2}$ we have:

$$\triangle u = \frac{d}{dt} \left( \frac{ch^2}{2} \right) \left( \frac{h''}{h'} + 3 \frac{h'}{h} \right) + \frac{d^2}{dt^2} \left( \frac{ch^2}{2} \right)$$

$$= chh'' + 3ch'^2 + chh'' + ch'^2$$

$$= 4ch'^2 + 2chh''$$

Now, taking the trace of the soliton equation (2.4) we obtain

$$S - \triangle u = 4$$

and therefore the scalar curvature is:

$$S = 4ch'^2 + 2chh'' + 4.$$  \hspace{1cm} (3.4)

From Proposition 2.1 and Proposition 2.2 we obtain:

$$S(0) = 4 - 2c > 0$$

$$S(\beta) = 4 + 2c > 0$$  \hspace{1cm} (3.5)

**Proposition 3.2** The scalar curvature of the Koiso-Cao soliton is decreasing as a function of $t \in [0, \beta]$. 
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Proof: Take the derivative with respect to \( t \) of (3.4), then:

\[
S' = 8ch'h'' + 2c(hh'' + h'h'') = 10ch'h'' + 2chh''
\]

But,

\[
Ric(H, H) = -\frac{f''}{f} - 2\frac{h''}{h} = -\frac{hh'' + 5h'h''}{hh'}.
\]

Since \( Ric(H, H) > 0 \), we have that \( hh'' + 5h'h'' > 0 \). Therefore, since \( c < 0 \), \( S' < 0 \) on \((0, \beta)\). \( \square \)

Let \( \phi \) be a smooth function invariant under the action of \( U(2) \) on \( \mathbb{CP}^2 \# \bar{\mathbb{CP}^2} \). Then we identify \( \phi \) with a function \( \phi : [0, \beta] \to \mathbb{R} \) such that \( \phi'(0) = \phi'((\beta) = 0 \). We use previous calculation of the Laplacian (3.3) to obtain the Yamabe equation of the Koiso-Cao soliton:

\[
6\phi' \left( \frac{h''}{h'} + 3\frac{h'}{h} \right) + 6\phi'' + S_g \phi = \lambda \phi^3
\]

(3.6)

Since Koiso-Cao soliton has positive scalar curvature, then \( \lambda \) has to be positive. We fix \( \lambda = 1 \).

4 Proof of Theorem 1

Let \( \phi \) be a positive \( U(2) \)-invariant function on \( S^3 \times (0, \beta) \) with the Kähler metric \( g \). In order to \( \phi^2 \cdot g \) be a Riemannian metric on \( \mathbb{CP}^2 \# \bar{\mathbb{CP}^2} \), \( \phi \) must satisfy \( \phi'(0) = \phi'((\beta) = 0 \). Additionally, it has constant scalar curvature equals 1 if \( \phi \) satisfies the Yamabe equation (3.6):

\[
6\phi' \left( \frac{h''}{h'} + 3\frac{h'}{h} \right) + 6\phi'' + S_g \phi = \phi^3
\]

Since:

\[
\lim_{t \to 0} \phi \frac{h''}{h'} = \lim_{t \to 0} \left( \frac{\phi'h''}{h'} + \phi'' \right) = \phi''(0)
\]

then we have:

\[12\phi''(0) = \phi(0)(\phi^2(0) - S(0))\]

For \( t \in (0, \beta) \) with \( \phi'(t) = 0 \),

\[
6\phi''(t) = \phi(t)(\phi^2(t) - S(t)).
\]

Claim: \( \phi^2(0) \leq S(0) = 4 - 2c \) (by (3.5)).

If \( \phi^2(0) > S(0) \) then 0 is a local minimum. \( \phi \) increases and \( S \) decreases. After 0, at the next critical point of \( \phi \) we would again have that \( \phi^2 > S \) and it would be a minimum.
In particular, same argument says that there is no local minimums on $[0, \beta)$. Therefore, 0 is a local maximum and $\beta$ a local minimum, and there is no more critical points of $\phi$ on $(0, \beta)$. Then $\phi$ is decreasing.

We have:

$$\sqrt{S(\beta)} \leq \phi(\beta) \leq \phi(0) \leq \sqrt{S(0)}$$

Remember that one $U(2)$-invariant solution to Yamabe equation is guaranteed (see Hebey-Vaugon [10]). It remains to prove uniqueness. If $s \in (\sqrt{S(\beta)}, \sqrt{S(0)})$, let $\phi_s$ be a solution to the Yamabe equation (3.6) such that $\phi_s(0) = s$. Let $s_1, s_2 \in (\sqrt{S(\beta)}, \sqrt{S(0)})$, $s_1 < s_2$. We have 0 is a local maximum for both solutions $\phi_{s_1}$ and $\phi_{s_2}$. Define $F(t) := \phi_{s_2} - \phi_{s_1}$.

Claim: $F$ has a local minimum at 0.

Note that $F(0) > 0$. Since 0 is a critical point of $\phi_{s_1}$ and $\phi_{s_2}$, so it is for $F$. Since $\phi_{s_1}$ and $\phi_{s_2}$ satisfy (3.6), it follows that:

$$F''(0) = \frac{1}{12} \left( \phi_{s_2}^3(0) - \phi_{s_2}(0)S(0) - (\phi_{s_1}^3(0) - \phi_{s_1}(0))S(0) \right)$$

Consider the function $v(x) = x^3 - S(0)x$. Then:

$$v'(x) = 3x^2 - S(0)$$

Note that $x_o := \sqrt{\frac{S(0)}{3}}$ is the only critical point, and $v$ is increasing on $(\sqrt{\frac{S(0)}{3}}, \sqrt{S(0)})$.

We have, by (3.5) and the value of $c$,

$$S(0) = 4 - 2c = 5.0552 \quad \text{and} \quad S(\beta) = 4 + 2c = 2.9447$$

then

$$\sqrt{S(0)} = 2.2483, \quad \sqrt{S(\beta)} = 1.716, \quad \text{and} \quad \frac{S(0)}{3} = 1.2981.$$ 

Hence, since

$$\sqrt{\frac{S(0)}{3}} < \sqrt{S(\beta)} < \phi_{s_1}(0) < \phi_{s_2}(0) \leq \sqrt{S(0)},$$

it follows that $F''(0) > 0$, and so 0 is a local minimum of $F$.

Hence, $F$ is positive and increasing on $(0, \varepsilon)$, for $\varepsilon > 0$ enough small. Assume that there exists $t_o \in (\varepsilon, \beta]$ such that $F'(t_o) = 0$, and take the first critical point. The discussion above applies for $t_o$, that is, we have:

$$F''(t_o) = \frac{1}{6} \left( \phi_{s_2}^3(t_o) - \phi_{s_2}(t_o)S(t_o) - (\phi_{s_1}^3(t_o) - \phi_{s_1}(t_o))S(t_o) \right)$$

Similarly as before, consider the function $g(x) = x^3 - S(t_o)x$. Then $x_1 := \sqrt{\frac{S(t_o)}{3}}$ is its only critical point, which is a minimum. From the choosing of $t_o$ it follows:

$$\sqrt{\frac{S(t_o)}{3}} < S(\beta) < \phi_{s_1}(t_o) < \phi_{s_2}(t_o)$$
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Then $t_o$ is a local minimum of $F$. But this implies there are another $t_1 \in (0, t_o)$ satisfying $F'(t_1) = 0$, which is a contradiction, since $t_o$ was the first point.

We have proven that $F' > 0$ on $(0, \beta]$ and in particular $F'(\beta) = \phi_{s_2}^{'}(\beta) - \phi_{s_1}^{'}(\beta) > 0$. Then it cannot happen that $\phi_{s_1}^{'}(\beta) = \phi_{s_2}^{'}(\beta) = 0$. This proves uniqueness.
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