Modelling of Multi-Agent Systems: Experiences with Membrane Computing and Future Challenges
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Formal modelling of Multi-Agent Systems (MAS) is a challenging task due to high complexity, interaction, parallelism and continuous change of roles and organisation between agents. In this paper we record our research experience on formal modelling of MAS. We review our research throughout the last decade, by describing the problems we have encountered and the decisions we have made towards resolving them and providing solutions. Much of this work involved membrane computing and classes of P Systems, such as Tissue and Population P Systems, targeted to the modelling of MAS whose dynamic structure is a prominent characteristic. More particularly, social insects (such as colonies of ants, bees, etc.), biology inspired swarms and systems with emergent behaviour are indicative examples for which we developed formal MAS models. Here, we aim to review our work and disseminate our findings to fellow researchers who might face similar challenges and, furthermore, to discuss important issues for advancing research on the application of membrane computing in MAS modelling.

1 Multi-Agent Systems and Formal Methods

Software artefacts are characterised as agents if they can exhibit autonomous, reactive, proactive and social behaviour [37]. Autonomy is a property that allows agents to carry out their own thread of computation, without (much) intervention. Reactivity is not classified as an intelligent behaviour, however, it is essential to provide immediate response to the percepts from the environment. Sometimes, reactivity alone is more than enough to develop an emergent behaviour of a system [5]. The operation of intelligent agents is driven by goals that are achieved through a sequence of actions planned. Such goal-oriented (proactive) behaviour often involves a rather complex deliberation process. Finally, agents are able to communicate with other agents, a behaviour which leads to interaction between agents.

Multi-agent systems (MAS) consist of independent agents that can collaborate, negotiate, compete etc. towards the achievement of personal or shared goals. MAS are rather complex, highly interactive, highly parallel and highly dynamic systems. Agents play different roles in a MAS but they need to exchange and share information and knowledge in order to engage in a common problem solving activity. This, apart from the need for certain communication and interaction protocols, requires an effective organisation between agents. Organisation in a MAS, such as agent roles, communication structure, number of participating agents etc., is not static; it changes all the time throughout its operation. These dynamics make MAS a challenging software development activity. The more complex a MAS is, the more difficult the modelling process turns out to be and, in consequence, the less easy it is to ensure correctness at the modelling and implementation level. Correctness implies that all desired safety properties are verified at the end of the modelling phase and that an appropriate testing technique is applied to prove that the implementation has been built in accordance to the verified model [13].
In software engineering the term formal methods is used to classify mathematical approaches to all stages of software development. The main arguments in favour of formal methods are rigour, expressiveness and the ability to reason. The latter led to the promise of delivering correct software, i.e. software that is developed based on formal specifications and proofs (verified and tested), such that it performs in a desired manner under all circumstances. There is a dispute whether formal methods have delivered what they promised, i.e. correctness, but no one can argue that research and practice have shown a considerable number of successes.

With MAS the issue of correctness is much more complicated, since MAS are open systems, often exhibiting unpredictable emergent behaviour, and organised around a rather complex structure, with agents that intensively communicate, continuously change roles, interact etc. Therefore, formal modelling and verification that lead to implementation, testing, and simulation are challenging issues in MAS.

In our area of interest, formal modelling is particularly appealing as it raises many issues that cannot be tackled in a straightforward manner and leave many open challenges. More specifically we have been investigating, among others, the suitability of classes of Membrane Computing systems [28] as means of formal modelling of agents and MAS. We have mainly focused our efforts to developing models for biological systems with emergent behaviour or biology inspired systems. In this paper we record our research experience on formal modelling for MAS. We review the last decade work, by describing problems and their solutions. This is aimed at disseminating our findings to fellow researchers who might face similar challenges. We also focus on important issues for advancing research on formal methods in MAS further.

2 Case studies for Multi-Agent Systems

During the last years we have been researching on the formal modelling of MAS. Before we start describing our cumulative experience, we will briefly summarise the kind of MAS we have been dealing with.

One class of MAS that was thought to be of particular interest was the biological systems and mostly systems of social insects. Colonies of ants and bees as well as cell grouping fall within this category [35, 17, 23, 20, 11]. Both consist of relatively simple reactive agents that if left alone there is nothing much they can do. Organised as colonies, however, with roles and direct or indirect communication exhibit an emergent intelligent behaviour. For example, Pharaoh ants [35, 17], apart from the pheromone trail they produce to be used for foraging, they have a very effective way of organising their work within the society as well as help each other to survive by exchanging food. Japanese bees [23] contribute as individuals to increase the temperature in a hive and burn the attacking hornet. Foraging bees communicate the destination of the food source by the famous dance of the returning bee [11]. Similar emergent behaviour but with less direct communication among agents can be achieved in flocks, schools and herds [31, 27].

The other class of MAS that we have been modelling are those characterised as biology-inspired. Such a system is NASA ANTS [8], a MAS which deploys unmanned spacecrafts with a variety of specialisations to explore asteroids. More particularly, spacecrafts are organised in groups, each one consisting of a leader, multiple workers, and one or more messengers. Workers are responsible for gathering measurements, messengers for coordinating communication among all involved spacecrafts, and leaders for gathering measurements from workers, setting goals and coordinating group formations. We chose ANTS because it provides a good testbed for applying formal methods [29]. The important feature of ANTS is that there is a rather strict organisation which however is not affected even though there might be a large number of spacecrafts out of order or destroyed [33]. Robustness is a property of
all swarm intelligence systems.

3 Key issues in the modelling of agents and multi-agent systems

Individual agents operate based on the following:

- they perceive their environment by receiving stimuli as input which they filter and accept for further processing;
- they receive messages from other agents;
- they update their beliefs based on both the percepts as well as the information encoded in the received messages, by revising their temporary knowledge about the environment and others;
- they react based on a specific set of rules that describe individual behaviours;
- they engage in a deliberation process, which allows them to revise their goals and plans, and decide what is the next action to be performed;
- they compile and send messages to other agents;
- they act and the effects of their action appear in the environment.

Not all the above are present in every agent. For example, reactive agents do not deliberate, while “smarter” proactive agents do. Also, communication between simple biological agents is rather primitive and mostly done through the environment, in contrast to more elaborated direct communication that may follow a strict protocol. Therefore, in order to create a model of an agent, one would require:

- non-trivial data structures, e.g. set of \( n \)-tuples, sequences, lists, terms, with a set of their corresponding operations, to represent beliefs, goals, plans, messages, percepts etc.;
- means of encoding rules that express reactive behaviour, which can also be arranged in a strict order, e.g. avoid collisions, follow trail, forage;
- means of encoding the functionality that corresponds to their proactive behaviour (if such must be present), such as revision of goals and plan generation;
- representation of the internal state of the agent.

In a multi-agent system:

- each agent operates in parallel with others;
- the mode of interaction imposes the way in which agents exchange messages;
- the roles and organisation define the structure of the communication flow;
- new agents may come into play while other cease to exist.

At MAS level, modelling would require:

- ways to deal with exchange of messages between agents, either direct or indirect through the environment, deterministic broadcast, peer-to-peer or non-deterministic etc.;
- a way to express the interaction with the environment, that is, perception and action;
- a method for expressing the asynchronous computation of individuals;
- the addition and removal of agent instances “on the fly”;
• means for structuring and restructuring the organisation “on the fly” (structure mutation).

If the modelling method used is formal, then there are a number of consequences that accompany this choice. First of all, formal reasoning on the model can be performed. This can be through formal verification, either proofs or model checking. Formal verification \[10\] will check whether desired properties of individual agents, or ideally of the whole system, stand. This is rather crucial before someone proceeds with implementation. Secondly, one can employ formal testing techniques. A set of test cases can be produced from the model to check whether the implementation is correct with respect to the model \[16\]. Thirdly, if the formal method is accompanied by tools, prototype animation or simulation may be possible \[3\]. This would facilitate the identification of misconceptions in the model which can then be fixed before proceeding to the implementation. Finally, a set of refinement transformations could safely lead to an implementation of the system that matches the original specification and model.

| Modelling feature | CXS | tPS | PCol | PPS |
|-------------------|-----|-----|------|-----|
| **Individual Agents** |     |     |      |     |
| Agent internal state representation | ✓ | × | × | × |
| Rules to describe reactive behaviour | ✓ | × | ✓ | × |
| Rules to describe proactive behaviour | × | × | × | × |
| Non-trivial data structures for beliefs, goals, messages, stimuli etc | ✓ | × | × | × |
| Formal verification of individual agents | ✓ | × | × | × |
| Test case generation for individual agents | ✓ | × | × | × |
| **Communication** |     |     |      |     |
| Direct communication and message exchange | ✓ | ✓ | × | × |
| Non-deterministic communication | × | ✓ | ✓ | ✓ |
| Indirect communication through the environment | × | ✓ | ✓ | ✓ |
| Environmental stimuli (input) | ✓ | ✓ | ✓ | ✓ |
| Perception | × | × | × | × |
| **MAS Structure** |     |     |      |     |
| Definition of agent roles | ✓ | ✓ | × | ✓ |
| Addition of agent instances on the fly | × | × | × | ✓ |
| Removal of agent instances on the fly | × | × | × | ✓ |
| Communication network restructuring | × | × | × | ✓ |
| **MAS Operation** |     |     |      |     |
| Maximal parallelism | ✓ | ✓ | ✓ | ✓ |
| Arbitrary parallelism | ✓ | ✓ | ✓ | ✓ |
| MAS verification and testing | × | × | × | × |
| Tool support | ✓ | × | × | ✓ |
| **Environment** |     |     |      |     |
| Modelling of the environment | × | ✓ | ✓ | ✓ |
In our experimentation, we tried out two types of formal methods, namely state-based methods and membrane computing. For the modelling process we have investigated a number of instances of those methods, such as X-Machines (XM) \[9, 12\] and Communicating X-Machines (CSX) \[21\] for the former, as well as tissue P systems (tPS) \[26\], P Colonies (PCol) \[24\] and Population P Systems \[4\] with active cells (PPS) for the latter. Table 1 shows a comparison between all methods, as to whether they can satisfy —directly, not through implicit means— the key issues in MAS modelling mentioned above. The comparison refers to the most widely used definitions of the models. There are actually numerous extensions that one way or another try to enhance the existing definitions with additional features. It should also be noted that X-Machines are not included in the comparison as an X-Machine model may only represent a single agent whereas in the table we compare formalisms that may be used for the modelling of MAS.

### 4 Methods employed for modelling of MAS

After carefully considering the aforementioned alternatives and based on the comparison presented above we selected to work with Communicating X-Machines and Population P Systems with active cells, and attempted a number of modelling approached for all the MAS mentioned above, e.g. biological cells, flocks, ants, Pharaoh ants, foraging bees, Japanese bees, and NASA ANTS. The reason for selecting CXMs is due its advantages in regards to the modelling of an individual agent’s behaviour. Out of the three membrane computing formalisms we selected PPSs with active cells due to the fact that they best support operations on the MAS structure, such as addition and removal of agents as well as communication network restructuring.

A Communicating X-Machine System $CXMS = (XM_i, R)$, $1 \leq i \leq n$ is a collection of $n$ X-machines $XM_i$ able to communicate through channels, as they defined in the communication relation $R$. More particularly, an $XM_i$ is a deterministic stream X-machine \[13\] defined as follows:

$$X = (\Sigma, \Gamma, Q, M, \Phi, F, q_0, m_0)$$

where:

- $\Sigma$ and $\Gamma$ are the input and output alphabets, respectively.
- $Q$ is the finite set of states.
- $M$ is the (possibly) infinite set called memory.
- $\Phi$ is a set of partial functions $\varphi$; each such function maps an input and a memory value to an output and a possibly different memory value, $\varphi : \Sigma \times M \rightarrow \Gamma \times M$.
- $F$ is the next state partial function, $F : Q \times \varphi \rightarrow Q$, which given a state and a function from the type $\Phi$ determines the next state. $F$ is often described as a state transition diagram.
- $q_0$ and $m_0$ are the initial state and initial memory respectively.

Note that the definition of an $XM_i$ that belongs to a communicating system is slightly different, but for reasons of exposition it is not appropriate to elaborate here.

As an example consider the case of the Pharaoh ants. A more complete model of this case study may be found in \[30\] but it is partially included here for demonstration purposes.

The ants spend much of their in-nest time doing nothing, thus staying inactive. An ant may become active when its food reserves drop below a defined minimum threshold.

The assumptions that are made in this study are the following:
Figure 1: An example of a Communicating X-machine modelling the exchange of food between two ants.

- the colony only consists of workers;
- the nest, in which the colony is situated, is a rectangular environment (2D grid);
- the ants are either inactive or move around looking for food. If no food is found, they go outside the nest to forage and identify (new) locations for food;
- when two ants meet they might share food, if one is actively searching for food and the other has food reserves;
- the ants go out to forage when they do not have sufficient food reserves (according to the food quantity threshold), no food source is identified and a pheromone trail leading to an exit of the nest is discovered;
- ants that are outside may enter the nest at any time.

Figure 2: An example of an X-machine modelling a Pharaoh ant.
An example of a Communicating X-machine in regards to the above description is depicted in Fig. 1 and shows how two ants communicate by sharing food. The inactive ant’s function `giveFood` sends as output the food amount it is willing to share to be received as input by the `takeEnoughFood` function of the active ant. Fig. 2 shows the state transition diagram of the XM model of one individual Pharaoh ant.

A Population P System with Active Cells [4] is defined as a construct:

\[ P = (V, K, \gamma, \alpha, w_E, C_1, C_2, \ldots, C_n, R) \]

where:

- \( V \) is a finite alphabet of symbols called objects;
- \( K \) is a finite alphabet of symbols, which define different types for the cells;
- \( \alpha \) is a finite set of bond-making rules of the general form \( (t, x_1; x_2, p) \), with \( x_1, x_2 \in V^* \), and \( t, p \in K \);
- \( \gamma = \{1, 2, \ldots, n\}, A\), with \( A \subseteq \{i, j\} \mid 1 \leq i \neq j \leq n \), is a finite undirected graph;
- \( w_E \in V^* \) is a finite multiset of objects initially assigned to the environment;
- \( C_i = (w_i, t_i) \), for each \( 1 \leq i \leq n \), with \( w_i \in V^* \) being a finite multiset of objects, and \( t_i \in K \) the type of cell \( i \);
- \( R \) is a finite set of:
  - communication rules of the form \( r : (a; b, \text{in})_t, r : (a; b, \text{enter})_t, r : (b; \text{exit})_t \), for \( a \in V \cup \{\lambda\}, b \in V, t \in K \), which allow the moving of objects between neighbouring cells or a cell and the environment according to the cell type and the existing bonds among the cells;
  - object transformation rules of the form \( r : (a \rightarrow b)_t \), for \( a \in V, b \in V^+, t \in K \), meaning that an object \( a \) is replaced by an object \( b \) within a cell of type \( t \);
  - cell differentiation rules of the form \( r : (a)_t \rightarrow (b)_p \), with \( a, b \in V, t, p \in K \) meaning that consumption of an object \( a \) inside a cell of type \( t \) changes the cell, making it become of type \( p \). All existing objects remain the same besides \( a \) which is replaced by \( b \);
  - cell division rules of the form \( r : (a)_t \rightarrow (b)_t \), with \( a, b, c \in V, t \in K \) meaning that a cell of type \( t \) containing an object \( a \) is divided into two cells of the same type. One of the new cells has \( a \) replaced by \( b \) while the other by \( c \);
  - cell death rules of the form \( r : (a)_t \rightarrow \dagger \), with \( a \in V, t \in K \) meaning that an object \( a \) inside a cell of type \( t \) causes the removal of the cell from the system.

An example of a Population P System modelling tumour growth is depicted in Fig. 3 (model description borrowed from the NetLogo models library [36]; a complete system definition using PPS may be found in [30]).

A tumour consists of two kinds of cells: stem and transitory cells. It is a stem cell that is required for the formation of the tumour to begin. At each time unit all cells divide thus doubling the size of the tumour. Stem cells may divide in two ways: (a) asymmetrically, thus breeding a transitory cell that moves outward, and (b) symmetrically, breeding another stem cell which also moves outward and settles in another location thus creating a metastasis of the original tumour. In effect, a stem cell never dies as during division one of the two daughter cells is always a stem cell.

Transitory cells divide only symmetrically up to a certain age; after that age they mature and eventually die. Finally, transitory cells that have originated from a metastatic stem cell, called metatransitory, as well as all their offsprings die younger.

Each cell type has its own objects and rules. For instance, in Fig. 3 \( C_6 \) is a stem cell with two rules according to the given example: a transformation rule that represents the cell’s ageing by increasing it by 1, and a division rule that divides the cell in two creating a new cell in position \( pos' \) with an age of 0.
5 Synthesised Methods and Transformations

It is apparent that the two types of methods (state-based and membrane) are complementary to MAS modelling needs, something which led us to some kind of synthesis of the two. We attempted a potential integration of the two as an instance of the OPERAS framework [30].

The OPERAS formal framework for defining a dynamic multi-agent system, is defined by the 6-tuple $(O,P,E,R,A,S)$ where:

- $O$ contains the reconfiguration operations (or rules, e.g. of the general form $\text{condition} \Rightarrow \text{action}$).
  Each operation involves the application of one or more of the operators that create or remove a communication channel between agents or introduce/remove an agent in/from the system;
- $P$ is the distributed union of the percepts of all the types of agents involved in the system;
- the communication relation $R : A \times A$ with $(A_i,A_j) \in R, A_i,A_j \in A$ conveys the information that agents $A_i,A_j$ can communicate by exchanging messages;
- $E$ is a model of the environment;
- $A$ is the set of agent instances $A = \{A_1,\ldots,A_n\}$ where $A_i$ is an agent instance defined in terms of (a) its individual behaviour, and (b) its local structural mutation mechanism for reconfiguring the system structure in its proximity;
- the set $S = \{(\text{Behaviour}_t,\text{StrMut}_t) | t \in \text{Types}\}$ holds the definitions of agent types ($\text{Types}$ being a set of identifiers of the types of agents).

In OPERAS the behaviour of an agent can be modelled separately from its control. In principle, this means that one can employ two different formal methods for each, thus taking advantage of both state-based models and membrane computing ideas. It is therefore implied that there are several options which could instantiate OPERAS into concrete modelling methods. As mentioned above, we have long experimented with Communicating X-machines and Population P Systems with active cells, thus resulting into hybrid models such as OPERAS$_{CC}$ [34] and OPERAS$_{XC}$ [33]. The former uses PPS features for both modelling the dynamics and the behaviour of the agents, as is abstractly depicted in Fig. 4.

OPERAS$_{XC}$ on the other hand is a combination that uses state machines for the behaviour and PPS-like rules for the organisation of the system, as is abstractly depicted in Fig. 5. This gave us the opportunity to combine the advantages that XMs have in terms of modelling the behaviour of an agent with
Figure 4: An abstract example of an OPERAS$_{CC}$ model that uses Population P System concepts for the representation of both the agent’s behaviour and structuredynamics.

The advantages that PPSs have in terms of defining the control over the structure of the system. Also, the computation is driven by either method, which leads to a variety of interesting overall MAS computation. For a complete case study modelled using OPERAS$_{XC}$ the interested reader is referred to [30].

Figure 5: An abstract example of an OPERAS$_{XC}$ model that uses state machines for the behaviour and PPS-like rules for the organisation of the system.

We have also attempted a number of transformations between Communicating X-Machines and P Systems and vice-versa [19, 23]. Others in the P system research community showed more interest in other transformations, such as from P Systems to Petri nets [25], process algebra [6], cellular automata [7] etc. These have not only demonstrated the equivalence of these methods but created a temptation to try out several techniques known for one method to the other.

In the development of the MAS models, two notations have been created, namely X-Machine Definition Language (XMDL) [18] and Population P System Definition Language (PPSDL) [32]. The accompanied tools assisted us in understanding in depth the overall behaviour of the developed models through textual animation.
6 Discussion and Open Issues

There are several open issues that are left for further research on MAS development, namely formal modelling, verification, testing and tool support.

With respect to modelling, the effort to define a special class of P Systems should continue. The new class must employ all features that will facilitate agent and multi-agent system modelling. The computation within cells must be enhanced so that it can offer some complex reasoning required for goal-oriented agents. Such an attempt may inevitably restrict maximal parallelism for the sake of correctness of the behaviour of agents as well as of the whole system. An initial first attempt can be found at [22].

There is also room for development of the perception of the environment, since inserting an object into the cell may not be enough in realistic systems. MAS researchers would also like to see built-in features towards formal modelling of interaction between cells.

So far, there have not been useful results reported for verification of MAS models. Although verification of individual agents is possible, verification of the complete MAS seems like an insurmountable obstacle. The obvious reason is the combinatorial explosion problem due to the number of interactions that increase the state space in an exponential manner. It would be worth investigating whether there exist methods that work under specific harmless assumptions that could omit non-safety properties and reduce the search space. Finally, model checking techniques for P systems is an interesting area open for research developments. A direction towards model checking would be the automatic or semi-automatic translation of models into code, for model checkers such as SPIN [14] or SMV [2].

If formal verification seems hard to achieve, informal techniques, such as simulation have a lot to offer [1]. Suitable and correct transformations of formal models could lead to executable models that simulate MAS. In turn, simulation can facilitate the discovery of erroneous situations or undesired behaviour of the system. For numerous types of MAS, biology inspired included, visual animation is highly desirable [36, 35].

Finally, although there exist testing techniques that can identify all faults in the implementation of an individual agent developed based on state-based models, there is little work done towards the testing of membrane systems [15]. Inevitably, it would appear to be a challenge to invent equivalent techniques for the whole multi-agent system.

7 Conclusion

We have presented a review on the use of Population P Systems with active cells in Multi-Agent System modelling. In the process of developing formal models of MAS, we discovered a number of challenging issues that could partly be addressed by state based models and partly by membrane computing models. These characteristics were pinned down together with the available features of various methods that could make modelling possible. The synthesized solution gives space to a number of challenges, such as verification, testing and simulation. With this review, we attempted to disseminate our findings, initialise discussion that will set up directions of future research.

References

[1] The P Systems Webpage — Software. http://ppage.psystems.eu/index.php/Software.
[2] SMV: Symbolic Model Verifier. http://www-2.cs.cmu.edu/modelcheck/smv.html.
[3] (2007). FLAME: Flexible Large-scale Agent Modelling Environment. http://www.flame.ac.uk/.
[4] F. Bernardini & M. Gheorghe (2004): Population P Systems. Journal of Universal Computer Science 10(5), pp. 509–539.
[5] R. A. Brooks (1991): Intelligence Without Reason. In: J. Myopoulos & R. Reiter, editors: Proceedings of the 12th International Joint Conference on Artificial Intelligence (IJCAI’91), Morgan Kaufmann publishers Inc., pp. 569–595.
[6] G. Ciobanu & B. Aman (2007): On the relationship between membranes and ambients. BioSystems 91(3), pp. 515–530.
[7] D. Corne & P. Frisco (2007): Dynamics of HIV Infection Studied with Cellular Automata and Conformon-P systems. BioSystems 91(3), pp. 531–544.
[8] S. Curtis, J. Mica, J. Nuth, G. Marr, M. Rilee & M. Bhat. (2000): ANTS (Autonomous Nano Technology Swarm): An Artificial Intelligence Approach To Asteroid Belt Resource Exploration. In: Proceedings of 51st International Astronautical Congress, International Astronautical Federation.
[9] S. Eilenberg (1974): Automata, Languages and Machines. Academic Press.
[10] E. A. Emerson & E. M. Clarke (1981): Characterising correctness properties of parallel programs as fixpoints. In: Proceedings of the 7th International Colloquium on Automata, Languages and Programming, Lecture Notes in Computer Science 85, Springer-Verlag, New York, pp. 169–181.
[11] M. Gheorghe, M. Holcombe & P. Kefalas (2001): Computational Models of Collective Foraging. BioSystems 61, pp. 133–141.
[12] M. Holcombe (1988): X-machines as a Basis for Dynamic System Configuration. Software Engineering Journal 3(2), pp. 69–76.
[13] M. Holcombe & F. Ipate (1998): Correct Systems: Building a Business Process Solution. Springer-Verlag, London.
[14] G.J. Holzmann (2004): The SPIN Model Checker: Primer and Reference Manual. Addison-Wesley.
[15] F. Ipate & M. Gheorghe (2009): Testing non-deterministic stream X-machine models and P systems. Electronic Notes in Theoretical Computer Science 227, pp. 113–126.
[16] F. Ipate & M. Holcombe (1997): An Integration Testing Method that is proved to find all faults. International Journal of Computer Mathematics 63(3), pp. 159–178.
[17] D. Jackson, F. Ratnieks & M. Holcombe (2004): Coupled computational simulation and empirical research into the foraging system of Pharaoh’s ants (Monomorium pharaonis). Biosystems 76, pp. 101–112.
[18] E. Kapeti & P. Kefalas (2000): A Design Language and Tool for X-machines Specification. In: D. I. Fotiadis & S. D. Spyropoulos, editors: Advances in Informatics, World Scientific Publishing Company, pp. 134–145.
[19] P. Kefalas, G. Eleftherakis, M. Holcombe & M. Gheorghe (2003): Simulation and Verification of P Systems through Communicating X-Machines. BioSystems 70(2), pp. 135–148.
[20] P. Kefalas, G. Eleftherakis, M. Holcombe & I. Stamatopoulou (2005): Formal Modelling of the Dynamic Behaviour of Biology-Inspired Agent-Based Systems. In: M. Gheorghe, editor: Molecular Computational Models: Unconventional Approaches, Idea Publishing Inc., pp. 243–276.
[21] P. Kefalas, G. Eleftherakis & E. Kehris (2001): Modular Modelling of Large-Scale Systems Using Communicating X-machines. In: Y. Manolopoulos & S. Evripidou, editors: Proceedings of the 8th Panhellenic Conference in Informatics, Livanius Publishing Company, pp. 20–29.
[22] P. Kefalas & I. Stamatopoulou (2010): Towards modelling of reactive, goal-oriented and hybrid intelligent agents using P Systems. In: 11th International Conference on Membrane Computing. Submitted.
[23] P. Kefalas, I. Stamatopoulou, I. Sakellariou & G. Eleftherakis (2009): Transforming Communicating X-Machines into P Systems. Natural Computing 8(4), pp. 817–832.
[24] J. Kelemen, A. Kelemenova & G. Paun (2004): Preview of P colonies: A biochemically inspired computing model. In: M. Bedau et al., editor: Proceedings of the 9th Intern. Conference on the Simulation and Synthesis of Living Systems (Alife IX), pp. 82–86.
[25] J. Klein & M. Koutny (2007): *Synchrony and asynchrony in membrane systems*. In: H. J. Hoogeboom, G. Paun, G. Rozenberg & A. Salomaa, editors: *Membrane Computing, 7th International Workshop, Leiden, Holland, Lecture Notes in Computer Science 4361*, Springer, pp. 66–85.

[26] C. Martin-Vide, Gh. Păun, J. Pazos & A. Rodriguez-Paton (2003): *Tissue P Systems*. Theoretical Computer Science 296, pp. 295–326.

[27] O. Paunovski, G. Eleftherakis & A.J. Cowling (2008): *Framework for empirical exploration of emergence using multi-agent simulation*. In: S. Stepney, F. Polack & P. Welch, editors: Proceedings of the 1st Workshop on Complex Systems Modelling and Simulation (COSMOS’08), pp. 1–31.

[28] G. Păun, G. Rozenberg & A. Salomaa (2010): *The Oxford Handbook of Membrane Computing*. Oxford University Press, Inc., New York, NY, USA.

[29] C. Rouf, A. Vanderbilt, W. Truszkowski, J. Rash & M. Hinchey (2004): *Verification of NASA Emergent Systems*. In: Proceedings of the 9th IEEE International Conference on Engineering Complex Computer Systems (ICECCS’04), pp. 231–238.

[30] I. Stamatopoulou (2008): *A Formal Framework for the Modelling of Multi-Agent Systems with Dynamic Structure*. Ph.D. thesis, University of Sheffield, UK.

[31] I. Stamatopoulou, M. Gheorghe & P. Kefalas (2005): *Modelling dynamic configuration of biology-inspired Multi-Agent Systems with Communicating X-machines and Population P Systems*. In: Membrane Computing: 5th International Workshop, Lecture Notes in Computer Science 3365, Springer, pp. 389–401.

[32] I. Stamatopoulou, P. Kefalas, G. Eleftherakis & M. Gheorghe (2005): *A modelling language and tool for Population P Systems*. In: Proceedings of the 10th Panhellenic Conference in Informatics (PCI’05).

[33] I. Stamatopoulou, P. Kefalas & M. Gheorghe (2007): *OPERAS: a Formal Framework for Multi-agent Systems and its Application to Swarm-based Systems*. In: A. Artikis, G. O’Hare, K. Stathis & G. Vouros, editors: Proceedings of the 8th International Workshop on Engineering Societies in the Agents World (ESAW’07), pp. 208–223.

[34] I. Stamatopoulou, P. Kefalas & M. Gheorghe (2007): *OPERASCC: An instance of a Formal Framework for MAS Modelling based on Population P Systems*. In: G. Eleftherakis, P. Kefalas & G. Păun, editors: Proceedings of the 8th Workshop on Membrane Computing (WMC’07), South-East European Research Centre, pp. 551–566.

[35] I. Stamatopoulou, I. Sakellariou, P. Kefalas & G. Eleftherakis (2008): *OPERAS for Social Insects: Formal Modelling and Prototype Simulation*. Special Issue of Romanian Journal of Information Science and Technology (ROMJIST) on Natural Computing — from biology to computer science and back to applications 11(3), pp. 267–280.

[36] U. Wilensky (1999). NetLogo. http://ccl.northwestern.edu/netlogo. Center for Connected Learning and Computer-based Modelling. Northwestern University, Evanston, IL.

[37] M. Wooldridge & N. R. Jennings (1995): *Intelligent Agents: Theory and Practice*. Knowledge Engineering Review 10(2), pp. 115–152.