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Abstract

In modern quantum field theory, one of the most important tasks is the calculation of loop integrals. Loop integrals appear when evaluating the Feynman diagrams with one or more loops by integrating over the internal momenta. Even though this problem has already been in place since the mid-twentieth century, we not only do not understand how to calculate all classes of these integrals beyond one loop, we do not even know in what class of functions the answer is expressed. To partially solve this problem, different variations of new functions called usually elliptic multiple polylogarithms have been introduced in the last decade. In this paper, we explore the possibilities and limitations of this class of functions. As a practical example, we chose the processes associated with the physics of heavy quarkonium at the two-loop level.
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1 Introduction

In modern quantum field theory, the main observable quantities are the scattering amplitudes that determine the probability of micro-level processes. The scattering amplitudes are usually considered within the framework of perturbation theory, i.e., the desired quantity is decomposed in a series according to the coupling constant, this coupling constant is regarded as small. Each $k$-th element of the perturbation series is represented as the sum of Feynman diagrams with $k$ loops. In order to solve them, it is necessary to calculate the integral over momenta flowing each of the $k$ loops - such integrals are called Feynman loop integrals. Previously, it was rarely required to calculate Feynman diagrams with two or more loops for complex processes. But in the past few decades, the accuracy of the measurements in particle physics has grown significantly. The commissioning of such machines as the Large Hadron Collider makes it necessary for the calculation of NNLO corrections for many measurable processes, for example, see [1,2]; therefore, it became necessary to develop methods for calculating Feynman integrals for two or more loops.

Each Feynman integral belongs to a specific family of integrals. We call family all integrals with the same structure of propagators but with arbitrary degrees of these propagators, including subgraphs. Elements of one family are not independent. There are so-called integration by parts (IBP) dependencies that establish a linear relationship between integrals of one family. These relations leads to the fact that any integral from this family can be represented as a linear combination of some limited basis of integrals, elements of this basis are called master integrals. Thus, to calculate integrals related to the scattering amplitude, one needs to determine the corresponding family of integrals, then introduce the basis of master integrals and calculate them.

There are two main ways to calculate master integrals. The most modern method is to write a system of differential equations for a system of basis integrals [6–12]. In this case, the master integrals basis is chosen so that the corresponding system of differential equations can be easily integrated. The second method is a direct integration, which consists in introducing some parametric transformation, for example, Feynman, and then integrating over parameters. In this paper, we will use this second method.

\[ \text{it is a basis in the full sense since it can be selected arbitrarily} \]
Feynman integrals are usually expressed in terms of special functions. The most common is the so-called multiple polylogarithms (MPLs) [13,14], which are the natural generalization of ordinary logarithms. For MPLs, there are many functional dependencies, mainly because they form a Hopf algebra [15]. These dependencies allow us to successfully use them to solve a large number of practical problems. Nevertheless, it is known for certain that not all Feynman integrals above one loop can be solved in terms of ordinary MPLs. One of the first examples was so-called kite integral (see the left part of Figure 1) which appears in calculation of electron self-energy in QED at the two-loop level. This problem was first considered in [16]. Became known that the solution for an integral of the kite type should contain integrals of elliptic functions. After this, similar problems often appeared in calculations related to the Standard Model and its extensions, the most simple example is the sunset integral with three massive lines (see the right part of Figure 1) [17–29]. Thus, it becomes necessary to consider a certain generalization of ordinary MPLs. It is natural to call such generalization elliptic multiple polylogarithms (eMPLs) [30]. There are many different ways to introduce eMPLs, the most prominent is the form of iterated integrals [21,29–36]. Elliptic multiple polylogarithms also can be considered as a generalization of polylogarithmic series [24–28,37]. In this paper, we will use the so-called pure eMPLs from the papers [31,38]. We believe that this particular class of functions gives the most convenient and compact results in solving practical problems. It is also important to note that eMPLs, as well as ordinary MPLs, satisfy the Hopf algebra [31,39], which potentially means that they can be successfully used in future practice.

The purpose of this paper is to use the methods from [31,38] to calculate some two-loop elliptic Feynman diagrams which arises when considering the physics of heavy quarkonium [40,41] and to show that in the end, its necessary to introduce functions that are more general than eMPLs into consideration.

The remainder of the paper is organized as follows. In section 2, we give a brief overview of the main classes of functions that we will use in this paper. Next, in sections 3, we will examine in detail the example of a “triangle with one massless line and massive loop”. This integral is related to the processes of CP-even heavy quarkonium productions and decays [40,41]. In the next two sections 4 and 5 we will also consider the integrals arising in the processes associated with heavy quarkonium production [40,41]. Next, in section 6 we will consider an example of a “triangle with all massive lines and massive loop”. In work [21], integrals of this type were called next to linear reducible. Finally, in section 7 we will discuss our results and give an outlook for the future.

2 Class of functions

In this section, we shall review the main classes of functions that we will use in subsequent sections. As already mentioned, those functions are the (MPLs) and there elliptic extensions (eMPLs).

Conclusions about the presence of more complex curves in particle physics were also made in [42–48].
2.1 Multiple polylogarithms

There are many different notations for polylogarithms [49], in this paper we will use so called Goncharov multiple polylogarithms [13, 14]. They can be defined recursively:

\[
G(a_1, \ldots, a_n; x) = \int_0^x G(a_2, \ldots, a_n; x') \frac{dx'}{x' - a_1}, \quad n > 0,
\]

where \(a_i, x \in \mathbb{C}, n \in \mathbb{N}\) is called the weight and the recursion starts with \(G(\); \(x) = 1. The form of MPL \(G(a_1, \ldots, a_n; x)\) in which all \(a_i\) are independent from \(x\) is called canonical.

This definition has one problem. If all \(a_i\) are equal to zero then the integral in (2.1) becomes infinite. One can avoid this problem by introducing the special definition for this case

\[
G(\vec{0}_n; x) = \frac{\log^n x}{n!},
\]

where \(\vec{0}_n\) denotes a sequence of \(n\) zeros.

MPLs can be connected to the "classical" polylogarithms by the relation

\[
\text{Li}_n(x) = -G(\vec{0}_{n-1}, 1; 1) = \int_0^x \frac{dx'}{x'} \text{Li}_{n-1}(x').
\]

The product of two MPLs ending by the same variable can be written as:

\[
G(\vec{v}, x)G(\vec{u}, x) = \sum_{\vec{c} = \vec{v} \shuffle \vec{u}} G(\vec{c}, x),
\]

where \(\shuffle\) denotes the shuffle product. Consider \(u\) and \(v\) to be some arbitrary words of length \(n\) and \(m\). The shuffle product \(u \shuffle v\) is a sum of over \(\frac{(m+n)!}{m!n!}\) possible permutations of letters of this words without changing the order of letters within each word. For example:

\[
ab \shuffle cd = abcd + acbd + cabd + acdb + cadb + cdab.
\]

It is possible to give an alternative definition of the shuffle product based on the recurrence relations

\[
u \shuffle \emptyset = \emptyset \shuffle u = u, \quad (6)
\]

\[
u \alpha \shuffle v\beta = (u \shuffle v)\alpha + (u\alpha \shuffle v)\beta, \quad (7)
\]

where \(\alpha\) and \(\beta\) are single elements, and \(u\) and \(v\) are arbitrary words.

A very nice property of MPLs is that they form a closed space under primitives and derivatives. If \(a_i\) are independent from \(x\) and \(R(x)\) is a rational function then the primitive of \(R(x)G(\vec{a}; x)\) can be expressed as a linear combination of some other MPLs in which all coefficients and arguments are rational functions with respect to the variable \(x\). Similarly, the derivative of \(G(\vec{a}(x); f(x))\) also will be expressed as a linear combination of MPLs. The latter follows directly from the differential equation

\[
dG(a_1, \ldots, a_n; x) = \sum_{i=1}^n G(a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n; x) d\log \left( \frac{a_{i-1} - a_i}{a_{i+1} - a_i} \right),
\]

with \(a_i \neq a_{i\pm 1}\).

MPLs are a well-known class of functions and a full discussion of their properties goes far beyond the scope of this paper; a more detailed overview including MPLs Hopf algebra structure can be found in [49–51].
2.2 Elliptic multiple polylogarithms

Before describing eMPLs, we give a brief description of the theory of elliptic functions. For convenience, hereinafter, we will use notations similar to the notations introduced in [31]. All the theory concerning ordinary elliptic curves and simplest elliptic functions have been well known for more than a hundred years, so we will not give a detailed description of it, but restrict ourselves to recalling the main points. A more detailed description can be found, for example, in [52, 53].

We call the elliptic curve an equation $y^2 = (x - a_1)(x - a_2)(x - a_3)(x - a_4)$, where $a_i$ are the complex numbers which we will need in the future. First, we define the two periods of the elliptic curve as

$$
\omega_1 = 2c_4 \int_{a_2}^{a_3} \frac{dx}{y} = 2K(\lambda), \quad \omega_2 = 2c_4 \int_{a_2}^{a_3} \frac{dx}{y} = 2iK(1 - \lambda),
$$

where $\lambda = \frac{a_4a_2}{a_3a_4}$, $c_4 = \sqrt{a_1a_3a_4}$, $a_{ij} = a_i - a_j$ and $K$ denotes the complete elliptic integral of the first kind. The ratio of two periods $\tau = \frac{\omega_2}{\omega_1}$ is called the module of the elliptic curve. Note, that the ratio $\tau$ is a complex number i.e. $\text{Im}(\tau) \neq 0$.

Periods are important characteristics of an elliptic curve, but two different forms of the same elliptic curve may possess different periods. To avoid such complications it is necessary to introduce the concept of Weierstrass canonical form.

Any elliptic curve can be transformed into Weierstrass canonical form

$$
y^2 = 4x^3 - g_2(\tau)x - g_3(\tau).
$$

One can obtain this form by using transformations which belongs to the modular group:

$$
x \rightarrow \frac{ax - b}{cx - d}, \quad y \rightarrow \frac{y}{(cx - d)^2}, \quad ad - bc = 1.
$$

The numbers $g_2(\tau)$ and $g_3(\tau)$ are known as the invariants of the elliptic curve.

From the invariants $g_2(\tau)$ and $g_3(\tau)$ we can compose a special function which is a modular form of weight zero and uniquely determines the isomorphism class of the elliptic curve. This function is called the $j$-invariant, and it is written as

$$
\tau = \frac{g_2(\tau)^3}{g_2(\tau)^3 - 27g_3(\tau)^2}.
$$

If two curves have the same $j$-invariant then they are isomorphic to each other and can be reduced to the same form by transformation (2.11).

Equation (2.11) describes a two-dimensional surface in four-dimensional space. In order to determine the type of this surface, one can use so-called Weierstrass $\wp$ function which is the simplest example of elliptic function

$$
\wp(z) = \frac{1}{z^2} + \sum_{(m,n) \neq (0,0)} \left( \frac{1}{(z + m\omega_1 + n\omega_2)^2} - \frac{1}{(m\omega_1 + n\omega_2)^2} \right),
$$

where the summation goes over all integers $m$ and $n$ excluding $(m, n) = (0, 0)$ and $\omega_1$ and $\omega_2$ are the two periods such that $\text{Im}(\omega_2/\omega_1) \neq 0$. The Weierstrass $\wp$ function has one remarkable property, it is doubly periodic with respect to its periods $\wp(z + i\omega_1 + j\omega_2) = \wp(z)$ with $i, j \in \mathbb{Z}$.

If we choose these periods as the periods of the elliptic curve, then it turns out that this elliptic curve can be parameterized in the following form

$$
\wp'(z)^2 = 4\wp(z)^3 - g_2(\tau)\wp(z) - g_3(\tau).
$$

So it follows that the elliptic curve is isomorphic to a torus because $\wp(z)$ is doubly periodic.
After a brief description of the classical theory of elliptic curves, we proceed to describe the iterative integrals of elliptic curves. For eMPLs we use definition given in [31]:

\[ E_4\left( \frac{n_1}{a_1} \ldots \frac{n_k}{a_k} \mid x; \vec{a} \right) = \int_0^x dx' \Psi_{n_1}(c_1, x', \vec{a}) E_4\left( \frac{n_2}{a_2} \ldots \frac{n_k}{a_k} \mid x'; \vec{a} \right). \]  \hfill (2.15)

The sum \( \sum |n_i| \) is called the weight of the eMPL and the integration kernels \( \Psi_{n_1}(c_1, x', \vec{a}) \) are defined as

\[ \Psi_0(0, x, \vec{a}) = \frac{c_4}{\omega_1 y} \]  \hfill (2.16)

and

\[ \Psi_1(c, x, \vec{a}) = \frac{1}{x - c}, \quad \Psi_{-1}(c, x, \vec{a}) = \frac{y(c)}{y(x - c)} + Z_4(c, \vec{a}), \quad c \neq \infty, \]  \hfill (2.17)

\[ \Psi_1(\infty, x, \vec{a}) = -Z_4(x, \vec{a}) \frac{c_4}{y}, \quad \Psi_{-1}(\infty, x, \vec{a}) = \frac{x - a_1 + 2c_4G_4(\vec{a})}{y}. \]  \hfill (2.18)

Note that from this definition directly follows that ordinary MPLs are a subset of eMPLs

\[ E_4\left( \frac{1}{a_1} \ldots \frac{1}{a_n} \mid x; \vec{a} \right) = G(a_1, \ldots, a_n; x) \]  \hfill (2.19)

and similar to MPLs, eMPLs defined by (2.15) satisfy the shuffle algebra

\[ E_4(\vec{V}; x; a)E_4(\vec{U}; x; a) = \sum_{\vec{C} = \vec{V} \cup \vec{U}} E_4(\vec{C}; x; a). \]  \hfill (2.20)

In order to define functions \( Z_4(x, \vec{a}) \) and \( G_4(\vec{a}) \) it is convenient to introduce the concept of Eisenstein-Kronecker series

\[ F(z, \alpha, \tau) = \frac{1}{\alpha} \sum_{n \geq 0} g^{(n)}(z, \tau) \alpha^n = \frac{\theta_1'(0, \tau) \theta_1(z + \alpha, \tau)}{\theta_1(z, \tau) \theta_1(\alpha, \tau)}, \]  \hfill (2.21)

where \( \theta_1 \) is the odd Jacobi theta function.

The functions \( g^{(n)}(z, \tau) \) possess a certain parity

\[ g^{(n)}(-z, \tau) = (-1)^n g^{(n)}(z, \tau), \]  \hfill (2.22)

and with respect to translations by 1 and \( \tau \), they behave as

\[ g^{(n)}(z + 1, \tau) = g^{(n)}(z, \tau), \quad g^{(n)}(z + \tau, \tau) = \sum_{k=0}^{n} \frac{(-2\pi i)^k}{k!} g^{(n-k)}(z, \tau). \]  \hfill (2.23)

Using generating series (2.21), functions \( Z_4(x, \vec{a}) \) and \( G_4(\vec{a}) \) are defined as [31]:

\[ Z_4(x, \vec{a}) = -\frac{1}{\omega_1} \left( g^{(1)}(z_x - z_\tau, \tau) + g^{(1)}(z_x + z_\tau, \tau) \right), \]  \hfill (2.24)

and

\[ G_4(\vec{a}) = \frac{g^{(1)}(z_\tau, \tau)}{\omega_1}, \]  \hfill (2.25)

where \( z_x \) is the image of point \( x \) on a torus and \( z_\tau \) is the image of point \( x = -\infty \)

\[ z_x = \frac{c_4}{\omega_1} \int_0^x \frac{dx}{y}, \quad z_\tau = \frac{c_4}{\omega_1} \int_{-\infty}^0 \frac{dx}{y}. \]  \hfill (2.26)

Such image is the inverse of the elliptic function that parametrizes the elliptic curve \( y \) and called the Abel’s map.

Now we will move on to the practical use of eMPLs defined in (2.15) to solve specific problems.
3 Triangle with one massless line and massive loop

\[ p_1^2 = m^2 \]

\[ p_2^2 = p' \]

\[ p_3^2 = 0 \]

Figure 2: \( I_1 \) diagram. Dashed lines denote massless propagators and on-shell massless external particles; thick lines represent massive propagators and on-shell massive external particles; double line denotes off-shell external particle. A dot on a line means that the corresponding propagator is in the power two.

As the first example, we will choose the integral described by the graph \( I_1 \) shown on Figure 2. This graph, in particular, arises in the processes of production and decay of heavy quarkonium [40, 41]. The corresponding Feynman integral reads

\[
I_1 = e^{2\gamma_E \varepsilon} (\mu^2 \varepsilon) \int \frac{d^d k_1 d^d k_2}{(i\pi^{d/2})^2} \left( \frac{1}{(k_1^2 - m^2)((k_1 - k_2)^2 - m^2)((p_1 - p_3 + k_2)^2 - m^2)(p_2 - k_2)^2} \right), \tag{3.27}
\]

where \( \gamma_E = -\Gamma'(1) \) is the Euler-Mascheroni constant and \( d = 4 - 2\varepsilon \). We will carry out all subsequent calculations in the Euclidean region and put \( t = -(p_1 - p_3)^2 > 0 \), the rest of the kinematics can be clearly understood from Figure 2.

We can use the Feynman parametrization and rewrite the integral (3.27) in a more convenient form

\[
I_1 = e^{2\gamma_E \varepsilon} (\mu^2 \varepsilon) \Gamma(1 + 2\varepsilon) \int_{\Delta} \left( \prod_{i=1}^{4} dx_i \right) x_1 \frac{U^5 - 2d}{F^{5-d}}, \tag{3.28}
\]

where \( U \) and \( F \) are the first and second Symanzik polynomials

\[
U = x_2 x_3 + x_2 x_4 + x_1 x_2 + x_1 x_3 + x_1 x_4,
\]

\[
F = -t x_1 x_2 x_3 - m^2 \left( (x_1 + x_2 + x_3)(x_2 x_3 + x_1 x_2 + x_1 x_3) + x_4 (x_1 + x_2)^2 \right) \tag{3.29}
\]

and the integration domain is \( \Delta \in \left\{ \vec{x} \mid x_i > 0, \sum_{i=1}^{4} x_i = 1 \right\} \).

We may use the Cheng-Wu theorem to factor out one variable from the integral, this choice should be made in such way that the resulting integral can be integrated as simply as possible, in our case, the best choice would be the variable \( x_1 \):

\[
I_1 = e^{2\gamma_E \varepsilon} \Gamma(1 + 2\varepsilon) (\mu^2 \varepsilon) \int_{0}^{\infty} \prod_{i=1}^{4} dx_i x_1 \frac{U^5 - 2d}{F^{5-d}} \delta(1 - x_1). \tag{3.31}
\]

Since the integral \( I_1 \) is free from ultraviolet divergences in four dimensions, the expression (3.31) can be expanded in to a series in \( \varepsilon \)

\[
I_1 = \left( -\frac{\mu^2}{m^2} \right)^{2\varepsilon} \left[ I_1^{(0)} + \varepsilon I_1^{(1)} + \mathcal{O}(\varepsilon^2) \right], \tag{3.32}
\]
where
\[ I_1^{(0)} = \int_0^\infty \frac{x_1 dx_1 dx_2 dx_3 dx_4}{UF} \delta(1 - x_1) = \int_0^\infty \frac{dx_2 dx_3 dx_4}{UF|_{x_1=1}}. \] (3.33)

We’ll start with analytical calculation of this integral

First of all, we see that the Symanzik polynomials are quadratic in the variables \(x_1, x_2\) and \(x_3\) and linear in the variable \(x_4\), we have already excluded the variable \(x_1\) using the Cheng-Wu theorem; therefore, the first integration must be carried out with respect to the variable \(x_4\). We use the definition (2.1) to integrate over the \(x_4\) variable and we can immediately compute the primitive with respect to \(x_4\)

\[ \int \frac{dx_4}{UF|_{x_1=1}} = \frac{G(-tx_2 x_3 + m^2(1+x_2+x_3)(x_2+x_3+x_2 x_3); x_4) - G(-1 + \frac{1}{1+x_2} - x_3; x_4)}{(1 + x_2) x_3 (tx_2 + m^2 (x_2 + x_3 + x_2 x_3))}. \] (3.34)

Now we need to substitute the integration limits. The limit \(x_4 = 0\) is trivial, so we focus on the limit \(x_4 = \infty\). In order to take this limit, we will perform the change of variable \(x_4 = \frac{1}{\epsilon}\) and focus on the limit \(\epsilon \rightarrow 0\). After that, we can use the fact that all multiple polylogarithms of weight one are just ordinary logarithms \(G(a; b) = \log \left(1 - \frac{a}{b}\right), a \neq 0\) and \(G(0; b) = \log(b)\). Using elementary transformations we find

\[ G\left(\frac{1}{\epsilon}\right) = i\pi - G(0; a) - G(0; 0), \quad \epsilon \rightarrow 0. \] (3.35)

here \(G(0; 0)\) is a logarithmic singularity \(\log(\epsilon)\) which should cancel out in the final answer. Using this equation and the primitive (3.34) we find

\[ I_1^{(0)} = \int_0^\infty \frac{dx_3 dx_2}{x_3} \frac{G\left(0; -1 + \frac{1}{1+x_2} - x_3\right) - G\left(0; \frac{tx_2 x_3 + m^2 (1+x_2+x_3)(x_2+x_3+x_2 x_3)}{m^2 (1+x_2)^2}; x_3\right)}{(1 + x_2) x_3 (tx_2 + m^2 (x_2 + x_3 + x_2 x_3))}. \] (3.36)

The integrand is a linear combination of MPLs in which all coefficients and arguments are rational functions with respect to the variables \(x_2\) and \(x_3\), therefore, the result of the next integration will also lie in the class of MPLs.

We carry out the following integration with respect to the variable \(x_3\). At this stage, we will also make the change of other variable \(x_2 = \frac{1}{x_2}\) so that the last integration domain will be in the range from 0 to 1. The transformation of this kind is called the Möbius transformation and it’s Jacobian is \(J = \frac{1}{(1-x)^2}\). In order to carry out the last but one integration, we again use the properties of multi-polylogarithms of weight one to transform them to the canonical form \(G(f; x_3)\) where \(f\) does not depend on \(x_3\) and we get

\[ I_1^{(0)} = \int_0^\infty dx_3 dx_2 \frac{G(-x; x_3) - G(Y(y); x_3) - G(Y(-y); x_3)}{(1 + x_2) x_3 (tx_2 + m^2 (x_2 + x_3 + x_2 x_3))}, \] (3.37)

where

\[ Y(y) = \frac{m^2 (1 + x - x^2) + tx (1 - x) + (m^2 + t)y}{2m^2 (x - 1)}. \] (3.38)

and \(y\) is the elliptic curve

\[ y^2 = (x - a_1)(x - a_2)(x - a_3)(x - a_4), \] (3.39)

with the branch points

\[ a_1 = \frac{1}{2} \left(1 - \sqrt{1 - \frac{4m^2}{(m + i \sqrt{2})^2}}\right), \quad a_2 = a_1^*, \quad a_3 = \frac{1}{2} \left(1 + \sqrt{1 - \frac{4m^2}{(m - i \sqrt{2})^2}}\right), \quad a_4 = a_3^*. \] (3.40)

This is recognized immediately as the elliptic curve corresponding to the sunset graph [29][31].
In equation (3.43) all MPLs are in canonical form so it can be further integrated and we compute the primitive with respect to the variable \(x_3\) of the integrand (3.37):

\[
\frac{1}{t + m^2} \frac{x}{x} \left( G(0, -x; x_3) - G(0, y; x_3) - G(0, -y; x_3) - G \left( \frac{(m^2 + t)x}{m^2}, -x; x_3 \right) + 
+ G \left( \frac{(m^2 + t)x}{m^2}, y; x_3 \right) + G \left( \frac{(m^2 + t)x}{m^2}, -y; x_3 \right) \right). \tag{3.41}
\]

Now we need to substitute the integration limit \(x_3 = \infty\) as we did it in equation (3.34), but now all MPLs have weight two, which somewhat complicates the matter. In order to substitute this limit, we use methods presented in article [34], based on the use of Hopf algebra for MPLs, this method allows us to reduce MPLs in to the canonical form, using it we find the following formula:

\[
G \left( a, b, \frac{1}{t} \right) = -\frac{\pi^2}{3} - i\pi(G(0; 0) + G(0; b)) + G(0; 0)G(0; b) + 
+ (G(0; b) - G(0; a))G(b; a) + G(0; 0; 0) + G(0, 0; b) + G(0, b; a), \tag{3.42}
\]

where \(G(0, 0; 0) = 1/2G(0; 0)^2\) is a logarithmic singularity.

And we find that

\[
I_1^{(0)} = \frac{1}{m^2 + t} \frac{x}{x} \left( -G(0; -x)G \left( x, \frac{(m^2 + t)x}{m^2} \right) + G(0; y)G \left( y, \frac{(m^2 + t)x}{m^2} \right) + 
+ G(0; -y)G \left( y, \frac{(m^2 + t)x}{m^2} \right) + G \left( 0, \frac{(m^2 + t)x}{m^2} \right) \times 
\times \left( \frac{(m^2 + t)x}{m^2}, y; \frac{(m^2 + t)x}{m^2} \right) - G \left( \frac{(m^2 + t)x}{m^2}, y; \frac{(m^2 + t)x}{m^2} \right) - 
\times \left( \frac{(m^2 + t)x}{m^2}, y; \frac{(m^2 + t)x}{m^2} \right) - G(0, y, \frac{(m^2 + t)x}{m^2}) \right). \tag{3.43}
\]

Note that all the singularities in this expression have been reduced and this expression is automatically symmetrical with respect to the rearrangements \(y \leftrightarrow -y\). This is because the root \(y\) originates from the second degree polynomial in \(x_3\) from the equation (3.34):

\[
\frac{t}{m^2} \frac{2x_2x_3 + m^2(1 + x_2 + x_3)(x_2 + x_3 + x_2x_3)}{m^2(1 + x_2)^2} = \frac{t}{m^2} \frac{(x - 1)x_3 + (x + x_3)(x - 1)x_3 - 1 = 
= (x - 1)(x_3 - \frac{y}{x}) \frac{(x_3 - \frac{y}{x})}{x}, \tag{3.44}
\]

which preserves this symmetry.

Expression (3.43) is an integral of an MPLs combination, however, it cannot be integrated further in the same class of functions because the arguments of these MPLs are not rational functions with respect to the integration variable. In order to move forward, it is necessary to rewrite each MPL in the expression (3.34) as a linear combination of eMPLs. The corresponding recurrence algorithm was described in [38] and [50]. Its brief description is as follows, first, we take the full derivative of the selected MPL of weight \(n\) with respect to the variable \(x\), after which we get a linear combination of MPLs of weight \(n - 1\) and where all coefficients are rational functions with respect to the variable \(x\) and the elliptic curve \(y\). Since the algorithm is based on recursion, we can assume that all MPLs of weight \(n - 1\) are already rewritten as linear combinations of eMPLs, it is obvious that recursion begins with \(n = 1\). Further, we can integrate the obtained combination of eMPLs using definition (3.15). In the end, we need to fix the integration

\[^3\text{This formula can also be obtained using special packages for MPLs, such as [55].}\]
constant. For this, we can compare the values of the initial expression and the final expression at some point, usually, as such a point, it is most convenient to choose \( x = 0 \).

Consider a simple example \( G(0; \Upsilon(y)) \), the full derivative reads

\[
\frac{dG(0; \Upsilon(y))}{dx} = -\frac{1}{2} \frac{1}{(x-1)^{2}} + \frac{1}{2y} - \frac{x}{y} + \frac{m^2(1-2x)}{2(m^2 + t)(y(x-1)x)}.
\]  

(3.45)

Now we can integrate this expression with the help of \( (2.15) \) and use the boundary value \( G(0; \Upsilon(y))|_{x=0} = i\pi \), we find

\[
G(0; \Upsilon(y)) = i\pi - \frac{1}{2} \mathcal{E}_4(-1; x; \bar{a}) - \frac{1}{2} \mathcal{E}_4(-1; x; \bar{a}) - \mathcal{E}_4(-1; x; \bar{a}) + \frac{1}{2} \mathcal{E}_4(1; x; \bar{a}) - \frac{1}{4} \mathcal{E}_4(1; x; \bar{a}) + \]

\[
+ \frac{1}{2} \mathcal{E}_4(0; x; \bar{a}) \left\{ \frac{1 - 2a_1}{c_4} - 4G_*(\bar{a}) + Z_4(0, \bar{a}) + Z_4(1, \bar{a}) \right\}.
\]  

(3.46)

The last expression can be somewhat simplified with the help of the explicit forms of \( G_*(\bar{a}) \) and \( Z_4(0, \bar{a}) + Z_4(1, \bar{a}) \) for sunset topology which were obtained in \[31\].

\[
G_*(\bar{a}) = \frac{i\pi}{2m_1} - \frac{2m_1 - 1}{4c_4},
\]

(3.47)

\[
Z_4(0, \bar{a}) + Z_4(1, \bar{a}) = \frac{2\pi i}{\omega_1}.
\]  

(3.48)

Note, that in the reference \[31\], the last formula was obtained with the help of numerical analysis, in Appendix A we will show how this formula can be obtained analytically and for more general case.

And we find

\[
G(0; \Upsilon(y)) = i\pi - \frac{1}{2} \mathcal{E}_4(-1; x; \bar{a}) - \frac{1}{2} \mathcal{E}_4(-1; x; \bar{a}) - \mathcal{E}_4(-1; x; \bar{a}) + \frac{1}{2} \mathcal{E}_4(1; x; \bar{a}) - \frac{1}{4} \mathcal{E}_4(1; x; \bar{a}).
\]  

(3.49)

Applying this method to all \( G \) functions in formula \[3.43\] and using the shuffle algebra \[2.20\] we obtain the following result

\[
I_1^{(0)} = \int_0^{\infty} \frac{-2dx}{(m^2 + t)x} \left( \mathcal{E}_4(-1; 0; \bar{a}) + \mathcal{E}_4(-1; 0; \bar{a}) + 2\mathcal{E}_4(-1; 0; \bar{a}) + \right.
\]

\[
+ i\pi \left( \mathcal{E}_4(0; 0; \bar{a}) + \mathcal{E}_4(0; 0; \bar{a}) + 2\mathcal{E}_4(0; 0; \bar{a}) \right).
\]  

(3.50)

The final integration is trivial and we obtain the final answer

\[
I_1^{(0)} = -\frac{2}{(m^2 + t)} \left( \mathcal{E}_4(0; 0; 0; \bar{a}) + \mathcal{E}_4(0; 0; 0; \bar{a}) + 2\mathcal{E}_4(0; 0; 0; \bar{a}) + \right.
\]

\[
+ i\pi \left( \mathcal{E}_4(0; 0; 0; \bar{a}) + \mathcal{E}_4(0; 0; 0; \bar{a}) + 2\mathcal{E}_4(0; 0; 0; \bar{a}) \right).
\]  

(3.51)

Similarly, we can obtain expressions for higher \( \varepsilon \) corrections, for example, correction \( I_1^{(1)} \) is expressed by the following Feynman integral

\[
I_1^{(1)} = \int_0^{\infty} dx_1 dx_2 dx_3 dx_4 \frac{x_1 \delta(1 - x_1) (3 \log U - 2 \log F)}{UF}.
\]  

(3.52)

\[\text{For the point } x = 0, \text{ this algorithm can be described by a slightly modified Newton-Leibniz formula } F_{MPL}(x) = \int_0^x \frac{dF_{MPL}(x)}{dx} dx \bigg|_0^x + F_{MPL}(0) \text{ where we need the additional limits } |_0^0. \text{ In order to correctly subtract all divergences}\]
This integral can be calculated using exactly the same methods as we used for $I_1^{(0)}$. The final result is very lengthy and can be found in supplementary notebook file.

Both of these results were verified numerically by comparison with direct numerical calculation of the parametric integrals. In this work, we will check all our results in a similar way, therefore we will not mention this furthermore.

4 Triangles with different external lines

Figure 3: $I_2$ diagram on the left and $I_3$ diagram on the right. Dashed lines denote massless propagators and on-shell massless external particles; thick lines represent massive propagators and on-shell massive external particles; double line denotes off-shell external particle.

As a second example, we consider two graphs shown in Figure 3. These diagrams are very similar to the diagram from Figure 2 but have a different structure of external lines. The integral representation of $I_2$ is

\[
I_2 = e^{2\gamma\epsilon} (\mu^{2\epsilon}) \int \frac{d^4k_1 d^4k_2}{(i\pi^2)^2} \frac{1}{(k_1^2 - m^2)^2((k_1 - k_2)^2 - m^2)((p_1 + p_2 + k_2)^2 - m^2)(p_3 - k_2)^2},
\]

(4.53)

The Symanzik polynomials are

\[
U = x_2 x_3 + x_2 x_4 + x_1 x_2 + x_1 x_3 + x_1 x_4,
\]

(4.54)

\[
F = x_1 x_2 \left( p_2^2 x_4 - sx_3 \right) - m^2 \left( (x_1 + x_2 + x_3)(x_2 x_3 + x_1 x_2 + x_1 x_3) + x_4(x_1 + x_2)^2 \right),
\]

(4.55)

where $s = -(p_1 + p_2)^2 > 0$ lies in the Euclidean region.

As before, we carry out the first integration with respect to the variable $x_4$ and substitute the integration limits using the formula (3.35), we find for $e^{0}$ correction

\[
I_2^{(0)} = \int_0^\infty dx_3 \int_0^1 dx \frac{G(0; -x - x_3) - G\left(0; \frac{x(x-1)x_3 + m^2(x + x_3) - 1 + (x-1)x_3}{m^2 + p^2(x-1)x}\right)}{p^2 x(x + x_3) + x_3(sx + m^2(x + x_3))},
\]

(4.56)

here we have already replaced the variable $x_2 = \frac{x}{x_3}$.

Further, we reduce all MPLs to canonical form and obtain

\[
I_2^{(0)} = \int_0^\infty dx_3 \int_0^1 dx \frac{G(-x; x_3) - G\left(0; \frac{m^2}{m^2 + p^2(x-1)x}\right)}{p^2 x(x + x_3) + x_3(sx + m^2(x + x_3))},
\]

(4.57)

where $Y(y)$ is defined by equation (3.38) and $y^2 = (x - a_1)(x - a_2)(x - a_3)(x - a_4)$, with the branch points:

\[
a_1 = \frac{1}{2} \left( 1 - \sqrt{1 - \frac{4m^2}{(m + i\sqrt{S})^2}} \right), \quad a_2 = a_1^*, \quad a_3 = \frac{1}{2} \left( 1 + \sqrt{1 - \frac{4m^2}{(m + i\sqrt{S})^2}} \right), \quad a_4 = a_3^*.
\]

(4.58)
We see that these branch points differ from (3.40) only by replacement of $t$ by $s$. Therefore, we will denote the branch points (4.58) with the same letter, which should not lead to confusion.

Using definition (2.1), we integrate over the variable $x_3$ and substitute the integration limits according to the formula (3.42).

\[
I^{(0)}_2 = \int_0^1 \frac{dx}{\eta x} \left\{ -G \left( 0; -\frac{m^2 x}{m^2 + p^2(x-1)x} \right) G(0; \Psi_\pm) + G(0; -x) \left( G(0; \Psi_\pm) - G(-x; \Psi_\pm) \right) + G(0; \Psi(\eta)) \right\},
\]

where we introduce the shorten notations

\[
G (\tilde{\alpha}; \Psi_\pm) = G (\tilde{\alpha}; \Psi(\eta)) - G (\tilde{\alpha}; \Psi(-\eta))
\]

and

\[
\Psi(\eta) = -\frac{m^2 + p^2 + s + \eta}{2m^2}, \quad \eta = \sqrt{((m-p)^2 + s)((m+p)^2 + s)}.
\]

Note that (4.59) is automatically symmetric with respect to permutations $y \leftrightarrow -y$ and $\eta \leftrightarrow -\eta$.

Rewriting all MPLs in expression (4.59) through a linear combination of eMPLs and performing the last trivial integration, we find

\[
I^{(0)}_2 = -\frac{1}{\eta} \left[ A_+ + A_- - \omega_1 (Z_4 (\kappa_+, \tilde{\alpha}) + Z_4 (\kappa_-, \tilde{\alpha})) A_0 \right],
\]

where we have introduced the notations

\[
A_\pm = \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}) + \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}) + 2 \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}),
\]

\[
A_0 = \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}) + \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}) + 2 \mathcal{E}_4(1 - 1 - 1 - 1; \tilde{\alpha}),
\]

\[
\kappa_\pm = \frac{1}{2} \pm \frac{1}{2} \sqrt{1 - \frac{4m^2}{p^2}}.
\]

This result can be further simplified, using results from Appendix A we find

\[
Z_4 (\kappa_+, \tilde{\alpha}) + Z_4 (\kappa_-, \tilde{\alpha}) = \frac{2\pi i}{\omega_1}
\]

and the final answer reads

\[
I^{(0)}_2 = -\frac{1}{\eta} [A_+ + A_- - 2\pi i A_0].
\]

Next, we will consider diagram on the right part of Figure 3. The corresponding Feynman integral reads

\[
I_3 = e^{2\pi i \varepsilon} (\mu^2) \int \frac{d^d k_1 d^d k_2}{(i\pi^{d/2})^2 (k_1^2 - m^2)^2 ((k_1 - k_2)^2 - m^2)^2 ((p_1 + p_2 + k_2)^2 - m^2)(p_1 - k_2)^2}.
\]

For the $e^0$ contribution one can find the following Feynman parametric representation

\[
I^{(0)}_3 = \int_0^\infty \frac{x_1 x_2 d x_1 d x_2 d x_3 d x_4}{F^2} \delta(1 - x_1),
\]
where $U$ and $F$ are the Symanzik polynomials from (4.30) and (4.55). Taking trivial integrals over the variables $x_4$ and $x_3$, we obtain the following formula

$$I^{(0)}_3 = \int_0^1 \frac{x(x-1)(4\pi \Gamma(y)) - G(0; \Upsilon(y)) - G(0; \Upsilon(-y))}{(m^2 + s)(m^2 + p^2x(x-1)y)} dx,$$  

(4.70)

where we already perform transformation $x_2 = \frac{x}{1-x}$. Differentiating with respect to the variable $x$ and integrating back we find

$$G(0; \Upsilon(y)) - G(0; \Upsilon(-y)) = G\left(0; \frac{\Upsilon(y)}{\Upsilon(-y)}\right) = -\mathcal{E}_4\left(\frac{-1}{0}; x; \vec{a}\right) - \mathcal{E}_4\left(\frac{-1}{1}; x; \vec{a}\right) - 2\mathcal{E}_4\left(\frac{-1}{\infty}; x; \vec{a}\right).$$  

(4.71)

Inserting this equation into expression (4.70) and carrying out the last simple integration we find

$$I^{(0)}_3 = \frac{S_+ - S_-}{p^2(\kappa_+ - \kappa_-)\eta} - \left(\frac{\omega_1}{p^2(m^2 + s)\mathcal{E}_4(\vec{a})} + \frac{\omega_1(Z_4(\kappa_+, a) - Z_4(\kappa_-, a))}{p^2(\kappa_+ - \kappa_-)\eta}\right)S_0,$$  

(4.72)

where we introduced the following definitions

$$S_\pm = \mathcal{E}_4\left(\frac{-1}{0}; 1; \vec{a}\right) + \mathcal{E}_4\left(\frac{-1}{1}; 1; \vec{a}\right) + 2\mathcal{E}_4\left(\frac{-1}{\infty}; 1; \vec{a}\right)$$  

(4.73)

and

$$S_0 = \mathcal{E}_4\left(0; 1; \vec{a}\right) + \mathcal{E}_4\left(0; 1; \vec{a}\right) + 2\mathcal{E}_4\left(0; \infty; 1; \vec{a}\right).$$  

(4.74)

We also calculated the $\varepsilon$ corrections $I^{(1)}_2$ and $I^{(1)}_3$ for the integrals in Figure 3; the results are pretty lengthy and can be found in supplementary notebook file.

### 4.1 Analytic continuation

The result (4.67) is correct for any $\text{Im}(\rho) \geq 0$ but it is not applicable at the point $p = 0$ because $\kappa_\pm$ becomes infinite. In this section, we show how one can get an analytical answer for the case $p = 0$. Straight away, there is a temptation to simply substitute $\kappa_\pm = \infty$ in the final formula, but this will lead to obviously wrong result. In order to find the correct expression, it is necessary to expand each eMPL in a Laurent series around the point $p = 0$, however, this is difficult to do. The main complication is the presence of functions $Z_4(\kappa_\pm, \vec{a})$ in the integration kernels that must be expanded along with the upper integration limit. For this reason, we choose an easier way. Consider the sum of two kernels

$$\Psi_{-1}(\kappa_+, x, \vec{a}) + \Psi_{-1}(\kappa_-, x, \vec{a}) = \frac{y(\kappa_+)}{y(x - \kappa_+)} + \frac{y(\kappa_-)}{y(x - \kappa_-)} + \frac{c_4}{y}(Z_4(\kappa_+, \vec{a}) + Z_4(\kappa_-, \vec{a})).$$  

(4.75)

Now it is necessary to expand this expression in a Taylor series around the point $p = 0$ and take the corresponding limit, to do so we use the relation $y(\kappa_+) = y(\kappa_-) = \frac{m^2\eta}{p^2(s + \eta m^2)}$ and the formula (1.69). We find

$$\Psi_{-1}(\kappa_+, x, \vec{a}) + \Psi_{-1}(\kappa_-, x, \vec{a}) = 2\Psi_{-1}(\infty, x, \vec{a}) + 4\pi i \Psi_0(0, x, \vec{a}) + O(p^2),$$  

(4.76)

which leads to the simple result

$$\mathcal{E}_4\left(\frac{-1}{\infty}; x; \vec{a}\right) + \mathcal{E}_4\left(\frac{-1}{1}; x; \vec{a}\right) = 2\mathcal{E}_4\left(\frac{-1}{\infty}; x; \vec{a}\right) + 4\pi i \mathcal{E}_4\left(\frac{0}{\infty}; x; \vec{a}\right) + O(p^2).$$  

(4.77)

If we apply this relation to the answer (4.67) and compare with the answer (3.51), we will immediately see the relation

$$I^{(0)}_2 \bigg|_{\varepsilon = \varepsilon} = I^{(0)}_1 + O(p^2).$$  

(4.78)

On the other hand, one can verify the correctness of the last equation simply by comparing the Symanzik polynomials (3.30) and (4.55) between themselves. Thus, we get one more confirmation of the correctness of our result.
5 Diagram with five internal lines

In previous examples, we always integrated in the range $[0, \infty]$ except the last integration, where we used the Möbius transformation $x \to \frac{1}{1-x}$. In order to substitute the integration limits, we used equations of the type (3.35) and (3.42). However, it is possible to use a slightly different approach and perform the Möbius transformation for all integration variables, this can be convenient because integration limits becomes trivial. In this section, we show the application of this technique using the following Feynman integral as an example

$$I_4 = \frac{e^{2\gamma \varepsilon}(\mu^2)}{(\pi^{d/2})^2} \int \frac{d^d k_1 d^d k_2}{(k_1^2 - m^2)((k_1 - k_2)^2 - m^2)((p_1 - p_3 + k_2)^2 - m^2)(p_1 - p_3 + k_1)^2(p_2 - k_2)^2}. \quad (5.79)$$

The corresponding diagram can be found on the Figure 4.

The Symanzik polynomials are

$$U = x_2 x_3 + x_2 x_4 + x_3 x_4 + x_1 x_3 + x_1 x_4 + x_1 x_5 + x_2 x_5 + x_3 x_5 + x_4 x_5, \quad (5.80)$$

$$F = -t x_1 (x_2 x_3 + x_2 x_4 + x_4 x_3 + x_4 x_5) - m^2 \left((x_1 + x_2 + x_3)(x_2 x_3 + x_1 x_2 + x_1 x_3 + x_2 x_4 + x_3 x_4) + x_5(x_1 x_4 + (x_1 + x_2)^2)\right), \quad (5.81)$$

where $t = -(p_1 - p_3)^2$, as before, we will work in the Euclidean region so that $t > 0$. And we can write the $\epsilon^0$ correction in terms of Feynman parametrization as

$$I_4^{(0)} = \int_0^\infty \frac{dx_1 dx_2 dx_3 dx_4 dx_5}{UF} \delta(1 - x_2) = \int_0^\infty \frac{dx_1 dx_3 dx_4 dx_5}{UF|_{x_2=1}}. \quad (5.82)$$

Performing the transformation $x_5 = \frac{x_2}{1-x_2}$ and integrating over the variable $x_5$ within the limits $[0, 1]$ we obtain

$$I_4^{(0)} = \int_0^\infty \frac{(-G(A_1;1) + G(A_2;1)) dx_1 dx_3 dx_4}{(x_4 + x_3(1 + x_1 + x_4))(tx_1 + m^2(x_3 + x_1(1 + x_3) + x_4 + x_3 x_4))}. \quad (5.83)$$

where $A_1$ and $A_2$ are the rational functions with respect to the variables $x_1$, $x_3$ and $x_4$:

$$A_1 = \frac{x_3 + x_1(1 + x_3)}{x_3(1 + x_1 + x_4)}, \quad (5.84)$$

Figure 4: $I_4$ diagram. Dashed lines denote massless propagators and on-shell massless external particles; thick lines represent massive propagators and on-shell massive external particles; double line denotes off-shell external particle.
\[
A_2 = \frac{tx_1(x_3 + x_4 + x_3x_4) + m^2(1 + x_1 + x_3)(x_1 + x_3 + x_4 + x_1x_3 + x_3x_4)}{tx_1x_3(1 + x_4) + m^2(-1 + x_5 + x_4^2 + x_4^2 + (1 + x_3)^2x_4 + x_1(x_3(3 + x_3 + x_4) - 1))}.
\]

(5.85)

After this we put \(x_4 = \frac{x_3}{1-x_3}\) and bring all MPLs to the canonical form

\[
I_4^{(0)} = \int_0^\infty dx_1 dx_3 \int_0^1 dx_4 \left( -G\left(1 + \frac{1}{x_1}; x_4\right) + G\left(B_1; x_4\right) + G\left(B_2; x_4\right) - G\left(B_3; 1\right) - G\left(B_4; x_4\right) + G\left(B_5; 1\right) \right)
\]

\[
(x_3(x_1(x_4 - 1) - 1) - x_4)(tx_1(x_4 - 1) + m^2(x_1(1 + x_3)(x_4 - 1) - x_3 - x_4))
\]

(5.86)

where \(B_i, i = 1...5\) are the rational functions with respect to the variables \(x_1\) and \(x_3\):

\[
B_1 = \frac{m^2(1 + x_1)^2}{tx_1 + m^2(1 + x_1 + x_1^2)}.
\]

(5.87)

\[
B_2 = \frac{x_1 + x_3 + x_1x_3}{-1 + x_1 + x_1x_3}, \quad B_3 = 1 + \frac{1 + x_1}{-1 + x_1 + x_1x_3}.
\]

(5.88)

\[
B_4 = \frac{tx_1x_2 + m^2(1 + x_1 + x_3)(x_1 + x_3 + x_1x_3)}{tx_1 - m^2(1 + x_1 + x_3)(1 + x_3 + x_1x_3)},
\]

(5.89)

\[
B_5 = \frac{tx_1x_3 + m^2(1 + x_1 + x_3)(x_1 + x_3 + x_1x_3)}{tx_1x_3 + m^2(-1 + x_3 + x_1x_3(3 + x_1) + (1 + x_1)x_3)}.
\]

(5.90)

Further, in the same way, we integrate over the variable \(x_3 = \frac{x_3}{1-x_3}\). We do not give the appropriate calculations due to their large size. Having in mind that, if desired, they can be easily restored. And we arrive to the final integration

\[
I_4^{(0)} = \frac{1}{m^2 + t} \int_0^1 \frac{T_g + T_e}{x(x - 1)} dx,
\]

(5.91)

where \(T_g\) is the part completely free from the elliptic curve \(y\)

\[
T_g = G(0, \xi) G(0, -\xi, x) + G(\xi, x) \left( G(\xi, 1)G(0, \xi) + G(0, \xi, 1) - \frac{\pi^2}{3} \right) + G(0, \xi) G(0, \xi, x) +
\]

\[
5G(0, \xi) G(\xi, \xi, x) + G(0, -\xi, -\frac{m^2}{t}, x) - 2G \left( \xi, 0, -\frac{m^2}{t}, x \right) + G \left( \xi, 1, -\frac{m^2}{t}, x \right) -
\]

\[
- 2G(0, 0, -\xi, x) - 2G(0, 0, 0, x) - 2G(0, -\xi, 0, x) - 2G(0, 0, 0, x) + G(0, \xi, 1, x) +
\]

\[
+ G(0, \xi, 0, x) + G(0, 0, 0, x) + 2G(0, 0, 0, x) + G(0, 0, 0, x) - G(\xi, 0, 0, x) - G(\xi, 1, 1, x) +
\]

\[
+ 6G(\xi, 0, 0, x) - G(\xi, \xi, 1, x),
\]

(5.92)

with \(\xi = \frac{m^2}{tx}\) and \(T_e\) is the part which contain the elliptic curve

\[
T_e = -R(0) + R \left( \frac{(m^2 + t)x}{m^2(x - 1) + tx} \right) + R \left( \frac{m^2}{x(m^2 + t)} \right) - R \left( \frac{m^2(x + 1) + tx}{(m^2 + t)x} \right),
\]

(5.93)

where we introduce the shorten notations

\[
R(a) = G(a, 1, \Gamma(y); 1) + G(a, 1, \Gamma(-y); 1) + G(a, \Gamma(y), 1; 1) + G(a, \Gamma(-y), 1; 1),
\]

(5.94)

and

\[
\Gamma(y) = \frac{m^2(x^2 - x - 1 - y) + t(x^2 - x - y)}{m^2(x^2 - 3x - 1 + y) + t(x^2 - x - y)} = \frac{\Upsilon(y)}{1 + \Upsilon(y)}.
\]

(5.95)

The result of the final integration in (5.91) is very lengthy so we put the final answer for \(I_4^{(0)}\) in supplementary notebook file.
6 Next to linear reducible example

As our last example, we will calculate the diagram shown on Figure 5. It is easy to see that it is a generalization of the $I_1$ diagram from Figure 2. The corresponding Feynman integral reads

$$I_m = e^{2\gamma_E \varepsilon (\mu^2)} \int \frac{d^4k_1d^4k_2}{(i\pi^{d/2})^2 (k_1^2 - m^2)(k_1^2 - m^2)((p_1 - p_3 + k_2)^2 - m^2)((p_2 - k_2)^2 - m^2)}.$$ (6.96)

The parametric representation is

$$I_m^{(0)} = \int_0^\infty \frac{x_1dx_1dx_2dx_3dx_4}{UF} \delta(1 - x_1),$$ (6.97)

where the Symanzik polynomials are

$$U = x_2x_3 + x_2x_4 + x_1x_2 + x_1x_3 + x_1x_4,$$ (6.98)

$$F = -tx_1x_2x_3 + m^2(x_1 + x_2 + x_3 + x_4)(x_2x_3 + x_2x_4 + x_1(x_2 + x_3 + x_4)), $$ (6.99)

with $t = (p_1 - p_3)^2 > 0$.

Note that the second Symanzik polynomial $F$ is quadratic in all four parameters. In all previously discussed examples, Symanzik polynomials were quadratic in only three variables. In the work [21], an integral with a similar situation was called next to linear reducible.

Integrating over $x_4$ we find:

$$I_m^{(0)} = -\int_0^\infty \frac{dx_2dx_3}{y} \left( \frac{i\pi - G(-1; x_2) - G(0; q(y)) + G(0; x_2) + G \left( -1 + \frac{1}{1+x_2}; x_3 \right)}{q(y)(1+x_2) + x_2 + x_3 + x_2x_3} - \right.$$

$$\left. - \frac{i\pi - G(-1; x_2) - G(0; q(-y)) + G(0; x_2) + G \left( -1 + \frac{1}{1+x_2}; x_3 \right)}{q(-y)(1+x_2) + x_2 + x_3 + x_2x_3} \right),$$ (6.100)

where:

$$q(y) = \frac{-m(1 + x_3 + x_2(3 + x_2 + x_3)) + y}{2(1 + x_2)}.$$ (6.101)
and
\[ y^2 = -4tx_2(1 + x_2)x_3 + m^2 \left( (1 + x_2 + x_2^2)^2 - 2(1 + x_2)(1 + 3x_2 + x_2^2)x_3 - 3(1 + x_2)^2x_3^2 \right). \]  
(6.102)

Next, we need to integrate over the variable \( x_3 \) or \( x_2 \), but we cannot do it right away because MPLs in the formula (6.100) contain arguments which are not rational in both \( x_3 \) and \( x_2 \) variables. The problem is the square root \( y \) defined by (6.102). Inside the root \( y \) there is a polynomial in two variables. In order to perform the next integration, we need to find such rational coordinate transformation that rationalizes the \( y \) root. Moreover, this must be done in two variables \( x_3 \) and \( x_2 \), otherwise on the next integration we may have an expression with nested radicals. In order to rationalize this root, we note that polynomial (6.102) is quadratic in the variable \( x_3 \) and have the form
\[ y^2 = ax_3^2 + bx_3 + c^2, \]  
(6.103)

where \( a, b \) and \( c \) are polynomials in the variable \( x_2 \), it is particularly important that \( c^2 \) is a full square and \( c = m(1 + x_2 + x_2^2) > 0 \).

It turns out that root (6.103) can be rationalized by a rational transformation, for this one can use the simple algorithm from work [57]. Note, that the algorithm from [57] cannot be applied directly to the curve (6.102), as to a curve in two variables \( x_2 \) and \( x_3 \) since, as a function of these two variables, it does not satisfy the algorithm conditions. Nevertheless, if we consider curve (6.102) only as a function of the variable \( x_3 \), i.e. consider expression (6.103), then the algorithm is quite applicable. And we find simple relations
\[ x_3 \to \frac{z(2c - bz)}{-1 + az^2}, \quad y \to c + \frac{2c - bz}{-1 + az^2}, \]  
(6.104)

where \( z \) is a new variable. Substituting the values for the \( a, b \) and \( c \) coefficients we get
\[ x_3(z) = \frac{2z(m(1 + x_2 + x_2^2) + 2tx_2(1 + x_2)z + m^2(1 + x_2)(1 + 3x_2 + x_2^2)z)}{1 + 3m^2(1 + x_2)^2z^2}, \]  
(6.105)
\[ y \to \frac{-m(1 + x_2 + x_2^2) - 2(1 + x_2)(2tx_2 + m^2(1 + x_2(3 + x_2)))z + 3m^3(1 + x_2)^2(1 + x_2 + x_2^2)z^2}{1 + 3m^2(1 + x_2)^2z^2}. \]  
(6.106)

The Jacobian of this transformation
\[ J_z = \frac{-2m(1 + x_2 + x_2^2) - 4(1 + x_2)(2tx_2 + m^2(1 + x_2(3 + x_2)))z + 6m^3(1 + x_2)^2(1 + x_2 + x_2^2)z^2}{(1 + 3m^2(1 + x_2)^2z^2)^2}. \]  
(6.107)

At the same time, for convenience, we will also perform the Mobius transformation
\[ x_2(x) \to \frac{x}{1 - x}, \quad J_x = \frac{1}{(x - 1)^2}. \]  
(6.108)

After this the limits of integrations becomes \( x \in [0, 1] \) and \( z \in \left[ 0, \frac{i(x-1)}{\sqrt{3}m} \right] \).

Integrating over \( z \) we find
\[ I_m^{(0)} = \int_0^1 \frac{dx}{(m^2 + t)x} \left\{ (G(0; x) + G(1; x)) \left( G(f_1; \frac{i}{\sqrt{3}}) - G(1; \frac{i}{\sqrt{3}}) \right) + G(0, \Theta(-y_2); \frac{i}{\sqrt{3}}) + G(0, \Theta(y_2); \frac{i}{\sqrt{3}}) - G(0, \Omega(-y_1); \frac{i}{\sqrt{3}}) - G(0, \Omega(y_1); \frac{i}{\sqrt{3}}) \right\}; \]  
(6.109)
where:

\[
\Theta(y_2) = \frac{m^2 + m^2(x - 1)x + 2\sqrt{tm}y_2}{m^2(2 - x + x^2) - 4t(x - 1)x},
\]

\[
\Omega(y_1) = \frac{(t + m^2)((x - 1)x + y_1)}{m^2(1 - 2x + x^2) - 2t(x - 1)x},
\]

\[
\tilde{\Omega}(y_1) = \frac{m^2(y_1 - 1) + t((x - 1)x + y_1)}{m^2(2 - x + x^2) + 2t(x - 1)x},
\]

and

\[
f_1 = \frac{m^2(1 - x + x^2)}{m^2(1 - (x - 1)x) - 2t(x - 1)x}, \quad f_2 = \frac{(t + m^2)(x - 1)x}{m^2(2 - x + x^2) - t(x - 1)x}.
\]

The equation (6.109) contain two different roots of the fourth-degree polynomials. The first is the same root as discussed in section 3. The properties of this root are well known to us.

The second elliptic structure is

\[
y_2^2 = \frac{4t(x - 1)^2x^2 + m^2}{4t} = (x - b_1)(x - b_2)(x - b_3)(x - b_4),
\]

with the branch points

\[
b_1 = \frac{1}{2}(1 + \varphi), \quad b_2 = \frac{1}{2}(1 - \varphi), \quad b_3 = \frac{1}{2}(1 - \varphi), \quad b_4 = \frac{1}{2}(1 + \varphi),
\]

where we introduce the definitions \( \varphi = \sqrt{1 - \frac{2m}{\sqrt{t}}, \quad \tilde{\varphi} = \sqrt{1 + \frac{2m}{\sqrt{t}}}. \)

In order to truly make sure that \( y_1 \) and \( y_2 \) are different elliptic curves, it is necessary to calculate the \( j \) invariant using the equation (2.12), the results are as follows

\[
j_1 = \frac{(3m^2 + t)^3(3m^6 + 3m^4t + 9m^2t^2 + t^3)^3}{m^{12}t^2(m^2 + t)^3(9m^2 + t)}, \quad j_2 = \frac{256(3m^2 + t)^3}{m^4(4m^2 + t)}.
\]

So we see that \( y_1 \) and \( y_2 \) are really two different curves.

Result (6.109) has three features, the first is the presence of two elliptical structures. All Feynman integrals considered earlier included only one elliptic structure. These elliptic structures correspond to the two different sunsets in the form of subgraphs on Figure 5. The second feature is that the elliptic curve corresponding to the sunset diagram now come in different combinations \( \Omega(y_1), \tilde{\Omega}(y_1) \) and \( \Theta(y_2). \)

In all integrals discussed in previous chapters, the elliptic curve was included only in combination \( \Upsilon(y) \).

And the third important property is that the two elliptic structures \( y_1 \) and \( y_2 \) do not ”mix” with each other. By this, we mean that the formula (6.109) does not contain such MPLs in which both \( y_1 \) and \( y_2 \) would be simultaneous. This third feature allows us to use the methods from [31,38] just as we did in all previous sections.

Rewriting all MPLs through a linear combination of eMPLs, we find the following surprisingly simple answer

\[
I^{(0)}_m = \frac{1}{2(t + m^2)} \left[ I_+ + I_- + I^*_+ + I^*_- - 4\pi i I_0 + 2I_G \right],
\]

were \( I_\pm, I^*_\pm \) and \( I_0 \) are elliptic parts

\[
I_\pm = E_4(\frac{1}{0 \ 1 - 1}; 0 1; \tilde{a}) + E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a}) + 2E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a}),
\]

\[
I^*_\pm = E_4(\frac{1}{0 \ 1 - 1}; 0 1; \tilde{a}) + E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a}) + 2E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a}),
\]

\[
I_0 = E_4(\frac{1}{0 \ 1 - 1}; 0 1; \tilde{a}) + E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a}) + 2E_4(\frac{1}{0 \ 1 - 1}; 1; \tilde{a})
\]

(6.120)
and $I_G$ is the part which can be entirely written in terms of ordinary MPLs

$$I_G = \frac{1}{3}i\pi G(0, \alpha_-, 1) + \frac{1}{3}i\pi G(0, \alpha_+, 1) - \frac{1}{3}i\pi G(0, \alpha_-^*, 1) - \frac{1}{3}i\pi G(0, \alpha_-^*, 1) -$$

$$- G(0, 0, \alpha_-, 1) - G(0, 0, \alpha_+, 1) - G(0, 0, \alpha_-^*, 1) - G(0, 0, \alpha_-^*, 1) + \frac{1}{2} G(0, \alpha_-, 1, 1) +$$

$$+ \frac{1}{2} G(0, \alpha_+, 1, 1) + \frac{1}{2} G(0, \alpha_-^*, 1, 1) + \frac{1}{2} G(0, \alpha_-^*, 1, 1) + 2 G(0, 0, \sqrt{-1}, 1) +$$

$$+ 2 G\left(0, 0, -(-1)^{2/3}, 1\right) - G(0, \sqrt{-1}, 1, 1) - G\left(0, -(-1)^{2/3}, 1, 1\right). \quad (6.121)$$

In the higher equations, we introduced the notations

$$\alpha_\pm = \frac{1}{2} \pm \frac{1}{2} \sqrt{-m^4 + 3m^2 t + 2i\sqrt{3}m^2 (m^2 + t) + t^2}, \quad (6.122)$$

$$\alpha_{\pm} = \frac{1}{2} \pm \frac{1}{2} \sqrt{-m^4 + 3m^2 t - 2i\sqrt{3}m^2 (m^2 + t) + t^2}. \quad (6.123)$$

Result $\eqref{6.117}$ is quite interesting since the second elliptical structure associated with $y_2$ in it is completely reduced. This feature is not obvious from the expression $\eqref{6.109}$ since one can not cancel the dependence from $y_2$ in it. We cannot yet say whether this result is an accident or a consequence of some principle.

### 6.1 Discussions

![Diagram](image_url)

Figure 6: An example of diagrams for which the corresponding integrals will contain complex roots after the second(left) and first(right) integration.

We managed to get the result $\eqref{6.117}$ for two main reasons.

The first reason is that the curve $\eqref{6.102}$ is quadratic in the variable $x_3$. This shape of the curve allowed us to find a rational transformation that rationalizes the root $y$. But in many cases, we will face a more difficult situation. By way of example consider the diagram on the left part of Figure 6. In order to calculate it, it is necessary to take a nontrivial integral over four Feynman parameters (excluding one trivial). The first two integrations can be taken in terms of ordinary MPLs in a standard way, just as it was described in previous chapters. After that, we get an expression that contains the root of the polynomial in two variables. The situation is very similar to the case $\eqref{6.102}$, but now, this polynomial will be in the fourth power in both variables, which will not allow us to find its rationalizing transformation so easy. If we look at the diagram on the right side of Figure 6, the situation there is even worse. Already after first integration, there will appear a root of a fourth-degree polynomial in three variables. Therefore, we need to develop new methods for rationalizing the roots of complicated polynomials.

The second reason is that the two elliptic structures $y_1$ and $y_2$ in expression $\eqref{6.109}$ do not mix with each other. This property is already violated when we consider the first $\varepsilon$ correction $I_{(1)}^{(3)}$. Moreover, it is obvious that this will happen in higher orders of $\varepsilon$ corrections. As a toy example consider simple function with mixing of two elliptic structures $G\left(\Theta(y_2); \Omega(y_1)\right)$. In order to rewrite it in terms of eMPLs, it must first be differentiated with respect to the variable $x$ and then integrated back. The full derivative is
\[
\frac{dG(\Theta(y_2); \Omega(y_1))}{dx} = R(x, y_1, y_2) = R_1(x) + \frac{1}{y_1}R_2(x) + \frac{1}{y_2}R_3(x) + \frac{1}{y_1y_2}R_4(x),
\]

where \(R_i(x)\) denote the rational functions, the explicit expressions for those functions are not important for us, it’s important that \(R_4(x) \neq 0\).

We see that formula (6.124) contains the product of two roots \(y_1y_2\) which is essentially a root of the eighth-degree polynomial. Integrals containing such roots are usually called hyperelliptic, for example, see [53]. Thus, for this case, the eMPLs are no longer enough and we need a new class of functions which will be iterated integrals with hyperelliptic kernels. These functions should be introduced as a natural generalization of eMPLs and should contain them as a special case. The problem of introducing these functions and studying their properties will be the object of our future work.

7 Conclusions

In this paper, we use methods from [31,38,56] to analytically calculate some two-loop Feynman integrals that are important when considering the processes of production and decay of heavy quarkonium [40,41]. These Feynman integrals contain elliptic structures and are ultimately expressed through a set of pure eMPLs. All our results were verified numerically. In the last chapter, we pointed out two important problems arising in the calculation of complicated two-loop diagrams. The first problem is related to the rationalization of complex roots, and the second problem is the need to introduce a new class of functions. Both of these issues will be the subject of our future research.
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8 Appendix A

In this appendix we will prove the following statement: If all the branch points \(a_i\) of the elliptic curve \(y^2 = (x - a_1)(x - a_2)(x - a_3)(x - a_4)\) are pairwise complex conjugates \((a_1 = a_2^*, \ a_3 = a_4^*)\) and two of the branch points satisfy the relation \(1 - a_1 - a_3 = 0\), then for any \(b \in \mathbb{C}\) we have the following relation

\[
Z_4\left(\frac{1}{2} + b, \overline{a}\right) + Z_4\left(\frac{1}{2} - b, \overline{a}\right) = \frac{2\pi i}{\omega_1},
\]

where \(Z_4\) is defined in (2.24).

To begin with, we prove that if the conditions of the theorem are satisfied, then \(z_\ast\) defined in equation (2.20) is expressed as follows

\[
z_\ast = \frac{c_4}{\omega_1} \int_{a_1}^{\infty} \frac{dx}{y} = \frac{1}{4}(-1 + \tau),
\]

where \(\tau = \frac{\omega_2}{\omega_1}\) is the module of the elliptic curve. To prove this part we write \(z_\ast\) as the direct sum of complex and imaginary parts \(z_\ast = \frac{c_4 + z_{\ast}'}{\omega_1} + \frac{z_{\ast}''}{\omega_2}\). Further, from the fact that the branch points \(a_i\) are pairwise complex conjugates to each other we find that \(c_4, \omega_1\) and the elliptic curve \(y\) are real. Using this last part it is easy to show, furthermore, that

\[
z_{\ast}' = \left(\frac{c_4}{\omega_1} \int_{a_1}^{\infty} \frac{dx}{y}\right) = \frac{c_4}{\omega_1} \int_{a_2}^{\infty} \frac{dx}{y},
\]

(8.127)
First, let's calculate the real part \( \text{Re}(z_0) = \frac{z + z^*}{2} \).

\[
\frac{z + z^*}{2} = c_4 \int_{a_1}^{-\infty} \frac{dx}{y} + c_4 \int_{a_2}^{-\infty} \frac{dx}{y} = c_4 \int_{a_1}^{-\infty} \frac{dx}{y} + c_4 \int_{a_2}^{-\infty} \frac{dx}{y} + c_4 \int_{a_3}^{-\infty} \frac{dx}{y} = 1 + \frac{c_4}{2\omega_1} \int_{a_1}^{-\infty} \frac{dx}{y} - \frac{c_4}{2\omega_1} \int_{a_2}^{-\infty} \frac{dx}{y} = 1 - \frac{c_4}{2\omega_1} \int_{a_3}^{-\infty} \frac{dx}{y} = \frac{1}{4},
\]

where we have used the relation

\[
\int_{a_3}^{-\infty} \frac{dx}{y} = -\int_{a_3}^{-\infty} \frac{dx}{y}. \tag{8.129}
\]

The last one follows directly from the condition \( 1 - a_1 - a_3 = 0 \).

Similarly to the previous one, we find that \( \frac{z - z^*}{2} = \frac{i}{4} \tau \). Putting the real and imaginary parts together we arrive at the formula \( (8.126) \).

To continue the proof, we need to use Definition \( (2,26) \) for \( z_x \) and establish a connection between \( z_{\frac{1}{2}+b} \) and \( z_{\frac{1}{2}-b} \) functions. To do so we will use the Leibniz integral rule to find the full derivatives of \( z_{\frac{1}{2} \pm b} \) with respect to \( b \)

\[
\frac{d}{db} z_{\frac{1}{2}+b} = \frac{c_4}{\omega_1 y \left( \frac{1}{2} + b \right)}, \quad \frac{d}{db} z_{\frac{1}{2}-b} = -\frac{c_4}{\omega_1 y \left( \frac{1}{2} - b \right)}. \tag{8.130}
\]

Further, we note that if relation \( 1 - a_1 - a_3 = 0 \) holds, then obviously relation \( 1 - a_2 - a_4 = 0 \) also holds because \( a_1 = a_2^*, a_3 = a_4^* \). Using this two equations it is easy to check that

\[
y \left( \frac{1}{2} + b \right) = y \left( \frac{1}{2} - b \right). \tag{8.131}
\]

Adding equations \( (8.130) \) together and with the aid of equation \( (8.131) \) we see that

\[
z_{\frac{1}{2}+b} + z_{\frac{1}{2}-b} = c, \tag{8.132}
\]

where \( c \) is independent from \( b \). Thus, to find \( c \) it will be enough for us to get an expression of \( z_{\frac{1}{2}+b} + z_{\frac{1}{2}-b} \) for some specific value of \( b \). As such specific value we take \( b = \frac{1}{2} - a_1 \); then \( \frac{1}{2} + b = 1 - a_1 = a_3 \) and \( \frac{1}{2} - b = a_1 \). It’s obvious from definition that \( z_{a_1} = 0 \) therefore we only need to find the value \( z_{a_3} \). Using elementary transformations, we obtain

\[
c = z_{a_3} = c_4 \omega_1 \int_{a_1}^{a_3} \frac{dx}{y} = c_4 \omega_1 \left( \int_{a_1}^{a_2} \frac{dx}{y} + \int_{a_2}^{a_3} \frac{dx}{y} \right) = \frac{1}{2} (1 + \tau). \tag{8.133}
\]

The rest of the proof is now more or less straightforward. We need to use Definition \( (2,24) \) and find the relations between functions \( g^{(1)} \left( z_{\frac{1}{2} - b} + z_\tau, \tau \right) \), \( g^{(1)} \left( z_{\frac{1}{2} - b} - z_\tau, \tau \right) \), \( g^{(1)} \left( z_{\frac{1}{2} + b} + z_\tau, \tau \right) \), and \( g^{(1)} \left( z_{\frac{1}{2} + b} - z_\tau, \tau \right) \). First of all we use \( (8.126) \) and \( (8.132) \) to connect the arguments of this functions with each other

\[
z_{\frac{1}{2}+b} + z_\tau = - \left( z_{\frac{1}{2} - b} + z_\tau \right) + \tau, \tag{8.134}
\]

\[
z_{\frac{1}{2}+b} - z_\tau = - \left( z_{\frac{1}{2} - b} - z_\tau \right) + 1. \tag{8.135}
\]

And using \( (2,22) \) and \( (2,23) \) we find

\[
g^{(1)} \left( - \left( z_{\frac{1}{2} - b} - z_\tau \right) + 1, \tau \right) = -g^{(1)} \left( z_{\frac{1}{2} - b} - z_\tau, \tau \right), \tag{8.136}
\]
\[ g^{(1)} \left( -\left( z_{-b} + z_+ \right) + \tau, \tau \right) = -g^{(1)} \left( z_{-b} + z_+, \tau \right) - 2\pi i. \]

(8.137)

Inserting this into (2.24) we immediately get (8.125), this concludes the proof of our statement.

The proved statement was of great use in our work. Indeed, both elliptic curves that we examined \((3.40)\) and \((6.115)\) satisfy the conditions of the theorem. And all pairs of arguments arising in \( Z_4 \), namely \((0; 1), \kappa_\pm, \alpha_\pm\) and \( \alpha_\pm^* \) can be represented in the form \( \frac{1}{2} \pm b \).

References

[1] T. Gehrmann, “Qcd and high energy interactions: Moriond 2014 theory summary,” \textit{arXiv preprint arXiv:1406.5379}, 2014.

[2] M. Grazzini, S. Kallweit, D. Rathlev, and M. Wiesemann, “W±z production at hadron colliders in nlo qcd,” \textit{Physics Letters B}, vol. 761, pp. 179–183, 2016.

[3] F. V. Tkachov, “A theorem on analytical calculability of 4-loop renormalization group functions,” \textit{Physics Letters B}, vol. 100, no. 1, pp. 65–68, 1981.

[4] K. G. Chetyrkin and F. V. Tkachov, “Integration by parts: the algorithm to calculate \( \beta \)-functions in 4 loops,” \textit{Nuclear Physics B}, vol. 192, no. 1, pp. 159–204, 1981.

[5] S. Laporta, “High-precision calculation of multiloop feynman integrals by difference equations,” \textit{International Journal of Modern Physics A}, vol. 15, no. 32, pp. 5087–5159, 2000.

[6] A. Kotikov, “Differential equations method. new technique for massive feynman diagram calculation,” \textit{Physics Letters B}, vol. 254, no. 1, pp. 158 – 164, 1991.

[7] A. Kotikov, “Differential equation method. the calculation of n-point feynman diagrams,” \textit{Physics Letters B}, vol. 267, no. 1, pp. 123–127, 1991.

[8] A. Kotikov, “Differential equations method: the calculation of vertex-type feynman diagrams,” \textit{Physics Letters B}, vol. 259, no. 3, pp. 314–322, 1991.

[9] E. Remiddi, “Differential equations for feynman graph amplitudes,” \textit{Il Nuovo Cimento A (1971-1996)}, vol. 110, no. 12, pp. 1435–1452, 1997.

[10] T. Gehrmann and E. Remiddi, “Differential equations for two-loop four-point functions,” \textit{Nuclear Physics B}, vol. 580, no. 1-2, pp. 485–518, 2000.

[11] M. Argeri and P. Mastrolia, “Feynman diagrams and differential equations,” \textit{International Journal of Modern Physics A}, vol. 22, no. 24, pp. 4375–4436, 2007.

[12] J. M. Henn, “Lectures on differential equations for feynman integrals,” \textit{Journal of Physics A: Mathematical and Theoretical}, vol. 48, no. 15, p. 153001, 2015.

[13] A. B. Goncharov, “Multiple polylogarithms, cyclotomy and modular complexes,” \textit{Mathematical Research Letters}, vol. 5, pp. 497–516, 1998.

[14] A. B. Goncharov, “Multiple polylogarithms and mixed tate motives,” \textit{arXiv preprint math/0103059}, 2001.

[15] A. B. Goncharov \textit{et al.}, “Galois symmetries of fundamental groupoids and noncommutative geometry,” \textit{Duke Mathematical Journal}, vol. 128, no. 2, pp. 209–284, 2005.

[16] A. Sabry, “Fourth order spectral functions for the electron propagator,” \textit{Nuclear Physics}, vol. 33, pp. 401–430, 1962.
[17] E. Remiddi and L. Tancredi, “Schouten identities for feynman graph amplitudes; the master integrals for the two-loop massive sunrise graph,” Nuclear Physics B, vol. 880, pp. 343–377, 2014.

[18] S. Laporta and E. Remiddi, “Analytic treatment of the two loop equal mass sunrise graph,” Nuclear Physics B, vol. 704, no. 1-2, pp. 349–386, 2005.

[19] S. Bloch and P. Vanhove, “The elliptic dilogarithm for the sunset graph,” Journal of Number Theory, vol. 148, pp. 328–364, 2015.

[20] E. Remiddi and L. Tancredi, “Differential equations and dispersion relations for feynman amplitudes. the two-loop massive sunrise and the kite integral,” Nuclear Physics B, vol. 907, pp. 400–444, 2016.

[21] M. Hidding and F. Moriello, “All orders structure and efficient computation of linearly reducible elliptic feynman integrals,” Journal of High Energy Physics, vol. 2019, no. 1, p. 169, 2019.

[22] E. Remiddi and L. Tancredi, “An elliptic generalization of multiple polylogarithms,” Nuclear Physics B, vol. 925, pp. 212–251, 2017.

[23] B. A. Kniehl, A. Kotikov, A. Onishchenko, and O. Veretin, “Two-loop sunset diagrams with three massive lines,” Nuclear Physics B, vol. 738, no. 1-2, pp. 306–316, 2006.

[24] L. Adams, C. Bogner, and S. Weinzierl, “A walk on sunset boulevard,” arXiv preprint arXiv:1601.03646, 2016.

[25] L. Adams, C. Bogner, and S. Weinzierl, “The two-loop sunrise graph in two space-time dimensions with arbitrary masses in terms of elliptic dilogarithms,” Journal of Mathematical Physics, vol. 55, no. 10, p. 102301, 2014.

[26] L. Adams, C. Bogner, and S. Weinzierl, “The two-loop sunrise integral around four space-time dimensions and generalisations of the clausen and glaisher functions towards the elliptic case,” Journal of Mathematical Physics, vol. 56, no. 7, p. 072303, 2015.

[27] L. Adams, C. Bogner, and S. Weinzierl, “The iterated structure of the all-order result for the two-loop sunrise integral,” Journal of Mathematical Physics, vol. 57, no. 3, p. 032304, 2016.

[28] L. Adams, C. Bogner, and S. Weinzierl, “The two-loop sunrise graph with arbitrary masses,” Journal of Mathematical Physics, vol. 54, no. 5, p. 052303, 2013.

[29] J. Broedel, C. Duhr, F. Dulat, and L. Tancredi, “Elliptic polylogarithms and iterated integrals on elliptic curves. ii. an application to the sunrise integral,” Physical Review D, vol. 97, no. 11, p. 116009, 2018.

[30] F. Brown and A. Levin, “Multiple elliptic polylogarithms,” arXiv preprint arXiv:1110.6917, 2011.

[31] J. Broedel, C. Duhr, F. Dulat, B. Penante, and L. Tancredi, “Elliptic feynman integrals and pure functions,” Journal of High Energy Physics, vol. 2019, no. 1, p. 23, 2019.

[32] J. Broedel, C. Duhr, F. Dulat, and L. Tancredi, “Elliptic polylogarithms and iterated integrals on elliptic curves. part i: general formalism,” Journal of High Energy Physics, vol. 2018, no. 5, p. 93, 2018.

[33] J. Broedel, C. Duhr, F. Dulat, B. Penante, and L. Tancredi, “Elliptic polylogarithms and feynman parameter integrals,” Journal of High Energy Physics, vol. 2019, no. 5, p. 120, 2019.

[34] L. Adams and S. Weinzierl, “Feynman integrals and iterated integrals of modular forms,” Communications in Number Theory and Physics, vol. 12, no. 2, pp. 193–251, 2018.
[35] L. Adams and S. Weinzierl, “On a class of feynman integrals evaluating to iterated integrals of modular forms, in proceedings of the knpb conference: Elliptic integrals, elliptic functions and modular forms in quantum field theory, zeuthen, germany, 23–26 october 2017,” arXiv preprint arXiv:1807.01007.

[36] J. Ablinger, J. Blümlein, A. De Freitas, M. van Hoeij, E. Imamoglu, C. G. Raab, C.-S. Radu, and C. Schneider, “Iterated elliptic and hypergeometric integrals for feynman diagrams,” Journal of Mathematical Physics, vol. 59, no. 6, p. 062305, 2018.

[37] L. Adams, C. Bogner, A. Schweitzer, and S. Weinzierl, “The kite integral to all orders in terms of elliptic polylogarithms,” Journal of Mathematical Physics, vol. 57, no. 12, p. 122302, 2016.

[38] J. Broedel, C. Duhr, F. Dulat, B. Penante, and L. Tancredi, “Elliptic polylogarithms and Feynman parameter integrals,” JHEP, vol. 05, p. 120, 2019.

[39] J. Broedel, C. Duhr, F. Dulat, B. Penante, and L. Tancredi, “Elliptic symbol calculus: from elliptic polylogarithms to iterated integrals of eisenstein series,” Journal of High Energy Physics, vol. 2018, no. 8, p. 14, 2018.

[40] L.-B. Chen, Y. Liang, and C.-F. Qiao, “Two-loop integrals for cp-even heavy quarkonium production and decays,” Journal of High Energy Physics, vol. 2017, no. 6, p. 25, 2017.

[41] L.-B. Chen, J. Jiang, and C.-F. Qiao, “Two-loop integrals for cp-even heavy quarkonium production and decays: Elliptic sectors,” Journal of High Energy Physics, vol. 2018, no. 4, p. 80, 2018.

[42] R. Huang and Y. Zhang, “On genera of curves from high-loop generalized unitarity cuts,” Journal of High Energy Physics, vol. 2013, no. 4, p. 80, 2013.

[43] J. D. Hauenstein, R. Huang, D. Mehta, and Y. Zhang, “Global structure of curves from generalized unitarity cut of three-loop diagrams,” Journal of High Energy Physics, vol. 2015, no. 2, p. 136, 2015.

[44] J. L. Bourjaily, Y.-H. He, A. J. McLeod, M. Von Hippel, and M. Wilhelm, “Traintracks through calabi-yau manifolds: scattering amplitudes beyond elliptic polylogarithms,” Physical review letters, vol. 121, no. 7, p. 071603, 2018.

[45] F. Brown, O. Schnetz, et al., “A k3 in φ4,” Duke Mathematical Journal, vol. 161, no. 10, pp. 1817–1862, 2012.

[46] S. Bloch, M. Kerr, and P. Vanhove, “A feynman integral via higher normal functions,” Compositio Mathematica, vol. 151, no. 12, pp. 2329–2375, 2015.

[47] A. Georgoudis and Y. Zhang, “Two-loop integral reduction from elliptic and hyperelliptic curves,” Journal of High Energy Physics, vol. 2015, no. 12, pp. 1–26, 2015.

[48] S. Bloch, M. Kerr, and P. Vanhove, “Local mirror symmetry and the sunset feynman integral,” Advances in Theoretical and Mathematical Physics, vol. 21, no. 6, pp. 1373–1453, 2017.

[49] C. Vergu, “Polylogarithms and physical applications,” Notes for the Summer School Polylogarithms as a Bridge between Number Theory and Particle Physics, 2013.

[50] C. Duhr, “Hopf algebras, coproducts and symbols: an application to higgs boson amplitudes,” Journal of High Energy Physics, vol. 2012, no. 8, p. 43, 2012.

[51] C. Duhr, “Mathematical aspects of scattering amplitudes,” in Journeys Through the Precision Frontier: Amplitudes for Colliders: TASI 2014 Proceedings of the 2014 Theoretical Advanced Study Institute in Elementary Particle Physics, pp. 419–476, World Scientific, 2016.
[52] N. I. Akhiezer, *Elements of the theory of elliptic functions*, vol. 79. American Mathematical Soc., 1990.

[53] A. Hurwitz and R. Courant, “The function theory,” *Moscow, USSR: Science*, vol. 648, 1968.

[54] C. Anastasiou, C. Duhr, F. Dulat, and B. Mistlberger, “Soft triple-real radiation for higgs production at n3lo,” *Journal of High Energy Physics*, vol. 2013, no. 7, p. 3, 2013.

[55] C. Duhr and F. Dulat, “Polylogtoolspolylogs for the masses,” *Journal of High Energy Physics*, vol. 2019, no. 8, p. 135, 2019.

[56] J. Broedel, C. Duhr, F. Dulat, and L. Tancredi, “Elliptic polylogarithms and iterated integrals on elliptic curves. ii. an application to the sunrise integral,” *Physical Review D*, vol. 97, no. 11, p. 116009, 2018.

[57] M. Besier, D. van Straten, and S. Weinzierl, “Rationalizing roots: an algorithmic approach,” *arXiv preprint arXiv:1809.10983*, 2018.

[58] P. F. Byrd and M. D. Friedman, “Hyperelliptic integrals,” in *Handbook of Elliptic Integrals for Engineers and Physicists*, pp. 252–271, Springer, 1954.