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1. Introduction

The attempt to understand the macroscopic properties of quantum matter starting from first principles is a central challenge in theoretical physics, which dates back to the early days of quantum mechanics. There are several exotic phenomena that are still far from being fully understood, some of which are well known since more than a century: think, for example, to superconductivity and superfluidity, which have first been observed in 1911 [48] and 1937 [3, 39], respectively. Other important quantum phenomena have been discovered or observed only much more recently: think, e.g., to the integer and fractional quantum Hall effect (observed in 1980 [40] and 1982 [53], respectively), to high-$T_c$ superconductivity (discovered in 1986 [13]), or to Bose-Einstein condensation (observed in a gas of cold atoms in 1995 [5, 16, 24]).

In several cases, approximate or heuristic theories are available for understanding the microscopic mechanism behind these exotic phenomena: I refer here, e.g., to the BCS theory of standard superconductivity [10, 11], to the Bogoliubov theory of Bose-Einstein condensation [15], or to the theory of the integer quantum Hall effect [41, 51, 34, 52]. Other phenomena remain less understood, such as high-$T_c$ superconductivity [4] or the fractional quantum Hall effect [42], whose microscopic origin is still debated, and are among the central challenges of the current research in condensed matter theory.

Even in the cases that are better understood, mathematical proofs of the quantum phase transitions of interest are typically missing, which indicates an incomplete understanding of the subject: for instance, in standard superconductivity, there is no systematic way of controlling the corrections beyond mean field, which is the basic approximation that BCS theory is based on. In the context of Bose-Einstein condensates, a full proof of condensation for a homogenous gas in the thermodynamic limit is missing, which is a signal of our poor understanding of the phenomenon of continuous symmetry breaking in quantum many-body systems. In the context of the quantum Hall effect, a proof of the stability of the Hall plateaux in the presence of disorder and electron-electron interactions has still to come, which is a signal of our poor understanding of the interplay between disorder and many-body interactions.

Notwithstanding these limitations, the last years witnessed very important developments in the rigorous understanding of these elusive phenomena, at the interface between mathematical and theoretical physics. By combining the ideas developed in the last decades in the condensed matter community, including the use of Ward Identities in formal perturbation theory, the use of effective field theories, and the proposal of geometrical indices characterizing the ‘quantum topological phases’, with sophisticated mathematical tools, such as functional inequalities, localization bounds, constructive field theory and multiscale analysis, we acquired a better understanding of several remarkable phenomena, including, e.g., Bose-Einstein condensation [44], quantum magnetism [23], and the universality of quantum transport coefficients [26, 28, 29, 36], just to mention a few.

In this paper I will review some of the latest developments in the universality theory of quantum transport coefficients, which allowed to clarify certain debated issues connected with the optical conductivity in graphene [28]. The key new technical tool that emerged from the combination of theoretical and mathematical physics ideas, is the implementation of Ward Identities within the constructive scheme (‘multiscale fermionic cluster expansion’) that is currently able to control the analyticity and decay of correlation functions for the ground state of several two-dimensional in-
teracting electron systems. Note that a formal use of Ward Identities in the effective field theory
description of quantum phenomena can easily lead to inconsistent results, particularly as far as the
computation of transport coefficients is concerned, cf., e.g., with [37].

In order to make the ideas behind these recent applications as transparent as possible, I will
restrict my attention to the study of the universality properties of the Kubo conductivity, and, in
particular, of its transverse component (Hall conductivity) in weakly interacting lattice fermions
characterized by a gapped ('massive') reference non-interacting Hamiltonian. For these systems,
the construction of the ground state correlation functions and the proof of their analyticity prop-
erties is particularly simple and, strictly speaking, does not require a multiscale expansion at all.
The extension of the proof to the gapless case, in particular in the case of graphene-like systems,
requires the use of a multiscale analysis (constructive fermionic renormalization group), which
goes beyond the purpose of this review.

The argument presented here is based on [29], which I will refer to for some technical as-
pects of the proof. However, compared to [29], the proof presented here has some important
simplifications in the proof of analyticity and exponential decay of correlations, as well as in the
use of the Schwinger-Dyson equation.

The plan is to first introduce the context, the model and the main results. Next, I will present
the proof, first giving an overview of the structure of the proof, and then explaining in some details
the different steps.

2. The quantum Hall effect

Before presenting the main results, let me clarify the context under consideration: the quantum
Hall effect is a peculiar electronic transport phenomenon, which is observed in thin conducting,
or semi-conducting, materials. By ‘thin’, here, I mean that the material samples under considera-
tion are two-dimensional, or quasi-two-dimensional. The quantum phenomenon of interest has
a classical counterpart, which is important to keep in mind: the classical Hall effect is observed in
thin conducting materials subject both to a longitudinal electric field \( E \) (along the direction of the
current) and to a transverse magnetic field \( B \), as shown in the picture.

Let \( t \) be the film thickness, and \( w \) the sample width. As the electrons move in the direction
of the current, due to the presence of a transverse magnetic field, they are subject to the Lorentz
force \( F_L = qv \wedge B \) (here \( q \) is the electron charge and \( v \) its velocity), which tends to deflect them
towards the edges of the sample. In this way, electrons start to accumulate at the edges, and the ac-
cumulation goes on until the transverse electric field produced by these electrons is strong enough
to compensate the Lorentz force exactly. The equilibrium transverse voltage that is generated in
this way is known as the Hall voltage [33] and is equal to:

\[
V_H = vBw.
\]

By rewriting the electron velocity as \( v = I/(n^{3d}qtw) \), where \( I \) is the intensity of the current, and
\( n^{3d} \) the (three-dimensional) charge carriers density, one gets

\[
V_H = \frac{IB}{n^{3d}qt}.
\]
A sketch of the setting for the Hall effect: a steady longitudinal current $I$ flows in a thin conducting material, of thickness $t$ and width $w$, in the presence of a transverse magnetic field $B$. In the picture, the charge $q$ is negative, and the deflection due to the Lorenz force is schematically represented.

Note that $V_H$ is inversely proportional to the film thickness, which explains why the Hall effect is easier to observe in thin samples than in thick ones. For two-dimensional samples, we get the analogous formula: $V_H = IB/(nq)$, where $n = n^{2d}$ is the two-dimensional charge carriers density. Letting $I = jw$, where $j$ is the sheet current density, and defining the Hall field as $E_H = V_H/w$, one finds that the Hall conductivity has the following expressions:

$$\sigma_H = \frac{j}{E_H} = \frac{nq}{B}.$$ 

Often, this formula for $\sigma_H$ is equivalently rewritten in ‘natural units’ as

$$\sigma_H = \frac{q^2}{h}\nu,$$

where $h$ is Planck’s constant, and, if $\Phi_0 = h/q$ is the flux quantum, $\nu = n\Phi_0/B$ is called the ‘filling factor’. Written in these terms, the Hall law is a linear relation between the transverse conductivity and the filling factor, with an explicit proportionality coefficient, equal to the ‘conductivity quantum’ $q^2/h$.

Experimentally [40] it turns out that at low temperatures and/or large magnetic fields, when the filling factor is of the order of a few units, the system displays a quantization effect: $\sigma_H$ displays ‘plateaus’ on which $\sigma_H$ is constant at a remarkable precision ($\sim 10^{-9}$). This quantization effect is well understood, at a mathematically rigorous level, in the case of non-interacting electron models, including, possibly, disorder, *i.e.*, a random potential [2, 9, 14, 52].

The key observation behind the mathematical theory of the integer quantum Hall effect is the interpretation of the transverse Kubo conductivity as a geometric index (first Chern number of the Bloch bundle). Unfortunately, the representation breaks down in the presence of electron-electron interactions.

In this review I will give an introduction to the theory of the *interacting* quantum Hall effect, for a class of two-dimensional lattice electron models with weak interactions and no disorder. For
more general models, in particular for larger values of the interaction strength, new quantization effects are expected to take place (fractional quantum Hall effect [50]).

3. The models

The models that I will consider are defined as follows. Consider a finite portion $\Lambda$ of a two-dimensional Bravais lattice generated by two independent vectors $\ell_1, \ell_2 \in \mathbb{R}^2$. I will assume for definiteness that periodic conditions are imposed at the boundary, and that the system is periodic of period $L$ in both directions $\ell_1$ and $\ell_2$, so that $|\Lambda| = L^2$. At each site $x$ of the lattice I associate a finite number of fermionic creation/annihilation operators, $\psi_{x,\sigma}^\pm$, with ‘color’ $\sigma$ taking values in a finite index set $I$. In typical examples, $\sigma$ can represent a spin index, and/or the position index within the unit cell associated with $x$.

The ‘configuration space’ consists of vectors in a fermionic Fock space, labelled by the occupation numbers $\mathbf{n} = \{n_{x,\sigma}\}_{x,\sigma \in I}$ of the fermions, with $n_{x,\sigma} = 0, 1$. The canonical anti-commutation rules for the creation/annihilation operators are $\{\psi_{x,\sigma}^+, \psi_{y,\sigma'}^\pm\} = \delta_{x,y} \delta_{\sigma,\sigma'}$. The vector in Fock space representing the state with occupation number $\mathbf{n}$ is obtained by acting on the fermionic vacuum $|0\rangle$ with $\prod_{x,\sigma} (\psi_{x,\sigma}^+)^{n_{x,\sigma}}$, where the product of the different, mutually anti-commuting, operators, must be performed in some prescribed order, fixed once and for all.

The grand-canonical Hamiltonian of the system will be assumed to have the following form:

$$H = H_0 + UV - \mu N,$$

where

$$H_0 = \sum_{x,y \in \Lambda} \sum_{\sigma,\sigma' \in I} \psi_{x,\sigma}^+ H_{\sigma,\sigma'}^0 (x-y) \psi_{y,\sigma'},$$

$$V = \sum_{x,y \in \Lambda} \sum_{\sigma,\sigma' \in I} n_{x,\sigma} v_{\sigma,\sigma'} (x-y) n_{y,\sigma'},$$

with $n_{x,\sigma} = \psi_{x,\sigma}^+ \psi_{x,\sigma}^-$, and

$$N = \sum_{x \in \Lambda} \sum_{\sigma \in I} n_{x,\sigma},$$

In these formulas, $H_0$ is the ‘hopping Hamiltonian’, and $H_{\sigma,\sigma'}^0 (x-y)$ are the ‘hopping strengths’, assumed to be of finite range and such that $H_{\sigma,\sigma'}^0 (x) = [H_{\sigma,\sigma'}^0 (-x)]^*$. The operator $V$ has the interpretation of a density-density interaction, with the coefficients $v_{\sigma,\sigma'} (x)$ that are assumed to be real, symmetric (i.e., $v_{\sigma,\sigma'} (x) = v_{\sigma',\sigma} (-x)$), and of finite range. Finally, $\mu$ is the chemical potential, to be fixed in a spectral gap of the unperturbed Hamiltonian, as discussed in the following.

The spectral properties of $H_0$ are most conveniently described in terms of the ‘Bloch Hamiltonian’ $\hat{H}_0^0 (k)$, which is the Fourier transform of the $|I| \times |I|$ hopping matrix $H_0^0 (x)$:

$$\hat{H}_0^0 (k) = \sum_{x \in \Lambda} e^{-ikx} H_0^0 (x),$$
where \( k \) is an element of the discretized Brillouin zone,
\[
\mathcal{B}_L := \left\{ k \in \mathbb{R}^2 : k = \frac{n_1}{L} G_1 + \frac{n_2}{L} G_2, \; n_i \in [0, L) \cap \mathbb{Z} \right\},
\]
and \( G_1, G_2 \) form a basis of the dual lattice \( \Lambda^* \), i.e., \( G_i \cdot \ell_j = 2\pi \delta_{ij} \). I will also denote \( \mathcal{B} \equiv \mathcal{B}_\infty \).

If, as assumed, \( H^0(x) \) has finite range, then the (thermodynamic limit of the) Bloch Hamiltonian is a Hermitian matrix, depending analytically on the momentum \( k \) over the Brillouin zone \( \mathcal{B} \), with periodic conditions at the boundary of \( \mathcal{B} \). The Bloch Hamiltonian, \( \sigma(\hat{H}^0(k)) = \{ \epsilon_\sigma(k) \}_{\sigma \in \mathcal{I}} \) has a real spectrum, and the functions \( \epsilon_\sigma(k) \) are known as the ‘energy bands’.

I assume the chemical potential to be in a spectral gap:
\[
\delta_\mu = \inf_{k \in \mathcal{B}} \text{dist} (\mu, \sigma(\hat{H}^0(k))) > 0. \tag{2}
\]

An important fact is that, if \( \delta_\mu > 0 \), then the projector \( P_-(k) \) over the filled bands, defined as
\[
P_-(k) = \sum_{\alpha : \epsilon_\alpha(k) < \mu} P_\alpha(k),
\]
with \( P_\alpha(k) \) the projector over the \( \alpha \)-th band, is analytic in \( k \).

Observables \( O \) correspond to self-adjoint operators on the fermionic Fock space, and their expectation value at inverse temperature \( \beta \) is
\[
\langle O \rangle_{\beta, L} = \frac{\text{Tr} e^{-\beta \hat{H}} O}{\text{Tr} e^{-\beta \hat{H}}}
\]
I denote by \( \langle \cdot \rangle \) the thermodynamic and zero temperature limit of \( \langle \cdot \rangle_{\beta, L} \):
\[
\langle O \rangle = \lim_{\beta \to \infty} \lim_{L \to \infty} \langle O \rangle_{\beta, L}.
\]

The goal is to characterize the properties of the interacting, infinite-volume, ground state \( \langle \cdot \rangle \), in terms of its ‘correlation functions’ \( \langle O_1 \cdots O_n \rangle \), with \( O_i \) being fermionic operators depending on a finite number of fermionic fields. I will be particularly interested in current-current correlations, in terms of which one can compute the Kubo conductivity, to be defined in the following.

Before that, let me discuss a couple of explicit examples of hopping Hamiltonian \( \hat{H}_0 \), which are characterized by a non-trivial behavior of the Hall conductivity, as the free parameters of the model are properly varied.

3.1 Examples

The Hofstadter model with rational flux. The non-interacting version of this model describes tight-binding electrons, hopping between nearest neighbor sites of a square lattice, in the presence of
an external, constant, transverse magnetic field. I let $\Lambda$ be a square lattice, with $\ell_1 = (1, 0)$ and $\ell_2 = (0, 1)$, and

$$H_0 = -t \sum_{x \in \Lambda} \sum_{i=1,2} \psi^+_x \psi^-_{x+\ell_i} e^{iqf^x_{x+\ell_i}} \Lambda d\ell + H.c.,$$

where $H.c.$ indicates the Hermitian conjugate, $t > 0$ is the hopping strength, and $A$ is a vector potential corresponding to a constant transverse magnetic field. Choosing, e.g., $A = (0, Bx_1)$, the hopping Hamiltonian takes the form:

$$H_0 = -t \sum_{x \in \Lambda} \left( \psi^+_x \psi^-_{x+\ell_1} + \psi^+_x \psi^-_{x+\ell_2} e^{iqBx_1} \right) + H.c.$$ 

I assume $qB$ to be a rational multiple of $2\pi$, i.e., $qB = 2\pi m/n$, with $m, n$ relative prime integers, and the system size $L$ to be proportional to $n$. Note that the hopping coefficients are invariant under translations by multiples of $(n, 1)$. Therefore, it is convenient to introduce a unit cell labelled by $n$ colors, $\sigma \in \{1, \ldots, n\}$, so that $H_0$ can be re-written, after a natural re-labeling of the field and site indices, as

$$H_0 = -t \sum_{x \in \Lambda} \left[ \sum_{\sigma=1}^{n-1} \psi^+_{x,\sigma} \psi^-_{x+\ell_1,\sigma} + \psi^+_{x,1} \psi^-_{x+\ell_1,1} + \sum_{\sigma=1}^{n} \psi^+_{x,\sigma} \psi^-_{x+\ell_2,\sigma} e^{i2\pi m\sigma/n} \right].$$

The structure of the energy bands depends in a very peculiar (fractal) way on the value of $m/n$: more precisely, the value of the transverse Kubo conductivity (to be defined below), if plotted against the magnetic field $qB = 2\pi m/n$ and the chemical potential $\mu$ displays a fractal structure, which gives rise to the famous Hofstadter butterfly [38]. The band theory of this model is very rich and interesting, see, e.g., [7] for details.

**The Haldane model.** The non-interacting version of this model describes tight binding electrons, hopping between nearest-neighbor and next-to-nearest-neighbor sites of an hexagonal lattice, in the presence of an external, dipolar, transverse magnetic field, as well as of a staggered chemical potential. I think the hexagonal lattice as the union of two translated copies of a triangular lattice $\Lambda$, with $\ell_{1,2} = (3/2, \pm \sqrt{3}/2)$. The sites of the two copies can be represented as being white (corresponding to a ‘color label’ $\sigma = 1$) and black (corresponding to a ‘color label’ $\sigma = 2$). I think $\Lambda$ as coinciding with the sub-lattice of white sites, and the black sites as belonging to $\Lambda + (1, 0)$. The creation/annihilation operators associated with the white site located at $x \in \Lambda$ will be denoted by $\psi^\pm_{x,1}$, while the same operators associated with the black site located at $x + (1, 0)$ will be denoted by $\psi^\pm_{x,2}$. 
The hopping Hamiltonian of the Haldane model is defined as follows:

\[
H_0 = -t_1 \sum_{x \in \Lambda} \left[ \psi_{x,1}^+ (\psi_{x-2}^- + \psi_{x-\ell_1,2}^- + \psi_{x-\ell_2,2}^-) + H.c. \right]
- t_2 \sum_{x \in \Lambda} \sum_{j=1}^3 \sum_{\alpha=\pm} \left( e^{i\alpha \phi} \psi_{x,1j}^+ \psi_{x+\alpha \gamma_j}^- + e^{-i\alpha \phi} \psi_{x,2j}^+ \psi_{x+\alpha \gamma_j}^- \right)
+ M \sum_{x \in \Lambda} \left( \psi_{x,1}^+ \psi_{x,1}^- - \psi_{x,2}^+ \psi_{x,2}^- \right),
\]

where: \( \gamma_1 = \ell_1 - \ell_2, \gamma_2 = \ell_2, \gamma_3 = -\ell_1; t_1 > 0 \) and \( t_2 > 0 \) are the nearest-neighbor and next-to-nearest-neighbor hopping strengths; \( \phi \) is a parameter that measures the strength of the dipolar magnetic field; and \( M \) is the amplitude of the staggered chemical potential.

The nice feature of this model, which makes it a very interesting playground, is that the transverse conductivity has a non-trivial behavior, as the parameters \( M \) and \( \phi \) are varied. In fact, the Bloch Hamiltonian takes the form:

\[
\tilde{H}_0^0(k) = \begin{pmatrix} -2t_2 \alpha_1(k) \cos \phi + m(k) & -t_1 \Omega^*(k) \\ -t_1 \Omega(k) & -2t_2 \alpha_1(k) \cos \phi - m(k) \end{pmatrix},
\]

where \( \alpha_1(k) = \sum_{j=1}^3 \cos k \cdot \gamma_j \), and \( m(k) = M - 2t_2 \alpha_2(k) \sin \phi \), with \( \alpha_2(k) = \sum_{j=1}^3 \sin k \cdot \gamma_j \). Moreover, \( \Omega(k) = 1 + e^{-ik \cdot \ell_1} + e^{-ik \cdot \ell_2} \). Note that \( |\Omega(k)| \) vanishes if and only if \( k = (\frac{2\pi}{3}, \pm \frac{2\pi}{3}) \equiv k_F^\pm \): the two points \( k_F^\pm \) are called the Fermi points. The energy bands associated with the Bloch Hamiltonian are:

\[
\epsilon_{\pm}(k) = -2t_2 \alpha_1(k) \cos \phi \pm \sqrt{t_1^2 |\Omega(k)|^2 + m^2(k)}.
\]

I assume that \( t_2/t_1 < 1/3 \): in this way, using the fact that \( \max_k |\Omega(k)| = |\Omega(0)| = 3 \) and that \( \alpha_1(k) = |\Omega(k)|^2/2 - 3/2 \), one sees that the two bands can touch only if \( m(k_F^\pm) = M \pm 3\sqrt{3}t_2 \sin \phi = 0 \), which is the equation for the critical lines of the Haldane model. The graph of the critical, massless, lines in the \((\phi, M)\) plane is shown in Fig. 2.

For values of \((\phi, M)\) in the complement of the two critical lines, the two bands \( \epsilon_{\pm}(k) \) are separated by a gap, so that \( \mu \) can be chosen in such a way that the gap condition (2) is satisfied. Note that the complement of the critical lines (i.e., the gapped region) is naturally partitioned in four disconnected portions, corresponding to the cases \( m(k_F^+) > 0, m(k_F^-) > 0 > m(k_F^-), m(k_F^+) < 0 < m(k_F^-), \) or \( m(k_F^+) < 0, m(k_F^-) < 0 \).

4. CURRENT AND CONDUCTIVITY

The total (d.c.) current of an electron system is defined as \( J = q \hat{v} \), with \( \hat{v} = i[H, X] \) the velocity of the system: here \( X \) is the position operator, which takes the form

\[
X = \sum_{x \in \Lambda} \sum_{\sigma \in \Gamma} n_{x,\sigma}(x + r_\sigma)
\]
and \( r_\sigma \) represents the position of the site of color \( \sigma \), relative to the position \( x \) of the cell it belongs to. Using the definitions of \( \hat{v}, H \) and \( X \), one obtains:

\[
J = -iq \sum_{x,y \in \Lambda} \sum_{\sigma, \sigma' \in I} \psi_{x,\sigma}^* H_{\sigma,\sigma'}^0 (x-y) \psi_{y,\sigma'} (x-y + r_\sigma - r_{\sigma'}) .
\]

The Kubo conductivity is the linear response coefficient of the current to a small external electric field \( E \), which is assumed to be uniform in space and adiabatically switched on in the far past. More precisely, I introduce the time-dependent Hamiltonian \( H(t) \), which is obtained from \( H \) as follows:

\[
H(t) = H - qe^{\eta t} \sum_{x \in \Lambda} \sum_{\sigma \in I} n_{x,\sigma} E \cdot (x + r_\sigma), \quad t \in (-\infty, 0].
\]

Here \( \eta > 0 \) is an adiabatic parameter, to be eventually sent to zero. I assume that, at \( t = -\infty \), the density matrix of the system is the equilibrium one, associated with the Hamiltonian \( H \) and the inverse temperature \( \beta \):

\[
\rho(t) \big|_{t = -\infty} = e^{-\beta H} \equiv \rho_{-\infty} .
\]

For any \( t \leq 0 \), the density matrix \( \rho(t) \) is defined as the solution to the differential equation

\[
\dot{\rho}(t) = -i[H(t), \rho(t)] ,
\]

which gives, at first order in \( E \),

\[
\rho(t) = \rho_{-\infty} + iq \int_{-\infty}^{t} e^{\eta \tau} e^{-iH(t-\tau)} [E \cdot X, \rho_0] e^{iH(t-\tau)} d\tau + O(E^2) .
\]
Therefore, the mean value of the current per unit area at time $t = 0$, at first order in $E$, in the thermodynamic, zero temperature and adiabatic limits, is:

$$
\lim_{\eta \to 0^+} \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{i q}{|\ell_1 \wedge \ell_2|} \int_{-\infty}^0 e^{\eta \tau} \frac{\text{Tr} J e^{i H \tau} [E \cdot X, e^{-\beta H}] e^{-i H \tau}}{\text{Tr} e^{-\beta H}} d\tau.
$$

Correspondingly, the linear response coefficient of the $i$-th component of the current $J_i$ to the $j$-th component of the electric field $E_j$ is

$$
\sigma_{ij} = -\frac{q^2}{|\ell_1 \wedge \ell_2|} \int_{-\infty}^0 e^{\eta \tau} \left\{ \left[ e^{-i H \tau} [H, X_i] e^{i H \tau}, X_j \right] \right\}_\infty d\tau,
$$

where $\left\{ \cdot \right\}_\infty = \lim_{\beta \to \infty} \lim_{L \to \infty} L^{-2} \left\langle \cdot \right\rangle_{\beta, L}$. The matrix of elements $\sigma_{ij}$ is known as the Kubo conductivity matrix. It is customary to rewrite $\sigma_{ij}$ in a different, equivalent, form. By using the Leibniz rule for the commutator, one finds

$$
\left\{ e^{-i H \tau} [H, X_i] e^{i H \tau}, X_j \right\}_\infty = \left\{ e^{-i H \tau}, X_j \right\} [H, X_i] e^{i H \tau} + e^{-i H \tau} [H, X_i] \left[ e^{i H \tau}, X_j \right]_\infty.
$$

Moreover, $[e^{-i H \tau}, X_j]$ can be rewritten as

$$
[e^{-i H \tau}, X_j] = -i \int_0^T e^{-i H \tau} [H, X_j] e^{i H (t - \tau)} dt.
$$

By using these relations in the expression of $\sigma_{ij}$, and recalling the definition of $J_i$, one gets:

$$
\sigma_{ij} = \frac{1}{|\ell_1 \wedge \ell_2|} \lim_{\eta \to 0^+} \int_{-\infty}^0 e^{\eta \tau} \left\{ -i \int_0^T e^{\eta t} \left[ J_i, J_j(t) \right]_\infty - q^2 \left\{ [H, X_i], X_j \right\}_\infty \right\} d\tau,
$$

(3)

where $J_j(t) = e^{i H t} J_j e^{-i H t}$. This is one of the standard expressions for the Kubo conductivity. The second term in braces is known as the diamagnetic, or Schwinger, term.

Note that $\sigma_{ij}$ is a function of the parameters entering the Hamiltonian $H$ of the system, in particular of the strength $U$ of the electron-electron interaction. The main result reviewed in these notes is the following.

Theorem 1 [29]. In the context above, let $\delta_\mu > 0$. There exists $U_0 > 0$ such that, if $|U| \leq U_0$, then

$$
\sigma_{ij} = \sigma_{ij} \bigg|_{U=0},
$$

that is, if the chemical potential is chosen so that the gap condition is verified, then the Kubo conductivity is independent of the strength of the interaction $U$. 

Remarks.

1) Under the gap condition, the non-interacting Kubo conductivity can be re-written as \( q^2 \) times the first Chern number of the Bloch bundle, \( i.e. \), of the vector bundle associated with the linear space \( \text{Ran} P_-(k) \), with \( k \in B \):

\[
\sigma_{ij} \bigg|_{U=0} = -iq^2 \int_B \text{Tr} \ P_-(k) \left[ \partial_k P_-(k), \partial_k P_-(k) \right] \frac{dk}{(2\pi)^2},
\]

which is known to be proportional to an integer \([9, 52]\). More precisely, \( \sigma_{11} \big|_{U=0} = \sigma_{22} \big|_{U=0} = 0 \), while \( \sigma_{12} \big|_{U=0} = -\sigma_{21} \big|_{U=0} \in \frac{q^2}{2\pi} \mathbb{Z} \). The off-diagonal Kubo coefficient \( \sigma_{12} \big|_{U=0} \) is the non-interacting Hall conductivity, and the representation in terms of a Chern number shows that it is quantized. Theorem 1 shows that, under the gap condition and at weak enough coupling, the interacting Hall conductivity is also quantized, at the very same value as the reference non-interacting system. A sketch of the proof of the formula (4) is given in Appendix A.

2) In order to prove that the Hall conductivity is non-trivial (\( i.e. \), different from zero), one needs to perform an explicit computation that, of course, is model-dependent. The two examples mentioned above, \( i.e. \), the Hofstadter and the Haldane models, are among the simplest examples of gapped systems displaying a non-trivial Hall conductivity. The computation of the value of the Hall conductivity for the Hofstadter model as a function of the magnetic flux is a very non-trivial and interesting exercise: the computation is reduced to the study of a Diophantine equation, which can be solved numerically. The resulting ‘topological phase diagram’ (\( i.e. \), the plot of the value of the Hall conductivity as the magnetic flux and the chemical potential are varied) leads to the well known ‘Hofstadter butterfly’, whose construction goes beyond the purpose of this review \([7, 38, 52]\). The computation of the Hall conductivity for the Haldane model is much simpler: in fact, the evaluation of \( \sigma_{12} \big|_{U=0} \) based on (4) is recommended as a very instructive exercise. The interested reader can consult, \( e.g. \), \([29, \text{Appendix B}]\). The resulting topological phase diagram is shown in Fig. 3. It first appeared in \([32]\).

3) The range of interaction strengths for which Theorem 1 holds, \( |U| \leq U_0 \), is, in general, non-uniform in the spectral gap \( \delta_\mu \). However, in specific models, it is possible to obtain estimates uniform in the gap: \( e.g. \), for the interacting Haldane model, it was proved in \([26, 30]\) that the interacting system is gapped (\( i.e. \), the Euclidean correlation functions decay exponentially) for all the values of \( (\phi, M) \) outside a pair of renormalized critical lines, provided \( \mu \) is chosen appropriately. The shape of the renormalized critical lines is qualitatively the same as that in Fig. 3 and the values of \( \sigma_{12} \) inside or outside the curves are the same as in the non-interacting setting. The proof in \([26, 30]\) is valid arbitrarily close to the renormalized critical lines, that is, uniformly in the gap (which vanishes as the critical lines are approached). The generalization of Theorem 1 to this setting requires an infrared multiscale analysis, reminiscent of the one developed in \([27]\) for a model of graphene with short range interactions.

4) The methods reviewed here can be used to show that, under the gap condition, for \( U \) sufficiently small, the interacting Hamiltonian has a spectral gap above the unique ground state, uniformly in the volume \( L \). For a recent independent proof of this fact, see \([35]\). Knowing this fact, one can
show that the interacting Hall conductivity $\sigma_{12}$ has an interpretation in terms of a geometrical index \cite{8,36}, analogous to the representation in terms of the first Chern number of the Bloch bundle that is valid for the non-interacting one. Note, however, that such a representation involves a many-body (rather than a one-body) projector, that is the projector $\Pi$ on the interacting, many-body, ground state. The control parameter one needs to average over is not the quasi-momentum $k$ (which is not a priori well-defined in the many-body case), as in (4), but, rather, an angle $\theta$ controlling the (twisted) boundary conditions. The geometrical representation underlying the results in \cite{8,36} is not suitable for direct analytical computations: therefore, while the results in \cite{8,36} show that the Hall conductivity is quantized, they do not provide one with a good representation formula for computing the explicit value of the Hall conductivity in given models. On the contrary, the approach reviewed in this notes provides a very simple explicit formula for such a value.

5. Overview of the proof

Let me now start to discuss the main strategy to be followed for proving the main theorem. In order to compute the Kubo conductivity (3), the key point is to control the current-current correlations, which enter the first term in the right side of (3). Actually, the direct control of the real-time interacting correlations $\langle [J_i, J_j(t)] \rangle_\infty$ is very difficult. In order to go around the obstacle, one can take advantage of the powerful methods (applicable both in the massive and in the massless cases), based on ideas and techniques of constructive field theory, which can be used to control...
and compute the *Euclidean, imaginary-time*, current-current correlations. These methods will be briefly reviewed in the following. Before discussing them, let me explain how to use informations on the Euclidean correlations in order to infer informations on the Kubo conductivity.

### 5.1 Euclidean correlations

Let $O^{(1)}, \ldots, O^{(n)}$ be observables, each of which is assumed to be a linear combination of normal-ordered, even, monomials in the fermionic creation/annihilation operators. I let

$$O_i^{(i)} \equiv O^{(i)}(-it) = e^{tH} O^{(i)} e^{-tH}$$

be the imaginary-time evolution of the $i$-th observable, with $0 \leq t < \beta$, and

$$\langle T O^{(1)}_{t_1} \cdots O^{(n)}_{t_n} \rangle_{\beta,L} = \frac{\text{Tr} e^{-\beta H} O^{(1)}_{t_1} \cdots O^{(n)}_{t_n}}{\text{Tr} e^{-\beta H}}$$

where $T$ is the (multilinear) time-ordering operator, acting on monomials in the fields $\psi_{(t,x)\sigma}^{\pm} = e^{tH} \psi_{(t,x)\sigma}^{\pm} e^{-tH}$ as:

$$T \psi^{\epsilon_1}_{(t_1,x_1)\sigma_1} \cdots \psi^{\epsilon_n}_{(t_n,x_n)\sigma_n} = (-1)^\pi \psi^{\epsilon_{\pi_1}}_{(t_{\pi_1},x_{\pi_1})\sigma_{\pi_1}} \cdots \psi^{\epsilon_{\pi_n}}_{(t_{\pi_n},x_{\pi_n})\sigma_{\pi_n}}$$

where $\pi$ is the permutation of $(1, \ldots, n)$ such that $t_{\pi_1} > \cdots > t_{\pi_n}$ (in case of coinciding times, the variables at equal time will be assumed to be normal ordered, after the action of the ordering operator $T$). I also indicate by $\langle T \hat{O}^{(1)}_{\omega_1} \cdots \hat{O}^{(n)}_{\omega_n} \rangle_{\beta,L}$ the corresponding cumulants, or truncated correlations, i.e., $\langle T \hat{O}^{(1)}_{\tau_1} ; \hat{O}^{(2)}_{\tau_2} \rangle_{\beta,L} = \langle T O^{(1)}_{\tau_1} O^{(2)}_{\tau_2} \rangle_{\beta,L} - \langle O^{(1)} \rangle_{\beta,L} \langle O^{(2)} \rangle_{\beta,L}$, etc. Moreover, at finite $\beta$, I introduce the notion of Fourier transform with respect to the Euclidean time:

$$\hat{O}_\omega = \int_0^\beta dt e^{-i\omega t} O_t,$$

with $\omega \in \frac{2\pi}{\beta} \mathbb{Z}$ the Matsubara frequency. Note that the following momentum conservation rule holds:

$$\int_0^\beta dt_1 \cdots \int_0^\beta dt_n \langle T O^{(1)}_{t_1} ; \cdots ; O^{(n)}_{t_n} \rangle_{\beta,L} e^{-i\omega_1 t_1 \cdots -i\omega_n t_n} = \delta_{\omega_1 + \cdots + \omega_n, 0} \langle T \hat{O}^{(1)}_{\omega_1} ; \cdots ; \hat{O}^{(n)}_{\omega_n} \rangle_{\beta,L}.$$

A natural question arises: why are these definitions interesting and useful? The main reason is that the Euclidean correlation functions appear naturally in the perturbation theory for the equilibrium correlations, via the use of Trotter’s product formula and the Duhamel expansion. In many cases, there are powerful methods (fermionic Renormalization Group) for controlling
the interacting equilibrium correlation functions at weak enough coupling, and to derive detailed informations about their analyticity properties.

Moreover, typically, once one knows how to control the equilibrium correlations, one also knows how to control the interacting, Euclidean-time, correlations, including control of their analyticity properties in the complex time plane. Finally, if one can prove that the complex time plane is free of singularities of the Euclidean correlation, one can a posteriori reconstruct the (integral of the) real-time ones via a ‘Wick rotation’ in the complex time plane. In order to give an idea of what I am referring to, let me consider our main object of interest, i.e., the Kubo conductivity eq. (3), and let me focus on the first term in the right side, \( \frac{i}{\eta} \int_{-\infty}^{0} dt \, e^{\eta t} \langle [J_i, J_j(t)] \rangle_\infty \): this can be thought of as the sum of two terms: (i) \( \frac{i}{\eta} \int_{-\infty}^{0} dt \, e^{\eta t} \langle J_i(t) \rangle_\infty \), and (ii) \( \frac{i}{\eta} \int_{0}^{\infty} dt \, e^{\eta t} \langle J_j(t) \rangle_\infty \). Now, if the two terms are free of singularities in the second and third quadrants of the complex plane, respectively, then the two integrals can be rotated as shown in Fig. 4, provided the contributions from the integrals over the two quarter circles at infinity give vanishing contribution.

\[
\begin{aligned}
(i) & \quad \hline \\
(ii) & \quad \therefore \\
C & \quad \therefore \\
\end{aligned}
\]

Fig. 4 — The ‘complex rotations’ of the integration paths that we perform on the two contributions (i) and (ii) to the Kubo conductivity.

After having performed the rotation, the sum of the two terms can be rewritten as \( -\frac{1}{\eta} \hat{K}_{ij}(-\eta) \), where

\[
\hat{K}_{ij}(\omega) = \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{\beta L^2} \langle T \, \hat{J}_{i,\omega} \, \hat{J}_{j,-\omega} \rangle_{\beta,L}.
\] (5)

Moreover, one can check that the diamagnetic contribution to the Kubo conductivity can be rewritten as \( \hat{K}_{ij}(0)/\eta \). As a result, the Kubo conductivity is equal to the Euclidean one: \( \sigma_{ij} = \bar{\sigma}_{ij} \).
with
\[
\bar{\sigma}_{ij} = \frac{1}{|\ell_1 \wedge \ell_2|} \lim_{\omega \to 0^-} \frac{\hat{K}_{ij}(\omega) - \hat{K}_{ij}(0)}{\omega}.
\]  

At this point, I am finally in the position of describing the general strategy of the proof of the main theorem:

1) One first discusses the existence of the thermodynamic and zero temperature limit of the Euclidean correlations, and proves their analyticity in $U$ and in $\omega$ in suitable regions of the complex plane. Using the analyticity of the Euclidean correlations in the complex $t$-plane, as well as the existence of the real-time correlations in the $\beta, L \to \infty$ limit (which follows from the Lieb-Robinson bounds [43]), one proves that the ‘Wick rotation strategy’ sketched above is rigorously justified, thus showing that the Kubo conductivity is equal to its Euclidean counterpart.

2) In order to show that the interacting Euclidean Kubo conductivity equals the non-interacting one, one combines two classes of remarkable cancellations/identities satisfied by the Euclidean correlation functions, known as Ward Identities (more precisely, the Ward Identities associated with the continuity equation for the current) and Schwinger-Dyson equations. Note: the idea of using these two classes of identities to prove the vanishing of the interaction corrections to the Euclidean conductivity is due to [22], whose strategy of proof is adapted here to the case of the Hall conductivity of interacting lattice fermions.

In the following sections, I discuss these two steps in some detail.

6. Equilibrium perturbation theory

Let me start, for simplicity, by discussing the perturbation theory for the partition function of the system at finite $\beta, L$:

\[
\text{Tr} \, e^{-\beta H} = \text{Tr} \, e^{-\beta (H_0 - \mu N + UV)}.
\]

Since the fermionic operators are all bounded at finite $L$, one can rewrite this trace by using the Duhamel’s expansion (see, e.g., [31, Section 3.2]), thus getting:

\[
\text{Tr} \, e^{-\beta H} = \text{Tr} e^{-\beta (H_0 - \mu N)} \times \left[ 1 + \sum_{n \geq 1} \frac{(-U)^n}{n!} \int_0^\beta dt_1 \cdots \int_0^\beta dt_n \langle V_{t_1} \cdots V_{t_n} \rangle_0^{\beta, L} \right],
\]

where $V_i = e^{t(H_0 - \mu N)} V e^{-t(H_0 - \mu N)}$ and $\langle \cdot \rangle_0^{\beta, L}$ is the finite volume, finite temperature, Gibbs average with respect to the Hamiltonian $H_0 - \mu N$. 

At finite volume, the series in $U$ for $Z(U) := \text{Tr} e^{-\beta H}$ is convergent (even more: the function $Z(U)$ is entire in $U$, for any finite $L$). The series for the logarithm of $Z(U)$ is a priori convergent in a very small neighborhood of the origin. In fact,

$$Z(U) \geq 1 - \sum_{n \geq 1} \frac{1}{n!} (\beta\|U\|)^n \|V\|^n = 2 - e^{\beta|U|\|V\|_\infty},$$

which does not vanish if $U \in B := \{ U \in \mathbb{C} : |U| < \frac{\log 2}{\beta\|V\|_\infty} \}$. Therefore, the series of $\log Z(U)$ is convergent in any compact set $K$ belonging to the open ball $B$. Note that typically $\|V\|_\infty$ is proportional to $L^2$, so that the radius of $B$ goes to zero as $L \to \infty$. The goal of the following discussion is to show that the analyticity region of $\log Z(U)$ can be extended to a ball centered at the origin, with radius independent of $L$.

Before I proceed with the discussion, let me note that similar considerations are valid for the series in $U$ for the Euclidean correlations: if $\beta > t_1 > t_2 > 0$, the Euclidean correlation $\langle O_{t_1}^{(1)} O_{t_2}^{(2)} \rangle_{\beta,L}$ is equal to the ratio between $\text{Tr} e^{-\beta H} e^{t_1 H} O_{t_1}^{(1)} e^{-(t_1-t_2)H} O_{t_2}^{(2)} e^{-t_2 H} Z(U)$. The denominator is expanded as described above, and the numerator admits a similar expansion:

$$\langle O_{t_1}^{(1)} O_{t_2}^{(2)} \rangle_{\beta,L} = \langle O_{t_1}^{(1)} O_{t_2}^{(2)} \rangle_{\beta,L}^0 + \sum_{n \geq 1} \frac{(-U)^n}{n!} \int_0^\beta d s_1 \cdots \int_0^\beta d s_n \langle T \int_{t_1}^{s_1} O_{t_2}^{(1)} \int_{s_1}^{s_2} O_{t_2}^{(2)} \int_{s_2}^{s_3} \cdots \int_{s_{n-1}}^{s_n} V_{s_1} \cdots V_{s_n} \rangle_{\beta,L} \rangle_{\beta,L}^0.$$

Therefore, $\langle T O_{t_1}^{(1)} O_{t_2}^{(2)} \rangle_{\beta,L}$ is the ratio of two entire functions, the denominator being different from zero in the analyticity domain of $\log Z(U)$.

Now, how do we evaluate $\log Z(U)$, and how do we prove bounds on its analyticity domain? The starting point is an explicit representation of the $n$-th Taylor coefficient of $Z(U)$: from (7) this coefficient is $(n!)^{-1}$ times the integral over $t_1 \cdots t_n$ of $\langle T V_{t_1} \cdots V_{t_n} \rangle_{\beta,L}^0$. Such an average can be computed via the fermionic Wick’s rule, which is readily explained in terms of the following graphical representation. Associate with every

$$V_{t_i} = \sum_{x_i, y_i, \sigma_i, \sigma_i'} \psi^+_{(t_i, x_i) \sigma_i} \psi^-_{(t_i, x_i) \sigma_i} v_{\sigma_i, \sigma_i'} (x_i - y_i) \psi^+_{(t_i, y_i) \sigma_i'} \psi^-_{(t_i, y_i) \sigma_i'}$$

the ‘four-legged’ vertex in Fig. 5.

Draw $n$ such vertices and pair their ‘external legs’ in all possible ways, in such a way that the orientations of the paired lines are compatible two by two. The graph associated with any such pairing is called a ‘Feynman diagram’, and $\langle T V_{t_1} \cdots V_{t_n} \rangle_{\beta,L}^0$ can be expressed as the sum over all the possible Feynman diagrams of their values, which are defined as follows. For an example of a Feynman diagram of order $n = 3$, see Fig. 6.

First of all, every Feynman diagram $\mathcal{G}$ comes with a permutation $\pi = \pi(\mathcal{G})$, associated with the corresponding pairing of fermionic fields, which is the one needed to move every creation operator $\psi^+_{(t_i, x_i) \sigma_i}$ immediately to the right of the annihilation operator $\psi^-_{(t_j, x_j) \sigma_i}$, which it is connected
Fig. 5 — The graphical representation of $V_i$, as a 'four-legged' vertex. The wiggly line represents the interaction $v_{\sigma,\sigma'}(x_i - y_i)$, while the oriented solid lines (the 'external legs') represent the operators $\psi_{(t_i,x)}^\pm$ and $\psi_{(t_i,y)}^\pm$, with the convention that the entering (resp. exiting) lines represent the annihilation (resp. creation) operators $\psi^-$ (resp. $\psi^+$).

with. Moreover, every contracted pair $(\psi^-_{(t,x)\sigma}, \psi^+_{(t',x')\sigma'})$ comes with the value

$$g_{\sigma\sigma'}^\beta,L(x - x', t - t') = \langle T \psi^-_{(t,x)\sigma} \psi^+_{(t',x')\sigma'} \rangle_{\beta,L}^0 = \frac{1}{L^2} \sum_{k \in B_L} e^{-ik(x-x')} \times$$

$$\times \left\{ e^{-(\hat{H}_0(k)-\mu)(t-t')} \left[ \frac{1}{1 + e^{-\beta(H_0-\mu)}} - \frac{1}{1 + e^{-\beta(H_0-\mu)}} \right] \right\}_{\sigma\sigma'}$$

which is called the 'propagator'. Note that its $\beta, L \to \infty$ limit is

$$g_{\sigma\sigma'}(x, t) = \int_B \frac{dk}{|B|} e^{-ikx} \left\{ e^{-(\hat{H}_0(k)-\mu)t} \left[ 1_{t > t'} P_+(k) - 1_{t < t'} P_-(k) \right] \right\}_{\sigma\sigma'}$$

In the following, I will use the shorthand notation $g_\ell$ for the propagator associated with the pair $\ell = ((t, x), (t', x'))$. I also denote by $G(x, y, t, \sigma, \sigma')$ the set of Feynman diagrams obtained from the contraction of the quartic monomials labeled by the time/space/color variables $\{(t_i, (x_i, y_i), (\sigma_i, \sigma'_i))\}_{i=1,...,n}$ (here I used the symbol $\bar{x}$ to denote the $n$-ple $(x_1, \ldots, x_n)$, etc.)

Given these definitions, the value $Val(\mathcal{G})$ of the Feynman diagram $\mathcal{G} \in G(x, y, t, \sigma, \sigma')$ is

$$Val(\mathcal{G}) = (-1)^n \prod_{i=1}^n v_{\sigma_i,\sigma'_i} (x_i - y_i) \prod_{\ell \in \mathcal{G}} g_\ell$$

and

$$\langle T V_1 \cdots V_n \rangle_{\beta,L}^0 = \sum_{x,y} \sum_{\sigma,\sigma'} G_{\beta,L}(x,y,\sigma,\sigma') \sum_{\mathcal{G} \in G} Val(\mathcal{G})$$
Fig. 6 – An example of a Feynman diagram of order \( n = 3 \). The solid lines are obtained by the pairing, or contraction, of two of the external legs of the vertices under consideration. Any pair of contracted legs must have compatible orientation, i.e., an exiting external leg can only be contracted with an entering one. Each solid line obtained by the contraction of two legs corresponds to a propagator, with indices readable from the labels of the two contracted legs.

so that

\[
Z(U) = 1 + \sum_{n \geq 1} \frac{(-U)^n}{n!} \int_0^\beta dt_1 \cdots \int_0^\beta dt_n \sum_{\sigma_1, \sigma_2, \sigma_3} \sum_{G \in G(x_1, y_1, t_1; \sigma_1, \sigma_2, \sigma_3)} \text{Val}(G).
\]

A remarkable combinatorial theorem, known as the linked cluster theorem [1, 47], shows that the logarithm of the partition function admits a very similar expansion, with the important difference that the Feynman diagrams contributing to \( \log Z(U) \) are all and only the connected diagrams in \( G(x, y, t; \sigma_1, \sigma_2, \sigma_3) \). A similar discussion is valid for the correlation functions: in particular, truncated correlations are expressed as sums of values of connected Feynman diagrams, with vertices corresponding both to the quartic interactions introduced above and to extra vertices corresponding to the insertion of the operators one is computing the correlations of. In conclusion,

\[
\log Z(U) = \sum_{n \geq 1} \frac{(-U)^n}{n!} \int_0^\beta dt_1 \cdots \int_0^\beta dt_n \sum_{\sigma_1, \sigma_2, \sigma_3} \sum_{G_{\text{conn}}(x, y, t; \sigma_1, \sigma_2, \sigma_3)} \text{Val}(G),
\]

where \( G_{\text{conn}}(x, y, t; \sigma_1, \sigma_2, \sigma_3) \) is the set of connected diagrams in \( G(x, y, t; \sigma_1, \sigma_2, \sigma_3) \).

Now, how do we estimate the \( n \)-th order contribution to this series? The basic object one needs to evaluate is the integral over the time, space and color variables of a generic connected Feynman diagram with \( n \) quartic vertices, i.e., \( \int \sum |\text{Val}(G)| \), where the integral is over the time variables, and the sum over the space and color indices. Recalling that \( |\text{Val}(G)| = \prod_i |v_{\sigma_i \sigma_i'}(x_i - \cdot|
\[ \int \sum |\text{Val}(G)| \leq \beta L^2 \|v\|_1^n |I|^{2n} \|g\|_{\infty}^{n-1} \|g\|_{\infty}^{n+1}, \]

where
\[ \|g\|_{\infty} = \sup \sup |g_{\sigma\sigma'}(x,t)|, \quad \|g\|_1 = \sup \int dt \sum_x |g_{\sigma\sigma'}(x,t)|, \]

and similarly for \(\|v\|_1\). Recall that \(v\) is of finite range, so its \(L_1\) norm is finite. Moreover, under the gap condition, the propagator decays exponentially in space-time, uniformly in \(\beta, L\); therefore, both its \(L_1\) and \(L_\infty\) norms are finite, uniformly in the temperature and volume. In conclusion, the \(n\)-th order term in the series of \(1/\beta L^2\log Z(U)\) is bounded by
\[ \frac{C^n}{n!}|U|^n \{ \# \text{Feynman diagrams of order } n \}, \]

for a suitable constant \(C\). Now, the number of Feynman diagrams of order \(n\) equals \((4n-1)!!\), which grows like \((\text{const.})^n (n!)^2\) as \(n \to \infty\) and, therefore, the bound that we just derived is not summable over \(n\). In other words, the series of Feynman diagrams is not absolutely convergent.

Remarkably, it is possible to properly resum the series of connected Feynman diagrams, by carefully taking into account the \((-1)^n\) signs in (8), in such a way that the resummed series is convergent. The basic observation is that
\[ \langle T \psi^-_{(t_1,x_1)\sigma_1} \psi^+_{(t_1,y_1)\sigma_1} \cdots \psi^-_{(t_n,x_n)\sigma_n} \psi^+_{(t_n,y_n)\sigma_n}\rangle^0_{\beta,L} = \det [g_{\sigma_i\sigma_j'}(x_i - y_j, t_i - t'_j)]_{i,j=1,\ldots,n}. \]

By expanding the determinant, one obtains \(n!\) terms, each of which corresponds to one specific pairing of the fermionic fields (i.e., to one ‘Feynman diagram’); each of these terms is bounded by \(\|g\|_\infty^n\), so this expression can be bounded by \(\|g\|_\infty^n n!\). However, one can do much better than this: if instead of expanding the determinant, one recalls that it is equal to the product of its eigenvalues, one sees that its absolute value typically scales like \((\text{const.})^n\), which is combinatorially better by a factor \(1/n!\). This observation suggests that by grouping the sum over connected Feynman diagrams of order \(n\) by \(\# \text{Feynman diagrams of order } n\), one could improve the bound above, by replacing \(\{ \# \text{Feynman diagrams of order } n \}\) by \(\{ \# \text{connected Feynman diagrams of order } n \}\). However, one can easily convince oneself that both quantities grow like \((\text{const.})^n (n!)^2\) for large \(n\), so the connectedness condition does not qualitatively change things.
diagrams in determinant form (which should be possible, thanks to the \((-1)^n\) signs coming from the fermionic statistics), then one should be able to improve the bound derived above by a factor \((\text{const.})^n / n!\). The rough idea is to group together the connected Feynman diagrams sharing a common spanning tree, and then to resum the result of the pairings outside the spanning tree in the form of a determinant, to be bounded by \((\text{const.})^n\). Since the number of spanning trees over \(n\) vertices is of the order \((\text{const.})^n n!\) for large \(n\), this procedure seems in fact to improve the previous bound by the desired combinatorial factor.

Of course, one needs to proceed with care, in order to avoid overcounting of the diagrams, when summing over the spanning trees. The key combinatorial formula was proposed long ago by Brydges, Battle and Federbush [12, 19, 20], later improved in collaboration with Kennedy [21], and reads as follows: let \(\Psi(P_1)\) be a shorthand for the quartic monomial associated with the \(i\)-th quartic vertex, 
\[
\Psi(P_i) = \psi^+_{(i,x_i)} \psi^-_{(i,x_i)} v_{\sigma_i} \sigma_i' (x_i - y_i) \psi^+_{(i,y_i)} \psi^-_{(i,y_i)} \sigma_i',
\]
with \(P_i\) the set of four labels (to be called ‘field labels’) associated with the four creation/annihilation operators, then
\[
\langle \Psi(P_1); \cdots ; \Psi(P_n) \rangle_{\beta, L}^0 = \sum_T \alpha_T \prod_{\ell \in T} g_\ell \int dP_T(\mathbf{s}) \det[s_{i(f),i(f')} g(f,f')],
\]
where the sum is over the collections \(T\) of \(n - 1\) propagators (graphically, of solid lines, each corresponding to the contraction of a pair of field labels \(f_1, f_2 \in \cup_i P_i\) guaranteeing minimal connection among the \(n\) vertices (i.e., the union of \(T\) and of the wiggly lines of the \(n\) vertices forms a spanning tree), \(\alpha_T\) is a sign (irrelevant for the purpose of proving convergence of the series), and \(dP_T(\mathbf{s})\) is a probability measure, with the variables \(\mathbf{s} = (s_{ij})_{i,j=1,\ldots,n}\) playing the role of interpolation parameters, supported on a set of \(s_{ij}\)’s such that \(s_{ij} = (u_i, u_j)\), for a family of vectors \(u_i \in \mathbb{C}^n\) of unit norm. Finally, the matrix \([s_{i(f),i(f')} g(f,f')]\) has elements labelled by field labels \(f, f' \in \cup_i P_i \setminus P_T\), where \(P_T\) is the set of field labels corresponding to the propagators in \(T\) (i.e., \([s_{i(f),i(f')} g(f,f')]\) is labelled by fields outside the spanning tree); in writing \(s_{i(f),i(f')}\), \(i(f)\) indicates the vertex which the field labelled by \(f\) belongs to; moreover, \(g(f,f')\) is a shorthand for \(g_{\sigma(f),\sigma(f')} (x(f) - x(f'), t(f) - t(f'))\).

In order to use effectively the ‘BBFK interpolation formula’, I must discuss how to bound the determinant. Life is easy if \(g(f,f')\) is in Gram form, i.e., if there exist vectors of finite norm in a separable Hilbert space, such that \(g(f,f') = (a_f, b_{f'})\), in which case (Gram-Hadamard inequality, see, e.g., [25, Appendix A.3])
\[
\det[s_{i(f),i(f')} g(f,f')] = \det(u_i(f) \otimes a_f, u_i(f') \otimes b_{f'}) \leq \prod_f \|a_f\| \|b_f\|.
\]
In our case the propagator is not in Gram form, but almost so (we give here the formulas in the \(\beta, L \to \infty\) limit; similar, but slightly more cumbersome, expressions are valid in the general case):
\[
g(f,f') = \mathbb{1}_{t(f) > t(f')} A^+_{f,f'} - \mathbb{1}_{t(f) \leq t(f')} A^{-}_{f,f'},
\]
where
\[ A_{f,f'}^\pm = \int \frac{dk}{|B|} e^{-ik(x(f)-x(f'))} \left[ e^{-\left(\hat{H}(k) - \mu\right)t(f) - t(f')} P_\mp(k) \right]_{\sigma(f),\sigma(f')} . \]

Note that both \( A_{f,f'}^+ \) and \( A_{f,f'}^- \) are in Gram form: in fact,
\[ A_{f,f'}^\pm = \int \int \frac{dkd\omega}{|B|\pi} \sum_{s \in I_s} \left[ a_{x(f),t(f),\sigma(f)}(k,\omega,s) \right]^* a_{x(f'),t(f'),\sigma(f')}^\pm(k,\omega,s) \]
\[ \equiv \left( a_{x(f),t(f),\sigma(f)}^\pm, a_{x(f'),t(f'),\sigma(f')}^\pm \right), \tag{10} \]

where
\[ a_{x,t,\sigma}^\pm(k,\omega,s) = e^{ikx+i\omega t} \left[ \sqrt{\pm\left(\hat{H}(k) - \mu\right)} \right] P_\pm(k) \left[ -i\omega + \hat{H}(k) - \mu \right]_{s,\sigma} . \]

From the definitions, letting \( \| \cdot \| \) be the norm induced by the inner product in (10), one finds
\[ \| a_{x,t,\sigma}^\pm \|^2 = \int \frac{dk}{|B|} \left[ P_\pm(k) \right]_{\sigma,\sigma}, \]
which is \( \leq 1 \), for both signs \( \pm \). Summarizing, the determinant in the right side of (9) admits the following `time-ordered’ Gram representation:
\[ \det[s_{i(f),i(f')}] = \det \left[ I_{t(f') > t(f)} \left( u_{i(f)} \otimes a_{f'}^+, u_{i(f')} \otimes a_{f}^+ \right) \right. \]
\[ \left. - I_{t(f') \leq t(f)} \left( u_{i(f)} \otimes a_{f}^-, u_{i(f')} \otimes a_{f'}^- \right) \right], \tag{11} \]

which is in fact enough for our purposes: as shown in [18, 49], the right side of (11) is bounded above by \( (\| a^+ \| + \| a^- \|)^{2d} \), where \( d \) is the dimension of the matrix (in our case, \( d = n + 1 \)). In conclusion, recalling that \( \| a_{x,t}^\pm \| \leq 1 \), one finds that the integral of the determinant in the right side of (9) is bounded from above by \( 2^{2(n+1)} \). Recalling also that the number of collections \( T^n \) (‘number of spanning trees’) is bounded above by \( (\text{const.})^n n! \), one sees that this estimate is enough for our purposes, i.e., to obtain uniform convergence of the specific free energy, for \( U \) small enough. In fact, in view of the combinatorial gain obtained above, the \( n \)-th order term in the series for \( \log Z(U) \) is bounded above by \( C^n |U|^n \), for a suitable constant \( C > 0 \), which is summable over \( n \) for \( |U| < C^{-1} \).

A similar argument can be repeated to prove the convergence of the series in \( U \) for the Euclidean truncated correlation functions of local operators in the same domain of analyticity, as well as their exponential decay at large space-time distances, uniformly in \( \beta \) and \( L \). In particular, there exists \( C, c > 0 \) such that
\[ \langle J_{i(t)}; J_{j(t)} \rangle \leq Ce^{-ct_{i(t)}}, \quad \forall t \geq 0. \tag{12} \]

The details of the proof will not be belabored here and are left as an instructive exercise to the reader.


6.1 Wick rotation for the Kubo conductivity

Using the analyticity and exponential decay in space-time of the Euclidean correlations discussed above, one can prove that the Wick rotation for the Kubo conductivity, sketched in Section 5.1, can be made rigorous. The key steps in the proof are the following (for details, consult [29, Section 6]):

1) Let \( J_i(z) = e^{izH} J_i e^{-izH}, z \in \mathbb{C} \), be the complex time evolution of the current. Note that \( J_{i,t} = J_i(-it), t \in \mathbb{R} \). At finite \( \beta, L \), the correlation \( L^{-2} \langle J_i(z); J_j \rangle_{\beta,L} \) is entire in \( z \). Moreover, thanks to the results on the Euclidean correlations discussed above, these \( L^{-2} \) volume correlations converge as \( \beta, L \to \infty \) along the negative imaginary axis, and they are uniformly bounded in the whole complex lower half-plane. Therefore, by Vitali's theorem, the limit as \( \beta, L \to \infty \) of the complex time correlations, \( \langle J_i(z); J_j \rangle_{\infty} \), exists and is analytic in the whole open lower half-plane. Moreover, by Cauchy-Schwarz inequality and (12),

\[
|\langle J_i(z); J_j \rangle_{\infty}| \leq \langle J_i(\text{Re } z); J_i \rangle_{\infty}^{1/2} \langle J_j(\text{Re } z); J_j \rangle_{\infty}^{1/2} \leq C e^{\delta \text{Re } z}.
\]

2) For \( t \in \mathbb{R} \), the limit

\[
\langle [J_i, J_j(t)] \rangle_{\infty} = \lim_{\beta \to \infty} \lim_{L \to \infty} L^{-2} \langle [J_i, J_j(t)] \rangle_{\beta,L}
\]

exists, uniformly in \( t \in \mathbb{R} \). This follows from the Lieb-Robinson bounds on the quantum evolution of lattice systems [43], and in particular from one of its corollary, worked out in [17, 46], which implies the existence of the infinite volume, zero temperature, real time correlations for a large class of quantum lattice systems.

Given these two results, and using the fact that \( \langle J_i \rangle_{\beta,L} = 0 \), one rewrites, for \( \omega < 0 \),

\[
\hat{K}_{ij}(\omega) = \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{L^2} \times \int_0^{\beta/2} (e^{-i\omega t} \langle J_i(-it) J_j \rangle_{\beta,L} + e^{+i\omega t} \langle J_j(-it) J_i \rangle_{\beta,L}) dt
\]

(13)

Since the integrand, thought of as a function of \( z = -it \), is analytic in the complex lower half-plane, and since it decays exponentially in \( -\text{Re } z \), one can rotate the integrals over the negative imaginary axis as shown in Fig. 7.

After the rotation shown in the picture, one rewrites:

\[
\hat{K}_{ij}(\omega) = \lim_{\epsilon \to 0^+} \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{i}{L^2} \times \int_{-\beta/2}^0 (e^{-\omega(t+i\epsilon)} \langle J_i(-t - i\epsilon) J_j \rangle_{\beta,L} - e^{-\omega(t-i\epsilon)} \langle J_j(t - i\epsilon) J_i \rangle_{\beta,L}) dt
\]

The two terms under the integral sign represent complex time current-current correlations, with times having a small imaginary part: in other words, the integration paths shadow the real axis.
The complex rotations of the integration paths performed on the two contributions in the right side of (13). The rotation labelled (1) (resp. (2)) refers to the first (resp. second) term in the right side of the equation.

from below. In order to ‘push’ the paths on the real axis one uses the information that the real-time correlation exist, thanks to the Lieb-Robinson bounds. Using this fact, together with the a priori bounds on the complex time correlations discussed above, one finds that the limit as $\epsilon \to 0^+$ of the above integrals exist, and are equal to the time integral of the limiting (real-time) correlation functions, as desired. For details, see [29, Section 6].

In conclusion, as announced in Section 5.1, the first term in the right side of the Kubo conductivity (3) equals $-\frac{1}{\eta} \bar{K}_{ij}(-\eta)$. Moreover, as claimed in the same section, the diamagnetic term equals $\frac{1}{\eta} \bar{K}_{ij}(0)$ (for a proof of this fact, based on the use of Ward Identities, see (26) below), thus leading to the desired identity $\sigma_{ij} = \bar{\sigma}_{ij}$, with $\bar{\sigma}_{ij}$ as in (6).

7. Ward Identities, Schwinger-Dyson equations and cancellations in perturbation theory

From the theory of the Euclidean correlations discussion above, we inferred that $\sigma_{ij} = \bar{\sigma}_{ij}$, that $\bar{\sigma}_{ij}$ is analytic in $U$ in a small ball centered at the origin, and that the truncated multi-point Euclidean current correlations decay exponentially to zero at large space-time separation. I now want to combine these ingredients in order to show that $\bar{\sigma}_{ij} = \vert \bar{\sigma}_{ij} \vert_{U=0}$, that is, all the interaction corrections to the Euclidean Kubo conductivity vanishes, which implies Theorem 1.

As anticipated above, these remarkable cancellations can be proved via a combination of two classes of identities, namely the Ward Identities and the Schwinger-Dyson equations, which are briefly reviewed in the following.

7.1 Ward Identities

The Ward Identities that I want to discuss here are a consequence of the continuity equation for the lattice current. The starting point is the definition of the imaginary-time evolution of the
fermionic density: \( n_{(t,x)}^\sigma := e^{tH} n_{x,\sigma} e^{-tH} \). By deriving it with respect to \( t \) one gets:

\[
\frac{\partial}{\partial t} n_{(t,x)}^\sigma = [H, n_{(t,x)}^\sigma] = i \sum_{y,\sigma'} \left( J_{xy}^{\sigma\sigma'} \right)_t,
\]

(14)

where \( \left( J_{xy}^{\sigma\sigma'} \right)_t \) is the imaginary time evolution of the lattice current:

\[
J_{xy}^{\sigma\sigma'} := i \left( \psi^+_x H_{\sigma,\sigma'}^0 (x - y) \psi^-_{y,\sigma'} - \psi^+_y H_{\sigma',\sigma}^0 (y - x) \psi^-_{x,\sigma} \right).
\]

Note that by letting \( \sigma \) vary in \( I \) in (14), one obtains \( |I| \) independent local conservation laws. It is convenient to consider the following linear combination of these \( |I| \) conservation laws: let \( \tilde{J}_{0,(t,p)} := q \sum_{x,\sigma} e^{-ipx \eta} n_{(t,x)}^\sigma \), where \( x_\sigma = x + r_\sigma \); by deriving with respect to \( t \), and using the anti-symmetry of the lattice current under the exchange \( (x, \sigma) \leftrightarrow (y, \sigma') \), one finds:

\[
\frac{\partial}{\partial t} \tilde{J}_{0,(t,p)} = \frac{iq}{2} \sum_{x,y,\sigma,\sigma'} (e^{-ipx \eta} - e^{-ipy \eta}) \left( J_{xy}^{\sigma\sigma'} \right)_t \equiv -p \cdot \tilde{J}_{(t,p)},
\]

where in the last equation I defined \( \tilde{J}_{(t,p)} \) to be

\[
\tilde{J}_{(t,p)} := \frac{q}{2} \sum_{x,y,\sigma,\sigma'} e^{-ipx \eta} (y_{\sigma'} - x_{\sigma}) (y_{\sigma'} - x_{\sigma}) \left( J_{xy}^{\sigma\sigma'} \right)_t,
\]

with \( \eta(x) := (1 - e^{-ix})/(ix) \). After Fourier transform with respect to (w.r.t.) the imaginary time variable, and letting \( p := (\omega, p) \), this conservation law reads

\[
i\omega \tilde{J}_{0,p} + p \cdot \tilde{J}_p = 0,
\]

(15)

where \( \tilde{J}_{0,p} \) is the Fourier transform w.r.t. \( t \) of \( \tilde{J}_{0,(t,p)} \), and similarly for \( \tilde{J}_p \), whose components will be denoted \( \tilde{J}_{i,p}, i = 1, 2 \).

Remark. The variable \( p \) is introduced here as an auxiliary variable: the equations I will eventually be interested in are obtained by deriving w.r.t. \( p \) the Ward Identities for the correlations of \( \tilde{J}_p \) with other observables, and then setting this momentum variable to zero. Note that \( \tilde{J}_{(t,p)} \big|_{p=0} = J_t \), which clarifies the connection with the current observable introduced above.

The desired Ward Identities are obtained by plugging the conservation law (15) into the formula for the multi-point current correlations: let

\[
\hat{K}_{\alpha_1,\ldots,\alpha_n}(p_1,\ldots,p_{n-1}) := \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{\beta L^2} \langle T \tilde{J}_{\alpha_1,p_1}; \cdots; \tilde{J}_{\alpha_1,p_1} \rangle ,
\]

(16)
where: $\alpha_i \in \{0, 1, 2\} \cup I$ and, if $\alpha \in \{0, 1, 2\}$, $\hat{J}_{\alpha,p}$ has already been defined above, while, if $\alpha = \sigma \in I$, then $\hat{J}_{\sigma,p} \equiv \hat{n}_p^\sigma$, that is the Fourier transform w.r.t. $t$ of $(n_p^\sigma)$. Moreover, in the right side of (16), $p_n := -p_1 \cdots - p_{n-1}$. Note that $\hat{K}_{i,j}((\omega, 0))$ equals the Euclidean current-current correlation $\hat{K}_{ij}(\omega)$ defined in (5) above. By using (15) into the definition (16) one gets

$$i\omega_1 \hat{K}_{0,\alpha_2,\ldots,\alpha_n}(p_1, \ldots, p_{n-1}) + \sum_{i=1}^2 p_{1,i} \hat{K}_{i,\alpha_2,\ldots,\alpha_n}(p_1, \ldots, p_{n-1}) = \sum_{j=2}^n \hat{S}_{\alpha_j}(p_1, \ldots, p_{n-1}),$$

(17)

where $\hat{S}_{\alpha_j}(p_1, \ldots, p_{n-1}) := \lim_{\beta, L \to \infty} \frac{1}{\beta L^2} \times$

$$\langle T \hat{\Delta}_{\alpha_j}(p_1, p_j); \hat{J}_{\alpha_2,p_2}; \cdots; \hat{J}_{\alpha_{j-1},p_{j-1}}; \beta \hat{J}_{\alpha_j,p_j}; \cdots; \hat{J}_{\alpha_n,p_n} \rangle_{\beta,L}.$$ 

(19)

In order to prove (17), one can start from the very definition of $i\omega_1 \hat{K}_{0,\alpha_2,\ldots,\alpha_n}$:

$$i\omega_1 \hat{K}_{0,\alpha_2,\ldots,\alpha_n}(p_1, \ldots, p_{n-1})$$

$$= \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{\beta L^2} \int_0^\beta dt_1 e^{-i\omega_1 t_1} \frac{\partial}{\partial t_1} \langle T \hat{J}_{0,(t_1,p_1)}; \hat{J}_{\alpha_2,p_2}; \cdots; \hat{J}_{\alpha_n,p_n} \rangle_{\beta,L}.$$ 

In the right side, the derivative w.r.t. $t_1$, when acting on

$$\langle T \hat{J}_{0,(t_1,p_1)}; \hat{J}_{\alpha_2,p_2}; \cdots; \hat{J}_{\alpha_n,p_n} \rangle_{\beta,L},$$

can either act on $\hat{J}_{0,(t_1,p_1)}$, in which case we get

$$-p_1 \cdot \langle T \hat{J}_{(t_1,p_1)}; \hat{J}_{\alpha_2,p_2}; \cdots; \hat{J}_{\alpha_n,p_n} \rangle_{\beta,L},$$

or on the theta functions that implement the action of the time-ordering operator $T$, in which case we get

$$\sum_{j=2}^n \langle T \hat{J}_{0,(t_1,p_1)}; \hat{J}_{\alpha_j,(t_1,p_j)}; \hat{J}_{\alpha_2,p_2}; \cdots; \hat{J}_{\alpha_n,p_n} \rangle_{\beta,L}.$$
Putting together the two contributions, we get (17).

Now, recalling the fact that the truncated Euclidean correlation functions of local operators decay exponentially in space and (Euclidean) time, one has that their Fourier transforms are analytic in $p_i$ in a neighborhood of the origin. In particular, I can differentiate (17) w.r.t. $p_1$ and then set $p_1 = 0$. Let me do so in a few special cases, which will be useful in the following. Consider (17) in the case $n \geq 2$ and $\alpha_j \in I, \forall j \geq 2$, in which case it reduces to

$$i \omega_1 \hat{K}_{0,\underline{\alpha}}(p_1, \ldots, p_{n-1}) + \sum_{j=1}^{2} p_{1,j} \hat{K}_{j,\underline{\alpha}}(p_1, \ldots, p_{n-1}) = 0,$$

where $\underline{\alpha} = (\alpha_2, \ldots, \alpha_n)$. The reason why the right side of the Ward Identities is zero is that $\tilde{J}_{0,(t_1,p_1)}$ commutes with $\tilde{J}_{\sigma_j,(t_j,p_j)}$, $\forall \sigma_j \in I$. By differentiating the previous identity w.r.t. $p_1$, and then setting $p_1 = 0$, one gets:

$$\hat{K}_{j,\underline{\alpha}}((\omega, 0), p_2, \ldots, p_{n-1}) = -i \omega \frac{\partial}{\partial p_{1,j}} \hat{K}_{0,\underline{\alpha}}((\omega, 0), p_2, \ldots, p_{n-1}), \quad j = 1, 2.$$  (20)

Similarly, if $n \geq 3$, $\alpha_2 = j' \in \{1, 2\}$, and $(\alpha_3, \ldots, \alpha_n) \in I^{n-2}$, then the Ward Identity (17) reduces to

$$i \omega_1 \hat{K}_{0,j',\underline{\alpha}}(p_1, \ldots, p_{n-1}) + \sum_{j=1}^{2} p_{1,j} \hat{K}_{j,j',\underline{\alpha}}(p_1, \ldots, p_{n-1}) = \hat{S}_{j',\underline{\alpha}}(p_1, \ldots, p_{n-1}),$$  (21)

while, if $\alpha_2 = 0$,

$$i \omega_1 \hat{K}_{0,0,\underline{\alpha}}(p_1, \ldots, p_{n-1}) + \sum_{j=1}^{2} p_{1,j} \hat{K}_{j,0,\underline{\alpha}}(p_1, \ldots, p_{n-1}) = 0,$$

or, by exchanging the roles of $p_1$ and $p_2$,

$$i \omega_2 \hat{K}_{0,0,\underline{\alpha}}(p_1, \ldots, p_{n-1}) + \sum_{j=1}^{2} p_{2,j} \hat{K}_{0,j,\underline{\alpha}}(p_1, \ldots, p_{n-1}) = 0.$$  (22)

Now, by differentiating (21) w.r.t. $p_1$ and then setting $p_1 = 0$, one gets

$$\hat{K}_{j,j',\underline{\alpha}}((\omega_1, 0), p_2, \ldots, p_{n-1})$$  
$$= -i \omega_1 \frac{\partial}{\partial p_{1,j'}} \hat{K}_{0,j',\underline{\alpha}}((\omega_1, 0), p_2, \ldots, p_{n-1})$$  
$$+ \frac{\partial}{\partial p_{1,j}} \hat{S}_{j',\underline{\alpha}}((\omega_1, 0), p_2, \ldots, p_{n-1}),$$  (23)
Moreover, by differentiating (22) w.r.t. \( p_2 \) and then setting \( p_2 = 0 \), one gets
\[
\hat{K}_{0,j',\sigma}(p_1, (\omega_2, 0), p_3, \ldots, p_{n-1}) = -i\omega_2 \frac{\partial}{\partial p_{2,j'}} \hat{K}_{0,0,\sigma}(p_1, (\omega_2, 0), p_3, \ldots, p_{n-1}).
\] (24)

By plugging (24) into (23), we obtain
\[
\hat{K}_{j,j',\sigma}((\omega_1, 0), (\omega_2, 0), p_3, \ldots, p_{n-1}) = -\omega_1\omega_2 \frac{\partial^2}{\partial p_{1,j} \partial p_{2,j'}} \hat{K}_{0,0,\sigma}((\omega_1, 0), (\omega_2, 0), p_3, \ldots, p_{n-1})
\] 
\[+ \frac{\partial}{\partial p_{1,j}} \hat{S}_{j',\sigma}((\omega_1, 0), (\omega_2, 0), p_3, \ldots, p_{n-1}).
\] (25)

In the following, I intend to combine the identities (20) and (25) with the Schwinger-Dyson equation. Before I do so, let me conclude this section by proving that the diamagnetic term in the Kubo conductivity is equal to
\[
\frac{1}{\eta} \hat{K}_{ij}(0): \text{consider (17) with } n = 2 \text{ and } \alpha_2 = j \in \{1, 2\}:
\]
\[
i\omega \hat{K}_{0,j}(p) + p_1 \hat{K}_{1,j}(p) + p_2 \hat{K}_{2,j}(p) = \hat{S}_j(p), \quad \text{where } \ p = (\omega, p).
\]

Deriving this equation w.r.t. \( p \) and then setting \( p = 0 \), one gets:
\[
\hat{K}_{i,j}(0) = \frac{\partial \hat{S}_j}{\partial p_i}(0).
\] (26)

Recalling the definition of \( \hat{S}_j(p) \), eq.(19), I can write
\[
\hat{S}_j(p) = q\langle \left[ \sum_{x,\sigma} e^{-ip \cdot x_\sigma} n_{(0,x)_\sigma}(0, -p) J_{j,-p} \right]\rangle_\infty
\]
(here I denoted by \( J_{j,-p} \) the \( j \)-th component of \( \vec{J}_{(t,-p)}|_{t=0} \)), so that
\[
\hat{K}_{i,j}(0) = -iq\langle [X_i, J_j]\rangle_\infty
\]
\[= q^2\langle [[H, X_i], X_j]\rangle_\infty = -q^2\langle [[H, X_i], X_j]\rangle_\infty,
\]
as desired.
7.2 Schwinger-Dyson equation

The Schwinger-Dyson equation that I want to discuss is an interpolation identity relating the current-current correlation $\hat{K}_{i,j}$ of the interacting model, with interaction strength $U$, to higher point correlation functions (such as current-current-density-density correlations) at interaction strength $U'$, where $U'$ is an interpolation parameter between 0 and $U$. More general Schwinger-Dyson equations can be obtained along the same lines outlined below, for different multi-point correlations.

For the purpose of this and the following section, I add a superscript $U$ to the interacting current-current correlation at interaction strength $U$ (and similarly for the higher point correlations), in order to emphasize its dependence upon this parameter. By the fundamental theorem of calculus,

$$\hat{K}^{U}_{i,j}(p) = \hat{K}^{0}_{i,j}(p) + \int_{0}^{U} dU' \frac{d}{dU'} \hat{K}^{U'}_{i,j}(p).$$

Recall that $\hat{K}^{U'}_{i,j}$ is the current-current correlation computed in the Gibbs state with Hamiltonian $H = H_0 - U'V - \mu N$, see (1). Therefore, by computing the derivative in $U'$, one finds

$$\hat{K}^{U}_{i,j}(p) = \hat{K}^{0}_{i,j}(p) + \int_{0}^{U} dU' \hat{K}^{U'}_{i,j,V}(p - p), \quad (27)$$

where

$$\hat{K}^{U'}_{i,j,V}(p, -p) = \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{\beta L^2} \langle T \hat{J}_i(p); \hat{J}_j(-p); \int_{0}^{\beta} V_t dt \rangle_{\beta,L}^{U'},$$

and, again, the superscript $U'$ in the right side has been added to emphasize that the Gibbs measure is associated with the Hamiltonian $\hat{H} = H_0 - U'V - \mu N$, with interaction strength $U'$.

Now, in the limit $\beta, L \to \infty$, $\int_{0}^{\beta} V_t dt$ formally tends to

$$\int_{R} \frac{dq_0}{2\pi} \int_{B} \frac{dq}{|B|} \sum_{\sigma,\sigma' \in I} \hat{n}^{\sigma}_q \hat{n}^{\sigma'}_{-q} \hat{v}_{\sigma,\sigma'}(q) \hat{n}^{\sigma'}_{-q};$$

where $q = (q_0, q)$; at finite $\beta$ and finite $L$, $\int_{0}^{\beta} V_t dt$ can be written in the same form, but the integrals over $q_0$ and $q$ should be interpreted as suitable, discrete, Riemann sum approximations. By using this explicit expression for $\int_{0}^{\beta} V_t dt$, one rewrites:

$$\hat{K}^{U'}_{i,j,V}(p) = \lim_{\beta \to \infty} \lim_{L \to \infty} \frac{1}{\beta L^2} \times$$

$$\times \int \frac{dq_0 dq}{2\pi |B|} \sum_{\sigma,\sigma' \in I} \hat{n}^{\sigma}_q \hat{n}^{\sigma'}_{-q} \hat{v}_{\sigma,\sigma'}(q) \langle T \hat{J}_i(p); \hat{J}_j(-p); \hat{n}^{\sigma}_q \hat{n}^{\sigma'}_{-q} \rangle_{\beta,L}^{U'};$$

where, again, the integrals over $q_0$ and $q$ should be interpreted as appropriate Riemann sums. Note that there is no semicolon between $\hat{n}^{\sigma}_q$ and $\hat{n}^{\sigma'}_{-q}$, i.e., the correlation function in the right side is
not ‘completely truncated’. Of course, if desired, one can rewrite it as a linear combination of (products of) completely truncated correlations. If I do so, and then perform the limit \( \beta, L \to \infty \), I find that (27) can be rewritten as:

\[
\hat{K}_{i,j}^U(p) = \hat{K}_{i,j}^0(p) + \int_0^U dU' \sum_{\sigma,\sigma' \in I} \times \\
\times \left[ \int_{\mathbb{R}} dq_0 \int_{B} \frac{dq}{|B|} \hat{v}_{\sigma,\sigma'}(q) \hat{K}_{i,j,\sigma,\sigma'}^{U'}(p, -p, q) + 2\hat{v}_{\sigma,\sigma'}(0) \hat{K}_{i,j,\sigma}^{U'}(p, -p) \hat{K}_{\sigma}^{U'} + 2\hat{v}_{\sigma,\sigma'}(0) \hat{K}_{i,\sigma}^{U'}(\omega, 0) \hat{K}_{j,\sigma'}^{U'}(-\omega, 0) \right].
\]

### 7.3 Cancellations and proof of the main theorem

By combining the Ward Identity, or, better, the two corollaries of the Ward Identity, eqs.(20) and (25), with the Schwinger-Dyson equation, one can easily prove the desired cancellations, leading to the claim of our main theorem. Let me denote by \( \bar{\sigma}_{ij}^U \) the Euclidean Kubo conductivity at interaction strength \( U \):

\[
\bar{\sigma}_{ij}^U = \frac{1}{|\ell_1 \wedge \ell_2|} \lim_{\omega \to 0} \frac{\partial \hat{K}_{i,j}^U(\omega, 0)}{\partial \omega}.
\]

Remember that \( \hat{K}_{i,j}^U(p) \) is smooth (analytic!) in its argument. By using the Schwinger-Dyson equation (28) in the right side of (29), one gets:

\[
\bar{\sigma}_{ij}^U = \bar{\sigma}_{ij}^0 + \frac{1}{|\ell_1 \wedge \ell_2|} \sum_{\sigma,\sigma' \in I} \int_0^U dU' \times \\
\times \lim_{\omega \to 0} \left\{ \int_{\mathbb{R}} dq_0 \int_{B} \frac{dq}{|B|} \hat{v}_{\sigma,\sigma'}(q) \frac{\partial}{\partial \omega} \hat{K}_{i,j,\sigma,\sigma'}^{U'}((\omega, 0), -(\omega, 0), q) + 2\hat{v}_{\sigma,\sigma'}(0) \frac{\partial}{\partial \omega} \hat{K}_{i,\sigma}^{U'}((\omega, 0), -(\omega, 0)) \hat{K}_{\sigma}^{U'} + 2\hat{v}_{\sigma,\sigma'}(0) \frac{\partial}{\partial \omega} \left[ \hat{K}_{i,\sigma}'((\omega, 0)) \hat{K}_{j,\sigma'}^{U'}(-(\omega, 0)) \right] \right\}.
\]

I now focus separately on the three contributions displayed in the three lines of this equation. Let me start with the first term, i.e., the one involving

\[
\frac{\partial}{\partial \omega} \hat{K}_{i,j,\sigma,\sigma'}^{U'}((\omega, 0), -(\omega, 0), q).
\]
By using (25), one can rewrite
\[
\frac{\partial}{\partial \omega} \hat{K}^{U'}_{i,j,\sigma,\sigma'}((\omega, 0), -(\omega, 0), \mathbf{q}) = \frac{\partial^2}{\partial p_{1,i} \partial p_{2,j}} \hat{K}^{U'}_{0,0,\sigma,\sigma'}((\omega, 0), -(\omega, 0), \mathbf{q}),
\]
where I used the fact that \( \frac{\partial}{\partial p_{1,i}} \hat{S}_{j;\sigma}((\omega, 0), -(\omega, 0), \mathbf{q}) \) is independent of \( \omega \), by the very definition of \( \hat{S}_{j;\sigma} \), cf. with (18) and (19) and recall that in this case \( \omega_1 = \omega = -\omega_2 \). By recalling the smoothness and boundedness properties of \( \hat{K}^{U'}_{0,0,\sigma,\sigma'} \) and of its derivatives, we see that (31) implies that
\[
\frac{\partial}{\partial \omega} \hat{K}^{U'}_{i,j,\sigma,\sigma'}((\omega, 0), -(\omega, 0), \mathbf{q})
\]
tends to zero as \( \omega \to 0 \). Correspondingly, the contribution to \( \bar{\sigma}^{U}_{ij} \) from the second line of (30) vanishes (the only issue to be discussed is the exchange of the limit with the integral over \( q_0 \) – for details, see [29, Section 4]).

A similar discussion shows that the contributions to \( \bar{\sigma}^{U}_{ij} \) from the third and fourth lines of (30) are zero, as well, and this completes the proof of Theorem 1.

8. Conclusions

I reviewed a recent proof of universality of the Kubo conductivity for a class of interacting lattice fermions in two dimensions. ‘Universality’ refers here to the independence of the transport coefficient from the strength of the electron-electron interaction: i.e., the interacting conductivity is equal to the non-interacting one, provided the non-interacting Hamiltonian is chosen to have a spectral gap, and the strength of the interaction is small, compared to the gap size. The class of models which this result applies to includes an interacting version of the Haldane model. The nice feature of this model is that it displays a transition from a ‘topologically trivial’ insulating phase (characterized by vanishing transverse Kubo conductivity) to a non trivial one, as the parameters \( \phi \) and \( M \) characterizing the hopping term are varied. The main theorem of these notes, Theorem 1, proves that the same transition takes place in the presence of interactions, thus providing an example of ‘topological phase transition’ in a model of interacting electrons.

Building upon the ideas and methods reviewed here, in particular combining them with an infrared multiscale analysis of the ground state of the interacting fermionic system, one can even characterize the nature of transition line from the topologically non-trivial phase to the trivial one, and it turns out that, in the case of the interacting Haldane model, the critical theory belongs to the same universality class as the non-interacting one. Nevertheless, the interactions have the remarkable effect of renormalizing (‘dressing’) the transition line: repulsive interactions tend to enlarge the topologically non-trivial region. For details, see [26, 30]. Constructive fermionic renormalization group methods have also been used to prove universality of the longitudinal (‘optical’) conductivity for interacting graphene [28] and, more in general, for the interacting Haldane model on the renormalized critical line [26, 30].
A lot remains to be done, but it is likely that extensions of the methods reviewed here, and further exchange of ideas between the mathematical physics and condensed matter communities, will allow us to attack and solve new problems that are currently beyond the state of the art, most notably the universality of quantum transport coefficients in interacting electron systems, in the presence of edges and disorder (in the case of systems with edges and no disorder, see [6, 45] for recent progress). I hope that the next decades will also witness advances in other challenging open problems in mathematical physics, such as the theory of the superconducting phase in interacting Fermi systems, of the condensed phase in interacting Bose systems, and of the ferromagnetic phase in ferromagnetic quantum spin systems.

A. The non-interacting Hall conductivity as the first Chern number of the Bloch bundle

In this appendix, I give a sketch of the proof of (4). I assume for simplicity that \( r_\sigma = 0, \forall \sigma \in I \), and I set \( q = -1 \). In this case, after Fourier transform, one gets

\[
J = \sum_{\sigma, \sigma'} \int_B \frac{dk}{|B|} \hat{\psi}_{k, \sigma}^+ \partial_k \hat{H}_0 \hat{\psi}_{k, \sigma'}^+(k),
\]

where \( \hat{\psi}_{k, \sigma}^\pm = \sum_x e^{\mp ik \cdot x} \hat{\psi}_{x, \sigma}^\pm \). Using the Wick rule, one gets

\[
\langle [J_i, J_j(t)] \rangle_{\infty} = \sum_{\sigma_1, \ldots, \sigma_4} \int_B \frac{dk}{|B|} \partial_k \hat{H}_0 \hat{\psi}_{\sigma_1, \sigma_2}^+(k) \times \langle \hat{\psi}_{k, \sigma_2}^- \hat{\psi}_{k, \sigma_3}^+(t) \rangle_{\infty} \partial_k \hat{H}_0 \hat{\psi}_{\sigma_4, \sigma_1}^-(k) \langle \hat{\psi}_{k, \sigma_1}^+ \hat{\psi}_{k, \sigma_4}^-(t) \rangle_{\infty} - (i \leftrightarrow j),
\]

where

\[
\langle \hat{\psi}_{k, \sigma_2}^- \hat{\psi}_{k, \sigma_3}^+(t) \rangle_{\infty} = \left[ P_+ (k) e^{\imath (\hat{H}_0 (k) - \mu) t} \right]_{\sigma_2, \sigma_3},
\]

\[
\langle \hat{\psi}_{k, \sigma_1}^+ \hat{\psi}_{k, \sigma_4}^-(t) \rangle_{\infty} = \left[ P_- (k) e^{-\imath (\hat{H}_0 (k) - \mu) t} \right]_{\sigma_4, \sigma_1}.
\]

I plug these expressions in the previous formula, and I use the fact that

\[
\partial_k \hat{H}_0 (k) = \partial_k \sum_{\alpha = \pm} P_\alpha (k) \hat{H}_0 (k) P_\alpha (k).
\]

After a straightforward computation, one finds that

\[
\langle [J_i, J_j(t)] \rangle_{\infty} = G''_{ij}(t),
\]

with

\[
G_{ij}(t) = - \int_B \frac{dk}{|B|} Tr \left[ \partial_k P_- (k) e^{\imath (\hat{H}_0 (k) - \mu) t} \partial_k P_- (k) \partial_k P_+ (k) e^{-\imath (\hat{H}_0 (k) - \mu) t} \right] + (i \leftrightarrow j).
\]
The contribution to the Kubo conductivity involving $\langle \{J_i, J_j(t)\} \rangle_\infty$ can then be written as $\frac{1}{|\ell_1 \wedge \ell_2|}$ times the limit as $\eta \to 0^+$ of

$$
-i \frac{1}{\eta} \int_{-\infty}^{0} e^{\eta t} G''_{ij}(t) dt = -i \frac{1}{\eta} G''_{ij}(0) + i G_{ij}(0) - i \eta \int_{-\infty}^{0} e^{\eta t} G_{ij}(t) dt.
$$

Now, the third term in the right side goes to zero as $\eta \to 0^+$. Moreover, a straightforward computation shows that the first term in the right side (which is singular as $\eta \to 0^+$) is equal to

$$
-i \frac{1}{\eta} G'_{ij}(0) = \frac{1}{\eta} \int_{\mathcal{B}} \frac{dk}{|\mathcal{B}|} \text{Tr} \partial_k \hat{H}^0(k) \partial_k P_-(k),
$$

which cancels exactly with the diamagnetic contribution to the Hall conductivity. In fact, after performing a Fourier transform, and using (33), one finds

$$
-i \eta \langle[[H, X_i], X_j]\rangle_\infty = \frac{1}{\eta} \int_{\mathcal{B}} \frac{dk}{|\mathcal{B}|} \langle \hat{\psi}_k^+ \partial_k \hat{H}^0(k) \hat{\psi}_k \rangle_\infty \quad (34)
$$

$$
= \frac{1}{\eta} \int_{\mathcal{B}} \frac{dk}{|\mathcal{B}|} \text{Tr} P_-(k) \partial_k \hat{H}^0(k) \quad (35)
$$

$$
= -\frac{1}{\eta} \int_{\mathcal{B}} \frac{dk}{|\mathcal{B}|} \text{Tr} \partial_k \hat{H}^0(k) \partial_k P_-(k), \quad (36)
$$

that is $-\frac{1}{\eta} G'_{ij}(0) - \frac{1}{\eta} \langle[[H, X_i], X_j]\rangle_\infty = 0$.

In conclusion, plugging all these relations in (3) at $U = 0$, and recalling the fact that $|\ell_1 \wedge \ell_2| |\mathcal{B}| = (2\pi)^2$, one finds

$$
\sigma_{ij} \bigg|_{U=0} = \frac{i}{|\ell_1 \wedge \ell_2|} G_{ij}(0)
$$

$$
= -i \int_{\mathcal{B}} \frac{dk}{(2\pi)^2} \text{Tr} \left\{ P_-(k) \left[ \partial_k P_-(k), \partial_k P_-(k) \right] \right\},
$$

as desired.
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