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Abstract

For small-scale vector data, restrictions on watermark scheme capacity and robustness limit the use of copyright protection. A watermarking scheme based on robust geometric features and capacity maximization strategy that simultaneously improves capacity and robustness is presented in this paper. The distance ratio and angle of adjacent vertices are chosen as the watermark domain due to their resistance to vertex and geometric attacks. Regarding watermark embedding and extraction, a capacity-improved strategy based on quantization index modulation, which divides more intervals to carry sufficient watermark bits, is proposed. By considering the error tolerance of the vector map and the numerical accuracy, the optimization of the capacity-improved strategy is studied to maximize the embedded watermark bits for each vertex. The experimental results demonstrated that the map distortion caused by watermarks is small and much lower than the map tolerance. Additionally, the proposed scheme can embed a copyright image of 1024 bits into vector data of 150 vertices, which reaches capacity at approximately 14 bits/vertex, and shows prominent robustness against vertex and geometric attacks for small-scale vector data.
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1. Introduction

As an important data type and form of geographic information system (GIS), geographical vector data have been widely used for research in many industries. Due to the high accuracy and copyright value of vector data, data piracy and leakage have become security issues that severely threaten data owners. Although the study of GIS has moved into the big data era [1, 2], the data volume of geographical vector data may be very small, e.g., tiled vector map used in online map service, observation points near country borders and objects in military usage, etc. The low volume feature makes the vector data easier to duplicate, distribute and modify. Hence, it is important to protect the copyright of vector data, especially for small-scale data.

Digital watermarking is an effective method for copyright identification and usage tracking, which means embedding copyright information into media secretly without degrading data fidelity [3, 4]. It has been studied and applied in copyright protection for a variety of multimedia data [5-12], including vector data [13-30]. However, in terms of small-scale vector data, both the watermarking capacity and robustness have been the key factors in watermarking algorithm research. The watermarking capacity determines whether the copyright information can be successfully embedded into small-scale data, while the robustness provides the watermark resistance against various kinds of attacks. Although some researches concerning about watermarking vector data have been conducted, the robustness and watermark capacity are not sufficiently high and applicable for small-scale vector data. The detailed analysis of this drawback is clarified in section 2.

To improve the capacity and robustness of watermarking algorithm for small-scale vector data, a high-capacity and robust watermarking scheme is proposed in this paper. The main contributions are summarized as follows:

1. The distance ratio and angle formed by adjacent vertices are chosen as the robust geometric features carrying watermark information. As the stability of the geometric features under vertex attacks and geometric attacks, the proposed watermarking algorithm is essentially robust against those attacks.

2. The capacity-improved strategy is proposed based on quantization index modulation (QIM) and geometric constraints. By dividing more intervals in QIM and optimizing the interval parameter under constraints, the capacity is increased into a much higher level.

The remaining parts of this paper are arranged as follows. In section 2, the related work is reviewed. Section 3 discusses and analyzes the robust geometric features, where watermark is embedded and extracted. The capacity-improved strategy is proposed in section 4, and its optimization is given in section 5. Based on the robust geometric features and capacity-improved strategy, the proposed watermarking scheme is demonstrated in section 6, and the experimental results are presented in section 7. Finally, conclusions are drawn in section 8.

2. Related Work

The watermarking method consists of three steps. First, the data is converted in watermark domain and watermark is embedded into it. Then, watermarked data is distributed or shared by its owners. Finally, if there is any suspect data, watermark is extracted from its watermark domain and copyright identification is realized according to the extracted watermark. The whole procedure is illustrated in Fig. 1.
Fig. 1. The watermarking procedure

From the perspective of embedding domain, watermarking algorithms for vector data can be divided into the spatial domain and the transformation domain. Watermarking algorithms based on spatial domain embed watermark into spatial coordinates [15, 16, 18, 20, 23, 28, 31], statistical indices [14, 32-34], metric measurements [22], angles [35], areas [36], arc lengths [25], geometric coordinates [26, 37, 38], etc. Generally, watermarking methods considering geometric feature factors have more resistance against rotation, scaling and translation (RST) attack. Furthermore, transformation-based watermarking methods embed watermark in the coefficients after transformations such as discrete Fourier transformation [26, 37, 38] and discrete wavelet transformation [19]. Transformation-based methods are more robust against several types of global attack, including noise addition or filtering. Apart from the embedding domain, these research also proposed different embedding strategies to enhance the watermark robustness against various types of attack.

It can be seen from the above research, more attention has been paid on robustness rather than watermark capacity. As another key factor of watermarking schemes, watermark capacity determines how many watermark bits can be embedded into the small-scale vector data. Commonly, the capacity is measured as the number of bits that each vertex can provide. If the watermarking capacity is low, the copyright information cannot be completely embedded in small-scale vector data, which leads to watermark extraction failure.

Until now, few researchers contributed to the study of high-capacity watermarking. Wang compressed watermark with vertex properties and embed them into coordinates directly with the capacity of nearly 0.3 bits/vertex [18]. Yamada offered an embedding strategy that inserts new vertices into polylines; the capacity reached 500 bytes for less than 500 vectors [20]. In fact, this mechanism can provide an arbitrary capacity as long as the accuracy is high enough. However, inserting new vertices changes the vertex number and increases the data volume, making it easy to remove the embedded watermark and degrading data fidelity. Cao proposed a watermarking strategy which embeds watermark iteratively into the median value of coordinate sequence [32, 34]. The capacity of this method exceeded 5 bits/vertex with some visible distortions. The methods provided in [23, 33] embed watermarks according to a histogram of the coordinates and result in a capacity of approximately 0.8 bits/vertex. Xiao improved the quantization modulation scheme by setting more quantization intervals, which resulted in a capacity of 2 bits/vertex [28]. Wang split the distance into several intervals to
represent more state values [26]. In this scheme, each vertex can carry at least 2 bits, and the capacity is proportional to the number of subintervals.

However, the problems of watermarking small-scale vector data, namely the watermark capacity and robustness, have not been comprehensively addressed. Most of the previous methods, either focusing on robustness [13-15, 19, 21, 22, 25] or reversibility [18, 23, 28, 33], fail to handle small-scale vector data as the capacity less than 4 bits/vertex. For example, embedding a 32×32 binary image into a vector data with 150 vertices is difficult for them. Although the capacity of some proposed watermark schemes is high enough for small-scale vector data [26, 32, 34], low robustness of those watermarking schemes means that watermark cannot be properly extracted after data manipulation. This is because the embedding strategies or domains of them, attaching importance to reversibility [18, 23, 26, 32, 34], are not resisted towards attacks including vertex deletion, vertex insertion, vertex update, rotation, etc. Hence, the high watermark capacity and robustness have not been achieved at the same time to watermark small-scale vector data.

In this paper, a watermarking algorithm intended for improving watermark capacity and robustness simultaneously have been studied and verified.

3. Robust Geometric Features

3.1 Features Chosen

Prior to study watermark embedding strategies, the watermark embedding domain or position needs to be studied first. Several high-capacity watermarking methods directly embed watermarks into the coordinates of vector data. In contrast with these embedding domains, geometric features are considered in the proposed watermarking method. Here, the distance ratio and angle of adjacent lines are chosen to carry the watermark information.

According to the structure of the geographical vector data, polylines are similar to polygons; hence, the features are easily determined by their adjacent relationship in topology. For discrete points, the adjacent relationship can refer to the object index in data file. Specifically, the distance ratio and angle of adjacent polylines are denoted as \( R \) and \( A \), respectively. \( P \) represents a polyline, polygon or a set of points. Suppose \( P \) consists of \( n \) vertices recorded as \( V(i, j) \) for each vertex. Then, the computation of the distance ratio \( R_i \) is:

\[
R_i = \frac{|V(i+1)|}{|V(i)|} = \frac{\sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2}}{\sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2}}
\]

and the computation of angle \( A_i \) is:

\[
A_i = \angle V(i), V(i+1) = \arccos \left( \frac{V(i+1) \cdot V(i)}{|V(i+1)| \cdot |V(i)|} \right)
\]

\[
= \arccos \left( \frac{(x_{i+1} - x_i)(x_{i+1} - x_i) + (y_{i+1} - y_i)(y_{i+1} - y_i)}{\sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2} \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2}} \right)
\]

Fig. 2 illustrates these features.
3.2 Feature Properties

In the proposed watermarking scheme, the distance ratio $R$ and the angle $A$ carry watermark information because watermark capacity and robustness are related to their characteristics. These feature properties are discussed and analyzed here.

1) Independence. The distance ratio and angle provide two types of watermark carriers. As watermark embedding changes the feature values, conflicts caused by the changes should be avoided. Otherwise, watermarks will be embedded improperly due to conflicts. Thus, the independence of the features should be guaranteed first.

To clearly demonstrate the independence of the distance ratio and angle, polar coordinates are used instead of Cartesian coordinates. The symbols used in Fig. 2 are also used here. For each distance ratio $R_i$ and angle $A_i$, the origin of the polar coordinate is set to point $V_i$, and the unit length is $|V_i V_{i+1}|$. Then, the coordinates of $V_{i+1}$ are $(R_i A_i)$. Consequently, the process of watermark embedding changes $V_i (R_i A_i)$ to $V_i' (R_i + \Delta R, A_i + \Delta A)$. As polar coordinates can be mapped into Cartesian coordinates, the position of the watermarked vertex $V_i'$ can be determined accurately and uniquely. From this perspective, the independence of the distance ratio from the angle is clarified clearly.

2) Robustness against geometric attack. Common geometric attacks of GIS vector data include translation, scaling and rotation. It is easy to deduce that the distance ratio and angle of adjacent lines are invariant in these geometric transformations. Then, for each vertex $V_i$, the watermarked coordinates $V_i' (R_i + \Delta R, A_i + \Delta A)$ remain unchanged and the watermark can be extracted without distortion. Hence, the features essentially and naturally provide robustness against geometric attacks.

3) Robustness against vertex attacks. Vertex editing is widely used to process GIS vector data, which affects watermark extraction. Common vertex attacks include vertex deletion, vertex insertion and vertex update. These three types of attacks are shown in Fig. 3–5.
For the vertex deletion attack in **Fig. 3**, the deletion of vertex $V_i$ will only change the original distance ratios \[ \frac{V_i V_j}{V_i V_k}, \frac{V_i V_k}{V_i V_m}, \frac{V_j V_k}{V_j V_m} \] and the angles $\angle V_{i-1} V_i V_{i+1}, \angle V_{i-1} V_{i+1} V_{i+2}, \angle V_{i+1} V_{i+2} V_{i+3}$; the other features remain the same. In watermark extraction, incorrect watermark information
will be extracted by distance ratios $\frac{|V_{i-1}V_{i+1}|}{|V_{i-2}V_{i+1}|}$, $\frac{|V_{i+1}V_{i+2}|}{|V_{i+2}V_{i+3}|}$ and angles $\angle V_{i-2}V_{i+1}V_i$, $\angle V_{i+1}V_{i+2}V_i$.

However, this type of error, which can be reduced or eliminated by the mapping mechanism of the proposed scheme in section 6, is not considered here. The analysis here focuses on the remaining watermark capacity after attacks. If a geometric object $P$ consists of $n$ vertices $V_i (i = 1, 2, ..., n)$, the watermark capacity that each distance ratio and angle can provide is denoted as $a$ and $b$ bits, respectively. Then, the watermark capacity provided by $P$ is $(a + b)(n - 2)$ bits. After the watermarked vertex $V_i (i = 3, 4, ..., n - 2, n \geq 5)$ is deleted, the remaining watermark capacity provided by $P$ is $(a + b)(n - 5)$ bits. If $m$ consequent vertices have been deleted in $P$, the watermark capacity becomes $(a + b)(n - m - 4)$ bits. In the worst situation, the watermark capacity is still greater than $(a + b)(n - 3m - 2)$ bits after deleting $m$ vertices from each interval containing 3 vertices (e.g., the vertices $V_i (i = 1, 2, ..., m)$ are deleted). This nearly linear relationship demonstrates that the features are robust against vertex deletion.

The features robustness against vertex insertion and updating are analyzed in the same way. For vertex insertion attack, inserting $n$ consequent vertices reduces the capacity to $(a + b)(n - 4)$ bits, which is a constant value. For vertex update attacks, the relationship between the updated vertex count and capacity is the same as that of vertex deletion. Hence, the watermark capacity with a number of inserted or updated vertices is also nearly linearly dependent.

Taking these properties into consideration, the distance ratio and angle are robust against geometric and vertex attacks. Hence, in the proposed watermarking scheme, watermark will be embedded in these features, which carry watermark in a stable and robust way.

### 4. Capacity-Improved Watermarking Strategy

In the proposed watermarking scheme, watermark is embedded in and extracted from the features mentioned above. Quantization index modulation (QIM), which proves to be effective and robust [39], is adopted as the watermark embedding and extracting method. As the watermark capacity is limited for small-scale vector data, a capacity-improved watermarking strategy based on QIM is studied here to embed as much watermark as possible.

#### 4.1 Introduction to QIM

QIM divides the value space into two types of intervals, where each interval represents a watermark value, and modulates the original value into the section corresponding to the embedded watermark value. Specifically, if a binary watermark bit $w (w \in \{0, 1\})$ is embedded into the numerical value $c$ and the quantization interval length is $l$, then the numerical value $c$ is modulated to $c'$ according to:

$$
\begin{align*}
    c' &= c - l \quad \text{if } x \% 2l < l \text{ and } w = 0 \\
    c' &= c - l \quad \text{if } x \% 2l \geq l \text{ and } w = 0 \\
    c' &= c - l \quad \text{if } x \% 2l < l \text{ and } w = 1 \\
    c' &= c \quad \text{if } x \% 2l \geq l \text{ and } w = 1
\end{align*}
$$

(3)

Here, $\%$ represents the modulo operation. The watermark embedding process based on QIM is illustrated in Fig. 6.
Then, the watermark bit $w$ can be extracted by:

$$\begin{align*}
    w &= 0 & \text{if } c \mod 2l < l \\
    w &= 1 & \text{if } c \mod 2l \geq l
\end{align*}$$

(4)

### 4.2 Capacity-Improved QIM

The two types of intervals in QIM correspond to the binary watermark bits. To carry more watermark bits, the value range can be divided into more types of intervals with shorter lengths. When the number of interval types changes from 2 to $k$, the corresponding watermark becomes $\{0, 1, 2, ..., k-1\}$. Then, the watermark embedding process using QIM is expected to modulate the value from current interval into watermark value interval. For example, the original value $c$ is laid on the interval representing value $p$, embedding watermark “2” means moving the value $c$ into the interval indicating $w = 2$, which is shown in Fig. 7.

Fig. 7. Illustration of embedding watermark “2” by capacity-improved QIM

Generally, embedding the watermark $w(w \in \{0, 1, 2, ..., k-1\})$ into value $c$ is the procedure that first calculates the value $p$ indicated by the current interval:

$$p = \left\lfloor \frac{c - \frac{c}{kl} \times kl}{l} \right\rfloor$$

(5)

and then modulate value $c$ into $c'$:

$$c' = c + l \times (w - p)$$

(6)

The operation $\lfloor \rfloor$ rounds the number down to the nearest integer.

Then, extracting watermark $w(w \in \{0, 1, 2, ..., k-1\})$ from value $c'$ yields:

$$w = \left\lfloor \frac{c' - \frac{c'}{kl} \times kl}{l} \right\rfloor$$

(7)
Hence, the capacity-improved QIM increases the watermark capacity from 1 bit to \( \log_2 k \) bits for each watermarked value \( c' \).

### 4.3 Distortion Reduction

In the embedding process of capacity-improved QIM, the maximum distortion on numerical value \( c \) is \( kl \) because the modulation is only in one direction according to Equation (6). To further enhance the watermark capacity under the same distortion tolerance, the embedding process can be optimized to modulate in dual directions, as the intervals are repeated and continuous along the value axis. For example, if the original value \( c \) laid on the interval representing value \( p \), embedding watermark “1” is to move the value \( c \) into the interval indicating \( w = 1 \), the moving direction is determined by the shortest modulation length. The modulation process is shown in Fig. 8.

![Fig. 8. Modulation by reducing distortions](image)

In this circumstance, the maximum distortion \( \Delta_{\text{max}} \) for each watermarked value is reduced to:

\[
\Delta_{\text{max}} = \left\lfloor \frac{k}{2} \right\rfloor l
\]  

(8)

Generally, the modulation of distortion reduction is expressed as:

\[
\begin{align*}
\text{if } p < \left\lfloor \frac{k}{2} \right\rfloor + 1 & \quad c' = c + (w - p) \times l \\
\text{if } p \geq \left\lfloor \frac{k}{2} \right\rfloor + 1 & \quad c' = c + (w - p + k) \times l \\
\text{if } w - p + k < \left\lfloor \frac{k}{2} \right\rfloor & \quad c' = c + (w - p - k) \times l \\
\text{if } w - p + k \geq \left\lfloor \frac{k}{2} \right\rfloor & \quad c' = c + (w - p) \times l
\end{align*}
\]

(9)

The extraction formula is the same as Equation (7). If the distortion tolerance stays the same, then the maximum capacity will increase 1 bit for each watermarked value \( c' \) compared with the method in section 4.2.

### 5. Capacity Maximization under Constraints

#### 5.1 Two Constraints

The distance ratio \( R \) and angle \( A \) studied in section 3 are used to carry information, and the distortion-reduced QIM discussed in section 4.3 is adopted to embed watermark into these features. However, the watermark capacity cannot be infinitely large and is strictly constrained by two aspects: numerical accuracy limitations and vector data tolerance. Hence this section mainly consider how to maximize the capacity under the constraints.

The numerical accuracy limitation is due to the finite precision of the floating number in computer systems. Specifically, numerical accuracy is denoted as \( \gamma \). If the floating numbers \( x_1 \) and \( x_2 \) satisfy \( |x_1 - x_2| < \gamma \), then these two numbers are considered to be equal in computer
systems \((x_1 = x_2)\). In the process of embedding watermarks, the numerical accuracy implies that the minimum interval \(l\) in QIM should meet the requirement:

\[
I \geq \gamma
\]  

The vector data tolerance means that after embedding watermark, the modifications of the vertex coordinates should be limited in a small range. Otherwise, the usability of vector data will be cracked. The vector data tolerance is denoted as \(\tau\). If the vertex becomes \(V'(x', y')\) after watermarking, it should satisfy:

\[
\sqrt{(x' - x)^2 + (y' - y)^2} \leq \tau
\]

### 5.2 Capacity-Improved QIM under Constraints

Considering the above constraints, the parameters in distortion-reduced QIM would be optimized to maximize the watermark capacity. Suppose the original distance ratio \(R\) and the angle \(A\) become \(R'\) and \(A'\) after watermark embed, the vertices related to \(R\) and \(A\) are then denoted as \(V_1(x_1, y_1), V_2(x_2, y_2)\) and \(V_3(x_3, y_3)\). Besides, the coordinates of vertex \(V_1\) and \(V_2\) remain invariant and vertex \(V_3(x_3, y_3)\) becomes \(V_3'(x_3', y_3')\). The modulations of \(R\) and \(A\) are denoted as \(\Delta R\) and \(\Delta A\) \((\Delta A \ll \frac{\pi}{2})\), respectively. Because there are each two directions of modulation on \(R\) and \(A\), the spatial relationship between watermarked vertex \(V_3'(x_3', y_3')\) and original vertex \(V_3(x_3, y_3)\) has four possible situations. In each situation, the watermarked vertex \(V_3'(x_3', y_3')\) is denoted as \(v_1, v_2, v_3, v_4\) respectively, as shown in Fig. 9.

![Fig. 9. The modulation of vertex \(V_3\)](image-url)

In Fig. 9, the auxiliary points \(M\) and \(N\) are labeled, which means the modulation moves \(V_3\) to \(M\) or \(N\) first and then moves \(N\) to \(v_1\) or \(v_2\). In addition, \(M\) is moved to \(v_3\) or \(v_4\). Hence, because \(|V_2V_3| = |V_2M| = |V_2N| = R|V_2V_3|\) and the length of \(|Nv_1|\) is denoted as \(\Delta l\), there is \(|Nv_1| = |Nv_2| = |Mv_3| = |Mv_4| = \Delta l = \Delta R|V_2V_3|\).

According to the law of sines:
\[ |V'_3N| = \frac{\sin \Delta A |V'_3V'_1|}{\sin \left(\frac{\pi - \Delta A}{2}\right)} \quad (12) \]

and based on the law of cosines, the distance between \( V_3 \) and \( v_1, v_2, v_3, v_4 \) is calculated as:

\[ |V'_3v_1| = |V'_3v_2| = \sqrt{\Delta l^2 + |V'_3N|^2 - 2\Delta |V'_3N| \cos \left(\frac{\pi - \Delta A}{2}\right)} \quad (13) \]

\[ |V'_3v_2| = |V'_3v_4| = \sqrt{\Delta l^2 + |V'_3N|^2 - 2\Delta |V'_3N| \cos \left(\frac{\pi + \Delta A}{2}\right)} \quad (14) \]

The interval lengths of the modulation on distance ratio \( R \) and angle \( A \) are denoted as \( R_l \) and \( A_l \), and the interval counts are \( R_k \) and \( A_k \), respectively. According to the analysis in section 4.2, the maximum capacity for each vertex is \( \log_2 k_R + \log_2 k_A \). Considering the numerical accuracy constraint and vector data tolerance, the optimization of maximizing watermark capacity is:

\[ \max \left[ \log_2 k_R \right] + \left[ \log_2 k_A \right] \quad (15) \]

s.t. \( l_R \geq \gamma, l_A \geq \gamma \)

\[ \gamma \leq |V'_3v_1| \leq \tau, \gamma \leq |V'_3v_2| \leq \tau \quad (16) \]

\[ l_R \leq \Delta R \leq \left[ \frac{k_R}{2} \right] l_R, l_A \leq \Delta A \leq \left[ \frac{k_A}{2} \right] l_A \quad (17) \]

When \( \gamma \) is very small \([26]\) (e.g. \(10^{-10}\)), \( \sin \gamma \approx \gamma \) and \( \cos \gamma \approx 1 \). Hence, \( |V'_3v_1| = |V'_3v_2| \) and Equation (17) is converted to:

\[ \gamma \leq \sqrt{\Delta R^2 + \Delta l^2 |V'_3V'_2|^2} \leq \tau \quad (19) \]

It is clear that the capacity becomes maximized when \( l_R = \gamma, l_A = \gamma \) because \( |V'_3V'_2| = R |V'_3V'_2| \).

Thus, Equation (19) equals:

\[ \sqrt{\left[ \frac{k_R}{2} \right] |V'_3V'_1|^2 + \left[ \frac{k_A}{2} \right] |V'_3V'_2|^2} \leq \frac{\tau}{\gamma} \quad (20) \]

From Equation (20), the interval counts \( k_R \) and \( k_A \) are related to the lengths of the adjacent lines \( |V'_3V'_1| \) and \( |V'_3V'_2| \).

### 5.3 Optimization Solution

Theoretically, the optimization of Equation (15) under the constraints in Equation (20) is related to the vector data properties, meaning that the vector data should be analyzed first. Moreover, if \( k_R \) and \( k_A \) are determined from specific vector data, these parameters must be stored in the watermark extraction process so the watermarking scheme is not fully blind. To directly and conveniently use the specific parameters \( k_R \) and \( k_A \), the optimization solution based on the common properties of vector data is given as follows.

In the extreme situation when both \( |V'_3V'_1| \) and \( |V'_3V'_2| \) achieve the maximum length, then:

\[ \max |V'_3V'_1| = \max |V'_3V'_2| \leq \alpha \tau \quad (21) \]

where parameter \( \alpha \) is the maximum line length \( L_{\text{max}} \) divided by vector data tolerance \( \tau \):

\[ \alpha = \frac{L_{\text{max}}}{\tau} \quad (22) \]

The interval counts \( k_R \) and \( k_A \) are then calculated by:
Parameter $\alpha$ can be determined empirically by considering extreme situations. First, assume the map scale of vector data is small. For example, for vector data of China with a map scale of 1:1 000 000 in the geographic coordinate system, the maximum distance of the adjacent vertices is often less than 5°. According to the map standards [40], map tolerance is usually no higher than $35 \times 10^{-10}$°; in this situation, parameter $\alpha = 10^4$. Another situation is when the map scale becomes large, such as a residential area with a map scale of 1:1000 in the projected coordinate system. In this case, the maximum distance of the adjacent vertices is often less than 7500 m, and the map tolerance is often smaller than 0.1 m. Parameter $\alpha$ is then determined as $7.5 \times 10^4$. Combining these two situations, the larger value $47.5 \times 10^4$, which satisfies the stronger requirement, is a candidate value for parameter $\alpha$.

For the numerical accuracy $\gamma$, Wang suggested that $\gamma = 10^{-15}$ [26]. The number 15 may be deduced from the IEEE 754 specifications [41]. Here, a stricter condition is considered when the integer part of a number exceeds $10^7$ in the project coordinate system. Thus, the numerical accuracy $\gamma$ becomes $10^{-8}$. In addition, some of the least significant digits may change under data manipulation, such as vector data format exchange. Hence, to ensure accuracy, two least significant digits are eliminated and $\gamma$ is determined as $10^{-6}$.

When $\alpha = 7.5 \times 10^4$ and $\gamma = 10^{-6}$, the interval counts are calculated by:

$$k_k = k_a \leq \frac{1}{\alpha^2 \gamma^2} + 1 \approx 179$$

(24)

When $k_k = k_a = 2^n, n \in Z$, the watermark capacity denoted by Equation (15) is an integer. For convenience in computation, the candidate values for the interval counts $k_k$ and $k_a$ are both 128. The theoretical watermark capacity then becomes 14 bits/vertex.

6. Watermarking Scheme

6.1 Watermark Embedding

Watermark embedding consists of the following steps:

1) Convert the binary watermark information into a sequence $W$ based on $\beta$, $\beta = \lfloor 1 + \log_2 k_k \rfloor$. The watermark sequence $W$ then becomes $W = \{w_j, j = 0, 1, 2, ..., M - 1\}$ with $w_j \in \{0, 1, 2, ..., \beta - 1\}$, and $M$ denotes the watermark length.

2) Read the vertices sets $V_i (i = 1, 2, ..., n)$ of the vector data. For discrete points, read the vertices in the storage order.

3) Starting from $i = 2$, calculate the distance ratio $R_i$ and angle $A_i$ according to Equations (1) and (2).

4) The mapping mechanism is used to establish a robust relationship between the embedded watermark index $j$ and embedded domain. First, obtain the first $q$ digits $IR_i$ from $R_n$, which means:

$$IR_i = \lfloor R_i \times 10^q \rfloor$$

(25)

Five is a candidate value for $q$ to distinguish the first $q$ digits of $R_i$ with other numbers. Then, the relationship between $IR_i$ and the watermark index $j$ is established by:

$$j = \text{hash}(IR_i) \% M$$

(26)
where hash is a random hash function, for example, the Logistic chaos function. The relationship between $IA_i$ and the watermark index $j$ is established in the same way.

5) Embed the watermark $w_j$ into $R_i$ using the capacity-improved QIM strategy according to Equation (9). The interval counts and length are the same as those provided in section 5.3. $A_i$ is then embedded in the same way. After watermark embedding, $V_{is1}$ is moved to $V_{is1}'$.

6) Update $\mathcal{V}_{i+1,} with \mathcal{V}_{i+1}'$ in the vertex sets $\mathcal{V}_i(i=1,2,...,n)$ and continue to embed until all the vertices have been watermarked.

6.2 Watermark Extraction

The watermark extraction procedure is the inverse of the watermark-embedding procedure and consists of the following steps:

1) Read the vertices sets $\mathcal{V}_i(i=1,2,...,n)$ and perform the calculations in the same way as for watermark embedding.

2) Starting from $i=2$, calculate the distance ratio $R_i$ and the angle $A_i$ according to Equations (1) and (2).

3) Establish the same mapping mechanism as that in watermark embedding. Parameter $q$ is also the same here.

4) Extract the watermark value according to Equation (7) and the watermark index $j$ using the mapping mechanism. Record the extracted watermark information.

5) For each watermark index $j$, the corresponding watermark value is determined by the larger count of records. Combining this majority principle and the mapping mechanism, the error introduced by the new generated features mentioned in section 3.2 is reduced to a minor level.

6) Convert the extracted watermark sequence into binary information and determine the copyright of the vector data.

7. Experimental and Analysis

Experiments have been conducted to verify the imperceptibility, capacity and robustness of the proposed watermarking scheme. The experiments are performed mainly on ArcMap 10.4 and MATLAB 2016a.

7.1 Experimental Data

In the experiments, two small-scale vector datasets and one medium-scale vector dataset, denoted as Data(A), Data(B) and Data(C), respectively, are used to carry the watermarks. The experimental data properties are listed in Table 1.

| Vector data | Data type | Coordinate system | Vertices | Scale | Accuracy tolerance |
|-------------|-----------|-------------------|----------|-------|--------------------|
| Data(A)     | Point     | Gauss Kruger      | 100      | 1:1000| 0.1 m              |
| Data(B)     | Polyline  | Gauss Kruger      | 150      | 1:2000| 0.2 m              |
| Data(C)     | Polygon   | WGS84             | 3079     | 1:100 000 | 10^{-6} |

The experimental data are shown in Fig. 10.
A 32×32 binary image, shown in Fig. 11, is used as the copyright image in the experiment.

### 7.2 Extracted Watermark

Using the proposed watermarking method, the copyright image is embedded in the experimental data and then extracted. The correctness ratio (CR), is defined here to measure the similarity between the extracted copyright image and the original. If \( W' = \{w'_j, j = 0, 1, 2, ..., M - 1\} \) represents the extracted watermark and the original watermark is \( W = \{w_j, j = 0, 1, 2, ..., M - 1\} \), then the index CR is deduced from the bit error ratio (BER) and is calculated as:

\[
CR = 1 - \frac{1}{M} \sum_{j=1}^{M} XNOR(w[j], w'[j])
\]

where \( XNOR \) represents the exclusive OR operation. The extracted watermarks and their CRs are shown in Table 2.

**Table 2.** The extracted watermarks.

| Vector data | Data(A)  | Data(B)  | Data(C)  |
|-------------|----------|----------|----------|
| Vertices    | 100      | 150      | 3079     |
| Extracted watermark | Copy Right | Copy Right | Copy Right |
| CR          | 0.9561   | 1        | 1        |

According to the extracted watermark results, although some minor differences exist in the watermark image extracted from Data(A), its content can be easily recognized, and the CR is greater than 0.9. Hence, the proposed watermarking method can embed most of the watermark
image into the vector data of only 100 vertices and identify the copyright successfully. The extracted watermark for Data(B) demonstrates that the proposed watermarking method can embed and extract the copyright image without error when the vertex count slightly increases. Additionally, the method is also applicable to medium-scale or large-scale vector data, as deduced from the result of Data(C).

7.3 Imperceptibility
The watermarked experimental data are shown in Fig. 12.

![Watermarked experimental data](image)

No visual difference can be seen between the watermarked data in Fig. 12 and the original data in Fig. 10. To quantitatively measure the distortions introduced by the watermark, statistical indices, including maximum (Max), mean (Mean), and standard deviation (Std), are calculated according to the spatial distances between the watermarked vertices and the original vertices. Table 3 lists the statistical results.

| Watermarked vector data | Accuracy tolerance | Distortion statistics index |
|-------------------------|--------------------|-----------------------------|
|                         |                    | Max | Mean | Std |
| Data(A)                 | 0.1 m              | 1.545×10⁻⁵ m | 3.628×10⁻⁶ m | 3.274×10⁻⁶ m |
| Data(B)                 | 0.2 m              | 4.015×10⁻⁵ m | 8.242×10⁻⁶ m | 7.282×10⁻⁶ m |
| Data(C)                 | 10⁻⁴              | 4.327×10⁻⁴ ° | 7.722×10⁻⁸ ° | 1.634×10⁻⁷ ° |

From the distortion statistics, it is clear that the maximum distortions introduced by the watermark are far below the accuracy tolerances. In addition, the distortions remain stable according to the standard deviations. For the geographic coordinate system, the distortion is very small and satisfies the accuracy requirement because the proposed capacity-improved QIM strategy takes the distortions into consideration and controls the maximum distortion to be strictly less than the data tolerance. Hence, the effectiveness in error control and the superior imperceptibility of the proposed watermarking method have been proven.

7.4 Capacity
For the capacity experiments, the small-scale Data(B) is chosen to delete or insert vertices to generate small-scale data consisting of 100, 150, 200 and 300 vertices. After embedding and extracting the watermark, the CR of the extracted image and the capacity are calculated according to the vertex count and the embedded watermark bits. Thus, the capacity index is measured based on the number of bits/vertex. The comparison methods include two high-capacity watermarking methods and two robust watermarking methods. The
high-capacity watermarking methods are described in [26] and [34] and are denoted as Method(A) and Method(B), respectively. The robust methods are referred to in [25] and [38] and are denoted as Method(C) and Method(D), respectively. To apply the same conditions of data tolerance and numerical accuracy, the value of parameter $c$ is set to 4 in Method(A) and the value of $t$ is set to 10 in Method(B). The value of parameter $m$ in Method(C) is set to 1 to increase the capacity. The experimental capacity results are listed in Table 4.

| Method     | Index | 100 Vertices | 150 Vertices | 200 Vertices | 400 Vertices |
|------------|-------|--------------|--------------|--------------|--------------|
| Proposed   |       |              |              |              |              |
| Method     | Index | 100 Vertices | 150 Vertices | 200 Vertices | 400 Vertices |
| Proposed   |       |              |              |              |              |
| Method(A)  |       |              |              |              |              |
| Method(B)  |       |              |              |              |              |
| Method(C)  |       |              |              |              |              |
| Method(D)  |       |              |              |              |              |

From Table 4, the proposed method can embed almost 14 watermark bits into each vertex, and the extracted watermark from data with 100 vertices is clear. Other high-capacity watermarking methods, including Method(A) and Method(B), the capacity index is lower than the proposed one. In addition, the watermark capacities of Method(C) and Method(D), which paid more attention to robustness, are lower than 2 bits/vertex. In conclusion, the proposed method outperforms the other methods in watermarking capacity.

In fact, the key advantage of the proposed algorithm is the capacity-improved watermarking strategy. Unlike classical QIM only using two interval types, the capacity-improved watermarking strategy divides much more intervals to carry watermark information, meaning that each interval represents more watermark bits, instead of one bit. Based on the capacity maximization optimization, 128 interval types can contain approximately 7 bit watermark information in QIM. Thus the watermark capacity achieves 14 bits/vertex as angles and distance ratios both carry watermarks. Combine the theoretical analysis and experiment result, the proposed watermark method is proven to meet the capacity requirement of copyright protection for small-scale data.
7.5 Robustness
In the robustness experiments, the robustness of the proposed method and the comparison algorithms is verified for small-scale and medium-scale vector data. The small-scale vector dataset Data(B) consists of 150 vertices and the medium-scale vector data Data(C) consists of 3079 vertices. The attack types are divided into vertex and geometric attacks. The vertex attacks consist of vertex deletion, vertex insertion and vertex updating, while geometric attacks include rotation, scaling and translation. Regarding the robustness index, CR is used to measure the robustness of different methods.

7.5.1 Robustness against Vertex Attacks for Small-Scale Vector Data
The experimental results of robustness against vertex attack for small-scale Data(B) are shown in Fig. 13–15.

![Fig. 13. Robustness against vertex deletion for small-scale vector data](image1)

![Fig. 14. Robustness against vertex insertion for small-scale vector data](image2)
From Fig. 13–15, it is obvious that the robustness of the proposed watermarking method is better than that of the compared methods. When no attack has been conducted on the watermarked data, the *CR* values of Method(A) and Method(B) are higher than those of Method(C) and Method(D) because the former methods are designed as high-capacity watermarking methods. However, when some degree of attacks, such as vertex deletion, vertex insertion or vertex update, has occurred on the watermarked data, the robustness of Method(A) and Method(B) decrease rapidly due to a lack of robustness against vertex attack. Although the decreases in the robustness of Method(C) and Method(D) are not severe, their watermark capacity limits the embedded watermark bits in small-scale vector data; thus, the *CR* values of these two methods are still not high enough.

Moreover, the robustness of the proposed watermarking method outperforms other methods because the combination of robust geometric features and capacity-improved strategy has been used. From the experimental results, the decline of the proposed method robustness is slow and nearly linear, which is consistent with the analysis results presented in section 3.2. Furthermore, this phenomenon proves that the incorrectly extracted watermark bits introduced by vertex attacks are reduced, as mentioned in section 3.2. In summary, the robustness of the proposed watermarking method has been verified by experiments when applied to small-scale vector data.

### 7.5.2 Robustness against Vertex Attacks for Medium-scale Vector Data

The experimental results of robustness against vertex attack for medium-scale Data(C) are shown in Fig. 16–18.
Fig. 16. Robustness against vertex deletion for medium-scale vector data

Fig. 17. Robustness against vertex insertion for medium-scale vector data
When handling medium-scale vector data, the superiority of the robustness of the proposed watermarking method can also be deduced from Fig. 16–18. For example, after deleting 60%, inserting 375% or updating 55% of the vertices, the CR of the proposed method is still higher than 0.9, which implies that the watermark is extracted successfully and identifies the copyright information clearly. However, in this situation, the CR of the other methods are lower than 0.9. Moreover, the maximized capacity watermarking strategy enables more watermark bits to be embedded compared to other methods. Thus, the redundancy of the watermark bits will help the watermarking method resist vertex attacks.

7.5.3 Robustness against Geometric Attacks

As geometric transformations are other common operations used for vector data, robustness against them is vital when evaluating the watermarking method. The robustness of the proposed method and the comparisons are shown in Table 5. The resistance to geometric attack is denoted as “√” or “×”, representing the robustness against attack or not, respectively.

| Geometric Attack | Proposed Method | Method(A) | Method(B) | Method(C) | Method(D) |
|------------------|-----------------|-----------|-----------|-----------|-----------|
| Translation      | √               | √         | √         | √         | √         |
| Scaling          | √               | ×         | ×         | √         | √         |
| Rotation         | √               | ×         | ×         | √         | ×         |

From Table 5, the proposed method and Method(C) are resistant towards translation, scaling or rotation attack, while the other methods are not completely robust against these attacks. The geometric attack results also demonstrate the high robustness of the proposed algorithm.

Considering the above robustness experimental results, the superior robustness of the proposed method benefits from two aspects, naming the watermarking domain and
watermarking strategy. The performance of watermark domain is analyzed in section 2, as the distance ratio and angle provide resistance against vertex attacks and geometric attacks. Besides, the capacity-improved watermarking strategy increases the embedded watermark bits in vector data. This means the higher watermark redundancy and probability of watermark extraction against vertex attacks. Thus, the whole algorithm robustness is improved by these two mechanisms at the same time.

8. Conclusion

This paper presents a high-capacity and robust watermarking scheme for vector data aimed at copyright protection for small-scale vector data. The proposed watermarking scheme is based on the robust geometric features of vector data, which provide robustness against vertex and geometric attacks. A capacity maximization watermarking strategy is also proposed to improve capacity by optimizing the watermark-embedding parameters under the constraints of numerical accuracy and map tolerance. Experiments have been conducted to verify the effectiveness of the proposed watermarking scheme. The tiny map distortions introduced by the watermark demonstrate the good imperceptibility of the proposed scheme, as the error is strictly controlled by the watermarking strategy. Regarding the capacity, the proposed scheme can successfully embed an image of 1024 bits into vector data with 150 vertices, and the capacity reaches nearly 14 bits/vertex, which is superior to other high-capacity watermarking and robust schemes. In addition, the experimental results also prove that the proposed scheme is more robust against vertex deletion, vertex insertion, vertex update, rotation, scaling and translation attacks, than the other watermarking schemes. In conclusion, the proposed watermark scheme, which improves the watermark capacity and robustness simultaneously, is able to protect the copyright for small-scale vector data.
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