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Abstract

In a crowd forecasting system, “aggregation” is an algorithm that returns aggregated probabilities for each question based on the probabilities provided per question by each individual in the crowd. Various aggregation methods \cite{1, 2} have been proposed, but simple strategies like linear averaging or selecting the best-performing individual remain competitive. With the recent advance in neural networks, we model forecasts aggregation as a machine translation task, that translates from a sequence of individual forecasts into aggregated forecasts, based on proposed Anchor Attention between questions and forecasters. We evaluate our approach using data collected on our forecasting platform and publicly available Good Judgement Project dataset \cite{3}, and show that our method outperforms current state-of-the-art aggregation approaches by learning a good representation of forecaster and question.
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1. Introduction

Forecasting the outcome of geopolitical events is a notoriously difficult problem, where even experts in the domain area relevant to the forecasting problem
fail to significantly outperform simple extrapolation algorithms [4]. One way to address this challenge is to pose the problem to a crowd of forecasters, i.e., to use a crowdsourcing approach.

Recent attention has been devoted to producing geopolitical forecasting systems using crowdsourcing methods. These efforts were propelled by the Intelligence Advanced Research Project Activity (IARPA), who in 2011 launched a research program called Aggregate Contingent Estimation (ACE) to enhance the accuracy and precision of crowdsourced geopolitical forecasting systems [1]. The wisdom of the crowd approach was able to generate accurate forecasts across a wide range of forecasting problems, relative to professional intelligence analysts with access to classified information [5].

To produce a high-quality final forecast, an essential step is to aggregate these crowd forecasts. Each forecaster could have different background and expertise, and some "forecasters" could be algorithm models based on collected data. Combining these sources should lead to an aggregated forecast that is more accurate than those produced by either source independently. Although assessing the quality of each source is important to understanding the best way to combine them, the strategy for combining these sources of input is not clear. Previous work [1, 6] has identified linear combinations among forecaster estimates. However, such an approach may under-fit available data, since it assigns a single global weight to each forecaster in a variety of forecasting problems at any moment.

In this paper, we focus on developing a new approach to aggregate human crowd and machine-generated forecasts using the latest advancements in neural networks. The key insight is that our proposed Anchor Attention model learns a representation that can infer the best aggregation weight for a forecast made by a forecaster for a given question. The weight is conditioned on the question, forecaster, and time. It is more flexible than a single weight per forecaster as used in previous methods.

[1] https://www.iarpa.gov/index.php/research-programs/ace
Specifically, our contributions are the following:

1. We formulate forecast aggregation as a neural machine translation task.
2. We analyze the issue of self-attention [7] in forecasts aggregation setup and propose Anchor Attention model that is tailored for this task, and robust to low-quality forecasts.
3. We evaluate our model using data from our platform and Good Judgement Project dataset and show it outperforms baselines [1, 2].

2. Related Work

Approaches for weighting and combining probabilistic judgments have attracted sustained interest in the forecasting literature [8, 9, 10, 11, 12]. A special case relevant to the problem described here is when forecasts arrive at different times [13]. Although linear aggregation methods are the most popular approach for combining probability forecasts, R. Ranjan [14] proved theoretically that this approach is sub-optimal for fixed weights and calibrated predictions. Thus, a non-linear re-calibration or extremization is widely used to improve performance [15]. This has motivated other methods for aggregating probabilities in a non-linear way. V.A. Satopää [6] introduced a model-based aggregator that maps the probabilities into the log-odds space, allowing modeling the probabilities using the normal distribution. This approach has been extended in [16] to exploit the temporal correlation between forecasts, similar to standard time-series approaches like auto-regressive integrated moving average (ARIMA), where future forecasts are a linear combination of past forecasts.

Pertaining to neural network-based aggregation methods, to the best of our knowledge, there are two relevant papers. A. Gaunt [17] implemented a network of three fully-connected layers, tailored for tasks such as data annotation or labeling, to aggregate crowd opinions. This model is not designed to learn the temporal relation and historical performance of the forecasters, and requires every participant to respond to every question. G. Nebbione [18] proposed a
method capable of learning from historical performance, but it focuses on ranking individual forecasts, rather than aggregating and making a better forecast.

Sequence-to-sequence is a general framework widely used in NLP communities. It has been used in tasks like machine translation [19], voice recognition [20], text summarization [21]. Architecture side, Elman and Jordan proposed recurrent neural network [22, 23], the first model computationally practical model to learn structures from time. S. Hochreiter proposes LSTM model [24] which greatly extends its memory capacity. A. Vaswani removed the recurrent component and proposed self-attention model [7], which allows fast parallel computations for all intermediate states. This series of work inspires us to apply sequence-to-sequence model on forecasts aggregation. However, with our experiments, existing models are not ideal for this task. We will elaborate it in Section 4.4.

3. Aggregation Setup

The general framework of crowdsourced platforms for forecast generation consists of two main components. First, acquire information from human experts regarding predictions about future events. Techniques for eliciting crowd information range from prediction markets [25, 26] to prediction polls [27, 5]. Second, aggregation algorithms are developed to generate a prediction about future events based on all the information gathered from the crowd.

In this work, we apply our proposed aggregation method to both Good Judgment Project (GJP) dataset [3] and our hybrid forecasting platform (HFC). These datasets contain a set of questions pertain to categorical or ordinal geopolitical events, and each contains 2 to 5 non-overlapping answer options. Each question remains open (available for forecasting) for a predetermined amount of time. Forecasters can generate forecasts while the question is open. The forecasting system will make a daily aggregated forecast during the forecast period. On the resolution date, the correct answer will be published with a link to the source that determines the correct answer. The performance of the forecasting
(a) What will be the long-term interest rate for Hungary in July 2018?

Correct Answer: More than 2.8

(b) Will UK’s Prime Minister Theresa May vacate office between 6 December 2018 and 15 January 2019?

Correct Answer: No

Figure 1: Daily average forecasts for two sample questions.

The Good Judgement Project [29] is a large-scale study to find the best way to use a set of experts to estimate the probability of a future event. The released dataset [3], contains 4 years of forecasting data and more than 600 forecasting problems, is a valuable resource for aggregation researcher, and inspire future research projects like our hybrid forecasting platform.

3.2. Our Hybrid Forecasting Platform (HFC)

Our hybrid forecasting platform mostly follows the same setup as the good judgment project, but adds machine models for questions that have available historical data. Both humans and machines enter their forecasts by assigning a probability to a set of predefined answer options. Figure 1 illustrates two examples showing the daily average forecast for each question. Notice that as the resolution date comes nearer, forecasters have more and new information...
available; thus the consensus shifts towards the correct answer, for both questions. For this reason, our methods that dynamically assign weights for each forecaster are more flexible and have the potentials for better performance.

3.2.1. Human Forecasters

The study’s human forecasters were recruited through the Amazon Mechanical Turk platform and advertisements on blogs and periodicals related to geopolitical forecasting. Recruitment took place before the study began. Forecasters were free to provide forecasts to any number of questions. To maintain user engagement, new questions were added to the platform each week. The questions were active from 3 days to 184 days. Forecasters were allowed and encouraged to update their predictions as they received new information over time. Forecasters are paid $16 for two hours of work and are invited back each week to submit forecasts on new questions, and to update existing ones.

Overall, throughout our hybrid forecasting project, we had 2,240 participants producing 98,258 forecasts on 375 questions. Table 2 shows a summary of the data. There was a wide variance in the number of forecasts that a given question received. This was due to the question’s difficulty, primarily stemming from the amount of research required to generate a forecast.

3.2.2. Machine Models

Some types of questions have historical data available. For example, financial questions usually have historical data provided by a stock exchange. For instance, question *What will be the long-term interest rate for Hungary in July 2018*, are backed by reliable data and there is a good chance that machine models would work well.

Given that questions covered a broad set of geopolitical topics and different data sources, we used a general approach to extrapolate time series to produce machine forecasts from the historical data relevant to each question. Machine models are first fit to historical time series, then extrapolate the time series to predict mean and variance. Assume the target value follows a normal distribu-
tion, we convert the estimated probability density distribution into probabilities in each answer option. We used three types of machine models: 1) AutoRegressive Integrated Moving Average (ARIMA) [30]; 2) M4-Meta [31]; and 3) Arithmetic Random Walk (RW).

4. Methodology

4.1. Neural Machine Translation

To better understand the need for our proposed Anchor Attention, we are doing a brief overview of neural machine translation and attention layer. The attention model is initially introduced by Dzmitry Bahdanau [32] in 2014, to be used in neural machine translation. There are 4 steps to neural machine translation. In this section we will illustrate these steps by translating the English sentence “have a good day” to German. See Fig. 2 for an illustration.

The first step is word embedding. We need a word embedding table $E$ in the shape of $|V| \times |D|$, where $|V|$ is vocabulary size, the number of unique words in the training corpus, usually in the range of $10^3$ to $10^5$, and $|D|$ is embedding dimension, usually in the range of 10 to 300. The word embedding table is a model parameter that will be updated in the training process. There are 4 words in the source sentence, and their respective embedding vector $x_1$ to $x_4$ was selected from the embedding table.

The second step is encoding, which computes a sentence representation $s$ of these words. In machine translation, a recurrent encoder is widely used. Various recurrent encoder has been proposed [24, 33, 34]. Recurrent encoder could be summarized as a randomly initialized internal state vector $s$, and a set of weight matrices $W$ that defines how internal state would update given an input. So as $x_1$ to $x_4$ feed into recurrent encoder, its internal state is updated from $s_1$ to $s_4$. Then we could take $s_4$ as the sentence embedding $s$.

The third step is decoding, which is the inverse of the encoding step. The recurrent decoder has the same structure as the recurrent encoder with a different set of weight $W'$, but its initial internal state vector is set to $s$, the final
encoder state. The first input to the decoder is a special end of sequence token <eos>, and its internal state is updated to \( t_1 \).

The fourth step is word prediction. It’s formulated as a \(|V'|\) way classification problem that using a fully connected layer with weight \( W^{\text{out}} \) to predict target token \( \hat{y}_i \) from all possible tokens in target language, \(|V'|\) is the vocabulary size of target language. The newly translated word will be embedded using target language embedding table \( E' \), and fed into the decoder as the next input. This loop continues until the special token <eos> is produced.

These 4 steps illustrate the workflow of machine translation. There are 5 groups of parameters: \( E, E', W, W', W^{\text{out}} \), that would be learned in the training stage. In summary, source sentence \( \{x_i\} \) will first be encoded using a source language encoder into a language-independent sentence representation \( s \), then be decoded by target language decoder into target language sentence \( \{y_i\} \). The sequence length for the source and target language could be different, which makes it possible to translate between very different languages. This architecture is very flexible that it has been extended to various tasks, like video caption, which is formulated as a translating from a sequence of images to a sequence of words.
4.2. Attention Layer

In the original neural machine translation architecture, all the information from the source language must be encoded into sentence representation $s$. If the source sequence becomes longer, this quickly becomes a bottleneck, as it’s against information theory to encode a very long (infinite) sequence into a fixed-length recurrent state vector. Therefore, Dzmitry Bahdanau [32] introduced the attention layer in 2014, as illustrated in Fig. 3.

The introduction of attention layer changes the scope of word prediction step. In non-attention model, only the decoder state $t_i$ is used for word prediction. In attention model, the decoder state $t_i$ is enhanced with context vector $c_i$, which is a weighted average of all previous encoder state, formulates a contextualized decoder state $\hat{t}_i$ to be used in word prediction. There are various choices of how $\hat{t}_i$ is computed, a simple approach is:

$$\alpha_i(j) = \frac{exp(t_i \cdot s_j)}{\sum_j exp(t_i \cdot s_j)}$$

(1)

$$c_i = \sum_j \alpha_i(j) \cdot s_j$$

(2)

$$\hat{t}_i = \text{tanh}(W^c [c_i; h_i])$$

(3)

There are three steps to compute contextualized decoder state $\hat{t}_i$.

1. Compute the alignment weights vector. It’s a vector having the same length as the input. Each element in the alignment vector is a dot product between the current decoder state $t_i$ and corresponding encoder state $s_j$, and normalized by softmax.

2. Compute context vector $c_i$ as a weighted average of $s_j$ and corresponding alignment weight $\alpha_i(j)$.

3. Concatenate $c_i$ and $h_i$, and apply a projection weight $W^c$ to get the contextualized decoder state $\hat{t}_i$. The projection weight $W^c$ needs to be learned during training.

The attention layer greatly improves model’s memory capacity, that instead of encoding all the information into $s$, the model could look into different parts
of the input sequence when generating the output sequence.

4.3. Transformer Model

The attention layer is initially proposed as an augmentation to the recurrent unit, but the above derivation shows the context vector $c_i$ also has memory capacity, it could replace the recurrent unit and be used independently. In 2017, Ashish Vaswani proposed Transformer [7], which uses a stack of self-attention layers without any recurrent unit. The core element is scaled dot-product attention, illustrated in Fig. 4.

\[ q_i = x_i \cdot W^Q, k_i = x_i \cdot W^K, v_i = x_i \cdot W^V \]  \hspace{1cm} (4)

\[ \alpha_{ij} = \text{align}(q_i, k_j) = \frac{\exp(q_i \cdot k_j^T / \sqrt{d_k})}{\sum_j \exp(q_i \cdot k_j^T / \sqrt{d_k})} \]  \hspace{1cm} (5)

\[ h_i = (v_1, v_2, \cdots, v_i) \cdot (\alpha_{i1}, \alpha_{i2}, \cdots, \alpha_{ii})^T \]  \hspace{1cm} (6)

Figure 4: Scaled Dot Product Attention

The transformer model introduced three trainable weight matrices: query, key, and value matrices. These matrices projects an input $x_i$ into three vectors $q_i, k_i, v_i$. As shown in Eq.(5), query vector $q_i$ will be used to compute out-going attention score for current input, key vector $k_i$ will be used to compute attention score from other inputs, value vector $v_i$ will be used to compute final output $h_i$. Using projected vector $q, k, v$ instead of $x$ directly, allows them to capture different information for their different needs, while reducing their dimension and lowering computing complexity. Output state $h_i$ is analogy to $\hat{t}_i$ in Eq. (3), that represents information in all inputs until time step $i$.

The memory in a self-attention layer has an advantage over a recurrent unit, that it will not decay over a long sequence. According to Eq.(5), the attention score $\alpha_{i,j}$ will not change no matter $i, j$ are close or far away. While in a
recurrent unit, the hidden state is computed step by step, the impact of an input would decay over time. Also, since transformer model removes the temporal dependency between recurrent states, and all states $h_i$ could be computed in parallel, enabling much faster training and inference. The transformer model inspired a line of future works like BERT [35], GPT [36], T5 [37], they have similar architecture but much larger training corpus, achieving impressive results on various NLP tasks.

4.4. Using Attention in Aggregation

As neural machine translation architecture is flexible to translate any language pairs, we can treat individual forecasts as the source language, the aggregated forecasts as the target language, and use neural machine translation methods to learn to translate them. Consider a multiple-choice question with $k$ answer options. An individual forecast could be represented as $x_i \in \mathbb{R}^k$. Denote $x_t$ as the last forecast on a day, to compute aggregated forecast at the end of that day, we could use output state $h_t$ projected with output weight $W^O$ to produce the aggregated forecast $y_t \in \mathbb{R}^k$. We will elaborate on the setup in Sec. 4.6.

This approach is similar to the setup in neural machine translation, but it has a drawback rooted in the nature of forecasting data. From Eq. (5), $h_i$ is most influenced by $x_i$ (the last input), because its projection $q_i$ will be used as the query vector to compute the alignment score with all previous forecasts. For language tasks, this is not a problem, as the last token usually contains useful information, like “?” implies this sentence is a question. In the task of forecast aggregation, this means the aggregation weight for each forecast is determined by their similarity to the last forecast, which is not desired. Any forecast can be the last forecast at the moment of making an aggregated forecast. The output of the aggregation system should not be oversensitive to the last forecast.

4.5. Anchor Attention

Based on the above discussion and the issue of using self-attention on the forecasts aggregation task, we proposed Anchor Attention. Anchor attention
uses an anchor vector $a$, which is independent of input sequence $x$, to replace the query vector $q$. Here, $a$ is the sentence embedding of question text that captures the semantics of the question, $e_{\text{text}}$ is question text embedding. Replacing Eq. (5), the alignment score is calculated as:

$$a = \tanh(e_{\text{text}} \cdot W^a) \tag{7}$$

$$\alpha_{ij} = \operatorname{align}(a, k_j) = \frac{\exp(a \cdot k_j^T / \sqrt{d_k})}{\sum_j \exp(a \cdot k_j^T / \sqrt{d_k})} \tag{8}$$

$$h_i = (v_1, v_2, \cdots, v_i) \cdot (\alpha_{i1}, \alpha_{i2}, \cdots, \alpha_{ii})^T \tag{9}$$

$$y_i = h_i \cdot W^O \tag{10}$$

The design of the anchor vector helps a model to generalize and address the cold start problem. During training, similar questions get similar anchor vector $a$, therefore helping the model learn weights that generalized to a group of similar questions. During inference, an anchor vector derived from an unseen question represents its similarity to questions in the training set, therefore the model treats it as a mixture of known questions and compute appropriate aggregation weight.

With this modification, we address the issue of using self-attention on aggregation tasks that the aggregation result should not be oversensitive to the last forecast. Anchor attention not only could be used in forecast aggregation, but it is also generalized able to all sequence summary tasks.

4.6. Model Overview

A graphical overview of the model is presented in Fig. 5. $X_i$ is the model input and is a concatenation of three parts: $x_i = [f_i, u_i, p_i]$

1. Forecast vector $f_i \in \mathbb{R}^k$, $\sum_j f_{ij} = 1$

For a question with $k$ answer options, we could represent a forecast made by a user as a $k$-dimension vector $f_i$, $f_i$ sum to 1. For instance, a forecast for 5 answer options question could be represented $f_i = [0, 0.6, 0.4, 0, 0]$.  

2. User embedding for that forecaster $u_i$
To identify forecasters and measure their similarity, there is a trainable embedding as part of the model. The embedding is randomly initialized with uniform distribution between \((-\sqrt{3}, \sqrt{3})\) as zero mean, unit variance. 

\(u_i\) represents user embedding for the author of forecast \(x_i\).

3. Position embedding \(p_i\) for location \(i\)

Although the aggregation results should not be oversensitive to a particular forecast, the temporal order of the forecasts is still valuable, as recent forecasts are usually more accurate information and more valuable. We use sinusoidal position embedding \([7]\). It could be viewed as sine and cosine functions of different frequencies. In the equation below, \(i\) is the position, \(j\) is the dimension, \(d\) is the embedding size. Each dimension of the positional encoding corresponds to a sinusoid, and the wavelengths form a geometric progression from \(2\pi\) to \(10000 \cdot 2\pi\).

\[
p_{i,2j} = \sin \left( \frac{i}{10000 \cdot 2\pi} \right) \quad (11)
\]

\[
p_{i,2j+1} = \cos \left( \frac{i}{10000 \cdot 2\pi} \right) \quad (12)
\]

The next part is anchor vector \(a\). We use pre-trained word embedding \([38]\).
from fastText [39]. For each word $w_i$ in the question text, there is a corresponding vector $v_i \in \mathbb{R}^{300}$ as its embedding. With bag of words assumption [40], the question text embedding $e_{\text{text}}$ could be computed as the average of all word embedding $v_i$. The anchor vector $a$ is a projection of $e_{\text{text}}$ with trainable weight $W^A$.

The aggregated hidden state $h_i$ is in high dimension space. Weight $W^O$ is used to project $h_i$ into k-dimension vector $y_i$, which sums to 1 and serve as the aggregated forecast.

Our model performs inference at the end of each day, with $x_t$ being the latest forecast available on that day. Whenever there is a question resolved, our model will be re-trained with the resolved question added into the training set.

Our methods do not have special treatment for human or machine models. In the rest of the paper, forecasters refer to both human forecasters and machine models.

4.7. Toy Example

To better illustrate how our model works, we present a toy example. There is a forecast question: What will be the long-term interest rate for Hungary in July 2018? This question has 3 answer options, and the third option is the right answer, as shown in Fig. 1. We need to make an aggregated forecast on May 1st, 2018, and there are 10 forecasts currently available, made by 8 forecasters.

The word embedding table and available forecasts are shown in Fig. 6. The word embedding table is pre-trained by fastText [39], $\text{dim}_{\text{word}} = 3$. The user embedding is a model weight learned from historical forecasting data, $\text{dim}_{\text{user}} = 1$. The position embedding is generated according to Eq. (11), $\text{dim}_{\text{pos}} = 1$.

The list of trained weights is shown in Fig. 7. For simplicity, in this toy example, we set $W^A = I_3$, $W^O = I_3$, $W^V$ as a $5 \times 3$ zero matrix with top-3 diagonal elements set to 1. $W^K$ is a model weight learned from training data.

Then question text embedding $e_{\text{text}}$ could be computed by the average of word embedding. Anchor vector $a$, attention score $\alpha$, output state $h_i$, aggregated forecast $y_i$ could be computed according to Eq. (7) (8) (9) (10) respec-
tively. This aggregated forecast having a Brier score 0.1487.

\[ e_{text} = [0.1083, 0.1250, 0.1417] \]
\[ a = [0.1079, 0.1244, 0.1407] \]
\[ \alpha = [0.0063, 0.0084, 0.0069, 0.0050, 0.0112, 0.0082, 0.4123, 0.0210, 0.5032, 0.0175] \]
\[ h_i = [0.1132, 0.2553, 0.6314] \]
\[ y_i = [0.1132, 0.2553, 0.6314] \]

This toy example shows several advantages of our proposed method. (1) Forecast #1 and #4 are made by the same forecaster, they have the same user embedding, but as their position embedding are different, our model could assign different weights for them (0.0063 vs 0.0050). (2) Our model assigns more weights on accurate forecasts like #7 and #9 (3) Our model assigns more weights on recent forecasts, but is still able to identify less accurate forecasts like #10 and assign less weight.

In this toy example, we set \( W^A, W^O, W^V \) to the identity matrix, making it looks like a linear model. In actual application, all the weights are learned from training data, and the embedding dimension for word, user, and position would be larger (see Section 4.9), making it a deep non-linear aggregation model. Model weights are learned using gradient descent method [41] to minimize mean daily Brier Score [28] on available historical forecasting data.
What will be the long-term interest rate for Hungary in July 2018?

| Word | Embedding |
|------|-----------|
| What | [-0.1, -0.1, 0.1] |
| will | [0.4, 0.4, 0.4] |
| be | [0.5, 0.4, 0.3] |
| the | [0.3, 0.3, 0.3] |
| long-term | [0.5, 0.9, 0.1] |
| interest | [0.1, 0.3, 0.2] |
| rate | [0.1, 0.3, 0.4] |
| for | [0.1, 0.3, 0.6] |
| Hungary | [0.2, -0.1, 0.3] |
| in | [0.1, 0.2, 0.7] |
| July | [0.2, 0.6, 0.5] |

| # | User Id | Forecast V. | User E. | Position E. |
|---|---------|-------------|---------|-------------|
| 1 | 1 | [0.3, 0.4, 0.3] | 0.33 | 0.00 |
| 2 | 2 | [0.4, 0.4, 0.2] | 0.24 | 0.84 |
| 3 | 3 | [0.5, 0.4, 0.1] | 0.27 | 0.91 |
| 4 | 1 | [0.6, 0.2, 0.2] | 0.33 | 0.14 |
| 5 | 4 | [0.3, 0.3, 0.4] | 0.04 | -0.76 |
| 6 | 5 | [0.3, 0.4, 0.3] | 0.11 | -0.96 |
| 7 | 6 | [0.1, 0.3, 0.6] | -1.36 | -0.28 |
| 8 | 4 | [0.2, 0.2, 0.6] | 0.04 | 0.66 |
| 9 | 7 | [0.1, 0.2, 0.7] | -1.23 | 0.99 |
| 10 | 8 | [0.0, 0.6, 0.4] | 0.05 | 0.41 |

Figure 6: Left: Word embedding table for question text. Right: Table of available forecasts.

\[ W^A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad W^K = \begin{bmatrix} -2.6929 & -3.6257 & -3.1801 \\ -0.2185 & -0.4953 & -0.7536 \\ 2.7046 & 4.8680 & 4.2125 \\ -9.7907 & -9.9820 & -11.8808 \\ 0.8092 & 1.5965 & 1.2388 \end{bmatrix}, \quad W^V = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad W^O = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

Figure 7: Trained Weights

4.8. Brier Score Loss

We adopt a loss function that is based on the Brier score [28], which is widely used to assess the quality of a probabilistic forecast. We will first define the Brier score and then describe how we adapt it as a loss function in our approach.

**Definition 1** (Unordered Brier Score). Given a forecast \( f = (f_1, f_2, \ldots, f_n) \), and the actual outcome \( o \in \Delta^n \), we use the Brier score \( B(f) \) as a measure of
accuracy:

\[ B(f) = \sum_{i=1}^{n} (f_i - o_i)^2. \] (13)

Although the above scoring is only for categorical questions, to address the fact that some questions have ordered outcomes. That is, if the actual outcome is option \( k \), choosing option \( k - 1 \) is more favorable to option \( k - 2 \), we use the ordered Brier score, which is a variant that uses the cumulative probabilities instead of the densities [42].

**Definition 2** (Ordered Brier Score). Applying the cumulative sum to the unordered Brier score yields the ordered Brier score.

\[
B(f) = \frac{1}{n-1} \sum_{i=1}^{n-1} \left[ \left( \sum_{j=1}^{i} f_j - \sum_{j=1}^{i} o_j \right)^2 + \left( \sum_{j=i}^{n} f_j - \sum_{j=i}^{n} o_j \right)^2 \right] \] (14)

Mean daily Brier score (MDB), is defined as an unweighted average of the daily Brier score in a question’s forecasting period. To evaluate the quality of a forecasting method, mean of mean daily Brier scores (MMDB) is used, which the unweighted average of MDB among all questions. We implemented MMDB as our loss function.

The ordered scoring rule is used for ordered categorical questions. Using the ordered Brier score enables the model to learn the ordinal relation between answer options.

4.9. Model Configuration Detail

Our model has an adaptive learning rate decay and weight reset mechanism. If the validation set loss continues to increase for 5 epochs, we multiply the current learning rate by 0.95. If the validation set loss keeps increasing for 20 epochs, we reset the network weight to the last state having the lowest validation set loss.

To avoid over-fitting, we utilize dropout [43], Leaky ReLU [44] in our implementation. Other configuration parameters are listed below.
Table 1: Hyper-parameters and training details.

| Name                              | Value                        |
|-----------------------------------|------------------------------|
| Forecast Vector Length            | 5                            |
| User Embedding Dimension          | 200                          |
| Position Embedding Dimension      | 95                           |
| Anchor Vector Length              | 300                          |
| Key, Value Dimension              | 64                           |
| Batch size                        | 256                          |
| Training epoch                    | 100 epochs, with weight reset |
| Learning rate                     | $10^{-4}$, with adaptive decay|
| Optimizer                         | Adam                         |

5. Experimental Results

We utilized human and machine forecasts on a wide range of forecasting problems from our hybrid competition dataset and good judgment open dataset in our evaluation. Some statistics of these two datasets are listed in Table 2.

5.1. Baseline Methods

We compare our approach to [1, 2], who proposed an aggregation method using temporal decay, differential weighting based on past performance, and extremization. The approach outlined by [1] provides a simple yet strong performance baseline that outperforms prediction markets for distilling the wisdom of crowds. The approach is the weighted aggregation of individual predictions for each question into a single forecast:

$$\bar{f}_{t,q} \propto \sum_{t,i} d_t \times w_{t,i}^{\gamma_t} \times f_{t,i,q},$$

where, $\bar{f}_{t,q}$ is the weighted aggregate forecast for question $q$ across all individual forecasts. $f_{t,i,q}$ coming from user $i$ at time $t$ for question $q$; $d_t$ is a temporal
Table 2: Summary statistics of the questions and forecasts in our dataset. STD is the sample standard deviation.

| Statistic                  | Dataset | Value  |
|----------------------------|---------|--------|
| Questions                  | GJP     | 277    |
|                            | HFC     | 375    |
| Human Forecasters          | GJP     | 7714   |
|                            | HFC     | 2240   |
| Machine Models             | GJP     | 0      |
|                            | HFC     | 3      |

| Statistic                  | Dataset | Min  | Median | Mean (STD) | Max  |
|----------------------------|---------|------|--------|------------|------|
| Forecasts per Question     | GJP     | 76   | 2,101  | 2,946.8 (2,531.7) | 19,578 |
|                            | HFC     | 9    | 192    | 265.2 (204.6)     | 1,029  |
| Forecasts per User         | GJP     | 1    | 14     | 30.3 (40.3)       | 277   |
|                            | HFC     | 1    | 32     | 44.4 (63.2)       | 1,339 |
| Users per Question         | GJP     | 69   | 540    | 844.8 (709.5)     | 4,255 |
|                            | HFC     | 8    | 108    | 173.6 (148.9)     | 669   |
| Days Question is Open      | GJP     | 2    | 81     | 99.7 (72.9)       | 285   |
|                            | HFC     | 1    | 42     | 23.8 (42.2)       | 184   |

decay parameter which gives more weight to recent forecasts; \( w_{t,i} \) are individual weights for each forecaster \( i \) and time \( t \) based on their past performance; and \( \gamma \) is the exponent parameter for the individual weights. Finally, the aggregate forecast \( \hat{f}_t \) is extremized based on Karmarkar’s equation [45] by a linear transformation in the log-odds scale to move the distribution away from the uniform distribution \( 1/a \), as follows:

\[
\log \left( \frac{(a - 1)\hat{f}_{t,k}}{1 - \hat{f}_{t,k}} \right) = \alpha \left( \frac{(a - 1)f_{t,k}}{1 - f_{t,k}} \right),
\]

where \( \hat{f}_t \) is the final forecast probability distribution; \( \alpha \) is the extremization parameter; \( a \) is the number of answer options, such that \( k \in \{1, 2, 3, \cdots, a\} \). For
ordinal questions, we use the cumulative probabilities instead of the densities. We consider three variants based on [1]:

**M0:** Unweighted average with temporal decay.

**M1:** Weighted average with temporal decay and extremization.

**M2:** Weighted average with temporal decay, differential weighting based on past performance and extremization.

All parameters were learned from the training data: accuracy weights for each participant were set to the inverse of their average Brier across the questions they answered; the rest of the parameters were estimated using grid search.

We also include a heuristic approach, **Top Individuals.** After the first 10 questions are resolved, the top 40% of forecasters are chosen and labeled “Top Individuals.” This list of top individuals is updated after the conclusion of each question to maintain the top 40% of forecasters by Brier score.

Table 3: Our reproduced Top Individuals Methods

| Method       | Mean Brier (Published) | Mean Brier (Reproduced) |
|--------------|------------------------|-------------------------|
| Top Indivs Mean | 0.2319          | 0.2159                   |
| Top Indivs Median | 0.1632          | 0.1947                   |

For the GJP dataset, we have reproduced the Top Individuals method following the setup described in the published paper [2]. We are calculating the mean daily Brier score over the period 2013-07-08 to 2015-06-09. A comparison between published scores and reproduced results is shown in Table 3. Our reproduced scores are slightly different from the published score, as mentioned in the paper there are 1,799 forecasters in the final year, while the released dataset has 6858 forecasters in the final year. In the rest of the paper, we will use our reproduced results as a baseline to compare with other methods.
5.2. Brier Score Comparison

We evaluate our model on both our hybrid forecasting dataset and GJP dataset. We are comparing the mean and variance of mean daily Brier scores (MDB) for all forecasting questions in each dataset. We simulate a real setup that re-train our model every time a question is closed.

For our hybrid forecasting dataset, we performed a one-sided test between M2 (strongest baseline) and our Anchor Attention method. The null hypothesis is that the population mean Brier score of the Anchor Attention method is not lower than the M2 method. There are \( N = 375 \) questions in the dataset. According to Table 4, we could compute test statistic as:

\[
\begin{align*}
  z &= \frac{\bar{X}_1 - \bar{X}_2}{\sqrt{\frac{s_1^2}{N_1} + \frac{s_2^2}{N_2}}} \\
  &= \frac{0.3041 - 0.2515}{\sqrt{\frac{0.3208^2}{375} + \frac{0.2515^2}{375}}} = 2.445 \\
  \text{which translates to } p &= 0.0072.
\end{align*}
\]

This p-value rejects the null hypothesis at \( \alpha = 0.01 \). We also perform similar test on GJP dataset (\( N = 277 \)) between Top Indivs Median and Anchor-Attention method, test statistic is:

\[
\begin{align*}
  z &= \frac{0.1947 - 0.1211}{\sqrt{\frac{0.0754^2}{277} + \frac{0.0474^2}{277}}} = 13.75,
\end{align*}
\]

the corresponding p value is less than \( 10^{-5} \). This p-value also rejects the null hypothesis at \( \alpha = 0.01 \).

Both tests conclude that our Anchor Attention-based method gets a lower Brier score than M2 methods and Top Indivs Median, the improvement is significant.
5.2.1. Analysis of the distribution of Brier scores

Figure 8 shows a violin plot depicting the distribution of Brier scores of each method. We evaluate the Brier score distribution of aggregated forecasts. The width of each violin is proportional to the ratio of forecasts having that Brier score. The broken lines represent 25%, 50%, and 75% quantile. We observed that our proposed method achieves the lowest average Brier scores and quantile scores. The highest (worst) Brier score is also comparable to the baseline model, which means our model is robust.

Appendix Figures B.14 and B.15 provide alternative ways, independent of Brier, to compare the methods based on calibration and discrimination (AUC and ROC Curve) which are common in classification tasks. The Anchor Attention method has better discrimination with an AUC of 0.9, while the baseline methods have 0.85.

5.2.2. Percentile of aggregated forecast among all individual forecasters

Next, we use the quantile metric [46] to compare the performance of each ensemble method by its relative position on the cumulative distribution of the corresponding individual scores. We rank each aggregated forecast among all the individual forecasts. The percentile of the ranking is plotted.

In Figure 9 we plot the distribution of the ranking of aggregated forecasts
Figure 9: The distribution of ranks. A method that has more forecasts in lower positions is better than one that has more forecasts in higher ones.

among all individual forecasts. The smaller the ranking, the lower the Brier score. We observe that for the Anchor Attention model, the aggregated forecasts are better than most individual forecasts. For example, half of the time, our model beats 70% of the individual forecasts, while baseline methods beat approximately 50% of the individual forecasts.

5.2.3. Performance in forecasting period

We also compare the performance of our methods as a function of how much time a question has been open, shown in Figure 10. We normalize the progress in the forecast period as 0 to 1 and calculate the average Brier score across all questions along with the forecast progress. We use 100 bins, and the results are smoothed with Gaussian kernel, sigma = 5.

As expected, the closer to the resolution date, the better all aggregation methods perform. However, we observed that our Anchor attention model quickly reduce its Brier score at the early stages of the question, and its overall Brier score is also lower. The insight is that our model can learn to find similarities between questions and forecasters, so when a new question arrives, it can quickly find the right forecasters to trust.
5.3. Visualization of Question Embedding

From Figure 11, we find that questions are not uniformly distributed in the embedding space; instead, they form various clusters. So we had the lower figure zoom in to the red rectangle region in the upper figure. We find those closely-located questions are similar; they are all asking about the closing price of precious metal on different dates. It demonstrates that our model learned a good representation of questions, and is aware of the similarity between questions.

5.4. Visualization of User Embedding

We find the forecasters are also not uniformly distributed; they roughly formed two clusters. Interestingly, two machine models, Auto ARIMA and Arithmetic RW, are closely located in the embedding space, while they are intrinsically similar (Arithmetic RW is a special case of Auto ARIMA model). If we define good forecasters as those whose top 10% Brier score is smaller than 0.1, we find the good forecasters are mostly located in the upper cluster. It demonstrates that our model learned a good representation of forecasters.

5.5. Analysis of Attention Scores

Figure 13 shows forecasts’ attention scores against their Brier scores. We observe that the attention score is negatively (coef=-0.089, p=1.2e-195) correlated to the Brier score, which means good forecasts (low Brier) have higher weights.
in aggregation. Also, we observe there are no points in the upper right corner, which means forecasts with a high Brier score do not receive a high attention score. This suggests that our model is learning representations that are useful to distinguish good forecasts from bad ones.

6. Conclusion

We propose a novel approach to aggregate a hybrid set of forecasts based upon deep neural networks. Using data from real-world forecasting competitions, we demonstrate that this approach outperforms the current state-of-the-art in forecast aggregation. Moreover, we showed preliminary evidence that through learning an embedding of questions and forecasters, our approach learns to identify more accurate forecasters while simultaneously combining human forecasters with machine models (See Appendix Table A.5).
Although this work is focused on identifying quality forecasters in a geopolitical event forecasting context, the results here can be applied in other settings. For example, this approach can be used to identify which workers are most appropriate to choose for a given task in a micro-tasking environment. Future work will aim to better understand the implications of this method in other environments and to adapt our approach to identifying quality workers with a minimal amount of data.

Appendix A. Ablation Study

This section is devoted to answering the following questions
1. Does identifying the past performance of each forecaster help the aggregation?

2. Does use both human and machine forecasts help the aggregation?

We restrict the analyses to the subset of questions that have both machine and human forecasts available (even in configurations that only use humans or machine models). This subset is different from the set of questions used in previous experiments. We conducted a 2x3 factorial design experiment. The first factor is whether or not we can identify (with user embedding) the forecaster of each forecast. When user embedding is removed, the model can not learn each forecaster’s past performance and give personalized aggregation weights. The second factor is the type of forecasts used as input to the aggregation: only human forecasts, only machine forecasts, and both.

Figure A.5 compares the Brier scores for this experiment. First, the model’s performances are improved with the addition of user embedding, suggesting that the model learns to accurately weigh forecasters based on their past performance. Second, with humans only or machine models only, the score is not as good as with both; however, this is only true if user embedding is used. With these findings, we conclude the two questions we raised earlier both turned out to be true, that user embedding and using a hybrid approach is beneficial to forecast aggregation.

It’s interesting to see human forecasters are more accurate than machine forecasters, one reason could be the time series used in machine models are also available for human forecasters to analyze and interpret, while human forecasters could integrate additional information to make better forecasts.

Appendix B. Calibration and Discrimination

Calibration refers to the ability to make forecasts that coincide with the observed empirical frequencies of events being predicted. Calibration error is zero when the events with predicted probabilities p actually occur about p percentage of the time. Therefore, any deviation from the diagonal line suggests
Table A.5: Performance results for different inputs.

| User Embedding | Forecaster type   | Brier score |
|----------------|-------------------|-------------|
| No             | Human             | 0.303       |
| No             | Machine           | 0.319       |
| No             | Human + Machine   | 0.303       |
| Yes            | Human             | 0.297       |
| Yes            | Machine           | 0.318       |
| Yes            | Human + Machine   | **0.290**   |

Poor calibration. Figure B.14 shows the calibration curves for each method. The x-axis is divided into 10 bins, each spanning 10% on the probability scale. The y-axis denotes the observed proportion of events that fall in each bin.

Discrimination refers to the capacity to distinguish between true positive outcomes and true negative ones. We use the AUC (Area Under The Curve) ROC (Receiver Operating Characteristics) curve to evaluate the discrimination.
of the models. The ROC curve plots the probability of a true positive against that of a false positive. Perfect resolution means all the probability mass is under the curve. Figure B.15 shows the ROC curves for all methods.

![ROC Curve](image)

**Figure B.15: ROC Curves**
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