Scattering in graphene with impurities: A low energy effective theory
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We analyze the scattering sector of the Hamiltonians for both gapless and gapped graphene in the presence of a charge impurity using the 2D Dirac equation, which is applicable in the long wavelength limit. We show that for certain range of the system parameters, the combined effect of the short range interactions due to the charge impurity can be modelled using a single real parameter appearing in the boundary conditions. The phase shifts and the scattering matrix depend explicitly on this parameter. We argue that this parameter for graphene can be fixed empirically, through measurements of observables that depend on the scattering data.
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1. INTRODUCTION

The experimental fabrication of monolayer graphene, a two dimensional system with a hexagonal honeycomb structure, has opened up an area of physics which is of wide theoretical and experimental interest. The low energy dynamics of gapless graphene is described by a 2D massless Dirac equation. The effect of charge impurities in gapless graphene has been studied extensively, where bound states are predicted when the Coulomb charge exceeds a certain critical value. Below this critical value, the bound states do not form in massless graphene due to the Klein paradox. The generalization of this model where a Dirac mass term is included in the Hamiltonian is known to describe gapped graphene. The effect of charge impurities in gapped graphene have also been studied, where bound states can form for arbitrarily small value of the Coulomb charge.

Apart from providing an axially symmetric Coulomb potential, the charge impurities may also induce other short-range or singular interactions, such as a delta function type potential. The detailed knowledge of such short range interactions in any given sample would be very hard to ascertain empirically. Moreover, the 2D Dirac description for graphene is valid only in the low energy (long distance) limit and it would not be practical to include short range interactions directly in such a Hamiltonian. One possible way to model the combined effect of such short range interactions on the long wavelength dynamics is through the choice of appropriate boundary conditions.

Recently we have analyzed the effects of generalized boundary conditions, that may arise in the presence of a charge impurity, for the bound state sectors of gapless and gapped graphene. In these papers, the choice of
2. SCATTERING IN GAPLESS GRAPHENE WITH CHARGE IMPURITY

In this Section we shall analyze the scattering states, phase shifts and the $S$ matrix for gapless graphene in the presence of a charge impurity. We begin by a brief review of the gapless graphene system when a charge impurity is present. Next we discuss the allowed class of boundary conditions for this system and end by doing the analysis for the scattering sector using the new boundary conditions. We show that the resulting $S$ matrix and the phase shifts depend explicitly on a parameter which labels the boundary conditions. We argue that this parameter cannot be determined from theoretical analysis but must be fixed empirically.

2.1. Gapless graphene with a charge impurity

The 2D Dirac equation describing a Coulomb type charge impurity in a gapless graphene monolayer can be written as

\[ H \Psi = E \Psi, \]

with the Hamiltonian $H$ being given by

\[ H = -i \hbar v_F (\sigma_1 \partial_x + \sigma_2 \partial_y) - \frac{\alpha}{r} \equiv \hbar v_F \begin{pmatrix} 0 & i \partial_x - \partial_y \\ -i \partial_x + \partial_y & 0 \end{pmatrix} - \frac{\alpha}{r}, \]

where $r$ is the radial coordinate on the two dimensional $x - y$ plane. In above, $v_F$ is the graphene Fermi velocity and $\alpha = \frac{Ze^2}{\kappa r}$, where $Z$ denotes the impurity valence, $e$ is the unit charge and $\kappa$ is the effective dielectric constant. One can separate Eq. (1) by assuming the solution of the form

\[ \Psi(r, \phi) = \begin{pmatrix} F(r) e^{i(j-\frac{1}{2})\phi} \\ G(r) e^{i(j+\frac{1}{2})\phi} \end{pmatrix}, \]
where \( \phi \) denotes the corresponding polar angle and \( j \) is the half integral azimuthal quantum number. Consider the ansatz

\[
F(r) = e^{ikr} r^{\nu - \frac{1}{2}} (u(r) + v(r)),
\]

\[
G(r) = e^{ikr} r^{\nu - \frac{1}{2}} (u(r) - v(r)),
\]

where \( \nu = \sqrt{j^2 - \beta^2}, \quad \beta = \frac{\alpha}{\hbar v_F}, \quad k = -\frac{E}{\hbar v_F}. \) This leads to the radial Dirac operator

\[
H_r = \begin{pmatrix}
  r \frac{d}{dr} + \nu + i\beta + 2ikr & -j \\
  -j & r \frac{d}{dr} + \nu - i\beta
\end{pmatrix}
\]

and the set of coupled equations

\[
r \frac{du}{dr} + (\nu + i\beta + 2ikr)u - jv = 0,
\]

\[v \frac{dv}{dr} + (\nu - i\beta)v - ju = 0.
\]

After introducing a variable \( z = -2ikr \), the last two equations can be combined into a single equation for the function \( v \), given by

\[
z \frac{d^2v}{dz^2} + (1 + 2\nu - z) \frac{dv}{dz} - (\nu - i\beta) v = 0.
\]

This shows that \( v \) is described by a confluent hypergeometric function \(^2F_1[29]\) and a similar conclusion holds for the function \( u \) as well.

In what follows, we shall set \( \hbar = v_F = 1 \). It may be noted that since the minimum magnitude of the azimuthal quantum number is \( j = \frac{1}{2} \), the corresponding critical value of \( \beta \) is given by \( \beta_{\text{crit}} = \frac{1}{2} \). In this paper, as far as the massless graphene case is considered, we shall be interested only in the subcritical region. In the subcritical region, the parameter \( \nu \) is a positive real number with \( \nu = 0 \) denoting the critical value.

### 2.2. Boundary conditions for gapless graphene with a charge impurity

Equation (6) defines the radial Dirac operator \( H_r \) for a gapless graphene with a charge impurity located at \( r = 0 \). As discussed before, the impurity can give rise to additional short range interactions which cannot be incorporated in the Dirac description valid in the long wavelength limit. We can however model the combined effect of these short range interactions through suitable boundary conditions. We shall be guided in our search for the suitable boundary conditions by the requirement of self-adjointness of \( H_r \), which is essential for the conservation of probabilities and for the unitary time evolution of the system. For gapless graphene, this has already been discussed in \(^7\), which we shall review and elaborate below.

The operator \( H_r \) is symmetric (or Hermitian) \(^{29}\) in the domain \( D(H_r) \) defined by

\[
D(H_r) = \{ \Psi \mid \Psi(0) = \Psi'(0) = 0, \quad \Psi, \Psi' \text{ absolutely continuous}, \quad \Psi \in L^2(rdr) \}. \tag{10}
\]

In order to see if the operator \( H_r \) is already self-adjoint in \( D(H_r) \) we follow the procedure of von Neumann \(^{2,30}\), which requires the analysis of the square-integrable solutions of the equations

\[
H_r \Psi = \pm i \Psi,
\]

where \( H_r^\dagger \) is the adjoint of \( H_r \) and \( \Psi \pm \) are given by

\[
\Psi = \begin{pmatrix}
  (u_+ + v_-) & e^{i(j-\frac{1}{2})\phi} \\
  (u_- - v_+) & e^{i(j+\frac{1}{2})\phi}
\end{pmatrix} r^{-\nu - \frac{1}{2}} \begin{pmatrix}
  F_+ \sqrt{\frac{1}{2\pi}} e^{i(j-\frac{1}{2})\phi} \\
  G_+ \sqrt{\frac{1}{2\pi}} e^{i(j+\frac{1}{2})\phi}
\end{pmatrix}.
\]

\( r \)
Note that $H_r$ and $H^\dagger_r$ have the same expressions as differential operators although their domains could be different. If the Eqs. (11) have no square-integrable solutions, then the operator $H_r$ is self-adjoint in the domain $D(H_r)$. However, if there are equal number(s) of square integrable solutions of Eqs. (11), then the Dirac operator $H_r$ is not self-adjoint for the boundary conditions that define the domain $D(H_r)$ in (10). The latter could happen due to the effect of short range interactions induced by the impurity. If that happens, we would have to find a new set of boundary conditions, or equivalently a new domain for the radial Dirac operator in which it would be self-adjoint.

We begin our analysis with Eqs. (11), which lead to a set of coupled equations

$$r \frac{du_\pm}{dr} + (\nu + i\beta \mp 2r)u_\pm - jv_\pm = 0,$$

$$r \frac{dv_\pm}{dr} + (\nu - i\beta)v_\pm - ju_\pm = 0 \tag{14}$$

for the functions $u_\pm, v_\pm$ appearing in (12).

In terms of the variable $z = -2ikr$, equations (13) and (14) can be combined to give

$$z \frac{d^2v_\pm}{dz^2} + (1 + 2\nu - z)\frac{dv_\pm}{dz} - (\nu - i\beta) v_\pm = 0. \tag{15}$$

Here it is implicitly understood that $z = \pm 2r$ for $k = \pm i$, respectively. As mentioned before, we have to search for square-integrable solutions of Eq.(11). We first look at the case with $k = +i$. The solution of (15) which leads to a square integrable solution of (11) is given by

$$v_+ = U(\nu - i\beta, 1 + 2\nu, z) = U(\nu - i\beta, 1 + 2\nu, 2r). \tag{16}$$

With the help of Eq.(14), this result for $v_+$ further leads to

$$u_+ = \frac{\nu - i\beta}{j} \left[ U(\nu - i\beta, 1 + 2\nu, 2r) - 2rU(\nu + 1 - i\beta, 2 + 2\nu, 2r) \right], \tag{17}$$

so that we finally have

$$F_+(r) = \left[ \frac{j + \nu - i\beta}{j} U(\nu - i\beta, 1 + 2\nu, 2r)r^{\nu + \frac{1}{2}} - \frac{2(\nu - i\beta)}{j} U(\nu + 1 - i\beta, 2 + 2\nu, 2r)r^{\nu + 1} \right] e^{-r} \tag{18}$$

for the radial part of the first component of the vector $\Psi_+$ spanning the $k = +i$ deficiency subspace. In deriving the expression for $u_+$, we have used the relation $U(a, b, z) = -aU(a + 1, b + 1, z)$.

Next we want to find conditions under which $F_+$ and consequently $\Psi_+$ are square integrable. In the limit $r \to \infty$, $U(a, b, 2r) \sim r^{-a}$ and $F_+ \to 0$, meaning that $F_+$ is square integrable at infinity. As $r \to 0$, $M(a, b, 2r) \to 1$ and

$$\int |F_+|^2rdr \sim \int r^{-2\nu}dr + \text{convergent terms}. \tag{19}$$

Therefore, for the range $0 < \nu < \frac{1}{2}$, $F_+$ is a square integrable function. Similar analysis shows that for $0 < \nu < \frac{1}{2}$, the entire radial wave-function is square integrable. Thus, for $k = +i$ we have a single square integrable solution of Eq.(11). The deficiency index $n_+$ of $H_r$ is defined by the number of linearly independent and square integrable functions satisfying Eq.(11) for $k = +i$. Our analysis shows that for gapless graphene with a charge impurity, $n_+ = 1$.

Let us now consider the case when $k = -i$. In this situation we have $z = -2ikr = -2r$ and a possible solution of (11) which leads to a square integrable solution of (11) is given by

$$v_- = e^zU(1 + \nu + i\beta, 1 + 2\nu, -z) = e^{-2r}U(1 + \nu + i\beta, 1 + 2\nu, 2r). \tag{20}$$

By using again Eq.(14), this result for $v_-$ yields the following expression for $u_-$

$$u_- = \frac{\nu - i\beta}{j} e^{-2r}U(1 + \nu + i\beta, 1 + 2\nu, 2r) - \frac{2r}{j} e^{-2r}U(1 + \nu + i\beta, 1 + 2\nu, 2r) + (1 + \nu + i\beta)U(2 + \nu + i\beta, 2 + 2\nu, 2r). \tag{21}$$
If we make use of the recursive relation \( U(a, b, z) - aU(a + 1, b, z) - U(a, b - 1, z) = 0 \), last expression for \( u_- \) can be simplified to
\[
u = \frac{\nu - i\beta}{j} e^{-2r} U(1 + \nu + i\beta, 1 + 2\nu, 2r) - \frac{2r}{j} e^{-2r} U(1 + \nu + i\beta, 2 + 2\nu, 2r),
\]
so that we finally have
\[
F_-(r) = e^{r}\left[\frac{\nu + i\beta}{j} r^{-\frac{\nu}{2}} U(1 + \nu + i\beta, 1 + 2\nu, 2r) - \frac{2r}{j} r^{\nu+\frac{1}{2}} U(1 + \nu + i\beta, 2 + 2\nu, 2r)\right]
\]
for the radial part of the first component of the vector \( \Psi_- \) spanning the \( k = -i \) deficiency subspace. By going through the similar procedure as before, we see that as \( r \to \infty \), \( F_-(r) \to 0 \). In the short distance limit we can again show that \( F_- \) and the corresponding entire radial wave-function is square integrable when \( 0 < \nu < \frac{1}{2} \). Thus, for \( k = -i \), we have a single square integrable solution to Eq. (11) for the range \( 0 < \nu < \frac{1}{2} \) of the parameter \( \nu \), implying that the deficiency index \( n_- = 1 \).

According to von Neumann’s analysis \( [30] \), this result \( n_+ = n_- = 1 \), implies that \( H_r \) itself is not self-adjoint on the domain \( D(H_r) \), \( [10] \), but can be made self-adjoint through a suitable choice of boundary conditions. When \( n_+ = n_- = 1 \), the allowed boundary conditions are labelled by a single real quantity, called the self-adjoint extension parameter. Our analysis thus shows that radial Dirac operator \( H_r \) admits a one parameter family of self-adjoint extensions when \( 0 < \nu < \frac{1}{2} \). When \( n_+ = n_- = 1 \), von Neumann’s analysis further says that domain in which \( H_r \) is self-adjoint is given by \( D_z(H_r) = D(H_r) \oplus \{ e^{i\alpha} \Psi_+ + e^{-i\alpha} \Psi_- \} \), where \( z \in R \,(\text{mod} \,2\pi) \) is the self-adjoint extension parameter \( [30] \). Physically, the domain \( D_z(H_r) \) provides the boundary conditions for which the radial Dirac operator for graphene is self-adjoint and we see that the boundary conditions are labelled by the parameter \( z \).

In subsequent analysis it will be of interest to know the short distance behaviour of functions \( F_+ \) and \( F_- \). Their behaviour at short distances can be deduced with the help of the expression \( [29] \)
\[
U(a, b, z) = \frac{\pi}{\sin \pi b} \left[ \frac{M(a, b, z)}{\Gamma(1 + a - b)\Gamma(b)} - z^{1-b} M(1 + a - b, 2 - b, z) \right].
\]
Using (24), in the limit \( r \to 0 \), we have
\[
F_+ \to \frac{\nu + j - i\beta}{\sin \pi(1 + 2\nu)} \frac{1}{j} \frac{1}{\Gamma(\nu - i\beta)\Gamma(1 + 2\nu)} r^{-\frac{\nu}{2}} + \left[ \frac{\nu - i\beta}{\sin \pi(1 + 2\nu)} \frac{2^{-2\nu}}{j} \frac{1}{\Gamma(1 + \nu - i\beta)\Gamma(-2\nu)} - \frac{\nu + i\beta}{\sin \pi(1 + 2\nu)} \frac{2^{-2\nu}}{j} \frac{1}{\Gamma(\nu - i\beta)\Gamma(1 - 2\nu)} \right] r^{\nu - \frac{1}{2}},
\]
and
\[
F_- \to \frac{\nu + j - i\beta}{\sin \pi(1 + 2\nu)} \frac{1}{j} \frac{1}{\Gamma(1 + \nu - i\beta)\Gamma(1 + 2\nu)} r^{-\frac{\nu}{2}} + \left[ \frac{\nu - i\beta}{\sin \pi(1 + 2\nu)} \frac{2^{-2\nu}}{j} \frac{1}{\Gamma(1 + \nu + i\beta)\Gamma(-2\nu)} - \frac{\nu + i\beta}{\sin \pi(1 + 2\nu)} \frac{2^{-2\nu}}{j} \frac{1}{\Gamma(1 + \nu + i\beta)\Gamma(1 - 2\nu)} \right] r^{\nu - \frac{1}{2}}.
\]
This concludes our discussion of the allowed boundary conditions for the radial Dirac operator for the gapless graphene.

### 2.3. Phase shifts and S matrix for gapless graphene with a charge impurity

We now turn to problem of finding the scattering state solutions to Eq. (11) for the parameter range \( 0 < \nu < \frac{1}{2} \). This problem amounts to solving the set of coupled equations (7) and (8) or, equivalently, finding the solution of the 2nd order Eq. (9). The required solution of Eq. (9) which leads to physical scattering states has the form \( [29] \)
\[
v = A_1 M(\nu - i\beta, 1 + 2\nu, z) + A_2 z^{-2\nu} M(-\nu - i\beta, 1 - 2\nu, z),
\]
where \( z = -2ikr \).
By assuming \( v \) in the form \( (27) \) and with the help of Eq. \( (8) \), \( u \) can be calculated as

\[
j u = A_1 z \frac{d}{dz} M (\nu - i \beta, 1 + 2\nu, z) + A_2 z (-2\nu) z^{-2\nu - 1} M (-\nu - i \beta, 1 - 2\nu, z) + A_2 z^{-2\nu + 1} \frac{d}{dz} M (-\nu - i \beta, 1 - 2\nu, z)
\]

\[
+ A_1 (\nu - i \beta) M (\nu - i \beta, 1 + 2\nu, z) + A_2 (\nu - i \beta) z^{-2\nu} M (-\nu - i \beta, 1 - 2\nu, z).
\] (28)

After applying the recursive relation

\[
a M(a, b, z) + z M'(a, b, z) = a M(a + 1, b, z),
\] (29)

where prime denotes a derivation with respect to \( z \), we get

\[
j u = A_1 (\nu - i \beta) M (1 + \nu - i \beta, 1 + 2\nu, z) + A_2 z^{-2\nu} (-\nu - i \beta) M (1 - \nu - i \beta, 1 - 2\nu, z).
\] (30)

This leads to

\[
F(r) = r^{\nu - \frac{1}{2}} e^{ikr} \left[ A_1 \frac{\nu - i \beta}{j} M (1 + \nu - i \beta, 1 + 2\nu, z) + A_2 z^{-2\nu} \frac{-\nu - i \beta}{j} M (1 - \nu - i \beta, 1 - 2\nu, z)
\]

\[
+ A_1 M (\nu - i \beta, 1 + 2\nu, z) + A_2 z^{-2\nu} M (-\nu - i \beta, 1 - 2\nu, z) \right],
\] (31)

for the radial part of the first component of the wave-function \( \Psi \) in \( (3) \).

In order that the Hamiltonian provides a unitary evolution, the physical solution obtained above must belong to the domain of self-adjointness given by \( \mathcal{D}_z(H_r) \). We will enforce this by matching the behaviour of the physical wavefunction with that of a typical element of \( \mathcal{D}_z(H_r) \) in the limit \( r \to 0 \). In order to do this, note that as \( r \to 0 \)

\[
F(r) \to A_1 \left(1 + \frac{\nu - i \beta}{j}\right) r^{\nu - \frac{1}{2}} + A_2 (-2ik)^{-2\nu} \left(1 + \frac{-\nu - i \beta}{j}\right) r^{-\nu - \frac{1}{2}}.
\] (32)

In the same limit a typical element of the domain \( \mathcal{D}_z(H_r) \) is given by

\[
\Psi(r, \phi) = \lambda \left( e^{i\frac{\phi}{2}} \Psi_+ + e^{-i\frac{\phi}{2}} \Psi_- \right),
\] (33)

where \( \lambda \) is a constant. Comparing the upper component of the physical solution to that of an element of \( \mathcal{D}_z(H_r) \) in the limit \( r \to 0 \), we get

\[
A_1 = \lambda \frac{\pi}{\sin \pi (1 + 2\nu)} \left( \frac{e^{i\frac{\phi}{2}}}{\Gamma(-\nu - i \beta) \Gamma(1 + 2\nu)} + \frac{e^{-i\frac{\phi}{2}}}{\Gamma(1 - \nu - i \beta) \Gamma(1 + 2\nu)} \right),
\] (34)

\[
A_2 (-2ik)^{-2\nu} (j - \nu - i \beta) = -\lambda \frac{\pi}{\sin \pi (1 + 2\nu)} \left[ (\nu - i \beta) \frac{2^{-\nu} e^{i\frac{\phi}{2}}}{\Gamma(1 + \nu - i \beta) \Gamma(-2\nu)} + (\nu + j - i \beta) \frac{2^{-\nu} e^{i\frac{\phi}{2}}}{\Gamma(\nu - i \beta) \Gamma(1 - 2\nu)}
\]

\[
+ \frac{2^{-\nu} e^{-i\frac{\phi}{2}}}{\Gamma(1 + \nu + i \beta) \Gamma(-2\nu)} + (\nu + j - i \beta) \frac{2^{-\nu} e^{-i\frac{\phi}{2}}}{\Gamma(1 + \nu + i \beta) \Gamma(1 - 2\nu)} \right].
\] (35)

We now proceed to find the phase shifts characterizing the scattering process in gapless graphene. These quantities are of interest to us because it is possible to extract important informations out of them, which in turn are related to various physical properties of graphene such as the electrical conductivity and transport properties. In order to find the phase shifts and the scattering matrix, we have to investigate the asymptotic behaviour of the wave-function \( \Psi \), Eq. \( (3) \), or equivalently, of the function \( F(r) \) given in the relation \( (31) \). To do this, we note that the behaviour of the confluent hypergeometric function \( M(a, b, z) \) in the asymptotic region \( \Re(z) = 0 \) and \( \Im(z) \to +\infty \) is given by \( (29) \)

\[
M(a, b, z) \to \frac{\Gamma(b)}{\Gamma(a)} e^z a^{-b} \left[ 1 + O(|z|^{-1}) \right] + \frac{\Gamma(b)}{\Gamma(b - a)} z^{-a} e^{z + i\pi a} \left[ 1 + O(|z|^{-1}) \right],
\] (36)
Due to the fact that we are dealing with the problem where \( \text{Re}(z) = 0 \), both leading terms in the asymptotic expansion (36) of \( M \) approximately have the contribution of the same order, so that both of them have to be taken into account. Knowing that, the behaviour of \( F(r) \) when \( r \to \infty \) is now given by

\[
F(r) \rightarrow (-2ik)^{-\nu}(-i)^{-i\beta} \left( A_1 \frac{\nu - i\beta}{j} \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu - i\beta)} + A_2 \frac{-\nu - i\beta}{j} \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu - i\beta)} \right) e^{-i(kr + \beta \ln 2kr)} \sqrt{r}
\]

The scattering matrix and the corresponding phase shift can be written as

\[
S(k) \equiv e^{2i\delta(k)} e^{-4\pi\beta} \frac{A_1 \Gamma(1 + 2\nu)}{A_2 \Gamma(1 + \nu + i\beta)} e^{-i\nu} + \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu - i\beta)} e^{i\nu},
\]

where the ratio \( A_1/A_2 \) can be obtained from Eqs. (34) and (35) and is given by

\[
\frac{A_1}{A_2} = \frac{-(-ik)^{-2\nu} \Gamma(1 - 2\nu)}{\Gamma(1 + 2\nu)} \frac{\frac{\epsilon^i\nu}{\Gamma(1 - \nu - i\beta)}}{\frac{\epsilon^{i\nu}}{\Gamma(1 + \nu + i\beta)}} + \frac{\epsilon^{-i\nu}}{\Gamma(1 - \nu - i\beta)} \frac{\epsilon^{-i\nu}}{\Gamma(1 + \nu + i\beta)}.
\]

It should be emphasized that the above analysis is relevant only when the system parameters are such that \( 0 < \nu < \frac{1}{2} \), where \( \nu = \sqrt{j^2 - \beta^2} \). For this range of the system parameters, the radial Dirac operator \( H_r \) in Eq. (10) is not self-adjoint with the boundary conditions describing the domain \( D(H_r) \). The allowed set of more general boundary conditions for which the radial Dirac operator \( H_r \) is self-adjoint is labelled by a real parameter \( z \) defined modulo \( 2\pi \).

The above analysis clearly shows that the spectral data including the phase shifts and the scattering matrix explicitly depend on the boundary condition through the self-adjoint extension parameter \( z \). For each value of \( z \), we have an inequivalent quantum description of the gapless graphene system. This is not surprising as in our framework, the boundary conditions (or equivalently the self-adjoint extension parameter \( z \)) encode the effects of the short range interactions due to the impurity. Different values of \( z \) correspond to different combined effects of the short range interactions, leading to inequivalent physical results. It should be noted that the value of the self-adjoint parameter \( z \) cannot be fixed by the above analysis alone. For any given system of gapless graphene with a charge impurity, the value of the parameter \( z \) would have to be fixed empirically by measuring physical quantities which depend on the scattering data, such as resistivity [28]. We shall make further comments about this in the conclusions.

We end this Section by noting that the \( S \) matrix in (38) does not have any poles in the positive imaginary value of the energy. This implies that there are no bound states for a gapless graphene in the presence of a subcritical strength charge impurity, in agreement with the Klein paradox.

### 3. SCATTERING IN GAPPED GRAPHENE WITH A CHARGE IMPURITY

In this Section we shall discuss the scattering states, phase shifts and the \( S \) matrix for a gapped graphene in the presence of a charge impurity. We start with a brief review of the gapped graphene system where a charge impurity is present. This is followed by a review of the allowed boundary conditions for which the gapped graphene Hamiltonian admits a unitary evolution [12]. Finally we find the scattering data for the gapped graphene system which under certain conditions depend on an additional parameter that labels the boundary conditions. We also comment on how to determine this parameter empirically.

#### 3.1. Gapped graphene with a charge impurity

In this case, the 2D Dirac equation can be written as

\[
H \Psi = E \Psi,
\]

(40)
where the Hamiltonian is given by
\[ H = -i(\sigma_1 \partial_x + \sigma_2 \partial_y) + m\sigma_3 - \frac{\alpha}{r} \] (41)
and the eigenfunctions are two-component wavefunctions of the form
\[ \Psi(r, \phi) = \begin{pmatrix} \psi_1(r) e^{i(j-\frac{1}{2})\phi} \\ i\psi_2(r) e^{i(j+\frac{1}{2})\phi} \end{pmatrix} \] (42)

In the above equations \( r \) and \( \phi \) are the radial variable and the angle in the \( x-y \) plane, respectively. Consider the ansatz
\[ \psi_1(r) = \sqrt{m + E} e^{-\frac{\rho}{2}} \rho^{-\frac{1}{2}} (P(\rho) + Q(\rho)), \] (43)
\[ \psi_2(r) = \sqrt{m - E} e^{-\frac{\rho}{2}} \rho^{-\frac{1}{2}} (P(\rho) - Q(\rho)), \] (44)
where \( \rho = 2\gamma r = 2\sqrt{m^2 - E^2} \) and \( \nu = \sqrt{j^2 - \alpha^2} \), \( j \) being a half integer. After inserting the ansatz (43), (44) into (40), we obtain the set of coupled equations
\[ H_\rho \begin{pmatrix} P \\ Q \end{pmatrix} = \begin{pmatrix} \rho \frac{d^2P}{d\rho^2} + (1 + 2\nu - \rho) \frac{dP}{d\rho} - \left( \nu - \frac{\alpha E}{\gamma} \right) P \\ -\nu - \rho + \frac{\alpha E}{\gamma} \end{pmatrix} \begin{pmatrix} P \\ Q \end{pmatrix} = 0, \] (45)

where \( H_\rho \) defined above denotes the radial Dirac operator. These equations can be decoupled to give
\[ \rho \frac{d^2P}{d\rho^2} + (1 + 2\nu - \rho) \frac{dP}{d\rho} - \left( \nu - \frac{\alpha E}{\gamma} \right) P = 0, \] (46)
\[ \rho \frac{d^2Q}{d\rho^2} + (1 + 2\nu - \rho) \frac{dQ}{d\rho} - \left( 1 + \nu - \frac{\alpha E}{\gamma} \right) Q = 0. \] (47)

These equations can be solved in terms of confluent hypergeometric functions [29]. We now proceed to discuss the allowed boundary conditions for this problem.

### 3.2. Boundary conditions for gapped graphene with a charge impurity

The analysis for the allowed boundary conditions for gapped graphene with a charge impurity was already discussed in our previous paper [12]. Here we review that work for completeness and also for obtaining the formulae that would be useful in the subsequent analysis. In order to find the deficiency indices \( n_\pm \) for \( H_\rho \) and subsequently for \( H \), we need to solve equations
\[ H_\rho^\dagger \Psi_\pm = \pm i \Psi_\pm, \] (48)
where \( H_\rho^\dagger \) has the same differential expression as for \( H \) in Eq. (41), although their domains could be different. In Eq. (48) \( \Psi_\pm \) are two-component spinors of the form
\[ \Psi_\pm = \begin{pmatrix} \psi_{1\pm}(r) e^{i(j-\frac{1}{2})\phi} \\ i\psi_{2\pm}(r) e^{i(j+\frac{1}{2})\phi} \end{pmatrix}, \] (49)
where
\[ \psi_{1\pm} = \sqrt{m \pm i e^{-\frac{\rho}{2}} \rho^{-\frac{1}{2}}} (P_\pm + Q_\pm)(\rho), \] (50)
\[ \psi_{2\pm} = \sqrt{m \pm i e^{-\frac{\rho}{2}} \rho^{-\frac{1}{2}}} (P_\pm - Q_\pm)(\rho). \] (51)
The functions $\psi_{1,\pm}$ and $\psi_{2,\pm}$ have to be square integrable in $R^+$ with a measure $\rho\,d\rho$. To get any further information one has to solve for $P_\pm$ and $Q_\pm$ from the equations

$$\rho \frac{dP_\pm}{d\rho} + (\nu - \frac{i\alpha}{\gamma_\pm})P_\pm + \left(\frac{ma}{\gamma_\pm} - j\right)Q_\pm = 0,$$

$$\rho \frac{dQ_\pm}{d\rho} + (\nu - \rho + \frac{i\alpha}{\gamma_\pm})Q_\pm - \left(j + \frac{ma}{\gamma_\pm}\right)P_\pm = 0,$$

where $\gamma_\pm = \sqrt{m^2 + 1}$ and $\rho = 2\gamma_\pm r$. These equations can also be decoupled to give

$$\rho \frac{d^2P_\pm}{d\rho^2} + (1 + 2\nu - \rho)\frac{dP_\pm}{d\rho} - \left(\nu - \frac{i\alpha}{\gamma_\pm}\right)P_\pm = 0$$

$$\rho \frac{d^2Q_\pm}{d\rho^2} + (1 + 2\nu - \rho)\frac{dQ_\pm}{d\rho} - \left(1 + \nu - \frac{i\alpha}{\gamma_\pm}\right)Q_\pm = 0,$$

where $\gamma_\pm = \sqrt{m^2 + 1}$ and $\rho = 2\gamma_\pm r$. These equations can also be decoupled to give

$$\frac{dP_\pm}{d\rho} = \frac{dQ_\pm}{d\rho} - \left(\nu - \frac{i\alpha}{\gamma_\pm}\right)P_\pm$$

$$\frac{dQ_\pm}{d\rho} = \frac{dP_\pm}{d\rho} - \left(1 + \nu - \frac{i\alpha}{\gamma_\pm}\right)Q_\pm.$$
In addition, in the limit $\rho \to 0$ the functions $P_-$ and $Q_-$ behave as

$$P_- \to a(A_- - B_- \rho^{-2\nu}),$$

$$Q_- \to a(C_- - D_- \rho^{-2\nu}),$$

where $a = \frac{\pi}{\rho \sin (\pi \nu)}$ and

$$A_- = \frac{1}{\Gamma(-\nu + \frac{\alpha E}{\gamma^2})\Gamma(1 + 2\nu)} \Gamma(\nu + \frac{\alpha E}{\gamma^2})\Gamma(1 - 2\nu),$$

$$B_- = \frac{1}{\Gamma(-\nu + \frac{\alpha E}{\gamma^2})\Gamma(1 + 2\nu)} \Gamma(\nu + \frac{\alpha E}{\gamma^2})\Gamma(1 - 2\nu),$$

$$C_- = \frac{(\nu + \frac{\alpha E}{\gamma^2})(-\nu + \frac{\alpha E}{\gamma^2})}{(j - \frac{m\alpha}{\gamma^2})\Gamma(1 - \nu + \frac{\alpha E}{\gamma^2})\Gamma(1 + 2\nu)},$$

$$D_- = \frac{(\nu + \frac{\alpha E}{\gamma^2})(-\nu + \frac{\alpha E}{\gamma^2})}{(j - \frac{m\alpha}{\gamma^2})\Gamma(1 + \nu + \frac{\alpha E}{\gamma^2})\Gamma(1 - 2\nu)}. $$

From this we see that relations

$$A_- = \tilde{A}_+, \quad B_- = \tilde{B}_+, \quad C_- = \tilde{C}_+, \quad D_- = \tilde{D}_+$$

hold. Similar analysis as before shows that $n_- = 1$ for the parameter range $0 < \nu < \frac{1}{2}$ as well. Thus for the gapped graphene with a charge impurity, $n_+ = n_- = 1$ when $0 < \nu < \frac{1}{2}$. Therefore, this system admits a one parameter family of self-adjoint extensions for $0 < \nu < \frac{1}{2}$.

### 3.3. Phase shifts and $S$ matrix for gapped graphene with a charge impurity

Scattering states correspond to solutions of Eq.\,(10) when $E > m$. In this case the parameter $\gamma = \sqrt{m^2 - E^2}$ becomes purely imaginary, i.e. $\gamma = iq$, where the real parameter $q$ is defined as $q = \sqrt{E^2 - m^2}$. Consequently, the variable $\rho$ also becomes purely imaginary, $\rho = 2iqr$.

In order to analyze the $r \to \infty$ limit of the scattering states, we first express the solutions written in terms of the hypergeometric function $U$ in terms of the hypergeometric function $M$ using Eq.\,(24) and then carry out the asymptotic expansion of $M$ approximately have the contribution of the same order, so that both of them have to be taken into account.

The solutions of Eqs.\,(10), \,(17) which lead to physical scattering states are found to have the following form

$$P(\rho) = AM \left(\nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho\right) + B\rho^{-2\nu} M \left(-\nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho\right),$$

$$Q(\rho) = CM \left(1 + \nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho\right) + D\rho^{-2\nu} M \left(1 - \nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho\right).$$

In this case the solution for the function $\psi_1$, appearing in\,(12) would look like

$$\psi_1(r) = \sqrt{m + E} e^{-\frac{r}{2}} \rho^{\nu - \frac{\alpha E}{\gamma}} \left[A(q)M \left(\nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho\right) + B(q)\rho^{-2\nu} M \left(-\nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho\right) \right] + C(q)M \left(1 + \nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho\right) + D(q)\rho^{-2\nu} M \left(1 - \nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho\right),$$

where we have assumed that the coefficients $A(q)$ and $B(q)$ depend on the real parameter $q$. However, at this stage, it is important to stress that functions $P$ and $Q$ are not independent of each other, but rather they are related through the set of coupled equations

$$\rho \frac{dP}{d\rho} + (\nu - \frac{\alpha E}{\gamma})P + \left(\frac{m\alpha}{\gamma} - j\right) Q = 0,$$

$$\frac{dQ}{d\rho} - (\nu - \frac{\alpha E}{\gamma})Q + \frac{m\alpha}{\gamma} Q = 0.$$
\[
\rho \frac{dQ}{d\rho} + (\nu - \rho + \frac{\alpha E}{\gamma})Q - \left( j + \frac{ma}{\gamma} \right) P = 0. \tag{74}
\]

As a consequence, the constants \(A(q), B(q), C(q)\) and \(D(q)\) are also not all independent.

By assuming that \(P\) has the form \(\bullet\), we can obtain \(Q\) as

\[
\left( j - \frac{ma}{\gamma} \right) Q = \left( \nu - \frac{\alpha E}{\gamma} \right) \left[ AM \left( \nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho \right) + B\rho^{-2\nu} M \left( -\nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho \right) \right] + \rho \left[ AM' \left( \nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho \right) + B\rho^{-2\nu} M' \left( -\nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho \right) + B(-2\nu)\rho^{-2\nu-1} M \left( -\nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho \right) \right], \tag{75}
\]

where prime denotes the derivation with respect to \(\rho\). By applying the recursive relation

\[
aM(a, b, z) + zM'(a, b, z) = aM(a + 1, b, z) \tag{76}
\]

(prime denotes derivation with respect to \(z\)) we obtain

\[
\left( j - \frac{ma}{\gamma} \right) Q = A(q) \left( \nu - \frac{\alpha E}{\gamma} \right) M \left( 1 + \nu - \frac{\alpha E}{\gamma}, 1 + 2\nu, \rho \right) + B(q)\rho^{-2\nu} \left( -\nu - \frac{\alpha E}{\gamma} \right) M \left( 1 - \nu - \frac{\alpha E}{\gamma}, 1 - 2\nu, \rho \right). \tag{77}
\]

Since \(Q\) from \(\bullet\) has to coincide with \(Q\) from \(\bullet\), (at least up to a constant), we must have

\[
C(q) = A(q) \frac{\nu - \frac{\alpha E}{\gamma}}{j - \frac{ma}{\gamma}}, \tag{78}
\]

\[
D(q) = B(q) \frac{-\nu - \frac{\alpha E}{\gamma}}{j - \frac{ma}{\gamma}}. \tag{79}
\]

As \(r \rightarrow \infty\), using \(\bullet\) and noting that \(\gamma = iq\), the \(\psi_1\) component of the wave function has the form

\[
\psi_1(r) \rightarrow \sqrt{m + E} (2iq)^{-\frac{1}{2} + \frac{i \alpha E}{q}} \left[ A(q) \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu - i \frac{\alpha E}{q})} e^{-\pi i (\nu + i \frac{\alpha E}{q})} + B(q) \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu - i \frac{\alpha E}{q})} e^{-\pi i (-\nu - i \frac{\alpha E}{q})} \right] e^{-i(qr + \frac{\alpha E}{q} \ln r)} + \sqrt{m + E} (2iq)^{-\frac{1}{2} + \frac{i \alpha E}{q}} \left[ C(q) \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu + i \frac{\alpha E}{q})} + D(q) \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu + i \frac{\alpha E}{q})} \right] e^{i(qr + \frac{\alpha E}{q} \ln r)}, \tag{80}
\]

from which one can identify incoming and outgoing waves and the corresponding amplitudes. The scattering matrix and the phase shift can be obtained from the limiting form \(\bullet\) of the wave function as a ratio of its outgoing and incoming amplitude,

\[
S(q) = e^{2i\delta(q)} = (2iq)^{\frac{i \alpha E}{q}} \frac{C(q) \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu + i \frac{\alpha E}{q})} + D(q) \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu + i \frac{\alpha E}{q})}}{A(q) \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu - i \frac{\alpha E}{q})} e^{-\pi i (\nu + i \frac{\alpha E}{q})} + B(q) \frac{\Gamma(1 - 2\nu)}{\Gamma(1 - \nu - i \frac{\alpha E}{q})} e^{-\pi i (-\nu - i \frac{\alpha E}{q})}}. \tag{81}
\]

So far the constants \(A(q), B(q), C(q)\) and \(D(q)\) are not completely specified. All we know about them is that they are related through the relations \(\bullet\) and \(\bullet\) and that they depend on the transfer momentum \(q\). To find a further relationship between them, it is of interest to look at the short distance limit, \(r \rightarrow 0\), of the function \(\bullet\)

\[
\psi_1(r) \rightarrow \sqrt{m + E} \left( (A(q) + C(q))\rho^{-\frac{1}{2}} + (B(q) + D(q))\rho^{-\frac{1}{2}} \right). \tag{82}
\]

This expression gives us the function \(\psi_1\) to lowest order in \(r\).

We already know that the radial Dirac operator \(H_o\) and consequently Hamiltonian \(H\), \(\bullet\), admits a one parameter family of self-adjoint extension when \(0 < \nu < \frac{1}{2}\). In this case, the domain of self-adjointness of the Hamiltonian \(\bullet\)
is given by $D_z(H) = D(H) \oplus \{e^{i\frac{\pi}{2}}\Psi_+ + e^{-i\frac{\pi}{2}}\Psi_- \}$. In the limit $r \to 0$, a typical element of the domain $D_z(H)$ can be written as

$$\Psi(r, \phi) = c \left( e^{i\frac{\pi}{2}}\Psi_+ + e^{-i\frac{\pi}{2}}\Psi_- \right),$$

where $c$ is some constant and $\Psi_\pm$ are square integrable solutions of Eqs. (85).

After we make use of the relation (85) and the fact that the coefficients of appropriate powers of $r$ at both sides in (85) must match, we get the following two conditions

$$(2\gamma)^{\nu - \frac{1}{2}} (A(q) + C(q)) \sqrt{m + E} = ca \left( \sqrt{m + i e^{i\frac{\pi}{2}}(A_+ + C_+)} + \sqrt{m - i e^{-i\frac{\pi}{2}}(\bar{A}_+ + \bar{C}_+)} \right) (2\gamma)^{\nu - \frac{1}{2}}$$

$$(2\gamma)^{-\nu - \frac{1}{2}} (B(q) + D(q)) \sqrt{m + E} = -ca \left( \sqrt{m + i e^{i\frac{\pi}{2}}(B_+ + D_+)} + \sqrt{m - i e^{-i\frac{\pi}{2}}(\bar{B}_+ + \bar{D}_+)} \right) (2\gamma)^{-\nu - \frac{1}{2}},$$

where $z$ is the self-adjoint extension parameter and all other quantities appearing in the above relations are defined in the previous section. The last two equations yield

$$A(q) + C(q) \over B(q) + D(q) = \frac{\sqrt{m + i (A_+ + C_+)} + \sqrt{m - i (\bar{A}_+ + \bar{C}_+)}}{\sqrt{m + i (B_+ + D_+)} + \sqrt{m - i (\bar{B}_+ + \bar{D}_+)}} (2\gamma)^{2\nu} (2\gamma)^{-2\nu} = \frac{\xi_1 \cos(\theta_1 + \frac{z}{2})}{\xi_2 \cos(\theta_2 + \frac{z}{2})} (2\gamma)^{2\nu} (2\gamma)^{-2\nu},$$

where we have defined $\sqrt{m + i (A_+ + C_+)} \equiv \xi_1 e^{i\beta_1}$ and $\sqrt{m + i (B_+ + D_+)} \equiv \xi_2 e^{i\beta_2}$. Using (88), (89) and (86), the $S$ matrix in (87) can be written as

$$S(q) = (2i\eta)^{2i\frac{\alpha E}{\gamma}} \frac{\xi_1 \cos(\theta_1 + \frac{z}{2})}{\xi_2 \cos(\theta_2 + \frac{z}{2})} (2\gamma)^{2\nu} (2\gamma)^{-2\nu} \frac{1 + \omega}{1 + \omega} \frac{\Gamma(1 + 2\nu)}{\Gamma(1 + \nu + \frac{i E}{\gamma})} + \frac{\omega_2 \Gamma(1 - 2\nu)}{\Gamma(1 - \nu + \frac{i E}{\gamma})} e^{-i\pi(\nu + \frac{i E}{\gamma})},$$

where

$$\omega_1 \equiv \frac{C(q)}{A(q)} = \frac{\nu - \frac{\alpha E}{\gamma}}{j - \frac{m\alpha}{\gamma}}, \quad \omega_2 \equiv \frac{D(q)}{B(q)} = \frac{-\nu - \frac{\alpha E}{\gamma}}{j - \frac{m\alpha}{\gamma}.}$$

The expression in (87) gives the $S$ matrix for gapped graphene for the parameter range $0 < \nu < \frac{1}{2}$. For this range of $\nu$, the appropriate boundary conditions for which the Hamiltonian (11) is self-adjoint and the corresponding time evolution unitary requires the introduction of an additional real self-adjoint extension parameter $z$, which labels the allowed boundary conditions. The phase shifts and the $S$ matrix depend explicitly on $z$. For each value of $z$ (mod 2$\pi$), we have an inequivalent set of the scattering data. The above analysis by itself cannot determine which value of $z$ would be realized in a given physical situation, which must be determined empirically. We shall make further comments about this in the conclusions.

We end this Section by noting that we can recover the bound states found in [12] from the poles of the $S$ matrix (87) in the positive imaginary axis. In the bound state sector $m > E$, by setting $q = ip, \ p = \sqrt{m^2 - E^2}$, as some arbitrary pole of the scattering matrix (87), we obtain the condition determining the bound state spectrum as

$$\left( \frac{m^2 - E^2}{m^2 + 1} \right)^{\nu} \frac{\Gamma(1 - 2
u)\Gamma(1 + \nu - \frac{m\alpha E}{\sqrt{m^2 - E^2}})}{\Gamma(1 + 2\nu)\Gamma(1 - \nu - \frac{m\alpha E}{\sqrt{m^2 - E^2}})} \left( j + \nu + \frac{\alpha(m + E)}{\sqrt{m^2 - E^2}} \right) = \frac{\xi_1 \cos(\theta_1 + \frac{z}{2})}{\xi_2 \cos(\theta_2 + \frac{z}{2})} \left( j - \nu + \frac{\alpha(m + E)}{\sqrt{m^2 - E^2}} \right).$$

This equation determines the bound state energies in gapped graphene in the presence of a charge impurity, for the parameter range $0 < \nu < \frac{1}{2}$ [12].

4. CONCLUSIONS

In this paper we have analyzed the scattering sectors of the Hamiltonians for the gapless and gapped graphene in the presence of a charge impurity. We have shown that for a certain range of the system parameters, the corresponding
Hamiltonians are not self-adjoint and therefore do not generate unitary time evolution with the usual boundary conditions. However, they can be made self-adjoint by a suitable choice of the boundary conditions, which requires the introduction of a real parameter in the problem. This self-adjoint extension parameter $z$ is a real number (defined modulo $2\pi$) and for each value of $z$, we have an inequivalent quantization and spectral data for the system. In particular, the scattering state wave functions, the phase shifts and the $S$ matrices explicitly depend on the parameter $z$. This parameter however cannot be determined by theory alone, and has to be fixed empirically.

There are a variety of possibilities to fix this parameter empirically. First, the scattering matrix and the differential scattering cross-section determines the resistivity of the system [28]. A measurement of the resistivity would be a possible way to fix the parameter $z$. Second, it is well known that Friedel sum rule is affected by the self-adjoint extension [31], as it depends on the scattering phase shifts which are functions of the self-adjoint extension parameter. Thus the Friedel sum rule for graphene [32] would also depend on the parameter $z$. It follows that the integrated density of states would be $z$ dependent and the precise nature of this dependence which can be used to fix the value of $z$ is under investigation.

Our analysis of the scattering sector also yields information about the bound states by looking at the poles of the $S$ matrix. Here we have recovered the results for the bound state spectrum which has already appeared elsewhere [1, 9, 12]. Measurement of local density of states (LDOS) using scanning tunneling spectroscopy can also yield information about the value of $z$ in a given graphene system. It should be noted that beyond the parameter range for which the self-adjoint extension is required, the established analyses of the scattering sector is unchanged.

The analysis presented here can be extended to a variety of physical effects in graphene. These include the analysis of the impact of generalized boundary conditions on screening effect in graphene [33, 34, 35, 36, 37] and on the study of impurities in bilayer graphene [38]. These are presently under investigation.
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