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Abstract—Channel symmetry properties that imply the tightness of Shannon’s random coding inner bound have recently been used to determine the capacity region of discrete-memoryless two-way channels (DM-TWCs). For channels without such symmetry properties, outer bounds are often needed to estimate the capacity region. However, validating symmetry conditions and/or evaluating non-trivial outer bounds are computationally demanding, especially for channels with large input and output alphabets. In this paper, three easy-to-check conditions that identify DM-TWCs with no such symmetry properties as well as an easy-to-compute outer bound are derived. The bound is obtained from Shannon’s inner bound computation but is non-trivial. Using this outer bound, approximate capacity results can be established for certain DM-TWCs. The results are illustrated by two examples.

I. INTRODUCTION

Shannon’s two-way communication [1] allows two terminals to operate in a full-duplex manner, which is ideally the most efficient way to utilize limited channel resources. To date, it is still unclear in general how a terminal can maximize its own information transmission rate and concurrently provide feedback to optimally help the other terminal’s transmission. Because of this, the problem of finding a single-letter expression for the capacity region for general two-way channels (TWCs) remains unsolved. The best known capacity inner and outer bounds for the discrete-memoryless (DM) setup are given in [2] and [3], respectively.

Recently, various efforts have been made to investigate DM-TWCs [4]–[9]. A symbol-wise adaptive coding scheme was devised in [4] to obtain a capacity inner bound for common-output DM-TWCs. Improved inner and outer bounds were also derived for the non-adaptive zero-error capacity region of general DM-TWCs [5]. These bounds subsumed the best existing results when specialized to binary-multiplying TWCs [1, Section 13]. Moreover, Shannon’s channel symmetry property [1, Section 11], under which his random coding inner bound is tight, was extended in [8], [9], [16] in order to determine the exact capacity region for a larger class of DM-TWCs. These results suggest a procedure, shown in Section II-C, to assess the capacity region of a general DM-TWC. Nevertheless, such a procedure is computationally demanding. It is thus of interest whether one can reduce the computational complexity associated with such procedure.

In this paper, we derive theoretical results that help avoid unnecessary calculations during this procedure. Our main contribution is the derivation of a simple but non-trivial capacity outer bound. The bound is constructed from Shannon’s inner bound calculations. We note that our goal is not to refine capacity outer bound results [1], [3], but to seek a low-complexity, non-trivial outer bound. The idea is that when the low-complexity outer bound is close to Shannon’s inner bound, then we can determine the capacity region with large accuracy and hence the calculation of other sophisticated outer bounds is no longer needed. We give examples to illustrate the capacity approximation results. Moreover, we derive three easy-to-check conditions to identify DM-TWCs that do not possess the symmetry properties defined in [9, Theorem 1] and [9, Theorem 4] (see Propositions 1 and 2 in Section II). These conditions allow us to skip the complex validation process in determining the symmetry properties in many situations.

The rest of this paper is organized as follows. In Section II, the system model and a procedure for finding the capacity region of a general DM-TWC are given. The computational aspects of the procedure are discussed in Section III, together with three necessary conditions for a DM-TWC to possess desirable symmetry properties. In Section IV, a simple outer bound as well as capacity approximation results are presented. Conclusions are drawn in Section V.

II. PRELIMINARIES

In a two-way transmission system, shown in Fig. 1, two terminals exchange messages $M_1$ and $M_2$ via $n$ uses of a shared channel. The messages $M_1$ and $M_2$ are assumed to be independent and uniformly distributed on the finite sets $M_1$ and $M_2$, respectively. For $j = 1, 2$, let $X_j$ and $Y_j$ denote the finite channel input and output alphabets of terminal $j$. The joint probability distribution of all random variables for $n$ uses of the channel is given by

$$
P_{X_1,M_1,Y_1} \cdots P_{X_n,M_n,Y_n} = \prod_{i=1}^{n} P_{X_i|M_i,Y_{i-1}},
$$

where $X_j \triangleq (X_{j,1}, X_{j,2}, \ldots, X_{j,i})$ and $Y_j \triangleq (Y_{j,1}, Y_{j,2}, \ldots, Y_{j,i})$ for $j = 1, 2$ and $i = 1, 2, \ldots, n$. The $n$ transmissions can be then described by the sequence of conditional probabilities.
When the TWC is memoryless with transition probability \(P_{Y_1,Y_2,X_1,X_2}^{(i)}\), we further have that \(P_{Y_1,Y_2,X_1,X_2}^{(i)} = P_{Y_1,Y_2,X_1,X_2}^{(i)} = P_{Y_1,Y_2,X_1,X_2}^{(i)}\) for all \(i = 1, 2, \ldots, n\). We will only consider memoryless TWCs in this paper.

**Definition 1.** An \((n, R_1, R_2)\) channel code for the DM-TWC consists of two message sets \(\mathcal{M}_1 = \{1, 2, \ldots, 2^{nR_1}\}\) and \(\mathcal{M}_2 = \{1, 2, \ldots, 2^{nR_2}\}\), two sequences of encoding functions \(f_1 \triangleq (f_{1,1}, f_{1,2}, \ldots, f_{1,n})\) and \(f_2 \triangleq (f_{2,1}, f_{2,2}, \ldots, f_{2,n})\), where \(f_{j,i} : \mathcal{M}_j \rightarrow X_i\) and \(f_{j,i} : \mathcal{M}_j \times \mathcal{Y}_{j-1} \rightarrow X_i\) for \(j = 1, 2\) and \(i = 2, 3, \ldots, n\), and two decoding functions \(g_1 : \mathcal{M}_1 \times \mathcal{Y}_n \rightarrow \mathcal{M}_2\) and \(g_2 : \mathcal{M}_2 \times \mathcal{Y}_n \rightarrow \mathcal{M}_1\).

The channel inputs at the first time slot are only functions of the messages, i.e., \(X_{j,1} = f_{j,1}(M_j)\) for \(j = 1, 2\), but all subsequent channel inputs are generated by also adapting to the previous channel outputs, i.e., \(X_{j,i} = f_{j,i}(M_j, Y_{j-1})\) for \(i = 2, 3, \ldots, n\). After all \(n\) channel outputs are observed, terminal \(j\) reconstructs \(M_j\) as \(M_j = g_j(X_j, Y_n)\) for \(j = 1, 2\) with \(j \neq j'\). We define the average probability of decoding error as \(P_{\mathcal{E}}(f_1, f_2, g_1, g_2) = \mathbb{P}(M_1 \neq M_1 \text{ or } M_2 \neq M_2)\), which leads to the following definition.

**Definition 2.** A rate pair \((R_1, R_2)\) is said to be achievable if there exists a sequence of \((n, R_1, R_2)\) codes such that \(\lim_{n \to \infty} P_{\mathcal{E}}^{(n)} = 0\). The capacity region \(\mathcal{C}\) of a DM-TWC is the closure of the convex hull of all achievable rate pairs.

### A. Capacity Inner and Outer Bounds

Let \(\mathcal{R}(P_{X_1,X_2}, P_{Y_1,Y_2|X_1,X_2}) \triangleq \{(R_1, R_2) : 0 \leq R_1 \leq I(X_1; Y_2 | X_2), 0 \leq R_2 \leq I(X_2; Y_1 | X_1)\}\), where the joint distribution of all random variables is given by \(P_{X_1,X_2,Y_1,Y_2} = P_{X_1,X_2}P_{Y_1,Y_2|X_1,X_2}\). Let \(\mathcal{P}(A)\) denote the set of all probability distributions on a finite set \(A\). Although a single-letter characterization of \(\mathcal{C}\) remains unsolved, Shannon proved that \(\mathcal{C}\) can be inner bounded by [1]

\[
\mathcal{C}_1(P_{Y_1,Y_2|X_1,X_2}) \triangleq \mathbb{E} \left( \bigcup_{P_{X_1,X_2} \in \mathcal{P}(X_1 \times X_2)} \mathcal{R}(P_{X_1,X_2}, P_{Y_1,Y_2|X_1,X_2}) \right),
\]

and outer bounded by

\[
\mathcal{C}_0(P_{Y_1,Y_2|X_1,X_2}) \triangleq \mathbb{E} \left( \bigcup_{P_{X_1,X_2} \in \mathcal{P}(X_1 \times X_2)} \mathcal{R}(P_{X_1,X_2}, P_{Y_1,Y_2|X_1,X_2}) \right),
\]

where \(\mathbb{E} (\cdot)\) denotes taking the closure of the convex hull.

We remark that for DM-TWCs, there is a trivial outer bound given by \(\mathcal{C}_0 \triangleq \{(R_1, R_2) : 0 \leq R_1 \leq I_1^*, 0 \leq R_2 \leq I_2^*\}\), where \(I_1^* \triangleq \max_{x_j, y_j \in \mathcal{X}} \max_{x_{j'}, y_{j'} \in \mathcal{X}} I(X_j; Y_j | X_{j'} = x_{j'})\), \(j \neq j'\), but it is loose except for some very special cases.

### B. Channel Symmetry Properties

In general, \(\mathcal{C}_1\) and \(\mathcal{C}_0\) do not coincide. We here review two recently established channel symmetry properties that imply \(\mathcal{C}_1 = \mathcal{C}_0\) [9]. For simplicity, we occasionally use \(\mathcal{I}(P_X, P_{Y|X})\) to denote the mutual information \(I(X; Y)\) between input \(X\) (governed by \(P_X\)) and the corresponding output \(Y\) of a channel with transition probability \(P_{Y|X}\).

\(\text{Proposition 1 (9, Theorem 1). If a DM-TWC satisfies conditions (a) and (b) below, then } \mathcal{C}_1 = \mathcal{C}_0:\)

(a) Common optimal input distribution: there exists \(P_{X_1}^* \in \mathcal{P}(X_1)\) such that for all \(x_2 \in X_2\), we have that \(\arg \max_{x_2} I(X_1; Y_2 | X_2 = x_2) = P_{X_1}^*\).

(b) Invariance of input-output mutual information: for any fixed \(P_{X_2} \in \mathcal{P}(X_2)\), we have that \(\mathcal{I}(P_{X_2}, P_{Y_1|X_1=x_1,x_2})\) does not depend on \(x_1 \in X_1\).

\(\text{Proposition 2 (9, Theorem 4). If a DM-TWC satisfies condition (a) above and condition (b) below, then } \mathcal{C}_1 = \mathcal{C}_0:\)

(b) \(H(Y_1 | X_1, X_2)\) does not depend on \(P_{X_1, X_2}\) given \(P_{X_2}\), and \(H(Y_1 | X_1) \leq H(Y_1 | X_1, X_2)\) holds for any \(P_{X_1, X_3} = P_{X_3} P_{X_1}^\perp P_{X_1}^\perp\) and \(P_{X_2, X_3} = P_{X_2} P_{X_3}^\perp\), thus implying that \(\mathcal{C}_0 \subseteq \mathcal{C}_1\). A crucial implication of the equality \(\mathcal{C}_1 = \mathcal{C}_0\) is that using independent inputs can achieve capacity and hence adaptive coding is unnecessary.

### C. A Procedure for Finding the Capacity Region

Combining the known results and taking the computational complexity into accounts, we suggest the following procedure to assess the capacity region of a general DM-TWC:

**Step 1:** Validate channel symmetry conditions, e.g., Propositions 1 or 2 or other more restrictive results in [9].

**Step 2:** If the channel possesses desirable symmetry properties, then we compute \(\mathcal{C}_1\); otherwise, evaluate capacity inner and outer bounds\(^3\) and compare them.

To further reduce the computational demand of each step, in Section III we seek necessary conditions for a DM-TWC to satisfy the symmetry properties in Propositions 1 and 2. We also derive a simple but non-trivial capacity outer bound.

### III. Computation-Reduction Strategy for Validating Symmetry Conditions

This section first highlights which part of the procedure may involve intensive computations. Then, we derive three easy-to-check conditions to avoid the complex validation step.

### A. Computational Complexity

Known numerical methods to obtain Shannon’s capacity bounds involve (i) uniformly quantizing the probability simplex of channel inputs; (ii) evaluating the region \(\mathcal{R}\) for each

\(^3\text{In practice, Shannon’s capacity bounds } \mathcal{C}_1 \text{ and } \mathcal{C}_0 \text{ are commonly used to infer the capacity region since they are easier to evaluate than other capacity bounds [2], [3].}
quantized input distribution; (iii) taking the convex hull. By definition, the quantized input distributions for $C_1$ and $C_0$ take values in the spaces $\mathcal{P}(X_1) \times \mathcal{P}(X_2)$ and $\mathcal{P}(X_1 \times X_2)$, with dimensions $(|X_1|-1)(|X_2|-1)$ and $|X_1||X_2|-1$, respectively. Let $\Delta \in (0,1)$ denote the step size of the quantization and suppose that $\Delta^{-1} \in \mathbb{N}$. We thus have $(\Delta^{-1}+|X_1|-1)(\Delta^{-1}+|X_2|-1)$ and $(\Delta^{-1}+|X_1||X_2|-1)$ quantized input distributions to compute for $C_1$ and $C_0$, respectively. For example, when all channel alphabet sizes are not larger than 3, setting $\Delta = 0.025$ is enough to have visually indistinguishable region estimates of $C_1$ and $C_0$. The number of quantized input distributions for $C_1$ is roughly $7 \times 10^6$, but it is about $3 \times 10^6$ for $C_0$; evaluating $C_0$ clearly involves significantly more calculations. Although one can apply the Lagrange multiplier method [1, Section 11] to find $C_0$, the implementation cost is still considerable.

On the other hand, even though the validation of individual symmetry conditions is usually easy, the accumulated computational complexity can be significant. For instance, validating condition (a) can be efficiently done via the Blahut-Arimoto algorithm [17]. The verification of condition (b1), though slightly complex, only involves checking input distributions in $\mathcal{P}(X_2)$. Clearly, the overall computational complexity for Proposition 1 is lower than the one needed for evaluating $C_1$ and $C_0$. Nevertheless, if this validation fails, then we need to swap the roles of terminals 1 and 2 and verify conditions (a) and (b1) again. If this process is still unsuccessful, then one may switch to Proposition 2. Hence, the entire validation process can be lengthy and requires significant computational resources.

### B. Necessary Conditions for Symmetric Channels

To reduce the computational complexity of validating symmetry conditions, we provide three simple conditions that can be used to rule out such symmetry properties. Two of these conditions appeared in the proofs of [9, Corollary 2] and [9, Theorem 7]. As the conditions are useful in practice, we present them here as standalone results without proof. The first one is derived for condition (b1) of Proposition 1, which can be efficiently validated via the Blahut-Arimoto algorithm (as done for condition (a)). The second one is for condition (b2) of Proposition 2, which sometimes can be verified by directly observing the channels’ marginal transition matrices.

**Theorem 1.** If a DM-TWC satisfies condition (b1) of Proposition 1, then there exists $P_{X_2}^* \in \mathcal{P}(X_2)$ such that for all $x_1 \in X_1$, $\arg \max_{P_{X_2} \mid X_1 = x_1} I(X_2;Y_1 \mid X_1 = x_1) = P_{X_2}^*$.

**Theorem 2.** If a DM-TWC satisfies condition (b2) of Proposition 2, then $H(Y_1 | X_1 = x'_1, X_2 = x'_2) = H(Y_1 | X_1 = x''_1, X_2 = x''_2)$ for any $x'_1, x''_1 \in X_1$ and fixed $x_2 \in X_2$.

Furthermore, for DM-TWCs that satisfy the conditions of Proposition 2, the inequality $I(1)(X_j;Y_j | X_1) \leq I(2)(X_j;Y_j | X_1)$, $j \neq j'$, holds for the specific input distributions $P_{X_1,X_2}^{(1)} = P_{X_1}^* P_{X_2}^{(1)}$, $P_{X_1,X_2}^{(2)} = P_{X_1}^{(2)} P_{X_2}^{(1)}$. For $j=2$ and $j'=1$, expanding the inequality, we have that

\[
\sum_{x_1 \in X_1} P_{X_1}^*(x_1) \cdot I(1)(P_{X_2 | X_1 = x_1}, P_{Y_1 | X_1 = x_1, X_2}) \leq \sum_{x_1 \in X_1} P_{X_1}^*(x_1) \cdot I(2)(P_{X_2 | X_1 = x_1}, P_{Y_1 | X_1 = x_1, X_2}),
\]

which indicates that using an average input $P_{X_2}^{(1)}$ at terminal 2 does not incur any information loss when terminal 1 uses the common optimal input $P_{X_1}^*$. As one can choose $P_{X_2}^{(1)}(x_1 | x_2) = \arg \max_{P_{X_2} \mid X_1 = x_1} I(F_{X_2 | X_1 = x_1}, P_{Y_1 | X_1 = x_1, X_2}$, the inequality suggests another common maximizer property, which we use to derive a necessary condition for (a) and (b2).

**Theorem 3.** If a DM-TWC satisfies the conditions of Proposition 2 with $P_{X_2}^*(x_1) > 0$ for all $x_1 \in X_1$, then there exists a common output conditional entropy maximizer $P_{X_2}$ such that for all $x_1 \in X_1$, $\arg \max_{P_{X_2} \mid X_1 = x_1} H(Y_1 | X_1 = x_1) = P_{X_2}^*$.

**Proof:** For any $P_{X_1,X_2}^{(1)} = P_{X_2}^* P_{X_1}^{(1)}$, $P_{X_1,X_2}^{(2)} = P_{X_2}^{(2)} P_{X_1}^{(1)}$, the symmetry condition (b2) gives the inequality $H(1)(Y_1 | X_1) \leq H(2)(Y_1 | X_1)$. Consider the particular choice $P_{X_1}^{(1)} = P_{X_1}^*$ and $P_{X_1}^{(2)} = \arg \max_{P_{X_1} \mid X_1 = x_1} H(Y_1 | X_1 = x_1)$ for all $x_1 \in X_1$. Together with the assumption that $P_{X_2}^*(x_1) > 0$ for all $x_1 \in X_1$ and the non-negativity of entropy, we obtain that $H(1)(Y_1 | X_1 = x_1) \leq H(2)(Y_1 | X_1 = x_1)$ for every $x_1 \in X_1$. Since $P_{X_2}^*$ is the maximizer of $H(Y_1 | X_1 = x_1)$, we further have that $H(1)(Y_1 | X_1 = x_1) = H(2)(Y_1 | X_1 = x_1)$ for any $x_1 \in X_1$. In other words, the conditional entropies $H(Y_1 | X_1 = x_1) = H(Y_1 | X_1 = x_1)$, $x_1 \in X_1$, have a common maximizer (and $P_{X_2}$ is the common maximizer).

As $H(Y_1 | X_1 = x_1)$ is a concave function of $P_{X_2 | X_1 = x_1}$, for fixed $P_{X_1} | X_1 = x_1, X_2$, one can use a standard convex optimization program to check this necessary condition. This result is useful since the inequality $H(1)(Y_1 | X_1) \leq H(2)(Y_1 | X_1)$ in condition (b2) is often difficult to verify.

Due to space limitation, we present herein a single example. Given a binary-input and binary-output DM-TWC, where the conditional distributions $P_{Y_1 | X_1, X_2}^* [\cdot | x_1, x_2]$ and $P_{Y_2 | X_1, X_2}^* [\cdot | x_1, x_2]$ correspond to binary symmetric channels (BSCs) but with different crossover probabilities, condition (a) of Proposition 2 is satisfied since the uniform input distribution is optimal for all BSCs. However, condition (b2) fails to hold due to Theorem 2 and hence the validation of condition (b2) is no longer needed. Furthermore, although Theorem 1 holds in this example, condition (b1) does not hold (since a fixed input distribution cannot yield the same input-output mutual information for BSCs with distinct crossover probabilities).

### IV. A SIMPLE OUTER BOUND TO THE CAPACITY REGION

For DM-TWCs that are not symmetric in the sense of Propositions 1 or 2, calculating outer bounds to assess the capacity region is almost inevitable. The discussion in Section III-A highlighted the high computational demands for obtaining $C_0$. When using refined outer bounds such as in [3], the problem becomes even more complex due to the use of auxiliary random variables. In this section, we derive an easy-to-compute but non-trivial outer bound. Also, we give examples where our bound (together with $C_1$) results in a good estimate of $C$. We note that our goal here is not to improve on any outer bound results; instead, we show that the computation of $C_1$ can in itself produce a useful outer bound.

Our result is inspired by the proof of Proposition 1. To derive our simple outer bound, we relax the symmetry conditions.
of Proposition 1 as follows. Without loss of generality, the definitions are given for a specific direction of transmission.

**Definition 3.** Given the set of state-dependent one-way channels \( \{ P_{Y|X_1|x_2}(\cdot, x_2) : x_2 \in X_2 \} \), let

\[
\alpha^* = \min_{P_{X_1}} \max_{x_2 \in X_2} \{ I(P_{X_1}, P_{Y|X_1=x_2}) \} - \max_{P_{X_1}} \{ I(P_{X_1}, P_{Y|X_1=x_2}) \}.
\]

Such a collection of channels is said to have an \( \alpha^* \)-close common optimal input distribution.

**Remark 1.** When \([X_1] = 2\), we have that \( \alpha^* \leq 0.011 \) [18] for any finite collection of memoryless one-way channels under the uniform input: \( \hat{P}_{X_1}(0) = \hat{P}_{X_1}(1) = 1/2 \).

**Definition 4.** Given the set of state-dependent one-way channels \( \{ P_{Y_1|X_1,x_2}(\cdot, x_2) : x_2 \in X_2 \} \), let

\[
\beta^* = \min_{P_{X_1}} \max_{x_2 \in X_2} \{ I(P_{X_1}, P_{Y_1|X_1=x_2}) \} - I(P_{X_1}, P_{Y_2|X_1=x_2})\}
\]

Such a collection of channels is said to be \( \beta^* \)-invariant in the input-output mutual information.

Based on Definitions 3-4, we obtain the following lemma, which will be used to obtain our capacity outer bound result.

**Lemma 1.** For any DM-TWC and any achievable rate pair \((R_1, R_2)\), there exists a rate pair \((R_1', R_2')\) in \( C_1 \) such that \( R_1 \leq R_1' + \alpha^* \) and \( R_2 \leq R_2' + \beta^* \).

**Proof:** Given any \( P_{X_1,X_2}^{(1)} = P_{X_2}^{(1)} P_{X_1,X_2}^{(1)} \), let \( P_{X_1,X_2}^{(2)} \triangleq P_{X_1,X_2}^{(1)} \), where \( P_{X_1}^{(1)} \) denotes the \( \alpha^* \)-close common optimal input distribution. First, we have that

\[
I^{(1)}(X_1; Y_2|X_2) = \sum_{x_2 \in X_2} P_{X_2}^{(1)}(x_2) \cdot I(P_{X_1|X_2=x_2}^{(1)}, P_{Y_2|X_1,x_2}^{(1)}) \leq \sum_{x_2 \in X_2} P_{X_2}^{(1)}(x_2) \cdot \{ I(P_{X_1|X_2=x_2}^{(1)}, P_{Y_2|X_1,x_2}^{(1)}) + \alpha^* \}
\]

where the inequality follows from Definition 3. Moreover,

\[
I^{(1)}(X_2; Y_1|X_1) = \sum_{x_1 \in X_1} P_{X_1}^{(1)}(x_1) \cdot I(P_{X_2|X_1=x_1}^{(1)}, P_{Y_1|X_1=x_1}) \leq \sum_{x_1 \in X_1} P_{X_1}^{(1)}(x_1) \cdot \{ I(P_{X_2|X_1=x_1}^{(1)}, P_{Y_1|X_1=x_1}) + \beta^* \}
\]

where the first and the last inequalities are due to Definition 4 while the second inequality holds since \( I(\cdot, \cdot) \) is concave in the first argument. The claim is proved by noting that \((R_1', R_2') = (I^{(2)}(X_1; Y_2|X_2), I^{(2)}(X_2; Y_1|X_1)) \in C_1 \).

**Theorem 4.** For any DM-TWC,

\[
C \subseteq \bigcap \{ (R_1', R_2') \in C_1 \} \cap \hat{C}_O,
\]

where \( \hat{C}_O \) is the trivial outer bound defined in Section II-A.

The proof of the Theorem 4 is omitted since it is straightforward given Lemma 1. We emphasize that \( \alpha^* \) merely depends on the marginal input distributions on \( X_1 \) (i.e., \( P_{X_1} \)) and the marginal channel distribution \( P_{Y_2|X_1,X_2} \). More importantly, the mutual information quantities in (1) are already found when computing \( C_1 \). One can thus efficiently obtain \( \alpha^* \) within the framework of Shannon’s inner bound computation; the same holds for \( \beta^* \). As a result, forming this outer bound only requires subtraction and comparison operations.

Moreover, our outer bound coincides with \( C_0 \) when \( \alpha^* = \beta^* = 0 \), which is exactly equal to \( C_1 \) as can be deduced from the proof of Lemma 1 (and hence recovers the result in Proposition 1). For other cases, the values \( \alpha^* \) and \( 2\beta^* \) roughly indicate how much our outer bound deviates from \( C_1 \) in the \( R_1 \) and \( R_2 \) axis, respectively. Using this fact, we can establish approximation capacity results for small deviations.

**Definition 5.** For \( \epsilon \geq 0 \), the \( \epsilon \)-neighborhood \( C_{1,\epsilon} \) of Shannon’s inner bound is defined as \( C_{1,\epsilon} \triangleq \{ (R_1, R_2) \in [0, I_1^*] \times [0, I_2^*] \} : \max \{ \frac{|R_1 - R_1'|}{R_1^*}, \frac{|R_2 - R_2'|}{R_2^*} \} \leq \epsilon \) for some \((R_1', R_2') \in C_1 \). If \( C_0 \subseteq C_{1,\epsilon} \), then \( \hat{C}_{1,\epsilon} \) is called an \( \epsilon \)-approximated capacity region.

Combining this definition with Lemma 1, our outer bound is an \( \epsilon \)-approximated capacity region with \( \epsilon = \max \{ \frac{|R_1 - R_1'|}{R_1^*}, \frac{|R_2 - R_2'|}{R_2^*} \} \). Thus, a smaller value of \( \epsilon \) gives an approximation \( C_{1,\epsilon} \approx C \) with higher accuracy. To end this section, we illustrate \( C_{1,\epsilon} \) via two examples. Example 1 also illustrates Remark 1; Example 2 shows a general interplay between \( C_{1,\epsilon} \) and the underlying channel parameters.

**Example 1.** Consider a DM-TWC with marginal channels given in Table I. The channel \( P_{Y_1|X_1,X_2} \) consists of two ternary sub-channels that satisfy condition (b1). The channel \( P_{Y_2|X_1,X_2} \) is chosen to violate condition (a), which includes one Z-type, one inverse Z-type, and one pure asymmetric binary sub-channel; these sub-channels favor different input distributions. Based on the numerical computation for \( C_1 \), we obtain that \( I_1^* = 0.5582, I_2^* = 0.6603, \alpha^* = 0.0102, \beta^* = 0 \), and an outer bound \( C_{1,\epsilon} \) with \( \epsilon = 0.0183 \). As shown in Fig. 2, the
TABLE II: Marginal channel transition matrices of Example 2

| $P_{Y_1 | X_1, X_2}$ | 0   | 1          | $P_{Y_2 | X_1, X_2}$ | 0   | 1 | 2 |
|----------------------|-----|------------|----------------------|-----|---|---|
| (0, 0)               | 0.96| 0.04       | (0, 0)               | 1   | 0 | 0 |
| (0, 1)               | 0.04| 0.96       | (1, 0)               | 0   | 1 | 0 |
| (1, 0)               | 0.96| 0.04       | (2, 0)               | 0.5 | 0.5| 0 |
| (1, 1)               | 0.04| 0.96       | (0, 1)               | 0   | 0.1| 0.9|
| (2, 0)               | 0.96| 0.04       | (1, 1)               | 0.2 | 0.2| $\gamma$|
| (2, 1)               | 0.04| 0.96       | (2, 1)               | 0.2 | $0.8 - \gamma$| $\gamma$|

TABLE III: The values of $\alpha^*$ and $\epsilon$ under different settings of $\gamma$ in Example 2

| $\gamma$ | 0.1 | 0.15 | 0.2  | 0.25 | 0.30 | 0.35 | 0.375 | 0.4       |
|----------|-----|------|------|------|------|------|-------|----------|
| $\alpha^*$ | 0.1911 | 0.1808 | 0.1641 | 0.1398 | 0.1063 | 0.0608 | 0.0013 | 0.0066 |
| $\epsilon$ | 0.1911 | 0.1808 | 0.1641 | 0.1398 | 0.1063 | 0.0608 | 0.0325 | 0.0066 |

region $C_1$ and $C_{1, \epsilon}$ are quite close to each other, thus providing a good estimation to $C$. Also, for any fixed $R_2$, the rate loss of $R_1$ is less than 0.011 (bits per channel use) when terminal 1 always uses the uniform inputs.

Example 2. Consider the DM-TWC with the marginal channels given in Table II. The marginal channel $P_{Y_1 | X_1, X_2}$ does not satisfy condition (b1), and its sub-channels are given by perturbing a BSC with crossover probability 0.04. To demonstrate how $C_{1, \epsilon}$ generally approximates $C$, we also consider non-standard sub-channels for $P_{Y_2 | X_1, X_2}$ parameterized by $\gamma \in [0, 0.8]$. Note that when $\gamma$ increases from 0.1 to 0.4, the sub-channel with transition matrix $P_{Y_2 | X_1, X_2}([1, 1])$ becomes less noisy and the overall marginal channel $P_{Y_2 | X_1, X_2}$ tends to be symmetric in the sense of condition (a). For this setup, we have that $\beta = 0.0025$, $I_1 = 1$, and $I_2 = 0.7577$. In Table III, we list the values of $\alpha^*$ and $\epsilon$ for different values of $\gamma \in [0, 0.4]$. We also depict $C_1$ and $C_{1, \epsilon}$ for selected values of $\gamma$ in Fig. 3. It is observed that when $\epsilon < 0.05$, our simple outer bound and $C_1$ determine the capacity region $C$ with large accuracy. In other cases, our outer bound is still non-trivial.

V. CONCLUSIONS

Two computation-reduction strategies for assessing the capacity region of general DM-TWCs were presented. The derived necessary conditions can quickly identify DM-TWCs that do not have the symmetry properties of [9], thus avoiding lengthy validation steps. Our simple but non-trivial outer bound result also eliminates the need of complex outer bound evaluations in some cases. Future research directions include using channel ordering to predict the capacity region and determining the exact capacity region via channel decomposition.
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