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The present paper concerns with a near-optimal control problem for systems governed by mean-field forward-backward stochastic differential equations (FBSDEs) with mixed initial-terminal conditions. Utilizing Ekeland’s variational principle as well as the reduction method, the necessary and sufficient near-optimality conditions are established in the form of Pontryagin’s type. The results are obtained under restriction on the convexity of the control domain. As an application, a linear-quadratic stochastic control problem is solved explicitly.

1. Introduction

Near-optimal control problems have attracted more attention in recent years due to its distinct advantages, such as existence under minimal assumptions, availability in most practical cases, and convenience for implementation both analytically and numerically. The study of this theory can be traced back to Ekeland [1] and later greatly developed by Zhou [2–4] for deterministic and stochastic cases. Since then, many works have been devoted to the near-optimality of various stochastic control systems. Without being exhaustive, let us refer to [5–13] and the references therein.

In 2015, Zhang et al. [14] investigated the near-optimality necessary conditions for classical linear FBSDEs, where the control domain was with nonconvexity. Via convergence technique as well as reduction method, they established the near-optimal maximum principle. Soon afterwards, under the same assumptions, Zhang [15] presented the near-optimal sufficient conditions for such classical linear FBSDEs. Especially, in 2018, by defining viscosity solution with perturbation factor to dispense the illusory differentiability condition of value function, Zhang and Zhou [16] established the necessary near-optimality conditions for stochastic recursive systems by virtue of dynamic programming principle. Another noteworthy thing is that, for recent years, some authors started research studies on near-optimal control problems for delay systems. For example, Zhang [17] first studied near-optimal control problems for linear stochastic delay systems. By anticipated backward stochastic differential equations method as well as maximum principle, necessary condition and sufficient verification theorem were provided. Then, also under restriction on convexity control domain, Wang and Wu [18] investigated near-optimal control problem for nonlinear stochastic delay systems. By Ekeland’s variational principle and corresponding moment estimations, they presented the sufficient as well as necessary near-optimality conditions. For more details, refer to [19, 20] and the references therein.

However, to the best of our knowledge, few papers can be found in the literature on the near-optimality of mean-field backward stochastic differential equations (BSDEs). This new kind of mean-field BSDEs was first introduced by Buckdahn et al. [21], which were derived as a limit of some highly dimensional system of FBSDEs, corresponding to a large number of particles. It has been shown in Buckdahn et al. [22] that, such a mean-field BSDE described the viscosity solution of the associated nonlocal partial differential equations. Henceforth, many authors take into account of this system of McKean-Vlasov type (Lasry and Lions [23]) adapted for different frameworks, for example, Xu and Wu
presented a maximum principle for optimal control problems governed by backward stochastic partial differential equations of mean-field type, and for other related works, refer to [25–28].

As we can see that all the above literature studies are about mean-field problems involving expectations as mean-field terms. In fact, there is another line dealing with mean-field problems, which involve large-population as mean-field terms to describe the impact of the population’s collective behaviors on all agents (Huang et al. [29]) such as the work of Huang [30] and Xu and Shi [31] as well as the work of Xu and Zhang [32] all concerned with general mean-field linear-quadratic control problem is worked out to illustrate the theoretical applications. Finally, some concluding remarks are given in Section 6.

2. Preliminaries

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a filtered probability space satisfying the usual condition, on which a one-dimensional standard Brownian motion $(W_t)_{t \geq 0}$ is defined, $\mathcal{F}_t = \{\mathcal{F}_s, 0 \leq s \leq t\}$ be the natural filtration generated by $(W_t)_{t \geq 0}$ and augmented by all $P$-null sets, i.e.,

$$\mathcal{F}_t = \sigma(W_s, r \leq s) \forall \mathcal{N}_P, \quad s \in [0, T],$$

where $\mathcal{N}_P$ is the set of all $P$-null subsets. We now introduce some spaces of random variables and stochastic processes.

$$L^2_{\mathcal{F}}(\Omega; R) = \{\mathcal{F} - \text{measurable random variable}$$

$$X: E[X^2] < \infty\}$$

$$\delta^2_{\mathcal{F}}(0, T; R) = \{\mathcal{F} - \text{adapted and continuous process}$$

$$\psi: E[\sup_{t \in [0, T]} |\psi_t|^2] < \infty\}$$

$$\mathcal{F}_2(0, T; R) = \{\mathcal{F} - \text{adapted process}$$

$$\psi: E[\int_0^T |\psi_t|^2 dt] < \infty\}$$

$$M^2[0, T] = \delta^2_{\mathcal{F}}(0, T; R) \times \delta^2_{\mathcal{F}}(0, T; R)$$

Clearly, $M^2[0, T]$ is a Banach space. Any process in $M^2[0, T]$ is defined by $\Theta = (x, y, z)$ with the norm

$$\|\Theta\|_{M^2[0, T]} := \left\{ E\left[ \sup_{t \in [0, T]} |x_t|^2 + \sup_{t \in [0, T]} |y_t|^2 + \int_0^T |z_t|^2 dt \right] \right\}^{1/2}.$$ (2)

We study the near-optimal control problem of the following controlled mean-field FBSDEs having mixed initial-terminal conditions:

$$\begin{cases}
    dx_t = b(t, x_t, E_x, u_t) dt + \sigma(t, x_t, E_x, u_t) dW_t, \\
    -dy_t = f(t, x_t, y_t, z_t, E_x, E_y, E_z, u_t) dt - z_t dW_t, \\
    x_0 = \gamma(x_T, y_0), \\
    y_T = h(x_T, y_0),
\end{cases}$$ (3)

where $b, \sigma: [0, T] \times R^2 \times U \rightarrow R; f: [0, T] \times R^6 \times U \rightarrow R; h, y: R \times R \rightarrow R; \text{and } U \text{ is a given convex closed set of } R$. The cost functional to be minimized over the space $\mathcal{U} = L^2_{\mathcal{F}}(0, T; U)$ of admissible controls takes the form

$$J(u) = E\left[ \int_0^T l(t, x_t, y_t, z_t, E_x, E_y, E_z, u_t) dt + \varphi(x_T, y_0) \right].$$ (4)

Definition 1 (see [4]). Both a family of admissible pairs $\{(x^\varepsilon, y^\varepsilon, z^\varepsilon, u^\varepsilon)\}$ parameterized by $\varepsilon > 0$ and any element $(x^\varepsilon, y^\varepsilon, z^\varepsilon, u^\varepsilon)$ in the family are called near-optimal if

$$\left| J(u^\varepsilon) - \inf_{u \in \mathcal{U}} J(u) \right| \leq r(\varepsilon),$$ (5)

holds for sufficiently small $\varepsilon$, where $r$ is a function of $\varepsilon$ satisfying $r(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. The estimate $r(\varepsilon)$ is called an error bound. If $r(\varepsilon) = C\varepsilon^\delta$ for some $\delta > 0$ independent of the constant $C$, then $u^\varepsilon$ is called near-optimal with order $\varepsilon^\delta$.

Particularly, when $r(\varepsilon) = \varepsilon$, $u^\varepsilon$ is called $\varepsilon$-optimal. The near-optimal control problem under consideration in this paper is as follows.

Problem $\mathcal{A}$. Find $u^\varepsilon \in \mathcal{U}$ such that

$$J(u^\varepsilon) = \inf_{u \in \mathcal{U}} J(v) + \varepsilon.$$ (6)
Some notations and assumptions are presented before giving the well-posedness of system (3). We denote the norm by \(| \cdot |\) of an Euclidean space.

\((A_2)\) The functions \(b, \sigma, f,\) and \(l\) are \(\mathcal{F}\)-progressively measurable in \(u\), continuously differentiable in \(x, y, z, \bar{x}, \bar{y}, \) and \(\bar{z}\), and the derivatives of \(b, \sigma, f,\) and \(l\) with respect to \(x, y, z, \bar{x}, \bar{y}, \) and \(\bar{z}\) are bounded. Moreover, for some constant \(C > 0\),

\[
(1 + |x| + |\bar{x}|)^{-1} |b(t, x, \bar{x}, u)| + (1 + |x| + |\bar{x}|)^{-1} |\sigma(t, x, \bar{x}, u)|
\]

\[
+ (1 + |x| + |y| + |z| + |\bar{x}| + |\bar{y}| + |\bar{z}|)^{-1} |f(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u)|
\]

\[
+ (1 + |x| + |y| + |z| + |\bar{x}| + |\bar{y}| + |\bar{z}|)^{-1} |l(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u)| \leq C.
\]  

(7)

Furthermore,

\[
\left| b_x(t, x, \bar{x}, u) - b_x(t, x, \bar{x}, u) \right| + \left| b^\gamma_x(t, x, \bar{x}, u) - b^\gamma_x(t, x, \bar{x}, u) \right|
\]

\[
+ \left| \sigma_x(t, x, \bar{x}, u) - \sigma_x(t, x, \bar{x}, u) \right| + \left| \sigma^\gamma_x(t, x, \bar{x}, u) - \sigma^\gamma_x(t, x, \bar{x}, u) \right|
\]

\[
\leq C \left| x - x \right|^\beta + |\bar{x} - \bar{x}|^\beta.
\]

\[
\left| f_i(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u) - f_i(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u) \right|
\]

\[
+ \left| l_i(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u) - l_i(t, x, y, z, \bar{x}, \bar{y}, \bar{z}, u) \right|
\]

\[
\leq C \left| x - x \right|^\beta + |y - y|^\beta + |z - z|^\beta + |\bar{x} - \bar{x}|^\beta + |\bar{y} - \bar{y}|^\beta + |\bar{z} - \bar{z}|^\beta.
\]  

(9)

Remark 1. Under assumptions \((A_1) - (A_3)\) via Theorem 2 in [33], the mean-field stochastic system (3) admits a unique adapted solution \((x, y, z) \in \mathbb{M}^2[0, T].\)

In fact, due to the mixed initial-terminal conditions in the state equation, even if we have the well-posedness of the state equation via the Lyapunov operator introduced in [34], the well-posedness of the first-order adjoint equation seems to be not guaranteed. To overcome this difficulty, we introduce a reduction method inspired by the study of optimality variational principle for controlled FBSDEs with mixed initial-terminal conditions [35]. First, we pose the following problem.

Problem \(\mathcal{B}\). Find \((x_0^*, y_0^*, u^*) \in \mathcal{B} = \mathbb{R} \times \mathbb{R} \times \mathcal{U}\) such that

\[
J(x_0^*, y_0^*, u^*) = \inf_{(x_0, y_0, u) \in \mathcal{B}} J(x_0, y_0, u) + \varepsilon,
\]

(11)

\((A_2)\) \(h, \gamma,\) and \(\varphi\) are continuously differentiable in \(x\) and \(y\), and the derivatives of \(h, \gamma,\) and \(\varphi\) with respect to \(x\) and \(y\) are bounded. Moreover, for some constant \(C > 0, \rho = h, \gamma, \varphi\)

\[
(1 + |x| + |y|)^{-1} |\rho(x, y)| \leq C.
\]

(8)

\((A_3)\) There is a constant \(C > 0\) and \(\beta \in [0, 1]\) such that

where \((x_0, y_0, u)\) is subject to the forward control system:

\[
\begin{aligned}
\text{dx}_t &= b(t, x_t, E_{x_t}, u_t)dt + \sigma(t, x_t, E_{x_t}, u_t)dW_t, \\
-dy_t &= f(t, x_t, y_t, z_t, E_{x_t}, E_{y_t}, E_{z_t}, u_t)dt - z_t dW_t, \\
x(0) &= x_0, \\
y(0) &= y_0.
\end{aligned}
\]

(12)

with the mixed initial-terminal state constraints:

\[
\begin{aligned}
x_0 &= y(x_T, y_0), \\
y_T &= h(x_T, y_0).
\end{aligned}
\]

(13)

It is remarkable that, for Problem \(\mathcal{A}\), the mean-field system (3) has a unique solution \((x, y, z)\) under \((A_1) - (A_3)\), which implies that \(y(0)\) is unique and completely determinate. While, for Problem \(\mathcal{B}\), \(y(0)\) is arbitrary and viewed as a control variable. It just needs to satisfy the near-optimal state constraints at time \(T\). So, Problem \(\mathcal{A}\) is embedded into Problem \(\mathcal{B}\). Hence, if the triple \((x_0^*, y_0^*, u^*)\) is the near-optimal control of \(\mathcal{B}\), then \(u^*\) is near-optimal for Problem \(\mathcal{A}\). In the following section, we will adopt the classical convex variational technique to solve Problem \(\mathcal{B}\).
3. Necessary Condition of Near-Optimality

This section is devoted to the study of the main theorem. For simplicity, we denote

\[
\begin{align*}
\xi(t) &= b_j(t, x_t, E x_t, u_t), \\
\sigma_j(t) &= \sigma_j(t, x_t, E x_t, u_t), \\
f_j(t) &= f_j(t, \Gamma_t, u_t), \\
I_j(t) &= I_j(t, \Gamma_t, u_t), \\
\rho_{x_t} &= \rho_{x_t}(x_t, y_t), \\
\rho_{y_0} &= \rho_{y_0}(x_t, y_t), \\
j &\in \{x, y, z, \bar{x}, \bar{y}, \bar{z}\}, \\
\Gamma_t &= (x_t, y_t, z_t, E x_t, E y_t, E z_t), \\
\rho &= h, y, \psi.
\end{align*}
\]

For any \( u \in \mathcal{U} \) and the corresponding state processes \((x, y, z)\), we define the first-order adjoint equation as

\[
\begin{align*}
\frac{d\zeta}{dt} &= \left\{ f_x \zeta_x + l_y + E \left[ f_y \zeta_y + l_y \right] \right\} dt \\
&\quad + \left\{ f_z \zeta_z + l_z + E \left[ f_y \zeta_y + l_z \right] \right\} d\mathcal{W}_t, \\
-\eta_T &= \left\{ -f_x \zeta_x + b_x \eta_x + \sigma_x \zeta_x - l_x \right\} dt \\
&\quad + \left\{ E \left[ -f_z \zeta_z + b_z \eta_z + \sigma_z \zeta_z - l_z \right] \right\} dt - \zeta_t d\mathcal{W}_t, \\
\zeta_0 &= -\theta_0 \varphi_{y_0} + \eta_0 \varphi_{x_0} + \xi_0 h_{y_0}, \\
\eta_T &= -\xi_T h_{x_T} + \eta_T h_{y_T} + \xi_T h_{z_T}.
\end{align*}
\] (15)

\textbf{Remark 2.} Under assumptions \((A_1)-(A_3)\), the adjoint equation \((15)\) admits a unique adapted solution \((\xi, \eta, \zeta) \in M^2[0, T]\). The well-posedness of the corresponding adjoint system will be provided in the derivation process of Theorem 1.

Define a metric on \( \mathcal{U} \) by

\[
d(u, w) = \left[ E \int_0^T \left( |u - w|^2 + |\mathcal{L} u|^2 \right) dt \right]^{1/2}, \quad \forall u, w \in \mathcal{U}.
\] (16)

Since \( U \) is closed, it can be shown that \((\mathcal{U}, d)\) is a complete metric space. Next, we will present some continuity of the state processes and adjoint processes with respect to the metric \( d \).

\textbf{Lemma 1.} For any \( 0 < \alpha < 1 \) and \( 0 < p < 2 \), there is a constant \( C = C(\alpha, p) > 0 \) such that, for any \( u, \pi \in \mathcal{U} \) along with the corresponding trajectories \((x, y, z)\) and \((\bar{x}, \bar{y}, \bar{z})\), it follows that

\[
E \left( \sup_{t \in [0, T]} |x_t - \bar{x}_t|^p \right) \leq C d(u, \pi)^{\alpha p/2},
\]

and

\[
\sup_{t \in [0, T]} E |y_t - \bar{y}_t|^p + E \int_0^T |z_t - \bar{z}_t|^p dt \leq C d(u, \pi)^{\alpha p/2}.
\] (17)

\textbf{Proof.} Applying the classical methods as Lemma 4 in [5] for dealing with mean-field FBSDEs, together with Burkholder–Davis–Gundy inequality and Gronwall’s inequality, we can logically obtain the estimates. \( \square \)

\textbf{Lemma 2.} Let \((A_1)-(A_3)\) hold, for any \( 0 < \alpha < 1 \) and \( 1 < p < 2 \) satisfying \((1 + \alpha p)b < 2\), and there is a constant \( C = C(\alpha, \beta, p) > 0 \) such that, for any \( u, \pi \in \mathcal{U} \), along with the corresponding trajectories \((x, y, z)\) and \((\bar{x}, \bar{y}, \bar{z})\) and the solutions \((\xi, \eta, \zeta)\) and \((\bar{\xi}, \bar{\eta}, \bar{\zeta})\) of the corresponding adjoint equation \((15)\), it holds that

\[
E \int_0^T \left| \zeta_t - \bar{\zeta}_t \right|^p dt \leq C d(u, \pi)^{\alpha p/2},
\]

\[
E \int_0^T \left( |\eta_t - \bar{\eta}_t|^p + |\xi_t - \bar{\xi}_t|^p \right) dt \leq C d(u, \pi)^{\alpha p/2}.
\] (18)

\textbf{Proof.} Applying the classical methods as Lemma 5 in [5] for dealing with mean-field FBSDEs, we can naturally obtain the estimates. \( \square \)

\textbf{Theorem 1.} Let \((A_1)-(A_3)\) hold, for any \( \varepsilon > 0 \), \( \varepsilon^* \) is an \( \varepsilon \)-optimal control of problem \( \mathcal{R} \). Then, for any \( \kappa \in [0, (1/3)] \), there exist three parameters \( \theta_0^*, \theta_T^* \) and \( \theta_\Sigma^* \) with \( |\theta_0|^2 + E|\theta_T|^2 + E|\theta_\Sigma|^2 = 1 \), and \( \theta_0^* \geq 0 \) holds that

\[
-|\xi_t|^2 \leq E \int_0^T \left( |\xi_t|^2 \right) dt, \quad \forall u \in U,
\] (19)

where \((\xi, \eta, \zeta) \in M^2[0, T]\) is the solution of the first-order adjoint equation \((15)\) corresponding to \( u^* \).

\textbf{Proof.} Under the assumption \((A_2)\), it is easy to check that \( f(x_0, y_0, u) \) is lower semicontinuous on \( \mathcal{R} = R \times R \times \mathcal{U} \), which is a complete metric space under the following metric:

\[
d_{\mathcal{R}}(\Theta, \Theta) = \left[ |x_0 - \bar{x}_0|^2 + |y_0 - \bar{y}_0|^2 + d(u, \bar{u})^2 \right]^{1/2}, \quad \forall \Theta = (x_0, y_0, u), \quad \Theta = (\bar{x}_0, \bar{y}_0, \bar{u}) \in \mathcal{R}.
\] (20)
By Ekeland’s variational principle [1], there exists an admissible control \((\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)\) ∈ \(\mathcal{R}\) such that
\[
\begin{align*}
&d_{\mathcal{R}}((x_0^\epsilon, y_0^\epsilon, u^\epsilon), (\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)) \leq \epsilon^{2/3}, \\
&J^\epsilon((\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)) \leq J^\epsilon(x_0, y_0, u), \quad \forall (x_0, y_0, u) \in \mathcal{R},
\end{align*}
\]
where
\[
J^\epsilon(x_0, y_0, u) = J(x_0, y_0, u) + \epsilon^{1/3}d_{\mathcal{R}}((x_0, y_0, u), (\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)).
\]
(21)

It means that \((\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)\) is optimal for system (12) with the new cost functional \(J^\epsilon(x_0, y_0, u)\). On the contrary, due to the mixed initial-terminal endpoint constraints in problem \(\mathcal{B}\), we need to introduce the penalty functional to transform the original problem with endpoint constraints to the penalized optimal control problem with no endpoint constraints.

Let \((\tilde{x}_0^\epsilon, \tilde{y}_0^\epsilon, \tilde{u}^\epsilon)\) be an optimal control of problem \(\mathcal{B}\), with the corresponding optimal state process \((\tilde{x}, \tilde{y}, \tilde{z})\). Without loss of generality, we assume that \(J^\epsilon((\tilde{x}_0^\epsilon, \tilde{y}_0^\epsilon, \tilde{u}^\epsilon)) = 0\). For any \(\delta > 0\) and \((x_0, y_0, u) \in \mathcal{R}\), we define the penalty functional:
\[
J^\delta(x_0, y_0, u) = \left[J^\epsilon(x_0, y_0, u) + \delta \right]^2 + E\left\{ |x_0 - y(x_T, y_0)|^2 + |y_T - h(x_T, y_0)|^2 \right \}^{1/2}.
\]
(23)

Obviously,
\[
j^\delta(x_0, y_0, u) > 0,
j^\delta((\tilde{x}_0^\epsilon, \tilde{y}_0^\epsilon, \tilde{u}^\epsilon)) = \delta \leq \inf_{(x_0, y_0, u) \in \mathcal{R}} j^\delta(x_0, y_0, u) + \delta.
\]
(24)

By Ekeland’s variational principle, there exists a 3-tuple \((x_0^\delta, y_0^\delta, u^\delta)\) ∈ \(\mathcal{R}\) such that
\[
\begin{align*}
&J^\delta(x_0, y_0, u) \leq J^\delta(x_0^\delta, y_0^\delta, u^\delta) = \delta, \\
&\left| x_0^\delta - x_0 \right|^2 + \left| y_0^\delta - y_0 \right|^2 + d(u^\delta, u)^2 \leq \delta, \\
&\left| \bar{x}_0 - x_0 \right|^2 + \left| \bar{y}_0 - y_0 \right|^2 + \bar{d}(u^\delta, u)^2 \leq \frac{1}{\epsilon} J^\delta(x_0, y_0, u) - J^\delta(x_0^\delta, y_0^\delta, u^\delta), \quad \forall (x_0, y_0, u) \in \mathcal{R}.
\end{align*}
\]
(25)

Therefore, \((x_0^\delta, y_0^\delta, u^\delta)\) is optimal for system (13) with the new cost functional:
\[
f^\delta(x_0, y_0, u) = \sqrt{\frac{1}{\epsilon} J^\delta(x_0, y_0, u) - J^\delta(x_0^\delta, y_0^\delta, u^\delta)}.
\]
(26)

So far, we have transformed the original problem with endpoint constraints to the penalized optimal control problem with no endpoint constraints, and the optimal 3-tuple \((x_0^\delta, y_0^\delta, u^\delta)\) approaches \((\bar{x}_0^\epsilon, \bar{y}_0^\epsilon, \bar{u}^\epsilon)\) as \(\epsilon \to 0\). In the following, a convex perturbation is employed to obtain a maximum principle for \((x_0^\delta, y_0^\delta, u^\delta)\). To this end, let \(\Theta = (x_0, y_0, u) \in \mathcal{R}\) such that \(\Theta^\delta + \Theta = (x_0^\delta + x_0, y_0^\delta + y_0, u^\delta + u) \in \mathcal{R}\); then, for any \(\epsilon > 0\),
\[
\Theta^\epsilon_t = \Theta^\delta_t + \epsilon \Theta_0 \in \mathcal{R}, \quad t \in [0, T].
\]
(27)

Let \((x^\epsilon_t, y^\epsilon_t, z^\epsilon_t)\) be the state processes corresponding to \((x_0^\delta, y_0^\delta, u^\delta)\), and the processes \((x^\epsilon_t, y^\epsilon_t, z^\epsilon_t)\) be the solution of the following variational equations:

\[
\begin{align*}
&dx^\epsilon_{1,t} = \left[b^\delta_{1,\epsilon} x^\epsilon_{1,t} + b^\epsilon_{1,\delta} E\left[\sigma^\epsilon_{1,\delta} x^\epsilon_{1,t} \right] + \Delta b^\delta_{1,\epsilon} I_{S^\epsilon}_{1,t} \right] dt + \left[\sigma^\epsilon_{1,\delta} x^\epsilon_{1,t} + \sigma^\epsilon_{1,\delta} E\left[\sigma^\epsilon_{1,\delta} x^\epsilon_{1,t} \right] + \Delta \sigma^\delta_{1,\epsilon} I_{S^\delta}_{1,t} \right] dW_t, \\
&-dy^\epsilon_{1,t} = \left[f^\delta_{1,\epsilon} y^\epsilon_{1,t} + f^\delta_{1,\delta} y^\delta_{1,t} + f^\epsilon_{1,\epsilon} z^\epsilon_{1,t} + f^\epsilon_{1,\delta} E\left[z^\delta_{1,t} \right] + f^\delta_{1,\delta} E\left[z^\delta_{1,t} \right] + f^\epsilon_{1,\delta} E\left[z^\delta_{1,t} \right] + \Delta f^\delta_{1,\epsilon} I_{S^\delta}_{1,t} \right] dt - z^\epsilon_{1,t} dW_t, \\
x^\epsilon_{1,0} = \sqrt{\epsilon} x_0, \\
y^\epsilon_{1,0} = \sqrt{\epsilon} y_0,
\end{align*}
\]
(28)

where for simplicity of notations, we still use \(\rho^\delta_{1,\epsilon}\) corresponding to \((x^\epsilon_t, y^\epsilon_t, z^\epsilon_t, u^\delta)\), \(\rho = b, \sigma, f\). Then, we have the following estimates, whose proofs are similar to those given in [27].
\[
\begin{aligned}
E \left( \sup_{t \in [0,T]} \left| y^{\delta_t \varphi}_t \right|^2 \right) + E \left( \sup_{t \in [0,T]} \left| y^{\delta_t \varphi}_t - x^{\delta_t \varphi}_t \right|^2 \right) &\leq C \epsilon, \\
E \left( \sup_{t \in [0,T]} \left| y^{\delta_t \varphi}_t - x^{\delta_t \varphi}_t - x^{\delta_t \varphi}_{1,T} \right|^2 \right) &\leq C \epsilon^2, \\
E \left( \sup_{t \in [0,T]} \left| y^{\delta_t \varphi}_t - y^{\delta_t \varphi}_{1,T} \right|^2 \right) &\leq C \epsilon, \\
E \left( \sup_{t \in [0,T]} \left| y^{\delta_t \varphi}_t - y^{\delta_t \varphi}_{1,T} \right|^2 \right) &\leq C \epsilon^2, \\
E \left[ \int_0^T \left| z^{\delta_t \varphi}_t \right|^2 \right] + E \left[ \int_0^T \left| z^{\delta_t \varphi}_t - z^{\delta_t \varphi}_{1,T} \right|^2 \right] &\leq C \epsilon. \\
\end{aligned}
\]

Noting that \( d(u^{\delta_t \varphi}_t, u^{\delta_t \varphi}_t) \leq C \epsilon \), from the last relation in (25), we derive

\[
-\sqrt{\epsilon} \delta \sqrt{\left| x_0 \right|^2 + \left| y_0 \right|^2} + C \leq f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) - f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi})
\]

\[
= \frac{\left[ f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) - f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) \right]^2}{f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) + f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi})}
\]

\[
= \frac{\left[ f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) - f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) \right]^2}{f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) + f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi})}
\]

\[
+ E \left[ \left( \frac{f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) - f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi})}{f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi}) + f^{\delta \varphi}(x^{\delta \varphi}_0, y^{\delta \varphi}_0, u^{\delta \varphi})} \right)^2 \right]
\]

\[
= \theta^{\delta \varphi}_0 \left[ T^{\epsilon \delta \varphi}(x^{\epsilon \delta \varphi}_0, y^{\epsilon \delta \varphi}_0, u^{\epsilon \delta \varphi}) - T^{\epsilon \delta \varphi}(x^{\epsilon \delta \varphi}_0, y^{\epsilon \delta \varphi}_0, u^{\epsilon \delta \varphi}) \right]
\]

\[
+ E \left[ \theta^{\delta \varphi}_0 \left( x^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) - \left[ x^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) \right] \right) \right]
\]

\[
+ E \left[ \theta^{\delta \varphi}_0 \left( y^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) - \left[ y^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) \right] \right) \right]
\]

\[
= \left( \theta^{\delta \varphi}_0 + o(1) \right) \left[ T^{\epsilon \delta \varphi}(x^{\epsilon \delta \varphi}_0, y^{\epsilon \delta \varphi}_0, u^{\epsilon \delta \varphi}) - T^{\epsilon \delta \varphi}(x^{\epsilon \delta \varphi}_0, y^{\epsilon \delta \varphi}_0, u^{\epsilon \delta \varphi}) \right]
\]

\[
+ E \left[ \left( \theta^{\delta \varphi}_0 + o(1) \right) \left( x^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) - \left[ x^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) \right] \right) \right]
\]

\[
+ E \left[ \left( \theta^{\delta \varphi}_0 + o(1) \right) \left( y^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) - \left[ y^{\delta \varphi}_0 - y(x^{\delta \varphi}_0, y^{\delta \varphi}_0) \right] \right) \right].
\]
with

\[
\begin{align*}
\theta^0,_{\delta x} &= \frac{2}{\delta} \left[ \lambda \mathcal{J}_T^\epsilon(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + (1 - \lambda) \mathcal{J}_T^\epsilon(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \delta \right] d\lambda
\end{align*}
\]

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{x^\delta_{x_0} - y(x^\delta_{x_0}, y^\delta_{0}) + x^\delta_{0} - y(x^\delta_{0}, y^\delta_{0})(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \frac{\delta}{3} d\lambda}{\delta}(x^\delta_{0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

\[
\frac{\delta}{\lambda}((x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \lambda(x^\delta_{0}, y^\delta_{0}, u^\delta_{x_0}) + \frac{\delta}{3} d\lambda)
\]

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{y^\delta_{x_0} - h(x^\delta_{x_0}, y^\delta_{0}) + y^\delta_{0} - h(x^\delta_{0}, y^\delta_{0})(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \frac{\delta}{3} d\lambda}{\delta}(x^\delta_{0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{y^\delta_{x_0} - h(x^\delta_{x_0}, y^\delta_{0}) + y^\delta_{0} - h(x^\delta_{0}, y^\delta_{0})(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \frac{\delta}{3} d\lambda}{\delta}(x^\delta_{0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

and

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{\mathcal{J}_T^\epsilon(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \delta}{\delta}(x^\delta_{0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{\mathcal{J}_T^\epsilon(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \delta}{\delta}(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

\[
\begin{align*}
\vartheta^0,_{\delta x} &= \frac{\mathcal{J}_T^\epsilon(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0}) + \delta}{\delta}(x^\delta_{x_0}, y^\delta_{0}, u^\delta_{x_0})
\end{align*}
\]

It is necessary to point out that \( \theta^0,_{\delta x} \geq 0 \), and \( |\theta^0,_{\delta x}|^2 + |\vartheta^0,_{\delta x}|^2 + |\vartheta^0,_{\delta x}|^2 = 1 \). Thus, there exists a subsequence still denoted by \((\theta^0,_{\delta x}, \vartheta^0,_{\delta x}, \vartheta^0,_{\delta x})\) convergent, i.e.,

\[
\lim_{\delta \to 0} (\theta^0,_{\delta x}, \vartheta^0,_{\delta x}, \vartheta^0,_{\delta x}) = (\theta^0, \vartheta^0, \vartheta^0).
\]

We claim that \( \theta^0 \neq 0 \). The detailed illustration of this point refers to [35]. Here, \((\theta^0, \vartheta^0, \vartheta^0)\) is called the Lagrange multiplier of the corresponding optimal 3-tuple \((x^0, y^0, u^0)\). On the contrary,
From (A3) and (29), we can deduce

\[
\mathcal{J}(x_t^{e,\delta}, y_t^{e,\delta}, u_t^{e,\delta}) = \mathcal{J}(x_0^{e,\delta}, y_0^{e,\delta}, u_0^{e,\delta})
\]

\[
= E \left[ \int_{t_0}^{T} \left\{ l(t, x_t^{e,\delta}, u_t^{e,\delta}) - l(t, x_0^{e,\delta}, u_0^{e,\delta}) \right\} dt + E \left\{ \varphi(x_T^{e,\delta}, y_T^{e,\delta}) - \varphi(x_0^{e,\delta}, y_0^{e,\delta}) \right\} \right]
\]

\[
= E \int_{t_0}^{T} \left[ l(t, x_t^{e,\delta}, u_t^{e,\delta}) - l(t, x_0^{e,\delta}, u_0^{e,\delta}) \right] dt
\]

\[
+ E \int_{t_0}^{T} \left\{ \left( \frac{\partial x_t}{\partial t} - \frac{\partial x_0}{\partial t} \right)(x_t^{e,\delta} - x_0^{e,\delta}) + \left( \frac{\partial y_t}{\partial t} - \frac{\partial y_0}{\partial t} \right)(y_t^{e,\delta} - y_0^{e,\delta}) + \left( \frac{\partial x_t}{\partial x} - \frac{\partial x_0}{\partial x} \right)(x_t^{e,\delta} - x_0^{e,\delta}) \right\} dt
\]

\[
+ E \left[ \varphi(x_T^{e,\delta}, y_T^{e,\delta}) - \varphi(x_0^{e,\delta}, y_0^{e,\delta}) \right]
\]

\[
= E \int_{t_0}^{T} \left[ l(t, x_t^{e,\delta}, u_t^{e,\delta}) - l(t, x_0^{e,\delta}, u_0^{e,\delta}) + l_0^{e,\delta} x_t^{e,\delta} + l_0^{e,\delta} y_t^{e,\delta} + l_0^{e,\delta} z_t^{e,\delta} + \left( \frac{\partial x_t}{\partial y} - \frac{\partial x_0}{\partial y} \right)(y_t^{e,\delta} - y_0^{e,\delta}) + \left( \frac{\partial x_t}{\partial z} - \frac{\partial x_0}{\partial z} \right)(z_t^{e,\delta} - z_0^{e,\delta}) \right] dt
\]

\[
+ E \left[ \varphi(x_T^{e,\delta}, y_T^{e,\delta}) - \varphi(x_0^{e,\delta}, y_0^{e,\delta}) \right] + o(\varepsilon)
\]

where

\[
l_j = l_j(t, x_t^{e,\delta} + \varepsilon(1 + \delta), u_t^{e,\delta}), \quad j = x, y, z.
\]

Similarly,

\[
E \left\{ \mathcal{F}_0^{e,\delta}(x_0^{e,\delta}, y_0^{e,\delta}) - \mathcal{F}_0^{e,\delta}(x_0^{e,\delta}, y_0^{e,\delta}) \right\}
\]

\[
= E \left\{ \mathcal{F}_0^{e,\delta}(x_0^{e,\delta}, y_0^{e,\delta}) - \mathcal{F}_0^{e,\delta}(x_0^{e,\delta}, y_0^{e,\delta}) \right\} + o(\varepsilon)
\]

Then, taking notice of (30), we can further obtain
which implies

\[ -\varepsilon \sqrt{|x_0|^2 + |y_0|^2} + C(\sqrt{\delta} + \varepsilon^{1/3} \sigma_0^{\delta, \varepsilon}) \]

\[ \leq \theta_0^{\delta, \varepsilon} E \int_0^T \left( \left( t, \Gamma_0^{\delta, \varepsilon}, u_0^{\delta, \varepsilon} \right) - l(t, \Gamma_0^{\delta, \varepsilon}, u_0^{\delta, \varepsilon}) + I_0^{\delta, \varepsilon} E \left[ x_{1, t}^{\delta, \varepsilon} \right] + I_1^{\delta, \varepsilon} y_{1, t}^{\delta, \varepsilon} + I_2^{\delta, \varepsilon} E \left[ y_{1, t}^{\delta, \varepsilon} \right] + I_3^{\delta, \varepsilon} z_{1, t}^{\delta, \varepsilon} + I_4^{\delta, \varepsilon} E \left[ z_{1, t}^{\delta, \varepsilon} \right] \right) dt \\
+ \theta_0^{\delta, \varepsilon} E \left\{ \mathcal{F}_{x_0^{\delta, \varepsilon}} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} + \mathcal{G}_{y_0^{\delta, \varepsilon}} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right\} \\
+ E \left\{ \theta_0^{\delta, \varepsilon} \left( x_{1, 0}^{\delta, \varepsilon} - y_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} - y_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right) \right\} \\
+ E \left( \theta_0^{\delta, \varepsilon} \left( y_{1, T}^{\delta, \varepsilon} - h_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} - h_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right) \right) + o(\varepsilon). \]

(37)

Let us introduce the following first-order BSDEs:

\[
\begin{align*}
\delta_{T}^{\delta, \varepsilon} & = \left\{ \begin{array}{l}
 f_{\varepsilon}^{\delta, \varepsilon} \delta_{T}^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} E \left[ f_{\varepsilon}^{\delta, \varepsilon} \delta_{T}^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} \mathcal{F}_{x_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} + \mathcal{G}_{y_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right] \\
\theta_0^{\delta, \varepsilon} \mathcal{F}_{x_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} + \mathcal{G}_{y_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \\
\end{array} \right\} dt + \left\{ \begin{array}{l}
 f_{\varepsilon}^{\delta, \varepsilon} \delta_{T}^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} E \left[ f_{\varepsilon}^{\delta, \varepsilon} \delta_{T}^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} \mathcal{F}_{x_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} + \mathcal{G}_{y_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right] \\
\theta_0^{\delta, \varepsilon} \mathcal{F}_{x_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} + \mathcal{G}_{y_0} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \\
\end{array} \right\} \right. \right) \right\} dt - \zeta_{T}^{\delta, \varepsilon} dW_t, \tag{38}
\end{align*}
\]

where \( \rho^{\delta, \varepsilon} = \rho_{h_1} \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right), \rho = h_1, \varepsilon \). Applying Itô's formula to \( \zeta_t^{\delta, \varepsilon}, y_{1, t}^{\delta, \varepsilon}, \eta_t^{\delta, \varepsilon}, x_{1, t}^{\delta, \varepsilon} \) fulfills

\[
E \left( \theta_0^{\delta, \varepsilon} \left( y_{1, T}^{\delta, \varepsilon} - h_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) x_{1, T}^{\delta, \varepsilon} - h_0 \left( x_{T}^{\delta, \varepsilon}, y_{T}^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right) \right) \\
\quad = E \left( \left( \theta_0^{\delta, \varepsilon} E^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right) + E \left( \left( \theta_0^{\delta, \varepsilon} E^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right) + E \left( \left( \theta_0^{\delta, \varepsilon} E^{\delta, \varepsilon} \right) y_{1, T}^{\delta, \varepsilon} \right)
\]

Combining (37) and (39), yields

\[
-\varepsilon \sqrt{|x_0|^2 + |y_0|^2} + C(\sqrt{\delta} + \varepsilon^{1/3} \sigma_0^{\delta, \varepsilon}) \\
\leq \sqrt{\varepsilon} E \left( \theta_0^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} \right) x_0 + \left( \theta_0^{\delta, \varepsilon} \left( y_{0} - \theta_0^{\delta, \varepsilon} y_{0} \right) - \theta_0^{\delta, \varepsilon} y_{0} \right) \right) y_0 \right) \right) y_0 \right) dW_t + o(\varepsilon). \tag{40}
\]

To derive the first-order adjoint equation with mixed initial-terminal conditions, divide \( \sqrt{\varepsilon} \) in (40) and then send \( \varepsilon \to 0, \delta \to 0 \), and we see that

\[
E \left( \left( \theta_0^{\delta, \varepsilon} + \theta_0^{\delta, \varepsilon} \right) x_0 + \left( \theta_0^{\delta, \varepsilon} y_{0} - \theta_0^{\delta, \varepsilon} y_{0} \right) - \theta_0^{\delta, \varepsilon} y_{0} \right) \right) y_0 \right) \right) y_0 \right) dW_t + o(\varepsilon). \tag{41}
\]

which implies
\[ \dot{\eta}_0 = -\theta_0, \]
\[ \dot{\xi}_0 = -\theta_0 \theta_0^\varepsilon - \eta_0^\varepsilon y_{y_0} + \xi_0^\varepsilon h_{y_0}. \]

(42)

Meanwhile, by taking \((x_0, y_0) = (0, 0)\) in (40), dividing this inequality by \(\varepsilon\), and then sending \(\varepsilon \to 0, \delta \to 0\), the variational inequality follows:

\[ -C\varepsilon^{1/3} \theta_0^\varepsilon \leq \int_0^T \left( \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] + \zeta_t^\varepsilon [\sigma(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - \sigma(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \\
\quad - \zeta_t^\varepsilon [f(t, \bar{\Gamma}_t^\varepsilon, u_t) - f(t, \bar{\Gamma}_t^\varepsilon, \bar{u}_t)] - [\bar{l}(t, \bar{\Gamma}_t^\varepsilon, u_t) - \bar{l}(t, \bar{\Gamma}_t^\varepsilon, \bar{u}_t)] \right) \, dt, \]

(43)

where \(\bar{\Gamma}_t^\varepsilon = (\bar{x}_t^\varepsilon, \bar{y}_t^\varepsilon, \bar{z}_t^\varepsilon, E \bar{x}_t^\varepsilon, E \bar{y}_t^\varepsilon, E \bar{z}_t^\varepsilon)\). On the contrary, from (38) and (42), we can present the adjoint equation with mixed initial-terminal conditions as follows:

\[
\begin{align*}
\dot{\eta}_t^\varepsilon &= \left\{ f(x_t^\varepsilon, y_t^\varepsilon, E x_t^\varepsilon, u_t) - f(x_t^\varepsilon, y_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t) \right\} dt + \left\{ f_x^\varepsilon x_t^\varepsilon + f_y^\varepsilon y_t^\varepsilon \right\} dW_t, \\
-\dot{\eta}_t^\varepsilon &= \left\{ -f^\varepsilon x_t^\varepsilon + f^\varepsilon x_t^\varepsilon \eta_t^\varepsilon y_t^\varepsilon + \eta_t^\varepsilon \eta_t^\varepsilon - \dot{\eta}_t^\varepsilon + E \left[ -f_x^\varepsilon x_t^\varepsilon + f_x^\varepsilon x_t^\varepsilon \eta_t^\varepsilon y_t^\varepsilon + \eta_t^\varepsilon \eta_t^\varepsilon - \dot{\eta}_t^\varepsilon \right] \right\} dt - \zeta_t^\varepsilon dW_t, \\
\dot{\xi}_0^\varepsilon &= -\theta_0 \theta_0^\varepsilon y_{y_0} + \xi_0^\varepsilon h_{y_0}, \\
\dot{\eta}_T^\varepsilon &= -\xi_T^\varepsilon h_{x_T} + \eta_0^\varepsilon x_{y_0} + \theta_0 \theta_0^\varepsilon y_{x_T}, \\
\eta_T^\varepsilon &= -\xi_T^\varepsilon h_{x_T} + \eta_0^\varepsilon x_{y_0} + \theta_0 \theta_0^\varepsilon y_{x_T},
\end{align*}
\]

(44)

whose well-posedness can be deduced directly virus the above derivative process (Remark 2). Now, consider (43) again but with \((\bar{x}^\varepsilon, \bar{y}^\varepsilon, \bar{z}^\varepsilon, \bar{u}^\varepsilon)\), etc., replaced by \((x^\varepsilon, y^\varepsilon, z^\varepsilon, u^\varepsilon)\), etc. We are about to derive an estimate for the term similar to the right side of (43) with respect to \((x^\varepsilon, y^\varepsilon, z^\varepsilon, u^\varepsilon)\), etc. To this end, we first estimate the following difference:

\[
E \int_0^T [\eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] - \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)]] \, dt \\
= E \int_0^T (\eta_t^\varepsilon - \eta_t^\varepsilon) [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt \\
+ E \int_0^T \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt - E \int_0^T \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt \\
= \Xi_1 + \Xi_2 + \Xi_3.
\]

Due to Lemma 2, for any \(\kappa \in (0, (1/3))\), by using the similar arguments as developed in [7] the proof of Theorem 1, we can also prove that

\[
\Xi_1 = E \int_0^T (\eta_t^\varepsilon - \eta_t^\varepsilon) [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt \leq C\varepsilon, \\
\Xi_2 = E \int_0^T \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt \leq C\varepsilon, \\
\Xi_3 = E \int_0^T \eta_t^\varepsilon [b(t, x_t^\varepsilon, E x_t^\varepsilon, u_t) - b(t, x_t^\varepsilon, E x_t^\varepsilon, \bar{u}_t)] \, dt \leq C\varepsilon.
\]
i.e.,

\[
E \int_0^T \left[ \eta_t \left[ b(t, x_t^t, E x_t^t, u_t) - b(t, x_t^t, E x_t^t, \bar{u}_t) \right] - \eta_t \left[ b(t, x_t^t, E x_t^t, u_t) - b(t, x_t^t, E x_t^t, u_t) \right] \right] dt \leq C \varepsilon. \tag{47}
\]

Similarly, via Lemma 2, we also have

\[
E \int_0^T \left[ \left( \zeta_t + \eta_t \right) \left[ \sigma(t, x_t^t, E x_t^t, u_t) - \sigma(t, x_t^t, E x_t^t, \bar{u}_t) \right] - \zeta_t \left[ \sigma(t, x_t^t, E x_t^t, u_t) - \sigma(t, x_t^t, E x_t^t, u_t) \right] \right] dt \leq C \varepsilon. \tag{48}
\]

Therefore, the desired result (20) follows immediately by combining (43)–(48).

Since \((x_0, y_0, u)\) is arbitrary, we draw the desired conclusion and summarize it as follows. \(\square\)

**Theorem 2.** Suppose \((A_1) - (A_3)\) hold. For any \(\varepsilon > 0\), \(u^\varepsilon\) is an \(\varepsilon\)-optimal control of problem \(\mathcal{M}\). Then, for any \(\kappa \in \{0, (1/3)\}\), there exist three nonnegative parameters \(\theta_0, \theta_0', \text{ and } \theta_0''\) with \(\theta_0^3 + \theta_0'^3 + \theta_0''^3 = 1\) and \(\theta_0 \geq 0\) such that, for any \(x_0 \in \mathbb{R}, y_0 \in \mathbb{R}, \text{ and } u \in \mathcal{U}\), the necessary condition (20) holds a.e. a.s., where \((\xi^\varepsilon, \eta^\varepsilon, \zeta^\varepsilon)\) is the solution of (15) corresponding to \(u^\varepsilon\).

Define the Hamiltonian \(H(t, x, y, z, u, \xi, \eta, \zeta)\) by

\[
H(t, x, y, z, u, \xi, \eta, \zeta) = -\xi f(t, \Gamma, u) + \eta b(t, x, E x, u) + \zeta \sigma(t, x, E x, u) - l(t, \Gamma, u),
\]

then we have the following form of necessity conditions.

**Corollary 1.** Under the assumptions of Theorem 2, it holds that

\[
E \int_0^T H(t, x_t, y_t, z_t, u_t, \xi, \eta, \zeta) dt \geq \sup_{u \in \mathcal{U}} E \int_0^T H(t, x_t, y_t, z_t, u_t, \xi, \eta, \zeta) dt - C \theta_0 \varepsilon. \tag{50}
\]

\[
\begin{align*}
\{ b(t, x, \bar{x}, u) - b(t, x, x, u) \} + \{ b(t, x, x, u) - b(t, x, \bar{x}, u) \} + \{ \sigma(t, x, \bar{x}, u) - \sigma(t, x, x, u) \} + \{ \sigma(t, x, x, u) - \sigma(t, x, \bar{x}, u) \} & \leq C|u_1 - u_2|, \\
\{ f(t, \Gamma, u) - f(t, \bar{\Gamma}, u) \} + \{ f(t, \bar{\Gamma}, u) - f(t, \Gamma, u) \} + \{ l(t, \Gamma, u) - l(t, \bar{\Gamma}, u) \} + \{ l(t, \bar{\Gamma}, u) - l(t, \Gamma, u) \} & \leq C|u_1 - u_2|.
\end{align*}
\]

\[
\Lambda^\varepsilon = (\xi^\varepsilon, \eta^\varepsilon, \zeta^\varepsilon) \text{ be the solution of the adjoint equation (15) associated with } (x^\varepsilon, y^\varepsilon, z^\varepsilon, u^\varepsilon). \text{ If, for any } u \in \mathcal{U} \text{ and some } \varepsilon > 0,
\]

\[
\text{Proof.} \text{ According to the definition of the control } u^\varepsilon, \text{ the point } u \in \mathcal{U} \text{ can be replaced by any admissible control } u \in \mathcal{U}, \text{ and the subsequent arguments still go through. Therefore, the conclusion in Theorem 2 holds for any } u \in \mathcal{U}, \text{ which is an easy variant of our corollary.} \square
\]

**Remark 3.** If the coefficients of system (3) do not depend on the expected values of the states, Theorem 2 reduces to the near-maximum condition for the classical system under convex control domain.

**Remark 4.** For exact optimality, the integral form and the pointwise form of the maximum condition is equivalent; however, it is not the case for near-optimality. We can only deduce the near maximum condition in an integral form.

**Remark 5.** If \(\varepsilon = 0\), we can obtain a stochastic maximum principle for controlled mean-field FBSDEs with the control domain of convexity assumption.

**4. Sufficient Condition of Near-Optimality**

In this section, we will prove that the near-maximum condition of the Hamiltonian \(H\) in the integral form is sufficient for near-optimality under some additional assumptions.

\((A_4)\) Let \(b, \sigma, f, \text{ and } l\) be differentiable in \(u\), and there exists a constant \(C > 0\) such that

\[
\begin{align*}
\{ b(t, x, \bar{x}, u) - b(t, x, x, u) \} & \leq C|u_1 - u_2|, \\
\{ f(t, \Gamma, u) - f(t, \bar{\Gamma}, u) \} & \leq C|u_1 - u_2|.
\end{align*}
\]

(\(\Lambda^\varepsilon\)) Let \((A_1) - (A_4)\) hold, and assume that the Hamiltonian \(H(t, y, z, u, \xi, \eta, \zeta)\) is concave for a.e. \(t \in [0, T]\), \(P\)-a.s., \(h\) is concave, and \(\varphi\) and \(\gamma\) are convex. Let
\[
\sup_{u \in U} \int_0^T H(t, x_t', y_t', z_t', u_t, \Lambda_t') dt \leq E \int_0^T H(t, x_t', y_t', z_t', u_t', \Lambda_t') dt + \varepsilon, \tag{52}
\]
holds, then we have
\[
J(u') \leq \inf_{u \in U} J(u) + Ce^{1/2}, \tag{53}
\]
where \( C > 0 \) is a constant independent of \( \varepsilon \).

Proof. Fix \( \varepsilon > 0 \), for any \( u, v \in U \), and define a new metric \( \tilde{d} \) on \( U \) as follows:
\[
\tilde{d}(u, v) = E \int_0^T \left| \nu_t' |u_t - v_t| \right| dt, \tag{54}
\]
with \( \nu_t' = 1 + |\xi_t'| + |\eta_t'| + |\zeta_t'| \). Obviously, \( \tilde{d} \) is a complete metric on \( U \) as a weighted \( L^1 \) norm. Define a functional \( \tilde{J} \) on \( U \) by
\[
\tilde{J}(u) = E \int_0^T H(t, x_t', y_t', z_t', u_t, \Lambda_t') dt. \tag{55}
\]
A simple calculation shows that
\[
|\tilde{J}(u) - \tilde{J}(v)| \leq CE \int_0^T \left| \nu_t' |u_t - v_t| \right| dt. \tag{56}
\]
Therefore, \( \tilde{J} \) is continuous on \( U \) with respect to \( \tilde{d} \). Then, by using (52) and Ekeland’s variational principle, there exists a \( \tilde{u}' \in U \) such that
\[
\tilde{d}(\tilde{u}', u') \leq \varepsilon^{1/2}, \tag{57}
\]
and
\[
E \int_0^T \tilde{H}(t, x_t', y_t', z_t', \tilde{u}_t') dt = \max_{u \in U} E \int_0^T \tilde{H}(t, x_t', y_t', z_t', u_t') dt, \tag{58}
\]
where
\[
\tilde{H}(t, x, y, z, u) = H(t, x, y, z, u, \Lambda) - \varepsilon^{1/2} |u - \tilde{u}'|. \tag{59}
\]
The integral-form maximum condition (58) implies a pointwise maximum condition, that is, for a.e. \( t \in [0, T] \) and \( \text{P-a.s.} \),
\[
\tilde{H}(t, x_t', y_t', z_t', \tilde{u}_t') = \max_{u \in U} \tilde{H}(t, x_t', y_t', z_t', u_t'). \tag{60}
\]
Then, by Lemma 2.3 of Yong and Zhou [36], we have
\[0 \in \partial_u \tilde{H}(t, x_t', y_t', z_t', \tilde{u}_t'). \] By using (59) and the fact that the generalized gradient of the sum of two functions is contained in the sum of the generalized gradients of the two functions, we deduce
\[
\partial_u \tilde{H}(t, x_t', y_t', z_t', \tilde{u}_t') = \partial_u H(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') + \left[ -\varepsilon^{1/2} \nu_t' e^{1/2} y_t' \right]. \tag{61}
\]
Furthermore, since \( H \) is differentiable in \( u \), there exists a \( \tilde{y}_t' \in [-\varepsilon^{1/2} \nu_t' e^{1/2} y_t', \varepsilon^{1/2} \nu_t' e^{1/2} y_t'] \), such that
\[
H_u(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') = \tilde{y}_t'. \tag{62}
\]
Consequently, by (A3), we can prove that
\[
\left| H_u(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') \right| \leq \left| H_u(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') - H_u(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') \right| + \left| H_u(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') \right| \leq C \nu_t' |u_t - \tilde{u}_t'| + \varepsilon^{1/2} \nu_t' y_t'. \tag{63}
\]
By the concavity of \( H(t, x_t', y_t', z_t', \tilde{u}_t', \Lambda_t') \), we have
\[
H(t, x_t, y_t, z_t, u_t, \Lambda_t') - H(t, x_t', y_t', z_t', u_t', \Lambda_t') \leq H_x^z(Ex_t - Ez_t') + H_y^z(Ey_t - Ey_t') + H_z^u(Ez_t - Ez_t') \tag{64}
\]
for any \( (x, y, z, u) \), where \( H_j^z = H_j(t, x_t', y_t', z_t', u_t', \Lambda_t'), j = x, y, z, x, y, z, \).
Taking integrations, from (57) and (63), follows
\[
E \int_0^T \left| H(t, x_t, y_t, z_t, u_t, \Lambda_t') - H(t, x_t', y_t', z_t', u_t', \Lambda_t') \right| dt \leq E \int_0^T H_x^z(Ex_t - Ez_t') dt + E \int_0^T H_y^z(Ey_t - Ey_t') dt \tag{65}
\]
\[
+ E \int_0^T H_z^u(Eu_t - Eu_t') dt + E \int_0^T H_z^z(x_t - x_t') dt \tag{65}
\]
Applying Itô’s formula to \( \xi_t'(y_t - y_t') + \eta_t'(x_t - x_t') \), we obtain
5. A Linear-Quadratic Problem

Consider the near-optimal control problem.

Problem \( \mathcal{P}^\varepsilon \). Minimize \( J^\varepsilon (u) = \mathbb{E} \left[ \int_0^T \left( \frac{\sqrt{2}}{2} u_t^2 + \frac{\sqrt{2 \varepsilon}}{2} u_t^2 \right) dt + \left( \frac{\sqrt{2}}{2} x_t^2 + \frac{\sqrt{2}}{2} y_t^2 \right) \right] \), subject to

\[
\begin{align*}
\frac{dx_t}{dt} & = [x_t + E x_t + u_t] dt + [x_t + E x_t + u_t] dW_t, \\
-dy_t & = [x_t + y_t + z_t + E y_t + E z_t + u_t] dt - z_t dW_t, \\
x_0 & = x_1 - \frac{1}{2} y_0, \\
y_1 & = \frac{1}{2} x_1 + \frac{1}{2} y_0.
\end{align*}
\]

Let \( u \) be an optimal admissible control of \( \mathcal{P} \), and the corresponding optimal trajectory is denoted by \((x, y, z)\). Set \( \theta_0 = (\sqrt{2}/2) \), for a given admissible triple \((x, y, z, u)\), the corresponding first-order adjoint equation is presented as
\[
\begin{cases}
\frac{d\xi}{t}=[\xi + E\xi_t]dt + [\xi + E\xi_t]dW_t, \\
-d\eta=[-\xi + \eta + \xi - E[-\xi + \eta - \xi]]dt - \xi_t dW_t, \\
\xi_0 = -y_0 + \frac{1}{2}n_0 + \frac{1}{2}z_1, \\
\eta_1 = \frac{1}{2}z_t + \eta_0 + x_t. \\
\end{cases}
\] (74)

From Remark 5 and Theorem 2, the candidate optimal control \( u_t \) should satisfy
\[
\frac{\sqrt{2}}{2}v_i^2 - (\eta_t - \xi_t - \xi_t) v_t \leq \frac{\sqrt{2}}{2} u_i^2 - (\eta_t - \xi_t - \xi_t) u_t, \quad \forall v \in \mathcal{U}.
\] (75)

Then, we have
\[
u_t = \begin{cases}
\mu_t, & \mu_t \in [-1,1], \\
1, & \mu_t \in (-\infty, -1], \\
-1, & \mu_t \in [1, +\infty),
\end{cases}
\] (76)

with \( \mu_t = (\sqrt{2}/2)(\eta_t - \xi_t - \xi_t) \).

We claim that the control \( u_t \) defined by (76) is optimal for Problem \( \mathcal{P} \), which will be illustrated in the following proposition. Now, we are about to show that the same optimal control is near-optimal for \( \mathcal{P}^0 \) when \( \varepsilon \) is sufficiently small. Denote by \((x^*, y^*, z^*, u^*)\) the optimal state and optimal control under (76) and \((\xi^*, \eta^*, \zeta^*)\) the corresponding solution of (74). Then, the Hamiltonian function for \( \mathcal{P} \) is
\[
H(t, x_t, y_t, z_t, u_t, \Lambda_t) = -\frac{\sqrt{2}}{2} u_t^2 + (\eta_t - \xi_t) u_t \\
+ (\eta_t + \xi_t)(x_t + Ex_t) \\
- \xi_t (x_t + y_t + z_t + Ex_t + Ey_t + Ez_t).
\] (77)

Since \( u^* \) is optimal, it necessarily maximizes the Hamiltonian function a.s., namely,
\[
 u^*_t + \frac{\sqrt{2}}{2} (\xi^*_t - \eta^*_t - \xi_t^*) = 0, \quad P - \text{a.s. a.e.} \] (78)

However, the Hamiltonian function for \( \mathcal{P}^0 \) is
\[
H_t(t, x_t, y_t, z_t, u_t, \Lambda_t) = -\frac{\sqrt{2}}{2} (1 + \varepsilon) u_t^2 + (\eta_t - \xi_t - \xi_t) u_t \\
+ (\eta_t + \xi_t)(x_t + Ex_t) \\
- \xi_t (x_t + y_t + z_t + Ex_t + Ey_t + Ez_t).
\] (79)

Obviously, it is concave. Moreover, it is maximized at \( u_t^\varepsilon \), which satisfies
\[
u_t^\varepsilon = \frac{u_t^*}{1 + \varepsilon}.
\] (80)

Hence,
\[
\sup_{u \in \mathcal{U}} E \int_0^1 H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i) dt - E \int_0^1 H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i) dt \\
\leq E \int_0^1 \sup_{u \in \mathcal{U}} H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i) dt - E \int_0^1 H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i) dt \\
= E \int_0^1 [H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i) - H_t(t, x_t^i, y_t^i, z_t^i, u_t^i, \Lambda_t^i)] dt \\
= E \int_0^1 \frac{\varepsilon^2}{2} (u_t^\varepsilon)^2 dt \\
\leq C\varepsilon.
\] (81)

According to Theorem 3, \( u^* \) is near-optimal for \( \mathcal{P}^0 \) with an error order of \( \varepsilon \) when \( \varepsilon \) is sufficiently small.

**Proposition 1.** The control \( u^* \) defined by (76) together with the corresponding trajectory \((x^*, y^*, z^*)\) is an optimal solution for Problem \( \mathcal{P} \).

**Proof.** Suppose \((x, y, z)\) is the trajectory of system (73) controlled by \( u \in \mathcal{U} \). By the convexity of a function, we have
\[
E[x_t^i (x_t^i - x_t^*)] + E[y_t^i (y_t^i - y_t^*)] \\
= E \int_0^1 (\xi^*_t - \eta^*_t - \xi_t^*) (u_t^i - u_t^*) dt.
\] (83)
Then,

\[
J(u) - J(u^*) \geq E \left[ \int_0^1 \left( \frac{\sqrt{2}}{2} u_t^2 - \frac{\sqrt{2}}{2} (u_t^*)^2 \right) dt + \sqrt{2} x_1^* (x_1 - x_1^*) + \sqrt{2} y_0^* (y_0 - y_0^*) \right]
\]

\[
= E \left[ \int_0^1 \left( \frac{\sqrt{2}}{2} u_t^2 - \frac{\sqrt{2}}{2} (u_t^*)^2 \right) dt \right].
\]

From (76), we have

\[
\frac{\sqrt{2}}{2} u_t^2 + \sqrt{2} (\xi_t^* - \eta_t^* - \zeta_t^*) u_t \geq \frac{\sqrt{2}}{2} (u_t^*)^2 \tag{85}
\]

\[
+ \sqrt{2} (\xi_t^* - \eta_t^* - \zeta_t^*) u_t^*, \quad \forall u \in \mathcal{U}.
\]

The inequality above implies that

\[
J(u) - J(u^*) \geq 0, \quad \forall u \in \mathcal{U}. \tag{86}
\]

Therefore, \( u^* \) is the optimal control for \( \mathcal{P} \), and \( (x^*, y^*, z^*) \) is the optimal trajectory. \( \square \)

6. Conclusion

This paper discussed near-optimal control problems for mean-field FBSDEs with mixed initial-terminal conditions. Firstly, we initially introduce three first-order adjoint equations to operate dual analysis with corresponding variational processes. Secondly, the reduction method is adopted to guarantee the well-posedness of the first-order adjoint equations also with mixed initial-terminal conditions. Furthermore, by introducing the penalty functional, the original problem with endpoint constraints is transformed into penalized optimal control problem with no endpoint constraints. Via convex variational technique as well as Ekeland’s variational principle, the necessary condition of Pontryagin’s type is established. Finally, to illustrate the application of our theoretical results, a linear-quadratic problem is worked out. In our future work, we will develop the research on near-optimality to solve both theoretical and practical problems.
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