Convolution Forgetting Curve Model for Repeated Learning
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ABSTRACT: Most of mathematic forgetting curve models fit well with the forgetting data under the learning condition of one time rather than repeated. In the paper, a convolution model of forgetting curve is proposed to simulate the memory process during learning. In this model, the memory ability (i.e. the central procedure in the working memory model) and learning material (i.e. the input in the working memory model) is regarded as the system function and the input function, respectively. The status of forgetting (i.e. the output in the working memory model) is regarded as output function or the convolution result of the memory ability and learning material. The model is applied to simulate the forgetting curves in different situations. The results show that the model is able to simulate the forgetting curves not only in one time learning condition but also in multi-times condition. The model is further verified in the experiments of Mandarin tone learning for Japanese learners. And the predicted curve fits well on the test points.
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1. Introduction

Since Ebbinghaus proposed the eminent ‘forgetting curve’ to quantitatively describe the procedure of memory [1], researchers have made great effort to find out the exactly form of the models for forgetting curve. The problem is still being considered as ‘central theoretical importance’ [2]. However, there are few well-accepted curve models yet. The forgetting curve describes basic, lawful, and robust memory phenomena, simulates and predicts the memory tasks[3][4][5].

Most of the shapes of the previously proposed forgetting curves are more or less a curvilinear function of time [6][7][8][9][10]. Wixted compared a few typical functions, i.e. power, linear, exponential, exponential-power, hyperbolic and logarithmic functions. His and other’s experiments showed that power function outperformed the others and described the courses of forgetting best [6][11], which was also confirmed in Murre's replication experiment [12]. In Wixted’s experiments, the forgetting curves derived from short-term recall of words, long-term recognition of faces in humans, and delayed-matching-to-sample in pigeons. The best function may be different when conditions change.

Thus more complicated and applicable models were proposed. For example connectionist models of biologically are reasonably used to predict exponential forgetting curves and outperform most of two-parameter forgetting-curve functions mentioned by Wixted[3]. Also hierarchical Bayesian Models were fitted in to handle individual participant data[13]. Besides, some researchers have combined psycholinguistics-inspired memory models with modern machine learning techniques and proposed half-life regression (HLR) as a trainable interval repetition algorithm [14]. These models were able to avoid distortions by averaging over participants. However, the forms of the functions became more and more complex and the parameters in the function were difficult to be determined [15]. Some researchers claimed that a two-parameter function can explain more than 90% of the variance in the psychology memory [16]. Actually, in terms of one-time training condition, all of the typical functions mentioned by Wixted could fit the forgetting curve well.

Wixted proposed the basic form of exponential function in forgetting [6]. Here, the function is written as

\[ f(t) = a_0 \exp(-a_2 t) + a_3 \]  

(1) (t in minutes)

Parameters a1 a2 a3 represent the personal intrinsic characteristic of the learner, where a1 is the coefficient representing the initial memory strength, a2 represents the strength of the rate of forgetting as to time, a3 means long time retain, i.e. the learned material.

Formula (1) is a little different to the original function in parameter a3. It is because that in view of long term memory,
some material will turn into long term memory in learner’s mind. The original exponential function could not reflect the phenomenon and the revised formula are proved to fit the remaining memory well. In Yifeiyi’s experiments, with parameters $a_1=0.3796$, $a_2=1.475$, $a_3=0.211$, formula (1) simulated the forgetting curve of Japanese language learning well [17].

In Rubin’s three continuous cued recalls experiments[18], the basic forgetting function is described as

$$f(t) = a_1 \exp(-t/T_1) + a_2 \exp(-t/T_2) + a_3$$

(2)

T1 is fixed to 1.15 and T2 is fixed to 27.55. The formula is similar to formula (1) and simulates the recall data well.

The forgetting experiments are usually carried out several minutes or some days later after learning one time. However a few experiments were carried out to simulate the variation of forgetting curves in multi-training conditions. In the situation learners may be trained with some material every day or every few days repeatedly to remember the material. And the learners are tested in the period to see the memory retention. It is a more general procedure of learning like language learning during which the single forgetting curve could not model the data directly [19][20].

There exists sophisticated relation between the memory and the forgetting curves. The forgetting curves are impacted by the pattern of the memory. In other words, the forgetting curves could be viewed as the outer behaviors of the memory. Most of memory models proposed that memory consists three important stages, i.e. input, output and central working memory. Baddeley introduced the concept of working memory[21][22][23][24]. Working memory is crucial to the higher cognitive functions, such as language learning and comprehension, mathematical abilities and reasoning[25]. It also affects the elements in the long term memory[22][26]. As shown in Figure 1, working memory is supposed to be a storage area while learning material is been orchestrated.

![Figure 1 Working memory systems for language learning](image)

From the Figure 1, most of the two-parameter function for forgetting curves mentioned by Wixted cannot explain the working memory procedure directly. Firstly, the two-parameter function cannot explain how the long term memory is formed. In the simulation curves, the memory retention will be zero with time passing by. Then the long term memory could not be set up. More parameters must be added to represent the learned material. Secondly the function cannot explain multi-times learning. In this kind of learning, working memory interacts with long term memory.

In most of working memory model, the learning procedure can be qualitatively evaluated [28][29]. Under some circumstances, we also wonder the precise memory result in learning. The results are useful in assessing the learning method and the individual personality of the learner. The adjusted forgetting curve functions may be used to quantitatively evaluate the procedure.

A typical example of memory process of Figure 1 is language learning where repeated training is applied frequently in order to get the learner’s attention and establish long term memory. This process cannot be directly modeled as the two parameters forgetting curves are not accommodated to multi-training conditions.

For example, experiments conducted by the researchers in the University of Waterloo[30] showed that within 24 hours of getting the information spend 10 minutes reviewing and the forgetting curve can be raised almost to 100%. A week later (day 7), it only takes 5 minutes to “reactivate” the same material, and again raise the curve. This shows the function repeated learning, as shown in Figure 2. The left curve is the remember variation with time from one time learning to forgetting. The right curve shows the effect of multi-times learning, the curve could arrive at 100% after the repeated learning.
As to language learning, for the purposes of memory formatting, training methods always depend on a number of voice loops to stimulate the central executive as illustrated in memory model of Figure 1, so that the voice-based short-term memory can be turned into long-term memory. The variation of forgetting curve is more similar to that of the right curve in Figure 2. On the other hand, most of the mathematic models are devoted to simulating left curve. Such models can be a good description of a single memory with time attenuation. And current models face much difficulty in simulating right curve. In the following section, parameterized convolution forgetting model is proposed to simulate the left and right curves in Figure 2.

2. Results

2.1. Convolution Forgetting Curve Model

From the Figure 2, it can be found that through repeated learning or remembering, the memory in the brain is similar to a decrease exponent function, and studying once, the information left in the brain will have a step change. From the original memory model illustrated in Figure 1, long-term memory conformation is the result of interaction of input and the central executive in the working memory. In consideration of the relationship between stimulation (study) and memory, it is alike interaction of signal and system in circuit theory [31].

Thus a convolution model for memory is presented. The material for study is regarded as a stimulation signal. The central executive is supposed to be central system. The result of convolution is the information left in the brain after studying \( n \) times.

Compared with the convolution calculation in mathematics, the interaction of input \( f(t) \) and the central executive \( h(t) \) is viewed as convolution analysis. Provided that the central executive is linear time-invariant (LTI), the output \( y(t) \), i.e., the memory result can be written as

\[
y(t) = \int_{-\infty}^{\infty} f(\tau)h(t-\tau) d\tau = f(t)*h(t)
\]

(3)

In the procedure of language learning, \( f(t) \) is regarded as one’s ability of remembering, \( h(t) \) is regarded as voice stimulation, \( y(t) \) is forgetting curve. The formula is the general format for forgetting curve. In order to simulate the curve specific in learning situation, the function form and its parameters should be determined before.

Considering the complexity of memory, the proposed forgetting curve models are classed into the following three different specific kinds.

2.1.1. One time learning convolution model (OCM)

This model describes the classic forgetting curve as in the left curve in Figure 2.

From a biological perspective, people’s memory comes from stimulation, and the trace in the cortex of brain made by stimulation could be viewed as an output or a response. The unit impulse function \( \delta(t) \) can be assumed as the simplest stimulation. Thus Formula (3) can be written as:

\[
y(t) = \delta(t)*h(t) = h(t)
\]

(4)

Formula (4) can also be explained in terms of circuit and systems. If the LTI system \( h(t) \) has been in a steady state, its response is called zero-state respond. The convolution of unit impulse function and the system is the result of the
respond, i.e., the system itself in mathematics. This also reflects the characteristic of the system. In another word, the \( h(t) \) is the forgetting result reflecting the capability of the brain. The respond \( y(t) \) to continuous, time invariant, linear system is convolution of excitation \( f(t) \) and the unit impulse function respond \( h(t) \).

\( h(t) \) could be viewed as the basic forgetting function. Taking formula (1) for example, in the situation, \( y(t) \) is equal to \( h(t) \) and can be written:

\[
y(t) = h(t) = a_0 \exp(-a_2 t) + a_3 \quad (5)
\]

Therefore, in the final form, OCM is exactly the same as classic exponential function of forgetting curve. The different between them is that OCM is derived from the point of view of impulse and memory system. Formula (4) can be adapted to any forgetting function by adjusting \( h(t) \).

2.1.2. Repeated learning convolution model (RCM)

This model describes the right forgetting curve in Figure 2.

If the learners have been stimulated several times with the same material (signal), the impulse function should be presented corresponding times. Thus the Formula (3) can be written as:

\[
y(t) = \sum_{n=1}^{N} f(t-T_n) * h(t) \quad (6)
\]

Where \( n \) means the times of stimulation or learning and \( T_n \) is the time delay comparing with the first of stimulation at the \( n \)th time. If the impulse is still impulse signal, the formula is written as:

\[
y(t) = \sum_{n=1}^{N} \delta(t-T_n) * h(t) = \sum_{n=1}^{N} h(t-T_n) \quad (7)
\]

If the memory system is LTI and Formula (1) is also taken as the basic function, then the final form can be written as:

\[
y(t) = \sum_{n=1}^{N} a_i \exp[-a_2(t-T_n)] + Na_3 \quad (8)
\]

Formula (8) implies that the repeated impulses lead to accumulating of the memory.

According to the analysis of LTI system and convolution, it is hypothesized that the procedure of remembering is similar to a process of the memory center being stimulated repeatedly. The response of memory is convolution result of the system forgetting curve and the system impulse. The response of repeated training memory is sum of the convolution result of the system forgetting curve and the system impulse. The convolution memory model illustrated in Figure 3 is pretty much similar as the working memory model proposed by Baddeley [19].

![Figure 3. Procedure of convolution memory model[21]](image)

In Figure 3, the signal stimulates the central executive system and leaves impression in the buffer. With time passes by, the impression or the short time memory become weak. If the signals are input from visuo-spatial sketchpad repeatedly, i.e. the learning is repeatedly, episodic buffer will accumulate more and more impression. Just like formula (8), the convolution result will be summed up. With phonological loop, the learning material turns into long term memory. Therefore the proposed forgetting curve model is consistent with the working memory model and explains it in mathematics.
Generally the function which has interaction with \( f(t) \) will be unit impulse function or its shifts. Furthermore the input is not always the impulse function; the material of learning will affect the stimulation input function’s format. So the more general input function form is proposed as follows.

2.1.3. General repeated learning convolution model (GRCM)

The input in the convolution model can be an arbitrary function other than the impulse function in 3.1 and 3.2. As we known, the procedure of remembering something is time consuming. And the memory of material provided to the learners will not disappear quickly. It may last several seconds or minutes and sometimes even longer. Thus the impulse function should be replaced with a function that can last for longer time.

Also with the result 3.1 and 3.2, the left rising trend in the left and right forgetting curves of Fig.2 could not be simulated. This trend reflects the learning procedure in the curve.

Here a rectangular function is used to replace impulse function in Formula (4) and (7). Formula (1) is also taken as the basic function. Thus the two formulas are rewritten as Formula (9) and (10) respectively.

\[
y(t) = [u(t-\tau) - u(t)] * h(t) = [u(t-\tau) - u(t)] * [a_1 \exp(-a_2 t) + a_3]
\]

\[
y(t) = \sum_{n=1}^{N} [u(t-T_n-\tau) - u(t-T_n)] * h(t) = \sum_{n=1}^{N} [u(t-T_n-\tau) - u(t-T_n)] * [a_1 \exp(-a_2 t) + a_3]
\]

In the above formula, \( u(t) \) refers to step function, \( \tau \) is the width of rectangular function, which is viewed as the learning continuous period for one time. In Formula (10), the period is assumed to be equal each time.

With some derivation, formulas (9) and (10) are written as the segment functions, which mean that the curves are divided into two stages. In the first stage, the curves are rising which corresponds with the first part of the segment function. And the learner is continuously learning along with remembered contents of the material increasing. In the second stage, the curves are falling which corresponds with the second part of the segment function. And the learner stops learning with its forgetting curve decline.

Formulas (9) and (10) are both based on the basic formula (1). If the basic forgetting function is replaced with formula (2), similar formulas can also be achieved.

2.2. Simulation Results

2.2.1. Experimental background

Mandarin tone is used here as the repeated learning material for Japanese learners to test the forgetting curve model. Mandarin is a tonal language, which means different tones express different meanings. It has been found that Japanese learners have great difficulties in Mandarin tonal pronunciation, especially Tone 2 and Tone 3.

In order to help Japanese learners correctly produce tones of Mandarin and improve their learning efficiency, perception training method was applied \([32][33]\). The method tried to correct learners’ bias by repeating learning same material in a short time.

This training is a typical repeated learning procedure, which cannot be described by the traditional model of one time forgetting curve. And it is a good example to verify the proposed convolution memory model.

2.2.2. Perceptual training experiment

The learners in the perception training experiment are eleven Japanese students who are all studying Mandarin in China. The main purpose of the perception training is to test the variation of Japanese’s aesthetic about Mandarin Tone 2
and Tone 3. The cognitive training includes training module and testing module. They are clarified as follows.

Training module: this module includes two parts i.e. adaptive perceptual training and high variability training [31]. The training material includes 20 and 60 words. The 20 words training (20 trails) and the 60 words training (60 trails) are both carried from day 1 to day 6.

Testing module: The test materials are same as the training. Learners are requested to judge the words’ tone in 5 minutes. In the 60 trails situation, the tests are carried on day 1 and day 3. On the two days, the tests are taken before the training. A plus test is taken on day 7 days to verify to remaining memory. In the 20 trails situation, the test is carried from day 1 to day 6. And on these six days, a test is taken after the training. Since the learners are foreign students, two of them left China in the procedure and only nine learners participated in all experiments of the 60 trails.

The test results of 60 trails and 20 trails are shown in Table 3 and Table 4, respectively. It can be seen that after the perception training, most of the learners’ overall tonal level shows a rising trend. Therefore the traditional forgetting model is not suitable to describe this type of situation.

Table 3. The probability of recall for the experiments of 60 trails

| Learner \ Day | 1   | 3   | 7   |
|--------------|-----|-----|-----|
| 1            | 0.60| 0.75| 0.80|
| 3            | 0.87| 0.75| 0.92|
| 4            | 0.68| 0.85| 0.85|
| 5            | 0.85| 0.93| 0.95|
| 6            | 0.93| 0.98| 0.98|
| 8            | 0.97| 0.95| 0.92|
| 12           | 0.97| 1   | 0.98|
| 13           | 0.87| 0.98| 0.98|
| Avg          | 0.843| 0.899| 0.941|

Table 4. The probability of recall for the experiments of 20 trails

| Learner \ Day | 1   | 2   | 3   | 4   | 5   | 6   |
|--------------|-----|-----|-----|-----|-----|-----|
| 1            | 0.75| 0.6 | 0.75| 0.95| 0.9 | 0.8 |
| 2            | 0.9 | 0.9 | 1   | 1   | 1   | 0.95|
| 3            | 0.95| 0.65| 0.95| 0.9 | 1   | 1   |
| 4            | 0.65| 0.85| 0.9 | 0.85| 0.9 | 0.9 |
| 5            | 0.85| 0.95| 0.75| 0.65| 0.85| 1   |
| 6            | 0.8 | 1   | 0.95| 1   | 1   | 1   |
| 7            | 0.9 | 0.95| 0.75| 0.85| 0.85| 0.95|
| 8            | 0.85| 0.8 | 0.95| 1   | 0.95| 0.95|
| 9            | 0.9 | 0.95| 0.85| 0.85| 0.9 | 0.9 |
| 10           | 0.85| 0.9 | 1   | 0.95| 0.95| 1   |
| 11           | 0.9 | 0.9 | 0.85| 0.9 | 0.9 | 0.9 |
| Avg          | 0.85| 0.86| 0.88| 0.9 | 0.93| 0.94|

2.3. Simulation for the experiments of 60 trails

From Table 3 and 4, it can be seen that each student’s memory level are not the same. It is due to the difference of student’s pronunciation basis and the student’s own learning ability. The latter is corresponding to the unit impulse response $h(t)$ proposed in section 3 in the convolution forgetting model.

According to Formula (8), the main different of $h(t)$ is the parameters $a_1, a_2, a_3$ for each person, where $a_2$ represents the decline speed of the forgetting curve. The bigger $a_2$ is, the faster the curve declines; $a_1$ determines the starting point
of the curve, and \( a_3 \) means the memory result when time extends to infinity. The merit of the forgetting curve model is also consistent with the long term memory in the Baddeley’s memory model theory. Parameter \( a_3 \) represents the long term memory which is reserved in the long time. If the basic function in Formula (8) is replaced with Formula (2), \( a_1 \) plus \( a_2 \) determine the starting point of the curves, and \( a_3 \) also represents the long term memory.

Table 5 shows the calculated \( a_1 \), \( a_2 \) and \( a_3 \) of 60 trails tests results. The average forgetting curves with two different formulas are shown in Fig. 7.

Table 5. The calculated \( a_1 \), \( a_2 \), \( a_3 \) with 60 trails tests result (Averaged)

| formula | MSE | MSE of day 1 and 3 | MSE of day 7 | r² | \( a_1 \) | \( a_2 \) | \( a_3 \) |
|---------|-----|---------------------|--------------|----|--------|--------|--------|
| 1       | 0.001 | 0.001             | 0.003        | 1  | 0.05   | 0.13   | 0.14   |
| 2       | 0.004 | 0                  | 0            | 0.984 | 0.28   | 0      | 0.14   |

![Figure 7. The forgetting curves of convolution model (average)](image)

The table and the figure show that the proposed convolution model could fit the average forgetting data well. The r-square and the MSE both demonstrate the effectiveness of the curve.

Figure 7 is alike the right curve in Figure 2 in the shape. It describes forgetting curves under the six times learning situation. The six maximum points in each curve in Figure 7 reflect the actual six learning time points. At the time the memory reach the local optimal states. And with time passing by, the curve declines. Therefore, it is possible to analyze the procedure of memory using convolution memory model in the shape.

The calculated \( a_1 \) and \( a_2 \) of each formula show the two different forgetting functions. This means the forgetting curves are different. From Figure 7 it can be seen that the two curves are not coincide except for several point. It may be due to the lack of test data. If the forgetting status of day 2, 4, 5 and 6 are all recorded, the two curves may be calculated more precisely. However \( a_3 \) is the same. It suggests that the long term memory of the two formulas is same and the forgetting curves in Figure 7 also prove it. The forgetting status of day 7 is predicted well by both of the two curves. The MSE of day 7 is 0.003 and 0 respectively. It shows the ability to predict forgetting status of the proposed model.

2.4 Simulation for 20 trails experiments

In the above experiment, parameters \( a_1 \), \( a_2 \), \( a_3 \) are calculated from three days’ forgetting result of 60 trails. The
learning procedure and the prediction capability of the proposed model can be verified by the test result of 20 trails. Since the 20 trails are tested after six days’ learning, the three parameters can be calculated from results of only one day or combination results of some six days or even all results of the six days.

Table 6 shows the MSE and $r^2$ calculated by the result of different number of day of 20 trails. It can be found that the more results are used, the MSE is smaller. It suggests that the forgetting curves fit the data better. Also when more than three days’ results are used, the $r$-square exceeds 0.9, it means the correlation of the curves and the data.

| Train day     | formula | MSE of all day | MSE of train day | MSE of predict day | $r^2$ |
|---------------|---------|----------------|------------------|--------------------|-------|
| 1             | 1       | 0.023          | 0                | 0.028              | 0.563 |
| 2             | 0.018   | 0              | 0.022            | 0.906              |
| 1 and 2       | 1       | 0.018          | 0                | 0.027              | 0.570 |
| 2             | 0.015   | 0              | 0.022            | 0.923              |
| 1,2 and 3     | 1       | 0.003          | 0.002            | 0.006              | 0.992 |
| 2             | 0.007   | 0.003          | 0.014            | 0.931              |
| 1,2,3 and 4   | 1       | 0.003          | 0.002            | 0.008              | 0.992 |
| 2             | 0.004   | 0.002          | 0.010            | 0.966              |
| 1,2,3,4 and 5 | 1       | 0.003          | 0.003            | 0.010              | 0.992 |
| 5             | 0.002   | 0.002          | 0.001            | 0.982              |
| 1, 2, 3, 4, 5 | 1       | 0.002          | 0.002            | 0.002              | 0.977 |
| and 6         | 2       | 0.002          | 0.002            | 0.002              | 0.982 |

Figure 8 and 9 show the forgetting curves calculated with four days and six days’ results respectively. Since the test is carried after the training, the black points which represent the forgetting status of the test time are close to the maximum points of the curve. In order to reflect the phenomenon in the curve, the procedure of calculating $a_1$, $a_2$, and $a_3$ in the model is adjusted in minimizing the mean squared error between the experimental $d'$ and the predicted $d$ in the learning point.

From Figure 8, it is found that the difference of the two curves is significant. Maybe the results used to evaluate the parameters are not enough. And the two curves both fit first four days’ points well. However the predicted data of day 5 and day 6 does not coincide with real data. It is also reflected in MSE of predict day in table 6.

In Figure 9, the two curves are nearly the same. It may suggest that with enough evaluated data, formula (1) and formula (2) can derive similar forgetting curves. Also the two curves both fit all of the six points well.
Fig. 8 The forgetting curves of convolution model (calculated with 4 days' results)

Fig. 9. The forgetting curves of convolution model (calculated with 6 days' results)

3. Discussion
3.1. Analysis of the simulation results

Mandarin perceptual training is a typical repeated learning procedure. The above experiments marked the particular learning or forgetting points and simulated the forgetting curve with the proposed model.

From the result of the experiment, it can be seen that the forgetting procedure largely corresponds to the proposed model. The forgetting curves are similar in the appearance. If the training data for $a_1$, $a_2$, $a_3$ is enough (three days or above), the MES and $r^2$ of the propose models are satisfactory. The amount of the training data may affect the fit result.

In the 60 trails experiment, the two curves based formulas (1) and (2) respectively. The curves only overlap in several forgetting points. So do the curves calculated from 4 days’ results from the experiments of 20 trails. However when calculated with 6 days’ results from the experiments of 20 trails, the two curves are nearly the same.

Maybe the details of the curves are different for each learner, because every learner’s capacity and starting point of study are different. So in our plots, only the average results are shown.

3.2. Discussion

In this paper, a general convolution forgetting curve model is proposed. The model is compactable to the working memory theory, and the traditional forgetting curve can be viewed a particular case of the proposed model. With this model, we analyzed the result of Mandarin perception training. The experimental data is according to the hypothesis of the model both in the 60 and 20 trails.

Via the model, the condition of language study and memory can be analyzed to fit the amount of memory at special time. So that reasonable stimulation point of study can be set up. It helps to provide theory evidence for designing reasonable stimulation points in language learning.

This model also provides a certain basis to design better teaching methods. As to arriving at some memory condition, the learners can be design to learn some material in some time and in some times, the desired forgetting percent can be calculated by the proposed model. With the proposed model, the memory condition at specific time point can be predicted using only a few test data. Thus the two methods can be compared in terms of the amount of memory in the specific time.

Moreover in the future study, the convolution forgetting curve model should be improved in follow aspects.

a) In the above experiment, only the inherent factors are considered in the forgetting curve. External factors may also influence the curve, such as teaching skill, stimulus intensity. The proposed model can also include such factors. In the model, those can be regarded as the strength of the stimulus. Through adjusting the input impulse function coefficient, the situation can be simulated.

b) In the proposed model based on the two basic formulas, parameter $a_j$ refers to the remaining memory in the brain. In the simulation curves and the experiments, the memory amount becomes small with time. It can be derivate that the memory amount will be zero after very long time. It is a little conflict with the long term memory theory. In the future research, parameter $a_j$ may be adjusted as a function of number of times, otherwise a constant. It may increase with the learning time. Thus even the time is very long, there also some impression is left and the long term memory in formulated.

c) In addition, in this paper, the language learners only were trained with Mandarin tones. Also the long time forgetting condition was not tested and verified in the experiments due to limited time. In the future, different training material will be used to further verify the accuracy of the model.

4. Methods

As to the simulation experiments, the learners are trained with 60 or 20 trails one time in each six days. Provided that one day is divided into two time interval for learning and forgetting, according to the three training time point, the six impulse functions in Formula (7) can be written as:
Under six stimulations and according to convolution memory model, Function (7) can be written as:

\[
\begin{align*}
\delta(t-1) &= [0\ 1] \\
\delta(t-3) &= [0\ 0\ 0\ 1] \\
\delta(t-5) &= [0\ 0\ 0\ 0\ 0\ 1] \\
\delta(t-7) &= [0\ 0\ 0\ 0\ 0\ 0\ 0\ 1] \\
\delta(t-9) &= [0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 1] \\
\delta(t-11) &= [0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 0\ 1] 
\end{align*}
\]


\[
y(t) = \delta(t-1)*h(t) + \delta(t-3)*h(t) + \delta(t-5)*h(t) + \delta(t-7)*h(t) + \delta(t-9)*h(t) + \delta(t-11)*h(t) \\
+ h(t-1) + h(t-3) + h(t-5) + h(t-7) + h(t-9) + h(t-11)
\]

The formula means that the result of the six stimulations is the sum of results of six single simulations with different time delays. The stimulation interval is half day.

The parameters \(a_1, a_2, a_3\) can be estimated with climb hill algorithm by the test results of day 1, day 2 and day 6 [34]. Then the forgetting curves can be drawn with parameters \(a_1, a_2\) and \(a_3\). And the forgetting status of day 7 can be forecasted.
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