Impact of Lattice Strangeness Asymmetry Data in the CTEQ-TEA Global Analysis
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Abstract

We study the impact of lattice data on the determination of the strangeness asymmetry distribution $s_−(x) ≡ s(x) − \bar{s}(x)$ in the general CTEQ-TEA global analysis of parton distribution functions (PDFs) of the proton. Firstly, we find that allowing a nonvanishing $s_−(x)$, at the initial $Q_0 = 1.3$ GeV scale, in a global PDF analysis leads to a CT18As fit with similar quality to CT18A. Secondly, including the lattice data in the CT18AsLat fit greatly reduces the $s_-$-PDF error band size in the large-$x$ region. To further reduce its error would require more precise lattice data, extended to smaller $x$ values. We take ATLAS 7 TeV $W$ and $Z$ production data, SIDIS di-muon production data, $F_3$ structure function data, E866 NuSea data, and E906 SeaQuest data as examples to illustrate the implication of CT18As and CT18As_Lat fits. The parametrization dependence for PDF ratio $(s + \bar{s})/(\bar{u} + \bar{d})(x)$ is analyzed with CT18As2 and CT18As2_Lat fits as results.
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I. INTRODUCTION

The Large Hadron Collider (LHC) has entered an era of precision physics. To match the experimental precision, it is necessary to have precise predictions in QCD theory, which require correspondingly precise parton distribution functions (PDFs), such as the recent CT18 [1], MSHT20 [2] and NNPDF4.0 [3] PDFs obtained at the next-to-next-to-leading order (NNLO) accuracy in QCD.

In the CT18 analysis, the strange quark and antiquark PDFs of the proton are assumed to be the same, $\bar{s}(x) = s(x)$, at $Q_0 = 1.3$ GeV, where the nonperturbative PDFs are specified, and a nonvanishing $(s - \bar{s})(x)$ is generated at higher energy scales by DGLAP evolution [4, 5]. In Ref. [1], noticeable tensions between the original NuTeV [6] and CCFR [7] semi-inclusive deep-inelastic scattering (SIDIS) di-muon data and the precision ATLAS $\sqrt{s} = 7$ TeV $W, Z$ data [8] were found. In MSHT20 [2], it was concluded that allowing $s(x) \neq \bar{s}(x)$ at the $Q_0$ scale can release some of these tensions. In this work, we extend the CT18 analysis to allow a nonvanishing strangeness asymmetry, $s_-(x) \equiv s(x) - \bar{s}(x)$, at the $Q_0$ scale, and the resulting PDF set is hereafter referred to as CT18As.

Besides the phenomenology approach of performing global PDF analysis, a nonperturbative approach from first principles, such as lattice QCD (LQCD), provides hope to resolve many of the outstanding theoretical disagreements and provides information in regions that are unknown or difficult to observe in experiments. Recent breakthroughs, such as large-momentum effective theory (LaMET) [9–11] (also called the quasi-PDF method), have made it possible for lattice calculations to provide information on the $x$-dependent PDFs. There have been many pioneering works showing great promise in obtaining quantitative results for the unpolarized, helicity and transversity quark and antiquark distributions [12–17] using the quasi-PDFs approach [9]. Increasingly many lattice works are being performed at physical pion mass since the first study in Ref. [18]. (A recent review of the theory and lattice calculations can be found in Refs. [11, 19, 20].) The first Bjorken-$x$–dependent strange (anti)quark PDF using LQCD calculations was reported in Ref. [21]. This calculation was done using a single lattice spacing, 0.12 fm, with extrapolation to physical pion masses. In this work, we use the extrapolated lattice matrix elements to calculate the strangeness asymmetry distribution $s_-(x) \equiv s(x) - \bar{s}(x)$, which is then taken as an input to further constrain $s(x)$ and $\bar{s}(x)$ at the $Q_0$ scale in the CT18-like global analysis. The resulting PDF
The strangeness asymmetry $s_-(x)$ in the Lattice calculation and the CTEQ-TEA PDF analysis is reviewed in Sec. II. The Sec. III describes the updated strangeness asymmetry results obtained in CT18As and CT18As_Lat fits, by allowing a non-vanishing strangeness asymmetry $s_-(x)$ at the initial $Q_0 = 1.3$ GeV scale. The implication of CT18As and CT18As_Lat fits is studied in Sec. IV by comparing numerical predictions to experimental data for some observables. Sec. V contains our conclusion. In Appendix A, we study the parametrization dependence of the PDF ratio $(s + \bar{s})/(\bar{u} + \bar{d})(x)$ in the large-$x$ region and obtain alternative CT18As2 and CT18As2_Lat PDFs. In Appendix B, we summarize the specific parametrization functional forms for $s(x)$ and $\bar{s}(x)$ PDFs.

II. STRANGENESS ASYMMETRY FROM LATTICE AND CT18

A. Lattice calculation of the strangeness asymmetry distribution $s_-(x)$

Since the strangeness asymmetry $s_-(x) \equiv s(x) - \bar{s}(x)$ is flavor-singlet, we can confidently calculate it using LaMET coordinate-space matrix elements on the lattice. In this work, we use the matrix elements from Ref. [21] computed on a single 0.12-fm lattice ensemble with a $2 + 1 + 1$-flavor HISQ sea with 310-MeV pions generated by MILC Collaboration [22, 23]. The calculation uses two valence masses for the nucleon: light ($M_\pi \approx 310$ MeV) and strange ($M_\pi \approx 690$ MeV). The two-point correlators include 344,064 (57,344) measurements in total and are extrapolated to physical pion mass. The matrix elements are renormalized using the nonperturbative renormalization (NPR) in RI/MOM scheme, the same strategy as in previous works [24, 25]. The left-hand side of Fig. 1 shows the lattice real matrix elements at $M_\pi = 135$ MeV (extrapolated linearly in $M_\pi^2$) with $P_z \in [1.3, 2.2]$ compared with the CT18 NNLO (red band with dot-dashed line) and NNPDF3.1 NNLO (orange band with dotted line) gluon PDFs. The real matrix elements are proportional to the integral of the difference between strange and antistrange PDFs ($\int dx (s(x) - \bar{s}(x)) \cos(xzP_z)$). The lattice results of the real quasi-PDF matrix elements, as shown in Fig. 1, are consistent with zero at 95% confidence level for most $zP_z$ points, indicating that the strange quark-antiquark asymmetry is likely very small.

To take advantage of existing lattice data to reach a wider region of $x$, we choose to
FIG. 1. (left) The real parts of the strange quasi-PDF matrix elements in coordinate space from our calculations at physical pion mass with $P_z \in [1.3, 2.15]$ GeV [21], along with those from CT18 and NNPDF NNLO. (right) The quasi (orange) and matched (blue) valence strange distribution from LQCD calculation.

focus on the result of $P_z \approx 1.7$ GeV. We Fourier transform the renormalized matrix elements into quasi-PDFs by using the extrapolation formulation suggested in Ref. [26] to fit the large-$|z|$ data to the formula $c_1(-izP_z)^{-d_1} + c_2e^{izP_z}(izP_z)^{-d_2}$, inspired by the Regge behavior. Extrapolating the matrix elements into the region beyond the lattice calculation then suppresses Fourier-transformation artifacts. The quasi-PDF can be related to the $P_z$-independent lightcone PDF at scale $\mu$ in $\overline{\text{MS}}$ scheme through a factorization theorem [10]

$$\tilde{q}_\psi(x, P_z, \mu_{\overline{\text{MS}}}, \mu_{\text{RI}}, p_{z\text{RI}}) = \int_0^1 \frac{dy}{|y|} \times$$

$$C \left( \frac{x}{y} \left( \frac{\mu_{\text{RI}}}{p_{z\text{RI}}} \right)^2, \frac{yP_z}{\mu_{\overline{\text{MS}}}}, \frac{yP_z}{p_{z\text{RI}}} \right) q_\psi(y, \mu_{\overline{\text{MS}}}) + ...$$

(1)

where $p_{z\text{RI}}$ and $\mu_{\text{RI}}$ are the momentum of the off-shell strange quark, and the renormalization scale in the RI/MOM-scheme nonperturbative renormalization, $C$ is a perturbative matching kernel used in our previous works [27–30]. The quasi- and matched strangeness asymmetry distributions as functions of $x$ can be found on the right-hand side of Fig. 1; both are consistent with zero. Note that the matching from quasi-PDF to PDF has residual systematics at $O \left( \frac{\Lambda_{\text{QCD}}^2}{xP_z^2} \right)$ and $O \left( \frac{\Lambda_{\text{QCD}}^2}{(1-x)^2P_z^2} \right)$ at very small $x$ and $x$ near 1, respectively. From the isovector nucleon PDF study, at this $P_z$ boost momentum, we can reasonably rely on lattice inputs for $x \in [0.3, 0.8]$. Beyond this region, the lattice errors could increase significantly due to the systematics at finite momentum.
B. Strangeness asymmetry \( s_-(x) \) in CTEQ-TEA PDF analysis

In the nominal CTEQ-TEA PDF fit \[1, 31–34\], the active parton flavors to be parametrized at \( Q_0 = 1.3 \text{ GeV} \) are \( u, \bar{u}, d, \bar{d}, s, \bar{s}, \) and \( g \). In the parametrization of sea-quark distributions, \( s(x, Q_0) = \bar{s}(x, Q_0) \) is imposed in the nominal CT PDFs. In contrast, the CTEQ6.5S0 PDF \[34\] and its earlier version \[35\], done at the NLO, focus on the strangeness sector, where the strangeness asymmetry \( s_-(x, Q_0) \) is explicitly parametrized at \( Q_0 \).

In this work, we follow the strategy presented in Ref. \[34\] to perform a global PDF analysis with nonzero \( s_-(x, Q_0) \), but with updated experimental data and nonperturbative parametrization forms of active partons at the \( Q_0 \) scale, together with NNLO theory predictions. The resulting PDF set is denoted “CT18As”. More specifically, in the CT18As analysis, we start from the alternative PDF set, CT18A NNLO \[1\], rather than the nominal CT18 NNLO fit. This is because the ATLAS \( \sqrt{s} = 7 \text{ TeV} \) \( W, Z \) combined cross-section measurement \[8\] (ID=248) data set is included in the CT18A fit, while it is absent in the nominal CT18 fit. In CT18 analysis, this data is found to prefer larger total strangeness, \( s_+ = s(x) + \bar{s}(x) \) in the small-\( x \) region, and to have tensions with other di-muon data \[6\], which is sensitive to the strangeness distribution.

The CT18As fit adopts the same nonperturbative PDF forms as the CT18A fit at the \( Q_0 \) scale, except for the strange quark and antiquark PDFs, which are determined by \( s_+(x) \) and \( s_-(x) \). The parametrization of the strangeness asymmetry distribution \( s_-(x) \) should respect the number sum rule for strangeness,

\[
\int_0^1 dx \ s_-(x) = \int_0^1 dx \ s(x) - \bar{s}(x) = 0. \tag{2}
\]

In principle, a parametrization with any number of crossings, with \( s_-(x) = 0 \), is possible, as long as Eq. (2) is satisfied. Here, we focus on parametrization forms with only one crossing in the range \( x \in [10^{-6}, 1] \).

To obtain CT18As_Lat PDFs, we take the lattice data for the strangeness asymmetry presented in Sec. II A as a constraint to the global PDF fit. We use the Lagrange-multiplier method, since we regard the lattice \( s_-(x) \) results as additional data on top of the CT18A data set. Hence, CT18As_Lat is an update to CT18As with the inclusion of the lattice \( s_-(x) \) data evaluated at the \( Q_0 \) scale.
III. UPDATED STRANGENESS ASYMMETRY RESULTS

| PDF          | $s_-(x,Q_0)$ | Lat. data | $\chi^2_{\text{tot}}$ |
|--------------|--------------|-----------|------------------------|
| CT18A        | 0            | No        | 4376                   |
| CT18As       | $\neq 0$     | No        | 4344                   |
| CT18As_Lat   | $\neq 0$     | Yes       | 4361                   |

TABLE I. The total goodness-of-fit $\chi^2_{\text{tot}}$ of the CT18A, CT18As, and CT18As_Lat fits, respectively, at $Q_0 = 1.3$ GeV. The total number of data points (without including the lattice data) of each fit is 3674.

FIG. 2. The effective Gaussian variables $S_E$ for individual data sets included in these fits. The data indices “ID” are as defined in Tables I and II from the prior CT18 study [1]. Note that $S_E$ for the E906 SeaQuest data [36] (ID=206) is predicted in the above plot but not included in the PDF fits for this study, nor for the nominal CT18 PDF fit.

In this section, we discuss the quality of various fits and compare the resulting PDFs. The qualities of the CT18A, CT18As, and CT18As_Lat fits are compared in Table I, which shows that they all have the similar $\chi^2$, meaning that these three PDFs are comparable in describing the experimental data. The difference in their $\chi^2_{\text{tot}}$ is much smaller than the tolerance (with a difference of 100 units) used in the CT18 analysis to define the PDF uncertainty at the 90% confidence level (CL).

We present the qualities of fit of each individual data set $E$ by comparing the effective Gaussian variable $S_E = \sqrt{2\chi^2_E} - \sqrt{2N_{\text{pt,E}}} - 1$ in Fig. 2; see Ref. [1] and references therein.
| ID  | Experimental data set                                                                 | $N_{pt,E}$ | CT18A | CT18As | CT18As_Lat |
|-----|--------------------------------------------------------------------------------------|------------|-------|--------|------------|
| 245 | LHCb 7 TeV $W/Z$ rap. [37]                                                         | 33         | 1.52  | 1.40   | 1.60       |
| 246 | LHCb 8 TeV $Z \rightarrow ee$ rap. [38]                                              | 17         | 1.41  | 1.27   | 1.39       |
| 248 | ATLAS 7 TeV 4.6 fb$^{-1}$ $W/Z$ combined cross sec. [8]                                | 34         | 2.58  | 2.22   | 2.33       |
| 249 | CMS 8 TeV WA$_{ch}$ [39]                                                             | 11         | 1.30  | 1.17   | 1.26       |
| 250 | LHCb 8 TeV $W/Z$ rap. [40]                                                           | 34         | 2.05  | 1.95   | 2.02       |
| 109 | CDHSW $F_3^p$ [41]                                                                  | 96         | 0.89  | 0.86   | 0.90       |
| 111 | CCFR $xF_3^p$ [42]                                                                  | 86         | 0.37  | 0.36   | 0.37       |
| 124 | NuTeV $\nu\mu$ SIDIS [6]                                                            | 38         | 0.84  | 0.77   | 0.96       |
| 125 | NuTeV $\bar{\nu}\mu$ SIDIS [6]                                                      | 33         | 1.60  | 1.86   | 1.60       |
| 126 | CCFR $\nu\mu$ SIDIS [7]                                                              | 40         | 0.89  | 1.02   | 0.90       |
| 127 | CCFR $\bar{\nu}\mu$ SIDIS [7]                                                       | 38         | 0.55  | 0.49   | 0.59       |
| 204 | E866 Drell-Yan process $Q^3d^2\sigma_{pp}/(dQdx_F)$ [43]                               | 184        | 1.31  | 1.27   | 1.29       |
| 206 | E906 Drell-Yan process $\sigma_{pd}/(2\sigma_{pp})$ [36]                             | 6          | 0.91  | 0.74   | 0.95       |
| 234 | D0 Run-2 muon $A_{ch}$, $p_{TI} > 20$ GeV [44]                                        | 9          | 0.93  | 0.95   | 0.99       |
| 266 | CMS 7 TeV 4.7 fb$^{-1}$, muon $A_{ch}$ $p_{TI} > 35$ GeV [45]                          | 11         | 1.06  | 1.01   | 1.05       |
| 267 | CMS 7 TeV 840 pb$^{-1}$, electron $A_{ch}$ $p_{TI} > 35$ GeV [46]                     | 11         | 1.45  | 1.33   | 1.40       |
| 281 | D0 Run-2 9.7 fb$^{-1}$ electron $A_{ch}$, $p_{TI} > 25$ GeV [47]                      | 13         | 1.79  | 1.86   | 1.64       |

TABLE II. The $\chi^2/N_{pt}$ of selected data sets included in CT18A, CT18As, and CT18As_Lat fits with non-negligible changes in $\chi^2/N_{pt}$. The $N_{pt,E}$ is the number of data points for the individual data set $E$. Note that the E906 SeaQuest data [36] (ID=206) is not included in PDF fits for this study, as well as the nominal CT18 PDF fit; its $\chi^2/N_{pt}$ values are just predicted by the corresponding PDFs.

Alternative to the usual $\chi^2$, the effective Gaussian variable provides an estimation of quality of fit. $S_E > 1$ means that data set $E$ is not fitted well, while $S_E < 1$ represents overfitting. Moreover, if all deviations of theory from data are purely of random fluctuation, the distribution of $S_E$ is expected to recover the standard normal distribution $\mathcal{N}(0,1)$. In Fig. 2, variation of the effective Gaussian variable $S_E$ for individual data sets $E$ suggests the potential sensitivity of the strangeness asymmetry to the data set $E$. There are three groups
of data that show variations in $S_F$: 1) NuTeV [6] and CCFR [7] SIDIS di-muon production measurements (ID=124–127), which directly probe (anti)strange PDFs; 2) CDHSW [41] (ID=109) and CCFR [42] (ID=111) measurements of the $F_3$ structure function, which are directly related to the valence-sector PDFs, so to the strangeness asymmetry $s_-(x)$; 3) data sets, which are sensitive to sea-quark PDFs, such as LHC DY data sets, E866 NuSea $Q^3 d^2\sigma_{pp}/(dQ \, dx_F)$ data [43] (ID=204) and E906 SeaQuest data [36] (ID=206). A detailed comparison of theory prediction and data for the above-mentioned groups of data will be deferred to Sec. IV. For the last group, we pick the ATLAS 7 TeV $W$ and $Z$ differential cross-section measurement [8] (ID=248) and E906 SeaQuest data [36] (ID=206) as the representatives. In addition to these groups, the HERA I+II reduced cross-section data [48] (ID=160), as marked in Fig. 2, receives negligible impacts from varying prescriptions of the strangeness asymmetry. Similar to Fig. 2, the quality of fit, $\chi^2/N_{pt}$, for the selected data sets in CT18A, CT18As, and CT18As_Lat fits with non-negligible variations in $\chi^2/N_{pt}$ is presented in Table II.

Before proceeding, we note that, in the CT18As and CT18As_Lat PDF fits, the charged-current NNLO QCD correction for SIDIS processes [49] is taken into account, in contrast to the original CT18 and CT18A fits [1]. As noted in the section V.4 of the CT18 paper [1], the NNLO prediction provides a marginally better agreement with the data.

The $s_-(x)$ distributions at 2.0 GeV and 100 GeV, and $s(x)$ and $\bar{s}(x)$ at 2.0 GeV of CT18As are compared to PDF fitting results by other groups, as shown in Fig. 3. As shown in the top panels, CT18As agrees with MSHT20 [2] in terms of the $s_-$ central values. For $x \sim 0.1$, NNPDF4.0 [3] presents the largest $s_-(x)$ central value. In the range of $0.05 < x < 0.4$, CT18As shows a wide error band, so that CT18As is consistent with $s_-(x)$ PDF obtained by other groups. For $s(x)$ and $\bar{s}(x)$ PDFs at 2.0 GeV on the bottom panels, three PDFs are in agreement for $x < 0.3$. For $x > 0.3$, three PDFs present different shapes and the CT18As lies in the middle of the MSHT20 [2] and NNPDF4.0 [3] NNLO PDFs.

We compare CT18A, CT18As, and CT18As_Lat at the initial $Q_0$ scale for $s(x)$, $\bar{s}(x)$, and $s_-(x)$, as well as $s_+(x)$ and PDF ratio $(s + \bar{s})/(\bar{u} + \bar{d})(x)$ at $Q = 100$ GeV in Fig. 4. In the top panels of Fig. 4, we compare $s(x)$ and $\bar{s}(x)$ at the initial scale, among CT18A, CT18As, and CT18As_Lat PDFs. Moving from CT18A to CT18As, allowing a nonvanishing strangeness asymmetry $s_-(x)$ at the initial scale enhances the $s(x)$ PDF but affects $\bar{s}(x)$ less significantly. As the constraint of the lattice data tightens, the CT18As_Lat $s(x)$ PDF
becomes closer to that of CT18A. It appears that the error bands of \( s(x) \) and \( \bar{s}(x) \) PDFs for CT18As and CT18As_Lat allow a negative value for these PDFs. However, we note that in the parametrization of \( s(x) \) and \( \bar{s}(x) \) PDFs, cf. Appendix B, we force \( s(x) \) and \( \bar{s}(x) \) to be non-negative across the whole \( x \) range. We checked that these error bands allowing a negative PDF is due to the numerical construction of the Hessian uncertainty, and that all eigenvector PDFs are non-negative. In the middle-left panel of Fig. 4, the impact of lattice data on the strangeness asymmetry \( s_-(x) \) is exhibited. The lattice data points are distributed in the region of \( 0.8 > x > 0.3 \), and they are consistent with a very small strangeness asymmetry with high precision. Compared to the error band of CT18As, the uncertainty in lattice data points is quite small, so that including the lattice data in the CT18As_Lat fit greatly reduces the size of the \( s_- \)-PDF error band in the large-\( x \) region. The amount of reduction of the CT18As_Lat error band in the much smaller \( x \) region is likely to depend on the chosen
FIG. 4. The comparison of $s(x)$ (top-left), $\bar{s}(x)$ (top-right), and $s_-(x)$ (middle-left), $s_+(x)$ (middle-right) PDFs at the initial $Q_0$ scale, as well as PDF ratios $(s + \bar{s})/((\bar{u} + \bar{d})$ (bottom-left) and $(s + \bar{s})/(s - \bar{s})(x)$ (bottom-right) at $Q = 100$ GeV, for CT18A, CT18As, and CT18As_Lat. Note that in the middle-left panel, predictions of the strangeness asymmetry of CT18A and CT18As_Lat are compared to the current lattice data and expected improvement if current lattice data errors are reduced by a half (green backslashed area, i.e., CT18As_HELat). For CT18A, no strangeness asymmetry $s_-(x)$ is allowed at the initial $Q_0$ scale in the nonperturbative parametrization, so CT18A is absent in the comparison plot of $s_-(x)$. 
nonperturbative parametrization form of \( s_-(x) \) at \( Q_0 = 1.3 \text{ GeV} \). Hence, it is important to have more precise lattice data, extended to smaller \( x \) values. Based on the CT18As_Lat PDF, we further investigate how much lattice data with higher precision would be able to constrain the \( s_- \) distribution. We again fit the lattice data, but reduce the uncertainty of lattice data points by half, resulting another PDF labelled “CT18As_HELat”. The half-error lattice data shows strong power in further constraining \( s_- \), reducing the error band of \( s_- \) by nearly a factor of two in the large-\( x \) region. In the middle-right panel, the comparison of the total strangeness \( s_+(x) \) at \( Q_0 = 1.3 \text{ GeV} \) is shown. In CT18As, the central value of the total strangeness \( s_+(x) \) is enhanced across a wide range of \( x \) relative to CT18A. The uncertainty of \( s_+ \) in CT18As is also enlarged. The similar behaviour can also be observed in the ratios of strange asymmetry to total strangeness \( s_-/s_+ \) and total strangeness to light quarks \( (s + \bar{s})/(\bar{u} + \bar{d})(x) \) at \( Q = 100 \text{ GeV} \), as shown in the bottom panel of Fig. 4. Despite of the large uncertainty of the PDF ratio \( (s + \bar{s})/(\bar{u} + \bar{d})(x) \) in the large-\( x \) region, the enhancement of \( (s + \bar{s})/(\bar{u} + \bar{d})(x) \) in CT18As suggests a greater total strangeness than light-quark content. This feature is caused by the choice of the more flexible non-perturbative parametrization form of the (anti)strange PDF adopted in the CT18As fit, as compared to that in CT18. In Appendix A, we present the result of an alternative fit (termed CT18As2 fit) with additional theory prior to constrain the ratio of \( (s + \bar{s})/(\bar{u} + \bar{d})(x) \) in the limit of \( x \) approaching to 1. After including the lattice data, the resulting CT18As2_Lat fit leads to similar conclusions as the CT18As_Lat fit.

In Fig. 5, we compare the \( \bar{u}(x) \), \( \bar{d}(x) \), and \( \bar{d}/\bar{u}(x) \) PDFs at the initial \( Q_0 = 1.3 \text{ GeV} \). The \( \bar{u}(x) \) of CT18As has been decreased for \( x < 0.1 \) and \( x > 0.3 \) compared to the \( \bar{u}(x) \) of CT18A, as shown in the top-left panel of Fig. 5. After adding in the lattice data, the \( \bar{u}(x) \) of CT18As_Lat moves closer to that of CT18A for \( 0.01 < x < 0.1 \), while in the large-\( x \) region, CT18As_Lat still has a smaller magnitude in \( \bar{u}(x) \). We also observer in the top-right panel of Fig. 5 that \( \bar{d}(x) \) of CT18As for \( 0.01 < x < 0.1 \) and \( \bar{d}(x) \) of CT18As_Lat for \( x > 0.2 \) are suppressed in comparison to \( \bar{d}(x) \) of CT18A, while they are enhanced at \( x \) around a few \( 10^{-3} \). Combining variations in \( \bar{u}(x) \) and \( \bar{d}(x) \), the PDF ratio \( \bar{d}/\bar{u}(x) \) of CT18As floats up for \( x > 0.2 \) or \( x \) around a few \( 10^{-3} \), as shown in the bottom panel.

Lastly in Table III, we summarize the second and third moments of the strangeness asymmetry \( s_- \) and the total strangeness \( s_+ \) obtained in our phenomenological PDF fits and LQCD calculations. For \( \langle x \rangle_{s_+} \) at 2.0 GeV, phenomenological calculations from PDF fits
FIG. 5. The comparison of $\bar{u}(x)$ (upper-left), $\bar{d}(x)$ (upper-right), and $\bar{d}/\bar{u}(x)$ (bottom) parton distributions from the CT18A, CT18As, and CT18As_Lat analyses at the initial $Q_0 (= 1.3 \text{ GeV})$ scale.

are consistent with the recent LQCD calculations by ETMC [50] and $\chi$QCD [51] using the traditional moment method.

IV. PHENOMENOLOGY

In this section, we illustrate the impact of allowing nonzero strangeness asymmetry at the initial $Q_0$ scale and of using the lattice data for the strangeness asymmetry by comparing the experimental data and theory predictions for ATLAS 7-TeV $W$ and $Z$ differential cross sections as functions of dilepton pseudo-rapidity [8] (ID=248), di-muon production from (anti)neutrino-DIS process by NuTeV [6] (ID=124–125) and CCFR [7] (ID=126–127), $F_3$ structure function measurements by CDHSW [41] (ID=109) and CCFR [42] (ID=111), E866 NuSea $Q^2 d^2 \sigma_{pp}/(dQ \, dx_F)$ [43] (ID=204), and E906 SeaQuest [36] (ID=206) experiments.
\[
Q = 1.3 \text{ GeV}
\]

| \(\langle x \rangle_{s_{-}}\) | CT18A | CT18As | CT18As_Lat |
|-------------------------|-------|--------|------------|
| 0.0074(12) | 0.0016(70) |
| \(\langle x^2 \rangle_{s_{-}}\) | 0.0024(27) | 0.00057(120) |
| \(\langle x \rangle_{s_{+}}\) | 0.038(12) | 0.048(19) | 0.044(18) |
| \(\langle x^2 \rangle_{s_{+}}\) | 0.0035(17) | 0.0060(33) | 0.0051(30) |

\[
Q = 2.0 \text{ GeV}
\]

| \(\langle x \rangle_{s_{+}}\) | CT18A | CT18As | CT18As_Lat | LQCD |
|-------------------------|-------|--------|------------|------|
| 0.052(12) | [50] |
| 0.043(10) | 0.052(17) | 0.048(16) | 0.051(26)(5) | [51] |

TABLE III. The second and the third moments of the strangeness asymmetry \(s_{-}\) and the total strangeness \(s_{+}\) from phenomenological PDF fits and LQCD calculations (from ETMC [50] and \(\chi_{QCD}\) [51]) at 1.3 (top-panel) and 2.0 (bottom-panel) GeV. The uncertainty corresponds to 68% confidence level. Of these moments, \(\langle x \rangle_{s_{+}}\) and \(\langle x^2 \rangle_{s_{-}}\) are calculable in lattice QCD.

A. ATLAS 7-TeV \(W\) and \(Z\) production at the LHC

| \(Z\) | \(W^{+}\) | \(W^{-}\) | \(R^2\) \((R^2/131)\) | reduced \(\chi^2\) | total \(\chi^2\) |
|-------|-------|-------|-----------------|-----------|---------|
| CT18A | 17.48 | 15.29 | 13.82 | 40.99 (0.31) | 46.59  | 87.58   |
| CT18As | 15.78 | 15.72 | 11.96 | 32.13 (0.25) | 43.46  | 75.59   |
| CT18As_Lat | 17.22 | 14.58 | 12.94 | 34.36 (0.26) | 44.74  | 79.10   |

\(N_{\text{pt}}\) | 12 | 11 | 11 | 34 | 34 |

TABLE IV. The reduced \(\chi^2\) for \(Z\) and \(W^{\pm}\) production and the contribution of the nuisance parameter \((R^2)\) to the total \(\chi^2\) for the ATLAS 7-TeV \(W\) and \(Z\) data (ID=248). The reduced \(\chi^2\) quantifies the quality of fit to the shifted data. ATLAS 7-TeV \(W\) and \(Z\) data [8] (ID=248) contains 131 correlated systematic errors.

The data for ATLAS 7-TeV \(W\)- and \(Z\)production differential cross sections [8] (ID=248) were found to be in tension with NuTeV [6] and CCFR [7] DIS di-muon data; see Sec. II.C of Ref. [1]. In Fig. 6, we compare the unshifted ATLAS 7-TeV \(W\) and \(Z\) data to the theoretical predictions of CT18A, CT18As, and CT18As_Lat. The central values of the predictions for all the \(W\) and \(Z\) data are below the experimental measurements and on the edge or even...
FIG. 6. Comparison of CT18A, CT18As, and CT18As_Lat predictions to the experimental values of ID=248 ATLAS 7-TeV $W$ and $Z$ differential cross sections for $W^+$ (top-left), $W^-$ (top-right), $Z$ (bottom) as functions of dilepton pseudorapidity [8].

outside of the experimental error bands. However, considering PDF-induced uncertainties, all predictions are consistent with the experimental measurements. The differences among the predictions of CT18A, CT18As, and CT18As_Lat for $W^\pm$ production (top panels of Fig. 6) are small, compared to the large uncertainty. In Table IV, by allowing a nonvanishing strangeness asymmetry at $Q_0$ scale, the reduced $\chi^2$ for the $W^-$ production data is improved, while it is almost unchanged for the $W^+$ production data. The improvement relative to the $W^-$ production (via $s\bar{u}, s\bar{c} \rightarrow W^-$) data can be understood from Fig. 4, where $s(x)$ is enhanced with a nonvanishing strangeness asymmetry, while $\bar{s}(x)$ is less affected.

As for the $Z$-boson production (bottom panel of Fig. 6), the CT18As prediction is slightly larger than CT18A. Since the production of $Z$-bosons via the Drell-Yan process is dominated
by quark-antiquark fusion, the enhancement in the $Z$ production rate reflects a higher magnitude in the combination of quark and antiquark PDFs. This can be seen in Fig. 4, which shows the total strangeness $s_+(x)$ receiving a higher magnitude if nonzero strangeness asymmetry $s_-(x)$ is allowed. Relative to CT18As, the CT18As_Lat prediction is shifted such that it becomes closer to that of CT18A. Meanwhile, the predicted uncertainty of CT18As_Lat shrinks compared to CT18As.

B. SIDIS di-muon production data

|                  | NuTeV $(\nu\mu^+\mu^-)$ SIDIS | NuTeV $(\bar{\nu}\mu^+\mu^-)$ SIDIS |
|------------------|-------------------------------|-------------------------------------|
|                  | Reduced $\chi^2$ | $R^2$ | total $\chi^2$ | Reduced $\chi^2$ | $R^2$ | total $\chi^2$ |
| CT18A            | 30.43              | 1.47  | 31.90           | 42.20              | 10.59 | 52.79           |
| CT18As           | 21.83              | 7.44  | 29.27           | 48.23              | 13.27 | 61.50           |
| CT18As_Lat       | 33.22              | 3.08  | 36.30           | 40.01              | 12.75 | 52.76           |

TABLE V. The reduced $\chi^2$ and the contribution of the nuisance parameter ($R^2$) to the total $\chi^2$ for the NuTeV measurements of di-muon production in neutrino-ion (ID=124, $N_{pt} = 38$) and antineutrino-ion (ID=125, $N_{pt} = 33$) collisions [6]. The NuTeV dimuon production data sets have only one systematic error, which is the normalization error (10%).

|                  | CCFR $(\nu\mu^+\mu^-)$ SIDIS | CCFR $(\bar{\nu}\mu^+\mu^-)$ SIDIS |
|------------------|-------------------------------|-------------------------------------|
|                  | Reduced $\chi^2$ | $R^2$ | total $\chi^2$ | Reduced $\chi^2$ | $R^2$ | total $\chi^2$ |
| CT18A            | 34.04              | 1.57  | 35.61           | 19.69              | 1.19  | 20.88           |
| CT18As           | 33.08              | 7.66  | 40.74           | 16.56              | 1.95  | 18.51           |
| CT18As_Lat       | 32.65              | 3.34  | 35.99           | 20.11              | 2.27  | 22.38           |

TABLE VI. Similar to Table V. The reduced $\chi^2$ and the contribution of the nuisance parameter ($R^2$) to the total $\chi^2$ for the CCFR measurements of di-muon production in neutrino-ion (ID=126, $N_{pt} = 40$) and antineutrino-ion (ID=127, $N_{pt} = 38$) collisions [7]. The CCFR dimuon production data sets have only one systematic error, which is the normalization error (10%).

The SIDIS di-muon production data selected for our PDF fits comprises NuTeV [6] and
CCFR [7] experiments (ID=124–127). At leading order, these data sets directly probe $s(x)$ and $\bar{s}(x)$, so they play an important role in determining strange quark and quark PDFs. In Figs. 7 and 8, the comparison of the unshifted data of the NuTeV measurements of SIDIS di-muon production in neutrino-ion (ID=124) and antineutrino-ion (ID=125) collisions [6] to the differential cross-sections, predicted with CT18A, CT18As, and CT18As_Lat PDFs, is presented. The reduced $\chi^2$ and the nuisance parameter contribution ($R^2$) to the total $\chi^2$ for the NuTeV dimuon data are summarized in Table V. The similar comparison for the CCFR measurements of di-muon production are shown in Figs. 9 and 10, and Table VI.

In Fig. 7, the central values of CT18As predictions for the NuTeV measurement with neutrino beam (ID=124), which directly probes $s(x)$ at leading order, are found to be so enhanced that they are outside of the experimental uncertainties and deviate from central values of CT18A. Table V shows that the CT18A and CT18As have a comparable total $\chi^2$ value, but the CT18As can fit the shifted data better with a larger $R^2$. The tight constraint on strangeness asymmetry $s_-(x)$ of the LQCD calculation strongly impacts the strange PDF, as seen in Fig. 4. Consequently, the prediction of CT18As_Lat in Fig. 7 and the reduced $\chi^2$ shown in Table V are closer to those of CT18A. The uncertainty of CT18As_Lat prediction is then reduced from the wide error band of CT18As prediction, but is still larger than the uncertainty of CT18A prediction. A similar comparison is presented for the NuTeV measurement with antineutrino beam (ID=125) in Fig. 8. The central values for predictions of all three PDFs are close to each other, though with a much larger $\chi^2/N_{pt}$, about $1.6 - 1.9$, in comparison to that (less than 1) found in the NuTeV measurement with neutrino beam (ID=124), cf. Table V. In terms of PDF-induced uncertainty in predictions, CT18A has a smaller uncertainty band when compared to CT18As and CT18As_Lat, in which a nonvanishing strangeness asymmetry $s_-(x)$ is allowed at the initial $Q_0$ scale.

We show the comparisons of data and theory for the CCFR di-muon production [7] in Figs. 9 and 10. The reduced $\chi^2$ and the nuisance parameter contribution ($R^2$) for the CCFR dimuon data are summarized in Table VI. We observed the similar phenomena as in CCFR measurements as those seen in the NuTeV di-muon production [6] with neutrino beam (ID=124). The $\chi^2$ for the CCFR dimuon data with neutrino beam (ID=126) is slightly increased in CT18As by a large shift to the data. With the inclusion of the lattice data, the CT18As_Lat obtain a comparable fit quality with the CT18A. Unlike the fits to the NuTeV dimuon data with antineutrino beam (ID=125), all three PDFs can fit the CCFR dimuon
data with antineutrino beam (ID=127) well.

As shown in Tables II, V, and VI, the descriptions to both NuTeV and CCFR dimuon data are in general good, except for the NuTeV dimuon data with antineutrino beam (ID=125). For both NuTeV and CCFR dimuon data, a large shift to the raw data, hence large $R^2$ penalty, is required to fit the shifted data. In terms of the total $\chi^2$, no significant improvement is observed for the NuTeV and CCFR dimuon data altogether, if a non-vanishing strangeness asymmetry $s_-(x,Q_0)$ is allowed. Further introducing the LQCD calculation of the strangeness asymmetry $s_-(x)$ in the CT18As_Lat results in comparable descriptions of these data sets to the CT18A. Though, as been seen in Sec. IV A, improvements for the $R^2$ penalty, reduced $\chi^2$, and hence the total $\chi^2$ for ATLAS 7 TeV W and Z data [8] (ID=248) are found in the CT18As, we did not find a clear evidence that allowing a nonvanishing strangeness asymmetry in the CT18As fit could release the above-mentioned tension, as compared to the CT18A fit.

Before closing this subsection, we would like to give a final comment about the large $R^2$ values observed in the above discussion. In the CT analyses, the CCFR and NuTeV dimuon cross sections are calculated by assuming the $c \to \mu$ branching ratio of 0.099, as in Section 5.2.1 of [6]. The normalization uncertainty of 10% is treated as fully correlated over the $\nu$ channel and similarly over the $\bar{\nu}$ channel. In this work, we confirmed the finding in Ref. [1] that reducing the $c \to \mu$ branching ratio from 0.099 to 0.092, as adopted by MMHT [52], only marginally increases $s(x,Q)$ in CT18 at $x > 0.1$, while slightly reducing the CCFR and NuTeV $\chi^2$ values in the CT18A fit. Roughly, this will reduce the $R^2$ values of the NuTeV and CCFR SIDIS di-muon data listed in Tables V and VI, by about one to two units, with a much smaller effect on their reduced $\chi^2$. Similar reduction (by about one to two units) in the total $\chi^2$ value of ATLAS 7 TeV W and Z data is also observed.

C. $F_3$ structure function

The $F_3$ structure function at leading order is proportional to the valence-sector PDFs, so it is sensitive to the strangeness asymmetry $s_-(x)$. Since $u_v(x)$ and $d_v(x)$ PDFs already receive tight constraints from many other data sets included in the fit, it is expected that the variation in predictions of the $F_3$ structure function should reflect the information in the $s_-(x)$ distribution. The CERN-Dortmund-Heidelberg-Saclay-Warsaw (CDHSW) $F_3^P$
FIG. 7. Comparison of data and theories for NuTeV measurements of di-muon production [6] in neutrino-ion collisions (ID=124). The unshifted data is presented in the form of $d^2\sigma/dxdy$ [pb/GeV] as a function of $x$ for a certain values of $y$ and the neutrino energy $E_\nu$.

FIG. 8. Similar to Fig. 7, but in antineutrino-ion collisions (ID=125).
FIG. 9. Comparison of unshifted data and theories for CCFR measurements of di-muon production [7] in neutrino-ion collisions (ID=126). The data is presented in the form of $d^2\sigma/dxdy$ [pb/GeV] as a function of $x$ for a certain values of $y$ and the neutrino energy $E_\nu$.

FIG. 10. Similar to Fig. 9, but in antineutrino-ion collisions (ID=127).
structure function measurement [41] (ID=109) and CCFR $xF_3^p$ structure function measurement [42] (ID=111) are two $F_3$-measurement data sets included in CT18A, CT18As, and CT18As_Lat. In Figs. 11-13, we study the implications of the $s_-(x)$ distribution in the comparison of data and theory for the CDHSW and CCFR $F_3$ measurements.

We show that the predictions of CT18A, CT18As, and CT18As_Lat for the CDHSW $F_3^p$ structure function are consistent with experiment in Fig. 11. For $x \leq 0.125$ and $x \geq 0.35$, the central values of the predictions of CT18As have a slightly higher magnitude than those of CT18A and CT18As_Lat, in which less strangeness asymmetry is predicted. But for $x$ around $0.1 \sim 0.2$, where the predicted strangeness asymmetry in CT18As peaks, the difference among predictions of the three PDFs is not obvious. This is because the $F_3$ prediction also receives contributions from $u_v(x)$ and $d_v(x)$, whose magnitudes are much greater than the strangeness asymmetry $s_-(x)$. For $x$ around $0.1 \sim 0.2$, the predicted uncertainty of CT18As is larger than those of CT18A and CT18As_Lat. In this range of $x$, CT18As has the largest uncertainty for the strangeness asymmetry $s_-(x)$, cf. Fig. 4. In Figs. 12 and 13, a similar comparison of data and theory is done for the CCFR $xF_3^p$ structure function measurement. An upward shift of the central value and an enlarged uncertainty in the CT18As prediction are also observed for this case.

D. E866 NuSea data and E906 SeaQuest data

In Fig. 2, we find that the fixed-target E866 NuSea $Q^3d^2\sigma_{pp}/(dQ \, dx_F)$ data [43] (ID=204) has effective Gaussian variables $S_E > 2$, suggesting that this data cannot be well fitted. In Figs. 14 and 15, the E866 NuSea data is compared to theoretical predictions of CT18A, CT18As, and CT18As_Lat. We observe that, for $0.17 < x_F < 0.73$, there is a trend that central values of numerical predictions are above the experimental data points. The difference among theoretical predictions is only noticeable for bins with $x_F > 0.6$. Allowing a nonzero strangeness asymmetry at the initial $Q_0$ scale pulls theory predictions downward, and hence produces a slightly better fit to E866 NuSea $Q^3d^2\sigma_{pp}/(dQ \, dx_F)$ data. Fig. 5 shows that allowing a nonvanishing strangeness asymmetry at $Q_0$ scale would enhance the total strangeness, whose cost is the suppression on $\bar{u}$ and $\bar{d}$ for $0.01 < x < 0.1$, due to the conservation of the total momentum sum rule. Considering that $u(x)$ and $d(x)$ in large-$x$ region would be less affected by variation in the strangeness asymmetry $s_-(x)$, the decreases
FIG. 11. Comparison of data and theories for the CDHSW $F_3^p$ structure function measurements [41] (ID=109). The unshifted data are presented in the form of $F_3$ as a function of $Q^2$ for a certain values of $x$.

in $\bar{u}(x)$ and $\bar{d}$ leads to less numerical value of production cross-section $Q^3 d^2 \sigma_{pp}/(dQ dx_F)$ prediction.

We also study the implication of CT18A, CT18As, and CT18As_Lat by comparing theory and data for the E906 SeaQuest experiment [36] (ID=206). In Fig. 2, effective Gaussian variables for all three PDFs are close to zero, indicating that all three PDFs describe data well. We note that the E906 SeaQuest data is not included in the CT18A data set, neither in this study. Here, we only assess the impact of changing in strangeness asymmetry via comparing data to theoretical calculations. The E906 SeaQuest data measures the ratio of cross-section $\sigma(pd)/2\sigma(pp)$ as a function of the momentum fraction $x_2$ of the target. The ratio of cross-section $\sigma(pd)/2\sigma(pp)$ approximates the ratio of antiquark PDFs
FIG. 12. Comparison of data and theories for the CCFR $x F_3^p$ structure function measurements [42] (ID=111). The unshifted data are presented in the form of $x F_3$ as a function of $Q^2$ for a certain values of $x$. Larger values of $x$ are shown in Fig. 13 below.

$$\sigma(pd)/2\sigma(pp) \approx (1 + \bar{d}_p(x^2)/\bar{u}_p(x^2))/2,$$ so that the E906 SeaQuest data, as well as its predecessor E866 NuSea data [53] (ID=203), provides useful information of antiquark asymmetry in the large-$x$ region.

In Fig. 16, we compare theory predictions of CT18A, CT18As, and CT18As_Lat to the SeaQuest data, and find that they are all consistent with experimental values. From prediction of CT18A to CT18As, introducing the strangeness asymmetry at the initial $Q_0$ scale would raise the central value and enlarge the uncertainty of theoretical prediction. Adding in the lattice data, which is consistent with a negligible strangeness asymmetry, the prediction of CT18As_Lat becomes close to the original prediction of CT18A. As shown in Fig. 5, allowing a nonvanishing strangeness asymmetry at $Q_0$ scale in CT18As would raise the PDF ratio $\bar{d}/\bar{u}(x)$ for $x > 0.2$ so as to induce a different theory prediction for CT18As, as shown in Fig. 16.
FIG. 13. Following Fig. 12, the comparison of data and theories for CCFR $x F_3^D$ structure function measurements [42] (ID=111) for larger $x$.

V. CONCLUSION AND OUTLOOK

In this work, we study the impact of the lattice data on the determination of the strangeness asymmetry distribution $s_-(x) \equiv s(x) - \bar{s}(x)$ at the initial $Q_0$ scale in the general CTEQ-TEA global analysis of parton distribution functions (PDFs) of the proton. Following the recommendation made in Ref. [1], we start with the CT18A NNLO fit, rather than the nominal CT18 NNLO fit, because we are interested in the (anti)strange quark distributions of the proton. The ATLAS $\sqrt{s} = 7$ TeV $W$, $Z$ combined cross-section data [8] (ID=248) is included in the CT18A fit, while it is absent in the nominal CT18 fit.

We extend the nonperturbative parametrization in the CT18A analysis by allowing a strangeness asymmetry distribution $s_-(x) \equiv s(x) - \bar{s}(x)$ at the initial $Q_0$ ($= 1.3$ GeV) scale. The resulting PDF set from the CT18A data set is labelled as CT18As, whose quality of fit is similar to that of the CT18A fit. The constraint from the lattice data into the PDF global fit is added by using the Lagrange Multiplier method. We found that the resulting PDF, named as CT18As_Lat, present a different strangeness asymmetry distribution and a smaller
FIG. 14. Comparison of data and theories for the E866 NuSea measurement of $Q^3d^2\sigma_{pp}/(dQdx_F)$ [43] (ID=204). The unshifted data is presented in the form of $Q^3d^2\sigma_{pp}/(dQdx_F)$ as a function of invariant mass $Q$ for ranges of $x_F$. Larger values of $x_F$ are shown in Fig. 15.

uncertainty band than those of CT18As. We also investigate the possible constraint of the lattice data with higher precision by performing a PDF fit with errors in the original lattice data points reduced by half. Our results conclude that the current lattice data is able to help further constraining the strangeness asymmetry $s_-(x)$ in PDF global analysis. Future precision improvement in the lattice calculation of this quantity could further improve the $s_-(x)$ for $x \in [10^{-2}, 0.6]$.

We also assess the impact of introducing a nonvanishing strangeness asymmetry $s_-(x)$ at the initial $Q_0$ scale and lattice data by comparing predictions of CT18A, CT18As, and CT18As_Lat on a few selected experimental data. The predictions of different PDFs are in general consistent with each other. As noted in Ref. [1], the CT18A fit reveals tensions between the precision ATLAS $\sqrt{s} = 7$ TeV $W$, $Z$ data [8] and the NuTeV [6] and CCFR [7] SIDIS di-muon data. In this study, we find that in the CT18As fit, the ATLAS 7 TeV $W$ and $Z$ production data [8] can be better described by an enhanced strange quark distribution.
Following Fig. 14, the comparison of the unshifted data and theories for E866 NuSea $Q^3 d^2\sigma_{pp}/(dQ \, dx_F)$ measurement [43] (ID=204) for larger values of $x_F$.

$s(x)$, and $s(x) + \bar{s}(x)$, while the improvement in the quality of the fit to the NuTeV and CCFR SIDIS di-muon data is not evident.

We make available grids for the CT18As_Lat and CT18As2_Lat NNLO PDFs described above as a part of the LHAPDF library [54] and at the CTEQ-TEA website [55] The CT18As2_Lat, defined in App. A, is a variant fit similar to the CT18As_Lat, but with an alternative parametrization for strange quark and antiquark PDFs. As to be discussed in Appendix A, the CT18As2 has a moderate PDF ratio $(s+\bar{s})/\bar{(u+d)}(x)$ in the large-$x$ region, so does the CT18As2_Lat, while CT18As_Lat and CT18As2_Lat PDFs present comparable descriptions to experimental data. A few comparisons of PDF combinations related to strange quark and antiquark PDFs for CT18As_Lat, MSHT20 [2], and NNPDF4.0 [3] are shown in Fig. 17, for reference.

With the release of CT18As_Lat, we also update the CT18 PDF series, in the LHAPDF library, with a better numerical precision in providing PDFs for $Q$ crossing the heavy (charm and bottom) parton mass threshold, and for $x$ approaching to 1. There is no significant difference from the version of CT18 already on LHAPDF.
FIG. 16. Comparison of the unshifted data and theories for E906 SeaQuest data [53] (ID=206).
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FIG. 17. The comparisons of $s(x), \bar{s}(x), s_-(x), s_+(x), (s + \bar{s})/(\bar{u} + \bar{d})(x)$, and $(s - \bar{s})/(\bar{s} + \bar{s})(x)$ for CT18As_Lat, CT18As2_Lat, MSHT20 [2], and NNPDF4.0 [3] at $Q = 2.0$ GeV.
Appendix A: Parametrization dependence for PDF ratio \((s + \bar{s})/(\bar{u} + \bar{d})(x)\) in large-\(x\)

In Sec. III, we found that the central prediction for the PDF ratio \((s + \tilde{s})/(\bar{u} + \bar{d})(x)\) of CT18As and CT18As_Lat for \(x > 0.2\) is enhanced comparing to CT18A, as shown in the bottom panel of Fig. 4. This feature is caused by the choice of the more flexible non-perturbative parametrization form of the (anti)strange PDF adopted in the CT18As fit, in comparing to that in CT18. Since the (anti)strange PDF is less constrained by data at such large \(x\) values, we examine in this Appendix an alternative fit with an additional theory prior to constrain the ratio of \((s + \tilde{s})/(\bar{u} + \bar{d})(x)\) as \(x\) approaching to 1. This alternative parametrization enforces strange and antistrange distributions having the same behavior in the large-\(x\) limit as up and down quark distributions. The resulting PDF is denoted as “CT18As2”. Specifically, it is done as follows. The general functional form, in terms of the free parameters \(a_k\) at the initial scale \(Q_0\), is given in Eq. (B1) in the Appendix B and summarized in the Appendix C of the CT18 distributions paper [1]. The coefficients \(a_1\) and \(a_2\), cf. Eq. (B1), control the asymptotic behavior of \(f_{(i)}(x, Q_0)\) in the limits \(x \to 0\) and 1 respectively. In CT18As, we bind the high-\(x\) exponents of the \(\bar{u}\), and \(\bar{d}\) distributions, \(a_{\bar{u}} = a_{\bar{d}}\), to stabilize \(\bar{d}/\bar{u}\) for \(x \to 1\), while allowing \(a_{s}^\dagger\) and \(a_{\bar{s}}^\dagger\) to be fit independently. However, in CT18As2, we impose a stronger theory prior to bind the high-\(x\) exponents of the \(\bar{u}\), \(\bar{d}\), \(s\) and \(\bar{s}\) distributions, \(a_{\bar{u}}^a = a_{\bar{d}}^a = a_{s}^a = a_{\bar{s}}^a\), to stabilize both \(\bar{d}/\bar{u}\) and \((s + \tilde{s})/(\bar{u} + \bar{d})\) for \(x \to 1\).

The alternative parametrization impacts mostly in the strange PDF in the large-\(x\) region. As shown in in Fig. 18, the strange PDF in CT18As2 for \(x > 0.3\), at \(Q = 1.3\) GeV, is suppressed as compared to that in CT18As. We note that the apparent negative CT18As2 \(\bar{s}\)-PDF for \(x\) around 0.4 arises from the numerical precision for calculating the PDF error band. In Fig. 19 the strangeness asymmetry \(s_-(x)\) in CT18As2 is fairly similar to that in CT18As, except for \(x > 0.4\) where the \(s_-(x)\) in CT18As2 vanishes, for the strange and antistrange PDFs themselves vanishing fast in this region. The comparisons of PDF ratios \((s - \tilde{s})/(s + \tilde{s})(x)\) and \((s + \tilde{s})/(\bar{u} + \bar{d})(x)\), at \(Q_0 = 1.3\) GeV, are respectively displayed in the bottom row panels of Fig. 19. It is evident that CT18As and CT18As2 have different trends in those two PDF ratios as \(x\) approaching to 1. Nevertheless, CT18As and CT18As2 provide comparable descriptions to the experimental data analyzed in this work. For the CT18As2, the total \(\chi^2_{\text{tot}}\) is 4362, higher than CT18As by 18 unites. For the CT18As2_Lat, the total \(\chi^2_{\text{tot}}\) is 4370, only slightly higher than CT18As_Lat by 8 units. The difference in \(\chi^2_{\text{tot}}\) is much
smaller than the tolerance ($\Delta \chi^2 = 100$ for 90% CL) used in the CT18 analysis. Finally, we note that after including the lattice data, the resulting CT18As_Lat and CT18As2_Lat fits lead to similar conclusion.

FIG. 18. The comparison of $s(x)$ (left), $\bar{s}(x)$ (right) PDFs at the initial $Q_0 (= 1.3 \text{ GeV})$ scale for CT18As, CT18As2, and CT18As2_Lat.

Appendix B: Non-perturbative parametrization form of strangeness

The general CT18 parametrization is reviewed in Appendix C of Ref. [1]. The CT18 parametrization strategy is, out of a wide range of parametric forms at the starting scale $Q_0 = 1.3 \text{ GeV}$, to find a flexible parametrization, which fits high-energy data without over-fitting, and to understand the uncertainties associated to these parameters. In this study, we adopt the CT18 non-perturbative parametrization of $u$, $\bar{u}$, $d$, $\bar{d}$, and $g$ PDFs. To obtain fits with non-vanishing strangeness asymmetry of this study, we choose to parametrize $s(x, Q_0)$ and $\bar{s}(x, Q_0)$ PDFs separately, unlike in CT18 parametrization form where $s(x, Q_0) = \bar{s}(x, Q_0)$ is taken. The specific parametrization of $s(x, Q_0)$ and $\bar{s}(x, Q_0)$ for fits in this study is summarized below.

CT PDFs are parametrized with a set of Bernstein polynomials (also called a Bézier curve), such that for the PDF of flavour $i$,

$$f_{(i)}(x, Q_0) = a_0 x^{a_1-1}(1-x)^{a_2} P_{(i)} (y(a_3, x), a_4, a_5, \ldots ) = a_0 \tilde{f}_{(i)}(x, Q_0). \quad \text{(B1)}$$

As stated in Eq. (2), the strangeness asymmetry satisfies the number sum rule, that the net
FIG. 19. The comparison of $s_-(x)$, and $s_+(x)$ PDFs at the initial $Q_0(=1.3$ GeV) scale and $Q=100$ GeV, as well as PDF ratio $(s-\bar{s})/(s+\bar{s})(x)$ and $(s+\bar{s})/(\bar{u}+\bar{d})(x)$ at $Q_0=1.3$ GeV, for CT18As, CT18As2, and CT18As2_Lat.

number of strange quarks subtracted by antistrange quark number is zero,

$$\int_0^1 dx \ (s(x) - \bar{s}(x)) = 0. \quad (B2)$$

Combining with Eq. (B1), the number sum rule for strangeness asymmetry applies as a
constraint on the parametrization form,

\[
\int_0^1 dx \left( a^{(s)}_0 f_{(s)}(x) - a^{(\bar{s})}_0 f_{(\bar{s})}(x) \right) = 0. \tag{B3}
\]

By given the \( a^{(s)}_0 \) fitted value, which is determined as in usual CT18, the overall factor for \( s(x, Q_0) \) is found via Eq. (B3),

\[
a^{(s)}_0 = \frac{\int dx \ a^{(s)}_0 f_{(s)}(x)}{\int dx \ f_{(s)}(x)}. \tag{B4}
\]

The functional form of strangeness distributions is similar to the case in CT18,

\[
P(x) = (1 - y)^5 + a_4 5y(1 - y)^4 + a_5 10y^2(1 - y)^3 + a_6 10y^3(1 - y)^2 + a_7 5y^4(1 - y) + a_8 y^5,
\]

\[
y(x) = 1 - (1 - \sqrt{x})^{a_3}. \tag{B5}
\]

The best-fit values of \( s(x) \) and \( \bar{s}(x) \) PDFs parameters for the central PDF of CT18As_Lat and CT18As2_Lat fits are summarized in Table VII.
| cent. fitted value | CT18As_Lat | CT18As2_Lat |
|-------------------|------------|-------------|
|                   | $s(x)$     | $\bar{s}(x)$| $s(x)$ | $\bar{s}(x)$ |
| $a_1$             | -0.013$(c)$ -0.013$(c)$ | -0.021$(c)$ -0.021$(c)$ |
| $a_2$             | 0.256      | 3.727       | 7.744$(d)$ | 7.744$(d)$ |
| $a_3$             | 4.000$(a)$ | 4.000$(a)$  | 1.048     | 1.048      |
| $a_4$             | 0.408$(b)$ | 0.408$(b)$  | -0.059$(b)$ -0.059$(b)$ |
| $a_5$             | 0.408$(b)$ | 0.408$(b)$  | -0.059$(b)$ -0.059$(b)$ |
| $a_6$             | 0.169$(c)$ | 0.169$(c)$  | 1.750$(c)$ | 1.750$(c)$ |
| $a_7$             | 0.150      | 0.228       | -1.254    | -1.219     |
| $a_8$             | 0.004      | 0.068       | 2.948     | 1.530      |

**TABLE VII.** Fitted parameter values obtained for the central CT18As_Lat and CT18As2_Lat NNLO fits. The functional forms for each parameterization are specified in Eqs. (B5) and (B6). (a) Value of $a_3$ parameter in Eq. (B6) is fixed at 4.0. (b) Values of $a_4$ and $a_5$ parameters for $s(x)$ and $\bar{s}(x)$ PDFs are bound together. (c) Values of the denoted parameters for $s(x)$ and $\bar{s}(x)$ PDFs are bound together. (d) Values of the large-$x$ parameter $a_2$ for both $s(x)$ and $\bar{s}(x)$ distributions are bound with that of $\bar{u}(x)$ and $\bar{u}(x)$. 
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