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Abstract: We consider the Cauchy problem for the focusing nonlinear Schrödinger equation with initial data approaching different plane waves $A_j e^{i \phi_j} e^{-2i B_j x}$, $j = 1, 2$ as $x \to \pm \infty$. The goal is to determine the long-time asymptotics of the solution, according to the value of $\xi = x/t$. The general situation is analyzed in a recent paper where we develop the Riemann–Hilbert approach and detect different asymptotic scenarios, depending on the relationships between the parameters $A_1$, $A_2$, $B_1$, and $B_2$. In particular, in the shock case $B_1 < B_2$, some scenarios include genus 3 sectors, i.e., ranges of values of $\xi$ where the leading term of the asymptotics is given in terms of hyperelliptic functions attached to a Riemann surface $M(\xi)$ of genus three. The present paper is devoted to the complete asymptotic analysis in such a sector.
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1. Introduction

We consider the Cauchy problem for the focusing nonlinear Schrödinger (NLS) equation

\[ iq_t + q_{xx} + 2|q|^2q = 0, \quad x \in \mathbb{R}, \quad t \geq 0, \]  
\[ q(x, 0) = q_0(x), \quad x \in \mathbb{R}, \]  
\[ (1.1) \]

when the initial data behave like oscillatory waves as \( x \to \pm \infty \):

\[ q_0(x) \sim \begin{cases} 
A_1 e^{i\phi_1} e^{-2iB_1 x}, & x \to -\infty, \\
A_2 e^{i\phi_2} e^{-2iB_2 x}, & x \to +\infty, 
\end{cases} \]  
\[ (1.2) \]

where \( \{A_j, B_j, \phi_j\}_{j=1}^2 \) are real constants such that \( A_j > 0 \). Our general objective is the study of the long-time behavior of the solution \( q(x, t) \) of (1.1)–(1.2), according to the value of \( \xi := x/t \). The Cauchy problem (1.1)–(1.2) has to be supplemented with boundary conditions for \( t > 0 \). These boundary conditions are the natural extensions of (1.2) to \( t > 0 \), namely

\[ \int_0^{(-1)^j \infty} |q(x, t) - q_{0j}(x, t)|dx < \infty \quad \text{for all } t \geq 0, \quad j = 1, 2, \]  
\[ (1.3a) \]

where \( q_{0j}(x, t), \quad j = 1, 2 \) are the plane wave solutions of the NLS equation satisfying the initial conditions \( q_{0j}(x, 0) = A_j e^{i\phi_j} e^{-2iB_j x} \), that is,

\[ q_{0j}(x, t) = A_j e^{i\phi_j} e^{-2iB_j x + 2i\omega_j t}, \quad \omega_j := A_j^2 - 2B_j^2. \]  
\[ (1.3b) \]
1.1. Step-like boundary conditions. Nonlinear integrable equations with nonzero boundary (as \(x \to \pm \infty\)) conditions and, particularly, with conditions that are different at different infinities (the so-called step-like conditions) have attracted the interest of physicists and mathematicians since the 1970s [3,26,27,29,30,40], due to remarkable features of their solutions, in particular, a multitude of patterns for the large time behavior. The application of the inverse scattering transform method to the Cauchy problem for nonlinear integrable equations with step-like initial data rests on the analysis of direct and inverse scattering problems for associated linear equations (the Lax pair) with step-like potentials originally developed in [13] with later contributions in [14].

Recent developments for the NLS equation have been reported in [5,8,19] (for the defocusing equation), in [6,7] (for the focusing equation (1.1)–(1.2) with \(A_1 = A_2 \neq 0\) and \(B_1 = B_2 = 0\)), in [20] (for the focusing equation with \(A_2 > A_1 > 0\) and \(B_1 = B_2 = 0\)), and in [9] (for the focusing equation with \(A_1 = 0, A_2 \neq 0\) and \(B_2 \neq 0\)). In [10] we have developed the Riemann–Hilbert approach for the focusing NLS equation in the case \(B_1 \neq B_2\) with \(A_1 \neq 0\) and \(A_2 \neq 0\), reported the possible long-time scenarios and proved the existence of a sector in the \((x,t)\)-half plane where the asymptotics is given in terms of hyperelliptic functions of genus 2.

For other works on equations with nonzero boundary conditions we refer to [21,22,25,32,33,36,38].

1.2. Rarefaction and shock. Regarding the long time behavior of solutions, two cases are usually distinguished: expansive (rarefaction) [1,15,32] and compressive (shock) [22,33]. For the Korteweg–de Vries equation, the rarefaction and shock cases are associated with step up and step down boundary conditions, respectively, whereas in the case of the focusing NLS equation, the difference between these two cases is characterized by the relationship between \(B_1\) and \(B_2\): \(B_1 > B_2\) leads to rarefaction while \(B_1 < B_2\) leads to the development of dispersive shock waves [10].

It turns out that the solutions of equations with shock step-like conditions exhibit a richer large-time behavior: depending on the asymptotic sector under consideration, one can see a number of different large time patterns [10]. In some cases, they can be qualitatively caught using the Whitham modulated equations [4].

1.3. The focusing NLS equation. In [12], the long-time asymptotic analysis was presented for the symmetric case where \(A_1 = A_2 = 1\) and \(B_1 = -B_2\) (which is not a restriction provided \(B_1 \neq B_2\)). The analysis was based on the nonlinear steepest descent method introduced by Deift and Zhou [18] and extended by Deift, Venakides, and Zhou [16,17], which was applied to the representation of the solution of the problem (1.1)–(1.2) in terms of an associated Riemann–Hilbert (RH) problem. The asymptotic picture presented there consists of five sectors in the \((x,t)\) half-plane \((t > 0)\) with different qualitative behaviors. Namely, the central sector (the residual region, containing the half-axis \(x = 0, t > 0\)) was described as a modulated elliptic (genus 1) wave [12, Theorem 1.2], two contiguous sectors (the transition region) as modulated hyperelliptic (genus 2) waves [12, Theorem 1.3], and two sectors (the plane-wave region, adjacent to the \(x\)-axis), as modulated plane (genus 0) waves.

Two important features of [12] are (i) the development of the \(g\)-function mechanism used in the transformations of the original RH problem (leading to explicitly solvable model problems) and (ii) rigorous error estimates based on the analysis of associated local (parametrix) RH problems.
A closer look at the conditions characterizing various asymptotic regions for the problem (1.1)–(1.2) has revealed [10] that the asymptotic scenario presented in [12] is valid only for a particular range of the parameters involved in the boundary conditions (1.2). In [10] we analyzed the general situation, developing the RH formulation of the problem. This led us to detect several asymptotic scenarios, depending on the relationships between the parameters $A_1$, $A_2$, $B_1$, and $B_2$. Each scenario corresponds to a division of the $(x, t)$ half-plane into sectors $\xi_1 < \xi < \xi_2$ where the long-time behavior of the solution $q$ is qualitatively different. Each sector is characterized by a $g$-function of a particular type, associated with a Riemann surface of genus 0, 1, 2, or 3. In such a sector the solution can be slowly decaying as $t \to +\infty$, or its long time behavior can be expressed in terms of functions attached to Riemann surfaces of different genera.

1.4. Summary of results. In the shock case, i.e., when $B_1 < B_2$, some of these scenarios include genus 3 sectors. More precisely, a genus 3 sector arises for $\xi$ close (but not equal) to 0 as stated in the first theorem below.

The asymptotic analysis in sectors of genus 1 or 2 has already been performed, see, e.g., [12]. Our goal here is to perform the long time asymptotic analysis of $q(x, t)$ in a sector of genus 3.

Our main result gives precisely the leading and subleading terms of the long time asymptotics of $q$ in such a sector $\xi_1 < \xi < \xi_2$. The leading term is expressed by means of hyperelliptic theta functions (attached to Riemann surfaces of genus 3) while the subleading term is expressed in terms of parabolic cylinder and Airy functions. These two terms manifest the universality of the asymptotic behavior.

1.5. Contents. In Sect. 2 we state the main result that gives the long time asymptotics of $q$ in a genus 3 sector. We also give a statement on the existence of such a sector. In Sect. 3 we present the RH formulation of the problem together with the Riemann surface and the $g$-function that are specific to the genus 3 sector under consideration. Sections 4 to 7 present the steps in the proof of the main result. In Sect. 4 we introduce a series of transformations of the original RH problem that leads to a RH problem whose asymptotic analysis will be performed using a “model problem” supplemented by “local problems”. In Sect. 5 we give the solution of the “model problem” in terms of Riemann theta functions attached to a hyperelliptic Riemann surface $M(\xi)$. This solution contributes to the leading term of the asymptotics in the main theorem. In Sect. 6 local problems are introduced to correct the non-uniform approximation by the model problem near some points of the complex $k$-plane. Their solutions contribute to the subleading term in the asymptotics. They are obtained from the solutions of standard models described and solved in “Appendices A and B”, in terms of parabolic cylinder and Airy functions. Finally, in Sect. 7 we paste together the solution of the model problem with those of the local problems to obtain an appropriate approximation giving us the main result.

2. Main Result

Henceforth, we assume we are in the shock case, i.e., $B_1 < B_2$. 
2.1. Notation. Let \( E_j := B_j + iA_j \) in the complex \( k \)-plane \( \mathbb{C} \). We denote by \( \Sigma_j, j = 1, 2 \) the vertical segment \( [\bar{E}_j, E_j] \) oriented upward. See Fig. 1.

Let \( \mathbb{C}^+ = \{ \text{Im} k > 0 \} \) and \( \mathbb{C}^- = \{ \text{Im} k < 0 \} \) denote the open upper and lower halves of the complex \( k \)-plane. The Riemann sphere will be denoted by \( \hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \} \). We write \( \ln k \) for the logarithm with the principal branch, that is, \( \ln k = \ln |k| + i \arg k \) where \( \arg k \in (-\pi, \pi] \). Unless specified otherwise, all complex powers will be defined using the principal branch, i.e., \( k^\alpha = e^{\alpha \ln k} \). We let \( f^+(k) := f(\bar{k}) \) denote the Schwarz conjugate of a complex-valued function \( f(k) \).

Given an open subset \( D \subset \hat{\mathbb{C}} \) bounded by a piecewise smooth contour \( \Sigma \), we let \( \mathcal{E}^2(D) \) denote the Smirnoff class consisting of all functions \( f(k) \) analytic in \( D \) with the property that for each connected component \( D_j \) of \( D \) there exist curves \( \{ C_n \}_n^\infty \) in \( D_j \) such that the \( C_n \) eventually surround each compact subset of \( D_j \) and \( \sup_{n \geq 1} \| f \|_{L^2(C_n)} < \infty \). We let \( E^\infty(D) \) denote the space of bounded analytic functions \( D \rightarrow \mathbb{C} \). RH problems in the paper are generally \( 2 \times 2 \) matrix-valued. They are formulated in the \( L^2 \)-sense using Smirnoff classes (see [34,35]):

\[
\begin{cases}
    m \in I + \mathcal{E}^2(\mathbb{C} \setminus \Sigma), \\
    m_+(k) = m_-(k)J(k) & \text{for a.e. } k \in \Sigma,
\end{cases}
\]

(2.1)

where \( m_+ \) and \( m_- \) denote the boundary values of \( m \) from the left and right sides of the contour \( \Sigma \). Further on, the contours are invariant under complex conjugation and for all \( 2 \times 2 \) matrix-valued RH problems the jump matrix \( J \equiv J(k) \) satisfies

\[
J = \begin{cases}
    \sigma_3 \sigma_1 J^* \sigma_1 \sigma_3, & k \in \Sigma \setminus \mathbb{R}, \\
    \sigma_3 (J^*)^{-1} \sigma_1 \sigma_3, & k \in \Sigma \cap \mathbb{R},
\end{cases}
\]

(2.2)

where \( \sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) and \( \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). Together with uniqueness of the solution of the RH problem (2.1), this implies the symmetry

\[
m = \sigma_3 \sigma_1 m^* \sigma_1 \sigma_3, \quad k \in \mathbb{C} \setminus \Sigma.
\]

(2.3)

2.2. Asymptotics in a genus 3 sector. According to [10, Section 2.2], since \( B_1 < B_2 \), we may assume, without loss of generality, that

\[
B_2 = -B_1 = 1, \quad \phi_2 = 0, \quad \phi_1 = \phi.
\]

We thus have \( E_1 = -1 + iA_1 \) and \( E_2 = 1 + iA_2 \).

**Assumptions** (on \( q_0 \) and \( q \)). In what follows, \( q : \mathbb{R} \times [0, \infty) \rightarrow \mathbb{C} \) is a smooth solution of (1.1a)–(1.1b) with initial data

\[
q_0(x) = \begin{cases}
    A_1 e^{i\phi} e^{2ix}, & x < -C, \\
    A_2 e^{-2ix}, & x > C,
\end{cases}
\]

(2.4)

where \( C, A_1, A_2 \) are positive constants and \( \phi \in \mathbb{R} \). We also assume that \( q \) satisfies

\[
q(x, t) \sim q_{0j}(x, t) \quad \text{as } x \to (-1)^j \infty
\]

(2.5)

for all \( t \geq 0 \), where \( q_{0j}(x, t) = A_j e^{i\phi_j} e^{-2iB_j x + 2i\omega_j t} \), and \( \omega_j = A_j^2 - 2B_j^2 \).
The main result deals with the long time behavior of $q$ in a genus 3 sector $\xi_1 < \xi < \xi_2$, $\xi = x/t$ in the $(x, t)$ half plane. That means a sector where the leading term of the asymptotics can be expressed in terms of quantities associated to a genus 3 Riemann surface $M \equiv M(\xi)$.

To perform the long time asymptotics we first translate the Cauchy problem into a RH problem (see Sect. 3.1), then apply the nonlinear descent method which is the main tool to study the long time behavior of solutions of integrable equations [16,18]. Its application to problems with nonzero backgrounds goes through the so-called $g$-function mechanism. This mechanism is introduced in situations where the jump matrix of the RH problem has some exponentially growing or oscillating entries as $t \to +\infty$.

Its core idea is to replace (for some ranges of values of $\xi = x/t$) the phase function $\theta(\xi, k) = 2k^2 + \xi k$ in the original jump (3.11) by an appropriate function $g(\xi, k)$ (analytic in $k$, up to jumps across some contour) in such a way that after series of transformations of the original RH problem we get RH problems with jumps that are constant or decay to the identity as $t \to +\infty$.

**Assumption (Existence of a genus 3 sector).** We henceforth assume that there exists a genus 3 sector $\xi_1 < \xi < \xi_2$, a sector where the system of equations (3.25) has a unique solution $g(\xi, k)$ and that $\xi$ lies in this sector.

**Comment.** By (3.24), the differential form $dg(\xi, k)$ is entirely characterized by its zeros, that is, by $\mu(\xi) \in \mathbb{R}$, $\alpha(\xi) \in \mathbb{C}^+$, and $\beta(\xi) \in \mathbb{C}^+$, with $\alpha \neq \beta$ and $\alpha, \beta \neq E_1, E_2$. Thus, solving the system of equations (3.25) means finding $\alpha(\xi) \in \mathbb{C}^+$, $\beta(\xi) \in \mathbb{C}^+$, and $\mu(\xi) \in \mathbb{R}$ with the above constraints. See Figs. 2, 4, and 5.

According to [10, Section 5.3] where scenarios for the symmetric case $A_1 = A_2 = A$ are listed this should happen when $A/B > 1$ (here $B := B_2 = -B_1 = 1$). This condition corresponds to the 3rd, 4th, and 5th scenarios. In these cases a genus 3 sector should exist for $\xi \neq 0$ close to 0. This is indeed confirmed by the following existence result. This result can be proven following the ideas used in [10, Section 6] to establish the existence of a genus 2 sector.

**Theorem (existence result).** Suppose we are in the symmetric case with $A/B > 1$. Then there exists a $\xi_m > 0$ and a smooth curve

$$\xi \mapsto (\alpha(\xi), \beta(\xi), \mu(\xi)) \in (\mathbb{C}^+)^2 \times \mathbb{R}$$

defined for $\xi \in (0, \xi_m)$ such that the following hold:

(a) For each $\xi \in (0, \xi_m)$, $(\xi, \alpha(\xi), \beta(\xi), \mu(\xi))$ is a solution of the system of equations (3.25), which means that a $g$-function appropriate for this range of $\xi$ is given by (3.24).

(b) $\mu(\xi)$ is a smooth real-valued function of $\xi \in (0, \xi_m)$.

(c) The curves $\xi \mapsto \alpha(\xi)$ and $\xi \mapsto \beta(\xi)$ are smooth maps $(0, \xi_m) \to \mathbb{C}^+ \setminus \{E_1, E_2\}$ and $\alpha(\xi) \neq \beta(\xi)$ for all $\xi \in (0, \xi_m)$.

(d) As $\xi \downarrow 0$, we have

$$\alpha(\xi) \to i\alpha_0, \quad \beta(\xi) \to i\alpha_0, \quad \mu(\xi) \to 0,$$

where $\alpha_0 := \sqrt{A^2 - B^2}$.

(e) As $\xi \uparrow \xi_m$, at least one of the following occurs:

(i) $\beta(\xi)$ and $\beta(\xi)$ merge at a point on the real axis.

(ii) $\alpha(\xi)$ hits $E_1$. 

(iii) Two or more of the four branch points $\alpha(\xi)$, $\beta(\xi)$, $E_1$, $E_2$ collide.

(iv) $\xi_m = +\infty$.

**Assumption** (on $a(k)$ and $b(k)$). In what follows we assume that the scattering coefficients $a(k)$ and $b(k)$ defined in [10, Section 2.4] are nonzero for any $k \in \mathbb{C}^+ \cup \mathbb{R}$.

**Remark.** The assumption that $a(k)$ is nonzero for any $k \in \mathbb{C}^+ \cup \mathbb{R}$, $k \neq E_1, E_2$ means that we deal with the solitonless case. On the other hand, the assumption that $a(E_1) \neq 0$ and $a(E_2) \neq 0$ signifies that we focus, for simplicity, on the generic case (see the discussion of the behavior of $a(k)$ near $E_1$ and $E_2$ below, in Sect. 3). The next theorem is our main result. In this theorem, where we return to the general (not necessarily symmetric) case, the long time asymptotics is expressed in terms of quantities associated to the genus 3 Riemann surface $M \equiv M(\xi)$. This hyperelliptic Riemann surface is defined by (3.16) with distinct branch points $\alpha \equiv \alpha(\xi)$ and $\beta \equiv \beta(\xi)$ determined by the system of equations (3.25).

**Theorem 2.1** (asymptotics in a genus 3 sector). Let $I$ denote a compact subset of a genus 3 sector $(\xi_1, \xi_2)$. The asymptotics in this sector is given by

$$q(x, t) = Q_0(\xi, t) + \frac{Q_1(\xi, t)}{\sqrt{t}} + O\left(\frac{\ln t}{t}\right), \quad t \to \infty, \quad \xi \in I,$$

where the error term is uniform with respect to $\xi \in I$, the leading order term $Q_0$ is given by

$$Q_0(\xi, t) = e^{2i(\arg g^{(0)} + h(\infty))} \text{Im}(E_1 + E_2 + \alpha + \beta) \frac{\Theta(\varphi(\infty^+) + d)\Theta(\varphi(\infty^+) - \psi(t) - d)}{\Theta(\varphi(\infty^+) + \psi(t) + d)\Theta(\varphi(\infty^+) - d)},$$

and the coefficient $Q_1$ of the subleading term is given by

$$Q_1(\xi, t) = -2ie^{2i(\arg g^{(0)} + h(\infty))} \left(Y_\mu(x,t,\mu) m_1^X Y_\mu(x,t,\mu)^{-1}\right)_{12} \psi_\mu(\mu).$$

$\Theta$ is the Riemann theta function associated with the genus 3 Riemann surface $M$ and defined in (3.19). The Abel map $\varphi$ is defined in (3.21). The constants $g^{(0)} \equiv g^{(0)}(\xi)$ and $h(\infty) \equiv h(\xi, \infty)$ are defined in (3.28) and (4.12), respectively. The vector-valued function $\psi(t)$ is defined in (5.6). The vector $d \equiv d(\xi)$ is defined in (5.5). The constant $\psi_\mu(\mu) \equiv \psi_\mu(\xi, \mu) > 0$ is defined in (6.17). The matrices $Y_\mu$ and $m_1^X \equiv m_1^X(\xi)$ are defined in (6.26) and (6.31), respectively.

This theorem deals with a region where the two branch points $\alpha(\xi)$ and $\beta(\xi)$ are distinct. In [11] we perform the asymptotic analysis in a transition zone where $\xi = \xi(t)$ is asymptotically close (as $t \to +\infty$) to a critical value $\xi_0$ at which $\alpha(\xi)$ and $\beta(\xi)$ merge.

On the other hand, according to our analysis of asymptotic scenarios [10], the genus 3 sector is also adjacent to a genus 2 sector, or to a genus 1 sector, or to a genus 0 (plane wave) sector. In the last two cases, the transition between the sectors is associated with the situation when a characteristic curve (the infinite branch of $\text{Im} \ g = 0$ for the corresponding “g-function” [11]) hits the endpoints of a spectral arc. With this respect we notice that a transition mechanism has been recently reported [2,31] that involves the so-called “asymptotic solitons” and is associated with endpoints of a spectral arc. Whether it (or a similar mechanism) is applicable to transitions from the genus 3 sector is an open problem.

The remainder of the paper is devoted to proving Theorem 2.1.
3. RH Problem, Riemann Surface, and $g$-Function

3.1. The basic RH problem. We briefly recall the description of the basic RH problem introduced in [10, Section 2.5]. Its formulation involves two spectral functions $a(k)$ and $b(k)$ which are defined through the scattering relation between the Jost solutions $\Phi_1$ and $\Phi_2$:

$$\Phi_2(x, t, k) = \Phi_1(x, t, k) \begin{pmatrix} a^*(k) & b(k) \\ -b^*(k) & a(k) \end{pmatrix}, \quad k \in \mathbb{R}, \quad k \neq B_1, B_2. \quad (3.1)$$

See [10, Section 2.4]. The Jost solutions $\Phi_1$ and $\Phi_2$ are defined through Volterra integral equations [10, (2.15)] which, for $t = 0$, are defined only from the initial data $q_0(x)$. In what follows $\mu^{(i)}$ denotes the $i$-th column of a matrix $\mu$. Then, under conditions (1.3), the column $\Phi_1^{(i)}$ is analytic in $\mathbb{C}^+ \setminus \Sigma_1$ with a jump across $\Sigma_1$, $\Phi_2^{(i)}$ is analytic in $\mathbb{C}^+ \setminus \Sigma_2$, $\Phi_1^{(i)}$ is analytic in $\mathbb{C}^- \setminus \Sigma_1$, and $\Phi_2^{(i)}$ is analytic in $\mathbb{C}^- \setminus \Sigma_2$. See [10, Proposition 2.1]. Setting $t = 0$ in (3.1) it follows that $a(k)$ and $b(k)$ are uniquely determined by $q_0(x)$, and similarly for the reflection coefficient which is defined by

$$r(k) := \frac{b^*(k)}{a(k)}. \quad (3.2)$$

If, in addition, the initial data $q_0(x)$ satisfy (2.4), then $a(k)$ and $b(k)$ are both analytic functions of $k \in \mathbb{C} \setminus (\Sigma_1 \cup \Sigma_2)$. See [10, Section 2.5.3].

The smoothness of $q_0$ implies that

$$a(k) = 1 + O(k^{-1}), \quad b(k) = O(k^{-N}), \quad k \in \mathbb{R}, \quad k \to \infty, \quad (3.3)$$

for every $N \geq 1$. Moreover, under assumption (2.4) on $q_0$,

$$a(k) = 1 + O\left(\frac{e^{\delta C|\text{Im}k|}+1}{k}\right), \quad b(k) = O\left(\frac{e^{\delta C|\text{Im}k|}+1}{k}\right), \quad k \to \infty. \quad (3.4)$$

See [10, Lemma 2.4].

On $\Sigma_1$ and $\Sigma_2$, the spectral functions $a(k)$ and $b(k)$ satisfy the relations

$$\begin{cases} a_+ = -ie^{-i\phi_1}b_- \\ b_+ = -ie^{i\phi_1}a_- \end{cases}, \quad k \in \Sigma_1, \quad (3.5a)$$

$$\begin{cases} a_+ = -ie^{i\phi_2}b_- \\ b_+ = ie^{i\phi_2}a_- \end{cases}, \quad k \in \Sigma_2. \quad (3.5b)$$

See [10, Section 2.5.3]. Their behavior near $E_1$, $E_2$, $\tilde{E}_1$, and $\tilde{E}_2$ is described in [10, Section 2.5.5]. We have one of the two possibilities:

(i) (generically) $a(k)$ has singularities of order $\frac{1}{4}$ at $E_j$ and $\tilde{E}_j$, for $j = 1, 2$; precisely, $a(k) \sim c_j(k - E_j)^{-\frac{1}{4}}$ near $E_j$ and $a(k) \sim c_j'(k - \tilde{E}_j)^{-\frac{1}{4}}$ near $\tilde{E}_j$ with nonzero complex constants $c_j$, $c_j'$. Simultaneously, $b(k) \sim c_1''(k - E_1)^{-\frac{1}{4}}$ near $E_1$ and $b^*(k) \sim c_2''(k - E_2)^{-\frac{1}{4}}$ near $E_2$ with nonzero complex constants $c_1''$. In this case $r(k)$ is bounded near $E_j$ and $\tilde{E}_j$. 

(ii) (virtual level cases) \(a(k)\) vanishes at \(E_j\), for \(j = 1\) and/or \(j = 2\); precisely, 
\[a(k) \sim \gamma_j(k - E_j)^{\frac{1}{4}}\] 
for \(k\) near to \(E_j\) with nonzero complex constants \(\gamma_j\). Moreover, if this happens for \(j = 1\), then \(b(k) \sim \gamma'_1(k - E_1)^{\frac{1}{4}}\) near \(E_1\), and, if this happens for \(j = 2\), then \(b^*(k) \sim \gamma'_2(k - E_2)^{\frac{1}{4}}\) near \(E_2\), with nonzero complex constants \(\gamma'_j\).

Moreover, the behavior of \(\Phi_j^{(l)}, l = 1, 2\) at \(k = E_j\) or \(k = \tilde{E}_j, j = 1, 2\) is \(O((k - E_j)^{-\frac{1}{4}})\) or \(O((k - \tilde{E}_j)^{-\frac{1}{4}})\) (generically, they all have singularities of order \(-\frac{1}{4}\)).

In [10, Section 2.5] we introduced the basic RH problem as follows. We first consider the \(2 \times 2\) matrix-valued function \(m(x, t, k)\) by

\[m(x, t, k) := \begin{cases} 
\frac{\Phi_j^{(l)}}{a} & \Phi_j^{(2)}, \quad k \in \mathbb{C}^+, \\
\Phi_j^{(1)} & \Phi_j^{(2)} (3.8), \quad k \in \mathbb{C}^-, 
\end{cases}
\]

and then observe that \(m(x, t, k)\) can be characterized as the solution of a RH problem whose data are uniquely determined by \(q_0(x)\) through the associated scattering functions \(a(k)\) and \(b(k)\). This approach is a direct analogue of the case of Cauchy problems with decaying initial data. It turns out that for various reasons it is necessary to regularize this problem. We will do this by means of the function \(\nu_1\) which is defined as in [10, Section 2.3] by

\[\nu_1(k) := \left(\frac{k - E_1}{k - \tilde{E}_1}\right)^{\frac{1}{4}}, \quad \nu_1(\infty) = 1, \quad (3.7)
\]

and has a jump \(\nu_{1+}(k) = i\nu_{1-}(k)\) across \(\Sigma_1\).

In the virtual level (non-generic) case with \(a(E_1) = 0\) the function \(m\) can have a singularity of order \(\frac{1}{2}\) at \(k = E_1\). Then it is necessary to regularize \(m\) to get a RH problem in the \(L^2\) setting (2.1), e.g., by replacing \(m\) with

\[\tilde{m}(x, t, k) := m(x, t, k)\nu_1^{-\sigma_3}(k), \quad (3.8)
\]

so that the singularities (if any) of \(\tilde{m}\) are all of order \(\leq \frac{1}{4}\). This regularization aims to characterize \(m(x, t, k)\) from the solution of a RH problem (3.12) whose data (3.11) are uniquely determined by \(q_0(x)\) through the associated scattering functions \(a(k)\) and \(b(k)\).

In the generic case \(m\) leads directly to a RH problem in the \(L^2\) sense. However we must regularize \(m\) to keep the \(L^2\) setting (3.12) in the chain of subsequent deformations of the original RH problem. Lemmas 3.3 and 3.4 indeed require that the transformation factors be bounded at \(k = E_1\) and \(k = \tilde{E}_1\). To perform this regularization we replace \(m\) with

\[\hat{m}(x, t, k) := m(x, t, k)\nu_1^{-\sigma_3}(k) \quad (3.9)
\]

and introduce related versions of \(a, b,\) and \(r\):

\[\hat{a} := av_1, \quad \hat{b} := bv_1, \quad \hat{r} := \frac{b^*}{a} = rv_1^{-2}. \quad (3.10)
\]

Note that \(\hat{a}\hat{a}^* = aa^*, \hat{b}\hat{b}^* = bb^*,\) and \(\hat{r}\hat{r}^* = rr^* = |r|^2\). Note also that \(\hat{a}, \hat{b},\) and \(\hat{r}\) are bounded near \(E_1\) whereas \(\hat{r}\) is bounded near \(E_2\).
From now on, for simplicity, we assume (see Assumption on \( a(k) \) in Sect. 2.2) that we are in the generic case, that is, that \( a(k) \) actually has singularities at \( E_1 \) (which affects the construction of the RH problem) and \( E_2 \).

Let \( \hat{m} \) be defined by (3.9) and (3.6). The RH problem satisfied by \( \hat{m} \) derives from that satisfied by \( m \), see [10, Section 2.5]. Its contour is \( \Sigma := \mathbb{R} \cup \Sigma_1 \cup \Sigma_2 \), see Fig. 1. Its jump matrix is

\[
\hat{J}(x, t, k) := e^{-it\theta(k)\sigma_3} \hat{J}_0(k) e^{it\theta(k)\sigma_3}, \quad k \in \Sigma,
\]

where the phase \( \theta(k) \) is

\[
\theta(k) \equiv \theta(\xi, k) := 2k^2 + \xi k, \quad \xi := \frac{x}{t}.
\]

and

\[
\hat{J}_0(k) = \begin{cases} 
1 & (\hat{r}^*)^t \\
0 & 1
\end{cases}, \quad k \in \mathbb{R},
\begin{cases} 
-i & 0 \\
-\frac{i e^{-i\phi}}{\hat{a}^-} & 1
\end{cases}, \quad k \in \Sigma_1 \cap \mathbb{C}^+,
\begin{cases} 
\hat{a}_- & i \hat{v}_1^2 \\
0 & \hat{a}_-
\end{cases}, \quad k \in \Sigma_2 \cap \mathbb{C}^+,
\begin{cases} 
-i & 0 \\
\frac{i e^{i\phi}}{\hat{a}^+} & 1
\end{cases}, \quad k \in \Sigma_1 \cap \mathbb{C}^-,
\begin{cases} 
\hat{a}_+ & 0 \\
0 & \hat{a}_+
\end{cases}, \quad k \in \Sigma_2 \cap \mathbb{C}^-,
\begin{cases} 
i \nu & \hat{v}_1^{-2} \\
\hat{v}_1^{-2} & -\frac{\hat{a}_+}{\hat{a}_-}
\end{cases}, \quad k \in \Sigma_1 \cap \mathbb{C}^-,
\]

with \( \hat{a} \) and \( \hat{r} \) defined in (3.10). Note that \( \hat{J}_0 = v_{1-}^{\sigma_3} J_0 v_{1+}^{-\sigma_3} \) where \( J_0 \) is as in [10, Section 2.5].

**Basic RH-problem.** Given \( r(k) \) for \( k \in \mathbb{R} \), \( a_+(k) \) and \( a_-(k) \) for \( k \in (\Sigma_1 \cup \Sigma_2) \cap \mathbb{C}^+ \), find \( \hat{m}(x, t, k) \) analytic in \( k \in \mathbb{C} \setminus \Sigma \) that satisfies

\[
\begin{cases} 
\hat{m} \in I + \hat{E}^2(\mathbb{C} \setminus \Sigma), \\
\hat{m}_+(k) = \hat{m}_-(k) \hat{J}(k) \quad \text{for a.e.} \quad k \in \Sigma,
\end{cases}
\]

Fig. 1. The contour \( \Sigma = \mathbb{R} \cup \Sigma_1 \cup \Sigma_2 \) for the basic RH problem.
where $\Sigma = \mathbb{R} \cup \Sigma_1 \cup \Sigma_2$ and $\hat{J}$ is defined by (3.11).

Its unique solution $\hat{m}(x, t, k)$ provides a representation of the solution $q(x, t)$ of the Cauchy problem as follows:

Proposition 3.1. Let $\hat{m}(x, t, k)$ be the solution of the basic RH problem. Then, the solution $q(x, t)$ of the Cauchy problem (1.1)–(1.2) is given by

$$q(x, t) = 2i \lim_{k \to \infty} k\hat{m}_{12}(x, t, k).$$

(3.13)

The jump matrix $\hat{J}$ satisfies

$$\hat{J}(x, t, k) = \begin{cases} \sigma_3\sigma_1\hat{J}(x, t, \bar{k})\sigma_1\sigma_3, & k \in \Sigma_1 \cup \Sigma_2, \\ \sigma_3\sigma_1\hat{J}(x, t, \bar{k})^{-1}\sigma_1\sigma_3, & k \in \mathbb{R}. \end{cases}$$

(3.14)

Together with uniqueness of the solution of the RH problem, this implies the important symmetry

$$\hat{m}(x, t, k) = \sigma_3\sigma_1\hat{m}(x, \bar{t}, \bar{k})\sigma_1\sigma_3, \quad k \in \mathbb{C} \setminus \Sigma.$$  

(3.15)

3.2. The Riemann surface. A genus 3 sector is characterized by the fact that the leading order asymptotics of $q(x, t)$ can be expressed in terms of theta functions defined on a family of genus 3 Riemann surfaces parametrized by $\xi := x/t$. The genus 3 structure arises because the derivative of the $g$-function has five zeros: one real zero, which we denote by $\mu \equiv \mu(\xi)$, and two complex conjugate pairs of zeros, which we denote by $\{\alpha, \bar{\alpha}\}$ and $\{\beta, \bar{\beta}\}$, where $\alpha \equiv \alpha(\xi)$ and $\beta \equiv \beta(\xi)$ lie in $\mathbb{C}^+ \setminus (\Sigma_1 \cup \Sigma_2)$. Assuming for the moment that the level set $\text{Im} \ g = 0$ connects the points $E_1, \bar{E}_1, E_2, \bar{E}_2, \alpha, \bar{\alpha}, \beta, \bar{\beta}, \mu$, and $\infty$ as in Fig. 2 (see also Fig. 8), we next introduce the Riemann surface $M \equiv M(\xi)$ associated to $\xi$; the precise definition of the $g$-function will be given in the following subsection.

Let $\gamma(\beta, \alpha)$ and $\gamma(\bar{\alpha}, \bar{\beta})$ denote the oriented contours from $\beta$ to $\alpha$ and from $\bar{\alpha}$ to $\bar{\beta}$, respectively, on which $\text{Im} \ g = 0$, see Fig. 2. Similarly, let $\gamma(\bar{\beta}, \bar{\alpha})$ denote the oriented contour from $\bar{\beta}$ to $\bar{\alpha}$ on which $\text{Im} \ g = 0$.

We define the hyperelliptic surface $M \equiv M_{\alpha\beta}$ as the set of all points $P := (w, k) \in \mathbb{C}^2$ such that

$$w^2 = (k - E_1)(k - \bar{E}_1)(k - E_2)(k - \bar{E}_2)(k - \alpha)(k - \bar{\alpha})(k - \beta)(k - \bar{\beta})$$  

(3.16)

together with two points $\infty^+$ and $\infty^-$ at infinity which make the surface compact. We view $M$ as a two-sheeted cover of the complex plane by introducing a set of branch cuts $\mathcal{C}$ which connect the eight branch points. For $k \in \mathcal{C} \setminus \mathcal{C}$, we let $k^+$ and $k^-$ denote the corresponding points on the upper and lower sheet of $M$, respectively. By definition, the upper (resp. lower) sheet is characterized by $w = k^4 + O(k^3)$ (resp. $w = -k^4 + O(k^3)$) as $k \to \infty$. For two complex numbers $z_1$ and $z_2$, we let $[z_1, z_2]^+$ and $[z_1, z_2]^-$ denote the covers of $[z_1, z_2]$ in the upper and lower sheets, respectively.

We next discuss the choice of branch cuts and the choice of a canonical homology basis $\{a_j, b_j\}_1^3$ for $M$. One possibility is to let all branch cuts be vertical segments and adopt the standard choice of canonical homology basis $\{a_j, b_j\}_1^3$ displayed in Fig. 3. However, for the purposes of the nonlinear steepest descent method, the cuts connecting
Fig. 2. The four branch cuts (solid black) and the level set $\text{Im} \, g = 0$ in the genus 3 sector in the case of $A_1 = A_2 = 3/2$ and $\xi = 2$. The region where $\text{Im} \, g < 0$ is shaded and the region where $\text{Im} \, g > 0$ is white.

Fig. 3. A possible, but inappropriate, choice of branch cuts and canonical homology basis for the genus three surface $M$.

the branch points $\alpha$ and $\beta$ and their complex conjugates must lie in the level set where the imaginary part of the $g$-function vanishes. Thus, we deform the vertical cut from $\bar{\beta}$ to $\beta$ into the curve segment $\gamma(\bar{\beta}, \beta)$ which passes through $\mu$. Similarly, we deform the vertical cut connecting $\bar{\alpha}$ to $\alpha$ into the curve segment $\gamma(\bar{\alpha}, \alpha) := \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\bar{\beta}, \beta) \cup \gamma(\beta, \alpha)$. Since both cuts then proceed along the curve segment $\gamma(\bar{\beta}, \beta)$, this segment ceases to be a
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Fig. 4. The canonical homology basis \( \{a_j, b_j\}^3_1 \) for the genus three surface \( M \)

cut and the homology basis of Fig. 3 turns into the canonical homology basis \( \{a_j, b_j\}^3_1 \)
displayed in Fig. 4. We will henceforth adopt the four branch cuts in the complex \( k \)-plane
shown in Fig. 4 and let \( \mathcal{C} \subset \mathbb{C} \) denote the union of these cuts, i.e.,
\[
\mathcal{C} := \Sigma_1 \cup \Sigma_2 \cup \gamma(\bar{\alpha}, \alpha) \cup \gamma(\bar{\beta}, \beta).
\tag{3.17}
\]

We will also adopt the homology basis for \( M \) shown in Fig. 4, but with the following
important specification: Unless stated otherwise, all integrals along paths on \( M \) for
which only the endpoints are specified are assumed to lie within the fundamental polygon
obtained by cutting the Riemann surface along the basis \( \{a_j, b_j\}^3_1 \). This implies that some
integrals will depend on the particular choices of the \( a_j \) and \( b_j \) within their respective
homology classes. We therefore henceforth fix the curves \( a_j \) and \( b_j \) so that they are
invariant under the involution \( \varsigma: k^\pm \to k^\mp \), more precisely \( \varsigma(a_j) = -a_j \) and \( \varsigma(b_j) = -b_j \). For the present case, this is accomplished by letting \( a_1, a_2, a_3 \) be the paths in the
homology classes specified by Fig. 4 which as point sets consist of the points of \( M \) lying
directly above \( \Sigma_1, \gamma(\bar{\alpha}, \alpha), \) and \( \gamma(\bar{\beta}, \beta) \), respectively, and by letting \( b_3, b_2, b_1 \) be the paths
in the homology classes specified by Fig. 4 which as point sets consist of the points of
\( M \) lying directly above
\[
[E_2, \bar{\beta}], \quad [E_2, \bar{\beta}] \cup \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\bar{\beta}, \beta), \quad \text{and} \quad [E_2, \bar{\beta}] \cup \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\bar{\beta}, \beta) \cup [\alpha, \bar{E}_1],
\]
respectively, see Fig. 5.

For \( k \in \hat{\mathcal{C}} \setminus \mathcal{C} \), we let \( w(k) \equiv w(\xi, k) \) denote the value of \( w \) corresponding to the point \( k^+ \in M \), that is,
\[
w(k) = \sqrt{(k - E_1)(k - \bar{E}_1)(k - E_2)(k - \bar{E}_2)(k - \alpha)(k - \bar{\alpha})(k - \beta)(k - \bar{\beta})}, \quad k \in \hat{\mathcal{C}} \setminus \mathcal{C},
\]
where the branch of the square root is such that \( w(k) > 0 \) for \( k \in \mathbb{R}, \ k \gg 0 \). We let
\( \zeta = (\xi_1, \xi_2, \xi_3) \) be the normalized basis of \( \mathcal{H}^1(M) \) dual to the canonical homology basis
Fig. 5. The particular choices of the curves $a_j$ and $b_j$ within their homology classes

\[
\{a_j, b_j\}^3_1, \text{ in the sense that } \{\zeta_j\}^3_1 \text{ are holomorphic differentials such that }
\int_{a_j} \zeta_j = \delta_{ij}.
\]

The basis $\{\zeta_j\}^3_1$ is explicitly given by $\zeta_j = \sum_{l=1}^3 A_{jl} \hat{\zeta}_l$, where $\hat{\zeta}_l := \frac{k^{l-1}}{w} \, dk$ and $(A^{-1})_{jl} = \int_{a_j} \hat{\zeta}_l$. Since $w$ satisfies $w(k^+) = -w(k^-)$, we have the same symmetry for $\zeta$:

\[
\zeta(k^+) = -\zeta(k^-). \tag{3.18}
\]

We let $\tau = (\tau_{jl})$ denote the $3 \times 3$ period matrix, defined by

\[
\tau_{jl} := \int_{b_j} \zeta_l.
\]

It is a standard result that $\tau$ is symmetric and has positive definite imaginary part, see [23, Proposition III.2.8]. The symmetries $\varsigma(a_j) = -a_j, \varsigma(b_j) = -b_j$, together with (3.18) imply

\[
\int_{a_j^+} \zeta = \frac{1}{2} \int_{a_j} \zeta = \frac{1}{2} e^{(j)} \quad \text{and} \quad \int_{b_j^+} \zeta = \frac{1}{2} \int_{b_j} \zeta = \frac{1}{2} \tau^{(j)},
\]

where $a_j^+, b_j^+$ denote the restrictions of $a_j, b_j$ to the upper sheet, $e^{(j)}$ denotes the $j$th column of the $3 \times 3$ identity matrix $I$, and $\tau^{(j)}$ denotes the $j$th column of $\tau = (\tau_{jl})$.

The theta function $\Theta$ associated to $\tau$ is defined by

\[
\Theta(z) := \sum_{N \in \mathbb{Z}^3} e^{2\pi i \frac{1}{2} N^T \tau N + N^T z}, \quad z \in \mathbb{C}^3. \tag{3.19}
\]

We have

\[
\Theta(z + e^{(j)}) = \Theta(z), \quad \Theta(z + \tau^{(j)}) = e^{2\pi i(-z_j - \tau_{jj})/2} \Theta(z), \quad j = 1, 2, 3, \quad z \in \mathbb{C}^3. \tag{3.20}
\]
We also have $\Theta(z) = \Theta(-z)$ for all $z \in \mathbb{C}^3$.

We let $\varphi : M \to \mathbb{C}^3$ denote the Abel-type map with base point $\tilde{E}_2$, i.e.,

$$\varphi(P) = \int_{\tilde{E}_2}^P \zeta, \quad P \in M,$$

(3.21)

where the contour is chosen to lie within the fundamental polygon specified by $\{a_j, b_j\}$. We see from equation (3.18) and Figs. 4 and 5 that

$$\varphi(k^+) + \varphi(k^-) = -\varphi(k^-) - \varphi(k^-) = \begin{cases} \tau^{(1)}, & k \in \Sigma_1, \\ \tau^{(2)}, & k \in \gamma(\beta, \alpha), \\ \tau^{(2)} + e^{(1)} + e^{(2)}, & k \in \gamma(\bar{\alpha}, \tilde{\beta}), \\ 0, & k \in \Sigma_2, \end{cases}$$

(3.22)

and

$$\varphi(k^+) - \varphi(k^+) = \tau^{(2)} - \tau^{(3)} + e^{(1)} + e^{(2)}, \quad k \in \gamma(\tilde{\beta}, \beta),$$

(3.23)

where $\varphi(k^+)\text{ and } \varphi(k^-)$ denote the boundary values of $\varphi(l^\pm)$ as $l \in \mathbb{C}$ approaches $k$ from the left and right sides of the contour, respectively.

### 3.3. The $g$-function. We let $dg(k) \equiv dg(\xi, k)$ denote the differential on $\mathbb{C} \setminus \mathcal{C}$ defined by

$$dg := 4 \frac{(k - \mu)(k - \alpha)(k - \bar{\alpha})(k - \beta)(k - \bar{\beta})}{w(k)} dk, \quad k \in \mathbb{C} \setminus \mathcal{C},$$

(3.24)

where $\mu \equiv \mu(\xi)$ is a real number. Let $\widehat{dg}$ denote the differential on $M$ given by $dg$ on the upper sheet and by $-dg$ on the lower sheet, i.e., $\widehat{dg}(k^\pm) = \pm dg(k)$ for $k \in \mathbb{C} \setminus \mathcal{C}$. Then $\widehat{dg}$ is a meromorphic differential on $M$ which is holomorphic everywhere on $M$ except for two poles at $\pm \infty$.

The definition of $dg$ depends on the five real numbers $\mu, \alpha_1, \alpha_2, \beta_1, \beta_2$, where $\alpha_1, \beta_1$ and $\alpha_2, \beta_2$ denote the real and imaginary parts of $\alpha$ and $\beta$:

$$\alpha = \alpha_1 + i\alpha_2, \quad \beta = \beta_1 + i\beta_2.$$

These five real numbers are determined by the five conditions

$$\int_{a_1} \widehat{dg} = \int_{a_2} \widehat{dg} = \int_{a_3} \widehat{dg} = 0,$$

(3.25a)

$$\lim_{k \to \infty} \left( \frac{dg}{dk} - 4k \right) = \xi, \quad \lim_{k \to \infty} k \left( \frac{dg}{dk} - 4k - \bar{\xi} \right) = 0.$$

(3.25b)

The solvability of this system of equations characterizes a genus 3 sector. Since

$$\frac{dg}{dk}(k) = \frac{\bar{dg}}{dk}(\bar{k}), \quad k \in \mathbb{C} \setminus \mathcal{C},$$

(3.26)

we have $\int_A^B dg = \int_A^B \bar{dg}$ where the contour in the second integral is the complex conjugate of the contour in the first integral. This implies that

$$\int_{a_j} \widehat{dg} \in i\mathbb{R}, \quad j = 1, 2, 3,$$
so the conditions in (3.25a) are three real conditions.

Let $\Sigma^{\text{mod}}$ denote the union of the four branch cuts and the curve $\gamma(\bar{\beta}, \beta)$, oriented as in Fig. 13:

$$
\Sigma^{\text{mod}} := \mathbb{C} \cup \gamma(\bar{\beta}, \beta) = \Sigma_1 \cup \Sigma_2 \cup \gamma(\beta, \alpha) \cup \gamma(\bar{\alpha}, \bar{\beta}).
$$

The $g$-function $g(k) \equiv g(\xi, k)$ is defined by

$$
g(k) := \int_{\tilde{E}_2}^{k} dg, \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}}, \quad (3.27)
$$

where the contour is required to lie in $\mathbb{C} \setminus \Sigma^{\text{mod}}$. For convenience, we choose the same base point for the integral in (3.27) as for the integral in (3.21) defining $\varphi$.

The two conditions in (3.25b) ensure that

$$
g'(k) = 4k + \xi + O(k^{-2}), \quad k \to \infty,
$$

and hence

$$
g(k) = \theta(k) + g^{(0)} + O(k^{-1}), \quad k \to \infty, \quad (3.28)
$$

uniformly with respect to $\arg k \in [0, 2\pi]$, where $g^{(0)} \equiv g^{(0)}(\xi) \in \mathbb{R}$ is a finite real number independent of $k$. Since the $O(k^{-1})$ term vanishes in the expansion of $dg/dk$, the meromorphic form $dg$ has no residue at $\infty$. Hence we can deform contours freely through infinity. By deforming the contour through $\infty$, it follows from (3.25a) that the loop integral of $\hat{d}g$ around the cut $[\tilde{E}_2, E_2]$ also vanishes. Thus the conditions in (3.25) imply that the value of $g$ is independent of the choice of contour in $\mathbb{C} \setminus \Sigma^{\text{mod}}$.

Let $g_+$ and $g_-$ denote the boundary values of $g$ from the left and right sides of the different pieces of $\Sigma^{\text{mod}}$.

**Lemma 3.2.** The function $g(k)$ defined in (3.27) has the following properties:

(a) $g(k) - 2k^2 - \xi k$ is an analytic and bounded function of $k \in \hat{\mathbb{C}} \setminus \Sigma^{\text{mod}}$ with continuous boundary values on $\Sigma^{\text{mod}}$.

(b) $g(k)$ obeys the symmetry

$$
g = g^*, \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}}. \quad (3.29)
$$

(c) $g(k)$ satisfies the following jump conditions across $\Sigma^{\text{mod}}$:

$$
g_+(k) + g_-(k) = \begin{cases} 
2\Omega_1, & k \in \Sigma_1, \\
2\Omega_2, & k \in \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\beta, \alpha), \\
0, & k \in \Sigma_2,
\end{cases} \quad (3.30a)
$$

and

$$
g_+(k) - g_-(k) = 2\Omega_3, \quad k \in \gamma(\bar{\beta}, \beta), \quad (3.30b)
$$

where the three real constants $\Omega_j \equiv \Omega_j(\xi)$, $j = 1, 2, 3$, are given by

$$
\Omega_1 = g(E_1) = g(\bar{E}_1), \quad \Omega_2 = g(\alpha) = g(\bar{\alpha}), \\
\Omega_3 = \frac{g_+(\beta) - g_-(\beta)}{2} = \frac{g_+(\bar{\beta}) - g_-(\bar{\beta})}{2}. \quad (3.31)
$$
Proof. It is clear that \( g(k) \) is an analytic function of \( k \in \mathbb{C} \setminus \Sigma^{\text{mod}} \) with bounded and continuous boundary values on \( \Sigma^{\text{mod}} \). Since equation (3.28) implies that \( g(k) - 2k^2 - \xi k \) is analytic also at infinity, part (a) follows.

Using that
\[
\left( \frac{dg}{dk} \right)_+ = \left( \frac{dg}{dk} \right)_- \times \begin{cases} 
-1, & k \in \mathcal{C}, \\
1, & k \in \gamma(\bar{\beta}, \beta),
\end{cases}
\]
we find that \( g_+ + g_- \) is constant on each of the curves in (3.30a) and that \( g_+ - g_- \) is constant on \( \gamma(\bar{\beta}, \beta) \). These constant values are fixed by evaluation at the endpoints. This proves (3.30). In particular, \( g(E_2) = g(\bar{E}_2) = 0 \), and, using (3.26), we conclude that (b) follows.

The three conditions in (3.25a) together with (3.26) ensure that \( \text{Im} g = 0 \) on \( \mathbb{R} \) and that \( \text{Im} g(E_1) = \text{Im} g(\alpha) = \text{Im} g_+ (\beta) = \text{Im} g_- (\beta) = 0 \). Hence the constants \( \Omega_j \) defined in (3.31) are real. This completes the proof of (c).

\( \square \)

3.4. Contour deformations. On several occasions we will need to transform RH problems by deforming the contour. In this subsection, we give assumptions under which these deformations are allowed.

Let \( \Gamma \) be a piecewise smooth contour and let \( \hat{\Gamma} = \Gamma \cup \gamma \) denote \( \Gamma \) with a lens added as in Fig. 6. Consider the \( 2 \times 2 \)-matrix RH problem
\[
\begin{cases}
\hat{m} \in \mathcal{I} + \hat{E}_2^2(\mathbb{C} \setminus \hat{\Gamma}), \\
\hat{m}_+(k) = \hat{m}_-(k)v(k) \quad \text{for a.e.} \; k \in \hat{\Gamma},
\end{cases}
\]
where \( v: \Gamma \to \text{GL}(2, \mathbb{C}) \) is a jump matrix defined on \( \Gamma \).

Lemma 3.3 (contour deformation). Let \( u \) be a \( 2 \times 2 \)-matrix valued function such that \( u, u^{-1} \in \mathcal{E}^\infty(\mathbb{C} \setminus \hat{\Gamma}) \). Then \( m \) satisfies the RH problem (3.32) if and only if the function \( \hat{m} \) defined by
\[
\hat{m}(k) := m(k)u(k), \quad k \in \mathbb{C} \setminus \hat{\Gamma},
\]
satisfies the RH problem
\[
\begin{cases}
\hat{m} \in \mathcal{I} + \hat{E}_2^2(\mathbb{C} \setminus \hat{\Gamma}), \\
\hat{m}_+(k) = \hat{m}_-(k)\hat{v}(k) \quad \text{for a.e.} \; k \in \hat{\Gamma},
\end{cases}
\]
with
\[
\hat{v} = \begin{cases}
u^{-1}_-u_+, & k \in \Gamma, \\
u^{-1}_-u_+, & k \in \gamma,
\end{cases}
\]
If \( \gamma \) passes through infinity as in Fig. 7, then the same conclusion holds provided that \( u, u^{-1} \in I + (\bar{E}^2 \cap E^\infty)(\mathbb{C} \setminus \hat{\Gamma}) \).

We will also come across situations where \( \gamma \) passes through infinity, but \( u \) does not approach the identity matrix as \( k \to \infty \), see Fig. 7. In this case, the following result is useful.

**Lemma 3.4** (contour deformation when \( u(\infty) \neq I \)). Let \( u \) be a \( 2 \times 2 \)-matrix valued function such that \( u, u^{-1} \in E^\infty(\mathbb{C} \setminus \hat{\Gamma}) \) and \( u, u^{-1} \) are analytic at \( k = \infty \). Then \( m \) satisfies the RH problem (3.32) if and only if the function \( \hat{m} \) defined by

\[
\hat{m}(k) := u(\infty)^{-1} m(k) u(k), \quad k \in \mathbb{C} \setminus \hat{\Gamma},
\]

satisfies the RH problem (3.33) with \( \hat{v} \) given by (3.34).

### 4. Transformations of the RH Problem

In order to determine the long-time asymptotics of the solution \( \hat{m} \) of the RH problem (3.12), we will perform a series of transformations of the RH problem. More precisely, starting with \( \hat{m} \), we will define functions \( \hat{m}^{(j)}(x, t, k), j = 1, \ldots, 5 \), such that each \( \hat{m}^{(j)} \) satisfies an RH problem which is equivalent to the original RH problem (3.12). The RH problem for \( \hat{m}^{(j)} \) has the form

\[
\begin{cases}
\hat{m}^{(j)}(x, t, \cdot) \in I + \bar{E}^2(\mathbb{C} \setminus \Sigma^{(j)}), \\
\hat{m}_+^{(j)}(x, t, k) = \hat{m}_-^{(j)}(x, t, k) \hat{v}^{(j)}(x, t, k) & \text{for a.e. } k \in \Sigma^{(j)},
\end{cases} \tag{4.1}
\]

where the contours \( \Sigma^{(j)} \) and jump matrices \( \hat{v}^{(j)} \) are specified below.

The jump matrix \( \hat{v}^{(5)} \) obtained after the fifth transformation has the property that it is a constant off-diagonal matrix on each of the four branch cuts and a constant diagonal matrix on \( \gamma(\bar{\beta}, \beta) \). Moreover, on all other parts of the contour, it approaches the identity matrix as \( t \to \infty \). The leading order asymptotics as \( t \to \infty \) can therefore be obtained by solving the model RH problem with jump across \( \Sigma^{\text{mod}} \) obtained by replacing \( \hat{v}^{(5)} \) with its large \( t \) limit.

The symmetries (3.14) and (3.15) will be preserved at each stage of the transformations, so that

\[
\begin{align*}
\hat{v}^{(j)}(x, t, k) &= \begin{cases}
\sigma_3 \sigma_1 \hat{v}^{(j)}(x, t, k) \sigma_1 \sigma_3, & k \in \Sigma^{(j)} \setminus \mathbb{R}, \\
\sigma_3 \sigma_1 \hat{v}^{(j)}(x, t, k) \sigma_1 \sigma_3^{-1}, & k \in \Sigma^{(j)} \cap \mathbb{R},
\end{cases} & j = 1, \ldots, 5, \tag{4.2}
\end{align*}
\]
and
\[ \hat{m}^{(j)}(x, t, k) = \sigma_3 \sigma_1 \hat{m}^{(j)}(x, t, k) \sigma_1 \sigma_3, \quad k \in \mathbb{C} \setminus \Sigma^{(j)}, \quad j = 1, \ldots, 5. \tag{4.3} \]

\section*{4.1. First transformation.}
Define \( \hat{m}^{(1)} \) by
\[ \hat{m}^{(1)}(x, t, k) := e^{-igt^{(0)} \sigma_3} \hat{m}(x, t, k) e^{igt(k-\theta(k)) \sigma_3}, \]
where \( g^{(0)} \equiv g^{(0)}(\xi) = (g - \theta)(\xi, \infty) \) is defined in (3.28). Part (a) of Lemma 3.2 implies that
\[ e^{igt(g-\theta) \sigma_3} \in E^\infty(\mathbb{C} \setminus \Sigma^{mod}). \]
Hence, by Lemma 3.4, \( \hat{m} \) satisfies the RH problem (3.12) iff \( \hat{m}^{(1)} \) satisfies the RH problem (4.1) with \( j = 1 \), where the contour \( \Sigma^{(1)} \) is defined by (see Fig. 8)
\[ \Sigma^{(1)} := \mathbb{R} \cup \Sigma^{mod} = \mathbb{R} \cup \Sigma_1 \cup \Sigma_2 \cup \gamma(\beta, \alpha) \cup \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\bar{\beta}, \beta), \]
and the jump matrix \( \hat{v}^{(1)} \) is given by
\[ \hat{v}^{(1)}(x, t, k) := e^{-igt^{(k)} \sigma_3} \hat{J}_0(k) e^{igt^{(k)} \sigma_3}, \]
with \( \hat{J}_0(k) \) as in Sect. 3.1 for \( k \in \mathbb{R} \cup \Sigma_1 \cup \Sigma_2 \) and \( \hat{J}_0(k) = I \) elsewhere, that is,
\[
\begin{cases}
1 & \hat{r}^* e^{-2igt} & 1 & 0 \\
0 & 1 & \hat{r} e^{2igt} & 1 \\
-\hat{r} e^{igt(g_+ - g_-)} & 0 & i\nu_1^2 & 0 \\
\hat{a}_- e^{igt(g_+ - g_-)} & \hat{a}_+ e^{-igt(g_+ - g_-)} & 0 & 1 \\
-\hat{r} e^{igt(g_+ - g_-)} & 0 & \hat{a}_- e^{-igt(g_+ - g_-)} & 1
\end{cases}, \quad k \in \mathbb{R},
\]
\[
\begin{cases}
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & i\nu_2^2 & 0 \\
\hat{a}_+ e^{igt(g_+ - g_-)} & 0 & 1 & \hat{a}_- e^{-igt(g_+ - g_-)} \\
0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 0 & \hat{a}_- e^{igt(g_+ - g_-)} \\
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 1
\end{cases}, \quad k \in \Sigma_1 \cap \mathbb{C}^+, 
\]
\[
\begin{cases}
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & i\nu_2^2 & 0 \\
\hat{a}_+ e^{igt(g_+ - g_-)} & 0 & 1 & \hat{a}_- e^{-igt(g_+ - g_-)} \\
0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 0 & \hat{a}_- e^{igt(g_+ - g_-)} \\
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 1
\end{cases}, \quad k \in \Sigma_2 \cap \mathbb{C}^+, 
\]
\[
\begin{cases}
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & i\nu_2^2 & 0 \\
\hat{a}_+ e^{igt(g_+ - g_-)} & 0 & 1 & \hat{a}_- e^{-igt(g_+ - g_-)} \\
0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 0 & \hat{a}_- e^{igt(g_+ - g_-)} \\
\hat{a}_- e^{igt(g_+ - g_-)} & 0 & \hat{a}_+ e^{-igt(g_+ - g_-)} & 1
\end{cases}, \quad k \in \gamma(\beta, \alpha) \cup \gamma(\bar{\alpha}, \bar{\beta}) \cup \gamma(\bar{\beta}, \beta).
4.2. Second transformation. The jump matrix $\hat{\Sigma}^{(1)}$ has the wrong factorization for $k \in (-\infty, \mu)$. Hence we introduce $\hat{m}^{(2)}$ by

$$\hat{m}^{(2)}(x, t, k) := \hat{m}^{(1)}(x, t, k)\delta(k)^{-\sigma_3},$$

where the complex-valued function $\delta(k) \equiv \delta(\xi, k)$ is defined by

$$\delta(k) := e^{\frac{1}{2\pi i} \int_{-\infty}^{\mu} \frac{\ln(1+|r(s)|^2)}{s-k} ds}, \quad k \in \mathbb{C} \setminus (-\infty, \mu].$$

Note that $|r(s)|^2 = |\hat{r}(s)|^2$.

**Lemma 4.1.** The function $\delta(k)$ has the following properties:

(a) $\delta(k)$ and $\delta(k)^{-1}$ are bounded and analytic functions of $k \in \mathbb{C} \setminus (-\infty, \mu]$ with continuous boundary values on $(-\infty, -1) \cup (-1, \mu)$.

(b) $\delta$ obeys the symmetry

$$\delta = (\delta^*)^{-1}, \quad k \in \mathbb{C} \setminus (-\infty, \mu].$$

(c) $\delta$ satisfies the jump condition

$$\delta_+ = \delta_- (1 + |r|^2), \quad k \in (-\infty, -1) \cup (-1, \mu).$$

(d) As $k$ goes to infinity,

$$\delta(k) = 1 + O(k^{-1}), \quad k \to \infty,$$

uniformly with respect to $\arg k \in [0, 2\pi]$. 

**Fig. 8.** The jump contour $\Sigma^{(1)}$ (red with arrows indicating orientation) together with the set where $\operatorname{Im} g = 0$ (dashed black)
Proof. The function $\ln(1 + |r(s)|^2)$ is a smooth function of $s \in (-\infty, \mu]$ except for a possible jump discontinuity at $s = -1$ where the real axis intersects the branch cut $\Sigma_1$. Since we also have $\ln(1 + |r(s)|^2) = O(|s|^{-N})$ for every $N \geq 1$ as $s \to -\infty$, parts (b), (c), and (d) follow. Since the constants $\ln(1 + |r_{-1}(1)|^2)$, $\ln(1 + |r_{+1}(1)|^2)$, and $\ln(1 + |q|^2)$ are real, Lemma C.1 implies that $\delta$ is bounded near the points $-1$ and $\mu$. This shows that (a) also holds. \(\square\)

Comment. Lemma 4.1 assumes implicitly $\mu > -1$, as in Figs. 2, 4, and 5 where $\mu \in (-1, 1)$. This is indeed the case in the framework of the existence theorem (Sec. 2.2) since $\mu(\xi)$ is close to 0 for $\xi > 0$ small enough. In cases where $\mu(\xi)$ leaves the range $(-1, 1)$ the cuts joining $E_j$ and $\tilde{E}_j$ must be deformed into new cuts so that $\mu(\xi) \in (\hat{B}_1, \hat{B}_2)$ where $\hat{B}_j$ are the intersections of these cuts with the real axis.

Lemma 4.1 implies that

$$
\delta(\xi, \cdot)^{\mathcal{G}_3} \in I + (\mathring{E}_{\infty}^2 \cap E^\infty)(\mathbb{C} \setminus (-\infty, \mu]).
$$

Hence it follows from Lemma 3.3 that $\hat{m}$ satisfies the RH problem (3.12) iff $\hat{m}^{(2)}$ satisfies the RH problem (4.1) with $j = 2$, where $\Sigma^{(2)} = \Sigma^{(1)}$ and the jump matrix $\hat{\nu}^{(2)}$ is given by

$$
\hat{\nu}^{(2)} = \left( \begin{array}{cc} \delta_- & 0 \\ 0 & \delta_-^{-1} \end{array} \right) \hat{\nu}^{(1)} \left( \begin{array}{cc} \delta_+ & 0 \\ 0 & \delta_+^{-1} \end{array} \right),
$$

where $\hat{\nu}^{(1)}$ is given.

We can write

$$
\hat{\nu}^{(2)} = \left( \begin{array}{cc} \hat{\nu}_{+}^{\xi} & 0 \\ 0 & \hat{\nu}_{-}^{\xi} \end{array} \right) \left( \begin{array}{cc} \hat{\nu}_{+}^{\xi} & 0 \\ 0 & \hat{\nu}_{-}^{\xi} \end{array} \right) \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right),
$$

where $\hat{\nu}_{\pm}^{\xi}$ are given in (4.9).
4.3. Third transformation. Let $\{U_j\}_{j=1}^6$ denote open sets of the form displayed in Fig. 9 and define $\hat{m}^{(3)}(x, t, k)$ by

$$\hat{m}^{(3)} := \hat{m}^{(2)} \times \begin{cases} 
\begin{pmatrix} 1 & 0 \\ -\hat{r} \delta^{-2} e^{2i\tau g} & 1 \end{pmatrix}, & k \in U_1, \\
\begin{pmatrix} 1 - \frac{\hat{r}^*}{1 + \hat{r}^*} & \delta^{-2} e^{-2i\tau g} \\
0 & 1 \end{pmatrix}, & k \in U_3, \\
\begin{pmatrix} 1 & 0 \\ \frac{\hat{r}}{1 + \hat{r}^*} \delta^{-2} e^{2i\tau g} & 1 \end{pmatrix}, & k \in U_4, \\
\begin{pmatrix} 1 & 0 \\ \hat{r}^* \delta^{-2} e^{-2i\tau g} & 1 \end{pmatrix}, & k \in U_6, \\
I, & k \in U_2 \cup U_5.
\end{cases}$$

Then, there is no more jump across the real axis. Note also that $\hat{r}$ is always bounded at $E_2 \in U_1$ and that, in the generic case, $\frac{\hat{r}^*}{1 + \hat{r}^*} = \hat{a} \hat{b}$ is bounded at $E_1 \in U_3$.

Across the curve $\Sigma_1 \cap \mathbb{C}^+$ which lies in $U_3$, we find the jump
where we have used (3.5a) in the last step, together with \( aa^* + bb^* = 1 \). Note that \( \hat{a}_+ \hat{a}_- e^{i\phi} = \hat{a}_+ \hat{b}_+ \).

Similarly, across the curve \( \Sigma_2 \cap \mathbb{C}^+ \) which lies in \( U_1 \), we find the jump

\[
\hat{v}^{(3)} = \left( \begin{array}{c} \hat{v}^{(2)} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_-} \right) \\ 0 \end{array} \right)^{-1} \left( \begin{array}{c} \hat{v}^{(2)} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right) \\ 0 \end{array} \right)
\]

\[
\times \left( \begin{array}{c} \frac{\hat{a}_+}{\hat{a}_-} e^{i\tau (g_+ - g_-)} 0 \\ 0 \end{array} \right) \left( \begin{array}{c} \frac{\hat{a}_+}{\hat{a}_-} e^{i\tau (g_+ - g_-)} 0 \\ 0 \end{array} \right) \left( \begin{array}{c} \hat{v}_1 \delta^2 e^{i\tau (g_+ - g_-)} 0 \\ 0 \end{array} \right), \ k \in \Sigma_2 \cap \mathbb{C}^+,
\]

where we have used (3.5b) in the last step. Note that \( \hat{r}_- \frac{\hat{a}_-}{\hat{a}_+} = \hat{v}_1^{-2} \).

Across the cut \( \gamma(\beta, \alpha) \) which lies on the boundary between \( U_2 \) and \( U_3 \) with \( U_3 \) to the left, we find the jump

\[
\hat{v}^{(3)} = \hat{v}^{(2)} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)^{-1} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)
\]

\[
\times \left( \begin{array}{c} e^{i\tau (g_+ - g_-)} 0 \\ 0 e^{i\tau (g_+ - g_-)} \end{array} \right) \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)^{-1} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)
\]

\[
e^{-i\tau g_- \sigma_3} \left( 1 - \hat{a}_\beta \hat{b}_\alpha \delta^2 \right) e^{i\tau g_+ \sigma_3}, \ k \in \gamma(\beta, \alpha).
\]

Across the curve \( \gamma(\mu, \beta) \) which lies on the boundary between \( U_1 \) and \( U_3 \) with \( U_3 \) to the left, we find the jump

\[
\hat{v}^{(3)} = \hat{v}^{(2)} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)^{-1} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)
\]

\[
\times \left( \begin{array}{c} e^{i\tau (g_+ - g_-)} 0 \\ 0 e^{i\tau (g_+ - g_-)} \end{array} \right) \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)^{-1} \left( 1 - \frac{\hat{r}_*}{1+i\tau_r} \delta^2 e^{-2i\tau g_+} \right)
\]

\[
e^{-i\tau g_- \sigma_3} \left( 1 - \hat{a}_\beta \hat{b}_\alpha \delta^2 \right) e^{i\tau g_+ \sigma_3}, \ k \in \gamma(\mu, \beta).
\]

Estimates (3.4) together with Lemma 3.2, Lemma 4.1, and the genericity assumption (on the behavior of \( a(k) \) at \( E_1 \)) imply that
\[ \hat{\delta}^{-2} e^{2i \mu g} \in (\hat{E}^2 \cap E^\infty)(U_1 \setminus \Sigma_2), \]
\[ \frac{\hat{r}}{1 + \hat{r} \hat{r}^*} \delta^{-2} e^{2i \mu g} \in (\hat{E}^2 \cap E^\infty)(U_4 \setminus \Sigma_1), \]
\[ \hat{r}^* \delta^2 e^{-2i \mu g} \in (\hat{E}^2 \cap E^\infty)(U_6 \setminus \Sigma_2). \]

Notice that \( \hat{r}(k) \) is always bounded at \( E_2 \) whereas \( \hat{r}^*(k) \) is bounded at \( E_1 \) in the generic case.

Since \( g \) is quadratic in \( k \), the decay of \( e^{2i \mu g} \) in regions where \( \text{Im } g > 0 \) indeed prevails over the growth of \( r(k) \) provided by (3.4).

Hence it follows from Lemma 3.3 that \( \hat{m} \) satisfies the RH problem (3.12) iff \( \hat{m}^{(3)} \) satisfies the RH problem (4.1) with \( j = 3 \), where \( \Sigma^{(3)} \) is the jump contour displayed in Fig. 10 and the jump matrix \( \hat{v}^{(3)} \) is given in the upper half-plane by (\( \hat{v}_1^{(3)} \) denotes the restriction of \( \hat{v}^{(3)} \) to the contour labeled by \( l \) in Fig. 10)

\[
\hat{v}_1^{(3)} = \begin{pmatrix} 1 & 0 \\ \hat{r} \delta^{-2} e^{2i \mu g} & 1 \end{pmatrix}, \quad \hat{v}_2^{(3)} = \begin{pmatrix} 1 & \hat{a} \delta^2 e^{-2i \mu g} \\ \hat{a} \delta^2 e^{-2i \mu g} & 1 \end{pmatrix}, \]
\[
\hat{v}_3^{(3)} = \begin{pmatrix} e^{-i \phi} \delta^{-2} e^{2i \mu g} & \hat{a} \delta \hat{a}^* e^{-i r(g_+ g_-)} \\ 0 & 0 \end{pmatrix}, \quad \hat{v}_4^{(3)} = \begin{pmatrix} 0 & \hat{a} \delta \hat{a}^* e^{-i r(g_+ g_-)} \\ e^{-i \phi} \delta^{-2} e^{2i \mu g} & 0 \end{pmatrix}, \]
\[
\hat{v}_5^{(3)} = e^{-i \mu \sigma_3} \begin{pmatrix} 1 & -\hat{a} \delta^2 \\ 0 & 1 \end{pmatrix} e^{i \mu \sigma_3}, \quad \hat{v}_6^{(3)} = e^{-i \mu \sigma_3} \begin{pmatrix} 1 & -\hat{a} \delta^2 \\ \hat{r} \delta^{-2} \hat{a} \delta \hat{a}^* e^{-2i \mu g} \end{pmatrix} e^{i \mu \sigma_3}.
\]
and extended to the lower half-plane by means of the symmetry \( (4.2) \).

### 4.4. Fourth transformation.

The purpose of the fourth transformation is to make the jumps across \( \gamma(\beta,\alpha) \cup \gamma(\bar{\alpha},\bar{\beta}) \) and \( \gamma(\bar{\beta},\beta) \) off-diagonal and diagonal, respectively.

Using the factorization
\[
\begin{pmatrix}
1 & P^{-1} \\
0 & 1
\end{pmatrix} = \begin{pmatrix} 
1 & 0 \\
P & 1
\end{pmatrix} \begin{pmatrix} 
0 & P^{-1} \\
-P & 0
\end{pmatrix} \begin{pmatrix} 
1 & 0 \\
P & 1
\end{pmatrix}
\]
we can write the jump matrix \( \hat{v}^{(4)} \) for \( k \in \gamma(\beta,\alpha) \) as
\[
\hat{v}^{(4)} = e^{-itg_{-\sigma_{3}}} \begin{pmatrix}
1 & 0 \\
\frac{1}{\hat{a}\delta^2} & 1
\end{pmatrix} \begin{pmatrix} 
0 & -\hat{a}\delta^2 \\
\frac{1}{\hat{a}\delta^2} & 0
\end{pmatrix} \begin{pmatrix} 
1 & 0 \\
\frac{1}{\hat{a}\delta^2} & 0
\end{pmatrix} e^{itg_{\sigma_{3}}}, \quad k \in \gamma(\beta,\alpha).
\]

Similarly, using the factorization
\[
\begin{pmatrix}
P & 1 + PQ \\
Q & 1
\end{pmatrix} = \begin{pmatrix} 
P & 1 \\
1 + PQ & 1
\end{pmatrix} \begin{pmatrix} 
1 & 0 \\
0 & 1 + PQ
\end{pmatrix} \begin{pmatrix} 
P & 1 \\
0 & 1
\end{pmatrix}
\]
the jump matrix \( \hat{v}^{(4)} \) for \( k \in \gamma(\mu,\beta) \) can be written as
\[
\hat{v}^{(4)} = e^{-itg_{-\sigma_{3}}} \begin{pmatrix}
1 & 0 \\
\frac{1}{\hat{a}\delta^2} & 1
\end{pmatrix} \begin{pmatrix} 
0 & -\hat{a}\delta^2 \\
\frac{1}{\hat{a}\delta^2} & 0
\end{pmatrix} \begin{pmatrix} 
1 & 0 \\
\frac{1}{\hat{a}\delta^2} & 0
\end{pmatrix} e^{itg_{\sigma_{3}}}, \quad k \in \gamma(\mu,\beta).
\]

Let \( \{V_j\}_{j=1}^8 \) denote the open sets displayed in Fig. 11. Define \( \hat{m}^{(4)} \) for \( k \) in the upper half-plane by
\[
\hat{m}^{(4)} := \hat{m}^{(3)} \times \begin{cases}
\begin{pmatrix}
1 & 0 \\
\frac{e^{2itg}}{\hat{a}\delta^2} & 1
\end{pmatrix} , & k \in V_1, \\
\begin{pmatrix}
1 & 0 \\
\frac{e^{2itg}}{\hat{a}\delta^2} & 1
\end{pmatrix} , & k \in V_2, \\
\begin{pmatrix}
1 & 0 \\
-\frac{\hat{b}^*}{\hat{a}\delta^2} & 1
\end{pmatrix} , & k \in V_3, \\
\begin{pmatrix}
1 & 0 \\
-\frac{\hat{b}^*}{\hat{a}\delta^2} & 1
\end{pmatrix} , & k \in V_4, \\
I, & \text{elsewhere in } \mathbb{C}^+,
\end{cases}
\]
and extend the definition to the lower half-plane by means of the symmetry \( (4.3) \).

Lemma 3.2 and Lemma 4.1 imply
\[
e^{2itg_{/\hat{a}\delta^2}} \in E^\infty(\mathbb{C}^+), \quad e^{2itg_{/\hat{a}\delta^2}} \in E^\infty(\mathbb{C}^+), \quad e^{2itg_{/\hat{a}\delta^2}} \in E^\infty(\mathbb{C}^+), \quad e^{2itg_{/\hat{a}\delta^2}} \in E^\infty(\mathbb{C}^+).
\]
Hence it follows from Lemma 3.3 that $\hat{m}$ satisfies the RH problem (3.12) iff $\hat{m}^{(4)}$ satisfies the RH problem (4.1) with $j = 4$, where $\Sigma^{(4)}$ is the jump contour displayed in Fig. 12 and the jump matrix $\hat{\nu}^{(4)}$ is given on the part of $\Sigma^{(4)}$ that lies in the upper half-plane by ($\hat{\nu}^{(4)}_l$ denotes the restriction of $\hat{\nu}^{(4)}$ to the contour labeled by $l$ in Fig. 12):
4.5. Fifth transformation. The purpose of the fifth transformation is to make the jumps across the four branch cuts and across the curve $\gamma(\bar{\beta}, \beta)$ constant in $k$.

We define $\hat{m}^{(5)}$ by

$$\hat{m}^{(5)}(x, t, k) := e^{-ih(\infty)\sigma_3} \hat{m}^{(4)}(x, t, k)e^{ih(k)\sigma_3},$$

where $h(k) \equiv h(\xi, k)$ is a function yet to be determined. Suppose $h(k)$ is an analytic function of $k \in \hat{C} \setminus \Sigma^\text{mod}$ such that $h = h^*$ and

$$e^{ih\sigma_3} \in E^\infty(\hat{C} \setminus \Sigma^\text{mod}). \quad (4.4)$$

Then Lemma 3.4 implies that $\hat{m}$ satisfies the RH problem (3.12) iff $\hat{m}^{(5)}$ satisfies the RH problem (4.1) with $j = 5$, where $\Sigma^{(5)} = \Sigma^{(4)}$ and

$$\hat{\nu}^{(5)} = e^{-ih_{-\sigma_3}} \hat{\nu}^{(4)} e^{ih_{+\sigma_3}}.$$  

Using the relations (3.30) we find that the jump matrix $\hat{\nu}^{(5)}$ is given in the upper half-plane by ($\hat{\nu}^{(5)}_l$ denotes the restriction of $\hat{\nu}^{(5)}$ to the contour labeled by $l$ in Fig. 12)
\[ \hat{\psi}_1^{(5)} = \left( \frac{\hat{b}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_2^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \]

\[ \hat{\psi}_3^{(5)} = \left( \frac{\hat{a}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_4^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \]

\[ \hat{\psi}_5^{(5)} = \left( \frac{\hat{a}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_6^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \]

\[ \hat{\psi}_7^{(5)} = \left( \frac{\hat{a}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_8^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \]

\[ \hat{\psi}_9^{(5)} = \left( \frac{\hat{a}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_{10}^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \]

\[ \hat{\psi}_{11}^{(5)} = \left( \frac{\hat{a}^*}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} - \frac{1}{\hat{a}} \delta^2 e^{2ii\gamma e^{2ih}} \right), \quad \hat{\psi}_{12}^{(5)} = \left( \frac{1}{\hat{\alpha}} \hat{\beta} \delta^2 e^{2ii\gamma e^{2ih}} \right), \] (4.5)

and is extended to the lower half-plane by means of the symmetry (4.2). We can make the jumps across the four cuts and across \( \gamma(\bar{\beta}, \beta) \) constant in \( k \) by choosing the function \( h \) so that it obeys the symmetry \( h = h^* \) and satisfies the jump conditions

\[ h_+ + h_- = \begin{cases} 2w_1 - i \ln(\hat{a}_+ \hat{\alpha}_- \delta^2 e^{i\phi}), & k \in \Sigma_1 \cap \mathbb{C}^+, \\ 2w_1 + i \ln(\hat{a}_+^* \hat{\alpha}_-^* \delta^2 e^{-i\phi}), & k \in \Sigma_1 \cap \mathbb{C}^-, \\ 2w_2 - i \ln(\hat{a}_- \hat{\alpha}_+ \delta^2), & k \in \gamma(\bar{\alpha}, \beta), \\ 2w_2 + i \ln(-\hat{a}_-^* \hat{\alpha}_+^* \delta^2), & k \in \Sigma_2, \end{cases} \] (4.6a)

and

\[ h_+ - h_- = \begin{cases} 2w_3 - i \ln(aa^*), & k \in \gamma(\mu, \beta), \\ 2w_3 + i \ln(aa^*), & k \in \gamma(\bar{\beta}, \mu). \end{cases} \] (4.6b)

where \( \{\omega_j\}_{j=1}^3 \) are real constants yet to be determined. The branches of the logarithms in (4.6a) can be chosen arbitrarily as long as the function \( h_k := h_+ + h_- \) satisfies the following two conditions:

(i) \( h_k \) is continuous on each of the five segments \( \Sigma_1 \cap \mathbb{C}^+, \Sigma_1 \cap \mathbb{C}^-, \gamma(\bar{\alpha}, \beta), \gamma(\bar{\beta}, \overline{\beta}), \gamma(\bar{\alpha}, \beta), \gamma(\beta, \overline{\beta}), \) and \( \Sigma_2 \).

(ii) \( h_k \) obeys the symmetry \( h_k = h_k^* \) for all \( k \in C = \Sigma_1 \cup \Sigma_2 \cup \gamma(\bar{\alpha}, \beta) \cup \gamma(\beta, \overline{\beta}) \).

Since \( \hat{a}(k) \) and \( \hat{b}(k) \) are assumed to be nonzero, these conditions can easily be fulfilled. The branches of the logarithms in (4.6b) are fixed by requiring that \( \ln(aa^*) = \ln((a^2)^2) \in \mathbb{R} \) for \( k = \mu \) and extended in such a way that \( h_+ - h_- \) is continuous on each of the contours \( \gamma(\mu, \beta) \) and \( \gamma(\bar{\beta}, \mu) \).
4.6. Construction of $h$. In order to construct a function $h(k)$ satisfying (4.6), we define the function $\mathcal{H}(k) \equiv \mathcal{H}(\xi, k)$ for $k \in \Sigma^\text{mod} \cap \mathbb{C}^+$ by
\[
\mathcal{H}(k) := \begin{cases} 
\frac{2\omega_1 + h_1}{w_+}, & k \in \Sigma_1, \\
\frac{2\omega_2 + h_2}{w_+}, & k \in \gamma(\beta, \alpha) \cup \gamma(\tilde{\beta}, \bar{\beta}) \\
\frac{2\omega_3 + h_3}{w_+}, & k \in \gamma(\tilde{\beta}, \beta), \\
\frac{h_4}{w_+}, & k \in \Sigma_2,
\end{cases}
\] (4.7a)
with
\[
\begin{align*}
h_1 &= -i \ln(\hat{a} \delta - 2 e^{2i\phi}), & k \in \Sigma_1 \cap \mathbb{C}^+, \\
h_2 &= -i \ln(i \hat{a} \delta^2), & k \in \gamma(\beta, \alpha), \\
h_3 &= -i \ln(\bar{a} a^*), & k \in \gamma(\mu, \beta), \\
h_4 &= -i \ln(v^2 \delta^2), & k \in \Sigma_2 \cap \mathbb{C}^+,
\end{align*}
\] (4.7b)
and extend it to $\Sigma^\text{mod} \cap \mathbb{C}^-$ by means of the symmetries
\[
h_j = h^*, \quad j = 1, \ldots, 4.
\] (4.7c)
If the $\omega_j$ are real, these symmetries are equivalent to the symmetry
\[
\mathcal{H} = \mathcal{H}^*.
\] (4.8)

Then we define $h$ by
\[
h(k) := \frac{w(k)}{2\pi i} \int_{\Sigma^\text{mod}} \frac{\mathcal{H}(s)}{s - k} \, ds, \quad k \in \mathbb{C} \setminus \Sigma^\text{mod}.
\] (4.9)

In general, the function $h$ has a pole at $\infty$ and is unbounded as $k$ approaches $\mu$ and $-1$. The following lemma shows that by choosing the constants $\omega_j$ appropriately, the pole at $\infty$ can be removed. Even for this choice of $\omega_j$, the function $h(k)$ is, in general, unbounded as $k$ approaches $\mu$ and $-1$; however, as the lemma shows, $e^{ih_\sigma_3}$ is bounded and analytic for $k \in \bar{\mathbb{C}} \setminus \Sigma^\text{mod}$.

For $r > 0$ and $z \in \mathbb{C}$, we let denote $D_r(z)$ the open disk of radius $r$ centered at $z$. 
Lemma 4.2. There is a unique choice of the real constants $\omega_j \equiv \omega_j(\xi)$, $j = 1, 2, 3$, such that the function $h(k)$ defined in (4.9) has the following properties:

(a) $h$ obeys the symmetry

$$h = h^*, \quad k \in \hat{C} \setminus \Sigma^{\text{mod}}.$$  \hfill (4.10)

(b) As $k$ goes to infinity,

$$h(k) = h(\infty) + O(k^{-1}), \quad k \to \infty,$$  \hfill (4.11)

where $h(\infty) \equiv h(\xi, \infty)$ is a finite real number given by

$$h(\infty) = -\frac{1}{2\pi i} \int_{\Sigma^{\text{mod}}} s^3 H(s)ds.$$  \hfill (4.12)

(c) $e^{i\sigma_3}$ is a bounded and analytic function of $k \in \hat{C} \setminus \Sigma^{\text{mod}}$.

(d) $h$ satisfies the jump conditions in (4.6) across $\Sigma^{\text{mod}}$.

Proof. For any choice of the $\omega_j$, $h(k)$ is an analytic function of $k \in C \setminus \Sigma^{\text{mod}}$ which satisfies the jump conditions in (4.6). Moreover, assuming the $\omega_j$ are real (which is proven below), the symmetry (4.8) and the general identity

$$\int_{\gamma} f(s)ds = \int_{\bar{\gamma}} \bar{f}(s)ds$$  \hfill (4.13)

valid for functions $f : \gamma \to \mathbb{C}$, imply that $h$ obeys the symmetry (4.10).

We next show that there is a unique choice of the $\omega_j$ such that $h$ is bounded at infinity. We have $w(k) = k^4 + O(k^3)$ as $k \to \infty$ and

$$\int_{\Sigma^{\text{mod}}} \frac{H(s)}{s-k} ds = -\frac{1}{k} \int_{\Sigma^{\text{mod}}} H(s)ds - \frac{1}{k^2} \int_{\Sigma^{\text{mod}}} sH(s)ds$$

$$- \frac{1}{k^3} \int_{\Sigma^{\text{mod}}} s^2H(s)ds + O(k^{-4}), \quad k \to \infty.$$  \hfill (4.14)

Hence $h$ is bounded as $k \to \infty$ provided that

$$\int_{\Sigma^{\text{mod}}} s^nH(s)ds = 0, \quad n = 0, 1, 2.$$  \hfill (4.14)

Define the holomorphic differentials $\{\tilde{\zeta}_n\}^2_{n=0}$ on $M$ by

$$\tilde{\zeta}_n := \frac{2s^n}{w} ds, \quad n = 0, 1, 2.$$  \hfill (4.15)

Isolating the dependence on the $\omega_j$, we can write the conditions in (4.14) as

$$\omega_1 \int_{\Sigma_1} (\tilde{\zeta}_n)^+ + \omega_2 \int_{\gamma(\beta, \alpha) \cup \gamma(\bar{\alpha}, \bar{\beta})} (\tilde{\zeta}_n)^+ + \omega_3 \int_{\gamma(\bar{\beta}, \beta)} \tilde{\zeta}_n = F_n, \quad n = 0, 1, 2,$$  \hfill (4.15)

where $F_n \equiv F_n(\xi)$, $n = 0, 1, 2$, are some complex numbers. The relations

$$\int_{\Sigma_1} (\tilde{\zeta}_n)^+ = -\frac{1}{2} \int_{a_1} \tilde{\zeta}_n, \quad \int_{\gamma(\bar{\beta}, \alpha) \cup \gamma(\bar{\alpha}, \beta)} (\tilde{\zeta}_n)^+ = -\frac{1}{2} \int_{a_2+a_3} \tilde{\zeta}_n, \quad \int_{\gamma(\bar{\beta}, \beta)} \tilde{\zeta}_n = \frac{1}{2} \int_{a_3} \tilde{\zeta}_n,
show that equation (4.15) imposes linear conditions on the periods of \( \tilde{\zeta}_n \) along \( a_1, a_2, \) and \( a_3 \):

$$
\omega_1 \int_{a_1} \tilde{\zeta}_n + \omega_2 \int_{a_2} \tilde{\zeta}_n + (\omega_2 - \omega_3) \int_{a_3} \tilde{\zeta}_n = -2F_n, \quad n = 0, 1, 2.
$$

Since the \( \tilde{\zeta}_n \) form a basis for the space \( \mathcal{H}^l(M) \) of holomorphic differentials on \( M \) the system \( \omega_1 \int_{a_1} \tilde{\zeta}_n + \omega_2 \int_{a_2} \tilde{\zeta}_n + (\omega_2 - \omega_3) \int_{a_3} \tilde{\zeta}_n = 0 \) means that \( \omega_1 \int_{a_1} \eta + \omega_2 \int_{a_2} \eta + (\omega_2 - \omega_3) \int_{a_3} \eta = 0 \) for \( \eta \in \mathcal{H}^l(M) \). But this linear condition is necessarily trivial, since a holomorphic differential form on \( M \) whose all the \( a \)-periods vanish is trivial, see e.g. [23, Proposition III.3.3]. Hence there is a unique choice of \( \omega_j \) for which the conditions in (4.14) are satisfied. For this choice, \( h(k) \) is analytic at \( k = \infty \), so equation (4.11) follows.

Moreover, the \( \omega_j \) are real, because (4.13) with \( f = f^* \) and \( \tilde{\gamma} = -\gamma \) shows that the values of the three integrals on the left-hand side of (4.15) are all pure imaginary, and similarly for the constants \( F_n \) which are sums of integrals of the same type:

$$
2F_n = \int_{\Sigma_1} h_1(\tilde{\zeta}_n) + \int_{\gamma(\beta,\alpha)\cup\gamma(\alpha,\beta)} h_2(\tilde{\zeta}_n) + \int_{\gamma(\beta,\beta)} h_3\tilde{\zeta}_n + \int_{\Sigma_2} h_4(\tilde{\zeta}_n).
$$

We henceforth assume that the \( \omega_j \) are chosen so that (4.11) holds. The proof of the lemma will be complete if we can show that \( e^{\pm ih} \) is bounded as \( k \) approaches the points \( E_1, E_2, \alpha, \beta, \mu, \) and \(-1 \).

We first show that \( h \) is bounded near \( \alpha \). By the definition (4.9) of \( h \), we have

$$
h(k) = w(k) \left( \frac{1}{2\pi i} \int_{\beta}^\alpha \frac{f_1(s)}{(\sqrt{s - \alpha})_+} \frac{ds}{s - k} + f_2(k) \right),
$$

where \( \sqrt{s - \alpha} \) has the branch cut along the curve \( \gamma(\beta,\alpha) \) and the functions \( f_1 \) and \( f_2 \) are analytic at \( \alpha \). Applying formula (29.5) from [37, Chapter 4, §29] for \( \gamma = \frac{1}{2} \) we get that the function

$$
f(k) := \frac{1}{2\pi i} \int_{\beta}^\alpha \frac{f_1(s)}{(\sqrt{s - \alpha})_+} \frac{ds}{s - k}
$$

has the following expansion at \( k = \alpha \):

$$
f(k) = \frac{1}{2} \frac{f_1(k)}{\sqrt{k - \alpha}} + o \left( \frac{1}{\sqrt{k - \alpha}} \right).
$$

It follows that \( |f| \leq C|k - \alpha|^{-1/2} \) for \( k \) near \( \alpha \). Hence \( h \) is bounded near \( \alpha \). The boundedness near \( E_1, E_2, \) and \( \beta \) follows in a similar way.

We next show that the functions \( e^{\pm ih(k)} \) are bounded near \( \mu \). In this case, we write (4.9) as

$$
h(k) = \frac{w(k)}{2\pi i} \int_{\gamma(\beta,\beta)} \frac{2\omega_3}{w(s)(s - k)} ds + F_\beta(s) + F_{\bar{\beta}}(s) + f_3(k), \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}}, \quad (4.16)
$$

where \( f_3 \) is analytic at \( \mu \),

$$
F_\beta(k) := \frac{w(k)}{2\pi i} \int_{\gamma(\mu,\beta)} \frac{f_1(s)}{s - k} ds, \quad F_{\bar{\beta}}(k) := \frac{w(k)}{2\pi i} \int_{\gamma(\bar{\beta},\mu)} \frac{f_2(s)}{s - k} ds,
$$

where \( f_1 \) and \( f_2 \) are analytic at \( \mu \).
and
\[ f_1(s) := - \frac{i \ln(a(s)a^*(s))}{w(s)}, \quad f_2(s) := \frac{i \ln(a(s)a^*(s))}{w(s)}. \]

Let \( \epsilon > 0 \) be small. Since the function \( w(s), s \in \gamma(\beta, \beta') \), is smooth and nonzero at \( s = \mu \), the first term on the right-hand side of (4.16) is bounded for \( k \in D_\epsilon(\mu) \setminus \gamma(\beta, \beta') \).

Moreover, since \( w(\mu)f_j(\mu) \in i\mathbb{R} \) for \( j = 1, 2 \), Lemma C.1 implies that \( e^{\pm F_\beta} \) and \( e^{\pm iF_\beta} \) are bounded as \( k \to \mu \). It follows that \( e^{\pm ih} \) is bounded near \( \mu \).

It only remains to show that the functions \( e^{\pm ih}(k) \) are bounded near \(-1\). In this case, we write (4.9) as
\[
h(k) = \frac{w(k)}{2\pi i} \int_{\Sigma_1} \frac{2\omega_1}{w_+(s)(s-k)} ds - w(k) \left( F_{E_1}(k) - F_{E_1}(k) \right) + f_1(k), \tag{17.14}
\]

where
\[
F_{E_1}(k) := \frac{1}{2\pi} \int_{\Sigma_1 \cap C^+} \frac{\ln(\hat{a}_+(s)\hat{a}_-(s)\delta_+(s)^2e^{i\phi})}{w_+(s)(s-k)} ds, \tag{17.18a}
\]
\[
F_{E_1}(k) := \frac{1}{2\pi} \int_{\Sigma_1 \cap C^-} \frac{\ln(\hat{a}_+(s)\hat{a}_-(s)\delta_-(s)^{-2}e^{-i\phi})}{w_+(s)(s-k)} ds \tag{17.18b},
\]

and \( f_1(k) \) is analytic at \( k = -1 \). Since the function \( w_+(s), s \in \Sigma_1 \), is smooth and nonzero at \( s = -1 \), the first term on the right-hand side of (17.17) is bounded for \( k \in D_\epsilon(-1) \setminus \Sigma_1 \). In general, the function \( r(k) \) is discontinuous at \( k = -1 \), so that the function \( \delta(s) \) oscillates rapidly as \( s \in \Sigma_1 \) approaches \(-1\). Therefore, in order to analyze \( F_{E_1}(k) - F_{E_1}(k) \) for \( k \) near \(-1\), we first deform the contours in (17.18). Assume first that \( k \in D_\epsilon(-1) \) with \( \text{Re} \, k > -1 \). We know from (3.5a) that \( a_- = e^{-i\phi}b_+ \) on \( \Sigma_1 \), which, together with \( v_{1-} = -iv_{1+}, \) gives \( \hat{a}_- = e^{-i\phi}\hat{b}_+ \). We use this relation to eliminate \( \hat{a}_- \) from (17.18). Then, deforming the contours so that they pass through \(-1 - \epsilon, -1 \), we find
\[
F_{E_1}(k) = -\frac{1}{2\pi} \int_{-1 - \epsilon}^{-1} \frac{\ln(\hat{a}(s)\hat{b}(s)\delta_+(s)^2)}{w(s)(s-k)} ds + f_2(k), \tag{17.19}
\]
\[
F_{E_1}(k) = \frac{1}{2\pi} \int_{-1 - \epsilon}^{-1} \frac{\ln(\hat{a}_+(s)\hat{b}_+(s)\delta_-(s)^{-2})}{w(s)(s-k)} ds + f_3(k), \tag{17.20}
\]

where the functions \( f_2(k) \) and \( f_3(k) \) are analytic near \( k = -1 \). By assumption, \( b \) is everywhere nonzero; in particular, \( b_\pm(-1) \neq 0 \). Hence, shrinking \( \epsilon \) if necessary, we may assume that \( r(s) \neq 0 \) for \( s \in (-1 - \epsilon, -1) \). We find
\[
F_{E_1}(k) - F_{E_1}(k) \nonumber
\]
\[
= -\frac{1}{2\pi} \int_{-1 - \epsilon}^{-1} \frac{\ln(\hat{a}(s)\hat{b}(s)\delta_+(s)^2)}{w(s)(s-k)} ds + f_4(k) \nonumber
\]
\[
= -\frac{1}{2\pi} \int_{-1 - \epsilon}^{-1} \frac{\ln(|a(s)b(s)|^2(1 + |r(s)|^2)^2)}{w(s)(s-k)} ds + f_4(k) \nonumber
\]
\[
= -\frac{1}{2\pi} \int_{-1 - \epsilon}^{-1} \frac{\ln(|r(s)|^2)}{w(s)(s-k)} ds + f_4(k), \nonumber
\]
where \( f_4(k) \) is analytic at \( k = -1 \). Since \( \ln(|r(-1)|^2) \) is real, Lemma C.1 implies that the functions \( e^{\pm i w(k)}(F_{E_1}(k) - F_{\bar{E}_1}(k)) \) are bounded as \( k \to -1 \). This shows that \( e^{\pm i h} \) is bounded for \( k \in D_\epsilon(-1) \) with \( \text{Re} \ k > -1 \); the boundedness for \( k \in D_\epsilon(-1) \) with \( \text{Re} \ k < -1 \) can be proved in a similar way by deforming the contours so that they pass through \(-1 + \epsilon\). This completes the proof of the lemma.

\[ \square \]

5. Solution of the Model Problem

Recall that \( \Sigma^{\text{mod}} := C \cup \gamma(\bar{\beta},\beta) \) denotes the union of the four branch cuts \( \Sigma_1, \Sigma_2, \gamma(\beta, \alpha), \gamma(\bar{\alpha}, \bar{\beta}) \) and the curve \( \gamma(\bar{\beta}, \beta) \), oriented as in Fig. 13. Away from \( \Sigma^{\text{mod}} \), i.e., on \( \Sigma^{(5)} \setminus \Sigma^{\text{mod}} \), the jump matrix \( \tilde{v}^{(5)} \) approaches the identity matrix as \( t \to \infty \). This leads us to expect that in the limit \( t \to \infty \), the solution \( \hat{m}^{(5)} \) approaches the solution \( m^{\text{mod}} \) of the RH problem

\[
\begin{align*}
\left\{ \\
\begin{array}{l}
m^{\text{mod}}(x, t, \cdot) \in I + \hat{E}^2(\hat{C} \setminus \Sigma^{\text{mod}}), \\
m_+^{\text{mod}}(x, t, k) = m_-^{\text{mod}}(x, t, k)v^{\text{mod}}(x, t, k) \quad \text{for a.e. } k \in \Sigma^{\text{mod}},
\end{array}
\end{align*}
\]

where \( v^{\text{mod}} \) denotes the restriction of \( \tilde{v}^{(5)} \) to \( \Sigma^{\text{mod}} \), i.e.,
The jump matrix $v^\text{mod}$ is off-diagonal and independent of $k$ on each of the four branch cuts and it is diagonal and independent of $k$ on $\gamma(\bar{\beta}, \beta)$. This implies that we can write down an explicit solution of the RH problem (5.1)–(5.2) in terms of theta functions.

Define the function $\nu(k) \equiv \nu(\xi, k)$ for $k \in C \setminus \Sigma^\text{mod}$ by

$$
\nu(k) := \left\{ \begin{array}{ll}
0 & , k \in \Sigma_1, \\
\text{ie}^{-2i(t\Omega_{1+o_1})} & , k \in \gamma(\beta, \alpha) \cup \gamma(\bar{\alpha}, \bar{\beta}), \\
\text{ie}^{-2i(t\Omega_{2+o_2})} & , k \in \gamma(\beta, \beta), \\
\text{ie}^{-2i(t\Omega_{3+o_3})} & , k \in \Sigma_2.
\end{array} \right.
$$

(5.2)

where the branch is fixed by requiring that $\nu = 1 + O(k^{-1})$ as $k \to \infty$. Let $\hat{\nu} \equiv \hat{\nu}(\xi, \cdot)$ denote the function $M \to \hat{C}$ which is given by $\nu^2$ on the upper sheet and by $-\nu^2$ on the lower sheet of $M$, that is, $\hat{\nu}(k^\pm) = \pm \nu(k)^2$ for $k \in C \setminus \Sigma^\text{mod}$. Then $\hat{\nu}$ is a meromorphic function on $M$. Noting, for example, that $\hat{\nu}$ has four simple zeros at $E_1, \alpha, \beta, E_2$, we see that $\hat{\nu}$ has degree four. Hence the function $\hat{\nu} - 1$ has four zeros on $M$ counting multiplicity; we denote these zeros by $\infty^+, P_1, P_2, P_3 \in M$. Let $D$ denote the divisor

$$
D := P_1 P_2 P_3
$$

(5.3)
on $M$. We define the vector $\mathcal{K} \equiv \mathcal{K}(\xi) \in \mathbb{C}^3$ by

$$
\mathcal{K} := \frac{1}{2} \left( e^{(1)} + e^{(3)} + \tau^{(1)} + \tau^{(2)} + \tau^{(3)} \right).
$$

(5.4)

We will show below that the projection of $\mathcal{K}$ in the Jacobian variety is the vector of Riemann constants.

We define the complex vector $d \equiv d(\xi) \in \mathbb{C}^3$ by

$$
d := \varphi(D) + \mathcal{K},
$$

(5.5)

where $\varphi(D) := \sum^3 \varphi(P_j)$; if a zero $P_j$ has projection in $\Sigma^\text{mod}$, then we fix the value of $d$ by letting $\varphi(P_j)$ denote the boundary value $\varphi_+(P_j)$ from the left say. We also define the vector-valued function $v(t) \equiv v(\xi, t)$ by

$$
v(t) := -\frac{1}{\pi} \left( t\Omega_1 + \omega_1, t\Omega_2 + \omega_2, t(\Omega_2 - \Omega_3) + \omega_2 - \omega_3 + \frac{\pi}{2} \right).
$$

(5.6)
Theorem 5.1 (Solution of the model RH problem). For each choice of the six real constants \( \{\Omega_j, \omega_j\}_1^3 \) and for each \( t \geq 0 \), the RH problem (5.1) has a unique solution \( m^{\text{mod}}(x, t, k) \). Moreover, this solution satisfies

\[
\lim_{k \to \infty} k (m^{\text{mod}}(x, t, k))_{12} = -\frac{i}{2} \text{Im}(E_1 + E_2 + \alpha + \beta)
\]

\[
\times \frac{\Theta(\varphi(\infty^+) + d)}{\Theta(\varphi(\infty^+) + v(t) - d)} \frac{\Theta(\varphi(\infty^+) - v(t) - d)}{\Theta(\varphi(\infty^+) + v(t) + d)}, \tag{5.7}
\]

where the limit is uniform with respect to \( \arg k \in [0, 2\pi] \).

Proof. Define the vector-valued function \( \mathcal{M}(k, u, e) \equiv \mathcal{M}(x, t, k, u, e) \) by

\[
\mathcal{M}(k, u, e) := \left( \frac{\Theta(\varphi(k^+) + u + e)}{\Theta(\varphi(k^+) + e)}, \frac{\Theta(\varphi(k^+) - u - e)}{\Theta(\varphi(k^+) - e)} \right), \quad k \in \mathbb{C} \setminus \Sigma^{\text{mod}}, \quad u, e \in \mathbb{C}^3.
\]

The function \( P \mapsto \Theta(\varphi(P) - e) \) either vanishes identically on \( M \) or has exactly three zeros counting multiplicity [23, Theorem VI.2.4, p. 309]. In the following, we assume that \( u \in \mathbb{C}^3 \) is arbitrary and that \( e \in \mathbb{C}^3 \) is such that the functions \( \Theta(\varphi(\cdot) \pm e) \) are not identically zero. Since the function \( P \mapsto \Theta(\varphi(P) - c), c \in \mathbb{C}^3 \), is invariant under continuation along the curve \( a_j \) as a consequence of (3.20), we see that \( \mathcal{M} \) is a well-defined and analytic function of \( k \in \mathbb{C} \setminus \Sigma^{\text{mod}} \) except for possible singularities at the zeros of \( \Theta(\varphi(k^+) \pm e) \).

Claim 1. The function \( \mathcal{M} \) satisfies the following jump conditions across \( \Sigma^{\text{mod}} \):

\[
\mathcal{M}_+(k, u, e) = \mathcal{M}_-(k, u, e) \times \begin{cases}
\begin{pmatrix}
0 & e^{2\pi i u_1} \\
e^{-2\pi i u_1} & 0
\end{pmatrix}, & k \in \Sigma_1, \\
\begin{pmatrix}
0 & e^{2\pi i u_2} \\
e^{-2\pi i u_2} & 0
\end{pmatrix}, & k \in \gamma(\beta,\alpha) \cup \gamma(\tilde{\alpha},\tilde{\beta}), \\
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}, & k \in \Sigma_2, \\
\begin{pmatrix}
e^{-2\pi i (u_2-u_3)} & 0 \\
0 & e^{2\pi i (u_2-u_3)}
\end{pmatrix}, & k \in \gamma(\tilde{\beta},\beta),
\end{cases}
\]

(5.8)

Proof of Claim 1. It follows from (3.22) and (3.20) that

\[
\mathcal{M}_{1+}(k, u, e) := \frac{\Theta(\varphi_+(k^+) + u + e)}{\Theta(\varphi_+(k^+) + e)} = \frac{\Theta(-\varphi_-(k^+) + \tau^{(1)} + u + e)}{\Theta(-\varphi_-(k^+) + \tau^{(1)} + e)}
\]

\[
e^{2\pi i (-\varphi_-(k^*) + u + e)_{11}}^{-\frac{11}{2}} \Theta(-\varphi_-(k^*) + u + e)
\]

\[
= e^{-2\pi i u_1} \Theta(\varphi_-(k^*) - u - e)
\]

\[
= e^{-2\pi i u_1} \mathcal{M}_{2-}(k, u, e), \quad k \in \Sigma_1.
\]
Since $\mathcal{M}_2(k, u, e) = \mathcal{M}_1(k, -u, -e)$ it follows that
\[
\mathcal{M}_{2\pm}(k, u, e) = e^{2\pi i u_1} \mathcal{M}_{1\pm}(k, u, e), \quad k \in \Sigma_1.
\]
This establishes (5.8) in the case of $k \in \Sigma_1$. The other cases are established in a similar way, the only difference being that the case of $k \in \mathcal{Y}(\beta, \beta)$ utilizes (3.23) instead of (3.22).

Define the $2 \times 2$-matrix valued function $\mathcal{N}(k, u, e) = \mathcal{N}(x, t, k, u, e)$ by
\[
\mathcal{N}(k, u, e) := \frac{1}{2} \begin{pmatrix} (v + v^{-1}) \mathcal{M}_1(k, u, e) & (v - v^{-1}) \mathcal{M}_2(k, u, e) \\ (v - v^{-1}) \mathcal{M}_1(k, u, -e) & (v + v^{-1}) \mathcal{M}_2(k, u, -e) \end{pmatrix}, \quad k \in \mathbb{C} \setminus \Sigma_{\text{mod}}, \quad u, e \in \mathbb{C}^3.
\]

\textbf{Claim 2.} The function $\mathcal{N}$ satisfies the following jump conditions across $\Sigma_{\text{mod}}$:
\[
\mathcal{N}_+(k, u, e) = \mathcal{N}_-(k, u, e) \times \begin{pmatrix} 0 & i e^{2\pi i u_1} \\ i e^{-2\pi i u_1} & 0 \end{pmatrix}, \quad k \in \Sigma_1,
\]
\[
\mathcal{N}_+(k, u, e) = \mathcal{N}_-(k, u, e) \times \begin{pmatrix} 0 & i e^{2\pi i u_2} \\ i e^{-2\pi i u_2} & 0 \end{pmatrix}, \quad k \in \mathcal{Y}(\beta, \alpha) \cup \mathcal{Y}(\bar{\alpha}, \bar{\beta}),
\]
\[
\mathcal{N}_+(k, u, e) = \mathcal{N}_-(k, u, e) \times \begin{pmatrix} -e^{-2\pi i(u_2-u_3)} & 0 \\ 0 & -e^{2\pi i(u_2-u_3)} \end{pmatrix}, \quad k \in \mathcal{Y}(\bar{\beta}, \bar{\beta}),
\]
\[
\mathcal{N}_+(k, u, e) = \mathcal{N}_-(k, u, e) \times \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad k \in \Sigma_2.
\]

\textbf{Proof of Claim 2.} The function $\nu(k)$ is analytic for $k \in \mathbb{C} \setminus \Sigma_{\text{mod}}$ and satisfies the following jump condition across $\Sigma_{\text{mod}}$:
\[
\nu_+(k) = \nu_-(k) \times \begin{cases} i, & k \in \mathcal{C}, \\
-1, & k \in \mathcal{Y}(\bar{\beta}, \bar{\beta}).
\end{cases}
\]
The claim now follows from (5.8) and straightforward computation. For example,
\[
\mathcal{N}_+(k, u, e) = \frac{1}{2} \begin{pmatrix} i(v_+ - v_-^{-1})e^{-2\pi i u_1} \mathcal{M}_{2\pm}(k, u, e) & i(v_- + v_-^{-1})e^{2\pi i u_1} \mathcal{M}_{1\pm}(k, u, e) \\ i(v_- - v_-^{-1})e^{2\pi i u_1} \mathcal{M}_{2\pm}(k, u, -e) & i(v_- + v_-^{-1})e^{-2\pi i u_1} \mathcal{M}_{1\pm}(k, u, -e) \end{pmatrix}
\]
\[
= \mathcal{N}_-(k, u, e) \begin{pmatrix} 0 & i e^{2\pi i u_1} \\ i e^{-2\pi i u_1} & 0 \end{pmatrix}, \quad k \in \Sigma_1,
\]
which establishes the jump across $\Sigma_1$.

Taking $u = \nu(t)$ in (5.10), where $\nu(t)$ is defined in (5.6), we see that the function $\mathcal{N}(k, \nu(t), e)$ satisfies the correct jump condition $\mathcal{N}_+ = \mathcal{N}_- \mathcal{Y}_{\text{mod}}$ across $\Sigma_{\text{mod}}$.

Let $L(M) \subset \mathbb{C}^3$ be the lattice generated by the six vectors $\{e^{(j)}, \tau^{(j)}\}_{j=1}^3$, so that $\mathbb{C}^3/L(M)$ is the Jacobian variety of $M$.

\textbf{Claim 3.} The projection of $\mathcal{K} \subset \mathbb{C}^3$ in $\mathbb{C}^3/L(M)$ is the vector of Riemann constants.
Proof of Claim 3. We infer from Figs. 4 and 5 that the following relations are valid in $\mathbb{C}^3/L(M)$:

\[
\varphi(\tilde{E}_2) = 0, \quad \varphi(E_2) = \frac{1}{2} \left( e^{(1)} + e^{(2)} + e^{(3)} \right), \\
\varphi_{\pm}(\beta) = \frac{1}{2} \left( e^{(1)} + e^{(2)} + e^{(3)} + \tau^{(3)} \right), \quad \varphi_{\pm}(\beta) = \frac{1}{2} \left( e^{(1)} + e^{(2)} + \tau^{(3)} \right), \\
\varphi(\tilde{E}_1) = \frac{1}{2} \left( e^{(1)} + \tau^{(1)} \right), \quad \varphi(E_1) = \frac{1}{2} \frac{1}{\tau^{(1)}}.
\]

We see that $\varphi(\tilde{E}_1)$, $\varphi(\tilde{E}_1)$, and $\varphi_{\pm}(\beta)$ are odd half-periods. Hence $\Theta \circ \varphi$ has the zero divisor $\tilde{E}_1\tilde{\alpha}\beta$ and the vector of Riemann constants is given by (see [23, VII.1.2, p. 325])

\[
\varphi(\tilde{E}_1\tilde{\alpha}\beta) = \frac{1}{2} \left( e^{(1)} + e^{(3)} + \tau^{(1)} + \tau^{(2)} + \tau^{(3)} \right) =: \mathcal{K} \bmod L(M). \quad (5.11)
\]

This proves the claim. \(\square\)

According to the next claim, the assumption that $\Theta(\varphi(\cdot) \pm \epsilon)$ is not identically zero automatically holds for $\epsilon = d$, where $d$ is defined in (5.5).

Claim 4. The divisor $D$ defined in (5.3) is the zero divisor of the multivalued holomorphic function $\psi$ on $M$ defined by

\[
\psi: P \mapsto \Theta(\varphi(P) - d).
\]

In particular, $\Theta(\varphi(\infty^+) \pm \epsilon)$ is not zero.

Proof of Claim 4. Let $\infty, k_1, k_2, k_3$ denote the natural projections of the zeros $\infty^+, P_1, P_2, P_3$ of $\hat{v} - 1$ in $\hat{\mathbb{C}}$. We first show that the points $\infty, k_1, k_2, k_3$ are all distinct. Since

\[
\nu(k) = 1 - \frac{i}{2k} \text{Im}(E_1 + E_2 + \alpha + \beta) + O(k^{-2}), \quad k \to \infty, \quad (5.12)
\]

the zero $\infty^+$ of $\hat{v} - 1$ is simple. Since $\hat{v}(\infty^-) = -1$, this shows that the $k_j$ are all finite numbers. To show that the $k_j$ are distinct, we note that $\hat{v} \neq 1$ at the branch points; hence no $k_j$ is a branch point. Furthermore, the function $\hat{v}$ obeys the symmetries $\hat{v}(k^+) = \hat{v}(k^-)^{-1}$ and $\hat{v}(k^+) = -\hat{v}(k^-)$ for $k \in \mathbb{C} \setminus \Sigma^\text{mod}$. Hence the divisor $D$ is invariant under complex conjugation. Since $D$ has order three, it follows that if $P_0$ is a double or triple zero of $\hat{v} - 1$, then the natural projection $k_0 = k(P_0)$ must be real. However, writing $E_3 := \alpha$ and $E_4 := \beta$, we have

\[
\hat{v}(k^\pm) = \pm \prod_{j=1}^{4} \frac{k - E_j}{k - E_j},
\]

and hence

\[
\frac{d}{dk} \hat{v}(k^\pm) = \pm \frac{1}{2} \sum_{j=1}^{4} \left( \frac{1}{k - E_j} - \frac{1}{k - E_j} \right).
\]
Claim 6. For each choice of the six real constants $\{\Omega_j, \omega_j\}^3_j$ and for each $t \geq 0$, the function $m^{\text{mod}}(x, t, k)$ defined by

$$m^{\text{mod}}(x, t, k) := N(\infty, v(t), d)^{-1}N(k, v(t), d), \quad k \in \hat{\mathbb{C}} \setminus \Sigma^{\text{mod}},$$

(5.13)
is the unique solution of the RH problem (5.1).
Proof of Claim 6. The solution is unique because \( \det \mathbb{v}^{\text{mod}} = 1 \). We will show that the function \( m^{\text{mod}}(x, t, \cdot) \) is well-defined and belongs to \( I + \tilde{E}^2(\hat{C} \setminus \Sigma^{\text{mod}}) \). Since we have already seen that \( \mathcal{N}(k, \mathbb{v}(t), d) \) has the correct jump across \( \Sigma^{\text{mod}} \), this will complete the proof of the claim.

Define the multivalued meromorphic functions \( \mathcal{P}_j(P) \equiv \mathcal{P}_j(x, t, P), j = 1, 2, \) on \( M \) by

\[
\mathcal{P}_1(P) := (\hat{\mathbb{v}}(P) - 1) \frac{\Theta(\varphi(P) - \mathbb{v}(t) - d)}{\Theta(\varphi(P) - d)},
\]

\[
\mathcal{P}_2(P) := (\hat{\mathbb{v}}(P) - 1) \frac{\Theta(\varphi(P) + \mathbb{v}(t) - d)}{\Theta(\varphi(P) - d)}.
\]

Then, using the symmetry \( \varphi(k^+) = -\varphi(k^-) \),

\[
\mathcal{N}(k, \mathbb{v}(t), d) = \frac{1}{2\nu(k)} \left( \mathcal{P}_1(k^-) \mathcal{P}_2(k^+) - \mathcal{P}_2(k^-) \mathcal{P}_1(k^+) \right), \quad k \in \hat{C} \setminus \Sigma^{\text{mod}}.
\]

The holomorphic functions \( k \mapsto \Theta(\varphi(k^+) \pm \mathbb{v}(t) - d) \) are bounded on \( \hat{C} \setminus \Sigma^{\text{mod}} \). Also, by Claim 4, the denominator \( \Theta(\varphi(P) - d) \) has zero divisor \( D \) on \( M \), which is a factor of that of \( \hat{\mathbb{v}} - 1 \). It follows that

\[
|\mathcal{N}(k, \mathbb{v}(t), d)| \leq C(\nu(k)|\nu(k)|^{-1})!, \quad k \in \hat{C} \setminus \Sigma^{\text{mod}}, \quad (5.14)
\]

where \( C \equiv C(x, t) \) is independent of \( k \). In particular, \( \mathcal{N}(k, \mathbb{v}(t), d) \) is an analytic function of \( k \in \hat{C} \setminus \Sigma^{\text{mod}} \) which is bounded away from the eight branch points. If \( k_0 \) denotes one of the eight branch points, then (5.14) shows that

\[
|\mathcal{N}(k, \mathbb{v}(t), d)| \leq C|k - k_0|^{-1/4} \quad (5.15)
\]

as \( k \in \hat{C} \setminus \Sigma^{\text{mod}} \) approaches \( k_0 \). Letting \( k \to \infty \) in the definition (5.9) of \( \mathcal{N} \), we obtain

\[
\mathcal{N}(\infty, \mathbb{v}(t), d) = \left( \begin{array}{c} \mathcal{M}_1(\infty, \mathbb{v}(t), d) & 0 \\ 0 & \mathcal{M}_2(\infty, \mathbb{v}(t), -d) \end{array} \right)
\]

\[
= \left( \begin{array}{c} \Theta(\varphi(\infty^+) + \mathbb{v}(t) + d) & 0 \\ \Theta(\varphi(\infty^+) + d) & \Theta(\varphi(\infty^+) - \mathbb{v}(t) + d) \end{array} \right).
\]

By Claims 4 and 5, the values of \( \Theta(\varphi(\infty^+) + d) \) and \( \Theta(\varphi(\infty^+) \pm \mathbb{v}(t) + d) \) are finite and nonzero. It follows that \( \mathcal{N}(\infty, \mathbb{v}(t), d) \) is invertible. This shows that \( m^{\text{mod}}(x, t, \cdot) \) is well-defined by (5.13) and belongs to \( I + \tilde{E}^2(\hat{C} \setminus \Sigma^{\text{mod}}) \). \( \square \)

Claim 7. The solution \( m^{\text{mod}}(x, t, k) \) defined in (5.13) satisfies (5.7).

Proof of Claim 7. We have

\[
\lim_{k \to \infty} km^{\text{mod}}_{12}(x, t, k) = \frac{1}{\mathcal{M}_1(\infty, \mathbb{v}(t), d)} \lim_{k \to \infty} k\mathcal{N}_{12}(k, \mathbb{v}(t), d)
\]

\[
= \frac{\Theta(\varphi(\infty^+) + d)}{\Theta(\varphi(\infty^+) + \mathbb{v}(t) + d)} \lim_{k \to \infty} \frac{k(\nu(k) - \nu(k)^{-1})}{2} \frac{\Theta(\varphi(k^+) - \mathbb{v}(t) - d)}{\Theta(\varphi(k^+) - d)}.
\]

Since, by (5.12),

\[
\nu(k) - \frac{1}{\nu(k)} = -\frac{i}{k} \Im(E_1 + E_2 + \alpha + \beta) + O(k^{-2}), \text{ uniformly as } k \to \infty,
\]
equation (5.7) follows. \( \square \)
Remark 5.2. Although the function $\mathcal{N}$ depends on the value of $d$ in $\mathbb{C}^3$, the function $m^{\text{mod}}$ defined in (5.13) only depends on the projection of $d$ in $\mathbb{C}^3/L(M)$. Indeed, $\mathcal{N}$ satisfies

$$\mathcal{N}(k, u, d + e^{i j}) = \mathcal{N}(k, u, d), \quad \mathcal{N}(k, u, d + \tau^{(j)}) = e^{-2i\pi u \sigma_3} \mathcal{N}(k, u, d), \quad j = 1, 2, 3.$$ 

6. Local Models

The many transformations presented in Sect. 2 resulted in a RH problem for $\hat{m}^{(5)}$ with the property that the matrix $\hat{v}^{(5)} - I$ decays to zero for $k \in \Sigma^{(5)} \setminus \Sigma^{\text{mod}}$ as $t \to \infty$. However, this decay is not uniform with respect to $k$ as $k$ approaches $\Sigma^{\text{mod}}$. Thus, on the parts of the contour $\Sigma^{(5)}$ that lie near $\Sigma^{\text{mod}}$, we need to introduce local solutions that are better approximations of $\hat{m}^{(5)}$ than $m^{\text{mod}}$ is. Using these local approximations, we can derive appropriate error estimates as well as higher order asymptotics beyond the $O(1)$ term.

Recall that $\alpha$, $\beta$, $\tilde{\alpha}$, $\tilde{\beta}$, and $\mu$ are distinct. Let $\epsilon \equiv \epsilon(\xi)$ be so small that the five disks

$$D_\epsilon(\alpha), \quad D_\epsilon(\beta), \quad D_\epsilon(\mu), \quad D_\epsilon(\tilde{\alpha}), \quad \text{and} \quad D_\epsilon(\tilde{\beta})$$

(6.1)

are disjoint from each other and from the cuts $\Sigma_1$ and $\Sigma_2$. In the following three subsections, we define three local solutions, denoted by $m^\alpha(x,t,k)$, $m^\beta(x,t,k)$, and $m^\mu(x,t,k)$, which are good approximations of $\hat{m}^{(5)}$ for $k$ in the three disks $D_\epsilon(\alpha)$, $D_\epsilon(\beta)$, and $D_\epsilon(\mu)$, respectively.

6.1. Local model near $\alpha$. We define the function $m^{(\alpha_0)}$ for $k$ near $\alpha$ by

$$m^{(\alpha_0)}(x, t, k) := \hat{m}^{(5)}(x, t, k) e^{-i \frac{1}{4} \ln(-\delta(k)^2 \hat{a}(k) \hat{b}(k)) + i g(\alpha) + i h(k)) \sigma_3}, \quad k \in D_\epsilon(\alpha) \setminus \Sigma^{(5)}.$$ 

(6.2)

Lemmas 4.1 and 4.2 imply that the exponential in (6.2) is bounded and analytic for $k \in D_\epsilon(\alpha) \setminus \Sigma^{(5)}$. We also define the function $g_\alpha(k) \equiv g_\alpha(\xi, k)$ for $k$ near $\alpha$ by

$$g_\alpha(k) := g(k) - g(\alpha), \quad k \in D_\epsilon(\alpha) \setminus \gamma(\beta, \alpha).$$

Let $\{S_j\}^4_1$ denote the open subsets of $D_\epsilon(\alpha)$ shown in Fig. 14. Let $\mathcal{Y}_j = \tilde{S}_{j-1} \cap \tilde{S}_j$, $j = 1, \ldots, 4$, $\tilde{S}_0 \equiv \tilde{S}_4$, denote the curves separating the $S_j$ oriented toward $\alpha$ as in Fig. 14.

It follows from the expression (4.5) for the jump matrix $\hat{v}^{(5)}$ that $m^{(\alpha_0)}$ satisfies the following jump condition on the part of $\Sigma^{(5)}$ that lies in $D_\epsilon(\alpha)$:

$$m^\alpha_+(x,t,k) = m^\alpha_-(x,t,k) v^{(\alpha_0)}(x,t,k), \quad k \in \Sigma^{(5)} \cap D_\epsilon(\alpha),$$

where

$$v^{(\alpha_0)} = \begin{cases} 
1 - e^{-2i\pi g_\alpha} & , \quad k \in \mathcal{Y}_1, \\
0 & , \quad k \in \mathcal{Y}_2 \cup \mathcal{Y}_4, \\
1 & , \quad k \in \mathcal{Y}_3, \\
0 & , \quad k \in \mathcal{Y}_3,
\end{cases}$$
\[ g_\alpha(k) := g(k) - g(\alpha), \quad k \in D_\epsilon(\alpha) \setminus \gamma(\beta, \alpha). \]

In order to relate \( m^{(\alpha_0)} \) to the Airy solution \( m^{Ai} \) of “Appendix B”, we make a local change of variables for \( k \) near \( \alpha \) and introduce the new variable \( \zeta \equiv \zeta(k) \) by

\[ \zeta := \left( \frac{3it}{2} g_\alpha(k) \right)^{2/3}. \]

Since \( g_\alpha(k) = \int_\alpha^k \sqrt{s - \alpha} f(s)ds \) where \( f(s) \) is analytic and nonzero at \( s = \alpha \), we can write (shrinking \( \epsilon \) if necessary)

\[ \zeta := \left( \frac{3t}{2} \right)^{2/3} (k - \alpha) \psi_\alpha(k), \quad (6.3) \]

where the function \( \psi_\alpha(k) \equiv \psi_\alpha(\xi, k) \) is analytic for \( k \in D_\epsilon(\alpha) \) and \( \psi_\alpha(\alpha) \neq 0 \). Equation (6.3) shows that the map \( k \mapsto \zeta \) is a biholomorphism from the disk \( D_\epsilon(\alpha) \) onto a neighborhood of the origin. Since \( \text{Im} \ g_\alpha = 0 \) on \( \gamma(\beta, \alpha) \), by choosing a different branch in the definition of \( \zeta \) if necessary, we may assume that the map \( k \mapsto \zeta \) sends \( \gamma_3 \) into \( \mathbb{R}_- \). Actually, by deforming the contours \( \gamma_1, \gamma_2, \) and \( \gamma_4 \) if necessary, we may assume that it maps \( \gamma_j \) and \( S_j \) into \( Y_j \) and \( S_j \), respectively, for all \( j \), where \( Y_j \) and \( S_j \) are as in Fig. 21.

Since \( \zeta \) satisfies

\[ \frac{4}{3} \zeta^{3/2} = 2itg_\alpha(k), \]

we see that \( m^{(\alpha_0)}(k) \) has the same jumps as \( m^{Ai}(\zeta(k)) \) near \( \alpha \). Hence we seek a parametrix \( m^\alpha \) for \( \hat{m}^{(5)} \) near \( \alpha \) of the form

\[ m^\alpha(x, t, k) = Y_\alpha(x, t, k)m^{Ai}(\zeta(k))e^{i(\frac{1}{2} \ln(-\delta^2 \hat{a}^\beta + tg(\alpha) + h(k))\sigma_3)}, \quad k \in D_\epsilon(\alpha) \setminus \Sigma^{(5)}, \quad (6.4) \]
where $Y_\alpha(x, t, k)$ is analytic in $D_\varepsilon(\alpha)$. To ensure that $m^{\alpha}$ is a good approximation of $\hat{m}^{(5)}$, we want to choose $Y_\alpha(x, t, k)$ so that $m^{\alpha}(m^{\text{mod}})^{-1} \to I$ on $\partial D_\varepsilon(\alpha)$ as $t \to \infty$. Hence we choose

$$Y_\alpha(x, t, k) := m^{\text{mod}} e^{-i\left(\frac{1}{2} \ln(-\delta^2 \hat{a} \hat{b}) + t g(\alpha) + h(k))\sigma_3\right)} (m^{\text{Ai, inv}}_{\alpha, N}(\xi(k))), \quad (6.5)$$

where $N \geq 0$ is some integer and $m^{\text{Ai, inv}}_{\alpha, N}$ is the approximation of $(m^{\text{Ai}})^{-1}$ defined in (B.3b). Equation (B.5b) implies that $(m^{\text{Ai, inv}}_{\alpha, N}(\xi(k)))$ is analytic near $\alpha$ except for a jump across $\gamma_3$ given by

$$(m^{\text{Ai, inv}}_{\alpha, N}(\xi(k)))_+ = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} (m^{\text{Ai, inv}}_{\alpha, N}(\xi(k)))_-, \quad k \in \gamma_3. \quad (6.6)$$

Equation (5.2) shows that the jump of $m^{\text{mod}}(k)e^{-i\left(\frac{1}{2} \ln(-\delta^2 \hat{a} \hat{b}) + t g(\alpha) + h(k))\sigma_3\right)}$ across $\gamma_3$ cancels the jump in (6.6), so that the function $Y_\alpha$ is analytic in $D_\varepsilon(\alpha)$.

The functions $m^{\text{mod}} e^{-i\left(\frac{1}{2} \ln(-\delta^2 \hat{a} \hat{b}) + t g(\alpha) + h(k))\sigma_3\right)}$, and their inverses are bounded on the circle $\partial D_\varepsilon(\alpha)$ as a consequence of Lemmas 4.1 and 4.2. Moreover, shrinking $\varepsilon$ if necessary, we may assume that

$$\inf_{k \in \partial D_\varepsilon(\alpha)} |g_\alpha(k)| > 0.$$

The asymptotic formula (B.6b) then implies

$$m^{\alpha}(k)m^{\text{mod}}(k)^{-1} = I + O(t^{-N-1}), \quad t \to \infty, \quad k \in \partial D_\varepsilon(\alpha), \quad (6.7)$$

uniformly with respect to $k$ in the given range. We have proved the following lemma.

**Lemma 6.1.** The function $m^{\alpha}(x, t, k)$ defined in (6.4) is an analytic and bounded function of $k \in D_\varepsilon(\alpha) \setminus \Sigma^{(5)}$, which satisfies the same jump conditions as $\hat{m}^{(5)}$ across $\Sigma^{(5)} \cap D_\varepsilon(\alpha)$. The function $Y_\alpha(x, t, k)$ defined in (6.5) is an analytic and bounded function of $k \in D_\varepsilon(\alpha)$. As $t \to \infty$, $m^{\alpha}$ satisfies (6.7).

### 6.2. Local model near $\beta$.

We define the function $m^{(\beta_0)}$ for $k$ near $\beta$ by

$$m^{(\beta_0)}(x, t, k) := \hat{m}^{(5)}(x, t, k)e^{-i\left(\frac{1}{2} \ln(\delta(k)^2 \hat{a}(k) \hat{b}(k)) + h(k))\sigma_3\right)}, \quad k \in D_\varepsilon(\beta) \setminus \Sigma^{(5)}. \quad (6.8)$$

Lemmas 4.1 and 4.2 imply that the exponential in (6.8) is bounded and analytic for $k \in D_\varepsilon(\beta) \setminus \Sigma^{(5)}$.

Let $\{T_j\}_1^5$ denote the open subsets of $D_\varepsilon(\beta)$ shown in Fig. 15. Let $\tilde{T}_j := \tilde{T}_{j+1} \cap \tilde{T}_j$, $j = 1, \ldots, 5$, $\tilde{T}_0 \equiv \tilde{T}_5$, denote the curves separating the $T_j$ oriented toward $\beta$ as in Fig. 15.

It follows from the expression (4.5) for the jump matrix $\hat{v}^{(5)}$ that $m^{(\beta_0)}$ satisfies the following jump condition on the part of $\Sigma^{(5)}$ that lies in $D_\varepsilon(\beta)$:

$$m^{(\beta_0)}(x, t, k) = m^{(\beta_0)}(x, t, k)v^{(\beta_0)}(x, t, k), \quad k \in \Sigma^{(5)} \cap D_\varepsilon(\beta),$$

where $v^{(\beta_0)}(x, t, k)$ is analytic and bounded for $k \in D_\varepsilon(\beta) \setminus \Sigma^{(5)}$.
We define the function $g_{\beta}(k) \equiv g_{\beta}(\xi, k)$ for $k$ near $\beta$ by

$$g_{\beta}(k) := \int_{\beta}^{k} dg = \begin{cases} 
  g(k) - g_{-}(\beta), & k \in T_{1} \cup T_{2} \cup T_{5}, \\
  g(k) - g_{+}(\beta), & k \in T_{3} \cup T_{4}, 
\end{cases}$$

where the integration contour lies in $D_{\epsilon}(\beta) \setminus (\gamma(\beta, \bar{\beta}) \cup \gamma(\beta, \alpha))$. Let

$$m^{(\beta)}(x, t, k) := m^{(\beta 0)}(x, t, k)A(k), \quad k \in D_{\epsilon}(\beta) \setminus \Sigma^{(5)},$$

where $A(k) \equiv A(\xi, k)$ denotes the sectionally holomorphic function

$$A(k) := \begin{cases} 
  (aa^{*})^{-\sigma_{3}/2}e^{-ir_{g_{-}(\beta)}\sigma_{3}}, & k \in T_{1} \cup T_{2} \cup T_{5}, \\
  (aa^{*})^{\sigma_{3}/2}e^{-ir_{g_{+}(\beta)}\sigma_{3}}, & k \in T_{3} \cup T_{4}. 
\end{cases}$$
Using that $g_+ + g_- = g_+(\beta) + g_-(\beta)$ on $Y_{(\mu, \nu)}$ and $g_+ - g_- = g_+(\beta) - g_-(\beta)$ on $Y_{(\mu, \nu)}$, we find that $m^{(\beta_1)}$ satisfies the jump condition $m_+^{(\beta_1)} = m_-^{(\beta_1)} v^{(\beta_1)}$ with

$$
v^{(\beta_1)} := \begin{cases} 
1 - e^{-2itg_\beta} & , \ k \in Z_1, \\
0 & , \ k \in Z_2 \cup Z_4, \\
1 & , \ k \in Z_3, \\
-1 & , \ k \in Z_5.
\end{cases}
$$

In order to relate $m^{(\beta_0)}$ to the solution $m^{A_i}$ of “Appendix B”, we make a local change of variables for $k$ near $\beta$ and introduce the new variable $\zeta \equiv \zeta(k)$ by

$$
\zeta := \left( \frac{3it}{2} g_\beta(k) \right)^{2/3}.
$$

As in (6.3), we can write

$$
\zeta = \left( \frac{3t}{2} \right)^{2/3} (k - \beta) \psi_\beta(k), \tag{6.9}
$$

where the function $\psi_\beta(k) \equiv \psi_\beta(\zeta, k)$ is analytic for $k \in D_\epsilon(\beta)$ and $\psi_\beta(\beta) \neq 0$. Replacing $\psi_\beta$ by $e^{\frac{2it}{3}} \psi_\beta$ or $e^{\frac{4it}{3}} \psi_\beta$ if necessary, we may assume that the map $k \mapsto \zeta$ maps $Z_3$ into $\mathbb{R}_-$. Furthermore, deforming the contours $Z_1$, $Z_2$, and $Z_4$ if necessary, we may assume that it maps $Z_j$ into $Y_j$ for $j = 1, \ldots, 4$, where $Y_j$ are the rays in Fig. 21.

Since $\zeta$ satisfies

$$
\frac{4}{3} \zeta^{3/2} = 2itg_\beta(k),
$$

we see that $m^{(\beta_1)}(k)$ has the same jumps as $m^{A_i}(\zeta(k))$ near $\beta$. Hence we seek a parametrix $m^\beta$ for $\hat{m}^{(5)}$ near $\beta$ of the form

$$
m^\beta(x, t, k) = Y_\beta(x, t, k) m^{A_i}(\zeta(k)) A(k)^{-1} e^{i\frac{1}{2} \ln(\delta\beta^2 + t(\beta + h(k)))} \sigma_3, \quad k \in D_\epsilon(\beta) \setminus \Sigma^{(5)}, \tag{6.10}
$$

where $Y_\beta(x, t, k)$ is analytic in $D_\epsilon(\beta)$. To ensure that $m^\beta$ is a good approximation of $\hat{m}^{(5)}$, we want to choose $Y_\beta(x, t, k)$ so that $m^\beta(m_{\text{mod}})^{-1} \rightarrow I$ on $\partial D_\epsilon(\beta)$ as $t \rightarrow \infty$. Hence we choose

$$
Y_\beta(x, t, k) := m_{\text{mod}} e^{-i\frac{1}{2} \ln(\delta\beta^2 + t(\beta + h))} A(k) m^{A_i, \text{inv}}_{\text{as}, N}(\zeta(k)), \tag{6.11}
$$

where $N \geq 0$ is some integer and $m^{A_i, \text{inv}}_{\text{as}, N}$ is defined in (B.3b). Equation (B.5b) implies that $m^{A_i, \text{inv}}_{\text{as}, N}(\zeta(k))$ is analytic near $\beta$ except for a jump across $Z_3$ given by

$$
(m^{A_i, \text{inv}}_{\text{as}, N}(\zeta(k)))_+ = \begin{pmatrix} 0 & -1 \\
1 & 0 \end{pmatrix} (m^{A_i, \text{inv}}_{\text{as}, N}(\zeta(k)))_-, \quad k \in Z_3.
Equation (5.2) then shows that the jumps of $m^\text{mod} e^{-i\left(\frac{\bar{a}}{2} \ln(\bar{a}b^2) + t g(\beta) + h)\sigma_3 - i g(\beta) + h)\sigma_3 A(k)}$ near $\beta$ are such that the function $Y_\beta$ is analytic in $D_\epsilon(\beta)$. The matrices $m^\text{mod} e^{-i\left(\frac{\bar{a}}{2} \ln(\bar{a}b^2) + t g(\beta) + h)\sigma_3}$, $A(k)$, and their inverses are uniformly bounded for $k \in \partial D_\epsilon(\beta)$. Shrinking $\epsilon$ if necessary, we may assume that

$$\inf_{k \in \partial D_\epsilon(\beta)} |g_\beta(k)| > 0.$$ 

The asymptotic formula (B.6b) and the boundedness of $m^\text{mod}$ then imply

$$m^\beta(k)m^\text{mod}(k)^{-1} = I + O(t^{-N-1}), \quad t \to \infty, \quad k \in \partial D_\epsilon(\beta), \quad (6.12)$$

uniformly with respect to $k$ in the given range. We have proved the following lemma.

**Lemma 6.2.** The function $m^\beta(x, t, k)$ defined in (6.10) is an analytic and bounded function of $k \in D_\epsilon(\beta) \setminus \Sigma(5)$, which satisfies the same jump conditions as $\hat{m}^{(5)}$ across $\Sigma(5) \cap D_\epsilon(\beta)$. The function $Y_\beta(x, t, k)$ defined in (6.11) is an analytic and bounded function of $k \in D_\epsilon(\beta)$. As $t \to +\infty$, $m^\beta$ satisfies (6.12).

6.3. Local model near $\mu$. Let $\{\mathcal{R}_j\}_{j=1}^6$ denote the open subsets of $D_\epsilon(\mu)$ displayed in Fig. 16. Let $\mathcal{X}_j = \mathcal{R}_{j-1} \cap \mathcal{R}_j$, $j = 1, \ldots, 6$, $\mathcal{X}_0 \equiv \mathcal{X}_6$, denote the rays separating the $\mathcal{R}_j$. Define $g_\mu(k)$ for $k \in D_\epsilon(\mu)$ by

$$g_\mu(k) := \int_\mu^k dg = \begin{cases} g(k) - g(-\mu), & k \in \mathcal{R}_1 \cup \mathcal{R}_2 \cup \mathcal{R}_6, \\ g(k) - g(\mu), & k \in \mathcal{R}_3 \cup \mathcal{R}_4 \cup \mathcal{R}_5, \end{cases}, \quad k \in D_\epsilon(\mu),$$

where the integration contour lies on $D_\epsilon(\mu) \setminus \gamma(\beta, \beta)$.

Define the piecewise constant function $B(k) \equiv B(\xi, k)$ by

$$B(k) := \begin{cases} e^{-itg_-(\mu)\sigma_3}, & k \in \mathcal{R}_1 \cup \mathcal{R}_2 \cup \mathcal{R}_6, \\ e^{-itg_+(\mu)\sigma_3}, & k \in \mathcal{R}_3 \cup \mathcal{R}_4 \cup \mathcal{R}_5, \end{cases}, \quad (6.13)$$
and define the function \( m(\mu_0) \) for \( k \) near \( \mu \) by
\[
m(\mu_0)(x, t, k) := \hat{m}(5)(x, t, k)e^{-ih\sigma_3 B(k)}, \quad k \in D_\epsilon(\mu) \setminus \Sigma^{(5)}.
\] (6.14)

Across the part of \( \Sigma^{(5)} \) that lies in \( D_\epsilon(\mu) \), \( m(\mu_0) \) satisfies the jump condition \( m^+(\mu_0) = m^-(\mu_0) v(\mu_0) \) where
\[
v(\mu_0) := \begin{cases} 
\frac{1}{aa^*} & k \in \gamma(\beta, \mu), \\
\frac{1}{aa^*} & k \in \gamma(\bar{\beta}, \mu), \\
\frac{1}{aa^*} & k \in \gamma(\mu, \beta), \\
\frac{1}{aa^*} & k \in \gamma(\bar{\beta}, \bar{\beta}),
\end{cases}
\]

and all contours are oriented upward as in Fig. 16.

We want to eliminate the jumps across \( \gamma(\bar{\beta}, \beta) \). Hence we define the complex-valued function \( \tilde{\delta}(k) \equiv \tilde{\delta}(\bar{\xi}, k) \) by
\[
\tilde{\delta}(k) := e^{-\frac{1}{2\pi i} \int_{\gamma(\mu, \beta)} \frac{\ln|a(s)a^*(s)|}{s-k} ds} e^{-\frac{1}{2\pi i} \int_{\gamma(\bar{\beta}, \beta)} \frac{\ln|a(s)a^*(s)|}{s-k} ds}, \quad k \in \mathbb{C} \setminus \gamma(\bar{\beta}, \beta),
\] (6.15)

where the branch of the logarithm is chosen so that \( \ln|a(s)a^*(s)| \) is continuous on each contour and real for \( s = \mu \). Since \( a(k) \) has no zeros or poles, the function \( aa^* \) is nonzero and finite everywhere on the contours. The function \( \tilde{\delta} \) is in general singular at \( \beta \) and \( \bar{\beta} \), but near \( \mu \) (the only region we are concerned about) it is bounded according to the following lemma.

**Lemma 6.3.** The function \( \tilde{\delta}(k) \) has the following properties:
(a) \( \tilde{\delta}(k) \) and \( \tilde{\delta}(k)^{-1} \) are bounded and analytic functions of \( k \in D_\epsilon(\mu) \setminus \gamma(\bar{\beta}, \beta) \).
(b) \( \tilde{\delta} \) obeys the symmetry
\[
\tilde{\delta} = (\tilde{\delta}^*)^{-1}, \quad k \in \mathbb{C} \setminus \gamma(\bar{\beta}, \beta),
\]
(c) \( \tilde{\delta} \) satisfies the jump condition
\[
\tilde{\delta}_+ = \tilde{\delta}_- \times \begin{cases} 
\frac{1}{aa^*} & k \in \gamma(\mu, \beta), \\
\frac{1}{aa^*} & k \in \gamma(\bar{\beta}, \mu).
\end{cases}
\] (6.16)

**Proof.** Since \( \ln(|a(\mu)|^2) \in \mathbb{R} \), Lemma C.1 shows that \( \tilde{\delta}(k) \) is bounded for \( k \in D_\epsilon(\mu) \setminus \gamma(\bar{\beta}, \beta) \). The other properties follow easily from the definition (6.15).
Let
\[ m^{(\mu_1)}(x, t, k) := m^{(\mu_0)}(x, t, k) \tilde{\delta}(k)^{-\sigma_3}, \quad k \in D_\epsilon(\mu). \]
Then \( m^{(\mu_1)} \) satisfies the jump condition
\[ v^{(\mu_1)} := \tilde{\delta}^{\sigma_3} v^{(\mu_0)} \tilde{\delta}^{-\sigma_3}. \]

Defining \( \delta_2(k) \equiv \delta_2(\xi, k) \) by \( \delta_2 := \tilde{\delta} \), we find
\[
v^{(\mu_1)} = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
\tilde{b}^* \delta_2^{-2} e^{2i\mu g_\mu} & 1 
\end{pmatrix}, & k \in X_1, \\
1 - \tilde{b}^* \delta_2^{-2} e^{2i\mu g_\mu} & 1, & k \in X_2, \\
\begin{pmatrix} 1 & 0 \\
\tilde{b}^* \delta_2^{-2} e^{2i\mu g_\mu} & 1 
\end{pmatrix}, & k \in X_4, \\
1 - \tilde{b}^* \delta_2^{-2} e^{2i\mu g_\mu} & 1, & k \in X_5, \\
I, & k \in X_3 \cup X_6,
\end{cases}
\]
or, in terms of \( \hat{r} \),
\[
v^{(\mu_1)} = \begin{cases} 
\begin{pmatrix} 1 & 0 \\
\hat{r} \delta_2^{-2} e^{2i\mu g_\mu} & 1 
\end{pmatrix}, & k \in X_1, \\
1 - \hat{r}^* \delta_2^{-2} e^{2i\mu g_\mu} & 1, & k \in X_2, \\
\begin{pmatrix} 1 & 0 \\
\hat{r} (1 + \hat{r}^*) \delta_2^{-2} e^{2i\mu g_\mu} & 1 
\end{pmatrix}, & k \in X_4, \\
1 - \hat{r}^* (1 + \hat{r}^*) \delta_2^{-2} e^{2i\mu g_\mu} & 1, & k \in X_5, \\
I, & k \in X_3 \cup X_6,
\end{cases}
\]

In order to relate \( m^{(\mu_1)} \) to the solution \( m^X \) of “Appendix A”, we make a local change of variables for \( k \) near \( \mu \) and introduce the new variable \( z = z(k) \) by (see Fig. 17)
\[ z := \sqrt{t g_\mu(k)}, \]
where the branch of the square root is fixed as follows: Since \( g_\mu(k) \) has a double zero at \( k = \mu \), we can write
\[ z = i \sqrt{t (k - \mu)} \psi_\mu(k), \quad (6.17) \]
where the function \( \psi_\mu(k) \equiv \psi_\mu(\xi, k) \) is analytic for \( k \in D_\epsilon(\mu) \). A computation using the definition (3.24) of \( d g \) shows that \( \frac{d^2 g}{d k^2}(\mu) < 0 \), hence we can fix the branch by requiring that \( \psi_\mu(\mu) > 0 \). Shrinking \( \epsilon > 0 \) if necessary, we may assume that \( \Re \psi_\mu(k) > 0 \) for \( k \in D_\epsilon(\mu) \). We note that \( z \) satisfies
\[ 2i t g_\mu(k) = 2i z^2. \]
The map $k \mapsto z$ is a biholomorphism from the disk $D_\varepsilon(\mu)$ onto a neighborhood of the origin, which maps $X_3$ and $X_6$ into $\mathbb{R}^-$ and $\mathbb{R}^+$, respectively. By deforming the contours $X_1$, $X_2$, $X_4$, and $X_5$ if necessary, we may assume that they are mapped into the straight rays of the complex $z$-plane for which $\arg z$ equals $\frac{\pi}{4}$, $\frac{5\pi}{4}$, $-\frac{3\pi}{4}$, and $-\frac{\pi}{4}$, respectively.

We next consider the behavior of $\bar{\delta}$ as $k$ approaches $\mu$. Let $\ln_\beta(k - \mu)$ and $\ln_{\bar{\beta}}(k - \mu)$ denote the function $\ln(k - \mu)$ with branch cut along $\gamma(\mu, \beta)$ and $\gamma(\bar{\mu}, \mu)$, respectively. More precisely,

$$\ln_\beta(k - \mu) = \ln(k - \mu), \quad k \in D_\varepsilon \setminus \gamma(\mu, \beta),$$

$$\ln_{\bar{\beta}}(k - \mu) = \ln(k - \mu), \quad k \in D_\varepsilon \setminus \gamma(\bar{\mu}, \mu),$$

where the branches are fixed by requiring that $\ln_\beta(k - \mu)$ and $\ln_{\bar{\beta}}(k - \mu)$ are strictly positive for $k > \mu$. We also define two functions $L_\beta$ and $L_{\bar{\beta}}$ by

$$L_\beta(s, k) := \ln(k - s), \quad s \in \gamma(\mu, \beta), \quad k \in D_\varepsilon \setminus \gamma(\mu, \beta),$$

$$L_{\bar{\beta}}(s, k) := \ln(k - s), \quad s \in \gamma(\bar{\beta}, \mu), \quad k \in D_\varepsilon \setminus \gamma(\bar{\beta}, \mu),$$

where the branches are fixed by requiring that:

(i) $L_\beta(s, k)$ is a continuous function of $s \in \gamma(\mu, \beta)$ for each $k \in D_\varepsilon \setminus \gamma(\mu, \beta)$.

(ii) $L_{\bar{\beta}}(s, k)$ is a continuous function of $s \in \gamma(\bar{\beta}, \mu)$ for each $k \in D_\varepsilon \setminus \gamma(\bar{\beta}, \mu)$.

(iii) For $s = \mu$, we have $L_\beta(\mu, k) = \ln_\beta(k - \mu)$ and $L_{\bar{\beta}}(\mu, k) = \ln_{\bar{\beta}}(k - \mu)$.

Let $q \equiv q(\xi)$ denote the constant $q := \hat{r}(\mu)$. Integrating by parts, we find

$$\int_{\gamma(\mu, \beta)} \frac{\ln(1 + r(s)r^*(s))}{s - k} ds = L_\beta(\beta, k) \ln(1 + r(\beta)r^*(\beta)) - \ln_\beta(k - \mu) \ln(1 + |q|^2)$$

$$- \int_{\gamma(\mu, \beta)} L_\beta(s, k) d\ln(1 + r(s)r^*(s))$$
and
\[
\int_{\gamma(\tilde{\beta}, \mu)} \left( \frac{\ln(1 + r(s)r^*(s))}{s - k} \right) ds = -L_{\tilde{\beta}}(\tilde{\beta}, k) \ln(1 + r(\tilde{\beta})r^*(\tilde{\beta})) + \ln(\tilde{\beta}(k - \mu) \ln(1 + |q|^2)) - \int_{\gamma(\bar{\beta}, \mu)} L_{\bar{\beta}}(s, k) d \ln(1 + r(s)r^*(s)).
\]

Hence we can write
\[
\tilde{\delta}(k) = e^{iv[\ln(\tilde{\beta}(k - \mu)) + \ln(\tilde{\beta}(k - \mu))] + \tilde{\chi}(k)}, \quad k \in \mathbb{C} \setminus \gamma(\tilde{\beta}, \beta),
\]
where the constant \( v \equiv v(\bar{\xi}) > 0 \) is defined by
\[
v := \frac{1}{2\pi} \ln(1 + |q|^2),
\]
and the function \( \tilde{\chi}(k) \equiv \tilde{\chi}(\bar{\xi}, k) \) is defined by
\[
\tilde{\chi}(k) := \frac{1}{2\pi i} L_{\tilde{\beta}}(\beta, k) \ln(1 + r(\beta)r^*(\beta)) + \frac{1}{2\pi i} L_{\bar{\beta}}(\bar{\beta}, k) \ln(1 + r(\bar{\beta})r^*(\bar{\beta})) - \frac{1}{2\pi i} \int_{\gamma(\mu, \beta)} L_{\beta}(s, k) d \ln(1 + r(s)r^*(s)) + \frac{1}{2\pi i} \int_{\gamma(\bar{\beta}, \mu)} L_{\bar{\beta}}(s, k) d \ln(1 + r(s)r^*(s)).
\]

We also consider the behavior of \( \delta(k) \) as \( k \) approaches \( \mu \). Integration by parts gives
\[
\int_{-\infty}^{\mu} \frac{\ln(1 + |r(s)|^2)}{s - k} ds = \ln(k - s) \ln(1 + |r(s)|^2) |_{s=-\infty}^{\mu} + \ln(k - s) \ln(1 + |r(s)|^2) |_{s=-1}^{\mu} - \left( \int_{-\infty}^{-1} + \int_{-1}^{\mu} \right) \ln(k - s) d \ln(1 + |r(s)|^2), \quad k \in \mathbb{C} \setminus (-\infty, \mu].
\]

Hence we can write \( \delta(k) \) as
\[
\delta(k) = e^{-iv \ln(k - \mu) + \chi(k)}, \quad k \in \mathbb{C} \setminus (-\infty, \mu],
\]
where the function \( \chi(k) \equiv \chi(\bar{\xi}, k) \) is defined by
\[
\chi(k) := \frac{1}{2\pi i} \ln(k + 1) \ln \frac{1 + |r_+(-1)|^2}{1 + |r_-(-1)|^2} - \frac{1}{2\pi i} \left( \int_{-\infty}^{-1} + \int_{-1}^{\mu} \right) \ln(k - s) d \ln(1 + |r(s)|^2), \quad k \in \mathbb{C} \setminus (-\infty, \mu],
\]
with \( r_+(-1) \) and \( r_-(-1) \) denoting the values of \( r(k) \) on the left and right sides of \( \Sigma_1 \), respectively.

For a real number \( a \), let \( \ln_a(k) \) denote the logarithm of \( k \) with branch cut along \( \arg k = a \), i.e., \( \ln_a k = \ln |k| + i \arg k \) with \( \arg k \in (a, a + 2\pi] \). Then \( \ln_{-\pi} k = \ln k \).
Define the function $p(z) \equiv p(\xi, z)$ by
\[
p(z) := e^{-iv[\ln-\pi/2(z)-\ln z-\ln0(z)]}, \quad z \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R}_-).
\]
Moreover, define the functions $\delta_0(t) \equiv \delta_0(\xi, t)$ and $\delta_1(k) \equiv \delta_1(\xi, k)$ by
\[
\delta_0(t) := e^{\frac{\pi t}{2} i} e^{-iv\ln\nu(k)} e^{\chi(k)+\bar{\chi}(k)}, \quad t > 0,
\]
\[
\delta_1(k) := e^{-iv\ln\nu(k)} e^{\chi(k)-\bar{\chi}(k)-\bar{\chi}(k)}, \quad k \in D_\epsilon(\mu).
\]

Lemma 6.4. We have
\[
d_2(k) = p(z(k))\delta_0(t)\delta_1(k), \quad k \in D_\epsilon(\mu) \setminus (\mathbb{R} \cup \gamma(\tilde{\beta}, \beta)).
\]

Proof. Using that the map $k \mapsto z$ takes $(-\infty, \mu) \cap D_\epsilon(\mu)$ into $i\mathbb{R}_-$ and that Re $\nu > 0$ in $D_\epsilon(\mu)$, we find
\[
\ln(k - \mu) = \ln \frac{-iz}{\sqrt{t}\nu(k)} = -\frac{\pi i}{2} - \frac{\ln t}{2} + \ln -\pi/2(z) - \ln \nu(k),
\]
where $z \equiv z(k)$. Thus equation (6.21) can be written as
\[
d(k) = e^{\frac{\pi t}{2} i} e^{-iv[\ln-\pi/2(z)-\ln \nu(k)]+\chi(k)}, \quad k \in \mathbb{C} \setminus (-\infty, \mu]. \tag{6.23}
\]

Similarly, since the map $k \mapsto z$ takes $\chi_3$ into $\mathbb{R}_-$ and $\chi_5$ into $\mathbb{R}_+$,
\[
\begin{align*}
\ln_\beta(k - \mu) &= \ln_\beta \frac{-iz}{\sqrt{t}\nu(k)} = -\frac{i\pi}{2} + \frac{\ln t}{2} + \ln z - \ln \nu(k), \quad k \in D_\epsilon \setminus \gamma(\mu, \beta), \\
\ln_{\bar{\beta}}(k - \mu) &= \ln_{\bar{\beta}} \frac{-iz}{\sqrt{t}\nu(k)} = -\frac{i\pi}{2} - \frac{\ln t}{2} + \ln z - \ln \nu(k), \quad k \in D_\epsilon \setminus \gamma(\bar{\beta}, \mu).
\end{align*}
\]

Substituting these expressions into (6.18), we obtain
\[
\tilde{d}(k) = e^{\frac{\pi t}{2} i} e^{iv[\ln z+\ln0 z-2 \ln \nu(k)]+\bar{\chi}(k)}, \quad k \in \mathbb{C} \setminus \gamma(\tilde{\beta}, \beta). \tag{6.24}
\]

Equations (6.23) and (6.24) yield
\[
d_2 = e^{\frac{\pi t}{2} i} e^{-iv[\ln-\pi/2 z+\ln z+\ln0 z-\ln \nu(k)]} e^{\chi(k)+\bar{\chi}(k)},
\]
so the lemma follows.

Define $m^{(\mu_2)}(x, t, z)$ by
\[
m^{(\mu_2)}(x, t, z(k)) := m^{(\mu_1)}(x, t, k)^{\sigma_3}, \quad k \in D_\epsilon(\mu) \setminus \Sigma^{(5)}.
\]
Then \( m^{(\mu_2)} \) is an analytic function of \( z \) except for a jump across the cross \( X \) displayed in Fig. 20. Across \( X \), \( m^{(\mu_2)} \) satisfies the jump condition \( m^{(\mu_2)}_+ = m^{(\mu_2)}_- \) where

\[
v^{(\mu_2)} := \begin{cases}
\frac{1}{\hat{r} \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{2iz^2}} 0, & \arg z = \frac{\pi}{4}, \\
\frac{1}{\hat{r} \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{-2iz^2}} 0, & \arg z = \frac{3\pi}{4}, \\
\frac{1}{\hat{r} (1 + \hat{r} \hat{r}^*) \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{2iz^2}} 1, & \arg z = \frac{5\pi}{4}, \\
\frac{1}{\hat{r} (1 + \hat{r} \hat{r}^*) \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{-2iz^2}} 0, & \arg z = \frac{7\pi}{4},
\end{cases}
\]

and all contours are oriented toward the origin as in Fig. 20. Define the function \( \rho(z) \equiv \rho(\xi, z) \) by

\[
\rho(z) := e^{iv \ln -\pi/2(z)} ,
\]

that is, \( \rho(z) \) equals the function \( z^{iv} \) with branch cut along the negative imaginary axis. Since

\[
p(z) = \rho(z) \times \begin{cases}
1, & \arg z \in (0, \pi), \\
e^{2\pi v}, & \arg z \in (-\pi, -\pi/2), \\
e^{-2\pi v}, & \arg z \in (-\pi/2, 0),
\end{cases}
\]

and \( e^{2\pi v} = 1 + |q|^2 \), we can write

\[
v^{(\mu_2)} := \begin{cases}
\frac{1}{\hat{r} \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{2iz^2}} 0, & \arg z = \frac{\pi}{4}, \\
\frac{1}{\hat{r} \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{-2iz^2}} 0, & \arg z = \frac{3\pi}{4}, \\
\frac{1}{\hat{r} (1 + \hat{r} \hat{r}^*) \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{2iz^2}} 1, & \arg z = \frac{5\pi}{4}, \\
\frac{1}{\hat{r} (1 + \hat{r} \hat{r}^*) \delta_{\frac{1}{2}}^{-2} \rho(z)^{-2} e^{-2iz^2}} 0, & \arg z = \frac{7\pi}{4},
\end{cases}
\]

For a fixed \( z, \hat{r}(k(z)) \rightarrow q \) and \( \delta_{\frac{1}{2}}(k(z)) \rightarrow 1 \) as \( t \rightarrow \infty \). This suggests that \( v^{(\mu_2)} \) tends to the jump matrix \( v^X \) defined in (A.3) for large \( t \). In other words, it suggests that the jumps of \( \hat{m}(5) \) for \( k \) near \( \mu \) approach those of the function \( m^X \delta_0^{-\delta_3} \delta_{\sigma_3} B(k)^{-1} e^{ih_{\sigma_3}} \) as \( t \rightarrow \infty \), where \( m^X \) is the solution of the RH problem (A.2). This suggests that we approximate \( \hat{m}(5) \) near \( \mu \) with a \( 2 \times 2 \)-matrix valued function \( m^{\mu} \) of the form

\[
m^{\mu}(x, t, k) = Y_\mu(x, t, k)m^X(q, z(k))\delta_0(t)^{-\delta_3} \delta(k)^{\sigma_3} B(k)^{-1} e^{ih_{\sigma_3}} ,
\]

where \( Y_\mu(x, t, k) \) is a function which is analytic for \( k \in D_\epsilon(\mu) \). To ensure that \( m^{\mu} \) is a good approximation of \( \hat{m}(5) \) for large \( t \), we want to choose \( Y_\mu(k) \) so that \( m^{\mu}(m^{\text{mod}})^{-1} \rightarrow I \) on \( \partial D_\epsilon(\mu) \) as \( t \rightarrow \infty \). Hence we choose

\[
Y_\mu(x, t, k) := m^{\text{mod}}(x, t, k)e^{-ih_{\sigma_3}} B(k)\tilde{\delta}(k)^{-\delta_0(t)^{\sigma_3}} .
\]
The function \( f(k) := m^{\text{mod}}(x, t, k)e^{-i\hbar(k)\sigma_3} \) is analytic in \( D_\varepsilon(\mu) \) except for a jump across \( \mathcal{X}_3 \cup \mathcal{X}_6 \) given by

\[
f_+ = f_- \times \begin{cases} 
\frac{e^{i\nu(x_+ - x_-)}}{\alpha^*} & k \in \mathcal{X}_3, \\
\frac{\alpha^* e^{-i\nu(x_+ - x_-)}}{0} & k \in \mathcal{X}_6.
\end{cases}
\]

But equations (6.13) and (6.16) show that \( \tilde{\delta}(k)^3 B(k)^{-1} \) has the same jump across \( \mathcal{X}_3 \cup \mathcal{X}_6 \). Thus \( Y_\mu \) is analytic in \( D_\varepsilon(\mu) \).

The part of \( \Sigma^{(5)} \) that lies in \( D_\varepsilon(\mu) \) is the union of the cross

\[
\mathcal{X} := \mathcal{X}_1 \cup \mathcal{X}_2 \cup \mathcal{X}_4 \cup \mathcal{X}_5
\]

(6.27)

and the segment \( \gamma(\tilde{\beta}, \beta) \cap D_\varepsilon(\mu) = \mathcal{X}_3 \cup \mathcal{X}_6 \).

**Lemma 6.5.** The function \( m^\mu(x, t, k) \) defined in (6.25) is an analytic and bounded function of \( k \in D_\varepsilon(\mu) \setminus \Sigma^{(5)} \). The function \( Y_\mu(x, t, k) \) defined in (6.26) is an analytic and bounded function of \( k \in D_\varepsilon(\mu) \). Across \( \Sigma^{(5)} \cap D_\varepsilon(\mu) \), \( m^\mu \) satisfies the jump condition \( m^\mu_+ = m^\mu_- v^\mu \), where the jump matrix \( v^\mu \) satisfies

\[
v^\mu = \hat{v}^{(5)}, \quad k \in \gamma(\tilde{\beta}, \beta) \cap D_\varepsilon(\mu),
\]

and

\[
\begin{align*}
\| \hat{v}^{(5)} - v^\mu \|_{L^1(\mathcal{X})} &= O(t^{-1} \ln t), \\
\| \hat{v}^{(5)} - v^\mu \|_{L^2(\mathcal{X})} &= O(t^{-3/4} \ln t), \\
\| \hat{v}^{(5)} - v^\mu \|_{L^\infty(\mathcal{X})} &= O(t^{-1/2} \ln t),
\end{align*}
\]

(6.28)

Furthermore, on \( \partial D_\varepsilon(\mu) \) the quotient \( m^{\text{mod}}(m^\mu)^{-1} \) satisfies

\[
\| m^{\text{mod}}(m^\mu)^{-1} - I \|_{L^\infty(\partial D_\varepsilon(\mu))} = O(t^{-1/2}),
\]

(6.29)

and

\[
\frac{1}{2\pi i} \int_{\partial D_\varepsilon(\mu)} (m^{\text{mod}}(m^\mu)^{-1} - I) dk = \frac{Y_\mu(x, t, \mu)m^X_1 Y_\mu(x, t, \mu)^{-1}}{\sqrt{t}\psi_\mu(\mu)} + O(t^{-1}),
\]

(6.30)

as \( t \to \infty \), where \( m^X_1 \equiv m^X_1(\xi) \) is defined by

\[
m^X_1 := \begin{pmatrix} 0 & -e^{-\pi v} \beta^X(q) \\ e^{\pi v} \beta^X(q) & 0 \end{pmatrix}
\]

(6.31)

with \( \beta^X(q) \) given by (A.5).

**Proof.** It only remains to prove (6.28)–(6.31). In the following \( C \equiv C(\xi) \) denotes a constant independent of \( k \) which may change within a computation.

Standard estimates show that

\[ |\chi(k) - \chi(\mu)| \leq C|k - \mu|(1 + |\ln|k - \mu||), \quad k \in \mathcal{X}, \]

(6.31)
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and

\[ |\tilde{\chi}(k) - \tilde{\chi}(\mu)| \leq C|k - \mu|(1 + |\ln|k - \mu||), \quad k \in \mathcal{X}. \]

Using that \( e^{-iv\ln \frac{\varphi(k)}{\varphi(0)}} - 1 = O(k - \mu) \), this yields

\[ |\delta_1(k) - 1| = |e^{-iv\ln \frac{\varphi(k)}{\varphi(0)}} e^{\chi(k) - \chi(\mu)} e^{\tilde{\chi}(k) - \tilde{\chi}(\mu)} - 1| \leq C|k - \mu|(1 + |\ln|k - \mu||), \quad k \in \mathcal{X}. \] (6.32)

On the other hand, the smoothness of \( \tilde{r}(k) \) implies that

\[ \tilde{r}(k) - q = O(k - \mu), \quad k \in \mathcal{X}. \] (6.33)

Since

\[
v(\mu^2) - v^X = \begin{cases} 
0 & \text{arg } z = \frac{\pi}{4}, \\
(\tilde{r}_1 + 1)^{-2} - q(z)\rho(z)^{-2}e^{2iz^2} & \text{arg } z = \frac{3\pi}{4}, \\
0 & \text{arg } z = \frac{5\pi}{4}, \\
(\tilde{r}_1 + 1)^{-2} - q(1+q^2)\rho(z)^{-2}e^{2iz^2} & \text{arg } z = \frac{7\pi}{4},
\end{cases}
\]
equations (6.32) and (6.33) imply that

\[ |v(\mu^2) - v^X| \leq C|k - \mu|(1 + |\ln|k - \mu||)e^{-c|t|k - \mu|^2}, \quad k \in \mathcal{X}, \]

where \( c > 0 \). But

\[ \hat{v}(5) - v^\mu = \begin{cases} 
G_-(k)^{-1}(v(\mu^2) - v^X)G_+(k), & k \in \mathcal{X}, \\
0, & k \in \gamma(\beta, \beta) \cap D_\varepsilon(\mu),
\end{cases} \]

where the function \( G(k) := \delta_0(t)^{-\sigma_3} \tilde{\delta}(k)^{\sigma_3} B(k)^{-1} e^{ih(k)\sigma_3} \) and its inverse are bounded for \( k \in \Sigma^{(5)} \cap D_\varepsilon(\mu) \), so we find

\[ |\hat{v}(5) - v^\mu| \leq C|k - \mu|(1 + |\ln|k - \mu||)e^{-c|t|k - \mu|^2}, \quad k \in \mathcal{X}. \]

Thus

\[ \|\hat{v}(5) - v^\mu\|_{L^1(\mathcal{X})} \leq C \int_0^t u(1 + |\ln u|)e^{-ctu^2} du \leq Ct^{-1} \ln t, \quad t \geq 0, \]

and

\[ \|\hat{v}(5) - v^\mu\|_{L^\infty(\mathcal{X})} \leq C \sup_{0 \leq u \leq \varepsilon} u(1 + |\ln u|)e^{-ctu^2} \leq Ct^{-1/2} \ln t, \quad t \geq 0, \]

which gives (6.28).
Note that
\[ m^{\text{mod}}(m^\mu)^{-1} - I = Y_\mu m^X(q, z(k)) Y_\mu^{-1} - I. \]

Since \( \inf_{k \in \partial D_\epsilon(\mu)} |\psi_\mu(k)| > 0 \), the variable \( z = i\sqrt{t(k - \mu)}\psi_\mu(k) \) goes to infinity as \( t \to \infty \) if \( k \in \partial D_\epsilon(\mu) \). Thus equation (A.4) yields
\[ m^X(q, z(k)) = I + \frac{m^X_1}{\sqrt{t(k - \mu)}\psi_\mu(k)} + O(t^{-1}), \quad t \to \infty, \quad k \in \partial D_\epsilon(\mu), \]
uniformly with respect to \( k \in \partial D_\epsilon(\mu) \). Consequently,
\[ m^{\text{mod}}(m^\mu)^{-1} - I = \frac{Y_\mu m^X_1 Y_\mu^{-1}}{\sqrt{t(k - \mu)}\psi_\mu(k)} + O(t^{-1}), \quad t \to \infty, \quad k \in \partial D_\epsilon(\mu), \quad (6.34) \]
uniformly with respect to \( k \in \partial D_\epsilon(\mu) \). Since \( Y^\pm_\mu \) and \( \psi^{-1}_\mu \) are bounded for \( k \in \partial D_\epsilon(\mu) \), this proves (6.29). Using that the functions \( Y^\pm_\mu \) and \( \psi^{-1}_\mu \) are analytic in \( D_\epsilon(\mu) \), equation (6.30) follows from (6.34) and Cauchy’s formula. \( \square \)

7. Final Steps

7.1. The approximate solution. Define local solutions \( m^{\tilde{\alpha}} \) and \( m^{\tilde{\beta}} \) for \( k \in D_\epsilon(\tilde{\alpha}) \) and \( k \in D_\epsilon(\tilde{\beta}) \), respectively, by
\[ m^{\tilde{\alpha}}(x, t, k) := \sigma_3 \sigma_1 m^\alpha(x, t, \bar{k}) \sigma_1 \sigma_3, \quad m^{\tilde{\beta}}(x, t, k) := \sigma_3 \sigma_1 m^\beta(x, t, \bar{k}) \sigma_1 \sigma_3. \]

Let \( D \subset \mathbb{C} \) denote the union of the five open disks in (6.1), and \( \partial D \) its boundary:
\[ D = D_\epsilon(\tilde{\alpha}) \cup D_\epsilon(\tilde{\beta}) \cup D_\epsilon(\mu) \cup D_\epsilon(\beta) \cup D_\epsilon(\alpha). \]

Let \( \mathcal{X} \) denote the curved cross centered at \( \mu \) defined in (6.27). The approximate solution \( m^{\text{app}} \) defined by
\[ m^{\text{app}} := \begin{cases} 
m^\alpha, & k \in D_\epsilon(\alpha), 
m^\beta, & k \in D_\epsilon(\beta), 
m^{\tilde{\alpha}}, & k \in D_\epsilon(\tilde{\alpha}), 
m^{\tilde{\beta}}, & k \in D_\epsilon(\tilde{\beta}), 
m^\mu, & k \in D_\epsilon(\mu), 
m^{\text{mod}}, & \text{elsewhere} \end{cases} \]
satisfies a RH problem with jump across the contour \( \Sigma^{\text{app}} = \Sigma^{\text{mod}} \cup \partial D \cup \mathcal{Y} \cup \mathcal{Y}^* \cup \mathcal{Z} \cup \mathcal{Z}^* \cup \mathcal{X} \) shown in Fig. 18, where \( \mathcal{Y}, \mathcal{Y}^*, \mathcal{Z}, \) and \( \mathcal{Z}^* \) denote curved crosses centered at \( \alpha, \tilde{\alpha}, \beta, \) and \( \tilde{\beta}, \) respectively.
7.2. The solution $m^{\text{dif}}$. We will show that the function $m^{\text{dif}}(x, t, k)$ defined by

$$m^{\text{dif}} := \hat{m}^{(5)}(m^{\text{app}})^{-1}$$

is such that $m^{\text{dif}} - I$ is small for large $t$ and is solution of the RH problem

$$\begin{cases} 
\begin{align*}
m^{\text{dif}}(x, t, \cdot) & \in \mathcal{I} + \mathcal{E}^2(\mathbb{C} \setminus \Sigma^{\text{dif}}), \\
m^{\text{dif}}_+(x, t, k) & = m^{\text{dif}}_-(x, t, k)v^{\text{dif}}(x, t, k) \quad \text{for a.e. } k \in \Sigma^{\text{dif}},
\end{align*}
\end{cases}$$

(7.1)

where the contour $\Sigma^{\text{dif}} = (\Sigma^{(5)} \setminus (\Sigma^{\text{mod}} \cup \tilde{D})) \cup \partial D \cup X$ is displayed in Fig. 19 and the jump matrix $v^{\text{dif}}$ is given by

$$v^{\text{dif}} := \begin{cases} 
\begin{align*}
m^{\text{mod}}\hat{v}^{(5)}(m^{\text{mod}})^{-1}, & k \in \Sigma^{\text{dif}} \setminus \tilde{D}, \\
m^{\text{mod}}(m^{\bar{\alpha}})^{-1}, & k \in \partial D_{\epsilon}(\bar{\alpha}), \\
m^{\text{mod}}(m^{\beta})^{-1}, & k \in \partial D_{\epsilon}(\beta), \\
m^{\text{mod}}(m^{\bar{\alpha}})^{-1}, & k \in \partial D_{\epsilon}(\bar{\alpha}), \\
m^{\text{mod}}(m^{\bar{\beta}})^{-1}, & k \in \partial D_{\epsilon}(\bar{\beta}), \\
m^{\text{mod}}(m^{\mu})^{-1}, & k \in \partial D_{\epsilon}(\mu), \\
m^{\mu}\hat{v}^{(5)}(m^{\mu})^{-1}, & k \in X.
\end{align*}
\end{cases}$$

Let $\hat{w} = v^{\text{dif}} - I$. Away from the five critical points, $\hat{v}^{(5)} - I$ is exponentially small on $\Sigma^{(5)} \setminus \Sigma^{\text{mod}}$ as $t \to \infty$. Hence

$$\|\hat{w}\|_{(L^1 \cap L^2 \cap L^\infty)(\Sigma^{\text{dif}} \setminus \tilde{D})} = \mathcal{O}(e^{-ct}), \quad t \to \infty,$$

(7.2a)
where \( c \equiv c(\xi) > 0 \). On the other hand, equations (6.7) and (6.12) imply that

\[
\| \hat{w} \|_{L^\infty(\partial D_\epsilon(\alpha) \cup \partial D_\epsilon(\beta) \cup \partial D_\epsilon(\tilde{\alpha}) \cup \partial D_\epsilon(\tilde{\beta}))} = O(t^{-N}), \quad t \to \infty, \quad (7.2b)
\]

for any \( N \geq 1 \). According to equation (6.29),

\[
\| \hat{w} \|_{L^\infty(\partial D_\epsilon(\mu))} = O(t^{-1/2}), \quad t \to \infty, \quad (7.2c)
\]

and for \( k \in \mathcal{X} \), we have

\[
\hat{w} = m_-(v^{(5)} - v^\mu)(m_+^\mu)^{-1},
\]

so Lemma 6.5 yields

\[
\begin{cases}
\| \hat{w} \|_{L^1(\mathcal{X})} = O(t^{-1} \ln t), \\
\| \hat{w} \|_{L^2(\mathcal{X})} = O(t^{-3/4} \ln t), \\
\| \hat{w} \|_{L^\infty(\mathcal{X})} = O(t^{-1/2} \ln t),
\end{cases} \quad (7.2d)
\]

Equations (7.2) show that

\[
\begin{cases}
\| \hat{w} \|_{(L^1 \cap L^2)(\Sigma^{\text{dif}})} = O(t^{-1/2}), \\
\| \hat{w} \|_{L^\infty(\Sigma^{\text{dif}})} = O(t^{-1/2} \ln t),
\end{cases} \quad (7.3)
\]

Further on, we denote by \( \hat{\mathcal{C}} \) the Cauchy operator associated with \( \Sigma^{\text{dif}} \):

\[
(\hat{\mathcal{C}} f)(k) = \frac{1}{2\pi i} \int_{\Sigma^{\text{dif}}} \frac{f(s)}{s - k} \, ds, \quad k \in \mathbb{C} \setminus \Sigma^{\text{dif}},
\]

and by \( \hat{\mathcal{C}} f \) the nontangential boundary values of \( \hat{\mathcal{C}} f \) from the \( \pm \) sides of \( \Sigma^{\text{dif}} \). We then define the operator \( \hat{\mathcal{C}} f : L^2(\Sigma^{\text{dif}}) \to L^2(\Sigma^{\text{dif}}) \) by \( \hat{\mathcal{C}} f = \hat{\mathcal{C}} (-f \hat{w}) \) (see, e.g., [34, 35]). Hence

\[
\| \hat{\mathcal{C}} f \|_{B(L^2(\Sigma^{\text{dif}}))} \leq C \| \hat{w} \|_{L^\infty(\Sigma^{\text{dif}})} = O(t^{-1/2} \ln t), \quad t \to \infty. \quad (7.4)
\]

In particular, \( I - \hat{\mathcal{C}} f : L^2(\Sigma^{\text{dif}}) \to L^2(\Sigma^{\text{dif}}) \) is invertible for all large enough \( t \). We define \( \hat{\mu}(x, t, k) \in I + L^2(\Sigma^{\text{dif}}) \) for large \( t \) by

\[
\hat{\mu} = I + (I - \hat{\mathcal{C}} f)^{-1} \hat{\mathcal{C}} f.
\]

Standard estimates using the Neumann series show that

\[
\| \hat{\mu} - I \|_{L^2(\Sigma^{\text{dif}})} \leq C \frac{\| \hat{w} \|_{L^2(\Sigma^{\text{dif}})}}{1 - \| \hat{\mathcal{C}} f \|_{B(L^2(\Sigma^{\text{dif}}))}}.
\]

Thus,

\[
\| \hat{\mu}(x, t, \cdot) - I \|_{L^2(\Sigma^{\text{dif}})} = O(t^{-1/2}), \quad t \to \infty. \quad (7.6)
\]

It follows that there exists a unique solution \( m^{\text{dif}} \in I + \hat{E}^2(\hat{\mathcal{C}} \setminus \Sigma^{\text{dif}}) \) of the RH problem (7.1) for all sufficiently large \( t \). This solution is given by

\[
m^{\text{dif}}(x, t, k) = I + \hat{\mathcal{C}}(\hat{\mu} \hat{w}) = I + \frac{1}{2\pi i} \int_{\Sigma^{\text{dif}}} \hat{\mu}(x, t, s) \hat{w}(x, t, s) \frac{ds}{s - k}. \quad (7.7)
\]
7.3. Asymptotics of $m_\text{dif}$. The exponential decay of $\hat{w}$ as $k \to \infty$, shows that the following limit exists uniformly with respect to $\arg k \in [0, 2\pi]$:

$$\lim_{k \to \infty} k(m_\text{dif}(x, t, k) - I) = -\frac{1}{2\pi i} \int_{\Sigma_1} \hat{\mu}(x, t, s)\hat{w}(x, t, s)ds. \quad (7.8)$$

By (7.2a) and (7.6),

$$\int_{\Sigma'} \hat{\mu}(x, t, s)\hat{w}(x, t, s)ds = \int_{\Sigma'} \hat{w}(x, t, s)ds + \int_{\Sigma'} (\hat{\mu}(x, t, s) - I)\hat{w}(x, t, s)ds
= O(\|\hat{w}\|_{L^1(\Sigma')}) + O(\|\hat{\mu} - I\|_{L^2(\Sigma')}\|\hat{w}\|_{L^2(\Sigma')})
= O(e^{-ct}), \quad t \to \infty,$$

where $\Sigma' := \Sigma_\text{dif} \setminus \tilde{D}$. Hence the contribution to the integral in (7.8) from $\Sigma_\text{dif} \setminus \tilde{D}$ is $O(e^{-ct})$. Similarly, the contribution from $\partial D_\epsilon(\alpha) \cup \partial D_\epsilon(\beta) \cup \partial D_\epsilon(\bar{\alpha}) \cup \partial D_\epsilon(\bar{\beta})$ is $O(r^{-N})$ for any $N \geq 1$. By (6.30), (7.2c), and (7.6), the contribution from $\partial D_\epsilon(\mu)$ to the right-hand side of (7.8) is

$$-\frac{1}{2\pi i} \int_{\partial D_\epsilon(\mu)} \hat{w}(x, t, k)dk - \frac{1}{2\pi i} \int_{\partial D_\epsilon(\mu)} (\hat{\mu}(x, t, k) - I)\hat{w}(x, t, k)dk
= -\frac{1}{2\pi i} \int_{\partial D_\epsilon(\mu)} \left(m_{\text{mod}}(m\mu)^{-1} - I\right)dk + O(\|\hat{\mu} - I\|_{L^2(\partial D_\epsilon(\mu))}\|\hat{w}\|_{L^2(\partial D_\epsilon(\mu))})
= -\frac{Y_\mu(x, t, \mu)m_1^\top Y_\mu(x, t, \mu)^{-1}}{\sqrt{t}\psi_\mu(\mu)} + O(t^{-1}), \quad t \to \infty.$$
Finally, by (7.2d) and (7.6), the contribution from $X$ to the right-hand side of (7.8) is

$$O(\|\hat{w}\|_{L^1(X)}) + O(\|\hat{\mu} - I\|_{L^2(X)}\|\hat{w}\|_{L^2(X)}) = O(t^{-1} \ln t), \quad t \to \infty.$$  

Collecting the above contributions, we find from (7.8) that

$$\lim_{k \to \infty} k(m_{\text{diff}}(x, t, k) - I) = -\frac{Y_\mu(x, t, \mu)m_1^X Y_\mu(x, t, \mu)^{-1}}{\sqrt{t} \psi_\mu(\mu)} + O(t^{-1} \ln t), \quad t \to \infty.$$  

(7.9)

7.4. Asymptotics of $q$. Recalling the many transformations of Sect. 4, we find

$$\hat{m} = e^{ig(0)\sigma_3} e^{ih(\infty)\sigma_3} m_{\text{diff}} m_{\text{mod}} e^{-i\theta_\mu} e^{-i\sigma_3 \xi_3}$$

for all large $k$ in $U$. It follows that

$$\lim_{k \to \infty} k(\hat{m}(x, t, k) - I) = e^{ig(0)\sigma_3} e^{ih(\infty)\sigma_3} \lim_{k \to \infty} k(m_{\text{mod}} - I + (m_{\text{diff}} - I)m_{\text{mod}}) e^{-i\theta_\mu} e^{-i\sigma_3 \xi_3}$$

$$= e^{i(g(0) + h(\infty) + \theta_\mu)} \hat{\sigma}_3 \left( \lim_{k \to \infty} k(m_{\text{mod}} - I) + \lim_{k \to \infty} k(m_{\text{diff}} - I) \right).$$

Hence

$$q(x, t) = 2i \lim_{k \to \infty} (\hat{m}(x, t, k))_{12}$$

$$= 2ie^{2i(g(0) + h(\infty))} \left( \lim_{k \to \infty} k(m_{\text{mod}}(x, t, k))_{12} + \lim_{k \to \infty} k(m_{\text{diff}}(x, t, k))_{12} \right).$$

In view of (5.7) and (7.9), this yields (2.7) and completes the proof of Theorem 2.1.
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Appendix A. Exact Solution in Terms of Parabolic Cylinder Functions

Let $X$ denote the cross $X := X_1 \cup \cdots \cup X_4 \subset \mathbb{C}$, where the rays

$$X_1 := \{se^{\frac{i\pi}{4}} | 0 \leq s < \infty\},$$

$$X_2 := \{se^{\frac{3i\pi}{4}} | 0 \leq s < \infty\},$$

$$X_3 := \{se^{-\frac{3i\pi}{4}} | 0 \leq s < \infty\},$$

$$X_4 := \{se^{-\frac{i\pi}{4}} | 0 \leq s < \infty\}$$  \hspace{1cm} (A.1)

are oriented toward the origin as in Fig. 20.

Define the function $\nu : \mathbb{C} \to \{0, \infty\}$ by $\nu(q) := \frac{1}{2\pi} \ln(1 + |q|^2)$. Let $\rho(q, z) := e^{i\nu(q)\ln -\pi/2 z}$, i.e., $\rho(q, z) = z^{i\nu(q)}$ with the branch cut along the negative imaginary axis.
We consider the following family of RH problems parametrized by $q \in \mathbb{C}$:

$$
\begin{cases}
    m^X(q, \cdot) \in I + \mathcal{E}^2(\mathbb{C} \setminus X), \\
    m^X_+(q, z) = m^X_-(q, z) v^X(q, z) \quad \text{for a.e. } z \in X,
\end{cases}
$$

where the jump matrix $v^X(q, z)$ is defined by

$$
v^X(q, z) := 
\begin{cases}
    \begin{pmatrix}
        1 & 0 \\
        q \rho(q, z)^{-2} e^{2iz^2} & 1
    \end{pmatrix}, & k \in X_1, \\
    \begin{pmatrix}
        1 & 0 \\
        \bar{q} \rho(q, z)^{-2} e^{-2iz^2} & 1
    \end{pmatrix}, & k \in X_2, \\
    \begin{pmatrix}
        1 & 0 \\
        -\frac{q}{1+|q|^2} \rho(q, z)^{-2} e^{2iz^2} & 1 \\
        1 - \frac{\bar{q}}{1+|q|^2} \rho(q, z)^{-2} e^{-2iz^2} & 1
    \end{pmatrix}, & k \in X_3, \\
    \begin{pmatrix}
        1 & 0 \\
        0 & 1
    \end{pmatrix}, & k \in X_4.
\end{cases}
$$

The matrix $v^X$ has entries that oscillate rapidly as $z \to 0$ and $v^X$ is not continuous at $z = 0$; however $v^X(q, \cdot) - I \in L^2(X) \cap L^\infty(X)$. The RH problem (A.2) can be solved explicitly in terms of parabolic cylinder functions [28].

**Theorem A.1.** The RH problem (A.2) has a unique solution $m^X(q, z)$ for each $q \in \mathbb{C}$. This solution satisfies

$$
m^X(q, z) = I + \frac{i}{z} \left( e^{\pi v(q)} \beta^X(q) + O \left( \frac{1}{z^2} \right) \right), \quad z \to \infty, \quad q \in \mathbb{C}, \tag{A.4}
$$

where the error term is uniform with respect to $\arg z \in [0, 2\pi]$ and $q$ in compact subsets of $\mathbb{C}$, and the function $\beta^X(q)$ is defined by

$$
\beta^X(q) := \frac{\sqrt{\nu(q)}}{2} e^{i \left( -\frac{3\pi}{4} - 2v(q) \ln 2 - \arg q + \arg \Gamma(i
nu(q)) \right)}, \quad q \in \mathbb{C}. \tag{A.5}
$$

Moreover, for each compact subset $K \subset \mathbb{C}$,

$$
\sup_{q \in K} \sup_{z \in \mathbb{C} \setminus X} |m^X(q, z)| < \infty. \tag{A.6}
$$
Proof. Uniqueness follows because \( \det v^X = 1 \). Define \( m^{(X_1)} \) by
\[
m^{(X_1)}(q, z) := m^X(q, z) \rho(q, z) \sigma_3 e^{-iz^2 \sigma_3}.
\]
(A.7)
Using that \( \rho(q, \cdot) \) has a branch cut along the negative imaginary axis, we see that \( m^{X_1} \) satisfies the jump condition in (A.2) iff \( m^{(X_1)} \) satisfies
\[
m^+(X_1)(q, z) = m^-(X_1)(q, z)v^{(X_1)}(q, z) \quad \text{for a.e. } z \in X \cup i \mathbb{R}_-,
\]
where
\[
v^{(X_1)} := \begin{cases}
\begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix}, & z \in X_1, \\
\begin{pmatrix} 1 & 0 \\ 1 \bar{q} & 0 \end{pmatrix}, & z \in X_2, \\
\begin{pmatrix} \frac{1}{1+|q|^2} & 1 \\ 0 & 1 \end{pmatrix}, & z \in X_3,
\end{cases}
\]
with all contours oriented toward the origin. We next merge the contours \( X_1 \) and \( X_2 \) along \( i \mathbb{R}_+ \) and the contours \( X_3 \) and \( X_4 \) along \( i \mathbb{R}_- \). Thus we let
\[
\psi(q, z) = m^{(X_1)}(q, z)B(q, z),
\]
(A.8)
where
\[
B(z) := \begin{cases}
\begin{pmatrix} 1 & 0 \\ q & 1 \end{pmatrix}, & \arg z \in \left(\frac{\pi}{4}, \frac{\pi}{2}\right), \\
\begin{pmatrix} 1 & 0 \\ 1-\bar{q} & 0 \end{pmatrix}, & \arg z \in \left(\frac{\pi}{2}, \frac{3\pi}{4}\right), \\
\begin{pmatrix} \frac{1}{1+|q|^2} & 1 \\ 0 & 1 \end{pmatrix}, & \arg z \in \left(\frac{3\pi}{4}, \frac{5\pi}{4}\right),
\end{cases}
\]
and
\[
v^\psi(q) := \begin{cases}
\begin{pmatrix} 1 + |q|^2 \bar{q} \\ q \end{pmatrix}, & k \in i \mathbb{R},
\end{cases}
\]
(A.10)
Then \( m^X \) satisfies the jump condition in (A.2) iff \( \psi \) satisfies
\[
\psi_+(q, z) = \psi_-(q, z)v^\psi(q) \quad \text{for a.e. } z \in i \mathbb{R},
\]
(A.9)
where the constant matrix \( v^\psi \) is defined by
and the contour \( i \mathbb{R} \) is oriented downward.

Let
\[
\beta^X := -\frac{e^{\pi i} 2^{-2i\nu} e^{\pi \nu} \sqrt{\pi}}{q \sqrt{2} \Gamma(-i\nu)}.
\]  

Then \( \beta^X \) can be written as in (A.5). Define a sectionally analytic function \( \psi(q, z) \) by
\[
\psi(q, z) := \begin{cases} 
\psi_{11}(q, z) \frac{\left( \frac{d}{dz} - 2iz \right) \psi_{22}(q, z)}{4e^{\pi \nu} \beta^X(q)} & \text{if } q \in \mathbb{C}, \ z \in \mathbb{C} \setminus i \mathbb{R},
\end{cases}
\]
where the functions \( \psi_{11} \) and \( \psi_{22} \) are defined by
\[
\psi_{11}(q, z) := \begin{cases} 
2^{-i\nu} e^{-\frac{3\pi}{4} z} \psi_1(2e^{-\frac{3\pi}{4} z}) & \text{Re } z < 0, \\
2^{-i\nu} e^{\frac{\pi}{4} z} \psi_1(2e^{\frac{\pi}{4} z}) & \text{Re } z > 0,
\end{cases}
\]
\[
\psi_{22}(q, z) := \begin{cases} 
2^{i\nu} e^{\frac{5\pi}{4} z} \psi_2(2e^{-\frac{5\pi}{4} z}) & \text{Re } z < 0, \\
2^{i\nu} e^{\frac{\pi}{4} z} \psi_2(2e^{\frac{\pi}{4} z}) & \text{Re } z > 0,
\end{cases}
\]
and \( D_a(z) \) denotes the parabolic cylinder function.

Since \( D_a(z) \) is an entire function of both \( a \) and \( z \), \( \psi(q, z) \) is analytic in the left and right halves of the complex \( z \)-plane with a jump across the imaginary axis. The function \( \psi \) satisfies
\[
\partial_z \psi + 2iz \sigma_3 \psi = 4 \left( \begin{array}{c} 0 \\ \beta^X e^{-\pi \nu} \end{array} \right) \psi, \quad q \in \mathbb{C}, \ z \in \mathbb{C} \setminus i \mathbb{R}.
\]

Since \( \psi_+ \) and \( \psi_- \) solve the same second order ODE, there exists a function \( \psi' \) independent of \( z \) such that (A.9) holds. Setting \( z = 0 \) and using that
\[
D_{iv}(0) = \frac{\sqrt{\pi} 2^{\frac{iv}{2}}}{\Gamma\left(\frac{1}{2}(1 - iv)\right)}, \quad D_{iv}'(0) = -\frac{\sqrt{\pi} 2^{rac{1}{2}(1+iv)}}{\Gamma\left(-\frac{iv}{2}\right)},
\]
we find
\[
v^\psi(q) = \psi_-(q, 0)^{-1}\psi_+(q, 0) = \left(1 + \frac{|q|^2}{q} \right).
\]

Hence \( \psi \) satisfies (A.9). This shows that \( m^X \) satisfies the jump condition in (A.2).

For each \( \delta > 0 \), the parabolic cylinder function satisfies the asymptotic formula [39]
\[
D_a(z) = z^a e^{-\frac{z^2}{4}} \left(1 - \frac{a(a - 1)}{2z^2} + O(z^{-4})\right) - \frac{\sqrt{2\pi} e^{\frac{z^2}{2}} z^{-a-1}}{\Gamma(-a)} \left(1 + \frac{(a + 1)(a + 2)}{2z^2} + O(z^{-4})\right)
\]
\[
\times \begin{cases} 
0, & \text{arg } z \in [-\frac{3\pi}{4} + \delta, \frac{3\pi}{4} - \delta], \\
e^{i\pi a}, & \text{arg } z \in [\frac{\pi}{4} + \delta, \frac{5\pi}{4} - \delta], \quad z \to \infty, \quad a \in \mathbb{C}, \\
e^{-i\pi a}, & \text{arg } z \in [-\frac{5\pi}{4} + \delta, -\frac{\pi}{4} - \delta],
\end{cases}
\]
where the error terms are uniform with respect to \( a \) in compact subsets and \( \arg z \) in the given ranges. Using this formula and the identity
\[
\frac{d}{dz} D_a(z) = \frac{z}{2} D_a(z) - D_{a+1}(z),
\]
the asymptotic equation (A.4) follows from a tedious but straightforward computation. The boundedness in (A.6) is a consequence of (A.4) and the definition (A.12) of \( \psi(q, z) \).

Remark A.2. The definition (A.12) of \( \psi \) can be motivated as follows. Since \((\partial_z + 2iz\sigma_3)\psi\) and \(\psi\) have the same jump across \(i\mathbb{R}\), the function \((\partial_z \psi + 2iz\sigma_3\psi)\psi^{-1}\) is entire. Suppose \(m^X = 1 + m_1^X(q)z^{-1} + O(z^{-2})\) as \(z \to \infty\), where the matrix \(m_1^X(q)\) is independent of \(z\). Then we expect
\[
\psi(z) = \left( I + \frac{m_1^X}{z} + O(z^{-2}) \right) \rho^\sigma_5 e^{-iz^2\sigma_3}, \quad z \to \infty,
\]
which suggests that
\[
(\partial_z \psi + 2iz\sigma_3\psi)\psi^{-1} = 2i[\sigma_3, m_1^X] + O(z^{-1}), \quad z \to \infty.
\]
Strictly speaking, due to the factor \(B(q, z)\) in (A.8), equation (A.14) is not valid for \(z\) close to \(i\mathbb{R}\). Equation (A.15) implies that \((\partial_z \psi + 2iz\sigma_3\psi)\psi^{-1}\) is bounded; hence a constant. Thus
\[
\partial_z \psi + 2iz\sigma_3\psi = 2i[\sigma_3, m_1^X] \psi.
\]
Letting
\[
\beta_{12} = 4i(m_1^X)_{12}, \quad \beta_{21} = -4i(m_1^X)_{21},
\]
we find that the (11) and (22) entries of \(\psi\) satisfy the equations
\[
\begin{align*}
\partial^2_z \psi_{11} + (4z^2 + 2i - \beta_{12}\beta_{21})\psi_{11} &= 0, \\
\partial^2_z \psi_{22} + (4z^2 - 2i - \beta_{12}\beta_{21})\psi_{22} &= 0,
\end{align*}
\]
for \(z \in \mathbb{C} \setminus i\mathbb{R}\).

Introducing the new variable \(\zeta\) by \(\zeta := 2e^{-\frac{3\pi i}{4}}z\), we find that \(f(\zeta) := \psi_{11}(z)\) satisfies the parabolic cylinder equation
\[
\partial^2_\zeta f + \left( \frac{1}{2} - \frac{\zeta^2}{4} + a \right) f = 0
\]
for \(a = \frac{i}{4}\beta_{12}\beta_{21}\). This means that
\[
\psi_{11}(z) = \begin{cases} 
    c_1 D_{a}(2e^{-\frac{3\pi i}{4}}z) + c_2 D_{a}(2e^{\frac{3\pi i}{4}}z), & \text{Re } z > 0, \\
    c_3 D_{a}(2e^{-\frac{3\pi i}{4}}z) + c_4 D_{a}(2e^{\frac{3\pi i}{4}}z), & \text{Re } z < 0,
\end{cases}
\]
for some constants \(\{c_j\}^4\). Since
\[
D_{a}(\zeta) = \zeta^a e^{-\frac{\zeta^2}{4}} \left( 1 + O(\zeta^{-2}) \right), \quad \zeta \to \infty, \quad |\arg \zeta| < \frac{3\pi}{4} - \delta,
\]
the sought-after asymptotics (A.14) of $\psi$ can be obtained by choosing
\[
a = iv, \quad c_1 = 0, \quad c_2 = 2^{-iv}e^{\pi v}, \quad c_3 = 2^{-iv}e^{-3\pi v}, \quad c_4 = 0.
\]
This yields the expression (A.13a) for $\psi_{11}$; the expression (A.13b) for $\psi_{22}$ is derived in a similar way. The functions $\psi_{12}$ and $\psi_{21}$ can be obtained from the equations
\[
\psi_{21} = \beta_{21}^{-1}(\psi_{11}(z) + 2iz\psi_{11}(z)), \quad \psi_{12} = \beta_{21}^{-1}(\psi_{22}(z) - 2iz\psi_{22}(z)).
\]
Using that $\det \psi = 1$, the (21) and (12) entries of the jump condition $(\psi_-)^{-1}\psi_+ = v^\psi$ evaluated at $z = 0$ then yield
\[
v_{21}^\psi(q) = -\frac{\sqrt{2\pi}e^{\frac{\pi}{2}}2^{-2iv+1}e^{-\pi v}}{\beta_{21}\Gamma(-iv)}, \quad v_{12}^\psi(q) = -\frac{\sqrt{2\pi}e^{-\frac{\pi}{2}}2^{2iv+1}e^{3\pi v}}{\beta_{21}\Gamma(iv)}.
\]
Thus $v^\psi$ has the form (A.10) provided that $\beta_{12} = 4e^{-\pi v}\beta^X$ and $\beta_{21} = 4e^{\pi v}\beta^X$ with $\beta^X$ given by (A.11). This motivates the form of equation (A.12).

**Appendix B.** Exact Solution in Terms of Airy Functions

Let $Y := Y_1 \cup \cdots \cup Y_4 \subset \mathbb{C}$ denote the union of the four rays
\[
Y_1 := \{s \mid 0 \leq s < \infty\}, \quad Y_2 := \{se^{\frac{2\pi}{3}} \mid 0 \leq s < \infty\},
\]
\[
Y_3 := \{-s \mid 0 \leq s < \infty\}, \quad Y_4 := \{se^{-\frac{2\pi}{3}} \mid 0 \leq s < \infty\},
\]
oriented toward the origin as in Fig. 21.

Define the open sectors $\{S_j\}_{j=1}^4$ by
\[
S_1 := \{\arg k \in (0, \frac{2\pi}{3})\}, \quad S_2 := \{\arg k \in (\frac{2\pi}{3}, \pi)\},
\]
\[
S_3 := \{\arg k \in (\pi, \frac{4\pi}{3})\}, \quad S_4 := \{\arg k \in (\frac{4\pi}{3}, 2\pi)\}.
\]
Let $\omega := e^{\frac{2\pi i}{3}}$. Define the function $m^{Ai}(\zeta)$ for $\zeta \in \mathbb{C} \setminus Y$ by

$$m^{Ai}(\zeta) := \Psi(\zeta) \times \begin{cases} \frac{1}{2\sqrt{\pi}} \sum_{k=0}^{N} \frac{1}{\left(\frac{2}{3} \zeta^{3/2}\right)^k} \frac{1}{\zeta^{1/2} \sigma_3} \left( (-1)^k u_k \quad u_k \right) e^{-\frac{\pi i}{6} \sigma_3}, & \zeta \in \mathbb{C} \setminus Y, \\ \frac{1}{\sqrt{\pi}} e^{-\frac{\pi i}{2}} \sum_{k=0}^{N} \frac{1}{\left(\frac{2}{3} \zeta^{3/2}\right)^k} e^{\frac{\pi i}{2} \sigma_3} \left( \frac{v_k}{(1 \quad -1)^k u_k} \right) \zeta^{1/2} \sigma_3, & \zeta \in \mathbb{C} \setminus Y, \end{cases}$$

where

$$\Psi(\zeta) := \begin{cases} \begin{pmatrix} \text{Ai}(\zeta) & \text{Ai}(\omega^2 \zeta) \\ \text{Ai}'(\zeta) & \omega^2 \text{Ai}'(\omega^2 \zeta) \end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3}, & \zeta \in \mathbb{C}^+, \\ \begin{pmatrix} \text{Ai}(\zeta) & -\omega^2 \text{Ai}(\omega \zeta) \\ \text{Ai}'(\zeta) & -\text{Ai}'(\omega \zeta) \end{pmatrix} e^{-\frac{\pi i}{6} \sigma_3}, & \zeta \in \mathbb{C}^- \end{cases}.$$
where the jump matrix \( v^{Ai} \) is defined by
\[
v^{Ai}(\zeta) := \begin{pmatrix} 1 - e^{-\frac{2}{3} \zeta^{3/2}} & 0 \\ 0 & 1 \end{pmatrix}, \quad \zeta \in Y_1, \\
\begin{pmatrix} 1 & 0 \\ e^{\frac{2}{3} \zeta^{3/2}} & 1 \end{pmatrix}, \quad \zeta \in Y_2 \cup Y_4, \\
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \zeta \in Y_3.
\]

(b) For each integer \( N \geq 0 \), the functions \( m^{Ai}_{as,N}(\zeta) \) and \( m^{Ai,inv}_{as,N}(\zeta) \) are analytic for \( \zeta \in \mathbb{C} \setminus (-\infty, 0] \) and satisfy the following jump relations on the negative real axis:
\[
m^{Ai}_{as,N+}(\zeta) = m^{Ai}_{as,N-}(\zeta) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \zeta < 0, \quad (B.5a)
\]
\[
m^{Ai,inv}_{as,N+}(\zeta) = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} m^{Ai,inv}_{as,N-}(\zeta), \quad \zeta < 0. \quad (B.5b)
\]

(c) The functions \( m^{Ai}_{as,N} \) and \( m^{Ai,inv}_{as,N} \) approximate \( m^{Ai} \) and its inverse as \( \zeta \to \infty \) in the sense that
\[
m^{Ai}(\zeta)^{-1} m^{Ai}_{as,N}(\zeta) = I + O(\zeta^{-\frac{3(N+1)}{2}}), \quad \zeta \to \infty, \quad (B.6a)
\]
\[
m^{Ai,inv}_{as,N}(\zeta) m^{Ai}(\zeta) = I + O(\zeta^{-\frac{3(N+1)}{2}}), \quad \zeta \to \infty, \quad (B.6b)
\]
where the error terms are uniform with respect to \( \arg \zeta \in [0, 2\pi] \).

Proof. The analyticity of \( m^{Ai} \) is a direct consequence of the Airy function \( \text{Ai}(\zeta) \) being entire. The jump condition (B.4) can be verified by means of the identity
\[
\text{Ai}(\zeta) + \omega \text{Ai}(\omega \zeta) + \omega^2 \text{Ai}(\omega^2 \zeta) = 0, \quad \zeta \in \mathbb{C}.
\]

On the other hand, the analyticity of \( m^{Ai}_{as,N}(\zeta) \) and \( m^{Ai,inv}_{as,N}(\zeta) \) is immediate from (B.3). Using that \((\zeta^{3/2})_\pm = \mp i |\zeta|^{3/2} \) and \((\zeta^{1/4})_\pm = e^{\pm \frac{\pi i}{4}} |\zeta|^{1/4} \) for \( \zeta \in (-\infty, 0) \), a straightforward computation gives (B.5). This proves (a) and (b).

In order to prove (c), we note that, for each small number \( \delta > 0 \), the Airy function satisfies the following asymptotic expansions uniformly in the stated sectors, see [39]:
\[
\text{Ai}(z) = e^{-\frac{2}{3} z^{3/2}} \sum_{k=0}^{\infty} \frac{(-1)^k u_k}{(\frac{2}{3} z^{3/2})^k}, \quad z \to \infty, \quad |\arg z| \leq \pi - \delta, \quad (B.7)
\]
and
\[
\text{Ai}'(z) = -\frac{z^{1/4} e^{-\frac{2}{3} z^{3/2}}}{2 \sqrt{\pi}} \sum_{k=0}^{\infty} \frac{(-1)^k (6k+1) u_k}{(1-6k)(\frac{2}{3} z^{3/2})^k}, \quad z \to \infty, \quad |\arg z| \leq \pi - \delta, \quad (B.8)
\]
The function $m_{as,N}(\zeta)$ is defined by the expression obtained by substituting the asymptotic sums in (B.7) from $k = 0$ to $k = N$ into the definition of $m^{Ai}(\zeta)$ for $\zeta \in S_1$. Similarly, $m_{as,inv,N}(\zeta)$ is defined by the expression obtained by substituting the asymptotic sums in (B.7) from $k = 0$ to $k = N$ into the following expression for $m^{Ai}(\zeta)^{-1}$ which is valid for $\zeta \in S_1$:

$$m^{Ai}(\zeta)^{-1} = 2\pi i \omega^2 e^{-\frac{2}{3}\zeta^3/\sigma_3} e^{\frac{2}{3}\sigma_3} \left( \frac{\omega^2 \text{Ai}'(\omega^2 \zeta) - \text{Ai}(\omega^2 \zeta)}{-\text{Ai}'(\zeta) \text{Ai}(\zeta)} \right).$$

It follows that the estimates in (B.6) hold as $\zeta \to \infty$ in $\bar{S}_1$. Long but straightforward computations using (B.7) and (B.8) show that the estimates in (B.6) hold as $\zeta \to \infty$ in $\bar{S}_2 \cup \bar{S}_3 \cup \bar{S}_4$ as well.

Appendix C. Endpoint Behavior of a Cauchy Integral

Let $\gamma : [\alpha, \beta] \to \mathbb{C}$ be a smooth simple contour from $a = \gamma(\alpha)$ to $b = \gamma(\beta)$ with $a \neq b$. By a slight abuse of notation, we let $\gamma$ denote both the map $[\alpha, \beta] \to \mathbb{C}$ and its image $\gamma := \gamma([\alpha, \beta])$ as a subset of $\mathbb{C}$.

Lemma C.1. Let $f : \gamma \to \mathbb{C}$ be such that $t \mapsto f(\gamma(t))$ is $C^1$ on $[\alpha, \beta]$. Suppose $g(k)$ is a $C^1$-function of $k \in \mathbb{C}$ and define the function $h(k)$ by

$$h(k) := \frac{g(k)}{2\pi i} \int_{\gamma} \frac{f(s)ds}{s - k}, \quad k \in \mathbb{C} \setminus \gamma.$$ 

Then the functions $e^{ih(k)}$ and $e^{-ih(k)}$ are bounded as $k \in \mathbb{C} \setminus \gamma$ approaches $b$ if and only if the product $g(b)f(b)$ is purely imaginary.

Proof. We know (see [37, Appendix A2]) that the endpoint behavior of the Cauchy integral (here near $k = b$) is given by

$$\frac{1}{2\pi i} \int_{\alpha}^{b} \frac{f(s)ds}{s - k} = \frac{f(b)}{2\pi i} \ln(k - b) + \Phi_b(k),$$

where $\Phi_b(k)$ is bounded near $k = b$. We thus have $h(k) = \frac{g(k)}{2\pi i} f(b) \ln(k - b) + \Psi_b(k)$ where $\Psi_b(k)$ is bounded near $k = b$. Moreover,

$$\frac{g(k)}{2\pi i} f(b) \ln(k - b) = \frac{g(k) - g(b)}{2\pi i} f(b) \ln(k - b) + \frac{g(b)}{2\pi i} f(b) \ln(k - b),$$

where the first term on the right-hand side is clearly bounded as $k \to b$. The term $\frac{g(b)}{2\pi i} f(b) \ln(k - b)$ is unbounded as $k \to b$, but its contribution to $e^{\pm ih(k)}$ is bounded iff the product $g(b)f(b)$ is purely imaginary. $\square$
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