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Abstract. In this paper we prove local well-posedness in Orlicz spaces for the biharmonic heat equation $\partial_t u + \Delta^2 u = f(u)$, $t > 0$, $x \in \mathbb{R}^N$, with $f(u) \sim e^{u^2}$ for large $u$. Under smallness condition on the initial data and for exponential nonlinearity $f$ such that $|f(u)| \sim |u|^m$ as $u \to 0$, $m \geq 2$, $N(m-1)/4 \geq 2$, we show that the solution is global. Moreover, we obtain decay estimates for large time for the nonlinear biharmonic heat equation as well as for the nonlinear heat equation. Our results extend to the nonlinear polyharmonic heat equation.

1. Introduction

In this paper we study the local well-posedness and the global existence of solution to the Cauchy problem:

\begin{equation} \begin{cases} \partial_t u + \Delta^2 u = f(u), \\ u(0, x) = u_0(x), \end{cases} \end{equation}

where $u(t, x)$ is a real valued function $t > 0$, $x \in \mathbb{R}^N$, $\Delta^2$ is the biharmonic operator, and $f : \mathbb{R} \to \mathbb{R}$ having an exponential growth at infinity.

Higher order parabolic equations, in particular fourth order parabolic equations are used in many models. They arise in Cahn-Hilliard equations, image segmentation, epitaxial thin film growth, surface diffusion flow equations, biharmonic heat equation, etc. See [17 22 3 2 7] and references therein. In the literature no so much is known on higher order parabolic equations, compared with the second order ones. This is due in particular to the lack of the
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maximum principle. In this paper, we study the local existence and asymptotic behavior for the biharmonic heat equation with initial data in Orlicz spaces and with nonlinearity behaving as $e^{u^2}$ at infinity. We also obtain some results for the higher order nonlinear heat equation.

As is a standard practice, we study (1.1) via the associated integral equation:

$$u(t) = e^{-t\Delta^2}u_0 + \int_0^t e^{-(t-s)\Delta^2} f(u(s)) \, ds,$$  \hspace{1cm} (1.2)$$
where $e^{-t\Delta^2}$ is the biharmonic heat semi-group.

It is well known that if $u_0 \in L^\infty(\mathbb{R}^N)$ and $f(0) = 0$, then there exists a unique local solution $u \in C((0, T]; L^\infty(\mathbb{R}^N))$ to (1.1). If $u_0 \not\in L^\infty(\mathbb{R}^N)$, the first result with singular initial data is due to Weissler [24] for power nonlinearities $f(u) = |u|^{m-1}u$, $m > 1$ is a real number and $u_0 \in L^q(\mathbb{R}^N)$, $1 \leq q < \infty$. From [24, Theorem 2, p. 82] with $A = -\Delta^2$, we have local well-posedness in $L^q(\mathbb{R}^N)$ for $q > q_c := \frac{N(m-1)}{4}$, $q \geq 1$.

For exponential nonlinearities $f(u) \sim e^{u^2}$, $u$ large, the better space is the so-called Orlicz space $\exp L^2(\mathbb{R}^N)$ which is a generalization of Lebesgue spaces and is embedded in $L^q(\mathbb{R}^N)$ for every $2 \leq q < \infty$. While the second order heat equation with exponential nonlinearity has been studied extensively before, see [12, 13, 14, 19] and references therein, to our best knowledge there is no previous study on the biharmonic heat equation with a such nonlinearity. This motivates us to consider the problem (1.1) with exponential growth nonlinearity.

The Orlicz space $\exp L^2(\mathbb{R}^N)$ is defined as follows

$$\exp L^2(\mathbb{R}^N) = \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^N); \int_{\mathbb{R}^N} \left( e^{\frac{|u(x)|^2}{\alpha^2}} - 1 \right) \, dx < \infty, \text{ for some } \alpha > 0 \right\},$$

endowed with the Luxembourg norm

$$\|u\|_{\exp L^2(\mathbb{R}^N)} := \inf \left\{ \alpha > 0; \int_{\mathbb{R}^N} \left( e^{\frac{|u(x)|^2}{\alpha^2}} - 1 \right) \, dx \leq 1 \right\}.$$  \hspace{1cm} (1.3)$$

Since the space of smooth compactly supported functions $C_0^\infty(\mathbb{R}^N)$ is not dense in the Orlicz space $\exp L^2(\mathbb{R}^N)$ (see [13, 14]), we use the space $\exp L^2_0(\mathbb{R}^N)$ which is the closure of $C_0^\infty(\mathbb{R}^N)$ with respect to the Luxembourg norm $\| \cdot \|_{\exp L^2(\mathbb{R}^N)}$. It is known that, see [14],

$$\exp L^2_0(\mathbb{R}^N) = \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^N); \int_{\mathbb{R}^N} \left( e^{\frac{|u(x)|^2}{\alpha^2}} - 1 \right) \, dx < \infty, \text{ for every } \alpha > 0 \right\}. \hspace{1cm} (1.3)$$

As it will be shown in Section 3, the biharmonic heat semi-group $e^{-t\Delta^2}$ is continuous at $t = 0$ in $\exp L^2_0(\mathbb{R}^N)$. However, this is not the case in $\exp L^2(\mathbb{R}^N)$.

In the sequel, we adopt the following definitions of weak and weak-mild solutions to the Cauchy problem (1.1).
Definition 1.1 (Weak solution). Let \( u_0 \in \exp L^2_0(\mathbb{R}^N) \) and \( T > 0 \). We say that the function \( u \in C([0, T]; \exp L^2_0(\mathbb{R}^N)) \) is a weak solution of (1.1) if \( u \) verifies (1.1) in the sense of distribution and \( u(t) \to u_0 \) in the weak\(^*\) topology as \( t \downarrow 0 \).

Definition 1.2 (Weak-mild solution). We say that \( u \in L^\infty(0, T; \exp L^2_0(\mathbb{R}^N)) \) is a weak-mild solution of the Cauchy problem (1.1) if \( u \) satisfies the associated integral equation (1.2) in \( \exp L^2(\mathbb{R}^N) \) for almost all \( t \in (0, T) \) and \( u(t) \to u_0 \) in the weak\(^*\) topology as \( t \downarrow 0 \).

We are first interested in the local well-posedness. Since \( C^\infty_0(\mathbb{R}^N) \) is dense in \( \exp L^2_0(\mathbb{R}^N) \), we are able to prove local existence and uniqueness to (1.1) for initial data in \( \exp L^2_0(\mathbb{R}^N) \).

We assume that the nonlinearity \( f \) satisfies

\[
f(0) = 0, \quad |f(u) - f(v)| \leq C|u - v|(e^{\lambda u^2} + e^{\lambda v^2}), \quad \forall \ u, v \in \mathbb{R},
\]

for some constants \( C > 0 \) and \( \lambda > 0 \). Our first main result reads as follows.

**Theorem 1.3** (Local well-posedness). Suppose that \( f \) satisfies (1.4). Given any \( u_0 \in \exp L^2_0(\mathbb{R}^N) \), there exist a time \( T = T(u_0) > 0 \) and a unique weak solution \( u \in C([0, T]; \exp L^2_0(\mathbb{R}^N)) \) to (1.1).

Our second interest is the global existence. This depends on the behavior of the nonlinearity \( f(u) \) near \( u = 0 \). The following behavior near 0 will be allowed

\[
|f(u)| \sim |u|^m,
\]

where \( m \geq 2, N(m - 1)/4 \geq 2 \). In fact, by Fujita-type results, it is known that for \( N(m - 1)/4 < 1 \) blow-up occurs. See \[6, 9\] and references therein. In addition, in the framework of \( \exp L^2(\mathbb{R}^N) \) and using the embedding of Orlicz space in Lebesgue space (see Lemma 2.4 below), imposes that \( N(m - 1)/4 \geq 2 \). More precisely, we suppose that the nonlinearity \( f \) satisfies

\[
f(0) = 0, \quad |f(u) - f(v)| \leq C|u - v|\left(|u|^{m-1}e^{\lambda u^2} + |v|^{m-1}e^{\lambda v^2}\right), \quad \forall \ u, v \in \mathbb{R},
\]

where \( m \geq 1 + \frac{8}{N}, m \geq 2, C > 0 \) and \( \lambda > 0 \) are constants. Our aim is to obtain global existence to the Cauchy problem (1.1) for small initial data in \( \exp L^2(\mathbb{R}^N) \). We have obtained the following.

**Theorem 1.4** (Global existence). Let \( m \) be a real number such that \( m \geq 1 + \frac{8}{N}, m \geq 2 \). Assume that the nonlinearity \( f \) satisfies (1.5). Then, there exists a positive constant \( \varepsilon > 0 \)
such that for every initial data $u_0 \in \text{exp} L^2(\mathbb{R}^N)$ with $\|u_0\|_{\exp L^2(\mathbb{R}^N)} \leq \varepsilon$, there exists a weak-mild solution $u \in L^\infty(0, \infty; \exp L^2(\mathbb{R}^N))$ of the Cauchy problem (1.1) satisfying

$$
\lim_{t \rightarrow 0} \|u(t) - e^{-t\Delta^2} u_0\|_{\exp L^2(\mathbb{R}^N)} = 0. \tag{1.6}
$$

Moreover, there exists a constant $C > 0$ such that,

$$
\|u(t)\|_p \leq C t^{-\sigma}, \quad \forall \, t > 0, \tag{1.7}
$$

where

$$
\sigma = \frac{1}{m-1} - \frac{N}{4p} > 0,
$$

with $\frac{N(m-1)}{4} < p < \infty$ if $N \geq 8$ and $\max\left\{m, \frac{2N(m-1)}{8-N}\right\} \leq p \leq \infty$ if $N < 8$.

Hereafter, $\| \cdot \|_p$ denotes the norm in the Lebesgue space $L^p(\mathbb{R}^N)$, $1 \leq p \leq \infty$. We mention that the assumption (1.5) on the nonlinearity covers the cases

$$
f(u) = \pm |u|^{m-1} u e^{u^2}, \quad m \geq 1 + \frac{8}{N}, \quad m \geq 2.
$$

Let us now give an outline of the proofs. To prove Theorem 1.3 we decompose the initial data $u_0 \in \text{exp} L^2_0(\mathbb{R}^N)$ into a small part in $\text{exp} L^2(\mathbb{R}^N)$ and a smooth one. This will be done using the density of $C_0^\infty(\mathbb{R}^N)$ in $\exp L^2_0(\mathbb{R}^N)$. First we solve the initial value problem with smooth initial data to obtain a local and bounded solution $v$. Then we consider the perturbed equation satisfied by $w := u - v$ and with small initial data. This idea was introduced in [4] and used in [16, 11] for instance. Our proof of Theorem 1.4 uses and improves some arguments of [13] and is done as follows. First, we establish a key $L^p - L^q$ estimate on the biharmonic heat semi-group with a constant independent of $p$ and $q$ (see Proposition 3.1 below). This is obtained using a majorizing kernel of the fundamental solution of the linear biharmonic heat equation, since this last one is not positive. Then, we perform a fixed point argument in suitable complete metric space. This space allows us to obtain the estimate (1.7) immediately.

Using this approach, we can obtain similar estimates for the nonlinear heat equation

$$
\begin{cases}
\partial_t u - \Delta u = f(u), \\
u(0, x) = u_0(x),
\end{cases} \tag{1.8}
$$

where $u = u(t, x), \, t > 0, \, x \in \mathbb{R}^N$ and $f$ satisfies

$$
f(0) = 0, \quad |f(u) - f(v)| \leq C |u - v| \left(|u|^\ell e^{\lambda u^2} + |v|^\ell e^{\lambda v^2}\right), \quad \forall \, u, \, v \in \mathbb{R}, \tag{1.9}
$$
with $\frac{N(\ell-1)}{2} \geq 2$, $\ell \geq 2$, $C > 0$ and $\lambda > 0$ are constants. It is known that if $u_0 \in \exp L_0^2(\mathbb{R}^N)$, then (1.8) has a unique local solution (see [14]). It is also known that if $\|u_0\|_{\exp L^2(\mathbb{R}^N)}$ is sufficiently small, the solution is global (see [13]). We have the following result which can be seen as an improvement of [13, Theorem 1.3, p. 1174]. In fact, in the following theorem, only the case $\ell = 1 + \frac{4}{N}$, $N \leq 4$ was considered in [13].

**Theorem 1.5.** Let $\ell$ be a real number such that $\ell \geq 1 + \frac{1}{N}$, $\ell \geq 2$. Assume that the nonlinearity $f$ satisfies (1.9). Let $u_0 \in \exp L_0^2(\mathbb{R}^N)$ with $\|u_0\|_{\exp L^2(\mathbb{R}^N)}$ sufficiently small, and $u \in C([0, \infty); \exp L_0^2(\mathbb{R}^N))$ be the global solution of (1.8). Then we have the following

$$\|u(t)\|_p \leq C t^{-\sigma}, \quad \forall t > 0,$$

where

$$\sigma = \frac{1}{\ell - 1} - \frac{N}{2p} > 0,$$

with $\frac{N(\ell-1)}{2} < p < \infty$ if $N \geq 4$ and $\max \left\{ \ell, \frac{2N(\ell-1)}{4-N} \right\} \leq p \leq \infty$ if $N < 4$.

The rest of this paper is organized as follows. In the next section, we collect some basic facts and useful tools about Orlicz spaces. Section 3 is devoted to some crucial estimates on the biharmonic heat semi-group. The proof of Theorem 1.3 is done in Section 4. In Section 5, we give the proof of Theorem 1.4. We also give the proof of Theorem 1.5 concerning the nonlinear heat equation (1.8). Finally, in Section 6 we sketch briefly how our results can be extended to polyharmonic heat equations with exponential nonlinearity. In all this paper, $C$ will be a positive constant which may have different values at different places. Also, $L^q(\mathbb{R}^N)$, $\exp L^2(\mathbb{R}^N)$, $\exp L_0^2(\mathbb{R}^N)$ will be written respectively $L^q$, $\exp L^2$ and $\exp L_0^2$.

2. Orlicz spaces: basic facts and useful tools

Let us recall the definition of the so-called Orlicz spaces on $\mathbb{R}^N$ and some related basic facts. For a complete presentation and more details, we refer the reader to [1, 18, 21].

**Definition 2.1.**

Let $\phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ be a convex increasing function such that

$$\phi(0) = 0 = \lim_{s \rightarrow 0^+} \phi(s), \quad \lim_{s \rightarrow \infty} \phi(s) = \infty.$$

We say that a function $u \in L^1_{loc}(\mathbb{R}^N)$ belongs to $L^\phi(\mathbb{R}^N)$ if there exists $\alpha > 0$ such that

$$\int_{\mathbb{R}^N} \phi \left( \frac{|u(x)|}{\alpha} \right) dx < \infty.$$
We denote then

$$
\|u\|_{L^\phi} = \inf \left\{ \alpha > 0, \int_{\mathbb{R}^N} \phi \left( \frac{|u(x)|}{\alpha} \right) \, dx \leq 1 \right\}.
$$

(2.1)

It is known that \((L^\phi(\mathbb{R}^N), \| \cdot \|_{L^\phi})\) is a Banach space. Note that, if \(\phi(s) = s^p, 1 \leq p < \infty\), then \(L^\phi\) is nothing else than the Lebesgue space \(L^p\). Moreover, for \(u \in L^\phi\) with \(\|u\|_{L^\phi} > 0\), we have

$$
\left\{ \alpha > 0, \int_{\mathbb{R}^N} \phi \left( \frac{|u(x)|}{\alpha} \right) \, dx \leq 1 \right\} = [\|u\|_{L^\phi}, \infty[.
$$

In particular

$$
\int_{\mathbb{R}^N} \phi \left( \frac{|u(x)|}{\|u\|_{L^\phi}} \right) \, dx \leq 1.
$$

(2.2)

We also recall the following well known properties.

**Proposition 2.2.** We have

(i) \(L^1 \cap L^\infty \subset L^\phi \subset L^1 + L^\infty\).

(ii) Lower semi-continuity:

\(u_n \to u \text{ a.e.} \implies \|u\|_{L^\phi} \leq \liminf \|u_n\|_{L^\phi}\).

(iii) Monotonicity:

\(|u| \leq |v| \text{ a.e.} \implies \|u\|_{L^\phi} \leq \|v\|_{L^\phi}\).

(iv) Strong Fatou property:

\(0 \leq u_n \nRightarrow u \text{ a.e.} \implies \|u_n\|_{L^\phi} \nRightarrow \|u\|_{L^\phi}\).

Denote by

\[L^\phi_0(\mathbb{R}^N) = \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^N), \int_{\mathbb{R}^N} \phi \left( \frac{|u(x)|}{\alpha} \right) \, dx < \infty, \forall \alpha > 0 \right\}.
\]

It can be shown (see for example [14]) that

\[L^\phi_0(\mathbb{R}^N) = C^0_\infty(\mathbb{R}^N)^L^\phi = \text{the closure of } C^0_\infty(\mathbb{R}^N) \text{ in } L^\phi(\mathbb{R}^N).
\]

Clearly \(L^\phi_0(\mathbb{R}^N) = L^\phi(\mathbb{R}^N)\) for \(\phi(s) = s^p, p \geq 1\), but this is not the case for any \(\phi\) (see [14]).

When \(\phi(s) = e^{s^2} - 1\), we denote the space \(L^\phi(\mathbb{R}^N)\) by \(\text{exp } L^2\) and \(L^\phi_0(\mathbb{R}^N)\) by \(\text{exp } L^2_0\).

The following Lemma summarize the relationship between Orlicz and Lebesgue spaces.

**Lemma 2.3.** We have

(i) \(\text{exp } L^2_0 \subsetneq \text{exp } L^2\).

(ii) \(\text{exp } L^2_0 \nleftrightarrow L^\infty\), hence \(\text{exp } L^2 \nleftrightarrow L^\infty\).

(iii) \(\text{exp } L^r \nleftrightarrow L^s\), for all \(1 \leq r < 2\).
(iv) $L^2 \cap L^\infty \hookrightarrow \exp L^2_0$. More precisely
\[
\|u\|_{\exp L^2} \leq \frac{1}{\sqrt{\log 2}} \left( \|u\|_2 + \|u\|_\infty \right),
\] (2.3)

Proof.
(i) Let $u$ be the function defined by
\[
u(x) = \left( -\log |x| \right)^{1/2} \quad \text{if } |x| \leq 1,
\]
u(x) = 0 \quad \text{if } |x| > 1.

For $\alpha > 0$, we have
\[
\int_{\mathbb{R}^N} \left( e^{\frac{u(x)^2}{\alpha^2}} - 1 \right) \, dx < \infty \iff \alpha > N^{-1/2}.
\]

Therefore $u \in \exp L^2 \setminus \exp L^2_0$.

(ii) Let $u$ be the function defined by
\[
u(x) = \left( \log (1 - \log |x|) \right)^{1/2} \quad \text{if } |x| \leq 1,
\]
u(x) = 0 \quad \text{if } |x| > 1.

Clearly $u \notin L^\infty$. Moreover, for any $\alpha > 0$, we have
\[
\int_{\mathbb{R}^N} \left( e^{\frac{u(x)^2}{\alpha^2}} - 1 \right) \, dx = |S^{N-1}| \int_0^1 r^{N-1} \left( (1 - \log r)^\frac{1}{\alpha^2} - 1 \right) \, dr < \infty,
\]
where $|S^{N-1}|$ is the measure of the unit sphere $S^{N-1}$ in $\mathbb{R}^N$. The second assertion follows since $\exp L^2_0 \hookrightarrow \exp L^2$.

(iii) Let $u$ be the function defined by
\[
u(x) = |x|^{-\frac{N}{r}} \quad \text{if } |x| \geq 1,
\]
u(x) = 0 \quad \text{if } |x| < 1.

Then $u \in \exp L^2_0$ but $u \notin L^r$. Indeed, it is clear that $u \notin L^r$, and for $\alpha > 0$, we have
\[
\int_{\mathbb{R}^N} \left( e^{\frac{u(x)^2}{\alpha^2}} - 1 \right) \, dx = \frac{N|S^{N-1}|}{r} \sum_{k=1}^\infty \frac{1}{(2k-r)k!\alpha^{2k}} < \infty.
\]

(iv) Let $u \in L^2 \cap L^\infty$ and let $\alpha > 0$. Using the interpolation inequality
\[
\|u\|_q \leq \|u\|_2^{2/q} \|u\|_\infty^{1-2/q} \leq \|u\|_2 + \|u\|_\infty, \quad 2 \leq q < \infty,
\]
we obtain
\[
\int_{\mathbb{R}^N} \left( e^{\frac{u(x)^2}{\alpha^2}} - 1 \right) \, dx = \sum_{k=1}^{\infty} \frac{1}{k! \alpha^{2k}} \|u\|_{L^{2k}}^{2k} \leq \sum_{k=1}^{\infty} \frac{1}{k! \alpha^{2k}} (\|u\|_2 + \|u\|_{\infty})^{2k} \leq e^{\frac{(\|u\|_2 + \|u\|_{\infty})^2}{\alpha^2}} - 1.
\]

This clearly implies (2.3).

□

We have the embedding: \( \exp L^2 \hookrightarrow L^r \) for every \( 2 \leq r < \infty \). More precisely:

Lemma 2.4. ([19]) For every \( 2 \leq r < \infty \), we have
\[
\|u\|_r \leq \left( \Gamma \left( \frac{r}{2} + 1 \right) \right)^{\frac{1}{r}} \|u\|_{\exp L^2}, \tag{2.4}
\]
where \( \Gamma(x) := \int_0^x \tau^{x-1} e^{-\tau} \, d\tau, \ x > 0. \)

The following lemma will be useful in the proofs.

Lemma 2.5. Let \( \lambda > 0, 1 \leq p < \infty \) and \( K > 0 \) such that \( \lambda p K^2 \leq 1 \). Assume that
\[
\|u\|_{\exp L^2} \leq K.
\]
Then
\[
\|e^{\lambda u^2} - 1\|_p \leq (\lambda p K^2)^{\frac{1}{p}}.
\]

Proof. Write
\[
\int_{\mathbb{R}^N} \left( e^{\lambda u^2} - 1 \right)^p \, dx \leq \int_{\mathbb{R}^N} \left( e^{\lambda p u^2} - 1 \right) \, dx.
\]

We state the following proposition which is needed for the local well-posedness in the space \( \exp L^2_0 \).
Proposition 2.6. Let $u \in C([0,T]; \exp L^2_0)$. Assume that $f$ satisfies (1.4). Then for every $2 \leq p < \infty$ there holds
\[ f(u) \in C ([0,T]; L^p). \]

Proof of Proposition 2.6. Fix $2 \leq p < \infty$, $0 \leq t \leq T$ and let $(t_n) \subset [0,T]$ such that $t_n \to t$. Using Hölder inequality, we obtain
\[
\|f(u(t_n)) - f(u(t))\|_p \leq 2C\|u(t_n) - u(t)\|_p + C\|u(t_n) - u(t)\|_p (\|e^{\lambda u(t_n)^2} - 1 + e^{\lambda u(t_n)^2} - \|_{2p} + \|e^{\lambda u(t)^2} - 1\|_{2p} ) \leq C\|u(t_n) - u(t)\|_{\exp L^2} (1 + \|e^{\lambda u(t_n)^2} - 1\|_{2p} + \|e^{\lambda u(t)^2} - 1\|_{2p}),
\]
where we have used Lemma 2.4 in the last inequality. From [12, 14] (see Proposition 2.3 in [14] for instance) we know that $\|e^{\lambda u(t_n)^2} - 1\|_{2p} \to \|e^{\lambda u(t)^2} - 1\|_{2p}$ as $n \to \infty$. It follows that $\|f(u(t_n)) - f(u(t))\|_p \to 0$ which is the desired conclusion. \hfill \Box

Remark 2.7. The assumption $p \geq 2$ is crucial in order to apply Lemma 2.4. We believe that the conclusion of Proposition 2.6 fails when $1 \leq p < 2$.

We close this section by recalling some properties of the functions $\Gamma$ and $B$ given by
\[
\Gamma(x) = \int_0^\infty \tau^{x-1} e^{-\tau} d\tau, \quad x > 0.
\]
\[
B(x,y) = \int_0^1 \tau^{x-1}(1-\tau)^{y-1} d\tau, \quad x, y > 0.
\]
We have
\[
B(x,y) = \frac{\Gamma(x+y)}{\Gamma(x)\Gamma(y)}, \quad \forall \ x, \ y > 0,
\] (2.5)
\[
\Gamma(x) \geq C > 0, \quad \forall \ x > 0,
\] (2.6)
\[
\Gamma(x+1) \sim \left(\frac{x}{e}\right)^x \sqrt{2\pi x}, \quad \text{as} \ x \to \infty,
\] (2.7)
and
\[
\Gamma(x+1) \leq Cx^{x+\frac{1}{2}}, \quad \forall \ x \geq 1.
\] (2.8)
These estimates will be needed in the proof of Theorem 1.4.
3. Linear estimates

In this section we establish some results needed for the proofs of the main theorems. We first establish some basic estimates for the linear biharmonic heat semigroup \( e^{-t\Delta^2} \). We consider the problem

\[
\begin{aligned}
\partial_t u &= -\Delta^2 u, \quad t > 0, \quad x \in \mathbb{R}^N, \\
u(0, x) &= u_0(x).
\end{aligned}
\] (3.1)

The solution of (3.1) can be written as a convolution:

\[
u(t, x) = (E_t * u_0)(x) := (e^{-t\Delta^2}u_0)(x),
\]

where

\[
E_t(x) = \frac{1}{(2\pi)^N} \int_{\mathbb{R}^N} e^{-t|x|^4} e^{ix\cdot \xi} d\xi,
\]

is the biharmonic heat kernel. Clearly

\[
E_t(x) = t^{-\nu} E_1(t^{-\frac{1}{4}} x).
\]

It is known that \( E_1 \) is given by

\[
E_1(x) = |x|^{1-N} \int_0^{\infty} (|x|s)^{N/2} J_{(N-2)/2}(|x|s) e^{-s^4} ds,
\]

where \( J_{\nu} \) denotes the \( \nu \)-th Bessel function of the first kind. See [10] and references therein. This implies in particular that the kernel \( E \) changes sign, therefore, the associated semigroup is not order-preserving. This is different from the case of the heat equation. In fact, if \( u_0 \in C(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), the unique global solution of (3.1) can be written as follows

\[
u(t, x) = t^{-\frac{N}{4}} E_1(t^{-\frac{1}{4}}y) u_0(x - y) dy.
\]

Proposition 3.1. There exists a positive constant \( \mathcal{H} \) such that for all \( 1 \leq p \leq q \leq \infty \), we have

\[
\| e^{-t\Delta^2} \varphi \|_q \leq \mathcal{H} t^{-\frac{N}{4} + \frac{1}{p} - \frac{1}{q}} \| \varphi \|_p, \quad \forall t > 0, \forall \varphi \in L^p.
\] (3.2)

Remarks 3.2.

1) The fact that the constant \( \mathcal{H} \) does not depend on \( p \) and \( q \) is crucial in our approach. In fact in [23, 20] the estimate (3.2) was obtained for \( 1 < p \leq q < \infty \) and with a constant depending on \( p \) and \( q \). Although in these references the estimates are for bounded domains they are valid for the hole space. See [23, Lemma 4.1, p. 293] and
[20] Lemma 2.1, p. 7264]. This is not helpful for our case and the constant should be independent of \( p \) and \( q \).

2) For the standard linear heat equation, it is known that we may take the constant smaller than 1 and hence independent of \( p \) and \( q \).

3) It seems that for \( p = q \) we may take the constant in (3.2) smaller than 1. See [15, Formula (2.4)]. Since this is not important for our proofs, we do not use it.

To prove Proposition 3.1 we need the following proposition which gives an exponential decay of the biharmonic heat kernel.

**Proposition 3.3.** ([8] Proposition 2.1) There exist two constants \( K > 1 \) and \( \mu > 0 \) such that

\[
|E_1(\eta)| \leq K F(\eta), \quad \forall \eta \in \mathbb{R}^N,
\]

where

\[
F(\eta) = \omega e^{-\mu |\eta|^{4/3}}, \quad \eta \in \mathbb{R}^N, \quad \omega^{-1} = \int_{\mathbb{R}^N} e^{-\mu |\eta|^{4/3}} d\eta.
\]

**Proof of Proposition 3.1** Let \( 1 \leq p \leq q \leq \infty \), \( t > 0 \) and \( \varphi \in L^p \). Using Young inequality, we have

\[
\|e^{-t\Delta^2} \varphi\|_q = \|E_t*\varphi\|_q \leq \|E_t\|_r \|\varphi\|_p,
\]

where

\[
\frac{1}{q} + 1 = \frac{1}{p} + \frac{1}{r}.
\]

Since \( E_t(x) = t^{-\frac{N}{4}} E_1 \left( t^{-\frac{1}{4}}x \right) \), we get

\[
\|E_t\|_r = t^{-\frac{N}{4} \left(\frac{1}{r} - \frac{1}{p} \right)} \|E_1\|_r = t^{-\frac{N}{4} \left(\frac{1}{r} - \frac{1}{p} \right)} \|E_1\|_r.
\]

Using Proposition 3.3 we obtain

\[
\|E_1\|_r \leq K \|F\|_r.
\]

By interpolation and since \( \|F\|_\infty \leq \omega \), \( \|F\|_1 \leq 1 \), we obtain

\[
\|F\|_r \leq \omega^{1 - \frac{1}{p}} \leq 1 + \omega.
\]

Finally,

\[
\|e^{-t\Delta^2} \varphi\|_q \leq K(1 + \omega) t^{-\frac{N}{4} \left(\frac{1}{r} - \frac{1}{p} \right)} \|\varphi\|_p.
\]

This finishes the proof of Proposition 3.1 with \( \mathcal{H} = K(1 + \omega) \).

The following Proposition is a generalization of [13] Lemma 2.2, p. 1176] to the biharmonic operator.
Proposition 3.4. Let $1 \leq p \leq 2$, $1 \leq q \leq \infty$. Then the following estimates hold:

(i) $\|e^{-t\Delta^2} \varphi\|_{L^2} \leq \mathcal{H}\|\varphi\|_{\exp L^2}$, $\forall \ t > 0$, $\forall \ \varphi \in \exp L^2$.

(ii) $\|e^{-t\Delta^2} \varphi\|_{\exp L^2} \leq \mathcal{H} t^{\frac{N}{p^2}} \left( \log \left( \frac{t}{N^4} + 1 \right) \right)^{-\frac{1}{2}} \|\varphi\|_p$, $\forall \ t > 0$, $\forall \ \varphi \in L^p$.

(iii) $\|e^{-t\Delta^2} \varphi\|_{\exp L^2} \leq \frac{\mathcal{H}}{\sqrt{\log 2}} \left[ t^{\frac{N}{p}} \|\varphi\|_q + \|\varphi\|_2 \right]$, $\forall \ t > 0$, $\forall \ \varphi \in L^q \cap L^2$.

Proof. We begin by proving (i). For any $\alpha > 0$, expanding the exponential function leads to

$$\int_{\mathbb{R}^N} \left( \exp \left( \frac{e^{-t\Delta^2} \varphi}{\alpha} \right) - 1 \right) \, dx = \sum_{k=1}^{\infty} \frac{\|e^{-t\Delta^2} \varphi\|_{2k}}{k! \alpha^{2k}}.$$ 

Then by the $L^{2k} - L^k$ estimate of the biharmonic semi-group (3.2), we obtain

$$\int_{\mathbb{R}^N} \left( \exp \left( \frac{e^{-t\Delta^2} \varphi}{\alpha} \right) - 1 \right) \, dx \leq \sum_{k=1}^{\infty} \frac{\mathcal{H}^{2k} \|\varphi\|_{2k}}{k! \alpha^{2k}}$$

$$= \int_{\mathbb{R}^N} \left( \exp \left( \frac{\mathcal{H} \varphi}{\alpha} \right) - 1 \right) \, dx.$$ 

Therefore we obtain

$$\|e^{-t\Delta^2} \varphi\|_{\exp L^2} = \inf \left\{ \alpha > 0, \int_{\mathbb{R}^N} \left( \exp \left( \frac{e^{-t\Delta^2} \varphi}{\alpha} \right) - 1 \right) \, dx \leq 1 \right\}$$

$$\leq \inf \left\{ \alpha > 0, \int_{\mathbb{R}^N} \left( \exp \left( \frac{\mathcal{H} \varphi}{\alpha} \right) - 1 \right) \, dx \leq 1 \right\}$$

$$= \mathcal{H}\|\varphi\|_{\exp L^2}.$$

This proves (i).

We now turn to the proof of (ii). Using (3.2) with $p \leq 2$, we have

$$\int_{\mathbb{R}^N} \left( \exp \left( \frac{e^{-t\Delta^2} \varphi}{\alpha} \right) - 1 \right) \, dx = \sum_{k=1}^{\infty} \frac{\|e^{-t\Delta^2} \varphi\|_{2k}}{k! \alpha^{2k}}$$

$$\leq \sum_{k=1}^{\infty} \frac{\mathcal{H}^{2k} t^{-\frac{N}{p}} \left( \frac{1}{p} - \frac{1}{2k} \right) \|\varphi\|_{2k}}{k! \alpha^{2k}}$$

$$= \frac{\mathcal{H}}{\sqrt{\log 2}} \left[ t^{\frac{N}{p}} \|\varphi\|_q + \|\varphi\|_2 \right].$$

If we have

$$t^{\frac{N}{p}} \left( \exp \left( \frac{\mathcal{H} t^{-\frac{N}{p^2}} \|\varphi\|_p}{\alpha} \right) - 1 \right) \leq 1,$$
then,
\[ \mathcal{H} t^{-\frac{N}{4}} \left( \log(t^{-\frac{N}{4}} + 1) \right)^{-\frac{1}{2}} \| \varphi \|_p \leq \alpha. \]

It follows that
\[ \| e^{-t\Delta^2} \varphi \|_{\exp L^2} \leq \inf \left\{ \alpha > 0, \int_{\mathbb{R}^N} \left( \exp \left( \frac{e^{-t\Delta^2} \varphi}{\alpha} \right) - 1 \right) dx \leq 1 \right\} \]
\[ \leq \mathcal{H} t^{-\frac{N}{4}} \left( \log(t^{-\frac{N}{4}} + 1) \right)^{-\frac{1}{2}} \| \varphi \|_p. \]

This proves (ii).

We now prove (iii). By the embedding \( L^2 \cap L^\infty \hookrightarrow \exp L^2 \), we have
\[ \| e^{-t\Delta^2} \varphi \|_{\exp L^2} \leq \frac{1}{\log 2} \left[ \| e^{-t\Delta^2} \varphi \|_{\infty} + \| e^{-t\Delta^2} \varphi \|_2 \right]. \]

Using the \( L^q - L^\infty \) estimate \( \text{(3.2)} \), we get
\[ \| e^{-t\Delta^2} \varphi \|_{\exp L^2} \leq \frac{\mathcal{H}}{\sqrt{\log 2}} \left[ t^{-\frac{N}{4q}} \| \varphi \|_q + \| \varphi \|_2 \right]. \]

This proves (iii). The proof of the proposition is now complete.

As a consequence we have the following.

**Corollary 3.5.** Let \( N \geq 9, q > \frac{N}{4} \). Then, for every \( g \in L^1 \cap L^q \), we have
\[ \| e^{-t\Delta^2} g \|_{\exp L^2} \leq \kappa(t) \| g \|_{L^1 \cap L^q}, \forall t > 0, \]
where \( \kappa \in L^1(0, \infty) \) is given by
\[ \kappa(t) = \frac{2\mathcal{H}}{\sqrt{\log 2}} \min \left\{ t^{-\frac{N}{4q}} + 1, t^{-\frac{N}{4}} \left( \log(t^{-\frac{N}{4}} + 1) \right)^{-\frac{1}{2}} \right\}. \]

Here we use \( \| g \|_{L^1 \cap L^q} = \| g \|_1 + \| g \|_q \).

**Proof.** We have, by Proposition 3.4 (ii),
\[ \| e^{-t\Delta^2} g \|_{\exp L^2} \leq \mathcal{H} t^{-\frac{N}{4}} \left( \log(t^{-\frac{N}{4}} + 1) \right)^{-\frac{1}{2}} \| g \|_1. \] (3.3)

Using Proposition 3.4 (iii) and interpolation inequality, we get
\[ \| e^{-t\Delta^2} g \|_{\exp L^2} \leq \frac{2\mathcal{H}}{\sqrt{\log 2}} (t^{-\frac{N}{4q}} + 1) \left[ \| g \|_q + \| g \|_1 \right]. \] (3.4)

Combining the inequalities (3.3) and (3.4), we obtain
\[ \| e^{-t\Delta^2} g \|_{\exp L^2} \leq \kappa(t) \left( \| g \|_1 + \| g \|_q \right). \] (3.5)

By the assumption \( N \geq 9, q > \frac{N}{4} \), we can see that \( \kappa \in L^1(0, \infty) \).
For $N = 8$ we have a similar result. For this we need to introduce an appropriate Orlicz space. Let $\phi(u) := e^{u^2} - 1 - u^2$ and $L^\phi(\mathbb{R}^8)$ be the associated Orlicz space with the Luxembourg norm (2.1). From the definition, we have

$$C_1 \|u\|_{\exp L^2(\mathbb{R}^8)} \leq \|u\|_2 + \|u\|_{L^\phi(\mathbb{R}^8)} \leq C_2 \|u\|_{\exp L^2(\mathbb{R}^8)},$$

for some $C_1, C_2 > 0$.

**Corollary 3.6.** For every $g \in L^1(\mathbb{R}^8) \cap L^4(\mathbb{R}^8)$, we have

$$\|e^{-t\Delta^2}g\|_{L^\phi(\mathbb{R}^8)} \leq \zeta(t) \|g\|_{L^1 \cap L^4(\mathbb{R}^8)}, \quad \forall t > 0,$$

where $\zeta \in L^1(0, \infty)$ is given by

$$\zeta(t) = \frac{\mathcal{H}}{\sqrt{\log 2}} \min\left\{1 + t^{-\frac{1}{2}}, \ t^{-2}\left(\log(t^{-2} + 1)\right)^{-\frac{1}{4}}\right\}.$$

**Proof.** We have, using Proposition 3.1,

$$\int_{\mathbb{R}_8^8} \phi\left(\|e^{-t\Delta^2}g\|_{\alpha}\right) \frac{\|e^{-t\Delta^2}g\|_{\alpha}^{2k}}{\alpha^{2k}} \leq \sum_{k \geq 2} \frac{\mathcal{H}^{2k} t^{-2(1-\frac{1}{2})^{2k}} \|g\|_{1}^{2k}}{\alpha^{2k}}$$

$$= \ t^2 \phi\left(\frac{\mathcal{H} t^{-2} \|g\|_{1}}{\alpha}\right)$$

$$\leq \ t^2 \left(\exp\left\{\left(\frac{\mathcal{H} t^{-2} \|g\|_{1}}{\alpha}\right)^4\right\} - 1\right).$$

Therefore we obtain that

$$\|e^{-t\Delta^2}g\|_{L^\phi(\mathbb{R}^8)} \leq \inf\left\{\alpha > 0, \ t^2 \left(\exp\left\{\left(\frac{\mathcal{H} t^{-2} \|g\|_{1}}{\alpha}\right)^4\right\} - 1\right) \leq 1\right\}$$

$$= \ \mathcal{H} t^{-2}\left(\log(t^{-2} + 1)\right)^{-\frac{1}{4}} \|g\|_{1}. \quad (3.8)$$

On the other hand, from the embedding $L^4(\mathbb{R}^8) \cap L^\infty(\mathbb{R}^8) \hookrightarrow L^\phi(\mathbb{R}^8)$, we see that

$$\|e^{-t\Delta^2}g\|_{L^\phi(\mathbb{R}^8)} \leq \frac{1}{\sqrt{\log 2}} \left[\|e^{-t\Delta^2}g\|_{\infty} + \|e^{-t\Delta^2}g\|_{4}\right].$$

Using Proposition 3.1, we obtain that

$$\|e^{-t\Delta^2}g\|_{L^\phi(\mathbb{R}^8)} \leq \frac{\mathcal{H}}{\sqrt{\log 2}} \left[t^{-\frac{1}{2}} \|g\|_{4} + \|g\|_{4}\right]. \quad (3.9)$$
Combining the inequalities \([3.8]\) and \([3.9]\), we have
\[
\|e^{-t\Delta^2}g\|_{L^6(\mathbb{R}^n)} \leq \zeta(t)\|g\|_{L^1\cap L^4(\mathbb{R}^n)}.
\]
We remark that \(\zeta \in L^1(0, \infty)\). \(\square\)

We will also need the following result for the proofs.

**Proposition 3.7.** If \(u_0 \in \exp L^2_0\) then \(e^{-t\Delta^2}u_0 \in C([0, \infty); \exp L^2_0)\).

**Proof.** Let \(u_0 \in \exp L^2_0\). Similarly as in the proof of Part (i) of Proposition \(3.4\) and by the definition of \(\exp L^2_0\) in \(1.3\), we have that \(e^{-t\Delta^2}u_0 \in \exp L^2\) for every \(t > 0\). Thus, it remains only to prove the continuity at \(t = 0\). That is
\[
\lim_{t \to 0} \|e^{-t\Delta^2}u_0 - u_0\|_{\exp L^2} = 0.
\]

Since \(u_0 \in \exp L^2_0\), there exist \(\{u_n\}_{n=1}^\infty \subset C^\infty_0(\mathbb{R}^N)\) such that \(\lim_{n \to \infty} \|u_n - u_0\|_{\exp L^2} = 0\). Thus, we have
\[
\|e^{-t\Delta^2}u_0 - u_0\|_{\exp L^2} \leq \|e^{-t\Delta^2}(u_0 - u_n)\|_{\exp L^2} + \|e^{-t\Delta^2}u_n - u_n\|_{\exp L^2}
+ \|u_n - u_0\|_{\exp L^2}.
\]

We use the fact that \(L^2 \cap L^\infty \subset \exp L^2\) and Part (i) of Proposition \(3.4\) we obtain
\[
\|e^{-t\Delta^2}u_0 - u_0\|_{\exp L^2} \leq \frac{1}{\sqrt{\log 2}} \left(\|e^{-t\Delta^2}u_n - u_n\|_2 + \|e^{-t\Delta^2}u_n - u_n\|_{L^\infty}\right)
+ (H + 1)\|u_n - u_0\|_{\exp L^2}.
\]

Since \(u_n \in C^\infty_0(\mathbb{R}^N)\), we have \(\lim_{t \to 0} \left(\|e^{-t\Delta^2}u_n - u_n\|_2 + \|e^{-t\Delta^2}u_n - u_n\|_{L^\infty}\right) = 0\). Hence
\[
\limsup_{t \to 0} \|e^{-t\Delta^2}u_0 - u_0\|_{\exp L^2} \leq (H + 1)\|u_n - u_0\|_{\exp L^2},
\]
for every \(n \in \mathbb{N}\). This finishes the proof of the proposition. \(\square\)

It is known that \(e^{-t\Delta^2}\) is a \(C^0\)–semigroup on \(L^p\). By Proposition \(3.7\) it is also a \(C^0\)–semigroup on \(\exp L^2_0\). We will show that is not the case on \(\exp L^2\). That is, we will prove that \(e^{-t\Delta^2}\) is not a \(C^0\)–semigroup on \(\exp L^2\). In fact, we show that \(e^{-t\Delta^2}\) is not continuous at \(t = 0\) in \(\exp L^2\). We have the following result.

**Proposition 3.8.** There exist \(u_0 \in \exp L^2\) and a constant \(C > 0\) such that
\[
\|e^{-t\Delta^2}u_0 - u_0\|_{\exp L^2} \geq C, \forall t > 0.
\]
To prove the previous proposition, we recall the notion of rearrangement of functions. Let \( u \) be measurable function defined on \( \mathbb{R}^N \) which is finite almost everywhere. The distribution function \( \mu_u \) of \( u \) is given by

\[
\mu_u(\tau) = \left| \{ x \in \mathbb{R}^N; |u(x)| > \tau \} \right|.
\]

The decreasing rearrangement of \( u \) is the function \( u^\sharp \) defined on \([0, \infty)\) by

\[
u^\sharp(r) := \inf \left\{ \tau > 0; \mu_u(\tau) \leq r \right\}.
\]

Let \( u^{\sharp\sharp} \) be the average function of \( u^\sharp \), namely

\[
u^{\sharp\sharp}(r) := \frac{1}{r} \int_0^r u^\sharp(\eta) \, d\eta.
\] (3.11)

We recall the following lemma.

**Lemma 3.9.** ([13]) Let \( u \in \exp L^2 \). Then the following inequality holds

\[
\sup_{0 < r < 1} \frac{u^{\sharp\sharp}(r)}{\left( \log \left( \frac{e}{r} \right) \right)^{1/2}} + \| u \|_2 \leq C \| u \|_{\exp L^2}.
\]

We also give the following result for \( u_0 \in \exp L^2 \).

**Proposition 3.10.** For any \( t > 0 \) and any \( u_0 \in \exp L^2 \), we have

\[
(e^{-t\Delta^2} u_0)^{\sharp\sharp} \in L^\infty(0, \infty).
\]

**Proof.** Using Proposition 3.1 and Lemma 2.4, we have

\[
\| e^{-t\Delta^2} u_0 \|_\infty \leq \mathcal{H} t^{-\frac{N}{4}} \| u_0 \|_2 \leq \mathcal{H} t^{-\frac{N}{4}} \| u_0 \|_{\exp L^2} < \infty.
\]

Hence \( e^{-t\Delta^2} u_0 \in L^\infty \). By using the rearrangement property, we have

\[
\| e^{-t\Delta^2} u_0 \|_\infty = \| (e^{-t\Delta^2} u_0)^{\sharp\sharp} \|_{L^\infty(0, \infty)},
\]

and then \( (e^{-t\Delta^2} u_0)^{\sharp\sharp} \in L^\infty(0, \infty) \). \qed

We now turn to the proof of inequality (3.11).

**Proof of Proposition 3.8.** Using Lemma 3.9, we have

\[
\| e^{-t\Delta^2} u_0 - u_0 \|_{\exp L^2} \geq C \sup_{0 < r < 1} \left( \frac{\left( e^{-t\Delta^2} u_0 - u_0 \right)^{\sharp\sharp}(r)}{\left( \log \left( \frac{e}{r} \right) \right)^{1/2}} \right).
\]

We have

\[
\| e^{-t\Delta^2} u_0 - u_0 \|_{\exp L^2} \geq C \sup_{0 < r < 1} \left( \frac{\left( e^{-t\Delta^2} u_0 - u_0 \right)^{\sharp\sharp}(r)}{\left( \log \left( \frac{e}{r} \right) \right)^{1/2}} \right).
\]
Thanks to the triangle inequality of the average function: $(u + v)^\sharp\sharp(r) \leq u^\sharp\sharp(r) + v^\sharp\sharp(r)$, and the mean value (3.11), we obtain
\[
\|e^{-t\Delta^2} u_0 - u_0\|_{\exp L^2} \geq C \lim_{r \to 0} \frac{u_0^\sharp\sharp(r) - (e^{-t\Delta^2} u_0)^\sharp\sharp(r)}{(\log \frac{r}{T})^{\frac{1}{2}}}.
\]
By Proposition 3.10 we see that
\[
\lim_{r \to 0} \frac{(e^{-t\Delta^2} u_0)^\sharp\sharp(r)}{(\log \frac{r}{T})^{\frac{1}{2}}} = 0.
\]
Thus, we get
\[
\|e^{-t\Delta^2} u_0 - u_0\|_{\exp L^2} \geq C \lim_{r \to 0} \frac{u_0^\sharp\sharp(r)}{(\log \frac{r}{T})^{\frac{1}{2}}}.
\]
(3.12)
To conclude we make the choice of $u_0$ as follows. Let $\omega_N$ be measure of the unit ball in $\mathbb{R}^N$ and
\[
u_0(x) := \begin{cases} 
1 - 2 \log \left( \frac{\omega_N}{|x|^N} \right), & \text{if } 0 < |x| < 1, \\
2 \sqrt{1 - \log(\omega_N |x|^N)}, & \text{if } |x| \geq 1.
\end{cases}
\]
Then we have
\[
u_0^\sharp\sharp(r) = \left( \frac{\log \frac{r}{T}}{2} \right)^{\frac{1}{2}}, \text{ for } 0 < r < \omega_N.
\]
Therefore, using (3.12), we obtain
\[
\|e^{-t\Delta^2} u_0 - u_0\|_{\exp L^2} \geq C.
\]
This finishes the proof of Proposition 3.8.

4. LOCAL WELL-POSEDNESS IN $\exp L^2_0$

In this section we prove the existence and the uniqueness of solution to (1.1) in $C([0, T]; \exp L^2_0)$ for some $T > 0$, namely Theorem 1.3. Throughout this section we assume that the nonlinearity $f : \mathbb{R} \to \mathbb{R}$ satisfies $f(0) = 0$ and
\[
|f(u) - f(v)| \leq C|u - v| \left( e^{\lambda u^2} + e^{\lambda v^2} \right), \quad \forall \ u, v \in \mathbb{R}
\]
(4.1)
for some constants $C > 0$, $\lambda > 0$. We emphasize that, thanks to Proposition 2.6, the Cauchy problem (1.1) admits the equivalent integral formulation (1.2).

**Proposition 4.1.** Let $T > 0$ and $u_0$ be in $\exp L^2_0$. If $u$ belongs to $C([0, T]; \exp L^2_0)$, then $u$ is a weak solution of (1.1) if and only if $u(t)$ satisfies the integral equation (1.2) for any $t \in (0, T)$. 

□
Now we are ready to prove Theorem 1.3. As explained in the introduction, the idea here is to split the initial data \( u_0 \in \exp L^2_0 \) into a small part in \( \exp L^2 \) and a smooth one. This will be done using the density of \( C_0^\infty (\mathbb{R}^N) \) in \( \exp L^2_0 \). First we solve the initial value problem with smooth initial data to obtain a local and bounded solution \( v \). Then we consider the perturbed equation satisfied by \( w := u - v \) and with small initial data. Now we come to the details. For \( \varepsilon > 0 \) to be chosen later, we write \( u_0 = v_0 + w_0 \), where \( v_0 \in C_0^\infty (\mathbb{R}^N) \) and \( \|w_0\|_{\exp L^2} \leq \varepsilon \). Then, we consider the two Cauchy problems:

\[
(P_1) \quad \begin{cases} \partial_t v + \Delta^2 v = f(v), & t > 0, \; x \in \mathbb{R}^N, \\ v(0) = v_0, \end{cases}
\]

and

\[
(P_2) \quad \begin{cases} \partial_t w + \Delta^2 w = f(w + v) - f(v), & t > 0, \; x \in \mathbb{R}^N, \\ w(0) = w_0. \end{cases}
\]

We prove the following existence result concerning \((P_1)\).

**Proposition 4.2.** Let \( v_0 \in L^2 \cap L^\infty \). Then there exist a time \( T > 0 \) and a mild solution \( v \in C([0, T], \exp L^2_0) \cap L^\infty (0, T; L^\infty) \) to \((P_1)\).

**Proof of Proposition 4.2.** We use a fixed point argument. We introduce, for any positive time \( T \) the following complete metric space

\[
\mathcal{Y}(T) := \left\{ v \in C([0, T]; \exp L^2_0) \cap L^\infty (0, T; L^\infty); \; \|v\|_T \leq 2\mathcal{H}\|v_0\|_{L^2 \cap L^\infty} \right\},
\]

where \( \|v\|_T := \|v\|_{L^\infty (0,T;L^2)} + \|v\|_{L^\infty (0,T;L^\infty)} \), and \( \|v_0\|_{L^2 \cap L^\infty} = \|v_0\|_2 + \|v_0\|_\infty \). Set

\[
\Phi(v)(t) := e^{-t\Delta^2} v_0 + \int_0^t e^{-t-s}\Delta^2 f(v(s)) \, ds.
\]

We will prove that if \( T > 0 \) is small enough then \( \Phi \) is a contraction map from \( \mathcal{Y}(T) \) into itself. First let us remark that by Proposition 4.1 and the fact that \( f(v) \in L^1(0,T; \exp L^2_0) \) whenever \( v \in C([0, T]; \exp L^2_0) \cap L^\infty (0, T; L^\infty) \), we have \( \Phi(v) \in C([0, T]; \exp L^2_0) \cap L^\infty (0, T; L^\infty) \). Now, for every \( v_1, v_2 \in \mathcal{Y}(T) \), we have thanks to (3.1),

\[
\|\Phi(v_1) - \Phi(v_2)\|_{L^\infty (0,T;L^2)} \leq \mathcal{H} \int_0^T \|f(v_1(s)) - f(v_2(s))\|_q \, ds \\
\leq \mathcal{H} T \|f(v_1) - f(v_2)\|_{L^\infty (0,T;L^q)} \\
\leq C \mathcal{H} T \left( e^{\lambda\|v_1\|_{L^\infty (0,T;L^\infty)}} + e^{\lambda\|v_2\|_{L^\infty (0,T;L^\infty)}} \right) \|v_1 - v_2\|_{L^\infty (0,T;L^2)}
\]

where \( \lambda > 0 \). Therefore, \( \Phi \) is a contraction map from \( \mathcal{Y}(T) \) into itself, and the existence of the mild solution \( v \) in \( C([0, T], \exp L^2_0) \cap L^\infty (0, T; L^\infty) \) follows by the contraction mapping theorem.
where \( q = 2 \) or \( q = \infty \). Then, it follows that
\[
\| \Phi(v_1) - \Phi(v_2) \|_T \leq 2C HT e^{4\lambda H^2 \|v_0\|_{L^2 \cap L^\infty}^2} \|v_1 - v_2\|_T. \tag{4.2}
\]
Similarly we have
\[
\| \Phi(v) \|_T \leq C HT e^{4\lambda H^2 \|v_0\|_{L^2 \cap L^\infty}^2} \|v\|_T + H \|v_0\|_{L^2 \cap L^\infty}. \tag{4.3}
\]
From (4.2) and (4.3) we conclude that for \( T = T(\|v_0\|_{L^2 \cap L^\infty}) > 0 \) small enough, \( \Phi \) is a contraction map on \( Y \). This finishes the proof of Proposition 4.2. \( \square \)

We now prove the following concerning problem \((P_2)\).

**Proposition 4.3.** Let \( T > 0 \) and \( v \in L^\infty(0, T; L^\infty) \). Let \( w_0 \in \exp L^2_0 \). Then for \( \|w_0\|_{\exp L^2} \leq \varepsilon \), with \( \varepsilon > 0 \) small enough, there exist a time \( \bar{T} = \bar{T}(w_0, \varepsilon, v) > 0 \) and a mild solution \( w \in C([0, \bar{T}], \exp L^2_0) \) to problem \((P_2)\).

To prove Proposition 4.3 we establish first the following lemma.

**Lemma 4.4.** Let \( v \in L^\infty \) and \( w_1, w_2 \in \exp L^2 \) with \( \|w_1\|_{\exp L^2}, \|w_2\|_{\exp L^2} \leq K \) for some constant \( K > 0 \). Let \( 2 \leq q < \infty \), and assume that \( 4\lambda q K^2 \leq 1 \) where \( \lambda \) is given by (4.1). Then there exists a constant \( C_q = C(q) > 0 \) such that
\[
\| f(w_1 + v) - f(w_2 + v) \|_q \leq C_q e^{2\lambda ||v||^2_\infty} \| w_1 - w_2 \|_{\exp L^2}.
\]

**Proof of the Lemma 4.4.** By the assumption (4.1) on \( f \), we have
\[
\| f(w_1 + v) - f(w_2 + v) \|_q \leq C \| w_1 - w_2 \| \left( e^{2\lambda w_1^2} + e^{2\lambda w_2^2} + e^{2\lambda w_2^2} + 2\lambda w_2^2 \right) \|_q
\]
\[
\leq e^{2\lambda ||v||^2_\infty} \left( 2C \| w_1 - w_2 \|_q + C \| w_1 - w_2 \| \left( e^{2\lambda w_1^2} - 1 \right) \|_q \right)
\]
\[
+ Ce^{2\lambda ||v||^2_\infty} \| w_1 - w_2 \|_q \left( e^{2\lambda w_2^2} - 1 \right) \|_q
\]
\[
\leq e^{2\lambda ||v||^2_\infty} \left( 2C \| w_1 - w_2 \|_q + C \| w_1 - w_2 \|_q \| e^{2\lambda w_1^2} - 1 \|_q \right)
\]
\[
+ Ce^{2\lambda ||v||^2_\infty} \| w_1 - w_2 \|_q \| e^{2\lambda w_2^2} - 1 \|_q
\]
\[
\leq C_q e^{2\lambda ||v||^2_\infty} \| w_1 - w_2 \|_{\exp L^2},
\]
where we have used Hölder inequality, Lemma 2.4 and Lemma 2.5. This finishes the proof of Lemma 4.4. \( \square \)

Now we come to the proof of Proposition 4.3.
Proof of Proposition 4.3. For $\tilde{T} > 0$, $\tilde{M} > 0$, we define

$$W_{\tilde{M},\tilde{T}} := \left\{ w \in C([0, \tilde{T}], \exp L^2_0); \|w\|_{L^\infty(0, \tilde{T}; \exp L^2)} \leq \tilde{M} \right\}.$$  

On the space $W_{\tilde{M},\tilde{T}}$ consider the map

$$F(w)(t) := e^{-t\Delta^2} w_0 + \int_0^t e^{-(t-s)\Delta^2} \left( f(w(s) + v(s)) - f(v(s)) \right) ds.$$  

We will prove that for $\tilde{M} > 0$ and $\tilde{T} > 0$ sufficiently small, $F$ is a contraction map from $W_{\tilde{M},\tilde{T}}$ into itself. From the embedding $L^2 \cap L^\infty \hookrightarrow \exp L^2$, we have

$$\|F(w_1) - F(w_2)\|_{\exp L^2} \leq \frac{1}{\sqrt{\log 2}} \left( \|F(w_1) - F(w_2)\|_2 + \|F(w_1) - F(w_2)\|_\infty \right). \tag{4.4}$$  

Fix $p > \max \left( 2, \frac{N}{4} \right)$. Then, thanks to Proposition 3.1 and Lemma 4.3 we have

$$\|F(w_1) - F(w_2)\|_{\infty} \leq \mathcal{H} \int_0^t (t-s)^{-\frac{N}{4p}} \|f(w_1(s) + v(s)) - f(w_2(s) + v(s))\|_p ds \leq C_p \mathcal{H} e^{2\lambda\|v\|_\infty^2} \int_0^t (t-s)^{-\frac{N}{4p}} ds \|w_1 - w_2\|_{\exp L^2} \leq C_p \mathcal{H} e^{2\lambda\|v\|_\infty^2} \tilde{T}^{1-\frac{N}{4p}} \|w_1 - w_2\|_{\exp L^2}. \tag{4.5}$$  

Applying again Lemma 4.3 with $q = 2$ and $\tilde{M}$ sufficiently small, it holds

$$\|F(w_1) - F(w_2)\|_2 \leq C \mathcal{H} e^{2\lambda\|v\|_\infty^2} \int_0^t \|w_1 - w_2\|_{\exp L^2} ds \leq C \mathcal{H} e^{2\lambda\|v\|_\infty^2} \tilde{T} \|w_1 - w_2\|_{\exp L^2}. \tag{4.6}$$  

Plugging (4.4), (4.5) and (4.6) together, we get, for $w_1, w_2 \in W_{\tilde{M},\tilde{T}}$, 

$$\|F(w_1) - F(w_2)\|_{L^\infty(0, \tilde{T}; \exp L^2)} \leq C e^{2\lambda\|v\|_\infty^2} \left( \tilde{T} + \tilde{T}^{1-\frac{N}{4p}} \right) \|w_1 - w_2\|_{L^\infty(0, \tilde{T}; \exp L^2)}. \tag{4.7}$$  

The estimates (4.5) and (4.6) with $w_2 = 0$ show that the nonlinear term satisfies

$$F(w) - e^{-t\Delta^2} w_0 \in L^\infty(0, \tilde{T}; L^2 \cap L^\infty).$$  

Since $f(w + v) - f(v) \in L^1(0, \tilde{T}; \exp L^2_0)$, it follows that

$$F(w) - e^{-t\Delta^2} w_0 \in C([0, \tilde{T}]; \exp L^2_0). \tag{4.8}$$  

Moreover, by Proposition 3.7, we have

$$e^{-t\Delta^2} w_0 \in C([0, \tilde{T}]; \exp L^2_0).$$
This and (4.8) proves that $F(w) \in C([0, \tilde{T}]; \exp L^2_0)$. Now again by (4.7) with $w_2 = 0$, we have
\[
\|F(w)\|_{L^\infty(\exp L^2)} \leq \mathcal{H}\|w_0\|_{\exp L^2} + Ce^{2\lambda\|v\|^2_\infty} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right)\|w\|_{L^\infty(\exp L^2)}. \tag{4.9}
\]
Choose $\varepsilon > 0$, $\tilde{M} > 0$ and $\tilde{T} > 0$ such that
\[
4\lambda p\tilde{M}^2 \leq 1, \quad p > \max(2, N/4), \tag{4.10}
\]
\[
Ce^{2\lambda\|v\|^2_\infty} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right) < 1, \tag{4.11}
\]
and
\[
\mathcal{H}\varepsilon + Ce^{2\lambda\|v\|^2_\infty} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right) \tilde{M} \leq \tilde{M}. \tag{4.12}
\]
In particular, Lemma 4.4 holds for $K = \mathcal{H}\varepsilon$ or $K = \tilde{M}$ and $q = p$. Hence, $F$ is a contraction map from $W_{\tilde{M}, \tilde{T}}$ into itself. This proves Proposition 4.3. □

We now prove that if $v$ and $w$ are mild solutions of $(P_1)$ and $(P_2)$ respectively, then $u := v + w$ is a solution of (1.2).

**Proof of the existence part in Theorem 1.3.** Let $p > \max(2, N/4)$. Fix $\varepsilon > 0$ such that $(4\lambda p)^{1/2} 2\mathcal{H}\varepsilon \leq \frac{1}{2}$.

Next one can decompose $u_0 = v_0 + w_0$ with $v_0 \in C^\infty_0(\mathbb{R}^N)$ and $\|w_0\|_{\exp L^2} < \varepsilon$. By Proposition 4.2, there exists $v$ solution of $(P_1)$ on $[0, T_1]$, $T_1 = T_1(\|v_0\|_{L^2\cap L^\infty})$ and $\|v\|_{T_1} \leq 2\mathcal{H}\|v_0\|_{L^2\cap L^\infty}$. Choose $\tilde{T} > 0$, $\tilde{T} < T_1$, such that
\[
Ce^{8\lambda\mathcal{H}^2\|v_0\|^2_{L^2\cap L^\infty}} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right) < \frac{1}{2}.
\]
Choose now $\tilde{M} > 0$ such that
\[
\mathcal{H}\varepsilon + \frac{1}{2} \tilde{M} \leq \tilde{M}, \quad \tilde{M} \leq \frac{1}{(4\lambda p)^{1/2}},
\]
that is
\[
2\mathcal{H}\varepsilon \leq \tilde{M} \leq \frac{1}{(4\lambda p)^{1/2}}.
\]
This is possible by the condition on $\varepsilon$.

Now the assumptions on $\tilde{T}$ and $\tilde{M}$ imply that
\[
\mathcal{H}\varepsilon + Ce^{8\lambda\mathcal{H}^2\|v_0\|^2_{L^2\cap L^\infty}} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right) \tilde{M} \leq \mathcal{H}\varepsilon + \frac{1}{2} \tilde{M} \leq \tilde{M},
\]
\[
Ce^{8\lambda\mathcal{H}^2\|v_0\|^2_{L^2\cap L^\infty}} \left(\tilde{T} + \tilde{T}^{1 - \frac{N}{4p}}\right) < 1,
\]
and
\[
4\lambda p\tilde{M}^2 \leq 1.
\]
Then \( \tilde{M} \) satisfies the hypotheses of Lemma 4.4 with \( K = \tilde{M} \). Using the fact that \( \|v\|_{T_{1}} \leq 2H\|v_{0}\|_{L^{2} \cap L^{\infty}, 0 \leq T= 0} \), then (1.9) and (4.7) are satisfied. Then by Proposition 4.3 there exists \( w \) a solution of \((P_{2})\) on \([0, \tilde{T}]\). Hence \( u := v + w \) is a solution of (1.2) in \( C([0, \min\{T_{1}, \tilde{T}\} = T]; \exp L^{2}_{0}) \).

Let us now prove that \( u \) is solution of (1.1).

**Proof of the equivalence between the differential and the integral equations.** We claim that the solution \( u \) constructed above belongs to \( L^{\infty}_{\text{loc}}(0, T; L^{\infty}) \). Let \( u \in C([0, T]; \exp L^{2}_{0}) \) be the solution of the integral equation (1.2). Then using smoothing effect (3.2), Lemma 2.4 and Proposition 3.4, we get for \( t > 0 \),

\[
\|e^{-t\Delta} u_{0}\|_{\infty} \leq H \left( \frac{t}{2} \right)^{-\frac{N}{p}} \|e^{-\frac{t}{2}\Delta} u_{0}\|_{2} \\
\leq C t^{-\frac{N}{p}} \|e^{-\frac{t}{2}\Delta} u_{0}\|_{\exp L^{2}} \\
\leq C t^{-\frac{N}{p}} \|u_{0}\|_{\exp L^{2}} < \infty,
\]

and hence \( e^{-t\Delta} u_{0} \in L^{\infty} \). Let us consider now the nonlinear term. Fix \( p > \max\left(2, \frac{N}{2} \right) \). It follows from (3.2) and the assumption (1.1) on \( f \) that there exists some constant \( \tilde{C} > \lambda p \), such that for any \( 0 < t < T \),

\[
\int_{0}^{t} \|e^{-(t-s)\Delta} f(u(s))\|_{\infty} ds \leq H \int_{0}^{t} (t-s)^{-\frac{N}{p}} \|f(u(s))\|_{p} ds \\
\leq C \int_{0}^{t} (t-s)^{-\frac{N}{p}} \left( \int_{\mathbb{R}^{N}} |u(s)|^{p} e^{\lambda pu^{2}(s)} dx \right)^{\frac{1}{p}} ds \\
\leq C \int_{0}^{t} (t-s)^{-\frac{N}{p}} \left( \int_{\mathbb{R}^{N}} (e^{\tilde{C}u^{2}(s)} - 1) dx \right)^{\frac{1}{p}} ds \\
\leq C t^{1-\frac{N}{p}} \sup_{0 \leq s \leq T} \left( \int_{\mathbb{R}^{N}} (e^{\tilde{C}u^{2}(s)} - 1) dx \right)^{\frac{1}{p}} .
\]

Since \( u \in C([0, T]; \exp L^{2}_{0}) \), then by Proposition 2.6

\[
\sup_{0 \leq s \leq T} \left( \int_{\mathbb{R}^{N}} (e^{\tilde{C}u^{2}(s)} - 1) dx \right)^{\frac{1}{p}} < \infty.
\]

This shows that \( u \in L^{\infty}_{\text{loc}}(0, T; L^{\infty}) \) and the claim follows. \( \square \)

**Proof of the uniqueness part in Theorem 1.3.** Let \( u, v \in C([0, T]; \exp L^{2}_{0}) \) be two solutions of (1.2) with the same initial data \( u(0) = v(0) = u_{0} \). Let

\[
t_{0} = \sup \left\{ t \in [0, T] \mid u(s) = v(s) \text{ for every } s \in [0, t] \right\}.
\]
Let us suppose by contradiction that \( 0 \leq t_0 < T \). Since \( u(t) \) and \( v(t) \) are continuous in time we have \( u(t_0) = v(t_0) \). Let us denote by \( \tilde{u}(t) := u(t + t_0) \) and \( \tilde{v}(t) := v(t + t_0) \). Then \( \tilde{u} \) and \( \tilde{v} \) satisfy (1.2) on \( (0, T - t_0] \) and \( \tilde{u}(0) = \tilde{v}(0) = u(t_0) \). We will prove that there exists a positive time \( 0 < \tilde{t} \leq T - t_0 \) such that

\[
\sup_{0 < t < \tilde{t}} \| \tilde{u} - \tilde{v} \|_{\text{exp} L^2} \leq C(\tilde{t}) \sup_{0 < t < \tilde{t}} \| \tilde{u} - \tilde{v} \|_{\text{exp} L^2},
\]

(4.13)

for a constant \( C(\tilde{t}) < 1 \), and so \( \tilde{u}(t) = \tilde{v}(t) \) for any \( t \in [0, \tilde{t}] \). Therefore \( u(t + t_0) = v(t + t_0) \) for any \( t \in [0, \tilde{t}] \) in contradiction with the definition of \( t_0 \). In order to establish inequality (4.13) we control both the \( L^2 \)–norm and the \( L^\infty \)–norm of the difference of the two solutions. Thanks to Proposition 3.1 and Hölder inequality for some \( p, q \) such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{2} \) and \( p, q > 2 \), we have

\[
\| \tilde{u}(t) - \tilde{v}(t) \|_2 \\
\leq HC \int_0^t \| \tilde{u}(s) - \tilde{v}(s)\| (e^{\lambda \tilde{u}^2(s)} + e^{\lambda \tilde{v}^2(s)}) \| ds \\
\leq C \int_0^t \| \tilde{u}(t) - \tilde{v}(t) \|_2 ds \\
+ C \int_0^t \left( \| \tilde{u}(s) - \tilde{v}(s) \| \| e^{\lambda \tilde{u}^2(s)} - 1 \| + \| e^{\lambda \tilde{v}^2(s)} - 1 \| \right) \| ds \\
\leq C t \sup_{0 < s < t} \| \tilde{u}(t) - \tilde{v}(t) \|_{\text{exp} L^2} \\
+ C t \sup_{0 < s < t} \| \tilde{u}(t) - \tilde{v}(t) \|_{\text{exp} L^2} \int_0^t \left( \| e^{\lambda \tilde{u}^2(s)} - 1 \| + \| e^{\lambda \tilde{v}^2(s)} - 1 \| \right) \| ds.
\]

Moreover, thanks to Proposition 2.6 the term in the integral is uniformly bounded in time. Indeed,

\[
\sup_{0 < s < T - t_0} \left( \| e^{\lambda \tilde{u}^2(s)} - 1 \| + \| e^{\lambda \tilde{v}^2(s)} - 1 \| \right) \|_p \\
\leq \sup_{0 < s < T - t_0} \left( \left( \int_{\mathbb{R}^N} (e^{\lambda \tilde{u}^2(s)} - 1) ds \right)^{1/p} + \left( \int_{\mathbb{R}^N} (e^{\lambda \tilde{v}^2(s)} - 1) ds \right)^{1/p} \right) \\
\leq C(T, t_0, \tilde{u}, \tilde{v}) < \infty.
\]

Thus, we obtain

\[
\sup_{0 < s < t} \| \tilde{u}(t) - \tilde{v}(t) \|_2 \leq C(T, t_0, \tilde{u}, \tilde{v}) t \sup_{0 < s < t} \| \tilde{u}(t) - \tilde{v}(t) \|_{\text{exp} L^2}.
\]

(4.15)
Similarly, we have
\[
\|\tilde{u}(t) - \tilde{v}(t)\|_\infty \\
\leq C\mathcal{H}\int_0^t (t-s)^{-\frac{N}{p}} \left\| (\tilde{u}(s) - \tilde{v}(s))(e^{\lambda \tilde{u}^2(s)} + e^{\lambda \tilde{v}^2(s)}) \right\|_p \, ds \\
\leq C \int_0^t (t-s)^{-\frac{N}{p}} \|\tilde{u}(t) - \tilde{v}(t)\|_p \, ds \\
+C \int_0^t (t-s)^{-\frac{N}{p}} \left\| (\tilde{u}(s) - \tilde{v}(s)) \right\|_q \left( (e^{\lambda \tilde{u}^2(s)} - 1) + (e^{\lambda \tilde{v}^2(s)} - 1) \right) \, ds,
\]
for some \( p > \max\left(2, \frac{N}{\lambda} \right) \) and some \( \tilde{q}, \tilde{p} \) such that \( \frac{1}{q} + \frac{1}{p} = \frac{1}{\lambda} \). Since \( \tilde{p}, \tilde{q} \geq 2 \), one can apply an estimate similar to (4.14) via Lemma 2.4 and Proposition 2.6, and obtain that
\[
\sup_{0 < s < t} \|\tilde{u}(t) - \tilde{v}(t)\|_\infty \leq C(t, t_0, \tilde{u}, \tilde{v}) (t_0 - \frac{N}{p}) \sup_{0 < s < t} \|\tilde{u}(t) - \tilde{v}(t)\|_{\exp L^2}. \tag{4.16}
\]
Therefore the two inequalities (4.15) and (4.16) with the embedding \( L^2 \cap L^\infty \hookrightarrow \exp L^2 \) imply
\[
\sup_{0 < s < t} \|\tilde{u}(t) - \tilde{v}(t)\|_{\exp L^2} \leq C(t, t_0, \tilde{u}, \tilde{v}) (t_0 - \frac{N}{p}) \sup_{0 < s < t} \|\tilde{u}(t) - \tilde{v}(t)\|_{\exp L^2},
\]
and for \( t \) small enough we obtain the desired estimate. This finishes the proof of Theorem 1.3. \( \square \)

5. Global Existence

This section is devoted to the proof of Theorem 1.4. The proof uses a fixed point argument on the associated integral equation
\[
u(t) = e^{-t\Delta} u_0 + \int_0^t e^{-(t-s)\Delta} f(u(s)) \, ds,
\tag{5.1}
\]
where \( \|u_0\|_{\exp L^2} \leq \varepsilon \), with small \( \varepsilon > 0 \) to be fixed later. The nonlinearity \( f \) satisfies \( f(0) = 0 \) and
\[
|f(u) - f(v)| \leq C |u - v| \left( |u|^{m-1} e^{\lambda u^2} + |v|^{m-1} e^{\lambda v^2} \right), \tag{5.2}
\]
for some constants \( C > 0 \) and \( \lambda > 0 \), and \( m \) is a real number larger than \( 1 + \frac{4}{N} \), and \( m \geq 2 \). From (5.2), we deduce that
\[
|f(u) - f(v)| \leq C |u - v| \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \left( |u|^{2k+m-1} + |v|^{2k+m-1} \right). \tag{5.3}
\]
We will perform a fixed point argument on a suitable metric space. For \( M > 0 \) we introduce the space
\[
Y_M := \left\{ u \in L^\infty(0, \infty; \exp L^2); \sup_{t > 0} t^\gamma \|u(t)\|_p + \|u\|_{L^\infty(0, \infty; \exp L^2)} \leq M \right\},
\]
where $p > \frac{N(m-1)}{4} (\geq 2)$ and

$$
\sigma = \frac{1}{m - 1} - \frac{N}{4p} = \frac{N}{4} \left( \frac{4}{N(m-1)} - \frac{1}{p} \right) > 0.
$$

Endowed with the metric $d(u, v) = \sup_{t > 0} \left( t^\sigma \| u(t) - v(t) \|_p \right)$, $Y_M$ is a complete metric space. This follows by Proposition 2.2. Note that in our case the parameter $\sigma$ depends on $m$. This is not the case in [13]. A similar choice of $\sigma$ was performed in [5] for the heat equation with a power nonlinearity.

For $u \in Y_M$, we define $\Phi(u)$ by

$$
\Phi(u)(t) := e^{-t\Delta^2} u_0 + \int_0^t e^{-(t-s)\Delta^2} (f(u(s))) ds.
$$

(5.4)

By Proposition 3.1, Lemma 2.4 and since $p > \frac{N(m-1)}{4} \geq 2$, we have

$$
t^\sigma \| e^{-t\Delta^2} u_0 \|_p \leq H t^\sigma \left( \frac{1}{m - 1} - \frac{N}{4p} \right) \| u_0 \|_{N(m-1)/4} \leq C \| u_0 \|_{\exp L^2}.
$$

(5.5)

To show that $\Phi$ is a contraction on $Y_M$, we will treat the cases $N \geq 9$, $N = 8$ and $1 \leq N \leq 7$ separately.

5.1. The case $N \geq 9$. Let $u \in Y_M$. Using Proposition 3.4 and Corollary 3.5 we get for $q > \frac{N}{4}$,

$$
\| \Phi(u)(t) \|_{\exp L^2} \leq \| e^{-t\Delta^2} u_0 \|_{\exp L^2} + \int_0^t \| e^{-(t-s)\Delta^2} (f(u(s))) \|_{\exp L^2} ds
$$

$$
\leq \| e^{-t\Delta^2} u_0 \|_{\exp L^2} + \int_0^t \kappa(t-s) \left( \| f(u(s)) \|_{L^1 \cap L^q} \right) ds
$$

$$
\leq \| e^{-t\Delta^2} u_0 \|_{\exp L^2} + \| f(u) \|_{L^\infty(0, \infty; (L^1 \cap L^q))} \int_0^\infty \kappa(s) ds
$$

$$
\leq \| e^{-t\Delta^2} u_0 \|_{\exp L^2} + C \| f(u) \|_{L^\infty(0, \infty; (L^1 \cap L^q))}.
$$

Hence by Part (i) of Proposition 3.4 we get

$$
\| \Phi(u) \|_{L^\infty(0, \infty; \exp L^2)} \leq H \| u_0 \|_{\exp L^2} + C \| f(u) \|_{L^\infty(0, \infty; (L^1 \cap L^q))}.
$$

It remains to estimate the nonlinearity $f(u)$ in $L^r$ for $r = 1, q$. To this end, let us remark that

$$
|f(u)| \leq C |u|^m \left( e^{\lambda u^2} - 1 \right) + C |u|^m.
$$

(5.6)
By Hölder inequality and Lemma 2.4 we have for \(1 \leq r \leq q\) and since \(m \geq 2\),
\[
\|f(u)\|_r \leq C\|u\|^{m_r}_{m_r} + C\|u|^m(e^{\lambda u^2} - 1)\|_r
\]
\[
\leq C\|u\|^{m_r}_{m_r} + C\|u\|^{m}_{2mr}\|e^{\lambda u^2} - 1\|_{2r}
\]
\[
\leq C\|u\|^m_{\exp L^2}(\|e^{\lambda u^2} - 1\|_{2r} + 1).
\]

(5.7)

According to Lemma 2.5 and the fact that \(u \in Y_M\), we have for \(2q\lambda M^2 \leq 1\),
\[
\|f(u)\|_{L^\infty(0,\infty;L^r)} \leq CM^m.
\]

(5.8)

Finally, we obtain
\[
\|\Phi(u)\|_{L^\infty(0,\infty,\exp L^2)} \leq \mathcal{H}\|u_0\|_{\exp L^2} + CM^m
\]
\[
\leq \mathcal{H} \varepsilon + CM^m.
\]

Let \(u, v\) be two elements of \(Y_M\). By using (5.3) and Proposition 3.1 we obtain
\[
t^\sigma\|\Phi(u)(t) - \Phi(v)(t)\|_p \leq t^\sigma \int_0^t \left\| e^{-(t-s)\Delta^2} (f(u(s)) - f(v(s))) \right\|_p ds
\]
\[
\leq \mathcal{H} t^\sigma \int_0^t (t-s)^{-\frac{\lambda}{q}(\frac{1}{p} - \frac{1}{q})} \|u - v\|_r ds,
\]
where \(1 \leq r \leq p\). We use the Hölder inequality with \(\frac{1}{q} = \frac{1}{p} + \frac{1}{q}\) to obtain
\[
t^\sigma\|\Phi(u)(t) - \Phi(v)(t)\|_p \leq \mathcal{H} \sum_{k=0}^\infty \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-\frac{\lambda}{q}(\frac{1}{p} - \frac{1}{q})} \|u - v\|_p \times
\]
\[
\||u|^{2k+m-1} + |v|^{2k+m-1}\|_q ds,
\]
\[
\leq \mathcal{H} \sum_{k=0}^\infty \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-\frac{\lambda}{q}(\frac{1}{p} - \frac{1}{q})} \|u - v\|_p \times
\]
\[
\left(\|u|^{2k+m-1} + |v|^{2k+m-1}\|_q^{q(2k+m-1)} + \|v|^{2k+m-1}\|_q^{q(2k+m-1)}\right) ds.
\]

Using interpolation inequality where \(\frac{1}{q(2k+m-1)} = \frac{\theta}{p} + \frac{1-\theta}{\rho}\), \(2 \leq \rho < \infty\), we have
\[
t^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) ds \right\|_p \leq \sum_{k=0}^\infty \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-\frac{\lambda}{q}(\frac{1}{p} - \frac{1}{q})} \|u - v\|_p
\]
\[
\times \left(\|u|^{(2k+m-1)\theta} + \|v|^{(2k+m-1)(1-\theta)} + \|v|^{(2k+m-1)\theta} + \|v|^{(2k+m-1)(1-\theta)}\right) ds.
\]
By Lemma 2.3, we obtain
\[ t^\sigma \left\| \int_0^t e^{-(t-s)^2} (f(u) - f(v)) \, ds \right\|_p \]
\[ \leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \frac{t^\sigma}{\Gamma \left( -\frac{N}{r} + \frac{1}{p} \right)} \frac{M^{2k+1}}{\Gamma \left( -\frac{Nh}{q} + \frac{1}{p} \right)} \]
\[ \times \left( \left\| u \right\|_p \left\| u \right\|_p \Gamma \left( \frac{p}{2} + 1 \right) \frac{2^{(2k+1)(1-\theta)}}{\rho} \right) \right) \right) \, ds. \] (5.9)

Applying the fact that \( u, v \in Y_M \) in (5.9), we see that
\[ t^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \]
\[ \leq C d(u,v) \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \frac{t^\sigma}{\Gamma \left( -\frac{N}{r} + \frac{1}{p} \right)} \frac{M^{2k+1}}{\Gamma \left( -\frac{Nh}{q} + \frac{1}{p} \right)} \]
\[ \times t^\sigma \left( \int_0^t (t-s)^{\frac{N}{r} - \frac{1}{p}} \right) \left( 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right), 1 - \sigma \left( 1 + (2k + m - 1)\theta \right) \right) \right), \] (5.10)

where the exponents \( p, q, r, \theta, \rho \) satisfy for all \( k \geq 0, \)
\[ p > \frac{N(m-1)}{4}, \quad 1 \leq r \leq p, \quad \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right) < 1, \quad \sigma \left( 1 + (2k + m - 1)\theta \right) < 1, \]
\[ 0 \leq \theta = \theta_k \leq 1, \quad \frac{1}{r} = \frac{1}{p} + \frac{1}{q}, \quad \frac{1}{(2k + m - 1)q} = \frac{\theta}{p} + 1 - \frac{\theta}{\rho}, \quad 2 \leq \rho = \rho_k < \infty, \]
\[ 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right) - (2k + m - 1)\theta \sigma = 0. \]

For any \( p > \frac{N(m-1)}{4} \), one can choose \( 0 < \theta_k < \frac{1}{2k + m - 1} \min \left( m - 1, \frac{1}{\sigma} \right) \). It is obvious that for such \( \theta_k \), there exist \( r, q, \rho \) such that the above conditions are satisfied. For these parameters, using (2.5) and (2.6), we obtain that
\[ B \left( 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right), 1 - \sigma \left( 1 + (2k + m - 1)\theta \right) \right) = \]
\[ \frac{\Gamma \left( \frac{m-2}{m-1} + \frac{N}{4p} \right)}{\Gamma \left( 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right) \right) \Gamma \left( 1 - \sigma \left( 1 + (2k + m - 1)\theta \right) \right)} \leq C. \] (5.11)

Moreover, note that \( \theta_k \to 0, \rho_k \to \infty \) and
\[ \frac{(2k + m - 1)(1 - \theta_k)}{2\rho_k} (1 + \rho_k) \leq k, \forall k \geq 1. \]
This together with (2.8) and (2.7) gives
\[
\Gamma \left( \frac{\rho k}{2} + 1 \right)^{\frac{(2k+m-1)(1-\theta)}{\rho k}} \leq C^k k!.
\] (5.12)

Combining (5.10), (5.11) and (5.12) we have
\[
t^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \leq Cd(u, v) \sum_{k=0}^{\infty} (C\lambda)^k M^{2k+m-1}.
\]
Then, we get for \( M \) small,
\[
t^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \leq CM^{m-1} d(u, v).
\]

The above estimates show that \( \Phi : Y_M \to Y_M \) is a contraction mapping. By Banach’s fixed point theorem, we thus obtain the existence of a unique \( u \in Y_M \) with \( \Phi(u) = u \). By (5.4), \( u \) solves the integral equation (5.1) with \( f \) satisfying (5.2). The estimate (1.7) follows from \( u \in Y_M \). This terminates the proof of the existence of a global solution to (5.1) for \( N \geq 9 \).

5.2. The case \( N = 8 \). Let \( u, v \) be two elements of \( Y_M \). By using (5.3) and Proposition 3.1, we obtain
\[
t^\sigma \| \Phi(u)(t) - \Phi(v)(t) \|_p \leq t^\sigma \int_0^t \left\| e^{-(t-s)\Delta^2} (f(u(s)) - f(v(s))) \right\|_p \, ds
\]
\leq \mathcal{H} t^\sigma \int_0^t (t-s)^{-2\left(\frac{1}{r} - \frac{1}{p}\right)} \|f(u(s)) - f(v(s))\|_r \, ds
\leq \mathcal{H} C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-2\left(\frac{1}{r} - \frac{1}{p}\right)} (|u|^{2k+m-1} + |v|^{2k+m-1})_r \, ds,
\]
where \( 1 \leq r \leq p \). We use the Hölder inequality with \( \frac{1}{r} = \frac{1}{p} + \frac{1}{q} \) to obtain
\[
t^\sigma \| \Phi(u)(t) - \Phi(v)(t) \|_p \leq \mathcal{H} C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-2\left(\frac{1}{r} - \frac{1}{p}\right)} \|u - v\|_p \times
\]
\[\|u|^{2k+m-1} + |v|^{2k+m-1}\|_q \, ds,
\leq \mathcal{H} C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} t^\sigma \int_0^t (t-s)^{-2\left(\frac{1}{r} - \frac{1}{p}\right)} \|u - v\|_p \times
\]
\[\left(\|u|^{2k+m-1}_q (2k+m-1) + \|v|^{2k+m-1}_q (2k+m-1)\right) \, ds.
\]

Similar calculations as in the previous subsection give
\[
t^\sigma \| \Phi(u) - \Phi(v) \|_p \leq CM^{m-1} \sup_{s > 0} s^\sigma \|u - v\|_p = CM^{m-1} d(u, v).
\] (5.13)
We now estimate \( \| \Phi(u) \|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \). We have, by Proposition 3.4

\[
\| \Phi(u) \|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \leq \| e^{-t \Delta^2} u_0 \|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} + \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \\
\leq \mathcal{H} \| u_0 \|_{\exp L^2(\mathbb{R}^8)} + \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))}.
\]

We first estimate \( \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \). Using (3.6), it suffice to estimate \( \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))} \) and \( \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))} \).

By the same argument as in the case \( N \geq 9 \), using Corollary 3.6 instead of Corollary 3.5 we obtain

\[
\left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))} \leq CM^m. \tag{5.14}
\]

Second we estimate \( \left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))} \). By using (5.3) and Proposition 3.1 we obtain

\[
\left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_2 \leq \mathcal{H} C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \int_0^t (t-s)^{-2(\frac{1}{2} - \frac{1}{2})} \| u \|_{2(k+m)}^2 ds.
\]

Using similar computations as above, we obtain

\[
\left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; L^2(\mathbb{R}^8))} \leq CM^m. \tag{5.15}
\]

From (5.14) and (5.15), we obtain

\[
\left\| \int_0^t e^{-(t-s) \Delta^2} (f(u(s))) ds \right\|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \leq CM^m.
\]

It follows that

\[
\| \Phi(u) \|_{L^\infty(0, \infty; \exp L^2(\mathbb{R}^8))} \leq \mathcal{H} \| u_0 \|_{\exp L^2(\mathbb{R}^8)} + CM^m.
\]

Now, by (5.5) the inequality (5.13) gives

\[
\ell^\sigma \| \Phi(u) \|_p \leq \mathcal{H} \| u_0 \|_{\exp L^2(\mathbb{R}^8)} + CM^m.
\]
If we choose \( M \) and \( \varepsilon \) small then \( \Phi \) maps \( Y_M \) into itself. Moreover, thanks to the inequality (5.13) we obtain that \( \Phi \) is a contraction map on \( Y_M \). The conclusion follows by the Banach fixed point theorem.

**Remark 5.1.** We do not need the restriction \( p < 4 \) unlike in [13]. Indeed, such a restriction comes from a particular choice of \( \theta \) which can be avoid.

### 5.3. The case of \( N \leq 7 \)

According to (5.5) and the previous calculations, it remains to establish the following two inequalities

\[
\left\| \int_0^t e^{-(t-s)\Delta^2} (f(u(s))) ds \right\|_{L^\infty(0,\infty; \exp L^2)} \leq C_1(M), \tag{5.16}
\]

and

\[
\sup_{t>0} t^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) ds \right\|_p \leq C_2(M) \sup_{s>0} s^\sigma \|u(s) - v(s)\|_p, \tag{5.17}
\]

where \( u, v \in Y_M \) and with \( C_1 \) and \( C_2 \) are small when \( M \) is small.

**Estimate (5.16).** We have

\[
\left( \log \left( (t-s)^{-N/4} + 1 \right) \right)^{-\frac{1}{2}} \leq \sqrt{2} (t-s)^\frac{N}{8} \quad \text{for} \quad 0 \leq s \leq t - a^{-\frac{N}{4}}, \tag{5.18}
\]

where \( a > 1 \) is the number satisfying \( a = 2 \log(a+1) \). Therefore we have, for \( \frac{N}{4} < q < 2 \) and \( 0 < t \leq a^{-4/N} \),

\[
\left\| \int_0^t e^{-(t-s)\Delta^2} f(u(s)) ds \right\|_{\exp L^2} \leq \mathcal{H} \int_0^t (t-s)^{-\frac{N}{4}} \left( \log \left( (t-s)^{-\frac{N}{4}} + 1 \right) \right)^{-\frac{1}{2}} \|f(u(s))\|_q ds \\
\leq C \sup_{t>0} \|f(u(t))\|_q,
\]

where here

\[
C = \mathcal{H} \int_0^{a^{-4/N}} \tau^{-\frac{N}{4q}} \left( \log \left( \tau^{-\frac{N}{4}} + 1 \right) \right)^{-\frac{1}{2}} d\tau < \infty.
\]

For \( t \geq a^{-4/N} \), we write

\[
\left\| \int_0^t e^{-(t-s)\Delta^2} f(u(s)) ds \right\|_{\exp L^2} \\
\leq \mathcal{H} \int_0^{t-a^{-4/N}} (t-s)^{-\frac{N}{4q}} \left( \log \left( (t-s)^{-\frac{N}{4}} + 1 \right) \right)^{-\frac{1}{2}} \|f(u(s))\|_q ds \\
+ \mathcal{H} \int_{t-a^{-4/N}}^t (t-s)^{-\frac{N}{4q}} \left( \log \left( (t-s)^{-\frac{N}{4}} + 1 \right) \right)^{-\frac{1}{2}} \|f(u(s))\|_q ds \\
\leq \mathcal{H} \sqrt{2} \int_0^t (t-s)^{-\frac{N}{4q} + \frac{N}{8}} \|f(u(s))\|_q ds + C \sup_{t>0} \|f(u(t))\|_q = \mathbf{I} + \mathbf{J}.
\]
We first estimate $I$. By (5.3) and the fact that $f(0) = 0$, we have

$$I \leq H C \sqrt{2} \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \int_0^t (t - s)^{-\frac{N}{4q} + \frac{N}{8}} \|u\|_p^{2k+m} \|u\|_r^{(2k+m)(1-\theta)} ds.$$ 

Using interpolation inequality and Lemma 2.4, we get

$$I \leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \int_0^t (t - s)^{-\frac{N}{4q} + \frac{N}{8}} \|u\|_p^{(2k+m)\theta} \|u\|_r^{(2k+m)(1-\theta)} ds$$

$$\leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \Gamma\left(\frac{p}{2} + 1\right) \frac{(2k+m)(1-\theta)}{\rho} M^{2k+m} \int_0^t (t - s)^{-\frac{N}{4q} + \frac{N}{8}} s^{-(2k+m)\theta} ds$$

$$\leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \Gamma\left(\frac{p}{2} + 1\right) \frac{(2k+m)(1-\theta)}{\rho} M^{2k+m} \Gamma\left(1 - \frac{N}{4q} + \frac{N}{8}\right) \Gamma\left(1 - (2k+m)\theta\right)$$

$$\times B\left(1 - \frac{N}{4q} + \frac{N}{8}, 1 - (2k+m)\theta\sigma\right),$$

where $B$ is the beta function and $\rho, \theta, q$ satisfy, for all $k$,

$$p > \frac{2N(m-1)}{8-N}, \quad 0 \leq \theta = \theta_k \leq 1, \quad \frac{N}{4} < q < 2, \quad \frac{N}{4q} - \frac{N}{8} < 1, \quad (2k+m)\theta\sigma < 1,$$

$$1 - \frac{N}{4q} + \frac{N}{8} - (2k+m)\theta\sigma = 0, \quad \frac{1}{(2k+m)q} = \frac{\theta}{\rho} + \frac{1 - \theta}{\rho}, \quad 2 \leq \rho = \rho_k < \infty.$$

For any $p > \frac{2N(m-1)}{8-N}$, one can choose $\frac{N}{8(2k+m)} < \theta_k < \frac{m-1}{2k+m}$. It is obvious that for such $\theta_k$, there exist $q, \rho$ such that the above conditions are satisfied.

Arguing as above, we obtain

$$B\left(1 - \frac{N}{4q} + \frac{N}{8}, 1 - (2k+m)\theta\sigma\right) = \frac{1}{\Gamma\left(1 - \frac{N}{4q} + \frac{N}{8}\right) \Gamma\left(1 - (2k+m)\theta\sigma\right)} \leq C,$$ 

(5.20)

and

$$\Gamma\left(\frac{p}{2} + 1\right) \frac{(2k+m)(1-\theta_k)}{\rho_k} \leq C^k k!,$$ 

(5.21)

Combining (5.20) and (5.21), we have, for small $M$,

$$I \leq C M^m.$$ 

(5.22)

To estimate the term $J$, we write

$$\|f(u)\|_q \leq C \|u\|_q^m \|e^{\lambda u^2}\|_q \leq C \|u\|_q^m (e^{\lambda u^2} + 1 - 1)\|_q.$$
By Hölder inequality, we obtain
\[ \|f(u)\|_q \leq C\|u\|_{2mq}^m \|e^{\lambda u^2} - 1\|_{2q} + \|u(t)\|_{mq}^m \]
\[ \leq C\|u\|_{\exp L^2}^m \left( \|e^{\lambda u^2} - 1\|_{2q} + 1 \right), \]
where we have used \( mq > Nm/4 > N(m - 1)/4 \geq 2 \). Now, by Lemma 2.5 for \( 2q\lambda M^2 \leq 1 \), we have
\[ \|e^{\lambda u^2} - 1\|_{2q} \leq (2q\lambda)^{\frac{1}{2q} M^\frac{1}{4}} \leq 1. \]

Then we conclude that, for \( u \in Y_M \),
\[ J = \sup_{t > 0} \|f(u(t))\|_q \leq CM^m. \]

Finally, we obtain
\[ \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_{\exp L^2} \leq CM^m. \] (5.23)

**Estimate** (5.17). By (5.3) and Proposition 3.1 we have
\[ \ell^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \]
\[ \leq C \sum_{k=0}^\infty \frac{\lambda^k}{k!} \ell^\sigma \int_0^t (t-s)^{-\frac{N}{4}(\frac{1}{r} - \frac{1}{p})} \|u - v\|_{\|u\|_{2k+m-1} + \|v\|_{2k+m-1}} \, ds. \]

Applying the Hölder’s inequality, we obtain
\[ \ell^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \]
\[ \leq C \sum_{k=0}^\infty \frac{\lambda^k}{k!} \ell^\sigma \int_0^t (t-s)^{-\frac{N}{4}(\frac{1}{r} - \frac{1}{p})} \|u - v\|_{\|u\|_{2k+m-1} + \|v\|_{2k+m-1}} \, ds \]
\[ \leq C \sum_{k=0}^\infty \frac{\lambda^k}{k!} \ell^\sigma \int_0^t (t-s)^{-\frac{N}{4}(\frac{1}{r} - \frac{1}{p})} \|u - v\|_p \left( \|u\|_{q(2k+m-1)} + \|v\|_{q(2k+m-1)} \right) \, ds. \]

Using interpolation inequality where \( \frac{1}{q(2k+m-1)} = \frac{\theta}{p} + \frac{1-\theta}{p}, \ 2 \leq p < \infty \), we have
\[ \ell^\sigma \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \]
\[ \leq \sum_{k=0}^\infty \frac{\lambda^k}{k!} \ell^\sigma \int_0^t (t-s)^{-\frac{N}{4}(\frac{1}{r} - \frac{1}{p})} \|u - v\|_p \]
\[ \times \left( \|u\|_{\rho(2k+m-1)}^{\theta} \|u\|_{\rho(2k+m-1)(1-\theta)} + \|v\|_{\rho(2k+m-1)}^{\theta} \|v\|_{\rho(2k+m-1)(1-\theta)} \right) \, ds. \]
By Lemma 2.4, we obtain
\[
C \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \\
\leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \Gamma \left( \frac{\rho}{2} + 1 \right) \frac{M^{2k+m-1}}{(2k+m-1)(1-\sigma)} \\
\times \left( \left\| u \right\|_p^{(2k+m-1)\theta} \left\| u \right\|_{\exp L^2} + \left\| v \right\|_p^{(2k+m-1)\theta} \left\| v \right\|_{\exp L^2} \right) ds. \tag{5.24}
\]

Applying the fact that \( u, v \in Y_M \) in (5.24), we see that
\[
C \left\| \int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \right\|_p \\
\leq C \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \Gamma \left( \frac{\rho}{2} + 1 \right) \frac{M^{2k+m-1}}{(2k+m-1)(1-\sigma)} \\
\times \left( \left\| u \right\|_p^{(2k+m-1)\theta} \left\| u \right\|_{\exp L^2} + \left\| v \right\|_p^{(2k+m-1)\theta} \left\| v \right\|_{\exp L^2} \right) ds. \tag{5.25}
\]

where the exponents \( p, q, r, \theta, \rho \) satisfy for all \( k \),
\[
p > m, \quad 1 \leq r \leq p, \quad \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right) < 1, \quad \sigma(1 + (2k + m - 1)\theta) < 1,
\]
\[
0 \leq \theta = \theta_k \leq 1, \quad \frac{1}{r} = \frac{1}{p} + \frac{1}{q}, \quad \frac{1}{(2k + m - 1)q} = \frac{\theta}{\rho} + \frac{1 - \theta}{\rho}, \quad 2 \leq \rho < \infty,
\]
\[
1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right) = (2k + m - 1)\theta \sigma = 0.
\]

For any \( p > m \), one can choose
\[
\frac{N}{2q} + 1 - \frac{N}{q} < \theta_k < \frac{1}{2k + m - 1} \min \left( m - 1, \frac{1 - \sigma}{\sigma} \right).
\]

It is obvious that for such \( \theta_k \), there exist \( r, q, \rho \) such that the above conditions are satisfied.

Using (2.5), (2.6) and the fact that \( 1 - \sigma > 0 \) (even for \( p = \infty \)), we obtain that
\[
\mathcal{B} \left( 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right), 1 - \sigma(1 + (2k + m - 1)\theta) \right) \leq C. \tag{5.26}
\]

As above, we also have
\[
\Gamma \left( \frac{\rho_k}{2} + 1 \right) \frac{(2k+m-1)(1-\theta_k)}{\rho_k} \leq C^k k!. \tag{5.27}
\]
Combining (5.25), (5.26) and (5.27) we have
\[
\int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \leq C d(u, v) \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \Gamma \left( \frac{p}{2} + 1 \right) \frac{(2k+m-1)(1-\theta)}{\rho} M^{2k+m-1}
\]
\[
\times B \left( 1 - \frac{N}{4} \left( \frac{1}{r} - \frac{1}{p} \right), 1 - \sigma(1 + (2k + m - 1)\theta) \right)
\]
\[
\leq C d(u, v) \sum_{k=0}^{\infty} (C\lambda)^k M^{2k+m-1}.
\]

Then, we get
\[
\int_0^t e^{-(t-s)\Delta^2} (f(u) - f(v)) \, ds \leq C M^{m-1} d(u, v).
\]

This together with (5.26) and (5.5) concludes the proof of global existence for dimensions \(N \leq 7\).

5.4. **Continuity at zero.** We will now prove the statement (1.6). For \(q > \frac{N}{4}\), we have
\[
\|u(t) - e^{-t\Delta^2} u_0\|_{\exp L^2}
\]
\[
\leq \int_0^t \|e^{-(t-s)\Delta^2} f(u(s))\|_{\exp L^2} \, ds
\]
\[
\leq \frac{1}{\sqrt{\log 2}} \int_0^t \|e^{-(t-s)\Delta^2} f(u(s))\|_{L^2} \, ds + \frac{1}{\sqrt{\log 2}} \int_0^t \|e^{-(t-s)\Delta^2} f(u(s))\|_{L^\infty} \, ds
\]
\[
\leq \frac{H}{\sqrt{\log 2}} \int_0^t \|f(u(s))\|_{L^2} \, ds + \frac{H}{\sqrt{\log 2}} \int_0^t (t-s)^{-\frac{N}{4}} \|f(u(s))\|_q \, ds.
\]

(5.28)

Now, let us estimate \(\|f(u(t))\|_r\) for \(r = 2, q\). We have
\[
|f(u)| \leq C|u|^m e^{\lambda u^2}.
\]

Therefore, we obtain
\[
\|f(u)\|_r \leq C\|u|^m (e^{\lambda u^2} - 1 + 1)\|_r.
\]

By using Hölder inequality and Lemma 2.4, we obtain
\[
\|f(u)\|_r \leq C\|u\|_{2\rho}^m \|e^{\lambda u^2} - 1\|_{2\rho} + \|u\|_{m\rho}^m
\]
\[
\leq C\|u\|_{\exp L^2}^m \left( \|e^{\lambda u^2} - 1\|_{2\rho} + 1 \right).
\]

Using Lemma 2.5 we conclude that
\[
\|f(u)\|_r \leq C\|u\|_{\exp L^2}^m \left( (2\rho \lambda) \frac{1}{2} M^{\frac{1}{2}} + 1 \right) \leq C\|u\|_{\exp L^2}^m.
\]

(5.29)
Substituting (5.29) in (5.28), we have
\[
\|u(t) - e^{-t\Delta^2}u_0\|_{\text{exp} L^2} \leq C \int_0^t \left[ \|u(t)\|_{\text{exp} L^2}^{m} + (t-s)^{-\frac{N}{4q}} \|u(t)\|_{\text{exp} L^2}^{m} \right] ds \leq C t \|u_0\|_{\text{exp} L^2}^{m} + C t^{-\frac{N}{4q}} \|u_0\|_{\text{exp} L^2}^{m},
\]
where \(C_1, C_2\) are finite positive constants. This gives
\[
\lim_{t \to 0} \|u(t) - e^{-t\Delta^2}u_0\|_{\text{exp} L^2} \leq 0,
\]
and proves statement (1.6).

Finally the fact that \(u(t) \to u_0\) as \(t \to 0\) in the weak* topology can be done as in [13]. So we omit the proof here. This completes the proof of Theorem 1.4.

5.5. Proof of Theorem 1.5. The proof is via a fixed point argument on the associated integral equation
\[
(5.30)
\]
where \(\|u_0\|_{\text{exp} L^2} \leq \varepsilon\), with small \(\varepsilon > 0\). For \(M > 0\) we use the space
\[
Y_M := \left\{ u \in L^\infty(0, \infty, \text{exp} L^2); \sup_{t>0} t^\sigma \|u(t)\|_p + \|u\|_{L^\infty(0, \infty; \text{exp} L^2)} \leq M \right\},
\]
endowed with the metric
\[
d(u, v) = \sup_{t>0} t^\sigma \|u(t) - v(t)\|_p.
\]
Here \(p > \frac{N(\ell-1)}{2}\) and
\[
\sigma = \frac{1}{\ell - 1} - \frac{N}{2p} > 0.
\]
The rest of the proof is carried out as in the previous subsections, so we omit the details.

6. Extensions to polyharmonic heat equations

Our results can be extended to the nonlinear polyharmonic heat equations
\[
\begin{align*}
\partial_t u + (-\Delta)^d u &= f(u), \\
u(0, x) &= u_0(x),
\end{align*}
\]
where \(u(t, x)\) is a real valued function \(t > 0, x \in \mathbb{R}^N\), \((-\Delta)^d, d \geq 2\), is the polyharmonic operator, and \(f : \mathbb{R} \to \mathbb{R}\) with \(f(0) = 0\) and having an exponential growth at infinity.
In fact, the proofs can be obtained by slightly modifying the arguments used for \( d = 2 \). Precisely, using the majorizing kernel established in [8] and since the fundamental solution \( E_d \) of 
\[
\partial_t u + (-\Delta)^d u = 0, \quad t > 0, \quad x \in \mathbb{R}^N,
\]
satisfies 
\[
E_d(t, x) = t^{-\frac{N}{2d}} E_d \left( 1, t^{-\frac{1}{2d}} x \right),
\]
we have the following \( L^p - L^q \) estimate.

**Proposition 6.1.** There exists a positive constant \( H_d \) such that for all \( 1 \leq p \leq q \leq \infty \), we have
\[
\| e^{-t(-\Delta)^d} \varphi \|_q \leq H_d t^{-\frac{N}{2d}(\frac{1}{p} - \frac{1}{q})} \| \varphi \|_p, \quad \forall \ t > 0, \ \forall \ \varphi \in L^p.
\]

For the global existence the nonlinearity \( f \) will satisfy (1.5) with \( m \) a real number such that \( \frac{N(m-1)}{2d} \geq 2, \ m \geq 2 \). Using similar arguments as in the proof of Theorem 1.4, we obtain the following result.

**Theorem 6.2 (Global existence).** Assume that the nonlinearity \( f \) satisfies (1.5) with \( m \) a real number such that \( \frac{N(m-1)}{2d} \geq 2, \ m \geq 2 \). Then, there exists a positive constant \( \varepsilon > 0 \) such that for every initial data \( u_0 \in \exp L^2 \) which satisfies \( \| u_0 \|_{\exp L^2} \leq \varepsilon \), there exists a weak-mild solution \( u \in L^\infty (0, \infty; \exp L^2) \) of the Cauchy problem (6.1) satisfying
\[
\lim_{t \to 0} \| u(t) - e^{-t(-\Delta)^d} u_0 \|_{\exp L^2} = 0.
\]
Moreover, there exists a constant \( C > 0 \) such that,
\[
\| u(t) \|_p \leq C t^{-\sigma}, \quad \forall \ t > 0,
\]
where
\[
\sigma = \frac{1}{m - 1} - \frac{N}{2dp} > 0,
\]
with \( \frac{N(m-1)}{2d} < p < \infty \) if \( N \geq 4d \) and \( \max \left\{ m, \frac{2N(m-1)}{4d-N} \right\} \leq p \leq \infty \) if \( N < 4d \).
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