Revealing Short-Term Precursors of the Strong $M > 7$ Earthquakes in Southern California From the Simulated Stress–Strain State Patterns Exploiting Geomechanical Model and Seismic Catalog Data
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Since 2009, the stress–strain state (SS) of the earth’s crust in Southern California region is being monitored through geomechanical modeling, taking into account the ongoing seismicity with magnitudes $M > 1$. Every new earthquake is assumed to cause a new defect in the earth’s crust, leading to redistribution in the SS. With half-monthly SS updates, we found that the two strong earthquakes with $M ∼ 7$ that occurred in the area in 2010 and 2019 had been preceded by anomalies in the strength parameter $D$ (indicating how close the rock is to its ultimate strength), which had emerged a few weeks to months before the main shock at a distance of 10–30 km from the future epicenter. Over the course of monitoring (nearly a decade), this approach has neither produced false alarms nor missed events with $M > 7$ falling within the modeling area.
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INTRODUCTION

The development of seismic hazard monitoring and prediction methods is crucial for preventing and mitigating the fatalities and damage caused by strong earthquakes. The primary focus of research in this field is linked to identification of precursors, preceding high-energy seismic events (Mogi, 1985; Sobolev and Ponomarev, 2003; Viti et al., 2003; Molchan and Kellis-Borok, 2008; Paresan et al., 2015; Bondur et al., 2018; Rundle et al., 2018 and references therein). Some precursors may be recognized from the anomalous behavior of various geophysical fields, including ones rendered by the dynamics of lineament systems (Bondur and Zverev, 2005; Paresan et al., 2015), variations of the ionosphere parameters (Liu et al., 2004; Bondur and Smirnov, 2005; Bondur et al., 2007; Singh et al., 2009), and other phenomena exhibiting increased activity before earthquakes. It is understood that the most effective approach for predicting significant seismic events is a joint comprehensive analysis of precursors of various physical nature recorded by ground-based and space instrumentation systems (Cenni et al., 2015 and references therein). However, an extreme complexity of the coupled processes and interaction mechanisms relating the subsurface mechanics during the stress accumulation (earthquake preparation) stage to potentially observable (geophysical) precursors makes the forecast a highly challenging goal, with relatively few examples of successful prediction.
The solid foundation of earthquake prediction would be the stress–strain state (SS) analysis, allowing for the identification of areas of elevated seismic risk employing regional-scale geomechanical models (Bondur et al., 2007; Bondur et al., 2010; Bondur et al., 2016). Making such models relevant requires reliable seismological data. Among the territories with elevated seismic risk, Southern California is one of the most studied in terms of tectonics, with high-quality seismic catalog data available.

The southern part of the US Pacific coast, in particular the state of California, as well as the adjacent territories of Mexico, is characterized by a significant level of seismic activity caused by the interaction of the Pacific and North American lithospheric plates, having the boundary along the San Andreas Fault (Wallace, 1990) (Figures 1 and 2). Given the high-density population of the area and the existing risk of strong and catastrophic seismic events, considerable attention has been paid for many decades to seismic monitoring and earthquake forecast in the region (Hutton et al., 2010). A seismological network deployed in Southern California (Clayton et al., 2015) provides a stream of high-resolution data, being processed, cataloged, and published by a number of specialized seismological centers and the US Geological Survey (USGS) nearly in real time (https://earthquake.usgs.gov/data/comcat/).

The main efforts of researchers aimed at short-term and medium-term earthquake forecast are related to statistical analysis of seismological datasets, resulting in probability estimates of seismic risk (Field et al., 2009; Field and Members of the 2014 WGCEP, 2015; Field et al., 2015; Ross et al., 2019).

Although the models used in such an approach may incorporate data for the fault-block structure of the region, these do not provide a detailed image of elastic energy accumulation and redistribution in the subsurface. Another approach deals with local models of soil motion around the epicentral region, as derived from the earthquake focus mechanism post-quake data (Brandenberg et al., 2020).

At the same time, it is obvious that the physical basis for seismic risk assessment and forecast on a regional scale should exploit geomechanical models that take into account the structure, its heterogeneity, and current tectonic stresses (Turcotte, 1994). Some elements of this approach applied to Southern California have been discussed in Gomberg (1991), Williams and Richardson (1991), and Toda and Stein (2019). For identification of seismically hazardous zones, a joint analysis of the strength, stress state, and elastic energy distribution in the earth’s crust has been proposed (Garagash, 1991; Bondur et al., 2007).

To monitor the SS dynamics in relation to strong earthquakes in Southern California, back in 2009 we launched a numerical simulation study, employing both geomechanical modeling and actual seismological data (Bondur et al., 2010; Bondur et al., 2016; Bondur et al., 2017; Bondur et al., 2020). In our model, every new earthquake is treated as a new crustal defect, causing the stress–state redistribution and variation over time. By successive calculation of various SS attributes, the model makes it possible to trace the destruction and healing of the earth’s crust, reveal the patterns of elastic energy accumulation and relaxation, and ultimately identify the seismic precursors through imaging of elevated stress regions prior to strong \((M > 7)\) shocks occurring in this territory.

In this article, we illustrate the application of this approach to particular seismic events of 2010 and 2019, being the strongest shocks in the region with \(M\) exceeding 7.

## MATERIALS AND METHODS

The results presented in this study have been obtained with a geomechanical modeling-based monitoring technique (Bondur et al., 2010; Bondur et al., 2016; Bondur et al., 2017; Bondur et al., 2020), allowing one to image and trace the SS evolution over the Southern California region during the period from 2009 to 2019, with the identification of SS precursor patterns preceding strong \((M > 7)\) seismic events. At the core of this technique lies a three-dimensional (3D) geomechanical model simulating the crustal rock deformation within the latitudes between 31 and 36°N and longitudes between 114 and 121.2°W assuming the Mohr–Coulomb yield criterion.

The modeling domain with lateral dimensions of 645 km × 560 km is discretized by a 5-km × 5-km rectangular mesh. The earth’s crust and lithosphere are represented by a 6-layer structure within 0–35 km depth; the model includes the surface topography and crustal layers’ boundaries with realistic geometry specified according to available geological data. Each layer was assigned the specific values of Mohr–Coulomb model parameters, namely, the bulk modulus \(K\), shear modulus \(G\), cohesion \(c\), and angle of internal friction \(\phi\) (Table 1). The fault-block tectonics of a region was incorporated into the model using lineament analysis data by introducing a so-called crustal damage function \(g(x, y, z)\) that is applied to reduce the values of certain mechanical properties (elastic moduli, cohesion, and friction) in the corresponding mesh cells, for imitation of distracted portions of the crust associated with fault zones in any given layer, as

\[
P(x, y) = P_0 (1 - \kappa g(x, y)),
\]

where \(P_0\) is the constant initial value of the model property for the intact rock and \(\kappa\) is the small term (see Figure 2 and model properties maps in Figures 3 and 4). Damage function \(g(x, y)\) represents the normalized spatial distribution of a dimensionless parameter (with values between 0 and 1), produced from fault maps, surface topography/bathymetry, and satellite imagery data (Bondur et al., 2010). At the earth’s surface, the degree of crustal destruction is assumed to be equal to 1 on the fault axis and 0 outside the zone of its influence, while in between it is approximated by the 2D spline function. Initially, the map of the damage function was constructed for the upper layer (L1) only, and then the damage distributions were calculated sequentially for deeper layers through the smoothing of the maps for upper ones, with the smoothing window size increasing with depth, forming a volumetric array \(g(x, y, z)\).

At the initial stage, the “stationary” stress state of the model, \(SS(x, y, z, t_0)\), is calculated under gravity load and the effect of regional tectonic forces assuming static approximation. Modeling
is performed using FLAC3D software code (Itasca Consulting Group, 2006), solving the continuum mechanics equations with the explicit finite-difference method.

The stationary (or initial) state modeled as described above reflects the initial damage corresponding to fault-block tectonics; however, at this stage, the current seismic activity is ignored (see Figure 5).

The left column in Figure 5 presents the layered diagram of the Lode–Nadai coefficient, allowing one to classify the resulting stress distribution in terms of stress regime. This quantity is defined by the second and the third invariants of the stress tensors’ deviatoric part, and falls between $-1$ and $+1$. It equals $-1$ under pure tension and $1$ under pure compression, while zero value is associated with pure shear.

The right-hand-side layered diagram in Figure 5 illustrates shear strain energy maps. Both quantities show elevated inhomogeneity in the upper layers compared to the lower ones and indicate complex overall patterns, defined by the interaction of Pacific and North American plates, complex geometry of crustal boundaries, and mosaic structure associated with fault tectonics in the study area.

The next (main) stage of calculation uses an iterative procedure to update the current state of the model:

$$SS(x, y, z, t_0) \rightarrow \cdots \rightarrow SS(x, y, z, t_1) \rightarrow SS(x, y, z, t_{i+1})$$

(2)

This is achieved through subsequent update of the model geomechanical parameters, such as the bulk and shear moduli, cohesion, and friction angle, of those mesh elements which had been affected by seismic events during a 3-month time interval preceding the time point of the calculation. To achieve this, the foci locations taken from the seismic catalog are projected onto the model grid, and the released energy values $E$ are estimated from the magnitude data $M$ as

$$\lg E = 4 + 1.8M$$

(3)

To evaluate the cumulative energy accommodated in each cell, the energies of all earthquakes falling within this cell are summed up over the 3-month period (about 4,000 individual shocks in

## TABLE 1 | Values of the material properties (Mohr–Coulomb model parameters) assumed for six laterally homogenous model layers at the initial stage of model construction, followed by application of “damage function” to produce heterogeneous property patterns (see Figures 3 and 4).

| Model layer (element) | Bulk modulus (GPa) | Shear modulus (GPa) | Angle of internal friction (°) | Cohesion (MPa) | Density (kg/m³) |
|-----------------------|-------------------|---------------------|-------------------------------|----------------|-----------------|
| L1 upper crust        | 17.3              | 8                   | 26                            | 20             | 2,600           |
| L2 upper crust        | 19.5              | 9                   | 30                            | 35             | 2,700           |
| L3 middle crust       | 16.2              | 7.5                 | 27                            | 32             | 2,700           |
| L4 middle crust       | 14.5              | 6.7                 | 25                            | 29             | 2,800           |
| L5 middle crust       | 11.9              | 5.5                 | 24                            | 26             | 2,800           |
| L6 lower crust        | 18.4              | 8.5                 | 27                            | 30             | 2,800           |

FIGURE 1 | Fault tectonics (black lines, USGS database) and seismicity (green circles, ComCat database) in the study area. Beach balls and red text labels indicate earthquake mechanisms, year, and magnitude of major shocks during the time interval from 1990 to 2020.
average). Then, the smoothing is applied to the resulting energy distributions \( e(x, y, z, t_i) \), and the SS obtained at the previous iteration is used to calculate the updated damage function:

\[
g(x, y, z, t_{i+1}) = f_{\text{DM}}(SS(x, y, z, t_i), e(x, y, z, t_{i+1}))
\]  

(4)

\( f_{\text{DM}} \) has the meaning of a transform converting energy array \( E \) at the current step into the updated damage function \( g_{i+1} = g(x, y, z, t_{i+1}) \). This is done with some algebra involving elements \( \sigma_{ij} \) of the stress tensor at the \( i \)th step. From those, the maximum shear stress is calculated:

\[
\tau_{\text{max}}(x, y, z, t_i) = \sqrt{\frac{1}{6} \left[ (\sigma_{xx} - \sigma_{yy})^2 + (\sigma_{yy} - \sigma_{zz})^2 + (\sigma_{zz} - \sigma_{xx})^2 \right] + \sigma_{xy}^2 + \sigma_{yz}^2 + \sigma_{zx}^2},
\]

(5)

and then, shear energy \( E_S \) and updated damage function \( g \) are evaluated based on the previous-step SS and current seismic energy distribution \( E \):

\[
E_S(x, y, z, t_i) = \frac{\tau_{\text{max}}^2}{G}
\]

\[
g(x, y, z, t_{i+1}) = \frac{E(x, y, z, t_{i+1})}{E(x, y, z, t_{i-1}) + E_S(x, y, z, t_i)}
\]

(7)

In turn, \( g \) is applied to update the model parameters:

\[
P(x, y, z, t_{i+1}) = f_{\text{MD}}(P(x, y, z, t_i), g(x, y, z, t_{i+1})).
\]

(8)

Specifically,

\[
P_{i+1} = (P_i - \Delta P_i \cdot r) \left( 1 - \kappa \cdot g_{i+1} \right).
\]

(9)

Here, \( P \) stands for any model property (bulk modulus \( K \), shear modulus \( G \), cohesion, or angle of friction \( \phi \)); \( \Delta P_i = P_i - P_{i-1} \) indicates the damage-associated increment added to each property value at the previous step, while \( r = 1/8 \) is the recovery factor applied to account for “rock healing” by 1/8 of every 2 weeks (which means if no new earthquakes occur within a particular mesh element, its properties’ values return back to original values within 4 months), \( \kappa = 0.3 \) is a small factor, and \( g_{i+1} = g(x, y, z, t_{i+1}) \) is the normalized damage function given by Eq. 7.

Finally, the new SS is computed from the corrected model:

\[
SS(x, y, z, t_{i+1}) = f_{\text{SS}}(P(x, y, z, t_{i+1})).
\]

(10)

Unlike the above transforms, \( f_{\text{SS}} \) is essentially a numerical solution to the equation of motion obtained with the FLAC3D program code returning the full set of elements of the stress and strain tensors.

Thus, running the model implies serial evaluation of \( f_{\text{DM}}, f_{\text{MD}}, \) and \( f_{\text{SS}} \) transforms, yielding the updated datasets at each time step, that is, repeated half-monthly:

\[
t_{i+1} - t_i = 15 \text{ days}.
\]

(11)

Once a new SS at the \((i + 1)\)th step is calculated, the incremental part of the stresses is used to evaluate the strength parameter \( D \), showing the proximity of the structure to its ultimate strength:

\[
D = \frac{\Delta \sigma_1 - \Delta \sigma_3}{2} + \frac{\Delta \sigma_1 + \Delta \sigma_3}{2} \sin \phi.
\]

(12)

Here, \( \sigma_1, \sigma_3 \) stand for principal stresses and \( \phi \) is the friction angle. The model regions with negative values of \( D \) at a given step are excluded from further analysis, since these indicate the stress relaxation with the crustal material state evolving in the opposite direction from strength limit (downgrading). At the same time,
FIGURE 3 | Initial model properties for six crustal layers: bulk (left column) and shear (right column) moduli distributions. Heterogeneous patterns reflect fault tectonics and reduced strength (assumed using the so-called damage function).
FIGURE 4 | Initial model properties for six crustal layers: cohesion (left column) and angle of internal friction (right column) distributions. Heterogeneous patterns reflect fault tectonics and reduced strength (assumed using the so-called damage function).
FIGURE 5 | Initial stress state maps for six crustal layers calculated assuming gravity load and horizontal tectonic stresses according to the No-Net-Rotation NUVEL-1 model (Argus and Gordon, 1991): Lode-Nadai coefficient (left column) and shear strain energy (right column) maps.
the patterns of positive values of $D$ are visualized and analyzed in terms of absolute and relative (normalized by maximum value over a particular model layer or subdomain) distributions. Ultimately, all the above procedures are repeated for a new 3-month time-window, shifted by 1/2 month, forming a recursive loop (Figure 6).

Besides analysis of the strength parameter $D$, we also evaluate the time variation of maximum shear deformation in the upper and middle crust. Shear deformation is calculated as

$$\gamma = \sqrt{\frac{1}{6} \left( (\varepsilon_{xx} - \varepsilon_{yy})^2 + (\varepsilon_{yy} - \varepsilon_{zz})^2 + (\varepsilon_{zz} - \varepsilon_{xx})^2 + \varepsilon_{yx}^2 + \varepsilon_{zy}^2 + \varepsilon_{xz}^2 \right)},$$  \hspace{1cm} (13)$$

where $\varepsilon_{ij}$ are the strain tensor elements.

The main concept of such simulation-based monitoring consists in tracing the spatial migration of regions with abnormally high $D$ and shear strain, and revealing of the correlation between migration patterns and seismic activity (here, we only include sufficiently strong shocks with $M > 5.2$). Besides, the time variations of maximum $D$ values for individual layers and/or model subdomains are of particular interest.

Since 2009, such geomechanical simulation has been run continuously, with seismic magnitude data for all relevant earthquakes ($M > 1$) taken from the USGS ComCat catalog (https://earthquake.usgs.gov/data/comcat/). The monitoring results reported in this article include the SS patterns preceding the April 2010 $M7.2$ and July 2019 $M7.1$ earthquakes.

**RESULTS**

To illustrate the approach described above, we focus on particular seismic events of 2010 and 2019, being the strongest shocks in the region with $M$ exceeding 7.

**Baja California 2010 Earthquake**

Approximately 1 year after the start of our monitoring study, a strong $M7.2$. earthquake hit the Baja California region on April 4, 2010. This shock was preceded by elevation in strength parameter and specific pattern of its relocation during February–March 2010.

The spatial migration of the elevated-stress anomaly in terms of the strength parameter $D$ within approximately 3 months before the event is given in Figure 7A. It can be seen that originally the anomaly emerges east of the future epicenter at a distance of $R \sim 20$ km. Then, it migrates closer to the epicenter ($R \sim 10$ km) and one extra anomaly arises northwest of the epicenter, where it follows the San Andreas fault ($R \sim 30$ km). Next, the anomaly goes north to $R \sim 50$ km, after which the high-stress region progressively moves toward the epicenter of the future $M7.2$ event.
Figure 7B shows the variation of the maximum normalized strength parameter $D$ (evaluated across layers 1–3) during January–May 2010. A visible increase in $D$ is observed during February, some 40–50 days prior to the main shock. Afterward, elevated $D$ levels had been observed in late April–May, while the anomaly position left the earthquake area and no longer emerged close to it (within 50 km).

From the maps showing anomalies in $D$, it is possible to figure out that 20 days prior to the earthquake, no significant anomalies were observed over the entire model domain (Figure 7C), while such an anomaly emerged 15 days later (red point near the future epicenter, Figure 7D) and spread after the earthquake, forming the fault-associated region of distracted crust, where it remained during a few subsequent 2-week calculation cycles (Figure 7E).

Figure 8 demonstrates the behavior of shear strain for the same time samples, also showing the presence of anomalous displacements close to the epicenter a few days prior to the shock.

We evaluated the stress regime for April 1, 2010, in terms of Lode–Nadai coefficient distribution in crustal layer 4 (Figure 9), in order to check whether it is consistent with the focal mechanism of the M7.2 Baja California earthquake, estimated from seismological data and known to be a strike-slip in the...
northwest–east-south direction (https://www.globalcmt.org/CMTsearch.html). Notably, we found that the epicenter falls within the whitish-colored cell with nearly zero value, which corresponds to shear setting.

Ridgecrest July 2019 Earthquakes

In a similar way, we analyzed the computed stress–strain patterns for a few months prior to the 2019 Ridgecrest earthquakes, which had struck the region near the northern boundary of the study area. The main M7.1 shock occurred on July 5, 2019, and was preceded by an M6.4 foreshock on July 4, 2019 (Shelly, 2020). However, in this case, the spatial–temporal variation of the crustal strength parameter did not immediately reveal an isolated anomaly near the epicenter. Instead, a relatively faint anomaly was observed within the epicentral area (Figure 10) west of the epicenter starting from April 2019, accompanied by numerous higher-amplitude spots scattered all across the central part of the model domain. However, most of these spots displayed unstable behavior, changing their position chaotically or vanishing during model evolution. At the same time, the anomaly identified within the epicentral area remained steady with nearly no displacement during April, May, and June 2015, which attracted special attention to this region.

Figure 11A shows the path of migration sequence of the strength parameter anomaly for the period from January 1 to August 15, 2019. The epicenters of these two seismic events are shown by star symbols, while the gray-colored regions indicate the strength-reduced zones associated with tectonic faults. Tracing the anomaly migration, one can see that during January–March 2019, it was moving slowly in the southeastern corner of the epicentral subdomain and then jumped over to the northwest, approaching the epicenters of the July earthquakes. In May 2019 (i.e., 2 months before the seismic event), this anomaly reached its maximum value (Figure 11B), being located 30–35 km west of the epicenters.

The time variation of the strength parameter \( D \) (Figure 11B) indicates the maximum elevated stress in the upper part of the
earth’s crust at depths of about 7 km on May 1, 2019, that is, a half-month before the earthquake, when it significantly exceeded the background values. Besides, the zone of the maximum stress was located within the same area for as long as 2.5 months (from April to June 2019). We interpret this behavior as a precursor indicating that a strong seismic event had been in preparation in that area during that time. The steady identification of strength parameter maximum in nearly the same place over a substantially long time followed by a strong shock is definitely in sharp contrast with a normal (background) migration pattern, which is pretty chaotic, with relatively large moves all over the model domain. The occurrence of the M7.1 earthquake followed by an aftershock series caused the $D$ parameter maximum to rocket in the mid-July. By August, it was back to background values.

**FIGURE 10** | Strength parameter patterns for layer 2, plotted for a series of instants from April to June 2019. Grayscale corresponds to initial normalized damage, while colored spots indicate anomalous model cells with elevated $D$. Red arrows point at anomaly locations within the epicentral area (shown by dark-green rectangle), traced in the subsequent analysis (as demonstrated in Figure 11).
In addition to revealing the anomaly in terms of $D$, it was found that starting early April till mid-June 2019, the maximum shear strain exhibited elevated values, with spatial location of the anomaly being in close proximity to the northwestern flank of the future earthquake fault line (staying in the region confined by the dotted line in Figure 11A). Figure 11C shows time variations of the maximum shear deformation calculated separately for each of the three upper layers of the earth’s crust during the period from February 1, 2019, to July 15, 2019. The maximum of the shear strain local anomaly is observed in May, 2 months before the M7.1 earthquake, which is similar to the behavior simulated strength parameter $D$. It is important to note that the deformation in layer

![Figure 11](https://example.com/fig11.png)

**FIGURE 11** | (A) Migration path of the strength parameter $D$ maximum (yellow circles), as it is approaching the future epicenters of the M6.4 and M7.2 Ridgecrest earthquakes (red stars) during January–July 2019. Gray-colored regions indicate zones of elevated rock damage. Red dashed circle indicates the region where the maximum stays for a significantly long period over 2 months, which is identified as a precursor; (B) variation in the normalized maximum strength parameter $D$, calculated over the epicentral subdomain during January–August 2019; (C) plots of the maximum shear strain absolute values calculated for the three upper layers of the earth’s crust during January–July 2019, prior to the M7.1 Ridgecrest earthquake.
2, within a depth interval of nearly 3–7 km, exceeds the deformation in layer 3 (middle crust, 6–15 km depth). At the same time, in the upper part of the model (layer 1), deformation is of a lower level, which means the earthquake preparation process is not observable at the earth’s surface directly. It should be noticed that the quantities plotted in the above figure reflect only the relative SS dynamics and may not take into account some stationary parts of the deformation. However, in the subsequent analysis, it is possible to “calibrate” the model and adjust the obtained strain values based on available estimates of coseismic deformation in the earthquake source region.

DISCUSSION

Having a decade-long series of SS distributions, with incremental parameters sampled half-monthly, we were to detect local anomalies months before the strong April 4, 2010, M7.2 earthquake and July 5, 2019, M7.1 earthquake. Both shocks are the only events with magnitude exceeding M = 7 that have occurred in the study area during the last decade. The revealed elevated-stress anomalies and the patterns of their migration prior to the shock can be considered as seismic precursors.

The described technique of SS monitoring in the Southern California region through geomechanical numerical simulation, launched in 2009, revealed some specific patterns of its behavior weeks and months prior to strong earthquakes. This provides substantial evidence for the efficiency of the approach based on the detailed geomechanical model updated continuously with current seismicity data. The earthquake foci parameters data, including even the weakest events (M > 1), characterize the process of crustal rupture and destruction and are critically important for the success of monitoring.

The core element of the modeling is the so-called damage parameter function, which determines the reduction in elastic constants of the crustal rocks due to destruction caused by earthquakes, which consists of the stationary part controlled by fault-block tectonics and the dynamic part associated with the ongoing seismic activity. Damage dynamics is estimated by summation of the impact of all earthquakes occurring over the 3-month interval, whose foci fall within a model. Each event is treated as a new crustal defect with dimensions determined by the Kasahara equation (Kasahara, 1981), and the entire simulation process allows for imaging and tracing the variations of elastic energy distribution. That reveals the patterns of its accumulation and dissipation, and enables identification of places where the rock state is of maximum proximity to ultimate strength, anomalies of strength parameter D.

Implementation of this quantity was proposed in our earlier research and seems to have a clear physical meaning, showing whether the stress state is getting closer to the strength limit (positive D) or farther from it (negative D). Although numerous other quantities describing the stress state might be employed to highlight areas of elevated stress, the stress elements alone are not indicative of possibility of failure. Analysis of D enables tracing the step-by-step variations of the model state, showing its evolution either toward failure or relaxation.

Since the SS includes both the stress (analyzed in terms of D) and strain parts (although related to each other via a constitutive model), we believe that some deformation-related quantity is useful for the analysis. As is known, strain accumulation may be considered as an earthquake precursor, and a significant amount of research has been focused on this subject. At the earth’s surface, deformations can be measured directly, with GPS-based or laser interferometry systems as well as compact strainmeters, mostly used in trenches and mines (Savage et al., 1981; Lyons and Sandwell, 2003; Fialko, 2006; Segall, 2010; Mazzotti et al., 2011). In Southern California, borehole deformation monitoring is performed in the Parkfield area (Johnston et al., 2006). However, such observations do not provide information on the spatial strain patterns deep in the subsurface, which is necessary for monitoring the stress–strain dynamics in connection with the prediction of strong earthquakes.

For the purpose of deformation analysis, we have chosen the shear strain due to its relation to shear, since most of the seismic shocks in the area are associated with this particular mechanism. An important feature seen from the shear strain distribution across layers indicates that no significant deformation anomaly emerges in the surface layer, even in the case of a fairly strong earthquake (M > 7), occurring in deeper layers of the crust. This explains the limited success of the forecast based on direct strain measurements.

However, to some extent, the strain anomalies can be revealed through geomechanical model-based simulations accounting for ongoing seismic shock magnitude data. As a result, the SS patterns are calculated, showing the way the rocks are being deformed across the entire modeling domain. Besides, this approach enables discrimination and further analysis of only those shear deformations that are not associated with regional-scale tectonic forces, but are rather caused by the current seismicity alone; the process of destruction; and post-quake healing of the earth’s crust.

Thus, by exemplifying two strong earthquakes in Southern California, namely, the M7.2 Baja California earthquake of April 4, 2010, and the Ridgecrest M7.1 main shock that occurred on July 5, 2019, we have shown that the proposed simulation-based method can be used for seismic hazard monitoring and prediction of strong shocks.
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