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Compared to primordial perturbations on large scales, roughly larger than 1 megaparsec, those on smaller scales are not severely constrained. We revisit the issue of probing small-scale primordial perturbations using gravitational waves (GWs), based on the fact that, when large-amplitude primordial perturbations on small scales exist, GWs with relatively large amplitudes are induced at second order in scalar perturbations, and these induced GWs can be probed by both existing and planned gravitational-wave projects. We use accurate methods to calculate these induced GWs and take into account sensitivities of different experiments to induced GWs carefully, to report existing and expected limits on the small-scale primordial spectrum.

I. INTRODUCTION

In inflationary cosmology, the Universe experienced an early stage of accelerated expansion, during which primordial perturbations with a vast range of wavelengths are produced from quantum fluctuations. Thanks to the recent observations, we have determined the cosmological parameters including those characterizing these primordial perturbations well and entered into an era of precision cosmology. On large scales with comoving wavenumbers \( k \lesssim 1 \text{Mpc}^{-1} \), the amplitude of the curvature perturbation, which describes one kind of primordial perturbations,\textsuperscript{1} has been precisely determined by observations of the cosmic microwave background (CMB) and large-scale structure (LSS) of the Universe as \( \mathcal{P}_R \simeq 2.1 \times 10^{-9} \) at \( k = 0.05 \text{Mpc}^{-1} \) with a slight scale dependence [2].

On the other hand, it is difficult to determine the small-scale \((k \gtrsim 1 \text{Mpc}^{-1})\) curvature perturbations with CMB or LSS due to the limited sensitivity and resolution of the experiments, as well as the Silk damping or highly non-linear, complicated evolutions of inhomogeneities, as a result of which the information about primordial fluctuations is partially or entirely lost. Hence, the constraints on the small-scale perturbations from these observations are significantly weaker or virtually non-existent than those on the large-scale ones.

The properties of primordial fluctuations, including those on small scales which have not been well investigated as mentioned above, depend on inflation mechanisms [3–5]. Thus, the study of the small-scale perturbations can shed light on the nature of the inflation. In addition, large-amplitude perturbations on small scales could lead to unique compact objects, such as primordial black holes (PBHs) (see Ref. [6] for a recent review) and ultracompact minihalos (UCMHs) [7–10]. In particular, PBHs have recently been attracting a lot of attention because PBHs are one of the candidates for dark matter (DM) [11–13] and also for the black holes detected by the direct observations of gravitational waves (GWs) [14–17]. Therefore it is increasingly important to discuss how large perturbations can be on small scales also from the viewpoint of the nature of the dark matter or gravitational-wave astrophysics.

The small-scale perturbations have been constrained as follows: non-detection of CMB distortions, \( \mathcal{P}_R \lesssim 10^{-4} \) on \( k \lesssim 10^4 \text{Mpc}^{-1} \) [9, 18, 19]; consistency with the observed abundance of the light elements produced at big bang nucleosynthesis (BBN), \( \mathcal{P}_R \lesssim 10^{-2} \) on \( 10^4 \text{Mpc}^{-1} \lesssim k \lesssim 10^5 \text{Mpc}^{-1} \) [20–22]; non-detection of gamma rays from UCMHs, \( \mathcal{P}_R \lesssim 10^{-6} \) on \( k \lesssim 10^5 \text{Mpc}^{-1} \) [23]; and non-detection of PBHs, \( \mathcal{P}_R \lesssim 10^{-2} \) over a wide range of scales [24]. However, some of these constraints are not only weak but also uncertain compared to those on large scales. For example, the constraints from UCMHs strongly depend on the properties of DM [10, 23] and their profiles [25, 26], which have not been fully understood, and the constraints from PBHs are based on some simplifying assumptions about the relation between the PBH abundance and the amplitude of curvature perturbations, hence they also involve some uncertainties [27–29].

In this paper, we focus on probing small-scale primordial fluctuations by GWs induced at second order in curvature perturbations (see [30] and references therein), noting that, although the evolutions of GWs are independent of curvature perturbations at the linear order, they depend on curvature perturbations at second order. These GWs induced at second order in curvature perturbations can be constrained by the current and future observations, such as pulsar timing array (PTA) observations (EPTA [31], PPTA [32], NANOGrav [33], SKA [34, 35]), second-generation GW interferometers (advanced LIGO (aLIGO) [36], Virgo [37], KAGRA [38]),

\textsuperscript{1} Isocurvature perturbation is the other kind of primordial perturbations, which is tightly constrained on large scales by observations [1].
space-based GW interferometers (LISA [34, 39, 40], DECIGO [41, 42], BBO [42, 43]), and third-generation GW interferometers (Einstein Telescope [34, 39, 44], Cosmic Explorer [45]). Then using the limits on the induced GWs, we can obtain limits on the curvature perturbations on small scales.

This topic was first discussed in a pioneering work by Assadullahi & Wands [30].\(^2\) We note, however, that the formulation to calculate induced GWs has been updated since then. In particular, sophisticated analytical formulae to calculate induced GWs have recently been derived by Kohri & Terada [51] (see also Ref. [52]). The induced GWs predicted by their formula differ from those predicted by the relation used in Ref. [30] by an order of magnitude for the same curvature perturbations as discussed later. Since the study of small-scale primordial perturbations is one of the recent hot topics in cosmology and the projects for GW observations are expected to make more and more progress in the near future, it is worth reconsidering the limits using the recent analytical formula and also using updated, expected sensitivities of planned GW detectors of different kinds. We also report new limits on the small-scale primordial power spectrum, obtained from the null detection of stochastic GWs by recent gravitational-wave experiments.

II. FORMALISM FOR INDUCED GWs

In this section, we briefly review the equations to calculate GWs induced at second order in curvature perturbations (see also Refs. [51, 53]). Throughout this paper, we assume that the GWs are induced during the radiation-dominated (RD) era. Since the induced GWs can be enhanced due to an early matter dominated era, as a result of non-decaying subhorizon perturbations (see Ref. [51] and references therein), this assumption leads to conservative limits.\(^3\) We also assume that the curvature perturbations follow the Gaussian distribution\(^4\) and we take the conformal Newtonian gauge in this work.\(^5\) The energy density of GWs per logarithmic interval of \(k\) is

\[
\Omega_{GW}(\eta,k) = \frac{\rho_{GW}(\eta,k)}{\rho_{\text{tot}}(\eta)} = \frac{1}{24} \left( \frac{k}{a(\eta)H(\eta)} \right)^2 \mathcal{P}_h(\eta,k),
\]

where the overline indicates time average and \(\mathcal{P}_h\) represents the power spectrum of induced GWs given by

\[
\mathcal{P}_h(\eta,k) \simeq 4 \int_0^\infty dv \int_{1-v}^{1+v} du \left( \frac{v^2 - (1 + v^2 - u^2)^2}{4vu} \right)^2 \times \mathcal{I}^2(v,u,k) \mathcal{P}_c(kv) \mathcal{P}_c(ku).
\]

Changing the variables to \(t = u + v - 1\) and \(s = u - v\), we can rewrite Eq. (2) as

\[
\mathcal{P}_h(\eta,k) \simeq 2 \int_0^\infty dt \int_{-1}^{1} ds \left( \frac{t(2 + t)(s^2 - 1)}{(1 - s + t)(1 + s + t)} \right)^2 \times \mathcal{I}^2(v,u,k) \mathcal{P}_c(kv) \mathcal{P}_c(ku).
\]

The function \(\mathcal{I}^2\) in the subhorizon limit \((x = k\eta \to \infty)\) is

\[
\mathcal{I}^2(v,u,x \to \infty) = \frac{1}{2} \left( \frac{3(u^2 + v^2 - 3)}{4u^3v^3} \right)^2 \left( -4uv + (u^2 + v^2 - 3) \log \frac{3 - (u + v)^2}{3 - (u - v)^2} \right)^2 + \pi^2(u^2 + v^2 - 3)^2 \Theta(v + u - \sqrt{3})
\]

\[
= \frac{288(-5 + s^2 + t(2 + t))^2}{x^2(1 - s + t)^6(1 + s + t)^6} \left( \frac{\pi^2}{4} (-5 + s^2 + t(2 + t))^2 \Theta(t - (\sqrt{3} - 1)) \right)
\]

\(^2\) GWs induced at second order in scalar perturbations are also discussed in cases where a cosmologically interesting amount of PBHs is produced [46–50].

\(^3\) The comoving scales reentering the horizon during the late-time matter-dominated era are large enough \((k < k_{eq} = 0.0103\text{Mpc}^{-1}[2])\) to be probed by CMB anisotropy observations well. On the other hand, the scales potentially affected by a possible early matter-dominated era, preceding the RD era, could overlap the scales we consider in this paper (\(O(10)\text{Mpc}^{-1} < k < O(10^2)\text{Mpc}^{-1}\)), if the reheating temperature is less than roughly \(10^{13}\text{GeV}\).

\(^4\) The GWs induced by scalar perturbations with non-Gaussianities are discussed in Ref. [54–57].

\(^5\) The gauge dependence of the induced GWs is discussed in Ref. [58], for those induced during the late-time matter domination era. We expect, however, that GWs induced during the RD era, induced mostly at horizon reentry, would not change so significantly by the choice of the gauge, though careful calculations to clarify this issue would be merited. The calculations of Ref. [58] show that the gauge dependence of the subhorizon evolution of scalar perturbations is probably the primary cause of the gauge dependence of the GWs induced during the late-time matter domination found in their work. Since, unlike during the matter-dominated era, the scalar perturbations decay on subhorizon scales during the RD era, we expect the gauge dependence of the GWs induced during RD era would not be so significant.
where $\Theta$ denotes the Heaviside step function. We have confirmed that induced GWs calculated from these approximations indeed coincide well with those obtained from numerical integrations of the exact integrand, using Eqs. (A44) and (A45) of Ref. [53], with the time average taken after the integrations.

During the RD era, induced GWs are produced mainly around horizon reentry, without growing any more after that because the gravitational potential decays after the horizon reentry. This can be seen from the above formula, by noting that the factor $x^2$ in the denominator is in the end canceled by the factor $(k/aH)^2$ in Eq. (1), given the relation $a(\eta)H(\eta) = \eta^{-1}$, which holds during the RD era. This indicates that the GWs, being time independent, are no longer induced on subhorizon scales. We define $\eta_c$ as the moment when $\Omega_{GW}$ stops growing, which is shortly after the horizon reentry, and note that $\eta_c$ is earlier than the beginning of the late-time matter domination, since we consider only those modes which reenter the horizon well before then.

Taking into account the evolutions of $\Omega_{GW}$ after the matter-radiation equality and the change in relativistic degrees of freedom, we can derive the relation between the density parameter at $\eta_0$ (today) and that at $\eta_c$ as [28]

$$\Omega_{GW}(\eta_0, k) = 0.83 \left( \frac{g_c}{10.75} \right)^{-1/3} \Omega_{r,0} \Omega_{GW}(\eta_c, k),$$

(6)

where $\Omega_{r,0}$ is the current energy density parameter of radiation, $g_c$ is the effective degrees of freedom contributing to the total radiation energy density and the subscript “eq” indicates the value at $\eta_c$. In order to obtain $g_c$, normally given as a function of the temperature $T$ (see e.g. Ref. [2]), for each wavenumber, we need the relation between the scale $k$ that enters the horizon at $\eta$ and the temperature at that time. As shown in App. A, it is

$$\frac{k}{k_{eq}} = 2(\sqrt{2} - 1) \left( \frac{g_{s,eq}}{g_s} \right)^{1/3} \left( \frac{g}{g_{eq}} \right)^{1/2} \frac{Tr}{T_{eq}},$$

(7)

where $g_s$ denotes the effective degrees of freedom for the entropy density and the subscript “eq” means the value at the matter-radiation equality time. We take $k_{eq} = 0.0103\text{Mpc}^{-1}$, $T_{eq} = 8.0 \times 10^{-7} \text{MeV}$, $g_{s,eq} = 3.91$ and $g_{eq} = 3.38$ [2, 59, 60].

### III. CONSTRAINTS ON INDUCED GWs

In this section, we briefly review techniques to investigate stochastic GW backgrounds with observations.

fore applying them to induced GWs. Our analysis is basically based on that in Ref. [61]. When multiple detectors or pulsars whose noise is uncorrelated are available, it is highly beneficial to do a cross-correlation to look for the correlated signal due to a stochastic GW background. In this section, we use frequencies of GWs instead of their wave numbers, which are related as $f = 1.546 \times 10^{-15} (k/1\text{Mpc}^{-1}) \text{Hz}$. First, the signal-to-noise ratio $\rho$ for a collection of detectors or pulsars labeled by $I$ and $J$ receiving stochastic GWs is [62]

$$\rho = \sqrt{2 T} \left[ \int_{f_{\min}}^{f_{\max}} df \sum_{I=1}^{M-1} \sum_{J=1}^{M} \frac{\Gamma^2_{IJ}(f) S^2_{h}(f)}{P_{nI}(f) P_{nJ}(f)} \right]^{1/2},$$

(8)

where $M$ is the number of detectors or pulsars, $T$ is the observation time, $P_n$ is the noise power spectrum, $\Gamma_{IJ}$ is the overlap reduction function between $I$-th and $J$-th detectors or pulsars, $S_h$ is the power spectral density of GWs, and $f_{\max}$ and $f_{\min}$ are the maximum and minimum observation frequencies respectively. Note that Eq. (8) is valid only in the weak-signal limit [63], which may not be applied to PTA experiments, depending on projects. We will discuss this issue later. Here, we define the effective sensitivity curve for the GW energy density as

$$\Omega_{GW,\text{eff}}(f) H_0^2 = \frac{2\pi^2}{3} f^3 \left[ \sum_{I=1}^{M-1} \sum_{J=1}^{M} \frac{\Gamma^2_{IJ}(f)}{P_{nI}(f) P_{nJ}(f)} \right]^{-1/2},$$

(9)

where $H_0$ is the Hubble constant. Then, we can rewrite Eq. (8) as

$$\rho = \sqrt{2 T} \left[ \int_{f_{\min}}^{f_{\max}} df \left( \frac{\Omega_{GW}(f)}{\Omega_{GW,\text{eff}}(f)} \right)^2 \right]^{1/2},$$

(10)

where we define $\Omega_{GW}(f) H_0^2 = 2\pi^2 f^3 S_h(f)/3$. In Fig. 1, we plot $\Omega_{GW,\text{eff}} h^2 / \sqrt{T f / 10}$ as the effective sensitivity curves for each project using GW interferometers or pulsars.\(^7\) In addition, we also plot constraints on $\Omega_{GW,\text{eff}} h^2$ from CMB, LSS, and BBN in Fig. 1, which are different from $\Omega_{GW,\text{eff}} h^2$. We ignore spikes in the effective sensitivity for simplicity, which arise from zeros of overlap reduction functions. Because of the frequency integration above, neglecting such spikes would not cause huge errors. Note that some of the effective sensitivity curves

\(^6\) $T_{eq}$ is given by $T_{eq} = (1 + z_{eq}) 2.725 K$, where $z_{eq} \simeq 2.4 \times 10^3 \Omega_m h^2 (\simeq 3499)$ [2, 59].

\(^7\) There are also proposals for an atomic GW interferometric sensor probing GWs in the 50 mHz - 10 Hz [64] and optically levitated sensors to detect high-frequency (50 Hz - 300 kHz) GWs [65].
in Fig. 1 are based on approximations, which we explain below.

Advanced LIGO. $\Omega_{\text{GW,eff}}$ for the aLIGO design sensitivity is calculated in Ref. [61], which is based on the correlation between the two detectors in Hanford and Livingston. We also consider the latest results of the O2 run. We obtain an approximation of $\Omega_{\text{GW,eff}}$ for the O2 run by renormalizing the amplitude of and rescaling the frequency dependence of $\Omega_{\text{GW,eff}}$ for the design sensitivity so that the minimum of the power-law integrated curve [61] calculated from the approximation reproduces the minimum of the power-law integrated curve for the O2 run presented in Ref. [36]. If Virgo [37] and KAGRA [38] reach the same level of sensitivity as aLIGO in the future, we can make use of them taking cross-correlations between more detectors and the effective sensitivity would be stronger.

Space-based interferometers. $\Omega_{\text{GW,eff}}$ for DECIGO is calculated in Refs. [66, 67], which is based on the correlation between the Michelson interferometers located at opposite vertices of the star-of-David form. $\Omega_{\text{GW,eff}}$ for BBO is also calculated in Ref. [61].

For LISA, although the cross-correlation technique cannot be applied due to its configuration [61, 68], its configuration could make it possible to disentangle stochastic GWs and instrumental noise [69–72]. Assuming instrumental noise and/or astrophysical foreground are removed perfectly, to estimate the signal-to-ratio by Eq. (10), we can redefine $\Omega_{\text{GW,eff}}$ for LISA as [61]

$$\Omega_{\text{GW,eff}}(f)H_0^2 = \sqrt{2\frac{\pi^2}{3}} f^3 P_n(f) \frac{\Gamma(f)}{\Omega(f)},$$

where $\Gamma(f)$ is the transfer function of the detector and $P_n(f)$ is the noise power spectrum. Note that, since we assume a single detector instead of two, the factor $\sqrt{2}$ appears in Eq. (11) [61]. In this paper, to present crude estimations of the constraints on curvature perturbations from LISA, we use $\Omega_{\text{GW,eff}}$ for LISA obtained in Ref. [61], which is based on the above relation.

Third-generation ground-based interferometers. Einstein Telescope (ET) is proposed to have three detectors configured in a triangle similarly to LISA, each of which consists of two interferometers. Therefore the noise removal techniques proposed for LISA could possibly be applied to ET. We also use Eq. (11) for ET to obtain $\Omega_{\text{GW,eff}}$ with the sensitivity curve given in Refs. [34, 39, 44]. On the other hand, since Cosmic Explorer (CE) is proposed to have L-shaped geometry, as aLIGO, we cannot use the noise removal techniques mentioned above for CE. Therefore we do not consider CE in the following, but if we have more than one CE-like detector in the future, we would be able to use the cross-correlation technique and probe stochastic GWs with them [73]. In this case, the constraints on curvature perturbations from CE-like detectors would be comparable to that from ET.

PTA. We can constrain stochastic GWs by observing residuals in arrival times of pulsar signals for a long time ($O(10)$ years). To put constraints on GWs, we use cross-correlations between observed pulsars. For PTA experiments, since the inverse of the observation time is the same order of magnitude as the target frequencies, the integral in Eq. (8) does not increase the signal-to-noise ratio much. Therefore, it is non-trivial whether the weak-signal limit is valid or not. Then, we redefine the signal-to-noise ratio for PTA experiments as [63, 74, 75]

$$\rho = \sqrt{2T} \left( \sum_{I=1}^{M} \sum_{J>l}^{M} \chi_{IJ}^2 \right)^{1/2} \times \left[ \int_{f_{\text{min}}}^{f_{\text{max}}} df \left( \frac{\Omega_{\text{GW}}(f)}{\Omega_n(f) + \Omega_{\text{GW}}(f)} \right)^2 \right]^{1/2},$$

where $\chi_{IJ}$ is the Hellings and Downs coefficient for pulsars $I$ and $J$ [76] (see e.g. Eq. (13) in Ref. [75] for the concrete expression) and we assume that pulsars are distributed homogeneously and all pulsars have the same noise characteristics and take the average over the angle between the pulsars. $\Omega_n$ is the energy density parameter for noise of each pulsar, given by

$$\Omega_n(f)H_0^2 = \frac{2\pi^2}{3} f^3 S_n(f),$$

where $S_n(f)$ is the power spectral density for noise and is related to the noise power spectrum as $S_n(f) = 12\pi^2 f^2 P_n(f)$. Here, we assume the noise power spectrum is dominated by the white timing noise as $P_n(f) \simeq 2\Delta t \sigma^2 [61]$, where $1/\Delta t$ is the cadence of the measurements and $\sigma$ is the timing precision. There have been recent observation results given by EPTA [31], PPTA [32], and NANOGrav [33]. Since their constraints are comparable, we take the EPTA results as a concrete example for current constraints from PTA. Following the result in Ref. [31], we take the parameters, $M = 6$, $T = 18$ years, $\Delta t = 14$ days, and $\sigma = 1 \mu s$ for EPTA. For a

\[ \frac{1}{4\pi} \int d\phi \sin \theta d\theta \sum_{I=1}^{M} \sum_{J>l}^{M} \chi_{IJ}^2 = \frac{1}{48} \frac{M(M-1)}{2}. \]

\[ \text{Strictly speaking, since our analysis is based on the assumption that pulsars are distributed homogeneously and all pulsars} \]

\[ \text{are removed perfectly, to estimate the signal-to-ratio by Eq. (10), we can redefine } \Omega_{\text{GW,eff}} \text{ for LISA as [61].} \]

\[ \text{For LISA, although the cross-correlation technique cannot be applied due to its configuration [61, 68], its configuration could make it possible to disentangle stochastic GWs and instrumental noise [69–72]. Assuming instrumental noise and/or astrophysical foreground are removed perfectly, to estimate the signal-to-ratio by Eq. (10), we can redefine } \Omega_{\text{GW,eff}} \text{ for LISA as [61]} \]

\[ \Omega_{\text{GW,eff}}(f)H_0^2 = \sqrt{2\frac{\pi^2}{3}} f^3 P_n(f) \frac{\Gamma(f)}{\Omega(f)}, \]

\[ \text{where } \Gamma(f) \text{ is the transfer function of the detector and } P_n(f) \text{ is the noise power spectrum. Note that, since we assume a single detector instead of two, the factor } \sqrt{2} \text{ appears in Eq. (11) [61]. In this paper, to present crude estimations of the constraints on curvature perturbations from LISA, we use } \Omega_{\text{GW,eff}} \text{ for LISA obtained in Ref. [61], which is based on the above relation.} \]

\[ \text{Third-generation ground-based interferometers. Einstein Telescope (ET) is proposed to have three detectors configured in a triangle similarly to LISA, each of which consists of two interferometers. Therefore the noise removal techniques proposed for LISA could possibly be applied to ET. We also use Eq. (11) for ET to obtain } \Omega_{\text{GW,eff}} \text{ with the sensitivity curve given in Refs. [34, 39, 44]. On the other hand, since Cosmic Explorer (CE) is proposed to have L-shaped geometry, as aLIGO, we cannot use the noise removal techniques mentioned above for CE. Therefore we do not consider CE in the following, but if we have more than one CE-like detector in the future, we would be able to use the cross-correlation technique and probe stochastic GWs with them [73]. In this case, the constraints on curvature perturbations from CE-like detectors would be comparable to that from ET.} \]

\[ \text{PTA. We can constrain stochastic GWs by observing residuals in arrival times of pulsar signals for a long time ($O(10)$ years). To put constraints on GWs, we use cross-correlations between observed pulsars. For PTA experiments, since the inverse of the observation time is the same order of magnitude as the target frequencies, the integral in Eq. (8) does not increase the signal-to-noise ratio much. Therefore, it is non-trivial whether the weak-signal limit is valid or not. Then, we redefine the signal-to-noise ratio for PTA experiments as [63, 74, 75]} \]

\[ \rho = \sqrt{2T} \left( \sum_{I=1}^{M} \sum_{J>l}^{M} \chi_{IJ}^2 \right)^{1/2} \times \left[ \int_{f_{\text{min}}}^{f_{\text{max}}} df \left( \frac{\Omega_{\text{GW}}(f)}{\Omega_n(f) + \Omega_{\text{GW}}(f)} \right)^2 \right]^{1/2}, \]

\[ \text{where } \chi_{IJ} \text{ is the Hellings and Downs coefficient for pulsars } I \text{ and } J \text{ [76] (see e.g. Eq. (13) in Ref. [75] for the concrete expression) and we assume that pulsars are distributed homogeneously and all pulsars have the same noise characteristics and take the average over the angle between the pulsars. } \Omega_n \text{ is the energy density parameter for noise of each pulsar, given by } \]

\[ \Omega_n(f)H_0^2 = \frac{2\pi^2}{3} f^3 S_n(f), \]

\[ \text{where } S_n(f) \text{ is the power spectral density for noise and is related to the noise power spectrum as } S_n(f) = 12\pi^2 f^2 P_n(f). \text{ Here, we assume the noise power spectrum is dominated by the white timing noise as } P_n(f) \simeq 2\Delta t \sigma^2 [61], \text{ where } 1/\Delta t \text{ is the cadence of the measurements and } \sigma \text{ is the timing precision. There have been recent observation results given by EPTA [31], PPTA [32], and NANOGrav [33]. Since their constraints are comparable, we take the EPTA results as a concrete example for current constraints from PTA. Following the result in Ref. [31], we take the parameters, } M = 6, \text{ } T = 18 \text{ years, } \Delta t = 14 \text{ days, and } \sigma = 1 \mu s \text{ for EPTA. For a} \]

\[ \frac{1}{4\pi} \int d\phi \sin \theta d\theta \sum_{I=1}^{M} \sum_{J>l}^{M} \chi_{IJ}^2 = \frac{1}{48} \frac{M(M-1)}{2}. \]
integrated over frequency, must compare these constraints with the induced GWs. We take the observation time $T$ as well as BBN [51], which should be noted to be existing GW interferometers (Einstein Telescope (ET) [34, 39, 44], DECIGO [67]), and finally third-generation ground-based interferometers (LISA [34, 40, 61], BBO [42, 43, 61], O2 run and design sensitivity are shown [36, 61, 78]), spaceferometer (advanced LIGO, for which both the limits from the SKA [34, 35], a second-generation ground-based GW interferometer. By SKA, we plot $\Omega_{GW,eff}$ on GWs. Note that, except for the plots labeled as CMB and LSS is $\Omega_{GW}$, additional component of radiation. The constraint from constraints, coming from CMB, LSS, and BBN. The constraint from CMB and LSS is $\Omega_{GW}$, both of which are normalized by $A^2$. Here, we take $\sigma = 0.5$, $\sigma = 1$, and $\sigma = 2$ as examples. We can see that the peak height of the induced GWs is $\Omega_{GW,k earthly}$, is the same order of magnitude as $A^2$. This relation ($\Omega_{GW,k earthly} \sim A^2$) is different from the previous relation used in the pioneering work ($\Omega_{GW,k earthly} \sim 30 A^2$ [30] by an order of magnitude.12 We can see that the scale dependence of $\Omega_{GW,k earthly}$ is very similar to that of $P_\zeta$ on the scales smaller than the peak scale ($k_p^{-1}$). Meanwhile, on larger scales, the GWs decay as $\Omega_{GW,k earthly} \propto k^3$ even though the curvature power spectrum decays more rapidly.

We derive (expected) limits on $A$ for each $\sigma$ and $k_p$. It is a more direct way of finding the value of $A$ which yields the signal-to-noise ratio $\rho$, given by Eq. (10) for interferometer experiments or Eq. (12) for PTA observations, unity, taking into account $\Omega_{GW,eff}$ for each observation discussed above, except for the CMB and BBN constraints. We take $T = 18$ years for EPTA, $T = 20$ years for SKA, $T = 4$ months for aLIGO (O2) [36], and $T = 1$ year for the others as fiducial values. For CMB and BBN constraints, we derive the limits by finding the value of $A$ which makes the integral $\int f_{cut} d\ln f \Omega_{GW}(f)$ equal to the $\Omega_{GW}$ constraints, plotted in Fig. 1.

Figure 3 shows the limits on $A$ for $\sigma = 0.5, 1$, and 1.13 The parameter space of the primordial spectrum that

have the same noise characteristics, the current constraints from EPTA in Figs. 3 and 4 are rough estimates. However, we have checked that the constraints are almost the same as those that we derive imposing that $\Omega_{GW}$ for the induced GWs should not touch the constraint curve given by the black dashed line in Fig.1 in Ref. [51].

lower cutoff of the constraint, which corresponds to $10^{-15}$ Hz for the constraint from CMB and LSS, and $10^{-10}$ Hz for that from BBN.

IV. CONSTRAINTS ON CURVATURE PERTURBATIONS

In this section, we explain how to derive the constraints on the curvature perturbation and present the results. To be concrete, we parametrize the power spectrum profile of curvature perturbations as

$$P_\zeta(k) = A \exp \left( -\frac{(\log k - \log k_p)^2}{2\sigma^2} \right).$$ (14)

Using Eqs. (1) – (5), we calculate $\Omega_{GW,k earthly}$ with this spectrum. In Fig. 2, we plot the squared power spectrum of curvature perturbations, $P_\zeta^2$, and the quantity $\Omega_{GW,k earthly}$, both of which are normalized by $A^2$. Here, we take $\sigma = 0.5$, $\sigma = 1$, and $\sigma = 2$ as examples. We can see that the peak height of the induced GWs, $\Omega_{GW,k earthly}$, is the same order of magnitude as $A^2$. This relation ($\Omega_{GW,k earthly} \sim A^2$) is different from the previous relation used in the pioneering work ($\Omega_{GW,k earthly} \sim 30 A^2$ [30] by an order of magnitude.12 We can see that the scale dependence of $\Omega_{GW,k earthly}$ is very similar to that of $P_\zeta$ on the scales smaller than the peak scale ($k_p^{-1}$). Meanwhile, on larger scales, the GWs decay as $\Omega_{GW,k earthly} \propto k^3$ even though the curvature power spectrum decays more rapidly.

We derive (expected) limits on $A$ for each $\sigma$ and $k_p$, by finding the value of $A$ which yields the signal-to-noise ratio $\rho$, given by Eq. (10) for interferometer experiments or Eq. (12) for PTA observations, unity, taking into account $\Omega_{GW,eff}$ for each observation discussed above, except for the CMB and BBN constraints. We take $T = 18$ years for EPTA, $T = 20$ years for SKA, $T = 4$ months for aLIGO (O2) [36], and $T = 1$ year for the others as fiducial values. For CMB and BBN constraints, we derive the limits by finding the value of $A$ which makes the integral $\int f_{cut} d\ln f \Omega_{GW}(f)$ equal to the $\Omega_{GW}$ constraints, plotted in Fig. 1.

Figure 3 shows the limits on $A$ for $\sigma = 0.5, 1$, and 1.13 The parameter space of the primordial spectrum that

12 The work of Ref. [30] is based on the numerical result for a scale invariant power spectrum ($P_\zeta(k) = A$) in Ref. [79], which is $\Omega_{GW,k earthly} \sim 33.3 A^2$. However, the latest result, which our work is based on, gives $\Omega_{GW,k earthly} \sim 0.8222 A^2$ for the scale invariant power spectrum (see Eq. (31) in Ref. [51]).

13 When we obtain the plots in Fig. 3, we find that, for SKA curves, both results based on Eqs. (10) and (12) are almost the same, which means the weak-signal limit is a good approximation. This is mainly because the large number of pulsars increases the signal-to-noise ratio sufficiently so that $p = 1$ is reached in the weak-signal regime.
FIG. 2. Normalized, squared power spectra of curvature perturbations \( P_\zeta(k)/A^2 \), dashed) and induced GWs \( \Omega_{GW}(k, \eta_c)/A^2 \), solid). The power spectrum of the curvature perturbation is given by Eq. (14) and \( \sigma = 0.5 \) (blue), \( \sigma = 1 \) (green), and \( \sigma = 2 \) (orange) are assumed. Note that the quantity \( \Omega_{GW}(k, \eta_c) \) here does not reflect the evolution of induced GWs after their generation (see Eq. (6)).

can be constrained by GW experiments is wider when \( \sigma \) is larger, due to the spread of the GW spectrum as shown in Fig. 2. The shaded regions show the constraints from the existing data of current observations. In particular, the current PTA observations constrain the perturbations as \( A \lesssim \mathcal{O}(10^{-5}) \) on \( k \sim \mathcal{O}(10^6) \) Mpc\(^{-1}\). The noticeable scale dependence of constraints from CMB and BBN is due to the change in the relativistic degrees of freedom and the frequency cutoff of the constraints. As to future prospects, the amplitude of the curvature perturbations could be investigated over a wide range of scales. In particular, the curvature perturbations with \( P_\zeta = \mathcal{O}(10^{-4}) - \mathcal{O}(10^{-6}) \) could be observed or constrained by SKA, LISA, BBO, or ET. Note that, although we assume the concrete observation times and signal-to-noise ratio to derive Fig. 3, the parameter dependence of the constraints in the weak-signal limit is given by \( A \propto \rho^{1/2} T^{-1/4} \), which we can easily see from Eq. (10).

V. DISCUSSION AND CONCLUSION

In this work, we have simply assumed the null detection of GWs for each experiment, but in future stochastic GWs of astrophysical origins, or stochastic GWs of cosmological origins that are different from the induced GWs we have considered, such as those from quantum vacuum fluctuations during inflation, first-order phase transitions, or cosmic strings [80], may be detected. In such a case, the limits on the curvature perturbation would be affected, and a discussion about this issue depends on the experiment. For instance, at relatively low frequencies, relevant to SKA, stochastic GWs from mergers of supermassive black holes would be important. An estimation of such GWs inevitably involves uncertainties stemming from complex astrophysical processes, but the amplitude of \( \Omega_{GW} h^2 \sim 10^{-11} (f/10^{-2} \text{ Hz})^{2/3} \) was noted to be a conservative lower limit [80], based on Refs. [81, 82]. If stochastic GWs from supermassive-black-hole mergers are indeed detected, stochastic GWs of cosmological origins, including induced GWs, would be buried, and this implies less information obtained about the early Universe. For instance, the limits on the curvature perturbation based on induced GWs would be weaker than those obtained from the null detection of stochastic GWs. Naively in this case one may constrain the curvature perturbation by requiring induced GWs to be less than the detected GW background from supermassive-black-hole-binary mergers. We may do a bit better than that by making use of the anisotropy of stochastic GWs from supermassive black holes, which is at level of \( \sim 20\% \) of the isotropic component [83–86]. One might also be able to improve the limits by making use of characteristic non-Gaussianity of induced GWs [87, 88]. As another example, in the case of BBO, it may be possible to detect and subtract out \( \sim 3 \times 10^6 \) merging binaries composed of neutron stars and/or black holes, out to \( z \sim 5 \) [89]. If cosmological, stochastic GWs are indeed detected as a result of successful subtraction of astrophysical foregrounds, then differentiating between different kinds of cosmological GWs using their properties such as the spectrum, non-Gaussianity and chirality [80], would be crucial, and one of GW origins here is the induced GWs we have discussed. In this case, if we fail to identify the source of the detected cosmological GW background, one would obtain the limit on the curvature perturba-
FIG. 3. Limits on curvature perturbations with $\sigma = 0.5$ (upper left figure), $\sigma = 1$ (upper right figure) and $\sigma = 2$ (lower figure). The vertical axis is $A$ and the lower horizontal axis is $k_p$, which are defined in Eq. (14). The upper horizontal axis shows the frequency corresponding to $k_p$. The colors and styles of the curves here correspond to those in Fig. 1 (e.g. the blue solid lines show the constraints from the current PTA observations). The shaded regions are excluded by the current observations, as in Fig. 1.

Before closing, let us summarize the current status and future prospects for probing small-scale primordial perturbations. Figure 4 shows the current and future expected limits on the small-scale curvature perturbations. In this figure, for the constraints from the induced GWs, the vertical and the horizontal axis should be understood as $A$ and $k_p$, which are the amplitude and position of a sharp spike of the power spectrum of the curvature perturbation we have used in this paper. This makes a simple comparison of different limits possible, which would be instructive. We take $\sigma = 0.5$ to show the conservative constraints. In addition to the constraints by the induced GWs, we also plot the conventional constraints from CMB and LSS observations, CMB distortions, and acoustic reheating. We derive the constraints from CMB distortions performing the integration of Eq. (10) in Ref. [19] with the profile of the power spectrum given in Eq. (14) in this paper, using the limits on the $\mu$ and $y$ parameters obtained by COBE/FIRAS, which are $\mu \lesssim 9 \times 10^{-5}$ and $y \lesssim 1.5 \times 10^{-5}$ [90]. We do not show constraints from UCMHs and PBHs because the constraints from such objects have some uncertainties, as we mentioned in Sec. I. We close by concluding that the future GW observations will shed new light on the small-scale primordial spectrum, which can not be probed by other observations.
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Note Added

A related paper [92] appeared when we were finalizing our work. Though their primary focus is PBHs, figures showing limits on the primordial spectrum including those from the induced GWs are also shown. They included only current and future PTA and LISA and also did not perform the analysis that we have done in this paper, calculating the signal-to-noise ratio.

Appendix A: Relation between \( k \) and \( T \)

In this appendix, we present a derivation of Eq. (7). The Friedmann equation is given by

\[
3M_P^2 H^2 = \rho. \tag{A1}
\]

For the left-hand side, we will shortly use \( aH \simeq 1/\eta \), satisfied during the RD era, and for the right hand side, we will use \( \rho_r \propto g T^4_\text{eq} \). On the other hand, around the matter-radiation equality, the scale factor is given by [93]

\[
a(\eta) = a_{\text{eq}} \left( \frac{\eta}{\eta_{\text{eq}}} \right)^2 + 2 \left( \frac{\eta}{\eta_{\text{eq}}} \right), \tag{A2}
\]

where \( \eta_s = \eta_{\text{eq}}/(\sqrt{2} - 1) \). Then we find \( a_{\text{eq}} H_{\text{eq}} = 2(2 - \sqrt{2})/\eta_{\text{eq}} \). Note also the relations \( \rho_{\text{eq}} = 2\rho_{\text{eq}} \) and \( \rho_{\gamma,\text{eq}} \propto g_{\text{eq}} T^4_{\text{eq}} \). First, from the Friedmann equation,

\[
aH = \frac{a}{a_{\text{eq}}} H_{\text{eq}} = \frac{a}{a_{\text{eq}}} \sqrt{\frac{\rho}{2\rho_{\gamma,\text{eq}}}}. \tag{A3}
\]

which can be rewritten as

\[
\frac{1}{2(2 - \sqrt{2})} \frac{\eta_{\text{eq}}}{\eta} = \frac{1}{\sqrt{2}} \left( \frac{g_{s_{\text{eq}}}}{g_s} \right)^{1/3} \left( \frac{g}{g_{\text{eq}}} \right)^{1/2} \frac{T}{T_{\text{eq}}}. \tag{A4}
\]

where we have used the entropy conservation relation: \( g_{s_{\text{eq}}} T^3_{\text{eq}} = g_s a^3 T^3 \). Then finally we find that the comoving wavenumber which reenters the horizon at \( \eta \), that is, \( k_{\text{eq}} = 1 \), is related to the temperature at that moment via

\[
k_{\text{eq}} = 2(2 - \sqrt{2}) \left( \frac{g_{s_{\text{eq}}}}{g_s} \right)^{1/3} \left( \frac{g}{g_{\text{eq}}} \right)^{1/2} \frac{T}{T_{\text{eq}}}. \tag{A5}
\]

Note again that this relation is valid during the RD era.
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