Controlling species densities in structurally perturbed intransitive cycles with higher-order interactions
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The persistence of biodiversity of species is a challenging proposition in ecological communities in the face of Darwinian selection. The present article investigates beyond the pairwise competitive interactions and provides a novel perspective for understanding the influence of higher-order interactions on the evolution of social phenotypes. Our simple model yields a prosperous outlook to demonstrate the impact of perturbations on intransitive competitive higher-order interactions. Using a mathematical technique, we show how alone the perturbed interaction network can quickly determine the coexistence equilibrium of competing species instead of solving a large system of ordinary differential equations. It is possible to split the system into multiple feasible cluster states depending on the number of perturbations. Our analysis also reveals the ratio between the unperturbed and perturbed species is inversely proportional to the amount of employed perturbation. Our results suggest that nonlinear dynamical systems and interaction topologies can be interplayed to comprehend species’ coexistence under adverse conditions. Particularly our findings signify that less competition between two species increases their abundance and outperforms others.

1. INTRODUCTION

Understanding how species interact, compete, and try to push each other to extinction while preserving bio-diversity is a long-standing problem in ecology. As a result, several theoretical and statistical approaches to replicating biodiversity have been developed.

One of the classical approaches is Niche theory, which predicts that in the same niche, when compared to a strong competitor, the weak one is removed due to the competitive exclusion principle, but large species-coexistence is maintained due to habitat heterogeneity and appropriate adaptation and exploitation of niche for each species. In contrast, neutral theory, all species are ecologically equivalent for a given trophic level, i.e., all have an equal probability of colonizing in open space, and bio-diversity emerges as a stochastic balance between speciation and extinction. According to neutral theory, there will be overlapping niches. However, both classical theories have limitations as well as accomplishments.

For example, ‘neutral drift’ is incompatible with the stability of forest diversity. Also, the paradox in the plankton world, where the number of coexisting species exceeds the number of limiting resources, cannot be explained by competition trade-off models.

Motivated by the shortcomings of classical theories, people are looking for alternative frameworks, particularly those based on game theory. One of them is the widely studied intransitive cyclic competition, in which bio-diversity is maintained within a community despite strong competition. Even in the presence of hierarchy, this type of formalism allows a large number of species to converge, particularly into stable cycles or, in some cases, into a stable equilib-

Recent trends in ecological research suggest the pairwise interaction among competitors may not readily infer the mechanism of tremendous biodiversity of species. Due to this difficulty, ecologists often resort to the structure of diverse competitive higher-order networks. Recently, Grilli et al. shed light on the stability of biodiversity in higher-order networks, while pairwise competition allows only the neutral cycling around the stationary points. We study the influence of structural perturbations on the intransitive cycle of higher-order species interactions and attempt to capture the unexplained complexities of competitive ecosystems. Our analytical treatment provides a straightforward method to determine the globally stable stationary point without solving a large number of ordinary differential equations with higher-order terms. A tiny structural perturbation among the competitors in the higher-order structure leads to the cluster synchrony, where the unperturbed model settles into the complete synchronized death state. Our study suggests that two species can easily enhance their respective densities in comparison to others by reducing the pairwise winning probability from the presence of intransitive competition and higher-order interactions advances our understanding of biodiversity maintenance among competitive communities.
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A focus on the role of perturbation in the elements of the matrix here denotes the stable equilibrium point. In particular, we provide the species’ target abundance states. The abundance can a species or a group of species gain or lose abundance by Grilli et al. HOI determines the fate of the bio-diversity. However, such a game theoretic approach does not always participate in different variations of such game theoretical competition (RPS competition loop) appears to be common in bacterial strains phytoplankton communities. Parasite-grass-fort or in general consumer-resource problem. However, such a game theoretic approach does not always guarantee the stability of feasible equilibrium points, but rather provides a stable cycle in the majority of cases. Weak perturbation, on the other hand, destabilizes the desired equilibrium points. However, theoretically one can show, beyond a pairwise interaction, higher order intransitive mixing in ecological communities can avoid such drawbacks by allowing the species to maintain stabilization by settling into a robust equilibrium point. A species is affected by the interaction of three or an even greater number of species in higher order interactions. It should be noted that the role of intransitivity and intra as well as inter specific higher order interactions are tested in density dependent cyclic dynamics, particularly in plant dynamics, using data from four co-occurring annual plant species in SW Western Australia. In contrast, habitat loss has the potential to reverse the effect of HOI. Singh et al. demonstrated that the negative strength of interspecific HOI determines the fate of the bio-diversity.

Here we revisit the classical higher order model developed by Grilli et al. The question here is, under what conditions can a species or a group of species gain or lose abundance strength (in comparison to others)? Our research provides a suitable and useful tweaking of the intransitive matrix to provide the species’ target abundance states. The abundance here denotes the stable equilibrium point. In particular, we focus on the role of perturbation in the elements of the matrix \( A \), which encodes information about interactions between two species. If the system has \( N \) species/seedlings in a forest, then \( A \) is an \( N \times N \) matrix, where \( A_{ij} \) describes the probability of winning for the \( i \)-th species over the \( j \)-th species, i.e., the ability to fill the gap in a canopy among two seedlings. Hence, \( A_{ij} + A_{ji} = 1 \ \forall \ i, j \). Thus, the diagonal entries of \( A \) will be 0.5. If all the elements of \( A \) are equal, i.e., \( A_{ij} = 0.5 \), it represents the neutral model, where as \(-1\) structure provides a tournament matrix and coexistence is possible in the presence of intransitive cycles of competitive dominance. In this paper, we look at the effect of perturbation in a higher order interaction (HOI) where the intransitive cycle is captured by a circulant matrix

\[
A = \text{circ}(0.5, \alpha, 1 - \alpha, \ldots, \ldots).
\]

Here the circulant matrix generated by a single element \( \alpha \in [0, 1] \). If the square matrix \( A \)’s order \( N \) is odd, the last entry will be \( 1 - \alpha \). However, if \( N \) is an even number, this last entry will be \( \alpha \). In the presence of HOI, for \( N \) species, this circulant matrix steers the whole system to a globally stable equilibrium point \( \frac{1}{N} \) (Sec. (III)), where \( N \) is odd. The choice of such a circulant matrix provides an utterly ecological community with equal strength of interaction among two species, similar up to the direction. Thus, initially, we do not yield any extra privilege to any species in the unperturbed system. Furthermore, we try to inspect the effect of feasible perturbation in a specific pair of species.

We investigate the effect of localized perturbation on the identical equilibrium points. Here local perturbation signifies that if \( \alpha \) value between two species are slightly changed, the rest of the interaction remains unchanged/ unperturbed. We have shown analytically that the density of both perturbed species maintains a relation in the form of a rectangular hyperbola with respect to the applicable perturbation’s strength for fixed \( \alpha \). Thus, the respective densities of the perturbed species are either increased or decreased depending on the strength of the perturbation. Specifically, the species density of each of those perturbed species increases if their in-

![FIG. 1. Schematic representation of the impact of perturbation. The red circle denotes species, and its size indicates the density of that species. The two-sided arrow represents the interaction between two species, and its width contemplates the winning probability of the species towards which it is pointed. The self-loop depicts the intra-species interaction with a 50% winning probability. In (a), every species has the same density. In (b), we increase the winning likelihood of species 1 (Stronger species in the interaction) against species 2, the density of both species decreases (size of the circles are decreased compared to species 3, 4, and 5). In (c), we increase the winning probability of species 2 (Weaker species in the interaction) against species 1, the density of both species increases (size of the circles are now enhanced compared to others).](image)
A schematic figure is drawn to portray this scenario in Fig. 1, where in the subfigure (a), all species are unperturbed, maintaining the original strength following the interaction matrix $A$. We have also found the two-clustered equilibrium points of species 1 against species 2, keeping the other species unperturbed, leads to a reduction in the respective densities of the perturbed species (See Fig. 1 (b)). A reverse scenario of enhancing the winning probability of species 2 against species 1 is contemplated in Fig. 1 (c), where interestingly, the density of both species increases compared to the unperturbed species.

We consider a dynamical model describing the temporal evolution of the density $x_i(t)$ of the $i$-th species as follows:

$$
\dot{x}_i = x_i \left[ \sum_{j=1}^{N} \sum_{k=1}^{N} \left( 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} \right) x_j x_k - \eta_i \right],
$$

where $\eta_i$ is the mortality rate of the $i$-th species. The death rate $\eta_i = \eta = 1.0$ is chosen to be identical for all the species. Since, $x_i(t)$ represents the density of the $i$-th species, thus the sum of all species density is one, i.e., $\sum_{i=1}^{N} x_i(t) = 1$. Instead of the pairwise interaction, we consider the interactions among the possible triplets, where the two species compete among each other and the winner play against the third one. The term within the bracket $\left( 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} \right)$ portrays the winning probability of $i$-th species over two other species under all possible circumstances. $A_{ij}A_{ik}$ describes the probability of winning of the $j$-th species over the $i$-th species, and $A_{ij}A_{jk}$ describes the probability of winning of the $j$-th species over the $k$-th species. The slight increment of winning probability of species 1 against species 2, keeping the other species unperturbed, leads to a reduction in the respective densities of the perturbed species (See Fig. 1 (b)). A reverse scenario of enhancing the winning probability of species 2 against species 1 is contemplated in Fig. 1 (c), where interestingly, the density of both species increases compared to the unperturbed species.

FIG. 2. Oscillation quenching and global convergence: The system of differential equations (1) with the interaction matrix $A$ given in Eq. (1) converges to the stationary point $\left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right)$. The initial condition $(0.45, 0.41, 0.14)$ is chosen randomly within the $(0,1) \times (0,1) \times (0,1)$ maintaining the constraint $x_1(0) + x_2(0) + x_3(0) = 1.0$. Here, $\alpha = 0.75$. 

\[ \text{II. MATHEMATICAL MODEL} \]

We consider a dynamical model describing the temporal evolution of the density $x_i(t)$ of the $i$-th species as follows:

$$
\dot{x}_i = x_i \left[ \sum_{j=1}^{N} \sum_{k=1}^{N} \left( 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} \right) x_j x_k - \eta_i \right],
$$

where $\eta_i$ is the mortality rate of the $i$-th species. The death rate $\eta_i = \eta = 1.0$ is chosen to be identical for all the species. Since, $x_i(t)$ represents the density of the $i$-th species, thus the sum of all species density is one, i.e., $\sum_{i=1}^{N} x_i(t) = 1$. Instead of the pairwise interaction, we consider the interactions among the possible triplets, where the two species compete among each other and the winner play against the third one. The term within the bracket $\left( 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} \right)$ portrays the winning probability of $i$-th species over two other species under all possible circumstances. $A_{ij}A_{ik}$ describes the probability of winning of the $j$-th species over the $i$-th species, and $A_{ij}A_{jk}$ describes the probability of winning of the $j$-th species over the $k$-th species.
k-th species and, ultimately, the i-th species dominate the j-th species. Similarly, the term $A_{ik}A_{jk}$ represents k-th species win over the j-th species, and then, the i-th species beat the k-th species. The probability of winning of i-th species over the other two $j$ and $k$ species is encapsulated by $A_{ij}A_{jk}$. The factor 2 here depicts that i-th species can play first with j-th species, and then with k-th species or vice-versa. Since, we choose $\eta_i = 1$ and $\sum_{i=1}^{N} x_i(t) = 1$, thus Eq. (2) transforms to

$$\dot{x}_i = x_i \left[ \sum_{j=1}^{N} \sum_{k=1}^{N} \left( 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} - 1 \right) x_j x_k \right].$$

(3)

Then, Eq. (3) reduces to the form,

$$\dot{x}_i = x_i \left[ \sum_{j=1}^{N} \sum_{k=1}^{N} B_{ijk} x_j x_k \right],$$

(4)

where $B_{ijk} = 2A_{ij}A_{ik} + A_{ij}A_{jk} + A_{ik}A_{kj} - 1 = 2A_{ij}A_{ik} - A_{ij}A_{kj} - A_{ik}A_{jk}$, since $A_{ij} + A_{ji} = 1 \forall i, j = 1, 2, \ldots, N$.

Note that there is a thin difference between our model and the RPG game. The classical RPG game is basically a three-player zero-sum game where cyclic dominance is observed. We consider a winning probability between two species as opposed to the classical RPG, wherein in a game, one species beats another with 100% possibility. Moreover, our model describes the competition between $N \geq 3$ species rather than three species. One may quickly obtain a suitable variant of the RPG game by choosing suitable $\alpha$ and $N$.

### III. THE DYNAMICS OF THE REPLICATOR EQUATIONS

To determine the optimal strategy for the matrix $A$ by adopting the methods provided in Ref.[53], we assume $p_i \in [0, 1]$ is the probability of the i-th species with density $x_i$, $i = 1, 2, 3, \ldots, N$. Let us further assume, $N \geq 3$ is odd. The existence of the interior stationary point with all non-zero components is unachievable for the even number of species. The impossibility of maintenance of biodiversity with an even number of species is emphasized on the Appendix (5). Let $p = (p_1, p_2, p_3, \ldots, p_N)^T$ be the stochastic vector with $0 \leq p_i \leq 1$. The expected values of each species’ density for the row player are

$$E(x_1) = \langle Ap \rangle_1 = 0.5p_1 + \alpha(p_2 + p_4 + \cdots + p_{N-1})$$

$$+ (1 - \alpha)(p_3 + p_5 + \cdots + p_{N}),$$

$$E(x_2) = \langle Ap \rangle_2 = (1 - \alpha)(p_1 + p_3 + p_5 + \cdots + p_{N-1})$$

$$+ 0.5p_2 + \alpha(p_3 + p_5 + \cdots + p_{N}),$$

$$E(x_N) = \langle Ap \rangle_N = \alpha(p_1 + p_3 + \cdots + p_{N-2})$$

$$+(1 - \alpha)(p_2 + p_4 + \cdots + p_{N-1}) + 0.5p_N,$$

(5)

along with $\sum_{i=1}^{N} p_i = 1$. Here, $\langle Ap \rangle_i$ represents the i-th row of the matrix $Ap$. We mainly assume $\alpha \neq 0.5$ to avoid the occurrence of the rank-deficient matrix for which the matrix $A$ provides multiple optimal strategies. Solving Eq. (5), we obtain

$$p_i = \frac{1}{N}, \quad i = 1, 2, \ldots, N.$$  

Thus, the optimal strategy suggests all species will coexist with equal densities. Substituting $x_i = \frac{1}{N}$ in Eq. (5) for odd $N$, we find $\left( \frac{1}{N}, \frac{1}{N}, \cdots, \frac{1}{N} \right)$ is a stationary point of the Eq. (4), as

$$\sum_{j=1}^{N} \sum_{k=1}^{N} B_{ijk} = 0, \quad i = 1, 2, \ldots, N.$$  

(6)

Thus, the equilibrium $(p_1, p_2, \ldots, p_N)$ calculated through the interaction matrix $A$ serves as a stationary point $(x_1 = x_1, x_2 = x_2, \ldots, x_N = x_N)$ of the system (4). For the validation, we first choose the simplest case of $N = 3$. We find the system converges to the stationary point $\left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right)$ for all initial conditions chosen from $(0, 1) \times (0, 1) \times (0, 1)$. The initial conditions are chosen maintaining the constraint $x_1(0) + x_2(0) + x_3(0) = 1$. The local stability analysis provides the following three eigen values

$$\lambda_{1,2} = -0.0625 \pm 0.4315i$$

and hence, it suggests the stationary point $\left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right)$ is a stable focus-node. In fact, we have performed a global stability analysis by choosing the following Lyapunov function,

$$V(x_i) = -\frac{1}{N} \sum_{i=1}^{N} \log(Nx_i),$$

(7)

where $N \geq 3$ is an odd integer. Since log is a concave function, thus by using Jensen’s inequality, we find

$$\sum_{i=1}^{N} \frac{1}{N} \log(Nx_i) \leq \log \left( \frac{1}{N} \sum_{i=1}^{N} x_i \right) = \log(1) = 0.$$  

(8)

Thus, clearly $V(x_i) \geq 0$, for $x_i \in (0, 1)$ and

$$V \left( \frac{1}{N} \right) = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{N}{N} \right) = 0.$$  

(9)

Let $\xi_j$ be a non-zero perturbation such that

$$\xi_j = x_j - \frac{1}{N}, j = 1, 2, \ldots, N.$$  

(10)

Then, $\sum_{j=1}^{N} \xi_j = 0$. Now,

$$\frac{dV}{dt} = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{N} \left( A_{ij}A_{ik} + A_{ij}A_{jk} \right) x_j x_k + 1$$

$$- \sum_{j=1}^{N} \sum_{i=1}^{N} \sum_{k=1}^{N} \left( \frac{1}{N} A_{ij} A_{jk} x_j x_k \right)$$

$$- \frac{2}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \sum_{k=1}^{N} A_{ik} x_k \right) + 1$$

$$= -\frac{2}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \sum_{k=1}^{N} A_{ik} x_k \right) + 1$$

$$= -\frac{2}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \sum_{k=1}^{N} A_{ik} x_k \right) + 1$$
(a) \[ \beta = 0 \]

(b) \[ \beta > 0 \]

(c) \[ \beta < 0 \]

FIG. 3. **Effect of localized perturbation:** The species densities vary for different choices of \( \beta \) for fixed \( \alpha = 0.75 \). (a) Initially, for \( \beta = 0 \), the unperturbed system leads to the coexistence of all species with equal densities. However, the scenario changes with the choices of non-zero \( \beta \). (b) For our specific choice of \( \alpha > 0.5, \beta > 0 \) reduces the first and second species’ density (orange and blue respectively) and, consequently, raises \( x_3 \) (purple). (c) \( \beta < 0 \) improves (raises) \( x_1 \) and \( x_2 \) compared to the unperturbed case, and diminishes \( x_3 \). The results are valid for any choice of initial conditions maintaining the relation \( x_1(0) + x_2(0) + x_3(0) = 1 \). For further information, please see the main text Sec. 4.4 (IV A).

Since
\[
\sum_{i=1}^{N} \frac{1}{N} A_{ij} = \frac{N-1}{2} + \frac{0.5}{N} = \frac{1}{2}
\]
and
\[
\sum_{j=1}^{N} \sum_{k=1}^{N} A_{jki} x_j x_k = \frac{1}{2},
\]
we have
\[
\frac{dV}{dt} = -\frac{2}{N} \sum_{i=1}^{N} \left( \sum_{j=1}^{N} A_{ij} x_j \right)^2 + \frac{1}{2}
\]
\[
= -\frac{2}{N} \sum_{j=1}^{N} \left( \sum_{i=1}^{N} A_{ij} \left( \frac{1}{N} + \xi_j \right) \right)^2 + \frac{1}{2}
\]
\[
= -\frac{2}{N} \sum_{j=1}^{N} \left( \sum_{i=1}^{N} A_{ij} \xi_j \right)^2 - \frac{2}{N} \sum_{j=1}^{N} \sum_{i=1}^{N} A_{ij} \xi_j
\]
\[
= -\frac{2}{N} \sum_{i=1}^{N} \left( \sum_{j=1}^{N} A_{ij} \xi_j \right)^2 < 0,
\]
unless, \( A \) is a rank deficient matrix. Thus, the stationary point \( \left( \frac{1}{N}, \frac{1}{N}, \ldots, \frac{1}{N} \right) \) is globally stable with odd \( N \). Therefore, the system \( \mathbf{4} \) may possess several stationary points; nevertheless, the system always converges to the globally stable stationary point predicted by the equilibrium calculated through the interaction matrix \( A \) given in \( \mathbf{1} \) for odd \( N \in \mathbb{N} \).

### IV. CONSEQUENCES OF PERTURBATION AMONG THE INTERACTING SPECIES

#### A. Perturbation in single species-pair \( (N = 3) \)

Now, we want to understand the impact of a perturbation at a single entry of the interaction matrix \( A \). Does it alter the globally stable stationary point? If yes, can we predict it before investigating the dynamics through numerical simulations? Again, we consider the simplified choice to investigate this and begin with \( N = 3 \). The perturbed matrix looks like

\[
\tilde{A} = \begin{bmatrix}
0.5 & \alpha + \beta & 1 - \alpha \\
1 - \alpha & 0.5 & \alpha \\
\alpha & 1 - \alpha & 0.5
\end{bmatrix}.
\]

Still this new interaction matrix satisfies \( \tilde{A}_{ij} + \tilde{A}_{ji} = 1 \), as each entry here too contemplates the probability of winning among the species. Note that we just perturb a single pair of species’ interaction, which is \( A_{12} \) and consequently \( A_{21} \) without loss of any generality in this case. Clearly, \( \beta \) may be positive or negative, however we choose the specific interval which can mimick the physically meaningful interaction matrix. The choice of \( \beta \) is based on the following two criteria,

- One needs to choose \( \beta \) in such a way that each entry of the interaction matrix lies within \([0, 1]\) and indicates a non-negative real number representing a probability of winning the pairwise competition.
- Applying \( \beta \) does not change the role of stronger and weaker species; it only increases or reduces the interaction between two competitors. This is to make sure that...
every species coexist after applying perturbation. Otherwise, before perturbation, every species was stronger and weaker in the same number of interactions; reversing the role will form a disparity and eventually lead to the destruction of all species’ coexistence.

Here $\beta = 0$ leads to $A = \hat{A}$. Irrespective of the sign of $\beta$, one can determine the optimal strategy by equating the expected values of all three species corresponding to the row. We have the following three equations

$$E(x_1) = (1 - \alpha) + (\alpha - 0.5)p_1 + (2\alpha + \beta - 1)p_2,$$

$$E(x_2) = \alpha + (1 - 2\alpha - \beta)p_1 + (0.5 - \alpha)p_2,$$

$$E(x_3) = 0.5 + (\alpha - 0.5)p_1 + (0.5 - \alpha)p_2,$$

where $p_1$, $p_2$, and $p_3 = 1 - p_1 - p_2$ are the probabilities of species survivability. Solving the Eq. (13), we obtain

$$p_1 = \frac{\alpha - 0.5}{3(\alpha - 0.5) + \beta},$$

$$p_2 = \frac{\alpha - 0.5}{3(\alpha - 0.5) + \beta},$$

$$p_3 = \frac{(\alpha - 0.5) + \beta}{3(\alpha - 0.5) + \beta}. \quad (14)$$

Initially, we start with $\beta > 0$ for $\alpha > 0.5$ and $\beta < 0$ for $\alpha < 0.5$. The valid range for these choices of $\beta$ is $[-\kappa, 0) \cup (0, -\kappa]$, where, $\kappa = \min\{\alpha, 1 - \alpha\}$. For these choices of $\beta$, we have $||A_{ij} - \hat{A}_{ij}|| < ||\hat{A}_{ij} - \hat{A}_{ji}||$. We refer to this state as the internal perturbation because this choice of $\beta$ enhances the surviving probability of the $i$-th species (which is the first species in the case of the matrix (12) when interacted with the $j$-th species (the second species for our particular choice in matrix (12)). To scrutinize the impact of $\beta$, we choose a particular value of $\beta = 0.1$ and $\alpha = 0.75$. The numerical integration of Eq. (4) with random permissible initial conditions provides $x_1 = 0.29412, x_2 = 0.29412, x_3 = 0.41176$ (See Fig. 3 (b), orange, blue and purple respectively). It is a stable focus-node as the eigen values of the corresponding Jacobian are

$$\lambda_{1,2} = -0.0788 \pm 0.4792i \quad \text{and} \quad \lambda_3 = -0.0226. \quad (15)$$

Again, we need to choose the initial conditions maintaining the constraint $x_1(0) + x_2(0) + x_3(0) = 1$. Interestingly, our numerically simulated values, in this case too, are well fitted with our analytically predicted values (14). The densities of the first (orange) and second (blue) species reduce compared to the unperturbed ($\beta = 0$) case (See Fig. 3 (a-b)). This scenario suggests external perturbation is helpful in gaining species density for the unperturbed species as $x_3 > x_2 = x_1$. Apart from the analytical understanding, we realize this finding is absolutely recognizable through the physical interpretation. An external perturbation in the first-second interaction increases the probability of the survivability of the first species against the second species. This, in turn, decreases the density of the second species, and as the second species dominates the third species, the density of the third species goes up. On the other hand, as the third species dominate the first species, increasing $x_3$ implies firm control over the first species, lowering its density.

For $\beta < 0$ for $\alpha > 0.5$ and $\beta > 0$ for $\alpha < 0.5$, we can define an external perturbation for which we have $||A_{ij} - \hat{A}_{ij}|| < ||\hat{A}_{ij} - \hat{A}_{ji}||$. The choice of $\beta$ is restricted within the range $(-\rho, 0) \cup (0, \rho)$, where $\rho = \frac{1}{2}(1 - 2\alpha)$. We call this as internal perturbation as it is reducing the competition between them leading them to the equal cooperation. We have encapsulated all the requisite information regarding the classification of internal and external perturbation in Table 1. However, we discard the case of $\alpha = 0.5$, which creates a rank deficient matrix that yields multistable system. We choose $\beta = -0.1$ for $\alpha = 0.75$, we find the densities of the first and second species increase (orange and blue respectively) and the third species’ density (purple) decreases (See Fig. 3 (c)). An external perturbation in the first-second species interaction decreases the surviving probability of the first species against the second species. This, in turn, increases the density of the second species, and as the second species dominates the third species, the density of the third species goes down. On the other hand, as the third species dominate the first species, a decrease in $x_3$ implies weak control over the first species, raising its density. Moreover, the simulated result in Fig. 3 (c) yields $x_1 = x_2 = 0.38462, x_3 = 0.23077$, which fits with our derived equilibrium (14) of $\hat{A}$ for $\alpha = 0.75$ and $\beta = -0.1$. This stationary point is a focus-node as per the local stability analysis with

$$\lambda_{1,2} = -0.0422 \pm 0.3594i \quad \text{and} \quad \lambda_3 = -0.0166. \quad (16)$$

TABLE I. Distinguishing between internal and external perturbation depending on the choice of $\alpha$ and the permissible range of $\beta$ applied on the first and second species’ interaction

| $\alpha$ | $\beta$ | Perturbation |
|---------|---------|--------------|
| $\alpha < 0.5$ | $\beta > 0$ | Internal perturbation |
| $\alpha = 0.5$ | $\beta = 0$ | External perturbation |
| $\alpha > 0.5$ | $\beta > 0$ | External perturbation |
| $\alpha > 0.5$ | $\beta < 0$ | Internal perturbation |

Besides, its stability can also be confirmed by the similar global stability analysis provided in Sec. (III). To prove global stability, one needs to choose the positive-definite Lyapunov function

$$V(x_i) = -\sum_{i=1}^{N} x_i^s \log \frac{x_i}{x_i^s}, \quad (17)$$

where $x_i^s \in (0, 1)$ is the $i$-th component of the stationary point of the system 1 with odd $N \in \mathbb{N}$, and proceeds like our previous analysis to show the time derivative of this function is globally negative definite.
FIG. 4. Impact of a single perturbation on the first-second species interaction: (a, d) A common convergence for all the species in an identical density is observed for the unperturbed case with $\beta = 0$. (b, e) For $\beta = 0.1$, the external perturbation reduces their respective densities of first and second species. The emergence of two clusters is represented in subfigure (e) after the initial transient. (c, f) For $\beta = -0.1$, the internal perturbation enhances the densities of two perturbed species. The unperturbed three species maintain a coherent state. All these observations remain valid for any permissible choice of initial conditions. Here, $\alpha = 0.75$ and $N = 5$.

We confirm our claim of predicting the asymptotic values of each species’ densities using Eq. (14) without solving it (Eq. (4)) numerically. By keeping fixed $\alpha = 0.75$, we vary $\beta$ within the interval $[-0.2, 0]$ for the internal perturbation and within $[0, 0.2]$ for the external perturbation. The employed external perturbation ($\beta > 0$) with $\alpha = 0.75$ destroys the coherence among each trajectory in the asymptotic state. Since we have applied the perturbation only in the first and second species’ density, those two trajectories split from the synchronous state. Satisfying the calculated stationary points in (14) shown by solid lines in Fig. (5) (a), we find the species density of the first and second species diminish (red circles) with an increment of $\beta \in [0, 0.2]$, and as a result of that, the density of third species (blue diamonds) increases. Our analytical prediction through the equilibrium (14) of $A$ suggests $x_1 = x_2$ (red circles) increase and $x_3$ (blue diamonds) diminishes for negative $\beta \in [-0.2, 0]$ with $\alpha = 0.75$. Even the numerically simulated values shown by the marker in Fig. (5) (b) perfectly match the analytical predictions. Thus a suitable single perturbation impacting over a two-species interaction can control the density of each species. Particularly, partially motivated by the analysis of Connolly et al. [61] we can measure the relative steady abundance between the perturbed and unperturbed species as follows (using Eq. (14))

$$\Delta R = \frac{p_{\text{perb}}}{p_{\text{unperb}}} = \frac{\alpha - 0.5}{(\alpha - 0.5) + \beta}.$$  

For a suitable $\alpha$, the ratio between the unperturbed and perturbed species is inversely proportional to $\beta$, i.e., if $\beta$ increases in negative direction this ratio (18) sharply increases whereas it slowly decays if $\beta$ increases in positive direction. This is also clear from the Fig. (5) (a), where, in presence of positive $\beta$ the unperturbed species (red diamonds) slowly grows compared to perturbed species. On the contrary, it drops rapidly for negative $\beta$. Thus, negative perturbation, i.e., a less competition helps the species to win strongly over the unperturbed species. In the next section we have generalized the perturbed scheme for $N$ species.
B. Perturbation in single species-pair (for any odd \( N \))

Again, we only consider an odd number of species as a comprehensive analysis is provided in Appendix (V) to demonstrate the impossibility of the existence of the interior stationary point with an even number of species. Till now, although we have represented all the numerical simulations only for \( N = 3 \). Nevertheless, one can easily derive the equilibrium of \( \tilde{A} \) for any odd \( N \geq 3 \) as follows,

\[
\begin{align*}
    x_1 &= x_2 = \frac{(\alpha - 0.5)}{N(\alpha - 0.5) + (N-2)B}, \text{ and } \\
    x_i &= \frac{(\alpha - 0.5) + \beta}{N(\alpha - 0.5) + (N-2)B}, \text{ when } i = 3,4,\ldots,N.
\end{align*}
\]

where the perturbation \( \beta \neq 0 \), chosen from the permissible range, is applied only at \( \tilde{A}_{12} \) and \( \tilde{A}_{21} \). We calculate this stationary point by following the similar analysis provided in Sec. (III). We construct \( N \) linear equations using the rows of \( \tilde{A} \), and solving those \( N \) hyperplanes; we obtain Eq. (19).

To check the analytical expression of Eq. (19), we consider here 5 species intransitive cycle where the perturbation \( \beta \neq 0 \) is employed at the interaction of the first and second species. The corresponding matrix looks like

\[
\tilde{A} = \begin{bmatrix}
    0.5 & \alpha + \beta & 1 - \alpha & \alpha & 1 - \alpha \\
    1 - \alpha - \beta & 0.5 & \alpha & 1 - \alpha & \alpha \\
    \alpha & 1 - \alpha & 0.5 & \alpha & 1 - \alpha \\
    1 - \alpha & \alpha & 1 - \alpha & 0.5 & \alpha \\
    \alpha & 1 - \alpha & \alpha & 1 - \alpha & 0.5
\end{bmatrix}.
\]  

When \( \beta = 0 \) with \( \alpha = 0.75 \), the system (4) stabilizes to the stationary point (0.2, 0.2, 0.2, 0.2, 0.2) coinciding with the derived equilibrium of \( A \) for odd \( N \), as portrayed in Fig. (4) (a). Figure (4) (d) depicts the snapshot at a particular time after the transients. However, this scenario alters for non-zero \( \beta \). For \( \beta = 0.1 \) and \( \alpha = 0.75 \), \( x_1 \) and \( x_2 \) split from the coherent group and we find \( x_1 = x_2 = 0.16129 < x_i = 0.22581 \), for \( i = 3,4,5 \). The asymptotic values of these two coherent groups fit with our derived values \((\xi_1, \xi_2, \xi_3, \xi_4)\) at Eq. (19), where \( \xi_1 = \frac{(\alpha - 0.5)}{N(\alpha - 0.5) + \beta} \) and \( \xi_2 = \frac{(\alpha - 0.5) + \beta}{N(\alpha - 0.5) + \beta} \). We plot the temporal evolution of each \( x_i \) for \( i = 1,2,3,4,5 \) in Fig. (4) (b), and the snapshot at a particular time after the transient in Fig. (4) (e). Apart from the external perturbation, we also examine the impact of internal perturbation on the interaction among the first and second species in subfigures (c) and (f) of Fig. (4). The choice of \( \beta = -0.1 \) leads to an increment of \( x_1 = x_2 = 0.26316 \) as predicted by Eq. (19) compared to...
the unperturbed ($\beta = 0$) scenario for $\alpha = 0.75$. The value of $x_3 = x_4 = x_5 = 0.15789$ also satisfies our theoretical calculated value in Eq. (19). So, applying the external perturbation at the first and second species’ interaction will reduce the corresponding densities. Whereas the internal perturbation always boosts the densities of the related species. The behavior of relative steady abundance $\Delta R$ also follows the same trend.

A relevant question we also raise here is what will happen if unequal perturbations are used for each pair of the species? We will deal with this concern in the following subsection. In the following subsection, we will investigate the influence of perturbation in multiple species.

C. Perturbation in multiple species-pair (for any odd $N$)

Still, now, we have discussed the results of a single perturbation on the ensemble. However, one may introduce more than a single perturbation. We assume that a single species cannot be perturbed twice to investigate this scenario. By al-
stead states, are explored using numerical methods (ODE45, Matlab R2021a). The choice of $k$, typically leads to the earlier discussed results in Eq. (19) by setting $k = 1$. We plot three different parameter space $\beta_1 - \beta_2$ with respect to (a) $x_1 = x_2$, (b) $x_1 = x_4$, and (c) $x_3$, respectively for fixed $\alpha = 0.75$. The numerical simulations completely agree with our derived equilibrium (24) of $\tilde{A}$ (See the matrix (22)). The system (4) is iterated for a sufficiently long number of iterations to disregard the initial transient and the final densities $(x_i)$ are collected from the asymptotic behavior of the long term stationary state. Furthermore, we repeat the process for 50 times independently with random permissible initial conditions to establish the generic behavior of the triple-wise competitive interaction and eliminate the initial conditions dependent finding.

Following $k$ perturbations, one can disturb the first $2k$ species. Thus, we strictly need $N > 2k$. As $N$ is odd, we consider the greater than sign. The theoretical calculation yields the following equations predicting the asymptotic species densities of $N$ species as follows,

$$x_i = \frac{(\alpha - 0.5)}{N(\alpha - 0.5) + (N - 2k)\beta}, \quad \text{when } i = 1, 2, \ldots, 2k$$

$$x_i = \frac{(\alpha - 0.5) + \beta}{N(\alpha - 0.5) + (N - 2k)\beta}, \quad \text{when } i = 2k + 1, 2k + 2, \ldots, N. \quad (21)$$

We find this solution by solving $N$ equations as shown in detail in Sec. III. The denominator contains the term $(N - 2k)\beta$. This term appears as $k$ perturbations affect $2k$ species, and thus, the remaining $(N - 2k)$ species will experience the influence of $\beta$. Thus perturbation in a single pair or identical perturbation in multiple species-species interaction split the system into two clusters steady states, and $\Delta_R$ follows the same trend as discussed before. Equations (21) easily leads to the earlier discussed results in Eq. (19) by setting $k = 1$.

Thus our recipe provides a way to split the entire network into two clusters, and abundance of perturbed species pair will be increased if the pair decreases their competition. Against this backdrop one may wonder whether this approach can increase the number of steady clusters and can control the abundance of each pair in the network. The simple way is to introduce the different amounts of perturbation without disturbing the same species twice. For instance, let us consider the following interaction matrix for $N = 5$

$$\tilde{A} = \begin{bmatrix} 0.5 & \alpha + \beta_1 & 1 - \alpha & \alpha & 1 - \alpha \\ 1 - \alpha & 1 - \beta_1 & 0.5 & \alpha & 1 - \alpha \\ \alpha & 1 - \alpha & 0.5 & \alpha + \beta_2 & 1 - \alpha \\ 1 - \alpha & \alpha & 1 - \alpha & 1 - \beta_2 & 0.5 \\ \alpha & 1 - \alpha & \alpha & 1 - \alpha & 0.5 \end{bmatrix}. \quad (22)$$

To calculate the equilibrium of this matrix (22), we equate the following five expressions,

$$E(x_1) = (Ax)_1 = 0.5x_1 + (\alpha + \beta_1)x_2 + (1 - \alpha)x_3 + \alpha x_4 + (1 - \alpha)x_5,$$

$$E(x_2) = (Ax)_2 = (1 - \alpha - \beta_1)x_1 + 0.5x_2 + \alpha x_3 + (1 - \alpha)x_4 + \alpha x_5,$$

$$E(x_3) = (Ax)_3 = \alpha x_1 + (1 - \alpha)x_2 + 0.5x_3 + (\alpha + \beta_2)x_4 + (1 - \alpha)x_5,$$

$$E(x_4) = (Ax)_4 = (1 - \alpha)x_1 + \alpha x_2 + (1 - \alpha - \beta_2)x_3 + 0.5x_4 + \alpha x_5,$$

$$E(x_5) = (Ax)_5 = \alpha x_1 + (1 - \alpha)x_2 + \alpha x_3 + (1 - \alpha)x_4 + 0.5x_5. \quad (23)$$

and derive a set of four distinct equations $(Ax)_1 = (Ax)_2$, $(Ax)_1 = (Ax)_3$, $(Ax)_1 = (Ax)_4$, and $(Ax)_1 = (Ax)_5$ along with the constraint $x_1 + x_2 + x_3 + x_4 + x_5 = 1$. Hence, we have five equations in five variables $x_1, x_2, x_3, x_4$, and $x_5$. Solving these five equations, we obtain

![Graph](image-url)
\[
x_1 = x_2 = \frac{d_1(d_1 + \beta_2)}{d_2},
\]
\[
x_3 = x_4 = \frac{d_1(d_1 + \beta_1)}{d_2},
\]
\[
x_5 = \frac{(d_1 + \beta_2)(d_1 + \beta_1)}{d_2},
\]

where \(d_1 = \alpha - 0.5\), and \(d_2 = (\alpha - 0.5)[5(\alpha - 0.5) + 3\beta_1 + 3\beta_2 + \beta_1\beta_2].\)

This formula is equivalent to the relation (22) for \(k = 2\) and \(\beta_1 = \beta_2\). Figure (6) portrays the impact of two different amounts of perturbations on the first four species among \(N = 5\) species with \(\alpha = 0.75\). When \(\beta_1 = \beta_2 = 0.1\), Fig. (6) (a) reflects the decreament of first four species’ density due to the employed external perturbations. This outcome attests to the essential signature of external perturbation on the species. The asymptotic values of the \(x_1 = x_2 = x_3 = x_4 = 0.18519\), and \(x_5 = 0.25926\) fits absolutely perfectly with the derived equilibrium (24) of \(A\) (c.f. (22)) for \(\beta_1 = \beta_2 = 0.1\). Interestingly, when \(\beta_2 = 0.1 > 0\) and \(\beta_1 = -0.1 < 0\), the first two species experience the internal perturbation, and the third and fourth species feel the presence of the external one. The fifth species is left undisturbed. A clear expectation from our previous observation is that \(x_1 = x_2\) (orange and blue bar in Fig. (6) (b)) will increase and \(x_3 = x_4\) (purple and brown) will decrease compared to the unperturbed case (cyan). The steady state values of the three clusters are \(x_1 = 0.28926\), \(x_2 = 0.28926\), \(x_3 = 0.12397\), \(x_4 = 0.12397\), and \(x_5 = 0.17355\). Similarly, here we can design the relative density of first (or second) species with the last one as \(\Delta_R(1/2-5) = \frac{\alpha - 0.5}{\alpha - 0.5 - \beta_2}\) and the relative density of third (or forth) species with the last one as \(\Delta_R(3/4-5) = \frac{\alpha - 0.5}{\alpha - 0.5 - \beta_1}\). Clearly, if we increase the negative strength of \(\beta_1(\beta_2 = 0.1)\), the \(\Delta_R(3/4-5)\) will increase, but \(\Delta_R(1/2-5)\) will be fixed. Also, if we increase the positive strength of \(\beta_2(\beta_1 = -0.1)\), \(\Delta_R(1/2-5)\) will decrease, however \(\Delta_R(3/4-5)\) will be fixed. Noticeably, the first two species always win in the competition due to the internal perturbation.

A similar but reverse scenario is found in Fig. (6) (c), where the external perturbation in the first two species (orange and blue bar) with \(\beta_1 = 0.1 > 0\) reduces their density effectively. The internal perturbation with \(\beta_2 = -0.1 < 0\) positively affects the third and fourth species (purple and brown bar), and their densities enhance compared to the undisturbed case (cyan). We find all the species settle down to a three-cluster state with \(x_3 = x_4 = 0.28926 > x_5 = 0.17355 > x_1 = x_2 = 0.12397\). The influence of internal perturbations on the first four species is investigated in Fig. (6) (d) by considering \(\beta_1 = \beta_2 = -0.1\). The system (4) converges to the stable stationary point \(x_1 = x_2 = x_3 = x_4 = 0.21739, x_5 = 0.13043\), which matches excellently with our analytical derivation (24). The impact of such negative perturbations improves the species density and consequently, diminishes the unperturbed species density \(x_5\).

Thus, the previous analysis confirms the appearance of three distinct clusters \(x_1 = x_2, x_3 = x_4\) and \(x_5\) for non-zero perturbations with \(\beta_1 \neq \beta_2\). To further scrutinize, we plot three two dimensional parameter spaces in Fig. (7) by varying \(\beta_1\) and \(\beta_2\) within \([-0.2, 0.2]\) for \(N = 5\). \(\alpha\) is kept fixed here at 0.75. The obtained results are completely fitted with our derived species densities at Eq. (24). For a fixed value of \(\alpha = 0.75\) and fixed value of \(\beta_1\), \(x_1 = x_2\) will magnify for increment of \(\beta_2\) as revealed through Fig. (7) (a). A similar increment of densities in \(x_3 = x_4\) is observed with enhancement of \(\beta_1\) in Fig. (7) (b) for fixed values of \(\alpha = 0.75\) and \(\beta_2\). Figure (7) (c) uncovers the reciprocity of \(\beta_1 - \beta_2\) for \(\alpha = 0.75\) for the unperturbed fifth species.

In fact, one can quickly determine the effect of \(k < N\) perturbations \(\beta_1, \beta_2, \ldots, \beta_k\) on first \(2k\) out of \(N\) species. Here, we assume \(N\) is odd, and a single species cannot be perturbed more than once. Under these circumstances, the species densities will be derived analytically by calculating the equilibrium of \(\hat{A}\) as follows,

\[
x_1 = x_2 = \frac{(\alpha - 0.5)(\alpha - 0.5 + \beta_2)(\alpha - 0.5 + \beta_3) \cdots (\alpha - 0.5 + \beta_k)}{\chi},
\]
\[
x_3 = x_4 = \frac{(\alpha - 0.5)(\alpha - 0.5 + \beta_1)(\alpha - 0.5 + \beta_3) \cdots (\alpha - 0.5 + \beta_k)}{\chi},
\]
\[
x_5 = x_6 = \frac{(\alpha - 0.5)(\alpha - 0.5 + \beta_1)(\alpha - 0.5 + \beta_2) \cdots (\alpha - 0.5 + \beta_k)}{\chi},
\]
\[
\vdots
\]
\[
F_{2k-1} = F_{2k} = \frac{(\alpha - 0.5)(\alpha - 0.5 + \beta_1)(\alpha - 0.5 + \beta_2) \cdots (\alpha - 0.5 + \beta_{k-1})}{\chi}.
\]

Here,
\[
\chi = (\alpha - 0.5) \cdots [(\alpha - 0.5)[N(\alpha - 0.5) + (N - 2)B_1] + (N - 4)B_2] + (N - 6)B_3] + (N - 8)B_4] \cdots + (N - 2k)B_k.
\]
Fig. 8. Temporal evolution of three species under the triadic interaction for diverse choices of perturbations: $N = 3$ species are interacted as per the interaction matrix $\hat{A}$ given in Eq. (29) with fixed $\alpha = 0.25$. We consider eight different cases, viz. (a) $\beta_i > 0$, $i = 1, 2, 3$, (b) $\beta_1, \beta_2 > 0$, and $\beta_3 < 0$, (c) $\beta_1 > 0, \beta_2 < 0$, and $\beta_3 > 0$, (d) $\beta_1 > 0, \beta_2 < 0$, and $\beta_3 > 0$, (e) $\beta_1 < 0, \beta_2 > 0$, and $\beta_3 < 0$, (f) $\beta_1 < 0, \beta_2 > 0$, and $\beta_3 < 0$, (g) $\beta_1 < 0, \beta_2 < 0$, and $\beta_3 > 0$, and (h) $\beta_1 < 0, \beta_2 < 0$, and $\beta_3 < 0$. All these possible combinations allow species coexistence with different densities $(a)$ $(0.08333, 0.6667, 0.25)$, $(b)$ $(0.45, 0.4, 0.15)$, $(c)$ $(0.16667, 0.33333, 0.5)$, $(d)$ $(0.64286, 0.14286, 0.21429)$, $(e)$ $(0.0625, 0.5, 0.4375)$, $(f)$ $(0.375, 0.33333, 0.29167)$, $(g)$ $(0.1, 0.2, 0.7)$, and (h) $(0.5, 0.1111, 0.3889)$, respectively. Here, $|\beta_1| = 0.1$, $|\beta_2| = 0.15$, and $|\beta_3| = 0.2$. The blue, red, and yellow curves contemplate temporal evolutions of the densities $x_1$, $x_2$, and $x_3$, respectively.

More generally relative density of a species having $\beta_i$ perturbation with respect to an unperturbed species can be written as $\Delta R(\text{Pert}(\beta_i) - \text{Unpert}) = \frac{\alpha - 0.5}{\alpha - 0.5 + \beta_i}$. So, with the increase of positive strength of $\beta_i$, this relative density will decrease and reverse in the case of an increase in negative strength.

The densities of the remaining $(N - 2k)$ unperturbed species are equal and it can be calculated from the constraint $\sum_{i=1}^{N} x_i = 1$. Thus, we have

$$B_1 = \sum_{i=1}^{k} \beta_i, \quad B_2 = \sum_{i=1}^{k} \sum_{j \neq i} \beta_i \beta_j,$$

$$B_3 = \sum_{i=1}^{k} \sum_{j \neq i} \sum_{p \neq j} \beta_i \beta_j \beta_p, \cdots, \quad B_k = \beta_1 \beta_2 \beta_3 \cdots \beta_k.$$

(27)

$$x_{\text{unperturbed}} = \frac{(\alpha - 0.5 + \beta_1)(\alpha - 0.5 + \beta_2)(\alpha - 0.5 + \beta_3) \cdots (\alpha - 0.5 + \beta_k)}{\chi}. \quad (28)$$

D. Random perturbation in $\frac{N(N-1)}{2}$ species-pair (Case: $N = 3$)

Still, now we have applied the perturbations so that the same species is not perturbed more than once. What if we disturb the same species more than once? Does it affect the
prediction of steady states through the equilibrium of the interaction matrix? To investigate this particular case, we consider $N = 3$ species and examine with the following interaction matrix,

$$
\mathbb{A} = \begin{bmatrix}
0.5 & \gamma_1 & \gamma_2 \\
1 - \gamma_1 & 0.5 & \gamma_2 \\
1 - \gamma_2 & 1 - \gamma_2 & 0.5
\end{bmatrix}.
$$

(29)

where $\gamma_1 = \alpha + \beta_1$, $\gamma_2 = 1 - \alpha + \beta_2$, and $\gamma_3 = \alpha + \beta_3$. Each $\gamma_i$ lies within $[0, 1] - \{0.5\}$. We can simulate the equilibrium of this matrix similarly by following the earlier process in Eq. (5), and we obtain

$$
p_1 = \frac{v_3}{V}, \quad p_2 = \frac{v_2}{V}, \quad \text{and} \quad p_3 = \frac{v_1}{V},
$$

(30)

where $v_1 = (\alpha - 0.5) + \beta_1$, $v_2 = (\alpha - 0.5) - \beta_2$, $v_3 = (\alpha - 0.5) + \beta_3$, and $V = v_1 + v_2 + v_3 = 3(\alpha - 0.5) + (\beta_1 - \beta_2 + \beta_3)$. Here we have fixed $\alpha$ at 0.25, and we have considered one particular case where $|\beta_1| = 0.1 < |\beta_2| = 0.15 < |\beta_3| = 0.2$. We choose random initial conditions from the permissible range and plot the variation of their corresponding densities (Fig. 8), including the transient. Depending upon the condition that $|\beta_1| < |\beta_2| < |\beta_3|$, we observe that the order of species density is same for $\beta_1 < 0$ and $\beta_1 > 0$ while keeping $\beta_2$ and $\beta_3$ unchanged (see column-wise in Fig. 8), i.e sub-figure "(a)" and "(e)" or "(b)" and "(f)" etc.). At first, we focus on the Fig. (8) (a). Here all $\beta$’s are positive. Therefore, at $\alpha = 0.25$, using the Eq. (30) we can easily write $|v_2| > |v_1| > |v_3|$. This condition leads us to the comparative relation among the species as: $x_1$(blue) $< x_3$(yellow) $< x_2$(red). Noticeably, due to the presence of all perturbation, the enhanced cooperation between the first two species (as $\beta_1 < 0$) is not helping the first species to gain more density, rather it loses its density (Fig. 8 (a)), however species wins in the competition. Also in the case of $|\beta_1| < |\beta_2|$, $|\beta_3| > 0$, $|v_2| > |v_1|$, $|v_2| > |v_3|$, and the condition $|v_1| > |v_3|$ is obvious as the sign of $\beta_1$ is opposite ($< 0$) to $\beta_3 (> 0)$ which makes $v_1$ more negative. Thus, the same relation among the species density appears in the Fig. (8) (e). Now let’s consider the case where $\beta_1 > 0$ (or $\beta_1 < 0$), $\beta_2 < 0$, and $\beta_3 > 0$. Using the (30) we can see that $|v_1| > |v_2| > |v_3|$ and hence we observe the species density having the order $x_1 < x_2 < x_3$. Using the same logic along with (30) we can explain the scenarios for another particular order of $\beta_1$, $\beta_2$, and $\beta_3$.

V. CONCLUSION: CURRENT STATUS AND FUTURE PROSPECTS

To understand the maintenance of biodiversity observed in a realistic scenario, recently, an increasing trend has been observed to study ecological systems in the light of higher-order interaction (HOI). Letten et al. have not only shown how these models approximate the ecological system with better accuracy but also provided motivation for how this indirect effect arises from the phenomenological models. So this paves the way for choosing HOI in our proposed model. It is still debated whether pairwise interactions are distinct from HOI and how to define and implement these interactions. Levine et al. have argued that both interactions operate over different timescales, making them distinct, but sometimes both timescales are comparable. Actually, looking at this through the eyes of a mechanical model of resource competition, no distinction can be found. Hence, we have considered only the HOI to describe the model.

Furthermore, in the present article, HOIs are fully characterized by the pairwise interaction without adding new parameters and making this model empirically testable. On the other hand, in ecological systems, RPS dynamics are very well studied. It is essential from the perspective of describing intransitive cycles, cyclic dominance of species, and also describing the theory of species co-existence and diversity. Hence, we developed our model based on generalized RPS game which is really in the center of interest for ecologists. The present manuscript reflects how a network of interacting species can lead to species co-existence and diversity. Also, how changing one interaction can lead to different indirect effects in other species is characterized here. In the presence of higher-order interaction, we investigate the structurally perturbed intransitive cycle of $N$ species. We have determined analytically how the globally stable coexisting equilibrium points are arranged for a long-term evaluation. We have found that when two species reduce their competition (winning probability is decreased slightly from the stronger species), their density increases compared to other species. The analytically calculated globally stable stationary points match perfectly with the numerical derivations. We reveal how the feasible perturbation in the interaction matrix splits the long-time behavior of the replicator equations into a few synchronized clusters. Finally, these results indicate the interaction of how weighted network structures between species can determine the population density in the ecological dynamic. Internal perturbation is essentially the positive evolution of weaker species, so the winning probability of stronger decreases. Similarly, external perturbation is the positive evolution of stronger, so the winning likelihood of stronger increases. We have shown how the interplay of this evolution leads to diverse species stability in a system. Biologists can further test this for competing bacteria in laboratory conditions.

Future work relies on relaxation of the assumption like species interacting with a particular strength and constraint on the perturbation range and number of perturbations can be given. This will allow us to arrive at the results in a more general setting. Now, depending on the environmental changes, this perturbation can exceed the range we have considered in this model. This will lead to a reversal in dominance, ultimately implying the extinction of some species, which will be more realistic in the large ecological system. One may wish to look at the spread of the stationary points in a large system when the perturbation is chosen from a truncated normal distribution with having a fixed interaction matrix and finally in a more general case where the interaction matrix is also a random matrix. This spread of equilibrium points corresponds to different species having very diverse species den-
FIG. 9. Non-existence of an even number of species: (a) $\alpha = 0.75 > 0.5$, and (b) $\alpha = 0.25 < 0.5$ lead to the extinction of the fourth and first species, respectively. Both cases allow the coexistence of the remaining $(N - 1)$ species with equal densities. Here, $N = 4$.

sities. One may further consider those fundamental concepts like resource consumption and other vast range of physical parameters that can help better understand how small perturbations, i.e., evolution or environmental changes, can drive a species to extinction. We conclude with the hope that our perceived theoretical model offers a feasible step toward revealing the influence of higher-order interactions on ecological communities, and our mathematical convenience may be pertinent to much applied biological realism.

APPENDIX

Dynamics of even species

Nevertheless, when $N \geq 4$ is even, then it is impossible to calculate the equilibrium of $A$ given in Eq. [1]. For example, let us consider $N = 4$. Then the interaction matrix is given by

$$ A = \begin{bmatrix} 0.5 & \alpha & 1 - \alpha & \alpha \\ 1 - \alpha & 0.5 & \alpha & 1 - \alpha \\ \alpha & 1 - \alpha & 0.5 & \alpha \\ 1 - \alpha & \alpha & 1 - \alpha & 0.5 \end{bmatrix}. $$

We omit the case of $\alpha = 0.5$ to avoid multiple optimal strategies. Proceeding as the previous way given in Eq. [5], we get

$$ E(x_1) = (0.5 - \alpha)p_1 + (1 - 2\alpha)p_3 + \alpha, $$
$$ E(x_2) = (\alpha - 0.5)p_2 + (2\alpha - 1)p_3 + (1 - \alpha), $$
$$ E(x_3) = (1 - 2\alpha)p_2 + (0.5 - \alpha)p_3 + \alpha, $$
$$ E(x_4) = (0.5 - \alpha)p_1 + (\alpha - 0.5)p_2 + (0.5 - \alpha)p_3 + 0.5. $$

where we use $p_1 + p_2 + p_3 + p_4 = 1$ to eliminate $p_4$. To evaluate the equilibrium of the above matrix $A$, we equate each of these expected values

$$ E(x_1) = E(x_2) = E(x_3) = E(x_4). $$

For $E(x_1) = E(x_4)$, we get

$$ p_2 + p_3 = 1, $$

since $\alpha \neq 0.5$. Similarly, for $E(x_2) = E(x_3)$, we get

$$ p_2 + p_3 = \frac{2}{3}. $$

This clearly indicates that Eq. [33] is a set of inconsistent equations. Hence, few of these $p_i$’s must be zero. But, as soon as any one of these $p_i$ is zero, we have a system of $(N - 1)$ species, and since $N$ is even, $(N - 1)$ becomes odd. Thus, as per our previous analysis, the system settles down to a stable equilibrium with one zero component and $(N - 1)$ non-zero
stationary point = on the interaction of first-second species. Depending on the choice \( \alpha \) ties \( 1 \) first or the \( N \) remaining \((i)\) tion of the stationary point containing the remaining \( x \) components. Our numerical simulation suggests depending on the choice of \( \alpha \neq 0.5 \), either the first or the \( N \)-th species will die when \( N \) is even. For \( \alpha > 0.5 \), we have

\[
x_i = \frac{1}{N-1}, \text{for } i = 1, 2, 3, \cdots, N-1
\]

\[
x_N = 0.
\]

Similarly, we obtain for \( \alpha < 0.5 \) the following stationary point,

\[
x_1 = 0,
\]

\[
x_i = \frac{1}{N-1}, \text{for } i = 2, 3, \cdots, N
\]

Figure (9) demonstrates the extinction of one species and the remaining \((N-1) = 3\) species coexist with equal densities \( \frac{1}{N-1} = \frac{1}{3} \) irrespective of the choice of \( \alpha \neq 0.5 \). Figure (9)(a) for \( \alpha = 0.75 \), the fourth species dies out in the long term, and in Fig. (9)(b) for \( \alpha = 0.25 \), the first species extincts. The choice of initial conditions maintaining the constraint \( x_1(0) + x_2(0) + x_3(0) = 1 \) does not affect the final outcome. Thus, when \( N \) is even, any one of the species (either first or the \( N \)-th depending on the \( \alpha \)) die out, and the prediction of the stationary point containing the remaining \((N-1)\) species can be quickly done using the equilibrium of the interaction matrix \( A \), as \((N-1)\) is odd.

We consider the following approach to prove the impossibility of gaining a feasible solution with \( A \) of even order. Let us consider the matrix \( C \) with entries

\[
C_{ij} = \begin{cases} 
0 & \text{if } i = j \\
1 & \text{if } A_{ij} > 0.5 \\
-1 & \text{if } A_{ij} < 0.5
\end{cases}
\]

The entries of the matrix \( C \) can be interpreted in the way that if \( i \)-th species win over the \( j \)-th, then we assign \( C_{ij} = 1 \). That is in the case of a directed graph; if the arc is pointed from \( i \) to \( j \), we have \( C_{ij} = 1 \). Similarly, if the arc is from \( j \) to \( i \), i.e., \( i \) is dominated by \( j \), then we assign \( C_{ji} = -1 \). The diagonal entries are considered as zero since there is no own competition. Let \( p = (p_1, p_2, p_3, \cdots, p_N) \) be the strategy vector with \( \sum_{i=1}^{N} p_i = 1 \) and \( p_i \geq 0 \forall i \). To calculate the optimal strategy, i.e., the non-zero solution \( p \), we must have

\[
C p = 0 \quad \Rightarrow \quad detC = 0.
\]

Since \( C \) is a skew symmetric matrix, if \( N \) is even, then \( detC = 1 \) is a non-zero perfect square. Hence, there does not

---

**FIG. 10. Effect of localized perturbation on even number species:** We choose \( N = 4 \) species and apply the perturbation of strength \( \beta = 0.15 \) on the interaction of first-second species. Depending on the choice \( \alpha \neq 0.5 \), the system converges to different species densities. (a) When \( \alpha = 0.25 < 0.5 \), the first species goes extinct similar to the unperturbed case \( (\beta = 0) \), as shown in Fig. (9)(b). The system settles down to the stationary point \( (0, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \). (b) The \( \alpha = 0.75 > 0.5 \) leads to the extinction of the fourth species in the long run. The remaining three species will survive maintaining Eq. (14), and the system (4) converges to \((0.2778, 0.2778, 0.4444, 0) \). The result is independent of the choice of initial conditions chosen from the permissible domain.
exist any non-zero solution $p$ of (39). On the other hand, the determinant of a skew symmetric matrix of odd order equals zero. So, calculation of the non-zero $p$ with $\sum_{i=1}^{N} p_i = 1$ and $p_i \geq 0 \ \forall \ i$ is possible, only if $N \geq 3$ is odd.

### Perturbation in single species for even number of species

We now consider the impact of perturbation on an even number of species. For simplicity, we choose $N = 4$. When $\alpha = 0.25 < 0.5$, the influence of $\beta > 0$ is neutralized as the first species die out. The remaining species coexist with equal densities as reflected through Fig. 10 (a). However, $\alpha > 0.5$ and $\beta > 0$ reduces $x_1$ and $x_2$ similar to the effect of external perturbations on triadic interaction as shown in Fig. 5 (b). We choose $\beta = 0.15$ and $\alpha = 0.75$ in Fig. 10 (b). The triple-wise interaction in this case leads to the cessation of fourth species’ density. $x_4$ converges to zero in the long run and positive $\beta$ acts like an external perturbation on the remaining three species for $\alpha > 0.5$. The asymptotic values of $x_1, x_2,$ and $x_3$ can be predicted using the theoretically calculated equilibrium in Eq. (14) due to the extinction of the fourth species. The survivability of the first three species now becomes equivalent to studying the system (4) with $(N - 1) = 3$ species.
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