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Abstract

In this paper, a real-time Internet of Things (IoT) monitoring system is considered in which the IoT devices are scheduled to sample associated underlying physical processes and send the status updates to a common destination. In a real-world IoT, due to the possibly different dynamics of each physical process, the sizes of the status updates for different devices are often different and each status update typically requires multiple transmission slots. By taking into account such multi-time slot transmissions with non-uniform sizes of the status updates under noisy channels, the problem of joint device scheduling and status sampling is studied in order to minimize the average age of information (AoI) at the destination. This stochastic problem is formulated as an infinite horizon average cost Markov decision process (MDP). The monotonicity of the value function of the MDP is characterized and then used to show that the optimal scheduling and sampling policy is threshold-based with respect to the AoI at each device. To overcome the curse of dimensionality, a low-complexity suboptimal policy is proposed through a semi-randomized base policy and linear approximated value functions. The proposed suboptimal policy is shown to exhibit a similar structure to the optimal policy, which provides a structural base for its effective performance. A structure-aware algorithm is then developed to obtain the suboptimal policy. The analytical results are further extended to the IoT monitoring system with random status update arrivals, for which, the optimal scheduling and sampling policy is also shown to be threshold-based with the AoI at each device. Simulation results illustrate the structures of the optimal policy and show a near-optimal AoI performance resulting from the proposed suboptimal solution approach.
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I. INTRODUCTION

Ensuring a seamless operation of real-time Internet of Things (IoT) applications [2]–[5] requires a timely delivery of status information collected from a variety of sensors that monitor physical processes. To characterize this timeliness of information update, the notion of age of information (AoI) has been recently proposed [6]. The AoI is a performance metric that can precisely quantify the timeliness of the status updates transmitted by IoT devices from the perspective of the destination. Typically, the AoI is defined as the time elapsed since the most recently received status update was originally generated at the IoT device. As a result, the AoI jointly accounts for the latency in sending status updates and the generation time of each status update which differentiates it from conventional performance measures, such as delay and throughput [7].

The AoI has been recently studied under various communication system settings [8]–[18]. The authors in [8] and [9] propose optimal update generating policies to minimize the average AoI for a status update system with a single source node under general age penalty functions. In [10], the authors propose an age-optimal sampling and scheduling policy for a multi-source status update system with random transmission times. The works in [11] and [12] investigate the problem of AoI minimization for wireless networks with multiple users (IoT devices) and propose low-complexity index-based scheduling algorithms. The work in [13] studies the joint design of the status sampling and updating processes to minimize the average AoI for an IoT monitoring system under an energy constraint at each device. In particular, [13] proposes optimal and suboptimal policies for the cases of a single device and multiple devices, respectively. Different from [8]–[13] where the transmission of the status update is assumed to be always successful, the works in [14]–[18] consider that the status update may get lost during the transmission to the destination. In particular, the authors in [14] analyze the peak AoI in an M/M/1 queueing system with packet delivery error. The authors in [15] introduce an optimal online status update policy to minimize the average AoI for an energy harvesting source with updating failures. The work in [16] proposes an online scheduling algorithm to minimize the average AoI for a multi-user status update system with noisy channels. The works in [17] and [18] propose optimal and low-complexity suboptimal scheduling algorithms to minimize the AoI for wireless networks with noisy channels. The authors in [19] consider the optimal transmission scheduling to minimize the average AoI in an erasure channel with rateless codes. In [20], the authors study the optimal
packet drop policies that can minimize the average AoI for single-source and multiple-source information updating systems with random transmission times.

These existing works, e.g., [8]–[18], assume that the delivery of one status update can be done within one transmission slot and it takes the same time for different IoT devices to send their status updates to the destination. However, due to the limited transmission capabilities of low-power IoT devices and the rich information contained in one status update for sophisticated IoT processes, such as artificial intelligence tasks [21], [22], a single status update from each IoT device may be composed of multiple transmission packets. Moreover, for heterogeneous IoT tasks and varying underlying processes, the sizes of the status updates collected by different devices are often different [23]. In presence of non-uniform status update packet sizes, a key question for each device is whether to continue sending its current in-transmission status update or sample the underlying process and send a newly generated status update. Prior results [8]–[18] are no longer applicable for such a scenario, as they assume uniform status update packet sizes and a network in which one status update can be delivered in one transmission slot. Recently, the authors in [24] proposed optimal status update policies to minimize the average AoI for a status monitoring system with uniform and non-uniform packet sizes. However, the focus of [24] is restricted to a system with a single source and random arrivals of status updates. Indeed, scenarios in which there exists multiple sources whose status updates can be generated at will by the devices, are not considered in [24]. Clearly, how to minimize the AoI by enabling multiple IoT devices to intelligently schedule and update their status information over multiple slots per update, under non-uniform status update packet sizes, remains an open problem.

The main contribution of this paper is, thus, a joint design of the device scheduling and status sampling policy that minimizes the average AoI for a real-time IoT monitoring system with multiple IoT devices, by taking into account non-uniform sizes of status update packets under noisy channels. In the considered model, different IoT devices are associated with different underlying physical processes. Moreover, for each IoT device, we introduce the two concepts of AoI at the device and AoI at the receiver (destination) so as to measure the age of the current in-transmission update at the device and the most recently received update at the destination, respectively. We formulate the stochastic control problem related to the IoT device scheduling problem as an infinite horizon average cost Markov decision process (MDP). By exploiting the special properties of the AoI dynamics, we characterize the monotonicity property of the value function for the MDP. Then, we show that the optimal scheduling and sampling policy
is threshold-based with respect to the AoI at each IoT device. To reduce the computational complexity, we propose a low-complexity suboptimal policy, which is shown to possess a similar structure to the optimal policy. This is achieved through a linear approximation of the value functions and a semi-randomized base policy, which can maintain the monotonicity of the value function. Then, we propose a structure-aware algorithm to obtain the proposed policy. Moreover, we extend the above analytical results for the IoT system in which the status information updates randomly arrive at each IoT device, and show that the optimal scheduling and sampling policy is also threshold-based with the AoI at each IoT device. Simulation results show that, for the IoT system without random status update arrivals, the optimal policy is not threshold-based with respect to the AoI at the receiver, and the proposed suboptimal policy achieves a near-optimal performance and significantly outperforms the semi-randomized base policy; and for the IoT system with random status update arrivals, the device is more willing to start transmitting the status update in the buffer when the arrival rate of the status updates is larger.

The rest of this paper is organized as follows. In Section II, we introduce the system model and the problem formulation. Section III characterizes the structural property of the optimal policy and Section IV presents a low-complexity structure-aware suboptimal solution. Section V extends the analysis to the system with random status update arrivals and characterizes the structural property of its optimal policy. Simulation results and analysis are provided in Section VI. Finally, conclusions are drawn in Section VII.

II. System Model and Problem Formulation

Consider a real-time IoT monitoring system consisting of a set $K$ of $K$ IoT devices and a remote destination node (e.g., a control center or base station), as illustrated in Fig. 1. The IoT devices can collect the real-time status information of the associated underlying physical processes and update the status information packets to the common destination. We assume that the time needed for generating the status packets is negligible for each IoT device, as done in [15]–[17], [25]. This is relevant to several practical IoT applications such as environmental monitoring or surveillance with smart camera systems [26], [27], in which, the devices can

---

1The considered two scenarios, one in which status updates are generated at will by each device, and another in which they arrive randomly at each device, are similar to the active and buffered sources (devices) considered in [17]. However, we note that the work [17] did not consider multiple transmission packets for a single status update.

2In Appendix A we extend the considered framework to the case in which the generation time of status packets is non-zero.
Fig. 1: Illustration of a real-time IoT monitoring system with non-uniform status packet sizes and wireless noisy channels. Each status update is assumed to use more than one transmission slot to be sent to the destination.

In our model, the sizes of the status updates for different devices can be different, and for each device, one status update may be composed of several transmission packets. This is different from prior works [8]–[18] in which the status updates of different devices are assumed to be of the same size, and for each device, one status update can be transmitted to the destination through only one transmission slot.

We consider a discrete-time system, in which time is partitioned into scheduling slots with unit duration indexed by $t = 1, 2, \cdots$. For each IoT device $k \in \mathcal{K}$, let $L_k \geq 2$ be the number of packets pertaining to one status update. We assume that each device can transmit at most one packet in one slot. We consider that the channel between each IoT device $k$ and the destination is noisy [14]–[18]. Hence, the probability with which a packet sent by device $k$ is successfully delivered to the destination will be $\lambda_k \in (0, 1]$, which constitutes the channel reliability for the transmission of device $k$. As considered in [14]–[16], we assume that there is a perfect feedback channel between each device and the destination, such that each device will be immediately informed on whether its transmission is successful.

A. Monitoring Model

In each slot, the network has to determine which IoT devices must be scheduled so as to update their status. For each scheduled device, because of the possible failure of each transmission and
the need for multiple packets for a single status update, its current in-transmission status update may become outdated at the destination. Thus, the network must decide whether a scheduled device continues its current in-transmission update or samples and sends a new status update.

For each device $k$, let $u_k(t) \in \{0, 1\}$ be the scheduling action at time slot $t$, where $u_k(t) = 1$ indicates that device $k$ is scheduled to transmit its status update at slot $t$, and $u_k(t) = 0$, otherwise. In each slot, we consider that at most $M \leq K$ IoT devices can update their status packets concurrently without collisions over different orthogonal channels [28]. Mathematically, we must have $\sum_{k \in K} u_k(t) \leq M$ for all $t$. Let $u(t) \triangleq (u_k(t))_{k \in K} \in U$ be the system scheduling action at slot $t$, where $U \triangleq \{(u_k)_{k \in K} | u_k \in \{0, 1\} \forall k \in K \mathrm{~and} \sum_{k \in K} u_k \leq M\}$ is the feasible system scheduling action space. Let $v_k(t) \in \{1, 2\}$ be the sampling action for device $k$ at slot $t$, where $v_k(t) = 1$ indicates that device $k$ will continue transmitting its current in-transmission update at slot $t$, and $v_k(t) = 2$ indicates that device $k$ will drop the current in-transmission update and start transmitting a newly generated status update at slot $t$. For notational convenience, we set $v_k(t) = 0$ if device $k$ is not scheduled at slot $t$. Let $v(t) \triangleq (v_k(t))_{k \in K} \in V \triangleq \{0, 1, 2\}^K$ be the system sampling action at slot $t$, where $V$ is the system sampling action space. Let $w_k(t) \triangleq (u_k(t), v_k(t))$ be the control action vector of device $k$ at slot $t$. Note that, for each device, there are only three valid actions $(0, 0)$, $(1, 1)$, and $(1, 2)$. Let $w(t) \triangleq (u(t), v(t)) \in W \triangleq U \times V$ be the system control action at slot $t$, where $W$ is the feasible system action space.

B. Age of Information Model

We use the AoI as the key performance metric to characterize the timeliness of the status information updates, which is defined as the time elapsed since the most recently received update was generated. For each device $k$, we define $A_{r,k}(t)$ as the AoI at the receiver (destination) for device $k$ at the beginning of slot $t$. Assuming that the most recent update at the destination at time $t$ was generated at time $\delta_k(t)$ from device $k$, then we have $A_{r,k}(t) = t - \delta_k(t)$. Note that the AoI at the receiver depends on the AoI at each device, i.e., the age of the status update of each device. For each device $k$, we denote by $A_{d,k}(t)$ the AoI at device $k$ at the beginning of slot $t$. Let $\hat{A}_{d,k}$ and $\hat{A}_{r,k}$ be, respectively, the upper limits of the AoI at device $k$ and the AoI for device $k$ at the destination. For tractability [29, Chapter 5.6], we assume that $\hat{A}_{d,k}$ and $\hat{A}_{r,k}$ are finite, but can be arbitrarily large. Let $A_{d,k} \triangleq \{0, 1, \cdots, \hat{A}_{d,k}\}$ and $A_{r,k} \triangleq \{0, 1, \cdots, \hat{A}_{r,k}\}$ be, respectively, the state space for the AoI at device $k$ and the AoI at the receiver for device $k$. Since any given transmission may fail and any status update may
contain multiple packets, we need to record the number of packets $D_k(t) \in \mathcal{D}_k \triangleq \{1, \cdots, L_k\}$ that are left to be transmitted to complete the current in-transmission status update for each device $k$ at slot $t$. Let $X_k(t) \triangleq (A_{d,k}(t), A_{r,k}(t), D_k(t)) \in \mathcal{X}_k \triangleq \mathcal{A}_{d,k} \times \mathcal{A}_{r,k} \times \mathcal{D}_k$ be the system state vector of device $k$ at slot $t$, where $\mathcal{X}_k$ denotes the system state space of device $k$. Let $X(t) \triangleq (X_k(t))_{k \in K} \in \mathcal{X} \triangleq \prod_{k \in K} \mathcal{X}_k$ be the system state matrix at slot $t$, where $\mathcal{X}$ denotes the system state space.

When device $k$ is scheduled to continue with the current in-transmission status update at slot $t$ (i.e., $w_k(t) = (1, 1)$) and the transmission is successful, then, if there is only one remaining packet at $t$ (i.e., $D_k(t) = 1$), the number of remaining status packets will be reset to $L_k$; otherwise, the number will decrease by one. When device $k$ is scheduled to sample and transmit a new status update at slot $t$ (i.e., $w_k(t) = (1, 2)$), then the number of the remaining packets will be $L_k - 1$ if the transmission is successful, and $L_k$, otherwise. Thus, for each device $k$, we can write the dynamics of $D_k(t)$:

$$D_k(t + 1) = \begin{cases} 
1(D_k(t) = 1)L_k + 1(D_k(t) > 1)(D_k(t) - 1), & \text{if } w_k(t) = (1, 1) \text{ and transmission succeeds at } t, \\
L_k - 1, & \text{if } w_k(t) = (1, 2) \text{ and transmission succeeds at } t, \\
L_k, & \text{if } w_k(t) = (1, 2) \text{ and transmission fails at } t, \\
D_k(t), & \text{otherwise.}
\end{cases}$$

(1)

In terms of the AoI at device $k$, when device $k$ is scheduled to continue sending its current in-transmission update at slot $t$ (i.e., $w_k(t) = (1, 1)$), if there remains only one packet and the transmission is successful, then the AoI will decrease to zero. When device $k$ is scheduled to transmit a new status update at slot $t$ (i.e., $w_k(t) = (1, 2)$), if the transmission fails, then the AoI will decrease to zero, otherwise, the AoI will be one. For all remaining cases, the AoI will increase by one. Thus, the AoI dynamics of device $k$ are given by:

$$A_{d,k}(t + 1) = \begin{cases} 
0, & \text{if } w_k(t) = (1, 1), D_k(t) = 1, \text{and transmission succeeds at } t; \\
or w_k(t) = (1, 2) \text{ and transmission fails at } t, \\
1, & \text{if } w_k(t) = (1, 2) \text{ and transmission succeeds at } t, \\
\min\{A_{d,k}(t) + 1, \hat{A}_{d,k}\}, & \text{otherwise.}
\end{cases}$$

(2)

For the AoI at the receiver of device $k$, when device $k$ is scheduled to continue sending its current in-transmission status update and only one packet remains, then the destination AoI
decreases to the AoI at device $k$ at slot $t$, otherwise, it increases by one. Thus, the dynamics of the destination’s AoI for device $k$ are given by:

$$A_{r,k}(t+1) = \begin{cases} 
\min\{A_{d,k}(t) + 1, \hat{A}_{r,k}\}, & \text{if } w_k(t) = (1, 1), D_k(t) = 1, \text{ and transmission succeeds at } t, \\
\min\{A_{r,k}(t) + 1, \hat{A}_{r,k}\}, & \text{otherwise.}
\end{cases}$$

(3)

Note that the dynamics in (1)-(3) are highly different from the AoI dynamics in [13].

C. Problem Formulation

Our goal is to study how to jointly control the IoT device scheduling and status sampling processes so as to minimize the average AoI at the destination under non-uniform status update packet sizes and noisy channels. Given an observed system state $X$, the system scheduling and sampling action $w$ is determined according to the following policy.

**Definition 1:** A feasible stationary scheduling and sampling policy $\pi = (\pi_u, \pi_v)$ is defined as a mapping from the system state $X \in \mathcal{X}$ to the feasible system control action $w \in \mathcal{W}$, where $\pi_u(X) = u$ and $\pi_v(X) = v$.

By the dynamics in (1)-(3), the induced random process $\{X(t)\}$ for a given feasible stationary policy $\pi$ is a controlled Markov chain having the following transition probability:

$$\Pr[X'|X, w] = \prod_{k=1}^{K} \Pr[X'_k|X_k, w_k],$$

(4)

where

$$\Pr[X'_k|X_k, w_k] = \Pr[X_{k}(t+1) = X'_{k}|X_k(t) = X_k, w_k(t) = w_k]$$

$$= \begin{cases} 
\lambda_k, & \text{if } X'_{k} = X_{k,s} \text{ and } u_k = 1, \\
1 - \lambda_k, & \text{if } X'_{k} = X_{k,f} \text{ and } u_k = 1, \\
1, & \text{if } X'_{k} = X_{k,un} \text{ and } u_k = 0, \\
0, & \text{otherwise.}
\end{cases}$$

(5)

Here, $X_{k,s}$ and $X_{k,f}$ indicate whether a transmission succeeds or fails, and $X_{k,un}$ denotes the next system state for the case in which user $k$ is not scheduled. According to (1)-(3), we know...
that, if $v_k = 1$, i.e., device $k$ is scheduled to continue sending its current in-transmission update, then
\[
X_{k,s} = \begin{cases} 
(0, \min\{A_{d,k} + 1, \hat{A}_{r,k}\}, L_k), & \text{if } D_k = 1, \\
(\min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k - 1), & \text{otherwise.}
\end{cases}
\] (6)

and
\[
X_{k,f} = (\min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k).
\] (7)

if $v_k = 2$, i.e., device $k$ is scheduled to start sending a new status update, then
\[
X_{k,s} = (1, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k - 1),
\] (8)

\[
X_{k,f} = (0, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k),
\] (9)

and
\[
X_{k,un} = (\min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k).
\] (10)

As a result, under a feasible stationary policy $\pi$, the average AoI at the receiver starting from a given initial state $X(1) = X_1 \in X$ is given by:
\[
\bar{A}_r^\pi(X_1) \triangleq \limsup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{K} \mathbb{E}[A_{r,k}(t) | X_1],
\] (11)
where the expectation is taken with respect to the measure induced by policy $\pi$. Note that, the analytical framework and results for the linear age function in (11) also hold for non-decreasing non-linear age functions (see examples in [9]).

We seek to find the optimal scheduling and sampling policy that minimizes the average AoI at the receiver, as follows:
\[
\bar{A}_r^*(X_1) \triangleq \inf_\pi \bar{A}_r^\pi(X_1),
\] (12)
where $\pi$ is a feasible stationary policy in Definition[1] and $\bar{A}_r^*(X_1)$ denotes the infimum average the AoI at the receiver starting from a given initial state $X(1) = X_1$ achieved by the optimal policy $\pi^*$. The problem in (12) is an infinite horizon average cost MDP, which is challenging to solve due to the curse of dimensionality [29]. Hereinafter, as is commonly used in the literature (e.g., [16] and [32]), we restrict our attention to stationary unichain policies to ensure that the optimal stationary policy exists.

\footnote{In this work, we do not explicitly consider the energy limitations on the IoT devices, due to the development of energy harvesting and battery storage technologies [30], [31]. However, it is possible to extend the analytical framework to the scenario in which there are energy constraints for the IoT devices, by following a constrained MDP approach in our previous work [13].}
III. STRUCTURAL PROPERTIES OF THE OPTIMAL POLICY

According to [29, Propositions 5.2.1, 5.2.3, and 5.2.5], the optimal scheduling and sampling policy $\pi^*$ can be obtained by solving the following Bellman equation.

**Lemma 1:** There exists a unique scalar $\theta$ and a value function $\{V(X)\}$ satisfying:

$$\theta + V(X) = \sum_{k=1}^{K} A_{r,k} + \min_{w \in W} \sum_{X' \in \mathcal{X}} \Pr[X'|X, w]V(X'), \forall X \in \mathcal{X},$$

where $\Pr[X'|X, w]$ is given by (4). Here, $\theta = \bar{A}_r^*$ is the optimal value to (12) for all initial state $X_1 \in \mathcal{X}$ and the optimal policy achieving the optimal value $\theta$ will be

$$\pi^*(X) = \arg \min_{w \in W} \sum_{X' \in \mathcal{X}} \Pr[X'|X, w]V(X'), \forall X \in \mathcal{X}. \quad (14)$$

From Lemma 1 we can see that the optimal policy $\pi^*$ relies upon the value function $V(\cdot)$. To obtain $V(\cdot)$, we need to solve the Bellman equation in (13), for which there is no closed-form solution in general. Moreover, numerical solutions such as value iteration and policy iteration do not typically provide many design insights and are usually of high complexity due to the curse of dimensionality. Therefore, we need to study the structural properties of the optimal policy and design new structure-aware low-complexity solutions.

First, by the dynamics in (1)-(3) and using the relative value iteration algorithm, we can show the following property of the value function $V(X)$.

**Lemma 2:** For any $X^1, X^2 \in \mathcal{X}$ such that $A^2_d \succeq A^1_d$, $A^2_r \succeq A^1_r$, and $D^2 = D^1$, we have $V(X^2) \geq V(X^1)$.\(^4\)

**Proof:** See Appendix B.

Then, we introduce the state-action cost function according to the right-hand side of the Bellman equation in (13):

$$J(X, w) = \sum_{k=1}^{K} A_{r,k} + \sum_{X' \in \mathcal{X}} \Pr[X'|X, w]V(X').$$

(15)

Based on $J(X, w)$, we further define:

$$\phi_w(X_{-d,-k}) \triangleq \begin{cases} 
\min \Phi_w(X_{-d,-k}), & \text{if } \Phi_w(X_{-d,-k}) \neq \emptyset, \\
+\infty, & \text{otherwise},
\end{cases} \quad (16)$$

\(^4\)The upper limits of the AoI at the device $\hat{A}_{d,k}$ and the AoI at the receiver $\hat{A}_{r,k}$ guarantee the system state space to be finite, based on which these results in [29] can be used to prove Lemma 1.

\(^5\)The notation $\succeq$ indicates component-wise $\geq$. 
where $X_{d,-k} \triangleq X \setminus \{A_{d,k}\}$ and $\Phi_w(X_{d,-k}) \triangleq \{A_{d,k} | A_{d,k} \in A_{d,k} \text{ and } J(A_{d,k}, X_{d,-k}, w) \leq J(A_{d,k}, X_{d,-k}, w') \forall w' \in \mathcal{W} \text{ and } w' \neq w\}$. Now, we have the following structural property for the optimal policy $\pi^*$.

**Theorem 1:** If $\exists k \in K$, such that $w_k^* = (1, 2)$, then $\pi^*(X) = w$ for all $X \in \mathcal{X}$ such that $A_{d,k} \geq \phi_w(X_{d,-k})$. \hspace{1cm} (17)

**Proof:** See Appendix C.

From Theorem 1, we observe that, for given $X_{d,-k}$, the scheduling action of $w_k = (1, 2)$ for device $k$ is threshold-based with respect to $A_{d,k}$. This indicates that, when the AoI $A_{d,k}$ of device $k$ is large, it is more efficient for device $k$ to sample and transmit a new status update to the destination, as its previously sampled status update becomes rather obsolete and less valuable for the destination. Note that, different from most existing structural analysis solutions \[33\] that typically require the monotonicity and multimodularity of the value function, the structure in Theorem 1 requires only the monotonicity of the value function and the AoI dynamics in (2) and (3). Such a unique feature will be further exploited in Section IV to design a low-complexity suboptimal policy. Theorem 1 implies that the optimal action for a certain system state is still optimal for some other system state. In particular, for all $X, X' \in \mathcal{X}$, and $w \in \mathcal{W}$ satisfying that $A_{r,k}' = A_{r,k}$, $D' = D$, and

$$
\begin{cases} 
A_{d,k}' \geq A_{d,k}, & \text{if } w_k = (1, 2), \\
A_{d,k}' = A_{d,k}, & \text{otherwise},
\end{cases}
$$

for all $k \in K$, we have

$$
\pi^*(X) = w \Rightarrow \pi^*(X') = w. \hspace{1cm} (19)
$$

The property in (19) can be leveraged to develop a low-complexity structure-aware relative value iteration algorithm and policy iteration algorithm, by extending their standard implementation. This can be done along the lines of the algorithm design in \[34\]. These structure-aware optimal algorithms can use much less computational complexity compared to standard relative value iteration and policy iteration algorithms \[29\]. However, they still suffer from the curse of dimensionality due to the exponential growth of the state space, i.e., $|\mathcal{X}| = \prod_{k \in K} |\mathcal{X}_k| = \prod_{k \in K} (A_{d,k} + 1)(A_{r,k} + 1)L_k$. Thus, it is imperative to design low-complexity suboptimal solutions, by considering the structural properties of the optimal policy, as we do next.
IV. LOW-COMPLEXITY SUBOPTIMAL SOLUTION

To overcome the curse of dimensionality, we propose a new, low-complexity suboptimal scheduling and sampling policy. We show that the structural property of the proposed policy is similar to that of the optimal policy. Then, we develop a new structure-aware algorithm to compute the proposed policy.

A. Low-Complexity Suboptimal Policy

The threshold structure of the optimal policy in Theorem[1] stems from the monotonicity of the value function. Motivated by this, we apply a linear decomposition method for the value function, so that the monotonicity property can be maintained. First, we introduce a semi-randomized base policy.

Definition 2: A semi-randomized scheduling and sampling base policy is defined by \( \hat{\pi} = (\hat{\pi}_u, \hat{\pi}_v) \), where \( \hat{\pi}_u = (p_k^u)_{k \in \mathcal{K}} \) is a randomized scheduling policy, given by a distribution on the feasible scheduling action space \( \mathcal{U} \) with \( p_k^u \in [0, 1] \) for each \( k \in \mathcal{K} \) and \( \sum_{k \in \mathcal{K}} p_k^u \leq M \), and \( \hat{\pi}_v \) is a deterministic sampling policy under a given randomized policy \( \hat{\pi}_u \).

Let \( \hat{\theta} \) and \( \hat{V}(X) \) be, respectively, the average AoI at the receiver and the value function under a unichain semi-randomized base policy \( \hat{\pi} \). Similar to Lemma [1] there exists \((\hat{\theta}, \hat{V}(X))\) satisfying the following Bellman equation.

\[
\hat{\theta} + \hat{V}(X) = \sum_{k=1}^{\mathcal{K}} A_{r,k} + \min_{v_k} \sum_{X_k' \in \mathcal{X}_k} \mathbb{E}^{\hat{\pi}_u} [\Pr[X_k'|X_k, w_k]] \hat{V}(X_k'), \forall X_k \in \mathcal{X}_k,
\]  

(20)

where \( \Pr[X_k'|X_k, w_k] \) is given by (4). Next, we show that \( \hat{V}(X) \) has the following additive separable structure.

Lemma 3: Given any unichain semi-randomized base policy \( \hat{\pi} \), the value function \( \hat{V}(X) \) in (20) can be expressed as \( \hat{V}(X) = \sum_{k \in \mathcal{K}} \hat{V}_k(X_k) \), where for each \( k \), \( \hat{V}_k(X_k) \) satisfies:

\[
\theta_k + \hat{V}_k(X_k) = A_{r,k} + \min_{v_k} \sum_{X_k' \in \mathcal{X}_k} \mathbb{E}^{\hat{\pi}_u} [\Pr[X_k'|X_k, w_k]] \hat{V}_k(X_k'), \forall X_k \in \mathcal{X}_k.
\]  

(21)

Here, \( \Pr[X_k'|X_k, w_k] \) is given by (5), \( \theta_k \) and \( \hat{V}_k(X_k) \) are the per-device average the AoI at the receiver and the per-device value function under policy \( \hat{\pi} \), respectively.

Proof: Along the line of the proof of [35] Lemma 3, we prove the additive separable structure of the value function under a semi-randomized unichain base policy \( \hat{\pi} \). Due to the randomized scheduling action resulting from \( \hat{\pi}_u \) and by making use of the relationship between
the joint distribution and marginal distribution, we can obtain that, \( \sum_{X' \in \mathcal{X}} \Pr[X' | X, w] = \sum_{X' \in \mathcal{X}} \Pr[X_k' | X_k, w_k] \) holds for each state \( X \) and the semi-randomized control action \( w = \hat{\pi}_u(X) \). Then, by substituting \( \hat{V}(X) = \sum_{k \in \mathcal{K}} \hat{V}_k(X_k) \) into (20), it can be easily checked that the equality in (21) holds. We complete the proof.

Now, we approximate the value function in (13) with \( \hat{\pi}_* \approx \hat{V}_k(X_k) \):

\[
\hat{\pi}^*_u(X) = \arg \min_{w \in \mathcal{W}} \sum_{X' \in \mathcal{X}} \Pr[X' | X, w] \sum_{k \in \mathcal{K}} \hat{V}_k(X_k'), \forall X \in \mathcal{X}. \tag{22}
\]

The proposed deterministic policy \( \hat{\pi}_* \) in (22) resembles the one iteration step in the standard policy iteration algorithm. By making use of the proof in establishing the convergence of policy iteration (i.e., the monotonicity of the iterations of policy iteration), e.g., [29, Proposition 5.4.2] and [36, Theorem 8.6.6], and following arguments similar to those used in proving [35, Theorem 1], we can then state the proposed deterministic policy \( \hat{\pi}_* \) will always outperform the corresponding semi-randomized base policy \( \hat{\pi} \).

The computational complexity needed for obtaining the proposed policy \( \hat{\pi}_* \) is much lower than the one needed for the optimal policy \( \pi^* \) in (14). In particular, to obtain the proposed policy \( \hat{\pi}_* \), we need to compute \( \{\hat{V}_k(X_k)\} \) for each device \( k \), which is a total of \( O(\sum_{k \in \mathcal{K}}(\hat{A}_{d,k} + 1)(\hat{A}_{r,k} + 1)L_k) \) values. In contrast, obtaining the optimal policy \( \pi^* \) by computing \( \{\hat{V}(X)\} \) requires a total of \( O(\prod_{k \in \mathcal{K}}(\hat{A}_{d,k} + 1)(\hat{A}_{r,k} + 1)L_k) \) values. Thus, the complexity needed to compute \( \hat{\pi}_* \) decreases from exponential with \( K \) to linear with \( K \).

**B. Structural Analysis and Algorithm Design**

Now, we investigate the structural properties of the proposed suboptimal policy \( \hat{\pi}_* \). First, we show the following property of the per-device value function \( \hat{V}_k(X_k) \), for a given semi-randomized base policy \( \hat{\pi} \).

**Lemma 4:** Given a semi-randomized base policy \( \hat{\pi} \), for all \( k \in \mathcal{K} \), we have \( \hat{V}_k(X_k^2) \geq \hat{V}_k(X_k^1) \) for any \( X_k^1, X_k^2 \in \mathcal{X}_k \) such that \( A_{d,k}^2 \geq A_{d,k}^1, A_{r,k}^2 \geq A_{r,k}^1 \), and \( D_k^2 = D_k^1 \).

**Proof:** See Appendix D.

Similar to the analysis for the optimal policy, we define:

\[
\hat{\phi}_w(X_{d,-k}) = \begin{cases} 
\min \hat{\phi}_w(X_{d,-k}), & \text{if } \hat{\phi}_w(X_{d,-k}) \neq \emptyset, \\
+\infty, & \text{otherwise},
\end{cases}
\]
Algorithm 1 Proposed Low-Complexity Structure-Aware Algorithm

1: Given a semi-randomized base policy $\hat{\pi}$, for each $k \in K$, compute the per-device value function $\{\hat{V}_k(X'_k)\}$ for all $X_k \in \mathcal{X}_k$ by solving the Bellman equation in (21).

2: Obtain the proposed deterministic policy $\hat{\pi}^*$ for each $X$:

   if $\exists k \in K$ and $X' \in \mathcal{X}$ such that $\hat{\pi}^*(X') = w$ with $w_k = (1, 2)$, $A'_r = A_r$, $D' = D$, $A'_{d,j} \leq A_{d,j}$ for $j = k$ and $A_{d,j} = A'_{d,j}$ for $j \neq k$, then

   $$\hat{\pi}^*(X) = w.$$ 

   else

   Compute $\hat{\pi}^*(X)$ by (22).

end if

where $\hat{\Phi}_w(X_{-d,-k}) \triangleq \{A_{d,k}| A_{d,k} \in A_{d,k} \text{ and } \hat{J}(A_{d,k}, X_{-d,-k}, w) \leq \hat{J}(A_{d,k}, X_{-d,-k}, w') \forall w' \in \mathcal{W} \}$ and $\hat{J}(X, w) \triangleq \sum_{k=1}^K A_{r,k} + \sum_{X' \in \mathcal{X}} \Pr[X' | X, w] \sum_{k \in K} \hat{V}_k(X'_k)$. Then, we can show the structural property of the proposed policy $\hat{\pi}^*$.

**Theorem 2:** If $\exists k \in K$, such that $\hat{w}_k^* = (1, 2)$, then $\hat{\pi}^*(X) = \hat{w}^*$ for all $X \in \mathcal{X}$ such that

$$A_{d,k} \geq \hat{\phi}_{\hat{w}^*}(X_{-d,-k}). \tag{23}$$

**Proof:** See Appendix E.

By comparing Theorem 2 with Theorem 1, we can see that the proposed policy $\hat{\pi}^*$ possesses a threshold-based structure similar to the optimal policy $\pi^*$. This is mainly due to the linear decomposition method and the special properties of the AoI dynamics in (2) and (3).

Theorem 2 exhibits a similar property to (19). Thus, in Algorithm 1, we propose a structure-aware algorithm to compute the suboptimal policy by making use of its structure. Note that, whenever the “if” condition in Algorithm 1 is satisfied for certain system states, then we can immediately obtain the corresponding control action, without performing the minimization in (22). This yields considerable computational saving, particularly, for a large number of devices, i.e., a large $\mathcal{W}$.

V. IoT Monitoring System with Random Status Updates Arrivals

Thus far, we have studied the optimal device scheduling and status sampling control for a real-time IoT monitoring system, where the status information updates can be generated at will by each IoT device. Now, we extend the monitoring system in Section III to an IoT system in
which the status information updates arrive at each IoT device randomly and are queued at each IoT device before being transmitted to the destination, as illustrated in Fig. 2. Note that such a scenario is not considered in our previous work [13].

A. Scheduling with Random Status Updates

We still consider a discrete-time system with slots indexed by \( t = 1, 2, \cdots \) and the status update (if any) arrives at each IoT device at the beginning of each time slot. Similar to [11], [12], [17], we assume that the status update arrivals for different IoT devices are mutually independent, and for each IoT device \( k \in K \), the status update arrivals are independent and identically distributed (i.i.d.) over time slots, following a Bernoulli distribution with mean rate \( \rho_k \in [0, 1] \). We assume that each IoT device is equipped with a buffer to store the newly arriving status update, as in [12] and [17]. We consider that the current in-transmission status update is not stored in the buffer, and thus, will not be replaced by a newly arriving status update. We consider that the newly arrived status update, i.e., the most recent update, will replace the older one (if any) in the buffer of each IoT device, as the destination will not benefit from receiving an outdated status update. The models of the non-uniform status packet sizes and the noisy channels are similar to those in Section II.

In each slot, the network also needs to determine which IoT devices to schedule so as to update their status. The scheduling action \( u_k(t) \in \{0, 1\} \) for each IoT device \( k \) remains the same as in the deterministic case. However, due to the random status update arrivals, the sampling
control action of each IoT device will be different. Specifically, for each scheduled device, if there is no status packet stored in its buffer, then, the network will schedule this device to continue with its current in-transmission update, otherwise, the network must decide whether to continue the current in-transmission update or start to transmit the status update in the buffer. With some notation abuse, let \( v_k \in \{1, 2\} \) be the sampling action for each IoT device \( k \), where \( v_k = 1 \) indicates that device \( k \) will continue transmitting its current in-transmission update, and \( v_k = 2 \) indicates that device \( k \) will start transmitting the status update in its buffer and drop the current in-transmission update. Accordingly, the system control action at slot \( t \) is denoted as \( w(t) = (u(t), v(t)) \in W \triangleq \mathcal{U} \times \mathcal{V} \), where \( u(t) = (u_k(t))_{k \in K} \in \mathcal{U} \) is the system scheduling action and \( v(t) = (v_k(t))_{k \in K} \in \mathcal{V} \) is the system sampling action.

Due to the buffer at each device \( k \), except for \( A_{d,k} \), \( A_{r,k} \), and \( D_k \), we need to further introduce the age of the status update in the buffer, which is referred to as the AoI at the buffer at device \( k \). We denote by \( A_{b,k}(t) \in \mathcal{A}_{b,k} \) the AoI at the buffer at device \( k \) at the beginning of slot \( t \), where \( \mathcal{A}_{b,k} \triangleq \{0, 1, \cdots, \hat{A}_{b,k}\} \) is the state space for the AoI at the buffer at device \( k \) and \( \hat{A}_{b,k} \) is the corresponding upper limit. We also assume that \( \hat{A}_{b,k} \) is finite, but can be arbitrarily large. With some abuse of notation, let \( X_k(t) \triangleq (A_{b,k}(t), A_{d,k}(t), A_{r,k}(t), D_k(t)) \in \mathcal{X}_k \triangleq \mathcal{A}_{b,k} \times \mathcal{A}_{d,k} \times \mathcal{A}_{r,k} \times D_k \) be the system state vector of device \( k \) at slot \( t \) and let \( X(t) \triangleq (X_k(t))_{k \in K} \in \mathcal{X} \triangleq \prod_{k \in K} \mathcal{X}_k \) be the system state matrix at slot \( t \).

Next, we study how \( X_k(t) \) evolves with the system control action \( w_k(t) \). Note that, the AoI at the receiver depends on the AoI at each device, which depends on the AoI at the buffer at each device. It can be seen that, the dynamics of \( A_{r,k}(t) \) and \( D_k(t) \) are the same to those in Section II-B given by (3) and (1), respectively. For the AoI at the buffer at device \( k \), if there is a status update arriving at device \( k \) at slot \( t \), then the AoI will decrease to one, otherwise, the AoI will increase by one. As a result, the AoI dynamics of the buffer at device \( k \) are given by:

\[
A_{b,k}(t+1) = \begin{cases} 
1, & \text{if status update arrives at } t, \\
\min\{A_{b,k}(t)+1, \hat{A}_{b,k}\}, & \text{otherwise.}
\end{cases}
\]  

(24)

For the AoI at device \( k \), when device \( k \) is scheduled to continue sending its current in-transmission update at slot \( t \) (i.e., \( w_k(t) = (1, 1) \)), if there remains only one packet and the transmission is successful, then the AoI will decrease to the AoI at the buffer at device \( k \) at slot \( t+1 \). When device \( k \) is scheduled to transmit the status update in its buffer at \( t \) (i.e., \( w_k(t) = (1, 2) \)), then the AoI will decrease to the AoI at the buffer at device \( k \) at slot \( t \) plus
one, irrespective of whether the transmission is successful or not. In all other cases, the AoI will increase by one. Thus, the AoI dynamics of device $k$ are given by:

$$A_{d,k}(t+1) = \begin{cases} 
\min\{A_{b,k}(t+1), \hat{A}_{d,k}\}, & \text{if } \mathbf{w}_k(t) = (1,1), D_k(t) = 1, \text{ and transmission succeeds at } t, \\
\min\{A_{b,k}(t) + 1, \hat{A}_{d,k}\}, & \text{if } \mathbf{w}_k(t) = (1,2), \\
\min\{A_{d,k}(t) + 1, \hat{A}_{d,k}\}, & \text{otherwise.}
\end{cases} \tag{25}$$

B. Problem Formulation

Similar to Section II-C, given an observed system state $\mathbf{X}$, the system scheduling and sampling action $\mathbf{w}$ is derived according to a feasible stationary scheduling policy $\pi = (\pi_u, \pi_v)$, which is defined in the same manner as Definition 1. Following the dynamics in (1), (3), (24), and (44), the induced random process $\mathbf{X}(t)$ for a given policy $\pi$ is a controlled Markov chain with the following transition probability:

$$\Pr[\mathbf{X}'|\mathbf{X}, \mathbf{w}] = \prod_{k=1}^{K} \Pr[\mathbf{X}'_k|\mathbf{X}_k, \mathbf{w}_k], \tag{26}$$

where

$$\Pr[\mathbf{X}'_k|\mathbf{X}_k, \mathbf{w}_k] = \Pr[\mathbf{X}_k(t+1) = \mathbf{X}'_k|\mathbf{X}_k = \mathbf{X}_k(t), \mathbf{w}_k = \mathbf{w}_k(t)]$$

$$= \begin{cases} 
\rho_k \lambda_k, & \text{if } \mathbf{X}'_k = \mathbf{X}^1_{k,s} \text{ and } u_k = 1, \\
\rho_k(1 - \lambda_k), & \text{if } \mathbf{X}'_k = \mathbf{X}^1_{k,f} \text{ and } u_k = 1, \\
(1 - \rho_k) \lambda_k, & \text{if } \mathbf{X}'_k = \mathbf{X}^2_{k,s} \text{ and } u_k = 1, \\
(1 - \rho_k)(1 - \lambda_k), & \text{if } \mathbf{X}'_k = \mathbf{X}^2_{k,f} \text{ and } u_k = 1, \\
\rho_k, & \text{if } \mathbf{X}'_k = \mathbf{X}^1_{k,un} \text{ and } u_k = 0, \\
(1 - \rho_k), & \text{if } \mathbf{X}'_k = \mathbf{X}^2_{k,un} \text{ and } u_k = 0, \\
0, & \text{otherwise.}
\end{cases} \tag{27}$$

Here, $\mathbf{X}^1_{k,s}$, $\mathbf{X}^1_{k,f}$, $\mathbf{X}^1_{k,un}$ and $\mathbf{X}^2_{k,s}$, $\mathbf{X}^2_{k,f}$, $\mathbf{X}^2_{k,un}$ indicate whether a new status update arrives at the device or not, and $\mathbf{X}^1_{k,s}$, $\mathbf{X}^2_{k,s}$ and $\mathbf{X}^1_{k,f}$, $\mathbf{X}^2_{k,f}$ indicate whether a transmission succeeds or
fails. According to (1), (3), (24), and (44), we know that, if \( v_k = 1 \), i.e., device \( k \) is scheduled to continue sending its current in-transmission update, then

\[
X^1_{k,s} = \begin{cases} 
(1, 1, \min\{A_{d,k} + 1, \hat{A}_{r,k}\}, L_k), & \text{if } D_k = 1, \\
(1, 1, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k - 1), & \text{otherwise}.
\end{cases}
\]

(28)

\[
X^2_{k,s} = \begin{cases} 
(\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{b,k} + 1, \hat{A}_{d,k}\}, \min\{A_{d,k} + 1, \hat{A}_{r,k}\}, L_k), & \text{if } D_k = 1, \\
(\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k - 1), & \text{otherwise}.
\end{cases}
\]

(29)

\[
X^1_{k,f} = (1, 1, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k),
\]

(30)

\[
X^2_{k,f} = (\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k);
\]

(31)

if \( v_k = 2 \), i.e., device \( k \) is scheduled to start sending the status update in its buffer, then

\[
X^1_{k,s} = (1, 1, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k - 1),
\]

(32)

\[
X^2_{k,s} = (\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{b,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k - 1),
\]

(33)

\[
X^1_{k,f} = (1, 1, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k),
\]

(34)

\[
X^2_{k,f} = (\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{b,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, L_k);
\]

(35)

and

\[
X^1_{k,un} = (1, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k),
\]

(36)

\[
X^2_{k,un} = (\min\{A_{b,k} + 1, \hat{A}_{b,k}\}, \min\{A_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A_{r,k} + 1, \hat{A}_{r,k}\}, D_k).
\]

(37)

Then, as before, we aim to find the optimal feasible stationary unichain scheduling and sampling policy that minimizes the average the AoI at the receiver, given by:

\[
\bar{A}_r^\pi(X_1) \triangleq \min_{\pi} \bar{A}_r^\pi(X_1) \triangleq \lim_{T \to \infty} \sup_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \sum_{k=1}^{K} \mathbb{E}[A_{r,k}(t)|X_1].
\]

(38)

Similar to Lemma [1], the optimal policy \( \pi^* \) can be obtained by solving the corresponding Bellman equation, given by:

\[
\theta + V(X) = \sum_{k=1}^{K} A_{r,k} + \min_{\omega \in \mathcal{W}} \sum_{X' \in \mathcal{X}} \Pr[X'|X, \omega]V(X'), \quad \forall X \in \mathcal{X},
\]

(39)

where \( \Pr[X'|X, \omega] \) is given by (26).
C. Structural Properties of the Optimal Policy

Following the line of the analysis in Section III, we characterize the structural properties of the optimal scheduling and sampling policy \( \pi^* \) for the MDP in (38). First, we show that the monotonicity property of the value function \( V(X) \). Define \( A_b \triangleq (A_{b,k})_{k \in K} \).

**Lemma 5:** For any \( X_1, X_2 \in \mathcal{X} \) such that \( A_2 \succeq A_1, A_d \succeq A_d, A_r \succeq A_r \), and \( D' = D1 \), we have \( V(X_2) \geq V(X_1) \).

The proof is similar to the proof for Lemma 2 in Appendix B and thus, is omitted here. From Lemma 5, we can see that, for the considered system with random status update arrivals, the value function \( V(X) \) for the MDP in (38) is also non-decreasing with the AoI \( A_{b,k} \) of the buffer of each IoT device. Then, we introduce the state-action cost function \( J(X, w) \) and the function \( \phi_w(X_{-d,-k}) \) in the same manner as (15) and (16), respectively. Now, following the proof for Theorem II in Appendix C we can show the following structural property for \( \pi^* \).

**Theorem 3:** If \( \exists k \in K \), such that \( w_k^* = (1, 2) \), then \( \pi^*(X) = w^* \) for all \( X \in \mathcal{X} \) such that

\[
A_{d,k} \geq \phi_w(X_{-d,-k}).
\]

(40)

From Theorem 3, we can see that, the structure of the optimal policy is very similar to the one in Theorem 1. Note that, for Theorem 3 the considered MDP is substantially different from the MDP for the case in Section III due to different dynamics of system states and transition probabilities. Moreover, the system state \( X \), which consists of the AoI at the buffer at each device, is also different from the system state used in Theorem 1. Theorem 3 indicates that the scheduling action of \( w_k = (1, 2) \) is threshold-based with \( A_{d,k} \), for given \( X_{-d,-k} \). Similar arguments on the insights of such structure for Theorem 1 in Section III can be drawn here. Theorem 3 indicates that, for all \( X, X' \in \mathcal{X} \), and \( w \in \mathcal{W} \) satisfying that \( A'_b = A_b, A'_r = A_r, D' = D \), and

\[
\begin{cases}
A'_{d,k} \geq A_{d,k}, & \text{if } w_k = (1, 2), \\
A'_{d,k} = A_{d,k}, & \text{otherwise},
\end{cases}
\]

(41)

for all \( k \in K \), we have

\[
\pi^*(X) = w \Rightarrow \pi^*(X') = w.
\]

(42)

Along the lines of the algorithm design in Section V, we can also exploit the structural property in (42) to develop a structure-aware low-complexity suboptimal solution.
VI. SIMULATION RESULTS AND ANALYSIS

In this section, we present numerical results to illustrate the structure of the optimal policies in Sections III and V, and the performance of the proposed suboptimal policy in Section IV. Here, for the semi-randomized base policy $\hat{\pi}$, we consider that the probability $p_k^u$ of scheduling device $k$ is proportional to its channel reliability $\lambda_k$, i.e., $p_k^u = \lambda_k / \sum_j \lambda_j$ for $k \in K$. We consider a greedy baseline policy, in which, the scheduling policy is determined by choosing the top $M$ users with the highest AoI at the receiver $A_{r,k}$ and the sampling policy is determined by solving a per-device Bellman equation for each device in a similar way to (21).

A. Structure of the Optimal Policy in Section III

Fig. 3 shows the structure of the optimal policy for a single IoT device for different values of the number of remaining packets $D$ for the current in-transmission status update. This figure focuses on the optimal sampling action $v^*$. We can observe that the decision to start sending a new status update (i.e., $v^* = 2$) is threshold-based with respect to $A_d$, which verifies the result in Theorem I. From Fig. 3(b) we can see that the decision of continuing to send the current in-transmission update (i.e., $v^* = 1$) is not threshold-based with respect to $A_r$ and is not threshold-based with respect to $D$. The reason is that, for a large $D$, an already small AoI $A_r$
will not be significantly improved if the device decides to stop sending its current update and, instead, it transmits a new update.

Fig. 4 illustrates the structure of the optimal policy for two IoT devices under different values for the channel reliability $\lambda_k$, for different packet sizes $L_k$. Here, we focus on the optimal scheduling action.\(^6\) It can be seen that, the scheduling action of different devices is of a switch-type structure. Moreover, by comparing Fig. 4(a) with Fig. 4(b) and by comparing Fig. 4(a) with

\(^6\)We choose to schedule device 1 if scheduling device 1 achieves the same AoI performance with scheduling device 2.
Fig. 4(c), we can observe that the device having a better channel reliability or having a smaller packet size is given a higher scheduling priority.

B. Performance of the Proposed Suboptimal Policy in Section IV

In Fig. 5, we compare the average the AoI at the receiver, resulting from the optimal policy $\pi^*$, the proposed suboptimal policy $\hat{\pi}^*$, the semi-randomized base policy $\tilde{\pi}$, and the greedy baseline policy for two IoT devices under different channel reliability parameters. Fig. 5 shows that the proposed suboptimal policy achieves a near-optimal performance and significantly outperforms the semi-randomized base policy and the greedy baseline policy. This stems from the structural similarity between the proposed suboptimal policy and the optimal policy. Hence, the proposed suboptimal policy can make foresighted decision by better exploiting the system state information and channel statistics.

Next, we investigate the effects of varying the number of IoT devices $K$, the number of maximum allowed scheduled IoT devices $M$, and the channel reliability of IoT devices $\lambda_k$, on the AoI performance of the proposed suboptimal policy and the semi-randomized base policy. Note that the computational complexity needed to obtain the optimal policy is prohibitively high for large values of $K$, $\hat{A}_{d,k}$ and $\hat{A}_{r,k}$, due to the curse of dimensionality and, thus, we could
Fig. 6: Average per-device AoI at the proposed suboptimal policy, the semi-randomized base policy, and the greedy baseline policy versus the number of IoT devices $K$. $\hat{\mathcal{A}}_{d,k} = \hat{\mathcal{A}}_{r,k} = 100$ and $\lambda_k = 0.8$, for all $k$. (a) Uniform case. (b) Nonuniform case.

Fig. 7: Average per-device AoI at the proposed suboptimal policy, the semi-randomized base policy, and the greedy baseline policy versus the channel reliability $\lambda_k$. $K = 30$. $\hat{\mathcal{A}}_{d,k} = \hat{\mathcal{A}}_{r,k} = 100$, for all $k$, $\lambda_1 = \lambda_2 = \cdots = \lambda_K$. (a) Uniform case. (b) Nonuniform case.

not derive the optimal policy for these cases. The simulation results are obtained by averaging over 10,000 time slots. We consider the uniform and nonuniform cases, based on whether the
packet sizes for the IoT devices $L_k$ are the same or not. Particularly, for the uniform case, we set $\lambda_k = 2$ for all $k$, and for the nonuniform case, we set $\lambda_k = 2$ for $k = 1, \cdots, K/2$ and $\lambda_k = 3$ for $k = K/2 + 1, \cdots, K$.

Fig. 6 illustrates the average, per-device the AoI at the receiver resulting from the proposed suboptimal policy, the semi-randomized base policy, and the greedy baseline policy, for different numbers of IoT devices $K$ and maximum allowed scheduled IoT devices $M$. From Fig. 6(a), we can see that the proposed suboptimal policy can reduce the average the AoI at the receiver by up to 74% and 17%, compared to the semi-randomized base policy and the greedy baseline policy, respectively, for $M = 1$. Moreover, for all policies, the average per-device the AoI at the receiver increases when $K$ increases and decreases when $M$ increases. This is because the transmission opportunities for each IoT device decrease with $K$ and increase with $M$.

Fig. 7 shows the average, per-device the AoI at the receiver resulting from the proposed suboptimal policy, the semi-randomized base policy, and the greedy baseline policy, under different channel reliability of IoT devices $\lambda_k$. From Fig. 7(a), we observe that the average AoI reduction achieved by the proposed suboptimal policy compared to the semi-randomized base policy and the greedy baseline policy can be as much as 53% and 16%, respectively. Moreover, Fig. 7 shows that, when $\lambda_k$ increases, the average the AoI at the receiver for all policies will decrease. This is intuitive as channels with better quality, i.e., larger $\lambda_k$, will achieve a smaller the AoI at the receiver.

C. Structure of the Optimal Policy in Section V

In Fig. 8, we illustrate the structure of the optimal policy for the IoT system with random status update arrivals in a single IoT device case. We also focus on the optimal sampling action $v^*$. From Fig. 8, we can see that the decision to start sending a new status update (i.e., $v^* = 2$) is threshold-based with respect to $A_d$. This verifies the result of Theorem 3. By comparing Fig. 8(a) with Fig. 8(c), we further observe that, the IoT device is more likely to start transmitting the status update in the buffer, when the arrival rate of the status updates is larger. This is because the the status update in the buffer will be refreshed more frequently for a large arrival rate of the status updates, and, thus, could be more beneficial to the destination.
Fig. 8: Structure of optimal policy $\pi^*$ in the single IoT device case with random status update arrivals. $\hat{A}_b = \hat{A}_l = \hat{A}_r = 10$, $L = 4$, $A_b = 3$, and $\lambda = 0.8$. (a) $D = 1$ and $\rho = 0.5$. (b) $D = 3$ and $\rho = 0.5$. (c) $D = 1$ and $\rho = 0.8$.

VII. CONCLUSION

In this paper, we have studied the problem of optimal device scheduling and status sampling policy that minimizes the average AoI for a real-time IoT monitoring system with non-uniform sizes of status updates and noisy channels. We have formulated this problem as an infinite horizon average cost MDP. By characterizing the monotonicity property of the value function, we have shown that the optimal policy is threshold-based with respect to the AoI at each IoT device. To reduce the complexity in computing the optimal policy, we have proposed a low-
complexity suboptimal policy based on a semi-randomized base policy and linear approximated value functions. We have shown that the proposed suboptimal policy has a similar threshold structure to the optimal policy, which serves as a structural base for its good performance. Then, we have extended those analytical results to the IoT monitoring system, where the status updates cannot be generated at will by the IoT devices and can only randomly arrive at the devices.

Simulation results have shown that, for the IoT system without random status update arrivals, the optimal policy is not threshold-based with respect to the AoI at the receiver for each device, the device with better channel reliability can have a higher scheduling priority, and the proposed suboptimal policy can achieve a near-optimal AoI performance and significantly outperforms the semi-randomized base policy. Moreover, the results have shown that, for the IoT system with random status update arrivals, the device is more willing to start sending the status update in the buffer for a large arrival rate of status updates. Future work can extend the developed algorithms to scenarios in which each device has explicit energy limitations.

**APPENDIX A**

**EXTENSION TO NON-ZERO GENERATION TIME OF STATUS UPDATES**

Let \( \tau_k \geq 1 \) be the number of time slots needed to generate a status update at device \( k \). Note that, if device \( k \) is scheduled to sample at slot \( t \), then it needs to wait at least \( \tau_k \) slots before starting to transmit this newly generated status update. Here, for each device \( k \), we let \( D_k(t) \in \{1, \cdots, L_k, \cdots, L_k + \tau_k - 1\} \), where \( D_k(t) \) denotes the number of the remaining status packets if \( D_k(t) \leq L_k \) and \( D_k(t) \) denotes the minimum number of slots that device \( k \) needs so as to deliver the status update if \( D_k(t) > L_k \). Note that, if \( D_k(t) > L_k \), there will be no status update that is available for transmission, i.e., \( w_k(t) \neq (1, 1) \).

We need to consider the following four possible cases: a) When device \( k \) is scheduled to continue the current in-transmission status update at slot \( t \) (i.e., \( w(t) = (1, 1) \) and \( D_k(t) \leq L_k \)) and the transmission succeeds at slot \( t \), then, if there is only one remaining packet at \( t \) (i.e., \( D_k(t) = 1 \), \( D_k(t + 1) \) will be reset to \( L_k + \tau_k - 1 \); otherwise, \( D_k(t + 1) \) will be \( D_k(t) - 1 \). b) When device \( k \) is scheduled to continue the current in-transmission status update at slot \( t \) (i.e., \( w(t) = (1, 1) \) and \( D_k(t) \leq L_k \)) and the transmission fails at slot \( t \), \( D(t + 1) \) will still be \( D_k(t) \). c) When device \( k \) is scheduled to sample at slot \( t \) (i.e., \( w(t) = (1, 2) \)), then \( D(t + 1) \) will be \( L_k + \tau_k - 1 \). d) When device \( k \) is not scheduled (i.e., \( w(t) = (0, 0) \)), then, if \( D_k(t) > L_k \), then
$D_k(t+1)$ will be $D_k(t) - 1$, otherwise, $D(t+1)$ will still be $D_k(t)$. In summary, for each device $k$, we can now define the dynamics of $D_k(t)$ as follows:

$$D_k(t+1) = \begin{cases} 
1(D_k(t) = 1)(L_k + \tau_k - 1) + 1(D_k(t) > 1)(D_k(t) - 1), & \text{if } w_k(t) = (1,1) \text{ and transmission succeeds at } t, \\
L_k + \tau_k - 1, & \text{if } w_k(t) = (1,2), \\
1(D_k(t) > L_k)(D_k(t) - 1) + 1(D_k(t) \leq L_k)D_k(t), & \text{otherwise}. 
\end{cases} \tag{43}
$$

For the AoI at device $k$, when device $k$ is scheduled to continue the current in-transmission status update at slot $t$ (i.e., $w(t) = (1,1)$ and $D_k(t) \leq L_k$), or device $k$ is scheduled to sample at slot $t$, the AoI will decrease to zero; otherwise, the AoI will increase by one. Thus, the dynamics of the AoI at device $k$ will be given by:

$$A_{d,k}(t+1) = \begin{cases} 
0, & \text{if } w_k(t) = (1,1), D_k(t) = 1, \text{and transmission succeeds at } t; \\
& \text{or } w_k(t) = (1,2), \\
& \min\{A_{d,k}(t) + 1, \hat{A}_{d,k}\}, & \text{otherwise.} 
\end{cases} \tag{44}
$$

The dynamics of the destination’s AoI $A_{r,k}(t)$ of device $k$ are the same in (3).

It is obvious that, if $D_k(t) > L_k$, there is no status update for device $k$ to send (i.e., $w_k(t) \neq (1,1)$) and there is no need to re-sample another new status update during the generation of the previous status update (i.e., $w_k(t) \neq (1,2)$). Thus, we set $w_k(t) = (0,0)$ if $D_k(t) > L_k$.

Then, we can formulate the MDP in the same manner in Section II-C. It can be easily verified that the monotonicity of the value function still holds and we can obtain the exact same structural properties of the optimal policy to the one in Theorem I by following the line of the analysis in Section III. The suboptimal solution in Section IV can also be readily extended for non-zero generation time.

**APPENDIX B**

**PROOF OF LEMMA 2**

We prove Lemma 2 using the relative value iteration algorithm (RVIA) [29, Chapter 5.3] and mathematical induction. First, we present the RVIA. For each system state $X \in \mathcal{X}$, we denote by $V_n(X)$ the value function at iteration $n$, where $n = 1, 2, \ldots$. Define the state-action cost function at iteration $n$ as:

$$J_n(X, w) = \sum_{k=1}^{K} A_{r,k} + \sum_{X' \in \mathcal{X}} \Pr[X' | X, w] V_n(X'). \tag{45}$$
holds for all \( n \). Note that \( J_n(X, w) \) is related to the right-hand side of the Bellman equation in (13). For each \( X \), RVIA can be used to find \( V_n(X) \) according to:

\[
V_{n+1}(X) = \min_{w \in W} J_{n+1}(X, w) - \min_{w \in W} J_{n+1}(X^\dagger, w), \ \forall n,
\]
where \( X^\dagger \) is some fixed state. According to [29, Proposition 5.3.2], the generated sequence \( \{V_n(X)\} \) converges to \( \{V(X)\} \), under any initialization of \( V_0(X) \), i.e.,

\[
\lim_{n \to \infty} V_n(X) = V(X), \ \forall X \in \mathcal{X},
\]
where \( V(X) \) satisfies the Bellman equation in (13). Let \( \pi^*_n(X) \) be the control action attains the minimum of the first term in (46) at iteration \( n \) for all \( X \), i.e.,

\[
\pi^*_n(X) = \arg \min_{w \in W} J_{n+1}(X, w), \ \forall X \in \mathcal{X}.
\]

Define \( \pi^*_n(X) \triangleq (\pi^*_n,k(X))_{k \in K} \), where \( \pi^*_n,k(X) \) denotes the control action of IoT device \( k \) under state \( X \). We refer to \( \pi^*_n \) as the optimal policy at iteration \( n \).

Now, we prove Lemma 2 through the RVIA using mathematical induction. Consider two system states \( X^1 = (A^1_d, A^1_r, D^1) \) and \( X^2 = (A^2_d, A^2_r, D^2) \). To prove Lemma 2 according to (47), it suffices to show that for any \( X^1 \) and \( X^2 \) such that \( A^2_d \succeq A^1_d \), \( A^2_r \succeq A^1_r \), and \( D^2 = D^1 \),

\[
V_n(X^2) \geq V_n(X^1),
\]
holds for all \( n = 1, 2, \cdots \).

First, we initialize \( V_1(X) \) for all \( X \). Thus, (49) holds for \( n = 1 \). Assume (49) holds for some \( n > 1 \). We will show that (49) holds for \( n + 1 \). By (46), we have

\[
V_{n+1}(X^1) = J_{n+1}(X^1, \pi^*_n(X^1)) - J_{n+1}(X^\dagger, \pi^*_n(X^\dagger)) \\
\overset{(a)}{\leq} J_{n+1}(X^1, \pi^*_n(X^2)) - J_{n+1}(X^\dagger, \pi^*_n(X^\dagger)) \\
= \sum_k A^1_{d,k} + \sum_{X^\prime \in \mathcal{X}} \Pr[X^\prime \mid X^1, \pi^*_n(X^2)] V(X^\prime) - J_{n+1}(X^\dagger, \pi^*_n(X^\dagger)),
\]
where (a) is due to the optimality of \( \pi^*_n(X^1) \) for \( X^1 \) at iteration \( n \). By (45) and (46), we have

\[
V_{n+1}(X^2) = J_{n+1}(X^2, \pi^*_n(X^2)) - J_{n+1}(X^\dagger, \pi^*_n(X^\dagger)) \\
= \sum_k A^2_{d,k} + \sum_{X^\prime \in \mathcal{X}} \Pr[X^\prime \mid X^2, \pi^*_n(X^2)] V(X^\prime) - J_{n+1}(X^\dagger, \pi^*_n(X^\dagger)).
\]

We compare \( \sum_{X^\prime \in \mathcal{X}} \Pr[X^\prime \mid X^1, \pi^*_n(X^2)] V(X^\prime) \) with \( \sum_{X^\prime \in \mathcal{X}} \Pr[X^\prime \mid X^2, \pi^*_n(X^2)] V(X^\prime) \) for all possible \( \pi^*_n(X^2) = (\pi^*_n,k(X^2))_{k \in K} \). For each \( k \), we need to consider the following three
cases for \( \pi_{n,k}^+(X^2) \), i.e., \( \pi_{n,k}^+(X^2) = (0, 0), (1, 1), (1, 2) \). According to (5), we can check that \( X_{d,k}^{2'} \geq X_{d,k}^V, X_{r,k}^{2'} \geq X_{r,k}^V \), and \( D_k^{2'} = D_k^V \) hold for each of the three cases. Thus, by the induction hypothesis, we have \( \sum_{X' \in \mathcal{X}} \Pr[X^2' | X^2, \pi_n^+(X^2)]V(X^2') \geq \sum_{X' \in \mathcal{X}} \Pr[X^1' | X^1, \pi_n^+(X^2)]V(X^1') \), which implies that \( V_{n+1}(X^2) \geq V_{n+1}(X^1) \), i.e., (49) holds for \( n + 1 \). Therefore, by induction, we know that (49) holds for any \( n \). By taking limits on both sides of (49) and by (47), we complete the proof of Lemma 2.

APPENDIX C
PROOF OF THEOREM 1

To prove Theorem 1, we first show that, for any \( X^1, X^2 \in \mathcal{X} \) and \( w \in \mathcal{W} \) such that \( A_j^1 = A_j^2, D^1 = D^2 \), and

\[
\begin{align*}
A_{d,k}^1 \geq A_{d,k}^2, \quad &\text{if } w_k = (1, 2), \\
A_{d,k}^1 = A_{d,k}^2, \quad &\text{otherwise},
\end{align*}
\]

for all \( k \in \mathcal{K} \),

\[
J(X^1, w) - J(X^1, w') \leq J(X^2, w) - J(X^2, w')
\]

(53) holds for all \( w' \in \mathcal{W} \) and \( w' \neq w \). By (15), we have

\[
\begin{align*}
J(X^1, w) - J(X^1, w') - (J(X^2, w) - J(X^2, w')) &
= \sum_{X^1, w \in \mathcal{X}} \Pr[X^1, w | X^1, w]V(X^1, w) - \sum_{X^1, w' \in \mathcal{X}} \Pr[X^1, w' | X^1, w']V(X^1, w') \\
&\quad - \sum_{X^2, w \in \mathcal{X}} \Pr[X^2, w | X^2, w]V(X^2, w) + \sum_{X^2, w' \in \mathcal{X}} \Pr[X^2, w' | X^2, w']V(X^2, w').
\end{align*}
\]

(54)

Since \( X^1 \) and \( X^2 \) only differ in \( A_{d,k} \) for \( k \in \mathcal{K} \) \( \triangleq \{ k \in \mathcal{K} | w_k = (1, 2) \} \), by (4), we can see that the next system states under control action \( w \) from \( X^1 \) and \( X^2 \) are the same. Thus, we have \( A = C \). For \( B \) and \( D \), if \( j \in \mathcal{K} \setminus \mathcal{K}^1 \), by (5), we can see that, \( X^1, w' = X^2, w' \), \( X^1, w' = X^2, w' \), and \( X^1, w' = X^2, w' \) hold for all \( w' \). If \( j \in \mathcal{K}^1 \), we need to consider the following two cases under different \( w'_j \). If \( w'_j = (0, 0) \), then, by (5), we can see that,

\[
X^1, w'_{j, w} = (\min\{ A_{d,k}^1 + 1, \hat{A}_{d,k} \}, \min\{ A_{r,k}^1 + 1, \hat{A}_{r,k} \}, D_k^1),
X^2, w'_{j, w} = (\min\{ A_{d,k}^2 + 1, \hat{A}_{d,k} \}, \min\{ A_{r,k}^2 + 1, \hat{A}_{r,k} \}, D_k^2)
\]
If \( w'_j = (1, 1) \), then, we have

\[
X^{1,w'}_{j,s} = \begin{cases} 
(0, \min\{A^1_{d,k} + 1, \hat{A}_{r,k}\}, I_k), & \text{if } D^1_k = 1, \\
(\min\{A^1_{d,k} + 1, \hat{A}_{r,k}\}, \min\{A^1_{r,k} + 1, \hat{A}_{r,k}\}, D^1_k - 1), & \text{otherwise.}
\end{cases}
\]

(55)

\[
X^{2,w'}_{j,s} = \begin{cases} 
(0, \min\{A^2_{d,k} + 1, \hat{A}_{r,k}\}, I_k), & \text{if } D^2_k = 1, \\
(\min\{A^2_{d,k} + 1, \hat{A}_{r,k}\}, \min\{A^2_{r,k} + 1, \hat{A}_{r,k}\}, D^2_k - 1), & \text{otherwise.}
\end{cases}
\]

(56)

\[
X^{1,w'}_{k,f} = (\min\{A^1_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A^1_{r,k} + 1, \hat{A}_{r,k}\}, D^1_k),
\]

(57)

\[
X^{2,w'}_{k,f} = (\min\{A^2_{d,k} + 1, \hat{A}_{d,k}\}, \min\{A^2_{r,k} + 1, \hat{A}_{r,k}\}, D^2_k)
\]

(58)

Thus, we can see that, \( A^1_d,w' \succeq A^2_d,w' \), \( A^1_r,w' \succeq A^2_r,w' \), and \( D^1,w' = D^2,w' \), which imply \( B \geq D \) according to Lemma 2. Therefore, we can show that (53) holds.

Next, we prove Theorem 1 by using (53). Consider IoT device \( k \), system action \( w = (w_i)_{i \in K} \) where \( w_k = (1, 2) \), and system state \( X \) where \( A_{d,k} = \phi_w(X_{-d,-k}) \). Note that, we only to consider that \( \phi_w(X_{-d,-k}) < +\infty \). According to the definition of \( \phi_w(X_{-d,-k}) \), we can see that \( J(X, w) \leq J(X', w') \) holds for all \( w' \in W \) and \( w' \neq w \). Thus, we know that \( \pi^*(X) = w \). Now, consider another state \( X' \) where \( A^{1,2}_{d,k} \geq A_{d,k} \) and \( X'_{d,-d,-k} = X_{-d,-k} \). To prove Theorem 1 it is equivalent to show that \( \pi^*(X) = w \), i.e.,

\[
J(X', w) \leq J(X', w')
\]

(59)

holds for all \( w' \in W \) and \( w' \neq w \). By (53), we can see that,

\[
J(X', w) - J(X', w') \leq J(X, w) - J(X, w') \leq 0.
\]

(60)

Therefore, we obtain that \( \pi^*(X') = w \), which completes the proof of Theorem 1.

**APPENDIX D**

**PROOF OF LEMMA 4**

We prove Lemma 4 following a similar approach to Lemma 2. First, we introduce the RVIA for the Bellman equation in (21). Denote \( \hat{V}^n_k(X_k) \) as the per-device value function at iteration \( n \), where \( n = 1, 2, \ldots \). Then, we introduce the per-device state-action cost function under a randomized scheduling policy \( \hat{\pi}_u \) at iteration \( n \):

\[
\hat{J}^n_k(X_k, v_k) = A_{r,k} + \min_{v_k} \sum_{X'_k \in \mathcal{X}_k} \mathbb{E} v_k [\Pr[X'_k|X_k, w_k]] \hat{V}^n_k(X'_k)
\]

(61)
For each \((X_k, v_k)\), the RVIA calculates \(\hat{V}_{k}^{n+1}(X_k)\) by:

\[
\hat{V}_{k}^{n+1}(X_k) = \min_{v_k} \hat{J}_{k}^{n+1}(X_k, v_k) - \min_{v_k} J_{k}^{n+1}(X_k, v_k),
\]

where \(X_k^j\) is some fixed state. Similar to (47), we also have

\[
\lim_{n \to \infty} \hat{V}_{k}^{n}(X_k) = \hat{V}_{k}(X_k), \quad \forall X \in \mathcal{X},
\]

where \(\hat{V}_{k}(X_k)\) satisfies the Bellman equation in (21).

Now, consider two per-device state \(X_k^1\) and \(X_k^2\). To prove Lemma 4, it is equivalent to show that, for any \(X_k^1, X_k^2 \in X_k\) such that, \(A_{d,k}^2 \geq A_{d,k}^1, A_{r,k}^2 \geq A_{r,k}^1,\) and \(D_k^2 = D_k^1\),

\[
\hat{V}_{k}^{n}(X_k^2) \geq \hat{V}_{k}^{n}(X_k^1),
\]

holds for all \(n = 1, 2, \cdots\). This can be proved along the lines of the proof of Lemma 2. Therefore, by (63), we complete the proof of Lemma 4.

APPENDIX E

PROOF OF THEOREM 2

Based on Lemma 4, by following the proof for (53) in Appendix C, we can easily show that, for any \(X^1, X^2 \in X, w, w' \in W\) such that \(A^1_i = A^2_i, D^1 = D^2\), and

\[
\begin{cases}
A_{d,k}^1 \geq A_{d,k}^2, & \text{if } w_k = (1, 2), \\
A_{d,k}^1 = A_{d,k}^2, & \text{otherwise},
\end{cases}
\]

for all \(k \in K\),

\[
\hat{J}(X^1, w) - \hat{J}(X^1, w') \leq \hat{J}(X^2, w) - \hat{J}(X^2, w').
\]

holds. Then, consider IoT device \(k\), system action \(w = (w_i)_{i \in K}\) where \(w_k = (1, 2)\), system state \(X\) where \(A_{d,k} = \phi_w(X_{d,-k})\), system state \(X'\) where \(A'_{d,k} \geq A_{d,k}\) and \(X'_{d,-k} = X_{d,-k}\). By following the proof of Theorem 1 and by using (66), we can show that, \(\hat{\pi}^*(X') = \hat{\pi}^*(X) = w\). We complete the proof of Theorem 2.
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