A Dependency Parser for Thai
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Abstract

This paper presents some preliminary results of our dependency parser for Thai. It is part of an ongoing project in developing a syntactically annotated Thai corpus. The parser has been trained and tested by using the complete part of the corpus. The parser achieves 83.64% as the root accuracy, 78.54% as the dependency accuracy and 53.90% as the complete sentence accuracy. The trained parser will be used as a preprocessing step in our corpus annotation workflow in order to accelerate the corpus development.

1. Introduction

The research in natural language processing (NLP) for Thai has so far concentrated only within morphological analysis (i.e. word segmentation (Aroonmanakun, 2002; Sornlertlamvanich, 1993; Meknavin et al., 1997; Kawtrakul and Thumkanon, 1997), part-of-speech (POS) tagging (Murata et al., 2002) or both (Kruengkrai et al., 2006)). One of the possible explanations is the lack of syntactically annotated corpora for Thai. Although morphological analysis is a crucial step as the first part of text analysis, the research in higher level, like syntactic analysis, is still important. Some NLP applications, e.g. Machine Translation, require syntactic information and tools for extracting such information from sentences.

When we start a project in developing a machine translation system between Thai and Japanese by using Example-based machine translation (Nakazawa et al., 2006), the development of a syntactically annotated corpus and a parser are necessary. The EBMT system utilizes the dependency structure in aligning the parallel corpus and then extracting the translation examples from the corpus. In this research, we report the results of our statistical dependency parser trained on the preliminary data in our corpus. This parser will help in creating a Thai-Japanese MT prototype and also accelerating the development of syntactically annotated corpus.

2. Dependency Structure in Thai

There are only few studies investigating the dependency parsing for Thai. To our knowledge, the first research regarding dependency analysis was done by Aroonmanakun (1989) in his master thesis. However, this research is based on a very small corpus (50 sentences). The lack of syntactically annotated corpora may be a possible explanation why not much research has been done in this area. Some have been developed, but they are relatively small or not public, for example, a treebank of 400 sentences used in (Satayasmas et al., 2005).

The dependency analysis in some languages (e.g. Japanese) considers dependency relations between phrasal units (‘bunsetsu’ for Japanese). In Thai, we consider dependency relations at word level. Figure 1 shows an example of a Thai sentence with dependency relations. The dependency links are drawn from the dependents to their heads. The binary dependency relations between words of Thai can occur in two directions (i.e. left to right and right to left). Unlike some languages, most dependency relations are limited to only one direction (e.g., Japanese (Sekine et al., 2000), Turkish (Eryigit and Oflazer, 2006)). The root node can also be found in arbitrary positions (i.e. at the first, last or the middle of the sentence), while the root node of languages that have a single direction of dependency relations resides at a fixed position. Due to fewer constraints in writing dependency relations and the possible root positions, the search space in finding the correct dependency structure for Thai will be much larger.

In general, constituents in Thai sentences follow the order of Subject-Verb-Object (SVO). However, the word order is more flexible in discourse (Iwasaki and Ingkaphiroom, 2005). Since our goal in developing MT project is to handle sentences from the conversation domain, the sentences in the corpus have some features that may be uncommon for other domains, but not for discourse. Iwasaki and Ingkaphiroom (2005) outlines three language phenomena that result in the constituent-order variability. The first phenomenon is Zero anaphora. Subjects and objects are often omitted from the sentences, thus the major constituents of some sentences are found with only a verb (V), a verb and an object (VO). The second is the topicalization. Noun phrases functioning as objects are put at the beginning of sentences. Thus, the constituent order like OSV will be possible. The third phenomenon involves the process in adding a constituent later than its usual position. Thus, some sentences...
3. Parser

Machine learning algorithms have been applied to natural language parsing. Some studies adopted shift-reduce parsers which require proper sequences of actions as instructions for the parsers in processing the sentences. Machine learning algorithms have been used to determine the sequences of actions in parsing given sentences (e.g., support vector machines (SVMs) (Yamada and Matsumoto, 2003; Cheng et al., 2005), Maximum entropy models (Ratnaparkhi, 1999)). Another approaches use machine learning algorithms to estimate the probability that one word modifies another word. The probability model can be represented as the probability matrix showing the probability values of binary dependency relations. Some machine learning algorithms used in estimating the probability values are SVMs (Kudo and Matsumoto, 2000) and maximum entropy models (Uchimoto et al., 1999; Sekine et al., 2000).

In this work, we adopt SVMs to estimate the probability values. Since the root node for Thai sentences can be found in arbitrary positions, the root node identification will be considered as a separated process. Some studies (Isozaki et al., 2004) also separated the root node identification from the main parsing task. The parsing process of our parser has three main steps:

1. Root node identification: We train an SVM to estimate the probability value of each word for being the root node. The word with the highest probability value is selected as the root node. Seven features are used in the root model:
   - POS
   - Relative position
   - Number of verbs
   - Number of equivalent POS in front of this word
   - Number of equivalent POS after this word
   - Number of equivalent major POS in front of this word
   - Number of equivalent major POS after this word

   Note that some sentences in the corpus may not have any verb (e.g. a short answer for a question). These sentences may consist of a noun with some function words. Thus, the root node in this case is a noun, rather than a verb as usual.

2. Build the dependency matrix: The second model based on an SVM is used to derive the probability of dependency relations. The features are as follows:
   - POS of the first word
   - POS of the second word
   - Direction of dependency relations (left to right, right to left)
   - Distance between both words
   - Major category of the first word (function word, content word)
   - Major category of the second word (function word, content word)
   - Major POS of the first word
   - Major POS of the second word
   - Relative position of the first word
   - Relative position of the second word

3. Find the best dependency structure: Given the prospective root position and the dependency matrix, the final step is to find the best dependency structure. The search algorithm is based on a beam search with maintaining the top k candidates during the search process. We define a sentence S as a sequence of words \{w_1, w_2, ..., w_n\}. Let Dep(i) = j mean the word w_i modifies the word w_j (w_j is the head of w_i). The probability Prob_{root}(i) means the probability of w_i being the root node of the sentence, while Prob_{dep}(i, j) is the probability that w_i modifies w_j. We define the head of the root node as -1 and Prob_{dep}(Root, -1) = 1.

   The problem is to find a dependency structure D \{\{Dep(1), Dep(2), ..., Dep(n)\}\} that maximizes the conditional probability. Assume that the probability values of dependency relations are mutually independent. We can calculate the probability of each dependency structure as follows:

   \[
P(D|S) = \prod_{i=1}^{n} Prob_{dep}(i, Dep(i))
   \]  

   For the sake of simplicity, we illustrate the search algorithm by using k = 1. The search algorithm is outlined in Algorithm 1. The beam search follows the
Algorithm 1: FINDDEPENDEMPATERN

\[ T_s \leftarrow \{ w_1, w_2, \ldots, w_n \} \]
\[ T_u \leftarrow \{ \} \]
\[ l = \text{argmax}_{i \in [1,n]} P_{\text{prob}_r}(i) \]
Remove \( w_l \) from \( T_s \)
Add \( w_l \) to \( T_u \)
while \( T_s \) is not empty do

Find \( w_o, w_o \in T_s \) and its head \( w_p, w_p \in T_u \) which maximize the conditional probability
Remove \( w_o \) from \( T_s \)
Add \( w_o \) to \( T_u \)
end

same procedure but maintaining the top \( k \) candidates during the search process.

Normally, SVMs provide the classification of the input instance. To obtain the probability values from SVMs, we use the probability estimation in LIBSVM (Chang and Lin, 2001).

4. Experimental Results

The experiment is done on the first portion of annotated corpus. The corpus consists of 2692 sentences. The sentence length ranges between 2 words to 20 words with an average of 5.70. Although the sentences in the corpus seem to be short, we argue that sentences in the conversation domain impose several ambiguities and the search space for Thai is larger than some languages due to the lack of constraints. The parser finds the dependency patterns that follow the projectivity assumption. That is, the dependency relation does not cross another dependency relation and no dependency relation covers the root node. The gold standard of POS tags are used.

For the SVMs, we use the RBF kernel with \( (C = 1, \gamma = 0.14) \) for the root identification and \( (C = 1, \gamma = 0.1) \) for the dependency analysis. The beam width parameter of the beam search is set to 3. Three performance metrics are used:

- Root accuracy: This metric represents a portion of sentences with correctly identified roots.
- Dependency accuracy: The dependency accuracy determines a ratio of correct dependency relations to all dependency links.
- Complete sentence accuracy: The last metric shows a portion of sentences with correct roots and dependency patterns.

The corpus is divided into 2423 sentences as the training set and 269 sentences as the test set. The performance of our parser is as follows:

- Root accuracy = 83.64%
- Dependency accuracy = 78.54%
- Complete sentence accuracy = 53.90%

Note that we cannot compare the performance with a baseline like some studies (Eryigit and Oflazer, 2006; Uchimoto et al., 1999) since the dependency relations of Thai are two directions and the root positions are not fixed. To judge how well our parser performs, we survey some similar works in developing dependency parsers from the previously published literature (see Table 1). We acknowledge that the results of these studies are not directly comparable with each other or our results since the experiments have been done on different data and languages. To a certain extent, however, these results provide some insights of how other proposed parsers perform. In terms of the complete sentence accuracy, our results are acceptable comparing with the results of several parsers. Our dependency accuracy is relatively low. One of the reasons may come from the difficulties in finding the right root nodes of our parser. The incorrect root nodes will affect the performance of the later steps in finding the dependency structure.

5. Conclusions

This work presents some preliminary results in developing a dependency parser for Thai. The parser is composed of three components. The first one is the root identification. The second one is the dependency analysis. The last one is the search algorithm based on the beam search. The first two components utilize SVMs to estimate the probability values. Although the parser has been tested and trained on a very small corpus, the development of this parser is still important as a tool for accelerating the corpus development.
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