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Abstract

Central to the application of many multi-view geometry algorithms is the extraction of matching points between multiple viewpoints, enabling classical tasks such as camera pose estimation and 3D reconstruction. Many approaches that characterize these points have been proposed based on hand-tuned appearance models or data-driven learning methods. We propose Soft Expectation and Deep Maximization (SEDM), an iterative unsupervised learning process that directly optimizes the repeatability of the features by posing the problem in a similar way to expectation maximization (EM). We found convergence to be reliable and the new model to be more lighting invariant and better at localize the underlying 3D points in a scene, improving SfM quality when compared to other state of the art deep learning detectors.

1. Introduction

A sparse image feature is a region in image space that corresponds to an object location in world space that can be reliably found and matched across multiple viewpoints. Specifically, our paper looks at keypoints, also known as corner or point features, which are elements $p \in \mathbb{R}^2$ in image space, with the goal of forming point correspondence between multiple images for use in various problems such as finding the relative pose between two perspective images, Structure-from-Motion (SfM), Simultaneous Localization and Mapping (SLAM), and many more \[1\].

Recently, deep learning has been successfully applied to many vision applications, so the question is whether feature detection can be improved as well. One potential application of improved detection would be to augmented reality, where precise tracking is needed to align the virtual and real world. However, feature detection is not a case of simply finding the right model to fit the data. One of the most important attributes of a feature detector is it’s repeatability, or the probability that the detector will assign a 3D point a feature given that it has assigned that point a feature in a different viewpoint or under different lighting. As such, the repeatability of any point is more so a property of the detector rather than the data.

To solve this problem, we formulate it as one of optimization, where the objective is to optimize the repeatability of the features in 3D space. Since the problem is not differentiable, we find a solution to the optimization using an Expectation Maximization algorithm. We call our formulation Soft Expectation, Deep Maximization, or SEDM for short. In the expectation step, we estimate the repeatability of potential ground truth features using the current model parameters. In the maximization step, we find fea-
tures that maximize those repeatability estimates and use them as pseudo ground truth to train a new model. We find that SEDM is able to improve feature detection when compared to previous state of the art deep learning methods, even when trained on a small synthetic dataset.

Our main contributions are summarized as follows:

- We introduce SEDM, a novel method for training an image feature detector by optimizing the repeatability of corresponding features in 3D space.
- We show it is possible to bridge the synthetic to real gap solely by using photorealistic images.
- Our benchmarks provide evidence that SEDM is able to improve feature detection accuracy when compared to previous state of the art deep learning methods.
- Our method achieves state of the art performance under illumination change.

2. Related Work

Methods for detecting image features are typically split into two categories: traditional and deep learning. This split aligns with the difference in the number of parameters to tune, ranging from traditional model-based methods having a few dozen to deep learning methods with millions. FAST [24], which used machine learning to build a decision tree to classify whether a point was a corner on a dataset labeled using an ad hoc method, is still considered a traditional method by this definition. Of the traditional methods, SIFT [16] remains a gold standard in SfM reconstruction accuracy [30]. When combined with an improved descriptor like HardNet [19] and a guided matcher, SIFT still beats other state-of-the-art methods on leaderboards like the Image Matching Challenge 2020 for 8k features [10].

Deep Learning in Feature Detection. One of the most successful methods, Superpoint [7], has proven very capable, especially when combined with SuperGlue matcher [28]. This combination has won several benchmarks, including the Image Matching Challenge for 2048 features [10] and the Visual Localization Benchmark on several datasets [26]. SuperPoint differs from most other approaches in that it starts with ground-truth 3D geometry with known features. To train MagicPoint, the supervisor of SuperPoint, the method generated a synthetic dataset of simple lines and geometric shapes and labeled the corners as features. MagicPoint is used to supervise SuperPoint so it can learn to predict these same corners under image warping. The process by which SuperPoint is trained, known as iterative homographic adaptation, is also similar to our own. During each iteration, the output of the previous model is merged between an image and it’s homographically warped version to produce the pseudo ground truth used to train the new model. Our method can be thought of an extension of homographic adaptation to 3D space. However, rather than starting with the trained MagicPoint detector, we start from scratch.

Using image warping to approximate viewpoint change is a common method for optimizing towards repeatability between two or more heatmaps, such as in Key.Net [3], Unsuperpoint [5], DetNet [13]. This method can be extended to model non-planar change of perspective by extracting image patches around keypoints and warping the individual patches, such as in QuadNet [28] and R2D2 [23]. SIPS [6] utilizes point tracking and a sparse loss to perform what could be thought of as a sparse warp. These methods utilize some kind of approximation of projection and regression, which likely hinders the accuracy of the detector. LF-Net [20] utilizes the depth to directly back project one heatmap into the space of another, but limit the viewpoint change by only selecting pairs that are temporally adjacent. TILDE [33] optimizes towards repeatability without warping heatmaps by learning on stationary webcams. LIFT [36] filters keypoints output by SIFT using SfM and treats those as ground truth. D2Net [8] and ASLFeat [17] attempt to circumvent learning feature detection directly by extracting feature locations out of the feature map used to calculate descriptors. DISK [31] and Reinforced Feature Point [4] utilize reinforcement learning, with DISK using depth and pose to check whether matches are valid without any keypoints localization loss and Reinforced Feature Points only using the pose to evaluate the estimate.

Expectation Maximization in Deep Learning. Expectation Maximization (EM) is not new to deep learning. Multiple methods have introduced random sampling into their methods, allowing sampling the output distribution and performing something similar to EM. One such method is variational autoencoders [14], whose optimization can be formulated as an EM algorithm where the latent variable is the learned embedding [18]. Another instance is Bayesian neural networks [11], for which applying the EM algorithm is straightforward.

At a broader level, there are methods similar to ours that do not fall under the label of EM. For methods that cannot output "well-calibrated" probabilistic predictions, there exist similar approaches under the label "wrapper" methods by taxonomists [32]. Wrapper methods are model agnostic methods that alternate between training classifiers on pseudo-labeled data, then use the predictions of the resulting classifier to predict new pseudo-labels.

3. SEDM Framework

During model training, the process we call SEDM, we take as input: images of a scene, with each element of...
the scene viewed from different angles, a voxel map of the scene, and known poses for each image. During inference, the trained model, which we call the SEDM detector, takes an image as input and outputs a heatmap of equal width and height to the image, which is thresholded to obtain a list of feature locations in the image. These can then be paired with various descriptors and matchers for traditional feature pipelines.

The goal of SEDM is to maximize the repeatability of the features predicted by the SEDM detector. In the first step of the iterative process, the expectation step, we find the (soft) expected value of the repeatability of the features predicted by the SEDM detector by utilizing the voxel map and known poses of each image. In the second step, the maximization step, we find a set of pseudo ground truth 3D features that maximize our estimate of the repeatability values and fit our model to that set. By iterating over these steps, we improve the quality of our detector, as seen in Figure 1.

3.1. Soft Expectation Step

To maximize the repeatability of the SEDM detector, we start by estimating the repeatability of the features it produces. One way to do this would be to perform 3D reconstruction on the scene using the features predicted by the SEDM detector, calculate the reprojection error for each predicted feature, then estimate the repeatability for some reprojection error threshold empirically across the viewpoints in the scene. However, if instead we use datasets for which we have a model of the environment being photographed and the exact pose of each image, we can perform a much more precise estimate of the repeatability of each feature. Instead of reconstructing the scene and finding the repeatability for each point, we represent the space of possible features as 3D voxels, find the repeatability of each of the feature voxel, then project all of the estimates back into image space. This gives rise to a reprojection error threshold in 3D space equal to the extent of each voxel (0.005m in our experiments).

For each viewpoint image and pixel in that image, we raycast into the scene and increment two counters on each voxel; one counts whether the SEDM detector detected a feature at that pixel, denoted as $D$ and the other counts the number of times a ray hit that voxel, denoted as $N$. The expected value of the repeatability of that feature is $D/N$. However, rather than selecting a threshold for what scores counted as a detection, we find a soft repeatability value by taking a sum over the score assigned by the SEDM detector rather than the indicator function of that score. Once we have this soft repeatability value for each voxel in 3D space, we backproject it into 2D image space.
3.2. Deep Maximization Step

We want to train the SEDM detector to predict features that would maximize the expected repeatability using our estimates. To do so, we find a set of pseudo ground truth features that maximize the expected repeatability values, then fit the model to the pseudo ground truth using cross entropy loss between the model heatmap and binary mask depicting feature locations:

\[
L(x, y) = - \sum_{i=1}^{n} \sum_{j=1}^{m} y_{ij} \log(x_{ij}) + (1 - y_{ij}) \log(1 - x_{ij})
\]

When this optimization is unconstrained, the set of features in 2D that maximizes these expected repeatability values is actually the set of all pixels in the image. Since detecting every pixel as a feature isn’t very useful, we apply a few constraints to the set of features being maximized. We limit the number of features in each image to \( L \in \mathbb{N} \) and require that the points be at least some distance \( r_{nms} \) from each other.

The constraint that there be a finite number of points keypoints per image was essentially implemented as a shadow price whose weight was controlled by the maximum number of ground truth keypoints per an image. As we iterated the algorithm, we reduced this number, stopping when important keypoints started disappearing. However, this method alone was prone to local minima where edges were prioritized over corners. Filtering edges from the pseudo ground truth was enough to close the duality gap and ensure reliable convergence.

4. Implementation

4.1. Training

We used SuperPoint [7] as the SEDM detector model architecture. To review, the SuperPoint architecture consists of a VGG-style encoder followed by two decoders. One decoder consists of a few extra convolution layers to output dense descriptors across the image, which can be sampled using bi-cubic interpolation to output descriptors for sparse features. The second decoder consists of a few extra convolution layers, followed by a depth wise softmax and a depth to space encoder that scales the output heatmap back up to the original image size. We added batch normalization layers[9] after the convolution layers and trained the model from scratch using PyTorch [21].

For each iteration, SuperPoint was trained for 300 epochs with a batch size of 32 using the Adam [13] optimizer, \( lr = 0.0001, \beta = (0.9, 0.999) \). Images were augmented using the ImgAug [12] library to apply random Gaussian blur, salt and pepper noise, random linear contrast, additive Gaussian noise, brightness variation, JPEG compression, and random affine and perspective transformations. There are a couple miscellaneous necessary parameters and operations. A 4 pixel border around the heatmap was omitted during both training and testing. NMS radius \( r_{nms} \) was 6 pixels during training and 3 during testing. Cellwise suppression method, where only one keypoint was selected in each \( 8 \times 8 \) cell was applied to match the softmax cells in the output of SuperPoint. The number of desired keypoints \( L \) was annealed every third iteration to follow the sequence \([2000, 1700, 1200]\).

During testing, the output threshold was set to 0.025 and we paired the SEDM detector output with descriptors from a pretrained SuperPoint model and matched the descriptors using nearest neighbor matching. We provide the source code at https://gitlab.com/confidence_painting/cpaint.

4.2. System Runtime

When using SuperPoint descriptors, we must run the same model architecture twice, once with our weights and once with the original author’s. According to [7], this gives us a runtime of 23.65 ms, or 42 FPS on a Titan X GPU at a resolution of \( 480 \times 640 \).

4.3. Training Dataset

SEDM requires that the training dataset have precise, dense depth that aligns with the visual images, as well as accurate pose. Each element of the scene must be captured from different angles, otherwise that element is masked during training. By leveraging the UnrealCV plugin [22] for the Unreal Engine, we were able to manually tour the camera around the scenes to capture this data. We used the following environments: RealisticRendering and Archviz Interior by Epic Games, Archinteriors Vol 2 by Evermotion, and Urban City by PolyPixel. We also selected seven high quality scenes from the BlendedMVS [35] dataset, which renders photorealistic images from an SfM model. Together, these two datasets totaled 45k images at \( 480 \times 640 \) resolution.
### 5. Experiments

#### 5.1. Image Matching

In the HPatches Mean Matching Accuracy (MMA) test, the first image is matched against all others in the sequence, and the reprojection error is obtained using the known homography between pairs [8][2]. The number of pairs with error less than a varying threshold is then used to obtain an accuracy score. The HPatches dataset has two sequences of images: illumination and viewpoint (homography). For the illumination sequences, images from stationary cameras throughout the day are compared. The viewpoint test has its limitations, as the planar viewpoint changes make the results hard to compare to the real world.

The results are shown in Table 1. At the most important error threshold, 1 pixel of error, the SEDM detector outperforms all other methods we compared against. This is especially true of illumination, where our ability to utilize photorealistic lighting changes within each scene seems to have led to an improvement in performance. Since both SIFT and SuperPoint utilize homographies to represent viewpoint change and our method does not, it is not surprising to see those methods outperform ours in that category.

#### 5.2. 3D Reconstruction

As in the survey by Schonburger et al. [30], we use COLMAP [29] to perform sparse 3D reconstruction and report the statistics for the reconstruction, focusing on mean reprojection error. The mean reprojection error is the residual error after minimization between the predicted detection location and the reprojected 3D point in image space. We performed reconstruction for Alamo, Gendarmenmarkt, and Tower of London [34], and Aachen Day Night [27] to test outdoor performance. We also performed separate tests on our own training sets to test the effect of the synthetic to real jump.

We perform a two tailed paired T-test at $\alpha = 0.05$ on the mean difference between the reprojection error of our method versus SIFT, SuperPoint, and R2D2, with each dataset constituting a data point. A 95% confidence interval for the difference between our method and these other methods is shown in Table 2. As can be seen, our method outperforms other machine learning methods. Just like in the original survey [30], SIFT still outperforms all other methods on real world datasets. However, on the synthetic datasets, the difference between the SEDM detector and SIFT becomes statistically insignificant, implying a possible synthetic to real gap. Another possible cause is that most of the synthetic datasets are indoors while all the real world datasets are outdoors.

### 6. Discussion and Conclusion

We have presented SEDM, a novel method that allows us to optimize for keypoint repeatability in 3D space. Rather than working within image space, SEDM enables us to work with features within the 3D space that the camera images. We believe that this formulation for training keypoint detectors allows for more precise control over desired feature characteristics. We consider our method to be a minimal implementation of SEDM, and yet our experiments demonstrate that the resulting detector achieves state of the
art results, achieving best performance against illumination change on the HPatches benchmark and best performance among deep learning detectors in 3D reconstruction.
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