Object-Centric Neural Scene Rendering

Michelle Guo
Stanford University

Alireza Fathi
Google Research

Jiajun Wu
Stanford University

Thomas Funkhouser
Google Research

Figure 1: We propose an object-centric neural scene representation for image synthesis. Given a scene description (a), and a repository of neural object-centric scattering functions (OSF) trained independently and frozen for each object (b), we can compose the objects into scenes (c), and render photorealistic images as we move lights (d), cameras (e), and/or objects (f).

Abstract

We present a method for composing photorealistic scenes from captured images of objects. Our work builds upon neural radiance fields (NeRFs), which implicitly model the volumetric density and directionally-emitted radiance of a scene. While NeRFs synthesize realistic pictures, they only model static scenes and are closely tied to specific imaging conditions. This property makes NeRFs hard to generalize to new scenarios, including new lighting or new arrangements of objects. Instead of learning a scene radiance field as a NeRF does, we propose to learn object-centric neural scattering functions (OSFs), a representation that models per-object light transport implicitly using a lighting- and view-dependent neural network. This enables rendering scenes even when objects or lights move, without retraining. Combined with a volumetric path tracing procedure, our framework is capable of rendering both intra- and inter-object light transport effects including occlusions, specularities, shadows, and indirect illumination. We evaluate our approach on scene composition and show that it generalizes to novel illumination conditions, producing photorealistic, physically accurate renderings of multi-object scenes.

1. Introduction

Synthesizing images of dynamic scenes is an important problem in computer vision and graphics, with applications in AR/VR and robotics [18, 42]. For synthetic scenes, a user typically designs a set of 3D objects separately [5], then composes them into scenes to be rendered with specified camera, material, and lighting parameters. While this traditional graphics approach allows flexible scene compositions, it produces photorealistic images only when detailed models are available for geometry, lighting, materials, and cameras, which are difficult to obtain for real-world scenes.

Recently, a number of works have demonstrated high-quality results on novel view synthesis from real-world images using implicit methods [17, 33, 34]. Most notably, neural radiance fields (NeRFs) [23] achieve photorealistic quality by implicitly modeling the volumetric density and directional emitted radiance of a scene. However, a NeRF assumes static scenes and fixed illumination (Figure 2). It learns a radiance field, which estimates only the resulting radiance along a ray after all light transport has occurred in a scene. Thus, for dynamic scenes where lights and objects can move, a NeRF model would have to be trained separately for every new scene configuration.

To address this issue, we propose object-centric neural scattering functions (OSFs) to synthesize dynamic scenes of objects learned from 2D images (Figure 1). We represent each object as a learned 7D scattering function with inputs \((x, y, z, \phi_i, \theta_i, \phi_o, \theta_o)\), where \((x, y, z)\) is the spatial location, \((\phi_i, \theta_i)\) is the incoming light direction, and \((\phi_o, \theta_o)\) is the outgoing light direction. The function outputs the volumetric density as well as the fraction of light arriving from direction \((\phi_i, \theta_i)\) that scatters in outgoing direction \((\phi_o, \theta_o)\).

Since each object’s scattering function is a radiance transfer function rather than a radiance field, it is intrinsic to the object (independent of the scene it is in) and can be
reused across different object placements and lighting conditions without retraining. This allows us to build a library of OSFs trained independently for different objects that can be composed into scenes with different object placements.

To model light transport between objects, we integrate our implicit object functions with volumetric path tracing. Like NeRF, we evaluate the radiance and volumetric density at 5D samples along every primary ray to the camera and compose them with an over operator. However, unlike NeRF, we estimate the radiance for each 5D sample by integrating our 7D OSF across the 2D sphere of incoming light directions. We estimate the integral with Monte Carlo path tracing [12] to reproduce shadows and indirect illumination effects.

Our key idea is to decompose the rendering problem into (i) a learned component (per-object “asset creation”), and (ii) a non-learned component (per-scene path tracing). The learned component models intra-object light transport (e.g., bounces from the seat of a chair to the back of the chair), the non-learned component handles inter-object light transport (e.g., bounces from a wall to a chair), and together they model the full rendering equation [12], except for occlusions of intra-object illumination by other objects. Since only the inter-object light transport changes as objects and lights move, no re-training is required for different scene arrangements. Experimental results indicate that our method is capable of rendering images with novel scene compositions and lighting conditions better than alternative learned approaches. In summary, our contributions are

1. Learning object-centric neural scattering functions (OSF) that model intra-object light transport implicitly using a lighting- and view-dependent neural network.
2. Integrating implicitly learned object scattering functions with volumetric path tracing to model inter-object light transport.
3. A rendering algorithm that enables rendering scenes with moving objects, lights and cameras, using implicit functions.

2. Related Work

Classical object-centric representations. Factoring light transport into intra- and inter-object illumination has a long history in traditional computer graphics [8]. In most cases, the motivation is to improve rendering efficiency by approximating intra-object lighting factors with linear transformations, as in precomputed radiance transfer (PRT) [35], ambient occlusion [24], or virtual walls [2]. In other cases, the motivation is to insert captured, real-world radiance fields into synthetic scenes, as in Light Field Transfer [7]. These methods generally store the radiance field for objects in a discrete representation (e.g., a sampled 2D or 4D grid). As a result, they cannot reproduce accurate inter-object light transport, especially for objects with intersecting bounding volumes. In contrast, we encode the scattering field for an object in a 7D continuous representation encoded in the weights of a deep network and utilize volumetric rendering techniques to account for inter-object illumination.

Novel view synthesis. Traditional methods for synthesizing novel views of a scene from captured images include using Structure-From-Motion [10] and bundle adjustment [39] to predict a sparse point cloud and camera parameters of the scene. More recently, a number of learning-based novel view synthesis methods have been presented but require 3D geometry as inputs [11, 38, 21, 1, 19]. Others use multiplane images as proxies for novel view synthesis, but their viewing ranges are limited to interpolated input views [9, 47, 36, 22]. Some works represent scenes as coarse voxel grids and use a CNN-based decoder for differentiable rendering, but lack view consistency due to the use of 2D convolutional kernels [27, 25, 26].

Recently, volume rendering approaches have been used to render scenes represented as voxel grids that are more view-consistent [17, 33]. However, the rendering resolution of these methods are limited by the time and computational complexity of discretely sampled volumes. To address this issue, Neural Radiance Fields (NeRF) [23] directly optimizes a continuous radiance field representation using a multi-layer perceptron. This allows synthesizing novel views of realistic images at an unprecedented level of fidelity. To make NeRF more efficient, Neural Sparse Voxel Fields [16] proposes a sparse voxel octree variant of NeRF, and demonstrates the ease of composing learned NeRFs with their voxel representation. While these implicit methods produce high-quality novel views of a scene, their models assume a static scene with fixed illumination. Our method enables synthesizing dynamic scenes with novel viewpoint, lighting, and object configurations.
Relighting. Learning-based methods that relight images without explicit geometric reasoning have been proposed, but lack the ability to recover hard shadows [37, 43, 46]. Other works use geometric representations that facilitate shadowing computation, but require 3D geometry as input [30, 45, 29, 32]. Deep Reflectance Volumes [4] reconstructs a voxelized representation of a scene and predict per-voxel BRDFs, but the fixed resolution of voxel grids limits the quality in the rendered images. Similarly, Neural Reflectance Fields [3] predicts the parameters of a BRDF model, but demonstrate higher fidelity rendering by learning a continuous scene representation. However, Neural Reflectance Fields focuses on relighting single objects or scenes, and requires manual specification of the BRDF model. In contrast, our method does not assume knowledge of the material model of captured objects, and can render multiple objects in dynamic scenes.

3. Preliminaries

In this section, we provide background on existing methods for volume rendering [28] and NeRF [23], which are prerequisites for our methods (Section 4). We first discuss the volume rendering equation underlying our approach (Section 3.1). Then we introduce a numerical approximation to compute the equation using ray marching (Section 3.2). Finally, we provide background on NeRF (Section 3.3), a method that uses volume rendering and a continuous scene representation for rendering scenes.

3.1. Volume Rendering

To render an image of a scene with arbitrary camera parameters, camera rays are sent into the scene, through each pixel on the image plane. The expected color of each pixel is computed as the radiance along each camera ray.

Volume rendering is an approach for computing the radiance traveling along rays traced in a volume. Let \( r(t) = x_0 + \omega_o t \) be a point along a ray \( r \) with origin \( x_0 \) and direction \( \omega_o \), where \( t \in \mathbb{R} \) is a 1D location along the ray, and the \( o \) in \( \omega_o \) denotes “outgoing” direction. For our purposes, we assume non-emissive and non-absorptive volumes. The volume rendering equation [28] to compute the radiance \( L(x_0, \omega_o) \) of the ray is defined as the integral over all incoming light directions:

\[
L_s(x, \omega_o) = \int_S L(x, \omega_l) f_p(x, \omega_l, \omega_o)d\omega_l,
\]

where \( S \) is a unit sphere and \( f_p \) is a phase function that evaluates the fraction of light incoming from direction \( \omega_l \) at a point \( x \) that scatters out in direction \( \omega_o \). Note that NeRF [23] assumes fixed illumination and does not consider any form of Equation 2. We consider a more general form of the volume rendering equation that explicitly models light paths within (intra) and between (inter) objects in a scene. This is important for dynamic scenes, where lighting and objects can move with respect to one another.

3.2. Ray Marching

The continuous integrals in Equation 1 can be numerically estimated with quadrature [14, 20], as done in NeRF [23]. For each ray, stratified sampling is used to obtain \( N \) samples \( \{t_i\}_{i=1}^N \) along the ray, where \( t_i \in [t_n, t_f] \). The rendering equation can be approximated by:

\[
L(x_0, \omega_o) = \sum_{i=1}^N \tau_i \alpha_i L_s(x_i, \omega_o),
\]

where \( \tau_i = \prod_{j=i}^{i-1} (1 - \alpha_j) \) and \( \alpha_i = 1 - e^{-\sigma_i (t_{i+1} - t_i)} \). To compute \( L_s \), we discretize over the domain \( S \) in Equation 2 by sampling a set of incoming light paths \( \mathcal{L} = \{l_1, \ldots, l_K\} \). We can compute \( L_s \) as the average over the light paths:

\[
L_s(x_i, \omega_o) = \frac{1}{|\mathcal{L}|} \sum_{l \in \mathcal{L}} L(x_i, \omega_l) \rho^l_i,
\]

where \( \rho^l_i = f_p(x_i, \omega_l, \omega_o) \in [0, 1] \), the fraction of light incoming from light path \( l \) that is scattered in direction \( \omega_o \).

3.3. Neural Radiance Fields

NeRF represents a continuous scene as a volumetric radiance field, approximated with a multilayer perceptron \( F_\theta \). The model \( F_\theta \) takes spatial location \( x = (x, y, z) \) and viewing direction \( d = (\phi, \theta) \) as input, and outputs the density \( \sigma \) and color \( c = (r, g, b) \), where \( r, g, b \in [0, 1] \). Frequency-based positional encoding [31, 40] is applied to the inputs to better capture high-frequency variation in appearance and geometry.

A hierarchical volume sampling procedure [23, 15] is then employed to more efficiently allocate samples along each ray. This technique biases sample allocation to favor the visible parts of the scene that contribute the most to the final render, avoiding occluded or free space in the scene. NeRF simultaneously optimizes two radiance fields, where the sample weights \( \tau_i \cdot \alpha_i \) from a coarse model are used to bias samples for a fine model. The \( L_2 \) loss is used to
optimize both models:

$$\sum_{r \in \mathcal{R}} \| \hat{C}_c(r) - C(r) \|^2_2 + \| \hat{C}_f(r) - C(r) \|^2_2,$$

(5)

where \( \mathcal{R} \) is the set of all camera rays, \( \hat{C}_c(r) \) and \( \hat{C}_f(r) \) denote the radiance along \( r \) predicted by the coarse and fine models respectively, and \( C(r) \) is the ground truth pixel color corresponding to ray \( r \).

4. Method

4.1. Object-Centric Neural Scattering Function

We represent each object as a 7D object-centric neural scattering function (OSF), which models how light entering at a point \( x \) on the object, from direction \( \omega_l \) where \( l \) corresponds to a light path, undergoes multiple bounces within the object and exits along direction \( \omega_o \) with some fractional amount of light \( \rho \). We approximate the scattering function with a multilayer perceptron \( F_{\Theta} \) where \( \Theta \) are learned weights that parameterize the neural network. Given a single point \( x \), an incoming light direction \( \omega_l \), and an outgoing direction \( \omega_o \), \( F_{\Theta} \) outputs the volume density \( \sigma \) of that point, as well as the fraction of light arriving at \( x \) from direction \( \omega_l \) that is scattered in direction \( \omega_o \).

Figure 3: We represent each object as an object-centric neural scattering function (OSF), which models how light entering at a point \( x \) on the object, from direction \( \omega_l \) where \( l \) corresponds to a light path, undergoes multiple bounces within the object and exits along direction \( \omega_o \) with some fractional amount of light \( \rho \). We approximate the scattering function with a multilayer perceptron \( F_{\Theta} \) where \( \Theta \) are learned weights that parameterize the neural network. Given a single point \( x \), an incoming light direction \( \omega_l \), and an outgoing direction \( \omega_o \), \( F_{\Theta} \) outputs the volume density \( \sigma \) of that point, as well as the fraction of light arriving at \( x \) from direction \( \omega_l \) that is scattered in direction \( \omega_o \).

4.2. Rendering Multiple OSFs

Once we have learned an OSF for each object, we aim at composing the learned objects into scenes. An overview of our procedure is visually depicted in Figure 4.

Figure 4: Rendering multiple object-centric neural scattering functions (OSFs). We propose a rendering procedure for rendering an arbitrary scene description consisting of objects, light sources, and camera information. Given a set of objects, we compute direct illumination by shooting rays from each light source to each object (brown arrows). Shadows are computed by sending shadow rays back to each light source (purple arrow). In this scenario, the shadow ray from the green cylinder is occluded by the red ball, so the red ball casts a shadow on the green cylinder. We also send secondary rays between objects to render indirect illumination effects, such as between the green and blue objects in the illustration (green and blue dashed arrows). Finally, rays are sent back to the camera to render the final image (dark blue arrows).

\[ S \text{ (Equation 2). Following NeRF, we similarly apply positional encoding to our inputs } (x, \omega_l, \omega_o) \text{ and employ a hierarchical sampling procedure to recover higher quality appearance and geometry of learned objects.} \]

During training, we assume a single point light source with radiance of \((1,1,1)\). This simplifies \( L_i \) from Equation 2 to the following:

\[ L_i(x, \omega_o) = L(x, \omega_l) f_p(x, \omega_l, \omega_o) = f_p(x, \omega_l, \omega_o). \]

(6)

To learn per-object NeRFs independent of object rotation and translation, the inputs to \( F_{\Theta} \) must be in the object’s canonical coordinate frame. Given a object transformation \( T_i \) for object \( o_i \), we apply \( T_i^{-1} \) to \((r, \omega_l, \omega_o)\) before feeding the inputs to the network.

4.2. Rendering Multiple OSFs

Once we have learned an OSF for each object, we aim at composing the learned objects into scenes. An overview of our procedure is visually depicted in Figure 4.

Let \( \mathcal{O} = \{o_i\}_{i=1}^N \) be a set of \( N \) objects we wish to render. For simplicity, we first describe the rendering process for each object \( o_i \), then explain the process to combine results across all objects to render the final scene. Let \( o_i \in \mathcal{O} \) denote object \( i \) with transformation \( T_i \in \mathbb{R}^{4 \times 4} \) and bounding box dimensions \( D_i \in \mathbb{R}^3 \). Further let \( r \) be a camera
compute the ray-box intersection between the ray and the object
\[ L_2 = \text{ray-box intersection} \]
define with parameters
\[ o, M, r \]
ray with origin \( c \in \mathbb{R}^3 \) and direction \( \omega_o \in \mathbb{R}^3 \), which we define with parameters \( \gamma = [c, \omega_o] \in \mathbb{R}^6 \). Our goal is to compute \( L(c, \omega_o) \) as described in Equation 3. We compute the ray-box intersection between the ray and the object to obtain near bound \( t_n \) and far bound \( t_f \) such that \( r(t_n) \) and \( r(t_f) \) each intersect a box plane, as shown in Figure 5. Note that rays that do not intersect with \( o_i \) are excluded from our computation. We sample \( M \) points between \( t_n \) and \( t_f \) along ray \( r \) to obtain a sample \( X^i = \{ x_m \}^M_{m=1} \), where \( X^i \in \mathbb{R}^{M \times 3} \). Given a light source \( l \), we evaluate the object’s model \( F_{\omega_l}(X^i, \omega_l, \omega_o) \) to obtain alpha values \( \alpha^i \in \mathbb{R}^M \) and phase function values \( \rho^i \in \mathbb{R}^{M \times 3} \).

It is not always possible for a light ray from light source \( l \) to reach the object \( o_i \). Any of the other objects in \( O' = \{ o_j \in O \mid j \neq i \} \) in the scene may occlude the incoming light, casting a shadow on object \( o_i \). We compute shadows by sending a shadow ray \( r_m \) from each of the \( M \) samples in \( X^i \) to the light source \( l \). Evaluating the shadow ray enables us to determine the amount of light blocked along the ray by other objects. We define the parameters of the \( M \) shadow rays as \( \Gamma \in \mathbb{R}^{M \times 6} \).

For each object \( o_j \in O' \), we compute ray-box intersections between shadow rays \( \Gamma \) and \( o_j \)'s bounding box. This allows us to compute the amount of light traveling towards \( o_i \) that is blocked by \( o_j \). Similar to primary rays, we sample \( M \) points along each shadow ray to obtain a set of points \( X^j \in \mathbb{R}^{M \times 3} \). We then evaluate the object model \( F_{\omega_l}(X^j) \) to obtain alpha values \( \alpha^j \in \mathbb{R}^{M \times 3} \). For each shadow ray \( r_m \), we combine samples \( \alpha^j_m \) across the \( N - 1 \) objects in \( O' \) by sorting according to sample distance to obtain alpha values \( A^m \in \mathbb{R}^{M(N-1)} \). The fraction of unobstructed light traveling along the shadow ray \( r_m \) is computed as the transmittance:
\[
\tau_m = \prod_{n=1}^{M(N-1)} (1 - A_{mn}). \tag{7}
\]

Thus, the adjusted incoming radiance from light source \( l \) when accounting for occlusions is computed as \( L_l(x_m, \omega_l) = \tau_m L_l(x_m, \omega_l) \).

We follow the scattering equation in Equation 2 and now consider all incoming light directions over the unit sphere \( S \). This accounts for secondary light rays traveling to an object \( o_j \) indirectly from another object \( o_j \) (indirect illumination). We approximate the integral over the unit sphere \( S \) by sampling \( K \) directions on the unit sphere uniformly at random. For each direction \( \omega_k \) randomly sampled for a point \( x \), we send a secondary ray \( r_k \) in direction \( \omega_k \) and evaluate the radiance \( L(x, \omega_k) \) traveling along the ray. To compute the radiance of the secondary ray \( L(x, \omega_k) \), we employ the same technique used to compute the radiance of a primary ray \( L(c, \omega_o) \) (described at the beginning of Section 4.2). The incoming radiance \( L(x, \omega_k) \) is multiplied with the phase function value \( \rho = f_p(x, \omega_k, \omega_o) \) to determine the outgoing radiance \( L(x, \omega_o) \), where \( \rho \) is evaluated using \( F_{\omega_o} \). Note that this is possible due to the recursive nature of our formulation. Only secondary rays are described here (two bounces), but our method supports an arbitrary number of bounces.

**Rendering.** We sample and evaluate all objects in \( O \) to obtain alpha values \( \{ \alpha^i \}^N_{i=1} \) and phase function values \( \{ \rho^i \}^N_{i=1} \) for a set of sampled points \( \{ X^i \}^N_{i=1} \) along ray \( r \). We sort the samples across all objects to produce a final set of combined \( P = M \cdot N \) samples \( \{ x_m \}^P_{m=1}, \{ \alpha_m \}^P_{m=1}, \{ \rho_m \}^P_{m=1} \).

Given light paths \( L \) containing both direct and indirect illumination, we render the final radiance of a ray with origin \( x_0 \) and direction \( \omega_o \) with the following equation:
\[
L(x_0, \omega_o) = \frac{1}{|\mathcal{L}|} \sum_{l \in \mathcal{L}} \sum_{m=1}^P \alpha_m \rho_m^l \tau_m L_l(x_m, \omega_l), \tag{8}
\]
where \( \tau_m = \prod_{n=1}^{N-1} (1 - \alpha_n) \) and \( L_l(x_m, \omega_l) \) is the radiance from light path \( l \) arriving at point \( x_m \). Note that \( P \) is an upper bound on number of samples that need to be evaluated. In practice, a single ray often only intersects with at most one object in the scene, which means that the proposed rendering procedure is not significantly more expensive than the single object setting.

### 4.3. Implementation Details

We approximate our model \( F_{\omega_o} \) with a multilayer perceptron (MLP) with rectified linear activations. The predicted density \( \sigma \) is view-invariant, while the scattering function
value $\rho$ is dependent on the incoming and outgoing light directions. We use an eight-layer MLP with 256 channels to predict $\sigma$, and a four-layer MLP with 128 channels to predict $\rho$. For positional encoding, we use $W = 10$ to encode the position $x$ and $W = 4$ to encode the incoming and outgoing directions $(\omega_l, \omega_o)$, where $W$ is the highest frequency level. To avoid $\rho$ from saturating in training, we adopt a scaled sigmoid [6] defined as $S'(\rho) = \delta(S(\rho) - 0.5) + 0.5$ with $\delta = 1.2$. We use a batch size of 4,096 rays, and sample $N_c = 64$ coarse samples and $N_f = 128$ fine samples per ray. We use the Adam optimizer [13] with a learning rate of 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 10^{-7}$.

5. Experiments

Datasets and Evaluation Metrics. We create three image datasets for our experimental evaluation:

1. Furniture-Single: Contains fifteen objects rendered individually on a white background with random object pose, point light location, and viewpoint. We render 420 images for each object.
2. Furniture-Random: We compose 25 dynamic scenes, each containing a random layout of multiple objects and a randomized point light location and viewpoint.
3. Furniture-Realistic: We manually design three scenes containing realistic arrangements of objects in a room with a chosen point light location and viewpoint.

For all three datasets, we use Blender’s Cycles path tracer [5] to render images at a resolution of 256 by 256 for different object arrangements, camera views, and lighting configurations. For a quantitative evaluation, we report PSNR, SSIM [41], and LPIPS [44].

Baselines and Ablations. We compare our method to the following baselines:

- o-NeRF: A variant of the original NeRF model [23], but with one NeRF trained per object. When o-NeRFs are composed into scenes, they are rendered completely separately.
- o-NeRF + S: A extension of o-NeRF with inter-object shadows applied by reducing the incoming light arriving at each o-NeRF by the cumulative opacity of shadowing objects along the ray from the light (Eq. 7).

These baselines represent what could be achieved by combining separately trained NeRFs into a scene. Of course, since o-NeRFs produce radiance fields (not scattering fields), we do not expect them to perform well in novel lighting environments or object placements.

5.1. Novel Lighting

In the first experiment, we investigate how our OSF method handles novel lighting conditions compared to o-NeRF. We train one model per object in the Furniture-Single dataset. For each object model, we train on 400 images with randomized viewpoint and lighting, and test on 20 images of novel viewpoint and lighting. Results are shown in Table 1 and Figure 6. As can be seen in the rendered results, our method produces more accurate appearance of the objects in comparison to o-NeRF when tested on novel illumination conditions. In particular, o-NeRF fails to predict self-shadows for the couch and chair correctly, and has difficulty recovering the specular details on the ottoman. This is expected given that o-NeRF assumes fixed illumination and therefore is unable to disentangle view-dependent appearance from lighting-dependent effects.

| Methods       | PSNR↑ | SSIM↑ | LPIPS↓ |
|---------------|-------|-------|--------|
| o-NeRF [23]   | 33.22 | 0.980 | 0.021  |
| OSF (ours)    | 44.07 | 0.998 | 0.002  |

Table 1: Results on rendering objects with novel illumination. Rows denote different methods: OSF and a variant of NeRF [23] where one NeRF is trained per object (o-NeRF).
5.2. Scene Composition

In a second experiment, we compare results on a scene composition task, where multiple object models are combined into scenes in random pose, lighting, and viewpoint configurations. For this task, we use the same object models trained in Section 5.1 and evaluate on the Furniture-Random and Furniture-Realistic datasets. Qualitative results for Furniture-Realistic are shown in Figure 7. Results for Furniture-Random appear in Figure 8 and Table 2. These results suggest that OSF outperforms all baselines.

| Methods    | Furniture-Random |
|------------|------------------|
|            | PSNR↑  | SSIM↑  | LPIPS↓  |
| NeRF [23]  | 12.17  | 0.690  | 0.280   |
| o-NeRF + S [23] | 14.70  | 0.697  | 0.267   |
| OSF (Ours) | **19.02** | **0.793** | **0.135** |

Table 2: Results on rendering dynamic scenes with random object poses, lighting, and viewpoints. Rows denote different methods: our full model (OSF), a variant of NeRF [23] where one NeRF is trained per object (o-NeRF), and a version of o-NeRF where shadows are applied (o-NeRF + S). Compared to o-NeRF, our model (OSF) is able to disentangle lighting-dependent and view-dependent appearance and can render shadows.
Figure 9: Results on rendering with an environment map. We render a scene from Furniture-Realistic with a point light and an outdoor environment map (top-left inset). The environment map causes a blue-green tint in the rendering.

and ablations, both quantitatively and qualitatively. As in the previous experiment (Section 5.1), we find that OSF reproduces object appearances and self-shadows more accurately than the baselines. The difference is especially apparent in the couches in scenes (a) and (b), where the couches predicted by o-NeRF are extremely dark. This is due to the fact that o-NeRF is unable to disentangle view-dependence appearance from light-dependent appearance, and simply interpolates the radiance field learned another different lighting configuration. Please note that OSF is able to model inter-object light transport effects by rendering shadows cast by one object onto another and on the ground plane. Plus, it is able to render indirect illumination of one object reflecting light onto another. For example, light reflected from the left wall causes the left of the couches and tables in scenes (a) and (b) to be brighter. Neither of these lighting effects are present in the o-NeRF results.

5.3. Complex Illumination

In a third experiment, we investigate how scenes composed of OSF objects can be rendered with complex illumination from an environment map. Specifically, we apply the combination of a point light source and the environment map shown in the top-left corner of Figure 9 to light one of our scenes in Furniture-Realistic. This simulates the appearance of the scene as if the scene were inserted into a complex lighting environment, which stresses the benefits of the OSF path tracing framework. For each OSF sample point, we project the equiangular coordinates of the environment map into spherical coordinates, sample 20 directions on the unit sphere uniformly at random, evaluate the OSF function for each incoming direction, and integrate them outgoing radiance using Equation 8. The result is shown in Figure 9. Please note that a green-blue tint is slightly apparent in the scene rendering, due to the contribution of green and blue lighting from the environment map.

5.4. Ablations

In a final experiment, we perform ablations of our model to study the impact of computing shadows and indirect illumination with our path tracing algorithm (Figure 10). We show a “Direct Only” version of our model which represents a version of our model without modeling inter-object lighting effects such as shadows and indirect illumination. We additionally show “Direct + Shadows” and “Indirect Only” variants of our model which represent computing shadows or indirect illumination, respectively. As can be seen from the figure, our full model containing both shadows and indirect illumination effects is the most realistic.

6. Conclusion

We have proposed OSFs, a method that enables composing objects into photorealistic renderings of dynamic scenes. We demonstrate that decomposing a scene into implicit object functions that are view- and light-dependent enables reusability of objects across scenes where objects, camera, and lighting can change. We present a method for integrating our learned implicit functions with volumetric path tracing, and show inter-object light transport effects such as shadow and indirect illumination. We believe our work is a step towards a graphics pipeline where real-world scenes are modeled by a composition of implicit functions to combine the flexibility of object-centric neural modeling with the photorealism of graphics rendering algorithms.
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