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Abstract
Understanding and predicting how people change their behavior after an intervention from time series data is an important task for health recommender systems. This task is especially challenging when the time series data is frequently sampled. In this paper, we develop and propose a novel recommender system that aims to promote physical activeness in elderly people. The main novelty of our recommender system is that it learns how senior adults with different lifestyle change their activeness after a digital health intervention from minute-by-minute fitness data in an automated way. We trained the system and validated the recommendations using data from senior adults. We demonstrated that the low-level information contained in time series data is an important predictor of behavior change. The insights generated by our recommender system could help senior adults to engage more in daily activities.
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Introduction

The proportion of the global population aged 60 years or over increases rapidly: from 8.5% in 1980 to 12.7% in 2017 (United Nations, Department of Economic and Social Affairs 2017). It is projected to rise to 21.3% in 2050 (United Nations, Department of Economic and Social Affairs 2017). One of the main reasons for this is the increasing trend of the global average life expectancy: it increased by 5.5 years between 2000 and 2016 (as indicated by the World Health Organization), and is projected to increase by 4.4 years by 2040 (Foreman et al. 2018). The health of the elderly population is an enormous challenge for the health and social care services (The Lancet Public Health 2017). Increased longevity is associated with increases in the number of chronic diseases in the elderly population (Ory and Cox 1994). The leading contributors to disease burden in older people are cardiovascular diseases (30.3% of the total burden) (Prince et al. 2015).

Demographic, social, and environmental factors, including physical activity and dietary habits, play a major role in the health and functioning of older adults (Drewnowski and Evans 2001). Increased physical activity is associated with a lower risk of developing cardiovascular disease when compared to less physical activity (Carnethon 2009). Moreover, it is associated with a clear decrease in the risk of mortality from any cause (Leitzmann et al. 2007). Physical activities that improve muscular strength, endurance, and flexibility also improve the ability to perform the tasks of daily living (Drewnowski and Evans 2001). In this way, physical activity could enhance the quality of life of the older population.

There is evidence that cognitive and behavioral interventions designed to improve physical activity behavior are effective, both for the general (Conn et al. 2011) and the elderly population (Park et al. 2014). By intervention, we mean an explicit and pro-active recommendation for the purpose of changing the current behaviors of a user. Successful strategies include goal-setting, self-monitoring, feedback, rewards, social support, and coaching (Sullivan and Lachman 2017). As technology advances, it is becoming easier to integrate new and emerging platforms, software, and devices into behavioral interventions to improve physical activity (Lewis et al. 2017). Wearable devices can measure heart rate, number of steps, distance, and sleep duration with very high accuracy (Xie et al. 2018). Also, activity trackers are becoming more comfortable to wear: this is an important factor for user acceptance. The number of health and fitness apps on the market is growing. Over 318,000 health apps are now available on top app stores worldwide with more than 200 health apps being added each day (Aitken et al. 2017). These apps help people to change their behavior using different behavior change strategies (Direito et al. 2014).

It is less investigated how behavioral interventions actually result in responses at the individual levels. We are mainly interested in knowing whether a given intervention can lead to positive and engaged responses and avoid giving harmful interventions. We believe it is possible to scientifically analyze and assess the intervention effect before it is given. The best intervention for the general population is not likely to be equally effective for each individual (Kulev et al. 2018). Interventions should be tailored to the individual needs, account for personal levels of fitness, allow for personal control of the activity and its outcomes, and provide for social support by family, peers, and communities (Seefeldt et al. 2002). Tailoring variables include time-invariant predictors (e.g., sex), time-variant predictors (e.g., stress) and contextual factors (e.g., weather, day of the week) (Phatak et al. 2018).
In this paper, we describe our effort in creating a recommender system that predicts the personalized effects of different behavior interventions on the same user to select one intervention over another. We call it the behavior recommender system. Behavior recommender systems that promote physical activities would be most beneficial for the elderly population. We have identified seven main challenges for developing a recommender system whose main purpose is to select those interventions that are most likely to work:

- **Interventions should be based on successful behavior change strategies.** For all types of interventions, the development process benefits from applying evidence-based theories and techniques because they indicate under which conditions the interventions are effective (Moller et al. 2017).

- **Predictive models should be trained on data from senior adults.** The aging process leads to a reduction in physical activity level and functional fitness (Milanović et al., 2013). Thus, the distribution of the fitness data collected from young people and senior adults is different. This is why models trained on data from the general population might not work for the elderly subpopulation.

- **Data collection should not interfere with the normal functioning of the elderly.** This happens when the sensor devices are obtrusive or when the data collection is performed in a laboratory environment. Sasaki et al. (2016) have demonstrated that the algorithms developed on free-living accelerometer data are more accurate in classifying activity type in free-living older adults than the algorithms developed on laboratory accelerometer data.

- **Intervention bias in the data should be minimized.** Intervention bias exists when people who receive different interventions are not drawn from the same population. Predictive models trained on a dataset with large intervention bias could underestimate or overestimate the true intervention effect on the target population. Ideally, training data should be collected from a randomized controlled trial (RCT). If this is not possible, bias-reducing techniques (Shalit et al. 2017) should be applied before the predictive model is built.

- **Data should contain repeated time-varying measurements of the individual’s behavior.** Most of the existing works do not consider temporal dynamics as a predictor of behavior change. Human actions vary over time, for example, based on time of day (Kurashima et al. 2018). Kurashima et al. (2018) have demonstrated that the time-varying action propensities can be useful to predict the next user action and when this action will occur.

- **Predictive models should be able to learn features in an automated way.** Manual feature engineering is both difficult and expensive. This process could generate a large number of features out of which only some are relevant for the predictive task. Also, during manual feature engineering, some important information from the data could be missed, resulting in trained models that have poor prediction performance. This is why features should be learned in an automated way that takes into account the machine learning task of interest.

- **Recommendations should be feasible and effective.** Very ambitious recommendations might cause injuries to the sensitive elderly population. This is why the recommender system should provide evidence that the interventions are likely to cause positive behavior change in the individual before they are suggested to him or
her. One of the ways to do this is by ensuring that the predictions for the target user are comparable with the actual responses of existing users that are similar to the target user. If similar people who already received the intervention did not respond to it, this intervention should not be recommended to the target user.

Existing work focuses only on a subset of these challenges. For example, Phatak et al. (2018) developed a system that generates recommendations based on the median value of steps/day from the baseline period. Their system does not take into account the distribution of the physical activity throughout the day as a predictor of the behavior change. In contrast, we propose a novel recommender system that could be used to engage senior adults in daily activities while addressing all the challenges discussed above. The main novelty of our recommender system is that it uses time series fitness data to predict intervention effect.

In this paper, we consider two different mobile app interventions that aim to promote physical activeness in senior adults. Each mobile application incorporates one of two motivational strategies: self-reflection and social reflection. Under the first intervention, users were able to see real-time step count information only about themselves. Under the second intervention, users were paired up and were able to see real-time step count information about each other. In previous studies, it has been shown that self-monitoring and social support are associated with increased physical activity (Greaves et al. 2011; Park et al. 2014).

Our system requires pre- and post-intervention fitness data from real users. For this purpose, we designed a randomized trial so that each participant received either a self-reflection mobile app or a social reflection mobile app. Participants were wearing a fitness tracker for three weeks before and five weeks after they received the intervention. We used this data to train the recommender system and perform an offline evaluation. More specifically, we built machine learning methods to predict the change of the physical activity levels after each intervention for new users. This allows the system to decide which intervention should be recommended. The quality of the recommendations could be estimated in online evaluation where one part of users are served by the derived recommender system, and another part of users are given an intervention without taking into account their current behavior. However, in our work we focus on the offline evaluation — in the future we plan to perform an online evaluation as well.

Related Work

Different machine learning methods have been used to gain meaningful insights from health data. Supervised methods have been focused on either detection of health conditions or prediction of health conditions. The former refers to the process of analyzing information to understand the health condition better. The latter refers to the process of analyzing information to predict a health outcome of interest. For example, deciding whether a patient has heart arrhythmia from electrocardiograms is a detection task, but guessing whether the patient will develop a heart arrhythmia in the next year from electrocardiograms and fitness data is a prediction (or forecasting) task. Unsupervised methods have generally been used to discover the dominant patterns in
the data that explain people’s behavior. For example, going to bed early vs. going to bed late. However, they can also be combined with the supervised algorithms and used in the pre-processing step.

**Monitoring and Tracking**

Health and behavioral data, which is usually provided by sensor devices, contains valuable information that could help people improve their well-being. This data may be high-dimensional, making it challenging to extract relevant patterns from it. Most existing work has focused on processing this data to recognize various health and behavioral states. For example, classifying activity types from acceleration (Sasaki et al. 2016) and body tags data (Luštrek and Kaluža 2009), detecting falls from acceleration (Albert et al. 2012) and body tags data (Luštrek and Kaluža 2009), detecting anxiety and depression from socio-demographic and health-related data (Sau and Bhakta 2017), estimating physical activity levels from questionnaire data (Park et al. 2014), estimating body fat from accelerometer data (Swartz et al. 2012), estimating mental health burden from self-reported physical activity data (Chekroud et al. 2018), detecting heart arrhythmia from electrocardiograms (Rajpurkar et al. 2017), detecting multiple medical conditions, including diabetes, high cholesterol, high blood pressure, and sleep apnea, from heart rate sensor data (Ballinger et al. 2018), etc.

Feature engineering was common in most of this work. For example, Sasaki et al. (2016) extracted time- and frequency-domain features from acceleration signals in 20-s windows. This process requires a lot of effort and may often result with features that are not predictive of the target variable. Andrew Ng stated that “coming up with features is difficult, time-consuming, requires expert knowledge” (Ng 2013). Although in our work, we have no classes or labels available and we are not interested in detecting particular health or behavioral state, the methods described in this section are relevant because of the way they process the data and extract useful features.

Deep learning techniques are able to automatically extract relevant features and they are especially useful when the data has a complex nature. Rajpurkar et al. (2017) used convolutional neural networks to detect irregular heart rhythms from electrocardiograms better than a cardiologist. In terms of data and feature extraction, our work is most similar to the work of Ballinger et al. (2018). They used sequence-to-sequence autoencoder to learn features from step count and heart rate time series data. These features were more useful than hand-engineered biomarkers derived from the medical literature to detect diabetes, high cholesterol, high blood pressure, and sleep apnea. In our task, we also use sequence-to-sequence autoencoder to learn features from step count time series data. Our work differs from Ballinger et al. (2018) in that we use longer user history to make a prediction and we have a limited amount of data to train the model. Also, we try to predict (forecast) intervention effect. This makes the data collection phase more challenging.

**Prediction of Health Conditions**

Predicting health conditions is an important task because it can turn data into actionable insights. Much work has focused on early prediction of future health behavior that could be used in preventive healthcare. These works include: predicting future
cognitive impairment in elderly people from variables, which are commonly collected in community health care institutions (Na 2019), predicting mortality in elderly people from medical history, diet, exercises and lifestyle activity (Leitzmann et al. 2007), predicting mortality in older women from mean daily step counts (Lee et al. 2019), predicting changes in exercise behavior from historical physical activity data (Kotsev et al. 2014), predicting daily blood pressure levels from historical blood pressure and health behavior (Chiang and Dey 2018), predicting in-hospital mortality, readmission, prolonged length of stay and final discharge diagnoses from electronic health records data (Rajkomar et al. 2018), predict future actions from past activities (Kurashima et al. 2018), etc. The early prediction information can be useful for a health recommender system to decide when it needs to act, however, it is not sufficient to decide how to act. Expert knowledge is usually needed to choose a suitable preventive intervention based on these predictions.

Another line of work has applied data-driven approach to understand and predict the effect of interventions on people’s health (Sloan et al. 2018; Robinson et al. 2019; Zeevi et al. 2015; Phatak et al. 2018). The most traditional method estimates the population-level intervention effect from randomized controlled trial (RCT) data (Sloan et al. 2018; Robinson et al. 2019). The problem with this method is that not all people respond to the same intervention in the same way. The optimal intervention depends on the individual’s characteristics — this aligns with the goals of personalized medicine (Bates 2010; Kulev et al. 2018). Zeevi et al. (2015) demonstrated that people eating identical meals present high variability in post-meal blood glucose response. They developed a machine learning algorithm that uses information about blood parameters, dietary habits, anthropometrics, physical activity, and gut microbiota to predict personalized blood glucose response to real-life meals. These predictions were used to design personalized diets composed of the meals predicted by the algorithm to have low post-meal blood glucose responses. They performed both offline and online evaluation and showed that their dietary interventions improve multiple aspects of glucose metabolism.

In another work, Phatak et al. (2018) developed a system to deliver personalized daily step goals that aimed to improve people’s physical activity levels. For this purpose, they performed a data collection study with people wearing activity tracker for 14 weeks. Baseline physical activity measured in weeks 1–2 has been used to inform personalized daily step goals delivered in weeks 3–14. They learned a regression model that predicts daily step count given few different variables including people’s baseline median daily step count and current daily step goal. In contrast to Phatak et al. (2018) and Zeevi et al. (2015), we are interested to generate predictions based on much more fine-grained baseline data, such as the minute-by-minute step count measurements. This requires machine learning methods that are able to extract temporal patterns from time series data which are relevant to predict intervention effect. Also, our work differs from Phatak et al. (2018) in that our work focuses on improving physical activity levels in elderly people — there is no other group in our society that can benefit more from physical activities (Evans 1999).

Building a recommender system for responsive engagement of senior adults in daily activities is a challenging problem. One of the main reasons is that it is very costly to perform a study providing evidence about intervention effectiveness. Another reason is that existing personalized models for predicting intervention effect cannot learn relevant insights when they are directly applied to frequently-sampled fitness data from a
limited number of people. In our research, we provide a complete solution to this problem — from data collection to recommendation generation. We show the benefit of learning representations from time series data in predicting intervention effect. This allows the recommendation system to select better one intervention over another.

**Recommender System**

The main research objective of our work is to develop a recommender system that would suggest personalized interventions likely to improve the physical activity levels of senior adults. Our recommender system pipeline consists of four phases: data collection, representation learning, predictive modeling and recommendation generation. The first phase provides time series sensor data containing evidence of the intervention effectiveness. The second phase reduces the dimensionality of each time series while preserving information about its underlying temporal dynamics. The third phase builds machine learning models that are able to predict how an elderly person would respond if he or she was given an intervention. These models take as input the representations learned in the previous phase. The fourth phase selects and recommends an optimal personalized intervention based on the predictions generated in the third phase.

**Data Collection**

The first step towards building a recommender system was to collect sensor data from senior adults who received an intervention. The system would then use this data to decide whether the intervention would be effective for a new senior adult. To collect data, we conducted an experiment that included 55 senior adults aged 65+ years wearing a Fitbit Flex 2 wristband for eight weeks. The Fitbit device recorded the number of steps performed in each minute. After the first three weeks, each participant received one of two mobile app interventions by random assignment. Under the first intervention (*self-reflection*), users were able to see real-time step count information only about themselves. Under the second intervention (*peer-to-peer*), users were paired up and were able to see real-time step count information about each other. The app had been used for five weeks, until the end of the trial. The user interface of this mobile app is given in Fig. 1. We were interested to extract insights about which behavior patterns are associated with a larger improvement of physical activity levels under each intervention. These insights would be used by the system to recommend feasible and effective interventions to new senior adults.

Participants were instructed to wear the Fitbit at all times during the trial. However, it was not possible to know for sure whether they were always wearing the device or not. Only the days with a positive number of steps were counted as valid days of data. We filtered out participants who didn’t have at least one valid day of data for each different day of the week, both before and after the intervention. Also, we filtered out one participant who had an increase of her or his average daily step count by 145% after the intervention (an outlier). 49 participants remained and the data associated with them were included in our analysis. Out of these people, 14 received the first intervention, “self-reflection”, and 35 received the second intervention, “peer-to-peer”. The average daily step count per day in the trial is given in Fig. 2. It can be observed that
people manifested periodic weekly behavior and they were the least active during the weekends. In 18.5% of the minutes there was at least one step performed. There was no significant difference between the two intervention groups in terms of their pre-intervention average daily step counts (two-sample t-test for the null hypothesis that the two samples have identical average values, $p$ value $= 0.838245$). Figure 3 shows that users varied a lot in terms of their average pre-intervention (post-intervention) daily step count: the least active ones performed 2500 steps, and the most active ones performed 18,000 steps per day on average.

We define the absolute improvement of the user $i$ as the difference between his or her post-intervention average daily step count $post_i$ and his or her pre-intervention average daily step count $pre_i$. We define the relative improvement of the user $i$ as the relative increase of his or her post-intervention average daily step count compared to his or her pre-intervention average daily step count:

$$\text{relative improvement}_i = \frac{post_i - pre_i}{pre_i}$$
Increase of 1000 steps might not be much for someone who performs 18,000 steps per day, but might be for someone who performs 2500 steps per day. This is why we are more interested in relative improvement. We assume that the relative improvement is a proxy for the individual intervention effect. The peer-to-peer group improved more on average than the self-reflection group. The improvement was significant for the peer-to-peer group (8.1%, one-sample t-test for the null hypothesis that the mean is positive, \( p \) value = 0.005409), but not for the self-reflection group (2.1%, one-sample t-test for the null hypothesis that the mean is positive, \( p \) value = 0.277266). The main task of the recommender system is to predict the individual’s relative improvement under each of the two interventions given his or her pre-intervention data. This allows the system to select and recommend the optimal intervention for each individual.

**Fig. 2** Average daily step count per day in the trial (only valid days of data were included in the estimate). Red dashed lines indicate the beginning of each week (Monday)

**Fig. 3** Pre- vs post-intervention average daily step count per user (only valid days of data were included in the estimate)
**Representation Learning**

Fitbit provides 1440 step count measurements per day. This granularity makes it difficult for predictive models to gather insights from data. Most prior works (Swartz et al. 2012; Phatak et al. 2018; Sloan et al. 2018; Lee et al. 2019) used aggregated step count data in their analysis. In contrast, we were interested to extract much more information explaining the time series dynamics that could be further used for the prediction task. We used RNN (Recurrent Neural Network) autoencoder to reduce the dimensionality of daily time series and generate embeddings (representing each time series as a lower-dimensional data point) that preserve the low-level information as much as possible. These embeddings were used directly by the predictive models described in the next section.

The autoencoder consists of two parts: an Encoder and a Decoder. The Encoder processes the input time series and produces a low-dimensional embedding. The Decoder tries to reconstruct the original time series given its embedding as input. We model both the Encoder and the Decoder using RNN. The most popular kind of RNN is built using LSTM (Long short-term memory) units (Gers et al. 1999). However, in our model, we use Clockwork RNN because LSTM RNN performs worse than Clockwork RNN in time series reconstruction (Koutnik et al. 2014). Clockwork RNN is an architecture in which the hidden layer is partitioned into separate modules, each processing inputs at its own temporal granularity, making computations only at its prescribed clock rate (Koutnik et al. 2014). As a consequence, long-term information propagates faster through the network.

853 time series collected before the intervention and associated to valid days of data were used to train the model. First, we pre-processed the data using aggregation and data transformation. The aggregation step included segmenting each sequence into 10-min non-overlapping sliding windows and summing up the minute-level step counts belonging to the same window. In this way, we reduced the length of the time series from 1440 to 144, without losing much information about the distribution of the physical activities during the day. Also, in this way, we improved the balance between the observations indicating no activity and the observations with a positive step count. The distribution of the observations with a positive step count was skewed to the right. Thus, we used box-cox transformation (Sakia 1992) to transform these data into a more normal distribution.

Our autoencoder tries to learn parameters of a Normal distribution (mean and standard deviation) for each time step of the Decoder so that it is more likely that the observations are generated from the associated distributions. We specified a minimum value for the standard deviation and we used weight regularization to reduce overfitting. Figure 4 shows a reconstruction of a sample time series. It can be seen that the Decoder was able to capture the high activity in the middle and the low activity in the second part of the time series. We used an embedding space of 10 dimensions.

For visualization purposes, we further reduced these embeddings into two dimensions using t-SNE (Maaten and Hinton 2008). This allowed us to see each time series as a point in a two-dimensional space and to visually validate the embeddings generated by the autoencoder. In Fig. 5, we see that embeddings that are closer to each other represent time series that have similar step counts. In addition, these time series have a similar distribution of the physical activities during the day. This demonstrates that the Encoder has learned to embed similar time series into similar vectors.
Predictive Modeling

The main component of our recommender system utilizes the pre-intervention sensor data to predict how a new elderly person would respond if he or she was given the intervention. For this purpose, we trained supervised machine learning models separately on the data from the people that received the self-reflection intervention and the people that received the peer-to-peer intervention. Our models used the features extracted from the pre-intervention time series data to predict his or her relative improvement. The main idea behind predictive modeling is that people who behave similarly will respond to the same intervention in a similar way.

Before we apply predictive modeling, we needed to deal with missing data; 17% of the days of pre-intervention data were invalid i.e. did not contain any activity at all. Most machine learning models do not support missing data as input, thus we decided to
replace the missing values with an estimate. There are correlations in the data that could help us choose a more relevant estimate. An important observation is that users differ in terms of their activity levels, but maintain consistent and periodic behavior from one day to another. We used an imputation method that replaces the missing data by a random time series from the valid days of data generated by the same user on the same day of the week. Alternative data imputation methods are to replace the missing time series with user average, or to generate time series using deep learning. User average is a simple, but unsuitable method because it produces smoothed time series whose distribution is different from the distribution of raw sensor time series data. Deep learning techniques are unsuitable as well because we don’t have enough data to learn to generate realistic time series from the conditional distribution.

Using the whole pre-intervention data as a predictor in our machine learning models means that when we deploy the recommender system, it needs to observe a new user for a few weeks before it decides which intervention is better for him or her. Ideally, the user should be observed for as short period as possible. Thus, we were interested in the minimum amount of pre-intervention data that we could use to predict an individual’s relative improvement under each intervention. In our experiments, we applied models that take as input either one day or one week of pre-intervention data. Since we had two weeks of pre-intervention data available for each user, we split it into multiple data samples. Each data sample consists of either a day or a week of user’s pre-intervention data and his or her relative improvement. Thus, the number of data samples per user was 14 in the first case (one for each day) and 2 in the second case (one for each week).

We scaled our output variable (relative improvement) so that its variance was one. We used root-mean-square error (RMSE) to measure the error of our models in predicting the scaled relative improvement:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (\text{prediction}_i - \text{relative improvement}_i)^2}{N}}
\]

where \(N\) is the number of data samples, relative improvement, is the scaled relative improvement of the user associated to the \(i\)-th data sample, and prediction\(_i\) is a prediction generated by our method, based on the pre-intervention data associated to the \(i\)-th data sample. The generalization ability of our methods was estimated using 10-fold cross-validation. We ensured that data from the same user belonged to the same fold. In this way, the model was tested on users whose data was not used in the training process. We repeated each cross-validation 10 times with a different random partition each time to obtain the mean and the variance of the test error.

We used six different models to predict the relative improvement under each intervention:

---

1 In the experiment, the pre-intervention phase lasted for three weeks, but it started and ended in the middle of the week. Also, some of the participants started with the experiment one or two days later than the others. For more relevant results, in our analysis, we decided to use the pre-intervention data from the two complete weeks, from Monday to Sunday, when all the participants belonged in the pre-intervention phase of the trial.
• **Const.** The simplest model that could be used is to predict that new people would improve according to the mean improvement of the existing people who already received the intervention. Thus, this model does not base its predictions on the pre-intervention data at all. It was expected that this model would score RMSE $\approx 1$ because the standard deviation of the output variable is 1.

• **DayAgg.** This model is a simple ridge regression that uses one day of data to generate predictions. It does not use the whole time series as a predictor, but only the total (or aggregated) daily step count. The model has a hyper-parameter $\lambda$ that indicates the regularization strength. Larger $\lambda$ forces weights to decay more towards zero, so $\lambda = 0$ means that we do not do any regularization at all.

• **DayEmb.** This model also uses one day of data to generate predictions. In contrast to model DayAgg, it uses the whole time series as a predictor. More specifically, the feature vector contains the time series embeddings provided by the RNN autoencoder in addition to the total step count. Ridge regression is used to generate predictions.

• **WeekAgg.** This model is a ridge regression that uses one week of data to generate predictions. It takes as input a set of features that represent the total daily step counts for each different day of the week.

• **WeekEmb.** This model is a ridge regression that also uses one week of data to generate predictions. It considers the input data as a set of embeddings (plus the total daily step count associated with each embedding).

• **WeekEmbRNN.** This model is RNN that takes the same input as the model WeekEmb. It considers the input data as a sequence of embeddings (plus the total daily step count associated with each embedding). In this way, it tries to extract relevant predictive information from both the temporal dynamics within a single day and the temporal dynamics from one day to another.

The test errors for each model applied separately on the data from the self-reflection and the peer-to-peer group are given in Fig. 6. It can be seen that personalized models (these are all except model Const) applied on the data from the peer-to-peer group performed the same as the sample mean estimator (model Const). This means the either (1) one week of minute-by-minute data does not contain enough information to explain the individual response to the peer-to-peer intervention, or (2) we don’t have enough data to learn the individual response. On the other hand, two of the personalized models (model DayEmb and model WeekEmb) applied to the data from the self-reflection group performed much better than the sample mean estimator (model Const). Both models were applied to fine-grained time series data. This means that the low-level information contained in the daily time series data is an important predictor of the intervention effect. Model WeekEmb performs better than model DayEmb. This suggests that the information about the higher-level human behavior in different days of the week contains relevant predictive information as well. It is interesting that WeekEmbRNN does not perform better than WeekEmb although it takes the same input as WeekEmb, but is more complex. This can be explained by the fact that WeekEmbRNN has a large number of parameters, but there is a small amount of training data available.

We continued the analysis by inspecting the predictions generated by the optimal WeekEmb for the self-reflection group on the test set (see Fig. 7). There is a significant positive correlation between the true relative improvements and the predictions.
We were also interested to know how accurate would be the continuous predictions if we used just their sign (positive or negative) to predict whether the user will increase or decrease his physical activities after the intervention (a binary prediction). Since 64.29% of the participants who received the self-reflection intervention did not improve their physical activities, the simplest baseline method would predict that every user would not improve. In this way the accuracy of the method would be 64.29%. If we generated predictions about the improvement using our optimal model, but just care about the sign of the predictions, then we would obtain accuracy of 65.36% – not much different than the baseline method. However, if we define a threshold, and we predict the direction (or sign) of the behavior change only if the absolute value of the prediction is larger than this threshold, the accuracy improves. This can be seen in Fig. 8. When the threshold is 0.6 and above, we obtain accuracy of more than 87% – much better than the baseline method. In other words, when the predictions have higher absolute value, we are more certain whether the user will increase or decrease his activities after the intervention. In practice, this means that we could choose a subset of people that are more likely to benefit from the intervention and give the intervention only to those people. However, there is a trade-off: larger subset means lower certainty in the sign of the improvement.

Generating Recommendations

The best predictive model (model WeekEmb) is used to predict the potential improvement of a new user under each intervention. The recommender system chooses the intervention that is associated with a higher improvement and recommends it to the user. To evaluate the recommendations, we analyzed whether the improvement of a new user that received one of the two interventions is better predicted by the model that
is trained on existing users that received the same intervention as the target user. We discovered that the RMSE is smaller when we apply the correct model. This observation strengthens the results from the previous section. Our recommender system would give the peer-to-peer intervention to 75% of the people that actually received the self-reflection intervention and the self-reflection intervention to 25.7% of the people that actually received the peer-to-peer intervention. This means that, although the peer-to-peer intervention is more beneficial for the general population, it is likely that 25% of the people would still benefit more from the self-reflection intervention.

![Graph](image1)

**Fig. 7** True relative improvement vs. predicted improvement for the self-reflection group. There are two data points per each user. The dashed green line shows the trend.

![Graph](image2)

**Fig. 8** Percentage of people in the self-reflection group for whom we would predict correctly the direction of the improvement (positive or negative) if we apply the predictions only when their absolute value is larger than a threshold.
The recommender system could be designed not to generate any recommendation at all if it predicted that the target user would worsen his or her activity levels under any available intervention. It could also be designed to consider only recommendations that are more likely to cause positive improvement i.e. interventions that are associated with predictions larger than a threshold (Fig. 8). This is especially important for the vulnerable elderly population. The proposed design could also be useful when there is a limited number of interventions and a large population, because in this case the interventions could be given only to the people that are most likely to benefit from them.

Conclusion

In this paper, we proposed a novel recommender system that aims to promote physical activeness in senior adults. The main novelty of our recommender system is that it uses time series fitness data to predict the intervention effect. These predictions allow the system to select better one intervention over another. We trained the system using data from real senior adults. In our experiment, we used two different mobile app interventions. The first intervention (self-reflection) allowed the user to see a real-time step count information about himself or herself. The second intervention (peer-to-peer) allowed the user to see a real-time step count information about himself or herself and his or her partner. Although the peer-to-peer intervention was more beneficial for the general elderly population, we demonstrated that 25% of the senior adults were still likely to benefit more from the self-reflection intervention. Our personalized predictive models were able to discover who are these people based on their pre-intervention behavior. We showed that models that utilize fine-grained sensor data from a longer period (one week) perform better. This suggests that both the lower-level human behavior within a single day and the higher-level human behavior from one day of the week to another are important predictors of behavior change in senior adults.

The following use case demonstrates the use of our recommender system. Consider an elderly person who wants to become more physically active, but doesn’t know how to achieve that. He or she installs our recommendation app and starts wearing an unobtrusive fitness tracker. After one week, the recommendation app learns his or her behavior patterns and recommends him or her to start using either the mobile app that incorporates self-reflection or the mobile app that incorporates social reflection to promote physical activeness. The target user installs the recommended app and improves his or her physical activity levels over time.

In the beginning of our research, we identified several main challenges for developing a recommender system whose main purpose is to select those interventions that are most likely to work for senior adults. In our recommender system design and implementation, we ensured that our system addresses all these challenges. First, we used mobile app interventions based on two motivational strategies that were shown to be successful in the scientific literature: self-reflection and social reflection. Second, we trained our predictive models using only data from senior adults. In this way, the models learned behavioral patterns that are characteristic of this vulnerable subpopulation. Third, we collected data from a trial in which participants were wearing a smart wristband that tracked their activities without interfering with their normal functioning. Fourth, our machine learning models utilized randomized trial data that allowed them to...
make a more relevant comparison between the different interventions. Fifth, the generated predictions are based on how existing people that are similar to the target user responded to the same intervention, thus, there is evidence about the effectiveness of the recommendations. Finally, our recommender system utilizes fully the frequently-sampled time series data and learns relevant predictive information from it in an automated way, without human interference.

Our recommender system is scalable and fast to train. It also supports multi-variate time series and multiple interventions. For example, the same physical activities may result in different heart rates in different people. Thus, heart rate time series could be an important predictor for behavior change besides step count time series. Other time-invariant predictors (e.g., sex) and contextual factors (e.g., weather) could also be used to explain the behavior change. Our recommendations system supports both simpler and more complex predictive models, such as deep learning. The latter could generate more accurate predictions. However, deep learning methods require a large amount of data. We showed that LSTM performs much worse than ridge regression on our dataset from a limited number of users. In this paper, we trained our recommendation system to choose one out of two different interventions. However, the system could be easily extended if data for more than two interventions were available. In this case, we would train a separate predictive model on the data associated with each different intervention.

Personalized recommendations for increased physical activity are of great practical value for senior adults. We believe that our system for personalized recommendations is an important contribution in this field because it learns relevant predictive information from unlabeled time series sensor data that is easy to collect, in an automated way. In our future work, we plan to perform an online evaluation of our recommender system.
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