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Abstract. An arithmetical structure on a finite, connected graph without loops is given by an assignment of positive integers to the vertices such that, at each vertex, the integer there is a divisor of the sum of the integers at adjacent vertices, counted with multiplicity if the graph is not simple. Associated to each arithmetical structure is a finite abelian group known as its critical group. Keyes and Reiter gave an operation that takes in an arithmetical structure on a finite, connected graph without loops and produces an arithmetical structure on a graph with one fewer vertex. We study how this operation transforms critical groups. We bound the order and the invariant factors of the resulting critical group in terms of the original arithmetical structure and critical group. When the original graph is simple, we determine the resulting critical group exactly.

1. Introduction

This paper describes the impact of a generalized star-clique operation on the critical group of an arithmetical structure. Let $G$ be a connected graph without loops with vertex set $\{v_1, v_2, \ldots, v_n\}$, and let $A$ be the adjacency matrix of $G$. An arithmetical structure on $G$ is a pair $(d, r) \in (\mathbb{Z}_{\geq 0})^n \times (\mathbb{Z}_{>0})^n$ for which $(\text{diag}(d) - A)r = 0$, where $\text{diag}(d)$ is the diagonal matrix with the entries of $d$ on the diagonal.\footnote{The effect of requiring the entries of $d$ to be nonnegative rather than positive is only to allow the arithmetical structure $(d, r) = (0, 1)$ on the graph with one vertex and no edges.}

We consider arithmetical structures up to scaling by requiring that the greatest common divisor of the entries of $r$ is 1. Letting $\delta_{i,j}$ denote the number of edges between vertices $v_i$ and $v_j$, the condition $(\text{diag}(d) - A)r = 0$ is equivalent to

$$d_ir_i = \sum_{j \in ([n]\setminus\{i\})} \delta_{i,j}r_j \text{ for all } i \in [n],$$

where $[n]$ denotes the set $\{1, 2, \ldots, n\}$. Thinking of an arithmetical structure as a labeling of the vertices of $G$ by the entries of $r$, this means that, at each vertex, the integer there is a divisor of the sum of the integers at adjacent vertices, counted with multiplicity if the graph is not simple.

Arithmetical structures were first introduced by Lorenzini [18]; matrices of the form $(\text{diag}(d) - A)$ arise in algebraic geometry as intersection matrices of degenerating curves. The simplest example of an arithmetical structure is given by letting $d$ record the degrees of the vertices of $G$ and letting all entries of $r$ be 1. In this case the matrix $(\text{diag}(d) - A)$ is the Laplacian matrix of $G$, and the corresponding
arithmetical structure is known as the \textit{Laplacian arithmetical structure}. Thinking of arithmetical structures as generalizing this example, we use $L$ as a shorthand for the matrix $(\text{diag}(d) - A)$ throughout this paper and denote its entries by $\ell_{i,j}$.

For any arithmetical structure $(d, r)$, Lorenzini \cite[Proposition 1.1]{lorenzini1988critical} showed that the matrix $L$ has rank $n-1$. Regarding $L$ as a $\mathbb{Z}$-linear transformation from $\mathbb{Z}^n$ to $\mathbb{Z}^n$, the cokernel $\mathbb{Z}^n / \text{im}(L)$ is therefore of the form $\mathbb{Z} \oplus K(G; d, r)$ for some finite abelian group $K(G; d, r)$ known as the \textit{critical group} of $(G, d, r)$. In algebraic geometry, the critical group appears as the group of components of the Néron model of the Jacobian of the generic curve. In the case of the Laplacian arithmetical structure, the critical group is also known as the \textit{sandpile group}, which has been of much interest in recent years; see, for example, \cite{huber2008, jenkinson2015}. Critical groups of general arithmetical structures are understood in relatively few cases. Braun et al. \cite{braun2014} showed that the critical group of any arithmetical structure on a path graph is the trivial group and that the critical group of any arithmetical structure on a cycle graph is cyclic. Archer et al. \cite{archer2018} showed that the critical group of any arithmetical structure on a bident is cyclic. Lorenzini \cite{lorenzini2016} showed that every finite, connected graph admits an arithmetical structure with trivial critical group.

In \cite[Section 1.8]{lorenzini1988critical}, Lorenzini defined a \textit{blowup} operation on graphs that in some cases would convert an arithmetical structure on a graph $G$ into an arithmetical structure on a larger graph while preserving the critical group. Corrales and Valencia \cite{corrales2017} explicitly wrote down an instance of the blowup operation that converts a clique subgraph to a star subgraph. In the case of an arithmetical structure $(d, r)$ on $G$, the inverse of the blowup operation is called the \textit{star-clique} operation and replaces a star subgraph of $G$ with entry of $d$ equal to 1 at the center by a clique subgraph to obtain an arithmetical structure on a graph $G'$ with one fewer vertex. In \cite{archer2018, braun2014, gau2018}, a special case of the star-clique operation, known as \textit{smoothing}, was essential in enumerating arithmetical structures on path graphs, cycle graphs, and certain paths with a doubled edge, bounding the number of arithmetical structures on bidents, and classifying critical groups of arithmetical structures on cycle graphs and bidents. Keyes and Reiter \cite{keyes2018} defined an operation generalizing the star-clique operation that can be performed on any graph (not necessarily simple) and at any vertex (without requiring that the corresponding entry of $d$ is 1). They used it to obtain an upper bound on the number of arithmetical structures on a graph that depends only on the number of vertices and number of edges of the graph.

Given an arithmetical structure $(d, r)$ on $G$, let $(G', d', r')$ denote the result of applying the operation defined by Keyes and Reiter to $(G, d, r)$ at the vertex $v_n$; by permuting the labels of the vertices, this operation can be performed at any vertex. We let $A'$ be the adjacency matrix of $G'$ and use $L'$ as a shorthand for the matrix $(\text{diag}(d') - A')$, denoting its entries by $\ell'_{i,j}$. In \cite[Remark 2.5]{keyes2018}, Keyes and Reiter suggest studying the relationship between the critical groups $K(G; d, r)$ and $K(G'; d', r')$, which we do by relating their invariant factors. Recall that the
invariant factor decomposition of finite abelian groups allows one to write
\[ \mathcal{K}(G; d, r) \cong \bigoplus_{k=1}^{n-1} \mathbb{Z}/\alpha_k \mathbb{Z} \quad \text{and} \quad \mathcal{K}(G'; d', r') \cong \bigoplus_{k=1}^{n-2} \mathbb{Z}/\alpha'_k \mathbb{Z}, \]
where \( \alpha_k \mid \alpha_{k+1} \) for all \( k \in [n-2] \) and \( \alpha'_k \mid \alpha'_{k+1} \) for all \( k \in [n-3] \). The invariant factors \( \alpha_k \) (respectively, \( \alpha'_k \)) are uniquely determined up to sign, can be read off explicitly from the Smith normal form of \( L \) (resp. \( L' \)), and are determined by greatest common divisors of appropriately sized minors of \( L \) (resp. \( L' \)). In this paper, we choose the invariant factors to be positive.

Our approach stems from Lemma 7, which relates minors of \( L' \) to minors of \( L \) that include the last row and the last column. Motivated by this connection, in Section 3 we prove several divisibility properties of minors of matrices with integer entries. The primary results of this section (Proposition 4, Lemma 5, and Proposition 6) do not hold at the level of determinantal ideals but rely on factorization properties of the integers. These results may be of independent interest to some readers.

Section 4 applies the results of Section 3 to the study of critical groups of arithmetical structures. Our first main result is Theorem 8, which constrains the greatest common divisor of all \( k \times k \) minors of \( L' \). As a corollary, we obtain the following restrictions on the order of \( \mathcal{K}(G'; d', r') \) in terms of \( (G, d, r) \) and its critical group. Here, \( g_n(L) \) denotes the greatest common divisor of the entries of row \( n \) of \( L \).

**Corollary 9.** The following statements hold:

(a) \( d_n^{-3} | \mathcal{K}(G; d, r) | \) divides \( | \mathcal{K}(G'; d', r') | \),
(b) \( | \mathcal{K}(G'; d', r') | \) divides \( (g_n(L))^2 d_n^{-3} | \mathcal{K}(G; d, r) | \), and
(c) \( d_n^{-3} | \mathcal{K}(G; d, r) | \leq | \mathcal{K}(G'; d', r') | \leq (g_n(L))^2 d_n^{-3} | \mathcal{K}(G; d, r) | \).

Example 2 shows that, when \( g_n(L) \neq 1 \), the lower and upper bounds of Corollary 9(c) are each sometimes achieved, so in this sense Corollary 9 is optimal.

Our next main results, Proposition 10 and Theorem 11, constrain \( \alpha'_k \) for all \( k \in [n-2] \). In the special case where \( g_n(L) = 1 \), and in particular when \( G \) is a simple graph, these results yield the following corollary that shows \( \mathcal{K}(G'; d', r') \) is completely determined by \( \mathcal{K}(G, d, r) \) and \( d_n \).

**Corollary 12.** If \( g_n(L) = 1 \) (for example, if \( G \) is a simple graph), then \( \alpha'_1 = \alpha_2 = \alpha'_k = d_n \alpha_{k+1} \) for all \( k \in \{2, 3, \ldots, n-2\} \). In particular,
\[ \mathcal{K}(G'; d', r') \cong \mathbb{Z}/\alpha_2 \mathbb{Z} \oplus \left( \bigoplus_{k=2}^{n-2} \mathbb{Z}/d_n \alpha_{k+1} \mathbb{Z} \right). \]

When \( d_n = 1 \), Corollary 12 implies that the star-clique operation preserves the critical group, as was observed by Lorenzini [18, Section 1.8]. When \( g_n(L) \neq 1 \), the critical group \( \mathcal{K}(G'; d', r') \) is not completely determined by \( \mathcal{K}(G; d, r) \) and \( d_n \), as shown by Example 2.

We conclude with Conjecture 14, which is stated only in terms of minors of matrices. Showing this conjecture would allow improvement of the upper bound in Corollary 9 in the case where \( (g_n(L))^2 \alpha_1 \) does not divide \( d_n \).
Figure 1. On the left is a graph $G$ with vertices labeled by $(d_i, r_i)$, the entries of an arithmetical structure $(d, r)$. Performing the operation at $v_7$ produces the graph $G'$ on the right with vertices labeled by entries of the arithmetical structure $(d', r')$.

2. Preliminaries

In this section, we describe the operation defined by Keyes and Reiter in [14], recall some facts about Smith normal forms of matrices that will be useful in finding invariant factor decompositions of critical groups, and give examples of the operation and the computation of critical groups.

2.1. The Keyes–Reiter generalized star-clique operation. Given an arithmetical structure $(d, r)$ on a graph $G$ with vertex set $V = \{v_1, v_2, \ldots, v_n\}$, the operation defined by Keyes and Reiter [14] can be applied to any vertex $v_i \in V$ to produce an arithmetical structure $(d', r')$ on a graph $G'$ with vertex set $V \setminus \{v_i\}$. For simplicity, in this paper we relabel the vertices so that the operation is always performed at vertex $v_n$. To describe the operation, we first construct the resulting graph $G'$ and then construct the arithmetical structure $(d', r')$ on $G'$.

Let $A$ be the adjacency matrix of $G$, i.e. the matrix whose entries $\delta_{i,j}$ record the number of edges between $v_i$ and $v_j$ in $G$. Construction 2.1 of [14] gives that the number of edges between $v_i$ and $v_j$ in $G'$ is $\delta_{i,j}d_n + \delta_{i,n}\delta_{n,j}$ for all $i, j \in [n-1]$ with $i \neq j$ and that $G'$ has no loops, so we have

$$\delta'_{i,j} = \begin{cases} 
\delta_{i,j}d_n + \delta_{i,n}\delta_{n,j} & \text{if } i \neq j \\
0 & \text{if } i = j.
\end{cases}$$

As in [14, Remark 2.2], the edges of $G'$ may be thought of as arising through a two-step process. First, each edge of $G$ not incident to $v_n$ becomes $d_n$ edges with the same endpoints in $G'$. Second, for any pair of vertices $v_i$ and $v_j$ with $i, j \in [n-1]$ and $i \neq j$, we add $\delta_{i,n}\delta_{n,j}$ edges between $v_i$ and $v_j$ in $G'$. Figure 1 provides an example of the operation on a simple graph at the vertex $v_7$ with $d_7 = 3$; the edges created in the first step are shown with solid lines and those created in the second step are shown with dashed lines.

As in [14, Lemma 2.3], setting $d'_i = d_id_n - \delta_{i,n}\delta_{n,i}$ and $r'_i = r_i / \gcd_{j \in [n-1]}(r_j)$ for all $i \in [n-1]$ gives an arithmetical structure $(d', r')$ on $G'$. Let $A'$ be the matrix
with entries $\delta_{i,j}'$, that is, the adjacency matrix of $G'$. We have that

$$L = \text{diag}(d) - A = \begin{bmatrix} d_1 & -\delta_{1,2} & \cdots & -\delta_{1,n} \\ -\delta_{2,1} & d_2 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ -\delta_{n,1} & \cdots & -\delta_{n,n-1} & d_n \end{bmatrix}$$

and

$$L' = \text{diag}(d') - A' = \begin{bmatrix} d'_1 & -\delta_{1,2}' & \cdots & -\delta_{1,n-1}' \\ -\delta_{2,1}' & d'_2 & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ -\delta_{n-1,1}' & \cdots & -\delta_{n-1,n-2}' & d'_{n-1} \end{bmatrix}.$$ 

From the above discussion, $L'$ is equal to

$$\begin{bmatrix} d_1d_n - \delta_{1,n}\delta_{n,1} & -\delta_{1,2}d_n - \delta_{1,n}\delta_{n,2} & \cdots & -\delta_{1,n-1}d_n - \delta_{1,n}\delta_{n,n-1} \\ -\delta_{2,1}d_n - \delta_{2,n}\delta_{n,1} & d_2d_n - \delta_{2,n}\delta_{n,2} & \cdots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ -\delta_{n-1,1}d_n - \delta_{n-1,n}\delta_{n,1} & \cdots & -\delta_{n-1,n-2}d_n - \delta_{n-1,n}\delta_{n,n-2} & d_{n-1}d_n - \delta_{n-1,n}\delta_{n,n-1} \end{bmatrix}.$$ 

Observe that the entries of the matrix $L'$ are $2 \times 2$ minors of $L$ that include the last row and the last column. More specifically, if $\ell_{i,j}$ denote the entries of $L$ and $\ell'_{i,j}$ denote the entries of $L'$, then $\ell'_{i,j} = \ell_{i,j}/\ell_{n,n} - \ell_{i,n}\ell_{n,j}$ for all $i,j \in [n-1]$.

Subsection 2.3 gives examples of the operation.

### 2.2. Computing critical groups

We next recall some facts about Smith normal forms of matrices and their connection to critical groups; see [10, 17, 21] for more details.

Given an $m \times n$ matrix $B$ with integer entries, there exists an $m \times m$ matrix $S$ and an $n \times n$ matrix $T$, both invertible and with integer entries, such that $SBT$ is of the form

$$\begin{bmatrix} \alpha_1 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\ 0 & \alpha_2 & \cdots & \cdots & \cdots & \cdots & \vdots \\ \vdots & \vdots & \ddots & \cdots & \cdots & \cdots & \vdots \\ \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots \\ \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots \\ \vdots & \vdots & \cdots & \cdots & \cdots & \cdots & \vdots \\ 0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\ 0 & 0 & \cdots & \cdots & \cdots & \cdots & 0 \end{bmatrix},$$

where $t = \text{rank}(B)$, the $\alpha_k$ are positive integers, and $\alpha_k$ divides $\alpha_{k+1}$ for all $k \in [t-1]$. This diagonal matrix is the Smith normal form of $B$, and the entries $\alpha_k$ are the invariant factors of $B$. Thinking of $B$ as a linear map $\mathbb{Z}^n \to \mathbb{Z}^m$, the cokernel $\mathbb{Z}^m/\text{im}(B)$ is isomorphic to

$$\mathbb{Z}^{m-t} \oplus \left( \bigoplus_{k=1}^t \mathbb{Z}/\alpha_k\mathbb{Z} \right).$$
Letting $D_k(B)$ be the greatest common divisor of all $k \times k$ minors of $B$ and defining $D_0(B) = 1$, one has that $\alpha_k = D_k(B)/D_{k-1}(B)$ for all $k \in [t]$. The order of the torsion part of the cokernel $\mathbb{Z}^m/\text{im}(B)$ is then

$$\prod_{k=1}^{t} \alpha_k = \prod_{k=1}^{t} \frac{D_k(B)}{D_{k-1}(B)} = D_t(B).$$

In the case of $L$, the square matrix $(\text{diag}(d) - A)$ associated to an arithmetical structure on a graph with $n$ vertices, Lorenzini [18, Proposition 1.1] showed that $\text{rank}(L) = n - 1$. Hence, the critical group of $(G, d, r)$ is

$$K(G; d, r) \cong \bigoplus_{k=1}^{n-1} \mathbb{Z}/\alpha_k \mathbb{Z}$$

and $|K(G; d, r)| = D_{n-1}(L)$. Performing the operation on $(G, d, r)$ at the vertex $v_n$, one gets the arithmetical structure $(d', r')$ on $G'$ with critical group

$$K(G'; d', r') \cong \bigoplus_{k=1}^{n-2} \mathbb{Z}/\alpha'_k \mathbb{Z},$$

where the $\alpha'_k$ are the invariant factors of $L' = \text{diag}(d') - A'$ and $A'$ is the adjacency matrix of $G'$. The primary purpose of this paper is to study the relationship between the invariant factors $\{\alpha_k\}_{k=1}^{n-1}$ of $L$ and the invariant factors $\{\alpha'_k\}_{k=1}^{n-2}$ of $L'$. We obtain results relating these factors in Proposition 10, Theorem 11, and Corollary 12.

2.3. Examples. We end this section with examples of the Keyes–Reiter generalized star-clique operation and the computation of critical groups. The first example involves an arithmetical structure on a simple graph and illustrates the results of Corollary 12.

Example 1. Consider the graph $G$ on the left of Figure 1 with the arithmetical structure defined by $d = (3, 3, 1, 4, 2, 2, 3)$ and $r = (1, 1, 3, 1, 1, 1, 1)$. The Smith normal form of $L$ is

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
3 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 3 & -1 & 0 & 0 & 0 & 0 \\
-1 & -1 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 4 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 2 & -1 & -1 \\
-1 & 0 & 0 & 0 & 0 & -1 & 2 \\
0 & 0 & -1 & -1 & -1 & -1 & 3 \\
\end{bmatrix}
\begin{bmatrix}
-1 & -4 & -5 & -7 & -5 & -5 & 1 \\
0 & -3 & -4 & -5 & -4 & -4 & 1 \\
0 & 0 & -9 & -12 & -16 & -12 & -12 & 3 \\
0 & -2 & -3 & -4 & -3 & -3 & -1 \\
1 & 1 & 1 & 2 & 1 & 2 & 1 \\
0 & 1 & 1 & 2 & 2 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
$$

Thus $K(G; d, r) \cong \mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/3\mathbb{Z}$. Performing the operation at the vertex $v_7$, we obtain the graph $G'$ on the right of Figure 1 with the arithmetical structure defined by $d' = (9, 9, 3, 11, 5, 5)$ and $r' = (1, 1, 3, 1, 1, 1, 1)$. The matrix $L'$ corresponding to $(G', d', r')$ has Smith normal form

$$
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
9 & 0 & -3 & 0 & 0 & 0 & 0 \\
0 & 9 & -3 & 0 & 0 & 0 & 0 \\
-3 & -3 & 3 & -3 & 0 & 0 & 0 \\
-15 & 0 & -22 & -18 & -15 & 3 \\
0 & 0 & -6 & -5 & -4 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
-6 & -1 & -9 & -7 & -6 & 1 \\
-5 & 0 & -7 & -6 & -5 & 1 \\
-15 & 0 & -22 & -18 & -15 & 3 \\
-4 & 0 & -6 & -5 & -4 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.
$$

Thus $K(G'; d', r') \cong \mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/9\mathbb{Z} \oplus \mathbb{Z}/9\mathbb{Z}$. This is consistent with Corollary 12, which guarantees that, for simple graphs, if $(\alpha_1, \alpha_2, \ldots, \alpha_{n-1}, 0)$ are the
diagonal entries of the Smith normal form of $L$ then $(\alpha_2, d_n \alpha_3, \ldots, d_n \alpha_{n-1}, 0)$ are the diagonal entries in the Smith normal form of $L'$; this is the case here with $d_n = d_7 = 3$.

The case of non-simple graphs is more intriguing. The next example gives two distinct arithmetical structures on the same non-simple graph with the same critical group and the same value of $d_n$ but with different critical groups after performing the operation, thus showing that $K(G'; d', r')$ is not completely determined by $K(G; d, r)$ and $d_n$. It also shows that each of the bounds of Corollary 9(c) can be achieved when $g_n(L) \neq 1$.

Example 2. Consider the graph $G$ on the left of Figure 2 with the arithmetical structure defined by $d = (8, 10, 4, 8)$ and $r = (1, 3, 5, 2)$. The matrix $L$ has Smith normal form

$$
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 24 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
1 & 3 & 6 & 2 \\
0 & 2 & -2 & 9 \\
1 & 3 & 5 & 2
\end{bmatrix} \begin{bmatrix}
8 & -1 & -1 & 0 \\
-1 & 10 & -5 & -2 \\
0 & -2 & -2 & 8
\end{bmatrix} \begin{bmatrix}
-1 & -4 & 43 & 1 \\
0 & 0 & -1 & 1 \\
0 & 0 & -1 & 2
\end{bmatrix},
$$

so $K(G; d, r) \cong \mathbb{Z}/24\mathbb{Z}$. Performing the operation at the vertex $v_4$, we get an arithmetical structure defined by $d' = (64, 76, 28)$ and $r' = (1, 3, 5)$ on the graph on the right of Figure 2, where the label on an edge indicates the multiplicity of edges between the corresponding vertices. The matrix $L'$ has Smith normal form

$$
\begin{bmatrix}
4 & 0 & 0 \\
0 & 48 & 0 \\
0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
1 & 3 & 6 \\
0 & 2 & -2 \\
1 & 3 & 5
\end{bmatrix} \begin{bmatrix}
64 & -8 & -8 & -8 & -8 \\
-8 & 76 & -44 & -44 & -44 \\
-8 & -44 & 28 & 28 & 28
\end{bmatrix} \begin{bmatrix}
-2 & 2 & 1 \\
0 & -1 & 1 \\
0 & -2 & 1 \\
0 & -3 & 5
\end{bmatrix},
$$

so $K(G'; d', r') \cong \mathbb{Z}/4\mathbb{Z} \oplus \mathbb{Z}/48\mathbb{Z}$. This achieves the lower bound of Corollary 9(c), as

$$
d_4 \cdot |K(G; d, r)| = 8 \cdot 24 = 192 = |K(G'; d', r')|.
$$

For the same graph $G$, consider the arithmetical structure given by $d = (2, 7, 7, 8)$ and $r = (2, 2, 2, 1)$, as shown on the left of Figure 3. The matrix $L$ has Smith normal form

$$
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 24 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \\
0 & 1 & -6 & -6 \\
2 & 2 & 2 & 1
\end{bmatrix} \begin{bmatrix}
-2 & -1 & -1 & 0 & 0 \\
0 & 1 & -1 & -1 & -1 \\
-1 & -5 & 7 & -2 & -2 \\
0 & -2 & -2 & 8 & 8
\end{bmatrix} \begin{bmatrix}
-1 & -7 & -12 & 2 \\
0 & 0 & 1 & 2 \\
0 & 0 & -1 & -1 \\
0 & 0 & 0 & 1
\end{bmatrix}.
$$
so $\mathcal{K}(G; d, r) \cong \mathbb{Z}/24\mathbb{Z}$. Performing the operation at the vertex $v_4$, we get the arithmetical structure defined by $d' = (16,52,52)$ and $r' = (1,1,1)$ on the graph on the right of Figure 3. The matrix $L'$ has Smith normal form

$$
\begin{bmatrix}
4 & 0 & 0 \\
0 & 192 & 0 \\
0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
-1 & -1 & 0 \\
-8 & 52 & -44 \\
-6 & -11 & 1
\end{bmatrix},
$$

so $\mathcal{K}(G'; d', r') \cong \mathbb{Z}/4\mathbb{Z} \oplus \mathbb{Z}/192\mathbb{Z}$. This achieves the upper bound of Corollary 9(c), as

$$
d_4 \cdot (g_n(L))^2 \cdot |\mathcal{K}(G; d, r)| = 8 \cdot 2^2 \cdot 24 = 768 = |\mathcal{K}(G'; d', r')|.
$$

3. Divisibility properties of minors of matrices

In this section, we prove several divisibility properties of minors of matrices with integer entries that will be applied to matrices of the form $(\text{diag}(d) - A)$ in Section 4. This section does not use arithmetical structures or the operation discussed in Section 2, and it may thus be read independently from the rest of the paper.

Given an $m \times n$ matrix $B$ and subsets $I \subseteq [m]$ and $J \subseteq [n]$ with $|I| = |J| = k$, let $B_{I,J}$ be the associated minor, i.e. the determinant of the $k \times k$ submatrix of $B$ consisting of entries whose row index is in $I$ and whose column index is in $J$. Slightly abusing notation, when $m = n$ we use $B_{i,j}$ as a shorthand for $B_{\{i\}\{j\}}$.

As defined in Section 2, for $k \in \min\{m, n\} \cup \{0\}$, let $D_k(B)$ be the greatest common divisor of all $k \times k$ minors of $B$, i.e.

$$
D_k(B) = \gcd\{B_{I,J} : I \subseteq [m], J \subseteq [n], |I| = |J| = k\}.
$$

We define $D_0(B) = 1$. For $k \in \min\{m, n\}$, let $D_k^*(B)$ be the greatest common divisor of the determinants of all $k \times k$ submatrices of $B$ that include the last row and the last column, i.e.

$$
D_k^*(B) = \gcd\{B_{I,J} : I \subseteq [m], J \subseteq [n], |I| = |J| = k, m \in I, n \in J\}.
$$

Analogues of all results in this section would hold if we instead defined $D_k^*(B)$ by requiring submatrices to include any specified row and any specified column, but the notion of $D_k^*(B)$ given here is what is of use in Section 4.

We first collect some elementary facts about $D_k(B)$ and $D_k^*(B)$.
Proposition 3. Let $B$ be an $m \times n$ matrix with integer entries. The following statements hold:

(a) $D_k(B)$ divides $D^*_k(B)$ for all $k \in \{\min\{m,n\}\}$,
(b) if $B'$ is an $m' \times n'$ submatrix of $B$, then $D_k(B)$ divides $D_k(B')$ for all $k \in \{\min\{m',n'\}\} \cup \{0\}$,
(c) if $B'$ is an $m' \times n'$ submatrix of $B$ that contains the last row and the last column, then $D^*_k(B)$ divides $D^*_k(B')$ for all $k \in \{\min\{m',n'\}\}$,
(d) $D_n(B) = D^*_n(B) = \det(B)$ whenever $m = n$, and
(e) $D_k(B)$ divides $D_{k+1}(B)$ for all $k \in \min\{m,n\} - 1 \cup \{0\}$.

Proof. Part (a) follows from the fact that the $k \times k$ submatrices of $B$ that include the last row and last column form a subset of the full set of $k \times k$ submatrices of $B$. Part (b) follows from the fact that the $k \times k$ submatrices of $B'$ form a subset of the $k \times k$ submatrices of $B$. Similarly, for part (e), the $k \times k$ submatrices of $B'$ that include the last row and last column form a subset of the $k \times k$ submatrices of $B$ that include the last row and last column. For part (d), when $m = n$ there is only a single $n \times n$ submatrix of $B$, namely the full matrix $B$, and this includes the last row and the last column.

For part (e), let $B'$ be an arbitrary $(k + 1) \times (k + 1)$ submatrix of $B$. Expanding along row 1, we have

$$\det(B') = \sum_{j=1}^{k+1} (-1)^{j+1} b'_{1,j} B'_{1,j}.$$ 

As $D_k(B)$ divides $B'_{1,j}$ for all $j \in [k+1]$, it also divides $\det(B')$. Since $B'$ is arbitrary, Bézout’s identity then gives that $D_k(B)$ divides $D_{k+1}(B)$.

Remark. Proposition 3(e) also follows from the existence of the Smith normal form of $B$, which guarantees that $\alpha_{k+1} = D_{k+1}(B)/D_k(B)$ is an integer for all $k \in \{\min\{m,n\} - 1\} \cup \{0\}$. We include the elementary proof given above because a similar approach is used in other proofs in this section.

Before stating the primary results of this section (Proposition 4, Lemma 5, and Proposition 6), we remark that the corresponding results do not hold for determinantal ideals in a polynomial ring where the entries of the matrix are distinct indeterminates, as we have checked using SageMath [20]. Our proofs therefore rely not only on determinantal identities but also on factorization properties of the integers.

We first recall the Desnanot–Jacobi identity [13], which says that for an $n \times n$ matrix $B$ and $i_1, i_2, j_1, j_2 \in [n]$ with $i_1 < i_2$ and $j_1 < j_2$, we have

$$B_{\{i_1, i_2\}, \{j_1, j_2\}} \det(B) = B_{i_1, j_1} B_{i_2, j_2} - B_{i_1, j_2} B_{i_2, j_1}.$$ 

For a proof and historical remarks on the Desnanot–Jacobi identity, we refer the reader to [5, Theorem 3.12].

Proposition 4. If $B$ is an $m \times n$ matrix with integer entries, then $D^*_k(B)$ divides $D^*_{k+1}(B)$ for all $k \in \{2, 3, \ldots, \min\{m,n\} - 1\}$. 


Lemma 5. Let \( p_1^{a_1} p_2^{a_2} \cdots p_q^{a_q} \) be the prime factorization of \( D_2(B) \). Fix \( \ell \in [g] \).

If \( p_\ell^{a_\ell} \) divides \( b_{3,3} \), we write \( \det(B') \) as its expansion along row 1 plus its expansion along row 2 minus its expansion along row 3 to get

\[
\det(B') = b_{1,1}' B_{1,1}' - b_{1,2}' B_{1,2}' - b_{2,1}' B_{2,1}' + b_{2,2}' B_{2,2}' - b_{3,3}' B_{3,3}'.
\]

Since \( p_\ell^{a_\ell} \) divides \( b_{1,1}' \), \( b_{1,2}' \), \( b_{2,2}' \), and \( b_{3,3}' \), it therefore also divides \( \det(B') \). If \( p_\ell^{a_\ell} \) does not divide \( b_{3,3}' \), we use the Desnanot–Jacobi identity to write

\[
b_{3,3}' \text{ det}(B') = B_{1,1}' B_{2,2}' - B_{1,2}' B_{2,1}'.
\]

As each of \( B_{1,1}' \), \( B_{1,2}' \), \( B_{2,1}' \), and \( B_{2,2}' \) is divisible by \( p_\ell^{a_\ell} \), we have that \( b_{3,3}' \text{ det}(B') \) is divisible by \( p_\ell^{2a_\ell} \). Since \( b_{3,3}' \) is not divisible by \( p_\ell^{a_\ell} \), it follows that \( \det(B') \) is divisible by \( p_\ell^{a_\ell} \).

Running this argument for all \( \ell \), we have that \( D_2(B) \) divides \( \det(B') \). Since \( B' \) is arbitrary, Bézout’s identity gives that \( D_2(B) \) divides \( D_2(B) \). This completes the base case.

Now fix \( k \geq 3 \). Let \( B'' \) be an arbitrary \((k + 1) \times (k + 1)\) submatrix of \( B \) that includes the last row and the last column. Let \( p_1^{c_1} p_2^{c_2} \cdots p_q^{c_q} \) be the prime factorization of \( D_2(B'') \). Fix \( \ell \in [g] \).

By induction, \( D_{k-1}^*(B'') \) divides \( D_k^*(B'') \), and therefore there exist \( i_1, i_2, j_1, j_2 \in [k] \) with \( i_1 < i_2 \) and \( j_1 < j_2 \) such that \( B''_{[k+1]\{i_1,i_2\};[k+1]\{j_1,j_2\}} \) is not divisible by \( p_\ell^{c_\ell+1} \). The Desnanot–Jacobi identity gives

\[
B''_{[k+1]\{i_1,i_2\};[k+1]\{j_1,j_2\}} \det(B'') = B''_{i_1,j_1} B''_{i_2,j_2} - B''_{i_1,j_2} B''_{i_2,j_1}.
\]

As each of \( B''_{i_1,j_1} \), \( B''_{i_2,j_2} \), \( B''_{i_1,j_2} \), and \( B''_{i_2,j_1} \) is divisible by \( p_\ell^{c_\ell} \), we have that

\[
B''_{[k+1]\{i_1,i_2\};[k+1]\{j_1,j_2\}} \det(B'') \text{ is divisible by } p_\ell^{2c_\ell}.
\]

Since \( B''_{[k+1]\{i_1,i_2\};[k+1]\{j_1,j_2\}} \) is not divisible by \( p_\ell^{c_\ell+1} \), it follows that \( \det(B'') \) is divisible by \( p_\ell^{c_\ell} \).

Running this argument for all \( \ell \), we have that \( D_k^*(B'') \) divides \( \det(B'') \). By Proposition 3(c), \( D_k^*(B) \) divides \( D_k^*(B'') \), so therefore it divides \( \det(B'') \). Since \( B'' \) is arbitrary, Bézout’s identity gives that \( D_k^*(B) \) divides \( D_{k+1}^*(B) \).

The next lemma, which gives a complementary statement to Proposition 3(a) about the relationship between \( D_k(B) \) and \( D_k^*(B) \), is key to our results in Section 4. Let \( g_i(B) \) denote the greatest common divisor of the entries of row \( i \) of \( B \), i.e. \( g_i(B) = \gcd_{j \in [n]}(b_{i,j}) \), and let \( B^T \) denote the transpose of \( B \).

Lemma 5. If \( B \) is an \( m \times n \) matrix with integer entries, then \( D_k^*(B) \) is a divisor of \( g_n(B^T) g_m(B) D_k(B) \) for all \( k \in \{2, 3, \ldots, \min\{m, n\}\} \).

Proof. Let \( I \subseteq [m] \) and \( J \subseteq [n] \) with \( |I| = |J| = k \). We will first show \( D_k^*(B) \) divides \( b_{s,n} B_{I,J} \) for all \( s \in [m] \) if \( m \in I \), then show \( D_k^*(B) \) divides \( b_{s,n} b_{m,t} B_{I,J} \) for all \( s \in [m] \) and \( t \in [n] \), and finally show that \( D_k^*(B) \) divides \( g_n(B^T) g_m(B) D_k(B) \).
Fix \( s \in [m] \) and \( t \in [n] \). First suppose \( m \in I \). If \( n \in J \) then by definition we have that \( D_k^*(B) \) divides \( B_{I,J} \) and hence \( b_{s,n}B_{I,J} \), so suppose \( n \notin J \). Let

\[
I' = I \cup \{s'\}, \text{ where } s' = \begin{cases} s & \text{if } s \notin I \\ \text{any element of } [m] \setminus I & \text{if } s \in I \end{cases}
\]

and \( J' = J \cup \{n\} \). Let \( B' \) be the matrix obtained from \( B \) by replacing row \( s' \) by row \( s \). (If \( s' = s \) then \( B' = B \).) Expanding along row \( s' \), we have

\[
B_{I',J'}' = \sum_{j \in J'} \pm b_{s,j}B_{I,J' \setminus \{j\}} = \pm b_{s,n}B_{I,J} + \sum_{j \in J} \pm b_{s,j}B_{I,J' \setminus \{j\}},
\]

and hence

\[
b_{s,n}B_{I,J} = \pm b_{I',J'}' + \sum_{j \in J} \pm b_{s,j}B_{I,J' \setminus \{j\}}.
\]

Since \( m \in I \) and \( n \in (J' \setminus \{j\}) \) for all \( j \in J \), we know that \( D_k^*(B) \) divides \( B_{I,J' \setminus \{j\}} \) for all \( j \in J \). If \( s' \neq s \), then \( B_{I',J'}' = 0 \) and hence is divisible by \( D_k^*(B) \). If \( s' = s \), then \( B_{I',J'}' = B_{I',J'} \) and, since \( m \in I' \) and \( n \notin J' \), it is divisible by \( D_k^*(B) \) and thus, by Proposition 4, by \( D_{k+1}^*(B) \). Hence \( D_k^*(B) \) divides \( b_{s,n}B_{I,J} \).

Now let \( I \) and \( J \) be arbitrary. If \( m \in I \) then we already have that \( D_k^*(B) \) divides \( b_{s,n}B_{I,J} \) and hence \( b_{s,n}B_{m,t}B_{I,J} \), so suppose \( m \notin I \). Let \( I'' = I \cup \{m\} \) and

\[
J'' = J \cup \{t'\}, \text{ where } t' = \begin{cases} t & \text{if } t \notin J \\ \text{any element of } [n] \setminus J & \text{if } t \in J. \end{cases}
\]

Let \( B'' \) be the matrix obtained from \( B \) by replacing column \( t' \) by column \( t \). (If \( t' = t \) then \( B'' = B \).) Expanding along column \( t' \), we have

\[
B_{I'',J''}' = \sum_{i \in I''} \pm b_{i,t}B_{I'',J'' \setminus \{i\}} = \pm b_{m,t}B_{I,J} + \sum_{i \in I} \pm b_{i,t}B_{I'',J'' \setminus \{i\}},
\]

and hence

\[
b_{s,n}B_{m,t}B_{I,J} = \pm b_{I'',J''}' + \sum_{i \in I} \pm b_{s,n}b_{i,t}B_{I'',J'' \setminus \{i\}}.
\]

Let \( s'' \) be any element of \( I \). Expanding along row \( s'' \), we obtain

\[
B_{I'',J''}' = \sum_{j \in J''} \pm b_{s'',j}B_{I'', \setminus \{j\}},
\]

and hence

\[
b_{s,n}b_{m,t}B_{I,J} = \sum_{j \in J''} \pm b_{s,n}b_{s'',j}B_{I', \setminus \{j\}} + \sum_{i \in I} \pm b_{s,n}b_{i,t}B_{I'', \setminus \{i\}}.
\]

Since \( m \in I'' \setminus \{s''\} \) and \( m \in I'' \setminus \{i\} \) for all \( i \in I \), we know from the previous part that \( D_k^*(B) \) divides \( b_{s,n}B_{I', \setminus \{s''\}} \) for all \( j \in J \) and \( b_{s,n}b_{i,t}B_{I'', \setminus \{i\}} \) for all \( i \in I \). Therefore \( D_k^*(B) \) divides \( b_{s,n}b_{m,t}B_{I,J} \).

Since \( D_k^*(B) \) divides \( b_{s,n}b_{m,t}B_{I,J} \) for all \( s \in [m] \) and \( t \in [n] \), using Bézout’s identity gives that \( D_k^*(B) \) divides \( g_n(B^T)b_{m,t}B_{I,J} \) for all \( t \in [n] \) and hence divides
\[ g_n(B^T)g_m(B)B_{I,J}. \] Since \( I \) and \( J \) are arbitrary, Bézout’s identity gives that \( D_k^*(B) \) divides \( g_n(B^T)g_m(B)D_k(B) \).

The final result of this section is a divisibility property involving both \( D_k(B) \) and \( D_k^*(B) \) that will be used in Proposition 10(b) to control the size of \( \alpha_i^j \).

**Proposition 6.** Fix \( m,n \geq 2 \). If \( B \) is an \( m \times n \) matrix with integer entries, then \( D_1(B)D_2^*(B) \) divides \( D_1^*(B)D_2(B) \).

**Proof.** Choose arbitrary \( I = \{i_1,i_2\} \subseteq [m] \) and \( J = \{j_1,j_2\} \subseteq [n] \) with \( i_1 < i_2 \) and \( j_1 < j_2 \). It is enough to show that \( D_1(B)D_2^*(B) \) divides \( b_{m,n}B_{I,J} \) as Bézout’s identity then implies that it divides \( b_{m,n}D_2(B) = D_1^*(B)D_2(B) \). If \( m \in I \) and \( n \in J \), then by definition \( D_1(B) \) divides \( B_{I,J} \), and so \( D_1(B)D_2^*(B) \) divides \( b_{m,n}B_{I,J} \).

For the cases where \( m \notin I \) or \( n \notin J \), it is useful to construct a \( 3 \times 3 \) matrix \( B' \). To do this, first let

\[ I' = I \cup \{s\}, \text{ where } s = \begin{cases} m & \text{if } m \notin I \\ \text{any element of } [m] \setminus I & \text{if } m \in I, \end{cases} \]

and

\[ J' = J \cup \{t\}, \text{ where } t = \begin{cases} n & \text{if } n \notin J \\ \text{any element of } [n] \setminus J & \text{if } n \in J. \end{cases} \]

Then let \( B' \) be the \( 3 \times 3 \) submatrix of \( B \) consisting of entries with row index in \( I' \) and column index in \( J' \). Let \( s' \in \{1,2,3\} \) be the index of the row of \( B' \) corresponding to row \( s \) of \( B \), and let \( t' \in \{1,2,3\} \) be the index of the column of \( B' \) corresponding to column \( t \) of \( B \). We now proceed with the proof that \( D_1(B)D_2^*(B) \) divides \( b_{m,n}B_{I,J} \) in the remaining cases.

If \( m \in I \) but \( n \notin J \), let \( B'' \) be the matrix obtained from \( B' \) by replacing row \( s' \) by row 3. Expanding along row \( s' \) gives

\[
0 = \det(B'') = \pm(b_{3,1}'B_{s',1} - b_{3,2}'B_{s',2} + b_{3,3}'B_{s',3}) = \pm(b_{m,j_2}B_{I,(j_2,n)} - b_{m,j_1}B_{I,(j_2,n)} + b_{m,n}B_{I,J}),
\]

and hence

\[
b_{m,n}B_{I,J} = -b_{m,j_1}B_{I,(j_2,n)} + b_{m,j_2}B_{I,(j_1,n)}.\]

Since \( m \in I \), this shows that \( b_{m,n}B_{I,J} \) is divisible by \( D_1(B)D_2^*(B) \). If \( m \notin I \) but \( n \in J \), we apply the same argument to the transpose of \( B' \) to get that \( D_1(B)D_2^*(B) \) divides \( b_{m,n}B_{I,J} \).

The remaining case is that \( m \notin I \) and \( n \notin J \). Let \( p_1^{a_1}p_2^{a_2} \cdots p_q^{a_q} \) be the prime factorization of \( D_1(B)D_2^*(B) \). Fix \( \ell \in [q] \). Let \( c_\ell \) be the largest integer for which \( p_\ell^{c_\ell} \) divides \( D_1(B) \) and let \( e_\ell \) be the largest integer for which \( p_\ell^{e_\ell} \) divides \( D_2^*(B) \). Note that \( a_\ell = c_\ell = e_\ell \) for all \( \ell \). If \( p_\ell^{e_\ell - c_\ell} \) divides \( b_{m,n} \), then because \( p_\ell^{c_\ell} \) divides every entry of \( B' \) we have that \( p_\ell^{2c_\ell} \) divides \( B_{3,3}' \) and hence that \( p_\ell^{e_\ell - c_\ell + 2c_\ell} = p_\ell^{e_\ell} \) divides \( b_{m,n}B_{3,3}' = b_{m,n}B_{I,J} \). If \( p_\ell^{e_\ell - c_\ell} \) does not divide \( b_{m,n} \), we use the Desnanot–Jacobi identity to write \( b_{m,n}\det(B') = b_{3,3}'\det(B') = B_{1,1}'B_{2,2}' - B_{1,2}'B_{2,1}' \). Since each of \( B_{1,1}', B_{2,2}', B_{1,2}' \), and \( B_{2,1}' \) is divisible by \( p_\ell^{c_\ell} \), we have that \( b_{m,n}\det(B') \) is divisible
for larger minors holds and state this as

It follows that

\[ B_{m,n} = b_{i_1,j_1}B'_{1,1} - b_{i_1,j_2}B'_{1,2} + b_{i_2,j_1}B'_{2,1} - b_{i_2,j_2}B'_{2,2} - \text{det}(B'). \]

Since each term of the right side is divisible by \( p^{2e_\ell} \), so is \( B_{m,n} B_{I,J} \). Running this argument for all \( \ell \) gives that \( D_1(B)D_2(B) \) divides \( B_{m,n} B_{I,J} \). \( \square \)

We believe an analogue of Proposition 6 for larger minors holds and state this as Conjecture 14.

4. CRITICAL GROUPS UNDER THE KEYES–REITER OPERATION

We now determine how critical groups are transformed under the Keyes–Reiter generalized star-clique operation described in Subsection 2.1. Recall that \((G', d', r')\) denotes the result of performing the operation on \((G, d, r)\) at the vertex \( v_n \) and that we let \( L = \text{diag}(d) - A \) and \( L' = \text{diag}(d') - A' \). The approach of this section is to establish a relationship between minors of \( L' \) and certain minors of \( L \) and use this to deduce information about the invariant factors of \( L' \). This then gives information about the relationship between the critical groups \( \mathcal{K}(G, d, r) \) and \( \mathcal{K}(G', d', r') \).

We first record a result of Chio [6]\(^2\) that underlies the relationship between minors of \( L \) and minors of \( L' \). For the convenience of the reader and to keep this article self contained, we include a short proof, following [9, Theorem 3.6.1].

**Lemma 7** (Chio [6]). Fix \( n \geq 2 \), and let \( B \) be an \( n \times n \) matrix with entries \( b_{i,j} \). If \( B' \) is the \( (n-1) \times (n-1) \) matrix with \((i, j)\) entry \( b_{i,j} - b_{i,n} b_{n,j} \), then \( \text{det}(B') = b^{n-2}_{n,n} \text{det}(B) \).

**Proof.** When \( n = 2 \), the result is immediately true. When \( n \geq 3 \) and \( b_{n,n} = 0 \), all columns of \( B' \) are scalar multiples of the same vector, and hence we have that \( \text{det}(B') = 0 = b^{n-2}_{n,n} \text{det}(B) \). When \( n \geq 3 \) and \( b_{n,n} \neq 0 \), multiply each of row \( n - 1 \) through row \( n - 1 \) of \( B \) by \( b_{n,n} \) and then subtract \( b_{i,n} \) times row \( n \) from row \( i \) for all \( i \in [n-1] \). This gives

\[
b^{n-1}_{n,n} \text{det}(B) = \begin{vmatrix}
  b_{1,1}b_{n,n} - b_{1,n}b_{n,1} & \cdots & b_{1,n-1}b_{n,n} - b_{1,n}b_{n,n-1} & 0 \\
  \vdots & \ddots & \vdots & \vdots \\
  b_{n-1,1}b_{n,n} - b_{n-1,n}b_{n,1} & \cdots & b_{n-1,n-1}b_{n,n} - b_{n-1,n}b_{n,n-1} & 0 \\
  b_{n,1} & \cdots & b_{n,n-1} & b_{n,n}
\end{vmatrix}
\]

\[= b_{n,n} \text{det}(B'). \]

Canceling \( b_{n,n} \) gives the desired result. \( \square \)

\(^2\)We were unable to obtain Chio’s manuscript [6] but read the summary of it in [19]. For comments about the rendering of Chio’s name, see [12, footnote 2]. For further historical background, see [1, Section 2].
Remark. The Desnanot–Jacobi identity (stated before Proposition 4) and Chio pivotal condensation (Lemma 7) are special cases of Sylvester’s determinant identity.\footnote{This identity was first stated, without proof, by Sylvester in [22]. For the statement and several proofs, see [2] and the references therein.}

As in the previous section, let $D_k(L)$ denote the greatest common divisor of all $k \times k$ minors of $L$, let $D^*_k(L)$ denote the greatest common divisor of all $k \times k$ minors of $L$ that include the last row and the last column, and let $g_n(L)$ denote the greatest common divisor of the entries of the last row of $L$. We now establish relationships between $D_k(L')$ and $D_{k+1}(L)$ that will lead to connections between the critical groups of $(G, d, r)$ and $(G', d', r')$ in Corollaries 9 and 12.

**Theorem 8.** For all $k \in [n - 2]$,

(a) $D_k(L') = d_n^{k-1} D^*_{k+1}(L)$,
(b) $d_n^{k-1} D_{k+1}(L) \mid D_k(L')$,
(c) $D_k(L') \mid D_k(L)g_n(L)^2d_n^{k-1} D^*_{k+1}(L)$, and
(d) $d_n^{k-1} D^*_{k+1}(L) \leq D_k(L') \leq (g_n(L))^2d_n^{k-1} D_{k+1}(L)$.

**Proof.** There is a one-to-one correspondence between $k \times k$ submatrices of the matrix $L'$ and $(k + 1) \times (k + 1)$ submatrices of $L$ that include the last row and the last column, where the submatrix of $L'$ with row indices in $I$ and column indices in $J$ is associated with the submatrix of $L$ with row indices in $I \cup \{n\}$ and column indices in $J \cup \{n\}$. Recall from Subsection 2.1 that $\ell'_{i,j} = \ell_{i,j} - \ell_{i,n} \ell_{n,j}$ for all $i,j \in [n-1]$. If $B'$ is a $k \times k$ submatrix of $L'$ and $B$ is the associated $(k + 1) \times (k + 1)$ submatrix of $L$, this expression for the entries of $L'$ implies that $b'_{i,j} = b_{i,j} - b_{i,k+1} b_{k+1,j}$ for all $i,j \in [k]$. Applying Lemma 7 then gives

$$
\det(B') = b'_{k+1,k+1}^{-1}\det(B) = \ell'_{n,n}^{-1}\det(B) = d_n^{k-1}\det(B).
$$

Taking the greatest common denominator over all pairs $B'$ and $B$, we get $D_k(L') = d_n^{k-1} D^*_{k+1}(L)$, proving (a).

To prove (b), Proposition 3(a) implies that $d_n^{k-1} D_{k+1}(L) \mid D^*_{k+1}(L)$, which, by part (a), equals $D_k(L')$. To prove (c), part (a) gives that $D_k(L') = d_n^{k-1} D^*_{k+1}(L)$, which, by Lemma 5, divides $g_n(L^T) g_n(L) d_n^{k-1} D_{k+1}(L)$. Since $L$ is symmetric, we have $g_n(L^T) g_n(L) = (g_n(L))^2$, completing the proof of (c). Part (d) immediately follows from (b) and (c). $\square$

Focusing on the special case $k = n - 2$, Theorem 8 gives information about how the order of the critical group is transformed by the operation.

**Corollary 9.** The following statements hold:

(a) $d_n^{n-3} | \mathcal{K}(G; d, r) |$ divides $| \mathcal{K}(G'; d', r') |$,
(b) $| \mathcal{K}(G'; d', r') |$ divides $(g_n(L))^2 d_n^{n-3} | \mathcal{K}(G; d, r) |$, and
(c) $d_n^{n-3} | \mathcal{K}(G; d, r) | \leq | \mathcal{K}(G'; d', r') | \leq (g_n(L))^2 d_n^{n-3} | \mathcal{K}(G; d, r) |$.

**Proof.** As discussed in Subsection 2.2, $| \mathcal{K}(G; d, r) | = D_{n-1}(L)$ and $| \mathcal{K}(G'; d', r') | = D_{n-2}(L')$. The result then immediately follows by applying Theorem 8 with $k = n - 2$. $\square$
Whenever \( g_n(L) = 1 \), Corollary 9(c) says that \( |K(G'; d', r')| = d_n^{n-3}|K(G; d, r)| \), i.e. that the order of \( K(G'; d', r') \) is determined exactly. This applies, in particular, whenever \( G \) is a connected, simple graph, as then \( \ell_{n,j} = 1 \) for some \( j \in \{ n - 1 \} \), implying that \( g_n(L) = 1 \). When \( g_n(L) = 1 \), we moreover can precisely determine the group \( K(G'; d', r') \) in terms of \( K(G; d, r) \), which we do in Corollary 12.

When \( g_n(L) \neq 1 \), Example 2 provides an example of a non-simple graph with two arithmetical structures that share the same critical group and the same value of \( d_n \), but after performing the operation they achieve the two distinct bounds in Corollary 9(c).

We now turn our attention to understanding the relationship between \( K(G; d, r) \) and \( K(G'; d', r') \) more precisely. Recall from Subsection 2.2 that \( K(G; d, r) \cong \bigoplus_{k=1}^{n-1} \mathbb{Z}/\alpha_k \mathbb{Z} \), where the invariant factors \( \alpha_k = D_k(L)/D_{k-1}(L) \) are the diagonal entries of the Smith normal form of \( L \). Similarly, \( K(G'; d', r') \cong \bigoplus_{k=1}^{n-1} \mathbb{Z}/\alpha'_k \mathbb{Z} \), where \( \alpha'_k = D_k(L)/D_{k-1}(L) \). We begin by establishing some relationships between \( \alpha'_1 \) and \( \alpha_2 \).

**Proposition 10.** The following statements hold:

(a) \( \alpha_1' \) divides \( (g_n(L))^2 \alpha_1 \alpha_2 \),
(b) \( \alpha_1' \) divides \( d_n \alpha_2 \),
(c) \( \alpha_1' \) divides \( \gcd((g_n(L))^2 \alpha_1, d_n) \alpha_2 \),
(d) \( \alpha_1 \alpha_2 \) divides \( \alpha_1' \), and
(e) \( \alpha_1 \alpha_2 \leq \alpha_1' \leq \gcd((g_n(L))^2 \alpha_1, d_n) \alpha_2 \).

**Proof.** For (a), we have

\[
\alpha_1' = \frac{D_1(L')}{D_0(L')} = D_1(L').
\]

By Theorem 8(c), this divides \( (g_n(L))^2 D_2(L) = (g_n(L))^2 \alpha_1 \alpha_2 \).

For (b), we have

\[
\alpha_1' = \frac{D_1(L')}{D_0(L')} = D_1(L').
\]

By Theorem 8(a), this equals \( D_2'(L) \), which, by Proposition 6, divides

\[
\frac{D_1'(L) D_2(L)}{D_1(L)} = d_n \alpha_2.
\]

Part (c) follows from (a) and (b) using Bézout’s identity.

For (d), we have \( \alpha_1 \alpha_2 = D_2(L) \). By Proposition 3(a), this divides \( D_2'(L) \), which, by Theorem 8(a), equals \( D_1(L') = \alpha_1' \).

Part (e) immediately follows from (c) and (d). \( \square \)

We next establish some relationships between \( \alpha'_k \) and \( \alpha_{k+1} \) for \( k \geq 2 \).

**Theorem 11.** For all \( k \in \{2, 3, \ldots, n-2\} \),

(a) \( \alpha'_k \) divides \( (g_n(L))^2 d_n \alpha_{k+1} \),
(b) \( d_n \alpha_{k+1} \) divides \( (g_n(L))^2 \alpha'_k \), and
(c) \( \frac{d_n \alpha_{k+1}}{(g_n(L))^2} \leq \alpha'_k \leq \alpha_{k+1} \).

We now prove this theorem.
Remark. In the special case when \( g \) preserves the critical group, consistent with the observation in [16.

Proof. We use Theorem 8(a) to get

\[
\alpha_k' = \frac{D_k(L')}{D_{k-1}(L')} = \frac{D_k(L')}{d_n^{k-2}D_k^*(L)},
\]

which, by Theorem 8(c), divides

\[
\frac{(g_n(L))^2d_n^{k-1}D_{k+1}(L)}{d_n^{k-2}D_k^*(L)}.
\]

By Proposition 3(a), this divides

\[
\frac{(g_n(L))^2d_n^{k-1}D_{k+1}(L)}{d_n^{k-2}D_k^*(L)} = (g_n(L))^2d_n\alpha_{k+1},
\]

completing the proof of (a).

For (b), we have

\[
d_n\alpha_{k+1} = d_n\frac{D_{k+1}(L)}{D_k^*(L)} = \frac{(g_n(L))^2d_n^{k-1}D_{k+1}(L)}{(g_n(L))^2d_n^{k-2}D_k(L)},
\]

which, by Lemma 5, divides

\[
\frac{(g_n(L))^2d_n^{k-1}D_{k+1}(L)}{d_n^{k-2}D_k^*(L)}.
\]

By Proposition 3(a), this divides

\[
\frac{(g_n(L))^2d_n^{k-1}D_{k+1}^*(L)}{d_n^{k-2}D_k^*(L)} = (g_n(L))^2\frac{D_k(L')}{D_{k-1}(L')} = (g_n(L))^2\alpha_k',
\]

where the first equality follows by Theorem 8(a).

Part (c) immediately follows from (a) and (b).

Whenever \( g_n(L) = 1 \), and in particular when \( G \) is a simple graph, we can determine \( \alpha_k' \) exactly.

Corollary 12. If \( g_n(L) = 1 \) (for example, if \( G \) is a simple graph), then \( \alpha_1' = \alpha_2 \)

and \( \alpha_k' = d_n\alpha_{k+1} \) for all \( k \in \{2, 3, \ldots, n-2\} \). In particular,

\[
K(G'; d', r') \cong \mathbb{Z}/\alpha_2\mathbb{Z} \oplus \left( \bigoplus_{k=2}^{n-2} \mathbb{Z}/d_n\alpha_{k+1}\mathbb{Z} \right).
\]

Proof. When \( g_n(L) = 1 \), Proposition 10(e) immediately gives that \( \alpha_1' = \alpha_2 \).

In this case we also have that \( \alpha_1 = D_1(L) = 1 \), so therefore \( \alpha_1' = \alpha_2 \). For all \( k \in \{2, 3, \ldots, n-2\} \), Theorem 11(c) gives that \( \alpha_k' = d_n\alpha_{k+1} \).

When \( G \) is a connected, simple graph, \( \ell_{n,j} = 1 \) for some \( j \in [n-1] \), and hence \( g_n(L) = 1 \). Therefore this result applies to all arithmetical structures on connected, simple graphs.

Remark. In the special case when \( G \) is a simple graph and \( d_n = 1 \), we have that \( \alpha_1 = D_1(L) = 1 \), and therefore Corollary 12 indicates that the star-clique operation preserves the critical group, consistent with the observation in [18, Section 1.8].
Since $|\mathcal{K}(G'; d', r')| = \alpha'_1 \alpha'_2 \cdots \alpha'_{n-2}$ and $|\mathcal{K}(G; d, r)| = \alpha_1 \alpha_2 \cdots \alpha_{n-1}$, Corollary 9(c) implies that

$$\alpha'_1 \alpha'_2 \cdots \alpha'_{n-2} \leq (g_n(L))^2 d_n^{-3} \alpha_1 \alpha_2 \cdots \alpha_{n-1}.$$ 

This suggests it may be possible to improve the bound $\alpha'_k \leq (g_n(L))^2 d_n \alpha_{k+1}$ in Theorem 11(c) when $g_n(L) \neq 1$. Indeed, we conjecture that $\alpha'_k$ divides $d_n \alpha_{k+1}$ for all $k \in [n-2]$.

**Conjecture 13.** For all $k \in [n-2]$, $\alpha'_k$ divides $d_n \alpha_{k+1}$.

Conjecture 13 would imply that $|\mathcal{K}(G'; d', r')| = \alpha'_1 \alpha'_2 \cdots \alpha'_{n-2}$ divides $d_n^{-2} \alpha_2 \cdots \alpha_{n-1} = \frac{d_n^{-2} |\mathcal{K}(G; d, r)|}{\alpha_1}$.

With Corollary 9(b) and Bézout’s identity, this would show that $|\mathcal{K}(G'; d', r')|$ divides $\gcd((g_n(L))^2, d_n \alpha_1) d_n^{-3} |\mathcal{K}(G; d, r)|$.

This would be an improvement of Corollary 9(b) whenever $(g_n(L))^2$ does not divide $d_n / \alpha_1$, or equivalently whenever $(g_n(L))^2 \alpha_1$ does not divide $d_n$.

Since

$$\alpha'_k = \frac{D_k(L')}{D_{k-1}(L')} = \frac{d_k^{-1} D_{k+1}^*(L)}{d_k^{-2} D_k^*(L)} = \frac{d_n D_{k+1}^*(L)}{D_k^*(L)},$$

and

$$d_n \alpha_{k+1} = d_n \frac{D_{k+1}^*(L)}{D_k^*(L)},$$

we have that Conjecture 13 would follow from proving that $D_{k+1}^*(L)/D_k^*(L)$ divides $D_{k+1}(L)/D_k(L)$, or equivalently that $D_k(L) D_{k+1}^*(L)$ divides $D_{k+1}(L) D_k^*(L)$. We believe this statement is true for all matrices with integer entries and record this as another conjecture, as it may be of independent interest to some readers.

**Conjecture 14.** If $B$ is an $m \times n$ matrix with integer entries, then $D_k(B) D_{k+1}^*(B)$ divides $D_k^*(B) D_{k+1}(B)$ for all $k \in [\min\{m, n\} - 1]$.

Note that Proposition 6 proves Conjecture 14 in the special case $k = 1$. Note also that, in the special case where $m = n$ and $k = n - 1$, we have by Proposition 3(d) that $D_{n-1}^*(B) = D_n(B) = \det(B)$, and therefore the conjecture reduces to saying that $D_{n-1}(B)$ divides $D_{n-1}^*(B)$, which is true by Proposition 3(a).
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