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Abstract

In this paper, we aim to advance the research of multi-modal pre-training on E-commerce and subsequently contribute a large-scale dataset, named M5Product, which consists of over 6 million multimodal pairs, covering more than 6,000 categories and 5,000 attributes. Generally, existing multi-modal datasets are either limited in scale or modality diversity. Differently, our M5Product is featured from the following aspects. First, the M5Product dataset is 500 times larger than the public multimodal dataset with the same number of modalities and nearly twice larger compared with the largest available text-image cross-modal dataset. Second, the dataset contains rich information of multiple modalities including image, text, table, video and audio, in which each modality can capture different views of semantic information (e.g. category, attributes, affordance, brand, preference) and complements the other. Third, to better accommodate with real-world problems, a few portion of M5Product contains incomplete modality pairs and noises while having the long-tailed distribution, which aligns well with real-world scenarios. Finally, we provide a baseline model M5-MMT that makes the first attempt to integrate the different modality configuration into an unified model for feature fusion to address the great challenge for semantic alignment. We also evaluate various multi-model pre-training state-of-the-arts for benchmarking their capabilities in learning from unlabeled data under the different number of modalities on the M5Product dataset. We conduct extensive experiments on four downstream tasks and provide some interesting findings on these modalities. Our dataset and related code are available at https://xiaodongsuper.github.io/M5Product_dataset.

1 Introduction

Nowadays, self-supervised learning has driven the rapid development of fields such as computer vision and natural language processing, as well as research on multi-modal representation learning. Given the prevalence of online shopping in daily life, multi-modal pre-training on E-commercial products has received increasing attention and led the development trends of next-generation technology for several downstream tasks (e.g., multi-modal retrieval, multi-modal classification and clustering). Recent progress in multi-modal pre-training, from both theoretical [1] and practical [2, 3] perspectives, proves that large scale samples with diverse modalities can effectively enhance the discrimination of generated features and thus improve the performance in the vision-language tasks.
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A large-scale, diverse and cleanly annotated dataset is instrumental for elevating the performance of a multi-modal pre-training network. However, the research is restrained due to the following reason: 1) The dataset scale is comparatively smaller, and the modality and category generally lack diversity. The existing product datasets only provide a limited amount of training data and categories, and some of them do not even include category information. For instance, in the largest public generic Conceptual Caption dataset [4], there are no category information provided and only text and image are included. Meanwhile, in several product datasets (e.g. RPC checkout [5] (200 categories), Dress Retrieval [6] (no categories) and Product1M [7] (458 categories)), the category number is limited, which cannot cover more categories for the performance verification of downstream tasks. 2) Leveraging unlabeled data in more diverse domains and modalities beyond images and text has been barely explored. Models trained on the available generic multi-modal datasets [8, 9, 10] for E-commerce products are always sub-optimal due to the domain gap. Although there are some E-commerce product datasets, these data are only specialized on the fashion domain [6, 11, 12]. Given this circumstance, it is difficult when more categories of products are added to the inventory, leading to quick performance degradation.

More importantly, the current research community mainly focuses on the text-image two modalities for multi-modal pre-training, ignoring the importance of complementary information from other modalities, which leads to limited performance improvements. How to perform multi-modal training with more diverse modality data beyond image and text has been barely explored. For example, the table gives detailed property and attribute information, e.g. brand, materials, attribute and scenarios. And product videos and audios can illustrate different viewpoints, scales, affordance, selling points, characteristics and application scenarios which cannot be revealed solely from images.

To address the problem of scale insufficiency and modality diversity and bridge the gap with real-world scenarios, we present a very large-scale E-commerce multi-modal product dataset M5Product, which is the largest and most diverse multi-modal product dataset so far. Our M5Product dataset contains more than 6 million multi-modal samples and 6,232 categories, which is twice larger than the largest public image-text dataset Conceptual Caption [4], and has more complex and diverse modalities than existing datasets. Figure 1 shows the presented five modalities (image, caption, video, audio and table) in our dataset. Each sample in M5Product is crawled from the E-tail websites. We annotate all samples based on the image contents and text descriptions. To facilitate fine-grained recognition, we annotate the fine-grained categories of a subset of our M5Product that contains one million cosmetic samples. The comprehensive comparison between our M5Product dataset and other widely used multi-modal pre-training datasets are shown in Table 2.

To investigate how the number of modalities can influence the performance of a self-supervised pre-training model, we propose a generic framework that taking five modalities data as inputs, as shown in Figure 2. In more detail, we first propose a multi-modal five stream pre-training model named Multi-Model Transformer (M5-MMT) for several downstream tasks and compare with several vision-language models [13, 14] as the baseline methods only using both image and text modalities. To verify the advantages of using more diverse data for training, we also compare the retrieval
Figure 2: An illustration of our M5Product benchmark. It provides a one-stop performance evaluation for four common downstream tasks: 1) multi-modal retrieval, 2) fine-grained retrieval, 3) multi-modal classification, and 4) multi-modal clustering. The benchmark verifies the effectiveness of modality diversity in five widely used modalities. We propose a baseline model to integrate five modalities and allow for modality incompleteness, named as M5-MMT and compare it with two kinds of baseline methods (i.e. CLIP [13] and ViLBERT [14] for multi-modal pretraining.

performance of our M5-MMT using different number of modalities. The overview of our benchmark is shown in Figure 2. The results show the superiority over the baselines that adopt partial modalities. Additionally, we train and verify these models mentioned above and give several observations on four real-world downstream tasks for E-commerce products by analyzing these results. These downstream tasks include multi-modal retrieval, fine-grained retrieval, multi-modal classification and clustering. These observations can be summarized from our extensive experiments as follows:

- For multi-modal pre-training models on the E-commerce domain, dataset scale and diversity are relatively important for the downstream tasks.
- Our M5-MMT with hybrid-streams for learning semantic alignment from five modalities on M5Product shows benefits over two-modalities models.
- In the large-scale and complex scenarios, the modal complementary gain between different modalities is more obvious.
- Contributing to cross-modal contrastive learning for improving the discrimination of learned features, our M5-MMT shows superior performance over other baseline methods.

2 Related Work

Multi-modal pre-training dataset. Most multi-modal pre-training datasets are collected from social websites (e.g. twitter and facebook) with just two modalities for specified tasks. These datasets can be divided into four categories according to their modality composition, i.e., audio/text, video/text, image/text and others. LJ Speech [15] and SQuAD [16] are the classical audio/text datasets for the voice synthesis and audio Q&A. Similarly, most video/text datasets [17, 18, 19, 20, 21, 22, 23, 24] are mainly for video Q&A with limited number of samples. Currently, image/text datasets [3, 25, 26, 8, 27, 28, 29, 5, 30, 31, 32, 33] are widely used for pretraining multi-modal models. The Conceptual Caption [4] with more than three million image-text pairs is the most widely used pre-training dataset. MS COCO [8], Flickr30K [27], INRIA-Websearch [31] and NUS-WIDE [32] with standard annotations are often used in the multi-modal and cross-modal retrieval tasks. Other datasets include CMU-MOSEI [34] and XMedia [35], where CMU-MOSEI mainly focuses on the emotional analysis and XMedia is utilized for cross-modal retrieval.

Recently, with the rapid development of E-Tailing, several product-oriented multimodal benchmarks are proposed to improve the performance of several key challenges such as similar product recommendations and visual or text product search. The Dress Retrieval [6], RPC checkout [5] and Product1M [7] are typical E-commerce multi-modal datasets. The Dress Retrieval has 20,200 samples on the clothing category, RPC checkout offers 30,000 samples with simple backgrounds in retail small goods and Product1M provides 1.18 million samples with 458 cosmetics classes. Compared
with these three datasets, our \textit{M5Product} is not only larger in terms of categories and data scale, but also contains a more diverse set of modalities. The detailed comparisons with other multi-modal pre-training datasets are in Table 2.

\textbf{Multi-modal pre-training for E-commerce products.} In the last few years, many vision-language pre-trained models have been explored for visual-text multi-modal learning, which can be coarsely divided into two categories: 1) Single-stream models whose transformer layer operates collectively on the concatenation of visual and text inputs, e.g., VL-bert [36], Image-BERT [37], VideoBERT [38] and HERO [39]. 2) Dual-stream models whose image and text inputs are not concatenated. ViLBERT [14], LXMERT [40] and CLIP [13] are the most typical methods.

Nowadays, there are several studies for the fashion-based task such as FashionBERT [41], MAAF [42], Kaleido-BERT [43] and CAPTURE [7]. FashionBERT [41] is the first study related to E-commerce in the fashion domain. MAAF [42] aims to derive a modality-agnostic attention fusion strategy to address the undifferentiated text and image query task. Kaleido-BERT [43] introduces a novel Kaleido strategy for fashion cross-modality representations from transformers. CAPTURE [7] proposes a novel contrastive learning framework via a hybrid-stream transformer for multi-product retrieval. All existing studies in the E-commerce scenarios focus solely on the image and text modalities. There is no benchmark method that handles so many modalities to date. Our proposed benchmark can fill this gap fully using diverse modalities on the \textit{M5Product} dataset to facilitate the product multi-modal pre-training research.

\section{M5Product}

\textbf{Data Collections.} We have been authorized by Alibaba Group to access and obtain this data. The detailed license is given in the Sec. B in the supplementary material. The data is crawled from \textit{Taobao} website\footnote{ https://tb.alicdn.com/snapshot/index.html}. We analyze the front page of each E-commerce product and crawl the download information of product images, captions, videos and specifications. Then, we utilize this information to download
Table 2: Comparisons with other widely used multi-modal datasets. "-" means not mentioned. Our M5Product is one of the largest multi-modal datasets compared with existing datasets.

| Dataset             | #samples | #categories | #instances | #modalities | #modal type | #Product |
|---------------------|----------|-------------|------------|-------------|-------------|----------|
| LJ Speech [15]      | 13,100   | -           | -          | 2           | audio/text  | no       |
| SQuAD [16]          | 37,111   | -           | -          | 2           | audio/text  | no       |
| TVQA [17]           | 21,793   | -           | -          | 2           | video/text  | no       |
| MovieQA [18]        | 408      | -           | -          | 2           | video/text  | no       |
| TGIF-QA [19]        | 56,720   | -           | -          | 2           | video/text  | no       |
| AVSD [20]           | 11,816   | -           | -          | 2           | video/text  | no       |
| Youcook2 [21]       | 14,000   | 89          | -          | 2           | video/text  | no       |
| VATEX [22]          | 35,000   | -           | -          | 2           | video/text  | no       |
| MSRVTT [23]         | 200,000  | 20          | -          | 2           | video/text  | no       |
| HowTo100M [24]      | 1,220,000| 12          | -          | 2           | video/text  | no       |
| Conceptual Caption  [4] | 3,300,000 | -           | -          | 2           | image/text  | no       |
| SBU [25]            | 890,000  | -           | -          | 2           | image/text  | no       |
| Visual Genome [26]  | 108,000  | -           | -          | 2           | image/text  | no       |
| COCO [8]            | 123,287  | -           | -          | 2           | image/text  | no       |
| Flickr3K [27]       | 31,000   | -           | -          | 2           | image/text  | no       |
| NULVR2 [28]         | 107,292  | -           | -          | 2           | image/text  | no       |
| VQA2.0 [29]         | 204,721  | -           | -          | 2           | image/text  | no       |
| RPC checkout [5]    | 30,000   | 200         | 367,935    | 2           | image/text  | no       |
| Twitter100k [30]    | 100,000  | -           | -          | 2           | image/text  | no       |
| INRIA-Websearch [31]| 71,478   | 353         | -          | 2           | image/text  | no       |
| NUS-WIDE [32]       | 269,648  | 81          | -          | 2           | image/text  | no       |
| Open Image [33]     | 1,670,000| -           | -          | 2           | image/text  | no       |
| CMU-MOSEI [34]      | 23,500   | 2           | -          | 3           | text/video/audio | no       |
| XMedia [35]         | 12,000   | 20          | -          | 5           | image/text/audio/table | yes |

Data of four modalities including the image, caption, video and table (product specifications) and remove the duplicated data. After downloading, audio information is extracted via the moviepy tools saved in the mp3 format. For product specifications, we respectively extract 5,679 product properties and 24,398,673 values to construct a table database coarsely labeled by e-commerce merchants. Finally, 6,313,067 data is obtained. In the data collection process, about 1% data are not paired due to the invalid download link. Hence, our M5Product is not a complete pairing dataset compared with traditional multi-modal datasets in a strict sense. After data collections, we summarize the characteristics of the different modalities data in our M5Product data in Table 1.

Data Format. Image data contain 6,313,067 products uploaded by 1,000,517 merchants. Each product has at least five product images, where the first image is the main image that gives the detailed overview of a product and the rest of them depict its functionalities or characteristics. We pick all the main images to construct the dataset. Images of different sizes are divided into three groups representing different qualities. Caption data are provided by 1,000,517 merchants. It is a common case that the text descriptions do not always match well with other modalities due to the fraud. According to the fraud level, the caption data also can be split into three types: well-matched, partially-matched and poorly-matched. Video data are used to showcase products’ usage and characteristics to customers. In our dataset, these videos are recorded at a speed of 24 frames per second (FPS). We further sample those original frames and select one frame per second, since adjacent frames are similar and redundant and could give rise to excessive computational burden. Audio data are extracted from the video data. We extract the corresponding audio information of all sampled video frames. Then the audio frames are transformed into spectrogram by Mel-Frequency Cepstral Coefficients (MFCC)[44]. We set the frame size and hop size as 1,024 and 256 respectively. Tabular data are a special kind of database recording some additional product characteristics such as appearances, purposes and producer. The tabular data is indexed by the product ID and collected from the whole product database. There are 5,679 property information and more than 24,398,673 unique values.

Dataset split. The M5Product dataset is split into train, gallery-c, query-c, gallery-fg and query-fg sets. The train set contains 4,423,160 samples with 3,593 classes. The gallery-c set and query-c set are used for coarse retrieval task while gallery-fg set and query-fg set are used for fine-grained
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retrieval task. The difference lies in the category level of the annotation labels. In the query-fg and gallery-fg sets, all products of each category belong to the same product, such as the IPHONE 11 Black, while in a coarse-grained set, each category contains several different products, such as dresses of different styles. During constructing fine-grained set, we extracted all cosmetics categories for fine-grained annotation, and finally obtained 1,991 query-fg samples and 117,858 gallery-fg samples. query-c and gallery-c sets contain 24,410 and 1,197,905 samples respectively, among which 249,614 samples in gallery-c set are matched with samples in query-c set, and 948,291 samples are not matched with samples in query-c. These unmatched samples are added to the gallery-c set to increase the difficulty of the retrieval task. For the classification task, we selected 1,797 categories with a total of 40,000 samples for fine-tune and 4,040 samples for testing.

**Diversity analysis.** We give the quantitative analysis of our M5Product dataset from the perspective of both modalities and categories. About 5% of products are not paired with other modalities, e.g. some data contains only images, captions and tabular properties. The category distribution is shown in Figure 3. And the diversity of modalities and categories is shown in Figure 4. From the figure, we can find that more than 6,000 classes are included in our M5Product, covering various and massive amounts of the E-commerce products such as clothes, cosmetics, instruments and so on.

**Quality Analysis.** We give a fair comparison between our M5Product dataset and other datasets in Table 2. Compared with the existing multi-modal datasets, M5Product is the first extremely large public real-world E-commerce product dataset that contains data of the most modalities. In our M5Product dataset, images, captions, videos, audios and tables these five kinds of data are mixed across different senses and data structures. Moreover, our dataset also has a large amount of instances, i.e., more than six million samples and 6,232 coarse categories. These abundant data well benefit several downstream tasks such as self-learning, weakly-supervised learning, multi-modal retrieval, cross-modal generation and fine-grained recognition. Especially, more modalities and instance number can help researchers expand their fields from reading to listening and objection to intuition.

**Evaluation Metrics.** Evaluation metrics are essential for fair comparisons of different methods on the downstream tasks. In our paper, we mainly focus on the three kinds of tasks (product retrieval, classification and clustering) at the feature level. For product retrieval, we adopt the widely used metrics mean Average Precision (mAP) and Precision [45, 46, 47] to evaluate the retrieval accuracy on two sub-task coarse and fine-grained retrieval. For product classification and clustering, all methods are evaluated by Classification Precision (Classification accuracy), Clustering Accuracy (ACC), Normalized Mutual Information (NMI) [48] and Purity.

4 Benchmark for E-commerce multi-modal pre-training

4.1 M5-MMT and Detailed Implementation.

**M5-MMT model.** There are no existing models that can be directly applicable for handling all five modalities simultaneously. To overcome the problem, we proposal a new multi-modal pre-training model that is capable of processing five modality inputs in real world scenarios, named as **M5-MMT**, and plot the detailed architecture of M5-MMT in Figure 5. From the figure, M5-MMT contains two modules (Separate Modality Encoder and Multi-modal Fusion Encoder) to achieve semantic alignment and joint learning of multi-modal inputs. Specifically, Separate Modality Encoder consists of five transformer encoders for different modalities including text, image, video, table and audio.
Table 3: The performance gains from sequentially adding more modalities using our M5-MMT.

| Modal  | Accuracy | mAP@1 | mAP@5 | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|--------|----------|--------|--------|---------|--------|--------|---------|
| Text   | 78.50    | 10.66  | 14.37  | 14.44   | 10.66  | 6.95   | 5.69    |
| +Image | 79.51    | 18.04  | 24.20  | 23.81   | 18.04  | 14.96  | 13.39   |
| +Table | 81.46    | 24.10  | 30.37  | 29.50   | 24.10  | 16.81  | 13.98   |
| +Video | 81.60    | 31.91  | 38.68  | 37.34   | 31.91  | 22.96  | 19.28   |
| +Audio | 81.71    | 32.11  | 39.27  | 37.82   | 32.11  | 23.19  | 19.47   |

The text encoder and table encoder are standard transformers to encode the product captions and table data separately. Image encoder takes proposals extracted by bottom-up-attention [49] as inputs. Video encoder processes ordinal frames sampled from the input video as input data. For audio encoder, M5-MMT encodes MFCC[44] features from audio. Followed by Separate Modality Encoder, a contrastive loss is applied for semantic alignment. For another module, Multi-modal Fusion Encoder is achieved by cross attention transformers, including text-image, text-table, text-video and text-audio cross attention modules. Each cross attention transformer learns the inter-modal relations between one modality and other modalities by exchanging key-value pairs in the multi-headed attention mechanism. For improving the learning capability of M5-MMT model, we also apply several mask-based pretext tasks to the multi-modal fusion encoder. For modality-wise feature learning, we adopt masked multi-modal modeling tasks, include Mask Language Modeling task (MLM), Mask Region Prediction task (MRP), Mask Entity Modeling task (MEM), Mask Frame Prediction task (MFP) and Mask Audio Modeling task (MAM). For all masking tasks, 15% of the inputs are masked out and the remaining inputs are used to reconstruct the masked information. Please note that for the MEM task, 15% of the entities such as properties or values are entirely masked, which makes our model better encode the table information for recovering masking inputs. The main differences of our M5-MMT in comparison with existing multi-modal transformer models can be summarized as: 1) The M5-MMT model can simultaneously support partial and five modalities for simultaneous training; 2) Our M5-MMT is the first model applying multi-modal contrastive learning to five modalities to date.

Training and Downstream Tasks. To verify the effectiveness of modality diversity, we separately train M5-MMT model under the different number of modalities and observe the variations in performance. Meanwhile, we compare image-text versions of M5-MMT with image-text pre-training baselines, ViLBERT [14] and CLIP [13]. We also provide two variances of modality completion to solve the missing and incomplete modality training problem. All models are evaluated with same metrics mentioned in Sec. 3 for four downstream tasks including multi-modal retrieval task, fine-grained retrieval task, multi-modal classification and clustering task. In our dataset M5Product, the definitions of four downstream tasks are shown as follows. The multi-modal retrieval task aims to search the most relevant target products using combinations of two or more modalities. Similarly, the fine-grained retrieval task is defined to use single or multiple modalities to match the most associated products in the instance level. The multi-modal classification and clustering tasks utilize the extracted multi-modal features from the pre-training model to achieve product classification and clustering.

Implementation Details. We implement five multi-modal pre-training methods for image and text modalities: Image-based, Text-based, ViLBERT [14] and CLIP [13] and our proposed M5-MMT. We use the BERT[50] to initialize the linguistic transformer of our M5-MMT. The transformer layer number of Separate Modality Encoder and Multi-modal Fusion Encoder are both set to 6, which adds up to 12 transformer layers. We set the hidden state size of each modality transformer and other baselines to 768 for a fair comparison. The maximum sequence length of caption and table is set to 36 and 64 separately. We train M5-MMT with a total batch size of 64 for 5 epochs and use Adam optimizer [51] with a warm-up learning rate of $1e^{-4}$. To overcome the multi-modal pre-training with the missing and incomplete modalities problems, we also provide two simple baseline methods, and train and test both methods using five modalities on the MProduct dataset. Specifically, the first method complete $\alpha$ directly deletes the samples with incomplete modalities during the training process and the second method complete $\beta$ refers to the existing modalities to crawl missing modalities for each sample using websearch. More details have been released at 9.

We first train the model on the training split and then apply the pre-trained model to extract the modality features of the gallery and test splits for product retrieval, classification and clustering tasks.

---

9 https://xiaodongsuper.github.io/M5Product_dataset
4.2 Modality Diversity

We examine the performance of our proposed M5-MMT in the different number of modalities to verify the effectiveness of modality diversity in multi-modal pre-training. Specially, we train M5-MMT on the training split and report the mAP and Prec under the different number of matching results for the multi-modal retrieval task. Meanwhile, we also provide the experimental results at coarse- and fine-grained levels on our M5Product dataset. For the coarse- and fine-grained retrieval, we mainly focus on the category-level and instance-level groundtruth respectively. The performance on the test split is reported in Table 3, 4 and 5.

Coarse multi-modal retrieval. Multi-modal retrieval have been explored for E-commerce product recommendation and product search. Our experiments in Table 3 and 4 demonstrate the retrieval performance is improved significantly with the increase of modality diversity. From Table 3, we can observe that modality complementary mechanism helps to combine five modality feature representations and improve the retrieval performance up to 3% compared with the simple baseline (denoted as Text). It is mainly because different modalities can capture different views of semantic information of the same products.

Fine-grained multi-modal retrieval. We also give the performance results on the subset with fine-grained annotations. Experiments in Table 5 also show that multi-modal diversity is a beneficial factor for improving the multi-modal retrieval performance. Meanwhile, we can find that the performance of our M5-MMT on the coarse-grained set is worse than that on the fine-grained subset. It is because the whole M5Product has more complex backgrounds and more categories, which is difficult to be matched with the corresponding target.

Semantic Alignment. The modality correlation is defined as the average cosine similarity between image and text. We calculate the modality correlation of multi-modal models trained using different number of modalities, and plot Figure 6 to show the variations of modality correlations with the number of modalities. We can observe that as the number of modalities grows, the semantic alignment capability of the pre-training model becomes greater.

4.3 Multi-modal Downstream Tasks

Multi-modal product retrieval. We provide the experimental results on the M5Product dataset for product retrieval with different search methods in Table 6 and 7. We find that the multi-modal data can significantly improve the accuracy of product retrieval due to the modality complementarity.

---

### Table 4: The performance of our model M5-MMT on the coarse-grained multi-modal retrieval task.

| Image+Text | mAP@1 | mAP@5 | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|------------|-------|-------|--------|--------|--------|--------|
| I → I      | 46.50 | 53.26 | 50.69  | 46.50  | 39.13  | 35.13  |
| T → T      | 57.29 | 64.76 | 62.16  | 57.29  | 54.82  | 55.96  |
| I+T → I+T  | 51.35 | 57.97 | 56.13  | 51.35  | 47.58  | 45.83  |
| I+T+Tab    | 51.35 | 57.97 | 56.13  | 51.35  | 47.58  | 45.83  |

### Table 5: The performance of our model M5-MMT on the fine-grained multi-modal retrieval task.

| Image+Text | mAP@1 | mAP@5 | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|------------|-------|-------|--------|--------|--------|--------|
| I → I      | 32.21 | 39.24 | 38.16  | 32.21  | 30.70  | 29.07  |
| T → T      | 77.37 | 81.92 | 80.45  | 77.37  | 76.57  | 75.49  |
| I+T → I+T  | 53.13 | 58.76 | 56.99  | 53.13  | 49.78  | 49.14  |
| I+T+Tab    | 53.13 | 58.76 | 56.99  | 53.13  | 49.78  | 49.14  |

---

8
Table 6: Performance comparison of E-product retrieval using image features.

| Methods            | mAP@1  | mAP@5  | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|--------------------|--------|--------|--------|--------|--------|----------|
| Image_based        | 11.77  | 15.76  | 15.71  | 11.77  | 7.73   | 6.34     |
| ViLBERT [14]       | 13.45  | 19.06  | 18.89  | 13.45  | 12.35  | 10.19    |
| CLIP [13]          | 35.18  | 41.28  | 39.33  | 35.18  | 26.77  | 23.21    |
| M5-MMT (Ours)      | 46.50  | 53.26  | 50.69  | 46.50  | 39.13  | 35.13    |

Table 7: Performance comparison of E-product retrieval using text features.

| Methods            | mAP@1  | mAP@5  | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|--------------------|--------|--------|--------|--------|--------|----------|
| Text_based         | 25.80  | 33.22  | 32.09  | 25.80  | 22.45  | 20.57    |
| ViLBERT [14]       | 55.73  | 62.38  | 60.44  | 55.73  | 52.83  | 50.95    |
| CLIP [13]          | 50.36  | 56.08  | 53.95  | 50.36  | 43.83  | 40.16    |
| M5-MMT (Ours)      | 57.29  | 64.76  | 62.16  | 57.29  | 63.96  | 64.35    |

Table 8: The retrieval performance using different modality completion baselines.

| Modal                | Accuracy | mAP@1  | mAP@5  | mAP@10 | Prec@1 | Prec@5 | Prec@10 |
|----------------------|----------|--------|--------|--------|--------|--------|----------|
| M5-MMT (complete_α) | 81.31    | 25.04  | 31.22  | 33.51  | 25.42  | 22.91  | 18.37    |
| M5-MMT (complete_β) | 81.65    | 32.37  | 38.66  | 34.51  | 31.88  | 23.56  | 19.62    |

also observe that text-based retrieval is more advantageous than image-based retrieval. It is probably because text data could provide more detailed and direct information.

Multi-modal product classification and Clustering. Experiments in Table 9 show that our proposed method M5-MMT improves the classification and clustering results using large-scale unlabeled data. For classification and clustering tasks, we separately utilize a linear classification with \(1e^{-4}\) learning rate and a typical K-means algorithm with a total label number of 1,792 to achieve both tasks. For Image/Text-based methods, image/text features are fed into the classification model, while for image-text methods, image and text features are concatenated into the classification model.

Our M5-MMT is superior in semantic learning compared with other baseline methods. We also reach the same conclusion that the performance of single-modal models is lower than that of multi-modal ones. Besides, there is still much room for performance improvement on the classification and clustering tasks, which verifies the difficulty level of our M5Product dataset.

Modality completion. Results in Table 8 shows that the adopted modality completion method has shown superior performance in handling the possible modality missing problem in real-world data. Our M5-MMT using the mechanism complete_α and complete_β can achieve comparative performance with large-scale multi-modal training compared with the results using five modalities recorded in Table 3. We also observe that the mechanism complete_β obtains some improvements over complete_α. It is mainly because the modalities crawled from websearch could provide additional correct information to fill in the missing modalities.

5 Conclusion

In this paper, we present the M5Product dataset, which is the largest E-commerce product multimodal dataset in the multi-modal pre-training task. To facilitate the multi-modal research in retail and increase seller and buyer engagement and conversions for E-commerce, we also provide a benchmark with different network architectures for multi-modal pre-training and several comparisons for multi-modal retrieval, classification and clustering tasks. In the future, we will expand our dataset for fine-grained multi-modality pre-training, which supports more modalities (e.g. product description paragraphs and user comments) and more downstream tasks, e.g. image and caption generation.
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B The M5Product dataset

The M5Product dataset, benchmark, data format and instructions is published at our website https://xiaodongsuper.github.io/M5Product_dataset. Once a conflict of interest, our group reserves all the rights for the final explanation.

License. Our M5Product dataset is released under CC BY-NC-SA 4.0 license. Every people can use it for non-fit purposes. More detailed contents can be found in https://xiaodongsuper.github.io/M5Product_dataset/license.html gives the detail of our dataset and the method how to use it.

Dataset documentation. https://xiaodongsuper.github.io/M5Product_dataset/documentation.html gives the detail of our dataset and the method how to use it.

Benchmark. The benchmark results are shown in https://xiaodongsuper.github.io/M5Product_dataset/benchmark.html. Our codes are under MIT license. These codes will be released once published.

Dataset Maintenance. The download links of our dataset is provided in https://xiaodongsuper.github.io/M5Product_dataset/download.html. Due to the large storage space 21Tb, we just provide the download link files in Google Drive and BaiduYunPan for all users.

Privacy Policies and Terms. Privacy Policies and Terms and Conditions are given in https://xiaodongsuper.github.io/M5Product_dataset/termofuse.html.

Dataset Limitations. As discussed in Sec. 3, M5Product mainly focuses on the typical modalities (image, text, table, video and audio). For expanding the dataset to provide more diverse modalities, the Spatio-temporal data such as the instance localization and product date will be provided.

C Collection of human baselines

For the product retrieval task, we resort to crow-sourcing to obtain the human annotations. Specifically, we present an image and text matching task with several human annotators. These annotators are asked to select the best match option. In the crowdsourcing system, each matching task is presented to five human workers. For the classification task, these human workers are required to select the best option from the candidate categories. A typical example of our human annotation interface is shown in Figure 7. For each estimated task, the payment of our annotator is 3 cents RMB.

D Implementation Details

Our models are implemented based on Pytorch [52]. To speed up training, we also use Nvidia Apex for mixed precision training. All models are trained on 4 Nvidia 3090 and 2080ti GPUs on our workstations. We use Adam [51] to optimize the parameters of our model, with an initial learning rate in $1e^{-4}$, and use a linear learning rate decay schedule with temperature parameter 0.1.

Figure 7: UI for huamn annotation on product retrieval task.
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E  Annotation

The annotation of a query consists of all the matched instances in the gallery split. To address this, we first use the ResNet [53] and Bert [50] on the rest subsets except for the train split to extract the embeddings and construct the query candidate pool. Specifically, we oversample the category which has more than 2,000 instances, then we calculate the image and caption fusion similarities between the sampled instances and the rest ones to create a preranking list as candidate pools for mining the labeling cost. The final size of the candidate shortlist for each query is 500, which is about 0.01% of the whole gallery split. During the crowd-sourced annotation process, human workers review both images and captions in the given query list to select which samples are matched with query instance.

Annotation Rules. It is quite challenging to define whether two images contain the same product when critical aspects are not given in their captions and images. In our annotations, we use product images and their captions as the primary materials for gallery construction. Hence, we define several rules to determine the "same product" condition:

1. The two images are in different conditions (e.g., backgrounds, angles, etc), but the products in both images are the same.
2. They should have the same color/model/shape/style, or other features that can be distinguished by human.
3. The two captions with the same product name can have different descriptions for the same product object.
4. They have various characteristics and can not be solely identified with the individual feature.

To ensure labeling consistency, each annotation pair is labeled by five human workers in the crowd-sourced platform. In the process, we first make a small dataset from our query list as the Gold Problem to evaluate the annotation capability of each human worker. Based on the labeled results ("Matched" or "Not Matched") from human workers and their annotation capability, we utilize the weighted GLAD [54] inference algorithm to determine the final accepted labels.