How does Truth Evolve into Fake News? An Empirical Study of Fake News Evolution
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ABSTRACT

Automatically identifying fake news from the Internet is a challenging problem in deception detection tasks. Online news is modified constantly during its propagation, e.g., malicious users distort the original truth and make up fake news. However, the continuous evolution process would generate unprecedented fake news and cheat the original model. We present the Fake News Evolution (FNE) dataset: a new dataset tracking the fake news evolution process. Our dataset is composed of 950 paired data, each of which consists of articles representing the three significant phases of the evolution process, which are the truth, the fake news, and the evolved fake news. We observe the features during the evolution and they are the disinformation techniques, text similarity, top 10 keywords, classification accuracy, parts of speech, and sentiment properties.
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1 INTRODUCTION

Fake news is a form of news consisting of deliberate disinformation or hoaxes according to its definition on Wikipedia, and it generally spreads via traditional news media or online social media platforms. Sharing fake news on social media platforms is a global concern and the motivation behind it is complicated and is still a fundamental topic in psychology and sociology [34]. Usually, fake news is written and published with the intent to mislead the public to damage an agency, entity, or person, or to gain financially or politically [27, 30]. It often uses sensationalist, dishonest, or outright fabricated headlines to increase readership and make a profit. A large amount of fake news has been observed to spread online like virus outbreaks, often with alarming consequences in the real world [6]. A series of prior works [7, 10, 12, 17, 18, 22, 26, 28, 31, 32] focus on automatically identifying fake news. However, in real social networks, the news evolves constantly in the spreading process, which grows more concise, more attractive, more easily grasped and told [1, 33]. This evolution process originates from the cumulative modifications during the spreading process, which is similar to a Children’s game called ‘Chinese Whispers’ or ‘Telephone’ [4].
and most of them centre on labeled fake news based on human annotation or machine learning assessments [2, 25, 29]. Based on these data, most efforts focus on the identification of fake news, offering little understanding of the evolutionary process of false information. Seldom work focus on the attribute of observing the evolution from facts to fake news to our best knowledge [24].

We introduce the Fake News Evolution (FNE) dataset to fill this margin. Our dataset includes 950 pieces of data, each of them contains three articles representing the three phases of the evolution process, and they are the truth, the fake news and the evolved fake news. These three articles are derived from the same particular event and Table 1 provides an example. Since space is limited, we only represent a short paragraph here. Through a comprehensive analysis, we investigate the features during the evolution process, including disinformation techniques, text similarity, top 10 keywords, classification accuracy, parts of speech, and sentiment properties. By observing the proportion of commonly used disinformation technologies, we conclude the deeper pattern of constructing fake news. When testing classification models, evolved fake news is more easily spotted than fake news. During the evolution process, the top keywords and the parts of speech keep consistent, while the text similarity and the sentiment properties change.

The main contributions of our work can be concluded as follows:

- We propose a dataset that tracks the fake news evolution process. Each piece of data includes three articles, the truth, the fake news, and the evolved fake news, and all of them are derived from the same particular event.
- We look into the data properties to study the features during the evolution process. Here, we observe the statistics of the disinformation techniques, text similarity, top 10 keywords, classification accuracy, parts of speech of words, and sentiment properties.
- Our FNE dataset can be used for semi-supervised low resources tasks and can help to improve the fake news classification models.

2 DATASET CONSTRUCTION

Our dataset aims to capture articles and pinpoint how they were modified during the dissemination and evolution process. In online environments, the news is represented in various forms, e.g. texts, photographs, and videos. However, modifying the news in photograph or video forms is not readily available and is inconvenient for internet surfers. Therefore, we focus our attention on textual news to observe how information evolves when people can simply modify it and add subjective content to it.

In order to observe the evolution process concisely, we focus on three important phases in the process, the truth, the fake news and the evolved fake news. The truth, which is examined by multiple sides and organizations, is guaranteed to be real and credible. Then fake news is created by malicious users or bots after modifying the original truth and applying various counterfeit methods. When fake news is published on online platforms, they begin to spread and evolve. After reading the fake news, some website editors will write reports based on them and make up the evolved fake news. These editors, no matter if they are unconscious or on purpose, are deceivers who expose misleading articles to more people.

It is difficult to track the original true information online because social media dialogues often neglect standard protocols for reporting the information source, and it is hard to determine which media content is closest to the origin [14]. Besides, making sure that the articles of these three phases are derived from one particular event or focusing on the same topic is also a tough problem.

To tackle these two problems, we build our fake news evolution dataset by performing the following procedure. We mainly focus on the website Snopes\(^1\), which covers a wide range of news focusing on politics, science, health and etc. It provides fact-checking content and webpage links of fake news, which is convenient for us to gather articles of different phases during the evolution process. First, we can easily crawl this website and collect true articles because it is transparent about examination sources and methods. The fact-checking article will provide a summary of these fact sources and we regard it as original truth. Then we collect fake news from the citation of the content. Since social media platforms are increasingly more likely to regulate questionable content, it is more preferable to gather the evolved fake news on an archive website which helps you to create a copy of the webpage and store it even if the source page is removed. Snopes includes links to evolved fake news of a snapshot website Archive Today\(^2\). We regard the records on the archive website as evolved fake news. Therefore, we construct a dataset tracking the information evolution process, from truth to fake news and to evolved fake news.

Table 1 provides an example of our FNE dataset and illustrates the evolution process. The truth says that laws are restricting military-like activities, while the fake news distorts the original facts and says the proposed laws are outlawing martial arts. Then, except for the misrepresented laws, the evolved fake news also mentions an endorsement of democrats which is never mentioned before. Our FNE dataset has 2 million tokens in total and covers a wide range of topics such as politics, religion, health, and economics.

3 DATA PROPERTIES

We use this dataset to perform experiments and observe the features during the evolution process. In different stages, they include disinformation techniques, text similarity, top 10 keywords, classification accuracy, part of speech of words, and sentiment properties.

3.1 Disinformation Techniques

Disinformation techniques are broader and deeper patterns about how counterfeit messages are constructed [13]. To observe the popularity of various disinformation techniques in the evolution process, we ask human experts to annotate the data, that is, divide it into 4 categories, including Fabrication, Denial, Confusion, and Distortion [20]. The kappa statistics are 0.5276 and 0.3668 for the annotated disinformation techniques from truth to fake news and from fake news to evolved fake news respectively, and that indicates the moderate agreement between annotators.

- **Fabrication.** When there exists some particular information in the fake news but not in the truth, we will suppose that this article applies Fabrication, e.g., the fake news mentions a fabricated statement in a president interview to support its political attitude.

\(^1\)https://www.snopes.com/fact-check/
\(^2\)http://archive.today/
Fig. 1: The left one represents the proportion of disinformation techniques from truth to fake news, while the right one represents that from fake news to evolved fake news.

- **Denial.** This kind of fake news is generated by denying reality to avoid a psychologically uncomfortable truth [11], we can take the terms Holocaust denialism and AIDS denialism as examples.

- **Confusion.** When the fake news confuses the original event with other events deliberately, we regard it as Confusion. This is (WMD) [16], which enables us to evaluate the distance between two sentences.

To assess the similarity score, we apply Word Mover's Distance, because it makes up a democrat’s endorsement. As can be seen from Figure 1, for the frequency of disinformation techniques, the proportion ofFabrication is relatively larger, while Denial, Confusion, and Distortion are smaller. Since Denial, Confusion, and Distortion are largely based on prior events or well-known facts rather than fabricated information, these kinds of fake news are easily spotted.

### 3.2 Text Similarity

We calculate the similarity score between the truth and the fake news $X_1$, and that between the fake news and the evolved fake news $X_2$. As the truth, the fake news and the evolved fake news are one-to-one correspondence, the length of $X_1$ equals that of $X_2$, $n_1 = n_2$. To assess the similarity score, we apply Word Mover’s Distance (WMD) [16], which enables us to evaluate the distance between two documents in a meaningful way even when they have no words in common. It uses word2vec vector embeddings of words [23], by matching the relevant words, WMD is able to accurately measure the similarity between two sentences.

Next, we use the t-test to determine if these two sets of scores are significantly different from each other. We hypothesize that the variances of $X_1$ and $X_2$ populations are equal. Here, $\bar{X}_1$ and $\bar{X}_2$ are the average scores of $X_1$ and $X_2$, while $s^2_{X_1}$ and $s^2_{X_2}$ are the unbiased estimators of the variances of the two samples. The null hypothesis here is $\mu_1 = \mu_2$ which can only be rejected. When testing the null hypothesis, the population means of $X_1$ and $X_2$ are $\mu_1$ and $\mu_2$.

$$s_p = \sqrt{\frac{(n_1 - 1) \cdot s^2_{X_1} + (n_2 - 1) \cdot s^2_{X_2}}{n_1 + n_2 - 2}}$$

(1)

$$t = \frac{\bar{X}_1 - \bar{X}_2}{s_p \cdot \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}}$$

(2)

Note that $s_p$ is an estimator of the pooled standard deviation of the two samples. For significance testing, the degree of freedom for this test is $n_1 + n_2 - 2$. We determine the $t$ value through this formula, and we find the corresponding $p$-value, which is the evidence against a null hypothesis, using a table of values from Student’s t-distribution. We find that $t = -39.3309$. For $p_1 < p_2$, the estimated $p$-value is greater than 0.99, so we can reject the null hypothesis with a high degree of confidence that the similarity degree between the truth and the fake news is smaller than that between the fake news and the evolved fake news.

### 3.3 Keywords

We extract the keywords [21] to observe the changes of information. We apply a numerical statistic method, term frequency–inverse document frequency (TFIDF) [15], to reflect the importance of words in the corpus. In each phase, we collect all the documents as a corpus and we generate a TFIDF matrix for it, then iterate over the resulting vectors to extract top keywords. The top 10 keywords are shown in table 2, and they are basically on the same topic in different phases. Therefore, we can conclude that in the FNE dataset, the articles during different evolution phases are largely focusing on the same subject. Since the top 10 keywords include presidents’ names and politics-related nouns, we assume that the majority of data in our dataset focuses on political topics.

### 3.4 Classification Accuracy

We train several standard machine learning models like Naive Bayes [19], Random Forest [5], and Adaptive Boosting [8] on the LIAR dataset [29]. The LIAR dataset includes manually labeled statements from political websites, and its topic is consistent with our FNE dataset. Then, we show the classification accuracy of these trained models on our FNE dataset in Table 3. The accuracy of the evolved fake news is smaller than that of the fake news, which indicates that detecting the evolved fake news is more intractable.

| Method                | Truth | Fake News | Evolved Fake News |
|-----------------------|-------|-----------|-------------------|
| Naive Bayes            | 0.2084| 0.8589    | 0.8432            |
| Random Forest          | 0.4684| 0.6274    | 0.5853            |
| Adaptive Boosting      | 0.7126| 0.1874    | 0.1579            |

Table 3: Classification accuracy by using different methods.
3.5 Part of Speech

![Figure 2: Proportion of different parts of speech of words during the evolution process.](image)

We observe the proportion of various parts of speech of the articles in three phases by using Natural Language Toolkit (NLTK) [3]. There are numerous parts of speech in the English language, and we only focus on those who take up a large proportion. Here, we count 5 parts, and they are nouns, adjectives, verbs, adverbs, and numbers. The result is shown in Figure 2. NN represents nouns, JJ represents adjectives, VB represents verbs, RB represents adverbs, and CD represents cardinal numbers. NN includes singular nouns, plural nouns, and proper nouns and VB includes 3rd person verbs, non-3rd person verbs and all tenses of verbs.

The proportion of parts of speech of the truth, the fake news, and the evolved fake news are substantially consistent. Therefore, the authenticity of the articles only makes a small contribution to grammatical features. However, we notice that in the fake news and the evolved fake news, the behavior of mentioning other users or media (through @ or #) increases. The total frequency of tagging others is 368 in the truth, 696 in the fake news, and 619 in the evolved fake news. Due to human nature, people are vulnerable to being deceived by more convincing and inflammatory news, which can be reflected by the act of citing others’ example or exposition [7].

3.6 Sentiment

We calculate the sentiment property of the articles using TextBlob to observe the tendency during the evolution process. The sentiment property includes two scores, polarity and subjectivity. For each text, the value of polarity is in the range of -1 to 1. The value of -1 means very negative, and the score of 1 means very positive. Similarly, the value of subjectivity is in the range of 0 to 1, where 0 is very objective and 1 is very subjective.

To analyze the differences among the sentiment properties among the truth, the fake news and the evolved fake news, we use analysis of variance (ANOVA), which can decide whether the sample means are equal or not. The p-value corresponding to the F-statistic of ANOVA is lower than 0.01 (equals to 99% confidence coefficient), suggesting that one or more treatments are significantly different.

Then, we use Tukey’s test, which applies simultaneously to the set of all pairwise comparisons and can find means that are significantly different from each other. We first establish the critical value $Q$ statistic of the Tukey’s test based on $k = 3$ samples and $v = 2847$ degrees of freedom. For significance level 99% ($\alpha = 0.01$) in the Studentized Range distribution, $Q_{\alpha=0.01,k=3,v=2847} = 4.1237$. Then we calculate a parameter for each pair of samples being compared:

$$Q_{i,j} = \frac{|\bar{x}_i - \bar{x}_j|}{s_{i,j}}$$

$$s_{i,j} = \frac{\sigma_e}{\sqrt{H_{i,j}}}$$

The quantity $H_{i,j}$ is the harmonic mean of the number of observations in samples labeled $i$ and $j$, and $H_{i,j} = \frac{N_{i,j}}{\min(N_{i,j},N_{j,i})}$. $\sigma_e$ is the square root of the mean square error determined in the precursor ANOVA procedure, and it is the same across all pairs being compared. We evaluate whether $Q_{i,j} > Q_{\text{critical}}$ to decide if we can reject the null hypothesis. Here, reject the null hypothesis means that a significant difference has been observed. The result is shown in Table 4.

|                | Truth vs Fake | Truth vs Evolved | Fake vs Evolved |
|----------------|---------------|------------------|-----------------|
| Polarity       | 0.1735        | 7.2598           | 7.0863          |
| Subjectivity   | 0.2696        | 6.8796           | 7.1492          |

Table 4: $Q$ statistic of the Tukey’s test among the three samples, the truth, the fake news and the evolved fake news.

For both the polarity and the subjectivity scores, the evolved fake news is the one that is significantly different from others. We calculate the average scores, the polarity of the truth, the fake and the evolved fake is 0.0357, 0.0361, and 0.0523, while the subjectivity is 0.3474, 0.3482, and 0.3263. Generally, the articles of this dataset are objective and positive. We use the t-test mentioned in the previous section again and discover that we can say with 99% confidence that the polarity score of the evolved fake news is larger and the subjectivity score is smaller than that of the truth and the fake news. Therefore, the evolved fake news is more positive and more objective than the truth and the fake news. We assume that the evolved fake news is designed to be formal and convincing, therefore it can mislead people effectively [9], and this is consistent with prior classification results.

4 CONCLUSION

We introduce a new fake news evolution dataset. Compared with prior datasets, our FNE dataset reflects the evolution process of fake news on the Internet. Each piece of data is composed of the truth, the fake news, and the evolved fake news, and all three articles are derived from the same event. During the evolution process, the disinformation techniques, parts of speech, and keywords keep consistent, while the text similarity and sentiment change. The similarity score between the fake news and the evolved fake news is larger than that between the truth and the fake news. For sentiment properties, the evolved fake news is more objective and positive, and it is more difficult to be detected. In future work, we would like to use this dataset on fake news recognition models to promote classification performance when facing newly generated rumors. We hope the release of this dataset could contribute to the development of fake news detection and accelerate further investigation into the evolution process.
