SSMTL++: Revisiting self-supervised multi-task learning for video anomaly detection
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ABSTRACT

A self-supervised multi-task learning (SSMTL) framework for video anomaly detection was recently introduced in literature. Due to its highly accurate results, the method attracted the attention of many researchers. In this work, we revisit the self-supervised multi-task learning framework, proposing several updates to the original method. First, we study various detection methods, e.g., based on detecting high-motion regions using optical flow or background subtraction, since we believe the currently used pre-trained YOLOv3 is suboptimal, e.g., objects in motion or objects from unknown classes are never detected. Second, we modernize the 3D convolutional backbone by introducing multi-head self-attention modules, inspired by the recent success of vision transformers. As such, we alternatively introduce both 2D and 3D convolutional vision transformer (CvT) blocks. Third, in our attempt to further improve the model, we study additional self-supervised learning tasks, such as predicting segmentation maps through knowledge distillation, solving jigsaw puzzles, estimating body pose through knowledge distillation, predicting masked regions (inpainting), and adversarial learning with pseudo-anomalies. We conduct experiments to assess the performance impact of the introduced changes. Upon finding more promising configurations of the framework, dubbed SSMTL++v1 and SSMTL++v2, we extend our preliminary experiments to more data sets, demonstrating that our performance gains are consistent across all data sets. In most cases, our results on Avenue, ShanghaiTech and UBnormal raise the state-of-the-art performance bar to a new level.
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the street far from a crosswalk is an abnormal event (in some countries, pedestrians can even get fines for crossing the street in forbidden areas). Furthermore, since abnormal events are typically rare, it is difficult to collect training data to build fully supervised models. This adds to the difficulty of solving the task. Hence, more research efforts are required towards solving
video anomaly detection.

Perhaps one of the most promising directions in video anomaly detection without anomalies at training time is to address the task by learning a self-supervised framework on multiple proxy tasks, which are correlated to anomaly detection, as proposed by Georgescu et al. [2021]. Indeed, Georgescu et al. [2021] introduced a self-supervised multi-task learning (SSMTL) method that learns a set of four proxy tasks using a single 3D convolutional backbone with multiple heads (one head per task), obtaining state-of-the-art performance levels.

Although the SSMTL model attains very good results, we consider that the framework has a very high potential of obtaining even better results, which can be unearthed by studying and evaluating component variations in depth. To this end, we revisit our self-supervised multi-task learning framework (Georgescu et al. [2021]), proposing several updates that boost the performance of the method, especially when we combine these updates and generate new frameworks, which we term SSMTL++v1 and SSMTL++v2. We identified three important components worth revisiting, namely the object detection task, the multi-task learning backbone architecture, and the proxy tasks. First, we study additional detection methods, e.g., based on detecting high-motion regions using optical flow or background subtraction, since we conjecture the currently used pre-trained YOLOv3 is suboptimal. e.g., objects in motion or objects from unknown classes are never detected. Next, we modernize the 3D convolutional backbone by introducing multi-head self-attention modules, inspired by the recent success of vision transformers (Bertasius et al., 2021; Dosovitskiy et al., 2021; Wu et al., 2021). As such, we alternatively introduce both 2D and 3D convolutional vision transformer (CVT) blocks (Wu et al., 2021). Finally, we study additional proxy tasks, such as predicting segmentation maps through knowledge distillation, solving jigsaw puzzles, estimating body pose through knowledge distillation, solving jigsaw puzzles, estimating body pose through knowledge distillation, producing masks (patch inpainting), and adversarial learning with pseudo-anomalies. Our updates are illustrated inside red dashed contours in Figure 1.

We perform preliminary experiments to determine the impact of introducing the novel components into the SSMTL framework. Through the preliminary experiments, we find two novel and promising combinations (SSMTL++v1 and SSMTL++v2). We evaluate our new frameworks on three benchmark data sets: Avenue (Lu et al., 2013), ShanghaiTech (Luo et al., 2017) and UBnormal (Ascintoae et al., 2022). We report considerable performance gains with respect to SSMTL (Georgescu et al., 2021), while also attaining superior results compared to other recent state-of-the-art methods (Astrid et al., 2021a,b; Bertasius et al., 2021; Chang et al., 2022; Dong et al., 2020; Doshi and Yilmaz, 2020a,b; Georgescu et al., 2022; Gong et al., 2019; Ionescu et al., 2019a,b; Ji et al., 2020; Lee et al., 2019; Li et al., 2021, Lin et al., 2022; Liu et al., 2021, Lu et al., 2020; Madan et al., 2021; Nguyen and Menier, 2019; Park et al., 2020; Ramachandra and Jones, 2020; Ramachandra et al., 2020; Ristea et al., 2022; Sultani et al., 2018; Sun et al., 2020; Vu et al., 2019; Wang et al., 2020; Wu et al., 2019; Yang et al., 2020, 2021, Yu et al., 2022; 2020, 2021). We identified three important components worth revisiting, namely the object detection task, the multi-task learning backbone architecture, and the proxy tasks. First, we study additional detection methods, e.g., based on detecting high-motion regions using optical flow or background subtraction, since we conjecture the currently used pre-trained YOLOv3 is suboptimal. e.g., objects in motion or objects from unknown classes are never detected. Next, we modernize the 3D convolutional backbone by introducing multi-head self-attention modules, inspired by the recent success of vision transformers (Bertasius et al., 2021; Dosovitskiy et al., 2021; Wu et al., 2021). As such, we alternatively introduce both 2D and 3D convolutional vision transformer (CVT) blocks (Wu et al., 2021). Finally, we study additional proxy tasks, such as predicting segmentation maps through knowledge distillation, solving jigsaw puzzles, estimating body pose through knowledge distillation, predicting masked regions (patch inpainting), and adversarial learning with pseudo-anomalies. Our updates are illustrated inside red dashed contours in Figure 1.

We perform preliminary experiments to determine the impact of introducing the novel components into the SSMTL framework. Through the preliminary experiments, we find two novel and promising combinations (SSMTL++v1 and SSMTL++v2). We evaluate our new frameworks on three benchmark data sets: Avenue (Lu et al., 2013), ShanghaiTech (Luo et al., 2017) and UBnormal (Ascintoae et al., 2022). We report considerable performance gains with respect to SSMTL (Georgescu et al., 2021), while also attaining superior results compared to other recent state-of-the-art methods (Astrid et al., 2021a,b; Bertasius et al., 2021; Chang et al., 2022; Dong et al., 2020; Doshi and Yilmaz, 2020a,b; Georgescu et al., 2022; Gong et al., 2019; Ionescu et al., 2019a,b; Ji et al., 2020; Lee et al., 2019; Li et al., 2021, Lin et al., 2022; Liu et al., 2021, Lu et al., 2020; Madan et al., 2021; Nguyen and Menier, 2019; Park et al., 2020; Ramachandra and Jones, 2020; Ramachandra et al., 2020; Ristea et al., 2022; Sultani et al., 2018; Sun et al., 2020; Vu et al., 2019; Wang et al., 2020; Wu et al., 2019; Yang et al., 2020, 2021, Yu et al., 2022; 2020, 2021). We introduced additional detection methods into SSMTL, finding novel task combinations that produce superior performance levels.

In summary, our main contribution is to augment our preliminary self-supervised multi-task learning framework (Georgescu et al., 2021) by improving the detection approach, upgrading the backbone, and introducing new self-supervised proxy tasks. We divide our main contribution into three independent contributions, which are listed in the decreasing order of their importance below:

- We study various proxy tasks to be included into the SSMTL framework, finding novel task combinations that produce superior performance levels.
- We introduce convolutional vision transformer blocks into the backbone architecture, reporting performance improvements with our stronger backbone.
- We introduce additional detection methods into SSMTL to increase the number of detected objects, providing empirical evidence to showcase the benefit of each detection method.

2. Related work

Video anomaly detection. One dimension of taxonomy divides video anomaly detection methods into those that address single-scene and multi-scene problem formulations. Under this classification, the self-supervised multi-task learning framework treats the multi-scene formulation of the problem, where the training set may contain videos from multiple scenes and anomalies are not expected to be location-dependent. Another dimension categorizes methods into distance-based (Ionescu et al., 2019a; Ramachandra et al., 2020, 2021; Ravanbakhsh et al., 2018; Saligrama and Chen, 2012; Smereau et al., 2017; Tran and Hogg, 2017; Xu et al., 2015), probabilistic (Antic and Ommer, 2011; Cheng et al., 2015; Feng et al., 2017; Hinami et al., 2017; Kim and Grauman, 2009; Mehran et al., 2009; Wu et al., 2010), reconstruction-based (Astrid et al., 2021a; Gong et al., 2019; Hasan et al., 2016; Huang et al., 2022a,b; Luo et al., 2017; 2022; Nguyen and Menier, 2019; Park et al., 2020; Ravanbakhsh et al., 2017; Ristea et al., 2022; Vu et al., 2019) and change detection (Del Giorno et al., 2016; Ionescu et al., 2017; Liu et al., 2018b). Approaches as SSMTL is based on multiple self-supervised tasks, it is not possible to place it into only one of these categories. For example, due to the middle bounding box prediction task, SSMTL can be viewed as a reconstruction-based approach, while the basic premise is to train a model that reconstructs normal data with higher fidelity as compared to abnormal data, and some composite measure of the reconstruction error subsequently acts as the anomaly score. Similar to several other methods in video anomaly detection (Cheng et al., 2015; Feng et al., 2017; Hinami et al., 2017; Ionescu et al., 2019a; Ramachandra et al., 2021; Vu et al., 2019), SSMTL operates at the object patch level as opposed to the frame level, but is one of the few reconstruction-based methods to do so. For an extensive treatment of taxonomy in video anomaly detection, we refer the reader to the survey of Ramachandra et al. (2022).

Certainly, we consider SSMTL (Georgescu et al., 2021) the closest method to the approaches presented in this paper.
Multi-task learning. As computing devices get faster and more specialized for deep learning applications, benefiting from more memory and processing units, multi-task learning approaches have started gaining popularity, such as with Mask-RCNN (He et al., 2017) for object detection and instance segmentation. The basic underlying premise of multi-task approaches is that learning to solve multiple tasks relevant to a primary (target) task is beneficial. When dealing with a problem such as video anomaly detection, where anomalous data is not provided at training time, the primary task cannot be directly supervised; herein lies the motivation for using multi-task learning. Multi-task approaches to video anomaly detection have been used sparsely before (Park et al., 2020; Tang et al., 2020). However, to the best of our knowledge, SSMTL is the first to propose multi-task learning explicitly and intentionally for generalizing better to the out-of-distribution anomalous patterns in video. Certainly, our current work is based on the same principle.

Self-supervised learning. Self-supervised learning is garnering traction with recent advances showing that, under the right conditions, self-supervised pre-training can outperform fully supervised pre-training in terms of transfer performance in downstream tasks (He et al., 2023, 2020). Self-supervised learning has been widely used before for video anomaly detection. Most reconstruction-based approaches use some form of self-supervised learning. The major approaches include frame-level reconstruction (Hasan et al., 2016), future frame prediction (Dong et al., 2020, Liu et al., 2019), or middle frame prediction (Lee et al., 2019). The SSMTL framework is however the first to use middle patch prediction at the object level.

3. Method

Original framework. In our previous work (Georgescu et al., 2021), we proposed SSMTL, an object-centric framework based on self-supervised and multi-task learning on four proxy tasks. Indeed, the proposed model is trained on three self-supervised tasks and one knowledge distillation task. The whole architecture is composed of a shared 3D CNN backbone and four independent prediction or reconstruction heads (one per proxy task). The last layer of the shared 3D CNN is global temporal pooling. Therefore, the prediction heads can use 2D convolutions.

The first step of the SSMTL framework is to obtain the object bounding boxes using the YOLOv3 (Redmon and Farhadi, 2018) object detector. For each object in the frame $i$, a so-called object-centric temporal sequence is created by cropping the corresponding bounding box from the frames $[i-t, i-1, i, i+1, ..., i+t]$. The object-centric temporal sequence is used as input to the 3D CNN.

The first proxy task ($T_1$) is predicting the arrow of time, where the model learns to predict if the temporal sequence is moving forward or backward in time. The second proxy task ($T_2$) is predicting motion irregularity, where the model is trained to predict if the object-centric temporal sequence is cropped from consecutive or intermittent frames, i.e., some frames are skipped in the forward direction to create irregular motion. The third self-supervised proxy task ($T_3$) is middle bounding box prediction, where the middle crop (the bounding box cropped from the frame $i$) is deleted from the temporal sequence and the model is trained to predict the content of the missing bounding box. The fourth proxy task ($T_4$) is model distillation. Here, the model is trained to predict the pre-softmax features of a pre-trained ResNet-50 (He et al., 2016) and the class probabilities predicted by the YOLOv3 (Redmon and Farhadi, 2018) object detector.

The model is jointly optimized on all four proxy tasks. During inference, the object detector is applied on each frame. Then, for each detected object, the object-centric temporal sequence is created. The temporal sequence is passed through the CNN model, obtaining the output of each prediction head. For $T_1$, the probability that the temporal sequence is moving backward is interpreted as the anomaly score. Similarly, the probability of the temporal sequence to be intermittent is considered as the anomaly score for $T_2$. For $T_3$, the anomaly score is computed as the mean absolute difference between the reconstruction of the middle bounding box predicted by the model and the ground-truth middle bounding box. For $T_4$, only the absolute difference between the class probabilities predicted by the YOLOv3 object detector and those predicted by the model are taken into consideration, saving the time needed to run ResNet-50 during inference. The anomaly score for each object is computed as the average of the anomaly scores given by each prediction head.

Updates overview. We identified three main components that are promising candidates for receiving updates that could positively impact the performance of SSMTL. The first component is the object detection method, which is currently based on a single pre-trained object detector. Increasing the number of detected objects is likely to increase the number of detected anomalies. Hence, we consider adding more detection methods. The second component is the shared backbone architecture. Here, we propose and evaluate two different ways of integrating transformer blocks, which could strengthen the learning capacity of the framework. The last component worth investigating is the set of proxy tasks. Georgescu et al. (2021) showed that the four proxy tasks employed in the original SSMTL framework are useful, but we believe that there are many other proxy tasks that could prove beneficial. We present our updates to these three components in separate sections below.

3.1. Introducing new detection methods

The object detector is an important part of the framework because the anomaly analysis is performed only on the detected objects (regions). Thus, if the object detector fails to detect an object of interest (anomalous), the framework will completely miss the respective anomalous event. In the original SSMTL framework, the YOLOv3 (Redmon and Farhadi, 2018) object detector was employed. Our first update is to consider the YOLOv5 (Jocher et al., 2022) detector, which is known to
outperform YOLOv3. Even though YOLOv5 is supposed to detect the objects more accurately than its previous versions, e.g., YOLOv3, an object detector can only detect a predefined set of classes. However, the set of object classes that can generate an anomaly should not be limited to a fixed number of classes, otherwise we might encounter a frame with objects which the object detector is unable to detect, e.g., a tree that falls on the street, blocking the traffic. Another limitation of object detectors is the inability to detect objects affected by severe motion blur. However, fast moving objects, e.g., a person running, are very likely to cause an anomaly. Due to these limitations, the SSMTL framework can miss such anomalous objects. To alleviate these issues, we propose to detect objects using optical flow or background subtraction, in conjunction with a pre-trained object detector.

**Optical flow.** On the one hand, we propose to detect new objects belonging to unknown object classes or that are affected by motion blur by applying optical flow. For each frame, we compute the optical flow map with the method proposed by [Liu et al., 2019]. We consider that a pixel from the optical flow map is part of a moving object if its magnitude is larger than a threshold. Additionally, we use the YOLO bounding boxes to blackout regions of already detected objects. The resulting connected components are added to the set of detected objects. To eliminate very small objects created by the noise in the optical flow map, we impose a restriction for the width and height of each new object detected through optical flow.

**Background subtraction.** On the other hand, we propose to use background subtraction as a faster alternative to optical flow. We employ a fast and intuitive approach that starts by converting the RGB frames to grayscale. We compute an initial background for each scene by averaging several consecutive frames. We continuously update the background throughout the video sequence. We subtract the background image from each frame to obtain the foreground objects. The resulting components are added to the set of detected objects. To eliminate very small objects created by the noise in the optical flow map, we impose a restriction for the width and height of each new object detected through optical flow.

3.2. Introducing new backbones

We extend the original 3D CNN backbone of the SSMTL architecture and introduce a CvT ([Wu et al., 2021]) module formed of multiple sequential transformer blocks. We study two approaches of applying the transformer before and after the global temporal pooling layer, effectively modeling the input as either 2D or 3D. Hence, we name the two approaches 2D CvT and 3D CvT. For the 2D CvT module, we apply average pooling across time to obtain a 2D input of $8 \times 8$ tokens, before introducing the module. For the 3D CvT module, we first apply the module directly on the output of the shared 3D CNN backbone, the input for the CvT module having $7 \times 8 \times 8$ tokens. To make it compatible, we replace the 2D depthwise convolutions from CvT with 3D depthwise convolutions. The output of the 3D CvT module is passed through a global temporal pooling layer, producing the final output. The number of transformer blocks $n$ as well as the number of attention heads $h$ are decided according to the number of proxy tasks, based on a set of preliminary experiments discussed in Section 3.3.

We underline that our architecture is designed to cope with inputs of various temporal sizes, which is required to integrate multiple tasks with different temporal input dimensions. This is achieved by following the original architecture proposed by [Georgescu et al., 2021], which has only one temporal pooling layer just before applying the 2D output heads. By using 3D convolutional layers with the padding set to same, our backbone is able to process volumes of different temporal sizes, and by using the temporal average pooling just before the 2D heads, we obtain a feature map of the same size, regardless of the temporal input size.

3.3. Introducing new proxy tasks

Aside from the existing four tasks, we propose a new set of five proxy tasks, as described below. We note that the prediction and decoding heads used for the new tasks are identical to those used for the original four tasks.

**T₅:** Adversarial reconstruction. For the adversarial reconstruction of pseudo-anomalies task ($T₅$), we employ an adversarial training procedure based on reversing the gradients, thus performing gradient ascent through our shared backbone, instead of the usual gradient descent. This task was originally introduced by [Georgescu et al., 2022] in the context of video anomaly detection. Similar to [Georgescu et al., 2022], we attach a decoder to our shared encoder, which learns to reproduce images from an out-of-distribution data set. We consider the same out-of-distribution data set as [Georgescu et al., 2022], containing flowers (Nilsback and Zisserman, 2006), textures (Lazebnik et al., 2005), and ImageNet (Russakovsky et al., 2015) classes that do not appear in urban surveillance videos. We optimize the decoder using gradient ascent, as usual. However, the shared backbone (encoder) is optimized to model pseudo-anomalies poorly, that is, when updating the network, we reverse the sign of the learning rate for pseudo-anomalies, which is equivalent to performing gradient ascent. This design incentivizes the network to model general patterns poorly, directing the model towards overfitting the provided normal data. Notice that, in the context of anomaly detection, we need a model that does not generalize too well on out-of-distribution data, otherwise it would prevent us from leveraging the reconstruction error as a method for anomaly detection. This is the reason behind applying adversarial training on pseudo-abnormal examples. Different from [Georgescu et al., 2022], who rely only on this task to subsequently train binary classifiers and predict anomaly scores, we integrate adversarial training as a proxy task into our multi-task learning framework. In addition, we note that our approach is different from the method proposed by [Astrid et al., 2021a], since this related method aims to reconstruct unmodified frames from pseudo-abnormal frames without changing the learning procedure, i.e., without reversing the gradients, as we do.

**T₆:** Patch inpainting. The patch inpainting task was introduced by [Pathak et al., 2016] in order to learn self-supervised
features and improve the accuracy on downstream tasks, such as classification and detection. Our novel contribution consists of applying the patch inpainting task at the object level and leveraging the inpainting error to estimate the abnormality level of the input object. Our network is tasked with reconstructing a single image of $64 \times 64$ pixels, out of which, a random patch is cropped out. At test time, for a given input, this procedure is repeated three times in a row, with the output of the previous step serving as input for the current one. At each step, a different random patch is masked out. Finally, we employ the $L_2$ distance between the original image and the final reconstruction to estimate the anomaly level.

$T_7$: Segmentation. We pose the segmentation task as a knowledge distillation task, where the teacher is a pre-trained Mask R-CNN (He et al., 2017) and the student is our model. For this task, we attach a decoder to predict the segmentation map. We employ the $L_2$ loss between the predicted map and the ground-truth map to train our student. We use only the middle crop in the temporal sequence as input.

$T_8$: Jigsaw. The jigsaw puzzle solving task was originally introduced by Noroozi and Favaro (2016) to learn CNN features for transfer learning in a self-supervised manner. Different from Noroozi and Favaro (2016), we re-purpose the task as a proxy task for object-level anomaly detection and integrate it into a multi-task learning setting to detect anomalies in video. We split each input image into $4 \times 4$ patches (puzzle pieces) of $16 \times 16$ pixels each and apply a random shuffle of the patches, out of 100 predefined shuffles. We then task the network to predict the applied shuffle in a multi-way classification setting, using softmax.

$T_9$: Pose estimation. As for the segmentation task, we consider pose estimation as a knowledge distillation task and only use the middle crop in the temporal sequence as input. As teacher, we choose the pre-trained UniPose (Artacho and Savakis, 2020). The student network is tasked with predicting heatmaps for each body joint, being optimized with the $L_2$ loss.

3.4. Inference

During inference, we follow the same simple and straightforward approach as the original framework (Georgescu et al., 2021). We start by detecting the objects in each frame, and then, we extract the object-centric temporal sequence for each detected object. We pass each object-centric sequence $X$ through our neural model, obtaining the score for each proxy task. For the arrow of time, motion irregularity and middle bounding box prediction tasks, we apply the same anomaly score interpretation as Georgescu et al. (2021). More precisely, we interpret the probability of the temporal sequence to move backward as the anomaly score for the arrow of time proxy task. We consider the probability of the continuous sequence $X$ to be intermittent as the anomaly score for the motion irregularity proxy task. For the middle bounding box prediction task, we use the mean absolute error between the ground-truth object and the reconstructed object as the anomaly score.

Next, we detail how we derive the anomaly scores for the newly introduced proxy tasks. The adversarial reconstruction task ($T_5$) does not contribute to the final anomaly score, being only used to limit the reconstruction power of our model, i.e., to prevent the model from generalizing to out-of-distribution samples. For the patch inpainting proxy task ($T_8$), we consider the mean absolute difference between the final reconstruction and the target object as the anomaly score. For the knowledge distillation tasks, namely the segmentation ($T_7$) and pose estimation ($T_9$) proxy tasks, we interpret the anomaly score as the mean squared error between the teacher’s output and our model’s output. Let $\rho_{\text{identity}}$ be the probability predicted by the jigsaw head for the input image to be identically permuted (we do not apply any permutation to the input at test time). The anomaly score for task $T_8$ is given by $1 - \rho_{\text{identity}}$.

The final anomaly score for each object is the average of the anomaly scores given by the proxy tasks. We underline that we do not take any action to ensure that the value of each loss is within the same range. Following Georgescu et al. (2021), for each frame, we next reconstruct a pixel-level anomaly map based on the anomaly score and the location of each detected object. For any two overlapping bounding boxes, we keep the maximum anomaly score for the overlapping region. As a final post-processing step, we apply a 3D mean average filter on the anomaly volume, following Del Giorno et al. (2016). The frame-level anomaly score is given by the maximum score of the pixel-level anomaly map corresponding to each frame. Lastly, we apply a temporal Gaussian filter to smooth the frame-level predictions, following Del Giorno et al. (2016).

4. Experiments

4.1. Data sets

Avenue. The Avenue (Lu et al., 2013) data set consists of 16 training videos containing only normal activity, and 21 test videos containing both normal and abnormal actions. The resolution of each frame is $360 \times 640$ pixels. The data set is annotated at the frame and pixel levels.

ShanghaiTech. The ShanghaiTech Campus (Luo et al., 2017) data set is one of the largest data sets for video anomaly detection, containing 437 videos. The training set contains 330 videos with normal actions, while the test set consists of 107 videos with both normal and abnormal events. The resolution of each frame in the data set is $480 \times 856$ pixels. The ShanghaiTech data set is annotated at both frame and pixel levels.

UBnormal. The UBnormal (Acsintoeae et al., 2022) data set is a new supervised open-set benchmark containing abnormal actions in the training videos which are disjoint from the abnormal actions from the test videos. The entire data set has a total of 543 videos which are divided into 268 training videos, 64 validation videos and 211 test videos. The resolution of the frames can vary, the minimum side of a frame being 720 pixels. UBnormal is also annotated at both frame and pixel levels. In the experiments, we only use the normal videos to train our framework, preserving its self-supervised nature.

4.2. Evaluation and implementation details

Evaluation metrics. We employ the widely-used area under the curve (AUC) computed with respect to the ground-truth
frame-level annotations to evaluate detection performance. Following (Acsintoaie et al., 2022, Georgescu et al., 2022, Ristic et al., 2022), we report both the micro and macro frame-level AUC scores when we compare to other state-of-the-art methods. To evaluate the localization performance of the proposed frameworks, we consider the region-based detection criterion (RBDC) and track-based detection criterion (TBDC) introduced by Ramachandra and Jones (2020). To draw our conclusions after each preliminary experiment, we only look at the more popular micro AUC measure, which we consider the most important due to the sheer number of previous works that have used it (Ramachandra et al., 2022).

Hyperparameter settings. We start from the official implementation of SSMTL. We keep all the original hyperparameters of the framework, established by Georgescu et al. (2021). For YOLOv3 and YOLOv5, we set the object detection confidence threshold to 0.8. We use a pre-trained SelfFlow (Liu et al., 2019) model to detect objects in motion, forming the objects out of pixels with a motion magnitude higher than 1. For the SelfFlow and background subtraction methods, we eliminate all objects with an area smaller than 1500 pixels. As Georgescu et al. (2021), we use temporal sequences of length 7, resulting in input tensors of $7 \times 64 \times 64 \times 3$ components. Since we remove task $T_4$ in our final framework configurations (SSMTL++v1/v2), we eliminate the hyperparameter $\lambda$ from the original framework, using equal weights for all the remaining proxy tasks.

All models are optimized for 20 epochs using Adam (Kingma and Ba, 2015) with a learning rate of $\eta = 10^{-3}$, keeping the default values for the other hyperparameters of Adam. Depending on the capacity of the backbone architecture, we train the models on mini-batches of 64, 128 or 256 samples. We keep 15% of the training data for validation and choose the model with the lowest validation error on the proxy tasks to be employed on the target task (anomaly detection). There are some additional hyperparameters for the new proxy tasks added to the model. For the adversarial training with pseudo-anomalies ($T_3$), we adjust the adversarial learning rate to $-0.2 \cdot \eta$ following (McHardy et al., 2019), thus maximizing the loss when an adversarial example is given as input. For the inpainting task ($T_5$), we generate mask patches of random sizes between 4 and 32 pixels. The center of each patch is generated using a 2D Gaussian distribution centered in the middle of the input image, having a standard deviation of 20 in each direction.

4.3. Preliminary experiments

The preliminary experiments are structured around ablating each of the components proposed in Section3 namely the improved detection approach, the transformer-based backbone architecture, and the additional proxy tasks.

4.3.1. Experimenting with new detection methods

We first experiment with various detection methods, presenting the results on the Avenue data set in Table 1. To evaluate each detector, we report the total number of detections in the test set together with the recall calculated with respect to the ground-truth annotations provided by Ramachandra and Jones (2020). On the one hand, the recall measure gives an insight about the usefulness of the object detections, before having to train and test the entire anomaly detection framework. Thus, the recall of the object detector only represents an upper bound for the recall of the anomaly detection framework. On the other hand, the frame-level AUC reported in Table 1 is based on the true positive and false positive rates of the anomaly detection framework, and is not necessarily proportional to the recall. Hence, higher recall does not automatically point to higher AUC.

We observe that optical flow adds a few additional detections for a better recall, while background subtraction adds a higher number of detections, leading to the highest recall score. However, the AUC score is more relevant for the anomaly detection task. The original SSMTL framework uses the YOLOv3 detector, which leads to a micro AUC of 83.5%. YOLOv5 alone seems to output better object detections, providing a performance gain of 3.4% over YOLOv3. When we add optical flow detections, the performance increases by significant margins for both YOLOv3 and YOLOv5. A typical scenario is shown in Figure 2, where a backpack is missed by both YOLOv3 and YOLOv5 object detectors, likely due to motion blur. The backpack is however detected via optical flow.

Table 1. Results (in terms of recall and frame-level micro AUC) on Avenue while varying the object detection methods of a framework trained on task $T_3$ (middle bounding box prediction).

| Detection Approach       | #Objects | Recall | AUC  |
|--------------------------|----------|--------|------|
| YOLOv3                   | 111k     | 88.2%  | 83.5%|
| YOLOv3 + Optical Flow    | 113k     | 91.3%  | 89.6%|
| YOLOv3 + Background      | 118k     | 94.8%  | 88.4%|
| YOLOv5                   | 105k     | 87.7%  | 86.9%|
| YOLOv5 + Optical Flow    | 110k     | 90.9%  | 89.0%|
| YOLOv5 + Background      | 120k     | 96.1%  | 88.2%|

https://github.com/lilygeorgescu/AED-SSMTL
Interestingly, there seems to be a much higher gain by combining YOLOv3 and optical flow detections. When we introduce the detections obtained via background subtraction, we again observe considerable performance gains, but not as high as compared to optical flow. This is caused by some of the added detections being labeled as anomalies by mistake, generating a higher false positive rate. This shows that the recall measure can be used as a rough guidance towards evaluating the impact of the object detection pipeline, whereas the true anomaly detection capability of the network is accurately quantified by the AUC measure, as a compromise between the true positive and false positive rates. Hence, we conclude that optical flow is a better choice than background subtraction. Since the combination of YOLOv3 and optical flow gives the best micro AUC (89.6%), we continue with this detection approach in the subsequent experiments.

### 4.3.2. Experimenting with new backbones

**Old versus new backbone trained on one proxy task.** In our second experiment, we study the effect of changing the backbone architecture from a pure 3D CNN to one based on transformer blocks. For this empirical study, we select only one task (middle bounding box reconstruction) and perform the experiments on the Avenue data set, just as before. We report the corresponding results in Table 2. Since the model learns only one task, we choose the shallow and narrow (Georgescu et al., 2021) configuration for the 3D CNN. By introducing 2D CvT blocks after performing average pooling across time, we observe a gain of 0.5% in terms of the micro AUC. When we introduce the 3D transformer module prior to the pooling across time, we keep the backbone based on the 3D CvT for the following experiments.

**Adjusting the new backbone to more proxy tasks.** Next, we aim to determine if the performance gains brought by the new transformer-based backbone are consistent when introducing more tasks. We underline that for the original backbone, Georgescu et al. (2021) increased the depth and width of the architecture along with the number of tasks. In a similar manner, we study how the number of transformer blocks (from 1 to 3) and the number of attention heads (from 6 to 18) influences the performance of the framework when we switch from one task (middle bounding box reconstruction) to the following three tasks: $T_1$ (arrow of time prediction), $T_2$ (motion irregularity prediction), $T_3$ (middle bounding box reconstruction). We present the results with various depths and widths on Avenue in Table 3. The empirical results indicate that the best configuration is to use 3 blocks with 12 attention heads each.

### 4.3.3. Experimenting with new tasks

**Individual proxy task learning.** In Table 4 we present results with individual proxy tasks on the Avenue data set. With the exception of task $T_8$ (jigsaw), the proposed tasks obtain comparable results with the original proxy tasks used by SSMTL. In addition, we emphasize that $T_3$ (adversarial reconstruction) is not applicable as a standalone proxy task (it is only meant to

| Blocks | Heads | 6   | 12  | 18  |
|--------|-------|-----|-----|-----|
| 1      | 91.6% | 90.1% | 91.4% |
| 2      | 92.4% | 92.0% | 90.5% |
| 3      | 91.1% | 92.5% | 92.2% |

| Tasks | Backbone | AUC  |
|-------|----------|------|
| $T_1$ | 83.6%    |      |
| $T_2$ | 83.4%    |      |
| $T_3$ | 83.5%    |      |
| $T_4$ | 73.7%    |      |
| $T_5$ | -        |      |
| $T_6$ | 84.3%    |      |
| $T_7$ | 69.1%    |      |
| $T_8$ | 50.5%    |      |
| $T_9$ | 81.5%    |      |
be used in conjunction with other tasks). Hence, task \( T_5 \) does not contribute to the anomaly score, and there are no results to report for task \( T_5 \). In summary, the only task that fails to work sufficiently well in detecting anomalies is \( T_8 \). We believe this happens because the model is likely focusing on the background patterns, which are repetitive across object bounding boxes, to solve the jigsaw puzzles.

**Multi-task learning.** In Table 6 we present results with various task combinations on Avenue. First, we underline that the knowledge distillation task \( T_4 \) from the original framework is not immediately compatible with the addition of detections based on optical flow or background subtraction, since these detections do not have an assigned object class, unlike the YOLOv3 detections. Moreover, assigning classes to these detections is not trivial, as they sometimes include a single object part or multiple objects. To this end, the experiments conducted so far do not include task \( T_4 \). However, we can introduce a new class of objects that comprises all the optical flow detections. As shown in Table 6 this solution is suboptimal, leading to a slight performance drop from 92.5% to 92.0%.

Next, we experiment with independently adding our new proxy tasks to the first three tasks, to assess the impact of each new proxy task on the performance of the whole framework. Among the new proxy tasks, we find tasks \( T_5 \) (adversarial reconstruction of pseudo-anomalies) and \( T_6 \) (patch inpainting) as the most promising. Note that tasks \( T_7 \) and \( T_9 \) do not fail at generalizing for anomaly detection when used by themselves, but only in conjunction with the other tasks.

### Introducing more tasks.
We next attempt to combine five or six proxy tasks together, considering the most promising options. However, the results indicate significant performance drops when jointly optimizing the framework on five or more tasks. Although adding \( T_5 \) and \( T_6 \) separately improves performance (as mentioned above), their combination does not seem to achieve the same gains. Our first assumption for explaining the lower results is that the backbone needs a higher capacity to cope with the larger number of tasks. We tried to increase its capacity, without obtaining any performance gains. We also tried to use a separate backbone for each task, which seems to be somewhat useful, but not enough to surpass our best performing combination of tasks \((T_1, T_2, T_3 \text{ and } T_5)\). Another explanation for the poor results with five tasks or more is that some combinations of tasks depending on different loss functions and loss magnitudes are simply harder to optimize jointly.

**When to introduce adversarial reconstruction.** We underline that task \( T_5 \) is not introduced right from the beginning, as the network needs some time to converge on the other tasks before adversarial training is enabled. As confirmed by Figure 3 it is worth waiting for a few epochs before enabling task \( T_5 \), the optimal starting point being epoch 5.

#### 4.3.4. Chosen SSMTL++ configurations

For the final comparison with the existing state-of-the-art methods, we choose two of our most promising models. Our first combination of tasks (SSMTL++v1) is formed of tasks \( T_1, T_2, T_3 \text{ and } T_5 \). Our second combination of tasks (SSMTL++v2) is formed of tasks \( T_1, T_3, T_5 \text{ and } T_6 \). We recall that both SSMTL++v1 and SSMTL++v2 use a hybrid object detection method based on YOLOv3 and optical flow, as well as an enhanced backbone (3D CNN + 3D CvT).

#### 4.4. Comparison with the state of the art

**Results on Avenue.** We present the comparative results of SSMTL++v1 and SSMTL++v2 versus the state-of-the-art methods on the Avenue data set in Table 7. Compared to SSMTL, we observe that SSMTL++v1 and SSMTL++v2 attain better micro AUC, macro AUC and TBDC scores, but the new models register drops in terms of RBDC. The high gains (+23.8% and +26.9%) in terms of TBDC are caused by introducing the new detections obtained by optical flow, which generate longer and consistent object tracks. Unfortunately, some of the new object detections are labeled as anomalous by mistake, increasing the false positive rate and causing important drops in terms of RBDC. However, the TBDC gains outweigh the RBDC drops. Moreover, SSMTL++v1 attains the highest micro AUC (93.7%) among all models.

**Results on ShanghaiTech.** We present the results of the comparative study conducted on ShanghaiTech in Table 8. We observe that both SSMTL++v1 and SSMTL++v2 obtain consistent improvements over SSMTL (Georgescu et al. [2021]) across all metrics. Remarkably, SSMTL++v2 attains the top performance on each metric, surpassing all other approaches. At the same time, SSMTL++v1 share the second and third places (depending on the metric) with two state-of-the-art frameworks.

| Tasks | Backbone | AUC   |
|-------|----------|-------|
| \( T_1+T_2+T_3 \) | shared   | 92.5% |
| \( T_1+T_2+T_3+T_4 \) | shared   | 92.0% |
| \( T_1+T_2+T_3+T_5 \) | shared   | 93.7% |
| \( T_1+T_2+T_3+T_6 \) | shared   | 91.6% |
| \( T_1+T_2+T_3+T_7 \) | shared   | 90.7% |
| \( T_1+T_2+T_3+T_8 \) | shared   | 90.0% |
| \( T_1+T_2+T_3+T_9 \) | shared   | 91.1% |
| \( T_1+T_2+T_3+T_4+T_5 \) | shared   | 89.8% |
| \( T_1+T_2+T_3+T_4+T_6 \) | shared   | 89.5% |
| \( T_1+T_2+T_3+T_5+T_6 \) | shared   | 90.1% |
| \( T_1+T_2+T_3+T_4+T_5+T_6 \) | shared   | 89.6% |
| \( T_1+T_2+T_3+T_4+T_5+T_6 \) | separate | 90.5% |
Table 7. Comparison of the proposed frameworks (SSMTL++v1 and SSMTL++v2) with the original SSMTL (Georgescu et al., 2021) as well as other state-of-the-art methods on the Avenue data set. The top three scores for each metric are highlighted in red bold (top method), green (second best) and blue (third best).

| Year | Method | AUC | RBDC | TBDC |
|------|--------|-----|------|------|
|      |        | Micro | Macro |       |
| 2019 | Gong et al. (2019) | 83.3% | - | - | - |
|      | Ionescu et al. (2019a) | 87.4% | 90.4% | 15.8% | 27.0% |
|      | Ionescu et al. (2019b) | 88.9% | - | - | - |
|      | Lee et al. (2019) | 90.0% | - | - | - |
|      | Nguyen and Ménier (2019) | 86.9% | - | - | - |
|      | Vu et al. (2019) | 71.5% | - | - | - |
|      | Wu et al. (2019) | 86.6% | - | - | - |
| 2020 | Dong et al. (2020) | 84.9% | - | - | - |
|      | Doshi and Yilmaz (2020a,b) | 86.4% | - | - | - |
|      | Ji et al. (2020) | 78.3% | - | - | - |
|      | Lu et al. (2020) | 85.8% | - | - | - |
|      | Park et al. (2020) | 88.5% | - | - | - |
|      | Ramachandra and Jones (2020) | 72.0% | 35.8% | 80.9% |
|      | Ramachandra et al. (2020) | 87.2% | 41.2% | 78.6% |
|      | Sun et al. (2020) | 89.6% | - | - | - |
|      | Wang et al. (2020) | 87.0% | - | - | - |
|      | Yu et al. (2020) | 89.6% | - | - | - |
| 2021 | Astrid et al. (2021a) | 84.9% | - | - | - |
|      | Astrid et al. (2021b) | 87.1% | - | - | - |
|      | Chang et al. (2022) | 87.1% | - | - | - |
|      | Georgescu et al. (2022) | 92.3% | 90.4% | 65.1% | 66.9% |
|      | Madan et al. (2021) | 88.6% | - | - | - |
|      | Li et al. (2021) | 88.8% | - | - | - |
|      | Liu et al. (2021) | 91.1% | 93.5% | 41.1% | 86.2% |
|      | Yang et al. (2021) | 88.6% | - | - | - |
|      | Yu et al. (2021) | 90.2% | - | - | - |
|      | SSMTL (Georgescu et al., 2021) | 91.5% | 91.9% | 57.0% | 58.3% |
| 2022 | Georgescu et al. (2022) + Ristea et al. (2022) | 92.9% | 91.9% | 66.0% | 64.9% |
|      | Lin et al. (2022) | 90.3% | - | - | - |
|      | Liu et al. (2018a,b) + Ristea et al. (2022) | 87.3% | 84.5% | 20.1% | 62.3% |
|      | Liu et al. (2021) + Ristea et al. (2022) | 90.9% | 92.2% | 62.3% | 89.3% |
|      | Park et al. (2022) | 85.3% | - | - | - |
|      | Yu et al. (2022) | 92.8% | - | - | - |
|      | SSMTL++v1 (ours) | 93.7% | 91.7% | 40.9% | 82.1% |
|      | SSMTL++v2 (ours) | 91.6% | 92.5% | 47.8% | 85.2% |

(Georgescu et al., 2022) and Liu et al. (2018a,b) which were recently enhanced with self-supervised predictive convolutional attentive blocks (SSPCAB) (Ristea et al., 2022).

Results on UBNormal. As the UBNormal (Acsintoae et al., 2022) benchmark is very new, the number of existing results is relatively small. Nevertheless, we showcase the results of the comparative study conducted on UBNormal in Table 9. As for the ShanghaiTech data set, we notice that both SSMTL++v1 and SSMTL++v2 surpass the original SSMTL method. Furthermore, SSMTL++v1 establishes new state-of-the-art levels for three metrics (macro AUC, RBDC and TBDC), while SSMTL++v2 is the second best method for two of the metrics (macro AUC and TBDC). Although the TimeSformer of Bertasius et al. (2021) seems very good at determining if a video frame is abnormal or not, the model is not able to localize anomalies inside frames. The TBDC and RBDC differences in favor of our models outweigh the lower micro AUC scores compared to TimeSformer.

Qualitative analysis. We present a few test cases to assess the quality of the predicted anomaly scores for SSMTL and SSMTL++v1/2 with respect to the ground-truth. Upon analyzing Figure 4, we can observe that the AUC gains brought by SSMTL++v1 over SSMTL are higher than 5% on test video 06 from Avenue. The person labeled as anomalous by SSMTL++v1 over SSMTL are higher than 4% on test video 20 from Avenue. The person labeled as anom-
Table 8. Comparison of the proposed frameworks (SSMTL++v1 and SSMTL++v2) with the original SSMTL. (Georgescu et al., 2021) as well as other state-of-the-art methods on the ShanghaiTech data set. The top three scores for each metric are highlighted in red bold (top method), green (second best) and blue (third best).

| Year | Method                          | AUC         |         |         |
|------|--------------------------------|-------------|---------|---------|
|      |                                | Micro       | Macro   | RBDC    | TBDC    |
| 2019 | Gong et al. (2019)             | 71.2%       | -       | 20.7%   | 44.5%   |
|      | Ionescu et al. (2019)          | 78.7%       | 84.9%   | -       | -       |
|      | Lee et al. (2019)              | 76.2%       | -       | -       | -       |
| 2020 | Dong et al. (2020)             | 73.7%       | -       | -       | -       |
|      | Doshi and Yilmaz (2020a,b)     | 71.6%       | -       | -       | -       |
|      | Lu et al. (2020)               | 77.9%       | -       | -       | -       |
|      | Park et al. (2020)             | 70.5%       | -       | -       | -       |
|      | Sun et al. (2020)              | 74.7%       | -       | -       | -       |
|      | Wang et al. (2020)             | 79.3%       | -       | -       | -       |
|      | Yu et al. (2020)               | 74.8%       | -       | -       | -       |
| 2021 | Astrid et al. (2021a)          | 76.0%       | -       | -       | -       |
|      | Astrid et al. (2021b)          | 73.7%       | -       | -       | -       |
|      | Chang et al. (2022)            | 73.7%       | -       | -       | -       |
|      | Georgescu et al. (2022)        | 82.7%       | 89.3%   | 41.3%   | 78.8%   |
|      | Madan et al. (2021)            | 74.6%       | -       | -       | -       |
|      | Li et al. (2021)               | 73.9%       | -       | -       | -       |
|      | Liu et al. (2021)              | 76.2%       | -       | -       | -       |
|      | Yang et al. (2021)             | 74.5%       | -       | -       | -       |
|      | SSMTL (Georgescu et al., 2021) | 82.4%       | 89.3%   | 42.8%   | 83.9%   |
| 2022 | Georgescu et al. (2022) + Ristea et al. (2022) | 83.6% | 89.5% | 40.6% | 83.5% |
|      | Liu et al. (2018a) + Ristea et al. (2022) | 74.5% | 82.9% | 18.5% | 60.2% |
|      | Liu et al. (2021) + Ristea et al. (2022) | 75.5% | 83.7% | 45.5% | 84.5% |
|      | Park et al. (2022)             | 72.2%       | -       | -       | -       |
|      | Yu et al. (2022)               | 72.1%       | -       | -       | -       |
|      | Zaheer et al. (2022)           | 79.6%       | -       | -       | -       |
|      | SSMTL++v1 (ours)               | 82.9%       | 89.8%   | -       | -       |
|      | SSMTL++v2 (ours)               | 83.8%       | 90.5%   | 47.1%   | 84.1%   |

4.5. Ablation study

In Table 10, we present ablation results on the Avenue data set in terms of frame-level micro AUC, for our SSMTL++v1 and SSMTL++v2 framework versions. We start from the baseline configuration based on YOLOv3 as detection method, 3D CNN as backbone architecture, and T1, T2 and T3 as proxy tasks. In the first part of Table 10, we assess the impact of the novel framework components that are used by both SSMTL++v1 and SSMTL++v2, namely the new object detection approach and the new backbone architecture. The ablation results specific to SSMTL++v1 are presented next, followed by the ablation results specific to SSMTL++v2.

Ablation of common components. We observe that adding the optical flow detections to the YOLOv3 detections improves the baseline performance by 1.4%, from 89.3% to 90.7%. Moreover, integrating the CvT backbone architecture further increases the performance to 92.5%. Based on the aforementioned results, we conclude that both framework modifications (the upgraded detection approach and the new backbone architecture) improve the framework.

Ablation specific to SSMTL++v1. We investigate the influence of task T3 on the performance of the framework in differ-

Final remarks on the experiments. With a few exceptions, SSMTL++v1 and SSMTL++v2 attain very high performance levels, generally surpassing the competing methods across different data sets and metrics. In the majority of cases, our new frameworks reach new state-of-the-art levels. We thus conclude that our updates brought to the SSMTL framework are noteworthy.
Table 9. Comparison of the proposed frameworks (SSMTL++v1 and SSMTL++v2) with the original SSMTL (Georgescu et al., 2022) as well as other state-of-the-art methods on the UBnormal data set. The top three scores for each metric are highlighted in red bold (top method), green (second best) and blue (third best).

| Method | AUC | RBDC | TBDC |
|--------|-----|------|------|
|        | Micro | Macro |       | <0.01% | <0.01% |       |
| Sultani et al. (2018) (pre-trained) | 49.5% | 77.4% | <0.01% | <0.01% |       |
| Sultani et al. (2018) (fine-tuned) | 50.3% | 76.8% | 0.04% | 0.05% |       |
| Bertasius et al. (2021) (1/32 rate) | **68.5%** | 80.3% | 0.04% | 0.05% |       |
| Bertasius et al. (2021) (1/8 rate) | 64.1% | 75.4% | 0.04% | 0.06% |       |
| Bertasius et al. (2021) (1/4 rate) | 61.9% | 75.4% | 0.04% | 0.06% |       |
| Georgescu et al. (2022) | 59.3% | 84.9% | **21.91%** | 53.44% |       |
| Georgescu et al. (2022) + UBnormal | 61.3% | 85.6% | 25.43% | 56.27% |       |
| SSMTL (Georgescu et al., 2021) | 55.4% | 84.5% | 19.71% | 55.80% |       |
| SSMTL++v1 (ours) | **62.1%** | **86.5%** | **25.63%** | **63.53%** |       |
| SSMTL++v2 (ours) | 56.0% | 85.9% | 20.33% | 57.76% |       |

Fig. 4. Comparing the anomaly scores (on the vertical axis) of SSMTL (Georgescu et al., 2021) and SSMTL++v1 on the frames (on the horizontal axis) of test video 06 from Avenue. Best viewed in color.

Fig. 5. Comparing the anomaly scores (on the vertical axis) of SSMTL (Georgescu et al., 2021) and SSMTL++v1 on the frames (on the horizontal axis) of test video 20 from Avenue. Best viewed in color.

4.6. Running time

Training time. We train the proposed methods on a single GeForce GTX 3090 GPU with 24 GB of VRAM, using the same setup as for SSMTL. In Table 11 we report the running times required for the preprocessing steps (performed only once, before training) as well as the actual training, on each data set. On our machine, the training time per epoch is roughly 16 minutes for Avenue, 3 hours for ShanghaiTech, and 1 hour and 15 minutes for UBnormal. Noting that all models are trained for 20 epochs, it results that the largest training time is 60 hours (on ShanghaiTech). Moreover, since the preprocessing steps based on YOLOv3 and SelFlow are executed only once per data set, the time required for preprocessing is significantly lower than the time needed for training. In addition, we underline that training time differences between SSMTL++v1/v2 and SSMTL are negligible.

Inference time. In Table 12 we compare the inference times of the original SSMTL (Georgescu et al., 2021) and other state-of-the-art models (Georgescu et al., 2022; Gong et al., 2019; Park et al., 2022; Liu et al., 2018; Park et al., 2020) with the inference times of SSMTL++v1 and SSMTL++v2.
Regarding the running time, our main changes of the original framework (SSMTL) (Georgescu et al., 2021) introduce additional processing steps: (i) in the object detection phase due to optical flow, (ii) in the forward pass through the backbone due to the appended transformer blocks, and (iii) in the prediction phase of SSMTL++v2 due to the additional inpainting task (T6), as it requires 3 passes through the model. We note that the pseudo-anomalies task (T5) of SSMTL++v1 is only used during training, thus not having any influence on the inference time.

YOLOv3 (Redmon and Farhadi, 2018), which is used by both SSMTL and SSMTL++v1/v2 methods, takes nearly 0.84 seconds to process a mini-batch of 64 frames, thus running at about 72 frames per second (FPS). The optical flow is obtained using the pre-trained SelFlow (Liu et al., 2018a), running at 30 FPS on mini-batches of 32 frames.

The SSMTL++v1 network processes one object-centric temporal sequence in 12 milliseconds (ms), without batching. For an object-centric approach, we can naturally batch the objects detected in each frame, resulting in a processing time of 3 ms per object-centric temporal sequence for a mini-batch of 7 samples, corresponding to the average number of detections per frame in the Avenue test set. SSMTL++v2 processes an object-centric temporal sequence in 4 ms with an identical mini-batch size.

SSMTL can process the video frames from the Avenue test set at about 50 FPS. Due to the introduction of optical flow in the object detection phase and the deeper backbone, the inference times for SSMTL++v1 and SSMTL++v2 decrease to about 15 FPS, considering a sequential processing pipeline on a single thread. However, running each SSMTL++ version on two threads in parallel increases the speed to about 20 FPS, while still using a single GPU. Hence, both SSMTL++v1 and SSMTL++v2 are fast enough to process the video in real-time.

The reported running times were measured on a GeForce GTX 3090 GPU with 24 GB of VRAM. In Table 12, we also include the running times of other recent methods (Georgescu et al., 2022; Gong et al., 2019; Liu et al., 2018a; Park et al., 2020, 2022), for which the running times were measured on the same hardware configuration. We consider that the running times of our models are still competitive, both SSMTL++v1 and SSMTL++v2 being capable of real-time processing. Furthermore, we note that the faster methods obtain considerably lower performance levels, e.g. the methods proposed in (Liu et al., 2018a; Park et al., 2020, 2022) yield micro AUC scores that are more than 10% lower compared with SSMTL++v1 and SSMTL++v2 on ShanghaiTech, our largest benchmark.

Our main bottleneck is the optical flow framework. We note
Table 12. Running time (in terms of FPS) for SSMTL++v1/v2 versus SSMTL and other state-of-the-art models [Liu et al., 2018a; Gong et al., 2019; Park et al., 2020; Georgescu et al., 2022; Park et al., 2022]. The reported running times were measured on a GeForce GTX 3090 GPU with 24 GB of VRAM.

| Method                | FPS   |
|-----------------------|-------|
| FFP (Liu et al., 2018a) | 133   |
| MemAE (Gong et al., 2019) | 42    |
| MNAD (Park et al., 2020) | 56    |
| Background Agnostic (Georgescu et al., 2022) | 18    |
| FastANO (Park et al., 2022) | 195   |
| SSMTL (Georgescu et al., 2021) | 50.0  |
| SSMTL++v1             | 20.2  |
| SSMTL++v2             | 18.8  |

that the focus of this work has been on precision in terms of anomaly detection capabilities, without much effort being dedicated towards optimizing the running time. Alternatively, faster object detectors can be applied, as well as using the faster background subtraction (55 FPS), at a small cost of precision, if inference time is a higher priority.

5. Conclusion

In this work, we revisited the self-supervised multi-task learning framework introduced by Georgescu et al. (2021), proposing a series of updates that boost the performance of the original method to new state-of-the-art levels. We provided empirical evidence for several beneficial updates. First, we showed that using optical flow along with YOLOv3 to obtain object detections is very useful in finding more objects. Second, we obtained additional performance gains by integrating 3D convolutional multi-head attention blocks into the backbone architecture. Furthermore, we showed that the adversarial training on pseudo-anomalies and patch inpainting tasks are well-correlated to anomaly detection, leading to performance improvements of the multi-task learning pipeline. Interestingly, these new proxy tasks are useful when replacing the original knowledge distillation task ($T_4$), rather than being jointly added as additional proxy tasks.

Noting that models trained on more than 5 tasks seem to underperform, in future work, we aim to study more ways to learn from as many tasks as possible, which, at least in principle, should lead to even better results.
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