An Efficient and Secure Malicious User Detection Scheme Based on Reputation Mechanism for Mobile Crowdsensing VANET
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1. Introduction

In recent years, with the continuous development of mobile communication technology and wireless communication technology, especially the continuous maturity and wide application of 5G technology [1], various smart terminals and wireless sensing devices have sprung up in an endless stream, such as smart phones, smart wearable devices, and GPS. Usually, they have certain computing, storage, communication, and sensing capabilities, so their explosive popularity and increasing development have greatly promoted the emergence of Mobile Crowdsensing (MCS) [2]. As a popular sensing mode in Internet of Things (IoT) system [3], MCS mainly completes large-scale, high-cost, and complex sensing tasks through the fusion of sensing technology and wireless communication technology [4]. Specifically, it takes lots
of ordinary individuals or mobile terminal devices as basic sensing nodes, forms a MCS network through the mutual collaboration between these nodes, and then completes data collecting according to task requirements. Compared with traditional wireless sensor networks, MCS network has lower deployment cost and faster data collecting and has been widely used in environmental monitoring [5], city management [6], social services [7], and other fields. At present, with the continuous advancement of Intelligent Transportation Systems (ITS) [8] and the growing rise of Vehicular Ad hoc Network (VANET) [9], MCS-VANET has attracted the attention of academia and industry. In MCS-VANET, as the basic sensing unit, vehicles are usually equipped with lots of wireless sensing devices and sensors, such as wireless Bluetooth, speedometer, global navigation positioning device, and gyroscope. Vehicles will rely on these devices to connect with servers, RSUs, on-board units (OBUs), etc. and complete the secure and efficient data collecting and task sharing between vehicles to vehicles, vehicles to RSUs, and vehicles to cloud [10]. However, as MCS-VANET is highly dynamic and self-organized, usually vehicles with certain sensing capabilities can be used as sensing users to participate in sensing task, the system cannot guarantee the credibility of all users and the reliability of data, nor can it avoid malicious users uploading false data to disrupt the sensing network. For example, in the road traffic, the sensors in vehicles are used to detect whether the road surface is bumpy. Once lots of malicious users upload false data, it will cause vehicles to get into trouble which causes road congestion, and in severe cases, traffic accidents may occur. Therefore, in terms of ensuring the security of MCS-VANET, it is very important to consider the credibility of all users and the reliability of data.

In order to effectively solve the problem of malicious users uploading false data, many literatures have carried out a large number of studies. Hamida and Javed [11] signed to verify channel aware information by combining the ECDSA technology with k mean clustering. The scheme ensured the confidentiality of sensing data through encryption and authentication and guaranteed the user credibility to a certain extent. However, the scheme had caused complex encryption and decryption overhead; on the other hand, the scheme was not evaluated from the sensing data quality itself, and there still existed false data. In MCS environment, Jiang et al. [12] put forward the incentive mechanism based on sensing data quality, while constructing the model into the reverse auction framework to promote the sensing data quality within the system. However, this scheme involved a lot of economic theories, and its practicability is not high in MCS-VANET.

The reputation mechanism mainly evaluates the credit degree of entities in a multidimensional manner according to their behaviours to achieve the dynamic reputation updating, which is more suitable for MCS-VANET. Michiardi and Molva [13] proposed a reputation mechanism based on “Core,” which integrated the direct reputation, indirect reputation, and functional reputation of nodes to calculate the global reputation of nodes. Although the mechanism realizes the detection of malicious users, its reputation evaluation scheme lacked accuracy, because the historical reputation values of nodes are important in reputation evaluation. The higher the historical reputation value of the node, the higher the probability of uploading real data in the next round.

Blockchain is a decentralized database and a shared distributed ledger that is immutable, traceable, open, and transparent. It is a new application mode that integrates distributed data storage [14], point-to-point transmission [15], consensus mechanism [16], encryption algorithm [17], and other computer technologies. It can be widely applied in MCS-VANET to provide a fair, secure, and transparent reputation evaluation for vehicles.

Li et al. [18] proposed a blockchain-based decentralized crowdsourcing architecture, where workers verified the quality of sensing data based on the established smart contracts, in order to detect malicious users. Zhao et al. [19] combined edge computing with the blockchain and proposed a reputation management scheme. However, the above schemes lacked appropriate indicators to measure the quality of sensing data.

Therefore, in MCS-VANET, in order to effectively detect the malicious users uploading false data in the sensing system, ensure system security, reduce the overhead of data uploading, and achieve the better performance, this paper proposes an efficient and secure malicious user detection scheme with reputation mechanism-based blockchain in MCS-VANET. In general, our main contributions are summarized as follows.

(1) In order to ensure the security of sensing system, a blockchain-based architecture is proposed in the MCS-VANET, which includes the four entities of PVs, RSUs, CS, and BC. And the blockchain is structured into three parts and integrated into the proposed three-layer architecture. Therefore, the proposed architecture can effectively avoid the single-point attack and provide a secure and fair sensing environment for the PVs and RSUs.

(2) In order to effectively realize the malicious user detection, an efficient and secure malicious user detection scheme is proposed in the MCS-VANET, which fully considers the historical reputation value of PVs and puts forward the reputation model from four aspects: the reputation history of the PVs, the data unbiasedness, the leadership of the PVs, and the spatial force of the PVs. Therefore, the proposed scheme can effectively evaluate the data quality and ensure the fairness of PVs.

(3) In order to reduce the overhead of data uploading, a data uploading method is designed by combining data aggregation technology with machine learning technology. On the one hand, this method reduces the overhead of storage and computing and, on the other hand, improves the quality of sensing data.

The rest of this article is organized as follows. Section 2 presents the related work of malicious user detection, Section 3 presents the preliminaries of this paper, Section 4
proposes the malicious user detection scheme, Section 5 verifies the effectiveness of the proposed scheme through security and performance analysis, and finally, Section 6 is the conclusion.

2. Related Work

As is well known, malicious user detection is very important in MCS-VANET; it is often used to ensure security and reliability of sensing services. Therefore, there are lots of research literatures in this aspect, which can be classified into the following three categories based on different research perspectives, as shown in Table 1.

| Research categories          | Advantages                                      | Disadvantages                                               |
|------------------------------|------------------------------------------------|-------------------------------------------------------------|
| Cryptography [20–22]         | The credibility of user is guaranteed.          | The sensing data quality cannot be guaranteed; the overhead is too large. |
| Incentive mechanism [23–26]  | The credibility of user and effective evaluation of data are guaranteed. | The user fairness cannot be guaranteed; the practicality of the scheme is poor. |
| Reputation mechanism [27–31] | The reputation of user is evaluated from multiple aspects. | The historical reputation is not fully considered; the user fairness and the accuracy of detection methods cannot be guaranteed. |

2.1. Cryptography. Tzeng et al. [20] proposed an identity authentication scheme based on the Random Oracle Model, which realized the detection of malicious users. However, the scheme relied on a complex certificate and secret key management system, which increased the system overhead. In order to solve the problem of high overhead of certificate management, Basudan et al. [21] proposed a certificateless aggregation signature scheme based on fog computing in the road condition monitoring. Kong et al. [22] proposed a secure query mechanism for the vehicle fog data publishing based on homomorphic encryption and batch verification technology in the architecture of fog computing in VANET, in which RSUs verified the correctness of recovered data requests. All the schemes above are based on cryptography to achieve user identity authentication. Although the credibility of participating users is guaranteed, the reliability of sensing data cannot be guaranteed and the computational overhead is large.

2.2. Incentive Mechanism. Yang et al. [23] proposed an incentive mechanism based on user behaviour, in which different incentive measures were set according to the information uploaded by users. Similarly, Peng et al. [24] constructed a MCS incentive mechanism, which evaluated the quality of sensing data based on the EM algorithm, quantified the effective contribution of users by using the principle of information entropy, and provided incentives for each participant based on its effective contribution. Wen et al. [25] proposed a quality-driven auction incentive mechanism, QDA, in which participating users received corresponding reward incentives based on the quality of the data rather than working time, while obtaining sensing data with higher reliability by constructing a probabilistic model. Park and Beak [26] proposed an incentive mechanism based on one-way hash chain, which guaranteed the detection of malicious nodes through PKI technology and promoted the mutual collaboration of nodes, but was not evaluated from the sensing data quality itself to detect users with selfish and malicious nodes in the VANET. Most of the above schemes adopt economic theories such as auction mechanism, but they are not suitable for the highly dynamic and self-organizing characteristics of VANET. Furthermore, it is unfair that users who fail the auction cannot participate in sensing tasks.

2.3. Reputation Mechanism. Reputation mechanism has been widely used in wireless networks [32] and IoT systems to evaluate user reliability and detect malicious users. Sun et al. [27] put forward the two-layer fog architecture in MCS-VANET, integrated the zero-knowledge proof technology into it, and evaluated the vehicle reputation according to the offset value of sensing data and the historical reputation value of PVs. Nan et al. [28] proposed a CSII model based on cross-spatial multiple interaction to evaluate user reputation from four aspects: the data collecting time, the cover rate, the correlation, and historical reputation value. Song and Ma [29] proposed a method to evaluate the comprehensive reputation of users in VANET by using self-observation data and second-hand information data and taking historical reputation value into account. The above schemes only consider the user’s latest historical reputation value and cannot fully reflect the user’s real reputation, which seriously affects the user fairness. Due to the poor quality of sensing data caused by uncontrollable factors such as sensing intensity and damage degree, the user’s reputation value becomes smaller. Yang et al. [30] proposed a decentralized reputation management system for VANET based on blockchain, in which reputation values were aggregated in RSU according to ratings generated by the message receiver. However, in this scheme, each PV needed to store and maintain the reputation value of adjacent vehicles, which brought a lot of communication overhead. Cai et al. [31] combined zero-knowledge proof and precommitted homomorphic attributes to identify the improper behaviour of users. However, this scheme did not evaluate the data quality, and the accuracy of malicious user detection was not high.

Therefore, in general, although these schemes guarantee the credibility of users, the quality of sensing data is not well evaluated. Therefore, a reputation mechanism is proposed based on blockchain, which fully considers the historical reputation value of sensing users and puts forward a comprehensive evaluation method of data quality by integrating.
different indicators. At the same time, machine learning is integrated with data aggregation technology, which effectively realizes the detection of malicious users and reduces the system overhead.

3. Preliminaries

In this section, some preliminaries are introduced. Among these, the system architecture of our paper is firstly proposed, which contains four entities. Then, the malicious user detection process is proposed, and finally, security requirements and design goals of this paper are given in detail.

3.1. System Architecture. In this system architecture, there are mainly four entities; the details are shown in Figure 1.

PVs: participating vehicles are usually equipped with various types of sensing devices and have certain sensing capabilities. They mainly collect sensing data in the system.

RSUs: RSUs have certain storage, computing, and sensing capabilities and play a vital role in the system, mainly for data quality evaluation and updating.

CS: cloud server mainly performs system initialization, interacts with external requesters, obtains sensing task requirements, and deploys a database based on secure media such as disks.

BC: blockchain mainly provides a reliable sensing environment for PVs and RSUs and updates and stores the reputation value of PVs. Specifically, the block is deployed on the periphery of the CS, and after completing the reputation information collection, it is imported into the database of the CS for security publicity.

3.2. Malicious User Detection Process. The notations used in this paper are listed in Table 2.

In MCS-VANET, vehicles are defined as participants, who have certain mobility and self-organization. At this point, the sensing service has relatively high data requirements on quality, such as road condition detection service. If the PV$_{ij}$ collects false data feedback to the server, it will lead to inaccuracy of road condition detection, and in serious cases, it will cause personal safety. Therefore, a new malicious user detection scheme is proposed, which evaluates the degree of maliciousness based on the reputation mechanism. The whole scheme consists of three phases: data collecting, data quality evaluation, and reputation updating. At the same time, the corresponding three-part structure of BC is embedded in the architecture.

Firstly, PVs of the sensing layer form a small Local Area Network (LAN) within a specific time region according to environment, region, and other factors. According to the LAN strategy, PVs publish their historical reputation values and then sign the historical reputation values and broadcast them to the LAN for the public election of the subleaders of the LAN. Once the subleaders have been successfully elected, the group is formed and then connected to a nearby RSU in the edge layer that matches the strategy. The RSU starts collecting the sensing data from PVs in the group after it was connected to the group network. Moreover, in order to
reduce the data uploading overhead, the proposed scheme uses machine learning and data aggregation technology to upload different proportions of sensing data according to historical data quality evaluation result $EVA_{old_{ij}}$ and carries out corresponding reputation evaluation by defining the four indicators of $history_{ij}$, $quality_{ij}$, $leader_{ij}$, and $space_{ij}$. From the perspective of fairness, these four indicators are from the perspective of the past and the present, respectively, and provide sufficient sensing opportunities to PVs. Finally, the evaluation results and other information such as the vehicle’s identity information $uid_{ij}$ are uploaded. Once the monitoring interface of the blockchain server listens to this information, it starts timing and at the same time starts the block generation program of the server to process data packets. At this point, the user’s latest reputation value can be obtained through the logistic model function curve of the reputation updating phase, that is, if the evaluation result is low, the reputation value will be reduced; if the evaluation result is large, the reputation value will be increased. The latest reputation value and other information of PVs are recorded in the block. When each block completes a phase of information collection, the next block is automatically generated and so on. The blocks are then imported into a database stored in the CS. This process makes use of the nonrepudiation and traceability of blockchain to process the information collected and uploaded by users and the information updated by reputation computing, in order to ensure the openness and transparency of the reputation evaluation process of MCS-VANET. It is noted that, in this paper, the range of reputation value is within $[0, 1]$, where 0 and 1 represent two extreme cases, that is, special malice and special honesty. And it can be expressed by the following formula.

$$t_{ij}, t_{new_{ij}} = \begin{cases} 0, PV_{ij} \text{ is always malicious} ; \\ 1, PV_{ij} \text{ is always honest} ; \\ 0 \sim 1, \text{other situations} ; \end{cases} \quad (1)$$

Through this process, the detection of malicious users becomes obvious through the reputation value. The overall process of malicious user detection is shown in Figure 2.

### 3.3. Security Requirements

Based on the above system architecture and detection process in the MCS-VANET, the security requirements of the system are as follows.

(a) **Decentralization.** As is known to all, centralized management is easy to cause single point of failure in the process of malicious user detection. Therefore, system security requirements need to be decentralized.

(b) **Immutability and Tamper-proofing.** In the process of malicious user detection, a large amount of sensing data needs to be generated, transmitted, and processed continuously. Therefore, in order to accomplish the task accurately, it is necessary to ensure that the data is not tampered with and cannot be forged.

(c) **Resistance to Attack.** To prevent malicious users from threatening the sensing system, the system must be able to effectively resist malicious users’ attacks.

### 3.4. Design Goals

Based on the above system architecture and detection process in the MCS-VANET, the design goals are as follows.

(a) **Low Overhead.** A lot of data is generated in the process of sensing task completion. Therefore, in order
4. The Proposed Malicious User Detection Scheme

In this section, the malicious user detection scheme is proposed, which mainly includes three phases, namely, data collecting phase, data quality evaluation phase, and reputation updating phase. The specific details are as follows.

4.1. Data Collecting. As the first phase of the malicious user detection scheme, data collecting is mainly involved in the process of sensing data collecting through various types of sensors assembled by vehicle. On the one hand, the data is huge from the perspective of computing or storage, and there are some redundant or irrelevant data to the sensing service; on the other hand, from the perspective of data quality, it is expected to collect high data quality and less false data. Therefore, data aggregation and machine learning techniques are introduced in the data collecting phase, and this phase is divided into two processes: the subleader election and data uploading.

4.1.1. The Subleader Election. In this process, there are multiple RSUs in the whole sensing region whole_region, and the vehicle is constantly moving. Therefore, in order to facilitate data collecting and reduce unnecessary overhead, the whole sensing region is divided into several subregions, and the region covered by each RSU is a region sub_regioni, in which there are n participating users. Then, a subleader is chosen from each sub_regioni. In practice, the identity information of uid_ij is used to query its historical reputation value t^i_j, and the vehicle with high mean historical reputation value t^j is selected as the subleader sub_leaderi.

In order to realize the election of sub_leaderi, the following three aspects should be considered. First, from the perspective of trustworthiness, PVs with higher historical reputation values have higher trustworthiness in the whole subregion and will upload real data with a high probability. Second, in terms of fairness, it is not enough to query the historical reputation value of a vehicle only once, because there are some special situations. For example, in the past, a PV has uploaded real data for several times in succession, but in a certain time, the quality of the sensing data collected by the vehicle was poor due to the sensing device being damaged, stolen, or offline, so the vehicle was judged as a malicious participant, which is unfair. Therefore, more reputation value of the vehicle should be considered. Third, in terms of precision, it can effectively reflect the reputation of the participants over the past period by querying the historical reputation values of multiple times in the past then calculating t^j.
The past period of time is set as the past two months [33]. On the one hand, if the statistics are less than two months, it is not enough to reflect the historical reputation of the PVs; on the other hand, if the statistics are more than two months, it will bring large computing and storage overhead. In addition, if PV$_{ij}$ is an initial vehicle, which is newly added to the sensing system, its $t_{ij}$ is initialized to 0.5 [34]. It can be expressed by the following formula.

$$t_{ij} = \frac{1}{t} \sum_{k=1}^{t} t_{kj}, \quad t > 0. \quad (2)$$

In a specific time interval, the PVs form a small temporary LAN. Then, in sub_region, covered by each RSU, according to environmental and other factors, the PVs package their own $t_{ij}$ and uid$_{ij}$ as info$_{ij}$, sign info$_{ij}$ with their own key pair $(sk_{ij}, pk_{ij})$ assuming that the PVs have already obtained the key pair, and broadcast the signature information $S_{ij} = \text{SIGN}(sk_{ij}, \text{info}_{ij})$ on the temporary LAN. Then, by comparing $t_{ij}$ of the PVs and verifying their signature information Ver$_{ij} = \text{VERIFY}(pk_{ij}, \text{info}_{ij})$, the vehicle with the largest $t_{ij}$ is elected. When more than a certain number of PVs in the network agree that the vehicle becomes the subleader of the network sub_leader, the election ends. Then, sub_leader will complete the subsequent organization and supervision work and carry out the next stage of sensing data collection, aggregation and distribution. If there is a problem in the election, the group network fails to be established and this RSU cannot be accessed, then the above process can be repeated. On the one hand, this RSU will record the election process, issue a notice broadcast RSU_Broadcast within the region of each coverage, and inform sub_leader, corresponding to PVs according to each sub_region, to facilitate the following data uploading. On the other hand, this RSU will encrypt the other information generated by calculation in the region and upload it to the CS for later public announcement. Therefore, the election process is described by the following formula.

$$\begin{cases}
\text{info}_{ij} = t_{ij} \oplus \text{uid}_{ij}, \\
S_{ij} = \text{SIGN}(sk_{ij}, \text{info}_{ij}), \\
\text{User}\_\text{Broadcast} : S_{ij} = \text{SIGN}(sk_{ij}, \text{info}_{ij}), \\
\text{Ver}_{ij} = \text{VERIFY}(pk_{ij}, \text{info}_{ij}), \\
\text{RSU}\_\text{Broadcast} : \text{sub\_region}_i \rightarrow \text{sub\_leader}_i.
\end{cases} \quad (3)$$

4.1.2. Data Uploading. After completing the election of sub_leader, each PV begins to collect data. This process mainly relies on various sensing devices and measurement devices assembled by PVs. Sensing devices can make PVs to collect data information about the surrounding environment. Measurement devices are usually composed of trusted password module devices, which can initialize the devices of PVs, reorganize the collected information, calculate and output it, and upload the corresponding identification to RSU and blockchain. Before the data is uploaded to the edge layer, in order to reduce the overhead of data transmission and enhance the sensing data quality, data aggregation and machine learning technologies are introduced.

As a branch of machine learning [35], deep learning [36] simulates the workflow of human brain through neural network models, and its architecture generally includes input layer, hidden layer, and output layer. Here, a deep learning model based on fully connected neural networks is constructed, as shown in Figure 3.

In this model, the four indicators for data quality evaluation are transformed into one-dimensional vector $\mathbf{fac}_{ij}$ as the input of model training, and the model returns a parameter $\text{PER}_{ij}$ as the output, which is in $(0, 1)$. Therefore, the system will set different proportion of data uploading according to $\text{EVA}_{\text{old}_{ij}}$. Among them, $\text{EVA}_{\text{old}_{ij}}$ is calculated according to the data quality evaluation function $e(\cdot)$ in Section 4.2. Moreover, all indicators used in this evaluation process are past indicators, so $\text{PV}_{ij}$ can query them based on the identity information. In general, the larger $\text{EVA}_{\text{old}_{ij}}$ is, the greater the probability that the $\text{PV}_{ij}$ will upload real data in the next round of data collecting is. Therefore, the larger the proportion of the $\text{value\_data}_{ij}$ uploading is. The process is described by the following formula.

$$\mathbf{fac}_{ij} = \left(\text{history}_{ij}, \text{quality\_old}_{ij}, \text{leader\_old}_{ij}, \text{space\_old}_{ij}\right).$$

$$\text{EVA}_{\text{old}_{ij}} = e\left(\text{history}_{ij}, \text{quality\_old}_{ij}, \text{leader\_old}_{ij}, \text{space\_old}_{ij}\right).$$

$$\text{value\_data}_{ij} = \text{raw\_data}_{ij} \ast \text{PER}_{ij}, \quad \text{PER}_{ij} \in [0, 1].$$

In this paper, the data quality is a very critical information and determines the degree of final task completion. The reliable parameter $\text{PER}_{ij}$ can be obtained by training the deep learning model, which is very effective for obtaining high-quality sensing data. Finally, $\text{uid}_{ij}$ is matched with $\text{value\_data}_{ij}$. The sensing data uploading information formula is as follows.

$$\text{Data\_Upload} : \text{uid}_{ij} \rightarrow \text{value\_data}_{ij}.$$ 

4.2. Data Quality Evaluation. Once the PVs of the sensing layer complete the data collecting, the RSUs of the edge layer begin the data quality evaluation. In order to evaluate the quality of sensing data from multiple aspects and accurately reflect the reputation of the PVs, the following four indicators are proposed to evaluate the quality of sensing data: $\text{history}_{ij}$, $\text{quality}_{ij}$, $\text{leader}_{ij}$, and $\text{space}_{ij}$.

4.2.1. $\text{history}_{ij}$. Firstly, the reputation history of $\text{PV}_{ij}$, $\text{history}_{ij}$ is considered. This indicator is mainly affected by $t_{ij}$ obtained by PVs participating in $t$-time sensing tasks in the past two months, where $t_{ij}$ is $[0, 1]$, $k_0$ is used as an
influencing factor, which mainly affects history$_{ij}$. Generally, the larger $t_{ij}$, the greater the probability the PVs will upload real data, so the higher the quality of the sensing data and vice versa. The relationship is expressed by the following formula.

$$ \text{history}_{ij} = k_0 \times t_{ij}, \quad (k_0 \neq 0). \quad (8) $$

4.2.2. quality$_{ij}$: Next, the data unbiasedness of PV$_{ij}$ quality$_{ij}$ is proposed. This indicator evaluates the quality of the sensing data from the current perspective, and it can most intuitively evaluate the reliability of PV$_{ij}$ from the data itself. The deviation data$_{bias}_{ij}$ between value$_{data}_{ij}$ and the mean value of all data $(1/\text{nn}) \sum_{i=1}^{m} \sum_{j=1}^{n} \text{value}_{data}_{ij}$ is used as the influencing factor of unbiasedness, and $k_1$ is also set as the influencing factor so that quality$_{ij}$ can be defined within a certain numerical range. Generally speaking, the greater data$_{bias}_{ij}$, the smaller quality$_{ij}$. The smaller data$_{bias}_{ij}$, the greater quality$_{ij}$. It can be expressed by the following formula.

$$ \text{data} \_\text{bias} \_\text{ij} = \text{value} \_\text{data} \_\text{ij} - \frac{1}{\text{mn}} \sum_{i=1}^{m} \sum_{j=1}^{n} \text{value} \_\text{data} \_\text{ij}, \quad (9) $$

$$ \text{quality} \_\text{ij} = k_1 \times \text{data} \_\text{bias} \_\text{ij}, \quad (k_1 \neq 0). \quad (10) $$

4.2.3. leader$_{ij}$: Then, in order to reflect the fairness of PVs, the leadership of PV$_{ij}$ leader$_{ij}$ is defined, which is mainly related to the times leader$_{times}$_{ij} of PV$_{ij}$ as sub leader$_{i}$. In order to define its value within a certain range, the influence factor $k_2$ is set. Moreover, whether PV$_{ij}$ serves as a sub leader$_{i}$ is related to $t_{ij}$. Generally, the more times PV$_{ij}$ serves as a subleader, the greater its historical reputation value is, the stronger its leadership is, and the greater the probability that it will upload real data and vice versa. Therefore, it can be expressed by the following formula.

$$ \text{leader} \_\text{ij} = k_2 \times \ln \left( \frac{\text{leader} \_\text{times} \_\text{ij} + 1}{e} \right), \quad (k_2 \neq 0). \quad (11) $$

4.2.4. space$_{ij}$: Finally, the space force of PV$_{ij}$ space$_{ij}$ is defined based on the degree of congestion in sub$_{region}$. The degree of congestion in sub$_{region}$ will affect the efficiency of data transmission. In serious cases, if sub$_{region}$ is too crowded, part of the sensing data will be lost. The indicator is closely related to $n_i$ in sub$_{region}$. The larger $n_i$ is, the more crowded sub$_{region}$ will be, which will lead to congestion and noise in the transmission process, and the deviation or delayed uploading of the sensing data will eventually lead to the reduction of its reputation value and vice versa. Therefore, this relationship can be expressed by the following formula.

$$ \text{space} \_\text{ij} = \frac{n_i}{\sum_{i=1}^{m} n_i}. \quad (12) $$

To sum up, based on the above four factors, the evaluation function $e()$: EVA$_{\text{new}}$$_{ij} = e(\text{history}$_{ij}$, quality$_{ij}$, leader$_{ij}$, space$_{ij}$) is defined to describe the quality of the sensing data, which is mainly evaluated by the above four indicators. The quality of the sensing data is positively correlated with history$_{ij}$ and leader$_{ij}$, while negatively correlated with quality$_{ij}$ and space$_{ij}$. Therefore, the above relationship can be expressed as the following formula.

$$ e \left( \text{history} \_\text{ij}, \text{quality} \_\text{ij}, \text{leader} \_\text{ij}, \text{space} \_\text{ij} \right) $$

$$ = \text{history} \_\text{ij} + \text{quality} \_\text{ij} + \text{leader} \_\text{ij} + \text{space} \_\text{ij}. $$

Figure 3: A deep learning model based on a fully connected neural network.
5. Security and Performance Analysis

5.1. Experimental Environment. Our experiment is set on the Lenovo computer with a CPU of AMD Ryzen 7 4800H with Radeon Graphics, a basic frequency of 2.90 GHz, and a memory of 16GB. The algorithm is implemented using the PyCharm tool and the Air Quality Online Monitoring and Analysis Platform from China (https://http://www.aqistudy.cn/) and Beijing Municipal Ecological and Environment Monitoring Center (http://www.bjmemc.com.cn/) datasets. The experiment sets the scene of urban air quality monitoring. The 2015-2018 PM2.5 statistics of Beijing in the three years are used as a simulated sensing dataset. The data range is between 0 and 500 (unit: mg/m³). Each PV collects 10 pieces of data at a time, and its final sensing data is the mean value of the 10 pieces of data.

5.2. Security Analysis. Firstly, the MCS-VANET architecture based the blockchain meets the characteristic of decentralization. The blockchain is essentially a distributed data system. In the blockchain system with lots of nodes, each node is highly autonomous and can also be verified. Moreover, all nodes store all transaction records of the blockchain without the participation of any third party, which ensures the security of the system. Centralized systems are vulnerable to a single point of attack, and most third parties are semitrusted. In the proposed architecture, the decentralized characteristic of blockchain can well solve security problems caused by untrusted third party.

Then, all data transmitted in the proposed scheme meet the requirements of immutability and tamperproofing. In this paper, the blockchain is structured as three parts embedded into the system architecture. The PVs at the sensing layer serve as input to the blockchain for data collecting, the blockchain provides a secure computing environment for RSUs at the edge layer, and blocks are deployed outside the CS and eventually imported into the server’s database. In the malicious user detection process, when the identity information, sensing data, and reputation information of the PV are calculated to trigger the smart contract of the blockchain, they are packaged together for verification and stored in the trusted chain as the unique identification of the PV. The sensing data will be uploaded to the blockchain server through the edge nodes, and the data generated in the process will be reorganized and reproduced through the special Translation Control Register (TCR) equipment in the blockchain for traceability and will be publicized in the blockchain. All data is signed by the corresponding entity, and no node can forge the message signature without the private key. These keys are also bound to the blockchain and are usually stored in tamperproof devices. If they were to be successfully attacked, it would require the malicious attacker to have more than 51% of the computing power in a blockchain system, something that cannot be done in polynomial time.

Finally, the malicious user detection algorithm of this scheme meets the effectiveness and can resist malicious
attacks. It is assumed that there are \( p(p > 0) \) PVs in the whole MCS environment, and there are \( q(0 < q < p) \) malicious PVs. The security analysis of the scheme algorithm is carried out by defining the malicious occupancy rate \( \theta = q/p \). The specific analysis process is as follows.

When \( 0 < \theta < 1/2 \), the number of malicious PVs in the system is less than half of all PVs. At this moment, it can be considered that there are fewer malicious PVs in the system. In this case, the honest PVs are dominant, and the maliciousness generated by malicious PVs has little impact on the system. After the election of subleader and the collection of sensing data, the data quality is relatively high, and the latest reputation value calculated through the quality evaluation phase and the logistic model is also correspondingly large. Even if there are a small number of malicious PVs who upload false data many times, the reputation value evaluated by the algorithm will also be reduced, and the corresponding reputation results will also be recorded and made public in the blockchain, so the detection of malicious users is obvious.

When \( 1/2 < \theta < 1 \), the number of malicious PVs in the system is more than half of all PVs. At this moment, it can be considered that there are more malicious PVs in the system. In this case, the malicious PVs are dominant, and there will be lots of users uploading false data. As the proposed algorithm takes into account the historical reputation value of PVs for many times, the data unbiasedness, the leadership of PVs, and the spatial force of PVs, in order to leverage the advantages of blockchain in the system, each block node cooperates with each other, all state information will be recorded, and malicious PVs will be found quickly. At this point, the reputation value evaluated by the algorithm decreases correspondingly rapidly, so it is difficult for malicious PVs to participate in the next round of sensing tasks. In terms of the immutability of blockchain, all nodes have formed a strong computing power. Even if there are many malicious PVs involved, their cost of counterfeiting is relatively high, so it is difficult to pose a threat to the system.

### 5.3. Performance Analysis

This paper will analyze the performance of the proposed malicious user detection scheme from the following four aspects and test it on real dataset.

#### 5.3.1. The Proportion of Data Uploading

A large amount of data is used to train the model based on a fully connected neural network proposed in this paper, and a relationship model between \( EVA_{old_{ij}} \) and \( PER_{ij} \) is obtained, as shown in Figure 4. It can be seen that, although there will be certain fluctuations due to various factors of specific scene, the proportion of the sensing data uploading is approximately proportional to the \( EVA_{old_{ij}} \). Namely, the larger \( EVA_{old_{ij}} \) is, the larger \( PER_{ij} \) is. This solves the problem high overhead of data uploading and storage when the PVs upload raw data.

#### 5.3.2. Time Overhead

In order to reduce the overhead caused by data uploading, our scheme proposes the subleader election and data aggregation processes. In the process of election, the user with higher \( t_{ij} \) in each sensing region is selected as subleader. In the process of data aggregation, in order to further improve the quality of sensing data, the sensing data is collected according to \( t_{ij} \) of the PVs, and the final aggregated data will be used as valuable sensing data. Therefore, the data aggregation time is observed by setting different PVs in the following experiments.

In the experiment, a total of 100 PVs is simulated to participate in PM2.5 task collection. It can be seen from Figure 5 that the data aggregation time increases with the increase of PVs. This is because the more PVs, the more data, the aggregation process takes more time. The aggregation time of our scheme is 3.25 seconds when the number of users is 10; and when the number of PVs is 100, the aggregation time is 31.81 seconds, that is, the average aggregation time for each PV is about 0.3 seconds, which is acceptable and applicable for air quality monitoring. Moreover, by comparison of the proposed scheme with the B-PPRM scheme [34], it is found that although the data aggregation time also increases linearly with the increase of PVs, the overall aggregation time overhead of the B-PPRM scheme is larger than that of our scheme. Specifically, when the number of PVs is 10, the aggregation time is 5.54 seconds; and when the number is 100, the aggregation time reaches 40.24 seconds, that is, the average aggregation time of each PV is about 0.4 seconds. This is because the B-PPRM scheme combines homomorphic encryption technology, which requires complex encryption and decryption operations involving data, while our scheme focuses on the reputation evaluation and does not involve cryptography overhead.

Moreover, although the average time of data aggregation for each PV between B-PPRM scheme and our proposed scheme is only about 0.1 second, this gap will become larger and larger with the increasing number of PVs in the MCS system. The more users the system has, the greater the burden it carries, especially for air quality monitoring, only a large number of PVs can ensure the accuracy of the sensing data, so it can be seen that the data aggregation process with low overhead is very important. Meanwhile, by comparing Figure 4, it can be found that the time overhead of the proposed scheme is smaller because the machine learning model.
is used for training before data uploading to get the proportion of data uploading instead of uploading all the raw data. In general, the proposed scheme is effective in supporting lots of users to participate in sensing tasks.

5.3.3. The Impact of Different Indicators on Reputation Updating. In the process of reputation updating, four indicators are firstly proposed, that is, history\(_{ij}\), quality\(_{ij}\), leader\(_{ij}\), and space\(_{ij}\), to evaluate the quality of sensing data. Then, based on the quality evaluation results, reputation updating is performed on logistic model. Therefore, in order to test the effectiveness of the proposed scheme, in the following experiments, different quality\(_{ij}\), leader\(_{ij}\), and space\(_{ij}\) are set to analyze the impact on reputation updating.

(1) The Impact of quality\(_{ij}\) on Reputation Updating. quality\(_{ij}\) reflects the data deviation in the process of sensing data collecting. Generally speaking, the smaller the deviation, the greater the unbiasedness, the higher the data quality evaluation result, and the higher the reputation value calculated by the logistic model and vice versa. Therefore, in order to better reflect the impact of quality\(_{ij}\) on reputation value, history\(_{ij}\), leader\(_{ij}\), and space\(_{ij}\) are fixed, the initial reputation value of each PV is set as 0.5, and 10 vehicles with different data unbiasedness are simulated. It can be seen from Figure 6 that, when quality\(_{ij} > 0\), it indicates that the PV is uploading the real data. The larger quality\(_{ij}\), the smaller the deviation of the sensing data, the higher the evaluation result of the data quality, and the higher the reputation value calculated by the logistic model, the faster the growth of reputation value. Moreover, it can be found that the data quality in the sensing system is getting better and better as the task is completed. When the number of tasks is about 40, since the data is much unbiased at this moment, it can be considered that there is almost no false data in the whole sensing system, and the reputation value will converge to 1. On the contrary, when quality\(_{ij} < 0\), it indicates that the PV is uploading false data. The smaller quality\(_{ij}\), the greater the deviation of the sensing data, the lower the data quality evaluation result, and the lower the reputation value calculated by the logistic model, the faster the reputation value declines. Moreover, it can be found that when the number of tasks is about 40, it indicates that our scheme has given enough opportunities for this PV to participate in, avoiding the unfair behaviour of reducing the reputation value due to the large deviation of data collecting in some special situations such as damaged or offline sensing equipment. In addition, as the task is gradually completed, the PV continues to upload false data, which makes the data deviation become larger and larger, and the data unbiasedness become smaller and smaller. At this moment, there is almost no real data in the sensing system, and our scheme is intolerable to this situation, so its reputation value will gradually converge to 0.

(2) The Impact of leader\(_{ij}\) on Reputation Updating. leader\(_{ij}\) is mainly related to the number of times of the PV acting as a subleader. The more times a PV serves as a subleader, the higher its historical reputation value and the greater its leadership, the larger the probability that the PV will upload high quality data in the next round of data collecting, so the higher its reputation value calculated by the logistic model. In order to better reflect the influence of this indicator on the reputation, the same history\(_{ij}\) and space\(_{ij}\) are set, its initial reputation value is set as 0.5, and five PVs with different leadership are simulated. Since the number of times of PVs as subleaders cannot be negative, then leader\(_{ij} \geq 0\). As shown in Figure 7, for PVs with different leader\(_{ij}\), as the tasks are gradually completed, there are more and more honest users and more and more high-quality sensing data
in the system, so the reputation value is rising after the evaluation of the proposed scheme. The larger leader$_{ij}$ is, the more convincing the PV is in the subregion, and the more reliable PVs are, the more probability they will upload reliable data, so their reputation value increases faster and faster. It can be found that with the continuous completion of tasks, when the number of tasks is about 35, there is little false data in the system. After the data quality evaluation,
the reputation value will converge to 1. It can also be found that, compared with Figure 6, the reputation value of PVs converges to 1 when the number of tasks is about 40, which indicates that the impact of the leader$_{ij}$ of PVs is greater than that of the quality$_{ij}$. This is because with the continuous completion of the task, the number of subleaders of PV is increasing, and the change of its leader$_{ij}$ is an increasing process, while the quality$_{ij}$ is contingent to a certain extent. Meanwhile, when leader$_{ij}$ = 0.4 or 0.5, its reputation value quickly converges to 1, and the number of tasks is less than 20, which does not conform to the actual sensing situation. Therefore, leader$_{ij}$ should not be too large and is recommended to be between 0.1 and 0.3.

(3) The Impact of space$_{ij}$ on Reputation Updating. Similarly, in order to better reflect the impact of this indicator on reputation, the same history$_{ij}$ and leader$_{ij}$ are set, with an initial reputation value of 0.5, and five PVs with different space$_{ij}$ are simulated. space$_{ij}$ mainly reflects the degree of congestion in the sensing subregion of the PVs. For PVs with a certain degree of congestion, their spatial force space$_{ij}$ represents the degree of chaos and noise of the sensing environment. Therefore, in the process of PM2.5 data collected by PVs, there will be deviations or uploading delays in the data collected by sensing devices. However, the quality of the data uploaded is real data, so the reputation value calculated by the logistic model will also increase. The larger space$_{ij}$ is, the more PVs in the subregion are, the more crowded the subregion will be, and the slower the growth rate of its reputation value will be after the data quality evaluation. As shown in Figure 8, with the increasing number of tasks, when the number of tasks is about 50, there are more and more high-quality sensing data in the system. It can be considered that there is almost no false sensing data. So the reputation value will continue to converge to 1 after evaluation. However, by comparing it with Figures 6 and 7, it can be found that when the number of tasks is about 35 or 40, its reputation value will converge to 1, which shows that space$_{ij}$ of PVs has a much smaller impact on reputation than its leader$_{ij}$ and quality$_{ij}$. Moreover, when the number of tasks is less than 5, the reputation value has a slight downward trend, which is because the number of tasks completed in the early stage is less, the sensing data collected by PVs is less, and the reliable data is relatively less. Therefore, the impact of its space$_{ij}$ is relatively large, and its reputation value will be reduced after the data quality evaluation.

5.3.4. Robustness against Malicious PVs. Robustness can be used to reflect the effectiveness of the proposed scheme in resisting malicious PVs by setting different degrees of maliciousness. The experiment simulates four PVs with different degrees of maliciousness; their degrees of maliciousness are 10%, 30%, 50%, and 90%, respectively. The initial reputation value of PVs is set to 0.63. When a PV shows a 10% probability of malicious behaviour, the impact on its quality$_{ij}$, leader$_{ij}$ and space$_{ij}$ is minimal. After the data quality evaluation, its data quality is still high, so the reputation value calculated by the logistic model will continue increasing. When a PV shows malicious degree with a probability of 30%, it
will have a great impact on its quality, leader, and space. For example, if the deviation of data quality becomes larger, quality becomes smaller, and its leadership is weakened, its reputation value will be reduced after the data quality evaluation. Therefore, as shown in Figure 9, when the number of tasks is between 20 and 40, the reputation value will be reduced. However, as the proposed scheme is based on fairness and fully considers the historical reputation of PVs and other factors, there is still a certain degree of tolerance for PVs. Therefore, with the continuous completion of tasks, there are more and more honest PVs more and more high-quality data in the system, and the reputation value obtained by updating is also increasing. When the number of tasks is about 50, the reputation value will eventually converge to 1. When the maliciousness of a PV is 50%, it indicates that this PV alternately uploads real and false data. After data quality evaluation, its reputation value will increase and decrease. This situation is unbearable. This is because, on the one hand, as the quality of the sensing data collected by the system is getting higher and higher, there are fewer and fewer false sensing data; on the other hand, if the PVs collect false data, then it will cause a waste of computing and storage resources for the sensing device. Therefore, with the continuous completion of tasks, when the number of tasks is about 60, there will be a large number false or low-quality sensing data in the system. After the evaluation of the proposed scheme, its reputation value will keep decreasing until the rating converges to 0. When the maliciousness of the PV is 90%, it indicates that the quality of the sensing data is extremely poor. The situation is extremely intolerable. With the continuous completion of the task, there is almost no real sensing data in the system. After the evaluation of the proposed scheme, its reputation value will decrease at a faster speed and eventually converge to 0. Therefore, through this experiment, in order to ensure the quality of sensing data, it is recommended that the probability of maliciousness of PV should not exceed 50%. Meanwhile, it can also be found that the proposed scheme is effective in resisting malicious PVs.

6. Conclusion

With the continuous development of wireless communication and sensing technology, MCS now has been widely applied due to its low maintenance cost and large amount of data collecting. The rapid development of the VANET further promotes the in-depth research of MCS. The vehicle is no longer just as a common vehicle, but as an important sensing node to complete the corresponding data collecting task. However, in MCS-VANET, there are inevitably malicious nodes who upload false data, which will seriously affect network performance and even cause immeasurable consequences.

Therefore, this paper proposes an architecture of MCS-VANET based on blockchain, which includes four entities, that is, PVs, RSUs, CS, and BC. Based on this architecture, a malicious user detection scheme is designed based on a reputation mechanism to solve the problem of malicious users uploading false data. Specifically, the proposed scheme consists of three phases. Firstly, in the data collecting phase, in order to reduce the overhead of data uploading, the subleader of the sensing region is elected to complete data aggregation, and the proportion of data uploading is determined according to the evaluation results of historical data quality of PVs by machine learning technology. Secondly, in the data quality evaluation phase, in order to effectively...
evaluate the sensing data quality, the four indicators of history, quality, leader, and space are introduced for evaluation. Then, in the reputation updating phase, in order to effectively reflect the changes of the reputation value, the logistic model function curve is integrated into it, and the whole transmission and computational process is performed in the blockchain which is structured in three parts. Finally, the security analysis is carried out, and a large number of simulation experiments are carried out on the real dataset to evaluate the proposed scheme. Compared with the existing schemes, it can be seen that the proposed scheme has less overhead and higher security.

In the future work, our scheme will be further improved with the current popular technology to solve the problem of malicious user detection in different scenarios. Moreover, a lightweight incentive mechanism will be designed to further motivate sensing user to upload real sensing data, in order to reduce the threat caused by false data to the system and improve the effectiveness of malicious user detection.

Data Availability

The experiment uses the datasets of the Air Quality Online Monitoring and Analysis Platform from China (https://http://www.aqistudy.cn/) and Beijing Municipal Ecological and Environment Monitoring Center (http://www.bjmemc.com.cn/). The experiment sets the scene of urban air quality monitoring at the same time. The 2015-2018 PM2.5 statistics of Beijing data used to support the fundings of this study are included within the article. The data range is between 0 and 500 (unit: mg/m³). All data included in the proposed scheme are available.
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