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Abstract: West Nile Virus (WNV) is a disease caused by mosquitoes where human beings get infected by the mosquito’s bite. The disease is considered to be a serious threat to the society especially in the United States where it is frequently found in localities having water bodies. The traditional approach is to collect the traps of mosquitoes from a locality and check whether they are infected with virus. If there is a virus found then that locality is sprayed with pesticides. But this process is very time consuming and requires a lot of financial support. Machine learning methods can provide an efficient approach to predict the presence of virus in a locality using data related to the location and weather. This paper uses the dataset present in Kaggle which includes information related to the traps found in the locality and also about the information related to the locality’s weather. The dataset is found to be imbalanced hence Synthetic Minority Over sampling Technique (SMOTE), an upsampling method, is used to sample the dataset to balance it. Ensemble learning classifiers like random forest, gradient boosting and Extreme Gradient Boosting (XGB). The performance of ensemble classifiers is compared with the performance of the best supervised learning algorithm, SVM. Among the models, XGB gave the highest F-1 score of 92.93 by performing marginally better than random forest (92.78) and also SVM (91.16).

Index Terms: West Nile Virus, Ensemble Learning Classifiers, Extreme Gradient Boosting, Synthetic Minority Over sampling Technique.

I. INTRODUCTION

West Nile Virus (WNV) is a mosquito-borne disease that infects a human being through an infected mosquito’s bite. The disease is commonly found in the United States and in recent times, has been reported in some places in India. It occurs frequently during the mosquito season that begins in the summer and proceeds till the fall. Very less affected people show symptoms of the infection i.e. only as few as 20% of the total population affected get viral fevers and other serious illness. Only 0.6% of the people affected get fatal illness. Still, the epidemic is considered to be a serious threat to the society and preventive measures are taken to control its spread. So far there has been no specific treatment like vaccinations and medicines for the WNV. But prevention measures like wearing long sleeve shirts and long pants are taken to reduce risk of getting mosquito bites.

A city has many localities, especially the ones which have a river, that are affected by this seasonal epidemic. These localities must be protected in advance by spraying pesticides in the form of smoke to control the adult mosquito populations. The smoke consisting of the pesticide is very harmful even to human beings. The mosquitoes in every locality are tested for the presence of the virus in the mosquitoes and if it is positive then the area to which the trap of mosquitoes belong are sprayed with pesticides. This is a very tedious approach which requires a lot of time and huge money invested. Therefore machine learning approaches can be used to predict the presence of the virus in an economical way.

Mitch Campion et.al, predicted the trap count of the species Culex Tarsalis [1], which frequently causes the WNV in North Dakota, using machine learning methods. The data used in that work was collected from the meteorological department of North Dakota which includes the trap count data of Culex Tarsalis from 2005-2015. The geographical data included rainfall, temperature, relative humidity, etc. The technique used in that work to predict the trap count was partial least square regression. The Mean Absolute Error (MAE) value was used as the statistical comparison measure to analyze the efficiency of the model. The dataset used in this work does not contain physical factors like average dew point, average pressure and the time when sunrise or sunset takes place along with the location features like the address and the latitude-longitude coordinates. These features give information about the number of mosquitoes present in each trap.

Eliza Little et.al, proposed an ensemble model to predict the WNV infection rates in the Culex species among the species present in Suffolk County, New York [2]. The data used is collected from the meteorological department which also includes hydrological data. The model is trained using the data from the year 2001 to 2009, and then a set of models are built using the data from 2001-2012 to validate the model. Using the already built ensemble model the prediction for the year 2013-2015 is done. The 12th model (m12) suggested that the warmer conditions are the reason behind increasing the infection rate in the Culex mosquitoes.

In earlier works they have predicted the trap count of the species causing WNV virus [1] using very few physical factors and the infection rate in the Culex species [2]. In the present work physical factors like average dew point, average pressure and the time when sunrise or sunset takes place along with the location features like the address and the latitude-longitude coordinates are used to predict the presence of WNV in different localities since they give good information about the number of mosquitoes present in each trap. By having the weather, location and trap count data, we can predict whether the epidemic will rise or not in a particular area using machine learning and data mining technique [3].
Prediction of West Nile Virus using Ensemble Classifiers

This approach consumes very less time and is less tedious than the traditional methods. In this work, ensemble algorithms like random forest, gradient boosting and eXtreme Gradient Boosting (XGB) in addition to Support Vector Machine (SVM) are considered for modeling. The performance metric used in this approach is the F-1 score [4]. The F-1 score of each algorithm is compared and the best model is decided.

II. DATASET

The dataset used in the present study is the “West Nile Virus Prediction” is given by Kaggle. The dataset was officially released by the Chicago Health department in the year 2015.

III. EXPLORATORY DATA ANALYSIS

The data repository contains 2 main datasets- train.csv and weather.csv. It also contains 2 other datasets which are inconsequential to our present work. The train.csv consists of the following features: The date on when the WNV test was performed, the address which gives the location of the traps collected for testing, species of the mosquitoes, the block number and street name present in the address. Along with them the other features used are, the unique identification number of the trap, the approximate address which is returned by the GeoCoder after passing the original address to it, the latitude, longitude, address accuracy values returned by the GeoCoder, the number of mosquitoes found in the trap and a binary value indicating whether WNV is present in the locality or not. The data collected in train.csv was from the year 2007-2014. The number of rows present in the dataset is 10506. The weather.csv dataset consists of all the weather factors from 2007-2014. It includes the maximum temperature, minimum temperature, average dew point, average pressure, etc.

![Fig.1 First 5 rows of the train.csv dataset.](image1)

The columns Species, Trap, and Street are encoded with numbers since they are in the form of string and are categorical. So to insert them into a model they need to be assigned or categorized using numbers. The columns month, day are extracted from the column Date since they delineate significant information about the season. Similarly, the Latitude, Longitude coordinates are also separately ascribed into different columns. The columns Sunset_x_hour, Sunset_x_min are derived from the Sunset_x column depicting the exact hour and minute at which the sunset take place. The columns Sunrise_x_hour, Sunrise_x_min are derived from the Sunrise_x column depicting the exact hour and minute at which the sunrise take place.

![Fig.2 The first 5 rows of the weather.csv dataset.](image2)
The outbreak is mainly seen in the northern part of Chicago as shown in Fig.4. The mosquito population is at its peak in the month of August, Number 8 in the X-axis denotes the month August, as shown in Fig.6. The average number of traps found in a locality can go over 20 during its peak. The month of May has very less population of mosquitoes during the season. The population of mosquitoes in each trap collected every time varies over the year as shown in Fig.5. The least number of mosquitoes found is 1 and the maximum number of mosquitoes found is 50. In the year 2007, there were many instances where the trap had more than 40 mosquitoes. However, in the year 2009 and 2011, most of the traps had a minimum population.

The most commonly found mosquito species is CULEX PIPENS, which has a higher average trap count in the city as shown in Fig.7. CULEX TARSALIS has the least average trap count of all the species of mosquitoes found in the city. CULEX PIPENS/RESTUANS has the highest total population in the city with 4752 mosquitoes belonging to the breed as shown in Fig.6. CULEX ERRATICUS has the lowest total population count in the city with just 1 mosquito belonging to the breed being found in the city as shown in the Fig.8.
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The dataset is imbalanced as the number of instances where the Virus is absent dominates the instances where the virus is present as shown in Fig.9. The number of instances in the dataset where the virus is absent is 9955 and the number of instances where the virus is present is 551. The ratio is almost 18:1 (18.06:1 to be exact). Therefore, the dataset is balanced using upsampling because the dataset is in the form of discrete time series and down sampling will remove the important instances from the dataset.

The oversampling method used in the present work is Synthetic Minority Over sampling Technique (SMOTE). The training and test data is split in the ratio of 70:30 from the train.csv dataset.

IV. SYNTHETIC MINORITY OVER SAMPLING TECHNIQUE (SMOTE)

SMOTE is an oversampling technique that samples by adding synthetic data over the existing the dataset [5]. Advantages of SMOTE over sampling with replacement technique is that it preserves the existing instances that are vital to the dataset. Synthetic examples are produced by manipulating the feature space without disturbing the data. The oversampling over the minority class is performed by taking each sample belonging to the minority class and building synthetic samples over it such that the synthetic samples stay closer to the line segment joining the minority class’ nearest neighbors. The difference between the sample and its associated neighbor is taken to produce the synthetic sample. Then the difference is multiplied with a random value in the range 0 to 1 and is added to the sample vector. Thus, it effectively ensures that the selected random point is between the line segment joining 2 feature vectors [6]. The set of synthetic samples allows the decision regions to be larger and less specific to certain data points.

V. MACHINE LEARNING TECHNIQUES

A. Support Vector Machine (SVM)

SVMs are trained with learning algorithms from optimization theory and uses linear function in a high dimensional feature space [7], [8]. It is in this dimensional space they plot the vectors and finally build the hyperplane which separates opposite classes. SVMs are based on structural risk minimization.

The most important aspect of SVM is to find the right hyperplane [9]. Two parallel hyperplanes are constructed on either side of the data separating hyperplane as shown in Fig.10. The hyper plane ensures that the model does not over-fit on a particular sample of data and addition of new data can be easily classified. Parallel hyperplanes are constructed beside the classifying hyperplane such that distance between separating hyperplane and the parallel hyperplanes is maximum. SVMs use kernels, which are mapping functions, to transform an input data from one form to another. The functions are - linear, non-linear, polynomial, sigmoid and Radial Basis Function (RBF). In the present work RBF is used as the SVM kernel.

B. Random Forest

Random forest is a supervised learning algorithm that consists of an ensemble of decision trees to solve classification and regression tasks [10], [11]. It outputs the class which is the mode of the classes (classification) and mean of the predicted values (regression). Random forests are known to outperform shallow neural networks in many cases.

Fig.9 Bar graph indicating the number of instances in the dataset where the virus is present and the number of times they are absent.

Fig.10 Graphical representation of hyperplane and the support vectors.

Fig.11 Overview of the two decision trees that constitute a Random forest.
Fig. 11 depicts the outputs from two decision trees to produce the hypothesized output.

C. Boosting classifier

Boosting is an ensemble algorithm used to transform an ensemble of weak learners into a set of strong learners [12], [13]. It reduces the variance of the model and ensures that the model does not overfit. Initially, a model is created on the training data and then this model is altered to give a corrected second model. Models are added until the training data is perfectly predicted or if the model limit has been reached. The boosting algorithms used in the present work are – gradient boosting and XGB.

1) Gradient Boosting

Gradient boosting is a machine learning technique which produces a model (ensemble of weak model) and trains those weak models in a sequential manner [14]. The algorithm uses gradients of loss function to sequentially find the weaknesses of the model and the drawbacks associated with it. The loss function is a measure that depicts how efficient are the model’s coefficients at fitting the data [15]. An added advantage of the gradient boosting is that it allows the users to control the cost function instead of the loss function as the loss function offers very little control over the model.

2) XGBoost

XGBoost is an implementation of gradient boosting algorithm. The algorithm provides good computational efficiency and is faster when compared to the other implementations of the gradient boosting algorithms [16]. It is similar to gradient boosting technique apart from the fact that it performs an additional custom regularization in the objective function to ensure that training data does not overfit.

VI. RESULTS

Table 1. The models and its F-1 scores are tabulated.

| Algorithm     | Accuracy (in %) |
|---------------|-----------------|
| Gradient Boosting | 92.71           |
| XGB           | 92.93           |
| SVM           | 91.16           |
| Random forest | 92.78           |

All the 4 models are trained and tested with training set and test set, respectively. The results are tabulated as shown in Table 1. Out of the 4 models, XGB performs better. Its F-1 score (92.93) is marginally better than that of Random forest, which gave a score of 92.78. The gradient boosting algorithm gave a score of 92.71 whereas the SVM algorithm gave a score of 91.16.

VII. CONCLUSION

The West Nile River Virus prediction was discussed in this paper and the dataset from the Kaggle repository was used to predict the presence of the Virus. Instead of the traditional method, which involves checking the presence of virus in the traps of mosquitoes belonging to a particular locality at regular intervals, past set of data can be used to predict whether the locality is being affected by the epidemic and whether the area needs to be sprayed with the pesticides. Among the models used, the XGB model gave the best performance with F-1 score of 92.93 closely followed by Random forest at 92.78 and gradient boosting at 92.71. The ensemble classifiers performed better when compared with SVM (91.16). The work can be extended to different cities and countries by collecting the data related to the locality, which also includes the weather related data.
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