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ABSTRACT

Semantic image segmentation is an important computer vision task that is difficult because it consists of both recognition and segmentation. It is important because it subsumes important aspects of scene understanding such as image classification and object localization. The task is often cast as a structured output problem on an exponentially large output-space, which is typically modeled by a discrete probabilistic model. The best segmentation is found by inferring the Maximum a-Posteriori (MAP) solution over the output distribution defined by the model. Due to limitations in optimization, the model cannot be arbitrarily complex. This leads to a trade-off: devise a more accurate model that incorporates rich high-order interactions between image elements at the cost of inaccurate and possibly intractable optimization OR leverage a tractable model which produces less accurate MAP solutions but may contain high quality solutions as other modes of its output distribution.

This thesis investigates the latter and presents a two stage approach to semantic segmentation akin to cascade models and proposal generation works. In the first stage a tractable segmentation model outputs a set of high probability segmentations from the underlying distribution that are not just minor perturbations of each other. Critically the output of this stage is a diverse set of plausible solutions and not just a single one. The first stage reduces the exponential space of solutions to just a handful of segmentations. In the second stage, a discriminatively trained re-ranking model selects the best segmentation from this set. The re-ranking stage can use much more complex features than what could be tractably used in the segmentation model, allowing a better exploration of the solution space than possible by simply producing the most probable solution from the segmentation model. The formulation of the first stage is agnostic to the underlying segmentation model (e.g. CRF, CNN, etc.) and optimization algorithm, which makes it applicable to a wide range of models and inference methods.

Evaluation of the approach on a number of semantic image segmentation benchmark datasets highlight its superiority over inferring the MAP solution.
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The task of automatically labeling every pixel in an image with the category label of the object it covers is an important computer vision problem. Known as full image labelling or semantic segmentation – because it partitions the image into semantically coherent regions – it is one valuable proxy for measuring how well a system can reason about what is being depicted in an image. It subsumes important aspects of scene understanding such as image classification and object localization. While its importance as an end task is debatable it is a more refined proxy for measuring a system’s discriminative capability on a finite set of object classes than image classification or object detection. This is because the prediction must be made over local regions in the image as opposed to a global prediction over the entire image or simple bounding boxes over objects.

Image segmentation is typically modelled either probabilistically, via Conditional or Markov Random Fields (CRFs/MRFs) or using discriminative feed forward approaches. Feed forward approaches include cascade type systems that first predict region proposals and then predict their most likely labels and heuristically paste the labelled regions into the image. More recently, neural network models for segmentation have been proposed, including Convolutional Neural Networks (CNNs) and Recursive Neural Networks, which achieve state-of-the-art accuracy on many difficult image segmentation benchmarks.

Semantic segmentation is a task that has a structured output space; the variables of interest (namely image regions such as pixels or superpixels) are not independent of each other, but rather must be predicted jointly. Given this fact and that the output space of possible labellings of the variables is exponential in size introduces certain limitations on how we can jointly model, train, and infer the variables. For instance, in order to be able to train and run inference, CRF or MRF models often make simplifying independence assumptions over the variables, either by limiting clique sizes, or approximating the partition function. The different sources of error – approximation error due to a poor choice of model class, optimization error due to limitations on optimizing over the variables of interest, and estimation error due to a finite training set – all contribute to the quality of the final predicted segmentation. Because of all these sources of error the predicted probability distribution over the output labeling might be significantly different from the true distribution. Thus the most probable label returned under the model distribution might not be the most probable under the true distribution.
One way to alleviate this is to build more complex models that can capture the complex interactions of the variables, at the cost of making learning and inference (i.e. optimization) more expensive or possibly intractable. In this thesis we explore an alternate approach. Instead of increasing model complexity at the cost of optimization complexity, we propose a framework whereby we can find a small set of highly probable and yet diverse segmentations (“modes”) under the model. By virtue of the fact that this “mode” finding algorithm has exponentially reduced the space of segmentations we need to consider, we can evaluate each of them using arbitrarily complex features that can take into account dependencies between variables that would be intractable to capture in the original model. Because of the exponential space of possible segmentations, producing this “handful” of highly probable yet diverse segmentations is going to require an approach that is more nuanced than simply enumerating all possible solutions under the model.

We show that combining this mode finding algorithm with an automatic approach to selecting the best segmentation from this smaller set leads to a framework that produces state-of-the-art results on challenging semantic segmentation datasets. It is also general enough to be applicable to a wide variety of problems in vision and elsewhere.

**Thesis Outline**  This chapter presents a review of the segmentation problem, and outlines some common approaches to it, citing related literature – specifically algorithms for bottom-up and top-down segmentation. The chapter closes with presentation of the well known MAP inference problem and its integer programming formulation which will become relevant in the formulation of the DivMBest problem. Chapter 2 reviews a number of approaches for inferring multiple solutions from a discrete probabilistic model, instead of just the MAP solution and explains why they are not adequate for improving image segmentation. Chapter 2 concludes with presentation of an alternate approach called the DivMBest problem — which leverages existing segmentation models, and algorithms used to do inference over them, in order to produce sets of high-quality segmentations that are diverse. Chapter 3 presents a discriminatively trained re-ranking model that selects the best segmentation from this set. Evaluation of the DivMBest and DivMBest+ReRank methods on a number of semantic segmentation tasks is presented in chapter 4 and chapter 5 respectively.

1.1 Segmentation

The task of partitioning all or some of the pixels in an image into coherent regions is known as image segmentation. When the regions take on semantic labels, the partitioning is known as semantic segmentation — a major topic of this thesis. The non-semenatic segmentation problem is ill-posed because what we mean by a segment is
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not clearly defined — for example a segment might belong to a single or multiple connected components throughout the image. A primary goal of segmentation is to have pixels within segments share a consistent property or feature. This is another reason why segmentation is ill-posed because consistent property is problem specific. For example, a common property we find in the output of most segmentation algorithms is that pixels that fall within the same segment are all within a local spatial neighborhood in the image. This is property is not necessarily required however. Other features that do not require it such as color and texture statistics of the regions around a pixel [24, 27], pixel depth information [40], image contour strength [3], can be considered depending on the segmentation task. A third reason, specific to non-semantic segmentation, is that we do not explicitly associate meaning with the individual segments. The segments could correspond to low-level image cues like regions of constant color or texture or could be associated with semantic meanings such as physical objects or parts of objects. Given an image if you were to ask a set of people to segment the image we would end up getting multiple interpretations of what is a good segmentation of that image.

Semantic segmentation, however, is a much better posed problem since the output label space is well defined (e.g. object classes). That is to say, one common semantic segmentation task that we care to define is labelling every image region (e.g. pixel or superpixel) with the appropriate object class that it is a part of in the image.

As the above examples of segmentation features illustrate, one axis along which we can define different segmentation algorithms is based on the features used to capture local information relative to pixels in the image. If the segmentation task is to partition the full image into spatially coherent segments where pixels within a segment have similar color, spatial, depth, or boundary statistics such as curvature — this is known as low-level, or bottom-up, image segmentation. On the other hand, in the case of semantic segmentation (also known as semantic image parsing), the pixels corresponding to a segment share similar semantic properties (such as a pixel part of sky in image). Additionally, if the semantic categories are limited to foreground objects and background clutter the partitioning is referred to as figure-ground, or simply, foreground segmentation. Segmentation can also be with respect to 3D cues of the objects, such as surface orientation or material properties [44].

Typically bottom-up image segmentation algorithms partition the image into disjoint segments. The union of segments is equal to the entire image; in other words the segmentation covers the entire image. In semantic segmentation whether the partitioning covers the entire image depends on the semantic categories considered and how the algorithm partitions the image. For instance, the algorithm could assign the area in the image not covered by the segments explicitly labeled with semantic categories to a catch-all category such as background, don’t care, or unknown label. On the other hand the algorithm might explicitly try to predict ambiguous segments in the image as a
specific category onto itself such as *stuff*, in which case the partitioning might not cover the entire image.

The size and shape statistics of the segment that we get as the output from segmentation algorithms also differ depending on the image information used for segmentation, as well as the algorithm details itself. For example in semantic segmentation the desired segment shapes and sizes are governed by shapes and sizes of the objects depicted in the images. On the other hand the output of low-level segmentation algorithms such as SLIC [1] produce *over-segmentations* of the image, where segments exhibit nearly uniform shape and size with small spatial support. Usually, low-level segmentations that over-segment an image are a first step towards some other more complex downstream task, such as semantic segmentation. These segments provide convenient and predictable objects for downstream processing due to there consistent shape and size. That is not to say that the output of all low-level algorithms exhibit this regularity in size and shape. For example hierarchical image segmentation approaches [100], which do a bottom-up grouping of image regions, and segmentation based image contour detection [3] produce low level image segmentation results where segments can have a variety of shapes and sizes.

It is common to refer to segments that are the result of low-level image segmentation algorithms as *superpixels*. Analogously for 3-dimensional segmentation the 3D regions are referred to as *supervoxels*. Generally what is referred to as a superpixel is the result of an over segmentation of an image, and initially there is no semantic meaning associated with the superpixel. Most superpixel algorithms rely on low-level image evidence such as color, intensity, contour, and texture information. Many but not all of these algorithms produce superpixels with regular shape and size, that adhere to image contours and some additionally, roughly, *snap* to a regular grid pattern over the image. Image contour can be further separated into *internal* and *external* edges. By internal edges we mean contours that appear due to a marked difference in intensity, color, or texture between pixels that fall on the same object surface in the image, whereas external edges are those delineating locations where one object occludes another or of self occlusions. Many of the low-level algorithms produce superpixels that align to both types of contours. Indeed a single superpixel boundary can align with one or more internal and external edges. This is in contrast to the desired output from semantic segmentation algorithms where the segment boundaries should align to object-to-object or object-to-background boundaries.

As mentioned earlier it is common for semantic segmentation approaches to rely on superpixels, generated using low-level segmentation algorithms, as the basic primitives over which to construct larger segments. This isn’t always the case however – in fact there are semantic segmentation methods [16, 17] that use complete or partially complete object *proposals* (i.e. segments) as their basic primitives, and these segments do tend to align better to external edges in the image. The figure-ground models used to generate the proposals are typically learned by maximizing an objectness score,
thereby generating segments that better correspond to objects of interest (i.e. figure) than to everything else (i.e. background).

As previously mentioned the segments that semantic segmentation methods generate can also span multiple connected components (in graph parlance). For example if object A is partially occluded by object B visually splitting A into two parts in the image, and the two objects are of different categories, then the correct segmentation component associated with object A is composed of two separate connected components. On the other hand if both A and B have the same object category then the correct semantic segmentation output would be a single component tightly covering A and B. Furthermore, if the task is instance level semantic segmentation, and A and B appear adjacent to each other in the image but are of the same category label, then the correct output should be two separate connected components each tightly covering one of the objects and each assigned a unique instance label.

For downstream computer vision tasks low-level image segmentation, and requisite superpixel output, provides a nice way to improve computational efficiency. Compared to working with pixels which number from tens of thousands to millions in typical images, superpixels tend to number in the dozens or hundreds. That’s a few orders of magnitude reduction in the number of variables that need to be considered by a semantic segmentation algorithm. Since superpixels are the results of algorithms designed to align closely with significant image contours, they provide the added benefit of combining to produce segments that also align well to significant contours along their boundary. A third reason for using superpixels instead of pixels is that, in contrast, superpixels provide a boundary aligned spatial support on which to compute image features. The segment on which we should compute features for a pixel is less well defined, and usually local features \([24, 76, 86]\) are computed on a spatial neighborhood around the pixel that is grid aligned. In conjunction, the fact that superpixels can span many pixels and cover a large pixel neighborhood, including neighbors that are more than one pixel apart, provides useful long-range dependencies between areas in the image. As we will elaborate on later in this chapter, these long-range dependencies allow short-range dependency (i.e. dependency between adjacent elements in a neighborhood) graph based semantic segmentation algorithms to incorporate implicit long-range information for local prediction of superpixel labels — producing segmentations that are more consistent with the image — at the same time bypassing the complexities involved with incorporating explicit long-range edges in the graph.

So far we have talked about a few different segmentation tasks: low-level, semantic, instance level, and figure-ground segmentation. This is by no means an exhaustive list of segmentation tasks. Some other common segmentation tasks that we’ll mention here include interactive segmentation, cosegmentation, object-proposals, and holistic scene segmentation.
Interactive segmentation is an approach where the user is in the loop. In this task the goal is to have a system that, given an image, asks the user to input exemplars for the types of regions that the user would like the system to segment. The exemplars could be pixels, superpixels, or other regions, in the image and the user interacts with the system via scribbles [12], bounding boxes [93], or polygons, etc on the image indicating the regions corresponding to different categories they’d like to segment. Given the user annotation an initial segmentation of the image (be it a multi-category, figure-ground, or low-level segmentation) is produced by the system and offered to the user. Depending on the quality of the segmentation the user has the option to refine or provide more annotations as before and have the system refine the segmentation. This iterative process continues until the user is happy with the segmentation at which point the process terminates.

In cosegmentation [6, 94, 102] the task, usually, is to jointly segment different instances of the same object category that appear in a set of images. Alternately the images could contain the same object instance under different views or deformations. If the task is to segment frames in video sequences this approach to segmentation has clear advantages because it leverages more information in learning the segmentation model for object categories and instances.

A major advance in semantic segmentation came with the use of object proposals [16, 27]. The idea here is to produce multiple object proposals for the image. Each object proposal is either a figure-ground segment or bounding box in the image, and the proposals are allowed to overlap. The semantic segmentation task shifts from labeling pixels/superpixels in the image to selecting a subset of the top ranking object proposals and assigning them semantic labels. Using object proposals makes the problem much simpler because the set of object proposals is much smaller than the number of pixels/superpixels in the image. Object proposals also provide much larger spatial support for computing features useful in determining objectness likelihood of the underlying image region. It’s also more likely that one of the object proposals is a good candidate segment for an object. The object proposals are usually generated using class-independent methods. For example the object proposals can be bottom-up segmentations computed over the image which are ranked according to an objectness score that takes into account cues like color, texture, location, saliency, etc [27]. Alternatively, a bottom-up approach can be taken to produce multiple figure-ground masks using a graph-based model initialized with different random seeds [16]. The masks are then ranked according to class specific regressors trained to maximizes the likelihood that the mask tightly covers the underlying object of that category. One of the most successful approaches for building object proposals that is very fast and gives high recall on objects present in the image is Selective Search [100]. Here multiple hierarchical segmentations over superpixels are computed. The object proposals consist of either segments within this hierarchy or bounding boxes around them.
Finally, there are approaches [128] that try to reason about multiple tasks over the image in order to come up with a holistic interpretation of what is being depicted. The task, then, becomes to jointly reason about both the segmentation of the image into semantically meaningful segments while simultaneously predicting the scene classification and detecting what objects are in the image along with their locations and extents. Allowing for joint prediction of multiple tasks has the added benefit of incorporating multiple compatibility measures. Each of these compatibility features is an added source of rich information that the model can use in order to improve the segmentation accuracy.

In the next section we’ll dive a little deeper into some of the most popular bottom-up and top-down segmentation methods and explain in more detail how they work. We’ll also describe the specific segmentation models we used in the experiments of subsequent chapters.

1.1.1 Methods

Segmentation has a long and rich history and we will not try to enumerate all the different segmentation methods. Instead we’ll highlight a few of the most popular methods for both low-level and semantic segmentation.

One class of segmentation methods is based on algorithms that try to find the maxima, or modes, of a data distribution given a discrete set of points. They are clustering methods because they assign all points within a basin of attraction of a mode to the same cluster. Another nice property is that these methods are non-parametric. That means that the space of data points can be viewed as the empirical probability density function of the parameter the data points represent. The modes of the density function will correspond to dense regions, or clusters, in the data space. That’s why these methods are also referred to as hill-climbing or gradient based methods because they find the maxima of the data distribution. This is nice because we don’t need to known apriori the number and shape of the clusters.

1.1.1.1 Mean Shift

One of the most popular such methods is based on the mean shift algorithm [23].

In the mean shift algorithm the unknown data density is estimated using the kernel density estimator,

\[
\hat{f}(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right),
\]

(1.1)
where $x, x_i$ are $d$-dimensional data points, and $K$ here is assumed to be a multivariate normal kernel with diagonal bandwidth matrix $h^2 I$ for simplicity ($h$ is the bandwidth parameter), though any radially symmetric kernel that satisfies some mild assumptions would suffice. The modes of the density are locations where $\hat{\nabla} f(x) = 0$. The density gradient when assuming normal kernel $K$ is,

$$\hat{\nabla} f(x) = \frac{1}{n h^d} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right) \left( \frac{\sum_{i=1}^{n} x_i K \left( \frac{x - x_i}{h} \right)}{\sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right)} - x \right). \quad (1.2)$$

The second term is the mean shift,

$$m(x) = \frac{\sum_{i=1}^{n} x_i K \left( \frac{x - x_i}{h} \right)}{\sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right)} - x, \quad (1.3)$$

which is the difference between the weighted average of the points and $x$. It can be shown $[20, 23, 35]$ that the mean shift is proportional to,

$$m(x) \propto \frac{\hat{\nabla} f(x)}{\hat{f}(x)}, \quad (1.4)$$

or in other words the mean shift points along the direction of steepest ascent of the empirical density at point $x$. This is a nice property because it provides a natural algorithm for mode finding:

- Start at a data point $x$,
- Repeat the following steps till convergence (i.e. $m(x) \approx 0$):
  - Compute the mean shift vector $m(x)$ (1.3),
  - Update the location of the kernel window using $m(x)$,

The fact that the mean shift is normalized by the density makes the mean shift algorithm an adaptive gradient ascent algorithm that takes large steps in areas of low density and takes increasingly smaller steps as it approaches high density areas where the modes are.

All points that converge to the same stationary point are within the basin of attraction of a mode. These points can all be considered as one cluster and assigned the same cluster label.

The mean shift algorithm has been applied to the task of image segmentation $[23]$ where, normally, the $x_i — i = 1, \ldots, n$, where $n$ is the number of pixels in an image — are $d$-dimensional feature vectors containing the pixel location and LAB (or LUV) color or intensity information. Typically $d$ is small because mean shift suffers from the curse of dimensionality. A higher dimensional space will be sparsely populated with data points and the density concentrated in a very small part of the space making the
kernel density estimator a poor estimate of the true density. Another issue with mean shift is that the feature space is assumed to be a Euclidean space, or some other space where an inner product or Riemannian metric is defined, which might not generally hold. The mean shift algorithm is also pretty slow with $O(n^2)$ running time.

1.1.1.2 Quick Shift

An alternative, simpler, strategy for mode seeking is quick shift [116]. Whereas in mean shift we had an iterative algorithm and had to compute the gradient, in quick shift we only need to take one step for each data point and no gradients are needed. In quick shift each data point is moved to the location of a neighboring point that increases the probability density. We can write the probability density estimate at $x_j$ as,

$$\hat{f}(x_j) = \frac{c}{n} \sum_{l=1}^{n} k\left(d(x_l, x_j)\right), \quad (1.5)$$

where $k$ is some radially symmetric kernel function, $d(x_l, x_j)$ is a metric on $x$, and $c$ is a normalization constant. For data point $x_i$ we assign it the data point $y_i$ such that,

$$y_i \leftarrow \arg\min_{j : \hat{f}(x_j) > \hat{f}(x_i)} d(x_i, x_j), \quad (1.6)$$

guaranteeing that we move up the hill toward a mode. Doing this procedure for every point $x_i$ connects all the points into a tree, with edge weights set to $d(x_i, x_j)$. Cutting edges with weight larger than some threshold $t$ breaks the tree into subtrees that cluster the points with the root nodes as possible modes of the empirical distribution. Adjusting the threshold controls how much fragmentation of the modes there is which affects the number of segments you get. The method is still rather slow with $O(dn^2)$ complexity, where $d$ is a small constant.

1.1.1.3 Watershed Transform

Another approach to segmentation is based on the watershed transform. There are a number of different watershed transforms, such as watershed by immersion or by topographical distance [91]. The basic idea is simple though, you can view an intensity or grey level image as a landscape with catchment basins or wells in the topography and watersheds where multiple basins meet. The general approach is to start off by assigning local minima in the intensity or grey level image to distinct basins. In the watershed by immersion approach (cf. [91]) the basins are recursively grown by iteratively increasing the level set and assigning unlabeled pixels that have intensity value no greater than the level set value to the catchment basin that is closest. If the pixel is equidistant to two or more catchment basins then it is not assigned to any basin and is reconsidered in the next iteration. The process continues until all level sets (i.e. image intensity values)
have been considered, at which point all unlabeled pixels are assigned as watershed (i.e. boundary). The basins are the resultant segmentation of the image.

The watershed transform by topographical distance approach (cf. [91]) assumes a cost between neighboring pixels \( p \) and \( q \) that takes into account the slope between \( p \) and \( q \). The topographical distance along a path is defined as the sum of costs between neighboring pixels along the path. The topographical distance between two points is then just the minimum topographical distance of any path connecting them. A catchment basin around a local minimum is then defined as all the pixels that are closer to that minimum in terms of topographical distance than to any other local minimum in the image. The watershed boundaries are the set difference of the image with the pixels in all the catchment basins.

1.1.1.4 Graph Based - Normalized Cuts

There are also graph based approaches for low-level segmentation that let each pixel be a node in a graph, with some edge connectivity between pixels, and partition the graph to produce a segmentation of disjoint components. Of these there is a subtype of algorithms that are based on spectral partitioning of the graph — normalized cuts being one such method. In the normalized cuts algorithm [104] we assume a graph \( G = (V, E) \) where each vertex in \( V \) is associated with unique pixel in the image (vertices in \( V \) cover the image) and \( E \) contains edges between all pairs of pixels. For each edge \( (v_i, v_j) \in E \) we assign a weight \( w_{ij} \) capturing how likely it is that \( v_i \) and \( v_j \) belong to the same object in the image. Usually \( w_{ij} \) is a similarity measure between feature vectors computed at \( i \) and \( j \).

A cut of \( G \) given two disjoint components \( C_1 \) and \( C_2 \) is defined as,

\[
cut(C_1, C_2) = \sum_{i \in C_1, j \in C_2} w_{ij}. \tag{1.7}
\]

The minimum cut of \( G \), i.e. the subset of \( E \) that minimizes the total edge weight crossing the cut, is the optimal partition of the image into two components. Using the total edge weight crossing the cut is not ideal for segmentation because it tends to favor partitioning small components since the cut value grows as the number of edges across the bipartition grows. To account for this in normalized cuts they use the normalized cut (cf.[104]),

\[
n\cut(C_1, C_2) = \frac{\cut(C_1, C_2)}{\assoc(C_1, V)} + \frac{\cut(C_1, C_2)}{\assoc(C_2, V)}, \tag{1.8}
\]

where \( \assoc(C_i, V) = \sum_{i \in C_i, j \in V} w_{ij} \) is the total weight of edges from pixels in \( C_i \) to all pixels in the graph. If \( C_1 \) is small, \( \assoc(C_1, V) \) will tend to also be small, increasing the cut value, \( n\cut(C_1, C_2) \). Consequently it prevents cuts that favor producing small components.
It turns out that computing a bipartition of the graph into \( C_1 \) and \( C_2 \) that minimizes \( 1.8 \) amounts to solving the following generalized eigenvalue problem

\[
(D - W) y = \lambda D y, \tag{1.9}
\]

where \( D \) is an \( n \times n \) diagonal matrix with \( D_{ii} = \sum_j w_{ij} \) along the diagonal, and \( W \) is an \( n \times n \) symmetric matrix with \( W_{ij} = w_{ij} \). It can be shown \([104]\) that the eigenvector \( y \) corresponding to the second smallest eigenvalue of \( 1.9 \) gives the assignment that partitions \( G \) into components \( C_1 \) and \( C_2 \) that minimize the normalized cut. The eigenvector \( y \) ideally will have two discrete points \(+1, -1\) indicating whether or not a pixel \( i \) is assigned to component \( C_1 \). But in order to solve \( 1.9 \), \( y \) is relaxed to take on real values. Therefore the final assignment can be done by either using \( 0 \) as the threshold on the values of \( y \) — where all elements with value \( > 0 \) are assigned to \( C_1 \) and \( C_2 \) otherwise — or we can search over different thresholds and pick the partitioning the minimizes the \( ncut \).

This leads to a simple normalized cut algorithm for segmenting the graph called two-way \( ncut \) \([104]\),

- Construct a fully connected graph \( G = (V, E) \) over pixels in the image, with edge weights \( w_{ij} \) measuring similarity between pairs of pixels.
- Solve the generalized eigenvalue problem \((D - W)y = \lambda Dy\) for eigenvectors with smallest eigenvalues.
- Bipartition the graph using the eigenvector corresponding to the second largest eigenvalue. If \( y \) contains more than two discrete values, search for the splitting point that gives the minimum \( ncut \) value.
- For each component created after the bipartition we can decide whether to recursively apply the same procedure again to partition the component into two separate components based on the \( ncut \) value.
- Stop partitioning when the \( ncut \) value is below a certain threshold.

The resulting segmentations have some nice properties. Because the cut is over a fully connected graph the solutions take global image information in producing the segmentation. The components in the segmentation also need not be connected components in the graph — a component can consist of pixels found in multiple disjoint regions in the image. The normalized cut algorithm is relatively slow with a running time complexity of \( O(n^{3/2}) \), where \( n \) is the number of pixels in the image.

Results of the normalized cuts algorithm are shown in figure 1.1. These are base on the alternate \( k\)-way cut algorithm (cf. \([104]\)) that produces a simultaneous segmentations into \( k \) regions. In the \( k\)-way cut approach they associate an \( n\)-dimensional vector with each pixel in the image by stacking the top \( n \) eigenvectors. An over-segmentation of
Figure 1.1: Bottom-up segmentation using normalized \( k \)-way cut algorithm as a function of the number of segments (top eigenvectors), \( k \). Note that a segment can consist of multiple disconnected components (e.g., segment on nose of horse).

\( p \geq k \) segments is produced by clustering the \( n \)-dimensional vectors using \( k \)-means. Next, either a greedy merging strategy can be used or a global recursive cut is performed. In the greedy merging approach regions are merged iteratively until \( k \) segments are left. In each iteration the two regions that minimize the following \( k \)-way normalized cut are merged,

\[
N_{\text{cut}}(k) = \frac{\text{cut}(A_1, V - A_1)}{\text{assoc}(A_1, V)} + \frac{\text{cut}(A_2, V - A_2)}{\text{assoc}(A_2, V)} + \cdots + \frac{\text{cut}(A_k, V - A_k)}{\text{assoc}(A_k, V)}
\]  

(1.10)

where the \( A_i \)'s are the segments. Alternatively, a new graph can be constructed with the \( A_i \)'s as nodes and edge weights, \( w_{ij} \), corresponding to \( \text{assoc}(A_i, A_j) \), capturing the total weight between pixels in \( A_i \) and \( A_j \). Recursively bipartitioning this new graph — by either solving the eigensystem defined earlier for the \( nc \) cut criterion or exhaustively minimizing the \( ncut \) criterion when \( k \) is small results in the final \( k \)-way partition. For further details of the approach, refer to Shi and Malik [104].

1.1.1.5 Graph Based - Felzenswalb & Huttenlocher

A similar approach to the normalized cuts method is that of Felzenswalb and Huttenlocher [30]. Here again they assume a graph \( G = (V, E) \) where for every pixel \( p_i \) in the image there is a corresponding node \( v_i \) in \( V \). The edge set \( E \) is assumed to be locally connected however, where the local neighborhood could be 4 or 8-connected neighborhood of a pixel or any other local neighborhood connectivity. For each edge \((v_i, v_j)\) there is an associated weight \( w_{ij} \), similar to normalized cuts, that measures the dissimilarity between \( p_i \) and \( p_j \). For example for an intensity image \( I \) we could define \( w_{ij} = |I_{p_i} - I_{p_j}|.\)
To determine whether two components should be connected they define a boundary predicate,

\[
D(C_1, C_2) = \begin{cases} 
\text{true} & \text{if } Df(C_1, C_2) > MInt(C_1) \\
\text{false} & \text{otherwise}
\end{cases} \tag{1.11}
\]

where \( Df(C_1, C_2) \) is defined as,

\[
Df(C_1, C_2) = \min_{v_i \in C_1, v_j \in C_2} w_{ij} \tag{1.12}
\]

and \( MInt(C_1, C_2) \) as,

\[
MInt(C_1, C_2) = \min(\text{Int}(C_1) + \tau(C_1), \text{Int}(C_2) + \tau(C_2)) \tag{1.13}
\]

where \( \text{Int}(C) \) is the value of the maximum weight edge in the minimum spanning tree of component \( C \) in graph \( G \). Intuitively \( Df(C_1, C_2) \) captures the difference between two connected components. For two connected components that don’t have a connecting edge the value is set to \( \infty \). The value \( MInt(C_1, C_2) \) captures the minimum internal difference of either \( C_1 \) or \( C_2 \). When the difference between two components is larger than the minimum difference in at least one component then we want a boundary between the two components (i.e. \( D(C_1, C_2) = \text{true} \)), hence the inequality in eqn. 1.11. The threshold \( \tau(C) \) controls how much larger the inter-component difference needs to be relative to the intra-component difference in order to have a boundary, and they set it to,

\[
\tau(C) = \frac{k}{|C|} \tag{1.14}
\]

for some constance \( k \), where \( |C| \) is the size of \( C \). Increasing \( k \) results in larger components.

The Felzenswalb and Huttenlocher algorithm [30] for partitioning the graph using the predicate is straightforward:

1. Order the \( m \) edges in \( E \) according to decreasing edge weights \( w_{ij} \).
2. Set each node \( v_i \in V \) as a distinct component in the initial segmentation, \( S_0 \).
3. Repeat the following from \( k = 1, \ldots, m \):

   - For edge \( e_k = (v_i, v_j) \) in the ordering if \( v_i \) and \( v_j \) are in separate components of \( S_{k-1} \) and if \( w_{ij} < MInt(C_i^{k-1}, C_j^{k-1}) \) then merge \( C_i^{k-1} \) and \( C_j^{k-1} \) into a single component in \( S_k \). Otherwise \( S_k = S_{k-1} \).

This simple algorithm can be applied to different neighborhood relations between vertices in the graph — for example 8-pixel neighborhoods on grid graphs over the image, or nearest neighbor graphs over feature space. In the nearest neighbor graph edges
connect vertices that are neighbors in feature space, with weights equal to the distance between features. The neighborhood can be all vertices falling within a euclidean ball or simply a fixed number of nearest neighbors returned by an approximate nearest neighbor method. In either the grid or nearest neighbor graphs, using approximate nearest neighbor methods, the running time is shown to be $O(n \log n)$. The results when partitioning in feature space using the nearest neighbor graph tend to contain higher level information because they capture more global image information. The resulting segmentations tend to align well with image boundaries.

Ratio cut [120] is another well known such method.

1.1.1.6 SLIC

Arguably one of the best low-level segmentation algorithms that produces compact superpixels with very good boundary adherence is Simple Linear Iterative Clustering (SLIC) [1]. It is remarkably simple, and one of the fastest algorithms with a linear runtime complexity in the number of pixels, $O(n)$. It is also the superpixel algorithm we chose for a number of our experiments in chapters 4 and 5. SLIC relies on a k-means approach to clustering that assigns pixels with similar color features and spatial locations to the same cluster. The standard k-means approach of considering all pixels in the image when finding nearest neighbors of a pixel is prohibitively slow so in SLIC a different approach is taken. Initially a set of cluster centers, $c_i$, are assigned along a regular spatial grid over the entire image, corresponding to the centers of the superpixels. The cluster centers are usually 5-dimensional vectors containing the color intensity and spatial location. They are initialized with the pixel color and location falling under the grid locations. The grid spacing, $S = \sqrt{\frac{n}{k}}$ is proportional to the number of superpixels, $k$, that the user would like to have in the image. These initial centers are first adjusted to the lowest gradient locations within a $3 \times 3$ neighborhood of their initial locations so that they don’t fall on boundaries or noisy pixel locations. The next step in the algorithm is to assign pixels to cluster centers, which means computing the feature distance between each $c_i$ and the pixels that are within a spatial neighborhood. Limiting the search space to pixels within a local neighborhood of a cluster center is why this algorithm is so fast. Since the desired superpixel size is $S \times S$, the SLIC algorithm searches within a $2S \times 2S$ neighborhood of $c_i$. To each pixel the algorithm assigns the label of the cluster $c_i$ that is closest to it in feature space. There are no more than eight possible cluster labels for a pixel to be assigned due to the limited search region during assignment. Once each pixel is assigned a cluster center the cluster centers are updated. The process is repeated until the residual error between the current and previous iteration cluster centers reduces below some threshold. Algorithm 1 is the same as that found in the SLIC paper [1]. A critical component of why SLIC superpixels tend to be compact is the distance function $D$ that it employs.
In order to balance between spatial compactness and color consistency of a superpixel, in SLIC they devise the following distance,

\[ D = \sqrt{d_c^2 + \left( \frac{d_s}{S} \right)^2 m^2}, \]  

where \( d_c \) and \( d_s \) are the Euclidean color and spatial distances between two points respectively, and constant \( m \) controls the relative importance of color similarity versus spatial compactness of the superpixels. Normalizing \( d_s \) by \( S \) above balances the spatial distance relative to color, which is important, otherwise compact superpixels would be favored by the distance measure. Other distance functions such as geodesic distance can also been considered. One issue that needs to be handled at the end of running
Algorithm 1 SLIC superpixel segmentation [1]

1: Initialize cluster centers $c_i$ by sampling pixels at regular grid interval $S$.
2: Move cluster centers to lowest gradient location within $3 \times 3$ neighborhood.
3: label $l(p) \leftarrow -1$ for each pixel $p$.
4: distance $d(p) \leftarrow \infty$ for each pixel $p$.
5: repeat ▷ Assignment
6:   for each cluster center $c_i$ do
7:     for each pixel $p$ in $2S \times 2S$ neighborhood around $c_i$ do
8:       Compute distance $D$ between $c_i$ and $p$.
9:       if $D < d(p)$ then
10:          $l(p) \leftarrow i$
11:          $d(p) \leftarrow D$
12:     end if
13:   end for
14: end for
15: update cluster centers using assignments $l(p)$. ▷ Update
16: compute residual error $E$ between current and previous cluster centers.
17: until $E \leq$ threshold ▷ Post-Processing
18: enforce connectivity of superpixels by assigning orphaned pixels to nearest superpixels.

algorithm 1 is that some pixels are orphaned from the superpixel they belong to. A post-processing step is done to reassign pixels to nearby superpixels so that they have a connected structure.

1.1.1.7 Object Proposals - CPMC

Another class of segmentation algorithms is based on producing a large set of region proposals that would provide good overlap with foreground objects. Object proposals have the benefit of providing a larger image support for tasks where we want to do category detection or semantic segmentation. Compared to the space of possible solutions over pixel/superpixels the set of proposals provides orders of magnitude fewer candidates and more efficient search. Given that the vast majority of possible solutions over pixels or superpixels do not conform to general appearances of objects in images — such as spatial connectivity — considering a much smaller subset of proposals that adhere to image cues like boundary, and color and spatial uniformity, is appealing. One popular region proposal approach is constrained parametric min-cut (CPMC) [16]. In CPMC a set of initial candidate figure-ground proposals are generated very efficiently which are subsequently pruned and ranked according to how likely the
proposals are to tightly cover a foreground object. The top ranking proposals can be retained for a higher level recognition task.

The initial set of proposal in CPMC is constructed by solving multiple parametric min-cut [16] problems on a submodular grid graph over the image, with multiple different initializations. Given a graph \( G = (V, E) \) over pixels where adjacent pixels in a 4-neighborhood share edges, a figure-ground segmentation is performed by minimizing the following objective,

\[
E(X, \lambda) = \sum_{i \in V} D(x_i, \lambda) + \sum_{(i,j) \in E} V_{ij}(x_i, x_j),
\]

(1.16)

where the data term is defined to be,

\[
D(x_i, \lambda) = \begin{cases} 0 & \text{if } x_i = 1, i \notin V_b \\ \infty & \text{if } x_i = 1, i \in V_b \\ \infty & \text{if } x_i = 0, i \in V_f \\ f(x_i) + \lambda & \text{if } x_i = 0, i \notin V_f \end{cases}
\]

(1.17)

where \( V_f \) and \( V_b \) are the pixels in a seed region for the foreground and background respectively. The foreground seed regions are groupings of pixels forming small squares a few pixels wide, sampled regularly along a grid over the image, and the background seed regions are horizontal or vertical edges of the image. The pixel labeling takes on either foreground \( (x_i = 1) \) or background \( (x_i = 0) \). The cost of assigning pixels not in the foreground seed region to background is set by \( f(x_i) + \lambda \). The first term is either uniformly set to 0 or is the log ratio of probabilities of pixel \( i \) belonging to foreground versus background, where the probability of foreground is,

\[
p_f(i) = e^{-\gamma \min_j(||I(i) - I(j)||)},
\]

(1.18)

where \( j \) is over pixels in the seed region — and similarly for the background probability. The parameter \( \lambda \) is a foreground bias that can be adjusted, where for each setting a different solution is computed.

The pairwise term in eqn. 1.16 penalizes adjacent pixels that cross an image boundary,

\[
V_{ij}(x_i, x_j) = \begin{cases} 0 & \text{if } x_i = x_j \\ e^{-\max(gPb(i), gPb(j))} & \text{if } x_i \neq x_j \end{cases}
\]

(1.19)

where \( gPb(i) \) is the contour strength at pixel \( i \) computed using \( gPb \) [3]. Using a parametric min-cut solver minimization of eqn. 1.16 can be done for all setting of \( \lambda \) in the same time complexity as doing a single min-cut. The complexity of computing the initial set of regions using \( k \) different combinations of foreground/background seeds and choice of \( f(x_i) \) is \( \mathcal{O}(kmn \log n) \), where \( m \) is the number of edges and \( n \) is the number of pixels. Successively increasing values of \( \lambda \) given the same seeds and \( f(x_i) \) results in nested regions that progressively get larger.
Given this initial bag of figure-ground proposal regions pruning is done by throwing away very small regions and sorting the remaining segments using ratio cut \[120\] value. The top sorted 2000 proposals are kept.

Ranking of the proposals is done by training a regressor (random forest) that takes region, Gestalt, and graph partition features over the proposal (details in \[16\]) to regress onto the intersection-over-union score of the proposal with the best overlapping ground-truth region. The objective is to retain the minimal set of ranked region proposals that maximize a covering of the ground-truth regions, and discard the rest. To do this CMPC uses the following covering score,

\[
C(G, S(r)) = \frac{1}{n} \sum_{g \in G} |g| \max_{s \in S(r)} O(g, s),
\]

where \(G\) and \(S(r)\) are the ground-truth segments and region proposals with rank higher than \(r\) respectively, \(|g|\) is the number of pixels in the ground-truth segment and \(O(g, s)\) in the intersection-over-union score between ground-truth and region proposal segments. As the authors of CPMC note, many of the segments are similar in shape size and location. Similar segments end up having similar features which mean the regressor ranks them to similar scores, so the sorted list of region proposals will have many cases where sequentially ranked segments have the same quality of coverage for a ground-truth segment. Using the covering measure in eqn. \[1.20\] to pick a cut-off rank \(r\) would result in a bag of segments with many redundant ones. To alleviate this they propose to diversify the final bag using the Maximal Marginal Relevance (MMR) measure \[14\],

\[
MMR = \arg\max_{s_i \in S \setminus S_k} \theta \cdot \text{score}(s_i) - (1 - \theta) \cdot \max_{s_j \in S_k} o(s_i, s_j),
\]

where \(S\) is the set of all proposals, \(S_k\) is the set of selected proposals in round \(k\), \(\text{score}(s_i)\) is the regressor score for proposal \(s_i\), and \(o(s_i, s_j)\) is the overlap between the two proposal. The MMR measure is applied in an iterative fashion. Starting with the highest scoring proposal which is placed in \(S_1\), the next proposal, \(s_i\), picked is one that has the best trade-off in maximizing the regressor score at the same time minimizing its overlap with any of the previously picked proposals. This selection procedure can continue until the covering score using the current set of region proposals reaches some threshold.

This method produces very good quality region proposals and, at the time of our experiments in later chapters, was a state of the art region proposal method. It shows up as the underlying region-proposal method for the semantic segmentation model O2P \[17\] which we use in Chapters 2 & 3.
1.1.1.8 *Object Proposals - continued*

There are a number of other noteworthy object proposal methods which we’ll briefly outline here.

Endres and Hoiem [27, 28] introduced a region proposal method that generates an initial bag of region proposals and ranks them to produce a set of diverse region proposals that maximally cover foreground objects in the image. The initial set of region proposals is generated using the occlusion boundary algorithm [45] which constructs a hierarchical segmentation of the image.

This hierarchical segmentation algorithm uses cues on both regions, boundaries, and 3D surface and 3D depth to predict occlusion boundary probability (i.e. boundaries between different objects) as well as figure-ground probability at each pixel. After predicting the occlusion boundary probabilities, agglomerative clustering by iteratively merging regions with minimum boundary strength up to a threshold produces the hierarchical segmentation.

Given the segmentation hierarchy, initial seeds are picked from the hierarchy as starting points from which to construct object proposals. These seed regions are used to label superpixels as either belonging to the object or background depending on their affinity with the seed region (i.e. likelihood of belonging to the same foreground object as the seed). This problem is formulated as a CRF over superpixels consisting of two terms, an affinity measure between superpixels and the seed region, and an edge cost for two adjacent superpixels to take on a different label (i.e. foreground/background), which is proportional to the probability of the occlusion boundary between the two superpixels. The region affinity term uses features such as layout prediction of the seed and superpixel on the object (e.g. right+left of object) to capture their layout agreement, and their layout location (e.g. center, top, bottom, etc) on the object. Maximizing the CRF energy infers a labeling over the superpixels indicating which of them are part of the same foreground region as the seed.

Having generated a set of candidate proposals by considering multiple seed regions their method ranks the proposals so that higher ranked proposals will be more likely to tightly cover a foreground region while at the same time have minimal overlap with any higher ranked proposal. Given a ranking $r$ over a set of proposals $x$ they define the following score,

$$ S(x, r; w) = \sum_i \alpha(r_i) \cdot (w_a^T \psi(x_i) - w_p^T \phi(r_i)), $$(1.22)

where $\psi(x)$ are appearance features and $\phi(r)$ is an overlap penalty incurring a cost for a proposal to overlap with the set of higher ranked proposals. The monotonically decreasing function of rank, $\alpha(r_i)$, encourages high ranked proposals to have higher score. The appearance features captures how likely the proposal is to be an object re-
region. Therefore they use occluding boundary probabilities, interior and exterior boundary probabilities, likelihood of region being background from a background predictor, and statistical differences in color and texture between the region and the surrounding area to capture the appearance. It’s not possible to maximize eqn. 1.22 with respect to \( r \) exactly so a greedy maximization strategy that incrementally selects proposals based on which one maximizes the marginal gain. To optimize over \( w \) a latent max-margin structure learning approach is used that minimizes the score of the highest scoring incorrect ranking order while simultaneously maximizing the score of correct ranking. They use a margin that encourages the best region proposals for each object to have the highest rank. More details can be found in \([27, 28]\).

The resulting region proposals from this method are competitive with CPMC. The CPMC region proposals tend to be a bit less diverse and as the overlap threshold for removing redundant regions is lowered the recall of object regions is worse than Endres adn Hoiem’s method \([27, 28]\).

1.1.1.9 ALE and the Associative Hierarchical CRF

A prime example of an object segmentation method that can achieve accurate segmentation results by solving an inference problem on a Conditional Random Field (CRF) over the image is the Automatic Labelling Environment \([67]\). It is a segmentation system that is the culmination of a number of papers by Ladicky et al \([56, 59, 68, 69, 71, 72, 98, 110]\). The underlying model is a hierarchical CRF on pixels, segments, and super segments over the image.

A main contribution of this segmentation model is the observation that the image quantization level that one chooses is critical in producing good segmentations. It is a common observation that inference on CRFs defined over random variables corresponding to pixels in the image often produce segmentations that do not align well with object boundaries. Conversely, the assumption that superpixels from bottom-up algorithms align well with object boundaries is often wrong. That is why CRFs over superpixels often yield segmentations that also do not align well with boundaries. Superpixels do offer advantages though — they provide both larger and specific spatial support (context) to compute features and as primitives they allow for more efficient inference over graphical models. Also, the assumption that all pixels falling within the same superpixel should take on the same label, though often incorrect, is nevertheless a strong prior that often holds true. So the natural question is, what is the right level of image quantization? The answer seems to be that it depends on image and the objects in it. The major technical contribution of ALE, the associative hierarchical CRF \([68]\), tries to tackle this issue by considering multiple quantizations. The structure is a three-level hierarchical CRF (the model and algorithm have no constraint on the number of levels), where the bottom-most level consist of random variables over pixels in the image. At the pixel level the random field consists of a grid graph over pixels in the image with
a 4-pixel neighborhood for each pixel. The next level up consists of random variables over segments. Each segment’s node has an edge (conditional dependence) between it and the pixels that fall under it in the image. Edges connect adjacent segments in the image. The top-most layer consists of random variables corresponding to supersegments that are composed of the segments. Once again, the super-segment nodes share an edge to the segment nodes beneath if the segment is contained by the supersegment. Super-segments share edges if they are adjacent to each other in the image. The initial (super)segmentations used at the different levels in the CRF hierarchy are produced by running the bottom-up mean shift segmentation algorithm with varying bandwidth parameters for the color and spatial channels to produce progressively coarser superpixels.

To summarize the model we can write the energy of the hierarchical model as presented in [68],

$$E^{(0)} = \sum_{i \in S^{(0)}} \psi_i(x_i^{(0)}) + \sum_{ij \in N^{(0)}} \psi_{ij}(x_i^{(0)}, x_j^{(0)}) + \min_{x^{(1)}} E^{(1)}(x^{(0)}, x^{(1)}), \quad (1.23)$$

where \(x = \{x^{(0)}, \ldots, x^{(K)}\}\) is the vector of random variables, called the labeling, taking on values from the label set \(\mathcal{L}^n\). The term \(\psi_i(x_i^{(0)})\) is the pixel-wise unary potential, and \(\psi_{ij}(x_i^{(0)}, x_j^{(0)})\) is the pixel-wise label consistency term between neighboring pixels, \(S^{(k)}\) is the set of pixels or segments, and \(N^{(k)}\) is the set of neighbors of a pixel or segment at level \(k\). The last term in eqn. 1.23 can be recursively written as,

$$E^{(k)}(x^{(k-1)}, x^{(k)}) = \sum_{c \in S^{(k)}} \psi^c(x_c^{(k-1)}, x_c^{(k)}) + \sum_{cd \in N^{(k)}} \psi_{cd}(x_c^{(k)}, x_d^{(k)}) + \min_{x^{(k+1)}} E^{(k+1)}(x^{(k)}, x^{(k+1)}). \quad (1.24)$$

The unary pixel-wise potentials are based on classifiers trained on color, shape and texture features (i.e. textons of TextonBoost [106]), histograms of oriented gradients (HOG [24]), and pixel location. The classifiers are applied at each pixel to estimate the probability of the pixel to take on a particular label. The pairwise pixel terms are contrast sensitive potentials [12] that encourage neighboring pixels to take on the same label,

$$\psi_{ij}(x_i, x_j) = \begin{cases} 0 & \text{if } x_i = x_j \\ g(i, j) & \text{otherwise} \end{cases} \quad (1.25)$$

where \(g(i, j) = |c|^{0\alpha}(\theta_p + \theta_\nu \exp(-\theta_\beta \|f_i - f_j\|^2))\) [12, 60], where \(I_i\) and \(I_j\) are the color vectors at pixels \(i\) and \(j\), and \(\theta_p, \theta_\nu, \text{ and } \theta_\beta\) are learned parameters.

The higher order potentials \(\psi^c(x_c^{(k-1)}, x_c^{(k)})\) are robust \(P^n\) potentials [60] that are equivalent to minimizing a pairwise graph over \(x_c\). Here \(x_c^{(k)}\) is the random variable associate with a segment, or super-segment, \(c\) at level \(k\) in the hierarchy. The variable \(c\) also stands for the clique consisting of variables (i.e. segments or pixels) at level
where the log probability of clique (aka (super)segment) $c$ taking on label $l$ is $H_l(c)$ (given by classifier), $\alpha^h$ is a truncation threshold, and $K = \log(\sum_{l \in \mathcal{L}} e^{H_l(c)})$. The other variables in the robust $P^n$ potential are set to $\gamma^\text{max}_c = |c|(\lambda_p + \lambda_s \alpha^h)$, and $k^1_c = (\gamma^\text{max}_c - \gamma^1_c)/0.1|c|$ (up to 10% of the pixels in a segment can be assigned a different label than the segment variable before the variable is assigned $L_F$). The pairwise (super)segment potentials $\psi_{cd}(x_c^{(k)}, x_d^{(k)})$ are the Euclidean distance between normalized color histograms over pixels within the (super)segments.
What’s hidden in eqn. 1.24 for every layer are weight constants, $\lambda^{(k)}_1$ and $\lambda^{(k)}_2$ for the unary and pairwise potentials. In order to learn these parameters the approach taken is to do a layer by layer search for the optimal parameter settings, on a validation set, that minimizes the error between the dominant ground truth label for a clique according to the ground-truth labeling and the label $x^{(k)}_c$ assigned by the maximum a-posteriori estimate (MAP) over the CRF.

Inference over the CRF, by computing the most probable label assignment (otherwise known as the MAP estimate) for the energy defined by eqn. 1.24 has been shown to run in polynomial time [99] using graph cut move making algorithms ($\alpha$-expansion, $\alpha\beta$-swap).

The ALE system also combines object detection with semantic segmentation by including potentials over detections into the CRF energy. Ladicky et al. argue [71] that since object detectors are good at localizing things, which have describable size and shape (as opposed to stuff which are shapeless), the detections can be used to improve segmentation accuracy. Object detections also provide object instance level information that semantic segmentation does not; and coupled with the bounding box size, shape, and location information provide rich information for scene understanding.

To incorporate detections from object detectors into the CRF, an additional term is added to the energy in eqn. 1.24. Denoting $E_{\text{hier}}$ as the energy in eqn. 1.23, the new energy is defined as [71],

$$E(x) = E_{\text{hier}}(x) + \sum_{d \in \mathcal{D}} \psi_d(x_d, H_d, l_d), \quad (1.29)$$

where $\mathcal{D}$ are the set of detections given by a detection algorithm such as [31]. Each detection has associated with it the bounding box (i.e. spatial extent) surrounding the object, the predicted object label $l_d$, and corresponding label probability $H_d$. The detector potential introduces an auxiliary variable $y_d \in \{0, 1\}$ that indicates whether the detector prediction is used or not. The form of the detector potential as define by Ladicky et al. [71] is,

$$\psi_d(x_d, H_d, l_d) = \min_{y_d \in \{0, 1\}} (g(N_d, H_d)y_d - f(x_d, H_d)y_d), \quad (1.30)$$

where the first term is a cost for having pixels inside the detector bounding box take on different values that the detector label $l_d$, and the second term is the likelihood of an object being present inside the detector bounding box. The likelihood term is,

$$f(x_d, H_d) = w_d|x_d| \max(0, H_d - H_t), \quad (1.31)$$

with $H_t$ a threshold controlling the number of detections. The label inconsistency term, $g(N_d, H_d)$, is defined to be,

$$g(N_d, H_d) = \frac{f(x_d, H_d)}{p_d|x_d|} N_d, \quad (1.32)$$
where $N_d$ is the number of pixels inside the detector bounding box having a different label from $l_d$, and $p_d$ is set to a threshold percentage of inconsistent pixels.

Recall that the first energy term in eqn. 1.29 can be minimized efficiently using graph cut move making algorithms [99]. It turns out that the detector potentials can also be minimized with respect to $x_d$ using $\alpha\beta$-swap and $\alpha$-expansion algorithms [71], so inference on the CRF defined by the energy in eqn. 1.29 can be computed in polynomial time.

The addition of the detector potentials help further disambiguate and correct false labellings.

1.1.1.10 Zoom-out convolutional neural network

![Image of zoom-out convolutional neural network]

Figure 1.3: For a given superpixel (red) zoom-out features are computed at multiple zoom-out levels (6 levels shown). The features from each level are stacked into a column vector representation of the superpixel, and a multi-layer perceptron is used to predict the superpixel class probabilities.

Semantic segmentation is often viewed as a structured prediction task, because of the relationship between variables in the output space — for example pixels appearing in a similar context take the same segmentation label and the likelihood of pixels taking a particular label are conditionally dependent on what type of scene the image depicts. As the hierarchical CRF model in ALE demonstrated, one common way to do structured prediction is to model the variables and their conditional dependencies using a graphical model and running inference over the graph to compute the most likely labeling. Here we present another approach to doing structured prediction for semantic segmentation that side steps the issue of explicitly imposing conditional dependencies between variables via a graph structure and higher order potentials. The advantage is a model that avoids the hard or intractable inference and learning that often plagues con-
ventional structured prediction problems, while simultaneously incorporating higher order clique interactions between regions in the image, in an implicit way.

The idea by Mostajabi et al. [82] proposes to label each region in the image by classifying it using features computed on the image. We will assume that the regions are the result of some bottom-up image segmentation algorithm such as SLIC. The task is to semantically label each superpixel by classifying it such that the majority ground-truth label over pixels falling in that superpixel agree with the semantic label predicted by the classifier. This approach has been taken before where the classification is based on features computed over the superpixel. What is new in the approach by Mostajabi is the spatial extent over which features are computed. Instead of computing features limited to the spatial extent of the superpixel, multiple spatial scales of influence or context around the superpixel are also considered. The increasing spatial scales, or zoom-out levels, can be broadly categorized as local, proximal, distant, and scene. They can be described as follows,

- **Local** — the spatial extent defined by the superpixel itself. Features computed in this region capture local color, texture pattern, and gradient cues specific to the superpixel. Neighboring superpixels can have very different features, for example if they appear on different objects in the image.

- **Proximal** — regions centered on the superpixel extending over a one or two superpixel neighborhood. Neighboring superpixels will have overlapping proximal regions and their corresponding features will have some similarity. As the distance between superpixels grows beyond the one or two superpixel neighborhood the features computed in their respective proximal regions will capture increasingly different image statistics. Therefore the proximal region features implicitly encode local conditional dependencies between superpixels that are in an approximate neighborhood of each other.

- **Distant** — further along the scale, distant regions are centered on the superpixels and capture a much larger portion of the image than proximal regions. Superpixels that are adjacent have very similar distant level features due to the large overlap in the regions. Distant level features implicitly capture long range dependencies between superpixels in the image. As the superpixels drift further apart their distant level features gradually differ. These higher-order interactions are difficult to incorporate into standard structured prediction models.

- **Scene** — this is at the level of the entire image. Features computed at the scene level capture what the scene is depicting as a whole and provide strong cues as to what object categories might be present in the scene. As such all superpixels share the same scene level features, which provides soft global constraints to the classifier that impact local predictions.
The spatial categories can be further refined along a more fine-grained scale pyramid. A depiction of the features used by the local region classifier is shown in figure 1.3. The features across the spatial regions are concatenated and used as input to the classifier. The classifier, in turn, is trained to predict the likelihood of the superpixel taking on a semantic label. Examples of the different zoom-out regions for three superpixels in various images is shown in 1.4. You will notice superpixels that are closely spaced in the image have overlapping proximal regions but as they are spaced further apart their proximal regions no longer overlap but their distant level regions do. Thus superpixels that are close share much of the same image statistics whereas distant superpixels do not. Note from the figures that if two nearby superpixels are on the same object but with very different local image features there’s still a high likelihood that the classifier will assign them the same semantic label, given the fact that they share proximal and distant features. Conversely, if two nearby superpixels are on different objects their respective features computed over local regions will hopefully be different enough to bias the classifier to label them as different semantic classes.

In order to incorporate the concept of multi-scale feature pooling, including scene-level features, with state-of-the-art learned features, Mostajabi et al. use a convolutional neural network (CNN) architecture trained on scene level classification. The feature computation at multiple scales centered on a specific location in the image can be mapped directly to the filter response of different convolutional layers in the CNN, corresponding to the different spatial extents. Each filter response in a layer corresponds to a receptive field in the image centered at a particular location. The layer response is a three dimensional feature map, that is $w \times h \times d$ dimensional. Responses from different convolutional layers have different feature dimension, $d$. As you move further up the CNN the feature maps have progressively smaller spatial extents, $w \times h$, due to convolutional kernel stride and feature pooling layers. Inversely, feature map locations from further layers in the CNN have larger receptive field (region of influence) in the image. In order to replicate the zoom-out idea with a CNN the responses of the convolutional layers are upsampled so that their spatial extents match the image size, and subsequently pooled over superpixels to produce scale-space features. Figure 1.5 illus-
trates how the features for a superpixel are extracted from a CNN. Scene level features are also extracted from the CNN as the final softmax probabilities for each semantic category from the last layer of the CNN.

The CNN can be arbitrary, though deeper networks provide more spatial scales to consider. Mostajabi et al used the popular VGG-16 convolutional neural network as the backbone, that is initially trained on the scene classification task.

The superpixel zoom-out features are next classified. Mostajabi et al. experiment with both linear and non-linear shallow multilayer perceptron classifiers, which are trained on Zoom-out features extracted from the training set. The classifier loss they minimize is the standard category classification cross-entropy loss. Note that the zoom-out feature classifier MLP and CNN used for extracting the superpixel features can be combined and trained in an end-to-end fashion so that the CNN feature extraction layers can benefit from supervision on the task of semantic segmentation over superpixels (as opposed to just scene level classification supervision). This segmentation task specific supervision further improves the accuracy (cf. [82]).

Experimental analysis of the relative importance of the features extracted at different scales shows that they all contribute a non-negligible signal toward the prediction of semantic labels [82]. The competitive performance (relative to state-of-the-art semantic segmentation algorithms) of the Zoom-out network coupled with its relative simplicity — and computational efficiency of a feed-forward model (relative to alternative structured prediction models) — make it an attractive semantic segmentation model. Figure 1.6 displays some typical segmentation results from the Zoom-out network.
Figure 1.6: Example semantic segmentation on VOC2012 val images using a 3-layer perceptron classifier used to classify zoom-out features over superpixels across 15 zoom-out levels of a CNN originally trained for scene classification.

The Zoom-out network of Mostajabi et al. can also be applied densely (to every pixel) instead of over superpixels. This is done by first converting the CNN backbone into a fully-convolutional CNN where the final fully-connected classification layers are converted to $1 \times 1$-convolutional layers. Additional skip-connections are introduced that take the output response of the intermediate convolutional layers, and pass them through a concatenation layer that stacks the intermediate feature maps (after upsampling to be the same size as the image using bilinear interpolation) into a hyper-column [42] representation for every pixel in the output. This feature map is then fed into the final fully-convolutional classification layers of the network followed by softmax activation to make predictions at every pixel. Further dense refinement of the label predictions can then be made by applying efficient approximate inference on a special dense (i.e. fully-connected) CRF [2, 65] over the pixels. This CRF uses the pixel label probabilities as unary potentials. The fully-convolutional CNN backbone (minus the CRF) can then be learned in an end-to-end fashion. Typically the CNN is initially trained on a complimentary task (and dataset) such as image classification and then converted into a fully-convolutional network with skip-connections which is then finetuned on the semantic segmentation task (and corresponding dataset). A similar approach is taken by contemporary works such as [18, 19, 42, 75].

1.2 MAP PROBLEM

A Markov network — also known as a Markov random field — is defined an undirected graph, $G = (V, E)$, with a set of vertices, $V$, associated with $n = |V|$ random variables $X = \{X_v | v \in V\}$, and a set of edges, $E$, between variables associated with the probabilistic relationships between those variables. A Markov network structure encodes
the dependence assumptions associated with the random variables. The variables in the Markov network have the following Markov properties:

- any two non-neighboring variables are conditionally independent given all other variables in \( G \),
  \[
  X_s \perp \perp X_t \mid X_{V \setminus \{s,t\}}, \quad \forall (s, t) \notin E
  \]  

- any variable is conditionally independent of all other random variables in \( G \) given the random variables that are its immediate neighbors (i.e. those it shares an edge with),
  \[
  X_s \perp \perp X_{V \setminus \{s \cup \text{ne}(s)\}} \mid X_{\text{ne}(s)}
  \]  

This neighborhood of a node is referred to as its Markov blanket.

- any two subsets of variables, \( S_1 \) and \( S_2 \), in \( G \) are conditionally independent given the subset of variable that connect them,
  \[
  X_{S_1} \perp \perp X_{S_2} \mid X_C,
  \]  

where every path from \( X_{S_1} \) to \( X_{S_2} \) in \( G \) pass through some variable(s) in \( X_C \).

We will restrict ourselves to discrete Markov random fields where each random variable \( X_s \) takes values from the finite label set \( X_s := \{0, \ldots, r - 1\} \), so that the random vector \( X \in X^n := X_1 \times \cdots \times X_n \), encodes the joint configuration over all the variables.

According to the Hammersley-Clifford theorem any probability distribution that is strictly positive satisfies the above Markov properties if and only if it can be factorized according to cliques of the graph. Therefore a Markov random field where \( p(x) > 0 \) for all \( x \in X^n \) can be written as,

\[
p(x) = \frac{1}{Z} \prod_{c \in \mathcal{C}} \psi_c(x_c),
\]

where \( \mathcal{C} \) is the set of cliques in \( G \), \( x_c = \{x_s \mid s \in c\} \), and \( \psi_c(x_c) \) are functions from \( X_c \rightarrow \mathbb{R} \) called factors or clique potentials. A clique is a maximal subgraph of \( G \). A clique, \( X_c \), is maximal if any superset containing \( X_c \) is not a clique. Equation 1.36 is referred to as either the Gibbs distribution, Gibb random field, or Markov random field. The normalizing constant \( Z \) is called the partition function,

\[
Z = \sum_{X \in X^n} \tilde{p}(X),
\]

with unnormalized value,

\[
\tilde{p}(X) = \prod_{c \in \mathcal{C}} \psi_c(x_c)
\]
Equivalently, the set $\mathcal{C}$ in the factorization of eqn. 1.36 can be restricted to only contain maximal cliques. This is because any factorization over complete subgraphs can be equivalently written as a factorization over maximal cliques with corresponding clique potentials that are products over all factors who’s scope is covered by the maximal clique.

The structure of the Markov network generally does not capture the factorization according to the Gibbs distribution, because the factorization could be over maximal or non-maximal cliques and the Markov network does not show this explicitly. An alternate parameterization of the Markov network is via a *factor graph*. In a factor graph additional factor nodes are introduced. Edges are only between variable nodes and factor nodes. Each factor, $\psi$, in the factorization is associated with a corresponding factor node in the graph. Variables are connected with a factor node with an edge if the variables are found in the scope of the factor corresponding to the factor node.

An even more explicit parameterization of a Markov network is via *log-linear models*. In this case each factor is written in an equivalent *energy function* form,

$$\psi(x) = \exp(-\gamma(x)), \quad (1.39)$$

with energy function $\gamma(x) = -\ln \psi(x)$. The joint probability can then be written as,

$$p(x) = \frac{1}{Z} \exp \left( - \sum_{c \in \mathcal{C}} \gamma_c(x_c) \right). \quad (1.40)$$

To get the log-linear representation we can associate one or more *potential functions* with each clique $C$. More specifically assume a set of potential functions $\{\phi_\alpha | \alpha \in \mathcal{I}(C)\}$. A potential function, $\phi : \mathcal{X}^n \rightarrow \mathbb{R}$, associated with a clique $C$, has $x_C$ as its scope, and $\mathcal{I}(C)$ is some index set over $C$. Let $\mathcal{J} = \bigcup_{C \in \mathcal{C}} \mathcal{I}(C)$ be the union over the index sets of all cliques. The log linear model can be written as,

$$p(x; \theta) = \frac{1}{Z} \exp \left( \sum_{\alpha \in \mathcal{J}} \theta_\alpha \phi_\alpha(x) \right), \quad (1.41)$$

with parameters $\theta_\alpha$. Notice that any energy function over discrete variables, $\gamma_C(x_C)$, can be written as a weighted sum, $\sum_{\alpha \in \mathcal{I}(C)} \theta_\alpha \phi_\alpha(x)$, with appropriate choice of potential functions and $\alpha$. The above definitions and characterizations of Markov networks can be found in more detail in [61].

In what follows we will review a re-characterization of the MAP inference problem as an integer programming problem attributed to Wainwright *et al.* [118, 119].

If we let $\theta = [\theta_1, \cdots, \theta_d]$, where $d = |\mathcal{J}|$, for the collection $\{\theta_\alpha | \alpha \in \mathcal{J}\}$ and define the mapping $\phi : \mathcal{X}^n \rightarrow \mathbb{R}^d$, for the collection $\{\phi_\alpha | \alpha \in \mathcal{J}\}$, we can write eqn. 1.41 more compactly as,

$$p(x; \theta) = \frac{1}{Z} \exp(\theta, \phi). \quad (1.42)$$
Equation 1.42 defines a linear exponential family of distributions — therefore discrete MRFs are linear exponential families. Each $\theta$ defines a different MRF.

The class of random fields that we will focus on are metric MRFs with discrete random variables and at most pairwise factors. In fact any Markov random field with discrete random variables and higher order factors can be turned into an equivalent MRF with only pairwise factors (see [119]). For the pairwise MRF the index set is,

$$I := \{(s;j) \mid s \in V, j \in X_s\} \cup \{(st;jk) \mid (s, t) \in V, (j, k) \in X_s \times X_t\} \quad (1.43)$$

The metric pairwise MRF potential functions, $\phi$, take specific form of indicator functions. Specifically, the node and pairwise interaction potentials are,

$$I_{s;j}(x_s) := \begin{cases} 1 & \text{if } x_s = j, \\ 0 & \text{otherwise} \end{cases} \quad \forall s \in V, j \in X_s, \quad (1.44)$$

$$I_{st;jk}(x_s, x_t) := \begin{cases} 1 & \text{if } x_s = j \text{ and } x_t = k, \\ 0 & \text{otherwise} \end{cases} \quad \forall (s, t) \in E, (j, k) \in X_s \times X_t, \quad (1.45)$$

and are referred to as the canonical overcomplete representation, with the corresponding $\theta$ called the canonical parameters [118]. The representation is overcomplete because they satisfy certain linear constraints, namely,

$$\sum_{j \in X_s} I_{s;j}(x_s) = 1 \quad \forall s \in V, \quad (1.46a)$$

$$\sum_{(j,k) \in X_s \times X_t} I_{st;jk}(x_s, x_t) = 1 \quad \forall (s, t) \in E, \quad (1.46b)$$

$$\sum_{j \in X_s} I_{st;jk}(x_s, x_t) = I_{t;k}(x_t) \quad \forall (s, t) \in E \quad \forall k \in X_t, \quad (1.46c)$$

Plugging eqns. 2.34 and 2.35 into eqn. 1.42 and using the index set in eqn. 1.43 the joint probability distribution for the pairwise MRF can be written as,

$$p(x; \theta) = \exp \left( \sum_{s \in V} \sum_{j \in X_s} \theta_{s;j} I_{s;j}(x_s) + \sum_{(s, t) \in E} \sum_{(j, k) \in X_s \times X_t} \theta_{st;jk} I_{st;jk}(x_s, x_t) - \Lambda(\theta) \right), \quad (1.47)$$

where $\Lambda(\theta) := \ln Z(\theta)$. A more compact representation can be written if the following substitutions are made,

$$\theta_s(x_s) := \sum_{j \in X_s} \theta_{s;j} I_{s;j}(x_s), \quad (1.48)$$
\[ \theta_{st}(x_s, x_t) := \sum_{(j,k) \in X_s \times X_t} \theta_{st;jk} \mathbb{I}_{st;jk}(x_s, x_t), \]  

\text{(1.49)}

into eqn. 1.47 resulting in the pairwise MRF joint probability distribution,

\[ p(x; \theta) = \exp \left( \sum_{s \in V} \theta_s(x_s) + \sum_{(s,t) \in E} \theta_{st}(x_s, x_t) - \Lambda(\theta) \right). \]  

\text{(1.50)}

In this thesis we will only be concerned with a specific type of inference problem — namely finding the joint configuration \( x \) that maximizes the distribution \( p(x; \theta) \) specified by a particular \( \theta \). This is known as the \textit{maximum a posterior} or MAP assignment problem. Note that there can be multiple maximizing assignments. Formally we want to find an assignment \( x^* \) such that,

\[ x^* \in \{ x \in \mathcal{X}^n \mid p(x; \theta) \geq p(y; \theta), \forall y \in \mathcal{X}^n \} \]  

\text{(1.51)}

Notice that in eqn. 1.50, \( \Lambda(\theta) \) is independent of \( x \), so the value of the assignment that maximizes the joint probability is equivalent to,

\[ \max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle := \max_{x \in \mathcal{X}^n} \sum_{s \in V} \theta_s(x_s) + \sum_{(s,t) \in E} \theta_{st}(x_s, x_t). \]  

\text{(1.52)}

A maximizing assignment is thus,

\[ x^* := \arg\max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle. \]  

\text{(1.53)}

Equation 1.52 is an linear integer program (IP) because \( x \in \mathcal{X}^n \) take on integer values and both the constraint set and the objective function are linear. This integer program is a discrete combinatorial optimization problem that is known to be \( \text{NP-hard} \) to solve for general graphs \([119]\). To overcome this problem the integer program can be relaxed into a continuous \textit{linear program}.

Take the set \( \mathcal{P} := \{ p(x) \mid p(x) \geq 0, \sum x p(x) = 1 \} \) of all probability distributions on \( x \). It is easy to see that the following equality holds,

\[ \max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle = \max_{p \in \mathcal{P}} \sum_{x \in \mathcal{X}^n} p(x) \langle \theta, \phi(x) \rangle, \]  

\text{(1.54)}

because for any \( x \) that satisfies the LHS there exists a probability distribution \( p(\cdot) \) that puts all probability mass on \( x \) so the value of the RHS is at least as large as the LHS. The RHS is also a convex combination of \( \langle \theta, \phi(x) \rangle \) terms so cannot be any larger than \( \max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle \).
Expanding the RHS term of eqn. 1.54 we get,
\[
\max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle = \max_{p \in \mathcal{P}} \sum_{x \in \mathcal{X}^n} p(x) \left( \sum_{s \in V} \theta_s(x_s) + \sum_{(s,t) \in E} \theta_{(s,t)}(x_s, x_t) \right)
\]
\[
= \max_{p \in \mathcal{P}} \sum_{s \in V} \sum_{j \in \mathcal{X}_s} \theta_{sj} \sum_{x \in \mathcal{X}^n} p(x) \mathbb{I}_{sj}(x_s) + \sum_{(s,t) \in E} \sum_{(j,k) \in \mathcal{X}_s \times \mathcal{X}_t} \theta_{stjk} \sum_{x \in \mathcal{X}^n} p(x) \mathbb{I}_{stjk}(x_s, x_t),
\]
where 
\[
\mu_{sj} \equiv \sum_{x \in \mathcal{X}^n} p(x) \mathbb{I}_{sj}(x_s) = \mathbb{E}_p[\mathbb{I}_{sj}(x_s)] = \mathbb{P}[X_s = j],
\]
\[
\mu_{stjk} \equiv \sum_{x \in \mathcal{X}^n} p(x) \mathbb{I}_{stjk}(x_s, x_t) = \mathbb{E}_p[\mathbb{I}_{stjk}(x_s, x_t)] = \mathbb{P}[X_s = j \wedge X_t = k],
\]
called mean parameters which have intuitive meaning — namely \(\mu_{sj}\) is the node marginal probability that random variable \(x_s\) takes label \(j\), and \(\mu_{stjk}\) is the edge marginal probability of the joint assignment \((x_s = j, x_t = k)\). Plugging definitions 1.57 and 1.58 into eqn. 1.56 we get,
\[
\max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle = \max_{p \in \mathcal{P}} \sum_{s \in V} \sum_{j \in \mathcal{X}_s} \theta_{sj} \mu_{sj} + \sum_{(s,t) \in E} \sum_{(j,k) \in \mathcal{X}_s \times \mathcal{X}_t} \theta_{stjk} \mu_{stjk}.
\]
Similar to \(\phi\) we let \(\mu = \{\mu_x \mid x \in \mathcal{X}\}\). We can define the set of all possible marginal probabilities on graph \(G\) as,
\[
\mathcal{M}(G) \equiv \{\mu \in \mathbb{R}^d \mid \exists p(\cdot) \in \mathcal{P} \text{ s.t. } \mu_{sj} = \mathbb{E}_p[\mathbb{I}_{sj}(x_s)], \mu_{stjk} = \mathbb{E}_p[\mathbb{I}_{stjk}(x_s, x_t)]\}.
\]
\(\mathcal{M}(G)\) is called a marginal polytope [118]. From \(\mathcal{M}(G)\) we see that searching over probability distributions \(\mathcal{P}\) maps to searching over \(\mu\), which means that the RHS of eqn. 1.59 can be written as,
\[
\max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle = \max_{\mu \in \mathcal{M}(G)} \sum_{s \in V} \sum_{j \in \mathcal{X}_s} \theta_{sj} \mu_{sj} + \sum_{(s,t) \in E} \sum_{(j,k) \in \mathcal{X}_s \times \mathcal{X}_t} \theta_{stjk} \mu_{stjk}
\]
\[
= \max_{\mu \in \mathcal{M}(G)} \langle \theta, \mu \rangle.
\]
Equation 1.62 is the linear programming (LP) relaxation of the original MAP integer program.

Note that \(\mathcal{M}(G)\) is the convex hull of the overcomplete representation defined in eqn. 2.34 and eqn. 2.35 over the finite index set in eqn. 1.43. These indicator functions define the extreme points of \(\mathcal{M}(G)\). Since the extreme points are indicator functions
they take \( \{0, 1\} \) values, which means they are all integral. From standard linear programming optimization theory the optimal solution of an LP always lies at an extreme point of the feasible set (i.e. one of the vertices of \( \mathbb{M}(G) \)).

For each \( x \in X^n \) the canonical overcomplete representation \( \phi(x) \) corresponds to an extreme point \( \mu_x \) of \( \mathbb{M}(G) \), thus the optimal solution is integral and in one-to-one correspondence with assignments \( x \). Moreover this means that \( \mathbb{M}(G) \) has \( |X^n| \) extreme points, which is exponential in \( n \). Optimization over an exponential number of constraints is not feasible so a simpler (read fewer constraints) outer bound on the marginal polytope is desired.

According to the Minkowski-Weyl theorem any convex hull over a finite set of vectors can be represented equivalently by the intersection of a finite number of linear half-spaces (i.e. of the form \( \{ \mu : a^T \mu \leq b \} \) for some \( a \in \mathbb{R}^d \) and \( b \in \mathbb{R} \)). Included in the half-space representation of \( \mathbb{M}(G) \) the linear inequality (half-space) constraints also include the equality constraints that are a consequence of the overcomplete representation. They are analogous to the consistency constraints in eqns. 1.46a–1.46c, namely,

\[
\sum_{j \in \mathcal{X}_s} \mu_{s,j}(x_s) = 1 \quad \forall s \in \mathcal{V}, \quad (1.63a)
\]
\[
\sum_{(j,k) \in \mathcal{X}_s \times \mathcal{X}_t} \mu_{st,jk}(x_s, x_t) = 1 \quad \forall (s, t) \in \mathcal{E}, \quad (1.63b)
\]
\[
\sum_{j \in \mathcal{X}_s} \mu_{st,jk}(x_s, x_t) = \mu_{t;k}(x_t) \quad \forall (s, t) \in \mathcal{E} \quad \forall k \in \mathcal{X}_t, \quad (1.63c)
\]

as well as non-negativity constraints on the marginal probabilities (i.e. \( \mu_\alpha \geq 0 \) for all \( \alpha \in \mathcal{I} \)). Note that each of the above equality constraints can be written as two inequality constraints — i.e. the constraint \( a^T \mu = b \) is equivalent to maintaining the following two constraints: \( a^T \mu \leq b \) and \( -a^T \mu \leq -b \).

It turns out that for general graphs with cycles representing the marginal polytope \( \mathbb{M}(G) \) as an intersection of half-spaces, or facets, becomes difficult because the number of half-spaces becomes exponential. Other than for tree structured graphs the number of facets of \( \mathbb{M}(G) \) in a general graph are not known. Instead a simpler outer bound on \( \mathbb{M}(G) \) can be constructed by simply considering the intersection of a subset of the half-space constraints, namely those in eqns. 1.63a–1.63c, along with the non-negativity constraint on \( \mu \). This gives the local polytope which is set of locally consistent marginal distributions [118, 119],

\[
\mathcal{L}(G) := \{ \mu \in \mathbb{R}^d_+ \mid \text{eqns. 1.63a–1.63c hold} \} \quad (1.64)
\]

\( \mathcal{L}(G) \) is the intersection of a subset of the half-space constraints required to represent \( \mathbb{M}(G) \), thus \( \mathbb{M}(G) \) is a subset of \( \mathcal{L}(G) \). It can be shown [118] that for trees (i.e. any acyclic connected graph) \( \mathcal{L}(G) = \mathbb{M}(G) \). For general graphs with cycles though \( \mathbb{M}(G) \) will be a strict subset of \( \mathcal{L}(G) \). The number of facets of \( \mathcal{L}(G) \) is polynomial in graph
size. The number of extreme points of $\mathbb{L}(G)$ is larger than $\mathbb{M}(G)$ for general graphs, which include the integral extreme points, $\{\mu_x \mid x \in \mathcal{X}^n\}$, plus a set of fractional extreme points that lie outside of $\mathbb{M}(G)$, the total number of which is unknown for general graphs. But that fact that $\mathbb{L}(G)$ can be represented as polynomial number of facets (i.e., inequality constraints) means that the following alternate problem,

$$\max_{\mu \in \mathbb{L}(G)} \langle \theta, \mu \rangle$$

(1.65)

can be efficiently solved. From eqns. 1.61–1.62 and the definition of the local polytope in eqn. 1.64 we have the following relations,

$$\max_{x \in \mathcal{X}^n} \langle \theta, \phi(x) \rangle = \max_{\mu \in \mathbb{M}(G)} \langle \theta, \mu \rangle \leq \max_{\mu \in \mathbb{L}(G)} \langle \theta, \mu \rangle$$

(1.66)

The relaxation on the RHS of eqn. 1.66 is tight for tree structured graphs, but is not guaranteed to be tight for general graphs with cycles. Solutions to the RHS are optimal (i.e., the relaxation is tight) if they lie at one of the integral vertices but on general graphs with cycles the solutions are often at one of the fractional vertices. Much work has been done to develop algorithms that give the tightest upper bound on the solution, and the relationship between the the RHS relaxation (and its dual) and various efficient approximate MAP inference algorithms such as tree-reweighted max-product message-passing [118] and dual decomposition [64] have been established.

The MAP integer program and its linear relaxation formulation described above can be credited to Wainwright et al. and a more detailed exposition can be found in the respective material [118, 119].
DIVMBEST

The primary objective of the research efforts described in this thesis is to improve semantic segmentation. Typically, improving on an existing segmentation model means devising a new model that produces more accurate segmentations. There are a number of sources of error in any model that need to be addressed in order to improve upon it. **Approximation error** — the error due to limitations imposed by the choice of model class — is addressed by devising more accurate, and often more complex, models for semantic segmentation. Unfortunately, as is often the case, more complex models exhibit more optimization and estimation error. When models become too complex for exact inference the approximate inference surrogate methods introduce **optimization error**. More complex models often incorporate higher order interactions between variables and typically have more free variables — all of which require more examples to train. The limitation of a finite training set to train the more complex model leads to larger **estimation error**. Worse yet, it may not even be clear how to incorporate certain higher-order information into a model for segmentation. Even if we are able to, we may end up with models that are intractable to train or do inference on.

For all of the above reasons coming up with a new model can be difficult. Suppose we would like to improve upon an existing discrete semantic segmentation model which can be trained efficiently on a finite training set and on which inference is tractable. Without loss of generality, given an image, the model is trained to minimize the average error over the training set between the segmentation it produces and the ground-truth for the image. At test time, given an image, we use the trained model to infer the most likely (read probable) semantic segmentation of the image. When we are working with a probabilistic model this segmentation is the **maximum a-posteriori** (MAP) solution (or MAP assignment). Without loss of generality we’ll use MAP solution to mean the most likely segmentation returned by the model irrespective of it being a probabilistic model or not. We can assume that the model assigns a score to every possible labelling (i.e. assignment to all the variables over the image), indicating how likely the labeling is a correct segmentation of the image. Alternatively, we can associate a probability with the likelihood of the image returning a certain segmentation for an image.

When we devise a more accurate segmentation model in effect what we want to achieve is a model that produces a MAP solution that is at least as close to the ground-truth segmentation for the image as the MAP solution produced by a less accurate model.
However, the more accurate model might be intractable or at best comes at a cost of higher estimation and approximation error.

Instead we can consider using the less accurate model to output multiple highly probable solutions, not just the MAP. One of these other solutions might be a more accurate segmentation of the image. We can then consider returning a set of segmentation for the image or pick a single one from the set. If we consider that we are reasonably confident in our sub-optimal segmentation model to return to give high probability to solutions that "do the right thing" in many areas of a typical image, then by producing multiple high probability segmentations from the model we are considering alternate explanations that the model exhibits for the same image. This approach is analogous to cascade models [101, 117, 122] where successive stages of the cascade refine the output of previous stages. Since the space of segmentations (i.e. labelings over (super)pixels) is exponential, by producing an initial set of segmentations, instead of just the MAP, and then refining it simplifies the inference problem by reducing it from a 1-out-of-$|\mathcal{L}|^n$ to a 1-out-of-$M$ inference task (where $\mathcal{L}$ is the cardinality of the label set on each of the $n$ variables, and $M$ is the number of high probability segmentations in the set, where $M \ll |\mathcal{L}|^n$). By producing not just one but multiple high probability segmentations we are simultaneously providing an explicit way to manage the uncertainty in the model. That is to say, compared to a single MAP solution, we are better summarizing the uncertainties that the model has about the output space of labelings.

The problem of producing the $M$ most probable solutions, which are different from MAP and each other, is called the M-Best MAP problem. We will see that in fact this idea has been studied in the context of problems outside segmentation and vision. We will review the most well known approaches.

We will show that for the semantic segmentation task the M-Best segmentations are not an ideal set of segmentations of an image. This is because the M-Best formulation only enforces the segmentations not to be the same — there is no explicit control on how diverse the segmentations in the set are. Contrary to problems in other domains, generating a set of segmentations that are simultaneously highly probable and diverse is a better way of managing uncertainty in the segmentation task. To this end, this chapter presents the DivMBest problem that produces a set of highly probable segmentations that are different from the MAP solution (and each other), with explicit control over the amount of diversity between solutions. Intuitively the goal of the DivMBest approach is to construct a set of segmentations that correspond to the modes of the output distribution of the underlying segmentation model. We will show that DivMBest is a very general framework that can be applied to virtually any tractable segmentation model, and it can be particularly efficient when we consider special forms of dissimilarity between solutions. In fact DivMBest, like the M-Best algorithm, can be applied to any problem that can benefit from inferring more than just the MAP solution. We also show that DivMBest generalized the M-Best method and more generally contains other related formulations as special cases.
For the case of a probabilistic segmentation model, a simple alternate way to generate multiple segmentations is to sample from it, such as with Markov chain Monte Carlo (MCMC) sampling. There have been a number of works [5, 88, 89] that take this strategy. It could, however, be a prohibitively time consuming approach, because of the time required to return samples from modes with small support. Additionally, in contrast to the DivMBest approach, there isn’t any explicit control over diversity in the set of sampled solutions, which would necessitate sampling a larger set to cover the space of alternate explanations of the image. Related to DivMBest, Papandreou and Yuille [87] present an approach (perturb-and-MAP) to sample from a discrete probabilistic model (e.g. random field) by perturbing the model parameters with random noise and solving for the MAP solution using existing discrete optimization algorithms. This extends deterministic MAP inference to non-deterministic iid sampling of the model distribution. In contrast to perturb-and-MAP the DivMBest approach modifies the model parameters in a deterministic way resulting in a set of highly probable diverse solutions.

In this chapter we review the related M-Best algorithms and present the DivMBest formulation, limiting the discussion to the case of discrete probabilistic models for ease of exposition. We formulate the DivMBest problem as an integer program (see § 1.2) minimizing a discrete energy (probability distribution) model over a set of random variables subject to diversity constraints on the solutions and consider a linear programming relaxation of it. We present a greedy iterative algorithm to efficiently compute the DivMBest solutions, as well as a gradient ascent method to set search over the diversity parameters. We show that for certain measures of diversity the LP dual of the DivMBest problem enjoys some nice theoretical guarantees. In subsequent chapters we show the superiority of DivMBest over MAP, and M-Best MAP inference, for various segmentation tasks. In order to handle the 1-out-of-M inference task we also introduce an approach to rank the DivMBest segmentation sets in order to return a single segmentation.

2.1 RELATED WORK

In the next section we begin with a review of the M-Best MAP problem and related literature.

2.1.1 M-Best

One of the earliest methods to address the M-Best problem was by Lawler [74]. It is a simple and general method for computing the M optimal solutions of discrete optimization problems, and is agnostic to the optimization algorithm used to compute
the solution of any specific problem. It is a divide-and-conquer method that solves multiple independent discrete optimization problems that are created by iteratively partitioning the assignment space. We’ll outline the basic method here (cf. [74]).

Without loss of generality the method assumes a set of binary variables, \( x_1, \ldots, x_n \in \{0, 1\} \). Note that in problems where the discrete variables take on more than two values one can make a straightforward transformation to \( \{0, 1\} \)-valued variables — e.g. \( \forall x_i \in \{0, \ldots, \ell - 1\} \) replace with \( \ell \) variables:

\[
\forall x_i \in \{0, \ldots, \ell - 1\} \text{ replace with } \ell \text{ variables: } x_{i,j} \in \{0, 1\}, \text{ where } x_{i,j} = [x_i == j], \text{ with an implicit constraint that } \sum_j x_{i,j} = 1.
\]

The task is to return the top-M solutions to a discrete optimization problem (w.l.o.g. assume a minimization) over the \( x_i \)'s – that is the M solutions that best minimize the problem. The method starts by computing the optimal solution to the original problem. It then iteratively partitions the assignment space into disjoint sets in a way that removes the previous top \( m - 1 \) solutions from consideration, and for each set solves a new optimization problem returning a candidate solution, whereby the next best solution is the one in the set of candidates with lowest value.

The algorithm is reproduced in alg. 2. More specifically, in each iteration \( m \), of alg. 2, \( n - s \) new problems are created, where \( s \) is the number of variables that were fixed in the optimization problem that produced the previous solution \( x^{(m-1)} \). The key, in line 9 of alg. 2, is to partition the assignment space into \( n - s \) disjoint sets, \( P_1, \ldots, P_{n-s} \). Each problem \( P_j \) has the first \( s \) variables plus an additional \( j \) variables fixed. The \( j \) additional variables are fixed in such a way to remove \( x^{(m-1)} \) from the set of feasible solutions to \( P_j \). Note that if for any \( j \), \( x_{s+j} \) is set to \( 1 - x^{(m-1)}_{s+j} \), then \( x^{(m-1)} \) has been removed from the set of feasible solutions for \( P_j \). Additionally the set of feasible solutions for \( P_j \) is disjoint from the rest of the problems \( \{P_i \mid i \neq j\} \). Moreover,

\[
\bigcup_{j=1}^{n-s} P_j = X - \{x^{(m-1)}\}.
\]

Since in each iteration the \( s \) variables from the problem used to produce solution \( x^{(m-1)} \) remain fixed all the previous optimal solutions are also removed from consideration in each problem, i.e. in iteration \( m \) we have

\[
\bigcup_{j=1}^{n-s} P_j = X - \{x^1, \ldots, x^{(m-1)}\}.
\]

Effectively alg. 2 recursively partitions the assignment space. Each new partitioning occurs on the set of feasible solutions used to constraint the problem that produced the optimal solution in the previous round. For example in the first iteration the partitioning is over the entire assignment space because no variables were fixed in the optimization problem that compute the initial best assignment \( x^{(1)} \).

The computational complexity of computing the top-M solutions using alg. 2 is \( \mathcal{O}(Mn\rho(n)) \), where \( \rho(n) \) is the cost of solving a single optimization problem over \( n \) variables. Since it is a general M-Best algorithm it is not tailored to any specific discrete optimization problem so it cannot simultaneously solve for the top \( M \) solutions. This makes the
Algorithm 2 M-Best-Lawler [74]

1: \(OPTS = \emptyset,\ TOP-M = \emptyset\).
2: \(m \leftarrow 1\): compute optimal solution \(x^{(1)} \leftarrow \text{argmax}_x f(x)\), without fixing any variables in \(x\).
3: \(OPTS \leftarrow OPTS \cup (x^{(1)}, \emptyset)\).
4: \(\text{repeat}\)
5: \((x^{(m)}, P^{(m)}) \leftarrow \text{bestsol}(OPTS),\ TOP-M \leftarrow x^{(m)}\) \(\triangleright\) bestsol returns the minimum value solution along with the set of fixed variables in the corresponding problem \(P^{(m)}\).
6: \(\text{if } m = M \text{ then}\)
7: \(\quad\text{break;}\)
8: \(\text{end if}\)
9: \(\text{Let } x_1, \ldots, x_s \text{ be the variables that were fixed in the problem solved to get } x^{(m)},\ i.e.\ P^{(m)}\). Construct \((n - s)\) new problems by fixing additional variables:
   \((P_1): x_1 = x_1^{(m)}, \ldots, x_s = x_s^{(m)}, x_{s+1} = 1 - x_{s+1}^{(m)}\)
   \((P_2): x_1 = x_1^{(m)}, \ldots, x_s = x_s^{(m)}, x_{s+2} = x_{s+2}^{(m)}, x_{s+2} = 1 - x_{s+2}^{(m)}\)
   \((P_3): x_1 = x_1^{(m)}, \ldots, x_s = x_s^{(m)}, x_{s+1} = x_{s+1}^{(m)}, x_{s+2} = x_{s+2}^{(m)}, x_{s+3} = 1 - x_{s+3}^{(m)}\)
   : \(\quad:\)
   \((P_{n-s}): x_1 = x_1^{(m)}, \ldots, x_s = x_s^{(m)}, x_{n-1} = x_{n-1}^{(m)}, x_n = 1 - x_n^{(m)}\)
10: \(\text{for } j = 1, \ldots, n - s \text{ do}\)
11: \(\quad\text{Solve } x^{P_j} \leftarrow \text{argmin}_x f(x)\)
   \(\quad\text{s.t. } P_j \text{ satisfied}\)
12: \(\quad OPTS \leftarrow OPTS \cup (x^{P_j}, P_j)\).
13: \(\text{end for}\)
14: \(m \leftarrow m + 1\)
15: \(\text{until } m = M\)

algorithm less efficient than specialized inference methods and in each iteration of the algorithm \(n - s\) separate optimization problems need to be solved.

The space required for the algorithm is \(M(n - 1)\) because at most that many items are in \(OPTS\).

2.1.2 M-Best and Max-Flow Propagation

Dawid [25] and later Nilsson [84] extended the M-Best task to the problem of computing optimal configurations over directed and undirected graphical models with cycles. Their approach relies on the ability to exactly and efficiently compute the maximizing assignment to a joint distribution, over a set of random variables, which factorizes according to cliques in the graphical model. In order to achieve this, the approach is
based on constructing a higher order structure, called a junction tree, from the graph. We’ll denote the junction tree with $\mathcal{T}$. We won’t explain the junction tree construction here (details can be found in [47, 61, 73]) but instead mention important properties. In a junction tree nodes correspond to cliques of random variables from the set $\{C_i : i \in \mathcal{C}\}$, where $\mathcal{C}$ is an index set over cliques. Edges in the set $\{S_{ij} : (i, j) \in \mathcal{S}\}$ connect adjacent nodes $C_i$ and $C_j$, and are associated with the variables shared between the two cliques, i.e. $S_{ij} = C_i \cap C_j$. The edge sets $S_{ij}$ are called separators. For any variable $x_u$, if it appears in any two cliques $C_i$ and $C_j$ of the junction tree, then it must also appear in all the cliques in the unique path from $C_i$ to $C_j$. This is known as the junction tree property [61, 84].

The joint probability function, $f$, over random variables $X$, taking values $x \in \mathcal{X}$, factorizes according to the cliques and edges in the tree as follows,

$$f(x) = \prod_{i \in \mathcal{C}} f_{C_i}(x_{C_i}) \prod_{(i, j) \in \mathcal{S}} f_{S_{ij}}(x_{S_{ij}}), \quad (2.1)$$

where $f_C$ and $f_S$ are non-negative real functions on cliques and edges respectively. As before these functions are referred to as potentials. Since computing the probabilities of $f$ over the space of configurations $\mathcal{X}$ can often be exponential in the number of variables, a factorization of $f$ over cliques can be computationally advantageous if the clique sizes are limited. Using a message-passing algorithm that limits computation of (max) probabilities over just the cliques allows for efficient inference, as long as the tree width (i.e. the maximum size of any clique in the tree) is small.

To compute the assignment of variables $x \in \mathcal{X}$ that maximizes $f$ a max-flow message passing algorithm over the junction tree is used.

### 2.1.2.1 Max-flows over Junction Tree

Assume that we are given an initial factorization of $f$ over a set of clique and separator potentials,

$$\{\{f_{C_i} : i \in \mathcal{C}\}, \{f_{S_{ij}} : (i, j) \in \mathcal{S}\}\}, \quad (2.2)$$

A message from node $C_i$ to an adjacent node $C_j$ is defined as the normalized max-flow from $C_i$ to $C_j$:

$$\delta_{i \rightarrow j} = \frac{f'_{S_{ij}}}{f_{S_{ij}}}, \quad (2.3)$$

where,

$$f'_{S_{ij}} = \max_{C_i \setminus S_{ij}} f_{C_i}. \quad (2.4)$$
Given two sets $B \subset A$, and function $g$ on $X_B$, the above max notation means,

$$\max_{A \setminus B} g(x_B) = \max_{z \in X_A} \{g(z) : z_B = x_B\}, \quad (2.5)$$

where $x_B \in X_B = \times_{u \in B} X_u$. The update to clique potential $f_{C_j}$ is then,

$$f'_{C_j} = f_{C_j} \cdot \delta_{i \rightarrow j}. \quad (2.6)$$

Message-passing proceeds with the following update schedule: pick any node in $T$, say $C_1$, as the root node. Starting from the leaves of $T$ pass max-flow messages up to $C_1$ and back down to the leaves. A clique sends a message to its neighbor $C_j$ once it has received all messages from its neighbors with possible exception of $C_j$, such a message is called an active max-flow. After this two-phase propagation of messages the potentials are guaranteed to have reached equilibrium resulting in max-marginal potentials [25],

$$([\hat{f}_{C_1} : i \in \mathcal{C}], \{\hat{f}_{S_{ij}} : (i, j) \in S\}), \quad (2.7)$$

where the max-marginal potential over set $A$ is defined to be,

$$\hat{f}_A(x_A) = \max_{z \in X} \{f(z) : z_A = x_A\}. \quad (2.8)$$

An important property of the update rule is that $f$ in eqn. 2.1 is invariant to max flow updates. To see this consider adjacent cliques $C_i$, $C_j$ and the separator, $S_{ij}$ between them. A max-flow update gives,

$$f'_{S_{ij}} = \max_{C_i \setminus S_{ij}} f_{C_i}, \quad \delta_{i \rightarrow j} = \frac{f'_{S_{ij}}}{f_{S_{ij}}}, \quad \quad f'_{C_j} = f_{C_j} \cdot \delta_{i \rightarrow j} = f_{C_j} \cdot \frac{f'_{S_{ij}}}{f_{S_{ij}}} = f_{C_j} \cdot \frac{f'_{C_j} \cdot f'_{S_{ij}}}{f_{S_{ij}}}, \quad (2.9)$$

where the RHS of the bottom row shows the invariance in max-flow update to $f$ in the contribution by $C_j$ and $S_{ij}$.

Also note the following property [84],

$$\max_{C_i \setminus S_{ij}} \hat{f}_{C_i} = \hat{f}_{S_{ij}} = \max_{C_i \setminus S_{ij}} \hat{f}_{C_j}, \quad (2.10)$$

known as the max-consistency property, which holds after computing the max-marginal potentials. Also note the following theorem,

**Theorem 2.1.1** (Max-marginal theorem [84]). The joint distribution $f$ and the marginals agree on the maximum value,

$$\max_{x \in X} f(x) = \max_{x_{C_k} \in X_{C_k}} \hat{f}_{C_k}(x_{C_k}), \quad \forall k \in \mathcal{C} \quad (2.11)$$

This is a direct result of the definition of $\hat{f}_{C_k}$,

$$\max_{x_{C_k} \in X_{C_k}} \hat{f}_{C_k}(x_{C_k}) = \max_{x_{C_k} \in X_{C_k}} \left\{ \max_{z \in X} \{f(z) : z_{C_k} = x_{C_k}\} \right\} = \max_{x \in X} f. \quad (2.12)$$
2.1.2.2 Maximizing assignment and traceback

To compute the maximizing assignment, \( \mathbf{x}^* \), given the max-marginal potentials (eqn. 2.7) the algorithm starts at the root of \( \mathcal{T} \), say \( C_i \), and picks the assignment \( \mathbf{x}_{C_i}^* \) that maximizes \( \hat{f}_{C_i}(\mathbf{x}_{C_i}) \). It then propagates simple max-flows \([84]\). From thm. 2.1.1 we have that \( \hat{f}_{C_i}(\mathbf{x}_{C_i}^*) = \max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}) \). Next the algorithm takes an incident separator \( S_{ij} \) and assigns the variables \( X_{S_{ij}} \) the corresponding values in \( \mathbf{x}_{C_i}^* \) to get \( \mathbf{x}_{S_{ij}}^* \). Because of max-consistency (eqn. 2.10) we have that \( \hat{f}_{S_{ij}}(\mathbf{x}_{S_{ij}}^*) = \max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}) \). The algorithm now moves to \( C_j \) and assigns values from \( \mathbf{x}_{S_{ij}}^* \) to variables in \( X_{C_j} \) that coincide with \( X_{S_{ij}} \). Then the algorithm finds the maximizing assignment, \( \mathbf{x}_{C_j}^* \), to \( \hat{f}_{C_j} \) over the remaining variables in \( C_j \) — such that \( \hat{f}_{C_j}(\mathbf{x}_{C_j}^*) = \max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}) \) due to max-consistency. The algorithm proceeds until it’s processed the leaves of \( \mathcal{T} \).

In a a tree with \( m \) nodes there’s \( m - 1 \) edges. Thus, given that \( \hat{f}_{C_i} = \max f \), for all \( i \in \mathcal{C} \), and \( f_{S_{ij}} = \max f \), for all \( (i, j) \in \mathcal{S} \), then we are assured \([84]\),

\[
 f(\mathbf{x}^*) = \frac{\prod_{i \in \mathcal{C}_i} \hat{f}_{C_i}(\mathbf{x}_{C_i}^*)}{\prod_{(i, j) \in \mathcal{S}} \hat{f}_{S_{ij}}(\mathbf{x}_{S_{ij}}^*)} = \frac{(\max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}))^{\left| \mathcal{C} \right|}}{(\max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}))^{\left| \mathcal{S} \right|}} = \max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}). \tag{2.13}
\]

2.1.2.3 Simplified max-flow propagation algorithm \([84]\)

A rather simple but inefficient approach of producing M-Best solutions uses Lawler’s M-Best algorithm of § 2.1.1. This algorithm is referred to as the simplified max-flow propagation algorithm or SMFP \([84]\). Assume the vector of random variable assignments \( \mathbf{x}^{(1)} = (x_1^{(1)}, \ldots, x_n^{(1)}) \), represents the maximizing assignment to the joint probability distribution \( f(\mathbf{x}) \) on \( \mathcal{T} \) that we get after running the max-flow propagation algorithm of the previous section. In order to compute the next highest assignment SMFP partitions the space into \( n \) subsets that cover \( \mathcal{X} \setminus \{x^{(1)}\} \),

\( \text{(P_1): } \{ x \in \mathcal{X} : x_1 \neq x_1^{(1)} \} \)

\[ \vdots \]

\( \text{(P_i): } \{ x \in \mathcal{X} : x_1 = x_1^{(1)}, \ldots, x_{i-1} = x_{i-1}^{(1)}, x_i \neq x_i^{(1)} \} \)

\( \text{(P_n): } \{ x \in \mathcal{X} : x_1 = x_1^{(1)}, \ldots, x_{n-1} = x_{n-1}^{(1)}, x_n \neq x_n^{(1)} \} \)

Note that each assignment space \( \mathcal{P}_i \) constrains one of the variables to take on a different value than it did in \( x^{(1)} \), thereby removing \( x^{(1)} \) from the space of assignments. In
To find the third highest assignment to $f$, SMFP defines a series of functions as follows,

$$
\tilde{f}_i(x) = \begin{cases} 
  f(x) & \text{if } x_1 = x_1^{(1)}, \ldots, x_{i-1} = x_{i-1}^{(1)}, x_i \neq x_i^{(1)}, \\
  0 & \text{otherwise}.
\end{cases}
$$

Then it’s easy to see that,

$$\max_{i \in [n]} \max_{x \in X} \tilde{f}_i(x) = \max_{x \in X \setminus \{x^{(1)}\}} f(x). \tag{2.15}$$

To compute $\max_{x \in X} \tilde{f}_i(x)$ (i.e. the maximum assignment to $f(x)$ constrained to $P_i$) a subset of variables are fixed,

$$X_1 = x_1^{(1)}, \ldots, X_{i-1} = x_{i-1}^{(1)}, X_i \neq x_i^{(1)}, \tag{2.16}$$

by introducing the following representation that modifies the potential functions: given,

$$\delta_{1}(x_1; C) = \begin{cases} 
  1 & \text{if } (X_1 \in C \land x_1 = x_1^{(1)}) \text{ or } X_1 \notin C, \\
  0 & \text{otherwise}
\end{cases}$$

$$\vdots$$

$$\delta_{i-1}(x_{i-1}; C) = \begin{cases} 
  1 & \text{if } (X_{i-1} \in C \land x_{i-1} = x_{i-1}^{(1)}) \text{ or } X_{i-1} \notin C, \\
  0 & \text{otherwise}
\end{cases}$$

$$\delta_{i}(x_i; C) = \begin{cases} 
  1 & \text{if } (X_i \in C \land x_i \neq x_i^{(1)}) \text{ or } X_i \notin C, \\
  0 & \text{otherwise}
\end{cases} \tag{2.19}$$

SMFP modifies the clique and separator potentials as follows,

$$f_{C_k}(x_{C_k}) = f_{C_k}(x_{C_k}) \prod_{q=1}^{i} \delta_q(x_q; C_k) \tag{2.20}$$

Max-flows are then propagated in $T$ until equilibrium. Given the max-consistency property (eqn. 2.10) and thm. 2.1.1 the maximum of $\tilde{f}_i(x)$ can be computed, and the corresponding maximizing assignment $x^{(2)}$.

To find the third highest assignment to $f(x)$, the partitioning is as follows. If $x^{(2)}$ belongs to subset $P_i$, then it is refined by partitioning it into the following subsets,

$$(P_{n+1}): \{x \in X : x_1 = x_1^{(2)}, \ldots, x_{i-1} = x_{i-1}^{(2)}, x_i \neq x_i^{(1), x_i^{(2)}}\}$$

$$(P_{n+2}): \{x \in X : x_1 = x_1^{(2)}, \ldots, x_i = x_i^{(2)}, x_{i+1} \neq x_{i+1}^{(2)}\}$$

$$\vdots$$

$$(P_{2n-1+1}): \{x \in X : x_1 = x_1^{(2)}, \ldots, x_n = x_n^{(2)}, x_n \neq x_n^{(2)}\}.$$
Together with \( \mathcal{P}^0 = (P_1, \ldots, P_n) \setminus P_i \) the new partitioning \( \mathcal{P}^1 = (P_{n+1}, \ldots, P_{2n+1-i}) \) covers \( X \setminus \{x^{(1)}, x^{(2)}\} \). Repeating the above procedure for computing eqn. 2.15, \( x^{(3)} \) can be found. Continuing in this way SMFP finds the M-Best solutions [84].

The down side of the approach is that many max-flow operations over \( \mathcal{T} \) have to be done in order to compute \( \max_{i \in [n]} \max_{x \in X} f_i(x) \) each round – a two-pass max flow propagation thru the entire tree for each assignment set.

Nilsson [84] also presents an alternate partitioning strategy that’s much more efficient which relies on the running intersection property of junction trees. This improved partitioning strategy allows for the max of \( f \) over partitions to be found with a single root to leaf propagation of max flows.

### 2.1.3 M-Best solutions for loopy graphs and the BMMF algorithm

So far we have discussed M-Best algorithms when exact inference is tractable. This included inference over general graphs with small tree-width that could be converted to junction trees in order to carry out exact inference. When the tree-width of the graph becomes large however inference over the junction tree becomes infeasible because the clique sizes are too large, so alternate M-Best algorithms are needed.

Recall that when the graph is a tree (e.g. junction tree) exact inference can be carried out using the max-product message-passing algorithm we reviewed earlier. Also, recall from theorem 2.1.1 that the max-marginals and joint posterior distribution over the variables agree on the maximizing value. When the graph is a tree the max-marginals can be computed exactly and a traceback operation can be subsequently carried out to find the most probable variable assignments.

If we have a loopy graph, using the junction tree representation for inference becomes inefficient and approximate inference methods are needed for computing the approximate max-marginals over the graph. Moreover using traceback operation over the max-marginals on a loopy graph isn’t guaranteed to return the maximizing assignment (see [127] for an example). Independently picking the variable assignments that maximize each individual max-marginal will not work either because ties can exist in the max-marginal tables (i.e. max-marginal has more than one maximizing label for a variable) which means that theorem 2.1.1 will not hold (cf. [127]). Since ties can exist and traceback over a loopy graph will not work the alternative is to have multiple rounds of computing the max-marginals, where in each round additional tied variables are constrained to take on a single maximizing label. This process is continued until no more ties exist and we can get the maximizing assignment by independently maximizing over individual max-marginals.
Nilsson’s SMFP algorithm that we discussed in 2.1.2.3 is an example of an M-Best algorithm that computes the max-marginals in a junction tree by using max-product message passing algorithm and subsequently uses the max-consistency property (eqn. 2.10) and thm. 2.1.1 to find the maximizing assignment. It needs $\Theta(Mn)$ computations of the max-marginals which is very expensive, where $M$ is the number of M-Best solutions and $n$ is the number of variables in the graph.

The following algorithm by Yanover and Weiss [127] can find the M-Best solutions in loopy-graphs with only $2M$ computations of max-marginals ($M$ is the number of M-Best solutions), and no trace-back operations (relying only on thm. 2.1.1).

**Algorithm 3** Best Max-Marginal First (BMMF) algorithm for M-Best solutions [127]

```plaintext
1: $\text{SCORE}_1(i,j) \leftarrow \max_{x : x_i = j} f(x)$
2: $x_i^{(1)} \leftarrow \arg\max_j \text{SCORE}_1(i,j)$
3: $\text{CONSTRS}_1 \leftarrow \emptyset$
4: $\text{USED}_2 \leftarrow \emptyset$
5: for $m = 2, \ldots, M$ do
6: \hspace{5mm} $\text{SEARCH}_m \leftarrow \{i, j, k < m : x_i^{(k)} \neq j, (i,j,k) \notin \text{USED}_m\}$
7: \hspace{15mm} $(i_m, j_m, k_m) \leftarrow \arg\max_{(i,j,k) \in \text{SEARCH}_m} \text{SCORE}_k(i,j)$
8: \hspace{5mm} $\text{CONSTRS}_m \leftarrow \text{CONSTRS}_{k_m} \cup \{x_{i_m} = j_m\}$
9: \hspace{5mm} $\text{SCORE}_m(i,j) \leftarrow \max_{x | x_i = j, \text{CONSTRS}_m} f(x)$
10: \hspace{5mm} $x_i^{(m)} \leftarrow \arg\max_j \text{SCORE}_m(i,j)$
11: \hspace{5mm} $\text{USED}_{m+1} \leftarrow \text{USED}_m \cup \{(i_m,j_m,k_m)\}$
12: \hspace{5mm} $\text{CONSTRS}_{k_m} \leftarrow \text{CONSTRS}_{k_m} \cup \{x_{i_m} \neq j_m\}$
13: \hspace{5mm} $\text{SCORE}_{k_m}(i,j) \leftarrow \max_{x | x_i = j, \text{CONSTRS}_{k_m}} f(x)$
14: end for
15: return $(x_i^{(m)})_{m=1}^M$
```

In alg. 3 the joint probability over all variables of interest (e.g. posterior probability) is represented as $f(x)$. The algorithm start by inferring the max-marginals in line 1. In line 2 the maximizing MAP assignment is found using the max-marginal theorem. To compute the remaining $M-1$ solutions the algorithm repeats the following operations: the max-marginal tables are searched to find the variable with next best max-marginal value, (cf. lines 6-7). The variable is fixed to the label corresponding to this value (i.e. $x_{i_t} = j_t$) and added as a constraint for the next round of max-marginal computations (see cf. lines 8-9). Using th max-marginal theorem the next best solution is computed (cf. line 10). The complementary constraint (i.e. $x_{i_t} \neq j_t$) is added to the constraint set used to produce the max-marginals that gave the highest value earlier and the max-marginals are recomputed with this augmented set of constraints (cf. lines 12-13). In each iteration, $t$, a new set of max-marginals is added (i.e. $\text{SCORE}_t(i,j)$) that is the result of a running inference on the graph with some of the variables fixed. This fixing
of variables successively refines the partitioning of the assignment space in such a way that the previous best solutions are removed from consideration.

It turns out that for exact max-marginal computation, the assignment $x^{(m)}$ produced by the BMMF algorithm \(^3\) is the $m$-th most probable assignment under $f(x)$ (cf. [127]).

For loopy graphs where approximate inference algorithms have to be used for computing the max-marginals (e.g. loopy max-product belief propagation), the solutions produced by BMMF (so called loopy-BMMF) are not guaranteed to correspond to the M-Best solutions but tend to be quite good in practice, compared to the top $M$ assignments produced by Gibbs sampling.

### 2.1.4 M-Best MAP and its linear programming formulation

We’ve seen that when computing MAP assignments is not tractable approximate methods can be used to compute the approximate M-Best solutions. Yanover and Weiss’ M-Best MAP method (loopy-BMMF) \([127]\), that we reviewed earlier, is one such method. The downside of approaches such as loopy max-product is that they do not provide bounds on the optimal values of the solutions. However, LP approximations to MAP do provide bounds on the optimal value and Fromer and Globerson \([34]\) provide an extension of the LP MAP formulation to the M-Best setting. This section provides an overview of their approach.

To start, recall from the review in chapter 1 that the MAP problem can be formulated as the following LP,

$$
\max_{x} f(x) = \max_{\mu \in \mathcal{M}(G)} \mu \cdot \theta
$$

(2.21)

and that the maximizing $\mu^{(*)}$ is integral and found at a vertex of $\mathcal{M}(G)$ — where $\mathcal{M}(G)$ is the marginal polytope defined in eqn. 1.60. Moreover, $\mu^{(*)}$ corresponds to the MAP assignment $x^{(1)}$. For general graphs representing $\mathcal{M}(G)$ requires an exponential number of inequalities so recall that the LP is relaxed by using an outer bound on $\mathcal{M}(G)$, called the local polytope (cf. eqn. 1.64), $\mathcal{L}(G)$ which can be represented by far fewer inequality constraints over the variables (i.e. half-spaces). As we mentioned in § 1.2, it has been shown that $\mathcal{M}(G) = \mathcal{L}(G)$ for tree structured graphs, so solving the LP-relaxation yields the exact MAP assignment.
2.1.5 M-Best MAP LP when G is a tree

First consider tree-structured graphs. In order to extend the MAP LP formulation in eqn. 2.21 to the 2nd best MAP problem Fromer and Globerson [34] propose to swap \( \hat{M}(G) \) for the following assignment-excluding marginal polytope,

\[
\hat{M}(G, x^{(1)}) = \{ \mu | \exists p(x) \in \mathcal{P} \text{ s.t. } p(x^{(1)}) = 0, \ p(x_s, x_t) = \mu_{st}(x_s, x_t), \ p(x_s) = \mu_s(x_s) \},
\]

(2.22)

where \( \hat{M}(G, x^{(1)}) \) is the convex hull of a set of integral vectors corresponding to the different assignments, excluding only \( x^{(1)} \). They show that,

\[
\max_{x \neq x^{(1)}} f(x) = \max_{\mu \in \hat{M}(G, x^{(1)})} \mu \cdot \theta.
\]

(2.23)

In order to represent \( \hat{M}(G, x^{(1)}) \) as inequalities in the MAP LP, Fromer and Globerson propose the following: when \( G \) is a tree they show that adding the single inequality \( I(\mu, x^{(1)}) \leq 0 \) to \( \hat{M}(G) \) will result in \( \hat{M}(G, x^{(1)}) \), i.e.

\[
\hat{M}(G, x^{(1)}) = \{ \mu | \mu \in \hat{M}(G), \ I(\mu, x^{(1)}) \leq 0 \}
\]

(2.24)

where,

\[
I(\mu, x^{(1)}) = \sum_{s \in V} (1 - d_s) \mu_s(x^{(1)}_s) + \sum_{(s,t) \in E} \mu_{st}(x^{(1)}_s, x^{(1)}_t),
\]

(2.25)

and \( d_s \) is the degree of the nodes \( s \) in the tree (cf. [34]). They show that when \( G \) is a tree the polytope \( \hat{M}(G, x^{(1)}) \) will remove only the integral solutions \( x^{(1)} \) and will not introduce fractional solutions. They point out that for general graphs however, adding \( I(\mu, x^{(1)}) \leq 0 \) to \( G \) removes some other integral vertices and may introduce fractional vertices.

2.1.6 M-Best MAP LP when G is a general graph

Recall from chapter 1 that when \( G \) is a general graph the polytope of feasible solutions, \( \hat{M}(G) \), for the MAP LP needs an exponential number of constraints, so the simpler outer-bound approximation, \( L(G) \) is used. Analogously, for the M-Best MAP problem Fromer and Globerson [34] propose an outer-bound approximation to \( \hat{M}(G, x^{(1)}) \). The approach they take is to add inequalities to \( L(G) \) to separate \( x^{(1)} \) from the other integral vertices. Each new constraint also removes some fractional vertices. If enough such constraints are added then maybe only an integral solution is left. The type of constraints they add are inequalities over spanning trees on the graph,

\[
I^T(\mu, x^{(1)}) = \sum_{s \in V} (1 - d_s^T) \mu_s(x^{(1)}_s) + \sum_{(s,t) \in E} \mu_{st}(x^{(1)}_s, x^{(1)}_t),
\]

(2.26)
where $d_s^T$ is the degree of node $s$ in spanning-tree $T$. Analogous to when $G$ is a tree (eqn. 2.24), for general graphs they propose an assignment-excluding marginal polytope that incorporates all spanning-tree inequalities of the graph,

$$
\hat{\mathcal{L}}^{ST}(G, x^{(1)}) = \{ \mu | \mu \in \mathcal{L}(G), \forall \text{tree } T \subseteq E \ I^T(\mu, x^{(1)}) \leq 0 \}.
$$

(2.27)

The 2nd best MAP LP for general graphs is thus,

$$
\max_{\mu \in \hat{\mathcal{L}}^{ST}(G, x^{(1)})} \mu \cdot \theta,
$$

(2.28)

which is an approximation to solving over the feasible set $\hat{\mathcal{M}}(G, x^{(1)})$. They note that maximizing over $\hat{\mathcal{M}}(G, x^{(1)})$ is guaranteed to give an integral solution whereas maximizing over $\hat{\mathcal{L}}^{ST}(G, x^{(1)})$ does not.

The number of spanning trees over $G$ is exponential in $n$ but Fromer and Globerson use an efficient approach to consider all spanning trees. They first note that given $\mu$ and spanning tree $T$, the quantity $I^T(\mu, x^{(1)})$ can be decompose over edges,

$$
I^T(\mu, x^{(1)}) = \sum_{(s,t) \in E} (\mu_{st}(x_s^{(1)}, x_t^{(1)}) - \mu_s(x_s^{(1)}) - \mu_t(x_t^{(1)})) + \sum_{s \in V} \mu_s(x_s^{(1)}),
$$

(2.29)

therefore to find the tree that maximizes $I^T(\mu, x^{(1)})$ is equivalent to computing the max-weight spanning-tree over $G$ where the edge weights are set to,

$$
w_{st} = \mu_{st}(x_s^{(1)}, x_t^{(1)}) - \mu_s(x_s^{(1)}) - \mu_t(x_t^{(1)}).
$$

(2.30)

They then rely on existing efficient algorithms for computing the max-weight spanning-tree of a graph.

To solve the LP-relaxation in eqn. 2.28 they use a cutting-plane algorithm that adds the most violated constraint $I^T(\mu, x^{(1)}) > 0$ to the LP. Starting with any spanning-tree of $G$ the most violated spanning-tree inequality for the current setting of $\mu$ is found and added to the LP. This inequality removes $\mu$ from the polytope of feasible solutions. The LP is solved again for a new setting of $\mu$. The process continues until a non-fractional $\mu$ is found or all the constraints are satisfied. If there are no violated constraints and $\mu$ is still fractional Fromer and Globerson propose additional constraints that can be added but they note that typically only a few iterations of the cutting-plane algorithm are required to give integral solutions.

To extend the 2nd best MAP problem to the M-Best MAP problem they propose an algorithm that recursively partitions the assignment space, similar to that of Nilsson [84] and Weiss [127] which we reviewed earlier. Their Partitioning for Enumerated Solutions (PES) algorithm is shown in alg. 4.

The most computationally expensive part of the algorithm is the inference on line 17. The LP’s are solved using general LP solvers such as CPLEX [46]. When the M-Best inference in line 17 is the LP-relaxation of eqn. 2.28, Fromer and Globerson refer to the algorithm as Spanning Tree Inequalities and Partitioning for Enumerated Solutions (STRIPES) [34].
Algorithm 4 PES Algorithm (cf. [34])

1: for $m = 1, \ldots, M$ do  
2: if $m = 1$ then  
3: $x^{(1)} \leftarrow \arg \max_x f(x)$ \Comment{MAP assignment} 
4: CONSTRS$_1 \leftarrow \emptyset$ 
5: else  
6: $k \leftarrow \arg \max f(y^{(k)})_{k \in \{1, \ldots, m-1\}}$ \Comment{find assignment space containing highest valued assignment} 
7: $x^{(m)} \leftarrow y^{(k)}$ \Comment{next best assignment} 
8: $(v, a) \leftarrow \text{any member of the set } \{(s, x^{(m)}_s) \mid x^{(m)}_s \neq x^{(k)}_s\}$ 
9: CONSTRS$_m \leftarrow \text{CONSTRS}_k \cup \{x_v = a\}$ \Comment{remove $x^{(k)}$ from assignment space $m$} 
10: CONSTRS$_k \leftarrow \text{CONSTRS}_k \cup \{x_v \neq a\}$ \Comment{remove $x^{(m)}$ from assignment space $k$} 
11: $y^{(k)} \leftarrow \text{NextBestSolution}($$\text{CONSTRS}_k, x^{(k)}$$)$ 
12: end if  
13: $y^{(m)} \leftarrow \text{NextBestSolution}($$\text{CONSTRS}_m, x^{(m)}$$)$ 
14: end for  
15: return $(x^{(m)})_{m=1}^M$

procedure NextBestSolution($\text{CONSTRS}, x^{(s)}$) 
16: return $y \leftarrow \arg \max_{x \neq x^{(s)}, \text{CONSTRS}} f(x)$ 
17: end procedure

2.2 DIVMBEST ALGORITHM

1 M-Best algorithms only constrain the $m$-th solution to be different than the previous $m-1$ high probability solutions. For each of the previous solutions the current one needs to have a different value for at least one variable. While the set of M-Best solutions is a more diverse set to pick from than the MAP assignment, the amount of diversity in the M-Best set is not a parameter that can be adjusted and the minimum amount of diversity between solutions is not a-priori quantifiable. This is why applying M-Best methods to discrete probabilistic models for image segmentation tend to produce M-Best segmentations that are very similar to the MAP solution and each other. The number of possible segmentations for a typical image is $|L|^n$, where $n$ is the number of pixels (between tens of thousands to millions), and the number of labels per pixel, $L$ (two or more). The number of segmentations is exponential in $n$. If the discrete distributions over the space of assignments, that our probabilistic models learn, had spiky modes around very different solutions with nearly equal probability then the exact M-Best solutions would indeed be diverse. Generally though the learned distributions contain modes that are smooth around neighborhoods of very similar

[1] The contributions to the thesis presented in this section are found in [7], and are in collaboration with Gregory Shakhnarovich and Dhruv Batra.
solutions giving them nearly equal probability, which results in M-Best solutions that are very similar. Given that the space of segmentations is large, these neighborhoods around modes can contain a large number of very similar segmentations, each with nearly the same high probability. Having a set of segmentations that are very similar to one another and the MAP segmentation, both qualitatively and quantitatively, doesn’t provide an advantage over choosing the MAP segmentation. Instead we want to produce a set of segmentations that meet certain criteria.

The key criteria of the set of segmentations produced with an M-Best-like method include,

1. the set contains highly probable segmentations,
2. the segmentations are sufficiently different from one another and the MAP segmentation,
3. the set is as small as possible

The last property is important because we would like to reduce the assignment space to a set small enough on which more complex inference methods can be applied to pick a single high probability segmentation. This includes having a user in the loop to pick from the set. Clearly the first two properties are opposing — the more diverse the segmentations are the more likely that the set contains low probability ones, and inversely, higher probability segmentations tend to come from the same mode, hence are very similar.

The ideal set containing segmentations corresponding to the M-Best-modes of the distribution learned by the probabilistic model satisfy the three properties above.

In this section we introduce an M-Best-like approach that tries to ensure the above properties, called DivMBest— in contrast to M-Best MAP, the DivMBest approach emphasizes diversity between solutions. We will show that the M-Best MAP problem is a special case of the DivMBest formulation.

To ensure that the set of segmentations contains sufficiently diverse segmentations the DivMBest formulation incorporates a measure on dissimilarity between two segmentations. The formulation maximizes a linear combination of the probability of solution and dissimilarity to previous solutions. In fig. 2.1 and fig. 2.2 we illustrate, qualitatively, the differences between the MAP segmentation, and various alternate segmentations returned by M-Best and DivMBest methods, for two segmentation tasks.

Figure 2.1 provides evidence that a diverse set of highly probably segmentations under the learned model can contain significantly more accurate explanations of the image compared to the MAP assignment. Figure 2.2 compares segmentations corresponding to the MAP, 2nd best MAP, and 2nd best mode (second assignment of DivMBest
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Figure 2.1: Semantic segmentations on test images from PASCAL VOC 2010. For each image, from left: input image, MAP segmentation, best out of 10 modes obtained with DivMBest.

Figure 2.2: Interactive segmentations. For each image, from left: input image, MAP solution, 2nd best MAP, and the 2nd best mode obtained with DivMBest.

algorithm) for an interactive segmentation task. The discrete probabilistic model is learned over bottom-up superpixels computed over the image. The 2nd best MAP segmentation is almost identical to the MAP estimate, and one must look closely to see the minor difference. In contrast, the 2nd best mode of the DivMBest approach recovers a large portion of the object in one case and gives a drastically different explanation of the image in the other image. The advantage of using a DivMBest approach to segmentation over M-Best MAP is apparent from these examples.

2.2.1 Overview

This section presents the DivMBest approach which is a generalization of the M-Best MAP problem. It borrows a similar formulation as that of the M-Best MAP integer
programming problem [34]. The DivMBest problem has access to, and so assumes is available, a dissimilarity function, \( \Delta(\cdot, \cdot) \), measuring the difference between two solutions. The Lagrangian relaxation of the DivMBest integer program yields a problem that minimizes a linear combination of the energy and similarity to previous solutions. We conclude the section by presenting some nice properties of this linear programming relaxation of the original DivMBest problem.

2.2.2 Contributions

The main contributions of the thesis in this section include,

- the first principled formulation for extracting a set of diverse highly probable solutions in discrete MRFs. The M-Best MAP problem is a special case of this.

- For certain families of diversity functions between solutions, we show that the Lagrangian relaxation to the DivMBest integer program is no more difficult to solve than the MAP problem. This makes it an attractive approach for inference because the same exact or provable approximate algorithms used to compute the MAP solution can be used to compute the DivMBest solutions.

2.2.3 Notation

To refresh the notation we gave in Chapter 1, recall that we are given a set of discrete random variables \( \mathbf{X} = \{ X_s | s \in [n] \} \) (where \([n] \not= 1, 2, \ldots, n\) ), each takes a value from a finite set, \( x_s \in \mathcal{X}_s \). Give a clique \( C \subseteq [n] \), from a set of cliques \( C \in \mathcal{C} \), let \( x_C \) denote \( \{ x_s | s \in C \} \), and the label space \( \mathcal{X}_C \) be the cartesian product of the label spaces in the clique, \( \times_{s \in C} \mathcal{X}_s \).

2.2.4 MAP problem

Let \( G = (V, E) \) be a graph defined over the random variables \( \mathbf{X} \), and \( \theta_C : \mathcal{X}_C \to \mathbb{R} \) be functions defining the energy over cliques in the graph. Let \( J(C) \) be some index set over \( C \) and let \( J = \bigcup C J(C) \) be the union over index sets of all cliques in the graph. The maximum a-posteriori (MAP) problem is to find the assignment \( x \in \mathcal{X}^n \) that minimizes the following energy function:

\[
\min_{x \in \mathcal{X}^n} \sum_{\alpha \in \mathcal{J}} \theta_\alpha(x_\alpha) = \min_{x \in \mathcal{X}^n} \sum_{s \in V} \theta_s(x_s) + \sum_{(s, t) \in E} \theta_{st}(x_s, x_t),
\]  

(2.31)
where we’ve restricted the cliques to be over nodes and edges of the graph for ease of exposition, but the method developed here apply to higher-order MRFs as well.

2.2.5 MAP integer program and its LP relaxation

Representing the energy in exponential form, the MAP problem can be written using the canonical overcomplete representation [118] where the node and edge energy functions can be defined as,

\[
\theta_s(x_s) = \sum_{j \in X_s} \theta_{s;j} \mathbb{I}_{s;j}(x_s),
\]

\[
\theta_{st}(x_s, x_t) = \sum_{(j,k) \in X_s \times X_t} \theta_{st;jk} \mathbb{I}_{st;jk}(x_s, x_t),
\]

using the following node and edge potential functions,

\[
\mathbb{I}_{s;j}(x_s) = \begin{cases} 
1 & \text{if } x_s = j, \\
0 & \text{otherwise}
\end{cases} 
\forall s \in V, j \in X_s,
\]

\[
\mathbb{I}_{st;jk}(x_s, x_t) = \begin{cases} 
1 & \text{if } x_s = j \text{ and } x_t = k, \\
0 & \text{otherwise}
\end{cases} 
\forall (s,t) \in E, (j,k) \in X_s \times X_t,
\]

yielding the re-written MAP inference problem,

\[
\min_{x \in X^n} \sum_{s \in V} \theta_s \cdot \mathbb{I}_s + \sum_{(s,t) \in E} \theta_{st} \cdot \mathbb{I}_{st}
\]

where for each clique \( C \) we have the set of energies for all possible configurations of \( x_C \), \( \theta_C = \{ \theta_{C,p} \mid p \in X_C \} \), and corresponding potential functions \( \mathbb{I}_C = \{ \mathbb{I}_{C;p}(x_C) \mid p \in X_C \} \).

Instead of minimizing over \( x \) we could alternatively assume that there are unknown variables \( \mu \) such that the above MAP inference problem is equivalent to,

\[
\min_{\mu,s,\mu_{st}} \sum_{s \in V} \theta_s \cdot \mu_s + \sum_{(s,t) \in E} \theta_{st} \cdot \mu_{st}
\]

s.t. \( \mu_{s;j}(x_s) = 1 \) \( \forall s \in V \), \( \sum_{(j,k) \in X_s \times X_t} \mu_{st;jk}(x_s, x_t) = 1 \) \( \forall (s,t) \in E \), \( \sum_{j \in X_s} \mu_{st;jk}(x_s, x_t) = \mu_{t;k}(x_t) \) \( \forall (s,t) \in E \), \( \forall k \in X_t \), \( \sum_{k \in X_t} \mu_{st;jk}(x_s, x_t) = \mu_{s;j}(x_s) \) \( \forall (s,t) \in E \), \( \forall j \in X_s \), \( \mu_{s;j}(x_s), \mu_{st;jk}(x_s, x_t) \in \{0,1\} \)
where the constraints enforce that each variable is assigned a single label and the assignments agree across edges. Note that when indicator variable \( \mu_A(v) \) is set to 1, this corresponds to \( x_A \) taking label \( v \). If we let \( \mathcal{L}(G) \) denote the set of constraints in (2.37a)-(2.37e) then we can write eqn. 2.37 more concisely as,

\[
\min_{\mu \in \mathcal{L}(G), \mu_A(x_A) \in \{0,1\}} \sum_{A \in V \cup U} \theta_A \cdot \mu_A.
\] (2.38)

The above integer program is equivalent to the MAP problem in eqn. 2.36, and is known to be NP-hard in general. We describe a Linear Programming relaxation of this problem in Chapter 1. A good review is also found in [123].

2.2.6 DivMBest: Formulation

This section presents the DivMBest formulation. The goal is to generate a diverse set of low-energy (high-probability) solutions. The approach is an iterative greedy algorithm — in each iteration we find the lowest energy solution that is at least some minimum dissimilarity from the previously generated solutions. To measure the dissimilarity between solutions the algorithm has access to a dissimilarity function \( \Delta(\mu^{(1)}, \mu^{(2)}) \) between two solutions. Suppose that we have already computed the MAP solution, which we denote as \( \mu^{(1)} \). In order to compute the second best mode (we use the term mode loosely to mean low-energy diverse solutions) we propose to solve the following general problem,

\[
\mu^{(2)} = \arg\min_{\mu \in \mathcal{L}(G), \mu_A(x_A) \in \{0,1\}} \sum_{A \in V \cup U} \theta_A \cdot \mu_A \tag{2.39a}
\]

s.t. \( \Delta(\mu, \mu^{(1)}) \geq k \), \( \Delta(\mu, \mu^{(2)}) \geq k_2 \), \( \Delta(\mu, \mu^{(3)}) \geq k_3 \), \( \vdots \), \( \Delta(\mu, \mu^{(m-1)}) \geq k_{m-1} \) \( \Delta(\mu, \mu^{(m)}) \geq k_m \) \( \Delta(\mu, \mu^{(m)}) \geq k_m \) \( \Delta(\mu, \mu^{(m)}) \geq k_m \)

which we call 2MODES(\( \Delta, k \)). The constraint in (2.39b) ensures that the next solution is at least \( k \)-units away from \( \mu^{(1)} \) according to \( \Delta(\cdot, \cdot) \). The choice of \( \Delta \) and \( k \) are design choices which we’ll describe in greater detail later.

Since DivMBest is an iterative greedy approach we can extend the 2MODES(\( \Delta, k \)) problem to the MMODES(\( \Delta, k \)) problem (\( k = \{k_i \mid i \in [m-1]\} \)) in a straightforward manner by searching for the lowest energy solution that is \( k_m \)-units away from each of the previous \( m-1 \) solutions,

\[
\mu^{(m)} = \arg\min_{\mu \in \mathcal{L}(G), \mu_A(x_A) \in \{0,1\}} \sum_{A \in V \cup U} \theta_A \cdot \mu_A \tag{2.40a}
\]

s.t. \( \Delta(\mu, \mu^{(1)}) \geq k_1 \), \( \Delta(\mu, \mu^{(2)}) \geq k_2 \), \( \vdots \), \( \Delta(\mu, \mu^{(m-1)}) \geq k_{m-1} \), \( \Delta(\mu, \mu^{(m)}) \geq k_m \) \( \Delta(\mu, \mu^{(m)}) \geq k_m \) \( \Delta(\mu, \mu^{(m)}) \geq k_m \)
Given the extra inequality constraints of (2.40b)-(2.40e) it’s not clear how this problem relates to common MAP inference approximations to the MAP IP in eqn. 2.38. The Lagrangian relaxation of MMODES(Δ, k) that we get by dualizing the constraints can be written as,

\[ f(\lambda) = \min_{\mu \in \mathcal{C}(G), \mu(x_{\mathcal{A}}) \in \{0,1\}} \sum_{\mathcal{A} \in \mathcal{V} \cup \mathcal{E}} \theta_{\mathcal{A}} \cdot \mu_{\mathcal{A}} - \sum_{i=1}^{m-1} \lambda_i (\Delta(\mu, \mu^{(i)}) - k_i), \tag{2.41} \]

where \( \lambda \) are the dual variables, also referred to as Lagrangian multipliers. The Lagrange dual, \( f(\lambda) \), minimizes a linear combination of the solution energy and similarity to the previous solutions. The Lagrange multipliers, \( \lambda \), are non-negative and control the amount of penalty incurred for violating the minimum dissimilarity constraints. The following theorem holds for the Lagrange dual,

**Proposition 2.2.1.** The Lagrangian dual function, \( f(\lambda) \), is a piece-wise linear function that is concave in \( \lambda \) and is a lower-bound on the optimal value \( \mu^{(m)^*} \) of the primal problem, MMODES(Δ, k), for all values of \( \lambda \geq 0 \).

**Proof.** The proof can be found in [11], and is reproduced here for completeness.

(i) The Lagrange dual can be written in the following form, \( f(\lambda) = \min_{\mu} a_{\mu} \cdot \lambda + b_{\mu} \), which shows that \( f(\lambda) \) is a piece-wise linear function. Assume only two different values of \( \mu \), namely \( \mu_1 \) and \( \mu_2 \), and corresponding linear functions, \( f_{\mu_1} \) and \( f_{\mu_2} \), where \( f_{\mu_i} = a_{\mu_i} \cdot \lambda + b_{\mu_i} \). We can then write the pointwise minimum \( f \) as,

\[ f(\lambda) = \min[f_{\mu_1}(\lambda), f_{\mu_2}(\lambda)] \tag{2.42} \]

Let \( 0 \leq \theta \leq 1 \) and consider \( \lambda_1, \lambda_2 \in \text{dom} f \). Then we have,

\[ f(\theta \lambda_1 + (1 - \theta)\lambda_2) = \min \{f_{\mu_1}(\theta \lambda_1 + (1 - \theta)\lambda_2), f_{\mu_2}(\theta \lambda_1 + (1 - \theta)\lambda_2)\} \]
\[ = \min \{\theta f_{\mu_1}(\lambda_1) + (1 - \theta)f_{\mu_2}(\lambda_2), \theta f_{\mu_2}(\lambda_1) + (1 - \theta)f_{\mu_2}(\lambda_2)\} \]
\[ \geq \theta \min \{f_{\mu_1}(\lambda_1), f_{\mu_2}(\lambda_1)\} + (1 - \theta) \min \{f_{\mu_1}(\lambda_2), f_{\mu_2}(\lambda_2)\} \]
\[ = \theta f(\lambda_1) + (1 - \theta)f(\lambda_2), \tag{2.43} \]

which shows that \( f(\lambda) \) is concave in \( \lambda \). We can easily extend this to \( k \) functions \( f_{\mu_1}, \ldots, f_{\mu_k} \), for \( k \) finite to show the general result.

(ii) To see that \( f(\lambda) \) is a lower-bound on the optimal value \( \mu^{(m)^*} \) of the primal problem, MMODES(Δ, k), consider a feasible point \( \tilde{\mu} \) of the primal problem. Then \( \Delta(\tilde{\mu}, \mu^{(i)}) - k_m \geq 0 \) for all \( i \in [m - 1] \). This gives,

\[ L(\tilde{\mu}, \lambda) \leq \sum_{\mathcal{A} \in \mathcal{V} \cup \mathcal{E}} \theta_{\mathcal{A}} \cdot \tilde{\mu}_{\mathcal{A}}, \tag{2.44} \]
where \( L(\mu, \lambda) \) is the Lagrangian,

\[
L(\mu, \lambda) = \sum_{A \in V \cup E} \theta_A \cdot \mu_A - \sum_{i=1}^{m-1} \lambda_i (\Delta(\mu, \mu^{(i)}) - k_i).
\] (2.45)

Therefore we have,

\[
f(\lambda) = \min_{\mu \in C(G), \mu_A(x_a) \in \{0,1\}} L(\mu, \lambda) \leq L(\bar{\mu}, \lambda) \leq \sum_{A \in V \cup E} \theta_A \cdot \bar{\mu}_A.
\] (2.46)

Since \( f(\lambda) \leq \sum_{A \in V \cup E} \theta_A \cdot \bar{\mu}_A \) holds for all feasible points \( \bar{\mu} \) it also holds for \( \mu^{(m)} \).

2.2.8 Diversity Functions

The DivMBest formulation in eqn. 2.40 relies on defining a dissimilarity function \( \Delta(\cdot, \cdot) \) between two solutions. It turns out that the DivMBest formulation is general enough to include other methods as special cases, through the right choice of dissimilarity function. Below are two such cases.

2.2.8.1 0-1 dissimilarity and M-Best MAP

If we let \( \Delta(\mu, \mu^{(i)}) = [[\mu \neq \mu^{(i)}]] \), where \([[]]\) is an indicator function which is 1 if the predicate is true and 0 otherwise, and set \( k_i = 1 \), such that the constraints in (2.40b)-(2.40e) are of the form \( \Delta(\mu, \mu^{(i)}) \geq 1 \) for \( i \in [m-1] \), then we recover the M-Best MAP problem. These constraints force the m-th solution to be different from each of the previous \((m-1)\) solutions in at least one location.

2.2.8.2 Local dissimilarity and N-Best Maximal Decoding of Park and Ramanan

If we let \( \Delta(\mu, \mu^{(i)}) = \max_{s \in V} \Delta_n(\mu_s, \mu^{(i)}_s) \), where there’s potentially a different dissimilarity function, \( \Delta_n \), defined for each node in \( V \), and set \( k_i = 1 \), then we recover the N-Best maximal decoding of Park and Ramanan [88]. In terms of the local measure of dissimilarity, \( \Delta_n \), setting \( k_i = 1 \) forces the m-th solution to be different from each of the previous \((m-1)\) solutions at least one node.

Some dissimilarity functions can be decomposed according to the structure of the graph which provide some nice properties. A specific class of decomposable dissimilar-
ity functions that are used extensively in the experiments are dot-product dissimilarity functions.

2.2.8.3 Dot-product dissimilarity

If we let \( \Delta(\mu, \mu^{(i)}) = -\sum_{s \in V} \mu_s^T W_s \mu_s^{(i)} \) and if the solution vectors, \( \mu \) and \( \mu^{(i)} \) are discrete, then \( \Delta(\mu, \mu^{(i)}) \) encodes the weighted Hamming distance between the two solutions, where the weights \( W \) capture the importance of various pairwise labelings across the two solutions. If \( W = I \) (i.e. \( W \) is set to the identity matrix) then \( \Delta \) is the straight-forward Hamming distance between the two solutions. It’s interesting to see the form of the Lagrangian when \( \Delta \) is the general dot-product dissimilarity between two solutions,

\[
\sum_{A \in V \cup E} \theta_A \cdot \mu_A - \sum_{i=1}^{m-1} \lambda_i (\Delta(\mu, \mu^{(i)}) - k_i) = \\
\sum_{s \in V} \left( \theta_s + \sum_{i=1}^{m-1} \lambda_i W_s \mu_s^{(i)} \right) \cdot \mu_s + \sum_{(s,t) \in E} \theta_{st} \cdot \mu_{st} + \sum_{i=1}^{m-1} \lambda_i k_i. \tag{2.47}
\]

Note that \( f(\lambda) \) is now comprised of the three terms in eqn. 2.47 where the first two terms are simply the MAP problem of eqn. 2.38, with modified unary energies, and the last term is independent of \( \mu \). When \( W = I \) there is a cost paid, proportional to \( \lambda_i \), for setting local parts of the current solution, \( \mu_s \), equal to \( \mu_s^{(i)} \) of each of the previous \( i \in [m-1] \) solutions. When \( W \) is non-identity the cost is spread over larger parts of the assignment.

Thus in the case where the \( \Delta \)-function is a Hamming distance, since the first two terms of \( f(\lambda) \) are the same as for the MAP problem, and the last term is independent of the minimization variables, we can compute \( f(\lambda) \) using any MAP inference machinery (exact or approximate) that was used to compute the first solution \( \mu^{(1)} \). Moreover, the edge energies are left unchanged which means that certain classes of efficient MAP inference — such graph-cut algorithms that require submodular edge potentials — remain viable options for computing subsequent solutions.

2.2.8.4 Higher-order dissimilarity

Consider higher order dissimilarity functions of the form \( \Delta(\mu, \mu^{(i)}) = \sum_{C \in J} \Delta_C(\mu_C, \mu_C^{(i)}) \), where \( C \) are subsets of variables, \( J \) is an index set on subsets of variables, and \( \Delta_C(\cdot, \cdot) \) has some structure allowing for efficient message passing. Unlike dot-product dissimilarity the higher-order dissimilarity does not decompose over nodes in the graph. Examples include cardinality potentials [111], pattern-based sparse higher order potentials [63, 95], and lower linear-envelope potentials [54]. We’ll describe how efficient
inference on the $\Delta$-augmented energy of the Lagrangian dual function can be performed in the next section.

2.2.9 Supergradient Ascent on Lagrangian dual function

As previously mentioned the Lagrangian relaxation, $f(\lambda)$, is a lower-bound on the value of the primal DivMBest problem. We would like to find the $\lambda^*$ such that $f(\lambda^*)$ provides the tightest lower bound on the value of the primal problem. If there is no duality gap between the primal and dual problem values then strong duality holds and solving the primal problem is equivalent to solving the Lagrangian dual relaxation. To find the tightest lower bound on the primal problem we need to solve the following Lagrange dual problem,

\[
\max_{\lambda} \quad f(\lambda) \tag{2.48a} \\
\text{s.t.} \quad \lambda \geq 0 \tag{2.48b}
\]

Recall that $f(\lambda)$ is a piece-wise linear function that is concave in $\lambda$ (prop. 2.2.1). We can solve problem 2.48 using a projected supergradient ascent algorithm (alg. 5) on $\lambda$ [105].

**Algorithm 5** Projected Supergradient Ascent (cf. [105])

1: $t \leftarrow 1$
2: $\{\alpha_t \mid \alpha_t \geq 0, \lim_{t \to \infty} \alpha_t = 0, \sum_{t=0}^{\infty} \alpha_t = \infty\}$. \hspace{1cm} \triangleright \text{define sequence of step-sizes}
3: Initialize $\lambda^{(0)}$
4: $f_{\text{best}}^{(0)} \leftarrow f(\lambda^{(0)})$
5: repeat
6: $\lambda^{(t)} \leftarrow \lambda^{(t-1)} + \alpha_t \nabla f(\lambda^{(t-1)})$ \hspace{1cm} \triangleright \text{project onto positive orthant}
7: $\lambda^{(t)} \leftarrow [\lambda^{(t)}]_+$
8: $f_{\text{best}}^{(t)} \leftarrow \min\{f_{\text{best}}^{(t-1)}, f(\lambda^{(t)})\}$ \hspace{1cm} \triangleright \text{keep track of best point found thus far}
9: $t \leftarrow t + 1$
10: until $\lim_{t \to \infty} |f_{\text{best}}^{(t)} - f^*| \leq \epsilon$ \hspace{1cm} \triangleright \text{stopping criteria}

In alg. 5 the supergradient of $f$ at $\lambda^{(t)}$ is denoted by $\nabla f(\lambda^{(t)})$. In order to guarantee convergence of the algorithm a convergent sequence of non-negative step-sizes, $\{\alpha_t\}$, has to be chosen such that $\lim_{t \to \infty} \alpha_t = 0$, and $\sum_{t=0}^{\infty} \alpha_t = \infty$ (e.g. $\alpha_t = \Gamma/\sqrt{t}$, where $\Gamma > 0$). In practice the stopping criteria on the last line of alg. 5 is such that if the value of $f_{\text{best}}^{(t)}$ does not improve the algorithm terminates.

Recall that $f(\lambda)$ is a point-wise minimum of a set of linear functions,

\[
f(\lambda) = \min_{\mu} a_{\mu} \cdot \lambda + b_{\mu} \tag{2.49}
\]

where the supergradient of $f$ is $\nabla f(\lambda) = a_{\tilde{\mu}(\lambda)}$, with $\tilde{\mu}(\lambda) \doteq \arg\min_{\mu} a_{\mu} \cdot \lambda + b_{\mu}$.
Proof. To see this consider the definition of the supergradient, namely \( g \) is a supergradient of a concave function \( f \) at \( x \in \text{dom} \ f \) if

\[
f(y) \leq f(x) + g^T(y - x), \quad \forall y \in \text{dom} \ f.
\]

Consider \( f(\lambda') \), for some \( \lambda' \in \text{dom} \ f \), which equals \( a_{\hat{\mu}(\lambda')} \cdot \lambda' + b_{\hat{\mu}(\lambda')} \), where \( \hat{\mu}(\lambda') \doteq \arg\min_\mu a_\mu \cdot \lambda' + b_\mu \), by definition. Clearly the following inequality holds for all \( \lambda \),

\[
f(\lambda') = a_{\hat{\mu}(\lambda')} \cdot \lambda' + b_{\hat{\mu}(\lambda')} \leq a_{\hat{\mu}(\lambda)} \cdot \lambda' + b_{\hat{\mu}(\lambda)}. \tag{2.51}
\]

We can add and subtract the quantity \( a_{\hat{\mu}(\lambda)} \cdot \lambda \) to the RHS to get,

\[
f(\lambda') = a_{\hat{\mu}(\lambda')} \cdot \lambda' + b_{\hat{\mu}(\lambda')} \leq a_{\hat{\mu}(\lambda)} \cdot \lambda' + b_{\hat{\mu}(\lambda)} + a_{\hat{\mu}(\lambda)} \cdot \lambda - a_{\hat{\mu}(\lambda)} \cdot \lambda
\]

\[
= f(\lambda) + a_{\hat{\mu}(\lambda)}(\lambda' - \lambda), \tag{2.53}
\]

thus \( \nabla f(\lambda) \doteq a_{\hat{\mu}(\lambda)} \) is a supergradient of \( f \) at \( \lambda \).

The supergradient of the Lagrangian dual function at \( \lambda \) is thus,

\[
\nabla f(\lambda) = - \begin{bmatrix}
\Delta(\hat{\mu}(\lambda), \mu^{(1)}) - k_1 \\
\vdots \\
\Delta(\hat{\mu}(\lambda), \mu^{(m-1)}) - k_{m-1}
\end{bmatrix}, \tag{2.54}
\]

where \( \hat{\mu}(\lambda) \) is optimal solution to problem \( \text{2.41} \) for the current setting of \( \lambda \). The supergradient has an intuitive meaning in relation to the projected supergradient descent algorithm presented in alg. \( \text{5} \). If at time \( t \), a constraint is violated, say, \( \Delta(\hat{\mu}(\lambda^{(t)}), \mu^{(i)}) - k_i < 0 \), for some \( i \) — then the supergradient vector with respect to \( \lambda^{(t)} \) will be positive at index \( i \) and the update in alg. \( \text{5-line 6} \) will increase the cost, \( \lambda_{i}^{(t+1)} \), for violating the \( i \)-th constraint. Conversely, \( \nabla f(\lambda) \) is negative for constraints that are satisfied, thus reducing the corresponding costs, \( \lambda_{i}^{(t+1)} \), for violating those constraints (because the constraints are probably not active) and thus allowing for lower energy solutions.

One nice property is that in each iteration of alg. \( \text{5} \), the inference problem that is needed to be solved for \( \lambda^{(t)} \) is very similar to that used to solve \( \lambda^{(t-1)} \). Thus warming the solver for \( \lambda^{(t)} \) with the solutions \( \lambda^{(t-1)} \) can be beneficial (e.g. re-using search trees in graph-cuts [57], or reusing messages in dual-decomposition).

2.2.10 How tight is the Lagrange relaxation?

\footnote{As mentioned earlier we’d like to find the tightest lower bound on the primal problem, MModes. We gave a Lagrange relaxation of MModes(\( \Delta, k \)), termed \( f(\lambda) \) which}

\footnote{Results in this section are due to Dhruv Batra [7]}
we showed to be a lower bound on the value of $\text{MModes}(\Delta, k)$ for all feasible $u$, and all $\lambda \geq 0$. We know state the following result on the Lagrangian dual problem, $
abla \lambda \geq 0 f(\lambda)$, which is the tightest lower bound on $\text{MModes}(\Delta, k)$.

**Theorem 2.2.1.** (i) The Lagrangian dual problem, $\nabla \lambda \geq 0 f(\lambda)$ is equivalent to solving the following relaxation of $\text{MModes}(\Delta, k)$,

\[
\min_{\mu} \sum_{A \in V \cup E} \theta_A \cdot \mu_A \quad (2.55a)
\]

s.t. $\mu \in \text{co}\{\mu_A(x_A) \in \{0, 1\} | \mu \in \mathcal{L}(G)\}$ \hspace{1cm} (2.55b)

$\Delta(\mu, \mu^{(1)}) \geq k_i \quad \forall i \in [m-1] \ (2.55c)$

where $\text{co}\{\cdot\}$ is the convex hull of a set of discrete solutions.

(ii) Generally the Lagrangian relaxation is not guaranteed to be tight, but, for some dissimilarity functions $\Delta(\cdot, \cdot)$, the convex hull can be replaced with the discrete solutions $\mu_A(x_A) \in \{0, 1\}, \mu \in \mathcal{L}(G)$ themselves resulting in a tight Lagrangian relaxation.

**Proof.** (i) The result follows directly from the following equivalent LP-dual problems shown by Geoffrion [36].

\[
\begin{align*}
(dual) \quad & \max_{\lambda \geq 0} \min_{x \geq 0} c^T x - \lambda^T (Ax - b) \quad (2.56a) \\
& \text{s.t.} \quad Bx \geq d \quad (2.56b) \\
& \quad x_j \in \mathcal{I}, \ j \in \mathcal{J}, \quad (2.56c)
\end{align*}
\]

and,

\[
\begin{align*}
(primal) \quad & \min_x c^T x \quad (2.57a) \\
& \text{s.t.} \quad Ax \geq b \quad (2.57b) \\
& \quad x \in \text{co}\{x \geq 0, Bx \geq d, x_j \in \mathcal{I}, \ j \in \mathcal{J}\}, \quad (2.57c)
\end{align*}
\]

where $\mathcal{J}$ is an index set over variables. Making appropriate substitutions gives the desired result.

(ii) Recall from Chapter 1 that $\mathcal{M}(G)$ is the set of realizable marginal distributions over graph $G$. Moreover in § 1.2 we mentioned the result that $\mathcal{M}(G)$ is the convex hull of the overcomplete representation defined in eqn. 2.34 and eqn. 2.35 over the finite index set in eqn. 1.43, where the indicator functions take on $\{0, 1\}$ values and are the extreme points of the polytope. Therefore $\mathcal{M}(G)$ is exactly $\text{co}\{\mu_A(x_A) \in \{0, 1\} | \mu \in \mathcal{L}(G)\}$.

It’s also a well known fact that minimizing a linear objective over a convex hull has the optimal solution at some extreme point of the convex hull, therefore it’s equivalent to minimizing over the discrete solutions (which are the extreme
points). However, we also have the diversity constraints. The set of feasible solutions for problem 2.55 are those in the set,

\[
P = \left\{ \mu \mid \Delta(\mu, \mu^{(i)}) \geq k_i \forall i \cap \text{co}\{\mu_A(x_A) \in \{0, 1\} \mid \mu \in \mathcal{L}(G)\} \right\}.
\] (2.58)

Therefore when \( P \) is a polytope with integral vertices we can remove \( \text{co}\{\cdot\} \) from the constraints. Since \( \text{co} \) has integral vertices we need to check whether \( \Delta(\mu, \mu^{(i)}) \geq k_i \) introduce fractional vertices. When we have the M-Best MAP dissimilarity function, Fromer and Globerson [34] presented spanning-tree inequalities that are guaranteed not to introduce fractional vertices when \( G \) is a tree.

In general, though, when no assumption on \( \Delta(\cdot, \cdot) \) are made, the Lagrangian relaxation is not guaranteed to be tight. Consider the dot-product (Hamming distance) dissimilarity, \( \Delta(\mu, \mu^{(i)}) = -\sum_{s \in V} \mu_s^T \mu_s^{(i)} \). This dissimilarity introduces fractional vertices which was described as a counter-example by Fromer and Globerson [34],

Counter-example: Suppose we have a graph consisting of two nodes with an edge between them, and each node takes on two labels. Let the node energies be \( \theta_1 = \theta_2 = (0, 0) \), and the edge energy be \( \theta_{12} = (0, 10, 10, 10) \). The MAP solution (minimizing solution over this graph) is \((0, 0)\). To find the second best solution — which is constrained to be different from the MAP solution with \( k = 1 \) — we introduce the constraint, \( -\mu_1(0) - \mu_2(0) \geq -1 \implies \mu_1(0) + \mu_2(0) \leq 1 \). The solution minimizing the energy over the graph with this new constraint is \((0.5, 0.5)\) with energy value 5, whereas the other non-MAP solutions have energy value 10. Since the solution is fractional the Lagrangian relaxation is not tight.

\[
\square
\]

2.2.11 Computing Supergradient under different diversity functions

Recall that for certain diversity functions such as the Hamming distance dissimilarity functions we can compute \( f(\lambda) \) using the same MAP inference machinery (exact or provably approximate) that was used to compute the first solution \( \mu^{(1)} \) because imposing the dissimilarity function between solutions amounts to only modifying the node energies but leaving the edge energies unaffected.

Not all dissimilarity functions share this decomposability property, especially when dissimilarity is measured between subsets of variables, which we term higher-order dissimilarity functions. However, there are some higher-order dissimilarity functions where the individual terms over subset of variables, \( \Delta_C(\cdot, \cdot) \) (where \( C \) is a subset of variables), have some structure that can be exploited in order to carry on efficient inference over the \( \Delta \)-augmented energy. Here we mention how for such \( \Delta \)-augmented energies, where the higher-order dissimilarities contain specific structure, efficient en-
energy minimization can be performed via dual-decomposition based message-passing algorithms.

For simplicity of exposition, consider the Lagrangian relaxation to the 2MModEs problem,

\[
\min_{\mu \in \mathcal{L}(G), \mu_A(x_A) \in \{0, 1\}} \sum_{A \in V \cup E} \theta_A \cdot \mu_A - \lambda_1 \Delta(\mu, \mu^{(1)}) - \lambda_1 k_1.
\]

(2.59)

and suppose \(\Delta(\mu, \mu^{(1)})\) is a higher-order dissimilarity function that does not decompose according to nodes in the graph. Assume \(\lambda_1\) to be a fixed variable and let \(\theta^{(1)}_{\text{hop}}(\mu) \doteq -\lambda_1 \Delta(\mu, \mu^{(1)})\). Since \(\lambda_1 k_1\) is independent of \(\mu\) the problem is reduced to,

\[
\min_{\mu \in \mathcal{L}(G), \mu_A(x_A) \in \{0, 1\}} \sum_{A \in V \cup E} \theta_A \cdot \mu_A + \theta^{(1)}_{\text{hop}}(\mu).
\]

(2.60)

In contrast to dissimilarity functions that do decompose over nodes, even if the MAP problem (eqn. 2.38) could be solved efficiently, this \(\Delta\)-augmented energy function is difficult to solve because of the higher order potential, \(\theta^{(1)}_{\text{hop}}\). However, for certain higher-order potentials with structure where messages can be efficiently computed dual-decomposition based message-passing algorithms can be used to approximate the supergradient.

### 2.2.12 Dual-Decomposition and the approximate supergradient for higher order potentials

In order to minimize energy in problem 2.60 we apply the dual-decomposition approach [8, 38, 64]. We introduce auxiliary variables for each of the optimization variables, \(\mu_s\) in problem 2.60 and write the following equivalent problem,

\[
\min_{\mu, \mu^{\text{hop}}} \sum_{A \in V \cup E} \theta_A \cdot \mu_A + \theta^{(1)}_{\text{hop}}(\mu^{\text{hop}})
\]

(2.61a)

s.t. \(\mu \in \mathcal{L}(G)\)

\[
\mu^{\text{hop}}_s = \mu_s \quad \forall s \in V, (2.61c)
\]

\[
\mu_A, \mu^{\text{hop}}_A \in \{0, 1\} \quad (2.61d)
\]

where we are now minimizing over two sets of variables \(\mu\) and \(\mu^{\text{hop}}\) which are constrained to agree. Introducing Lagrange multiplies \(\nu_s\) for each constraint in line 2.61c, we can write the Lagrangian relaxation of problem 2.61 as,

\[
g(\nu) = \min_{\mu, \mu^{\text{hop}}} \sum_{A \in V \cup E} \theta_A \cdot \mu_A + \theta^{(1)}_{\text{hop}}(\mu^{\text{hop}}) - \sum_{s \in V} \nu_s (\mu^{\text{hop}}_s - \mu_s)
\]

(2.62a)

s.t. \(\mu \in \mathcal{L}(G)\)

\[
\mu_A, \mu^{\text{hop}}_A \in \{0, 1\} \quad (2.62c)\]
We can rewrite the above objective as a sum of two separate minimizations, one over the variables $\mu$ and the other over $\mu^{\text{hop}}$,

\[
g(\nu) = \min_{\mu \in \mathcal{L}(G), \mu, \mu_{st} \in \{0, 1\}} \sum_{s \in V} (\theta_s + \nu_s)\mu_s + \sum_{(s,t) \in E} \theta_{st}\mu_{st} \tag{2.63a}
\]

\[
+ \min_{\mu^{\text{hop}} \in \{0, 1\}} \theta^{(1)}(\mu^{\text{hop}}) - \sum_{s \in V} \nu_s\mu_s^{\text{hop}} \tag{2.63b}
\]

To find the tightest Lagrangian relaxation we want to maximize $g(\nu)$,

\[
\max_{\nu \in \mathbb{R}^n} g(\nu) \tag{2.64}
\]

which we can do using the supergradient method of alg. 5. The term in line 2.63a is the original MAP problem with perturbed unary potentials, so the minimization over $\mu$ can be carried out using the same efficient inference machinery used to compute the MAP solution. The term in line 2.63b is a minimization over $\mu^{\text{hop}}$ which is efficiently computable for higher order potentials that have structure such as cardinality potentials [39, 111], lower linear-envelope potentials [54] or sparse higher-order potentials [63, 95]. For example, in the case of cardinality potentials Gupta et al. [39] and Tarlow et al. [111] message-passing algorithms to compute them.

### 2.2.13 Setting $k$: the amount of diversity

The Lagrangian relaxation to the MModes($\Delta, k$) problem provides a trade-off between minimizing the energy and the amount of diversity between solutions. Choosing the value $k$ relates to the minimum amount of diversity we want between solutions. Choosing the right value for $k$ is important because if the value of $k$ is too small then the next solution might not be outside the energy valley of one of the previous solutions. On the other hand, too large a value for $k$ could mean that several valid modes would be ignored. Also note that for each value of $k$ there is a different value of $\lambda$ that minimizes the Lagrangian relaxation, $\hat{\lambda}(k) = \arg\min_{\lambda(\|k\|) \geq 0} f(\lambda(k))$. This means that we would have to search for the optimal value of $\lambda$, where for each value we’d have to run the supergradient ascent algorithm, which is expensive. Alternatively we can directly do grid search over values of $\lambda$. This is analogous to tuning the regularization parameter in learning. Since directly tuning $\lambda$ is more efficient in practice, the amount of diversity is tuned in the experiments found in later chapters using cross-validation on $\lambda$, instead of directly searching over $k$.

### 2.2.14 Summary

To summarize, this chapter has presented the $\text{DivMBest}$ problem which finds a diverse set of highly probable solutions under a discrete probabilistic model. The $\text{DivMBest}$
The DivMBest problem is a generalization of the M-best MAP problem. The DivMBest problem is formulated as a Lagrangian relaxation of an integer linear program that involves solving the $\Delta$-augmented energy minimization problem which minimizes a linear combination of the energy and similarity to previous solutions. For certain classes of $\Delta$-function, the modes of the underlying distribution can be computed using the same inference algorithms that are used to compute the MAP solution.

The DivMBest method provides an alternative approach to image segmentation — instead of devising complex models with higher-order terms that are hard to optimize over one can use simpler models in which exact or approximate MAP inference is tractable. With proper choice of $\Delta$-function the same inference machinery can be used by the DivMBest algorithm to obtain a set of diverse solutions. This small set of segmentations can then simply be evaluated by a more complex model in order to rank them. We introduce the ranking mechanism in chapter 3.

The DivMBest approach is a greedy approximate strategy to finding a set of highly probable and yet diverse solutions under the model. In contrast Kirillov et al. [50] present the joint DivMBest problem which simultaneously finds all M segmentations using an approximate solver that minimizes a single joint energy. In contrast to the DivMBest formulation in this chapter their approach gives better quality results at the cost of significantly slower run time. For submodular energies Kirillov et al. [51] later propose an exact solver which is efficient albeit slower than the sequential approach. This is extended in [52], specific to binary submodular energies, to give a solver that is faster than the sequential approach presented in this chapter.
There are many confounding factors that make semantic segmentation an inherently difficult task — from inter and intra object occlusion to lighting and varying appearance and pose. A segmentation algorithm will confront all these sources of uncertainty. However, devising fully probabilistic models that can incorporate all confounding factors in order to reason about the distribution over all possible segmentations jointly is usually intractable. This leads to two separate approaches to devising segmentation models. We can either build

1. **Restrictive Probabilistic Models** that can make efficient joint predictions over a posterior distribution of all variables of interest at the cost of limited prediction capacity due to simplifying independence assumptions, or

2. **Expressive Feed-Forward Models** that can incorporate more complex interaction of variables by using simple feed-forward predictions but propagate uncertainty by not modelling all the variables in a probabilistic joint-prediction framework.

Semantic segmentation models that fall into the first approach include Conditional Random Field (CRF) models such as [9, 60, 68]. To make joint prediction on all variables in a CRF tractable simplifying independence assumptions are usually made such as only local variable interactions that are associative or attractive [68]. The second approach includes feed-forward pipelines like [4, 15, 37] that find regions that are scored and then combined into a segmentation. The feed-forward approach can incorporate rich dependencies between regions that are difficult to capture in a tractable CRF, but errors propagate and accumulate in the pipeline.

This chapter introduces a two-stage hybrid approach called *DivMBest+ReRANK* that leverages both approaches. The first stage consists of a tractable probabilistic model that reasons about an exponentially large output state-space and makes joint predictions — but crucially outputs a diverse set of plausible segmentations not just a single one. The second stage of the approach is a discriminative re-ranker that is free to use arbitrarily complex features, and attempts to pick out the best segmentation from this set. Figure 3.1 gives an illustration of this approach.

*DivMBest+ReRANK* approach to semantic segmentation has several key advantages:

- **Global optimization over a simple model.** The first stage of this approach is able to perform global optimization over all the variables of interest, in a tractable
Figure 3.1: An overview of the DivMBest+ReRank approach. In Stage 1 diverse segmentations are computed from a tractable probabilistic model. These are fed to a large-margin re-ranker in Stage 2. The top re-ranked segmentation is returned as the final solution. Even though the most probable segmentation from Stage 1 is incorrect, the set of segmentations does contain an accurate solution, which the re-ranker is able to score to the top.

albeit imperfect model to find a small set ($\approx 10 - 30$) of plausible hypotheses. Experimentally we find that typically at least one of these solutions is highly accurate.

- **Rich (higher-order) features in re-ranker.** Since the number of segmentations that the re-ranker needs to consider is small we do not have to worry about tractability issues when designing re-ranker features. The re-ranker is free to use arbitrarily complex features that would be intractable to add to the probabilistic model in the first stage. This is because the re-ranker does not need to optimize over all possible segmentations but merely evaluate these features on a small set of solutions.

- **Discrimination only within the set.** The re-ranker features need not be globally discriminative over all possible segmentations, rather only locally discriminative within the set returned by the first stage. Specifically, for the re-ranker the goal is not to identify generic good segmentations but use features that can help it discriminate good solutions from bad ones within a small set.

### 3.0.1 Contributions

The main contribution presented in this chapter is a discriminative re-ranking formulation for semantic segmentation. Our algorithm takes as input a set of labellings $\{ y^{(1)}, \ldots, y^{(m)} \}$ for an image and predicts the most accurate labelling from this list.
The learning task is formulated as a Structured SVM (SSVM) [114], where the task loss penalizes the re-ranker for deviating from the most accurate solution in this set.

3.1 RELATED WORK

The DivMBest+ReRank approach to segmentation that is presented in this chapter is similar in spirit to the Constrained Parametric Min-Cuts (CPMC) approach of Carreira et al. [16], that was reviewed in § 1.1.1. CPMC produces a small set of high quality object segmentation proposals over an image that are scored according to how likely they are to be of an object. In the first stage of CPMC an large set of overlapping candidate figure-ground segmentation proposals are generated (using a bottom-up segmentation method) that are further pruned to remove redundant segmentations and finally ranked and culled in the second stage. The ranking is done by a regressor that is trained to map mid-level features, computed over the image and the figure-ground segment proposal, to the largest overlap the segment has with a object in the image (measured against ground-truth), quantifying the "objectness" of the proposal. Key to the approach is the concept of reducing the solution space (space of generated figure-ground regions) in the first stage. As opposed to building a model of object segmentation that includes both local and global interaction terms to capture the large scope of dependencies between regions in the image, the approach uses simple models in the first stage that incorporate only local interactions. This avoids the intractable nature of complex models with high-order terms and serves as a filter that reduces the state space to a much smaller set. The elements of this set have good alignment with image contours — a feature that can be captured using local interactions alone. In this restricted solution space the ranker in stage two can use features that capture more global properties that would potentially be intractable or at best inefficient to compute over the original exponential state space — global "objectness" features such as convexity and smoothness of region boundaries, eccentricity, and other gestalt features. An important property of the filtering stage is that it maintains high-recall, preserving high-quality segmentations, but reduces the state-space enough (i.e. reduces false-positive rates) so that higher-order processing is tractable on the remaining solutions.

Given that adjacent ranked segments tend to be very similar to each other a diversifying model is also incorporated in the second stage of [16] using Maximal Marginal Relevance (MMR) [14]. MMR is a sequential procedure — starting with the top-scoring segment the next segment is chosen by MMR that maximizes the original ranking score minus a score for having a redundant segment that is based on amount of overlap with the previously selected segments.
3.1.1 Relation to cascade approaches

Related to the DivMBest+ReRank approach are cascade models that consist of multiple stages of successively more complex inference models. Starting with a relatively simple model the stages progressively prune the output state-space in order to speed up inference and increase prediction accuracy. Cascade models accomplish this by leveraging the computational efficiency of simple models in the initial stages to filter out the majority of examples that are easy to discriminate. In further stages the cascades benefit from the predictive power of much more complex models, that though expensive to compute on the original state space, become tractable for a small set of solutions. The learnable model in each cascade stage is trained on the filtered output from the previous stage. Therefore negative examples that reach later stages (i.e. examples that pass the filtering of all the earlier stages) tend to be harder, and training the complex models in further stages to focus on discriminating these examples can lead to lower false-positive rates and improved performance. Key to any cascade approach is the balance between the following two criteria,

1. **Accuracy**: Minimize the number of errors made by each stage of the cascade to ensure accurate inference in subsequent models. This is so that the errors propagated to later stages is minimized.

2. **Efficiency**: Reduce the output state space of each stage so that inference in subsequent models can be done more efficiently.

This section reviews a number of relevant cascade models for vision tasks that are learned to balance these two criteria.

3.1.1.1 Face detection cascade

One of the early works to show effective use of cascade models was Viola and Jones’ face detector [117]. There a classifier cascade consisting of multiple consecutive stages of simple to more complex classifiers is used to increase the efficiency of the detector (compared to using a single complex classifier) while simultaneously increasing the performance. Each classifier in the cascade takes as input features computed within a sub-window of the image, and predicts whether or not the sub-window contains a face. The dictionary of features can be very large and so too can the number of features computed within any sub-window. In each stage the classifier is a combination of a set of weak classifiers that has been trained using AdaBoost [32]. In [117] they restrict the weak learners to be classifiers that each depend on a single feature. Thus boosting amounts to a selection mechanism over the dictionary of features, retaining only the most informative features for classification.
Although using boosted classifiers itself reduces classification time compared to classifiers that depend on many more features the detection performance tends not to be as good. To improve on this Viola and Jones introduce the face detection cascade (i.e. classifier cascade) which is a simple approach to improve detection performance while giving low run-time complexity. The idea is to construct a cascade of progressively more complex classifiers, where complexity is in terms of number of features used by the classifier. The simpler classifiers at the early stages of the cascade are trained to detect all positive sub-windows while rejecting as many negative sub-windows as possible. In this way the early stage classifiers, that are more efficient to run, filter out the majority of the state space (the state space is all possible sub-windows in the image) so that the more complex classifiers in later stages, which are more computationally expensive, can focus on the task of classifying a much smaller set of sub-windows. The classifier in each stage of the cascade is trained with Adaboost, on training data constructed from sub-windows that have passed the previous stages. Since the sub-windows that pass earlier stages are harder to classify than the typical instance the classifiers further along the cascade have a more difficult task. As a result they give higher false-positive rate for a fixed value of recall (i.e. true-positive rate). To train the detector each stage in the cascade is trained by progressively increasing the number of features the classifier in a stage uses until the desired minimum false-positive rate and maximum true-positive rate are achieved on a held out set. To illustrate, Viola and Jones train a cascade with an initial stage consisting of a two feature classifier that remove 50% of the non-face sub-windows while retaining 99% of the sub-windows containing faces, at a 50% false-positive rate. The next stage classifier uses ten features and filters 80% of the non-face sub-windows while retaining 100% of the faces. Further stages use more and more features until the false-positive rate is virtually zero while maintaining a high true-positive rate. The result is a high performance face detector that is efficient to run at multiple-scales over the image.

3.1.1.2 Structured prediction cascades

The Structured Prediction Cascades of Weiss et al. [121, 122] provide a general framework for tractable and efficient MAP inference in structured output models (e.g. graphical models) with either high tree-width or large output state space. The idea is to reduce the state space by removing clique assignments that do not correspond to the MAP assignment. The Structured Prediction Cascade consists of sequential stages that take as input a set of possible assignments to cliques in the model and prune some of the clique assignments before passing the remaining to the next stage. Subsequent stages consist of increasingly more complex models. Model complexity can be achieved either by considering higher-order cliques, using more complex features, or starting with a coarsened state space and successively refining it in subsequent stages. In each stage pruning is done by running inference on the stage’s model and identifying states that will be pruned. Pruning occurs based on the max-marginals of the
Recall that the max-marginal on a clique $c$ of a model capturing some joint distribution $f(\cdot)$ (alternatively an energy or score) is defined as,

$$f^*(x_c) = \max_{x' \in X^n} \{ f(x') : x'_c = x_c \}$$

(3.1)

where $x_c$ is the portion of complete assignment $x$ that is associated with variables in clique $c$. The max-marginal is the maximum probability/score of any assignment that agrees on the clique assignment $x_c$. The cascade stages filter out any clique assignment $x_c$ for which $f^*(x_c) \leq t_{\alpha}$ for some tuned stage specific threshold $t_{\alpha}$. Consider the score, $f(x)$, of a joint assignment $x$. Note that if $f(x) > f^*(x'_c)$ then $x \neq x'_c$, which follows from the definition of $f^*(x'_c)$. This implies a safe filtering property [122]: if $f(x) > t_{\alpha}$ for some $t_{\alpha}$, then for all $x_c$, $f^*(x_c) > t_{\alpha}$ (since $f^*(x_c) \geq f(x) > t_{\alpha}$). Therefore as long as $f(x) > t_{\alpha}$ pruning clique assignments for which $f^*(x_c) < t_{\alpha}$ will not remove the optimal clique assignments. Threshold $t_{\alpha}$ is defined as a convex combination of the MAP assignment score and the mean of the max-marginal score with combination weight $\alpha$ ($0 \leq \alpha \leq 1$), set to minimize the filtering error (number of correct clique states pruned by a stage). The threshold is similar to a quantile of the max-marginal values. Adjusting $\alpha$ is a trade-off between efficiency (i.e. aggressive pruning) and accuracy. Each stage is learned independently and sequentially using stochastic sub-gradient descent on the model parameters $\theta$ (recall $f(x) = \langle \theta, \phi(x) \rangle$) in order to minimize the filtering error. The threshold for each stage is set via cross-validation on $\alpha$.

If inference over the models in each stage is intractable an ensemble method [122] is proposed that breaks the model into a collection of sub-models (e.g. graph reduced to sub-graphs collectively covering all nodes and edges) for which exact inference is tractable. A similar analysis to the case of a single model leads to an equivalent approach for filtering by thresholding the sum of max-marginals computed over the individual sub-models (cf. [122]), and analogous joint safe filtering property. Significant performance improvement on a number of vision tasks where the structured output has very high state-space, such as articulated pose estimation [101], show the performance benefits of the cascade approach.

### 3.1.2 Relation to proposal-generation methods

Similar to the DivMBest+ReRANK pipeline are a number of segmentation methods which produce an initial pool of segmentations of the image that are subsequently ranked according to how well they segment the objects in the scene. We mention a few noteworthy methods.

The category-independent object proposal and diverse ranking method of Endres et al. [27] that was review in § 1.1.1 produces a diverse set of object segmentations which align well with object boundaries. The final region proposal can be used to automatically localize object in the image for further processing for recognition, or can alterna-
tively be used to provide improved spatial support, compared to bounding boxes, for detection tasks.

Russell et al. [97] use a pool of global segmentations of images to learn object categories and their segmentations. Their approach can be viewed as a two-stage strategy of producing a diverse set of segments in the first stage followed by ranking the segments according to how well they match each of the discovered categories. More specifically, the approach (cf. [97]) uses the normalized-cut segmentation algorithm (cf. § 1.1.1) to produce a pool of candidate global segmentations of the image. For each segment in the pool of segmentations a histogram of visual words is computed. To concisely represent the segments a dictionary of visual words is constructed by computing SIFT [76] descriptors over the images of a held-out dataset which are clustered using k-means clustering. Each cluster center represent a visual word. Visual words can be used to represent an image or a region in an image. By using the dictionary to quantize the SIFT descriptors over an image into visual words a representation for a segment is built by computing the histogram of visual words contained in the segment. Given this bag of visual words representation for each segment statistical text analysis models are used to learn topics (i.e. object categories) from the pool of segments. A topic is thus a visual word histogram as well. Thus a segment can then be represented by a mixture of the discovered topics. For each of the discovered object categories the segments are subsequently ranked by how well a segment matches the visual word (KL-divergence between corresponding visual word histograms).

Another related approach is used to perform object segmentation with category-independent shape priors [49]. Multiple segmentations of an image are considered since an image might contain multiple objects, coupled with the fact that shape priors are imperfect so multiple competing hypotheses might exist. The shape priors are constructed by aggregating multiple learned category-independent shape priors. Each segmentation problem is initialized with one of the aggregated shape priors and a binary-labeling of the image is inferred (via graph-cut inference). Producing a pool of object segmentations increases the chance that at least one of the shape priors is useful in producing a high-quality object segmentation. Similar to CPMC (cf. § 1.1.1) classifiers can be trained to rank the object proposals.

3.1.3 Discriminative re-ranking in other domains.

Discriminative re-ranking of multiple solutions is also a common approach found in domains such as speech [22, 26] and natural language processing [21, 90, 103].
3.2 DivMBest + Re-Rank

In § 2.2.6 we presented the DivMBest algorithm for producing a diverse set of \( m \) highly probable segmentations from a discrete probabilistic graphical model, such as a CRF. Often we would like to return the single best segmentation of the image from this diverse set — that is we’d like an algorithm that can perform a 1-out-of-\( m \) inference task. This section presents a novel two-stage approach to ranking the diverse segmentations produced by the DivMBest algorithm presented in chapter 1, called DivMBest+ReRANK. In the first stage a probabilistic model generates a set of diverse plausible segmentations. In the second stage, a discriminatively trained re-ranking model selects the best segmentation from this set. The re-ranking stage can use much more complex features than what could be tractably used in the probabilistic model, allowing a better exploration of the solution space than possible by simply producing the most probable solution from the probabilistic model.

3.2.1 Notation

In chapter 2 we denoted a segmentation (equivalently an assignment of labels to \( n \) (super)pixels or regions) by a vector \( x \) where \( x = \{x_1, \ldots, x_n\} \in \mathbb{X}^n, \mathbb{X}^n = x_{s \in [n]} \mathbb{X}_s \) — where \( \mathbb{X}_s \) is the set of labels for region \( s \).

In this chapter we will make a change of variable for the assignment vectors. For the first stage (which produces DivMBest candidate segmentations) let \( y = \{y_1, \ldots, y_n\} \in \mathbb{Y}^n \) be a segmentation of the image, where the space of labellings is \( \mathbb{Y}^n = x_{s \in [n]} \mathbb{Y}_s \), and \( \mathbb{Y}_s \) is the set of labels for region \( s \). Recall the DivMBest formulation for finding the \( m \)-th best diverse segmentation (i.e. MModes problem),

\[
\mu^{(m)} = \arg\min_{\mu \in \mathcal{L}(G), \mu(y_G) \in \{0, 1\}} \sum_{A \in V \cup E} \theta_A \cdot \mu_A \quad \text{s.t.} \quad \Delta(\mu, \mu^{(1)}) \geq k_i \\
\]

\[\forall i \in [m - 1]. \tag{3.2b}\]

Note that the indicator vectors, \( \mu \), encode the label assignment to vectors \( y \), i.e. \( \mu_j(\ell) = 1 \) \( \implies \) \( y_j = \ell \). Therefore we can define a mapping \( v : \{0, 1\}^d \to \mathbb{Y}^n \) from \( d \)-dimensional indicator vector \( \mu \) to labelling \( y = v(\mu) \). Given \( \mu^{(m)} \) the corresponding segmentation is \( y^{(m)} = v(\mu^{(m)}) \). Let \( Y_i = \{y^{(1)}_i, \ldots, y^{(m)}_i\} \) denote the set of \( m \) diverse segmentations of the \( i \)-th image. At training time, the input to the second stage is a set of (image, ground-truth, segmentation-set) triples — \( \{x_i, y^{gt}_i, Y_i \mid i \in [N]\} \), where \( x_i \) is the \( i \)-th image and \( y^{gt}_i \) is the corresponding ground-truth segmentation. The quality of a segmentation is measured by a loss function, \( \ell(\hat{y}^{gt}_i, \hat{y}) \), that returns the cost of predicting \( \hat{y} \) when the ground-truth is \( y^{gt}_i \).

The contributions to the thesis presented in this section are found in [125], and are in collaboration with Gregory Shakhnarovich and Dhruv Batra.
Let \( y_i^{(*)} \) denote the most accurate segmentation in the set \( Y_i \) — that is,
\[
y_i^{(*)} = \arg \min_{y \in Y_i} \ell(y_i^{gt}, y). \tag{3.3}
\]

The re-ranker uses features \( \psi(x, y) : \mathbb{R}^{3 \times w \times h} \times \mathbb{R}^n \rightarrow \mathbb{R}^p \) that are computed on the image \( x \), and corresponding segmentation \( y \). The score of the re-ranker on segmentation \( y_i \) of image \( x_i \) is denoted by,
\[
S_r(y_i) = \alpha^T \psi(x_i, y_i), \tag{3.4}
\]
where \( \alpha \) are the \( p \)-dimensional re-ranker parameters.

3.2.2 Re-ranker model

As mentioned above the re-ranker is modelled as a linear combination of features, \( \psi(x, y) \) computed on the image \( x \) and corresponding segmentation \( y \), which assigns a score to each segmentation: \( S_r(y) = \alpha^T \psi(x, y) \). Inferring the best segmentation under the re-ranker corresponds to computing the highest score,
\[
\hat{y}_i = \arg \max_{y \in Y_i} S_r(y). \tag{3.5}
\]

Re-scoring the segmentations using a ranker has a couple of benefits,

1. **Can use more complex features than segmentation model:** The re-ranker features \( \psi \) can be different from the features used in the model that generated the segmentations. In fact they can be quite complex and expensive to compute. The reason for this is that the re-ranker only needs to compute features on a relatively small set of candidate segmentations in contrast to the exponential number of segmentations that have been pruned by the first stage. Inference in the second stage is simply taking a dot product of the features with the re-ranker parameters \( \alpha \) and sorting the resulting scores. Hence we can afford to compute computationally expensive re-ranker features.

2. **Can incorporate features that are intractable to include in the segmentation model:** In the first stage the segmentation model can only compute features on the image or segmentation that are tractable. Incorporating higher-order interactions between regions into the model would result in potentials that could make inference over the model intractable. Hence incorporating performance limiting dependencies between variables are typically avoided in segmentation models. In contrast, the re-ranker features are a function of both the image \( x_i \) and segmentation \( y_i \). That means we can compute features like size of various categories, connectivity of the label masks, relative location of the label masks, and other such quantities that are functions of global statistics of the segmentation and thus intractable to include in the first stage.
3.2.3 Re-ranker loss

To train the re-ranker we need a measure of performance. Let \( L(\hat{y}_i^{gt}, y) \) be the re-ranker loss. Earlier we mentioned that the quality of a segmentation \( \hat{y} \) predicted by the re-ranker as being captured by the task loss \( \ell(\hat{y}_i^{gt}, \hat{y}) \). Thus we could use the task loss as the re-ranker loss, i.e., \( L(\hat{y}_i^{gt}, \hat{y}) = \ell(\hat{y}_i^{gt}, \hat{y}_i) \). However, using \( \ell(\hat{y}_i^{gt}, \hat{y}) \) has a drawback. Consider the following case: we are given two images \( i, j \) with two segmentations each, and corresponding accuracies \( \text{Acc}(Y_i) = \{95\%, 75\%\} \) and \( \text{Acc}(Y_j) = \{40\%, 35\%\} \). When the re-ranker loss is set to the task loss, for \( Y_i \) we have that the loss on the two segmentations are \( \{100 - 95\%, 100 - 75\%\} = \{5\%, 25\%\} \) whereas for \( Y_j \) the re-ranker incurs much higher losses \( \{100 - 40\%, 100 - 35\%\} = \{60\%, 65\%\} \). This means that the re-ranker will focus on picking the best segmentation in set \( j \) and ignore how well it does on set \( i \). This is undesirable because set \( j \) segmentations are all of relatively the same (albeit poor) quality. Given that we are committed to the set, if the re-ranker makes a poor selection for the best segmentation in the set the cost incurred is only 5% compared to if the re-ranker had made the correct choice. On the other hand set \( i \) contains segmentations that are of very different qualities — the re-ranker will incur a 20% cost if it makes the wrong choice. Clearly it would be better for the re-ranker to focus attention on making the correct choice on set \( i \) instead of set \( j \).

In order to shift the re-ranker to focus its effort on training instances where it is under performing relative to the set the following relative re-ranker loss is proposed,

\[
L(\hat{y}_i^{gt}, \hat{y}_i) = \ell(\hat{y}_i^{gt}, \hat{y}_i) - \ell(\hat{y}_i^{gt}, y_i^{(s)}).
\]  

(3.6)

Using the relative loss in eqn. 3.6 gives losses: \( \{5 - 5\%, 25 - 5\%\} = \{0\%, 20\%\} \) for set \( i \) and \( \{60 - 60\%, 65 - 60\%\} = \{0\%, 5\%\} \) for set \( j \) — this shifts the focus to set \( i \) because an incorrect choice in that set is much costlier (difference of 20%) than an incorrect choice in set \( j \) (difference of 5%). Using the relative loss compared to the task loss was found empirically to play an important role in the performance of the re-ranker.

3.2.3.1 Re-ranker Training

Note that it is not necessary for the re-ranker to produce a scoring that induces a total ordering of the segmentations in set \( Y_i \). We only desire the re-ranker to assign the best segmentation in \( Y_i \) a higher score than the other segmentations in the set, i.e. we desire \( \text{Acc}(\hat{y}) > \text{Acc}(y) \) for all \( y \in Y_i \setminus \hat{y} \), where \( \hat{y} \) is defined in eqn. 3.5. Thus we want to learn parsimonious re-ranker parameters \( \alpha \) such that for image \( i \),

\[
\alpha^T \psi(x_i, y_i^{(s)}) - \alpha^T \psi(x_i, y) > \gamma \quad \forall y \in Y_i \setminus y_i^{(s)},
\]

(3.7)

where \( y_i^{(s)} \) is the best segmentation in the set \( Y_i \), and \( \gamma \geq 0 \) is some margin.
Then object in eqn. 3.7 coincides with the following quadratic program (QP),

\[
\max_{\alpha \in \mathbb{R}} \quad C \cdot \sum_{i \in [N]} \sum_{y \in Y_i \setminus y_i^{(*)}} \left[ \alpha^T (\psi(x_i, y^{(*)}) - \psi(x_i, y)) - \gamma \right] - \|\alpha\|_1,
\]

(3.8)

where the first term encourages the best segmentations to be scored higher than the other segmentations for each image, and the \( \ell_1 \)-penalty term is a regularization on \( \alpha \) in order to reduce over-fitting on the training set by producing a parsimonious (i.e. sparse) representation of the features. The scalar value \( C \) balances the importance of the two terms. Introducing scalar slack variables for each image in the first term in the objective of problem 3.8 we can write it as,

\[
\max_{\alpha, \xi_i} \quad C \cdot \sum_{i \in [N]} \xi_i - \|\alpha\|_1
\]

(3.9a)

\[
\text{s.t.} \quad \alpha^T (\psi(x_i, y^{(*)}) - \psi(x_i, y)) \geq \gamma + \xi_i \quad \forall i \in [N], \forall y \in Y_i \setminus y_i^{(*)}, \quad (3.9b)
\]

\[
\xi_i \geq 0 \quad \forall i \in [N]. \quad (3.9c)
\]

Re-writing problem 3.9 as a minimization and replacing the \( \ell_1 \)-loss (because it’s not differentiable) with the \( \ell_2 \)-loss we get,

\[
\min_{\alpha, \xi_i} \quad \frac{1}{2} \|\alpha\|_2^2 + C \cdot \sum_{i \in [N]} \xi_i
\]

(3.10a)

\[
\text{s.t.} \quad \alpha^T (\psi(x_i, y^{(*)}) - \psi(x_i, y)) \geq \gamma - \xi_i \quad \forall i \in [N], \forall y \in Y_i \setminus y_i^{(*)}, \quad (3.10b)
\]

\[
\xi_i \geq 0 \quad \forall i \in [N]. \quad (3.10c)
\]

If we let \( \gamma = 1 \) (any choice of \( \gamma \neq 0 \) can be incorporated by the magnitude of \( \alpha \)) and rescaling the slack variables by \( L(y_i^{gt}, y) \) gives the familiar Structured SVM QP [48],

\[
\min_{\alpha, \xi_i} \quad \frac{1}{2} \|\alpha\|_2^2 + C \cdot \sum_{i \in [N]} \xi_i
\]

(3.11a)

\[
\text{s.t.} \quad \alpha^T (\psi(x_i, y_i^{(*)}) - \psi(x_i, y)) \geq 1 - \frac{\xi_i}{L(y_i^{gt}, y)} \quad \forall i \in [N], \forall y \in Y_i \setminus y_i^{(*)}, \quad (3.11b)
\]

\[
\xi_i \geq 0 \quad \forall i \in [N]. \quad (3.11c)
\]

Intuitively we can see that constraint 3.11b tries to maximize the (soft)margin between the score of the oracle solution and all other solutions in the set. Importantly, the slack (or violation in the margin) is scaled by the loss of the solution. Thus if in addition to \( y_i^{(*)} \) there are other good solutions in the set, the margin for such solutions will not be tightly enforced. On the other hand, the margin between \( y_i^{(*)} \) and bad solutions will be very strictly enforced. We solve problem 3.11 via the 1-slack cutting-plane algorithm of Joachims [48] which we re-produce in alg 6 for reference. In each iteration the cutting-plane algorithm finds the segmentation that most violates the margin constraint on each image, i.e. lines 5-7 of alg. 6 and add it to the working set (line 8). In the 1-slack
Algorithm 6 1-slack cutting-plane algorithm for training Structural SVM with slack-rescaling [48]

1: Input: $D = \{(x_i, y_i^{gt}, Y_i) | i \in [N]\}$, $C$, $\epsilon$
2: $\mathcal{W} \leftarrow \emptyset$ \> initialize working set of constraints
3: repeat
4: \> $(\alpha, \xi) \leftarrow \arg\min_{\alpha, \xi \geq 0} \frac{1}{2} \alpha^T \alpha + C \xi$
5: \> s.t. $\forall (\bar{y}_1, \ldots, \bar{y}_N) \in \mathcal{W}$:
6: \> \hspace{1cm} $\frac{1}{N} \alpha^T \sum_{i \in [N]} \mathcal{L}(y_i^{gt}, \bar{y}_i)(\psi(x_i, y_i^{(s)}) - \psi(x_i, \bar{y}_i)) \geq \frac{1}{N} \sum_{i \in [N]} \mathcal{L}(y_i^{gt}, \bar{y}_i) - \xi$
7: \> end for
8: \> $\mathcal{W} \leftarrow \mathcal{W} \cup \{\bar{y}_1, \ldots, \bar{y}_N\}$ \> add corresponding segmentations to constraint set
9: until $\frac{1}{N} \alpha^T \sum_{i \in [N]} \mathcal{L}(y_i^{gt}, \bar{y}_i)(\psi(x_i, y_i^{(s)}) - \psi(x_i, \bar{y}_i)) - \frac{1}{N} \sum_{i \in [N]} \mathcal{L}(y_i^{gt}, \bar{y}_i) \leq \xi + \epsilon$
10: return $(\alpha, \xi)$

formulation we add a single constraint in each iteration (constraint 3.12c) consisting of
the average loss re-weighted margin constraints. Notice that in problem 3.12 of line 4
in alg.6 there is a single slack variable $\xi$, instead of an $\xi_i$ for each image as in the
original SSVM QP (i.e. problem 3.11).

At test time we compute stage-1 features $\phi$ on an image and segmentation model
potential functions $\theta_A$, which we use to run the DivMBest algorithm to produce a set
of diverse segmentations $Y$. We compute re-ranker features $\psi$ on this set and score
each segmentation using 3.4, returning the highest scoring solution (i.e. perform re-
ranker inference in eqn. 3.5).

3.2.4 Summary

This chapter has presented a two-stage approach to segmentation: produce a set of
diverse segmentations from a discrete probabilistic model, then re-rank them using
a discriminative re-ranker formulated as a structural SVM. The re-ranking stage can
use arbitrarily complex features, such as global features that are computed over the
entire image or solution, in order to evaluate the best segmentation in the set. The first-
stage filters the exponential space of possible segmentations to a small set of highly
plausible solutions that are not merely minor perturbations of each other. The second-
stage can focus on the best-out-of-$m$ inference task on a much reduced space, and thus only needs to compute features that are relevant in discrimination within the set. In chapter 5 we evaluate the performance of this approach on a number of semantic segmentation tasks.
DIVMBEST EXPERIMENTS

4.1 EVALUATING DIVMBEST SEGMENTATIONS

We look at a number segmentation tasks and investigate the quality of the DivMBest segmentations against the MAP solution produced by the respective underlying segmentation models.

4.1.1 Baselines

We evaluate the DivMBest segmentations against a number of baselines:

- **M-Best MAP** — The method of Yanover and Weiss [127] is used to produce a set of low energy (i.e. high probability) solutions, where the solutions are only constrained to be different on at least a single label assignment. There is no additional characterization of diversity between solutions.

- **Random** — Multiple solutions can be generated without any optimization as well. A new solution is created by taking a subset of the nodes in the MAP solution at random and changing their label assignment to the next best label according to the node min-marginals. Repeating this process produces a set of segmentations.

- **Confidence** — Similar to how the random segmentations were produced except the nodes are selected based on a confidence measure. A subset of the nodes with highest entropy (according to their min-marginals) are selected and their label set to the next best value.

For each solution $\mu$ of the DivMBest algorithm, let $d(\mu, \mu^{(1)})$ denote the number of places that $\mu$ differs from the MAP solution $\mu^{(1)}$. In order to have a fair comparison between the perturbation based baselines and the DivMBest solutions, for each solution $\mu$ produced by DivMBest we generate a perturbation based solution that differs from the MAP solution in exactly $d(\mu, \mu^{(1)})$ locations. This ensures that the solutions generated using random or confidence perturbations have an equal measure of diversity compared to the DivMBest solutions.
4.1.2 Oracle Solution

In order to evaluate the upper-bound on the quality of the segmentations in the DivMBest set we can compute the oracle solution. Given a set of segmentations for the $i^{th}$ image, $\{x^{(1)}_i, x^{(2)}_i, \ldots, x^{(m)}_i\}$, and corresponding ground-truth segmentation $x^{gt}_i$, let the segmentation accuracy w.r.t. ground-truth be denoted as $\text{Acc}(x^{(k)}_i, x^{gt}_i)$. The oracle segmentation, $x^{(*)}_i$, is defined to be the segmentation within the set that achieves maximum segmentation accuracy, i.e.,

$$x^{(*)}_i = \arg\min_{x_i \in \{x^{(1)}_i, \ldots, x^{(m)}_i\}} \text{Acc}(x_i, y_i).$$ (4.1)

4.2 Interactive Segmentation

Recall from § 1.1 that in interactive segmentation the user is interested in cutting out the foreground object from the rest of the image via annotations like scribbles [12] or bounding boxes [93]. The problem is typically formulated as a figure-ground segmentation task where some model variables are fixed according to the user annotations. In each round the MAP solution is computed and presented to the user, at which point the user provides additional supervision and the MAP solution is updated. This process is repeated until the MAP solution is acceptable. Instead of showing a single cutout each round the number of user interactions could be minimized by having the interface show a set of possible cutouts for the user to pick from. Ideally we’d like an algorithm that can efficiently produce a small set of diverse solutions.

4.2.1 CRF Model

Consider the image-scribble pair $(X, S)$, where each image is a collection of $n$ superpixels $X \equiv \{X_s \mid s \in [n]\}$. Let $x = \{x_s \mid s \in [n]\}$ be a corresponding label assignment to all the superpixels in the image, where each superpixel takes on either foreground or background label, i.e. $x_s \in \{fg, bg\}$. A subset $S \subset [n]$ of the superpixels have known label according to the scribbles, i.e. the superpixel labels $\{x_s \mid s \in S\}$ are assigned according to the manually provided scribbles. Alternatively pixels could have been used but superpixels were preferred for computational efficiency reasons, and better alignment of segmentations to internal image boundaries. We chose the SLIC algorithm [1] to generate superpixels, with the desired number of superpixels in an image set to

---

$^1$ Acc($\cdot$, $\cdot$) can be intersection-over-union score between two segmentations or any relevant measure on accuracy of a predicted segmentation with respect to ground-truth.

$^1$ The contributions to the thesis presented in this section are found in [7], and are in collaboration with Gregory Shakhnarovich and Dhruv Batra.
4.2 Interactive Segmentation

| Features |
|----------|
| **Color** [44] |
| C1: RGB mean values |
| C2: C1 in HSV colorspace |
| C3: Hue histogram and entropy |
| C4: Saturation histogram and entropy |
| **Texture** |
| T1: Histogram of gradients (HOG) [24] |
| **Local** |
| L1: Histogram of SIFT [76] codewords |

Table 4.1: Superpixel features used to learn the appearance model for the interactive segmentation figure-ground cutout model.

3000. The average image in our dataset contains $\simeq 150K - 200K$ pixels. To model the figure-ground segmentation problem we build a graph $G = (V, E)$ over the superpixels and define a pairwise CRF with the following energy,

$$
E(x; \mathcal{A}) = \sum_{s \in V} \left[ \theta_s(x_s; \mathcal{A}) + \lambda \cdot \sum_{t \in N(s)} \theta_{st}(x_s, x_t) \right],
$$

where $N(s)$ are the superpixels adjacent to superpixel $s$ in the image. The **data term** is the cost of assigning a superpixel to foreground or background, and it depends on the appearance model $\mathcal{A}$ that’s learned from the user scribbles $S$. The pairwise **smoothness term** penalizes neighboring superpixels being assigned different labels.

#### 4.2.1.1 Data term

The data term depends on an appearance model $\mathcal{A}$ that is based on the output of a Transductive SVM (TSVM). The appearance model is learned by extracting features $\phi(x_s)$ from labelled and unlabelled superpixels and training a TSVM [109] to predict if a superpixel belongs to foreground or background. The features include the low level color, texture, and local cues listed in table 4.1. Let the superpixel score for belonging to foreground be $\text{score}(X_s) = w^T \phi(X_s)$, where $w$ is the learnt weight vector of the TSVM. We define the foreground data term energy as,

$$
\theta(x_s = \text{fg}) = \begin{cases} 
\eta & \text{if } \text{score}(X_s) \geq 0, \\
\eta - 1 & \text{otherwise}
\end{cases}
$$

(4.3)
where $\eta = 0.5e^{-\frac{\text{score}(X_s)^2}{\alpha \sigma^2}}$, $\sigma^2 = \text{Var}((\text{score}(X_s) \mid s \in S))$, and $\alpha$ is a constant that is set via cross-validation on a held out set that is kept the same for all images. The background energy is then simply,

$$\theta(x_s = \text{bg}) = 1 - \theta_s(x_s = \text{fg}).$$

(4.4)

### 4.2.1.2 Smoothness term

The smoothness term is a contrast sensitive Potts energy [12] that penalizes adjacent labels taking different labels. The penalty is proportional to how similar the two superpixels are in feature space. The more similar the features are the more penalty is paid,

$$\theta_{st}(x_s, x_t) \triangleq \delta_{x_s \neq x_t} \cdot \beta_1 \cdot e^{-\beta_2 d_{st}}$$

(4.5)

where $d_{st}$ is the distance between the feature vectors of superpixels $s$ and $t$, and the scale parameters are set to, $\beta_1 = 2$, $\beta_2 = \sqrt{\frac{\max(d_{st})}{20}}$.

### 4.2.1.3 Inference

The figure-ground interactive segmentation problem amounts to finding the assignment to unlabelled superpixels that minimizes the energy in eqn. 4.2. Note that this is a binary (i.e. two-label) contrast sensitive Potts model with submodular pairwise energy terms, for which efficient graph-cut algorithms exist to compute the exact MAP solution in polynomial time [13, 57].

### 4.2.1.4 Data + training

To evaluate the interactive segmentation model, and its DivMBEst extension described next, evaluation was performed on 100 images from Pascal VOC2010. For each image scribbles marking foreground objects and background regions were manually provided. Fifty of the images were used for tuning the parameters and the rest were used for reporting test accuracy. The weight on the smoothness term ($\lambda$) was tuned by doing grid search in the range $[0, 1]$. The best setting on training images was achieved with $\lambda = .18$, and used on the test set experiments.

### 4.2.2 Interactive segmentation + DivMBEst

Using the DivMBEst framework the underlying interactive segmentation model can be extended to generate a set of plausible segmentations each round, instead of just a
single MAP solution. The DivMBest formulation will encourage high quality segmentations under the model that are diverse. Experimental results are provided for the dissimilarity functions described below.

4.2.2.1 Hamming dissimilarity

The negative dot-product distance function $\Delta(\mu, \mu^{(1)}) \equiv -\sum_{s \in V} \mu_s^T \mu_s^{(1)}$ captures the Hamming dissimilarity between two solutions (see § 2.2.7). Recall that since the dot-product function decomposes over nodes in the graph, the DivMBest formulation under Hamming dissimilarity is equivalent to a $\Delta$-augmented energy minimization problem were the unary terms in the energy have been perturbed in a certain way (cf. § 2.2.7). The pairwise interaction terms remain unaffected, so if the smoothness term is submodular in the original problem then it remains submodular. This means that the $m$-modes can be computed using the same efficient inference algorithm used to compute the MAP solution. In the case of our binary pairwise energy in eqn. 4.2, we can compute the $m$-modes using the same efficient graph-cuts algorithm that was used to optimally compute the MAP solution.

4.2.2.2 Higher-order potential (HOP) dissimilarity

Let $\#\mu \equiv \sum_{s \in V} \mu_s(1)$ denote the number of nodes in the solution that are set to the foreground label. The value $\#\mu$ represents the size of the foreground region. The HOP dissimilarity is defined as,

$$
\Delta(\mu, \mu^{(1)}) = \begin{cases} 
(\#\mu - \#\mu^{(1)})^2 & \text{if } \#\mu \geq \#\mu^{(1)}, \\
0 & \text{otherwise}
\end{cases}
$$

(4.6)

Intuitively the HOP dissimilarity is zero if the foreground size of the current segmentation is smaller than the foreground size of the MAP solution. Otherwise the dissimilarity grows quadratically. Since the 2Modes constraint on the MAP solution is $\Delta(\mu, \mu^{(1)}) \geq k$, for some $k > 0$, the HOP dissimilarity encourages foreground size of the current solution to be larger than the MAP. By changing the sign on $\Delta$ we can alternatively encourage smaller solutions. Note that $\#\mu$ is a global measure of the solution so it cannot be decomposed over subsets of variables. However, the $\Delta$-augmented energy minimization problem that we get from the Lagrange relaxation of the DivMBest problem, under HOP dissimilarity, results in a cardinality potential [39, 111] for which efficient approximate solutions exist. To solve this $\Delta$-augmented energy minimization problem we can use the HOPMAP algorithm of Tarlow et al. [111].

Figure 4.1 shows a few DivMBest modes using HOP dissimilarity on the interactive segmentation problem.
4.2.3 Experiments

In this section we evaluate the quality of the object cutouts generated in the first round of interactive segmentation. Specifically we compare the MAP segmentation against the alternative approach of generating a set of DivMBest solutions. We also evaluate some other baseline approaches, which we describe next.

4.2.3.1 Baselines

Since eqn. 4.2 is a binary contrast sensitive Potts energy [12] that is submodular its exact MAP solution can be computed using the graph-cut implementation of [62]. The DivMBest solutions under the Hamming dissimilarity can also be computed using the same graph-cut implementation. We also evaluate the DivMBest solutions under HOP dissimilarity generated using HOPMAP [111].

The first baseline is the M-best MAP algorithm [127] which we reviewed in § 2.1.3. We also compare against the random and confidence baselines (see § 4.1.1) where the exact min-marginals are computed using dynamic graph-cuts [58].

4.2.3.2 Results

For each of the 50 test images in PascalVOC10 the MAP segmentation cutout plus five additional modes was generated using the approaches described above. Table 4.2 shows the best-out-of-6 cutout accuracies averaged over 50 images for the different methods. Note that the DivMBest cutouts (column two) achieves the best results. Some
Table 4.2: Interactive segmentation: pixel accuracies averaged over 50 test images.

|         | MAP   | MModes-dot prod. | MModes-HOP | M-Best | Random | Confidence |
|---------|-------|------------------|------------|--------|--------|------------|
| Acc. (%)| 91.542| 95.16            | 93.82      | 91.59  | 91.68  | 93.17      |

This section presents the application of the DivMBest framework to the figure-ground image segmentation task. Instead of relying on a complex model for foreground and background, the approach uses a simple binary pairwise CRF which relies on features computed over superpixels. The CRF can be learned efficiently using Structured SVM formulation.

Figure-ground segmentation can be used as input to multi-category segmentation models, or used in feed-forward approaches as a way to generate a set of candidate masks that are processed further [16, 92]. As such generating high-quality figure-ground segmentations of an image is an important task.

A common approach to category-level image segmentation relies on building structured probabilistic models with low-order interactions (such as pairwise CRFs). Such models are appealing because inference over them tends to be tractable and is often guaranteed to be optimal. On the other hand the simplifying independence assumptions of these models lead to exact MAP assignments that are highly inaccurate. In contrast, more complex models have been introduced that incorporate different types of higher-order interactions over the image such as cardinality and co-occurrence potentials [60, 70, 111] and hierarchical CRFs [68]. However, even though these models may better capture complex statistics of natural scenes they can be inefficient and
slow to train. Therefore approximate inference algorithms are often needed to make inference tractable.

In contrast, this section presents a fairly simple probabilistic model for figure-ground segmentation where inference is efficient. While the inferred MAP solution is often not good enough, the set of solutions generated from this model using the DivMBest method tend to contain highly accurate segmentations. This suggests that even though the model does not accurately model the most likely figure-ground segmentation, the underlying CRF distribution tends to have high quality solutions as one of its modes. The next section introduces our simple figure-ground CRF model.

4.3.1 CRF Model

We represent the image, \( I \), as a set of \( n \) disjoint superpixels, \( I = \{X_1, \ldots, X_n\} \), and \( V = [n] \). We define a graph \( G = (V, E) \) where the vertices correspond to superpixels and edges connect adjacent superpixels in the image. A segmentation corresponds to an assignment \( x = \{x_1, \ldots, x_n\} \in \{0, 1\}^n \), where \( x_s = 1 \) indicates assignment of \( X_s \) to foreground. The binary CRF energy is defined to be,

\[
E(x; u) = u_1^T \sum_{s \in V} \theta_1(x_s) + u_2^T \sum_{(s,t) \in E} \theta_2(x_s, x_t) + u_c \sum_{s \in V} \theta_c(x_s) + \sum_{(s,t) \in E} \theta_e(x_s, x_t). \tag{4.7}
\]

The unary and pairwise potentials are \( \theta_1(\cdot) \) and \( \theta_2(\cdot) \) respectively. Potential functions \( \theta_c(\cdot) \) and \( \theta_e(\cdot) \) are cardinality potentials on the nodes and edges respectively.

Intuitively, the unary \( \theta_1 \) captures characteristic properties of superpixels in figure vs. background classes, while the pairwise \( \theta_2 \) captures the likelihood of neighboring regions to be assigned the same class.

4.3.2 CRF potentials

The details of each type of potential are described below.

**UNARY:** The unary potential consists of \( p \)-channels, \( \theta_1 = (\theta_{11}, \ldots, \theta_{1p}) \). The \( j \)th channel is defined to be,

\[
\theta_{1j}(X_s = x_s) = P(X_s = x_s \mid \phi_{1j}(X_s); w_{1j}). \tag{4.8}
\]

The channel captures the likelihood that superpixel \( s \) belongs to a foreground/background object, given the \( j \)th unary features computed on the superpixel, \( \phi_{1j}(X_s) \), and
learned parameters \( w_{1j} \). The background score is simply \( \theta_{1j}(X_s = 0) = 1 - \theta_{1j}(X_s = 1) \). The foreground probability of a superpixel is modelled as a logistic regression classifier,

\[
P(X_s = 1 \mid \phi_{1j}(X_s); \ w_{1j}) \doteq \sigma \left( \langle w_{1j}, \phi_{1j}(X_s) \rangle \right),
\]

where \( \sigma(z) = 1/(1 + e^{-z}) \). Since foreground is less common than background, we use asymmetric logistic loss, tuned to provide 90% recall for foreground on training data.

**Pairwise:** The pairwise potential consist of \( q \)-channels, \( \theta_2 = (\theta_{21}, \ldots, \theta_{2q}) \). The \( k^{th} \) pairwise channel is defined as,

\[
\theta_{2k}(X_s = x_s, X_t = x_t) \doteq P(x_s \neq x_t \mid \phi_{2k}(X_s, X_t); w_{2k}),
\]

and captures the likelihood that adjacent superpixels \( X_s \) and \( X_t \) should have consistent labels, according to the \( k^{th} \) pairwise features \( \phi_{2k}(X_s, X_t) \) and learned parameters \( w_{2k} \). The pairwise potentials are modelled as a logistic regression classifiers similar to the unary case, and trained with asymmetric logistic loss tuned to achieve 90% recall for neighboring regions with different labels.

**Higher Order:** The third and fourth terms in the CRF energy of eqn. 4.7 are unary and pairwise cardinality potentials \([113]\) respectively. They are a function of the global solution and not local image evidence. The unary potentials are defined as,

\[
\theta_c(x_s) \doteq [x_s = 1],
\]

and count the number of superpixels labelled foreground, capturing what portion of the image is assigned to foreground.

The pairwise cardinality potentials are,

\[
\theta_e(x_s) \doteq [x_s = x_t],
\]

and measure the length of the boundary between foreground and background regions in the solution.

### 4.3.3 Features

#### 4.3.3.1 Superpixel (unary) features

The segmentation model relies on basic appearance features described below.
**Intensity histograms** We bin the intensity into $n_c$ equally spaced bins. Since color/intensity distribution within an image may be skewed, this may be an inefficient binning scheme, and so we also use adaptive binning according to $1/n_c$ quantiles of the intensity in the given image. For graylevel images this produces four histograms: fixed and adaptive binning schemes, each with $n_c = 8$ and with $n_c = 32$ bins. For color images there are twelve histograms, four per each dimension in the L*a*b space.

**Texton histogram** We compute a dictionary of 32 textons [78] on all training images, using a bank of 12 filters. Histogram of texton assignments within a region forms a single 32-dimensional histogram.

**Gradient features** We compute the histogram of oriented gradient [24] within the region, binned into four directional bins. Furthermore, we compute the statistics of the gradient magnitude: sum of $L_2$ and of $L_1$ norms of the gradients within region, as well as the ratio of the two sums, known as blur index [53].

**Entropy features** Finally, we set up one-dimensional features computed as measures of entropy of histogram-based features. This is intended to capture how homogeneous a region is. There is one entropy value for each intensity, texton and gradient histogram; total of 6 for graylevel and 14 for color images.

Note that in contrast to many other models, we do not employ HoG/SIFT descriptors or shape features in this model. This is because at the level of small superpixels we do not expect such features to be informative.

4.3.3.2 **Boundary (pairwise) features**

**Histogram differences** For each of the histogram-based unary features we compute the $\chi^2$ difference between the two regions. We also compute the earth mover’s distance (EMD) between the histograms. High values of these features here indicate different color/intensity content between the two regions.

**Entropy differences** For each entropy feature, we compute the absolute value of the difference in entropies. High value here indicates one region is more homogeneous than the other in the respective feature.

**Boundary strength** We compute the integral of the boundary probability according to $g_{\text{Pb}}$ [77] along the boundary between the two regions. High value corresponds to pronounced boundary evidence according to $g_{\text{Pb}}$.

**MSER correlation** We extract a set of maximally stable extremal regions (MSERs, [80]), and for each MSER compute the percentage of the superpixel covered by that MSER. With M MSERs, this produces an M-dimensional vector for each superpixels. The cor-
relation coefficient of these vectors is a pairwise feature; high value indicates that the
two superpixels tend to belong to the same MSERs. This and the next feature were
inspired by ideas in [81].

**MSER overlap**  Another pairwise feature is the largest overlap of any of the MSERs
and the union of the two superpixels. Higher value of this feature indicates that “merg-
ing” the two superpixels in the same mask is better supported by MSERs.

All of these features could be used directly in the model (eqn. 4.7). However, this
would lead to a fairly high-dimensional parameterization making learning more chal-
 lenging. Instead we proceed in two stages. First we train for each unary feature
group $\phi_{1j}(X_s)$ (each histogram, each entropy value, etc.) a logistic regression clas-
sifier $\sigma(\langle w_{1j}, \phi_{1j}(X_s) \rangle)$ predicting FG/BG label. Similarly, for each pairwise feature
group $\phi_{2k}(X_s, X_t)$ we train a classifier predicting whether the two superpixels are in
the same class or not.

### 4.3.4 CRF learning

Instead of using max-likelihood training to learn the CRF weights $u = (u_1, u_2, u_c, u_e)$
in eqn. 4.7 we optimize the following Structured SVM [114] objective,

$$
\begin{align*}
\mathbf{u} &= \arg\min_{u, \xi \geq 0} \frac{1}{2} \|u\|_2^2 + C \cdot \xi, \\
\text{s.t.} & \frac{1}{N} \sum_{i \in [N]} \max_{\bar{x}_i \in \mathcal{X}} [\mathcal{L}(x_i, \bar{x}_i) - \langle u, \psi(I_i, \bar{x}_i) \rangle + \langle u, \psi(I_i, x_i^\ast) \rangle] \leq \xi.
\end{align*}
$$

(4.13)

where $I_i$ represents the $i$th image and $x_i^\ast$ is the best segmentation achievable given a
particular superpixel partitioning of image $I_i$. For an image with $n$ superpixels the
potential values are pooled across all nodes and edges,

$$
\psi(I_i^i, \bar{x}_i) = \begin{bmatrix}
\sum_{s \in [n]} \theta_1(x_{is}) \\
\sum_{(s,t) \in E} \theta_2(x_{is}, x_{it}) \\
\sum_{s \in [n]} \theta_c(x_{is}) \\
\sum_{(s,t) \in E} \theta_e(x_{is}, x_{it})
\end{bmatrix},
$$

(4.14)

and the task loss $\mathcal{L}(x_i, \bar{x}_i)$ is discussed in the next section. The quadratic program in
eqn. 4.13 is a one-slack, margin-rescaled, structural SVM [48].
4.3.5 Task loss

The task loss we use for the binary segmentation problem is the intersection-over-
union score (IoU) for predicting segmentation $\bar{x}_i$ with respect to the ground-truth for image $I_i$. It can be written as,

$$\text{IoU}(\bar{x}) = \frac{1}{2} \sum_{\ell \in \{0,1\}} \left( \sum_{j \in \mathbb{J}} [\bar{p}_j = \ell \wedge p^*_j = \ell] + \sum_{j \in \mathbb{J}} [\bar{p}_j = \ell \vee p^*_j = \ell] \right),$$

(4.15)

where $\bar{p}_j \doteq g(\bar{x})$, $g(\cdot)$ is a function mapping a figure-ground segmentation over super-
pixels to the label assignment of the underlying pixels in the image, $g : \mathcal{X} \rightarrow \{0,1\}^{w \times h}$, and $j \in \{1, \ldots, wh\}$. The ground-truth label pixel label assignment is $p^*_j$.

Since superpixels are the underlying image elements used in the model it is unlikely
that a perfect image segmentation can be achieved, i.e. $\text{IoU}(x^*) < 1$. This is because
the superpixels may not have perfect alignment with foreground objects. Instead, we
use a task loss that measures performance relative to the best achievable segmentation
when committed to a specific set of superpixels,

$$\mathcal{L}(x^*, \bar{x}) \doteq \text{IoU}(x^*) - \text{IoU}(\bar{x}).$$

(4.16)

where $x^*$ is the best segmentation achievable and $\mathcal{L}(\cdot, \cdot) \in [0,1]$.

4.3.6 Loss-augmented inference

The MAP solution to the binary CRF in eqn 4.7 given parameters $u$, as well as the
loss-augmented inference in eqn 4.13b were solved using graph-cuts [62]. The pair-
wise smoothness term in eqn 4.7 is not submodular so the graph-cut algorithm is
not guaranteed to return an optimal solution, however we consistently attained good
performance using this approach.

The constraint in eqn 4.13b uses the relative task loss defined in eqn 4.16. Since
the intersection-over-union score doesn’t decompose over image elements, the loss-
augmented inference problem is more difficult to solve. We can approximately solve it
by solving the simpler problem,

$$\min_{\bar{x}_i \in \mathcal{X}} \langle u, \psi(I^i, \bar{x}_i) \rangle,$$

(4.17)

using graph-cuts and applying a greedy hill climbing procedure that sequentially flips
the label of each superpixel in image $i$, $x_{ij}$, in order to maximize the loss adjusted
score of the predicted solution relative to the ground-truth, until no more improve-
ment can be attained. Alternatively a message-passing inference algorithm designed
to handle high-order potentials [112] could have been used to approximately solve the
loss-augmented inference problem.
4.3.7 DivMBest inference with Hamming dissimilarity

Given a fixed $C$ and model parameters $u$ from training the CRF (§ 4.3.4), we can generate a diverse set of plausible segmentations using the DivMBest framework. In order to compute DivMBest solutions (§ 2.2.7) we using Hamming dissimilarity for the $\Delta$-function. The $m$th-mode is generated by solving the following minimization problem,

$$
\mathbf{x}_i^{(m)} = \arg\min_{\mathbf{x}_i \in \mathcal{X}} \left[ \sum_{j \in [n]} u_1^j \theta_1(\bar{x}_{ij}) + \sum_{k \in [m-1]} \lambda \cdot [\bar{x}_{ij} = x_{ij}^{(k)}] \right] + \sum_{(s,t) \in E} u_2^s \theta_2(\bar{x}_{is}, \bar{x}_{it}) + \sum_{j \in [n]} u_c \theta_c(\bar{x}_{ij}) + \sum_{(s,t) \in E} \theta_e(\bar{x}_{is}, \bar{x}_{it}).
$$

(4.18)

We use the same s-t graph-cut implementation [62] to solve this problem as we use to compute the MAP solution. The value of $\lambda$ is set using cross-validation on the training set.

4.3.8 Superpixels

In order to have a computationally efficient model that produces segmentations with good alignment to internal image boundaries superpixels are used as opposed to the image pixels. To produce the superpixels the SLIC superpixel segmentation algorithm [1] is employed. For each image the desired number of superpixels is set to 400.

4.3.9 Experiments

The purpose of the experiments in this section is to evaluate the quality of the segmentations from our figure-ground model produced by the DivMBest method.

4.3.9.1 Data sets

We experimented with four benchmark data sets of natural images designed for evaluation of figure ground segmentation, and an additional data set of radiological images.

**Weizmann Horses** [10] 328 color images of horses. This is the easiest of the five data sets, with large prominent foreground (horses in a variety of scenes).
GRAZ BIKES, CARS, PEOPLE [79] Each set containes 300 color images, generally harder than horses: bikes and cars in a variety of orientations and locations, some partially occluded, and people in a variety of locations/poses and with varying degree of occlusion.

ULTRASOUND This medical dataset contains 416 ultrasound (graylevel) images collected from five hospitals with different acquisition devices, varying image quality, noise levels and resolutions. Each image in the set contains a single lesion with validated pathology diagnosis. The ground truth segmentation for each image was created manually by a radiologist, who marked the boundary of lesions. We include this data set to evaluate the performance of the proposed, very general, segmentation approach on images very different from the natural scenes in the other sets. We plan to make the data set including annotations public.

4.3.9.2 Evaluation

The Weizmann horses and the three Graz data sets are split into a single train/test split with 1/3 of the horses and 1/2 of the Graz data sets used as test sets [66] on which we report performance. For cross-validation purposes the ultrasound data set is split into five equal folds. The average of the five evaluations is reported, where one of the five folds is used as the test set and the remaining four folds used for training. In all the experiments the CRF learnable parameters and diversity weight $\lambda$ were tuned using cross-validation on the training set.

The goal of the evaluation in this section is to determine whether generating a diverse set of plausible segmentations for the figure-ground problem can be beneficial. Therefore we evaluate the oracle performance (i.e. best segmentation in the DivMBest set) against the MAP solutions.

The model MAP and oracle performance is evaluated in the context of state-of-the-art among the published work at the time of these experiments. For this purpose we compare our results to those in [66], which were shown to be competitive for the state-of-the-art title.

PERFORMANCE MEASURES Performance is measured by intersection-over-union (IoU) score which is most common measure used in semantic segmentation. IoU is also the task loss that is used in learning the CRF. For each experiment the results are reported in terms of average IoU over the images in the test set(s).

RUNNING TIME For a typical image the CRF model has approximately 400 variables. Once the bottom-up segmentation CRF is trained, producing a diverse set of
Table 4.3: Segmentation performance on all data sets, in IoU values \times 100. MAP: single solution from the bottom-up CRF model. Oracle: (hindsight) best of 10 diverse solutions from the CRF. Third column: percentage of gap (oracle-MAP) recovered by the ranking. Last column: Figure-ground segmentation model of Kuettel et al. [66].

| Segment | MAP   | Oracle | %gap | [66] |
|---------|-------|--------|------|------|
| Weizman horses | 75.4  | 83.0   | 51.3%| 79.1 |
| Graz bikes     | 53.1  | 61.4   | 36.1%| 45.0 |
| Graz cars      | 50.0  | 66.3   | 59.5%| 58.8 |
| Graz people    | 44.1  | 57.0   | 26.4%| 47.5 |
| Ultrasound     | 39.7  | 57.3   | 58.0%| 26.6 |

segmentations for a new images involves the following stages. SLIC superpixels are extracted and the CRF features are computed (\approx 15 sec/image on a 6-core machine). Bottom-up inference of 10 diverse solutions using graph cuts takes approximately 5 seconds.

4.3.9.3 Results

The oracle performance of the DivMBest segmentations for all data sets is summarized in table 4.3. A single MAP segmentation gives reasonable accuracy compared to results from a state-of-the-art figure-ground segmentation model [66] at the time of these experiments. But the MAP solution is inferior to the of the oracle performance over just a small set of 10 DivMBest solutions. The oracle is in fact superior to a state-of-the-art method that does not generate multiple segmentations. In later chapter we’ll explore the 1-out-of-10 inference problem using the DivMBest+ReRANK framework to automatically pick the likely best segmentation from the set.

Examples of the MAP vs. DivMBest oracle figure-ground segmentations using the proposed CRF are shown in figures 4.2 and 4.3 along with the ground-truth segmentations. Note how the MAP foreground regions often "bleed" into the surrounding regions whereas the oracle results show that there is typically a mode of the solution space distribution that can accurately recover the foreground boundaries.

Samples of the DivMBest foreground segmentations for the Horses and Graz datasets can be found in Appendix A.1.
So far we have seen that the DivMBest framework can generate sets which often contain segmentations better than the MAP solution for a number of segmentation tasks. In this section we further apply the DivMBest algorithm to the multi-category segmentation problem. The DivMBest solutions are evaluated against the MAP segmentation produced by three different discrete probabilistic models.

4.4.1 Hierarchical model

The first model we consider is the Associative Hierarchical CRF of Ladicky et al. [68] (see § 1.1.1). At the time of evaluation this model gave competitive performance on the multi-category segmentation task. Experiments use the Automatic Labeling Environment (ALE) [67] which is an implementation of the hierarchical CRF model by the authors. The model incorporates a number of potentials including unary potentials that look at local texture (based on textonboost features [106, 107]), low-level pairwise P^n Potts potentials [55] between pixels and similar mid-level potentials between superpixels, as well as a global co-occurrence potential[69].

The graph-cut inference algorithm of Ladicky et al. [68, 69] is used to compute the MAP solution over this hierarchical model. Assuming a Hamming dissimilarity function $\Delta(\cdot, \cdot)$, we can compute the subsequent modes (i.e. DivMBest segmentations) by appropriately modifying the unary potentials according to the DivMBest formulation and rerunning the same inference algorithm.

4.4.1.1 Baselines

The same baselines as in the figure-ground experiments are used (see § 4.3). The random baseline averaged over ten runs as well as the confidence baseline are reported. The M-Best MAP algorithm [127] (cf. § 2.1.3) is infeasibly slow to run for this model. Since the energy is not sub-modular computing min-marginals cannot be done efficiently. Even with an implementation that re-uses search trees and caches $\alpha$-expansion graphs it would take 10 years to compute each additional solution for each image. Computing DivMBest solutions, however, takes the same amount of time as computing the MAP solution.

Part of the contributions to the thesis presented in this section are found in [7], and are in collaboration with Gregory Shakhnarovich and Dhruv Batra.
To measure the upper-bound on segmentation accuracy achievable with the \texttt{DivMBest} solutions we evaluate on the \texttt{val} set for which we have ground-truth. \textit{Oracle} accuracy is computed as follows: for each image the segmentation in the \texttt{DivMBest} set that has highest pixel-wise IoU w.r.t ground-truth (averaged over all category masks) is
selected. The results on val for 10 DivMBest modes for ALE are reported in table 4.4 along with the MAP accuracy and baselines that generate multiple solutions using different perturbation strategies on the MAP segmentation. The result on test using 10-modes is summarized in table 4.5. To illustrate how the upper-bound on segmentation accuracy grows as the number of solutions increases, figure 4.4a shows a plot of oracle accuracy versus number of DivMBest solutions. The MAP accuracy is shown as the dashed horizontal line, and the accuracy of the confidence based solution is only slightly better than MAP. With m = 30 solutions the oracle accuracy reaches 48% on val. Though val and test set performance aren’t directly comparable the oracle performance on test is likely better — by a significant margin — than state-of-the-art methods at the time of experiments. \(^2\) Sample DivMBest segmentations on PASCAL VOC 2010 val set images are shown in Appendix A.2.

4.4.1.4 **Evaluating DivMBest modes**

Figure 4.4b shows a plot of the distance of the DivMBest solutions (aka modes) to the MAP solution and previous modes. The normalized (w.r.t image size) Hamming distance between solutions monotonically increases with each additional solution. This show that the DivMBest Hamming dissimilarity constraints \(i.e. \Delta(\mu, \mu^{(i)}) \geq k\) are encouraging diversity between solutions. The energy of the modes as a percentage of the MAP energy is shown in figures 4.4c and 4.4d. A majority of modes have higher energy than the MAP solution\(^3\). A small proportion of modes have less energy than MAP due to the fact that the model uses approximate inference.

4.4.2 **Feed-forward model**

In ALE complex interactions between image elements is captured by the hierarchical structure of the graph and the higher-order graph cliques. An alternative approach is presented by the Second-Order Pooling (O\(_2\)P) approach of Carreira et al. \([17]\). In O\(_2\)P, complex interactions between regions in the image are captured by global region descriptors that are constructed by second-order pooling of local descriptors such as SIFT and local binary patterns (LBP) \([85, 86]\). Carreira et al. present a simple inference algorithm for the O\(_2\)P model, which can be applied directly to generating the diverse segmentations of the DivMBest algorithm with Hamming dissimilarity. The details of the model and evaluation are deferred to Chapter 5 where we also evaluate an approach to re-ranking the DivMBest solutions.
4.4.3 Convolutional neural network + dense CRF model

Current state-of-the-art semantic segmentation is done by combining very deep convolutional neural networks (CNNs) or residual neural networks (RNNs) with fully connected dense pairwise CRFs [18] [43]. Deep networks are superior at building local features that capture information at multiple spatial scales of the image, however the output suffers from a decrease in resolution compared to the input image. Dense pairwise CRFs can introduce low-order dependencies between image elements, that are not constrained to be local. Additionally local pairwise potentials can provide spatial smoothness constraints on the solution and improve alignment with image boundaries. Piggy-backing dense CRFs on top of deep segmentation networks combines the benefits of both approaches - efficient computation of complex features that incorporate both local and global interactions in the image along with constraints on local smoothness. We can view the CNN + dense CRF pipeline as a discrete probabilistic model on a dense pairwise graph where the unary potentials are defined by the output of the CNN at each image element (superpixel or pixel).

The DivMBest framework is agnostic to the underlying discrete probabilistic model so we can apply it to this model in a similar manner as previous models. Given a CNN trained on the semantic segmentation task, the above deep network approaches use the features from the last layer of the network to initialize the unary potentials of a fully-connected CRF. For a fully-connected CRF where the pairwise edge potentials are defined by a linear combination of Gaussian kernels an efficient approximate inference algorithm exists [65] for computing the MAP solution. Approximate inference is based on an iterative message passing algorithm where messages are computed using efficient Gaussian filtering in feature space. Assuming pixel-wise Hamming diversity constraints between solutions the DivMBest algorithm amounts to modifying the unary potentials and rerunning the message passing algorithm to compute successive solutions.

We investigate the benefit of applying DivMBest to one such deep neural network + dense CRF pipeline – we use the Zoom-out network [82] with the DeepLab dense CRF implementation [18][65]. The Zoom-out network (cf. § 1.1.1) is first pre-trained to perform multi-category image classification on the ImageNet dataset [96]. Subsequently the final fully-connected layer of the CNN is modified to a fully-convolutional layer with output feature map depth set to $21^4$ and spatial extents up-sampled to be the same size as the input image. The CNN is then fine-tuned in a end-to-end manner for the semantic segmentation task using the PASCAL VOC 2012 train set + 11.3K annotated PASCAL VOC 2011 images from the Semantic Boundaries Dataset [41]. Given a trained network, the dense CRF unary potentials are initialized with the features from the last fully-convolutional layer of the network, and the CRF hyper-parameters are fixed to the defaults set by the implementation of Chen et al. [18]. On the PASCAL VOC 2012 val set this pipeline achieves 72% MAP accuracy\(^5\) (IoU accuracy averaged

\(^4\) corresponding to the 21 PASCAL VOC categories

\(^5\) current state-of-the-art methods [124, 129] that use additional training data currently achieve ~ 85% accuracy on PASCAL VOC 2012
over all categories/images).

### 4.4.3.1 Dataset

The segmentation results in this section are reported on images from the PASCAL VOC 2012 benchmark [29]. It contains 4,369 images split into train (1,464 images), val (1,449 images), and test (1,456 images) sets. The CNN is pre-trained for the 1000-category classification task from the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [96], using $\approx 1.2M$ ILSVRC2014 images. An additional 11.3K images from the Semantic Boundaries Dataset [41] are used along with PASCAL VOC 2012 train set to fine-tune the CNN to the 21-category PASCAL VOC segmentation task.

### 4.4.3.2 Results

We can explore the maximum accuracy achievable when using the DivMBest algorithm to generate segmentations with the CNN + dense CRF model. To this end we evaluate two approaches to producing oracle segmentations for each image, (1) selecting the best-out-of-$m$ segmentations based on accuracy relative to ground-truth and, (2) constructing full image labellings from connected components found in the $m$ segmentations using a greedy inference approach.

The oracle accuracy versus MAP for the first approach can be seen in figure 4.5a. This suggest that if we pick the best-out-of-40 solutions we can achieve more than 5%-point improvement over MAP in overall segmentation accuracy. The second approach relies on a greedy inference algorithm over connected components (i.e. contiguous image regions taking the same label) found across the $m$ segmentations. We first compute a bag containing tuples, $(R_j, \ell_j)$ of connected components $R_j$ extracted from the $m$ segmentations with corresponding category labels $\ell_j$. Note that duplicate tuples can exist if a contiguous region with corresponding label is found in more than one image segmentations. We assign each connected component in the bag a score defined to be its highest IoU with all connected components taking the same label in the ground-truth segmentation. Starting with an empty labeling, the full image labeling for the image is constructed using a greedy strategy of pasting the connected components in order of decreasing IoU score until a prescribed score threshold is reached, at which point the algorithm stops. During the pasting procedure if the current connected component overlaps with a region in the image that has already been assigned a label then the previous label for pixels in that region is retained. A non-maxima suppression step is applied at each iteration: after pasting a connected component from the bag we cull the bag of all connected components that have intersection greater than a fixed threshold. The result of this greedy construction, as $m$ varies from 1 to 40 solutions, is shown in figure 4.5b. Notice that the accuracy of greedy inference on connected components from the first solution (i.e. MAP) is higher than the accuracy of original MAP solution
computed on the model. This is because greedy inference on connected components culls from the final image labeling those connected components that do not align well with the ground truth segmentation. With this approach we get a significant increase in oracle accuracy compared to the best-out-of-m results – an almost 13% point increase over MAP. An example result of composing the oracle segmentation from the DivMBest segmentations is shown in figure 4.6.

The MAP solution from current state-of-the-art models, that combine deep neural networks with dense CRFs, achieve comparable accuracy to this greedy-inference approach on the less accurate Zoom-out CNN + dense CRF model. The oracle results illustrate that it’s plausible to leverage the DivMBEst algorithm to generate a set of diverse segmentations that often contain highly accurate solutions even when the MAP solution from the underlying segmentation model is inaccurate. This suggests that near state-of-the-art results can be had in the multi-category image segmentation problem by devising methods with the goal of picking the best solution from the DivMBest set. We explore one such method in Chapter 3 that is learned with the goal of re-ranking the segmentations in set so that the best segmentation is top ranking.

4.4.4 Summary

The results on a number of semantic segmentation datasets show the utility of using the DivMBEst formulation to produce a diverse set of highly plausible segmentations. Specifically, the oracle accuracies show that across the segmentation tasks the DivMBEst set often contains much higher quality segmentations than MAP. This validates the alternative approach of leveraging models, in which exact of provable approximate inference is tractable, by efficiently producing a diverse set of segmentations as opposed to devising more complex models where inference becomes intractable. The oracle results highlight the importance of being able to pick the best segmentation from the DivMBest set via ranking and we investigate this in chapter 5.
Figure 4.2: Examples of (left to right) input image with ground truth, MAP from the bottom-up CRF model, oracle out of 10 diverse solutions. All examples are from the test portions of Graz data sets.
Figure 4.3: Examples of (left to right) input image with ground truth, MAP from the bottom-up CRF model, oracle out of 10 diverse solutions. Examples are from the test portion of Weizmann horses data set, and from one of the test folds of the Ultrasound data set. Last row shows some failures.
Figure 4.4: (a) Oracle accuracy vs. number solutions on VOC2010 val for DivMBest (red) and confidence based perturbations (blue), along with MAP performance (black dashed). (b) Mean hamming distances between each mode (DivMBest solution) and the MAP solution (red), and average to previous modes (blue), normalized by image size on PASCAL VOC 2010 val set. Also show, histogram of energies (as % of MAP) over (c) 6 modes, (d) 31 modes, on validation set. The bar to the left of red vertical lines indicate number of modes with energy less than or equal to MAP.
Figure 4.5: Oracle performance (IoU accuracy against ground-truth) on PASCAL VOC 2012 val, when (a) selecting best-out-of-\(m\) solutions, and (b) composing full image labellings from connected components found among \(m\) solutions.

Figure 4.6: Result of composing solutions from DivMBest segments. Second and third row show a subset of 40 DivMBest segmentations generated from the CNN+CRF model of § 4.4.3. First row shows in order the image, ground-truth segmentation, and composed segmentation oracle using the second approach of § 4.4.3.2. Note how the composed segmentation oracle is a much better segmentation of the image than the MAP solution (first segmentation in the second row).
5

DIVMBEST + RERANK EXPERIMENTS

5.1 EVALUATING DIVMBEST + RERANK PIPELINE

To evaluate how well the proposed method in Chapter 3 re-ranks the DivMBest solutions the following experiments are carried out,

1. Re-ranking of the object cut-outs generated from applying the DivMBest algorithm to the figure-ground model in § 4.3.

2. Evaluate joint recognition and segmentation performance using the DivMBest+ReRank pipeline on two multi-category segmentation models: the O2P model by Carreira et al. [17], and the hierarchical ALE model by Ladicky et al. [67, 68].

5.2 FIGURE-GROUND SEGMENTATION

Recall that in § 4.3 we presented a model for figure-ground segmentation and evaluated oracle accuracy of DivMBest solutions against MAP. We now evaluate the proposed DivMBest+ReRank (cf. chapter 3) approach to segmentation where we take the DivMBest segmentations from chapter 2 and rank them, returning the highest ranking segmentation in the set as the final solution.

5.2.1 Re-ranking segmentations

Using the notation from § 3.2.1, let the i\textsuperscript{th} image be denoted as \(x_i\) and \(Y_i = \{y_i^{(1)}, \ldots, y_i^{(m)}\}\) be the set of predicted foreground masks. A foreground mask, \(y_i^{(j)}\), is a labelling of all the \(n\) (super)pixels in the image where (super)pixel \(i\) can take labels from the set \([0, 1]\), i.e. \(y_i \in \{0, 1\}^n\). Given a feature-function that computes a \(p\)-length feature vector on an image/foreground mask pair, \(\psi(x_i, y_i^{(j)}) : \mathbb{R}^{3 \times w \times h} \times \{0, 1\}^n \rightarrow \mathbb{R}^p\), we learn a linear re-ranker model\(^8\),

\(^7\) The contributions to the thesis presented in this section are found in [126], and are in collaboration with Gregory Shakhnarovich.
\[ S_r(y_i) = \alpha^T \psi(x_i, y_i^{(j)}). \] (5.1)

5.2.2 Ranking features

There are a few considerations that guide the design of region ranking features for our approach. These features need to be evaluated only on a small number of segmentations, hence we can afford fairly complex/expensive computation. Furthermore, these features will be deployed to evaluate entire hypothesized foreground masks, assumed to include high-quality ones. Therefore we can use image features that would be hard to incorporate into the bottom-up model, in particular, shape properties of the mask and its position in the image. In addition, we can incorporate properties of the hypothesized regions that are less meaningful for the small, regular superpixels; for instance, measurements of homogeneity of the regions. These considerations led us to design the following features.

**shape and position** We extract the following properties of the hypothesized foreground mask: area; perimeter; location of centroid; minor/major axis length, eccentricity and orientation for an ellipse fit to the region; area of the convex hull of the region and its ratio to the area; Euler number (number of holes); diameter of the disk with area equal to that of the region; extent (fraction of the bounding box occupied by the mask); and finally size and location of the bounding box. All of these quantities are normalized per image (e.g., area is expressed in percentage of image area).

**color** We compute histogram with 32 fixed bins for each color channel; we do not use adaptive binning as in the bottom-up model, since color distribution for entire objects is more stable than for small parts (superpixels).

**texture** We compute histogram of assignment to 32 textons \([106]\), computed for the entire training set and not per image as in the bottom-up model.

**entropy** For each histogram feature (color and texton) we compute its entropy. This measures the homogeneity of hypothesized object.

5.2.3 Re-ranker training

For each of the five experiments re-ranking parameters were learned on the training set of each dataset. The parameters were tuned by cross-validation on the training set.
The contribution of each of the re-ranking features to the re-ranker performance is summarized in Table 5.2. All the features contribute to the overall performance of the re-ranker across all datasets, however the amount of contribution per feature differs between datasets. For example, removing color features from the re-ranker drastically reduces performance on the Horses dataset, probably because the color distribution of background — which is often grass or foliage — is very different from foreground in these images. On Ultrasound dataset the color intensity is important because lesions
usually appear dark on the ultrasound but the importance of color features is less
important than on Horses.

5.3 MULTI-CATEGORY SEGMENTATION

\(^2\) We revisit the two multi-category segmentation models that we introduced in the
DivMBest experiments (cf. § 4.4), and evaluate segmentation performance of these
models when predicting the best solution in the DivMBest set for each image. To do
this we use the DivMBest+ReRANK pipeline introduced in § 3.2.2.

5.3.1 Dataset

Evaluation of the DivMBest+ReRANK pipeline applied to the models below is carried
out on the PASCAL VOC 2012 dataset [29], which contains the same 20 categories as
VOC 2010 but with additional images for each category. There’s a total of 4,369 images,
split into train (1,464), val (1,449), and test (1,456 images) subsets.

5.3.2 Hierarchical model

We reviewed the Associative Hierarchical CRF of Ladicky et al. [68] in § 1.1.1 and corre-
sponding ALE implementation, and showed that the oracle performance on DivMBest
segmentations improved by more than 20% over MAP on the val subset of PASCAL
VOC 2010. To evaluate how good the DivMBest+ReRANK implementation is at returning
a high quality segmentation of the image we produce diverse segmentations and
rank them on images from the PASCAL VOC 2012 dataset.

5.3.3 Feed-forward model

We also compare against the Second-Order Pooling (O\(_2\)P) implementation of Carreira
et al. [17] contrast with the Hierarchical CRF model above, in the way higher-order
dependencies are incorporated in the model. Whereas is ALE the higher-order inter-
actions are due to the hierarchical structure of the graph and high-order cliques, O\(_2\)P
incorporates high-order dependencies using second-order pooling of local descriptors
over regions in the image.

\(^2\) Part of the contributions to the thesis presented in this section are found in [7], and are in collaboration
with Gregory Shakhnarovich and Dhruv Batra.
In O$_2$P, for each image location local descriptors such as SIFT and local binary patterns (LBP) \[85, 86\] as well as color and location are densely computed. Given an initial set of \(\sim 150\) candidate figure-ground masks for the image — produced using the bottom-up CMPC segmentation algorithm [16] — the second-order statistics (i.e. vector outer-products) of local descriptors that fall within each region are pooled (e.g. average/max) to give global features capturing higher-order interactions between image elements. These region-level features are fed to support-vector regressors (SVR) for each category, that are trained to predict how well the region overlaps objects of that category.

The implementation uses a simple and efficient greedy inference strategy to produce the final multi-category segmentation. Starting with an initial background threshold, in decreasing order, the segment and category with highest score above the threshold is pasted in the image. Segments with higher score are laid on top of segments with lower score. Each time a segment is pasted the background threshold is increased, and the process stops when there are no more segments with category score above the threshold. The initial background threshold is set such that the average number of segments with score above the threshold is roughly the same as the number of objects per image in the training set. Note that we can reformulate this approach as a CRF constructed on overlapping CPMC segments in the image with unary potentials defined by the SVR category scores of each segment.

Through the use of a number of tricks to speedup computation, like caching pooling results and dimensionality reduction on features (cf. [17]), the O$_2$P implementation is faster to train and run inference over than the ALE model.

### 5.3.4 Diversity and Oracles

For the analysis reported in this subsection, we used the VOC 2012 train and val sets. ALE and O$_2$P models were trained on VOC 2012 train, and the models were used to produce 10 segmentations for each image in val. The Lagrangian multiplier in the DivMBest formulation (cf. §2.2.6) was tuned via cross-val (\(\lambda_{\text{ALE}} = 1.25\) and \(\lambda_{O_2P} = 0.08\)).

**Oracle Accuracies.** Since ground-truth is known for VOC val images, we can find the oracle accuracy, i.e. the accuracy of the best solution in the set, as described in §4.1.2. This accuracy is shown in figure 5.1 (lines with circles): with 10 solutions on O$_2$P, it reaches 60.12\%, which is 15\%-points higher the accuracy of MAP. Oracle accuracy with ALE solutions show a similar increase w.r.t. ALE’s MAP.

To put these oracle numbers in context, we can try to find what is the best segmentation accuracy achievable using the 150 CPMC segments for each image. To find a good approximation of the best segmentation we can achieve, we can consider a greedy algorithm that tries to find the subset of CPMC segments that best cover ground-truth
Figure 5.1: DivMBest+ReRANK performance on PASCAL VOC 2012 val using (a) ALE and (b) O2P models vs. the number of solutions.
segments and then simply copies labels over from the ground-truth. This achieves an accuracy of 80.78%. Notice that this procedure takes the supremum of accuracy of exponentially many solutions, whereas DivMBest with 10 solutions reaches 60.12%, closing the gap to within 21% points.

**Diversity of solutions.** We now turn to empirical analysis that quantifies the amount of diversity in these solutions, and how that affects the oracle performance.

The first question to address is: how much diversity do the DivMBest solutions contain over MAP? To answer this, we can look at the solution in the set that is most different from MAP, as measured by average region overlap.

Let \( \{s_{i,1}^{(m)}, \ldots, s_{i,K}^{(m)}\} \) denote the set of \( K \) segments in the \( m \)th solution for image \( i \) and \( \{s_{i,1}^{(1)}, \ldots, s_{i,K}^{(1)}\} \) denote the set of segments in MAP. We can define a category-independent covering measure, which for a given image \( i \) captures how much of the MAP segmentation is covered by one of the subsequent solutions,

\[
D_1(y_i^{(j)}) = \frac{1}{\sum_{k'|} |s_{i,k'}^{(1)}|} \sum_{k'=1}^{K'} \max_{k\in[K]} O(s_{i,k'}, s_{i,k}^{(j)}),
\]

where \( |s_{i,k}^{(m)}| \) denotes the size of the segment and \( O(\cdot, \cdot) \) is the intersection-over-union measure of the two segments. For O2P these segments correspond to CPMC segments [16], while in ALE the segments are connected components in the segmentation.

To get an idea of how different the most diverse solution is, we can define the minimum cover of the MAP solution by the \( M \) segmentations for image \( i \) as:

\[
D_1^{(i,m)} = \min_{j=1, \ldots, m} \{D_1(y_i^{(j)})\}.
\]

A plot of average minimum diversity in the dataset, i.e. \( \sum_i D_1^{(i,m)}/n \) for \( m = 1, \ldots, 10 \) is shown in figure 5.2a. We can see that both models produce at least one solution that is significantly different from the MAP. With 10 solutions, the minimum covering of MAP drops to about 0.3 for O2P and 0.1 for ALE. Thus, on average at least one out of 10 DivMBest solutions for O2P overlaps MAP by only 10%.

**Diversity of Oracle.** Of course, diversity is useful only if it brings improved quality. The previous measure simply captures diversity and can be easily affected by poor quality solutions that are different from MAP. We can also try to characterize the diversity in the oracle solutions. This measure tells us how different the oracle solution is from the MAP solution on average. Analogous to eqn. 5.2 we can compute \( D_1(y_i^{(*)}) \) to measure by how much the segments in the oracle segmentation cover the MAP segments. We can also use a category-specific covering measure which takes into account label agreement to get a measure of how much the MAP segments are covered with same labelled segments in the oracle solution,

\[
D_2(y_i^{(*)}) = \frac{1}{\sum_{k'} |s_{i,k'}^{(1)}|} \sum_{k'=1}^{K'} \max_{k\in[K]} O(s_{i,k'}^{(*)}, s_{i,k}^{(1)}),
\]
D₁ Oracle Covering | D₂ Oracle Covering
---|---
ALE | 0.55 | 0.45
O₂P | 0.61 | 0.58

Table 5.3: Average covering score between oracle solutions and MAP: (left) show the category-independent measure and (right) shows the category-specific measure.

where \(y_i^{(\ast)}\) and \(y_i^{(1)}\) are the labels of the oracle and MAP segments respectively. Table 5.3 summarizes these results which show that the oracle segmentations are not simply minor perturbations of the MAP segmentations. On average the MAP covering by oracle irrespective of segment label is less than 61% for O₂P and 55% for ALE. If we constrain the covering to be category-consistent, these numbers drop to 58% and 45% respectively. Thus, we can conclude that the oracle segmentations are not simply minor perturbations of the MAP.

**Gain from diversity.**

The previous measure tells us that the oracle solution is indeed quite different from the MAP. We now try to study how it is different – do the additional solutions introduce new categories or new masks or both? In order to answer this question, we measure the performance of a restricted oracle that chooses in each additional solution the best label possible for all segments, albeit restricted to the set of labels found in MAP. Specifically, if a segment \(s_i^{(j)}\) overlaps with the ground-truth background by more than 50%, then we set its label to background. Otherwise if there is a segment \(g_{i,1} \in y_i^{gt}\), where \(y(g_{i,1}) \in y_{MAP}\) (where \(y_{MAP} = \{y(s_i^{(1)}) | k \in [K]\}\), with \(s_i^{(j)} \cap g_{i,1} \neq \emptyset\), we set \(y(s_i^{(j)}) = y(g_{i,1})\). If there is no such \(g_{i,1}\) then \(y(s_i^{(j)})\) is assigned a random label from \(y_{MAP}\). Figure 5.2b shows that such a restricted oracle (O₂P-oracle-label and ALE-oracle-label) performs worse than the unrestricted oracle, indicating that the additional solutions do in fact introduce categories present in ground-truth but not in MAP.

Similarly, we can restrict the oracle to only take segment masks found in MAP and assign to them the best possible labels found in \(y_i^{(m)}\). Again figure 5.2c shows that such a restricted oracle significantly under-performs, indicating the MAP masks are not ideal and that the additional solutions do in fact introduce useful masks.

Thus, we can conclude that there are clear differences in both the labels and segments of the oracle segmentations compared to the MAP.
Figure 5.2: (a) Average minimum-covering (5.3) of MAP in the first $j \leq 10$ solutions vs. $j$. (b) Accuracy of an oracle restricted to labels present in the MAP, or (c) restricted to masks present in MAP. See text for details.
Our re-ranker uses a number of features that we separate into a few groups. In the discussion, below we say a label $c$ is present in $y$ if at least one pixel in $y$ is labeled $c$.

**Model features** rely on properties derived from the model that produced segmentation $y$—model score of $y$, average pixel score, number of CPMC masks used to construct foreground, the final background threshold at the end of the greedy foreground assembly, and the rank of $y$ among the $m$ diverse hypotheses for the given input image. (5 dimensions)

**Diversity features** measure average per pixel agreement of $y$ with the majority vote by the diverse set (weighted or unweighted by the model scores). (2 dimensions)

**Recognition features.** We use outputs of object detectors from [83] to get detector-based segmentations $D_1, D_2$, where each pixel is assigned by majority vote on detection scores (thresholded & un-thresholded). Then we compute the agreement matrix: for every $c_1, c_2$ we count pixels assigned to $c_1$ by $y$ and to $c_2$ by $D_1$, yielding a 441-dimensional feature. We compute max/median/min of the detection score (with and without thresholding) for every category in $y$ (120 dims); the average overlap between category masks in $D_1, D_2$ and in $y$ (2 dims); and pixelwise average detector scores for categories in $y$ (2 dims). We also use the estimated posterior for each category present in $y$, using the classifier from [115] (20 dimensions).

**Segment features** measure the geometric properties of the segments in $y$: perimeter, area, and the ratio of the two; computed separately for segments in every class and for the entire foreground (63 dimensions). Relative location of the centroids of masks for each category pair (420 dimensions).

**Label features** rely on information regarding the labels assigned to masks in $y$, but not the geometry of these masks. For every pair of labels $c_1, c_2$ we compute the binary co-occurrence (1 if both categories are present in $y$) and the percentage of pixels assigned to $c_1$ & $c_2$. (420 dimensions)

All the features above are independent of the image $x$; the following features rely on image measurements as well as properties of the solution $y$.
**Boundary features.** We compute the total globalPb probability of boundary response \([3]\) in a band along the category boundaries; for 3 widths of the band, this produces a 3-dimensional feature (with 3 more for normalized versions). We also compute recall by the globalPb map of the category boundaries in the \(y\); this produces a 10 dimensional feature for ten equally spaced precision values. Finally, we compute the histogram (6 bins) of Chamfer distance between the boundaries in \(y\) and the thresholded globalPb, and vice versa; with 10 thresholds this produces a 120 dimensional feature. For each category, we also computed normalized histogram of globalPb responses in the non-boundary regions (210 dims).

**Entropy features.** For every category (and the combined foreground) we measure the entropy of color histograms, computed per color channel with two binning resolutions, yielding 126 dimensions. We do the same for textons [106, 107], with a single binning, for another 21 features.

We stress that most of these features rely on higher-order information that would be intractable to incorporate into the CRF model used in stage 1. For instance, using features that refer to segment boundaries is hard in CRF. However, evaluating these features on \(m\) segmentations is easy, which allows us to use them at the re-ranking stage.

### 5.3.6 Re-ranker training

The combined feature vector per solution \(y\) has 1988 dimensions. The only hyperparameter for the re-ranker is the regularization parameter \(C\) (3.11), which is chosen via cross-validation on the val set\(^9\).

One important practical question is how many diverse solutions to use. While we have seen above that the oracle accuracy increases through \(M = 30\) solutions, it is possible that too many solutions make it hard to train an effective re-ranker. Indeed, we found that the best results in cross-validation are obtained when training on 10 solutions per image; we use the same number of diverse solutions per image when re-ranking the test segmentations.

### 5.3.7 Re-ranker results

The performance of the DivMBest+Rerank pipeline on the O2P and ALE models (Rerank), as the size of the DivMBest set grows, is reported in figure 5.1 along with MAP and oracle accuracies. The plot also shows results of a binary classifier baseline (Classifier) that is trained to discriminate between the best and worst segmentations.

\(^9\) We also used cross-validation to evaluate the feature set, rejecting some additional features not listed here that did not contribute to re-ranking accuracy.
Table 5.5: (left) Human accuracy in predicting (B)est-vs-(W)orst, (M)AP-vs-(W)orst, and (B)est-vs-(M)AP solutions. (right) Pascal VOC accuracies over 150 images for best, MAP, worst, and human response (HR) solutions.

|          | B-vs-W | M-vs-W | B-vs-M | Best | MAP | Worst | HR |
|----------|--------|--------|--------|------|-----|-------|----|
| ALE      | 71.9   | 64.4   | 61.7   | 38.0 | 19.1| 3.2   | 20.5|
| O₂P      | 73.9   | 73.1   | 56.3   | 62.8 | 43.6| 24.5  | 49.0|

In the set, and used at test time to re-rank according to classification score. As a second baseline, we compare against randomly picking one out of the $j \leq m$ segmentations (Rand).

On PASCAL VOC 2012 val, the MAP segmentation IoU accuracy is 24.3% on ALE and 45.1% on O₂P. In contrast DivMBest+ReRANK achieves 29.27% on ALE and 48.2% on O₂P, an increase of $> 5\%$ and $> 3\%$-points respectively. Table 5.4 shows VOC 2012 test set performance of the O₂P ranker when trained on the val set. O₂P-DivMBest+ReRANK achieves a 1.6%-point performance improvement over O₂P-MAP\(^{10}\). A few examples where O₂P-DivMBest+ReRANK beats O₂P-MAP are shown in figure 5.4. More examples can be found in Appendix B.2.

5.3.8 Re-ranker Analysis

We can consider how the re-ranker behaves in picking a solution from the DivMBest set. In the original ranking of DivMBest solutions \(i.e.\) order in which they were generated) figure 5.3a shows the number of images in which the oracle solution is at rank $j$, for $j \in \{1, \ldots, 10\}$. The oracle distribution has a heavy tail, indicating that high-quality solutions are often found at the bottom of the list. Figure 5.3b shows the number of images where the top re-ranked solution was originally at rank $j$. The re-ranked distribution has a much lighter tail which suggest that the re-ranker "plays it safe" and often predicts MAP. The correlation between segmentation quality and re-ranker score is shown in figure 5.3c, which indicates that the re-ranker score is well correlated with solution quality.

5.3.9 Human Ranking Experiments

To evaluate and characterize the difficulty of the re-ranking problem we can investigate how well people perform the task of picking a good segmentation — which symbolizes the gold standard. 150 images were chosen from PASCAL VOC 2012 val set where

---

This was state-of-the-art results on PASCAL VOC 2012 comp6 challenge at time of experiments.
the MAP segmentation was neither the worst nor best segmentation. On Amazon Mechanical Turk (AMT), subjects were presented with three different types of binary comparison tasks for each image: comparing Best-vs-MAP, Best-vs-Worst, and MAP-vs-Worst segmentations in the DivMBest set. The subjects had to make the choice using only the labellings (with category names annotated) and not the image. The subjects were also presented with the option to provide feedback on reasons for their choice. Figure 5.5 shows the interface with actual examples of results from AMT workers. The workers’ comments illustrate that people are very good at discriminating good versus bad segmentations using cues such as category co-occurrence (figure 5.5a), category shape (figure 5.5b), and part-vs-whole relashionships (figure 5.5c). These cues provide evidence for our choice of re-ranker features. A summary of how well subjects did on the three tasks is shown in Table 5.5. The most difficult binary task for subjects was choosing between Best and MAP segmentations. In the case of the O2P model picking between MAP and Best is even more difficult that for ALE because the MAP solutions are better for the O2P model. Note that the segmentations picked by humans (HR) achieve substantial improvement over MAP, which is significant given that the choice is made without seeing the original image.

5.3.10 Summary

The analysis in this section on a number of segmentation tasks shows that the set of solutions obtained from the DivMBest stage are of significantly higher quality than the MAP solutions. The source of diversity between solutions is also non-trivial. Re-ranking the DivMBest set results in significant performance improvement over MAP. The results also highlight the importance of choosing re-ranking features that can discriminate good versus bad solutions within the DivMBest set. Learning rich features for the within set discrimination task is an area for future research.
Figure 5.3: Statistics on PASCAL VOC 2012 val with O2P model: (a),(b) show the number of images in which the oracle / top-re-ranked solution was originally at rank $j \leq 10$. We can see that there is a heavy tail in the oracle distribution, but a much lighter tail in the re-ranker, suggesting that the re-ranker “plays it safe” and predicts MAP very frequently; (c) shows a scatter plot of re-ranker score vs solution accuracy.
Figure 5.4: Cases where O_{2}P-DivMBest+ReRANK outperforms O_{2}P-MAP. In each group of images, the first column shows the original image followed by the ground-truth, MAP, and top re-ranked solution returned by DivMBest+ReRANK. PASCAL intersection-over-union accuracy is shown below the segmentations.
Figure 5.5: Example MTurk tasks along with user-provided responses which were instructive in the creation of segmentation-specific features.
In summary, this thesis presents an approach to obtaining performance gains from a semantic segmentation model. Instead of achieving gains by opting for a more complex model which would be more expensive or possibly intractable to optimize over the gains are achieved through a careful redesign of the inference procedure that leverages diversity between output labellings. The thesis also outlines an approach to ranking these DivMBest segmentations to automatically pick the best from the set. It contains the following contributions:

- A framework (DivMBest) for inferring multiple highly probable yet diverse segmentations from a probabilistic structured output model. It is motivated and derived from the integer programming problem for solving inference on probabilistic graphical models with discrete output space. The DivMBest framework is generally applicable in any setting where you have an inference model over a structured output label distribution. What results is an elegant and practical iterative algorithm for inference that is more akin to finding modes of the output space distribution. It reuses the inference procedure from the original model, providing means for improved prediction without incurring any cost in tractability.

- The DivMBest formulation can accept different measures of diversity between “modes”, such as Hamming and cardinality distance. Finding modes of a CRF under Hamming dissimilarity amounts to only modifying the unary energy terms and reusing the same MAP inference machinery to compute subsequent solutions, yielding an approach that is as efficient as the underlying MAP inference algorithm.

- A discriminative large margin approach to ranking the DivMBest segmentations (DivMBest+ReRANK) is introduced that allows for arbitrarily complex features to evaluate each segmentation.

- Evaluation of the DivMBest and DivMBest+ReRANK algorithms on a number of semantic image labelling problems including interactive, figure-ground, and multi-category segmentation. The results provide evidence of the benefits these approaches offer for the segmentation task.
• Oracle experiments on semantic segmentation show that the DivMBest approach has the potential to achieve results comparable or better than even existing state-of-the-art CNN models for segmentation.

• Application of the DivMBest framework to present CNN+dense CRF models for segmentation which shows that the DivMBest and DivMBest+ReRANK algorithms are very much relevant to the current trends in semantic segmentation.
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APPENDIX
APPENDIX A

A.1  SAMPLE OF DIVMBEST SOLUTIONS FROM FIGURE-GROUND MODEL

For overall document size considerations the results in this appendix section have been moved to http://ttic.uchicago.edu/~pyadolla/papers/thesis.pdf.

A.2  SAMPLE OF RESULTS WHEN DIVMBEST IS APPLIED TO MULTI-CATEGORY SEGMENTATION

For overall document size considerations the results in this appendix section have been moved to http://ttic.uchicago.edu/~pyadolla/papers/thesis.pdf.
APPENDIX B

B.1 EXAMPLE RE-RANKING RESULTS

For overall document size considerations the results in this appendix section have been moved to http://ttic.uchicago.edu/~pyadolla/papers/thesis.pdf.
B.2 HIGHEST RANKED VS. MAP

For overall document size considerations the results in this appendix section have been moved to http://ttic.uchicago.edu/~pyadolla/papers/thesis.pdf.