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Barium zirconate (BaZrO₃), when substituted with trivalent acceptor ions to replace Zr⁴⁺, is a proton conducting material of interest for several electrochemical applications. The local coordination environments, and vibrational dynamics, of the protons are known to critically influence the material’s proton conducting properties, however, the nature of the static and dynamic structure around the protons and, especially, how it is affected by the dopant atoms for high doping concentrations, remains to be elucidated. Here we report results from X-ray powder diffraction, infrared (IR) spectroscopy, inelastic neutron scattering (INS) and ab initio molecular dynamics (AIMD) simulations on a hydrated sample of BaZrO₃ substituted with 50% In³+. The investigation of the momentum-transfer (Q) dependence of the INS spectrum is used to aid the analysis of the spectra and the assignment of the spectral components to fundamental O–H bend and O–H stretch modes and higher-order transitions. The AIMD simulations show that the INS spectrum is constituted of the overlapping spectra of protons in several different local structural environments, whereas the local proton environments for specific protons are found to vary with time as a result of thermally activated vibrations of the perovskite lattice. It is argued that, conversely to more weakly doped systems, such as 20% Y-doped BaZrO₃, the dopant–proton association effect does not hinder the diffusion of protons due to the presence of percolation paths of dopant atoms throughout the perovskite lattice.

1 Introduction

Proton conducting perovskites are of considerable interest for application as electrolytes in various electrochemical devices, such as hydrogen sensors, electrochromic displays and solid oxide fuel cells (SOFCs),1–6 and over the last decades, a large number of compounds have been synthesized.4,6 Among the candidate electrolytes for SOFCs, acceptor-doped barium zirconates, of the general formula BaZr₁₋ₓMₓO₃₋ₓ/2 (M = trivalent cation, 0 < x < 1), as well as their fully substituted compounds, e.g. Ba₃In₂O₅, have garnered particular attention because of their high proton conductivity, particularly in the intermediate-temperature range (500–900 K) targeted for cost-effective SOFC operation, and their excellent chemical stability.

Generally, the protons in oxides are not native members of the oxygen lattice, rather they are often referred to as protonic or –OH defects, which can be incorporated into the material by heat treatment in a humid atmosphere. At sufficiently high temperatures, typically above 300 K, the protons can diffuse throughout the lattice through a two-stage mechanism that involves the transferring (hopping) of a proton from one oxygen to another, neighboring, one and a reorientational motion of the –OH group between such a transfer.6–11 However, fundamental questions encompassing the defect chemistry of these materials remain, especially in regard to the local coordination environment and dynamics of protons and in general the role of dopant atoms for the proton transport properties.

In the low doping regime, say x ≤ 0.2, for which BaZr₁₋ₓMₓO₃₋ₓ/2 accommodates a complete solubility for several dopant atoms, studies by quasielastic neutron scattering (QENS),9,14,15 nuclear magnetic resonance combined with conductivity measurements,16 muon spectroscopy,17 luminescence spectroscopy,18 and computer simulations19–23 on various proton conducting oxide materials suggest an attractive interaction between the protons and dopant atoms, such that the dopant atoms act as more or less well-localized trapping centers that impede long-range proton transport. For higher dopant levels, x > 0.2, the solubility limit depends on the type of dopant atom and on the synthesis route. For Y³⁺-doped BaZrO₃, for example, the reported solubility limit varies between less than 20% and up to, at least, 50%, depending on the synthesis...
method used\textsuperscript{24–26} whereas In\textsuperscript{3+} has been found to be soluble in virtually any amount in BaZrO\textsubscript{3}\textsuperscript{24,27–31}.

A straightforward way to investigate the local coordination and vibrational dynamics of protons in proton conducting oxides is provided by infrared (IR) vibrational spectroscopy. The strong IR response of the O–H stretch vibration, \(\nu\text{(O–H)}\), not only manifests the presence of protons bounded to the oxygen atoms of the host lattice, but the frequency (energy) of the vibrational mode is closely linked to the protons’ local coordination environment. For a free O–H molecular ion, for example, the \(\nu\text{(O–H)}\) band is located at about 450 meV, but for a hydrated oxide, the \(\nu\text{(O–H)}\) band is usually broadened towards lower energies and, sometimes, also very structured. The extension of the \(\nu\text{(O–H)}\) band towards lower frequencies is a clear indicator of the presence of hydrogen bonds between the protons and neighboring oxygen atoms, whereas the generally broad nature of the \(\nu\text{(O–H)}\) band results from a distribution in the strength of such hydrogen bonds in the material. By comparing experimentally determined IR spectra over the \(\nu\text{(O–H)}\) band region with computer simulations of the vibrational frequencies for protons located in various local structural arrangements of the oxide structure, different parts of a broad \(\nu\text{(O–H)}\) band can be assigned and, hence, insight into the nature of proton sites and vibrational dynamics gained.

We showed in a series of preceding IR spectroscopy experiments on BaZr\textsubscript{1–\textit{x}}In\textsubscript{\textit{x}}O\textsubscript{3–\textit{x}/2} with \(x = 0.10, 0.25, 0.50\) and 0.75, that in the region commonly associated to O–H stretch vibrations the spectra are generally characterized by three relatively distinct bands at 250, 290, and 520 meV, respectively, and a broad band between ca. 310 and 450 meV.\textsuperscript{29,32} The IR spectra were compared with the \(\nu\text{(O–H)}\) vibrational frequency as determined by \textit{ab initio} calculations on a system corresponding to 12.5% In-doped BaZrO\textsubscript{3} with the proton located in various structural arrangements distinguished by non-symmetrical configurations, such as Zr–OH–In and Zr–OH–In–V\textsubscript{o} (where V\textsubscript{o} denotes an oxygen vacancy), and symmetrical configurations, such as Zr–OH–Zr and In–OH–In. The comparison of experimental and theoretical data suggests that protons in non-symmetrical sites find their spectral response to the low-frequency side of the broad band, whereas the spectral response of protons in symmetrical sites are found on its high-frequency side.\textsuperscript{29} The effect of a non-symmetrical environment around the proton is found to be a tilting of the proton toward a neighboring oxygen atom. In effect, the tendency for hydrogen-bond formation between the proton and nearest neighbor oxygen is enhanced, which decreases the \(\nu\text{(O–H)}\) frequency. The calculations did not, however, reproduce the three bands as located at 250, 290, and 520 meV, respectively, which showed a trend of an increasing intensity with increasing In dopant concentration. This is an interesting fact pointing towards the presence of In-dopant-induced proton sites not captured in our previous \textit{ab initio} calculations. Alternative explanations for the presence of the 250, 290, and 520 meV bands could be that they relate to higher-order transitions (overtones, or combinations), or, so-called, \textit{Evans’ holes}.\textsuperscript{33} The latter refers to an intensity loss in certain energy ranges of a broad IR absorption band, here the \(\nu\text{(O–H)}\) band, caused by Fermi resonances, \textit{i.e.} anharmonic coupling of the \(\nu\text{(O–H)}\) band with an overtone or a combination of some, lower-frequency, lattice modes of the material. Whatever the case, a correct assignment of the \(\nu\text{(O–H)}\) band region is crucial for developing a thorough understanding of the local coordination environment and vibrational dynamics of protons, which in turn is critical for establishing the atomic-scale origins of the proton conducting properties of these materials.

Here we report on a detailed study of the vibrational spectra of a fully hydrated sample of the composition BaZr\textsubscript{0.6}In\textsubscript{0.5}O\textsubscript{3–\textit{x}}. The aim of the study is to provide a detailed assignment of the vibrational spectra and to obtain insight into the local coordination environment of protons and to correlate these spectroscopic results to the material’s proton transport properties. The techniques used are powder X-ray diffraction (PXRD), IR spectroscopy, inelastic neutron scattering (INS), and \textit{ab initio} molecular dynamics (AIMD) simulations based on density functional theory (DFT).

Analyses of the intensity and momentum transfer (\(Q\)) dependence of the INS signal provide unique information to characterize the proton sites, such as the hydrogen bond strength experienced by the protons and the relative occupation of the proton sites, as well as to assign the different contributions in the vibrational spectra to fundamental \(\delta\text{(O–H)}, \text{i.e. O–H}\) bend, and \(\nu\text{(O–H)}\) modes and higher order transitions. This approach has been used for Rb\textsubscript{2}PtH\textsubscript{6} (ref. 34) and KH\textsubscript{2}AsO\textsubscript{4},\textsuperscript{35} but, to the best of our knowledge, never before for hydrated oxides. The choice of the AIMD method in the present study is motivated by its ability to inherently explore a large number of local structures in an automated way, through a restricted number of simulations. Analyses of the atomic trajectories from the AIMD simulations provide an estimate of the vibrational density of states (VDOS), that can be related to the proton vibrational dynamics, and thus to the experimental INS spectrum.

2 Experimental details

2.1 Sample preparation

A polycrystalline sample, weighing approximately 20 g, of the chemical composition BaZr\textsubscript{0.6}In\textsubscript{0.5}O\textsubscript{3–\textit{x}} was prepared by solid state sintering by mixing stoichiometric amounts of BaCO\textsubscript{3}, ZrO\textsubscript{2}, and In\textsubscript{2}O\textsubscript{3}, with the sintering process divided into two heat treatments: 1200 °C for 8 h, followed by 1325 °C for 48 h, with intermediate grinding and compacting of pellets between each heat treatment. The as-sintered powder sample was subsequently hydrated by letting it cool down over 36 h from 400 °C to 200 °C in a tube furnace with a flow of N\textsubscript{2} saturated with water vapor. This hydrated sample is hereafter labeled as 50In/BZO.

2.2 Thermogravimetric analysis

Thermogravimetric analysis (TGA) was performed on the nominally hydrated sample, using a F1 Iris spectrometer from Netzsch. About 150 mg of nominally hydrated 50In/BZO was placed in an alumina crucible and heated in a flow of N\textsubscript{2} (25 mL min\textsuperscript{−1}) from 25 °C to 950 °C at a rate of 5 °C min\textsuperscript{−1}.  
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2.3 Powder X-ray diffraction

Powder X-ray diffraction (PXRD) data were collected on the hydrated sample, as well as on a vacuum-dried (dehydrated) sample, using a Bruker D8 Advance diffractometer operating with CuKα1 radiation in the 2θ-range of 15–100°. The PXRD data was analyzed using the software CELLREF to refine the cell parameters. Dehydrated 50In/BZO was prepared by heating a portion of 50In/BZO to high temperatures (900°C) in vacuum.

2.4 Infrared spectroscopy

IR spectroscopy measurements were performed in diffuse reflectance mode on 50In/BZO over the frequency range 150–560 meV (= 1200–4500 cm⁻¹), using a Bruker Alpha DRIFT spectrometer. About 200 mg of sample was used for the measurements. A measurement of a rough Au mirror was used as a reference spectrum. An absorbance-like spectrum was measured on TOSCA using a Bruker D8 Advance diffractometer. About 200 mg of sample was used for the experiment. A measurement of a rough Au mirror was used as a reference spectrum. An absorbance-like spectrum was also measured on TOSCA with the key differences between the two spectrometers are that MERLIN allows access to the δ(O-H) region and beyond, enables both momentum (Q, Å⁻¹) and energy (ω, meV) transfer to be measured independently, while TOSCA provides better energy resolution. The MERLIN time-of-flight spectra were first converted into INS maps I(Q,ω), i.e. scattering intensity as a function of both Q and ω, and the maps were subsequently analyzed using the software MSLICE. The thickness of the sample (3 mm), was chosen to achieve a total scattering of approximately 10%, for which multiple scattering is negligible.

2.5 Inelastic neutron scattering

For the INS measurements, approximately 19 g of 50In/BZO powder was loaded into an aluminum sachet, and the sachet into an indium wire sealed thin-walled aluminum can. The experiment was performed on the direct-geometry, time-of-flight, chopper spectrometer MERLIN below T = 10 K. Spectra were measured using four different incident energies: Ei = 200 meV (5 meV, 400 Hz), 400 meV (12 meV, 550 Hz), 600 meV (16 meV, 600 Hz), and 1000 meV (30 meV, 600 Hz), where the numbers within parentheses refer to the best resolution in energy and chopper frequency, respectively. The same sample was also measured on TOSCA at T = 10 K. For the present work, the key differences between the two spectrometers are that TOSCA, as calculated using eqn (2) with |u| = |u| = 0.182 Å and |u| = 0.071 Å, and for n = 1 and 2, respectively. The chosen values of |u|, |u|, and |u| reflect the calculated root mean-square displacement of δ(O–H) and r(O–H) modes in 50In/BZO.28 For each Q profile one can define I max and Q max as the respective maximum intensity and Q value at which this occurs for a particular vibrational mode (r) and order of transition (n). The values of I max and Q max relative to the curves in Fig. 1 are summarized in Table 1.

Consider the Q profiles calculated for the same n, one can observe that I max > I max n, i.e. I max is larger for larger mean square displacements |u|. This effect reflects the fact that I(Q) ∝ Q, as it can be deduced from eqn (2). One should also observe that the intensity I max decreases when n increases. Regarding the values of Q max it increases when |u| decreases.

3 Theoretical considerations

The intensity I(Q,ω) of the signal measured in an INS experiment is directly linked to the dynamical structure factor, S(Q,ω). Since the present work focuses on the O–H vibrational dynamics and the INS spectrum is dominated by the incoherent contribution of hydrogen (H), the following description is limited to the specific case of the internal motion of H in a O–H moiety.

The movement of a specific hydrogen atom l involved in a vibrational mode v, of energy ωv, is described by the displacement vector ul,v along the direction of the vibration. The INS intensity associated to this vibrational mode is closely related to the incoherent dynamical structure factor and it can be expressed as:

\[
I(Q,\omega) \propto S(Q,\omega)|\mathbf{u}|^2 \exp \left(-\frac{Q^2 \mathbf{u}^2}{2}\right)
\]

where n = 1 indicates fundamental modes, n = 2 their first overtones, n = 3 their second overtones, and so forth. Note that the scattering condition δ(Ei – E + nωv) is omitted in eqn (1), as the intensity is only evaluated at ω = nωv. Also, note that the bold symbols, such as Q and u, are used here to refer to vectors.

The INS intensity for a powder sample is comparable with the average of the dynamical structure factor taken with respect to all the possible directions in space, leading to an intensity I(Q,ω) depending only on the scalar quantity Q. This can be written as:

\[
I(Q,\omega) \propto \left|\int \left[I(Q,\omega)\right] dQ\right|
\]

where the integral is dependent only on the orientation of the vector Q. As an example, Fig. 1 shows the Q dependence of I(Q,ω), or Q profiles, as calculated using eqn (2) with |u| = 0.182 Å and |u| = 0.071 Å, and for n = 1 and 2, respectively. The chosen values of |u|, |u|, and |u| reflect the calculated root mean-square displacement of δ(O–H) and r(O–H) modes in 50In/BZO.28 For each Q profile one can define I max and Q max as the respective maximum intensity and Q value at which this occurs for a particular vibrational mode (r) and order of transition (n). The values of I max and Q max relative to the curves in Fig. 1 are summarized in Table 1.
and it occurs at a higher \( Q \) value for higher-order transitions \((n \geq 2)\) compared to the corresponding fundamental modes \((n = 1)\).

Because of the dependences of \( Q_{\text{max}}^{(n)} \) on \( n \) and \( u \), the study of \( Q \) profiles provides a means to distinguish between fundamental and higher-order transitions in the spectra.

4 Computational details

4.1 \textit{Ab initio} molecular dynamics simulations

AIMD simulations were performed within the DFT framework, using a plane-wave pseudo-potential approach as implemented in VASP 5.3.\textsuperscript{43–46} The ionic core–valence interaction is described using the projected augmented wave method (PAW).\textsuperscript{47–48} For the exchange–correlation part we used the semi-local functional by Perdrew–Burke–Ernzerhof (PBE).\textsuperscript{49} Since the material is an electronic insulator and the AIMD simulations are performed at the \( \Gamma \) point, the Gaussian smearing method was chosen to describe partial occupancy of orbitals, with a small smearing width of \( \sigma = 0.05 \) eV. The atomic trajectories were obtained using the velocity Verlet algorithm, using a standard time step of \( \Delta t = 0.50 \) fs. The temperature, set at \( T = 100 \) K during the simulations, was regulated using a canonical ensemble by coupling the system to a Nosé–Hoover thermostat.\textsuperscript{50–52} Structural models, which are described below, were first geometry optimized at \( T = 0 \) K and then thermalized by AIMD over 5 ps at \( T = 100 \) K. The generation part of the simulation was divided into four independent 5 ps long AIMD runs. This strategy was used in order to limit issues related to the weak coupling between the H sub-system and the Nosé–Hoover thermostat.

4.2 Structural models

Structural models for the AIMD simulations were built considering a \( 2 \times 2 \times 2 \) supercell with respect to the ABO\textsubscript{3} cubic perovskite cell, containing a total of 44 atoms: 8 A elements (8 Ba), 8 B elements (4 Zr and 4 In), 24 O and 4 H. With the AIMD simulations being performed within the GGA–PBE approximation, the theoretical cell parameter is found to be approximately 2% larger than the experimental value. Such a mismatch generates an average compressive residual pressure of about 20 kbar in the AIMD simulations. We performed tests on a few configurations using cell parameters adjusted to give, on average, a residual pressure of 0 kbar at the set temperature. We found that the computed VDOS, as determined from the MD trajectories and with the experimental and “zero-pressure” cell parameters, respectively, are in good qualitative agreement \( \text{(cf. Fig. S1)}. \) This suggests that, at \( T = 100 \) K, external pressure has little effect on the proton vibrational dynamics in 50In/BZO. Consequently, in order to have the same cell volume for each structural model, the cell parameter was set to the experimental value of \( a = 4.241 \) Å, refined from the PXRD data.

For the distribution of the 4 Zr and 4 In atoms on the 8 available B sites, we note that there are only 6 possible inequivalent arrangements. The six configurations are shown in Table S1\textsuperscript{†} in which we also report the number of Zr–O–Zr, In–O–In and Zr–O–In bonds and the presence/absence of a stacking plane containing only one type of cations (In or Zr). Since there is no experimental evidence of any kind of superstructure in 50In/BZO, we assumed a random distribution of Zr and In atoms over the B sites, \( \text{i.e.} \) without layering effects (stacking planes), and with a number of Zr–O–In bonds that is half of the total number of bonds. Only the arrangement shown in Fig. 2(a) (labeled as “III” in Table S1\textsuperscript{†}) fulfills these conditions and was used for further investigations. Geometry optimization confirmed that the external pressure is isotropic for this configuration, with no cross-terms, \( \text{i.e.} \) the Bravais lattice is cubic.

As a development from our preceding AIMD simulations study on In-doped BaZrO\textsubscript{3},\textsuperscript{53} in which we considered a dopant concentration of \( x = 3/8 \) yet a single proton (the electroneutrality being ensured \textit{via} a distant oxygen vacancy), we here consider a fully hydrated model with \( x = 4/8 \), \( \text{i.e.} \) a model containing 4 protons. The resulting structural models, which are more complex with respect to the one-proton scenario, are considered here in an effort to evaluate the impact of vicinal protons on the local proton environments and associated vibrational dynamics.

The localization of the protons over the perovskite lattice is a non-trivial problem when considering structural models with more than one proton and one dopant atom. In the present case, 4 protons are bonded to 4 of the 24 oxygen atoms and each of them located on one of the 4 sites surrounding an oxygen atom, which results in manifold configurations. In order to select inequivalent and chemically meaningful structural

| Fundamental \((n = 1)\) | Overtones \((n = 2)\) |
|-------------------------|------------------|
| \( f_{\text{max}} \) \text{(arb. units)} | \( Q_{\text{max}} \) \text{[Å\textsuperscript{-1}]} |
| \( v = 1 \) | \( v = 3 \) | \( v = 1 \) | \( v = 3 \) |
| 2.05 | 0.75 | 0.97 | 0.25 |
| 7.3 | 9.5 | 10.2 | 15 |

Table 1 Values of \( f_{\text{max}} \) and \( Q_{\text{max}} \) relative to the curves shown in Fig. 1.

![Fig. 2](a) Schematic illustration of the chosen In and Zr arrangement in the \( 2 \times 2 \times 2 \) supercell used in the AIMD simulations. (b and c) 2D schematic of \textit{correlated defects}, where the possible effect of the correlation among two protons is also illustrated. The ZrO\textsubscript{6} and InO\textsubscript{6} octahedra are distinguished by gray and blue color, respectively. Oxygen atoms are shown as red spheres and protons as white spheres. Ba atoms are omitted for clarity.
models, we first consider that the proton in an oxide lattice is known to strongly interact with its surrounding, both electrostatically and structurally. For convenience, we define the concept of a “shell”, centered on the proton, as a volume in which the proton strongly distorts the perovskite lattice. As an approximation, justified by the structural models obtained by geometry optimization, we arbitrarily limit the extension of these shells to the second closest neighbors of the protons. We then design two types of structural models: the first for which shells do not overlap (uncorrelated defects models), and the second for which shells overlap (correlated defects models). We further differentiate the correlated defects models into structures where two protons are “pairing” (P-type), i.e. where the two hydrogen bonds are accepted by the same oxygen atom, and structures where two shells induce a strong rotation (R-type) of a single BO₆ octahedron (B = In, Zr). A scheme of these two scenarios is shown in Fig. 2(b) and (c), together with an illustration of a possible geometrical reorganization of the BO₆ octahedra as an effect of the cooperation of defects.

4.3 Vibrational density of states
We emphasize that, while the structure at each step of the AIMD trajectory is obtained by quantum mechanical computation of the electronic density, the trajectory itself is obtained by propagating Newton’s equation of motion on classical particles. The proton being treated as a classical particle even at T = 100 K, it has a finite velocity, thus it oscillates in its site around its stable position. While this motion is unphysical at such a low temperature, we take here advantage of it as a probe of the potential energy surface of the proton.

The characteristic frequencies of the atomic motions, obtained by power spectral density (PSD) analysis of the atomic velocities, provide an estimate of the neutron weighted vibrational density of states (VDOS), I(ω), given by

$$I(\omega) = \frac{1}{3N} \sum_{\alpha} \sum_{\nu} \left| v^{\omega}_{\nu}(\omega) \right|^2 , \tag{3}$$

where $v^{\omega}_{\nu}(\omega)$ is the discrete Fourier transform of the α component of the velocity of particle i at time t, $v^{\omega}_{\nu}(t)$, and $\sigma_i$ the respective neutron incoherent cross section. In the one-phonon approximation I(ω) is then proportional to the measured experimental intensity.

In the evaluation of eqn (3) the frequency leakage issue, originating from the discrete Fourier transformation, is here treated by weighting atomic velocities by the first eigenvector of the discrete prolate spheroidal sequences (dpss, or Slepian function). Optimal use of trajectories (vs. resolution) was achieved by using trajectory segments of 2048 fs together with the overlapping data segment method.

5 Results
5.1 Average structural and thermogravimetric analysis
Fig. 3(a) shows the TG curve of the nominally hydrated sample upon heating from 25 °C to 950 °C, recalculated to the number of moles of hydrogen per formula unit perovskite. As can be seen, the water molar concentration agrees with the maximum value expected based on the hydration of oxygen vacancies created via acceptor doping, meaning that the sample is, within error, fully hydrated with no signs of additional hydrogen, such as physisorbed water molecules or other hydrogenated chemical species.

Fig. 3(b) shows the diffractogram of both dehydrated and hydrated samples, together with Rietveld fits to the data. The diffractogram of the dehydrated sample confirms that the material is monophase with an average-cubic structure with space group Pm3m. The PXRD pattern for the hydrated sample can be modeled by two phases in the material, one dehydrated phase and one hydrated phase, see inset in Fig. 3(b). The lattice parameters for the two phases were found to be 4.195(1) Å (dehydrated) and 4.241(1) Å (hydrated), in agreement with previous work.

5.2 Infrared spectroscopy
Fig. 4 shows the room temperature IR spectrum of 50In/BZO over the energy range 180–600 meV (1452–4839 cm⁻¹). The spectrum is featured by a broad, asymmetric, band between ca. 330 and 450 meV, two relatively distinct, more symmetric bands at around 250 and 300 meV, respectively, and a small band at around 530 meV, in full accordance with previous work.

5.3 Inelastic neutron scattering
5.3.1 Main features of the INS spectra. Fig. 5(a, b) shows the INS spectra of 50In/BZO at T ≤ 10 K as measured on (a) TOSCA and (b) MERLIN. The most intense feature in both spectra is the intense band centered at around 110 meV, assigned as the fundamental O–H bend vibration, δ(O–H). Weaker and broader features are centered at around 200 meV, 420 meV, 500 meV, and 650 meV, respectively. The generally broad nature of the bands suggests the presence of several different O–H distances and thus several distinct proton sites inside the crystal structure.

Fig. 5(c) shows I(Q,ω) maps of 50In/BZO, as obtained from the MERLIN experiment, with four different energies of the incident neutrons, 200 meV (A), 400 meV (B), 600 meV (C), and 1000 meV (D). Notice how the maximum of the INS signal occurs at larger Q values as the transition energy increases, as expected following our theoretical analysis of the INS intensity as described in Section 3.

5.3.2 Q profiles and band assignment. Fig. 6 shows plots of I(Q) integrated over different ω ranges and of I(ω) integrated over different Q intervals. In agreement with Fig. 5(c), we observe how the maximum of the INS signal occurs at larger Q values (Qmax) as the transition energy increases [Fig. 6(a, b)]. The analysis of the I(Q) curves was combined with the study of I(ω) over narrow Q intervals (ΔQ), as shown in Fig. 6(c, d). By narrowing ΔQ we could maximize the contribution to the spectra of those bands characterized by Qmax ∈ ΔQ, hence isolating and gain a better view of specific spectral components. As an example, for the 480–640 meV energy region one can observe only a broad band around 540 when using a wide ΔQ, e.g. 14–21 Å⁻¹ [Fig. 6(d)]. By
using $\Delta Q = 2 \text{ Å}^{-1}$, the presence of a shoulder at approximately 555 meV can be observed.

The combined analyses of $I(Q)$ and $I(\omega)$ suggest that the analyzed spectral range, 100–700 meV, can be divided into 22 distinct energy regions, each characterized by a different $Q$ dependence. Fig. 7 shows $I(\omega)$ together with 22 Gaussian shaped components that were fit to the spectra.

The low-energy region [Fig. 7(a)], as related to $\delta$(O–H) fundamentals, can be divided into four components, marked as a1, a2, a3 and a4. The higher-energy region [Fig. 7(b)] can be divided in 5 components (b1, b2, b3, b4, and b5), which are assigned as first overtones and combinations of the $\delta$(O–H) fundamentals. Note that the shape of the $\delta$(O–H) band region in Fig. 7(b) resembles that in Fig. 7(a), which provides further support for the assignment to overtones. Further, looking at Table 1 in the Theoretical considerations section, for the fundamental wag modes ($\nu = 1$, $n = 1$) and overtones ($\nu = 1, n = 2$) the calculated values of $Q_{\text{max}}$ are 7.3 and 10.2 Å$^{-1}$, respectively. This means that $Q_{\text{max}}^{(n=2)}[\text{wag}] = \sqrt{2}Q_{\text{max}}^{(n=1)}[\text{wag}]$. Using this relation one can therefore estimate that the overtones of a1–a4 should be characterized by $Q_{\text{max}}$ values of ca. 11.0 Å$^{-1}$, 11.7 Å$^{-1}$, 13.0 Å$^{-1}$ and 14.1 Å$^{-1}$. These results are in good agreement with the

Fig. 3 (a) TG curve for the nominally hydrated 50In/BZO sample measured upon heating. (b) PXRD patterns for dehydrated (red) and hydrated (blue) samples at room temperature, together with Rietveld fits with the following error indices: $R_w = 2.34$ (dehydrated), 2.75 (hydrated); $\chi^2 = 1.56$ (dehydrated), 1.47 (hydrated). Inset shows a close up of the (013) reflection. Notice the presence of two phases for the hydrated sample.

Fig. 4 IR absorbance spectrum of 50In/BZO over the extended $\nu$(O–H) band region, measured at room temperature.

Fig. 5 INS spectrum at $T \approx 10$ K of 50In/BZO recorded with TOSCA (a) and MERLIN (b). (c) $I(Q,\omega)$ maps of 50In/BZO, as measured on MERLIN with four different energies of the incident neutrons, 200 meV (A), 400 meV (B), 600 meV (C), and 1000 meV (D). The intensity is shown according to the color-code bar. The black bullets represent the $Q_{\text{max}}$ values for the different bands, as reported in Table 2. The dotted black line is the calculated hydrogen recoil line. The INS spectrum in (b) has been obtained by the integration of each map over the entire $Q$ range.
of the INS maps shown in Fig. 5(c), together with peak-functions and the total integration over the background.

Fig. 7  \( \omega(Q) \) spectra as obtained after integration over selected \( Q \) ranges of the INS maps shown in Fig. 5(c), together with peak-fitted Gaussian functions and the total fit (green line). (a) Corresponds to the integration over the \( Q \) range 6–12 Å\(^{-1} \), (b) 9–15 Å\(^{-1} \), (c) 11–17 Å\(^{-1} \), and (d) 14–21 Å\(^{-1} \). All spectra have been baseline corrected using a linear background.

Table 2  Observed bands and assignment for 50In/BZO. \( \omega \) and \( Q_{\text{max}} \) have uncertainties of ca. 5 meV (40 cm\(^{-1} \)) and 2\%, respectively.

| Band  | \( \omega \) [meV, cm\(^{-1} \)] | \( Q_{\text{max}} \) [Å\(^{-1} \)] | Assignment |
|-------|---------------------------------|---------------------------------|------------|
| a1    | 93 (782)                        | 7.8                             | \( \delta(O-H) \) |
| a2    | 108 (903)                       | 8.3                             | \( \delta(O-H) \) |
| a3    | 128 (1089)                      | 9.2                             | \( \delta(O-H) \) |
| a4    | 150 (1210)                      | 10.0                            | \( \delta(O-H) \) |
| b1    | 200 (1573)                      | 10.7                            | \( 2\delta(O-H) \) |
| b2    | 222 (1790)                      | 11.4                            | \( 2\delta(O-H) \) |
| b3    | 250 (2057)                      | 12.15                           | \( 2\delta(O-H) \) |
| b4    | 285 (2218)                      | 12.8                            | \( 2\delta(O-H) \) |
| b5    | 310 (2460)                      | 13.4                            | \( 2\delta(O-H) \) |
| c1    | 350 (2742)                      | 13.9                            | \( \gamma(O-H) \) |
| c2    | 375 (3025)                      | 13.9                            | \( \gamma(O-H) \) |
| c3    | 410 (3307)                      | 14.2                            | \( \gamma(O-H) \) |
| c4    | 432 (3549)                      | 14.7                            | \( \gamma(O-H) \) |
| d1    | 500 (3992)                      | 16.0                            | \( \delta(O-H) + \gamma(O-H) \) |
| d2    | 520 (4194)                      | 16.0                            | \( \delta(O-H) + \gamma(O-H) \) |
| d3    | 540 (4355)                      | 16.2                            | \( \delta(O-H) + \gamma(O-H) \) |
| d4    | 555 (4476)                      | 16.7                            | \( \delta(O-H) + \gamma(O-H) \) |
| d5    | 575 (4678)                      | 17.3                            | \( 2\delta(O-H) + \gamma(O-H) \) |
| d6    | 610 (4920)                      | 17.6                            | \( 2\delta(O-H) + \gamma(O-H) \) |
| d7    | 634 (5162)                      | 17.6                            | \( 2\delta(O-H) + \gamma(O-H) \) |
| d8    | 650 (5283)                      | 17.9                            | \( 2\delta(O-H) + \gamma(O-H) \) |
| d9    | 680 (5485)                      | 18.9                            | \( 2\delta(O-H) + \gamma(O-H) \) |

5.4  \textit{Ab initio} molecular dynamics simulations

5.4.1 Geometry optimizations. Geometry optimization calculations were performed on 52 inequivalent structural models, 36 of which fall under uncorrelated defects and 16 of which fall under correlated defects. The total energy \( E \) for each model is shown in Fig. 8 and Table S1.†

Concerning the uncorrelated defects models, the presented data are ordered as a function of increasing number of In–O(H) bonds present in the model. We remark that the models designed with more In–O(H) bonds are generally more stable, in full agreement with the current view on the attractive nature of the proton–dopant association, \textit{i.e.} proton trapping, which is usually treated as an hindrance to proton diffusivity.\(^9,16–23\) However, due to the high doping concentration, in the present study the In atoms are percolated by design in the structural models. Therefore, the diffusion of the proton away from experimental \( Q_{\text{max}} \) values of the b1–b5 components as reported in Table 2.

Peaks in the range 340–480 meV [Fig. 7(c)] fall into the energy region expected for \( \nu(O-H) \) fundamentals, hence the components marked as c1–c4 are assigned to such modes.\(^{26,29,15,58–61}\) Peaks at even higher energies, 500–700 meV [Fig. 7(d)], are assigned as higher-order transitions. Considerations of both the position and intensity of the fundamental modes suggest that bands d1–d4 and d5–d9 are assigned as binary and ternary combinations of fundamental \( \delta(O-H) \) and \( \nu(O-H) \) modes, respectively. A list of the 22 components, including \( Q_{\text{max}} \) and tentative assignments, are shown in Table 2, whereas the trend of \( Q_{\text{max}} \) against the vibrational energy \( \omega \) is shown in Fig. 5. As expected, the \( Q_{\text{max}} \) values lie very close to the theoretical hydrogen recoil line, calculated as

\[
Q = \sqrt{\frac{2m}{\hbar^2}} \sqrt{\omega}
\]

with \( m \) being the proton mass.
Fig. 8 Total energy $E$ from geometry optimization calculations of the 52 inequivalent structural models, grouped as uncorrelated defects (a) and correlated defects (b). Results from (a) are sorted by increasing number of In–O(H) bonds. Models selected for AIMD simulations are marked with a full red circle. Models marked with a full orange circle have also been simulated with AIMD, for showing peculiarly strong hydrogen bonds, yet have undergone a structural transition during the thermalization step of the AIMD simulation. The total energies from the AIMD simulations (not shown) are comparable for all selected models, with a global value of $E = -297.5(3)$ eV.

Fig. 9 Detail of the trajectory of a single proton. Fluctuations of the covalent bond length, $d_{O-H}$ (a), and the hydrogen bond length, $d_{H}$ (b). Characteristic frequencies associated with the bond length fluctuations (c), obtained by PSD analysis.
ensemble of proton trajectories as a unique structural model. Accordingly, the proton vibrational spectra of the *uncorrelated* and *correlated* models, over the $\delta$(O–H) and $\nu$(O–H) regions, have been summed and normalized and are in very good agreement with the INS spectrum (Fig. 10). The variations in shape and frequency of the $\nu$(O–H) and $\delta$(O–H) bands between the two models reveal, in average, a higher tendency for the formation of strong hydrogen bonds in the *correlated defects* models. This result supports the idea that protons in close proximity may stabilise strong hydrogen bonds by the cooperative increase of structural distortions, that is consistent with the original design of the structural models.

In Fig. 11(a) we show the distribution of the hydrogen bond lengths, as derived from the model summed over all proton trajectories. The distribution can be approximated by a normalized Gaussian function with parameters $d_{O-H} = 1.940(2)$ Å and FWHM = 0.371(4) Å. Previous computational work using DFT calculations have reported hydrogen bond lengths between 1.75 Å and 2.28 Å in hydrated In-doped BaZrO$_3$ (ref. 29 and 62) and between 1.6 Å and 2 Å in hydrated Ba$_2$In$_2$O$_5$. The excellent agreement between these numbers and the distribution of hydrogen bond lengths obtained in this work provides support and validation of our results.

The Gaussian shape of the distribution indicates that the ensemble of trajectories does not contain an unreasonably populated “exotic” local structure with either extremely weak or extremely strong hydrogen bond, whereas the large FWHM is due to the inhomogeneous broadening of the model of an ensemble of trajectories. For a more detailed analysis, we divide the hydrogen bond distribution into five domains: hydrogen bonds with bond length close to $d_{O-H}$ are referred to as medium (M) hydrogen bonds, whereas those with shorter or longer bond lengths are referred to as strong (S) and weak (W) hydrogen bonds, respectively. We also define very strong (VS) and very weak (VW) hydrogen bonds, with bond lengths lower than 1.725 Å and higher than 2.175 Å, respectively. Note the asymmetry of the distribution towards shorter bond lengths, with ca. 8% of the hydrogen bond being in the VS group, compared to ca. 4% in the VW group.

The trajectories were filtered according to this grouping and the VDOS associated to the filtered trajectories (VDOS$_f$) are shown in Fig. 11(b) and S1(b),† over the $\nu$(O–H) and $\delta$(O–H) region, respectively. Due to the “uneven sampling” of the filtered trajectories, the leakage issue from the PSD calculation...
cannot be properly compensated, which translates into an artificial broadening of the bands and a Lorentzian-like component to the lineshape. However, the spectral weight of each VDOS(f) is comparable to the relative population from the bond-length distribution, and the frequency of the bands are unaffected by the broadening effect. Furthermore, the artificial broadening does not exceed the experimental resolution, as seen by comparison with the INS spectrum. Fig. 11(c) shows the frequencies of the $\delta$(O–H) and $\nu$(O–H) bands for each interval of this hydrogen bond length grouping.

The sum of the VDOS(f) and the experimental spectrum are in overall in good agreement with each other [Fig. 11(b), S1(b)], which enables the association of the various hydrogen bond length intervals to the band assignment as shown in Fig. 7 and Table 2. One should note that the grouping of hydrogen bond lengths is merely a mathematical operation and that the chosen intervals do not have an intrinsic physical meaning. This means that we should not expect the VDOS(f) to correspond to specific INS vibrational bands, rather the computational results should be used to deduce information on the relationship between vibrational frequency and hydrogen bond strength. For the $\delta$(O–H) region [Fig. S1(b)], the VDOS(f) bands are generally broad and strongly overlapping with each other, making the comparison to specific components of the INS spectrum difficult. For the $\nu$(O–H) region [Fig. 11(b)], the S, M and W bands are more separated from each other. A comparison between the INS bands and the VDOS(f) suggests a correspondence of the a1 and c1 bands to weak (W) hydrogen bonding, of the a2, a3 and c2 bands to medium (M) hydrogen bonding and of the a4 and c3 bands to strong (S) hydrogen bonding. The assignment of the c4 peak is less clear, as it may correspond to either strong or very strong hydrogen bonding.

6 Discussion

By bringing together the results from the IR and INS experiments [Fig. 12] and DFT calculations, we are now able to understand several new features pertaining to the local coordination environment and vibrational dynamics in 50In/BZO. In particular, the analysis of the $Q$ dependence of the INS spectrum of 50In/BZO establishes that fundamental $\delta$(O–H) and $\nu$(O–H) modes are located in the energy ranges 80–150 meV and 350–450 meV, respectively, whereas the features as observed in the energy ranges 180–320 meV and 510–700 meV are, at least primarily, associated with higher-order transitions. The generally very good agreement between the experimental and calculated spectra over the $\delta$(O–H) and $\nu$(O–H) regions, both in terms of peak positions and shapes, suggests that, in spite of the rather limited number of structural models and simulation lengths, the main features of the material have been caught in the simulation framework. Specifically, the fact that only the fundamental modes are estimated from the VDOS and no significant spectral contributions fall in the energy ranges of the overtones further supports the assignment based on the $Q$ dependent analysis of the INS spectrum. This leads us to include, in a first approximation, the assignment of the two low energy IR-active bands at 250 and 290 meV, respectively, to overtones or combinations of $\delta$(O–H) modes and the 530 meV band to $\delta$(O–H) + $\nu$(O–H) combination modes.

We note, however, that the IR spectrum of hydrated and dehydrated samples of 50In/BZO do not show any clear peaks or large spectral differences in the region expected for $\delta$(O–H) fundamentals ($\omega$ = 80–160 meV). This suggests that the $\delta$(O–H) modes in 50In/BZO are virtually IR inactive modes, which would rather point towards that the 250 and 290 meV modes relate to some sort of “extreme” structural arrangement, featured by a hydrogen-bond length of the order of 1.5 Å. Structures with such strong hydrogen bonds are indeed present in the AIMD simulations and characterized by a strong tilting or distortion of the BO$_6$ octahedron vicinal to the proton experiencing the strong hydrogen bonding. The amplitude of the distortion is maximal, and the hydrogen bond strongest, when the protons and oxygen atoms involved in the distortion are the most displaced from their average position. Fig. 13 shows an example of such a structure, which is featured by a hydrogen bond length as short as 1.489 Å, as extracted from the AIMD trajectories. It should be noted, however, that these local proton arrangements are only found here due to the classical description of the atoms and, being extremely short-lived (~10 fs), are most unlikely to generate a well-defined band in the IR spectrum. Therefore, in case the 250 and 290 meV bands are indeed related to fundamental modes, they can, reasonably, only be stabilized in heavily distorted environments, perhaps induced by the presence of structural defects such as oxygen vacancies and/or grain boundaries. Regarding the latter, recent theoretical studies show an $\nu$(O–H) frequency of about 324 meV for protons in inter-octahedral hydrogen-bonding configurations at the interface between grains in BaZrO$_3$ based materials.$^{64,65}$

Of relevance here, the concept of an extended distortion domain has been suggested as the origin of an increased hydrogen bond strength, i.e. lower $\nu$(O–H) frequency, in a recent computational work on Y-doped BaZrO$_3$.$^{66}$ This work, which was based on models with a single dopant ($x = 1/8$) and two protons, suggested that the protons tend to pair, in agreement with previous results from Bork et al.$^{67}$ on SrTiO$_3$, and that the proton–proton vicinity affects the hydrogen bond strength. According to these works, the effect of one proton on another
This concept is consistent with the results by Gomez et al. on the concept of extended distortions, we suggest that these distortions are, at least partially, dynamical rather than static at room temperature, as they span both the oxygen atom dynamics and the extended proton arrangement. Whatever the case, the concept of extended distortions is consistent with the coexistence of numerous local proton configurations and thus the apparent large inhomogeneous broadening of the vibrational spectra of 50In/BZO.

In this context it is important to note that the concept of proton trapping, considered to be the main hindrance to proton mobility, is not transferrable to the high-doping scenario discussed here. This is not because 50In/BZO cannot be described as a dilute system with dopant atoms as point defects, but because the proton does not need to escape the vicinity of the dopant atoms to diffuse throughout the perovskite lattice, suggesting that the proton trapping effect is not as critical in the high-doping limit. With a view towards the material’s proton conductivity, we have shown that the lattice dynamics, and in particular the oxygen modes, are affecting the hydrogen bond lengths [Fig. 11(c)], thus the proton environments. The dynamical motion of the oxygen atoms, hence of the proton positions, and of the hydrogen bond strength, should be associated to fluctuations of the potential energy barrier associated to specific diffusion events. For instance, an oxygen-triggered weakening of the hydrogen bond may favor the reorientational motion of the –OH group, while a strengthening may favor proton hopping. This concept is consistent with the generally lower activation energy of localized proton dynamics as determined experimentally with QENS with respect to predictions from ab initio simulations.68

We end this discussion by pointing out the large difference between the IR and INS intensity in the region of ν(O–H) modes, especially for low vibrational frequencies, and hence strong hydrogen-bonding configurations, for which the IR intensity is considerably stronger than the INS intensity (Fig. 12). As the INS intensity is proportional to the number of vibrating species, it implies that the IR absorption cross section increases as a function of increasing ν(O–H) frequency. This shows that the IR intensity cannot (alone) provide a good measure of the number of protons in the different types of proton sites present. This new information is crucial for a quantitative analysis of IR spectra of proton conducting oxides and may have important repercussions for the investigation and reinvestigation of local structural properties of these, and similar materials generally.

7 Conclusions

We have performed a detailed analysis of the local coordination environment and vibrational dynamics of protons in a hydrated sample of 50% In-doped BaZrO3 (50In/BZO), using PXRD, IR spectroscopy, and INS together with AIMD simulations. We show that the experimental INS and IR spectra of 50In/BZO are the spectral response of a large range of different local proton environments in the material and establish the assignment of fundamental δ(O–H) and ν(O–H) modes in the energy ranges of 80–150 meV and 350–450 meV, respectively, whereas features at 180–320 meV and 510–700 meV are, at least primarily, associated with higher-order transitions of δ(O–H) and ν(O–H) modes. Specifically, we find that the IR active peaks at approximately 250 and 290 meV are most likely related to fundamental ν(O–H) modes in the vicinity of strongly tilted (Zr/In)O6 octahedra of the perovskite lattice. Furthermore, we show that the vibrational modes of the perovskite host lattice, which are thermally activated for temperature above ca. 300 K, induce strong fluctuations of the local proton environments, whereas the interaction between protons comes into play through the stabilization of pronounced structural distortions that increases the diversity of the proton sites. It is argued that, converse to more weakly doped systems such as 20% Y-doped BaZrO3, the dopant–proton association effect does not hinder the diffusion of protons due to the presence of percolation paths of dopant atoms throughout the perovskite lattice.
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