The sound-ring radiation of expanding vortex clusters
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We investigate wave-vortex interaction emerging from an expanding compact vortex cluster in a two-dimensional Bose-Einstein condensate. We adapt techniques developed for compact gravitational objects to derive the characteristic modes of the wave-vortex interaction perturbatively around an effective vortex flow field. We demonstrate the existence of orbits or sound-rings, in analogy to gravitational light-rings, and compute the characteristic spectrum for the out-of-equilibrium vortex cluster. The spectrum obtained from numerical simulations of a stochastic Gross-Pitaevskii equation exhibiting an expanding vortex cluster is in excellent agreement with analytical predictions. Our findings are relevant for 2d-quantum turbulence, the semi-classical limit around fluid flows, and rotating compact objects exhibiting discrete circulation.

Introduction. — The interaction between waves and rapidly rotating objects gives rise to a range of exotic phenomena. A prominent example is that of compact gravitational objects, such as black holes and neutron stars, which can exhibit circular orbits of light commonly referred to as light-rings [1]. The existence of light-rings implies that the gravitational field significantly affects the wave propagation nearby. In particular, the light-ring is intimately connected to the quasi-normal modes of black holes and neutron stars [2], which are the damped linear oscillations (ringdown) of a system as it settles into equilibrium. This black hole relaxation process, or ringdown, following a black hole merger event has been observed by the LIGO collaboration [3, 4].

The importance of the light-ring in characterising scattering processes is not limited to gravitational systems. One can identify analogue or effective light-rings in hydrodynamic systems. To derive effective light-rings in the system one studies the wave-propagation of bulk (i.e. sound waves) or interface waves [5] in rapidly rotating fluids. Recently it was shown that the free surface of a macroscopic classical vortex flow oscillates at the analogue of light-ring frequencies [6].

A promising new line of research within the gravitational wave community is to extend the concept of light-rings from beyond the aftermath of a binary merger all the way back before the merger begins [7]. This is somewhat surprising since the light-ring is tied to wave scattering around a stationary gravitational background, whereas a binary merger refers to a highly non-linear gravitational field evolution. If the light-ring has predictive power for the non-linear dynamics in general relativity, might the same then be true in hydrodynamic systems? We show that this is the case, by adapting the light-ring methods to predict the spectrum of sound emitted by a rapidly decaying compact vortex cluster in a two-dimensional Bose-Einstein condensate (BEC). Here, the effective light-rings correspond to circular trajectories of sound, or sound-rings.

Being a macroscopic quantum fluid, a BEC is known to exhibit a wide range of exotic phenomena including wave-propagation of heat (second sound) [8], perfectly inviscid flow, and quantization of circulation [9].

FIG. 1. Simulations of a decaying vortex cluster. Left column: condensate density at three qualitatively different stages of the decay. initial multi-winded vortex (A); multi-winded vortex has decayed in many singly winded vortices forming a disordered cluster (B); cluster has expanded (C). Right column: enlargements to show the vortex configuration at the three stages together with the outermost sound-ring radius (black circle) and the minimal cluster size (white circle).
latter leads to vortices in BECs (holes in the condensate) that are discretized and topologically protected by their phase winding. Whereas prior studies of effective light-rings have been conducted in draining (spiral) classical hydrodynamical vortices [6], we show that the notion of light-ring extends to the purely circular flow around quantized vortices and clusters thereof. As we will show, the sound-ring of a cluster can extend well outside the cluster core. Consequently, the cluster exhibits a characteristic spectrum independent of vortex configuration. This demonstrates the predictive power of sound-rings for composite rotational systems. Our findings are of direct relevance for wave-vortex interaction in superfluids, complementing ongoing research in quantum turbulence in two and three dimensions exhibiting clusters and bundles of vortices, respectively.

Modelling.— We investigate the non-linear relaxation of a rapidly rotating disc-shaped BEC through numerical simulations of the two-dimensional (2D) Stochastic Gross-Pitaevskii Equation (SGPE), [10, 11], numerical simulations of the two-dimensional (2D) Stochastic Gross-Pitaevskii Equation (SGPE), [10, 11].

\[ \dot{\Psi} = \left(1 - i\gamma \right) \left(-\frac{\hbar^2}{2m} \nabla^2 + U(r) - \mu + g|\Psi|^2 \right) \Psi \tag{1} \]

Here, \( t \) is time and \( r = (r, \theta) \) are 2D polar coordinates. We consider a tight transverse confinement, such that the average energy away from the core (stage B) is \( \langle \rho \rangle \ll \rho_0 \) and \( \nabla \rho_0^2 \ll n_0 \), the coarse-grained density background \( \rho_0 = 1 - \frac{1}{2}v^2 \) is given by

\[ \rho_0 = \begin{cases} 1 + \frac{1}{2} (\ell/R)^2 \frac{(r/R)^2 - (\ell/R)^2}{(\ell/R)^2}, & r \leq R, \\ 1 - \frac{1}{2} (\ell/r)^2, & r > R \end{cases} \tag{3} \]

for \( \rho_0 \gtrless 0 \) and \( \rho_0 = 0 \) otherwise. Hence, the solid body region is absent from the flow for \( R < \ell/\sqrt{2} \) and the cluster transitions to a single multiply winded vortex (c.f. Fig. 1), requiring corrections beyond the Thomas-Fermi approximation.

Perturbative expansion.— To model the frequency content of the sound field, Eq. (1) is linearized about the core. During the subsequent evolution (stage C) the cluster further expands under the influence of the damping \( \gamma \), which (i) reduces reflection of fluctuations from the boundaries and (ii) enables us to tune the typical timescale of the expansion. Note, the presented results are independent of their specific values for sufficiently small \( \eta \) and \( \gamma \) [12]. Once vortices have expanded beyond the largest \( r_{sr} \), the common sound-ring disappears, breaking up into individual sound-rings for each vortex. This removes the potential barrier enabling the low-frequency sound-field to probe the cluster core.
slowly moving background $\partial_t \phi_0, \partial_t \rho_0 \ll 1$, i.e. $\partial_t R \ll 1$. The resulting dynamics for the fluctuations is given by

\begin{align}
(\partial_t + \mathbf{v} \cdot \nabla) \delta \phi &= -\rho_0 \nabla^2 \delta \phi, \\
(\partial_t + \mathbf{v} \cdot \nabla) \delta \phi &= -\left(1 - \frac{\nabla^2}{4\rho_0}\right) \delta \rho.
\end{align}

(4a) (4b)

Here, we neglected $\eta, \gamma \ll 1$, which act as sources and sinks of fluctuations but do not significantly alter the sound-field frequencies. In the long wavelength limit, the excitations are phonons described by a single relativistic Klein-Gordon equation on an effective spacetime determined by the background flow $\mathbf{v}$. This mathematical equivalence builds the basis of analogue gravity systems \cite{adler1}.

To model the sound-waves, we apply a WKB approximation, which amounts to assuming that the solutions to (4) look locally like plane waves

\begin{equation}
\left[\frac{\delta \phi}{\delta \rho}\right] \sim \left[\frac{A(r)}{B(r)}\right] e^{i \int k_r(r)dr + im\theta - i\omega t},
\end{equation}

with a slowly varying amplitude, i.e. $\partial_r k_r \ll k_r^2, \partial_r A \ll k_r A$ and similarly for $B$. Here, we have also used the independence of $t$ and $\theta$ in (4a) and (4b) to decompose into separate frequency $\omega$ and azimuthal $m$ components. Inserting this ansatz into (4) and keeping only the dominant terms gives the local dispersion relation

\begin{equation}
\omega^\pm_D = \frac{mv_0}{r} \pm \sqrt{\rho_0 k^2 + \frac{1}{4} k^4}, \quad k = \sqrt{\frac{k_r^2 + m^2}{r^2}}.
\end{equation}

(6)

where a wave which satisfies the equations of motion must lie either on the upper branch ($\omega = \omega^+_D$) or on the lower branch ($\omega = \omega^-_D$).

Using (5) we obtain the radial phase-space trajectory $(r(t), k_r(t))$ of a wave that satisfies the dispersion relation $\omega^+_D$, by following a trajectory of constant phase \cite{adler2}. The resulting Hamiltonian dynamics $\dot{r} = \partial_k \omega^+_D$ with $\dot{k}_r = -\partial_\omega \omega^+_D$ inform us that waves stagnate radially ($\dot{r} = 0$) for $k_r = 0$. We refer to the radius $r_{tp}$ where a mode stagnates as a turning point, and the frequencies

\begin{equation}
\omega^\pm(r) = \frac{mv_0}{r} \pm \sqrt{\rho_0 m^2 r^2 + \frac{m^4}{4r^4}}.
\end{equation}

(7)

of modes that stagnate at $r_{tp}$, as the turnover frequencies $\omega^\pm$. Note that these curves inform us of the location of the turning points $r_{tp}$ for a given frequency $\omega$ through the relation $\omega = \omega^\pm(r_{tp})$. An example of $\omega^\pm(r)$ for $m = -15$ is displayed in the left panel of Fig. 2. The plotted negative frequencies inform us of the co-rotating ($m > 0$) case $m = 15$ by virtue of the symmetry $-\omega(m) = \omega(-m)$ in equation (6).

For positive frequency ($\omega > 0$) counter-rotating waves, i.e. waves that rotate in a direction opposite to that of the cluster ($m < 0$), the $\omega^+(r)$ frequencies can exhibit a local maximum. This local maximum, which is an unstable fixed-point in radial phase space (see middle panel in Fig. 2), is precisely the sound-ring which is situated at,

\begin{equation}
r_{sr} = \sqrt{\frac{1}{2}(6\ell^2 - m^2)} + \ell \sqrt{6\ell^2 - m^2}, \quad \omega_{sr} = \omega^+(r_{sr}).
\end{equation}

(8)

Here $r_{sr}$ is the radius of the sound-ring and $\omega_{sr}$ is the frequency of the mode which orbits the system at this radius, see Fig. 2. Since the effective Hamiltonian is locally flat at the sound-ring $r_{sr}$, i.e. $\partial_\omega \omega^+(r = r_{sr}) = 0$, waves which are created in this region will linger around $r_{sr}$ before eventually dispersing \cite{adler3}. Note that the sound-ring only exists when the cluster is sufficiently com-
The existence of a sound-ring for counter-rotating waves $m > 0$, for which there is no sound-ring, all frequencies originating in the core propagate freely to the boundary of the condensate. These waves have $\omega \approx \omega^+(R)$ and occupy the yellow region of Fig. 2. By contrast, waves with $\omega < \omega^+(R)$ scatter with the barrier $\omega^-$ in the region $r > R$ and therefore do not probe the core. These waves occupy the blue region.

The existence of a sound-ring for counter-rotating modes alters this picture. As in the previous case, we distinguish between two types of waves which penetrate (yellow)/do not penetrate (blue) the core, with $\omega_{sr}$ delimiting the two scenarios, see Fig. 2. There are two important differences from the co-rotating case: (1) Waves with $\omega_{sr}$ do not travel freely between the core and the boundary. Instead, they linger at the sound-ring radius $r_{sr}$ before dispersing both inwards and outwards. (2) There are frequencies below $\omega_{sr}$ that exist in the core region, which are prevented from escaping due to the presence of a potential barrier outside the core where the flow is irrotational.

In general, a perturbed system will start to settle into a superposition of resonant modes after the initial perturbation has had time to collide with the boundaries of the system. The resonant frequencies are computed using a procedure that is conceptually analogous to computing bound states of the Schrödinger equation for a potential that contains either one or two wells within the semi-classical approximation. The frequencies which solve the resonance conditions are illustrated as points in the right panel of Fig. 2.

Results.— In our simulations, and in experiments, damping is expected to act more aggressively on higher frequencies. Therefore, the majority of the sound-energy escaping the cluster must reside in the frequencies delimiting the yellow and blue regions. Consequently, the peak amplitude for co-rotating frequencies depends on the core size, and therefore on the time the waves were emitted from the core. In comparison, the peak at the sound-ring frequencies remains constant and is thus well resolved. This result is independent of the validity of the model inside the core.

In Fig. 3 we display the frequency content of the sound field acquired from our simulations. The left panel illustrates the radial dependence of the sound in different frequencies for $m = -15$. Superimposing the turnover frequencies from our model, we see that the data is in excellent agreement with our prediction for $r > R$, since $\omega^\pm$ correctly separates the propagating and evanescent regions of the system. By contrast, the model fails for $r < R$ since for our choice of $\ell$ (discussed later) waves in the studied $\omega$-range will be sensitive to vortex dynamics.
the ensemble. The co-rotating waves are still affected by their dependence on the core size $R$ at the time of departure (see Fig. 3). As expected, the counter-rotating power spectrum in the simulations becomes independent of $r_a$ provided $r_a > \max[r_{sr}(m)]$. The dominant features in this signal are the sound-ring frequencies and the resonant modes living outside the cluster (corresponding to the blue region in Fig. 3). Resonant frequencies in the yellow and red regions are not present since these probe the region $r < R$ where our model breaks down.

**Conclusion.** In this work, we introduced the notion of the sound-ring to describe the wave dynamics of a compact vortex. By direct simulation of the full BEC equations of motion, we then verified that the sound-ring of the average flow field is the dominant signal in the measured spectrum. This complements recent progress in black hole physics, where the gravitational waveform produced during binary mergers is determined by the light-ring of the average one-body spacetime. In our case, the sound-ring plays a dominant role since it exists in a region of the flow which is highly symmetric and non-evolving over the course of evolution. The resulting signal is therefore independent of the non-linear vortex dynamics inside the cluster, provided the vortices are packed close enough together that the cluster radius is smaller than the sound-ring, i.e. $R < r_{sr}$.

We expect our findings to be of interest in 2d-quantum turbulence. In a confined system such as a trapped atomic condensate, the number of possible vortex configurations is bounded and the entropy reaches a maximum at a finite value of the energy [18]. Larger energy can be reached only by lower entropy creating clustering of vortices of the same sign. Therefore, injection of energy into such a 2d flow will promote the formation of vortex clusters and sound rings. A coarse-grained velocity field of $\ell$ same-sign vortices will induce a sound-ring of radius $r_{sr} \sim \ell$, see Eq. [6], in which a dominant wave signal is localised around $\omega_{sr}$ in the frequency domain. This is something which could be checked in current experimental and numerical studies of 2d-quantum turbulence in which vortex clustering can be induced by evaporative heating, i.e. the annihilation of vortex-antivortex pairs [19].

Finally, although in our case we do not observe a discrete spectrum of modes which probe the inside of the cluster, we expect these modes to be excited for larger vortex clusters with $\ell \gtrsim 100$. In this limit, we believe the discretization of angular momentum in the underlying micro-structure will be hidden from the long wavelength modes, which perceive only the average “classical” Rankine background. These considerations may be of interest for the corresponding quantum to classical limit around both fluid flows as well as rotating compact objects exhibiting discrete angular momentum.
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SUPPLEMENTAL MATERIAL

Numerical simulations

We model our system with the stochastic Gross-Pitaevskii equation (SGPE), which in our dimensionless units (see main text) takes the form

\[ i\partial_t \Psi = (1 - i\gamma) \left[ -\frac{1}{2} \nabla^2 + U - 1 + |\Psi|^2 \right] \Psi + \varepsilon \eta. \tag{S1} \]

Here, the noise \( \varepsilon \eta \) is written in terms of the dimensionless variance \( \varepsilon^2 \in \mathbb{R} \) and a Gaussian white noise term \( \eta \), sampled from a standard complex normal distribution. The SGPE describes the dynamics of the coherent region \( \Psi \) while being in contact with a thermal bath. The dissipative term \( \gamma \) represents the particle transfer between the coherent region (low-energy modes) and the thermal reservoir (high-energy modes) and the noise \( \eta \) represents the random nature of incoherent scattering within the system. This leads to the system approaching a thermal equilibrium state in the long time limit, with the temperature \( T \) determined by the relation \( \varepsilon^2 \sim T \gamma \). Note that in our adimensionalized variables, the temperature varies with the atomic species constituting the condensate. For the results presented in the main text, we choose \( \gamma = 2.5 \cdot 10^{-3} \) and \( \varepsilon^2 = 2.5 \cdot 10^{-3} \). Provided they are reasonably small, the values for the noise \( \eta \) and damping \( \gamma \) play little role for the results presented in the main text. However, for the considered system, their presence plays a delicate role in the numerical implementation.

The damping \( \gamma > 0 \), which introduces energy loss to the system, makes the vortex cluster decay faster and adds stability to the evolution. This greatly reduces the computational cost of a single simulation. Moreover, as a cluster decays into individual vortices, the energy is released as waves. In the absence of damping (\( \gamma = 0 \)), one would have to wait a very long time for the cluster to decay to sizes \( R \sim \ell \), and worse, by then the condensate, and its resonances, would be highly populated by the waves emitted in the process. Note, however, that choosing \( \gamma \) too large results in overcritical damping of waves and makes the cluster decay too fast for the sound-ring phenomena to be relevant.

The main role of the noise \( \varepsilon \eta \) is to generate realistic vortex configurations in the early stage of the relaxation by explicitly breaking the rotational symmetry of the initial state. To avoid imposing a specific vortex configuration, the initial state of the simulation is a multiply winded central vortex (defined precisely later). For such a state to decay into a cluster of individual vortices, there must be some feature in the system that provides the seeds for breaking the symmetry of the initial state. In the absence of noise, the only non-rotationally symmetric feature in the simulation is the cartesian grid, which results in early vortex configurations inheriting the \( \mathbb{Z}_4 \) symmetries of the discretization. Inclusion of noise, as e.g. quantum or the considered thermal fluctuations, alleviates this problem and leads to realistic random vortex configurations.

The numerical discretization \( \Psi_{n,i,j} \equiv \Psi(t_n, x_i, y_j) \) of the wave-function \( \Psi \) is done onto a set of equal-sized cartesian voxels

\[ \{t_n\} \times \{x_i\} \times \{y_j\} \subseteq \mathbb{R}^{N_t} \times \mathbb{R}^{1536} \times \mathbb{R}^{1536}. \]

To resolve individual vortices, a spatial grid-spacing \( \Delta x \equiv x_{i+1} - x_i = 1/5 \) is chosen. The time-step \( \Delta t \) is performed using a Fourier-spectral Strang-splitting scheme as outlined in [20]. The contribution from noise \( \eta \) is added after each timestep using \( \Psi_{n+1,i,j} \rightarrow \Psi_{n+1,i,j} + \varepsilon \eta \Delta t. \) Although the stability of the solver varies with the damping \( \gamma \), the presented simulations are using \( \Delta t = 5 \cdot 10^{-3} \), which is well within the stable region. To enforce periodicity of \( \Psi \) at the boundaries \( x,y \in \pm \frac{1536 \Delta x}{2} \) of the simulation domain, and thus the adequacy of the Fourier-spectral scheme, a sharp logistic trap of the form \( U(r) \simeq 10/(1 + \exp(2(r_B - r))) \) with \( r_B \simeq 614 \Delta x \) is used.

Each simulation is initialized in the ground state of the external potential \( U(r) \) by evolving a uniform condensate under the influence of an initial strong damping (imaginary time evolution). Once completed, the noise and damping are set to their final small values and we imprint a multiply winded vortex with \( \ell = 29 \) in the center of the potential. Here we use the approximate expression

\[ \Psi_{n,i,j} \rightarrow \Psi_{n,i,j} e^{i\theta(x_i,y_j)} \tag{S2} \]

with the density adjusted according to [5] with a flat \( \rho_0 = 0 \) core inside \( r = \ell/\sqrt{2} \). Note that due to the existence of damping the vortex core relaxes to its exact form long before the cluster decays into individual vortices.
FIG. S1. Vortex tracking results. Left panel: density of the first time frame in the analysed window of a single realisation. White lines are drawn along curves of constant phase. White circular dots are the detected phase singularities, white crosses are the locations of the phase singularities with inverted winding with respect to the net rotation of the cluster. Middle panel: phase information of the data shown in the left panel. The dots and crosses are the same as in the left panel. Right panel: traced trajectories of phase singularities (vortices) in the co-rotating frame. Black dots are the initial phase singularities shown in the left and middle panel.

Post-processing and data analysis

Expectation values are calculated averaging over 51 independent realizations \( \{ \Psi_a(t_n, x_i, y_j) \} \) referred to as an ensemble. Each \( \Psi_a \) is cropped around a time window with 512 time-frames \( t \in [t_1, t_2] \) with \( \Delta t = 1 \), such that the wavefunction has time-averaged cluster radius \( R = (1 \pm 0.02)\ell \). The resulting ensemble averaged cluster size in the window is \( R \in [26.2 \pm 0.3, 32.7 \pm 0.5] \). Here, \( R \) is estimated by fitting the wavefunction to the course-grained velocity field in equation (2). To make sure this fit is adequate, it was tested against vortex-tracking results and similar fits of the densities \( \rho^{(a)} = |\Psi_a|^2 \) to (3). The result of such a vortex tracking procedure is exhibited in Fig. S1. The vortex trajectories in the right panel are plotted in the frame co-rotating with the solid body flow in the core. Two features should be noticed in this figure: (1) The vortex density is slightly larger in the outer regions of the core. The consequence of this is a modification of the solid body flow inside the core, wherein the peripheral region rotates faster than the central region. (2) Even in the co-rotating frame, the vortex trajectories are seen to be very chaotic.

The density data \( \rho^{(a)} \) in the time-window is interpolated onto a polar mesh and decomposed into the different frequency and azimuthal components using a temporal Hilbert transform. The result is a complex function

\[
\rho_m^{(a)}(\omega, r) = \int_{t_1}^{t_2} \int_0^{2\pi} \rho^{(k)}(t, r, \theta) e^{-im\theta + i\omega t} d\theta dt.
\]  

(S3)

Finally, we average over a radial window, and over the ensemble, to obtain the spectrum of the cluster \( \langle |\rho_m^{(a)}(\omega)|^2 \rangle_r,a \). This is the quantity plotted in the central panel of Fig. 3. The quantity plotted in the left panel is the ensemble-averaged \( \langle |\rho_m^{(a)}(\omega)|^2 \rangle_a \) for a given \( m \), i.e. \( \langle |\rho_m^{(a)}(\omega, r)|^2 \rangle_a \).

The Velocity field of a quantized vortex cluster

For a collection of \( N \) vortices at positions \( \{(x_k, y_k)\} \subset \mathbb{R}^2 \) with windings \( \{\ell_k\} \subset \mathbb{Z} \setminus \{0\} \), the background velocity potential may be approximated as the sum of individual (boundary-independent) windings provided that they are well over a healing length apart,

\[
\phi_0 = \sum_{k=1}^{N} \ell_k \arctan \left( \frac{y - y_k}{x - x_k} \right).
\]  

(S4)

The gradient \( \mathbf{v} \equiv \nabla \phi_0 \) can be conveniently written in terms of complex variables \( z = x + iy \) as

\[
\mathbf{v}^* = \sum_{k=1}^{N} \frac{i\ell_k}{2z_k - z}
\]  

(S5)
where $*$ denotes the complex conjugate. Now focus on the case where the center of vorticity is in the origin, i.e. $\sum_n \ell_k z_k = 0$, and impose an ordering $0 \leq |z_1| \leq \ldots |z_M| \leq |z| \leq |z_{M+1}| \ldots \leq |z_N| \equiv R$. Introduce polar variables $z = re^{i\theta}$ and denote the azimuthal average by $\langle \cdot \rangle$, then it follows from the residue theorem that

$$\langle ve^{-i\theta}\rangle^* = \sum_{k=1}^N \frac{\ell_k}{2\pi r} \oint_{|z|=r} dz \frac{dz}{z_k - z} = -i \sum_{k=1}^M \ell_k, \quad \text{(S6)}$$

so that

$$\langle v \rangle = \frac{\ell_M}{r} e_\theta \text{ for } \ell_M \equiv \sum_{k=1}^M \ell_k, \quad \text{(S7)}$$

where $e_\theta \equiv ie^{i\theta}$. That is, the azimuthally averaged velocity field is that of a single, central vortex with a winding equal to the sum of the windings of the vortices contained inside the circle of radius $|z|$. In fact, outside the cluster $|z| > |z_N|$, this relation holds to second order in $|z_N/z|$ without the need for an azimuthal average

$$v = \frac{\ell}{r} e_\theta + O\left(\frac{z_N^2}{z}\right) \text{ for } \ell \equiv \sum_{k=1}^N \ell_k. \quad \text{(S8)}$$

Assuming a uniform distribution of vortices inside $R$, i.e. $d\ell \propto dA$, we may write

$$\ell_M \approx \ell \left(\frac{r}{r_c}\right)^2 \text{ where } r_c \equiv \left\{ \begin{array}{ll} R & \text{for } r \leq R \\ r & \text{for } r > R \end{array} \right. \quad \text{(S9)}$$

equation (S9) takes the form of a drain-free Rankine vortex $v = v_0(r) e_\theta$ with

$$v_0 = \frac{\ell}{r} \left(\frac{r}{r_c}\right)^2 \left\{ \begin{array}{ll} \frac{\ell}{r} & \text{for } r \leq R \\ \ell & \text{for } r > R \end{array} \right. \quad \text{(S10)}$$

To find an expression for the background solution $\rho_0 = 1 - \frac{1}{2}v^2$ we need to obtain an expression for $\langle v^2 \rangle$ inside the cluster. Note that the need for this calculation arises because the azimuthally averaged velocity field is no longer irrotational inside the cluster. The following procedure is equivalent to the result one would obtain from including the integral of $v \times (\nabla \times v)$ from $r$ to infinity in the Bernoulli equation. The outside is already given from equation (S8), but to find the value inside the cluster we observe that

$$v^* v = \sum_{m,n} \frac{\ell_{m,n} \ell_{m,n}}{(z_n - z)(z_m - z^*)} \approx r^6 \sum_{m,n} \ell_{m,n} \left[ \frac{\ell_{m,n} \leq \ell_m}{r^4} - \frac{\ell_{m,n} > \ell_m}{(z_m - z_n^*)^2} \right] \left[ \frac{\ell_{m,n} \leq \ell_m}{r^4} - \frac{\ell_{m,n} > \ell_m}{(z_m - z_n^*)^2} \right]$$

$$= \frac{\ell_M}{r} - \sum_{n \geq M} \frac{r^3 \ell_n}{(z_n^*)^2} \left[ \ell_M r - \sum_{n \geq M} \frac{r^3 \ell_n}{(z_n^*)^2} \right] = \frac{\ell_M}{r} \sum_{n \geq M} \frac{r^3 \ell_n}{(z_n^*)^2} \left[ \left( \frac{z}{z_n} \right)^2 + \left( \frac{z^*}{z_n^*} \right)^2 \right] + \sum_{n \geq M} \frac{r^3 \ell_n}{(z_n^*)^2} \sum_{n \geq M} \frac{r^3 \ell_n}{(z_n^*)^2},$$

where $I_C$ is the indicator function. Taking the azimuthal average eliminates the entire middle term and all off-diagonal entries in the last term, leaving only

$$\langle v^* v \rangle \approx \frac{\ell^2}{r^4} + 2\pi r^2 \sum_{n \geq M} \frac{\ell_n^2}{r^4}. \quad \text{(S11)}$$

For a uniform vortex distribution, only the diagonal terms $n = m$ in the sum contributes, leaving us with

$$\langle |v|^2 \rangle \approx \frac{\ell^2}{r_c^4} \left[ 2 - \frac{r^2}{r_c^2} \right] = \left\{ \begin{array}{ll} \frac{\ell^2}{r^4} & \text{for } r \leq R \\ \frac{\ell^2}{r^4} & \text{for } r > R \end{array} \right. \quad \text{(S12)}$$

This finally allows expressing the background density

$$\rho_0 = 1 - \frac{1}{2} \frac{\ell^2}{r_c^2} \left[ 2 - \frac{r^2}{r_c^2} \right]. \quad \text{(S13)}$$

The models for the background density $\rho_0$ in equation (S13) and velocity $v_0(r)$ in (S10) is found to be in good agreement with numerical results (see Fig. S2).
Computing the resonant modes

Since the system is spatially finite, our model may populate resonant modes. We compute these by imposing the boundary conditions and accounting for the mode specific scattering induced by the effective potential $\omega^\pm(r)$. This procedure is conceptually analogous to computing bound states of the Schrödinger equation for a potential that contains either one or two wells within the semi-classical approximation.

To leading order, the WKB expansion of the perturbative dynamics (4) gives the dispersion relation (6). The constraint imposed by the dispersion relation can be thought of as the requirement that the function

$$H \equiv \frac{1}{2} \left( \omega - \frac{mv_0}{r} \right)^2 - \frac{1}{2} k^2 \left( \rho_0 + \frac{1}{4} k^2 \right), \quad k^2 \equiv k_r^2 + \frac{m^2}{r^2}$$

is zero, i.e. $H = 0$. This is exactly a Hamilton-Jacobi equation with the phase $\text{Im}(\ln \delta \rho)$ acting as the principal/action function. The WKB propagation of waves can then be interpreted as the flow in phase space generated by the Hamiltonian $H$. While the rotational invariance of $H$ allow us to study the reduced, radial phase ($r, k_r$) for each $m$, problems arise on turning points $\partial_{k_r} H = 0$. At these points, the WKB assumption of a phase varying much faster than the amplitude is violated. In this section, we search for solutions to the wave equation close to a turning point ($r_0, k_r0$) and use the asymptotic expansions of these solutions to relate WKB solutions on opposite sides of the turning point.

To start, we consider a turning point ($r_0, k_r0$) and expand the Hamiltonian around this point

$$\hat{H} \equiv (\partial_r H)(r - r_0) + \frac{1}{2} (\partial_{k_r}^2 H)(k_r - k_r0)^2,$$  \hspace{1cm} (S14)

where it is understood that $\partial_r H$ and $\partial_{k_r}^2 H$ is evaluated at the turning point. Next, we relax the WKB assumption by promoting $k_r$ to a differential operator $-i\partial_r$. The result is a Hamiltonian operator

$$\mathcal{H} = (\partial_r H)(r - r_0) + \frac{1}{2} (\partial_{k_r}^2 H)(k_r0^2 + 2k_r0i\partial_r - \partial_r^2)$$  \hspace{1cm} (S15)

determining the solutions $\phi$ at the turning point through the differential equation $\mathcal{H}\phi = 0$. If $\partial_{k_r}^2 H \neq 0$ at the turning point, then the equation $\mathcal{H}\phi = 0$ takes the form

$$-\partial_r^2 \phi + 2ik_r0\partial_r \phi + \left[k_r0^2 + Q(r - r_0)\right] \phi = 0$$  \hspace{1cm} (S16)

for $Q \equiv 2(\partial_r H)/(\partial_{k_r}^2 H)$. Factoring out a plane wave with $\phi \equiv \psi \exp(ik_r0r)$, and substituting $z \equiv Q^{1/3}(r - r_0)$ this can be brought to the form of an Airy equation $\psi''(z) = z\psi(z)$, whose solutions are Airy functions $Ai(z)$ and $Bi(z)$. Therefore, the solution to the wave equation around a turning point ($r_0, k_r0$) is

$$\phi = e^{ik_r0r} \left[C_1 Ai(z) + C_2 Bi(z)\right]$$  \hspace{1cm} (S17)
for two constants $C_1$ and $C_2$. For the purpose of matching the WKB modes on either side of the turning point, the only thing we need from the Airy functions is their asymptotic expansion:

\[
Ai(z) \approx \frac{|z|^{-\frac{1}{4}}}{2\sqrt{\pi}} \begin{cases} 
3 \cos \left( -\frac{2}{3} (-z)\frac{3}{2} + \frac{\pi}{4} \right) & \text{for } z \to \infty \\
2 \cos \left( -\frac{2}{3} (-z)\frac{3}{2} + \frac{\pi}{4} \right) & \text{for } z \to -\infty
\end{cases}
\]

(S18a)

\[
Bi(z) \approx \frac{|z|^{-\frac{1}{4}}}{2\sqrt{\pi}} \begin{cases} 
2e^{\frac{2}{3}z^{\frac{3}{2}}} \sin \left( -\frac{2}{3} (-z)\frac{3}{2} + \frac{\pi}{4} \right) & \text{for } z \to \infty \\
2e^{\frac{2}{3}z^{\frac{3}{2}}} \sin \left( -\frac{2}{3} (-z)\frac{3}{2} + \frac{\pi}{4} \right) & \text{for } z \to -\infty
\end{cases}
\]

(S18b)

Before matching with the WKB solutions close to this point, we first note that (S14) can be inverted to inform us that if $H = 0$ then

\[
\int k_r dr = k_{r0} r \pm \frac{2}{3} (-z)\frac{3}{2} + \text{const}
\]

Therefore, we may match WKB modes of the form $A \exp(i \int k_r dr)$ with the asymptotic expansions of (S17) independent of the evolution of the amplitude. Matching with both $z \sim -\infty$ and $z \sim \infty$ results in the linear relation

\[
\begin{bmatrix} A_+ \\ A_- \end{bmatrix} = M \begin{bmatrix} B_+ \\ B_- \end{bmatrix}
\]

where $M \equiv e^{-\frac{z_0 i}{2}} \begin{bmatrix} i & 2 \\ 1 & 2i \end{bmatrix}$

relating amplitudes defined by

\[
B_+ e^{\frac{2}{3}z^{\frac{3}{2}}} + B_- e^{-\frac{2}{3}z^{\frac{3}{2}}} M \rightarrow A_+ e^{\frac{3}{4}i (-z)\frac{3}{2}} + A_- e^{-\frac{3}{4}i (-z)\frac{3}{2}}.
\]

Now, we introduce naming conventions where $k_r^\pm$ refers to propagating modes with positive (+) and negative (−) radial wavenumber $k_r$. Likewise, $\tilde{k}_r^\pm$ refers to the evanescent modes that grow (−) and decay (+) with radius $r$. To match, we note that $z < 0$ whenever $Q > 0$ and $r < r_0$, or $Q < 0$ and $r > r_0$. Then, for $Q > 0$ we may associate $A_\pm$ above with the propagating WKB modes $k_r^\pm$, and $B_\pm$ with the evanescent WKB modes $\tilde{k}_r^\pm$ (notice the different sign). For $Q < 0$, the direction of $z$ is opposite to that of $r$ so $M$ maps inner amplitudes to outer amplitudes, and $M^{-1}$ maps outer amplitudes to inner amplitudes. That is, $M^{-1}$ maps outer amplitudes $A_\pm$ corresponding to $k_r^\pm$ into inner amplitudes $B_\pm$ corresponding to $\tilde{k}_r^\pm$.

Staying with this notation, we may depict the transition as a graphical mnemonic (with radius growing towards the right)

\[
M \equiv \begin{bmatrix} i & 2 \\ 1 & 2i \end{bmatrix} \quad M^{-1} \equiv \begin{bmatrix} i & 2 \\ 1 & 2i \end{bmatrix}
\]

for $Q > 0$ and $Q < 0$ respectively. Here, arrows point to the right if the phase, real or imaginary part, increases with radius, and to the left if it decreases. That is, arrows on propagating lines indicate the direction of increasing phase with $r$, i.e. the direction of propagation of a positive frequency (and positive branch of the dispersion relation) modes. The arrows on the evanescent modes indicate the direction in which the mode decays.

We note that if we define the flipping matrix $F$ by $F(a,b) = (b,a)$ then $MF$ flips the right arms of the diagram (swaps column vectors of $M$), and $FM$ swaps the left arms of the diagram (swaps row vectors of $M$). It is therefore
convenient to define the matrix \( T \equiv FMF \) such that the diagrams take on consistent “arrow” conventions:

\[
T \equiv FMF = \frac{1}{2} e^{-\frac{\pi i}{4}} \begin{bmatrix} 2i & 1 \\ 2 & i \end{bmatrix}
\]

\[
\bar{T} \equiv M^{-1} = \frac{1}{2} e^{-\frac{\pi i}{4}} \begin{bmatrix} 2 & 2i \\ i & 1 \end{bmatrix}
\]

Modes with frequencies larger than the sound-ring frequency (yellow modes) are then determined by the following diagram

\[
\begin{array}{c}
\otimes \\
\bar{T} \\
\end{array} 
\begin{array}{c}
B \\
\end{array}
\]

where the crossed circle \( \otimes \) indicates an amplitude that is zero. Here, the \( B \) refers to the boundary condition. We shall consider an energy-conserving boundary condition of the form \( A_- = e^{2i\eta} A_+ \). In our case, the WKB propagator from radius \( r_i \) to \( r_j \) is given by

\[
W_{ji} \equiv Q_{ij} \begin{bmatrix} e^{+i\Phi_{ji}} & 0 \\ 0 & e^{-i\Phi_{ji}} \end{bmatrix} \text{ for } \Phi_{ji} \equiv \int_{r_i}^{r_j} k_r dr
\]

where \( Q_{ij} \) is a geometrical amplitude factor satisfying \( Q_{ij}Q_{ji} = 1 \). The equation corresponding to diagram \( \text{[S19]} \) then takes the form

\[
\begin{bmatrix} 0 \\ \bar{b}_- \end{bmatrix} = \bar{T}W_{1B}A_+ \begin{bmatrix} 1 \\ e^{2i\eta} \end{bmatrix}
\]

where \( r_I \) is the turning point inside the cluster core, and \( r_B \) is the outer boundary of the condensate. For this to permit non-trivial solutions, we must have

\[
\cos \left( \eta + \frac{\pi}{4} + \int_{r_I}^{r_B} k_r dr \right) = 0
\]

This is the resonance condition for the modes that may propagate freely between the core and the boundary – the yellow region in Fig. 2.

For frequencies smaller than the sound-ring frequency, the wave needs to tunnel through the effective potential \( \omega_\pm(r) \). This happens due to the introduction of a new pair of turning points \( r_1 \) and \( r_2 \). That is, the diagram for the corresponding modes is

\[
\begin{array}{c}
\otimes \\
\bar{T} \\
T \\
\bar{T} \\
\end{array} 
\begin{array}{c}
T \\
\end{array} 
\begin{array}{c}
B \\
\end{array}
\]

whose equation is given by

\[
\begin{bmatrix} 0 \\ \bar{b}_- \end{bmatrix} = \bar{T}W_{11}T W_{12} \bar{T}W_{2B}A_+ \begin{bmatrix} 1 \\ e^{2i\eta} \end{bmatrix}
\]
The result is

$$4 \cot (\Phi_{11}) \cot \left( \eta + \frac{\pi}{4} + \Phi_{B2} \right) = \exp \left( -2 \int_{r_1}^{r_2} |k_r| dr \right) \tag{S22}$$

For a severe evanescent separation $|k_r (r_2 - r_1)| \gg 1$ this condition splits into two separate conditions

$$\cos \left( \int_{r_1}^{r_2} k_r dr \right) = 0 \tag{S23a}$$

$$\cos \left( \eta + \frac{\pi}{4} + \int_{r_2}^{r_B} k_r dr \right) = 0 \tag{S23b}$$

which for a Neumann boundary condition $\eta = 0$ are exactly the equations used to compute the expected resonant frequencies in Fig. 2. Equation (S23a) corresponds to resonant modes in the red regions, (S23b) to the blue regions, and (S20) for the yellow region. Note that unlike the yellow condition (S20), the blue condition only takes the form (S23b) in the case of severe evanescent separation. Additionally, one may encounter cases where $r_B < r_2$ for which there are no blue modes, and the red modes take their asymptotic form (S23a). If $r_B > r_2$ and the right side of (S22) is not negligible (weak evanescent separation), then there is no natural concept of red and blue modes, but rather a set of combined resonant modes.