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Abstract

A small polygon is a polygon of unit diameter. The maximal area of a small polygon with \( n = 2m \) vertices is not known when \( m \geq 7 \). Finding the largest small \( n \)-gon for a given number \( n \geq 3 \) can be formulated as a nonconvex quadratically constrained quadratic optimization problem. We propose to solve this problem with a sequential convex optimization approach, which is an ascent algorithm guaranteeing convergence to a locally optimal solution. Numerical experiments on polygons with up to \( n = 128 \) sides suggest that the optimal solutions obtained are near-global. Indeed, for even \( 6 \leq n \leq 12 \), the algorithm proposed in this work converges to known global optimal solutions found in the literature.
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1 Introduction

The diameter of a polygon is the largest Euclidean distance between pairs of its vertices. A polygon is said to be small if its diameter equals one. For a given integer \( n \geq 3 \), the maximal area problem consists in finding a small \( n \)-gon with the largest area. The problem was first investigated by Reinhardt [1] in 1922. He proved that

- when \( n \) is odd, the regular small \( n \)-gon is the unique optimal solution;
- when \( n = 4 \), there are infinitely many optimal solutions, including the small square;
- when \( n \geq 6 \) is even, the regular small \( n \)-gon is not optimal.

When \( n \geq 6 \) is even, the maximal area problem is solved for \( n \leq 12 \). In 1961, Bieri [2] found the largest small 6-gon, assuming the existence of an axis of symmetry. In 1975, Graham [3] independently constructed the same 6-gon, represented in Figure 2c. In 2002, Audet, Hansen, Messine, and Xiong [4] combined Graham’s strategy with global optimization methods to find the largest small 8-gon, illustrated in Figure 3c. In 2013, Henrion and Messine [5] found the largest small 10- and 12-gons by also solving globally a nonconvex quadratically constrained quadratic optimization problem. They also found the largest small axially symmetrical 14- and 16-gons. In 2017, Audet [6] showed that the regular small polygon has the maximal area among all equilateral small polygons. In 2021, Audet, Hansen, and Svrtan [7] determined analytically the largest small axially symmetrical 8-gon.

*Département de mathématiques et de génie industriel, Polytechnique Montréal, Montreal, Quebec, Canada, H3C 3A7. Email: christian.bingane@polymtl.ca
The diameter graph of a small polygon is the graph with the vertices of the polygon, and an edge between two vertices exists only if the distance between these vertices equals one. Graham [3] conjectured that, for even \( n \geq 6 \), the diameter graph of a small \( n \)-gon with maximal area has a cycle of length \( n - 1 \) and one additional edge from the remaining vertex. The case \( n = 6 \) was proven by Graham himself [3] and the case \( n = 8 \) by Audet, Hansen, Messine, and Xiong [4]. In 2007, Foster and Szabo [8] proved Graham’s conjecture for all even \( n \geq 6 \). Figure 1, Figure 2, and Figure 3 show diameter graphs of some small polygons. The solid lines illustrate pairs of vertices which are unit distance apart.

In addition to exact results and bounds, uncertified largest small polygons have been obtained both by metaheuristics and nonlinear optimization. Assuming Graham’s conjecture and the existence of an axis of symmetry, Mossinghoff [9] in 2006 constructed large small \( n \)-gons for even \( 6 \leq n \leq 20 \). In 2020, using a formulation based on polar coordinates, Pintér [10] presented numerical solutions estimates of the maximal area for even \( 6 \leq n \leq 80 \). The polar coordinates-based formulation was recently used by Pintér, Kampas, and Castillo [11] to obtain estimates of the maximal area for even \( 6 \leq n \leq 1000 \).

The maximal area problem can be formulated as a nonconvex quadratically constrained quadratic optimization problem. In this work, we propose to solve it with a sequential convex optimization approach, also known as the concave-convex procedure [12, 13]. This approach is an ascent algorithm guaranteeing convergence to a locally optimal solution. Numerical experiments on polygons with up to \( n = 128 \) sides suggest that the optimal solutions obtained are near-global. Indeed, without assuming Graham’s conjecture nor the existence of an axis of symmetry in our quadratic formulation, optimal \( n \)-gons obtained with the algorithm proposed in this work verify both conditions within the limit of numerical computations. Moreover, for even \( 6 \leq n \leq 12 \), this algorithm converges to known global optimal solutions. The algorithm is implemented as a package, OPTIGON, which is available on GitHub [14].

The remainder of this paper is organized as follows. In Section 2, we recall principal results on largest small polygons. Section 3 presents the quadratic formulation of the maximal area problem and the sequential convex optimization approach to solve it. We report in Section 4 computational results. Section 5 concludes the paper.

![Image of two small 4-gons](image)

**Figure 1:** Two small 4-gons \((P_4, A(P_4))\)

## 2 Largest small polygons

Let \( A(P) \) denote the area of a polygon \( P \). Let \( R_n \) denote the regular small \( n \)-gon. We have

\[
A(R_n) = \begin{cases} 
\frac{n}{2} \left( \sin \frac{\pi}{n} - \tan \frac{\pi}{2n} \right) & \text{if } n \text{ is odd}, \\
\frac{n}{8} \sin \frac{2\pi}{n} & \text{if } n \text{ is even}.
\end{cases}
\]
We remark that $A(R_n) < A(R_{n-1})$ for all even $n \geq 6$ [15]. This suggests that $R_n$ does not have maximum area for any even $n \geq 6$. Indeed, when $n$ is even, we can construct a small $n$-gon with a larger area than $R_n$ by adding a vertex at distance 1 along the mediatrix of an angle in $R_{n-1}$. We denote this $n$-gon by $R^+_{n-1}$ and we have

$$A(R^+_{n-1}) = \frac{n}{2} \left( \sin \frac{\pi}{n-1} - \tan \frac{\pi}{2n-2} \right) + \sin \frac{\pi}{2n-2} - \frac{1}{2} \sin \frac{\pi}{n-1}.$$

**Theorem 1** (Reinhardt [1]). For all $n \geq 3$, let $A^*_n$ denote the maximal area among all small $n$-gons and let $\overline{A}_n := \frac{n}{2} \left( \sin \frac{\pi}{n} - \tan \frac{\pi}{2n} \right)$.

- When $n$ is odd, $A^*_n = \overline{A}_n$ is only achieved by $R_n$.
- $A^*_4 = 1/2 < \overline{A}_4$ is achieved by infinitely many 4-gons, including $R_4$ and $R^+_3$, illustrated in Figure 1.
- When $n \geq 6$ is even, $A(R_n) < A^*_n < \overline{A}_n$.

When $n \geq 6$ is even, the maximal area $A^*_n$ is known for even $n \leq 12$. Using geometric arguments, Graham [3] determined analytically the largest small 6-gon, represented in Figure 2c. Its area $A^*_6 \approx 0.674981$ is about 3.92% larger than $A(R_6) = 3\sqrt{3}/8$. The approach of Graham, combined with methods of global optimization, has been followed by [4] to determine the largest small 8-gon, represented in Figure 3c. Its area $A^*_8 \approx 0.726868$ is about 2.79% larger than $A(R_8) = \sqrt{2}/2$. Henrion and Messine [5] found that $A^*_{10} \approx 0.749137$ and $A^*_{12} \approx 0.760730$.

For all even $n \geq 6$, let $P^*_n$ denote an optimal small $n$-gon.

**Theorem 2** (Graham [3], Foster and Szabo [8]). For even $n \geq 6$, the diameter graph of $P^*_n$ has a cycle of length $n-1$ and one additional edge from the remaining vertex.
Conjecture 1. For even \( n \geq 6 \), \( P^*_n \) has an axis of symmetry corresponding to the pending edge in its diameter graph.

From Theorem 2, we note that \( R^+_{n-1} \) has the same diameter graph as the largest small \( n \)-gon \( P^*_n \). Conjecture 1 is only proven for \( n = 6 \) and this is due to Yuan [16]. However, the largest small polygons obtained by [4] and [5] are a further evidence that the conjecture may be true.

## 3 Nonconvex quadratically constrained quadratic optimization

We use cartesian coordinates to describe an \( n \)-gon \( P_n \), assuming that a vertex \( v_i \), \( i = 0, 1, \ldots, n - 1 \), is positioned at abscissa \( x_i \) and ordinate \( y_i \). Placing the vertex \( v_0 \) at the origin, we set \( x_0 = y_0 = 0 \). We also assume that the \( n \)-gon \( P_n \) is in the half-plane \( y \geq 0 \) and the vertices \( v_i \), \( i = 1, 2, \ldots, n - 1 \), are arranged in a counterclockwise order as illustrated in Figure 4, i.e., \( x_i y_{i+1} \geq y_i x_{i+1} \) for all \( i = 1, 2, \ldots, n - 2 \). The maximal area problem can be formulated as follows

\[
\max_{x, y, u} \sum_{i=1}^{n-2} u_i \quad \text{subject to} \quad (x_j - x_i)^2 + (y_j - y_i)^2 \leq 1 \quad \forall 1 \leq i < j \leq n - 1, \quad (1a)
\]

\[
x_i^2 + y_i^2 \leq 1 \quad \forall 1 \leq i \leq n - 1, \quad (1b)
\]

\[
y_i \geq 0 \quad \forall 1 \leq i \leq n - 1, \quad (1c)
\]

\[
2u_i \leq x_i y_{i+1} - y_i x_{i+1} \quad \forall 1 \leq i \leq n - 2, \quad (1d)
\]

\[
u_i \geq 0 \quad \forall 1 \leq i \leq n - 2. \quad (1f)
\]

At optimality, for all \( i = 1, 2, \ldots, n - 2 \), \( u_i = (x_i y_{i+1} - y_i x_{i+1})/2 \), which corresponds to the area of the triangle \( v_0 v_i v_{i+1} \). It is important to note that, unlike what was done in [4,5], this formulation does not make the assumption of Graham’s conjecture, nor of the existence of an axis of symmetry.

![Figure 4: Definition of variables: Case of \( n = 6 \) vertices](image)

Problem (1) is a nonconvex quadratically constrained quadratic optimization problem and can be reformulated as a difference-of-convex optimization (DCO) problem of the form

\[
\max_z g_0(z) - h_0(z) \quad \text{subject to} \quad g_i(z) - h_i(z) \geq 0 \quad \forall 1 \leq i \leq m, \quad (2a)
\]

where \( g_0, \ldots, g_m \) and \( h_0, \ldots, h_m \) are convex quadratic functions. We note that the feasible set

\[
\Omega := \{ z : g_i(z) - h_i(z) \geq 0, i = 1, 2, \ldots, m \}
\]

4
is compact with a nonempty interior, which implies that \( g_0(z) - h_0(z) < \infty \) for all \( z \in \Omega \).

For a fixed \( c \), we have \( g_i(z; c) := g_i(c) + \nabla g_i(c)^T (z - c) \leq g_i(z) \) for all \( i = 0, 1, \ldots, m \). Then the following problem

\[
\begin{align*}
\max_z & \quad g_i(z; c) - h_0(z) \\
\text{s.t.} & \quad g_i(z; c) - h_i(z) \geq 0 \quad \forall 1 \leq i \leq m
\end{align*}
\]

(3a)

is a convex restriction of the DCO problem (2) as stated by Proposition 1. Constraint (1e) is equivalent to

\[(x_i - y_{i+1})^2 + (y_i + x_{i+1})^2 + 8u_i \leq (x_i + y_{i+1})^2 + (y_i - x_{i+1})^2 \]

for all \( i = 1, 2, \ldots, n - 2 \). For a fixed \((a, b) \in \mathbb{R}^{n-1} \times \mathbb{R}^{n-1}\), if we replace (1e) in (1) by

\[(x_i - y_{i+1})^2 + (y_i + x_{i+1})^2 + 8u_i \leq 2(a_i + b_{i+1})(x_i + y_{i+1}) - (a_i + b_{i+1})^2 + 2(b_i - a_{i+1})(y_i - x_{i+1}) - (b_i - a_{i+1})^2 \]

for all \( i = 1, 2, \ldots, n - 2 \), we obtain a convex restriction of the maximal area problem.

**Proposition 1.** If \( z \) is a feasible solution of (3) then \( z \) is a feasible solution of (2).

**Proof.** Let \( z \) be a feasible solution of (3), i.e., \( g_i(z; c) - h_i(z) \geq 0 \) for all \( i = 1, 2, \ldots, m \). Then \( g_i(z) - h_i(z) \geq g_i(z; c) - h_i(z) \geq 0 \) for all \( i = 1, 2, \ldots, m \). Thus, \( z \) is a feasible solution of (2). \( \square \)

**Proposition 2.** If \( c \) is a feasible solution of (2) then (3) is a feasible problem. Moreover, if \( z^* \) is an optimal solution of (3) then \( g_0(c) - h_0(c) \leq g_0(z^*) - h_0(z^*) \).

**Proof.** Let \( c \) be a feasible solution of (2), i.e., \( g_i(c) - h_i(c) \geq 0 \) for all \( i = 1, 2, \ldots, m \). Then there exists \( z = c \) such that \( g_i(c; c) - h_i(c) = g_i(c) - h_i(c) \geq 0 \) for all \( i = 1, 2, \ldots, m \). Thus, (3) is a feasible problem. Moreover, if \( z^* \) is an optimal solution of (3), we have \( g_0(c) - h_0(c) = g_0(c; c) - h_0(c) \leq g_0(z^*; c) - h_0(z^*) \leq g_0(z^*) - h_0(z^*) \). \( \square \)

From Proposition 2, the optimal small \( n \)-gon \((x, y)\) obtained by solving a convex restriction of Problem (1) constructed around a small \( n \)-gon \((a, b)\) has a larger area than this one. Proposition 3 states that if \((a, b)\) is the optimal \( n \)-gon of the convex restriction constructed around itself, then it is a local optimal \( n \)-gon for the maximal area problem.

**Proposition 3.** Let \( c \) be a feasible solution of (2). We suppose that \( \Omega(c) := \{z : g_i(z; c) - h_i(z) \geq 0, i = 1, 2, \ldots, m\} \) satisfies Slater condition. If \( c \) is an optimal solution of (3) then \( c \) is a critical point of (2).

**Proof.** If \( c \) is an optimal solution of (3) then there exist \( m \) scalars \( \mu_1, \mu_2, \ldots, \mu_m \) such that

\[
\nabla g_0(c; c) + \sum_{i=1}^{m} \mu_i \nabla g_i(c; c) = \nabla h_0(c) + \sum_{i=1}^{m} \mu_i \nabla h_i(c), \]

\[
g_i(c; c) \geq h_i(c), \quad \mu_i \geq 0, \quad \mu_i g_i(c; c) = \mu_i h_i(c) \quad \forall i = 1, 2, \ldots, m. \]

Since \( g_i(c; c) = g_i(c) \) and \( \nabla g_i(c; c) = \nabla g_i(c) \) for all \( i = 0, 1, \ldots, m \), we conclude that \( c \) is a critical point of (2). \( \square \)

We propose to solve the DCO problem (2) with a sequential convex optimization approach given in Algorithm 1, also known as concave-convex procedure. A proof of showing that a sequence \( \{z_k\}_{k=0}^{\infty} \) generated by Algorithm 1 converges to a critical point \( z^* \) of the original DCO problem (2) can be found in [12, 13].
4 Computational results

Problem (1) was solved in Julia using JuMP 0.22.1 with MOSEK 9.3.13. All the computations were carried out on an Intel(R) Core(TM) i7-3540M CPU @ 3.00 GHz computing platform. Algorithm 1 was implemented as a package: OPTIGON, which is freely available on GitHub [14]. JuMP is a domain-specific modeling language for mathematical optimization embedded in Julia [17].

We chose the following values as initial solution:

\[ a_0 = 0, \quad b_0 = 0, \]
\[ a_i = \frac{\sin \frac{2i\pi}{n-1}}{2\cos \frac{i\pi}{2n-2}} = -a_{n-i}, \quad b_i = \frac{1 - \cos \frac{2i\pi}{n-1}}{2\cos \frac{i\pi}{2n-2}} = b_{n-i} \quad \forall i = 1, \ldots, n/2 - 1, \]
\[ a_{n/2} = 0, \quad b_{n/2} = 1, \]

which define the \( n \)-gon \( R_n^+ \), and the stopping criteria \( \varepsilon = 10^{-5} \). At each iteration, we forced MOSEK to solve the dual problem by setting the parameter `MSK_IPAR_INTPNT_SOLVE_FORM` to `MSK_SOLVE_DUAL`. Table 1 shows the areas of the optimal \( n \)-gons \( \hat{P}_n \) for even numbers \( n = 6, 8, \ldots, 128 \), along with the areas of the initial \( n \)-gons \( R_n^+ \), the best lower bounds \( A_n \) found in the literature, and the upper bounds \( \overline{A}_n \). We also report the number \( k \) of iterations of Algorithm 1 and the total computation time for each \( n \). The results in Table 1 support the following keypoints:

1. For \( 6 \leq n \leq 12 \), \( A_n - A(\hat{P}_n) \leq 10^{-8} \), i.e., Algorithm 1 converges to the best known optimal solutions found in the literature.
2. For \( 32 \leq n \leq 80 \), \( A_n < A(\hat{P}_n) < A(R_n^+) \), i.e., it appears that the solutions obtained by Pintér [10] are suboptimal.
3. For all \( n \), the solutions \( \hat{P}_n \) obtained with Algorithm 1 verify, within the limit of the numerical computations, Theorem 2 and Conjecture 1, i.e.,

\[ x_{n/2} = 0, \quad y_{n/2} = 1, \]
\[ \|v_{n/2-1}\| = 1, \quad \|v_{n/2+1}\| = 1, \]
\[ \|v_{i+n/2} - v_i\| = 1, \quad \|v_{i+n/2+1} - v_i\| = 1 \quad \forall i = 1, 2, \ldots, n/2 - 2, \]
\[ \|v_{n-1} - v_{n-2}\| = 1, \]
\[ x_{n-i} = -x_i, \quad y_{n-i} = y_i \quad \forall i = 1, 2, \ldots, n/2 - 1. \]

We illustrate the optimal 16-, 32- and 64-gons in Figure 5. Furthermore, we remark that Theorem 2 and Conjecture 1 are verified by each polygon of the sequence generated by Algorithm 1. All 6-gons generated by the algorithm are represented in Figure 6 and the coordinates of their vertices are given in Table 2.
Table 1: Maximal area problem

| n  | A(\(P_{n,1}\)) | \(\Delta\) | \(\tau_n\) | A(\(P_{n,2}\)) | \# iter | \(\Delta A(\hat{P}_n)\) | \(\Delta A(\hat{P}_{n,1})\) | \(\Delta A(\hat{P}_{n,2})\) | \(\Delta x\) | \(\Delta t\) | \(\Delta\) |
|----|----------------|-----|-----|----------------|-------|----------------|----------------|----------------|-------|-------|-----|
| 6  | 0.7648514070   | 0.6748914405 | 5   | 0.17          | 68    | 0.7844193486 | 0.7843992921 | 0.784697026   | 38    | 15.02 | 0.7849341775 | 53 | 13.97 |
| 7  | 0.7847304297   | 0.7286864795 | 10  | 0.26          | 70    | 0.7847283866 | 0.7846303570 | 0.7847751508  | 74    | 14.99 | 0.7847283397 | 52 | 14.20 |
| 8  | 0.7847153627   | 0.7419734595 | 16  | 0.48          | 72    | 0.7848286920 | 0.7847346020 | 0.7847751508  | 74    | 14.99 | 0.7847283397 | 52 | 14.20 |
| 9  | 0.7847105005   | 0.7607298714 | 24  | 0.70          | 74    | 0.7847908300 | 0.7845564840 | 0.7846801706  | 74    | 14.34 | 0.7847905239 | 56 | 13.54 |
| 10 | 0.7847103010   | 0.7675301003 | 33  | 1.00          | 76    | 0.7848293863 | 0.7847857199 | 0.7848390011  | 74    | 14.42 | 0.7848390011 | 56 | 13.54 |
| 11 | 0.7847102548   | 0.7791314934 | 43  | 1.36          | 78    | 0.7848577630 | 0.7845160579 | 0.7848989155  | 74    | 14.31 | 0.7848577630 | 56 | 13.54 |
| 12 | 0.7847105005   | 0.7786183067 | 55  | 1.79          | 80    | 0.7848459343 | 0.7848252941 | 0.7848392135 | 55    | 15.15 | 0.7848459343 | 56 | 13.54 |
| 13 | 0.7847132792   | 0.7786875115 | 68  | 2.57          | 82    | 0.7849954878 |                      | 0.7849913584 | 55    | 15.15 | 0.7849954878 | 56 | 13.54 |
| 14 | 0.7847287531   | 0.7787733078 | 81  | 3.05          | 84    | 0.7849327284 |                      | 0.7849403452 | 55    | 15.15 | 0.7849327284 | 56 | 13.54 |
| 15 | 0.7847440830   | 0.7799725290 | 95  | 4.06          | 86    | 0.7849542969 |                      | 0.7850675500 | 55    | 15.15 | 0.7849542969 | 56 | 13.54 |
| 16 | 0.7847489218   | 0.7804111056 | 109 | 5.28          | 88    | 0.7850207920 |                      | 0.7850556400 | 55    | 15.15 | 0.7850207920 | 56 | 13.54 |

5 Conclusion

We proposed a sequential convex optimisation approach to find the largest small \(n\)-gon for a given even number \(n \geq 6\), which is formulated as a nonconvex quadratically constrained quadratic optimization problem. The algorithm, also known as the concave-convex procedure, guarantees convergence to a locally optimal solution.

Without assuming Graham’s conjecture nor the existence of an axis of symmetry in our quadratic formulation, numerical experiments on polygons with up to \(n = 128\) sides showed that each optimal \(n\)-gon obtained with the algorithm proposed verifies both conditions within the limitation of the numerical computations. Furthermore, for even \(6 \leq n \leq 12\), the \(n\)-gons obtained correspond to the known largest small \(n\)-gons.
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Figure 6: All 6-gons \((P^k_6, A(P^k_6))\) generated by Algorithm 1

Table 2: Vertices of 6-gons generated by Algorithm 1

| 6-gon | Coordinates \((x_i, y_i)\) | Area   |
|-------|-----------------------------|--------|
| \(R^+_6\) | \((0.500000, 0.363271)\) | \((0.309017, 0.951057)\) | \((0.000000, 1.000000)\) | \((-0.309017, 0.951057)\) | \((-0.500000, 0.363271)\) | 0.6722882584 |
| \(P^1_6\) | \((0.500000, 0.397446)\) | \((0.339668, 0.940545)\) | \((0.000000, 1.000000)\) | \((-0.339668, 0.940545)\) | \((-0.500000, 0.397446)\) | 0.6749412362 |
| \(P^2_6\) | \((0.500000, 0.401749)\) | \((0.343272, 0.939236)\) | \((0.000000, 1.000000)\) | \((-0.343272, 0.939236)\) | \((-0.500000, 0.401749)\) | 0.6749808399 |
| \(P^3_6\) | \((0.500000, 0.402267)\) | \((0.343702, 0.939079)\) | \((0.000000, 1.000000)\) | \((-0.343702, 0.939079)\) | \((-0.500000, 0.402267)\) | 0.6749814292 |
| \(P^4_6\) | \((0.500000, 0.402329)\) | \((0.343753, 0.939060)\) | \((0.000000, 1.000000)\) | \((-0.343753, 0.939060)\) | \((-0.500000, 0.402329)\) | 0.6749814401 |
| \(P^5_6\) | \((0.500000, 0.402336)\) | \((0.343760, 0.939058)\) | \((0.000000, 1.000000)\) | \((-0.343760, 0.939058)\) | \((-0.500000, 0.402336)\) | 0.6749814405 |
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