A class of monotone kernelized classifiers on the basis of the Choquet integral
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Abstract
The key property of monotone classifiers is that increasing (decreasing) input values lead to increasing (decreasing) the output value. Preserving monotonicity for a classifier typically requires many constraints to be respected by modelling approaches such as artificial intelligence techniques. The type of constraints strongly depends on the modelling assumptions. Of course, for sophisticated models, such conditions might be very complex. In this study, we present a new family of kernels that we call Choquet kernels. Henceforth, it allows for employing popular kernel-based methods, such as support vector machines. Instead of a naïve approach with exponential computational complexity, we propose an equivalent formulation with quadratic time in the number of attributes. Furthermore, because coefficients derived from kernel solutions are not necessarily monotone in the dual form, different approaches are proposed to monotonize coefficients. Finally, experiments illustrate beneficial properties of the Choquet kernels.
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1 | INTRODUCTION

Classification and regression are essential tasks in machine learning and data analytics. Although very powerful artificial intelligence tools meet these demands, the integration of prior knowledge into such approaches requires specific solutions (Ajraoui, Parra-Robles, & Wild, 2013; d. Bezenac, Pajot, & Gallinari, 2018; Du, Feldman, Li, & Jin, 2007; Duivesteijn & Feelders, 2008; Finsy, de Groen, Deriemaeker, Gelad, & Joosten, 1992; Moreno, Regueiro, Iglesias, & Barro, 2004; Muralidhar, Islam, Marwah, Karpatne, & Ramakrishnan, 2018; Thompson & Kramer, 1994; Yu, Jan, Simoff, & Debenham, 2007). Here, we want to establish a formal model to ensure a monotonic dependency between input vectors and their associated output states (J.-R. Cano, Gutiérrez, Krawczyk, Woźniak, & García, 2018). In this regard, a common question is addressed to bias the observations in a proper way to ensure desirable properties such as monotonicity. Taking into account the so-called prior knowledge, underlying model assumption can lead to improving model quality. The prior knowledge can be thought of as a prime structure between input space and output space. For instance, a waiting time for a bus has the Poisson distribution. In this case, establishing a learner preserving the Poisson distribution indeed might improve quality of model. To incorporate prior knowledge into a learning process, two major steps can be considered:

- Identifying the type of prior knowledge.
- Designing/choosing a model which is in agreement with the prior knowledge.
In this paper, we focus specifically on monotonicity, which is an important property in many applications. In medicine, the relationship between smoking and lung cancer is recognized as a monotone relationship; the higher the consumption of tobacco, the higher the risk of getting cancer. In particular, the probability of lung cancer is affected by the expression magnitudes of groups of genes. Also, biological cell size and heat dissipation share a monotone relationship. In modern cameras, the monotonicity can be identified as the inverse relationship between the intensity of the light and reaction of light sensors, to name a few. Including monotonicity in a hypothesis space filters existing hypothesis to a subhypothesis space, called the monotone space. Note that, given an arbitrary hypothesis space, the monotone space might be empty, due to the fact that there is no possibility of conforming to monotonicity. So the goal of monotonization is to enforce that a learned model that complies with the prior knowledge, typically by choosing a hypothesis within the monotone hypothesis space, if possible. In this regard, we advocate the usefulness of a new concept that we call the Choquet integral. Its capability to capture higher order dependencies between sets of data attributes, and thus, its complexity, can be controlled by an additivity parameter. This gives rise to a whole family of models for which we introduce several methods to guarantee monotonicity.

This paper can be regarded as an extension of Fallah Tehrani (2014), which extends the concept of the Choquet kernel. In Fallah Tehrani (2014), we have presented the compact form of the full Choquet kernel; however, the present version proposes the compact form of the Choquet kernel representation for arbitrary degrees of k-additivity. This degree varies between 1 and the number of attributes.

The rest of the paper is organized as follows: In the next section, we give an overview of related works to monotone classifiers. Section 3 is dedicated to introduce the Choquet integral. In Section 4, the Choquet integral is embedded into support vector machine framework. Section 5 presents a new family of kernels called the Choquet kernels. In Section 6, we deal with the concept of monotonization. Ultimately, the results are presented in Section 7.

2 RELATED WORK

As already mentioned, the problem of monotone learning has received a notable attention in AI community recently (Ben-David, 1994; Potharst, Ben-David, & van Wezel, 2009), despite having been presented in the literature much earlier (Ben-David, Sterling, & Pao, 1989; Giannopoulos, Moulianitis, & Nearhou, 2012; Sanchez, Couso, & Blanco, 2017). Commonly, for ensuring monotonicity, two different approaches are pursued:

- Approaches that ensure a monotonic relationship (Pareto dominance) among instances; to name a few: nearest neighbor classification (J. Cano, Aljohani, Ayaz Abbasi, Alowidbi, & Garcia, 2017; Duivesteijn & Feelders, 2008), neural networks (Sill, 1998), decision tree learning (Ben-David, 1995), rule induction (Dembczyński, Kotłowski, & Słowiński, 2009), isotonic separation Chandrasekaran, Ryu, Jacob, and Hong (2005), and piecewise linear models (Dembczyński, Kotłowski, & Słowiński, 2006).

- Approaches that modify training data to ensure a monotonic dependency: Towards this end, data preprocessing methods such as relabeling techniques have been developed. Such methods seek to repair inconsistencies in the training data, so that standard classifiers trained on that data will tend to be monotone. Often, they still do not guarantee this property though (Feelders, 2010; Kotłowski, Dembczyński, Greco, & Słowiński, 2008).

In this study, we follow in essence the first approach, which the core idea is to embed the Choquet integral in kernel-based support vector machine to utilize the advantages of quadratic programming. In the continuation of this section, approaches regarding the Choquet integral specifically for binary class classification are reviewed.

The problem of extracting a Choquet integral in a data-driven way has been addressed in the literature. This is a constraint optimization problem, which can be solved for example using the sum of squared errors as an objective function (Grabisch, 2003; Torra & Narukawa, 2007). To this end, Mori and Murofushi (1989) proposed an approach based on the use of quadratic forms, whereas an alternative, gradient-based method called heuristic least mean squares was introduced in Grabisch, 1995. Particularly, methods for binary class classification based on the Choquet integral were developed in Grabisch and Nicolas (1994) and Yan, Wang, and Chen (2007). In Grabisch and Nicolas (1994), the Choquet integral as a fusion operator has been applied in this context. More concretely, for an instance \( x = (x_1, \ldots, x_m) \), let \( \phi^{(i)}(x) \) express a measure of confidence (provided by feature \( c_i \)) that \( x \) belongs to class \( j \in \{0,1\} \). The global confidence for class \( j \) as an aggregation of these confidence degrees is formalized as follows:

\[
\phi^{(i)}(x) \equiv C_{\mu}(\chi^{(i)}, \ldots, \chi^{(m)}),
\]

where \( C_{\mu} \) denotes the discrete Choquet integral with respect to the fuzzy measure \( \mu \). In order to determine the fuzzy measure, the following objective function is minimized:

\[
J = \sum_{x \in T_0} \left( \phi^{(i)}(x) - \phi^{(i)}(x) - 1 \right)^2 + \sum_{x \in T_1} \left( \phi^{(i)}(x) - \phi^{(i)}(x) - 1 \right)^2,
\]

where \( T_0 \) and \( T_1 \) denote the data sets of non-events and events, respectively.
that is, the sum of squared differences between predicted and given output values. Similarity, Yan, Wang, and Chen (Yan et al., 2007) tackle this problem, albeit using another optimization criterion (which can be seen as a kind of relaxed class separability criterion). Besides, the authors define the Choquet integral based on a so-called signed nonadditive measure Murofushi, Sugeno, and Machida (1994). A signed nonadditive measure $\mu$ defined on $C = \{c_1, ..., c_m\}$ is a function $\mu: \mathcal{P}(C) \to (-\infty, \infty)$ satisfying $\mu(\emptyset) = 0$. Based on signed nonadditive measure, the Choquet integral can be reformulated as follows:

$$(c) \int f d\mu = \sum_{j=1}^{2^m-1} z_j \mu_j,$$

where

$$z_j = \begin{cases} \min(x_{i1}) - \max(x_{ij}) & \text{if } j > 0 \text{ or } j = 2^m - 1 \\ 0 & \text{otherwise} \end{cases},$$

with $a_j = \text{frc}(j/2) \in [0.5, 1)$ and $b_j = \text{frc}(j/2) \in [0, 0.5)$. Here, $\text{frc}(j/2)$ is the fractional part of $j/2$, and the maximum operation on the empty set is zero. For binary class classification, the following setting is proposed:

$$\max_{\beta} \sum_{i=1}^{n} \beta_i \text{ such that }$$

$$(c) \int f d\mu - b \leq \beta \text{ if the case belongs to the first class,}$$

$$(c) \int f d\mu - b \geq -\beta \text{ if the case belongs to the second class,}$$

$\beta_i \geq 0,$

where $\beta = \left(\begin{array}{c} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_n \end{array}\right)$, and there are in total $n$ records. Fallah Tehrani, Cheng, Dembczyński, and Hüllermeier (2011), Fallah Tehrani, Cheng, Dembczyński, and Hüllermeier (2012), and Fallah Tehrani, Strickert, and Hüllermeier (2014) generalize the common logistic regression by employing the Choquet integral, which is called choquistic regression. This setting allows using formal statistical techniques for adapting Choquet integral such as maximum likelihood. Apart from this, the choquistic regression is capable to handle a large number of data points, specifically under two-additive scenario (Hüllermeier & Fallah Tehrani, 2013). In addition, Lucca et al. (2016) introduce preaggregation functions, that is, the functions require obviously less conditions to ensuring monotonicity. In fact, instead of satisfying monotonicity constraints, it is enough to ensure monotonicity along some directions. Then, this approach has been used for fuzzy rule-based classification.

### 3 | THE DISCRETE CHOQUET INTEGRAL

In this section, we give the core motivation with respect to the feature mapping $\phi(\cdot)$ presented in the previous section. To this end, we require to introduce preliminaries to delve deeper into the Choquet integral and its characteristics.

Based on Rota’s definition (Rota, 1964), let $(X, \leq)$ be a partially ordered set, which is finite and bounded. For any function $f(\cdot)$ on $(X, \leq)$, the Möbius transformation of $f(\cdot)$ is the function $m : L \to \mathbb{R}$, which satisfies the following equality:

$$f(b) = \sum_{a \leq b} m(a).$$

Now, given a function $f(\cdot)$ on $X$, the solution of the above equation, namely $m(\cdot)$, is obtained as follows:

$$m(b) = \sum_{a \leq b} \mu(a, b)f(a),$$
where \( \nu(\cdot, \cdot) \) is termed as follows:

\[
\nu(p, q) = \begin{cases} 
1 & \text{if } p = q, \\
- \sum_{t \not\in q} \nu(p, t) & \text{if } p \prec q, \\
0 & \text{otherwise}.
\end{cases}
\]

Particularly, any measure \( \mu(\cdot) \) on \( X \) can be substituted by \( f(\cdot) \), meaning that for any measure \( \mu(\cdot) \) on \( X \), there exists a unique solution in terms of its Möbius transformation (Grabisch, 2009). We continue this topic with a brief overview of additive measures; an additive measure \( \mu: 2^X \to [0,1] \) has three identifications:

- \( \mu(A) \geq 0, \forall A \subseteq X \)
- \( \mu(\emptyset) = 0 \) and \( \mu(X) = 1 \)
- For two disjoint sets \( A \) and \( B \),

\[
\mu(A \cup B) = \mu(A) + \mu(B).
\]

The conventional aggregation operators, such as weighted mean, consider that the measure \( \mu(\cdot) \) is additive, though, unfortunately such measures do not represent real world interaction among the attributes very well. On contrary, nonadditive measures do not hold the third property and hence can exhibit more flexibility and therefore model a larger class of measures. In the following, the formal definition of such measures are presented.

### 3.1 Nonadditive measures and discrete Choquet integral

Let \( C = [c_1, \ldots, c_m] \) be a finite set and \( \mu(\cdot) \) a measure \( 2^C \to [0,1] \). For each \( A \subseteq C \), we interpret \( \mu(A) \) as the weight or, say, the importance of the set of elements \( A \). As an illustration, one may think of \( C \) as a set of criteria (binary features) relevant for a job, like “speaking French” and “programming Java”, and of \( \mu(\cdot) \) as the evaluation of a candidate satisfying Criteria \( A \) (and not satisfying \( C \setminus A \)). Formally, nonadditive measures, also called capacities or fuzzy measures, are defined as follows (Sugeno, 1974):

\[
\mu(\emptyset) = 0, \quad \mu(\{c\}) = 1, \quad \text{and} \quad \mu(A) \leq \mu(B) \quad \text{for all } A \subseteq B \subseteq C.
\]

A useful representation of nonadditive measure, that we shall explore reformulating Choquet integrals, is the Möbius transform: The Möbius transform \( m_\mu \) of a fuzzy measure \( \mu \) is defined as follows:

\[
m_\mu(A) = \sum_{B \subseteq A} (-1)^{|A| - |B|} \mu(B),
\]

for all \( A \subseteq C \). So far, the Criteria \( c_i \) were simply considered as binary features. Mathematically, \( \mu(A) \) can thus also be seen as an integral of the indicator function of \( A \), namely, the function \( f_A \) given by \( f_A(c) = 1 \) if \( c \in A \) and 0 otherwise. Now, suppose that \( f: C \to \mathbb{R}_+ \) is any non-negative function that assigns a value to each Criterion \( c_i \), mathematically, the overall evaluation can be considered as an integral \( C_\mu(f) \) of the function \( f(\cdot) \) w.r.t. the measure \( \mu \). The Choquet integral given a fuzzy measure \( \mu \) is formally defined as follows:

\[
C_\mu(f) = \sum_{i=1}^{m} \left( f(c_{(i)}) - f(c_{(i-1)}) \right) \mu(A_{(i)}),
\]

where the subscript notation \( (\cdot) \) refers to a permutation of \( \{1, \ldots, m\} \) such that \( 0 \leq f(c_{(1)}) \leq f(c_{(2)}) \leq \ldots \leq f(c_{(m)}) \) (and \( f(c_{(0)}) = 0 \) by definition), and \( A_{(0)} = [c_{(0)}, \ldots, c_{(0)}] \). In terms of the Möbius transform of \( \mu \), the Choquet integral can also be termed as follows:

\[
C_\mu(f) = \sum_{i \in C} m(T) \cdot \min(c_i).
\]

The term in (3) implies that the Choquet integral underlying its Möbius representation is equal to
where $m^* = \{m[c_1], \ldots, m[c_m], m[c_1, c_2], \ldots, m[c_1, \ldots, c_m]\}$. In fact, the ordering in $m^*$ is the same in $\varphi(\cdot)$. Whereas (2) requires more computational efforts, the term in (4) in essence takes advantage of its compact representation. In particular, one can easily identify that estimating a proper Möbius transformation in a data-driven way is carried out by enforcing monotonicity constraints to that setting, namely, considering the following constraint in the optimization setting:

$$\sum_{B \subseteq A \cup \{c_i\}} m(B) \geq 0, \quad \forall A \subseteq \mathcal{C}, \forall C \in \mathcal{C}.$$  \hspace{1cm} (4)

### 4 | BINARY CLASSIFICATION USING THE CHOQUET INTEGRAL

As stated in the Introduction, the goal of this research is to establish monotone classifiers in an efficient way. Because the Choquet integral intrinsically is a monotone function, it is a suitable candidate for these kinds of classifiers. In essence, the ultimate goal is to estimate a proper Choquet integral from data; estimating here can be understood as data-driven induction of the Möbius transformation (or equivalently, a proper fuzzy measure). Once the parameters of the Möbius transformation have been identified, the model underlying the Choquet integral can be applied for the classification task.

#### 4.1 | Primal form

Typically, estimating proper parameters given data is making use of the induction principle. Here, we are interested in the structural risk minimization, for which it is possible to apply efficient linear programming. To this end, recall again the notation in (3). Basically, this representation can be seen as an inner product between Möbius transformation vector and the basis functions. The set of basis functions is defined by $[\min_{i \in T}[x] \mid T \subseteq \{1, \ldots, m\}]$. Let us define the mapping $\varphi : \mathbb{R}^m \rightarrow \mathbb{R}^{2^m-1}$ as follows:

$$\varphi(x) = \varphi((x_1, \ldots, x_m)) = (x_1, \ldots, x_m, \min(x_1, x_2), \ldots, \min(x_{m-1}, x_m), \min(x_1, x_2, x_3), \ldots, \min(x_1, \ldots, x_m)).$$  \hspace{1cm} (5)

Given the Möbius transformation $m_\varphi$, the discrete Choquet integral is given by

$$\mathcal{C}_{m_\varphi}(x) = \langle m_\varphi, \varphi(x) \rangle,$$

where $m_\varphi$ denotes the Möbius transformation vector in the following ordering:

$$m_\varphi = \langle m(\{c_1\}), \ldots, m(\{c_m\}), m(\{c_1, c_2\}), \ldots, m(\{c_{m-1}, c_m\}), \ldots, m(\{c_1, \ldots, c_m\}) \rangle.$$  

Note that the vector $m_\varphi$ has the same ordering like $\varphi(x)$. Here, the plain definition of the discrete Choquet integral is considered, namely, instead of evaluation function $f(\cdot)$, we proceed with an instance $x$. Thus far, we assumed that the Möbius vector is given. Now, the objective is to estimate a proper Möbius vector from a given data. To this end, assume some instances labelled by two different classes, to be i.i.d.:

$$\{(x_i, y_i)\}_{i=1}^n \subset \mathbb{R}^m \times \{-1, +1\}.$$  

The inner product representation allows for using $\varphi(x)$ as a feature mapping in support vector machine. To guarantee monotonicity property, we take into account monotonicity constraints as well. The Möbius transformation parameters then are estimated by soft margin optimization:

$$\min_{m \in \mathbb{R}^m} \left\{ \sum_{i=1}^n \left[ 1 - y_i (\omega \cdot \varphi(x_i) + b) \right] + \frac{1}{n} \sum_{i=1}^n \xi_i \right\}$$

subject to

$$y_i (\langle \omega, \varphi(x_i) \rangle + b) \geq 1 - \xi_i, \quad \forall i \in \{1, \ldots, n\}$$

$$\xi_i \geq 0, \quad \forall i \in \{1, \ldots, n\}$$

$$\sum_{B \subseteq A \cup \{c_i\}} m(B) \geq 0, \quad \forall A \subseteq \mathcal{C}, \forall C \in \mathcal{C},$$

where the vector $\omega$ is equal to $m_\varphi$. Figure 1 shows the flexibility of the Choquet integral facing different binary classification problems.
The expression in (3) can be reformulated as an inner product, namely, the complexity of formalism that we call it Choquet kernel. Essentially, a kernel equivalent to the Choquet integral is formulated that reduces the straightforward complexity of $O(2^m)$ to $O(m^2 \log m)$. Estimating proper parameters through kernel setting is accomplished in the dual form:

$$\min_{\alpha} \left\{ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j a_i a_j K_{q}^i \phi_j(x_i, x_j) - \sum_{i=1}^{n} \alpha_i \right\}$$

s.t.

$$\sum_{i=1}^{n} y_i a_i = 0$$

$$0 \leq a_i \leq \nu \quad \forall i \in \{1, \ldots, n\}.$$  

Here, $\nu$ is a typical support vector machine trade-off parameter, and $K_{q}^{i} \phi(x, \cdot)$ is referred to the Choquet kernel introduced below that accounts for $q$-additive. In the Section 5, we present an efficient way to calculate the Choquet kernel. The kernel-based support vector machine optimization does not ensure monotonicity constraints automatically. In the sequel, it is possible to solve the soft margin optimization setting without considering any monotonicity constraint (relaxed version). Once the parameters have been determined, the learner tries to fix violated monotonicity conditions.

### 4.2 | Dual form

Now, we address an important question, namely, how to embed the Choquet integral in a kernel-based framework. In the following, we propose a formalism that we call it Choquet kernel. Essentially, a kernel equivalent to the Choquet integral is formulated that reduces the straightforward complexity of $O(2^m)$ to $O(m^2 \log m)$. Estimating proper parameters through kernel setting is accomplished in the dual form:

$$\min_{\alpha} \left\{ \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} y_i y_j a_i a_j K_{q}^i \phi_j(x_i, x_j) - \sum_{i=1}^{n} \alpha_i \right\}$$

s.t.

$$\sum_{i=1}^{n} y_i a_i = 0$$

$$0 \leq a_i \leq \nu \quad \forall i \in \{1, \ldots, n\}.$$  

### 5 | THE FAMILY OF THE CHOQUET KERNELS

The expression in (3) can be reformulated as an inner product, namely,

$$\langle m_3, \phi(f(x)) \rangle,$$

with the mapping $\phi : \mathbb{R}^m \rightarrow \mathbb{R}^{2^n-1}$ given by

$$\phi(x) = \phi(x_1, \ldots, x_m) = (x_1, \ldots, x_m, \min \{x_1, x_2\}, \ldots, \min \{x_{m-1}, x_m\}, \min \{x_1, x_2, x_3\}, \ldots, \min \{x_1, \ldots, x_m\}).$$

In addition, $m_3$ denotes the vector

$$\langle m(\{c_1\}), \ldots, m(\{c_n\}) \rangle, m(\{c_1, c_2\}), \ldots, m(\{c_1, \ldots, c_n\}) \rangle.$$  

Assuming $x, x' \in \mathbb{R}^m$, this notation allows for the definition of an inner product between $\phi(x)$ and $\phi(x')$ as follows:

$$\langle \phi(x), \phi(x') \rangle = x_1 x'_1 + \ldots + x_n x'_n + \min \{x_1, x_2\} \min \{x'_1, x'_2\} + \ldots + \min \{x_1, x_2, \ldots, x_m\} \min \{x'_1, x'_2, \ldots, x'_m\}.$$  

Following conventional kernel approaches, $K_{q}^{i} \phi(x, x') = \langle \phi(x), \phi(x') \rangle$ is a kernel (Choquet kernel), because it is defined on a Hilbert space equipped with the feature mapping $\phi(.)$.

**Theorem 1** For given $x, x' \in \mathbb{R}^m$, the $q$-additive Choquet kernel can be reformulated as follows:

$$K_{q}^{i} \phi(x, x') = \langle x, x' \rangle + \sum_{i=1}^{n} x_i \left\{ \sum_{k=1}^{n-1} \left( 1 + \sum_{j=1}^{n-2} \binom{m-k-i}{j} \right) x'_j + \sum_{j=1}^{n-1} \binom{m-p_i-l+1}{j} x'_j \right\}.$$  

**FIGURE 1** Exemplary decision boundary for the Choquet integral in case of $(x, y) \in [0, 1]^2$ with $y = 1 - \min \{y_1, y_2\} > .5$, $(x, y) \in [0, 1]^2$ with $y > .5$ and $(x, y) \in [0, 1]^2$ with $\min \{x, y\} > .5$, respectively.
where \( x_{q}^* \) is the k-th ordered (increasing) value among \( \{ x_1, \ldots, x_n \} \), and \( p_i \) is the position where \( x_{p_i}^* = x_{q}^* \); this refers to the ordered position of \( x_{p_i}^* \) in \( \{ x_1, \ldots, x_n \} \). Moreover, \( \sigma \) is a permutation that sorts the elements of \( x \) in an increasing order.

**Proof of Theorem 1.**

**Proof.** We start first with \( (\varphi(x), \varphi(x')) \). Assuming \( \sigma \) is a permutation that sorts the element \( x \) in increasing order

\[
\begin{align*}
& x_{p_1} \leq \ldots \leq x_{p_m} \\
& \downarrow \quad \ldots \quad \downarrow \\
& x_{q_1} \ldots \ldots \ x_{q_m}.
\end{align*}
\]

The inner product \( (\varphi(x), \varphi(x')) \) for \( q \)-additive can be termed as follows:

\[
(\varphi(x), \varphi(x')) = (\varphi(\sigma(x)), \varphi(\sigma(x'))) = x_{p_1}x_{q_1}^* + \ldots + x_{p_q}x_{q_{q-1}}^* + \min\{x_{p_q}, x_{q_{q-1}}\} \min\{x_{q_1}, x_{q_{q-2}}\} + \ldots + \min\{x_{p_1}, x_{q_1}\} + \min\{x_{q_2}, x_{q_{q-1}}\} + \ldots + \min\{x_{p_q}, x_{q_1}\}
\]

\[
= (x, x') + \sum_{i=1}^{m-1} x_{p_i} \left\{ \sum_{s=1}^{\min\{q-1, m-i\}} \varphi(i,s) \right\},
\]

where additionally,

\[
\varphi(i,s) = \sum_{l<s<k<\ldots<p \leq m} \min\{x_{p_l}, x_{p_{l}}, x_{p_{l}}^*, \ldots, x_{p_{q-1}}^*\} = \sum_{j=r+1}^{m} \sum_{k=r+1}^{m} \ldots \sum_{p=q+1}^{m} \min\{x_{p_l}, x_{p_{l}}, x_{p_{l}}^*, \ldots, x_{p_{q-1}}^*\}. 
\]

The proof is carried out through a separation on \( x_{q}^* \):

1. \( x_{q}^* \) is not the smallest element among the values in a subset.
2. \( x_{q}^* \) is the smallest element among the values in a subset.

1. For this case, \( x_{q}^* \) does not appear (because of min term). In this case, given the element \( x_{q}^* \), there are \( m-i \) elements in \( S = \{ x_{q}^*, \ldots, x_{q_{q-1}}^* \} \). Bascially, each subset of \( S \) containing at most \( q-1 \) elements contributes to the inner product. In this regard, the question is for \( s \)-way subsets of \( S \), how often do the elements smaller than \( x_{q}^* \) appear? This can be summarized as follows: for \( l = 1 \), there is a factor of \( m-i \) \( s \)-1 for \( x_{q}^* \), because \( x_{q}^* \) is the smallest element in \( S \). For \( l = 2 \) there is a factor of \( m-i \) \( s \)-2 for \( x_{q}^* \), because the \( x_{q}^* \) is the second element in \( S \) and so on. In the case of \( (k = q) \)-additivity, the following compact form can be developed:

\[
\begin{align*}
& \sum_{k=1}^{n-1} (m-i-k) x_{p_k}^* \quad \text{(2-way subsets)}, \\
& \sum_{k=1}^{n-1} (m-i-k) x_{q_k}^* \quad \text{(3-way subsets)}, \\
& \sum_{k=1}^{n-1} (m-i-k) x_{r_k}^* \quad \text{(4-way subsets)}, \\
& \sum_{k=1}^{n-1} (m-i-k) x_{s_k}^* \quad \text{(q-way subsets)}.
\end{align*}
\]

Summing up the above terms is equal to

\[
\sum_{k=1}^{n-1} \left( \sum_{j=0}^{q-2} \binom{m-k-1}{j} \right) x_{q_k}^*.
\]

2. On the other hand, for the values greater than \( x_{q}^* \) in the vector \( \mathbf{x} \), we are dealing with the following set:

\[
\left\{ \{ x_{q_{q-1}}, x_{q_{q-2}}, \ldots, x_{q_{q-1}} \} \mid S_k \geq x_{q_{q-1}}, \forall k, 1 \leq k \leq q-1 \right\}.
\]
Because the operator is min in these cases, only $x'_i$ is extracted by a factor. This factor is just the cardinality of the above set, namely,

$$\sum_{j=1}^{q-1} \binom{m-p_i-j+1}{j}.$$  

Considering the two complementing terms above, the resulting expression for $x_{\alpha i}$ is

$$x_{\alpha i} = \left\{ \sum_{k=1}^{q-1} \left( 1 + \sum_{j=1}^{q-2} \binom{m-k-1}{j} x'_{\alpha k} \right) + \sum_{j=1}^{q-1} \binom{m-p_i-j+1}{j} x'_i \right\}.$$  

So far, we only looked at the $i$-th permutation, but finally, the whole index range must be considered. Thus, the nonlinear part of the $q$-additive Choquet kernel can be written down as follows:

$$\sum_{i=1}^{m-1} x_{\alpha i} \left\{ \sum_{k=1}^{q-1} \left( 1 + \sum_{j=1}^{q-2} \binom{m-k-1}{j} x'_{\alpha k} \right) + \sum_{j=1}^{q-1} \binom{m-p_i-j+1}{j} x'_i \right\}.$$  

It is worth mentioning that the two binomial terms act as a switch to select the smallest elements and thus emulate the behaviour of the essential min-operator in the Choquet integral. The linear part $(x, x')$ is still missing in the above term and needs to be added. Adding the inner product, namely $(x, x')$, to the above term, the $q$-additive Choquet integral is revealed, and the proof is completed.

By way of example, given $x=(1,2,3,4)$ and $x'=(9,6,10,8)$, the expanded vectors through the feature mapping $\varphi(\cdot)$ are equal to

$$\varphi(x) = (1,1,1,2,2,3,1,1,1,2,1),$$  
$$\varphi(x') = (9,6,10,8,6,9,8,6,6,8,6,6,8,6,6,6,6).$$  

By extending the previous terms, the full Choquet kernel is calculated as follows:

$$1 \cdot (6+9+8+6+6+9)=1+2 \cdot (6+6+6) + 3 \cdot (9)$$  
$$= 1 \cdot (2^2 + 2^1 + 2^0) + 2 \cdot \left( \sum_{j=1}^{3} \binom{2}{j} \right) + 3 \cdot 2^0.$$  

Example: Given $x=(1,2,3,4,5)$ and $x'=(8,9,10,6,7)$, the different degrees of the Choquet kernels are depicted in Table 1.

It is easy to investigate that the Choquet kernel has a computational complexity of $O(m^2 \log m)$. First of all, the sorting operator $\sigma[\cdot]$ has a computational complexity of $O(\log m)$. In addition, the inner summands in (6), namely,

$$s_i \left\{ \sum_{k=1}^{q-1} \left( 1 + \sum_{j=1}^{q-2} \binom{m-k-1}{j} x'_{\alpha k} \right) x'_{\alpha i} + \sum_{j=1}^{q-1} \binom{m-p_i-j+1}{j} x'_i \right\},$$  

possesses the computational complexity of $O(m^2 \log m)$ (the term also contains sorting operator). The second term in (6) can be termed as an inner product between sorted values and binomial summands so that it contains a linear computational complexity. Finally, the whole term can be expressed as

**Table 1**  Example calculation of (1–5) additive Choquet kernels in an efficient way

| Choquet kernel | $(x, x')$ | 1       | 2       | 3       | 4       | 5       | $\sum$ |
|----------------|-----------|---------|---------|---------|---------|---------|-------|
| $K_1^{(1)}(x,x')$ | 115       | 0       | 0       | 0       | 0       | 0       | 115   |
| $K_2^{(1)}(x,x')$ | 115       | 6 + 7 + 2 * 8 | 6 + 7 + 9 | 6 + 7 | 6 | 0 | 251   |
| $K_2^{(2)}(x,x')$ | 115       | 4 * 6 + 3 * 7 + 3 * 8 | 3 * 6 + 2 * 7 + 1 * 9 | 2 * 6 + 1 * 7 | 6 | 0 | 347   |
| $K_2^{(3)}(x,x')$ | 115       | 7 * 6 + 4 * 7 + 3 * 8 | 4 * 6 + 2 * 7 + 1 * 9 | 2 * 6 + 1 * 7 | 6 | 0 | 384   |
| $K_2^{(4)}(x,x')$ | 115       | 8 * 6 + 4 * 7 + 3 * 8 | 4 * 6 + 2 * 7 + 1 * 9 | 2 * 6 + 1 * 7 | 6 | 0 | 390   |
\[ K_{\xi}^2(\mathbf{x}, \mathbf{x}^*) = \langle \mathbf{x}, \mathbf{x}^* \rangle + \langle \mathbf{x}_s, \mathbf{s} \rangle, \]

where \( \mathbf{x}_s = (x_1, ..., x_{m-1}) \) and respectively \( \mathbf{s} = (s_1, ..., s_{m-1}) \). All these together, the computation complexity of (6) is equal to \( O(m^7 \log m) \).

### 6 | MEASURE CORRECTION: FROM NON-MONOTONE MEASURE TO MONOTONE MEASURE

Thus far, the algorithm for learning the Choquet integral from data in the primal form setting considers enforcing monotonicity with auxiliary constraints, whereas for the dual form, up to now, we have neglected this issue. In the case of monotone learning, we assume that the data have almost a monotone structure; however, this does not imply that the Pareto dominance meets all datapoints. Before continuing on the topic, recall that given optimal parameters \( \{ \alpha_i^* \}_{i=1}^n \) derived from dual form and the feature mapping in (5), the optimal but not necessarily monotone weights can be expressed as follows:

\[ \omega = \sum_{i=1}^n \alpha_i^* y_i \phi(x_i). \]

The core idea of "relaxation" is to learn optimal parameters without enforcing any monotonicity constraint and ultimately monotonizing them to induce a fuzzy measure. In this regard, a nontrivial question is that how the learned weights can be monotonized? Basically, the structure of a fuzzy measure can be seen as a directed acyclic graph (DAG) structure (\( \Theta \)), where the vertices \( V = \{ V_1, ..., V_p \} \) correspond to the elements of \( \mathcal{P} \{ \varepsilon_1, ..., \varepsilon_m \} \) (\( \mathcal{P} \) is referred to the powerset), and \( E = \{ (V_i, V_j) | V_i \subset V_j \} \) is the set of directed edges from \( V_i \) to \( V_j \). We use the notation \( V_i \subset V_j \) if \( (V_i, V_j) \in E \). Next, associated to each vertex \( V \), the optimal learned parameter \( \mu(V) \) (which does not necessarily obey monotonicity constraints) is assigned. The main objective here is to identify a fuzzy measure \( \mu^{**}(\cdot) \) so that it is closest fuzzy measure to the original measure in terms of a given distance. More precisely, our objective here is to determine the following measure:

\[ \mu^{**} \leftarrow \arg\min_{\mu} \{ d(\mu^*, \mu) \ | \mu \text{ is a fuzzy measure on } \mathcal{C} \}, \]

underlying a distance function \( d(\cdot, \cdot) \). Roughly speaking, here, the objective is to determine a set of values that are in accordance with the structure of a DAG and also has a minimal distance to the original values. Burdakov et al. proposed (Burdakov, Grimwall, & Hussain, 2004) an algorithm based on the pool-adjacent-violator (PAV) algorithm. They proposed a generalization of PAV called the GPAV for the purpose of multidimensional isotonic regressions. The main idea is to collect vertices in clusters and to refresh clusters through appending the vertex which violates the monotonicity constraints. They proved that the GPAV algorithm has a computational complexity of \( O(p^2) \), where \( p \) is the number of vertices. Gebhardt, 1970 generalizes PAV for multidimensional structures. Pardalos and Xue (Pardalos & Xue, 1999) presented the IRT-BIN algorithm to tackle the isotonic regression problem for a DAG structure. The solution of measure correction can be studied also under minimal reassignment under \( L_1 \) norm. The minimal reassignment problem is derived from the ordinal classification in which some instances and their labels are given, and the task is to monotonize the data through minimal changing. In this regard, Dembczyński (Dembczynski, Salvatore, Kotlowski, & Slowinski, 2007) proposed an approach to tackle this problem. To this end, the following theorem is presented:

**Theorem 2** Assume that \( \mu \) is an arbitrary measure on set \( \mathcal{C} \). In addition, suppose

\[ \Gamma = \{ \mu^* | \mu^* \text{ is closest monotone measure to } \mu \text{ in terms of the } L_1 \text{ metric} \}. \]

Then \( \mu^{**} \in \Gamma \) exists, which holds the following property:

\[ \text{Im}(\mu^{**}(\cdot)) \subseteq \text{Im}(\mu(\cdot)). \]

This implies that by a proper rearranging of original responses, monotonization can be accomplished.

**Proof.** The proof is deferred to Appendix.
7 | EXPERIMENTS

This part presents some applications of our proposal from a real world perspective. In the following, a case study underlying LETOR dataset will be presented. After that, we introduce several aspects of the proposal in terms of gain and also runtime and computational complexity. For the accuracy comparison, we report the accuracy of the Choquet kernel versus accuracy of state-of-the-art binary classifiers. Moreover, to illustrate its efficiency, we compare runtime of the Choquet kernel versus primal form, namely, its feature mapping.

7.1 | Case study with LETOR 3.0

To further investigate the usefulness of our choquistic approach, we tested it on the OHSUMED corpus, which is a part of LETOR 3.0 collection. The OHSUMED corpus is a well-studied learning to rank dataset in information retrieval. It contains 16,140 instances, and every instance represents a query-document pair with a relevance judgement from 0 to 2, indicating irrelevant, partially relevant, and definitely relevant. There are in total 45 information retrieval features in the OHSUMED corpus. Each of them indicates how relevant or important the document is with respect to a query. For a compact representation and the computational concern, we have selected six representative features among those 45:

- \( \sum_{e \in C} \log (\frac{df}{C^j}) \) in "title" (QT).
- \( \sum_{e \in C} \log (\frac{df}{C^j}) \) in "abstract" (QA).
- \( \sum_{e \in C} \log (\frac{df}{C^j}) \) in "title + abstract" (QTA).
- LMIR with JM smoothing in "title" (LT).
- LMIR with JM smoothing in "abstract" (LA).
- LMIR with JM smoothing in "title + abstract" (LTA).

That is, we have chosen the features derived from the scores of query frequency and LMIR, which are both widely applied numeric measures of the query-document relation. Here, \( |C| \) and df means total number of documents and document frequency, respectively. A detailed description of these features and their generation can be found at Qin, Liu, Xu, and Li (2010), which are beyond the scope of this paper. A very good property of the LETOR features is they are monotone by design. For example, in our case, a higher LMIR score corresponds to a document that is more likely to be relevant to the given query. One can hence expect advantages in terms of predictive performance by using monotone learners, such as the approach we proposed here. In order to follow the same line of evaluation as we did for the benchmark datasets, we have binarized the relevance judgments, so that a binary classifier can be directly applied. Specifically, we associate instances with ratings 2 to the first class and instances with ratings 1 and 0 to the second class. Our evaluation is based on the randomized 50% split with 50 repetitions, where the number of two classes is balanced. The results in 0/1 loss are shown in Table 2. Similar to the results in the benchmark datasets, CK shows superior performance comparing with other logistic regression baselines. The differences, however, are not as large as the ones we have in the benchmark datasets. It is not beyond our expectation. Previous researches have already shown the collections in LETOR are difficult to learn, and it is very challenging to improve upon the baselines (Qin et al., 2010). Recent developments in learning to rank also confirm that the existing solutions to ranking problem are quite mature and the gap between different approaches are very small (Chapelle & Chang, 2011). For example, in the well-known Netflix competition, the difference between the first and the 10th team in terms of RMSE is around 0.005.

| Methods          | 0/1 loss  |
|------------------|-----------|
| CK + IRT-BIN     | .3088 ± .0045 |
| LR               | .3107 ± .0039 |
| KLR-ply, d = 2   | .3115 ± .0036 |
| KLR-rbf          | .3101 ± .0040 |
| MORE             | .3098 ± .0031 |
| LMT              | .3093 ± .0035 |

**TABLE 2** Classification performance on OHSUMED in terms of the mean and standard deviation of 0/1 loss

Abbreviations: CK, Choquet kernel; KLR-rbf, kernelized logistic regression for rbf-kernel; KLR-ply, kernelized logistic regression for polynomial kernel; LMT, logistic model tree; LR, linear logistic regression; MORE, learning rule ensembles under monotonicity constraints.
7.2 | Datasets

We conducted experiments on nine datasets, notably from the UCI repository\(^5\) and the WEKA machine learning framework (Hall et al., 2009; see Table 3 for a summary. Moreover, all input attributes have been normalized in unit interval.

### Table 3 Datasets and their properties

| Dataset               | Number of instances | Number of attributes | Source               |
|-----------------------|---------------------|----------------------|----------------------|
| DenBosch              | 120                 | 8                    | Daniels and Kamp (1999) |
| CPU                   | 209                 | 6                    | UCI                  |
| Breast Cancer (BCC)   | 286                 | 9                    | UCI                  |
| Car-MPG               | 392                 | 7                    | UCI                  |
| Employee Selection (ESL) | 488           | 4                    | WEKA                 |
| Mammographic (Mammo)  | 961                 | 6                    | UCI                  |
| Employee Rejection/Acceptance (ERA) | 1,000   | 4                    | WEKA                 |
| Lecturers Evaluation (LEV) | 1,000        | 4                    | WEKA                 |
| Car Evaluation (CEV)  | 1,728               | 6                    | UCI                  |
| OHSUMED               | 16,410              | 6                    | Qin et al. (2010)    |

7.3 | Methods

Methods that have been applied for the experimental part can be categorized into three categories: linear and monotone, nonlinear and non-monotone, and finally nonlinear and monotone. Nonlinear and non-monotone models are accomplished through kernelized logistic regression: two types of kernels are considered: (a) a degree 2 polynomial kernel and (b) radial basis function kernel; the first kernel is able to model low-level dependencies, whereas the radial basis function kernel is more powerful for modelling dependencies and can capture higher degree of dependencies. For experimental part, the width parameter of the Gaussian kernel was identified through \([10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, \text{ and } 10^0]\) in the most favourable way. For monotone and nonlinear models, we used two methods that are both monotone and flexible, namely, the MORE algorithm for learning rule ensembles under monotonicity constraints (Dembczynski et al., 2009) and the logistic model tree algorithm for logistic model tree.
induction (Landwehr, Hall, & Frank, 2003). Following the idea of forward stagewise additive modelling (Tibshirani, Hastie, & Friedman, 2001), the MORE algorithm treats a single rule as a subsidiary base classifier in the ensemble. Each rule is fitted by concentrating on the examples that are most challenging to classify correctly by rules. The logistic model tree algorithm constructs tree-structured models that contain logistic regression functions at the leaves by incrementally refining those constructed at higher levels in the tree structure.

### TABLE 4  The comparison results for diverse methods in terms of 0/1 loss

| dataset  | CK     | CK + IRT- BIN | LR     | KLR-ply | KLR-rbf | MORE   | LMT     |
|----------|--------|---------------|--------|---------|---------|--------|---------|
| ESL      | .051 ± .0191(1) | .051 ± .0191(1) | .066 ± .0203(3) | .092 ± .0279(6) | .065 ± .0229(2) | .066 ± .0219(4) | .069 ± .0228(5) |
| ERA      | .297 ± .0237(5) | .290 ± .0292(2) | .284 ± .0302(1) | .291 ± .0290(4) | .290 ± .0312(2) | .298 ± .0276(6) | .291 ± .0290(3) |
| LEV      | .141 ± .0188(2) | .142 ± .0191(3) | .162 ± .0249(7) | .147 ± .0231(4) | .149 ± .0233(6) | .139 ± .0214(1) | .147 ± .0232(5) |
| MMG      | .164 ± .0316(3) | .164 ± .0279(3) | .165 ± .0232(4) | .174 ± .0246(6) | .169 ± .0271(5) | .164 ± .0235(2) | .159 ± .0283(1) |
| CPU      | .060 ± .0326(5) | .059 ± .0575(4) | .064 ± .0335(6) | .075 ± .0372(7) | .040 ± .0284(2) | .041 ± .0299(3) | .033 ± .0352(1) |
| CEV      | .037 ± .0076(5) | .041 ± .0073(6) | .132 ± .0173(7) | .028 ± .0075(4) | .023 ± .0066(3) | .019 ± .0070(2) | .008 ± .0047(1) |
| BCC      | .270 ± .0404(5) | .249 ± .0478(1) | .277 ± .0548(7) | .256 ± .0506(2) | .259 ± .0529(4) | .257 ± .0463(3) | .270 ± .0554(6) |
| DBS      | .125 ± .0589(2) | .127 ± .0730(4) | .161 ± .0742(7) | .126 ± .0663(3) | .134 ± .0672(5) | .124 ± .0609(1) | .143 ± .0667(6) |
| MPG      | .059 ± .0319(1) | .061 ± .0320(4) | .061 ± .0263(2) | .072 ± .0268(5) | .074 ± .0284(7) | .073 ± .0269(6) | .061 ± .0251(3) |
| avg. Rank | 3.2   | 3.1            | 4.8   | 4.5    | 4       | 3.1    | 3.4     |

Abbreviations: CK, Choquet kernel; CK + IRT-BIN, monotonized Choquet kernel; KLR-ply, kernelized logistic regression for polynomial kernel; KLR-rbf, kernelized logistic regression for rbf-kernel; LMT, logistic model tree; LR, linear logistic regression; MORE, learning rule ensembles under monotonicity constraints.

### FIGURE 4  Illustration of runtime with respect to primal and dual setting for different datasets. The dark parts weighted average fraction of runtime for primal setting to the runtime of primal setting plus runtime of dual setting with our proposed setting for each dataset individually. The dashed line cuts the rectangles in the middle, which means if the dark part ends on the dash line, both methods would have the same runtime. BCC, breast cancer; CEV, car evaluation; ERA, employee rejection/acceptance; ESL, employee selection; LEV, lecturer’s evaluation; Mammo, mammographic.
For the dual form, the correction module underlying IRT-BIN method (Pardalos & Xue, 1999) is presumed. Please note that the learned weights of the Choquet kernel from dual form do not obey monotonicity necessarily. The correction module, in fact, monotonizes the learned weights. As discussed, the IRT-BIN method gives the optimal solution for the measure correction under $L_2$ norm. For the accuracy comparison, we applied the following setting: the dataset was randomly split into two parts; 80% for training and 20% for testing. This procedure is repeated 50 times, and the results are averaged.

7.4 | Results

We performed two types of experiments, namely, experiments in terms of runtime and also experiments in terms of performance. For the first part, we measured the runtime and compared it for two cases: (a) primal form and (b) dual form. An overview of proposed results is depicted in Figure 4 for the case of the full Choquet kernel. In fact, the runtime involves measure modification part to ensure monotonicity. The results indicate that if the number of attributes is few and the number of training examples is considerable, the primal setting may have an advantage, whereas having a large number of attributes and a few number of training examples our proposed kernels in their dual formulation is obviously desirable. In addition, we performed experiments to evaluate the performance of our proposal. Table 4 shows performance comparisons in terms of conventional 0/1 loss. In terms of performance, in the case of the Choquet kernel, there is no significant gain for IRT-BIN though, which it means that in the light of almost monotone dataset, there is no need to perform any correction procedure. Last but not least, a comparison for original measure derived from kernel setting and the modified measure (fuzzy measure) is depicted in Figure 5. To illustrate this, we sorted the values of fuzzy measure increasingly, and we took the same order for the original measure. Note that such a sorting based serialization of DAG edge weights leads to a shuffled view of the attribute subset measure; the topology of DAG siblings, ancestors, and children cannot be validly represented in such a figure, yet, an intuitive comparison of measures is possible. An interesting observation is that, while for some datasets, the original learned measure is itself monotone, for others, the measure must be monotonized.

To verify the feasibility of the Choquet kernel in terms of runtime, we have performed a runtime comparison between the full Choquet kernel and its feature mapping representation. The results are reported in milliseconds, and for the comparison, 10, 20, and 50% of data have been considered. The results are depicted in Figure 6, with the runtime of the Choquet kernel plotted by dashed lines. As demonstrated, for the feature mapping case, the runtime grows exponentially as the number of datapoints is increased. Meanwhile, it is worth mentioning that although the time complexity is one of the facets of computational complexity, another critical issue is storage demand. Because the feature mapping has a
exponential number of components, the storage of the components is not always tractable. In point of fact, for the number of attributes larger than 14, our machine was not capable of computing components.

8  |  CONCLUDING REMARKS

In this paper, we proposed a novel kernel underlying the Choquet integral, called the Choquet kernel. From the point of view of computational complexity, the Choquet kernel has lower complexity than the integral; however, the weights extracted from it do not necessarily obey monotonicity. To monotonize the weights, we conveyed a survey on several approaches, mainly based on isotonic regression. The monotonized weights then can be used for identifying the Choquet integral. The presented framework allows for theoretically founded modelling of higher order interactions between subsets of attributes in monotone setups. Programs are online available at https://mloss.org/software/view/537/.
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ENDNOTES

1 m in this paper overall is referred to the number of attributes.

2 If (V, V) ∈ E, then V (V) ≤ V (V), where (V) is a measure.

3 http://research.microsoft.com/en-us/um/beijing/projects/letor/

4 http://archive.ics.uci.edu/ml/

5 The experiments have been conducted by Intel(R) Core(TM) i5-4300U CPU @ 1.90 GHz 2.50 Ghz equipped with 8 GB RAM.

6 The experiments have been conducted by Intel(R) Core(TM) i5-4300U CPU @ 1.90 GHz 2.50 Ghz equipped with 8 GB RAM.
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APPENDIX SECTION A.

Proof. (proof by negation) We suppose that there does not exist such measure. Let us assume that \( A \subset C \) is the smallest subset (minimal, note that the subset \( A \) is not unique) in terms of cardinality, so that \( \forall E \subset C \mu'(A) \neq \mu(E) \). It leads to the following inequality: \( \max_{K \subset A} \mu'(K) < \mu'(A) \leq \min_{L \subset A} \mu'(L) \). The proof proceeds in the following steps:

- If \( \mu(A) \leq \max_{K \subset A} \mu'(K) \), then by defining

\[
\mu_\triangledown(S) = \begin{cases} 
\mu^*(S) & S \neq A \\
\max_{K \subset A} \mu^*(K) & S = A
\end{cases}
\]

the updated measure \( \mu_\triangledown \) is closer to \( \mu \), which is an obvious contradiction. The reason is \( |\mu '_{(A)}-\mu (A)| < |\mu ^*(A)-\mu (A)| \). Note that in this case, \( \mu(A) \leq \max_{K \subset A} \mu'(K) < \mu^*(A) \).

- If \( \max_{K \subset A} \mu'(K) < \mu(A) < \min_{L \subset A} \mu'(L) \), then by defining

\[
\mu_\triangledown(S) = \begin{cases} 
\mu^*(S) & S \neq A \\
\mu(A) & S = A
\end{cases}
\]

the updated measure \( \mu_\triangledown \) is closer to \( \mu \), which surely contradicts with assumption.
• If $\max_{K \subset A} \mu^*(K) \leq \min_{L \subset L} \mu^*(L) < \mu(A)$, then by defining

$$\mu^\Diamond(S) = \begin{cases} 
\mu^*(S) & S \neq A \\
\min_{L \subset L} \mu^*(L) & S = A 
\end{cases}$$

the measure $\mu^\Diamond$ is closer to $\mu$. It is obviously a contradiction.

• If $\max_{K \subset A} \mu^*(K) = \min_{L \subset L} \mu^*(L) < \mu(A)$, then there exists $A', A \subset A$ t.s. $\mu^*(A) = \mu^*(A')$. Assume $A_U$ is the largest (maximal) subset in terms of cardinality (note that the subset $A_U$ in general is not unique), which has the above property. In other words,

$$\forall F \ s.t. \ A_U \subset F \Rightarrow \mu^*(A_U) < \mu^*(F).$$

Moreover, let $\mathcal{I} = \{T \subset C | A \subset T \subset A_U\}$. It is simple to verify that it is not possible that $\forall B \in \mathcal{I}$

$$\mu(B) < \mu^*(B).$$

It is simple to check that it is not possible that $\forall B \in \mathcal{I}$

$$\mu^*(B) < \mu(B).$$

(Otherwise, by defining $\mu^*(A) = \max_{B \in \mathcal{T}} \mu(B)$ and $\mu^*(A) = \min_{B \in \mathcal{T}} \mu(B)$, respectively, is in contradiction to our assumption.) In addition,

$$\sum_{B \in \mathcal{I}} |\mu(B) - \mu^*(B)| = \sum_{B \in \mathcal{I}} |\mu(B) - C|.$$

Suppose $B^* = \arg\min_{B \in \mathcal{T}} |\mu(B) - C|$. By defining $\mu^\Diamond(\cdot)$ as follows:

$$\mu^\Diamond(S) = \begin{cases} 
\mu^*(S) & S \in C \setminus \mathcal{I} \\
\mu(B^*) & S \in \mathcal{I} 
\end{cases}$$

the measure $\mu^\Diamond(\cdot)$ contains the values from the original measure and has the minimal distance to the original measure, which means it is in agreement with measure $\mu^\Diamond$. 
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