PARTICULAR SOLUTIONS OF THE INVERSE PROBLEM FOR 1D VLASOV-MAXWELL EQUILIBRIA USING HERMITE POLYNOMIALS
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Abstract. We present the solution to an inverse problem arising in the context of finding a distribution function for a specific collisionless plasma equilibrium. The inverse problem involves the solution of two integral equations, each having the form of a Weierstrass transform. We prove that inverting the Weierstrass transform using Hermite polynomials leads to convergent infinite series. We also comment on the non-negativity of the distribution function, with more detail on this in Allanson et al., Journal of Plasma Physics, vol. 82 (03), 2016. Whilst applied to a specific magnetic field, the inversion techniques used in this paper (as well as the derived convergence criteria and discussion of non-negativity) are of a general nature, and are applicable to other smooth pressure functions.

1. Introduction

Plasma equilibria are of great importance for laboratory, space and astrophysical applications, see [22, 31] for example. In this paper we present results arising from an inverse problem in the context of collisionless and non-relativistic plasma equilibria, namely that of calculating the 1-particle distribution function, given a prescribed magnetic field. We consider a system depending only on one Cartesian spatial coordinate (x, y, z), namely the z-coordinate. In line with previous work [8, 18, 26], we will make several simplifying assumptions. Firstly, we assume a two species plasma of ions and electrons with equal and opposite charge of magnitude e, such that the charge density vanishes. Then the electric field \( E \) vanishes, and Poisson’s equation is automatically satisfied. A second assumption we make is that the magnetic field \( B \) only has two non-vanishing components, namely that \( B(z) = (B_x(z), B_y(z), 0) \). For an equilibrium, one then has to solve the coupled Vlasov-Maxwell equations

\[
\begin{align*}
\frac{v_z}{m_s} \frac{\partial f_s}{\partial z} + \frac{q_s}{m_s} (v \times B) \cdot \nabla_v f_s &= 0, \\
\frac{d^2 A_x}{dz^2} &= \mu_0 j_x = \mu_0 \sum_s q_s \int v_x f_s \, dv, \\
\frac{d^2 A_y}{dz^2} &= \mu_0 j_y = \mu_0 \sum_s q_s \int v_y f_s \, dv,
\end{align*}
\]

where \( f_s(z, v_x, v_y, v_z) \geq 0 \) is the 1-particle distribution function (DF) for particle species \( s \) with charge \( q_s \) and mass \( m_s \), defined over a 4D phase-space of \( z \) and \( v \). We have also introduced the vector potential \( A(z) = (A_x(z), A_y(z), 0) \) with \( B = \nabla \times A \), thus automatically satisfying \( \nabla \cdot B = 0 \), and the electric current density \( \mathbf{j} = (j_x, j_y, 0) = \nabla \times \mathbf{B}/\mu_0 \), with its definition in terms of velocity moments of the distribution function \( f_s \) given by the \( x \) and \( y \) components of Ampère’s law, (2) and (3), respectively.

The Vlasov equation, (1), is a first order partial differential equation and the characteristics are the equations of motion of a charged particle in the magnetic field \( B \). Due to the symmetries of the problem, one can immediately find three constants of motion: namely the Hamiltonian (energy) of a particle of species \( s \), \( H_s = m_s v^2/2 \), and the two canonical momenta, \( p_{sx} = m_s v_x + q_s A_x \) and \( p_{sy} = m_s v_y + q_s A_y \). Any non-negative and differentiable function \( f_s(H_s, p_{sx}, p_{sy}) \) with the property that its velocity space moments of all order exist, is then an acceptable solution of (1), see [31].
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The ‘forward problem’ of finding Vlasov-Maxwell equilibria of the type just described is defined by choosing a distribution function \( f_s(H_s, p_{xs}, p_{ys}) \) for each species \( s \) and using it to determine the current density components \( j_x(A_x, A_y) \) and \( j_y(A_x, A_y) \). The final step in completing the solution is solving the two coupled ordinary differential equations (2) and (3).

If one would like to determine distribution functions for a given magnetic field \( B(z) \), one has to solve the ‘inverse problem’ of collisionless plasma equilibrium theory. Channell [8] has shown that it is possible to formulate this inverse problem as an integral equation using one component of the pressure tensor, which in the case of our choice of coordinates is the \( P_{zz} \)-component, defined by

\[
P_{zz}(A_x, A_y) = \sum_s m_s \int v_x^2 f_s(H_s, p_{xs}, p_{ys}) \, dv.
\]

\( P_{zz} \) is formally found by taking the moment of \( f_s \) by \( w_{zz}^2 = (v_z - u_{zz})^2 \), for \( u_{zz} \) the fluid velocity in the \( z \) direction. However, as in [8] we will assume that the form of \( f_s \) as a function of its three variables is the same for both particle species and that in particular

\[
f_s(H_s, p_{zs}, p_{ys}) = \frac{n_{0s}}{(\sqrt{2\pi v_{th,s}})^3} \exp(-\beta_s H_s) g_s(p_{xs}, p_{ys}).
\]

This is an even function of \( v_z \) and hence \( u_{zz} = 0 \), since

\[
u_s = \frac{1}{n_s(r,t)} \int v f_s \, dv,
\]

for \( n_s \) the number density of species \( s \). The parameter \( \beta_s = (m_s v_{th,s}^2)^{-1} \) normalises the Hamiltonian, with \( v_{th,s} \) the thermal velocity of species \( s \). \( n_{0s} \) is a species dependent constant and \( g_s \) is an unknown function that has to be determined by solving the inverse problem. This is the main calculation of this paper. \( g_s \) will differ between species only due to its dependence on species dependent parameters such as \( m_s, v_{th,s} \) or \( q_s \), but not via its dependence upon the two canonical momenta \( p_{xs} \) and \( p_{ys} \). Assuming that the function \( P_{zz}(A_x, A_y) \) is known, the inverse problem is defined by the integral equation

\[
P_{zz}(A_x, A_y) = \frac{\beta_x + \beta_y}{\beta_x \beta_y} \frac{n_{0s}}{2\pi m_s^2 v_{th,s}^2} \int_{\infty}^{\infty} \int_{\infty}^{\infty} e^{-\beta_s ((p_{zs}-q_{A_z})^2+(p_{ys}-q_{A_y})^2)/(2m_s^2)} g_s(p_{xs}, p_{ys}) \, dp_{xs} \, dp_{ys},
\]

as explained in [8], with examples of solutions in [2, 8, 17, 24, 36]. Charge neutrality requires the RHS of (4) to be independent of species, see [2, 8, 17, 24, 36] for examples and discussion.

In astrophysics, there is a particular interest in force-free magnetic fields, see for example [23]. These are fields such that the electric current density \( j \) everywhere parallel to \( B \).

This can be described mathematically by \( j = \alpha(r) B \), causing the Lorentz force to vanish, \( j \times B = 0 \). The force-free field is said to be nonlinear if \( \alpha \) varies with position, linear otherwise and potential if \( \alpha = 0 \). This paper is concerned with a particular nonlinear force-free configuration; the ‘Force-Free Harris Sheet,’ hereafter referred to as FFHS, see [17, 18, 26, 32, 36].

\[
B = B_0 (\tanh(z/L), \sech(z/L), 0).
\]

The FFHS describes a current sheet - a structure of particular interest in reconnection studies [28] - with \( L \) the ‘width’ of the current sheet and \( B_0 \) the constant magnitude of the magnetic field. A force-free equilibrium in Cartesian geometry implies that \( P_{zz} \) must have zero spatial gradient (force balance) [25]. It is shown in [18] that the \( P_{zz} \) must also satisfy Ampère’s law in the form

\[
\frac{d^2 A}{dz^2} = -\mu_0 \frac{\partial P_{zz}}{\partial A}.
\]

As shown in [18], Ampère’s law only allows a force-free solution if the function \( P_{zz}(A_x, A_y) \) is constant along this solution, i.e. if the solution is also a isocontour of \( P_{zz} \) over the \( A_x-A_y \)-plane. In the nonlinear force-free cases found by [17] and [2] the function \( P_{zz}(A_x, A_y) \) had the form \( P_{zz} = P_1(A_x) + P_2(A_y) \) (called the ‘summative form’ from now on).
However, as shown in [13] and discussed in [17], Ampère’s law admits an infinite number of pressure functions for the same force-free equilibrium. Once a $P_{zz}$ with the correct properties has been found one can define another $P'_{zz}$ giving rise to the same current density (for the force-free solution) by using the nonlinear transformation

$$P_{zz} = \psi'(P_{ff})^{-1} \psi(P_{zz}).$$

Here any differentiable, non-constant function $\psi$ can be used, such that the RHS is positive, with $P_{ff}$ the pressure, $P_{zz}$, evaluated at the force-free vector potential $A_{ff}$.

Obviously, even if the integral equation (3) can be solved for the original function $P_{zz}(A_x, A_y)$ it is by no means clear that this is possible for the transformed function $\bar{P}_{zz}$. Usually one would expect that solving (4) for $g_s$ is much more difficult after the transformation to $\bar{P}_{zz}$. Hence, it is so far unclear whether the transformation property is just a mathematical curiosity or of any practical use.

In this paper we show for the first time that the transformation property of $P_{zz}$ can actually be useful. As a particularly interesting choice of transformation, this paper deals with exponential transformation

$$\psi(P_{zz}) = \exp\left[\frac{1}{P_0} (P_{zz} - P_{ff})\right],$$

for $P_0$ a positive constant. It is readily seen that $\bar{P}_{zz}|_{A_{ff}} = P_0$ and so free manipulation of the constant pressure is possible. This is of particular interest because it potentially allows us to freely choose the value of the ratio between the pressure and the magnetic pressure $B^2/(2\mu_0)$, the so-called plasma beta. This is not possible in the cases in which $P_{zz}$ is of summative form, which inevitably have a lower bound of one for the plasma beta. Note that if $P_{zz}$ is of a ‘summative form’ prior to transformation, then it will be of a ‘multiplicative form’ afterwards, since

$$\exp(P_1(A_x) + P_2(A_y)) = \bar{P}_1(A_x)\bar{P}_2(A_y).$$

The main aim of this paper is to show that there is a mathematically meaningful method of solving (4) for the exponentiated form of the pressure function used in [17] for the force-free Harris sheet.

This paper is organised as follows. In Section 2 we find that by transforming the summative pressure function of [17] according to (3) and (4), we are able to calculate a new DF, i.e. we solve the inverse problem defined in (3) - with exponentiated functions on the LHS - for the unknown function $g_s$. We use infinite series of Hermite polynomials in the canonical momenta to do this, and prove that the series are convergent and bounded in Section 3. The necessary matching between the microscopic parameters of the distribution function and the macroscopic parameters of the force-free equilibrium is given in Appendix A. In Appendix B we comment on the non-negativity of the distribution function.

2. Formal solution to the inverse problem

The ‘summative’ pressure used in [17] for a FFHS equilibrium is of the form

$$P_{zz}(A_x, A_y) = \frac{B_0^2}{2\mu_0} \left[ \frac{1}{2} \cos \left( \frac{2A_x}{B_0 L} \right) + \exp \left( \frac{2A_y}{B_0 L} \right) \right] + P_b.$$  

$P_b > B_0^2/(4\mu_0)$ is a constant that ensures positivity of $P_{zz}$ and $\mu_0$ is the magnetic permeability in vacuo. This is the function that we exponentiate according to (3) and (4). Clearly the resultant function will be ‘multiplicative.’ We choose a pressure function and $g_s$ function of the form

$$\bar{P}_{zz} = n_{0s} \exp\left(\frac{1}{2\beta_{pl}}\right) \frac{\beta_e + \beta_i}{\beta_e \beta_i} \bar{P}_1(A_x)\bar{P}_2(A_y),$$

$$g_s = \exp\left(-\frac{1}{2\beta_{pl}}\right) g_{1s}(p_{zzs}) g_{2s}(p_{ys}),$$

where $n_{0s}$, $\beta_{pl}$, and $\beta_s$ are the usual definitions. The ‘summative’ pressure in (7) is now transformed to the ‘multiplicative’ form $\bar{P}_{zz}$ with the function $g_s$. The resultant pressure function is

$$\bar{P}_{zz} = \exp\left(\frac{1}{2\beta_{pl}}\right) \frac{\exp\left(\frac{2A_y}{B_0 L} - \frac{1}{2\beta_{pl}}\right)}{\exp\left(\frac{2A_y}{B_0 L} + \frac{1}{2\beta_{pl}}\right)} \bar{P}_1(A_x)\bar{P}_2(A_y),$$

and $g_s$ is the function that satisfies the inverse problem defined in (3).

The formal solution to the inverse problem is now presented in Appendix A and Appendix B. The necessary matching between the microscopic parameters of the distribution function and the macroscopic parameters of the force-free equilibrium is given in Appendix A. In Appendix B we comment on the non-negativity of the distribution function.
such that $\beta_{pl} = 2p_0B_0^2/B_s^2$ is the plasma beta, a dimensionless constant, and not to be confused with the thermodynamic beta $\beta$. Separation of variables in (34) leads to

\begin{align}
\bar{P}_1(A_x) &= \frac{1}{\sqrt{2\pi m_s v_{th,s}}} \int_{-\infty}^{\infty} e^{-\beta_s(x-A_x)^2/(2m_s)} g_1(p_{xs}) dp_{xs}, \\
\bar{P}_2(A_y) &= \frac{1}{\sqrt{2\pi m_s v_{th,s}}} \int_{-\infty}^{\infty} e^{-\beta_s(y-A_y)^2/(2m_s)} g_2(p_{ys}) dp_{ys}.
\end{align}

The pressure tensor components are now written as 1D integral transforms of the unknown parts of the distribution function. The Weierstrass transform, $\Phi(x)$ of $\phi(y)$, is defined by

$$\Phi(x) = W[\phi](x) = \frac{1}{\sqrt{4\pi}} \int_{-\infty}^{\infty} e^{-(x-y)^2/4} \phi(y) dy,$$

see [5]. This is also known as the Gauss transform, Gauss-Weierstrass transform and the Hille transform, [34]. Intimately related to the heat/diffusion equation, $\Phi(x)$ represents the temperature profile of an infinite rod one second after it was $\phi(x)$, [34], implying that the Weierstrass transform of a positive function is itself a positive function. $\bar{P}_1$ and $\bar{P}_2$ are expressed as Weierstrass transforms of $g_{1s}$ and $g_{2s}$ in [33] and [34], respectively, give or take some constant factors. Formally, the operator for the inverse transform is $e^{-D^2}$ with $D$ the differential operator and the exponential suitably interpreted. See [11,35] for two different interpretations of this operator. A third and perhaps more computationally ‘practical’ method employs Hermite polynomials, $H_n(x)$, see [5], defined here by a Rodrigues formula:

$$H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2}.$$

The Weierstrass transform of the $n$th Hermite polynomial $H_n(y/2)$ is $x^n$. Hence if one knows the coefficients of the Maclaurin expansion of $\Phi(x)$:

$$\Phi(x) = \sum_{j=0}^{\infty} \eta_j x^j,$$

then the Weierstrass transform can immediately be inverted to obtain the formal expansion

$$\phi(y) = \sum_{j=0}^{\infty} \eta_j H_j \left( \frac{y}{2} \right).$$

For this method to be useful in our problem, the pressure function defined by [3] and [9] must have a convergent Maclaurin expansion, with its coefficients allowing the Hermite series to converge. For the use of Hermite polynomials in Vlasov equilibrium studies see [7,8,14,15,19,33]. The question of convergence of a formal solution made up of an infinite series of Hermite polynomials was raised in [19], but not answered. In [33], the DF is assumed to be a Maxwellian, multiplied by a sum of Hermite polynomials in velocity and some arbitrary dependence on the vector potential, to be determined later on. Our approach sheds some light on the relationships they derived, whilst beginning from the constants of motion approach. Finally, we note that one of the existing nonlinear force-free Vlasov-Maxwell equilibria known, [17], is based on an eigenfunction of the Weierstrass transform, [37].

We shall follow a method of the same ilk as Channell, that is to expand the $g_x$ function in Hermite polynomials, with as yet undetermined coefficients. This method is chosen as we believe that it provides the neatest route to deriving ‘consistency relations’. These consistency relations - derived in Appendix A - are necessary to link the macroscopic parameters that describe properties of the current sheet ($B_0$, $P_0$, $L$) to the microscopic ones that relate to the individual particles ($m_s$, $v_{th,s}$, $q_s$, $n_{os}$).

2.1. The LHS of (34): Maclaurin expansion of the transformed pressure $\bar{P}_{zz}$. There is a result from combinatorics due to Eric Temple Bell, that allows one to to extract the coefficients of a power series, $f(x)$, that is itself the exponential of a known power series,
h(x), see Bell’s original paper [4]. If f(x) and h(x) are defined

\begin{equation}
  f(x) = e^{b(x)}, \quad h(x) = \sum_{m=1}^{\infty} \frac{1}{m!} \zeta_m x^m,
\end{equation}

then we can use ‘Complete Bell polynomials’, also known as ‘Exponential Bell Polynomials’ and hereafter referred to as CBP’s, to write f(x) as

\begin{equation}
  f(x) = \sum_{m=0}^{\infty} \frac{1}{m!} Y_m(\zeta_1, \zeta_2, ..., \zeta_m) x^m.
\end{equation}

Y_m(\zeta_1, \zeta_2, ..., \zeta_m) is the m\textsuperscript{th} CBP. Instructive references on CBP’s can be found in [9,10,21,29]. For this paper, the Maclaurin coefficients for the exponential and cosine functions of equation \((14)\) are used as the arguments of the CBP’s. These CBP’s are used to form the Maclaurin coefficients of \(P_1\) and \(P_2\) as in equation \((15)\). Let us now calculate the Maclaurin expansion of \(P_1\) using CBP’s. First expand the cosine:

\begin{equation}
  \tilde{P}_1 = \exp \left( \frac{1}{2\beta pl} \cos \left( 2\tilde{A}_x \right) \right) = \exp \left( \frac{1}{2\beta pl} \right) \exp \left( \sum_{m=1}^{\infty} \frac{\alpha_m}{m!} \tilde{A}_x^m \right)
\end{equation}

such that \(\alpha_{2l-1} = 0\) and \(\alpha_{2l} = (-1)^l 2^{2l-1}/\beta pl\) for \(l \in \mathbb{N}\). \(\tilde{A}_x\) is normalised by \(B_0 L\) to give \(\tilde{A}_x\). Now that we have an expression of the form of equation \((12)\), we can use the CBP’s to express \(\tilde{P}_1\) as a power series in \(\tilde{A}_x\):

\begin{equation}
  \tilde{P}_1 = \exp \left( \frac{1}{2\beta pl} \right) \sum_{m=0}^{\infty} \frac{1}{(2m)!} Y_{2m}(\alpha_1, \alpha_2, ..., \alpha_{2m}) \tilde{A}_x^{2m} = \sum_{m=0}^{\infty} a_{2m} \tilde{A}_x^{2m},
\end{equation}

such that

\begin{equation}
  a_{2m} = \exp \left( \frac{1}{2\beta pl} \right) \frac{(-1)^m 2^{2m}}{(2m)!} \beta pl Y_{2m} \left( 0, \frac{1}{2\beta pl}, 0, ..., 0, \frac{1}{2\beta pl} \right).
\end{equation}

There is a standard result, [10], of CBP’s that \(Y_m(a\xi_1, a^2\xi_2, ..., a^m\xi_m) = a^m Y_m(\xi_1, ..., \xi_m)\). Hence we can simplify equation \((14)\) to give

\begin{equation}
  a_{2m} = \exp \left( \frac{1}{2\beta pl} \right) \frac{(-1)^m 2^{2m}}{(2m)!} \beta pl Y_{2m} \left( 0, \frac{1}{2\beta pl}, 0, ..., 0, \frac{1}{2\beta pl} \right).
\end{equation}

The odd terms are all zero and hence not included. This makes sense since \(\exp(\cos(x))\) is an even function.

Next, we find the Maclaurin expansion of \(\tilde{P}_2(\tilde{A}_y)\) using the same method as above.

\begin{equation}
  \tilde{P}_2 = \exp \left( \frac{1}{\beta pl} \right) \left( 2\tilde{A}_y \right) = \exp \left( \frac{1}{\beta pl} \right) \exp \left( \sum_{n=1}^{\infty} \frac{\gamma_n}{n!} \tilde{A}_y^n \right)
\end{equation}

such that \(\gamma_n = 2^n/\beta pl\). \(\tilde{A}_y\) is normalised by \(B_0 L\) to give \(\tilde{A}_y\). Making use of equation \((13)\), we can now express \(\tilde{P}_2\) as a power series in \(\tilde{A}_y\):

\begin{equation}
  \tilde{P}_2 = \exp \left( \frac{1}{\beta pl} \right) \sum_{n=0}^{\infty} \frac{1}{n!} Y_n(\gamma_1, \gamma_2, ..., \gamma_n) \tilde{A}_y^n = \sum_{n=0}^{\infty} b_n \tilde{A}_y^n,
\end{equation}

such that

\begin{equation}
  b_n = \exp \left( \frac{1}{\beta pl} \right) \frac{1}{n!} Y_n \left( \frac{2}{\beta pl}, ..., \frac{2^n}{\beta pl} \right).
\end{equation}

Noticing a geometric factor, we can simplify the CBP’s as before to give

\begin{equation}
  b_n = \exp \left( \frac{1}{\beta pl} \right) \frac{2^n}{n!} Y_n \left( \frac{1}{\beta pl}, ..., \frac{1}{\beta pl} \right).
\end{equation}

To conclude, the new pressure function \(\tilde{P}_{zz}\) - calculated by exponentiating \(P_{zz}\) as in \((7)\), according to \((5)\) and \((6)\) - has the Maclaurin expansion

\begin{equation}
  \tilde{P}_{zz} = \sum_{n=0}^{\infty} n_0 \exp \left( -\frac{1}{2\beta pl} \right) \frac{\beta_l + \beta_l}{\beta_0 \beta_l} \sum_{m=0}^{\infty} a_{2m} \tilde{A}_x^{2m} \sum_{n=0}^{\infty} b_n \tilde{A}_y^n.
\end{equation}
with $a_{2m}$ and $b_n$ defined in [13] and [14] respectively.

2.2. The RHS of (14): Hermite expansion of $g_s$. We make the ansatz that $g_s$ is described by the following expansions, in line with the preceding discussion on inversion of the Weierstrass transform:

$$g_{1s}(p_{xs}) = \sum_{m=0}^{\infty} C_{2m,s} H_m \left( \frac{p_{xs}}{\sqrt{2m_s v_{th,s}}} \right),$$

$$g_{2s}(p_{ys}) = \sum_{n=0}^{\infty} D_{ns} H_n \left( \frac{p_{ys}}{\sqrt{2m_s v_{th,s}}} \right),$$

for currently unknown species dependent coefficients $C_{2m,s}$ and $D_{ns}$. We cannot simply ‘read-off’ the coefficients of expansion as in (11), since our integral equations are not quite in the ‘perfect form’ of (10).

Upon computing the integrals of equations (8) and (9) with the above expansions for $g_s$, we have

$$\bar{P}_1(A_x) = \sum_{m=0}^{\infty} \left( \frac{\sqrt{2} q_s}{m_s v_{th,s}} \right)^{2m} C_{2m,s} A_x^{2m},$$

$$\bar{P}_2(A_y) = \sum_{n=0}^{\infty} \left( \frac{\sqrt{2} q_s}{m_s v_{th,s}} \right)^n D_{ns} A_y^n,$$

and hence

$$\bar{P}_{zz}(A_x, A_y) = \frac{n_0 s (\beta_e + \beta_i)}{\beta_e \beta_i} \exp \left( -\frac{1}{2 \beta_{pl}} \right) \times \sum_{m=0}^{\infty} C_{2m,s} \left( \frac{\sqrt{2} q_s}{m_s v_{th,s}} \right)^{2m} A_x^{2m} \sum_{n=0}^{\infty} D_{ns} \left( \frac{\sqrt{2} q_s}{m_s v_{th,s}} \right)^n A_y^n.$$

This result appears species-dependent. However, in accordance with [8, 17, 36] we have to fix the RHS to be both species-independent, and to match with the pressure function that maintains equilibrium with the FFHS, i.e. (18). The results of this calculation are in the Appendix.

We are now able to formally write the DF:

$$f_s(H_s, p_{xs}, p_{ys}) = \frac{n_0 \exp \left( \frac{1}{2 \beta_{pl}} \right)}{\sqrt{2 \pi v_{th,s}}} \exp (-\beta_s H_s) \times \sum_{m=0}^{\infty} C_{2m,s} H_{2m} \left( \frac{p_{xs}}{\sqrt{2m_s v_{th,s}}} \right) \sum_{n=0}^{\infty} D_{ns} H_n \left( \frac{p_{ys}}{\sqrt{2m_s v_{th,s}}} \right)$$

(19)

with $C_{2m,s}$ and $D_{ns}$ given in the Appendix.

3. CONVERGENCE AND BOUNDEDNESS OF THE DISTRIBUTION

Here we prove that the Hermite series in (19) converge. A sufficient, general convergence criterion on the coefficients of expansion for $P_{zz}$ is also established, that could be applicable for other series/equilibria.

**Theorem 1.** The infinite sums

$$g_{1s} = \sum_{m=0}^{\infty} C_{2m,s} H_{2m} \left( \frac{p_{xs}}{\sqrt{2m_s v_{th,s}}} \right) \text{ and } g_{2s} = \sum_{n=0}^{\infty} D_{ns} H_n \left( \frac{p_{ys}}{\sqrt{2m_s v_{th,s}}} \right)$$

converge $\forall p_{xs}, p_{ys} \in \mathbb{R}$ and $m_s, v_{th,s} \in \mathbb{R}^+$, with $C_{2m,s}$ and $D_{ns}$ defined in the Appendix.

We shall first prove the convergence of $g_{2s}$ using a combination of the comparison and the ratio test, and then prove convergence of $g_{1s}$ by comparison with $g_{2s}$. 

Proof. Rather than using the CBP formulation of the Maclaurin expansion of the pressure, we shall calculate the expansion ‘explicitly’. By twice using the Maclaurin expansion of the exponential, we see that

\[ \exp \left( \frac{1}{\beta_{pl}} e^{2\tilde{\Lambda}_p} \right) = \sum_{n=0}^{\infty} b_n \tilde{\Lambda}_p^n, \quad \text{s.t.} \quad b_n = \frac{1}{n!} \sum_{j=0}^{\infty} \frac{2^j j^n}{j!^2 \beta_{pl}^j}. \]

Using a result from the Appendix we have

\[ g_{2s}(p_{ys}) = \sum_{n=0}^{\infty} D_n H_n \frac{p_{ys}}{\sqrt{2m_n v_{\text{th,s}}}}, \]

\[ = \sum_{n=0}^{\infty} b_n \left( \frac{\delta_s}{\sqrt{2}} \right)^n H_n \frac{p_{ys}}{\sqrt{2m_n v_{\text{th,s}}}}. \]

(20)

An upper bound on Hermite polynomials is provided by the identity (see e.g. [30])

\[ |H_j(x)| < k \sqrt{j} 2^{j/2} \exp \left( x^2 / 2 \right) \quad \text{s.t.} \quad k = 1.086435. \]

(21)

This upper bound implies

\[ D_n H_n \frac{p_{ys}}{\sqrt{2m_n v_{\text{th,s}}}} < kb_n \delta_s \sqrt{n!} \exp \left( \frac{p_{ys}^2}{4m_n^2 v_{\text{th,s}}^2} \right). \]

Working on the level of the series composed of upper bounds, the ratio test requires

\[ \lim_{n \to \infty} \left| \frac{b_{n+1}}{b_n} \right| \sqrt{n+1} = \lim_{n \to \infty} \frac{b_{n+1} \sqrt{n+1}}{b_n} < 1/\delta_s \]

for a given \( \delta_s \in \mathbb{R}^+ \). Note that at this stage, we are working with a general \( b_n \), and hence equation (22) is a sufficient criterion for the convergence of a Hermite polynomial series of the type in equation (20), corresponding to a pressure expansion of the type of equation (10). The next step is to analyse the asymptotic behaviour of \( b_{n+1}/b_n \). Explicit expansion of the \( b_n \) coefficients gives

\[ \frac{b_{n+1}}{b_n} = \frac{1}{n+1} \left[ \sum_{j=1}^{\infty} \frac{2^j j^n}{(j-1)! \beta_{pl}^j} \right] / \left( \sum_{j=1}^{\infty} \frac{2^j j^n}{j! \beta_{pl}^j} \right) \]

\[ = \frac{1}{n+1} \left[ \frac{2}{0! \beta_{pl}^1} + \frac{2^2 2^2}{1! \beta_{pl}^2} + \frac{2^3 3^3}{2! \beta_{pl}^2} + \ldots \right] \]

\[ + \frac{2}{1! \beta_{pl}^1} + \frac{2^2 2^2}{2! \beta_{pl}^2} + \frac{2^3 3^3}{3! \beta_{pl}^2} + \ldots \]

\[ = \frac{1}{n+1} \left[ \frac{2}{1! \beta_{pl}^1} + \frac{2^2 2^2}{2! \beta_{pl}^2} + \frac{2^3 3^3}{3! \beta_{pl}^2} + \ldots \right] \]

\[ + \frac{2}{1! \beta_{pl}^1} + \frac{2^2 2^2}{2! \beta_{pl}^2} + \frac{2^3 3^3}{3! \beta_{pl}^2} + \ldots \]

The \( k \)th ‘partial sum’ of this fraction has the form

\[ r_k = \frac{p_1 + 2p_2 + 3p_3 + \ldots + kp_k}{p_1 + p_2 + p_3 + \ldots} \]

with \( p_i \approx 1/i! \), where we write \( g \asymp h \) to mean \( g/h \) and \( h/g \) are bounded away from 0. Now since the denominator of the \( p_i \) increase super-exponentially (factorially) we have \( ip_i \approx p_i \) and hence

\[ 0 < \sum_{i=1}^{\infty} ip_i < \infty \quad \text{and} \quad 0 < \sum_{i=1}^{\infty} p_i < \infty, \]

giving \( r_k \rightarrow r_\infty \in \mathbb{R}^+ \) and, more specifically, \( r_\infty \approx 1 \) in \( n \). Therefore \( b_{n+1}/b_n = r_\infty/(n+1) \approx 1/n \). That is to say \( b_{n+1}/b_n \) grows asymptotically like \( 1/n \). We then get

\[ \lim_{n \to \infty} \frac{b_{n+1}}{b_n} \sqrt{n+1} = \lim_{n \to \infty} 1/\sqrt{n} < 1/\delta_s \quad \forall \delta_s \in \mathbb{R}^+. \]
Therefore a series with each term at least as large as those of $g_{2s}(p_{xs})$ converges with an infinite radius of convergence ($\forall \delta_s$) by the ratio test. Hence $g_{2s}(p_{ys})$ also converges $\forall \delta_s$ and $p_{xs}$ by the comparison test. We shall now prove convergence of $g_{1s}$, by comparison with $g_{2s}$.

By explicitly using the Maclaurin expansion of the exponential, and then the power series representation for $\cos^n x$ from [10],

$$\cos^{2n} x = \frac{1}{2^{2n}} \sum_{k=0}^{n-1} \binom{2n}{k} \cos((2n-k)x) + \binom{2n}{n},$$

$$\cos^{2n-1} x = \frac{1}{2^{2n-2}} \sum_{k=0}^{n-1} \binom{2n-1}{k} \cos((2n-2k-1)x),$$

one can calculate

$$\exp \left( \frac{1}{2\beta_{pl}} \cos(2\bar{A}_x) \right) = \sum_{m=0}^{\infty} a_{2m} \bar{A}_{2m}^x.$$ 

The zeroth coefficient is given by $a_0 = \exp \left( \frac{1}{2\beta_{pl}} \right)$, and the rest are

$$a_{2m} = \frac{2(-1)^m}{(2m)!} \sum_{k=0}^{\infty} \sum_{j \in J_k} \binom{j}{k} (j-2k)^{2m},$$

for $J_k = \{2k + 1, 2k + 2, \ldots\}$ and $m \neq 0$. By rearranging the order of summation, $a_{2m}$ can be written

$$a_{2m} = \frac{2(-1)^m}{(2m)!} \sum_{j=1}^{\infty} \frac{1}{j!(4\beta_{pl})^j} \sum_{k=0}^{\lfloor (j-1)/2 \rfloor} \binom{j}{k} (j-2k)^{2m},$$

where $\lfloor x \rfloor$ is the floor function, denoting the greatest integer less than or equal to $x$. Using a result from the Appendix, we have

$$g_{1s}(p_{xs}) = \sum_{m=0}^{\infty} C_{m,s} H_{2m} \left( \frac{p_{xs}}{\sqrt{2m_v+1}} \right),$$

$$= \sum_{m=0}^{\infty} a_{2m} \left( \frac{\delta_s}{\sqrt{2}} \right)^{2m} H_{2m} \left( \frac{p_{xs}}{\sqrt{2m_v+1}} \right).$$

Recognising an upper bound in the expression for $a_{2m}$:

$$\sum_{n=0}^{\lfloor (j-1)/2 \rfloor} \binom{j}{n} (j-2n)^{2m} \leq j^{2m} \sum_{n=0}^{j} \binom{j}{n} = 2^j j^{2m},$$

gives

$$a_{2m} < \frac{2(-1)^m}{(2m)!} \sum_{j=1}^{\infty} \frac{j^{2m}}{j!(2\beta_{pl})^j} \leq \frac{2}{(2m)!} \sum_{j=1}^{\infty} \frac{2^{j-1} j^{2m}}{j!(2\beta_{pl})^j} < \frac{1}{(2m)!} \sum_{j=1}^{\infty} \frac{2^{1-j} j^{2m}}{j!(2\beta_{pl})^j} < b_{2m}.$$ 

Hence we now have an upper bound on $a_{2m}$ for $m \neq 0$ and we know that $a_{2m+1} = 0$, and so is bounded above by $b_{2m+1}$. Note also that $a_0 < b_0$. Hence, each term in our series for $g_{1s}(p_{xs})$ is bounded above by a series known to converge $\forall \delta_s$ according to

$$a_{l} \left( \frac{\delta_s}{\sqrt{2}} \right)^l H_{l}(x) < b_{l} \left( \frac{\delta_s}{\sqrt{2}} \right)^l H_{l}(x).$$

So by the comparison test, we can now say that $g_{1s}(p_{xs})$ is a convergent series. This completes the proof of Theorem [1].
Note that it is not sufficient for the distribution to be merely convergent. It must also be bounded by a finite constant over all momentum space. Our DF is bounded in momentum space by

\[ f_s < e^{-\beta_s H_s} \exp \left( \frac{p_{xs}^2}{4m_s^2 v_{th,x}^2} + \frac{p_{ys}^2}{4m_s^2 v_{th,y}^2} \right) S_{1s} S_{2s}, \]

where \( S_{1s} \) and \( S_{2s} \) are finite constants, since \( g_{1s} \) and \( g_{2s} \) are convergent. The additional exponential factors come from the upper bounds on Hermite polynomials used above (21). This clearly goes to zero for sufficiently large \( |p_{xs}| \), \( |p_{ys}| \) and is without singularity. We conclude that the distribution is bounded/normalisable.

4. Summary

Starting from a one-dimensional, nonlinear force-free current sheet equilibrium, we have found a new solution to the inverse problem of calculating non-relativistic, neutral collisionless equilibrium distribution functions for both ions and electrons. This was achieved by transforming a known pressure function by exponentiation, exploiting the fact that an equilibrium pressure function is non-unique. It was noted that by using ‘Channell’s method’, the resulting integral equations expressed the pressure as Weierstrass transforms of the unknown parts of the distribution. These were inverted by using a known technique, namely a matched expansion in Hermite polynomials. Complete Bell polynomials were also used to determine the form of the pressure tensor. However, this solution is purely formal, until convergence, boundedness and non-negativity are proven. In Section 3, convergence of \( g_s \) was proven by using the ratio and comparison tests, and boundedness was demonstrated. For a brief discussion of the non-negativity of the DF, see Appendix B, and for the full details see [3].

A significant technical problem has also been overcome, since previous force-free solutions [2,17,32,36] could not describe low-beta configurations, which are prevalent in space and astrophysical plasmas. Whereas the distribution in this paper can describe such plasmas. This could be significant for modelling processes such as reconnection/tearing mode in low-beta environments like the Solar Corona or the Scrape-Off Layer in Tokamaks, see [6,12] respectively. Further work in stability analysis and general properties of the DF is a priority.

The spirit of the methods used in this paper are rather general, and could be applied to other magnetic fields with smooth pressure functions \( P(A_x, A_y) \), force-free or otherwise: namely the ‘matching’ of Maclaurin and Hermite expansion coefficients; the convergence criteria and the positivity argument. It seems a legitimate project to formally generalise the procedures used in this paper, perhaps extending to include a non-zero electric potential. This could result in a reliable analytic algorithm for calculating valid solutions to the inverse problem for collisionless plasma equilibria, for arbitrary 1D, 2-component magnetic fields. A similarity between solutions of the inverse problem discussed herein, and Green’s function solutions of the Diffusion Equation has also been established.
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APPENDIX A. CONSISTENCY OF THE MICRO AND MACROSCOPIC DESCRIPTIONS

The result of the Maclaurin expansion is to be able to write the pressure tensor in terms of macroscopic parameters as

$$P_{zz} = P_0 \exp \left( \frac{1}{2\beta pl} \sum_{m=0}^{\infty} a_{2m} \delta^2 \sum_{n=0}^{\infty} b_n \lambda^n \right)$$

To ensure neutrality $n_i(A_x, A_y) = n_e(A_x, A_y)$, we require the RHS of equation (4) to be identical for ions and electrons, see [8, 17]. We can let $n_{0i}$ be independent of species, i.e. $n_{0i} = n_{0e} = n_0$. To fix the other parameters of the DF, we insist that the Maclaurin expansion of the pressure tensor above matches up with those found in Section 2.2

$$C_{2m,s} = \left( \frac{1}{B_0 L} \right)^{2m} a_{2m} \rightarrow C_{2m,s} = \left( \frac{\delta_s}{\sqrt{2}} \right)^{2m} a_{2m},$$

$$D_{ns} = \left( \frac{1}{B_0 L} \right)^{n} b_n \rightarrow D_{ns} = \text{sgn}(q_s) \left( \frac{\delta_s}{\sqrt{2}} \right)^{n} b_n,$$

and $P_0 = \frac{m_s v_{th,s}}{e B_0 L}$. $\delta_s$ is the species-dependent magnetisation parameter, [13], also used in gyrokinetic theory as the fundamental ordering parameter, [20].

$$\delta_s = \frac{m_s v_{th,s}}{e B_0 L} \rightarrow \delta_s = \sqrt{\frac{m_s T_e}{m_i T_i}}.$$

It is the ratio of the Larmor radius, $\rho_s = v_{th,s}/\Omega_s$, to the characteristic length scale of the system, $L$. $\Omega_s = q_s B_0/m_s$ is the gyrofrequency of particle species $s$ and $T_s$ is the temperature, $k_B T_s = m_s v_{th,s}^2$. When $\delta_s << 1$ then particle species $s$ is highly magnetised and a guiding centre approximation will be applicable for that species, see [27]. The conditions derived in this Appendix are critical for ‘fixing’ the DF, and making a link between the macroscopic description of the current sheet, with the microscopic one of particles.

APPENDIX B. NON-NEGATIVITY OF THE DISTRIBUTION

Since a DF represents a probability density, then it clearly must be non-negative over all phase space. The non-negativity of DFs that are partially represented by sums over Hermite Polynomials has been raised by previous authors, see for example [1, 19]. We refer the reader to a recently published article, [3], for further discussion of non-negativity of $g_s$ functions, represented by (possibly) infinite sums over Hermite Polynomials. To paraphrase the results therein, it is claimed that – provided $g_s$ is differentiable and convergent – the $g_s$ function will be positive for a sufficiently magnetised plasma, i.e. for $0 < \delta_s \leq \delta_c \leq \infty$, for some critical value of the magnetisation parameter, $\delta_c$.
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