Neutron transport criticality calculations using a parallel monolithic multilevel Schwarz preconditioner together with a nonlinear diffusion acceleration method
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Abstract

The multigroup neutron transport criticality calculations using modern supercomputers have been widely employed in a nuclear reactor analysis for studying whether or not a system is self-sustaining. However, the design and development of efficient parallel algorithms for the transport criticality calculations is challenging especially when the number of processor cores is large and an unstructured mesh is adopted. In particular, both the compute time and the memory usage have to be carefully taken into consideration due to the dimensionality of the neutron transport equations. In this paper, we study a monolithic multilevel Schwarz preconditioner for the transport criticality calculations based on a nonlinear diffusion acceleration (NDA) method. In NDA, the multigroup nonlinear diffusion equations are computed using an inexact Jacobian-free Newton method with an initial guess generated from a few inverse power iterations. The computed scalar fluxes and eigenvalue are used to evaluate the fission and scattering terms of the transport equations, and then the nonlinear system of transport equations is simplified to a linear system of equations. The linear systems of equations arising from the discretizations of the nonlinear diffusion equations and the transport equations need to be efficiently solved. We propose a monolithic multilevel Schwarz method that
is capable of efficiently handling the systems of linear equations for both the transport system and the diffusion system. However, in the multilevel method, algebraically constructing coarse spaces is expensive and often unscalable. We study a subspace-based coarsening algorithm to address such a challenge by exploring the matrix structures of the transport equations and the nonlinear diffusion equations. We numerically demonstrate that the monolithic multilevel preconditioner with the subspace-based coarsening algorithm is twice as fast as that equipped with an unmodified coarsening approach on thousands of processor cores for an unstructured mesh neutron transport problem with billions of unknowns.
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### 1. Introduction

The neutron transport criticality calculations play an important role in a nuclear reactor analysis [1][2]. A neutron transport system is said to be critical if the rate of fission neutron production just equals to the neutron losses because of absorption and leakage [1]. A generalized eigenvalue problem needs to be calculated for checking the criticality of the nuclear reactor system. The criticality calculations of the neutron transport problems are challenging, and a tremendous amount of computational resources are required because of a high dimensionality; e.g., 1D energy, 2D angle and 3D spatial space. With an advancement of modern supercomputers, the high-resolution simulations of the neutron transport problems become possible [3][4][5]. However, for efficiently using supercomputers, a scalable parallel eigenvalue solver need to be designed and developed with taking both the compute time and the memory usage into consideration. In this work, we propose a highly parallel monolithic eigenvalue solver consisting of a nonlinear diffusion acceleration, a Jacobian-free Newton-Krylov method and a multilevel Schwarz preconditioner.
One of the simplest approaches for computing the criticality of the multi-group neutron transport problems is inverse power iteration [1, 6], and the inverse power iteration is still widely used today due to its implementation simplicity. The inverse power iteration is often referred to as “outer iteration”. Sometimes, the inverse power iteration is accelerated with DSA (Diffusion Synthetic Acceleration) [7] or NDA (Nonlinear Diffusion Acceleration) [8, 9]. During each inverse power iteration, an inverse of the streaming-collision operator is required, and the calculation of the operator inverse can be generalized to solve a linear system of equations. Traditionally, a Gauss-Seidel iterative method is employed for solving the linear system of equations group by group where the scattering and the fission terms are computed using the previously updated solution [1, 3]. For each Gauss-Seidel iteration, a within-group subsystem of equations need to be efficiently solved. Two of the most popular approaches for computing the within-group linear system of equations are transport sweeps [4, 5, 10] and multilevel methods [11, 12, 13, 14, 15]. In the current work, we consider multilevel preconditioned iterative Krylov subspace methods that are easy to parallelize and can handle fully irregular meshes and different spatial discretizations. The Krylov subspace methods mostly involve matrix-vector multiplications that can be efficiently implemented and optimized for parallel calculations [16, 17]. In addition, the multilevel preconditioning technique can be carried out in a scalable way based on the domain decomposition methods, and it is employed to accelerate the convergence of the Krylov subspace methods, which will be discussed shortly.

However, the inverse power iteration based algorithm framework may converge slowly when the smallest eigenvalue and the second smallest eigenvalue are close to each other, which is often true for realistic problems. To address this challenge, while there exist other popular schemes such as Wielandt shift [6, 18], we employ an inexact Jacobian-free Newton method [19, 20, 21]. The Newton-based eigenvalue solver has been successfully applied to many applications [11, 12, 21, 22, 23, 24], just name a few. A direct application of the Jacobian-free Newton-based eigenvalue solver to the multigroup neutron
transport equations sometimes could be expensive because the dimensionality of the nonlinear system of equations is high. One of possible strategies to improve the performance is to apply a nonlinear diffusion acceleration (NDA) method [8, 9, 25], where the neutron transport problem is reformulated as a “fixed source” problem by evaluating the scattering and the fission terms using the scalar fluxes and eigenvalue of the diffusion equations. The NDA method was originally proposed in [8], and its basic idea is directly related to the coarse mesh finite difference method investigated in [26]. The NDA method combined with multigrid in energy was recently studied in [27, 28].

One of the most challenging tasks in the NDA method is to develop a robust and efficient preconditioner for both the transport system and the diffusion system because the transport system is large and the diffusion system is nonsymmetric due to the closure terms. In this work, we study a parallel monolithic multilevel preconditioner together with a subspace-based coarsening algorithm for both the transport system and the diffusion system. More precisely, an inexact Jacobian-free Newton method with an initial guess generated from a few inverse power iterations is employed for the nonlinear diffusion system, and during each Newton iteration the Jacobian system is calculated using the monolithic multilevel Schwarz preconditioner together with GMRES, where unlike a Gauss-Seidel type approach the monolithic method handles all energy groups simultaneously. The transport system is reformed as a fixed source problem under the NDA context, and a linear system of transport equations is also solved using the monolithic multilevel preconditioner together with GMRES. Note, there are other possibilities to explore the basic idea of multilevel methods; e.g., the multilevel methods in energy were studied in [27, 28, 29]; the multilevel methods were constructed in both spatial space and energy [30, 31]. We consider only the algebraic spatial version of the multilevel methods in the current study.

In the multilevel methods, the construction of coarse spaces has a critical impact on the preconditioner performance. In general, a coarse space can be constructed either geometrically [22, 33] or algebraically [24]. We choose to use
an algebraic coarsening algorithm in this work because it is general and has an out-of-box nature for end-users. But it is well-known that the construction of coarse spaces is expensive in terms of the compute time and the memory usage [34], and for some applications the setup phase may be even more expensive than the solve phase. To overcome this difficulty, we introduce a subspace-based coarsening algorithm by exploring the structures of the preconditioning matrices. In the subspace-based coarsening algorithm, only a submatrix needs to be coarsened to generate coarse spaces, and therefore it is able to reduce the computational cost in time and in memory. The subspace-based coarsening was successfully applied to the unaccelerated neutron transport calculations in our previous work [11] [12], and it is improved and extended to solve both the nonlinear diffusion system and the accelerated transport system in the current study. We numerically demonstrate that the proposed algorithm is more efficient than the unmodified traditional multilevel methods for solving both the accelerated transport system and the diffusion system with thousands of processor cores for a 3D unstructured mesh problem with billions of unknowns.

The rest of this paper is organized as follows. In Section 2, a nonlinear diffusion acceleration method is presented to decouple the scattering term and the fission term from the streaming-collision operator in the neutron transport problem to speedup the simulations. A parallel monolithic multilevel Schwarz preconditioner together with a subspace-based coarsening algorithm is described in Section 3 for both the accelerated transport system and the diffusion system. In Section 4, some numerical tests are carefully studied to demonstrate the performance of the monolithic multilevel Schwarz preconditioner equipped with the subspace-based coarsening algorithm. A few remarks and conclusions are drawn in Section 5.

2. Nonlinear diffusion acceleration

In this section, we present the multigroup neutron transport equations for the criticality calculations, and then study a nonlinear diffusion acceleration
method where a system of diffusion equations is solved to speedup the transport simulations.

2.1. Multigroup neutron transport equations

The multigroup neutron transport equations are used to describe the neutron interactions with the background materials in a nuclear reactor system, and they read as follows:

$$\hat{\Omega} \cdot \hat{V} \Psi_c(x, \Omega) + \Sigma_{t,g}(x, \Omega) \Psi_c(x, \Omega) = \sum_{g=1}^{G} \int_S \Sigma_{s, g' \rightarrow g} f_{g' \rightarrow g}(\hat{\Omega}' \cdot \hat{\Omega}) \Psi_c(x, \hat{\Omega}') d\hat{\Omega}' + \frac{1}{4\pi} \chi g k \sum_{g'=1}^{G} \nu \Sigma_{f, g'} \Phi_{g'}(x), \text{ in } D \times S,$$

where $\Psi_c$ [cm$^{-2}$ s$^{-1}$ st$^{-1}$] are the neutron angular fluxes defined on $D \times S$, $g = 1, 2, ..., G$. Here $G$ is the number of energy groups, $S$ is a unit sphere of neutron flying directions and $D$ is a 3D spatial domain, for example as shown in Fig. 1. In $\hat{\Omega}$, $x \in D$ [cm] denotes the independent spatial variable, and $\hat{\Omega} \in S$ represents the independent angular variable. $\Sigma_{t,g}$ [cm$^{-1}$] is the macroscopic total cross section of the $g$th energy group, and $\Sigma_{s, g' \rightarrow g}$ [cm$^{-1}$] represents the macroscopic scattering cross section from the $g'$th group to the $g$th group. $f_{g' \rightarrow g}$ [st$^{-1}$] is the scattering phase function that redistributes neutrons from the incoming directions $\hat{\Omega}'$ to some outgoing directions $\hat{\Omega}$. In the second term of the right hand side of (1), $\chi g$ denotes the spectrum for both prompt and delayed, $\nu$ is the averaged number of neutrons emitted per fission, $\Sigma_{f, g}$ [cm$^{-1}$] represents the macroscopic fission cross section, and $\Phi_g$ [cm$^{-2}$ s$^{-1}$] are the scalar fluxes that can be calculated by taking an integral of the angular fluxes over the unit sphere

$$\Phi_g \equiv \int_S \Psi_c d\Omega.$$

$k$ is the inverse of eigenvalue (the largest $k$ is referred to as the neutron multiplication factor). The neutron transport criticality calculations focus on the largest value of $k$ and the corresponding eigenvalue vector, referred to as the fundamental mode. The first term of (1) is the streaming term, the second
is the collision term, the third is the scattering term and the forth is the fission term. The scattering term couples energy groups through the scattering matrix, and connects angular directions through the integral. Similarly, the fission term couples the angular directions together. The angular and energy coupling makes the neutron transport criticality calculations challenging.

To rewrite (1) as a vector form, we introduce some notations as follows:

\[ \Psi \equiv [\Psi_1, \Psi_2, \cdots, \Psi_G]^T, \quad (2a) \]

\[ L\Psi \equiv [L_1\Psi_1, L_2\Psi_2, \cdots, L_G\Psi_G]^T, \quad L_g\Psi_g \equiv \vec{\nabla} \cdot \vec{\Omega} \Psi_g + \Sigma_{t,g} \Psi_g, \quad (2b) \]

\[ S\Psi \equiv [S_1\Psi_1, S_2\Psi_2, \cdots, S_G\Psi_G]^T, \quad S_g\Psi_g \equiv \sum_{g' = 1}^{G} \int_S \Sigma_{s,g' \rightarrow g} f_{g' \rightarrow g} \Psi_{g'} d\Omega', \quad (2c) \]

\[ F\Psi \equiv [F_1\Psi_1, F_2\Psi_2, \cdots, F_G\Psi_G]^T, \quad F_g\Psi_g \equiv \frac{1}{4\pi} \chi_g \sum_{g' = 1}^{G} \nu \Sigma_{f,g' \rightarrow g} \Phi_{g'}. \quad (2d) \]

Here \( \Psi \) is the angular flux vector consisting of all energy groups. \( L, S \) and \( F \) are the streaming-collision operator, the scattering operator and the fission operator, respectively. With the operator notations, we rewrite (1) as

\[ L\Psi = S\Psi + \frac{1}{k} F\Psi. \quad (3) \]

Following a standard finite element technique, the weak form of (3) reads as

\[ (L^* \Psi^*, \Psi) + (\Psi^*, \bar{\Psi})^+ - (\Psi^*, \bar{\Psi})^- = (\Psi^*, S\Psi) + \frac{1}{k} (\Psi^*, F\Psi), \quad (4) \]

where \( \Psi^* \) is the test function, and \( L^* \) is the adjoint operator of \( L \) defined as

\[ L^*\Psi \equiv [L_1^*\Psi_1, L_2^*\Psi_2, \cdots, L_G^*\Psi_G]^T, \quad L_g^*\Psi_g \equiv -\vec{\nabla} \cdot \vec{\Omega} \Psi_g + \Sigma_{t,g} \Psi_g. \]

\((\cdot, \cdot)\) denotes a function inner product over \( D \times S \), for example,

\[ (\Psi^*, \Psi) \equiv \sum_{g = 1}^{G} \int_S \int_D d\Omega \int d\tilde{x} \Psi_g^*(\tilde{x}, \vec{\Omega}) \Psi_g(\tilde{x}, \vec{\Omega}). \]
\begin{align*}
    \langle \cdot, \cdot \rangle_{\pm} & \equiv \sum_{g=1}^{G} \oint_{\partial D} dx \int_{S_{\pm}^{\bar{n}_{b}}} \left| \tilde{\Omega} \cdot \bar{n}_{b} \right| \Psi_{g}^{+}(\vec{x}, \tilde{\Omega}) \bar{\Psi}_{g}(\vec{x}, \tilde{\Omega}).
\end{align*}

Here \( \partial D \) is the boundary of \( D \), \( \bar{n}_{b} \) is the outward unit normal vector on \( \partial D \), and \( S_{\pm}^{\bar{n}_{b}} = \{ \tilde{\Omega} \in S : \tilde{\Omega} \cdot \bar{n}_{b} \geq 0 \} \). The vacuum and reflecting boundary conditions are employed in this paper. For the vacuum boundary condition, \( \bar{\Psi} \) is expressed as

\[
    \bar{\Psi} = \begin{cases} 
        \Psi, & \text{on } \partial D, \ \tilde{\Omega} \cdot \bar{n}_{b} \geq 0, \\
        0, & \text{on } \partial D, \ \tilde{\Omega} \cdot \bar{n}_{b} < 0.
    \end{cases}
\]

For the reflecting boundary condition, \( \bar{\Psi} \) is defined as

\[
    \bar{\Psi} = \begin{cases} 
        \Psi, & \text{on } \partial D, \ \tilde{\Omega} \cdot \bar{n}_{b} \geq 0, \\
        \Psi_{r}, & \text{on } \partial D, \ \tilde{\Omega} \cdot \bar{n}_{b} < 0,
    \end{cases}
\]

where \( \Psi_{r} \) is the reflecting angular fluxes of \( \Psi \) on \( \tilde{\Omega}_{r} = \tilde{\Omega} - 2(\tilde{\Omega} \cdot \bar{n}_{b})\bar{n}_{b} \). The weak form (4) is unstable, and certain stabilizing techniques are required. A stabilizing technique called SAAF (self-adjoint angular flux) \([35, 36]\) is chosen in this work, and the SAAF is very similar to the well-known method SUPG (Streamline upwind/Petrov-Galerkin) \([37]\). We ignore the description of SAAF here since it has been presented in other literatures \([11, 12, 25, 35, 36]\).

Without introducing any confusion, the same weak form notation is also reused to represent its stabilized version. To simplify the description, the weak form is rewritten as

\[
    I(\Psi^{*}, \Psi) - s_{h}(\Psi^{*}, \Psi) = s_{0}(\Psi^{*}, \Phi) + \frac{1}{k} \mathcal{F}(\Psi^{*}, \Phi),
\]

with

\[
    I(\Psi^{*}, \Psi) \equiv (L^{*} \Psi^{*}, \Psi) + (\Psi^{*}, \tilde{\Psi})^{\dagger} - (\Psi^{*}, \tilde{\Psi})^{-},
\]

\[
    \mathcal{F}(\Psi^{*}, \Phi) \equiv (\Psi^{*}, F \Phi),
\]

and

\[
    s_{h}(\Psi^{*}, \Psi) + s_{0}(\Psi^{*}, \Phi) \equiv (\Psi^{*}, S \Psi).
\]
Here $s_h$ corresponds to the high order moment fluxes, and $s_0$ corresponds to the zero order moment fluxes that are completely determined by the scalar fluxes.

2.2. **Diffusion-based acceleration technique**

(5) involves the scalar fluxes in the fission term and the scattering term. An alternative way to compute the scalar fluxes is to solve the multigroup neutron diffusion equations. The resulting scalar fluxes and eigenvalue are used to evaluate the fission term and the scattering term of the neutron transport equations. In such a way, the multigroup neutron transport equations are simplified to a linear problem from an eigenvalue problem. It is much cheaper to solve the linear system of equations instead of the eigenvalue problem.

The scalar fluxes are governed by the multigroup neutron diffusion equations,

$$-\vec{\nabla} \cdot D_g \vec{\nabla} \Phi_g(\vec{x}) + \Sigma_{r,g} \Phi_g(\vec{x}) = \sum_{g' \neq g} \Sigma_{s,g'\rightarrow g} \Phi_{g'}(\vec{x}) + \frac{\chi_g}{k} \sum_{g'=1}^{G} \nu \Sigma_{f,g'} \Phi_{g'}(\vec{x}),$$

in $D_g$,

(6)

where $D_g$ [cm] is the diffusion coefficient, and $\Sigma_{r,g} \equiv \Sigma_{t,g} - \Sigma_{s,g'\rightarrow g}$, in [cm$^{-1}$], is the macroscopic removal cross section. The first term is the **diffusion term** and the second is the **removal term**. The first term on the right hand side is the **scattering term**, which couples the scalar fluxes together through the scattering matrix. The last term is the **fission term**. For conciseness, we also write Eq. (6) in a vector form,

$$-\vec{\nabla} \cdot \vec{J} + \vec{L}_r \Phi = \vec{S}_d \Phi + \frac{1}{k} F_0 \Phi,$$

(7)

where

$$\vec{J} \equiv [\vec{J}_1, \vec{J}_2, ..., \vec{J}_G]^T, \quad \vec{J}_g \equiv D_g \vec{\nabla} \Phi_g,$$

$$\vec{L}_r \Phi \equiv [L_{r,1} \Phi_1, L_{r,2} \Phi_2, ..., L_{r,G} \Phi_G]^T, \quad L_{r,g} \Phi_g \equiv \Sigma_{r,g} \Phi_g,$$

$$\vec{S}_d \Phi \equiv [S_{d,1} \Phi_1, S_{d,2} \Phi_2, ..., S_{d,G} \Phi_G]^T, \quad S_{d,g} \equiv \sum_{g' \neq g} \Sigma_{s,g'\rightarrow g} \Phi_{g'},$$
and
\[
\mathbf{F}_0 \Phi \equiv [F_{0,1} \Phi_1, F_{0,2} \Phi_2, \ldots, F_{0,G} \Phi_G]^T, \quad \mathbf{F}_{0,g} \Phi_g \equiv \chi_g \sum_{g'=1}^{G} \nu_{g,g'} \Phi_{g'}.
\]

Multiply (7) by a test function \( \Phi^* \) and integrate by parts, then we have the weak form of (7) as follows
\[
b_{\text{diff}}(\Phi^*, \Phi) = \frac{1}{k} b_{\text{diff}}(\Phi^*, \Phi),
\]
with
\[
b_{\text{diff}}(\Phi^*, \Phi) = (\bar{\nabla} \Phi^*, D \bar{\nabla} \Phi)_D + \left< \Phi^*, \frac{1}{4} \Phi \right>_{\partial D} + (\Phi^*, \mathbf{L}_r \Phi)_D - (\Phi^*, \mathbf{S}_d \Phi)_D,
\]
and
\[
f_{\text{diff}}(\Phi^*, \Phi) = (\Phi^*, \mathbf{F}_0 \Phi)_D,
\]
where \((\cdot, \cdot)_D\) denotes a function inner product over \( D \), and \((\cdot, \cdot)_{\partial D}\) represents the function inner product on \( \partial D \). In (8), the Robin boundary condition is used,
\[
\frac{\Phi_g}{4} + D_g \bar{\nabla} \Phi_g \cdot \bar{n}_b = 0, \quad \text{on} \quad \partial D.
\]

For accelerating the solution of (5), the low-order diffusion equations (8) need additional nonlinear closure terms so that the low-order scalar fluxes become identical to the projection of the high order solution into the low order space when the algorithm converges. The following closure terms are employed when (5) is stabilized with the SAAF method and discretized in angle using the discrete ordinates (SN),
\[
\mathcal{C}[\Psi](\Phi^*, \Phi) \equiv \left( \bar{\nabla} \Phi^*, \mathbf{D} \bar{\nabla} \Phi \right)_D + (\Phi^*, \gamma_i \Phi)_{\partial D}.
\]

Here
\[
\mathbf{D} \equiv [\mathbf{D}_1, \mathbf{D}_2, \ldots, \mathbf{D}_G]^T,
\]
with
\[
\mathbf{D}_g = \left( \int_S \left( \tau_g \bar{\Omega} \cdot \bar{\nabla} \Psi_g + (\tau_g \Sigma_{k,g} - 1) \bar{\Omega} \Psi_g - \tau_g \sum_{g'=1}^{G} \Sigma_{g,g'} \bar{\nabla} \Psi_{g'} - D_g \bar{\nabla} \Psi_g \right) \right) \frac{d \Omega}{\int_S \Psi_g \, d \Omega},
\]
for each \( g = 1, \ldots, G \).
and

\[ \gamma \equiv [\gamma_1, \gamma_2, \ldots, \gamma_G]^T, \]

with

\[ \gamma_g = \frac{\int_{\Omega_{\Xi n} > 0} |\hat{\Omega} \cdot \hat{n}_b| \Psi_g d\Omega}{\int_S \Psi_g d\Omega} - \frac{1}{4}. \]

Here \( \Sigma_{g,1}^{s} \) is the first order of scattering cross section (see more details in [25]), and \( \tau_g \) is the stabilization parameter defined as

\[ \tau_g = \begin{cases} \frac{1}{c \Sigma_{t,g}}, & ch \Sigma_{t,g} \geq \varsigma, \\ \frac{h}{\varsigma}, & ch \Sigma_{t,g} < \varsigma, \end{cases} \]

(10)

where \( h \) is the characteristic length of a mesh element, \( \varsigma \) is usually chosen to be a constant of 0.5 and \( c \) is a constant as well (1.0 by default). A detailed explanation of (10) can be found in [25]. With these notations, the nonlinear diffusion acceleration scheme is summarized in Alg. 2.1.

The low order diffusion equations (12) are discretized using the first order continuous finite element [24, 25], and the multigroup transport equations (11) are discretized with the first order finite element method in space and with the SN scheme in angle [11, 12, 25]. After the spatial and angular discretizations, the multigroup transport equations at line 4 of Alg. 2.1 correspond to a linear system of equations since the fission term and part of the scattering term are evaluated using the scalar fluxes and the eigenvalue computed in the low order diffusion system. An algebraic generalized eigenvalue system is generated after the spatial discretization of the low order diffusion system. The low order diffusion system is challenging to solve since the extra closure terms can have a significant impact on diffusion coefficients, and meanwhile the high order transport system is expensive to solve due to the high dimensionality. We next study a novel monolithic multilevel Schwarz method that is capable of solving both the low order diffusion system and the high order transport system while constructing coarse spaces in an efficient way.
Algorithm 2.1 Nonlinear diffusion acceleration method

1: Solve the low-order diffusion system without the closure terms:
\[ \mathbf{b}_{\text{diff}}(\Phi^*, \Phi^{(0)}) = \frac{1}{k^{(0)}} f_{\text{diff}}(\Phi^*, \Phi^{(0)}) \]

2: \( n = 0 \)

3: for \( n < \max_{\text{nda}} \) and \( \epsilon_1 > \text{tol} \) do

4: Solve the transport system:
\[ \mathbf{l}(\Psi^*, \Psi^{(n+1)}) - s_h(\Psi^*, \Psi^{(n)}) = s_0(\Psi^*, \Phi^{(n)}) + \frac{1}{k^{(n)}} f(\Psi^*, \Phi^{(n)}) \] (11)

5: Update the coefficients, \( \bar{D} \), of the closure terms

6: Solve the diffusion system with the closure terms:
\[ \mathbf{b}_{\text{diff}}(\Phi^*, \Phi^{(n+1)}) + C[\Psi^{(n+1)}](\Phi^*, \Phi^{(n+1)}) = \frac{1}{k^{(n+1)}} f_{\text{diff}}(\Phi^*, \Phi^{(n+1)}) \] (12)

7: Calculate \( \epsilon_1 = \left| \Phi^{(n+1)} - \Phi^{(n)} \right| \)

8: \( n + = 1 \)

9: end for
3. Monolithic multilevel Schwarz preconditioner

In this section, we briefly describe a parallel monolithic algorithm framework, and then study a multilevel Schwarz preconditioner equipped with a subspace-based coarsening approach for both the transport equations and the diffusion equations.

3.1. Parallel Newton accelerated eigenvalue solver

After the spatial discretization of (12), an algebraic generalized eigenvalue system reads as

\[ A \Phi = \frac{1}{k} B \Phi, \]  

(13)

where \( A \) is the matrix consisting of the first and the second terms of (12), and \( B \) represents the matrix corresponding to the fission term. \( A \) and \( B \) are not formed explicitly for saving memory. The notation \( \Phi \) is reused to denote the discretized version of the scalar fluxes, that is, it is a vector whose components are the finite element nodal values. The neutron transport criticality calculations target at the largest value of \( k \) in (13).

One of the simplest approaches to calculate the largest value of \( k \) is inverse power iteration \([1, 6]\), which starts with an initial guess and computes a new approximation with solving a linear system of equations. More precisely, with a given initial pair \((\Phi_0, k_0 = \| B \Phi_0 \|)\), a new approximation \((\Phi_{n+1}, k_{n+1})\), \( n = 0, 1, ..., \text{max_eigen} \), is obtained using the following steps:

\[ A \Phi_{n+1} = B \Phi_n, \]  

(14a)

\[ k_{n+1} = \| B \Phi_{n+1} \|, \]  

(14b)

\[ B \Phi_{n+1} \leftarrow \frac{1}{k_{n+1}} B \Phi_{n+1}. \]  

(14c)

Here the first step solves a linear system of equations, the second step calculates the norm of the right hand size as a new eigenvalue approximation, and finally the right hand side is scaled in place.
The inverse power iteration converges slowly when the smallest and the second smallest eigenvalues are close to each other, which often occurs in realistic problems. To overcome this difficulty, an inexact Newton method is employed to accelerate the inverse power iteration by reforming as a nonlinear system of equations,

\[ \mathcal{F}(\Phi) \equiv A\Phi - \frac{1}{\|B\Phi\|} B\Phi = 0. \]  

(15)

Newton starts with an initial guess \( \Phi_0 \) that, in this paper, is calculated with a few inverse power iterations, and then a new approximation solution, \( \Phi_{n+1} \), \( n = 0, 1, \ldots, \max_{\text{newton}} \), is updated as follows,

\[ \Phi_{n+1} = \Phi_n + \alpha_n \Delta \Phi_n. \]  

(16)

Here \( \alpha_n \) is a Newton step length calculated using a backtracking line search scheme [38], and \( \Delta \Phi_n \) is obtained by solving the Jacobian system

\[ \mathcal{J}(\Phi_n) \Delta \Phi_n = -\mathcal{F}(\Phi_n), \]  

(17)

where \( \mathcal{J}(\Phi_n) \) is the Jacobian matrix evaluated at \( \Phi_n \) and \( \mathcal{F}(\Phi_n) \) is the nonlinear function residual at \( \Phi_n \). Explicitly forming \( \mathcal{J} \) is memory intensive since there exists significant coupling among variables through the scattering term and the fission term. In addition, the derivatives of \( 1/\|B\Phi\| \) is difficult to compute. To fix these issues, \( \mathcal{J} \) is carried out in a matrix-free manner, that is, the action of \( \mathcal{J} \) on a vector \( \Delta \Phi_n \) is implemented via finite difference

\[ \mathcal{J}(\Phi_n) \Delta \Phi_n = \frac{\mathcal{F}(\Phi_n + \beta \Delta \Phi_n) - \mathcal{F}(\Phi_n)}{\beta}, \]  

where \( \beta \) is a small parameter calculated using a strategy proposed in [39]. The resulting inexact Newton is often referred to as “Jacobian-free Newton method” [20, 21] that is also very useful when the Jacobain is difficult to form due to for example the complicated physics procedures under a multiphysics environment. We summarize the Newton accelerated eigenvalue solver in Alg. 3.1 and will discuss the preconditioning technique in next section. Note that the
Algorithm 3.1 Newton accelerated eigenvalue solver

1: Initialize: $\Phi_0$, $k_0 = \|B\Phi_0\|

2: for $n = 0, 1, 2, ..., max_{eigen}$ do

3: Solve a linear system: $A\Phi_{n+1} = B\Phi_n$

4: Update eigenvalue: $k_{n+1} = \|B\Phi_{n+1}\|

5: Scale right hand side: $B\Phi_{n+1} \leftarrow \frac{1}{k_{n+1}} B\Phi_{n+1}$

6: end for

7: Set an initial guess for Newton: $\Phi_0 = \Phi_n$

8: $n=0$

9: for $n < max_{newton}$ and $\epsilon > tol_{newton}$ do

10: Solve the Jacobian system: $J(\Phi_n)\Delta\Phi_n = -F(\Phi_n)$

11: Perform a line search to compute $\alpha_n$

12: Update solution: $\Phi_{n+1} = \Phi_n + \alpha_n \Delta\Phi_n$

13: $\epsilon = \|F(\Phi_{n+1})\| / \|F(\Phi_0)\|$

14: $n += 1$

15: end for
Newton-Krylov method has been widely and successfully employed for non-linear systems of equations arising from different engineering areas; e.g., elasticity problems [32], incompressible flows [40], fluid-structure interactions [33, 41, 42, 43]. In this work, the Newton-Krylov method is employed to solve the eigenvalue problems.

3.2. Single-component grid based coarse spaces

In this section, we present a monolithic multilevel method for (11), (14a) and (17), where a subspace-based coarsening algorithm is studied to generate a sequence of Single-component Grid based coarse spaces (SG coarse spaces) for improving the parallel performance.

Three linear systems of equations, (11), (14a) and (17), need to be solved, and we hence denote them in an unified general linear system of equations,

\[ Ax = b, \tag{18} \]

where \( A = A \) in (14a), \( A = J \) in (17), and \( A \) corresponds to the discretized version of \( l \) in (11). \( x \) is the nodal values of \( \Phi \) in (14a) and (17), and corresponds to the discretized version of \( \Psi \) in (11). The linear system (18) is solved using an iterative Krylov subspace method; e.g., GMRES [44], and an efficient preconditioner is required to speedup the convergence. In the current study, a standard restarted GMRES from PETSc [16] is chosen, and no change was made to GMRES. The restart number of GMRES is 30 by default in PETSc. While other Krylov subspace methods [45] are possible for solving the Jacobian system, we consider only GMRES in the current study. GMRES was chosen as the default linear solver in the multiphysics framework MOOSE [46] because it appears sufficiently general for a wide range of multiphysics problems.

The right preconditioned linear system is rewritten as

\[ AM^{-1}Mx = b, \tag{19} \]

where \( M \) is a preconditioning matrix, and \( M^{-1} \) is a preconditioning process. \( M \) is an approximation to \( A \) in (14a), to \( J \) in (17), and \( M \) corresponds to the
discretized version of \( I \) in [11]. The preconditioned system [19] is computed in two steps,

\[ AM^{-1}\tilde{x} = b, \quad (20a) \]

\[ Mx = \tilde{x}, \quad (20b) \]

where \( \tilde{x} \) is an intermediate auxiliary vector. In (20), the preconditioner is applied from the right side, but we want to mention that the preconditioner can be applied from the left side as well. In general, a preconditioning process aims at a correction with solving the residual equations,

\[ Me = r, \quad (21) \]

where \( e \) is a correction vector, and \( r \) is the residual vector from the outer solver, GMRES.

In this paper, we employ a multilevel Schwarz preconditioner for the solution of (21). To describe the multilevel preconditioner, we partition the fine mesh \( D_h \), a triangulation of \( \mathcal{D}_h \), into \( np \) submeshes, \( D_{h,i} \), \( i = 1, 2, .., np \). Here \( np \) is the number of processor cores. The mesh is partitioned using a hierarchical partitioning approach [32, 47]. The hierarchal partitioning takes into consideration that there are multiple processor cores per each compute node on modern supercomputers and these cores share the same chunk of memory. The hierarchal partitioning generally consists of two steps (even though it has been extended to a multilevel version [47]). The mesh is first partitioned into \( np_1 \) submeshes (\( np_1 \) is often the number of compute nodes), and then each submesh is further divided into \( np_2 \) small submeshes (\( np_2 \) is often the number of processor cores per compute node). The hierarchical partitioning is able to minimize the communication between compute nodes since only compute-node boundary cores need to send messages across the network, and the messages within the same compute node are efficiently handled by a modern MPI implementation. A detailed discussion on the hierarchal partitioning can be found in [32, 47]. A hierarchical partitioning example is shown in Fig. 1, where a 3D mesh is parti-
tioned into 4 submeshes and each submesh is further partitioned into 20 small submeshes. Finally we have 80 small submeshes in total.

We denote submatrices and subvectors on $D_{h,i}$, as $M_i$, $e_i$, and $r_i$, $(i = 1, 2, \ldots, np)$, respectively. The submatrices $M_i$ are extended to overlap with their neighbors by $\delta$ layers, and the resulting overlapping submatrices are denoted as $M_i^\delta$. The corresponding subvectors are written as $e_i^\delta$ and $r_i^\delta$. The overlapping-submatrix construction is efficiently implemented based on the matrix sparsity pattern by defining a restriction operator $R_i^\delta$ that extracts an overlapping subvector from the global vector,

$$r_i = R_i^\delta r = \begin{bmatrix} I_i^\delta & 0 \end{bmatrix} \begin{bmatrix} r_i^\delta \\ r_i \setminus r_i^\delta \end{bmatrix}.$$  

Here $I_i^\delta$ is an identity matrix whose size is the same as that of $r_i^\delta$, and $r_i \setminus r_i^\delta$ represents the elements in $r$ but not in $r_i^\delta$. Similarly, a nonoverlapping version of restriction operator is defined as $R_i^0$ by simply setting $\delta = 0$.

**Remark 3.1.** A detailed description on the overlapping submatrix construction can be found in [48, 49]. Here, we demonstrate the basic idea using a 1D problem as shown in Fig. 2. Assume that a one-group diffusion equation is discretized on the 1D mesh using the first-order Lagrange finite element method. The resulting matrix is written as follows

$$\mathbf{M}_{1D} = \begin{bmatrix}
  m_{11} & m_{12} \\
  m_{21} & m_{22} & m_{23} \\
  m_{32} & m_{33} & m_{34} \\
  m_{43} & m_{44} & m_{45} \\
  m_{54} & m_{55} & m_{56} \\
  m_{65} & m_{66} & m_{67} \\
  m_{76} & m_{77}
\end{bmatrix}. \quad (22)$$

It is supposed that the 1D mesh is partitioned into two parts in such a way that vertices 1, 2, 3 and 4 are allocated to processor 1 and vertices 5, 6 and 7 are owned by processor...
Figure 1: Demonstration of partitioning a mesh into 80 submeshes using the hierarchical partitioning approach. Assume there are 4 compute nodes available, and each compute node has 20 processor cores. The mesh is partitioned into 4 submeshes, and each submesh is further partitioned into 20 small submeshes. We have 80 submeshes in total at the end. First row: a mesh is partitioned into 4 submeshes; second row: each submesh is divided into 20 small submeshes. For the visualization purpose, the first submesh is taken off in the right picture of the first row. The right picture of the second row is the partition of the first submesh into 20 small submeshes.

Figure 2: 1D mesh used for the demonstration of constructing overlapping submatrices.
2. The submatrices with $\delta = 0$ are written as

\[
(M_{1D})^0_1 = \begin{pmatrix} m_{11} & m_{12} \\
m_{21} & m_{22} & m_{23} \\
m_{32} & m_{33} & m_{34} \\
m_{43} & m_{44} \\
\end{pmatrix}, \quad (23)
\]

and

\[
(M_{1D})^0_2 = \begin{pmatrix} m_{55} & m_{56} \\
m_{65} & m_{66} & m_{67} \\
m_{76} & m_{77} \\
\end{pmatrix}. \quad (24)
\]

When $\delta = 1$ and 2, the corresponding overlapping submatrices are written as, respectively,

\[
(M_{1D})^1_1 = \begin{pmatrix} m_{11} & m_{12} \\
m_{21} & m_{22} & m_{23} \\
m_{32} & m_{33} & m_{34} \\
m_{43} & m_{44} & m_{45} \\
m_{54} & m_{55} \\
\end{pmatrix}, \quad (25)
\]

\[
(M_{1D})^2_1 = \begin{pmatrix} m_{44} & m_{45} \\
m_{54} & m_{55} & m_{56} \\
m_{65} & m_{66} & m_{67} \\
m_{76} & m_{77} \\
\end{pmatrix}, \quad (26)
\]

\[
(M_{1D})^2_1 = \begin{pmatrix} m_{11} & m_{12} \\
m_{21} & m_{22} & m_{23} \\
m_{32} & m_{33} & m_{34} \\
m_{43} & m_{44} & m_{45} \\
m_{54} & m_{55} & m_{56} \\
m_{65} & m_{66} \\
\end{pmatrix}. \quad (27)
\]
and

\[
(M_{1D})^2 = \begin{bmatrix}
m_{33} & m_{34} \\
m_{43} & m_{44} & m_{45} \\
m_{54} & m_{55} & m_{56} \\
m_{65} & m_{66} & m_{67} \\
m_{76} & m_{77}
\end{bmatrix}.
\] (28)

Note, the 1D mesh is used for the visualization only, and the submatrices are constructed algebraically without using a mesh.

With these notations, a one-level restricted Schwarz preconditioner \cite{40, 50} is defined as follows,

\[
M_{\text{one}}^{-1} = \sum_{i=1}^{np} (R_i^0)^T (M_i^\delta)^{-1} R_i^\delta, \quad M_i^\delta = R_i^\delta M (R_i^\delta)^T,
\] (29)

where \((M_i^\delta)^{-1}\) represents the submesh solver that is SOR (successive over-relaxation) in this paper. \(R_i^\delta\) is not necessarily implemented as a matrix; e.g., in PETSc \cite{16} it is implemented as a map from the global vector to the local overlapping subvector. We refer \(M_{\text{one}}^{-1}\) to as a monolithic preconditioner since it handles all unknowns simultaneously, which is fundamentally different from a traditional Gauss-Seidel approach. Different variants of domain composition methods can be found in other literatures \cite{48, 49}.

\(M_{\text{one}}^{-1}\) works for many problems, but coarse spaces are often required to enhance the preconditioner when the number of processor cores is large or when the system is ill-conditioned. In general, there are two approaches to generate coarse spaces. The first approach is to coarsen the fine mesh to generate coarse finite element meshes based on which the coarse spaces are constructed. This geometric method has been successfully applied to many applications; e.g., elasticity problems \cite{32}, fluid-structure interactions \cite{33, 41, 42, 43}. The other approach is to avoid coarsening the fine mesh, instead, coarse spaces are generated using the matrix only. The first approach is referred to as “geometric multilevel method”, and the second approach is referred to as “algebraic multilevel method”. We consider the algebraic approach here since it has an out-of-box
nature. Note that no coarse finite element meshes are constructed in the algebraic multilevel method, and the required coarse spaces are built algebraically with a matrix coarsening algorithm to be discussed shortly. However, algebraically constructing coarse spaces is expensive and sometimes unscalable. In order to make the overall algorithm scalable, we explore the matrix structures to reduce the cost of coarse space construction.

For saving memory, the preconditioning matrix ignores the energy coupling in the diffusion system, and drops the energy and angular coupling in the transport system. If the matrix was ordered component-by-component, we would have a block diagonal matrix,

$$
M = \begin{bmatrix}
    M_1 \\
    M_2 \\
    \vdots \\
    M_{n_{\text{comp}}}
\end{bmatrix},
$$

where $n_{\text{comp}}$ is the number of components. In the low order diffusion system, each component corresponds to an energy group, that is, $n_{\text{comp}} = G$. In the transport system, each component corresponds to an angular direction of a given energy group, that is, $n_{\text{comp}} = G \times N_d$. In either the diffusion system or the transport system, $M_j, j = 1, 2, \cdots, n_{\text{comp}}$, is a spatial matrix.

Component matrices (spatial matrices), $M_j, j = 1, 2, \cdots, n_{\text{comp}}$, correspond to the discretization of partial differential equations on $D_h$. The structures of spatial matrices are similar to each other since they correspond to the same partial differential equation operators, and the numeric values of spatial matrices are different from each other because of different materials. Based on these observations, we coarsen a single-component matrix, e.g., $M_1$, instead of the full matrix, $M$, to generate a sequence of subinterpolations that are reused for all other components. The subinterpolations generated based on a single-component matrix are referred to as “Single-component Grid based interpolations” (SG interpolations). More precisely, we use GAMG [16] or BoomerAMG [34] to coarsen $M_1$ to build a $L$-level hierarchy consisting of $(L-1)$ subinter-
polations, $P_{l+1}^{l+1}$, $l = 1, 2, .., L - 1$. The coarsening process based on a single-component matrix to generate a sequence of SG interpolations is referred to as "subspace-based coarsening". To define the full interpolations, we introduce a restriction operator that extracts a subvector $r_j$ for component $j$ from the full vector $r$,

$$r_j = R_j r = [I_j 0] \begin{bmatrix} r_j \\ r \setminus r_j \end{bmatrix}, j = 1, 2, \cdots, n_{\text{comp}}.$$  

Here $I_j$ is an identity matrix, and $r \setminus r_j$ denotes all the elements in $r$ but not in $r_j$. $R_j$ can be defined on all levels, and it is rewritten as $R_j^l$ for the $j$th component on the $l$th level. The full interpolations are then written as

$$P_{l+1}^{l+1} = \sum_{j=1}^{n_{\text{comp}}} (R_j^l)^T P_{l+1}^l R_j^l, l = 1, 2, \ldots, L - 1. \tag{31}$$

The coarse operators are defined using the Galerkin method with $P_{l+1}^l$, that is,

$$M_{l+1}^l = (P_{l+1}^l)^T M^l P_{l+1}^l. \tag{32}$$

Here $M^1 = M$ is the finest level operator. The coarse spaces defined in (32) are referred to as "Single-component Grid based coarse spaces" (SG coarse spaces) since they are constructed based on the SG interpolations.

Similarly, the one-level method can be defined on each level, and these one-level preconditioners are denoted as $(M_{\text{one}}^l)^{-1}$ ($l = 1, 2, \cdots, L$). The multilevel method constructed with the subspace-based coarsening algorithm is referred to as "Single-component Grid based Multilevel Additive Schwarz Method" (SGMASM), shown in Alg. 3.3. The method using the unmodified standard coarse spaces is denoted as "Multilevel Additive Schwarz Method" (MASM), shown in Alg 3.4. For saving memory, the interpolations in (31) are implemented without storing duplicated values in a specific matrix format in PETSc \cite{petsc-user-ref}, and the sparse matrix triple products in (32) are carried out using an all-at-once approach \cite{petsc-user-ref}. Note, in Alg. 3.3, the SG coarse spaces are generated based on the first component matrix. In practice, any component matrix can be chosen to generate a sequence of SG coarse spaces, and it is an user-specified parameter in software.
Algorithm 3.2 Application of multilevel preconditioner

1:  **procedure** PCApply($M^l, e^l, r^l$)
2:     if $l = L$ then
3:         Solve $M^l e^l = r^l$ with a direct solver redundantly on each compute
4:          node or each processor core
5:     else
6:         Pre-solve $M^l e^l = r^l$ for $e^l$ using a $(M^l_{one})^{-1}$ preconditioned iterative
7:          method
8:         Set $\tilde{r}^l = r^l - M^l e^l$
9:         Apply restriction: $\tilde{r}^{l+1} = (P_{l+1}^l)^T \tilde{r}^l$
10:        Call PCApply($M^{l+1}, z^{l+1}, \tilde{r}^{l+1}$)
11:        Apply interpolation: $z^l = P_{l+1}^l z^{l+1}$
12:        Apply correction: $e^l = e^l + z^l$
13:        Post-solve $M^l e^l = r^l$ for $e^l$ using a $(M^l_{one})^{-1}$ preconditioned iterative
14:     end if
15:  **end procedure**
Algorithm 3.3 Multilevel Schwarz preconditioner constructed with the subspace-based coarsening algorithm (SGMASM)

1: **procedure** `PCSETUP(M)`
2: Extract a component matrix $M_1$ from $M$ in parallel
3: Coarsen $M_1$ and generate $(L - 1)$ subinterpolations $P_{l_{+1}}^l$
4: **for** $l = 1, 2, ..., L - 1$ **do**
5: Construct the $l$th full interpolation: $P_{l_{+1}}^l = \sum_{j=1}^{n_{\text{comp}}} (R_j^l)^T P_{l_{+1}}^l R_{j_{+1}}^l$
6: **end for**
7: **for** $l = 1, 2, ..., L - 1$ **do**
8: Build the $(l + 1)$th coarse matrix: $M_{l_{+1}} = (P_{l_{+1}}^l)^T M P_{l_{+1}}^l$
9: **end for**
10: Return $\{M_{l_{+1}}\}$ and $\{P_{l_{+1}}^l\}$, $l = 1, 2, ..., L - 1$
11: **end procedure**
12: Call `PCApply(M_1, e_1, r_1)`  \(\xrightarrow{\text{Alg. 3.2}}\)
13: Return $e_1$

Algorithm 3.4 Traditional multilevel Schwarz preconditioner (MASM)

1: **procedure** `PCSETUP(M)`
2: Coarsen $M$ and generate $(L - 1)$ interpolations $P_{l_{+1}}^l$ and $(L - 1)$ coarse matrices $M_{l_{+1}}$
3: Return $\{M_{l_{+1}}\}$ and $\{P_{l_{+1}}^l\}$, $l = 1, 2, ..., L - 1$
4: **end procedure**
5: Call `PCApply(M_1, e_1, r_1)`  \(\xrightarrow{\text{Alg. 3.2}}\)
6: Return $e_1$
4. Numerical results

In this section, we report the performance of the proposed algorithm in terms of the compute time and the memory usage. The C5G7 MOX 3D benchmark is employed here as a test case, and its configuration is shown in Fig. 3, where different pin colors correspond to different materials; e.g., UO2, guide tube, fission chamber, MOX 4.3%, MOX 7.0%, MOX 8.7%, and control rod. The overall dimensions of the domain are $64.26 \times 64.26 \times 64.26$ cm, where each fuel assembly is $21.42 \times 21.42 \times 42.84$ cm. A fuel assembly consists of a $17 \times 17$ lattice of pin cells, where the side length of each pin cell is 1.26 cm and the radius of the fuel pins and guide tubes is 0.54 cm. The reflected boundary conditions are applied to the front, the left and the bottom boundaries, and the vacuum boundary conditions are applied to the back, the right and the top boundaries. The seven-group set of cross sections are often chosen to test the algorithm performance since the corresponding problem is difficult to solve. More details of the benchmark configuration can be found in literatures [52, 53]. The computed eigenvalue is 1.141932, and the eigen flux moments for the second and the sixth groups are shown in Fig. 4.

The preconditioner is implemented in PETSc [16] as part of this work, and the subspace-based coarsening algorithm is implemented based on BoomerAMG [34]. The angular and spatial discretizations are implemented in Rattlesnake [25] that is on top of MOOSE [54, 46] and libMesh [55]. The numerical experiments are carried out on a supercomputer at INL (Idaho National Laboratory), where each compute node has two 20-core processors with 2.4 GHz and the compute nodes are connected by an OmniPath network.

For simplifying the discussion, we define some notations that will be used in the rest of paper. “Mem” represents the estimated memory usage per processor core in Megabyte (M), “ItsNewton” is the averaged number of Newton iterations per Picard iteration for the diffusion system, “Itslinear” is the averaged number of GMRES iterations per Newton step in the diffusion system, “Itsweep” denotes the averaged number of GMRES iterations per Picard iteration.
Figure 3: C5G7 3D benchmark configuration. Left: four assemblies at the front bottom of a 64.26 × 64.26 × 64.26 cm cube; right: four assemblies and control rods. Different pin colors correspond to different materials, e.g., UO2, guide tube, fission chamber, MOX 4.3%, MOX 7.0%, MOX 8.7%, and control rod.

Figure 4: Flux moments. Left: the first group flux moment; right: the sixth group flux moment.
tion in the transport system, “Time\text{low}” represents the compute time spent on the diffusion solver, “Time\text{high}” is the compute time on the transport solver, “Time\text{T}” is the total compute time for the overall simulation, and “EFF” is the parallel efficiency with respect to the number of processor cores. “Time\text{ksp}” is the total compute time on the linear solver, “Time\text{PCA}” represents the total compute time on the preconditioner application, “Time\text{PCS}” is the total compute time on the preconditioner setup, “Time\text{MF}” denotes the compute time on the matrix-free matrix-vector operations, “Time\text{Func}” is the time spent on the function evaluations, “Time\text{Jac}” represents the compute time on the Jacobian evaluations, and “Time\text{LS}” is the time consumed by the line search routine. All compute times are reported in second (s). A relative tolerance of $10^{-5}$ is chosen for the linear solver of the transport system. In the diffusion system, Newton is stopped when a relative tolerance of $10^{-3}$ is met, and the relative tolerance of the linear solver is $10^{-2}$. Below we start to discuss the algorithm robustness with respect to different parameters; e.g., subdomain overlapping size, strength matrix threshold and the number of aggressive coarsening levels.

4.1. Subdomain overlapping size

A subdomain overlapping size plays an important role on domain decomposition methods. A larger overlapping size often leads to a better convergence in terms of the number of GMRES iterations, meanwhile the resulting preconditioner also consumes more memory and involves more communication. We need to take the iteration count, the memory usage and the communication into consideration to choose an optimal overlapping size, and the optimal overlapping size is often problem dependent.

In this test, we report the parallel performance of the proposed algorithm with respect to different overlapping sizes. A Gauss Chebyshev angular quadrature scheme with 32 directions is employed. A mesh with 832,371 nodes and 1,567,944 elements is used for both the diffusion system and the transport system. The diffusion system has 5,826,597 unknowns, and the transport system has 186,451,104 unknowns. The numerical results are summarized in Table [I].
Table 1: Parallel performance with respect to different subdomain overlapping sizes. The transport system with 186,451,104 unknowns is accelerated by the low order diffusion system with 5,826,597 unknowns.

| np  | δ   | Mem (M) | It_{newton} | It_{linear} | It_{sweep} | Time_{newton} (s) | Time_{linear} (s) | Time_{sweep} (s) | Time_{total} (s) | EFF  |
|-----|-----|---------|-------------|-------------|------------|-------------------|-------------------|------------------|-----------------|------|
| 160 | 0   | 1587    | 2           | 32          | 30         | 661               | 626               | 1287             | 100%            |
| 160 | 1   | 2302    | 2           | 28          | 28         | 636               | 653               | 1289             | 100%            |
| 160 | 2   | 2680    | 2           | 26          | 25         | 595               | 678               | 1273             | 100%            |
| 320 | 0   | 810     | 2           | 33          | 30         | 348               | 315               | 663              | 97%             |
| 320 | 1   | 1194    | 2           | 28          | 28         | 333               | 336               | 669              | 96%             |
| 320 | 2   | 1422    | 2           | 26          | 25         | 314               | 370               | 684              | 93%             |
| 640 | 0   | 427     | 2           | 34          | 30         | 187               | 165               | 352              | 91%             |
| 640 | 1   | 656     | 2           | 29          | 29         | 185               | 187               | 372              | 87%             |
| 640 | 2   | 798     | 2           | 26          | 26         | 171               | 220               | 391              | 81%             |
| 1,280| 0  | 210     | 2           | 35          | 31         | 111               | 89                | 200              | 80%             |
| 1,280| 1  | 341     | 2           | 29          | 28         | 106               | 108               | 214              | 75%             |
| 1,280| 2  | 526     | 2           | 26          | 26         | 103               | 136               | 239              | 67%             |

The neutron transport problem is accelerated by the low order diffusion system. For solving the linear system of equations in the transport system, the preconditioning matrix is coarsened with the subspace-based coarsening algorithm to generate 7 subinterpolations, and a seven-level preconditioner is constructed using these subinterpolations. On the finest level a Schwarz preconditioner with different overlapping sizes is employed, and no overlapping is used on all other coarse levels except the coarsest level on which a direct solver is carried out redundantly. The low order diffusion system is computed with Newton-Krylov-SGMASM with an initial guess obtained from two inverse power iterations. The linear system of transport equations is also solved with SGMASM preconditioned GMRES with a seven-level hierarchy.

In Table 1, it is easily observed that more memory is used as we increase the subdomain overlapping size, especially when $\delta$ increases from 0 to 1. “$\delta = 1$” uses much more memory than “$\delta = 0$” because the local submatrix with “$\delta = 0$” is implemented in place while the implementation of “$\delta = 1$” has to involve an extra submatrix copy for storing overlapping and local elements. For the 160-core case, the overall algorithm with $\delta = 0$ consumes 1587 M memory (per...
processor core), and the memory usage is increased to 2302 M by 715 M when we increase \( \delta \) to 1. The memory usage continues being increased to 2680 M by 378 M when we continue increasing \( \delta \) to 2. The number of Newton iterations per Picard iteration stays as a constant for all overlapping sizes and all core counts. The number of GMRES iterations per Newton step in the diffusion system decreases slightly when a larger overlapping size is employed so that the compute time on the diffusion system is reduced accordingly. GMRES iteration for the transport system is, similarly, decreased when we change \( \delta \) from 0, to 1 and 2, but the compute time on the transport system does not decrease, instead, it is increased from 626 s, to 653 s and 678 s when 160 processor cores are used because the per-iteration cost with a larger \( \delta \) is higher than that obtained with a smaller \( \delta \). That is, the reduction in GMRES iteration can not compensate the per-iteration-cost increase. The total compute times with different overlapping sizes at 160 processor cores are close to each other because the time reduction in the diffusion system is cancelled by the time increase in the transport system.

We now try to understand how the overall algorithm performance correlates to the overlapping size when the number of processor cores is increased. The proposed algorithm with \( \delta = 0 \) is scalable in memory in the sense that the memory usage is halved when we double the number of processor cores. More precisely, the memory usage with \( \delta = 0 \) is almost halved to 810 M from 1587 M when the core count is doubled from 160 to 320. It continues being reduced to 427 M and 210 M, respectively, when the number of processor cores is increased to 640 and 1,280. For both \( \delta = 1 \) and 2, we observed the similar behaviors, that is, the overall algorithm equipped with different overlapping sizes is scalable in memory. The memory usages with \( \delta = 1 \) and 2 are much higher than that consumed with \( \delta = 0 \) for all core counts. At 1,280 processor cores, the memory consumed with \( \delta = 1 \) is almost twice as much as that using \( \delta = 0 \). The memory usage using \( \delta = 2 \) is 2.5 times as much as that consumed with \( \delta = 0 \). The overall algorithm is mathematically scalable since the averaged numbers of GMRES iterations in both the transport and the diffusion
systems stay close to constants for all core counts. The compute times in the diffusion system with $\delta = 0$ are more than other cases for all core counts, while the algorithm performs better with a smaller overlapping size in the transport system, e.g., $\delta = 0$ is better than the nonzero overlapping sizes. We conclude that $\delta = 0$ is an optimal choice for the transport system, and $\delta = 2$ is a better choice for the diffusion system. The overall algorithm is highly scalable for different overlapping sizes with up to 1,280 processor cores. Parallel efficiencies of 80%, 75% and 67% are obtained when using $\delta = 0, 1$ and 2 at 1,280 processor cores. The speedups and parallel efficiencies are also shown in Fig. 5 where the algorithm using $\delta = 0$ is obviously better than all other cases.

To further understand the preconditioner performance, the compute times on the individual components of the diffusion system are reported in Table 2 where the compute times on the preconditioner setup and application increase for all core counts when the overlapping size is increased. The linear solver time is reduced when we increase the overlapping size because the corresponding GMRES iteration is decreased. For example, at 160 processor cores, the linear solver time is decreased from 584 s to 559 s and 518 s when $\delta$ is increased from 0 to 1 and 2. The compute time on the matrix-free matrix-vector operations is also decreased when we increase the overlapping size, which is observed for all core counts. For instance, at 640 processor cores, the compute
Table 2: Compute times on the individual components of the diffusion system using different overlapping sizes on 160, 320, 640 and 1,280 processor cores.

| np  | δ  | Time_{ksp} (s) | Time_{PCA} (s) | Time_{CS} (s) | Time_{func} (s) | Time_{Jac} (s) | Time_{LS} (s) |
|-----|----|----------------|----------------|--------------|----------------|----------------|--------------|
| 160 | 0  | 584            | 38             | 15           | 547            | 28             | 31           |
| 160 | 1  | 559            | 45             | 17           | 514            | 28             | 31           |
| 160 | 2  | 518            | 48             | 18           | 470            | 28             | 31           |
| 320 | 0  | 307            | 20             | 9            | 286            | 15             | 16           |
| 320 | 1  | 293            | 25             | 10           | 267            | 14             | 16           |
| 320 | 2  | 274            | 28             | 11           | 245            | 14             | 16           |
| 640 | 0  | 167            | 13             | 6            | 151            | 8              | 8            |
| 640 | 1  | 164            | 16             | 6            | 145            | 7              | 8            |
| 640 | 2  | 150            | 19             | 7            | 130            | 7              | 8            |
| 1,280| 0  | 99             | 10             | 6            | 86             | 4              | 4            |
| 1,280| 1  | 94             | 13             | 6            | 75             | 4              | 5            |
| 1,280| 2  | 92             | 14             | 5            | 75             | 4              | 4            |

Time on the matrix-free matrix-vector operations is reduced from 151 s to 145 s when δ is increased from 0 to 1, and it continues being decreased to 130 s by 15 s with using δ = 2. The compute times on the Jacobian evaluations, the function evaluations and the line search are almost the same for different overlapping sizes since the number of Newton iterations stay the same regardless of the overlapping size. In the diffusion system, the matrix-free matrix-vector operations dominate the whole calculations so that a reduction on the matrix-free operations due to a large overlapping size leads to a more efficient computation.

In the transport system, the scattering and the fission terms are computed using the scalar fluxes and the eigenvalue from the diffusion system, and then only a linear system of equations needs to be solved at each Picard iteration. The compute times for the individual components of the transport system are shown in Table 3. We observed that the preconditioner setup time is negligibly increased when using different δ, and it takes only a small portion of the total compute time because the preconditioner is fixed in the transport system for the entire simulation so that only one preconditioner setup is involved at
Table 3: Preconditioner performance in the transport system with different overlapping sizes on 160, 320, 640 and 1,280 processor cores.

| np   | δ | Time$_{PCS}$ (s) | Time$_{PCA}$ (s) | Time$_{high}$ (s) |
|------|---|------------------|------------------|-------------------|
| 160  | 0 | 18               | 549              | 626               |
| 160  | 1 | 21               | 582              | 653               |
| 160  | 2 | 24               | 611              | 678               |
| 320  | 0 | 10               | 272              | 315               |
| 320  | 1 | 12               | 298              | 336               |
| 320  | 2 | 14               | 335              | 336               |
| 640  | 0 | 7                | 140              | 352               |
| 640  | 1 | 7                | 166              | 372               |
| 640  | 2 | 9                | 199              | 391               |
| 1,280| 0 | 4                | 73               | 200               |
| 1,280| 1 | 5                | 95               | 214               |
| 1,280| 2 | 6                | 123              | 239               |

The beginning of the simulation. Most of the compute time in the transport system is spent on applying the preconditioner to the linear system of equations. When we increase the overlapping size, the preconditioner application time is increased for all core counts. For example, at 160 processor cores, the preconditioner application time is increased from 549 s to 582 s by 33 s when $\delta$ is increased from 0 to 1. It continues being increased to 611 s when $\delta = 2$. At 1,280 processor cores, the preconditioner application times are 73 s, 95 s and 123 s for $\delta = 0, 1$ and 2, respectively. The preconditioner application time at $\delta = 2$ is almost twice as much as that at $\delta = 1$. The overall compute time with $\delta = 0$, in the transport system, is better than the other two options.

4.2. Comparison with an unaccelerated transport solver

The multigroup neutron transport equations can be solved directly without a nonlinear diffusion acceleration method (we have done this in our previous work [11, 12]), where a generalized eigenvalue problem instead of a linear system of equations is involved. The goal of the nonlinear diffusion acceleration method is to decouple the fission and the scattering terms from other terms in the transport equations so that only a linear system of equations needs to
be computed, which in turn reduces the computational cost. In this test, we do a performance comparison between the unaccelerated transport solver and the diffusion accelerated transport method. In the diffusion accelerated transport method, “$\delta = 0$” is employed for the transport system and “$\delta = 2$” is adopted for the diffusion system. In the unaccelerated transport solver, an inexact Newton-Krylov method together with SGMASM is used to directly solve the generalized eigenvalue problem. More details on the unaccelerated transport solver can be found in our previous work [12, 24].

The performance comparison between the unaccelerated transport solver and the diffusion accelerated transport method is reported in Table 4. The test is carried out using 1,280 processor cores with different numbers of angular directions. “NDA” represents the nonlinear diffusion accelerated transport solver, and “Unaccelerated” denotes the unaccelerated transport solver.

![Table 4](image)

| $N_d$ | Algorithm   | Mem (M) | $T_{\text{off}}$ (s) | $T_{\text{pcs}}$ (s) | $T_{\text{pcin}}$ (s) | $T_{\text{solv}}$ (s) | $T_{\text{tot}}$ (s) |
|-------|-------------|---------|----------------------|----------------------|-----------------------|----------------------|----------------------|
| 32    | NDA         | 212     | 77                   | 10                   | 88                    | 179                  | 194                  |
| 32    | Unaccelerated | 256     | 246                  | 9                    | 28                    | 283                  | 313                  |
| 64    | NDA         | 433     | 71                   | 14                   | 165                   | 261                  | 281                  |
| 64    | Unaccelerated | 496     | 567                  | 16                   | 56                    | 639                  | 705                  |
| 128   | NDA         | 868     | 72                   | 20                   | 353                   | 476                  | 502                  |
| 128   | Unaccelerated | 985     | 1241                 | 29                   | 113                   | 1382                 | 1527                 |
| 192   | NDA         | 1353    | 75                   | 29                   | 662                   | 833                  | 868                  |
| 192   | Unaccelerated | 1423    | 2204                 | 46                   | 267                   | 2483                 | 2727                 |
as more angular directions are used. The difference is 63 M at 64 angular directions, and it grows to 117 M and 70 M when 128 and 192 angular directions are employed. The compute time on the matrix-free matrix-vector operations, in the diffusion accelerated transport solver, does not change much as more angular directions are added because the matrix-free matrix-vector operations occur in the low order diffusion system and the diffusion system stays the same regardless of the number of angular directions. On the other hand, the compute time of the matrix-free matrix-vector operations for the unaccelerated transport solver is doubled as we double the number of angular directions since the transport problem becomes twice larger when the number of angular directions is doubled. For instance, the compute time spent on the matrix-free matrix-vector operations is 246 s when using 32 angular directions, and it grows to 567 s, 1241 s and 2204 s for 64, 128 and 192 angular directions, respectively. The preconditioner setup time for the diffusion accelerated transport solver is slightly less than that in the unaccelerated transport solver for 64, 128 and 192 angular directions, and it is almost the same as that of the unaccelerated transport solver at 32 angular directions. The preconditioner application time for the diffusion accelerated transport solver is three times as much as that in the unaccelerated transport solver regardless of the number of angular directions since much more GMRES iterations are required. However, the linear solver time of the diffusion accelerated transport algorithm is much less than that spent on the unaccelerated transport solver. For instance, at 32 angular directions, the unaccelerated transport solver takes 283 s on GMRES, while the diffusion accelerated transport solver costs 179 s on GMRES. The unaccelerated transport solver uses twice compute time as much as the diffusion accelerated transport method for 64 angular directions, and this ratio is increased to 3 for 128 and 192 angular directions. For the overall simulation time, the diffusion accelerated transport solver is twice as fast as the unaccelerated transport solver for 32 and 64 angular directions, and it is three times faster for 128 and 192 angular directions. We conclude that the nonlinear diffusion acceleration technique together with SGMASM enhances the transport
Figure 6: Performance comparison in the compute time and the memory usage with an unaccelerated transport solver using different numbers of angular directions. Right: total compute time; left: memory usage.

criticality calculations significantly.

The performance comparison in the compute time and the memory usage is also drawn in Fig. 6. Here “NDA-diffusion” denotes the low order diffusion system, and “NDA-transport” represents the transport system. It is obvious that the compute time used in the unaccelerated transport solver is much higher than that in the diffusion accelerated transport algorithm especially when the number of angular directions is large. For example, the diffusion accelerated transport solver is three times as fast as the unaccelerated transport solver when using 192 angular directions. The memory usages are similar to each other, and the memory usage in the unaccelerated transport solver is slightly higher than that in the diffusion accelerated transport algorithm.

The compute times on the individual components of the low-order diffusion system are also reported in Table 5 for different numbers of angular directions using 1,280 processor cores. As expected, the compute times on the individual components stay close to constants when we increase the number of angular directions.

The trend does not hold for the transport system as shown in Table 6. Here the averaged number of GMRES iterations per Picard iteration stay close to a constant as more angular directions are used, which indicates that SGMASM
Table 5: Compute times on the individual components of the low-order diffusion system for different numbers of angular directions using 1,280 processor cores.

| $N_d$ | Time$_{ksp}$ (s) | Time$_{PCA}$ (s) | Time$_{PCS}$ (s) | Time$_{MF}$ (s) | Time$_{Jac}$ (s) | Time$_{LS}$ (s) | Time$_{low}$ (s) |
|-------|-----------------|-----------------|-----------------|----------------|----------------|----------------|-----------------|
| 32    | 95              | 15              | 6               | 77             | 4              | 4              | 6               | 106             |
| 64    | 89              | 15              | 6               | 71             | 4              | 4              | 6               | 101             |
| 128   | 95              | 15              | 6               | 72             | 4              | 4              | 6               | 102             |
| 192   | 97              | 20              | 6               | 75             | 4              | 5              | 6               | 109             |

Table 6: Compute times on the preconditioner setup and application of the transport system for different numbers of angular directions using 1,280 processor cores.

| $N_d$ | Its$_{sweep}$ | Time$_{PCS}$ (s) | Time$_{PCA}$ (s) | Time$_{high}$ (s) |
|-------|---------------|-----------------|-----------------|-----------------|
| 32    | 35            | 4               | 73              | 88              |
| 64    | 36            | 8               | 150             | 180             |
| 128   | 39            | 14              | 338             | 400             |
| 192   | 39            | 23              | 642             | 759             |

is scalable in problem size. The compute times on the individual components such as the preconditioner setup and the preconditioner application are doubled as expected when the number of angular directions are doubled. We conclude that the diffusion accelerated transport solver equipped with SGMASM is linearly scalable in problem size.

4.3. Influences of coarsening threshold

In the matrix coarsening algorithm, there is a critical parameter that impacts not only the operator complexity but also the convergence rate. The parameter denoted as “threshold” determines which elements are important to be kept in the strength matrix and which elements can be ignored. More precisely, a connection from $i$ to $j$ is included in the strength graph if and only if

$$-M(i,j) > \theta \max_{k \neq i}(-M(i,k)).$$

Here $M(i,j)$ is the $j$th column of the $i$th row. If $\theta$ is too small, the operator complexity will be too high since all connections are considered. If $\theta$ is too large, the algorithm will not converge since there are no enough coarse points.
to resolve low frequency modes. An optimal choice of $\theta$ is often problem dependent. In [34], $\theta = 0.25$ is recommended for 2D elliptic problems and $\theta = 0.5$ for 3D problems. The coarsening threshold is introduced to construct strength matrices where only important coefficients should be kept.

In this test, we study the algorithm performance with respect to $\theta$ on different numbers of processor cores. The same configuration as before is employed, and the numerical results are reported in Table 7. It is easily observed, from Table 7, that the number of Newton iterations stays as a constant for all values of $\theta$ for all core counts. The memory usage often decreases as a larger $\theta$ is used. For example, at 160 processor cores, the memory usage reduces from 1587 M to 1526 M by 61 M when $\theta$ is increased from 0.25 to 0.5. It continues being reduced to 1408 M and 1385 M, when $\theta = 0.75$ and $\theta = 0.85$, respectively. The same behaviors are observed for high core counts as well; e.g., at 640 processor cores, the memory consumption becomes small to 408 M and 380 M from 427 M as $\theta$ grows from 0.25 to 0.5 and 0.75. It is because the operator complex-

---

### Table 7: Impacts of coarsening threshold on the algorithm performance using 160, 320, 640 and 1,280 processor cores.

| $np$ | $\theta$ | Mem (M) | $I_{\text{newton}}$ | $I_{\text{linear}}$ | $I_{\text{sweep}}$ | $T_{\text{low}}$ (s) | $T_{\text{high}}$ (s) | $T_{\text{FEF}}$ (s) | EFF |
|------|---------|---------|---------------------|---------------------|---------------------|-------------------|-------------------|-------------------|-----|
| 160  | 0.25    | 1587    | 2                   | 32                  | 30                  | 663               | 627               | 1290              | 66% |
| 160  | 0.5     | 1526    | 2                   | 25                  | 19                  | 445               | 469               | 914               | 93% |
| 160  | 0.75    | 1408    | 2                   | 21                  | 19                  | 452               | 399               | 851               | 100%|
| 160  | 0.85    | 1385    | 2                   | 22                  | 19                  | 462               | 412               | 874               | 97% |
| 320  | 0.25    | 810     | 2                   | 33                  | 30                  | 350               | 314               | 664               | 64% |
| 320  | 0.5     | 796     | 2                   | 25                  | 19                  | 234               | 241               | 475               | 90% |
| 320  | 0.75    | 728     | 2                   | 21                  | 19                  | 236               | 202               | 438               | 97% |
| 320  | 0.85    | 742     | 2                   | 23                  | 19                  | 241               | 209               | 450               | 95% |
| 640  | 0.25    | 427     | 2                   | 34                  | 30                  | 190               | 164               | 354               | 60% |
| 640  | 0.5     | 408     | 2                   | 26                  | 19                  | 129               | 128               | 257               | 83% |
| 640  | 0.75    | 380     | 2                   | 22                  | 19                  | 131               | 107               | 238               | 89% |
| 640  | 0.85    | 400     | 2                   | 23                  | 20                  | 134               | 112               | 246               | 86% |
| 1,280| 0.25    | 210     | 2                   | 35                  | 31                  | 111               | 89                | 200               | 53% |
| 1,280| 0.5     | 216     | 2                   | 27                  | 19                  | 83                | 73                | 156               | 68% |
| 1,280| 0.75    | 211     | 2                   | 23                  | 19                  | 83                | 60                | 143               | 74% |
| 1,280| 0.85    | 210     | 2                   | 24                  | 20                  | 84                | 61                | 145               | 73% |
ity is reduced when a larger threshold is employed. There are some exceptions where the memory usage is increased as a larger $\theta$ is used because the averaged number of GMRES iterations in the diffusion system or the transport system or both becomes larger. The averaged number of GMRES iterations in the diffusion system becomes smaller at the beginning when we increase $\theta$ from 0.25 to 0.5, and then it does not change much any more when we keep increasing $\theta$. For the 160-core case, the averaged number of GMRES iterations for the diffusion system at $\theta = 0.25$ is 32, and it is reduced to 25 by 7 at $\theta = 0.5$, and to 21 at $\theta = 0.75$, but it is increased by one iteration at $\theta = 0.85$, which indicates that $\theta = 0.85$ is too big for this particular problem. Compared with the diffusion system, the threshold has a bigger impact on the transport system. The averaged number of GMRES iterations per Picard iteration is almost halved when $\theta = 0.5$ is used instead of $\theta = 0.25$; e.g., the number of GMRES iterations is decreased from 30 to 19 at 160 processor cores as $\theta$ is increased from 0.25 to 0.5. It is kept close to constants for $\theta = 0.5, 0.75$ and 0.85. The compute time in both the diffusion and the transport systems decreases significantly at the beginning, and then does not change much. This trend is consistent with the number of GMRES iterations. Take the 160-core case as an example, where the compute time in the diffusion system is reduced from 663 s to 445 s by 218 s when we increase the threshold from 0.25 to 0.5, and then it does not change much for $\theta = 0.75$ and 0.85. The transport system has a similar trend, that is, it is decreased from 627 s to 469 s by 160 s as $\theta$ is increased from 0.25 to 0.5 and does not change much for $\theta = 0.75$ and $\theta = 0.85$. The total simulation time has exactly the same trend as the compute times on the diffusion system and the transport system because it is a simple summation of the compute times of both. The parallel efficiency is computed using the smallest compute time obtained at 160 cores as a base so that a higher efficiency represents a more efficient simulation. $\theta = 0.25$ has a relatively low parallel efficiency, and all other choices have good parallel efficiencies. Even with up to 1,280 processor cores, the proposed algorithm is able to maintain a parallel efficiency above or around 70%. The proposed algorithm equipped with $\theta = 0.75$ has the best
performance, and it has a parallel efficiency as high as 74% on 1,280 processor cores. The speedup and parallel efficiency are also drawn in Fig. 7 where we observe that $\theta = 0.75$ is always better than the other choices.

To further understand the influences of coarsening thresholds, the compute times on the individual components of the diffusion system are summarized in Table 8. It is found that the compute time on the linear solver decreases significantly as $\theta$ is increased from 0.25 to 0.5, and it stays close to constants for $\theta = 0.75$ and $\theta = 0.85$, which is consistent with the number of GMRES iterations. The preconditioner setup times are almost the same for all cases, and the preconditioner application time has a similar trend as the linear solver time, that is, it decreases at the beginning and then does not change much. As expected, the compute times on the line search operations, the function evaluations and the Jacobian evaluations stay the same for all values of $\theta$ because they are determined by the number of Newton iterations that is a constant for all cases. The compute time on the matrix-free matrix-vector operations is completely determined by the number of GMRES iterations so that it has the same trend as the number of GMRES iterations. For instance, at 640 processor cores, the compute time of the matrix-free operations is reduced from 152 s to 93 s by 40%, and it does not change much for $\theta = 0.75$ and 0.85. $\theta = 0.75$ is the best choice in the diffusion system in the sense that the compute time is the
Table 8: Compute times on the individual components of the diffusion system with respect to different coarsening thresholds using 160, 320, 640, and 1,280 processor cores.

| np  | θ   | Time\(\eta\) | Time\(\text{PCS}\) (s) | Time\(\text{PCA}\) (s) | Time\(\text{SH}\) (s) | Time\(\text{Jac}\) (s) | Time\(\text{LS}\) (s) |
|-----|-----|---------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| 160 | 0.25| 585           | 15                     | 39                     | 548                    | 28                     | 31                     |
| 160 | 0.5 | 368           | 11                     | 28                     | 347                    | 28                     | 31                     |
| 160 | 0.75| 374           | 11                     | 30                     | 371                    | 28                     | 31                     |
| 160 | 0.85| 384           | 10                     | 30                     | 362                    | 28                     | 31                     |
| 320 | 0.25| 310           | 9                      | 21                     | 289                    | 15                     | 16                     |
| 320 | 0.5 | 194           | 7                      | 16                     | 180                    | 15                     | 16                     |
| 320 | 0.75| 196           | 7                      | 17                     | 181                    | 15                     | 16                     |
| 320 | 0.85| 201           | 7                      | 17                     | 186                    | 14                     | 16                     |
| 640 | 0.25| 170           | 7                      | 15                     | 152                    | 7                      | 8                      |
| 640 | 0.5 | 108           | 7                      | 13                     | 93                     | 8                      | 8                      |
| 640 | 0.75| 110           | 6                      | 13                     | 95                     | 8                      | 8                      |
| 640 | 0.85| 113           | 5                      | 14                     | 98                     | 8                      | 8                      |
| 1,280| 0.25| 100           | 6                      | 10                     | 86                     | 4                      | 4                      |
| 1,280| 0.5 | 71            | 8                      | 14                     | 53                     | 4                      | 4                      |
| 1,280| 0.75| 71            | 6                      | 14                     | 54                     | 4                      | 4                      |
| 1,280| 0.85| 72            | 7                      | 13                     | 55                     | 4                      | 5                      |

Similarly, the compute times on the individual components of the transport system are also drawn in Table 9. Here the preconditioner setup time is almost the same for all coarsening thresholds except at 160 processor cores, where \(θ = 0.25\) takes 50% more compute time than that using other thresholds. The preconditioner application time decreases a lot as \(θ\) is increased from 0.25 to 0.5, and it slightly decreases again when using \(θ = 0.75\), and then it becomes a little larger for \(θ = 0.85\). For the 160-core case, the preconditioner application time is reduced from 549 s to 417 s by 24% as \(θ\) grows from 0.25 to 0.5, and it continues being reduced to 354 s by 15% when \(θ = 0.75\), and then it slightly increases to 365 s for \(θ = 0.85\). This trend holds for all core counts. The total compute time of the transport system behaves in the same way as the preconditioner application time because the preconditioner application accounts for 90% of the total compute time. Again, \(θ = 0.75\) is the best choice in terms of the compute time for the transport system.
Table 9: Compute times on the individual components of the transport system using different coarsening thresholds on 160, 320, 640, and 1,280 processor cores.

| np   | θ  | TimePCS (s) | TimePCA (s) | Timehigh (s) |
|------|----|-------------|-------------|--------------|
| 160  | 0.25 | 18         | 549         | 627          |
| 160  | 0.5  | 13         | 417         | 469          |
| 160  | 0.75 | 12         | 354         | 399          |
| 160  | 0.85 | 11         | 365         | 412          |
| 320  | 0.25 | 10         | 273         | 314          |
| 320  | 0.5  | 8          | 211         | 241          |
| 320  | 0.75 | 7          | 177         | 202          |
| 320  | 0.85 | 7          | 184         | 209          |
| 640  | 0.25 | 6          | 140         | 164          |
| 640  | 0.5  | 5          | 110         | 128          |
| 640  | 0.75 | 5          | 93          | 107          |
| 640  | 0.75 | 4          | 96          | 112          |
| 1,280| 0.25 | 4          | 74          | 89           |
| 1,280| 0.5  | 5          | 61          | 73           |
| 1,280| 0.75 | 3          | 51          | 60           |
| 1,280| 0.85 | 3          | 51          | 61           |

4.4. Influences of the number of aggressive coarsening levels

The complexity of coarse operators affects the algorithm performance in the memory usage and the compute time. A high-complexity coarse operator uses more memory and costs more compute time per iteration. The complexity of coarse operators can be reduced by introducing an aggressive coarsening scheme whose basic idea is to keep as few coarse points as possible in the coarse levels [12, 34].

In this test, we study the influences of the numbers of aggressive coarsening levels on the complexity of the coarse operators and on the algorithm performance. The same configuration as before is used. “agg=0” denotes that no aggressive coarsening is applied. The numerical results are summarized in Table 10.

It is found, from Table 10, that the memory usage becomes smaller as more aggressive coarsening levels are employed. For the 160-core case, the memory usage is reduced by 23% from 2136 M to 1627 M when one aggressive coars-
Table 10: Influences of the number of aggressive coarsening levels on the algorithm performance using 160, 320, 640 and 1,280 processor cores.

| np   | agg | Mem (M) | Comp | Its\textsubscript{low} | Its\textsubscript{high} | Time\textsubscript{low} (s) | Time\textsubscript{high} (s) | Time\textsubscript{T} (s) | EFF   |
|------|-----|---------|------|------------------------|--------------------------|----------------------------|----------------------------|--------------------------|-------|
| 160  | 0   | 2136    | 2.77 | 16                     | 17                       | 459                        | 508                        | 967                      | 88%   |
| 160  | 1   | 1627    | 1.88 | 20                     | 18                       | 449                        | 452                        | 901                      | 94%   |
| 160  | 2   | 1475    | 1.64 | 21                     | 18                       | 446                        | 416                        | 862                      | 99%   |
| 160  | 4   | 1414    | 1.55 | 21                     | 19                       | 454                        | 401                        | 862                      | 99%   |
| 160  | 8   | 1408    | 1.55 | 21                     | 19                       | 451                        | 399                        | 850                      | 100%  |
| 320  | 0   | 1057    | 2.79 | 17                     | 17                       | 247                        | 263                        | 510                      | 83%   |
| 320  | 1   | 864     | 1.89 | 20                     | 18                       | 245                        | 230                        | 475                      | 89%   |
| 320  | 2   | 755     | 1.65 | 21                     | 18                       | 246                        | 213                        | 459                      | 93%   |
| 320  | 4   | 730     | 1.56 | 22                     | 19                       | 242                        | 203                        | 445                      | 96%   |
| 320  | 8   | 728     | 1.55 | 22                     | 19                       | 239                        | 200                        | 439                      | 97%   |
| 640  | 0   | 542     | 2.83 | 17                     | 17                       | 141                        | 142                        | 283                      | 75%   |
| 640  | 1   | 431     | 1.92 | 21                     | 18                       | 145                        | 126                        | 271                      | 78%   |
| 640  | 2   | 409     | 1.66 | 22                     | 18                       | 140                        | 116                        | 256                      | 83%   |
| 640  | 4   | 383     | 1.57 | 22                     | 19                       | 135                        | 109                        | 244                      | 87%   |
| 640  | 8   | 380     | 1.56 | 22                     | 19                       | 129                        | 107                        | 236                      | 90%   |
| 1,280| 0   | 303     | 2.86 | 18                     | 17                       | 99                         | 81                         | 180                      | 59%   |
| 1,280| 1   | 239     | 1.95 | 22                     | 18                       | 96                         | 73                         | 169                      | 63%   |
| 1,280| 2   | 230     | 1.67 | 23                     | 18                       | 89                         | 66                         | 155                      | 69%   |
| 1,280| 4   | 212     | 1.57 | 23                     | 19                       | 87                         | 62                         | 149                      | 71%   |
| 1,280| 8   | 211     | 1.57 | 23                     | 19                       | 80                         | 61                         | 141                      | 75%   |
ening level is introduced. It continues being decreased to 1475 M by 9% and to 1414 M by 4% as 2 and 4 aggressive coarsening levels are used, respectively, and it stays almost the same for “agg=8”. The same pattern is observed for all other core counts, that is, the memory usage is reduced significantly for “agg=1” and “agg=2”, and stays almost the same for “agg=4” and “agg=8”. This pattern occurs because of the complexity of the coarse operators. The complexity drops much when “agg=1” is employed instead of “agg=0”. For example, at 1,280 processor cores, the complexity is reduced from 2.86 to 1.95 by 31% when “agg=1” is used, and continues becoming a little smaller as “agg=2”, “agg=4” and “agg=8” are adopted. We do not list the number of Newton iterations since it is kept as a constant, 2, for all cases. The number of GMRES iterations in the diffusion system becomes larger as more aggressive coarsening levels are used, but the performance of the resulting algorithm does not deteriorate because the per-iteration cost decreases significantly. The number of GMRES iterations in the transport system stays close to constants for different numbers of aggressive coarsening levels. The number of aggressive coarsening levels does not influence the compute time much in the diffusion system when the number of processor cores is small, but it has a bigger impact when we use more cores. For example, the compute time of the diffusion system is reduced to 80 s from 99 s by 20% when “agg=8” is employed. On the other hand, the number of aggressive coarsening levels has a consistent impact on the algorithm performance for the transport system. More precisely, as “agg=8” is employed the compute time is reduced by 25% - 30%. For example, for the 320-core case, the compute time in the transport system reduces from 263 s to 230 s, 213 s, 203 s and 200 s when the number of aggressive coarsening levels is increased from 0 to 1, 2, 4 and 8. The compute time at ‘agg=8’ is 24% less than that using “agg=0”. The total compute time correlates to the complexity of the coarse operators, that is, it decreases at the beginning and then does not change much. The parallel efficiency is computed using the smallest compute time obtained with 160 processor cores as a base. The proposed algorithm with “agg=8” has the best parallel efficiency, and a parallel efficiency as high as 75%
The speedup and the parallel efficiency are also drawn in Fig. 8, where we found that a larger number of aggressive coarsening levels often leads to a better parallel efficiency for all core counts.

We next study the impacts of the number of aggressive coarse levels on the individual components of the diffusion system. The compute times on the individual components of the diffusion system using different numbers of aggressive coarse levels are reported in Table 1. As more processor cores are used, the impacts of the number of aggressive coarsening levels on the linear solver time become larger. When using 160 processor cores, the compute time on the linear solver in the diffusion system does not change much with an increase in the number of aggressive coarsening levels, while the linear solver time obtained using “agg=8” is 22% less than that with “agg=0” when the number of processor cores is 1,280. The preconditioner setup time is reduced significantly when the number of aggressive coarsening levels is increased from 0 to 1, and then continues gradually decreasing for “agg=2”, ‘agg=4” and ‘agg=8”. Take the 1,280-core case as an example, where the preconditioner setup time is reduced by 50% from 11 s to 6 s when “agg=8” is employed instead of “agg=0”. This pattern is shown for the preconditioner application time as well. It decreases much when one aggressive coarsening level is adopted, and slightly
Table 11: Compute times on the individual components of the diffusion system with respect to different numbers of aggressive coarsening levels using 160, 320, 640 and 1280 processor cores.

| np  | agg | Time_{agg} (s) | Time_{PCS} (s) | Time_{PCA} (s) | Time_{MF} (s) | Time_{Jac} (s) | Time_{LS} (s) |
|-----|-----|----------------|----------------|----------------|--------------|---------------|-------------|
| 160 | 0   | 380            | 25             | 53             | 320          | 28            | 31          | 37          |
| 160 | 1   | 371            | 17             | 40             | 332          | 28            | 31          | 37          |
| 160 | 2   | 369            | 14             | 38             | 335          | 28            | 31          | 37          |
| 160 | 4   | 376            | 12             | 34             | 348          | 28            | 31          | 37          |
| 160 | 8   | 373            | 11             | 30             | 350          | 28            | 31          | 37          |
| 320 | 0   | 206            | 17             | 35             | 163          | 15            | 16          | 19          |
| 320 | 1   | 245            | 11             | 29             | 173          | 14            | 16          | 19          |
| 320 | 2   | 206            | 10             | 27             | 177          | 15            | 16          | 19          |
| 320 | 4   | 202            | 8              | 22             | 181          | 15            | 16          | 19          |
| 320 | 8   | 198            | 8              | 18             | 182          | 14            | 17          | 19          |
| 640 | 0   | 120            | 12             | 27             | 85           | 8             | 8           | 10          |
| 640 | 1   | 123            | 9              | 25             | 93           | 8             | 9           | 10          |
| 640 | 2   | 119            | 8              | 23             | 92           | 8             | 8           | 10          |
| 640 | 4   | 114            | 6              | 18             | 94           | 7             | 8           | 10          |
| 640 | 8   | 108            | 6              | 12             | 94           | 8             | 8           | 10          |
| 1,280| 0 | 88             | 11             | 29             | 49           | 4             | 5           | 6           |
| 1,280| 1 | 85             | 9              | 27             | 50           | 4             | 4           | 6           |
| 1,280| 2 | 78             | 7              | 22             | 51           | 4             | 4           | 6           |
| 1,280| 4 | 75             | 7              | 17             | 54           | 4             | 5           | 6           |
| 1,280| 8 | 69             | 6              | 12             | 54           | 4             | 4           | 5           |
reduces as more aggressive levels are used. For example, for the 320-core case, the preconditioner application time reduces to 29 s from 35 s when the number of aggressive coarsening levels is increased from 0 to 1, and continues being decreased to 27 s, 22 s and 18 s when the number of aggressive coarsening levels is increased to 2, 4 and 8. The compute time on the matrix-free operations is increased as more aggressive coarsening levels are used because the resulting algorithm has more GMRES iterations. However, the time increase on the matrix-free operations is compensated by the time reduction on the preconditioner setup and application so that the total compute time is properly decreased as more aggressive coarsening levels are employed. The compute times on the Jacobian evaluations, the function evaluations and the line search are almost exactly the same for all cases since they are determined by the number of Newton iterations that is the same for all tests.

Similarly, we report the compute times on the individual components of the transport system in Table 12. The same pattern observed earlier presents in the transport system. More precisely, the preconditioner setup time for the transport system decreases much at the beginning, and then gradually decreases as more aggressive coarsening levels are used. For example, at 640 processor cores, the preconditioner setup takes 11 s when “agg=0”, and the compute time is halved to 5 s when the number of aggressive coarsening levels is 8. Similarly, the preconditioner application time and the total compute time decrease as we employ more aggressive coarsening levels. We conclude that in this test “agg=8” is the best in terms of the memory usage and the compute time for the overall simulation. A large number of aggressive coarsening levels are required to maintain a good scalability.

4.5. Comparison with a traditional multilevel method

In this test, we compare the performance of the monolithic multilevel method equipped with the subspace-based coarsening algorithm with that of the unmodified traditional multilevel method using the full space based coarsening approach. The subspace-based coarsening algorithm mainly aims at reducing
Table 12: Compute times on the individual components of the transport system using different numbers of aggressive coarsening levels on 160, 320, 640 and 1,280 processor cores.

| np  | agg | TimePCS (s) | TimePCA (s) | TimeHigh (s) |
|-----|-----|-------------|-------------|--------------|
| 160 | 0   | 28          | 457         | 508          |
| 160 | 1   | 18          | 403         | 452          |
| 160 | 2   | 14          | 369         | 416          |
| 160 | 4   | 12          | 356         | 401          |
| 160 | 8   | 12          | 353         | 399          |
| 320 | 0   | 17          | 233         | 263          |
| 320 | 1   | 11          | 202         | 230          |
| 320 | 2   | 9           | 187         | 213          |
| 320 | 4   | 7           | 179         | 203          |
| 320 | 8   | 7           | 178         | 200          |
| 640 | 0   | 11          | 123         | 142          |
| 640 | 1   | 7           | 110         | 126          |
| 640 | 2   | 6           | 100         | 116          |
| 640 | 4   | 5           | 94          | 109          |
| 640 | 8   | 5           | 93          | 107          |
| 1,280 | 0   | 7           | 70          | 81           |
| 1,280 | 1   | 6           | 61          | 73           |
| 1,280 | 2   | 4           | 56          | 66           |
| 1,280 | 4   | 3           | 53          | 62           |
| 1,280 | 8   | 4           | 50          | 61           |
Table 13: Performance comparison between SGMASM and MASM using up to 5,120 processor cores.

| np  | Algorithm | Time_{PCS} (s) | Time_{PCA} (s) | Time_{MF} (s) | Time_{Func} (s) | Time_{T} (s) | EFF |
|-----|-----------|----------------|----------------|--------------|----------------|--------------|-----|
| 1,280 | SGMASM     | 47             | 1171           | 391          | 29             | 1802         | 100%|
| 1,280 | MASM       | –              | –              | –            | –              | –            | –   |
| 2,560 | SGMASM     | 41             | 751            | 207          | 15             | 1105         | 82% |
| 2,560 | MASM       | 401            | 1020           | 250          | 19             | 1700         | 53% |
| 5,120 | SGMASM     | 28             | 476            | 160          | 11             | 734          | 61% |
| 5,120 | MASM       | 251            | 920            | 136          | 10             | 1362         | 33% |

The preconditioner setup cost, and meanwhile is able to improve the preconditioner application performance. The mesh used in this test is finer than that in the previous tests since more processor cores will be used. The mesh has 6,464,825 nodes and 12,543,552 elements. The diffusion system has 45,253,775 unknowns, and the transport system has 2,896,241,600 unknowns with 64 angular directions. The numerical results are summarized in Table 13.

It is found that the preconditioner setup time is significantly reduced by using SGMASM. The data misses for MASM at 1,280 processor cores because MASM requires the amount of memory beyond the machine memory limit. For 2,560 and 5,120 processor cores, the preconditioner setup of SGMASM is ten times as fast as that of MASM. The preconditioner setup of MASM takes 401 s at 2,560 processor cores and 251 s at 5,120 processor cores, while that of SGMASM costs only 41 s and 28 s, respectively. The preconditioner application is improved by a factor of 2, compared with MASM. The preconditioner application time obtained using MASM is twice as high as that used by SGMASM, that is, SGMASM is once faster than MASM in the preconditioner application for 2,560 and 5,120 processor cores. The compute times on the matrix-free operations are similar to each other for all core counts. Similarly, the compute times on the function evaluations are close to each other. For the overall simulation, SGMASM is able to run once faster than MASM. SGMASM is capable of maintaining a good parallel efficiency with up to 5,120 processor cores, while MASM is inefficient.
5. Concluding remarks

A nonlinear diffusion acceleration method has been studied to improve the transport criticality calculations, where the scattering and fission terms are evaluated using the computed scalar fluxes and eigenvalue from the nonlinear diffusion equations. To compute the eigenvalue of the low order diffusion system, an inexact Jacobian-free Newton with a few inverse power iterations as an initial guess was employed, and during each Newton iteration a parallel monolithic multilevel preconditioner together with GMRES was adopted for calculating the Jacobian system. The monolithic multilevel method was also used for the solution of the linear system of transport equations. To reduce the cost on the coarse space construction of the multilevel method, we studied a subspace-based coarsening algorithm that has been shown to be more efficient than a traditional full-space coarsening approach on thousands of processor cores for an unstructured mesh problem with billions of unknowns. We have numerically verified that the overall algorithm equipped with several important ingredients; e.g., subspace-based coarsening, monolithic coupling, strength matrix thresholding and aggressive coarsening, is scalable with up to thousands of processor cores.

While this work focuses on a multilevel Schwarz preconditioner for accelerating neutron transport calculations, other techniques such as Method of Characteristics (MOC) [10, 56] may be explored in the future. Only strong scaling results were reported in this work, and weak scaling will be explored in our future work.
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