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ABSTRACT

Finding a $Z$-eigenpair of a symmetric tensor is equivalent to finding a Karush–Kuhn–Tucker point of a sphere constrained minimization problem. Based on this equivalency, in this paper, we first propose a class of iterative methods to get a $Z$-eigenpair of a symmetric tensor. Each method can generate a sequence of feasible points such that the sequence of function evaluations is decreasing. These methods can be regarded as extensions of the descent methods for unconstrained optimization problems. We pay particular attention to the Newton method. We show that under appropriate conditions, the Newton method is globally and quadratically convergent. Moreover, after finitely many iterations, the unit steplength will always be accepted. We also propose a nonlinear equations-based Newton method and establish its global and quadratic convergence. In the end, we do several numerical experiments to test the proposed Newton methods. The results show that both Newton methods are very efficient.

1. Introduction

Let $\mathbb{R}$ be the real field. $\mathcal{A}$ is called an $m$th order $n$-dimensional real tensor if it takes the form

$$\mathcal{A} = (a_{i_1i_2\cdots i_m}), \quad a_{i_1i_2\cdots i_m} \in \mathbb{R}, \quad 1 \leq i_1, i_2, \ldots, i_m \leq n.$$  

We use $\mathbb{R}^{[m,n]}$ to denote the set of all real tensors of order $m$ and dimension $n$. If the elements of $\mathcal{A}$ are invariant under arbitrary permutation of their indices, then $\mathcal{A}$ is called a symmetric tensor. The set of all $m$th order $n$-dimensional symmetric tensors is denoted by $\mathbb{S}^{[m,n]}$. For a tensor $\mathcal{A} = (a_{i_1i_2\cdots i_m}) \in \mathbb{R}^{[m,n]}$ and a vector $x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n$, $\mathcal{A}x^{m-1}$ denotes a $n$-dimensional vector whose $i$th element is defined as

$$(\mathcal{A}x^{m-1})_i := \sum_{i_2, \ldots, i_m=1}^n a_{i_2\cdots i_m}x_{i_2} \cdots x_{i_m} \quad \forall \ i \in \{1, 2, \ldots, n\}.$$
And the notation $Ax^m$ denotes a homogeneous polynomial of degree $m$:

$$Ax^m := (x, Ax^{m-1}) = \sum_{i_1, \ldots, i_m=1}^{n} a_{i_1 \ldots i_m} x_{i_1} \cdots x_{i_m}.$$  

It is well known that if $A$ is symmetric, then the gradient of the homogenous function $Ax^m$ is $mAx^{m-1}$, i.e.

$$\nabla (Ax^m) = mAx^{m-1} \quad \forall x \in \mathbb{R}^n,$$

and the Hessian is $m(m-1)Ax^{m-2}$, where the $(i,j)$th element of $Ax^{m-2} \in \mathbb{R}^{n \times n}$ is given by

$$(Ax^{m-2})_{ij} := \sum_{i_3, \ldots, i_m=1}^{n} a_{ij i_3 \ldots i_m} x_{i_3} \cdots x_{i_m} \quad \forall i, j \in \{1, 2, \ldots, n\}.$$

The concept of tensor eigenvalues was introduced by Qi and Lim, independently.

**Definition 1.1 ([15,18]):** Let $A \in \mathbb{R}^{[m,n]}$. We say that $\lambda \in \mathbb{R}$ is an $H$-eigenvalue and $x \in \mathbb{R}^n \setminus \{0\}$ is the corresponding $H$-eigenvector of $A$ if

$$Ax^{m-1} = \lambda x^{[m-1]},$$

where $x^{[m-1]} := (x_1^{m-1}, \ldots, x_n^{m-1})^T \in \mathbb{R}^n$. $\lambda$ is called a $Z$-eigenvalue and $x$ is the corresponding $Z$-eigenvector of $A$ if

$$Ax^{m-1} = \lambda x \quad \text{and} \quad x^T x = 1. \quad (1)$$

In this paper, we focus on tensor $Z$-eigenvalues, which is closely related to many practical applications, such as blind source separation [12], molecular conformation [4], magnetic resonance imaging [21], Bose–Einstein condensation [23], and quantum information [16]. Over the past decades, the tensor $Z$-eigenvalue has been studied extensively both in theory and algorithms (see, e.g. Refs. [5,19,20]).

It has been mentioned in Ref. [9] that, in general, computing eigenpairs of higher order tensors is NP-hard. In recent years, there are still a mass of papers being contributed to designing effective algorithms to solve tensor $Z$-eigenvalue problems with different structured tensors involved. Some of them are aimed at finding all $Z$-eigenvalues, for example, Qi et al. [22] proposed a direct orthogonal transformation $Z$-eigenvalue method for supersymmetric tensors $A \in \mathbb{R}^{[3,3]}$; Cui et al. [3] addressed a sophisticated Jacobian semidefinite relaxation method for symmetric tensors; and Jaffe et al. [11] gave a framework of a Newton correction iteration method for symmetric tensors. Some of them are with the purpose of finding one $Z$-eigenpair. Kolda and Mayo [13] presented a shifted power method for computing real symmetric tensors’ $Z$-eigenpairs, and then, improved it with an adaptive shifted technique in Ref. [14]; Yu et al. [24] proposed a linearly convergent adaptive gradient method; Guo et al. [6] developed a modified local Newton iteration for computing nonnegative $Z$-eigenpairs of nonnegative tensors, which enjoys locally quadratic
convergence property under proper assumptions; Zhang et al. [25] introduced a Newton method for newly defined almost nonnegative irreducible tensors. The other works are interested in finding the extreme Z-eigenvalues. For example, Hu et al. [10] employed a sequential semidefinite programming method by formulating optimization problem into a tensor conic linear programming; Hao et al. [7] proposed a sequential subspace projection method for symmetric tensors by solving the original optimization problem in a two-dimensional subspace at the current point, and they also showed a trust region method which enjoys a locally quadratic convergence rate in Ref. [8].

So far, the study in Newton method is relatively few, especially feasible Newton method. In this paper, we are interested in designing feasible Newton methods for the Z-eigenvalue problem, which is to find a solution \((x, \lambda)\) of the system (1). Two kinds of approaches will be considered for this problem. One of them is the optimization-based approach, which is to find a Karush–Kuhn–Tucker (KKT) point of the following sphere constrained optimization problem:

\[
\max_{x \in \mathbb{B}} \frac{\min_{x \in \mathbb{B}}} \phi(x) = \frac{1}{m} A x^m,
\]

where \(\mathbb{B} = \{x \in \mathbb{R}^n \mid x^T x = 1\}\) is the unit sphere centred at the origin. The meaning of \(\max / \min\) is that we can choose either to maximize or to minimize \(\phi(x)\). The key point is that if \(A \in \mathbb{S}^{[m,n]}\), then the Z-eigenpair \((x, \lambda)\) of \(A\) is the same as the KKT point of the above problem. Another approach is the nonlinear equations-based method. Define \(F(x) = A x^m - A^m : x\). Since a Z-eigenvector \(x\) of \(A\) satisfies \(x^T x = 1\), it is easy to see that the corresponding Z-eigenvalue \(\lambda\) is \(\lambda = A x^m\). Therefore, solving tensor Z-eigenvalue problem (1) is equivalent to solving the following constrained equations:

\[
F(x) = 0, \quad x \in \mathbb{B}.
\]

We will develop two kinds of feasible Newton methods to get a Z-eigenpair of a symmetric tensor from the above two aspects, respectively.

The rest of this paper is organized as follows. In Section 2, we first propose a general feasible descent method based on the equivalent optimization reformulation of the Z-eigenvalue problem. Then, we pay particular attention to the Newton method for the same problem. We show that under reasonable conditions, the feasible descent Newton method is globally and quadratically convergent. Especially, the unit steplength is essentially accepted. In Section 3, we present a nonlinear equations-based Newton method and also establish its global and quadratic convergence. In Section 4, we do some numerical experiments to indicate the effectiveness of the proposed algorithms. Conclusions are given in Section 5.

Throughout this paper, we use lowercases \(x, y, z, \ldots\) for vectors, capital letters \(A, B, C, \ldots\) for matrices and calligraphic letters \(\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots\) for tensors. We denote \([n] = \{1, 2, \ldots, n\}\) and \(\mathbb{B} = \{x \in \mathbb{R}^n \mid x^T x = 1\}\). In addition, we use \(I \in \mathbb{R}^{n \times n}\) and \(\mathcal{I} \in \mathbb{R}^{[m,n]}\) to denote the identity matrix and identity tensor, respectively. Finally, the Jacobian of a continuously differentiable function \(F : \mathbb{R}^n \to \mathbb{R}^n\) at \(x \in \mathbb{R}^n\) is denoted by \(F'(x)\), and the gradient and the Hessian of a twice continuously differentiable function \(H : \mathbb{R}^n \to \mathbb{R}\) at \(x \in \mathbb{R}^n\) are given by \(\nabla H(x)\) and \(\nabla^2 H(x)\), respectively.
2. An optimization-based Newton method for symmetric tensors

In this section, we first propose a class of iterative methods for finding a $Z$-eigenpair of a symmetric tensor $A \in \mathbb{S}^{[m,n]}$, which is equivalent to finding a KKT point of the sphere constrained optimization problem:

$$\min_{x \in \mathbb{B}} \phi(x) := \frac{1}{m} Ax^m$$

or

$$\max_{x \in \mathbb{B}} \phi(x) := \frac{1}{m} Ax^m.$$ 

As our purpose is to find one $Z$-eigenpair of $A$, we will only focus our attention on problem (2). If the purpose is to find the largest $Z$-eigenvalue and its corresponding eigenvector, we can consider to solve problem (3) in a similar way.

We first propose a general feasible descent method to find a KKT point of problem (2) in Subsection 2.1. The method generates a sequence of iterates that are feasible in the sense that they are on $\mathbb{B}$. And a sufficient condition for the method to be globally convergent is established. In Subsection 2.2, we focus on Newton method and present a feasible Newton method to find a $Z$-eigenpair of a symmetric tensor. We will show that under reasonable conditions, this method is globally and quadratically convergent. Moreover, the unit steplength will be accepted after finitely many iterations.

2.1. A general descent method

For any $x \in \mathbb{B}$ and $d \in \mathbb{R}^n$, let $x(\alpha)$ be the projection of $x + \alpha d$ onto $\mathbb{B}$, i.e. $x(\alpha) = (x + \alpha d)/\|x + \alpha d\|$. Here and throughout the paper, without specification, we always use $\|x\|$ to denote the Euclid norm of a vector $x$, i.e. $\|x\| = \sqrt{x^T x}$. By an elementary deduction, we obtain that, for any $x \in \mathbb{B}$,

$$x(\alpha) = \frac{x + \alpha d}{\|x + \alpha d\|} = (x + \alpha d) + \frac{1 - \|x + \alpha d\|}{\|x + \alpha d\|}(x + \alpha d)$$

$$= (x + \alpha d) + \frac{1 - \|x + \alpha d\|^2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}(x + \alpha d)$$

$$= (x + \alpha d) - \frac{2\alpha d^T x + \alpha^2 \|d\|^2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}(x + \alpha d)$$

$$= (x + \alpha d) - \frac{2\alpha d^T x}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}x + O(\alpha^2 \|d\|^2)$$

$$= x + \alpha(I - xx^T)d + \alpha \left(1 - \frac{2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}\right)(d^T x)x + O(\alpha^2 \|d\|^2).$$

We estimate the third term of the last equality and get

$$1 - \frac{2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)} = \frac{\|x + \alpha d\|(1 + \|x + \alpha d\|) - 2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}$$

$$= \frac{\|x + \alpha d\| + \|x + \alpha d\|^2 - 2}{\|x + \alpha d\|(1 + \|x + \alpha d\|)}.$$
\[
\frac{\|x + \alpha d\| - 1 + 2\alpha d^T x + \alpha^2 \|d\|^2}{\|x + \alpha d\| (1 + \|x + \alpha d\|)}
= \frac{3\alpha d^T x}{\|x + \alpha d\| (1 + \|x + \alpha d\|)} + O(\alpha^2 \|d\|^2).
\]

The arguments above give the following relation:

\[
x(\alpha) - x = \alpha (I - xx^T) d + O(\alpha^2 \|d\|^2).
\]  \hfill (4)

By the use of the mean-value theorem, we can obtain

\[
\phi(x(\alpha)) = \phi(x) + \nabla \phi(x)^T (x(\alpha) - x) + O\left(\|x(\alpha) - x\|^2\right)
= \phi(x) + \alpha \nabla \phi(x)^T \left( I - xx^T \right) d + O\left(\|\alpha d\|^2\right).
\]  \hfill (5)

For the sake of convenience, we introduce the following concept of curve descent direction, which is an extension of descent direction.

**Definition 2.1:** Let \( d \in \mathbb{R}^n \) and

\[
x(\alpha) = \frac{x + \alpha d}{\|x + \alpha d\|}.
\]

We call \( d \) a curve descent direction of function \( \phi \) at \( x \) if

\[
\phi(x(\alpha)) < \phi(x)
\]
holds for all \( \alpha > 0 \) sufficiently small. If \(-d\) is a curve descent direction of \( \phi \) at \( x \), then \( d \) is called a curve ascent direction of \( \phi \) at \( x \).

It is easy to see from (5) that if a direction \( d \) satisfies \( \nabla \phi(x)^T (I - xx^T) d < 0 \), then it is a curve descent direction of \( \phi \) at \( x \). In that case, for any constant \( \sigma \in (0, 1) \), the inequality

\[
\phi(x(\alpha)) \leq \phi(x) + \alpha \sigma \nabla \phi(x)^T (I - xx^T) d
\]  \hfill (6)
holds for all \( \alpha > 0 \) sufficiently small.

Observing that \( x(\alpha) \in \mathbb{B} \) for all \( \alpha \in \mathbb{R} \), the above process motivates us to propose a feasible descent method for finding a \( Z \)-eigenpair of a symmetric tensor \( \mathcal{A} \). Specifically, at iteration \( k \), suppose that we have already had a feasible point \( x_k \in \mathbb{B} \), we then find a curve descent direction \( d_k \) satisfying \( \nabla \phi(x_k)^T (I - x_k x_k^T) d_k < 0 \). By using a backtracking line search technique, we determine a steplength \( \alpha_k > 0 \) satisfying the inequality (6) with \( x = x_k, d = d_k \) and \( \alpha = \alpha_k \). The next iterate \( x_{k+1} \) is then determined by \( x_{k+1} = x_k(\alpha_k) \), which is also a feasible point.

The key of the above descent method is the determination of the curve descent direction \( d_k \). Similar to the descent method in the unconstraint optimization, we give a general choice
for $d_k$:

$$d_k = -B_k^{-1}(I - x_kx_k^T)\nabla \phi(x_k) = -B_k^{-1}F(x_k), \quad (7)$$

where $B_k \in \mathbb{R}^{n \times n}$ is symmetric and positive definite and $F(x) = Ax^m - A x^m \cdot x = (I - xx^T)Ax^m$. It is easy to see that such a direction $d_k$ satisfies

$$\nabla \phi(x_k)^T(I - x_kx_k^T)d_k = -\nabla \phi(x_k)^T(I - x_kx_k^T)B_k^{-1}(I - x_kx_k^T)\nabla \phi(x_k) = -F(x_k)^T B_k^{-1}F(x_k) \leq 0.$$ 

Moreover, $\nabla \phi(x_k)^T(I - x_kx_k^T)d_k = 0$ if and only if $F(x_k) = 0$, which means that $x_k$ is a $Z$-eigenvector of $A$ with corresponding eigenvalue $\lambda_k = Ax_k^m$. Hence, we have the following proposition.

**Proposition 2.2:** Given a vector $x_k \in \mathbb{B}$ and a symmetric and positive definite matrix $B_k \in \mathbb{R}^{n \times n}$. Suppose that $x_k$ is not a $Z$-eigenvector of $A$. Then, $d_k$ defined by (7) is a curve descent direction of $\phi$ at $x_k$ which satisfies

$$\nabla \phi(x_k)^T(I - x_kx_k^T)d_k < 0.$$ 

Consequently, the inequality (6) with $x = x_k$ and $d = d_k$ holds for all $\alpha > 0$ sufficiently small.

The general feasible descent method for finding a $Z$-eigenpair of a symmetric tensor $A$ is stated below in Algorithm 1.

---

**Algorithm 1** (A general descent method for problem (2)).

1: Given a constant $\sigma \in (0, 1)$, an initial point $x_0 \in \mathbb{B}$ and a symmetric and positive definite matrix sequence $\{B_k\}$. Let $k := 0$ and $\lambda_0 = Ax_0^m$.

2: while $F(x_k) \neq 0$ do

3: Let $x_k(\alpha)$ and $d_k$ be defined by

$$x_k(\alpha) = \frac{x_k + \alpha d_k}{\|x_k + \alpha d_k\|} \quad \text{and} \quad d_k = -B_k^{-1}(I - x_kx_k^T)\nabla \phi(x_k).$$

4: Find $\alpha_k \in (0, 1]$ by a backtracking process satisfying

$$\phi(x_k(\alpha_k)) \leq \phi(x_k) - \sigma \alpha_k F(x_k)^T B_k^{-1}F(x_k). \quad (8)$$

5: Let $x_{k+1} = x_k(\alpha_k)$ and $\lambda_{k+1} = Ax_{k+1}^m$. Let $k := k + 1$.

6: end while

---

Similar to the convergence of a descent method for solving the unconstrained optimization problem, we can show the global convergence for Algorithm 1. Since the proof is standard, we only present the conclusion and omit the proof.
Theorem 2.3: Suppose that there are positive constants \( 0 < m \leq M \) such that the matrix sequence \( \{B_k\} \) in Algorithm 1 satisfies
\[
m\|d\|^2 \leq d^T B_k d \leq M\|d\|^2 \quad \forall \, d \in \mathbb{R}^n.
\]
Then, every accumulation point \( \bar{x} \) of the sequence \( \{x_k\} \) generated by Algorithm 1 is a Z-eigenvector of \( A \) corresponding to the eigenvalue \( \bar{\lambda} = \bar{A}\bar{x}^m \).

2.2. A local Newton method and its globalization

In this subsection, we consider using Newton method to find a Z-eigenpair of a symmetric tensor \( A \). We first propose a feasible local Newton method and then globalize it by using some line search technique.

Recall that the Z-eigenvalue problem is equivalent to the constrained nonlinear equations
\[
F(x) = A x^{m-1} - A x^m \cdot x = (I - x x^T) \nabla \varphi(x) = 0, \quad x \in \mathbb{B}.
\]
It is indeed a system of nonlinear equations with \( n + 1 \) equations but \( n \) variables. In general, such a system may have no solutions. However, we notice that the function \( F(x) \) defined by (9) satisfies \( F(x)^T x = 0 \) for any \( x \in \mathbb{B} \), i.e.
\[
F(x) \in x^\perp \triangleq \{d \in \mathbb{R}^n \mid x^T d = 0\} \quad \forall \, x \in \mathbb{B}.
\]
If we let \( U_x \in \mathbb{R}^{n \times (n-1)} \) be a matrix whose columns form an orthogonal basis of the subspace \( x^\perp \), then the constrained equation (9) is equivalent to the following system of nonlinear equations:
\[
U_x^T F(x) = 0 \quad \text{and} \quad x^T x - 1 = 0.
\]
With the above preparation, we will develop a feasible Newton method with the subproblem being the following system of linear equations in \( d_k \):
\[
U_{x_k}^T F(x_k) d_k + U_{x_k}^T F(x_k) = 0 \quad \text{and} \quad x_k^T d_k = 0,
\]
which is obtained using the approximate relationships
\[
F(x_k) \approx F(x_k) + F'(x_k) d_k \quad \text{and} \quad x_k^T x_k - 1 \approx (x_k^T x_k - 1) + x_k^T d_k,
\]
and the fact that \( x_k^T x_k = 1 \), where the Jacobian of \( F \) at \( x \) is given by
\[
F'(x) = (m - 1) A x^{m-2} - A x^m \cdot I - m x (A x^{m-1})^T.
\]
Then, the Newton direction \( d_k \) can be obtained by solving the following lower dimensional system of linear equations:
\[
d_k = U_{x_k} u_k, \quad (U_{x_k}^T F'(x_k) U_{x_k}) u_k + U_{x_k}^T F(x_k) = 0.
\]
If the matrix \( (U_{x_k}^T F'(x_k) U_{x_k}) \) is nonsingular, then the Newton direction exists and is unique. In particular, if the second-order sufficient condition holds at \( x_k \), then the matrix
(\mathbf{U}_x^T \mathbf{F}'(x_k) \mathbf{U}_x) is positive definite, and hence, the Newton direction is the unique solution to (11) or (12).

Since the Newton step \( x_k + d_k \) may not be on the unit sphere \( \mathbb{B} \), we then consider to use its projection onto \( \mathbb{B} \) to be the next iterate, that is,

\[
x_{k+1} = \frac{x_k + d_k}{\|x_k + d_k\|}, \quad k = 0, 1, \ldots
\]

We call the iterative process (11) and (13) a feasible local Newton method since the sequence of iterates \( \{x_k\} \) generated by this method is contained in the feasible set \( \mathbb{B} \).

Now, we are going to analyse the convergence of the proposed local Newton method. To this end, we need the following assumption.

**Assumption (A)** There is a KKT point \( \tilde{x} \) of problem (2) satisfying the second-order sufficient condition. In other words, the point \( \tilde{x} \) together with some \( \tilde{\lambda} \in \mathbb{R} \) satisfies

\[
\nabla \phi(\tilde{x}) - \tilde{\lambda} \tilde{x} = 0, \quad \tilde{x} \in \mathbb{B},
\]

and

\[
d^T \left( \nabla^2 \phi(\tilde{x}) - \tilde{\lambda} I \right) d > 0 \quad \forall d \in \tilde{x}^\perp, \ d \neq 0.
\]

**Proposition 2.4:** The second-order sufficient condition stated in Assumption (A) is equivalent to the following conditions:

(i) The point \( \tilde{x} \) is a solution of the constrained equation (9) and \( \tilde{\lambda} = A \tilde{x}^m \) is the corresponding Lagrangian multiplier.

(ii) The matrix \( \mathbf{U}_x^T \mathbf{F}'(\tilde{x}) \mathbf{U}_x \) is positive definite.

**Proof:** The Lagrangian function of the problem (2) is denoted by

\[
L(x, \lambda) = \phi(x) - \frac{1}{2} \lambda \left( x^T x - 1 \right) = \frac{1}{m} Ax^m - \frac{1}{2} \lambda \left( x^T x - 1 \right).
\]

Since \( \tilde{x} \) is a KKT point of problem (2), there is a \( \tilde{\lambda} \) such that

\[
\nabla_x L(\tilde{x}, \tilde{\lambda}) = \nabla \phi(\tilde{x}) - \tilde{\lambda} \tilde{x} = 0 \quad \text{and} \quad \tilde{x}^T \tilde{x} = 1,
\]

which implies the condition (i). Besides, the assumption that \( \tilde{x} \) satisfies the second-order sufficient condition means that

\[
d^T \nabla^2_x L(\tilde{x}, \tilde{\lambda}) d = d^T \left( \nabla^2 \phi(\tilde{x}) - \tilde{\lambda} I \right) d > 0 \quad \forall d : \tilde{x}^T d = 0, d \neq 0.
\]

It is not difficult to see that this is equivalent to condition (ii). \( \blacksquare \)

The last proposition ensures the existence and the uniqueness of the Newton direction \( d_k \) when \( x_k \) is near \( \tilde{x} \). The theorem below establishes the local quadratic convergence of the feasible local Newton method.

**Theorem 2.5:** Suppose that Assumption (A) holds. If \( x_0 \) is sufficiently close to a KKT point \( \tilde{x} \) of problem (2), then the sequence of iterates \( \{x_k\} \) generated by the feasible local Newton method converges to \( \tilde{x} \) quadratically.
Proof: Denote
\[ P(x) = \begin{pmatrix} U_x^T F'(x) \\ x^T \end{pmatrix}. \]

By the positive definiteness of \( U_x^T F'(\bar{x}) U_x \), it is not difficult to show that the matrix \( P(\bar{x}) \) is nonsingular. As a result, the matrix \( P(x) \) is uniformly nonsingular in some neighbourhood of \( \bar{x} \). It then follows from (11) that \( \|d_k\| = O(\|x_k - \bar{x}\|) \).

Now, we verify the relation
\[ \|x_{k+1} - \bar{x}\| = O(\|x_k - \bar{x}\|^2) \]  \hspace{1cm} (14)
by induction. Suppose that \( x_k \) is sufficiently close to \( \bar{x} \) such that the matrix \( U_{x_k}^T F'(x_k) U_{x_k} \) is positive definite. It follows from the first equality of (11) and the fact \( F(\bar{x}) = 0 \) that
\[ U_{x_k}^T F'(x_k)(x_k + d_k - \bar{x}) = -U_{x_k}^T \left( F(x_k) - F(\bar{x}) - F'(x_k)(x_k - \bar{x}) \right) = O(\|x_k - \bar{x}\|^2). \]

Since \( x_k, \bar{x} \in B \), we can get from the second equality of (11) that
\[ x_k^T(x_k + d_k - \bar{x}) = x_k^T(x_k - \bar{x}) = \frac{1}{2} \|x_k - \bar{x}\|^2 = O(\|x_k - \bar{x}\|^2). \]

Therefore, we obtain that
\[ P(x_k)(x_k + d_k - \bar{x}) = O(\|x_k - \bar{x}\|^2), \]
which yields the fact that
\[ \|x_k + d_k - \bar{x}\| = O(\|x_k - \bar{x}\|^2) \]  \hspace{1cm} (15)
as long as \( x_k \) is sufficiently close to \( \bar{x} \).

On the other hand, similar to the derivation of (4), it is easy to derive that
\[ x_{k+1} - \bar{x} = x_k + (I - x_k x_k^T) d_k - \bar{x} + O(\|d_k\|^2) = x_k + d_k - \bar{x} + O(\|d_k\|^2) = O(\|x_k - \bar{x}\|^2), \]
which together with (15) implies (14). By the principle of induction, we claim that \( \{x_k\} \) converges to \( \bar{x} \) quadratically. \( \square \)

The remainder of this subsection is devoted to the globalization of the feasible local Newton method.

Proposition 2.6: Suppose that \( x_k \in B \) is not a KKT point of (2) at which the second-order sufficient condition holds, i.e. \( U_{x_k}^T F'(x_k) U_{x_k} \) is positive definite in \( \mathbb{R}^{n-1} \). Then, the Newton direction determined by (11) is a curve descent direction of \( \phi \) at \( x_k \).
Proof: We prove the proposition by verifying that the Newton direction $d_k$ satisfies

$$\nabla \phi(x_k)^T (I - x_kx_k^T)d_k < 0.$$

Indeed, it follows from (12) that

$$\nabla \phi(x_k)^T (I - x_kx_k^T)d_k = F(x_k)^T d_k = F(x_k)^T u_k$$

$$= -F(x_k)^T u_k \left( U_{x_k}^T F'(x_k) U_{x_k}^{-1} \right) U_{x_k}^T F(x_k) \leq 0.$$

The last inequality reduces to equality if and only if $U_{x_k}^T F(x_k) = 0$, which is equivalent to the fact that $(I - x_kx_k^T)F(x_k) = F(x_k) = 0$, that is, $x_k$ is a KKT point of (2).

Proposition 2.6 provides a way to globalize the feasible local Newton method. Specifically, we replace the direction $d_k$ in Algorithm 1 with the Newton direction determined by (11). Taking into account that when $x_k$ is far away from the KKT point $\bar{x}$, the second-order sufficient condition may not hold, which leads to the non-existence of the Newton direction or non-descent possibility of the Newton direction. In this case, we use the gradient direction

$$d_k = -F(x_k) = -(I - x_kx_k^T)f(x_k)$$

instead of the Newton direction, where $f(x) := \nabla \phi(x) = Ax^{m-1}$.

The steps of the global Newton method are presented in Algorithm 2.

**Algorithm 2** (A global Newton method for problem (2)).

1: Given a constant $\sigma \in (0, 1/2)$ and an initial point $x^0 \in \mathbb{B}$. Let $k := 0$ and $\lambda_0 = A x_0^m$.

2: while $F(x^k) \neq 0$ do

3: Compute the Newton direction $d_k$ by the local Newton method given by (11).

4: If $d_k$ does not exist or is not a curve descent direction, let $d_k = -(I - x_kx_k^T)f(x_k)$, or $d_k$ be the solution of the following linear equations system

$$\left(F'(x_k)^2 + \mu \|F(x_k)\|I \right) d_k + F'(x_k)F(x_k) = 0,$$

where $\mu > 0$ is an arbitrary constant.

5: Let

$$x_k(\alpha) = \frac{x_k + \alpha d_k}{\|x_k + \alpha d_k\|}.$$

Find $\alpha_k \in (0, 1]$ satisfying the following inequality by a backtracking process:

$$\phi(x_k(\alpha_k)) \leq \phi(x_k) + \sigma \alpha_k F(x_k)^T d_k.$$

6: Let $x_{k+1} := x_k(\alpha_k)$ and $\lambda_{k+1} = A x_{k+1}^m$. Let $k := k + 1$.

7: end while

The global convergence of Algorithm 2 is stated as follows.
Theorem 2.7: The sequence of iterates \( \{x_k\} \) generated by Algorithm 2 is bounded and the sequence of function evaluations \( \{\phi(x_k)\} \) is decreasing. Suppose that there is an accumulation point \( \bar{x} \) of \( \{x_k\} \) at which the second-order sufficient condition holds. Then, \( \bar{x} \) is a Z-eigenvector of \( \mathcal{A} \) corresponding to the eigenvalue \( \bar{\lambda} = \mathcal{A}\bar{x}^m \). Moreover, every accumulation point \( \tilde{x} \) of \( \{x_k\} \) is a Z-eigenvector of \( \mathcal{A} \) corresponding to the eigenvalue \( \tilde{\lambda} = \mathcal{A}\tilde{x}^m \).

Proof: From step 5 of Algorithm 2 and Proposition 2.6, it is easy to see that \( \{x_k\} \) is bounded and \( \{\phi(x_k)\} \) is decreasing. Now we show \( \bar{x} \) is an eigenvector of \( \mathcal{A} \) corresponding to the eigenvalue \( \bar{\lambda} \).

Since \( \bar{x} \) is an accumulation point, there exists an integer set \( K \) such that \( \lim_{k \to \infty, k \in K} x_k = \bar{x} \). When \( k \in K \) is sufficiently large, Algorithm 2 reduces to the local Newton method mentioned above. Let \( \lim_{k \to \infty, k \in K} d_k = \bar{d} \), then from the fact that \( \{x_k\} \) is bounded and \( \{\phi(x_k)\} \) is decreasing, we obtain that
\[
\lim_{k \to \infty} \alpha_k F(x_k)^T d_k = 0.
\]

- Consider the case that \( \liminf_{k \to \infty, k \in K} \alpha_k \neq 0 \). In this case, the last equality implies
\[
\lim_{k \to \infty, k \in K} F(x_k)^T d_k = F(\bar{x})^T \bar{d} = 0.
\]

- Consider the case that \( \liminf_{k \to \infty, k \in K} \alpha_k = 0 \). Without loss of generality, we might as well assume that \( \lim_{k \to \infty, k \in K} \alpha_k = 0 \). By the line search rule, we have for all \( k \in K \) sufficiently large,
\[
\phi(x_k(\rho^{-1}\alpha_k)) - \phi(x_k) > \sigma \rho^{-1}\alpha_k F(x_k)^T d_k.
\] (18)

Divide both sides of the inequality (18) by \( \rho^{-1}\alpha_k \) and take the limit of \( k \in K \), then by using the mean-value theorem and the fact that \( \nabla \phi(x_k)^T (I - x_k x_k^T) d_k = F(x_k)^T d_k \), we get
\[
F(\bar{x})^T \bar{d} \geq \sigma F(\bar{x})^T \bar{d}.
\]

Considering \( F(x_k)^T d_k \leq 0 \) and \( \sigma \in (0, 1/2) \), we have that \( F(\bar{x})^T \bar{d} = 0 \).

Combining the above two aspects together we can obtain \( F(\bar{x})^T \bar{d} = 0 \). Then, same as Proposition 2.6, \( F(\bar{x})^T \bar{d} = 0 \) is equivalent to the fact that \( F(\bar{x}) = 0 \), which means that \( \bar{x} \) is a Z-eigenvector of \( \mathcal{A} \) with \( \bar{\lambda} \) being the corresponding Z-eigenvalue.

Besides, since \( \{\phi(x_k)\} \) is monotone nonincreasing and bounded, it is easy to see that any accumulation point is the minimizer of the problem (2). Therefore, any accumulation point \( \bar{x} \) of \( \{x_k\} \) is a Z-eigenvector of \( \mathcal{A} \) with \( \bar{\lambda} \) being the corresponding eigenvalue. \qed

We conclude this section by establishing the quadratic convergence of Algorithm 2.

Theorem 2.8: Suppose that the sequence \( \{x_k\} \) generated by Algorithm 2 converges to \( \bar{x} \) at which the second-order sufficient condition holds. If the positive constant \( \sigma \) in the algorithm is chosen to satisfy \( \sigma < 1/2 \), then the convergence rate of \( \{x_k\} \) is quadratic. Moreover, after finitely many iterations, the steplength \( \alpha_k = 1 \) is always accepted.
Proof: We only need to show that when $k$ is sufficiently large, $\alpha_k = 1$ always satisfies the line search condition (17).

By the definition of $x_k(\alpha)$, we can easily get

$$x_k(1) - x_k = \frac{x_k + d_k}{\|x_k + d_k\|} - x_k$$

$$= d_k + \left(\frac{1}{\|x_k + d_k\|} - 1\right) (x_k + d_k)$$

$$= d_k - \frac{\|d_k\|^2}{\|x_k + d_k\|(1 + \|x_k + d_k\|)} (x_k + d_k)$$

$$\triangleq d_k - \delta_k \cdot (x_k + d_k),$$

where

$$\delta_k := \frac{\|d_k\|^2}{\|x_k + d_k\|(1 + \|x_k + d_k\|)} = \frac{1}{2} \|d_k\|^2 + o(\|d_k\|).$$

Since $d_k \in x_k^\perp$, it is easy to get from (11) that $d_k^T [F'(x_k) dk + F(x_k)] = 0$. Thus,

$$\nabla \phi(x_k)^T d_k = (Ax_k^{m-1})^T d_k = -d_k^T F'(x_k)^T d_k.$$

Notice that $\nabla \phi(x_k)^T x_k = Ax_k^m = \lambda_k$. By the definition of $\delta_k$, we obtain from the last equality that

$$\nabla \phi(x_k)^T (x_k(1) - x_k) = \nabla \phi(x_k)^T d_k - \delta_k \nabla \phi(x_k)^T (x_k + d_k)$$

$$= -d_k^T F'(x_k) dk - \frac{1}{2} \|d_k\|^2 \nabla \phi(x_k)^T x_k + o(\|d_k\|^2)$$

$$= -d_k^T F'(x_k) dk - \frac{1}{2} \lambda_k \|d_k\|^2 + o(\|d_k\|^2).$$

In addition, we also have that

$$(x_k(1) - x_k)^T \nabla^2 \phi(x_k)(x_k(1) - x_k) = d_k^T \nabla^2 \phi(x_k) dk + o(\|d_k\|^2)$$

$$= d_k^T F'(x_k) dk + \lambda_k \|d_k\|^2 + o(\|d_k\|^2).$$

Therefore, we derive by Taylor’s expansion that for all $k$ sufficiently large,

$$\phi(x_k(1)) - \phi(x_k) - \sigma \nabla \phi(x_k)^T d_k$$

$$= \phi(x_k(1)) - \phi(x_k) + \sigma d_k^T F'(x_k) dk$$

$$= \nabla \phi(x_k)^T (x_k(1) - x_k) + \frac{1}{2} (x_k(1) - x_k)^T \nabla^2 \phi(x_k)(x_k(1) - x_k)$$

$$+ o(\|x_k(1) - x_k\|^2) + \sigma d_k^T F'(x_k) dk$$

$$= -d_k^T F'(x_k) dk - \frac{1}{2} \lambda_k \|d_k\|^2 + \frac{1}{2} d_k^T F'(x_k) dk + \frac{1}{2} \lambda_k \|d_k\|^2$$

$$+ \sigma d_k^T F'(x_k) dk + o(\|d_k\|^2)$$

$$= -\left(\frac{1}{2} - \sigma\right) d_k^T F'(x_k) dk + o(\|d_k\|^2).$$
By the use of the second-order sufficient condition and the fact that \( x_k^T d_k = 0 \), there is a positive constant \( \eta > 0 \) such that the inequality \( d_k^T F'(x_k) d_k \geq \eta \| d_k \|^2 \) holds for all \( k \) sufficiently large. Consequently, the last equality shows that when \( k \) is sufficiently large, the unit steplength is accepted and the method essentially reduces to the local Newton method. The quadratic convergence then follows from Theorem 2.5.

### 3. A nonlinear equations-based Newton method

In this section, we propose a constrained nonlinear equations (9) based Newton method. Define the residual function

\[
\theta(x) = \frac{1}{2} \| F(x) \|^2, \tag{19}
\]

where \( F(x) \) is defined by (9). Again, we suppose that the involved tensor \( A \) is symmetric. By an elementary deduction, it is easy to get the Jacobian of \( F(x) \) as follows:

\[
F'(x) = (m - 1) Ax^{m-2} - Ax^m \cdot I - mx (Ax^{m-1})^T.
\]

The relationship between a stationary point of \( \theta(x) \) and a Z-eigenvector of \( A \) is given in the following lemma.

**Lemma 3.1:** A point \( x \in \mathbb{B} \) is a stationary point of \( \theta(x) \) if and only if it is a Z-eigenvector of \( A \) corresponding to the eigenvalue \( Ax^m \).

**Proof:** Clearly, a Z-eigenvector is a stationary of \( \theta(x) \). We only need to show that any stationary point in \( \mathbb{B} \) is also a Z-eigenvector of \( A \).

Suppose that \( \bar{x} \in \mathbb{B} \) is a stationary of \( \theta(x) \), i.e. \( \nabla \theta(\bar{x}) = 0 \). Denote \( \bar{\lambda} = Ax^m \). Notice the fact that \( \bar{x}^T F(\bar{x}) = 0 \) and \( \bar{x}^T Ax^{m-2} = \bar{\lambda}x^{m-1} \), and we get that

\[
0 = \bar{x}^T \nabla \theta(\bar{x}) = \bar{x}^T F'(\bar{x}) F(\bar{x})
= x^T \left( (m - 1) Ax^{m-2} - \bar{\lambda} I - mAx^{m-1} \cdot \bar{x}^T \right) F(\bar{x})
= \left( (m - 1) Ax^{m-1} - (m + 1) \bar{\lambda} \bar{x} \right)^T F(\bar{x})
= \left( (m - 1) Ax^{m-1} - (m - 1) \bar{\lambda} \bar{x} \right)^T F(\bar{x})
= (m - 1) \| F(\bar{x}) \|^2.
\]

The last equality yields \( F(\bar{x}) = 0 \). Then, it is equivalent to say that \( \bar{x} \) is a Z-eigenvector of \( A \) corresponding to the eigenvalue \( \bar{\lambda} \).

For \( x_k \in \mathbb{B} \), we let \( Q_k = I - x_k x_k^T \) and \( d_k \) be the Newton direction determined by (11). Since the columns of \( U_{x_k} \) form a basis of \( x_k^\perp \), the system (11) implies

\[
Q_k (F'(x_k) d_k + F(x_k)) = 0. \tag{20}
\]
Therefore, we obtain that
\[
\nabla \theta(x_k)^T d_k = -F(x_k)^T F'(x_k) d_k \\
= (Ax_k^{m-1})^T Q_k F'(x_k) d_k \\
= - (Ax_k^{m-1})^T Q_k F(x_k) \\
= -\|F(x_k)\|^2 \leq 0.
\] (21)

If \( x_k \) is not an eigenvector of \( A \), i.e. \( F(x_k) \neq 0 \), then it holds that \( \nabla \theta(x_k)^T d_k < 0 \).

Denote again
\[
x_k(\alpha) = \frac{x_k + \alpha d_k}{\|x_k + \alpha d_k\|}.
\]

Similar to the derivation of (5), it is not difficult to get that
\[
\theta(x_k(\alpha)) = \theta(x_k) + \alpha \nabla \theta(x_k)^T (I - x_k x_k^T) d_k + O(\|\alpha d_k\|^2).
\]

The inequality (21) ensures that the Newton direction \( d_k \) provides a curve descent direction for \( \theta(x) \) at \( x_k \) as long as \( x_k \) is not an eigenvector of \( A \). In other words, we have the following proposition.

**Proposition 3.2:** Suppose that \( x_k \in \mathbb{B} \) is not a \( Z \)-eigenvector of \( A \). The Newton direction determined by (11), if exists, is a curve descent direction of \( \theta \) at \( x_k \).

Based on the last proposition, we propose a nonlinear equations-based Newton method for finding a \( Z \)-eigenpair of a symmetric tensor. The steps of the method are given in Algorithm 3.

**Algorithm 3** (A nonlinear equations-based Newton method for problem (19)).

1: Given a constant \( \sigma \in (0, 1) \) and an initial point \( x^0 \in \mathbb{B} \). Let \( k := 0 \) and \( \lambda_0 = Ax_0^m \).
2: while \( F(x^k) \neq 0 \) do
3: Solve the linear equations system (11) to get \( d_k \). If the system (11) is not solvable, then let \( d_k = -\nabla \theta(x_k) \) or the solution of (16). Let
\[
x_k(\alpha) = \frac{x_k + \alpha d_k}{\|x_k + \alpha d_k\|}.
\]
4: Find \( \alpha_k \in (0, 1] \) by a backtracking process satisfying
\[
\theta(x_k(\alpha_k)) \leq \theta(x_k) + \sigma \alpha_k \nabla \theta(x_k)^T d_k.
\] (22)
5: Let \( x_{k+1} = x_k(\alpha_k) \) and \( \lambda_{k+1} = Ax_{k+1}^m \). Let \( k := k + 1 \).
6: end while

Similar to the proof of Theorems 2.7 and 2.8, we can establish the global and quadratic convergence of Algorithm 3.
Theorem 3.3: Let \( \{x_k\} \) be generated by Algorithm 3. If there is an accumulation point \( \bar{x} \) of \( \{x_k\} \) at which the second-order sufficient condition holds, then \( \bar{x} \) is a Z-eigenvector of \( A \) with \( A\bar{x}^m \) being the corresponding Z-eigenvalue. If we further suppose that the whole sequence \( \{x_k\} \) converges to \( \bar{x} \), then the convergence rate of \( \{x_k\} \) is quadratic. Moreover, \( \alpha_k = 1 \) is accepted for all \( k \) sufficiently large.

4. Numerical results

In this section, we are going to test the performance of the proposed Newton methods, namely Algorithms 2 and 3, for finding one Z-eigenpair of a symmetric tensor \( A \). All numerical experiments are done in MATLAB R2019a on a personal laptop with Intel(R) Core(TM) i7-10510U CPU @1.80 GHz 2.30 GHz and 16.0 GB memory running Microsoft Windows 10. Throughout, we employ the tensor toolbox [1] to proceed tensor computation.

The test tensors come from Ref. [2,17,25]. Details are given below.

Problem 4.1 ([2]): Tensor \( A \in \mathbb{S}^{[4,2]} \) is a symmetric and irreducible nonnegative tensor with the elements given by

\[
a_{1111} = a_{2222} = \frac{4}{\sqrt{3}}, \quad a_{1112} = a_{1121} = a_{1211} = a_{2111} = 1, \\
a_{1222} = a_{2122} = a_{2212} = a_{2221} = 1,
\]

and \( a_{i_1i_2i_3i_4} = 0 \) elsewhere.

Problem 4.2 ([25]): Tensor \( A \in \mathbb{S}^{[4,3]} \) is nonnegative symmetric which is defined by

\[
a_{1111} = 0.2883, \quad a_{1112} = 0.0031, \quad a_{1113} = 0.1973, \quad a_{1122} = 0.2485, \\
a_{1123} = 0.2939, \quad a_{1133} = 0.3847, \quad a_{1222} = 0.2972, \quad a_{1223} = 0.1862, \\
a_{1233} = 0.0919, \quad a_{1333} = 0.3619, \quad a_{2222} = 0.1241, \quad a_{2223} = 0.3420, \\
a_{2233} = 0.2127, \quad a_{2333} = 0.2727, \quad a_{3333} = 0.3054.
\]

Problem 4.3 ([17]): The elements of the symmetric tensor \( A \in \mathbb{S}^{[3,n]} \) are given by

\[
a_{i_1i_2i_3} = \frac{(-1)^{i_1}}{i_1} + \frac{(-1)^{i_2}}{i_2} + \frac{(-1)^{i_3}}{i_3} \quad \forall i_1, i_2, i_3 \in [n].
\]

Problem 4.4 ([17]): The elements of the symmetric tensor \( A \in \mathbb{S}^{[4,n]} \) are given by

\[
a_{i_1i_2i_3i_4} = \tan(i_1) + \tan(i_2) + \tan(i_3) + \tan(i_4) \quad \forall i_1, \ldots, i_4 \in [n].
\]
Problem 4.5 ([17]): The elements of the symmetric tensor $A \in S^{[5, n]}$ are given by

$$a_{i_1i_2i_3i_4i_5} = (-1)^i \log(i_1) + \cdots + (-1)^i \log(i_5) \quad \forall i_1, \ldots, i_5 \in [n].$$

While doing numerical tests, instead of solving the original eigenvalue problems, we are going to solve the scaled system, that is

$$\bar{A}x^{m-1} = \lambda x, \quad x^Tx = 1,$$

where $\bar{A} := (1/a)A$ and $a$ is the absolute value of the largest element of $A$. It is easy to see that if $(\lambda^*, x^*)$ is the solution of the above system, then $(a\lambda^*, x^*)$ is the solution of the original system (1). Besides, we set the initial point $x_0$ to be a random nonnegative vector in the feasible set $\mathbb{B}$. The parameter $\sigma$’s in (17) and (22) are set to be 0.01 and 0.005, respectively. The backtracking line search is implemented by letting $\alpha_{k2} = \max\{0.1^i, i = 0, 1, \ldots\}$ and $\alpha_{k3} = \max\{0.073^i, i = 0, 1, \ldots\}$ such that they satisfy line search conditions in Algorithms 2 and 3, respectively. And while testing Algorithm 2, we used the first choice of $d_k$ in step 4 of the algorithm. For all test problems and any method, we set the termination criterion to be

$$\text{Res} := \|F(x_k)\| = \|(I - x_kx_k^T)\bar{A}x_k^{m-1}\| \leq 10^{-10}. \quad (23)$$

We also stop the iterative process if the number of iterations reaches to 300 but the termination condition (23) is not satisfied. In this case, we regard the method as failing to address that problem.

We are going to use the total number of iterations and the computation time used to obtain one $Z$-eigenpair to mainly indicate the efficiency of these two algorithms. Also, we will compare our proposed two algorithms with higher order power method in Ref. [13] to show the competitive of our methods. For each problem, we test these algorithms with 100 different initial points. Tables 1–4 list the average performance of these methods. The columns of those tables take the following meaning:

- ‘iter’: the average number of iterations;
- ‘iter-n’: the average number of non-Newton steps used;
- ‘in-iter’: the average number of line search;
- ‘Cpu’: the average computing time in seconds;
- ‘Res’: the average last residual given by (23);
- ‘suc%’: the rate of successful terminations.

We first test the performance of Algorithms 2 and 3 and power method on Problems 1 and 2. As the largest $Z$-eigenvalues of these two tensors are known, which are 3.1754 and 2.0690, respectively, we investigate if our methods can find the largest $Z$-eigenvalues of those two problems, although the purposes of these two methods are finding one $Z$-eigenpair of $A$. Table 1 lists the performance of these three methods, where the column ‘Occ.%’ represents frequency of occurrence of the largest $Z$-eigenvalue. The results in Table 1 show that, starting from an arbitrary initial point in the feasible set $\mathbb{B}$, both methods can find a $Z$-eigenpair of the tensor with a high successful rate. It is interesting to notice that Algorithm 2 can always find the largest $Z$-eigenvalue of $A$ if it terminates regularly. In many cases, Algorithm 3 can also get the largest $Z$-eigenvalue of the problem. Moreover,
Table 1. Numerical results for Problems 1 and 2.

| Alg.          | Prob. | $\lambda^*$ | iter | iter-n | in-iter | Cpu      | Res     | suc% | Occ.% |
|--------------|-------|-------------|------|---------|---------|----------|---------|------|-------|
| Algorithm 2  | Prob. 1 | 3.1754      | 6.6  | 1.3     | 0.6     | 0.0041   | 3.72e-12| 97   | 100   |
|              | Prob. 2 | 2.0690      | 4.4  | 0.2     | 0.3     | 0.0029   | 2.99e-12| 97   | 100   |
| Algorithm 3  | Prob. 1 | 3.1754      | 4.7  | 0.3     | 0      | 0.0029   | 2.99e-12| 100  | 75    |
|              | Prob. 2 | 2.0690      | 5.0  | 0.3     | 0      | 0.0032   | 4.03e-12| 100  | 70    |
| Power method | Prob. 1 | 3.1754      | 103.5| –       | –       | 0.0583   | 9.14e-11| 100  | 100   |
|              | Prob. 2 | 2.0690      | 16.1 | –       | –       | 0.0097   | 5.94e-11| 100  | 100   |

Table 2. Numerical results for Problem 3.

| n     | Algorithm 2 iter/iter-n/in-iter/Cpu/Res/suc% | Algorithm 3 iter/Cpu/Res | Power method iter/Cpu/Res |
|-------|---------------------------------------------|---------------------------|---------------------------|
| 10    | 6.6/1.8/0.7/0.0037/7.08e-12/98             | 16.3/0.0083/5.96e-11/98   | 71.8/0.0339/8.47e-11/98   |
| 20    | 6.7/1.5/0.9/0.0040/4.58e-12/97            | 17.6/0.0095/4.01e-11/97   | 102.7/0.0508/8.80e-11/97  |
| 30    | 6.9/1.4/1.1/0.0053/4.49e-12/99            | 18.0/0.0123/5.05e-11/99   | 127.4/0.0763/8.95e-11/99  |
| 40    | 6.8/1.5/2.0/0.0061/2.91e-12/100           | 18.0/0.0131/6.97e-11/100  | 148.1/0.0926/9.16e-11/100 |
| 50    | 6.9/1.5/1.1/0.0064/4.76e-12/99            | 18.6/0.0153/2.91e-11/99   | 166.6/0.1125/9.17e-11/99  |
| 60    | 6.7/1.5/0.7/0.0064/4.63e-12/99            | 18.9/0.0168/1.85e-11/99   | 183.5/0.1283/9.34e-11/99  |
| 70    | 6.8/1.6/1.0/0.0074/4.79e-12/100           | 18.9/0.0189/1.76e-11/100  | 199.4/0.1435/9.33e-11/100 |
| 80    | 6.6/1.5/1.2/0.0086/4.06e-12/100           | 18.9/0.0224/1.95e-11/100  | 214.1/0.1762/9.41e-11/100 |

Table 3. Numerical results for Problem 4.

| n     | Algorithm 2 iter/iter-n/in-iter/Cpu/Res/suc% | Algorithm 3 iter/Cpu/Res | Power method iter/Cpu/Res |
|-------|---------------------------------------------|---------------------------|---------------------------|
| 10    | 11.8/1.9/0.8/0.0070/2.55e-11/97             | 18.9/0.0106/6.16e-11/97   | 31.3/0.0163/6.79e-11/97   |
| 20    | 10.1/1.5/1.1/0.0091/1.75e-11/99            | 20.5/0.0168/5.64e-11/99   | 52.0/0.0394/7.74e-11/99   |
| 30    | 8.4/1.6/1.7/0.0099/1.07e-11/99             | 21.0/0.0207/5.30e-11/99   | 62.6/0.0564/8.04e-11/99   |
| 40    | 8.6/1.8/2.6/0.0189/6.68e-12/93             | 21.4/0.0374/5.79e-11/93   | 60.5/0.0979/7.96e-11/93   |
| 50    | 8.2/1.9/4.0/0.0365/4.13e-12/99             | 21.8/0.0672/6.15e-11/99   | 68.2/0.1951/8.35e-11/99   |
| 60    | 7.4/1.9/2.6/0.0547/5.12e-12/97             | 22.1/0.1231/6.27e-11/97   | 67.4/0.3631/8.18e-11/97   |
| 70    | 7.7/2.0/4.7/0.1219/8.21e-12/100           | 22.4/0.2256/5.63e-11/100  | 74.5/0.7160/8.19e-11/100  |

Table 4. Numerical results for Problem 5.

| n     | Algorithm 2 iter/iter-n/in-iter/Cpu/Res/suc% | Algorithm 3 iter/Cpu/Res | Power method iter/Cpu/Res |
|-------|---------------------------------------------|---------------------------|---------------------------|
| 10    | 7.2/1.5/2.5/0.0065/8.91e-12/97             | 21.6/0.0146/5.09e-11/97   | 130.7/0.0832/9.05e-11/100 |
| 20    | 8.7/2.1/4.3/0.0304/9.79e-12/97             | 23.6/0.0557/6.88e-11/97   | 297.2/0.6660/9.54e-11/11  |
| 30    | 8.4/1.5/4.3/0.1520/1.08e-11/99             | 24.8/0.2982/6.11e-11/99   | –/–/–/–/0                 |
| 40    | 7.8/2.0/5.6/0.6913/4.58e-12/96             | 25.8/1.3165/3.47e-11/96   | –/–/–/–/0                 |

compared with the power method, which is a reliable and fast method, our algorithms can find a $Z$-eigenvalue of the involved tensor with relative fewer iterative steps and shorter CPU time.

Next, we test Algorithms 2 and 3 on Problems 3–5 with different dimension $n$’s. For each problem with different dimension $n$, we tested both methods with 100 different initial points $x_0$ which are random nonpositive vectors in the feasible set $\mathbb{B}$. Tables 2–4 show the average performance of the proposed methods. For simplicity, we do not list ‘iter-n’, ‘in-iter’ or ‘suc%’ in those tables if these qualities are always 0% or 100%.
The results in Tables 2–4 show the following feature:

- Algorithm 3 can always get a $Z$-eigenpair of a symmetric tensor while Algorithm 2 can find a $Z$-eigenpair for most symmetric tensors.
- In the case both Algorithms 2 and 3 stop at a $Z$-eigenpair of the tensor, Algorithm 2 generally needs less iterative numbers as well as computation time. The sizes of the problem seems not to affect the numbers of iterations much.
- Furthermore, compared with the results of the power method, which requires more and more iterations to get an approximate $Z$-eigenpair with the size of problem increasing, we can see that our proposed algorithms are more competitive and stable in finding $Z$-eigenpairs of tensors which are not irreducible or nonnegative.

5. Conclusion

By reformulating the tensor $Z$-eigenpair problem into an optimization problem, we proposed a class of feasible descent methods for finding a $Z$-eigenpair of a symmetric tensor and established their convergence, among which, a feasible Newton method possesses global and quadratic convergence properties. Based on an equivalent nonlinear equations to the $Z$-eigenvalue problem, we proposed another Newton method and established its global and quadratic convergence. For both Newton methods, the unit steplength is acceptable for all $k$ sufficiently large. As far as we know, there is no other Newton method that can accept the unit steplength. Our numerical results showed the efficiency of the proposed Newton methods in finding one $Z$-eigenpair of a symmetric tensor. However, the proposed Newton methods depend on the symmetry of the involved tensors. It is interesting to develop globally and quadratically convergent Newton methods for finding a $Z$-eigenpair of a non-symmetric tensor.
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