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Abstract
We identify most probable flows for Kunita Brownian motions, i.e. stochastic flows with Eulerian noise and deterministic drifts. Such stochastic processes appear for example in fluid dynamics and shape analysis modelling coarse scale deterministic dynamics together with fine-grained noise. We treat this infinite dimensional problem by equipping the underlying domain with a Riemannian metric originating from the noise. The resulting most probable flows are compared with the non-perturbed deterministic flow, both analytically and experimentally by integrating the equations with various choice of noise structures.
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1 Introduction
Stochastic flows appear in a range of applications from fluid dynamics [1, 2] where small scale, turbulent dynamics can be modelled stochastically to shape modelling [3] where the shape of human organs or changes of animal morphology through evolution can be modelled as stochastic flows. We consider Brownian flows of diffeomorphisms in the sense of Kunita [4] given by stochastic differential equations of the form
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\[ d\varphi_t = u_t(\varphi_t) \, dt + \sum_{r=1}^{J} \sigma_{r,t}(\varphi_t) \circ dW^r, \quad \varphi_0 = \varphi. \]  

(1)

Here \( u_t, \sigma_{1,t}, \ldots, \sigma_{J,t} \) are time-dependent vector fields on an open domain \( M \) in \( \mathbb{R}^d \), which are smooth in both the time and the space variable. Assume now that we are given a diffeomorphic transformation \( \psi \) of \( M \). We can consider this a realization of the flow at some positive time \( T > 0 \), and we wish to find the most probable way for a diffeomorphism \( \varphi_0 = \varphi \) to transform such that \( \varphi_T = \psi \). While being an infinite dimensional problem, we show how the most probable transformations can be identified by using a Riemannian metric on \( M \) originating from the noise fields \( \sigma_{r,t} \). We use this to identify evolution equations for most probable trajectories point-wise. This in turn gives equations for most probable flows between \( \varphi \) and \( \psi \).

1.1 Background

Most probable paths for Euclidean Brownian motions were identified by Onsager and Machlup \[5, 6\] and described by the Onsager–Machlup functional \( \gamma \mapsto \int_0^T H(\gamma(t), \dot{\gamma}(t)) \, dt = \frac{1}{2} \int_0^T \| \dot{\gamma}(t) \|^2 \, dt \) that measures the probability that realizations of a Brownian motion \( W_t \) sojourn around smooth paths in the sense of staying in \( \varepsilon > 0 \) diameter cylinders. If instead \( \gamma \) is a curve on a finite dimensional Riemannian manifold, the Onsager–Machlup functional changes so that the integral is now over \( H(\gamma(t), \dot{\gamma}(t)) = \left( \frac{1}{2} \| \dot{\gamma}(t) \|^2_g - \frac{1}{12} S(\gamma(t)) \right) \) where \( S \) is the scalar curvature. Most probable paths on manifolds thus minimize a functional that in addition to the path energy includes the integral of the scalar curvature along the path.

The situation for stochastic processes on infinite dimensional spaces remains largely unexplored. In this paper, we consider Kunita flows of diffeomorphisms of the domain \( M \subseteq \mathbb{R}^d \). For a stochastic flow \( \hat{\varphi}_t \in \text{Diff}(M) \), we ask what is the most probable single realization \( \hat{\varphi}_t \) that bridges \( \varphi_0 \) to a fixed transform \( \psi \in \text{Diff}(M) \). We achieve this by equiping \( M \) with a Riemannian metric originating from the noise fields \( \sigma_{i,t} \). We then invoke the Onsager–Machlup result \[7\] for elliptic time-dependent diffusion operators on \( M \) to give a point-wise result. The resulting second-order ODE on \( M \) gives the most probable flow \( \hat{\varphi}_t \).

Onsager–Machlup functionals for infinite dimensional systems have been studied in the literature \[8–10\] for specific Hilbert-space valued SDEs. However, these are not available when considering smooth diffeomorphisms, which form a Lie–Fréchet group, see e.g. \[11\]. While the idea of encoding properties of the diffusion in a Riemannian metric has been used in the finite dimensional setting \[12, 13\], the main new idea of the paper is to use such a metric for infinite dimensional Kunita SDEs.

Particular examples of flows to which our result apply are perturbations of geodesic flows for right-invariant metrics on \( \text{Diff}(M) \). These geodesics appear both in fluid dynamics describing e.g. the incompressible Euler equations \[14\] and in shape analysis in the Large deformation diffeomorphic metric mapping (LDDMM) framework \[15, 16\]. The stochastically perturbed flows have recently been applied in fluid dynamics to couple small-scale stochastic fluctuations and coarse scale deterministic dynamics.
[1, 17] and in shape analysis to model human organ shape changes or animal shapes changes through evolution [3]. By identifying the most probable paths for such processes, we are able to give one summary statistic of a fluid system or provide a most probable evolution of a given species shape through time. Shapes can here be interpreted generally as objects on which $\text{Diff}(M)$ act, e.g. on transformation landmark configurations $x = (x_1, \ldots, x_n)$ where they act by $\varphi \cdot x = (\varphi(x_1), \ldots, \varphi(x_n))$ or on images $I : M \to \mathbb{R}$ with action $\varphi \cdot I = I \circ \varphi^{-1}$.

1.2 Outline

We start by a brief outline of Kunita type stochastic flows, stochastic flows in fluid dynamics and shape analysis, and most probable path theory. We then develop the general construction for retrieving Onsager–Machlup results of flows from the corresponding theory of manifold-valued diffusion processes. We discuss various instances of stochastic models with application in e.g. shape analysis and investigate the case of evolutions of finite sets of landmarks under stochastic shape models together with numerical visualization of the different types of evolutions.

2 Stochastic Flows and Measures on Path Space

2.1 Stochastic Flows

Given a probability space $(\Omega, \mathcal{F}, P)$, let $\varphi_{s,t}$ denote $s, t$ parametrized maps from $M \times \Omega$ to $M$. A Brownian flow of homeomorphism in the sense of Kunita is a stochastic process $\varphi_{s,t}$ such that $\varphi_{s,t}(x, \cdot)$ is continuous in $s, t, x$ in probability and $\varphi_{s,t}(x, \omega)$ is continuous in $t$ almost surely (a.s.); $\varphi_{s,s} = \text{id}_M$ for each $s$ a.s.; $\varphi_{s,t} = \varphi_{t,s} \circ \varphi_{s,r}$; and $\varphi_{s,t}$ has independent increments [4]. Particular examples of Brownian flows are solutions $\varphi_t = \varphi_{0,t}$ to the Itô SDE

$$d\varphi_t = \hat{u}_t(\varphi_t) dt + \sum_{r=1}^J \sigma_{r,t}(\varphi_t) dW^r$$

(2)

for time-dependent vector fields $\hat{u}_t, \sigma_{1,t}, \ldots, \sigma_{J,t} : M \to \mathbb{R}^d$. $\hat{u}$ and $a_t = \sum_{r=1}^J \sigma_{r,t} \sigma_{r,t}^T$ defines the local characteristics of the flow. If the local characteristics are $C^1$ with bounded derivatives and if the derivatives of $a$ are Lipschitz, the Itô to Stratonovich conversion applies giving the equivalent Stratonovich form (1), [4, 18].

2.2 Path Probability and Onsager–Machlup Functionals

Let $\gamma \in C([0, T], \mathbb{R}^d)$ be a path in $\mathbb{R}^d$ and $W_t$ a Brownian motion on $\mathbb{R}^d$. The probability that $W_t$ sojourns in an $\varepsilon$-neighborhood around $\gamma$ for all $t \in [0, T]$ is defined by

$$\mu_\varepsilon(\gamma) = P(\|W_t - \gamma(t)\| < \varepsilon \ \forall t \in [0, T]).$$

(3)
In [19], it was shown that, when \( \gamma \) is differentiable, \( \log \mu_{\varepsilon}(\gamma) \) tends to \( c_1 + c_2/\varepsilon^2 - \int_0^T H(\gamma(t), \dot{\gamma}(t)) \, dt \) for constants \( c_1, c_2 \) as \( \varepsilon \to 0 \) and with \( H(\gamma(t), \dot{\gamma}(t)) = \frac{1}{2} \| \dot{\gamma}(t) \|^2 \). The function \( \gamma \mapsto \int_0^T H(\gamma(t), \dot{\gamma}(t)) \, dt \) is called the Onsager–Machlup functional. Paths between two points minimizing this functional are denoted \textit{most probable}, and, because of the equivalence to the standard Euclidean energy of a curve, the most probable paths will be straight lines. If \( \gamma \) is a curve on a finite dimensional Riemannian manifold, the Onsager–Machlup functional is the integral of \( H(\gamma(t), \dot{\gamma}(t)) = \frac{1}{2} \| \dot{\gamma}(t) \|^2_g - \frac{1}{12} S(\gamma(t)) \, dt \) with \( S \) the scalar curvature.

The functional has been explored in the literature after the original work by Onsager and Machlup. Encoding properties of the diffusion processes in a Riemannian metric has been used in works including [12, 13]. Particularly relevant here is the Onsager–Machlup functionals for time-dependent elliptic operators treated in [7]. Also related to the presented approach is the application of the Onsager–Machlup theory for semi-martingales on manifolds that are represented as development of Euclidean semi-martingales, see e.g. [20, 21] where the Onsager–Machlup functional is applied on anti-developments to determine most probable paths for semi-martingales on manifolds.

### 3 Most Probable Flows

The stochastic process in (1) has infinitesimal generator

\[
L_t = \frac{1}{2} \sum_{r=1}^J \sigma_{r,t}^2 u_t, 
\]

see [4, Sect. 4.2] for details. We assume that \( L_t \) is a elliptic operator which is equivalent to assuming that \( \text{span}\{\sigma_r\}_{r=1}^J = \mathbb{R}^d \) at any point. Define a cometric

\[
g_t^* = \sum_{r=1}^J \sigma_{r,t} \otimes \sigma_{r,t},
\]

which will be a Riemannian cometric by our assumptions. Write \( \Delta_{g_t} \) for the Laplace–Beltrami operator of the corresponding Riemannian metric \( g_t \) and define a vector field \( z_t \) such that

\[
L_t = \frac{1}{2} \Delta_{g_t} + z_t. \tag{4}
\]

For details around the stochastic flow \( \varphi_t \), see Remark 2. The result of [7] then tells us that the Onsager–Machlup functional is of the form \( \int_0^T H(t, \gamma(t), \dot{\gamma}(t)) \, dt \) with

\[
H(t, \gamma, \dot{\gamma}) = \frac{1}{2} \| \dot{\gamma}_t - z_t(\gamma_t) \|^2_{g_t} + \frac{1}{2} (\text{div}_{g_t} z_t)(\gamma_t) - \frac{1}{12} S_t(\gamma_t) + \frac{1}{4} \text{tr}_{g_t} \dot{g}_t | \dot{\gamma}_t \\
=: \frac{1}{2} \| \dot{\gamma}_t - z_t(\gamma_t) \|^2_{g_t} + f_t(\gamma_t). \tag{5}
\]

Here, \( S_t \) is the scalar curvature of \( g_t \). We now have the following result.
Theorem 1 (Most probable flows) Let $\nabla^t$ be the Levi-Civita connection of $g_t$ and let $z_t$ be the vector field in (4). With slight abuse of notation, we define adjoint operators $\dot{g}_t^* : TM \rightarrow TM$ by
\begin{align}
\langle \dot{g}_t^* \xi_1, \xi_2 \rangle_{g_t} &= \dot{g}_t(\xi_1, \xi_2), \\
\langle (\nabla^t)^* \xi_1, \xi_2 \rangle_{g_t} &= \langle \nabla^t \xi_2, \xi_1 \rangle_{g_t},
\end{align}
for vector fields $\xi, \xi_1, \xi_2$. Then $\varphi_t$ is a most probable flow if and only if it solves the equation
\begin{equation}
\dot{\varphi}_t = (w_t + z_t)(\varphi_t),
\end{equation}
with $w_t$ satisfying
\begin{equation}
\dot{w}_t + \nabla^t_{w_t + z_t} w_t + \dot{g}_t^* w_t + (\nabla^t z_t)^* w_t = \nabla^t f_t.
\end{equation}

We emphasize that $\dot{g}_t^*$ denotes the metric adjoint of $\dot{g}_t$ and not the time-derivative of the cometric. We remark that the above result was computed in [7] for the special case of $g_t$ being given by the Ricci flow and $z_t = 0$. Theorem 1 follows from defining $\gamma_t = \varphi_t(x)$ for an arbitrary $x$ and applying the lemma below. Write $\frac{D'}{dt}$ for the covariant derivative along the curve $\varphi_t$ with respect to $\nabla^t$. Note that $\frac{D'}{dt} w_t(\gamma_t) = (\dot{w}_t)(\gamma_t) + (\nabla^t_{\dot{\gamma}_t} w_t)(\gamma_t)$ for the restriction of a time-dependent vector field along a curve.

Lemma 1 For two given fixed points, let $\gamma_t$ be a minimizing curve of the functional $H$ in (5) connecting these end points. Then $\gamma_t$ is a solution of
\begin{equation}
\frac{D'}{dt} \gamma_t + \dot{g}_t^* \gamma_t + (\nabla^t z_t)^* \gamma_t = \dot{z}_t + \nabla^t_{\dot{\gamma}_t} z_t + \dot{g}_t^* z + t + (\nabla^t z_t)^* z_t + \nabla^t f_t.
\end{equation}

Proof Let $\gamma_t^s$ be a variation of $\gamma_t$ with fixed end points. We recall that $\frac{D'}{ds} \gamma_t^s = \frac{D'}{dt} \partial_s \gamma_t^s$. We emphasize that $\frac{D'}{ds}$ is a derivative with respect to $s$, and that the dependence on $t$ is through taking the covariant derivative with respect to $\nabla^t$. We introduce notation $\partial_s \gamma_t^s|_{s=0} = v_t$ and $\dot{\gamma}(t) = a_t + z_t(\gamma_t)$. Differentiating (5), we compute
\begin{align*}
\frac{d}{ds} \int_0^T H(t, \gamma^s, \dot{\gamma}^s)|_{s=0} dt|_{s=0} &= \\
= \int_0^T \left( \left\langle a_t, \frac{D'}{ds} (\dot{\gamma}^s - z_t) \right\rangle_{g_t} + \left\langle \nabla^t f, \partial_s \gamma^s t \right\rangle_{g_t} \right) dt \\
= \int_0^T \left( \left\langle a_t, \frac{D'}{dt} v_t \right\rangle_{g_t} - \left\langle a_t, \nabla^t_{v_t} z_t \right\rangle_{g_t} + \left\langle \nabla^t f, v_t \right\rangle_{g_t} \right) dt.
\end{align*}
Using that
\begin{align*}
\frac{d}{dt} \langle a_t, v_t \rangle_{g_t} &= \langle \dot{g}_t^* a_t, v_t \rangle_{g_t} + \left\langle \frac{D'}{dt} a_t, v_t \right\rangle_{g_t} + \left\langle a_t, \frac{D'}{dt} v_t \right\rangle_{g_t},
\end{align*}
we get
\[
\frac{d}{ds} \int_0^T H(t, \gamma^s, \dot{\gamma}^s)_{\gamma=0} \, dt = \int_0^T \left( v_t - \frac{D^t}{dt} a_t - \dot{g}^*_t a_t - (\nabla^t z_t)^* a_t + \nabla^t f_t \right)_{g_t} \, dt.
\]

We see that for this expression to vanish for any variational vector field \( v \), we must have
\[
0 = \frac{D^t}{dt} a_t + \dot{g}^*_t a_t + (\nabla^t z_t)^* a_t - \nabla^t f_t.
\]

The result follows. \( \square \)

**Remark 1** Alternatively, the equations \( \dot{\gamma} = a_t + z_t(\gamma_t) \) and (9) can be used to find the flow lines of the most probable flow.

**Remark 2** Up until now, we have not gone into details about the Kunita flow itself. For our classes of vector fields and for a fixed \( x \), we can always find a unique maximal solution \( \varphi_t(x) \) of (1) with initial condition \( \varphi_0(x) = x \) up to its explosion time, see, e.g., [4, Theorem 3.4.5]. We need to be more careful when it comes to concluding that the flow \( x \mapsto \varphi_t(x) \) is a true diffeomorphism of \( M \). For the time-homogeneous case when the vector fields \( \sigma_r = \sigma_r, t \) and \( u = u_t \) have no dependence on \( t \), then \( \varphi_t \) is almost surely a diffeomorphism if the diffusion does not explode in finite time, see [22], [23, Theorem 5.1.1]. Sufficient conditions for non-explosions is completeness and lower-bound for the Ricci curvature, or that it in general does not decay too fast when approaching infinity, see [24], [25, Theorem 5.1.1] for details. For the time-inhomogeneous case, a sufficient condition for the solution to be a diffeomorphism is for any \( [0, T] \), there exists an \( L^1 \) function \( C_t \) such that all of the vector fields \( \sigma_{1,r}, \ldots, \sigma_{J,r}, u_t \) have all spacial derivatives bounded by \( C_t \), and furthermore, the vector fields themselves are bounded by \( C_t(1 + |x|) \), see [4, Theorem 4.6.5].

### 3.1 Local Coordinate Representations for Numerical Implementation

We will below give explicit formulas for computing the most probable flow from the Eq. (1) that can be implemented numerically. We consider \( M \) as a \( \mathbb{R}^d \) with coordinates \( x = (x^1, \ldots, x^d) \). In what follows, all terms will depend on \( t \), but we will suppress this dependence to simplify notation. Write \( u = \sum_{k=1}^d u^k \partial_k \) and \( \sigma_r = \sum_{i=1}^d \sigma_i^r \partial_i \).

1. The cometric \( g^* = \sum_{i,j=1}^d g^{ij} \partial_i \otimes \partial_j \) is given by \( g^{ij} = \sum_{r=1}^J \sigma_r^i \sigma_r^j \). The corresponding Laplacian is given by
\[
\Delta_g = \sum_{i,j=1}^d g^{ij} \partial_i \partial_j + \sum_{i,j=1}^d \frac{1}{\sqrt{|g|}} \partial_i (\sqrt{|g|} g^{ij}) \partial_j.
\]
Since
\[
\sum_{r=1}^{J} \sigma_r^2 = \sum_{r=1}^{J} \sum_{i,j=1}^{d} \sigma_r^i \sigma_r^j \partial_i \partial_j + \sum_{r=1}^{J} \sum_{i,j=1}^{d} (\sigma_r^i \partial_i \sigma_r^j) \partial_j \\
= \Delta g + \sum_{i,j=1}^{d} \left( \sum_{r=1}^{J} \sigma_r^j \partial_i \sigma_r^i - \frac{1}{2} g^{ij} \partial_i \log |g| - \partial_i g^{ij} \right) \partial_j,
\]
we have that \( z = \sum_{j=1}^{d} z^j \partial_j \) equals
\[
z^j = u^j + \frac{1}{2} \sum_{i,j=1}^{d} \left( \sum_{r=1}^{J} \sigma_r^j \partial_i \sigma_r^i - \frac{1}{2} g^{ij} \partial_i \log |g| - \partial_i g^{ij} \right) \partial_j.
\]

2. As usual, the Christoffel symbols of the Levi–Civita connection is given by
\[
\Gamma^k_{ij} = \frac{1}{2} \sum_{l=1}^{d} g^{kl} \left( \partial_j g_{li} + \partial_i g_{lj} - \partial_l g_{ij} \right),
\]
with the scalar curvature expressed as
\[
S = \sum_{i,j,k=1}^{d} g^{ij} \left( \partial_k \Gamma^k_{ij} - \partial_j \Gamma^k_{ik} + \sum_{l=1}^{d} \left( \Gamma^l_{ij} \Gamma^k_{kl} - \Gamma^l_{ik} \Gamma^k_{jl} \right) \right).
\]

3. For the maps introduced in (6), we have local expression
\[
\dot{g}^* \partial_j = \sum_{k=1}^{d} \dot{g}_{jk} g^{ik} \partial_i, \\
(\nabla z)^* \partial_j = \sum_{i,l=1}^{d} g_{lj} \dot{g}^{ik} \left( \partial_k z^l + \sum_{m=1}^{d} z^m \Gamma^l_{km} \right) \partial_i.
\]

4. Finally, \( f = f_t \) is given by
\[
f = \frac{1}{2} \sum_{l,m=1}^{d} g^{lm} \left( \frac{1}{2} \dot{g}_{lm} + \partial_l z^m + \sum_{k=1}^{d} z^k \Gamma^m_{lk} \right) - \frac{1}{12} S.
\]

For the global equation, we can write (7) as
\[
0 = \dot{w}^j + \sum_{j=1}^{d} (w^j + z^j) \partial_j w^j + \sum_{j,k=1}^{d} (w^k + z^k) w^j \Gamma^i_{kj} + \sum_{j,k=1}^{d} \dot{g}_{jk} g^{ik} w^j \\
+ \sum_{j,k,l=1}^{d} g_{jk} g^{ik} w^j \left( \partial_k z^l + \sum_{m=1}^{d} z^m \Gamma^l_{km} \right) - \sum_{j=1}^{d} g^{ij} \partial_j f.
\]
while the solution of (8) is

\[
0 = \ddot{x}^i - \ddot{z}^i + \sum_{j,k=1}^d \dot{x}^k \dot{x}^j \Gamma^i_{j,k} - \sum_{k=1}^d \dot{x}^k \left( \partial_k z^i + \sum_{j=1}^d \Gamma^i_{j,k} z^j \right) + \sum_{j,k=1}^d g_{jk} \delta^{ik} (\dot{x}^j - z^j) + \sum_{j,k,l=1}^d g_{jk} g^{lk} \left( \partial_k z_l + \sum_{m=1}^d z^m \Gamma^l_{m,k} \right) (\dot{x}^j - z^j) - \sum_{k=1}^d g^{ij} \partial_j f.
\]

Figure 1 visualizes numerical realizations of most probable flows acting on landmarks with \( u = u_t \) solving the Euler–Poincaré equations (13).

**Example 1** (Brownian background noise) Assume that we have that \( J = d \) and \( \sigma_r = \partial_r \). Then \( g \) is the Euclidean metric and \( S = 0 \). Furthermore \( \sum_{r=1}^d \sigma_r^2 = \Delta_g \), so \( z_t = u_t \) and \( f_t = \frac{1}{2} \sum_{r=1}^d \partial_r u_t^r \). We will let \( \tilde{\nabla} \) denote the flat connection on \( \mathbb{R}^d \), that is, \( \tilde{\nabla}_u w = (Dw)u \) where \( Dw \) is the Jacobi matrix of \( w \). The equation for the most probable flow is then \( \dot{\varphi}_t = (w_t + u_t)(\varphi_t) \) with \( w_t \) being a solution of

\[
\dot{w}_t + \tilde{\nabla}_{u_t+w_t} w_t + (\tilde{\nabla} u_t)^* w_t = \frac{1}{2} \tilde{\nabla} \text{div} u_t,
\]

or

\[
\dot{w}_t^i + \sum_{j=1}^d \left( (w_t^j + u_t^j) \partial_j w_t^i + w_t^j \partial_i u_t^j - \frac{1}{2} \partial_i \partial_j u_t^j \right) = 0,
\]

A most probable path is a solution

\[
\ddot{x}_t^i + \sum_{j=1}^d \dot{x}_t^j \partial_i u_t^j (x_t) = \frac{1}{2} \partial_t (||u_t||^2 + \text{div}(u_t))(x_t) = 0.
\]

### 4 Perturbed Right-Invariant Geodesic Flows

We now focus on specific examples of Kunita SDEs, mainly arising from geometric mechanics and shape analysis. Right-invariant metrics on the diffeomorphism group \( \text{Diff}(M) \) determine the drift field \( u_t \) as derivative of geodesic equations in the group. These are in turn described by the EPDiff equations (Euler–Poincaré on diffeomorphisms) and used extensively for example in the Large Deformation Diffeomorphic Metric Mapping (LDDMM) shape matching framework, see [15, 26]. Stochastic extensions of the EPDiff equations include the stochastic EPDiff equations [1] and the stochastic EPDiff perturbations [2]. In the former scheme, the minimization of a stochastic variational principle implies that the drift becomes stochastic and the flow thus non-Brownian. In the later, taking expected energy results in deterministic drift and thus Brownian flows. Below, we will outline these schemes and relate to most probable paths both theoretically and numerically.
4.1 Reduction and EPDiff Equations

Let $M$ be a domain in $\mathbb{R}^d$ and let $\text{Diff}(M)$ be its group of diffeomorphisms. We consider $\text{Diff}(M)$ as a Lie group with Lie algebra given by vector fields $\mathcal{X}(M)$. With this formalism, $\text{ad}(u)v = -[u,v]$ is the negative of the usual Lie algebra for $u, v \in \mathcal{X}(M)$, while for $\varphi \in \text{Diff}(M)$, we have $\text{Ad}(\varphi)u(x) = \varphi_*u(\varphi^{-1}(x))$. If $\varphi_t$ a curve in $\text{Diff}(M)$, then $\varphi_t$ has right logarithmic derivative

$$\delta^r \varphi_t = \dot{\varphi}_t \cdot \varphi_t^{-1} = u_t \in \mathcal{X}(M) \text{ if } \dot{\varphi}(x) = u_t(\varphi_t(x)). \tag{10}$$

Let $A$ be a positive, self-adjoint operator on $\mathcal{X}(M)$. Define

$$\langle u, u \rangle_{\mathcal{X}(M)} = \|u\|_{\mathcal{X}(M)}^2 = \int_M \langle Au, u \rangle dx, \quad u \in \mathcal{X}(M). \tag{11}$$

This can be used to measure the energy of a curve $\varphi_t$ by

$$E(\varphi_t) = \frac{1}{2} \int_0^T \|\delta^r \varphi_t\|_{\mathcal{X}(M)}^2 dt. \tag{12}$$

With $\varphi_t$ satisfying (10), a first-order condition for $\varphi_t$ to minimize the energy between an initial state $\varphi_0$ and a final state $\varphi_T$ is that it satisfies the Euler–Poincaré equation

$$\dot{u}_t + \text{ad}(u_t)^*u_t = 0, \tag{13}$$

where $\text{ad}(u_t)^*$ here is the adjoint of $\text{ad}(u_t)w_t = -[u_t, w_t]$ with respect to the inner product $\langle \cdot, \cdot \rangle_{\mathcal{X}(M)}$. Explicitly,

$$\dot{m}_t + (Dm_t)u_t + (\text{div} u_t)m_t + (Du_t)^T m_t = 0, \quad m_t = Au_t.$$

See e.g. [27] for more details.

The inner product $\langle u, v \rangle_{\mathcal{X}(M)} = \langle Au, v \rangle_{L^2}$ used in (11) defines a right-invariant Riemannian metric on the subgroup $G = \{ \varphi_T | \varphi_0 = \text{id}, \|u\| < \infty \}$ of end points $\varphi_T$ of finite energy paths satisfying the flow Eq. (10) by setting

$$\langle v, u \rangle_{T_\varphi G} = \left( v \circ \varphi^{-1}, u \circ \varphi^{-1} \right)_{\mathcal{X}(M)}.$$

The Euler–Poincaré equations are geodesic equations for this metric [14, 28].
4.2 Stochastic Euler–Poincaré Flows

A stochastic version of the EPDiff equations can be obtained by perturbing the reconstruction Eq. (10) to obtain

\[
d\varphi_t(x) = u_t(\varphi_t(x))dt + \sum_{r=1}^{J} \sigma_r(\varphi_t(x)) \circ dW^r
\]

for \(J\) vector fields \(\sigma_r \in \mathcal{X}(M)\) are deterministic, but we allow \(u_t\) to be random. This results in the stochastic flows introduced in [1] for fluids and subsequently in [3] for shapes. Because the stochastics is added to the right logarithmic derivative, much of the right-invariant geometric structure is preserved, for example the momentum map. This implies that critical flows for the energy (12) with the relation between \(u_t\) and \(\varphi_t\) given by (14) can identified with a reduction principle analogous to the deterministic case. Specifically, one has the following stochastic extension of the Euler–Poincaré Eq. (13).

**Theorem 2** ([1, 3]) With the stochastic perturbed (14), critical flows for (12) take the form

\[
\dot{m}_t + \text{ad}(u_t)^* m_t + \sum_{r=1}^{J} \text{ad}(\sigma_r)^* m_t \circ dW_t^r = 0,
\]

with momentum \(m_t = Au_t\) and with \(W_t\) an \(\mathbb{R}^J\)-valued Wiener process.

Note that \(u_t\) satisfying the system (15) will be stochastic, and the stochastic EPDiff flows are therefore inherently different from the most probable flows, while both arise from a variational principle.

4.3 Energy Minimizing Flows

An alternative approach has been presented [2] for the setting of Riemannian manifolds, which we consider here in the flat case. Consider a semi-martingale \(\varphi_t\) in our open subset \(M\) of \(\mathbb{R}^d\) with induced filtration \(\mathcal{F}_t\), and let \(u_t = \int_0^t d\varphi_t \circ \psi_t\) be its anti-development with respect to the flat connection, which is also a semi-martingale. We introduce a stochastic analogue of the left logarithmic derivative in (10),

\[
\delta^r \varphi_t = \lim_{\varepsilon \downarrow 0} \mathbb{E}\left[ \frac{w_{t+\varepsilon} - w_t}{\varepsilon} \big| \mathcal{F}_t \right].
\]

We use this definition to introduce the expected energy

\[
E[\varphi_] = \frac{1}{2} \mathbb{E}\left[ \int_0^T \| \delta^r \varphi_t \|_{\mathcal{X}(M)} dt \right],
\]

with the expectation taken with respect to the measure induced by \(\varphi_{[0,T]}\) on continuous paths from \([0, T]\) into \(M\). Furthermore, for any non-random vector field \(v_t\) with \(v_0 = \)
\( v_T = 0 \), we define \( \psi^s_t \) as the solution of \( \psi^s_t = \text{id} \), \( \delta^s \psi^s_t = s \dot{v}_t \). We say that \( \varphi_t \) is a critical point of the expected energy \( E \) if \( \frac{d}{ds} \mathbb{E}[\psi^s_t \circ \varphi_t]|_{s=0} = 0 \) for any such vector field \( v_t \).

Consider now the case when \( \varphi_t \) is the solution of (1), giving us that \( w_t = \int_0^t (u_t dt + \sum_{r=1}^J \sigma_{r,t} \circ dW^r) \) and that

\[
\delta^s \varphi_t = \lim_{\epsilon \downarrow 0} \frac{w_{t+s} - w_t}{\epsilon} = \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\sigma_{r,t}} \sigma_{r,t} =: \hat{u}_t, \tag{17}
\]

is deterministic. We then have the following result.

**Theorem 3** For the flat connection \( \tilde{\nabla} \) on \( \mathcal{X}(M) \), define its Hessian by

\[
\tilde{\nabla}^2 u, v = \tilde{\nabla} u \tilde{\nabla} v - \tilde{\nabla} \tilde{\nabla} u v - \tilde{\nabla} \tilde{\nabla} u v + \tilde{\nabla} \tilde{\nabla} v u - \tilde{\nabla} v \tilde{\nabla} u v + \tilde{\nabla} v \tilde{\nabla} u v.
\]

Then \( \varphi_t \) is critical if and only if \( \dot{\hat{u}}_t = u_t + \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\sigma_{r,t}}^2 \sigma_{r,t} \) satisfies

\[
\dot{\hat{u}}_t + \frac{1}{2} \Box^\sigma_t \hat{u}_t + \text{ad}(\hat{u}_t)^* \hat{u}_t = 0 \tag{18}
\]

where \( \text{ad}(\hat{u}_t)^* \) is the dual with respect to \( \langle \cdot, \cdot \rangle_{\mathcal{X}(M)} \).

We remark that if we reformulate the Stratonovich SDE to the Itô SDE (2), then \( \hat{u}_t \) in Theorem 3 is exactly the drift term in the Itô SDE. Furthermore, if we consider \( \Box^\sigma_t \) acting on each component, then \( \Box^\sigma_t v = \sum_{i=1}^d \sum_{j=1}^J (\sigma_{j,i}^2 - \tilde{\nabla}_{\sigma_{j,i}} \sigma_{j,i}) v_j \partial_j \) and \( \sum_{j=1}^J (\sigma_{j,i}^2 - \tilde{\nabla}_{\sigma_{j,i}} \sigma_{j,i}) \) is the generator of the drift term in (2).

The proof of Theorem 3 can be deduced from that of [2, Theorems 3.2 and 3.4], but we include it here for the sake of completeness.

**Proof** Before we begin the proof, let us consider the following property of the flat connection \( \tilde{\nabla} \). Recall that the Hessian is the operator \( \tilde{\nabla}^2 u, v = \tilde{\nabla} u \tilde{\nabla} v - \tilde{\nabla} \tilde{\nabla} u v - \tilde{\nabla} \tilde{\nabla} u v + \tilde{\nabla} \tilde{\nabla} v u - \tilde{\nabla} v \tilde{\nabla} u v + \tilde{\nabla} v \tilde{\nabla} u v. \) Since \( \tilde{\nabla} \) is flat and torsion free, its Hessian \( \tilde{\nabla}^2 \) is symmetric. We then see that

\[
[u, \tilde{\nabla}_v w] - \tilde{\nabla}_[u, v] w - \tilde{\nabla} v [u, w] \\
= \tilde{\nabla} u \tilde{\nabla}_v w - \tilde{\nabla} \tilde{\nabla}_v u w - \tilde{\nabla} \tilde{\nabla} u_v w - \tilde{\nabla} v \tilde{\nabla}_u w + \tilde{\nabla} v \tilde{\nabla} w = \tilde{\nabla}^2 v, u w + \tilde{\nabla}^2 v, u w.
\]

Write \( \varphi^s_t = \psi^s_t \circ \varphi_t \). By the chain rule for Stratonovich differentials,

\[
d\varphi^s_t = \dot{\psi}^s_t (\varphi_t) + \psi_t^s \circ d w_t (\varphi_t) = \dot{\psi}^s_t ((\psi_t^s)^{-1} \circ \varphi_t) + \psi_t^s \circ d w_t ((\psi_t^s)^{-1} \circ \varphi_t)
\]
\begin{align*}
&= s \dot{v}_t (\varphi_t^s) + \text{Ad}(\psi_t^s) u_t (\varphi_t^s) dt + \sum_{r=1}^J (\text{Ad}(\psi_t^s) \sigma_{r,t}) (\varphi_t^s) \circ dW^r,
\end{align*}
and so by (17),

\begin{align*}
\delta^r \varphi_t^s = s \dot{v}_t + \text{Ad}(\varphi_t^s) u_t + \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\text{Ad}(\psi_t^s) \sigma_{r,t}} \text{Ad}(\psi_t^s) \sigma_{r,t}.
\end{align*}

Furthermore,

\[ \frac{d}{ds} \delta^r \varphi_t^s |_{s=0} = \dot{v}_t + \text{ad}(v_t) u_t + \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\text{ad}(v_t) \sigma_{r,t}} \sigma_{r,t} + \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\sigma_{r,t}} \text{ad}(v_t) \sigma_{r,t}. \]

Using our observation for \( \tilde{\nabla} \), we have

\[ \frac{d}{ds} \delta^r \varphi_t^s |_{s=0} = \dot{v}_t + \text{ad}(v_t) \dot{u}_t - \frac{1}{2} \sum_{r=1}^J \tilde{\nabla}_{\sigma_{r,t}}^2 \sigma_{r,t} v_t = \dot{v}_t - (\text{ad}(\dot{u}_t) + \frac{1}{2} \Box_t^\sigma) v_t. \]

We then see that

\[ \frac{d}{ds} E[\varphi_t^s] |_{s=0} = \int_0^T \left( \dot{u}_t, \dot{v}_t - (\text{ad}(\dot{u}_t) + \frac{1}{2} \Box_t^\sigma) v_t \right) \chi(M) dt \]

and using that \( \Box_t^\sigma \) is a symmetric operator with respect to \( \langle \cdot, \cdot \rangle_{\chi(M)} \), the result follows. \( \Box \)

**Remark 3** For context of how we used the properties of the flat connection in the proof of Theorem 3, observe that for a general connection \( \nabla \) with curvature \( R \) and torsion \( T \),

\[ [u, \nabla_v w] - \nabla_{[u,v]} w = \nabla_v [u, w] = \nabla^2_{v,w} + R(u, v) w + u + (\nabla_v T)(u, w) + T(\nabla_v u, w). \]

### 4.4 Most Probable Flows

Let \( \phi_t \) and \( u_t = \delta^r \phi_t \) satisfy the Euler–Poincaré equations (13). We can add noise to the system with the stochastic reconstruction (14) and obtain the stochastic system (15). Alternatively, we can consider the energy minimizing flows (18) to recover a deterministic flow. The most probable flow equations of Sect. 3 provide a second way to recover a deterministic flow as being most probable instead of energy minimizing, by solving (7).

\( \Box \) Springer
4.5 Visualization of Perturbed Flows

We now numerically compare examples of solutions to the Euler–Poincaré equations, to the stochastic Euler–Poincaré equations, and most probable flows. Figure 1 shows forward flows of the unperturbed system satisfying the Euler–Poincaré equations. We then add noise in three different configurations (1, 2, and 7^2 Gaussian noise fields) and compute forward MPP equations, and solve the boundary value problem of most probable paths between the start and end points of the deterministic flow. The effect of the noise and resulting deviation of the most probable paths from the unperturbed trajectories is clearly visible in both cases. Lastly, we plot sample paths from the stochastic Euler–Poincaré equations. The landmark trajectories are highly correlated because of the spatial regularity of the noise fields, and the noise clearly perturbs the large scale dynamics of the system.
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Declarations

Conflict of interest  The authors declare that they have no conflict of interest.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Holm, D.D.: Variational principles for stochastic fluid dynamics. Proc. Math. Phys. Eng. Sci. (2015). https://doi.org/10.1098/rspa.2014.0963
2. Arnaudon, M., Chen, X., Cruzeiro, A.B.: Stochastic Euler–Poincaré reduction. J. Math. Phys. 55(8), 081507–17 (2014). https://doi.org/10.1063/1.4893357
3. Arnaudon, A., Holm, D.D., Sommer, S.: A geometric framework for stochastic shape analysis. Found. Comput. Math. 19(3), 653–701 (2019). https://doi.org/10.1007/s10208-018-9394-z
4. Kunita, H.: Stochastic Flows and Stochastic Differential Equations. Cambridge University Press, Cambridge (1997)
5. Onsager, L., Machlup, S.: Fluctuations and irreversible processes. Phys. Rev. 91(6), 1505–1512 (1953). https://doi.org/10.1103/PhysRev.91.1505
6. Machlup, S., Onsager, L.: Fluctuations and irreversible process. II. Systems with kinetic energy. Phys. Rev. 91(6), 1512–1515 (1953). https://doi.org/10.1103/PhysRevPhysRev.91.1512
7. Coulibaly-Pasquier, K.A.: Onsager–Machlup functional for uniformly elliptic time-inhomogeneous diffusion. Séminaire de Probabilités XLVI, 105–123 (2014)
8. Dembo, A., Zeitouni, O.: Onsager–Machlup functionals and maximum a posteriori estimation for a class of non-gaussian random fields. J. Multivar. Anal. 36(2), 243–262 (1991). https://doi.org/10.1016/0047-259X(91)90060-F
9. Mayer Wolf, E., Zeitouni, O.: Onsager–Machlup functionals for non trace class SPDE’s. Probab. Theory Relat. Fields 95(2), 199–216 (1993). https://doi.org/10.1007/BF01192270
10. Bardina, X., Rovira, C., Tindel, S.: Onsager–Machlup functional for stochastic evolution equations. Ann. Inst. H. Poincaré Probab. Stat. 39(1), 69–93 (2003). https://doi.org/10.1016/S0246-259X(02)00009-2
11. Neeb, K.-H.: Towards a Lie theory of locally convex groups. Jpn. J. Math. 1(2), 291–468 (2006). https://doi.org/10.1007/s11537-006-0606-y
12. Takahashi, Y., Watanabe, S.: The probability functionals (Onsager–Machlup functions) of diffusion processes. In: Williams, D. (ed.) Stochastic Integrals. Lecture Notes in Mathematics, pp. 433–463. Springer, Berlin (1981). https://doi.org/10.1007/BFb0088735
13. Capitaine, M.: On the Onsager–Machlup functional for elliptic diffusion processes. Séminaire de probabilités de Strasbourg 34, 313–328 (2000)
14. Arnold, V.I.: Mathematical Methods of Classical Mechanics. Graduate Texts in Mathematics, vol. 60. Springer, New York (1978). https://doi.org/10.1007/978-1-4757-1693-1
15. Younes, L.: Shapes and Diffeomorphisms. Springer, Berlin (2010)
16. Bauer, M., Bruveris, M., Michor, P.W.: Overview of the geometries of shape spaces and diffeomorphism groups. J. Math. Imaging Vis. 50(1–2), 60–97 (2014). https://doi.org/10.1007/s10851-013-0490-z
17. Holm, D.D.: Stochastic variational formulations of fluid wave–current interaction. J. Nonlinear Sci. 31(1), 4 (2020). https://doi.org/10.1007/s00332-020-09665-2
18. Kunita, H.: Lectures on Stochastic Flows and Applications: Lectures Delivered at the Indian Institute of Science, Bangalore Under the T.I.F.R. - I.I.Sc. Programme Lectures on Mathematics and Physics), 1st edn. Springer, Berlin (1986)
19. Fujita, T., Kotani, S.-I.: The Onsager–Machlup function for diffusion processes. J. Math. Kyoto Univ. 22(1), 115–130 (1982)
20. Sommer, S.: Anisotropically weighted and nonholonomically constrained evolutions on manifolds. Entropy 18(12), 425 (2016). https://doi.org/10.3390/e18120425
21. Grong, E., Sommer, S.: Most probable paths for anisotropic Brownian motions on manifolds. Found. Comput. Math. (2022). https://doi.org/10.1007/s10208-022-09594-4
22. Kunita, H.: On the decomposition of solutions of stochastic differential equations. In: Stochastic Integrals: Proceedings of the LMS Durham Symposium, July 7–17, 1980, pp. 213–255 (2006). Springer
23. Li, X.-M.: Stochastic flows on non-compact manifolds. (2021). arXiv:2105.15017
24. Grigor’yan, A.: Analytic and geometric background of recurrence and non-explosion of the Brownian motion on Riemannian manifolds. Bull. Am. Math. Soc. 36(2), 135–249 (1999)
25. Hsu, E.P.: Stochastic Analysis on Manifolds. Graduate Studies in Mathematics, vol. 38, p. 281. American Mathematical Society, Providence, RI (2002). https://doi.org/10.1090/gsm/038
26. Holm, D.D.: Geometric Mechanics—Part I: Dynamics and Symmetry, 2nd edn. Imperial College Press, London (2011)
27. Holm, D.D., Trouvé, A., Younes, L.: The Euler–Poincaré theory of metamorphosis. Quart. Appl. Math. 67(4), 661–685 (2009). https://doi.org/10.1090/S0033-569X-09-01134-2
28. Arnold, V.: Sur la géométrie différentielle des groupes de Lie de dimension infinie et ses applications à l’hydrodynamique des fluides parfaits. Annales de l’Institut Fourier 16(1), 319–361 (1966). https://doi.org/10.5802/aif.233

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.