ON SUBFACTORS ARISING FROM ASYMPTOTIC REPRESENTATIONS OF SYMMETRIC GROUPS
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Abstract. We consider the infinite symmetric group and its infinite index subgroup given as the stabilizer subgroup of one element under the natural action on a countable set. This inclusion of discrete groups induces a hyperfinite subfactor for each finite factorial representation of the larger group. We compute subfactor invariants of this construction in terms of the Thoma parameter.

1. Introduction

The unitary representations of the infinite symmetric group $S_\infty$ have exhibited an interesting interplay of combinatorics and various aspects of analysis, such as probability theory. Thoma [13] gave a parametrization of the $\text{II}_1$ factorial representations of $S_\infty$ in terms of a sequence of real parameters. Subsequently there appeared several alternative proofs discovered by Vershik–Kerov [14, 15], Okounkov [9], and Hirai [4]. There have been various developments on this subject by Okounkov [10], Kerov–Okounkov–Olshanski [6], Bożejko–Guţă [2], and Kerov–Olshanski–Vershik [7], among others.

The representations of $S_\infty$ has also been an important example in the theory of operator algebras, as evidenced by the construction of a hyperfinite $\text{II}_1$ factor using its regular representation by Murray–von Neumann, which was among the pioneering works of the subject. When one considers the structure of the representations of $S_\infty$ through operator algebras, the first important phenomenon is the uniqueness of the hyperfinite (AFD) $\text{II}_1$ factor. It implies that all the $\text{II}_1$ factorial representations of the locally finite group $S_\infty$ generate isomorphic von Neumann algebras.

Regarding the structure of the hyperfinite $\text{II}_1$ factor, the theory of subfactors initiated by Jones [5] was very fruitful and revealed many surprising combinatorial aspects of the structure of inclusion between such factors. One should note that the infinite symmetric group also has a similar structure of inclusions, as it contains a subgroup isomorphic to itself, given as the stabilizer of a single point under the natural representation on a countable set. This inclusion of discrete groups induces an inclusion of $\text{II}_1$ factors for each $\text{II}_1$ factorial representation of $S_\infty$.

In this paper we investigate the hyperfinite subfactors obtained this way and investigate how subfactor invariants reflect the Thoma parameter. First we obtain the characterization of irreducibility in terms of the Thoma parameter (Theorem 1), next the characterization of being an infinite index inclusion as the faithfulness of the corresponding state on the group algebra (Theorem 3), and then an estimate of the subfactor entropy (Theorem 4).

Finally, we note that Gohm–Köstler [3] recently obtained the same characterization of irreducibility as well as the new proof of Thoma’s classification result.

2000 Mathematics Subject Classification. Primary 46L37; Secondary 20C32 46L55.
Key words and phrases. subfactor, symmetric group, asymptotic representation.
2. Preliminaries

For each positive integer $n$, we identify the $n$-th symmetric group $S_n$ with the group of the bijections on the set $\{0, 1, \ldots, n - 1\}$. These groups form an increasing sequence by letting the elements of $S_n$ act on $\{n, \ldots, m - 1\}$ trivially when $n < m$. Given a sequence $m_1, \ldots, m_n$ of distinct numbers, we write $(m_1, m_2, \ldots, m_n)$ for the cyclic permutation $s$ defined by $s(m_k) = m_{k+1}$ for $k = 1, \ldots, n-1$ and $s(m_n) = m_1$.

The infinite symmetric group $S_\infty$ is defined to be the union of the groups $S_n$ for $n \in \mathbb{N}_{>0}$. It is identified with the set of the permutations of $N = \{0, 1, \ldots\}$ which move only a finite number of elements. It is a countable infinite conjugacy class group, meaning that the conjugacy classes are infinite sets except for the trivial class of the neutral element.

For each $n \in \mathbb{N}$, let $S_{n\leq}$ denote the subgroup of $S_\infty$ consisting of the elements which fix the numbers in $\{0, \ldots, n - 1\}$. Thus we have a decreasing sequence of infinite groups $S_\infty \supseteq S_{1\leq} \supseteq S_{2\leq} \cdots$, all isomorphic to $S_\infty$ and having infinite index at each inclusion.

The unitary representations of $S_\infty$ whose image generate (hyperfinite) $\text{II}_1$ factors are classified by Thoma (in the following we follow the treatment of Wassermann [17, Chapter III]). We briefly recall their classification. They are parametrized by the Thoma parameter

$$\kappa = (\alpha_1, \alpha_2, \ldots; \beta_1, \beta_2, \ldots; \gamma),$$

consisting of two nonincreasing sequences of nonnegative real numbers $\alpha_1 \geq \alpha_2 \geq \cdots$, $\beta_1 \geq \beta_2 \geq \cdots$, and another nonnegative number $\gamma$ satisfying

$$\sum_{i=1}^{\infty} \alpha_i + \sum_{i=1}^{\infty} \beta_i + \gamma = 1.$$

Let $\kappa$ be a Thoma parameter as above. Then we construct a positive definite function $\tau_\kappa$ on $S_\infty$ by putting

$$\tau_\kappa(s) = \sum_{i=1}^{\infty} \alpha_i^n - (\beta_i)^n$$

when $s$ is a cyclic permutation of $n$ numbers, and setting $\tau_\kappa(s_0s_1\cdots s_m) = \prod \tau_\kappa(s_k)$ when $s_0, s_1, \ldots, s_m$ are cyclic permutations with nonintersecting supports. Thus, under the above notation we have

$$\tau_\kappa((m_1, \ldots, m_n)) = \sum_{i=0}^{\infty} \alpha_i^n - (\beta_i)^n$$

for $n$ distinct integers $m_1, \ldots, m_n$.

The function $\tau_\kappa$ defines an extremal tracial state on the group $C^*\text{-algebra } C^*S_\infty$ of $S_\infty$, hence the associated Gelfand–Naimark–Segal representation of $C^*S_\infty$ generates a hyperfinite $\text{II}_1$ factor unless $\alpha_1 = 1$ or $\beta_1 = 1$. Moreover, these representations of $S_\infty$ for different values of $\kappa$ are never mutually quasi-equivalent.

Let $M_\kappa$ denote the $\text{II}_1$ factor generated by $S_\infty$ under the GNS representation with respect to $\tau_\kappa$, and let $N_\kappa$ denote the subfactor of $M_\kappa$ generated by the image of $S_{1\leq}$. In the rest of the paper we analyze the inclusion of von Neumann algebras $N_\kappa \subset M_\kappa$.

3. Characterization of Irreducibility

Let $T_n$ be the permutation group of the set $\{1, \ldots, n - 1\}$. The group $S_{1\leq}$ is the union of the increasing sequence of the groups $T_n$. The conditional expectation onto the relative commutant of $T_n$ inside $M_\kappa$ can be computed using the following lemma.
Lemma 1. Let $s$ be the image of the transposition $(0, 1)$ under the representation $\pi_\kappa$. Then the image of $s$ under the conditional expectation $E_{\pi_\kappa(T_n) \cap M_\kappa}$ is equal to $\frac{1}{n-1} \sum_{j=1}^{n-1} \pi_\kappa((0, j))$.

Proof. For an arbitrary element $x$ of $M_\kappa$, one has

$$E_{\pi_\kappa(T_n) \cap M_\kappa}(x) = \frac{1}{(n-1)!} \sum_{t \in T_n} \pi_\kappa(t)x\pi_\kappa(t^{-1}).$$

Under the conjugation action by $T_n$, the stabilizer subgroup of $(0, 1)$ is the subgroup of $T_n$ consisting of the permutations of the set $\{2, \ldots, n-1\}$, and the conjugates of $(0, 1)$ are $(0, j)$ for $j = 1, \ldots, n-1$. Hence we obtain

$$E_{\pi_\kappa(T_n) \cap M_\kappa}(\pi_\kappa((0, 1))) = \frac{1}{n-1} \sum_{j=1}^{n-1} \pi_\kappa((0, j)),$$

which proves the assertion. \qed

Recall that a subfactor $N \subset M$ is said to be irreducible when the relative commutant $N' \cap M$ equals $\mathbb{C}$. We have the following characterization of irreducibility for the inclusion $N_\kappa \subset M_\kappa$.

Theorem 1. The following conditions are equivalent:

(i) The inclusion $N_\kappa \subset M_\kappa$ is irreducible.

(ii) One of the following conditions on $\kappa$ holds:

(a) There exists an integer $n > 0$ such that

$$\kappa = (1/n, \ldots, 1/n, 0, 0, \ldots; 0, 0, \ldots; 0).$$

(b) There exists an integer $n > 0$ such that

$$\kappa = (0, 0, \ldots; 1/n, \ldots, 1/n, 0, 0, \ldots; 0).$$

(c) One has $\alpha_i = \beta_i = 0$ for any $i$ (hence $\gamma = 1$).

Proof. $\text{(i)} \implies \text{(iii)}$: Suppose that the inclusion $N_\kappa \subset M_\kappa$ is irreducible. As in Lemma 1, let $s$ be the image of the transposition $(0, 1)$ in $M_\kappa$ and $E_{N_\kappa' \cap M_\kappa}$ be the conditional expectation of $M_\kappa$ onto $N_\kappa' \cap M_\kappa$. By the irreducibility assumption and the general principle $\tau_\kappa(E_{N_\kappa' \cap M_\kappa}(x)) = \tau_\kappa(x)$, the image of $s$ under $E_{N_\kappa' \cap M_\kappa}$ must be equal to the scalar $\tau_\kappa(s)$.

By Lemma 1 we have

$$E_{\pi_\kappa(T_n) \cap M_\kappa}(s)^2 = \frac{n-1 + \sum_{1 \leq i \neq j \leq n-1} \pi_\kappa((0, i, j))}{(n-1)^2}.$$

Hence we obtain

$$\|E_{\pi_\kappa(T_n) \cap M_\kappa}(s)\|^2 = \tau_\kappa(E_{\pi_\kappa(T_n) \cap M_\kappa}(s)^2) = \frac{1 + (n-2)\tau_\kappa((0, 1, 2))}{n-1}.$$

On the other hand, we have $E_{N_\kappa' \cap M_\kappa}(s) = \lim_{n \to \infty} E_{\pi_\kappa(T_n) \cap M_\kappa}(x)$ in the 2-norm topology. Since $\|E_{\pi_\kappa(T_n) \cap M_\kappa}(s)\|^2$ converges to $\tau_\kappa((0, 1, 2))$ as $n \to 0$ by $\text{(i)}$, one has to have $\tau_\kappa(s)^2 = \tau_\kappa((0, 1, 2))$ that is equivalent to

$$\sum_{i=1}^{\infty} \alpha_i^3 + \sum_{i=1}^{\infty} \beta_i^3 = (\sum_{i=1}^{\infty} \alpha_i^2)^2.$$

$$\sum_{i=1}^{\infty} \alpha_i^3 + \sum_{i=1}^{\infty} \beta_i^3$$

On the other hand, we have $E_{N_\kappa' \cap M_\kappa}(s) = \lim_{n \to \infty} E_{\pi_\kappa(T_n) \cap M_\kappa}(x)$ in the 2-norm topology. Since $\|E_{\pi_\kappa(T_n) \cap M_\kappa}(s)\|^2$ converges to $\tau_\kappa((0, 1, 2))$ as $n \to 0$ by $\text{(i)}$, one has to have $\tau_\kappa(s)^2 = \tau_\kappa((0, 1, 2))$ that is equivalent to

$$\sum_{i=1}^{\infty} \alpha_i^3 + \sum_{i=1}^{\infty} \beta_i^3 = (\sum_{i=1}^{\infty} \alpha_i^2)^2.$$
Let \((\gamma_i)_{i \in \mathbb{Z} \backslash \{0\}}\) be the sequence defined by \(\gamma_i = \alpha_i\) for \(i > 0\) and by \(\gamma_i = \beta_{-i}\) for \(i < 0\). Then we have

\[
(3) \quad \sum_{i=1}^{\infty} \alpha_i^3 + \sum_{i=1}^{\infty} \beta_i^3 - \left(\sum_{i=1}^{\infty} \alpha_i^2 + \sum_{i=1}^{\infty} \beta_i^2\right)^2 = \left(\sum_{i=1}^{\infty} \gamma_i^3\right)\left(\sum_{i=1}^{\infty} \gamma_i\right) - \left(\sum_{i=1}^{\infty} \gamma_i^2\right)^2 = \sum_{i<j} \gamma_i \gamma_j (\gamma_i - \gamma_j)^2 \geq 0.
\]

Combining this with the inequality

\[
(4) \quad \left(\sum_{i=1}^{\infty} \alpha_i^2 + \sum_{i=1}^{\infty} \beta_i^2\right)^2 \geq \left(\sum_{i=1}^{\infty} \alpha_i - \sum_{i=1}^{\infty} \beta_i\right)^2,
\]

it follows that (2) holds if and only if the above inequalities are actually equalities.

On one hand, in order to have the equality in (4), one has to have

\[
\sum_{i=1}^{\infty} \alpha_i + \sum_{i=1}^{\infty} \beta_i \in \{0, 1\}
\]

and there has to be at most two values in \(\{\gamma_i \mid i \in \mathbb{Z} \backslash \{0\}\} = \{\alpha_i, \beta_i \mid i = 1, 2, \ldots\}\), including the mandatory 0. On the other hand, in order to have the equality in (4), either \((\alpha_i)_1\) or \((\beta_i)_1\) has to be identically 0. This proves the implication (i) \(\Rightarrow\) (iii).

(iii) \(\Rightarrow\) (iv): We first consider the case (iii). In this case one can realize \(M_s\) as the fixed point algebra of the adjoint action of a compact group on the infinite tensor product of matrix algebras (an ITPFI action, [5, Section 5.3; 17, Section III.4]) as follows.

Let \(V\) be a Hilbert space of dimension \(n\). The permutation of tensors

\[s(v_0 \otimes \cdots \otimes v_{m-1}) = v_{s^{-1}(0)} \otimes \cdots v_{s^{-1}(m-1)}\]

defines a representation \(\pi^{(n)}_m\) of \(S_m\) on \(V^\otimes m\). The normalized trace \(\text{tr}\) on \(B(V^\otimes m)\) restricts to \(\tau_{\pi^{(n)}_m}\) on \(C^* S_m\) via \(\pi^{(n)}_m\). The system of embeddings

\[B(V^\otimes m) \simeq B(V)^\otimes m \to B(V)^\otimes m+1 \simeq B(V^\otimes m+1), X \mapsto X \otimes 1\]

is compatible with the embeddings \(S_m \to S_{m+1}\) for \(m \in \mathbb{N}\).

There is an action \(\text{Ad}\) of the projective unitary group \(\text{PU}(V)\) on \(B(V)\) by the conjugation. It induces the tensor product action \(\text{Ad}^{\otimes m}\) of \(\text{PU}(V)\) on \(B(V)^\otimes m\), and the image of \(C^* S_m\) is the fixed point algebra of this action. Hence we have a compatible system

\[\text{Ad}^{\otimes m}: \text{PU}(V) \curvearrowright B(V^\otimes m), \pi^{(n)}_m (C^* S_m) = B(V^\otimes m)\text{PU}(V), \text{tr}_{C^* S_m} = \tau_{\pi^{(n)}_m}\]

of actions of \(\text{PU}(V)\) on matrix algebras and a trace preserving homomorphism of \(C^* S_m\) onto the fixed point algebras.

Let \(M\) denote the \(\text{II}_1\) factor given as the closure of \(\lim \text{Proj} B(V^\otimes m)\) with respect to the tracial state \(\text{tr}\). The action \(\text{Ad}^{\otimes m}\) induces an action \(\text{Ad}^{\otimes \infty}\) of \(\text{PU}(V)\) on \(M\). The above system gives an identification of \(M_{\pi}\) with the \(\text{Ad}^{\otimes \infty}\)-fixed point subalgebra \(M_{\text{PU}(V)}\) of \(M\).

Moreover, \(M\) admits a subfactor \(N\) generated by the union of the subalgebras \(1 \otimes B(V^\otimes m-1)\) of \(B(V^\otimes m)\) for \(m \in \mathbb{N}_{>0}\), which is stable under the action of \(\text{PU}(V)\). The fixed point subalgebra \(N_{\text{PU}(V)}\) of \(N\), which agrees with the intersection of \(M_{\pi}\) and \(N\), is equal to \(N_{\pi}\). For such a construction one has the irreducibility \((N_{\text{PU}(V)})' \cap M_{\text{PU}(V)} = \mathbb{C}\).

The case (iii) also follows from the above argument. Indeed, the mapping \(\theta: \sigma \mapsto (-1)^{|\sigma|} \sigma\) on \(\mathbb{C}[S_{\infty}]\) defines an \(*\)-algebra automorphism of \(C^* S_{\infty}\). If the parameter
\(\kappa\) is of the form \(\text{(iii)}\), let \(\kappa'\) denote the parameter of the form \(\text{(iin)}\) obtained by exchanging \(\alpha_i\) and \(\beta_i\) in \(\kappa\) for each \(i \in \mathbb{N}\). Then one has \(\tau_{\kappa'} = \tau_\kappa \circ \theta\), and \(\theta\) extends to an isomorphism \(\tau: M_{\kappa'} \to M_\kappa\) satisfying \(N_{\kappa'} = \theta(N_{\kappa'})\). Hence it reduces to the case \(\text{(iii)}\), and we also have \(N_{\kappa'}^\ast \cap M_\kappa = \mathbb{C}\) in this case.

It remains to consider the case \(\text{(iiic)}\). In this case the trace \(\tau_\kappa\) is the standard trace
\[
\tau\left(\sum_{s \in S_m} c_s \lambda_s\right) = c_e
\]
of the discrete group \(S_\infty\). Hence the GNS representation obtained from \(\tau_\kappa\) can be identified with the left regular representation of \(S_\infty\).

The conjugation by the elements of \(S_1 \leq S_\infty\) defines an equivalence relation whose equivalence classes are infinite sets except for the trivial class \(\{1\}\) consisting of the neutral element. The operators in the relative commutant of \(S_1 \leq S_\infty\) inside the left regular von Neumann algebra \(LS_\infty\) should be represented by the functions that are constant on each equivalence class of this relation. Hence \(N_{\kappa} = LS_{1\leq}\) is irreducible inside \(M_\kappa = LS_\infty\).

**Remark 1.** Gohm–Köstler [3] also obtained the content of the above theorem with a different method.

### 3.1. Structure of the relative commutant when \(\gamma = 0\)

In the rest of the section we compute the relative commutant \(N_{\kappa}^\ast \cap M_\kappa\) for the case \(\gamma = 0\) (i.e. \(\sum_i \alpha_i + \sum_j \beta_j = 1\)). In such a case one has a representation of \((C^\ast S_\infty, \tau_\kappa)\) into the infinite tensor product \((M_N(\mathbb{C}), \phi_{\alpha,\beta})^{\otimes \infty}\) of matrix algebras for some fixed state \(\phi_{\alpha,\beta}\) on \(M_N(\mathbb{C})\) \((N \in \mathbb{N} \cup \{\infty\})\) as defined by Vershik–Kerov [16].

Let us recall their construction. We put \(m_\alpha = \sup \{i \in \mathbb{N}_{>0} \mid \alpha_i > 0\}\), \(m_\beta = \sup \{j \in \mathbb{N}_{>0} \mid \beta_j > 0\}\), and
\[
X_{\alpha,\beta} = ([-m_\beta, -1] \cup [1, m_\alpha]) \cap \mathbb{Z},
\]
where we make conventions that \(\sup \emptyset = 0\) and \([1, 0] = \emptyset = [0, -1]\). Next, let \(a_{\alpha,\beta}\) be the diagonal operator on \(\ell^2 X_{\alpha,\beta}\) given by \(a_{\alpha,\beta}(\delta_i) = \alpha_i \delta_i\) for \(0 < i\) and \(a_{\alpha,\beta}(\delta_j) = \beta_{-j} \delta_j\) for \(j < 0\). Then \(a_{\alpha,\beta}\) is a positive trace class operator and \(\phi_{\alpha,\beta}(T) = \text{Tr}(a_{\alpha,\beta}T)\) is a state on \(B(\ell^2 X_{\alpha,\beta})\), where \(\text{Tr}\) is the nonnormalized trace on \(B(\ell^2 X_{\alpha,\beta})\).

Let \(s \in S_n\) and \(x = (x_k)_{k=1}^n \in X_{\alpha,\beta}^n\). We define
\[
\text{sign}(s, x) = \# \{(k, l) \mid x_k x_l < 0, 1 \leq k < l \leq n\} \pmod{2}
\]
and \(\tau(s, x) \in \{1, -1\}\) by
\[
\tau(s, x) = (-1)^{\text{sign}(s, x)}.
\]
We also put \(s.x\) for the permuted sequence \((s.x)_i = x_{s^{-1}(i)}\). Then \(s.\delta_x = \tau(s, x)\delta_{s.x}\)
defines a unitary representation of \(S_n\) on \(\ell^2 X_{\alpha,\beta}^{\otimes n}\).

The system \(C^\ast S_n \to B(\ell^2 X_{\alpha,\beta})^{\otimes n}\) of homomorphisms obtained this way is compatible with the inclusions \(S_n \to S_{n+1}\) and \(B(\ell^2 X_{\alpha,\beta})^{\otimes n} \to B(\ell^2 X_{\alpha,\beta})^{\otimes n+1}\). Hence we obtain a homomorphism \(\pi_\kappa: C^\ast S_\infty \to B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}\). The pullback of the state \(\phi_{\alpha,\beta}^{\otimes \infty}\) on \(B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}\) to \(C^\ast S_\infty\) agrees with the trace \(\tau_\kappa\). The image of the subalgebra \(C^\ast S_{1\leq}\) is contained in \(1 \otimes \ell^2 X_{\alpha,\beta} \otimes B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}\).

For any pair \((i, i')\) of elements in \(X_{\alpha,\beta}\), let \(e_{i,i'}\) denote the partial isometry \(\delta_j \mapsto \delta_{i-1+j}\delta_{i'}\) in \(B(\ell^2 X_{\alpha,\beta})\). We also write \(e_i\) to denote the projection \(e_{i,i}\).

With the above constructions, one has the following refinement of Theorem [11] in this situation.

**Lemma 2.** In the above notation, we have
\[
\mathcal{P}_{M_\kappa}^{N_{\kappa}^\ast \cap M_\kappa}(0, 1) = \sum_{i=1}^{m_\alpha} \alpha_i e_i \otimes 1 - \sum_{j=-m_\beta}^{-1} \beta_{-j} e_j \otimes 1.
\]
Proof. We prove this by estimating the 2-norm of
\begin{equation}
(5) \left( \sum_{i=1}^{m_\alpha} \alpha_i e_i \otimes 1 - \sum_{j=1}^{m_\beta} \beta_j e_j \otimes 1 \right) - E_{\pi_\kappa(T_k)\cap M_\kappa}((0,1))
\end{equation}
with respect to $\phi_{\alpha,\beta}^{\otimes k}$ as $k \to \infty$. By Lemma 1, the square of the 2-norm of (5) is equal to
\begin{equation}
(6) \phi_{\alpha,\beta}^{\otimes k} \left( \sum_{i=1}^{m_\alpha} \alpha_i^2 e_i \otimes 1 + \sum_{j=1}^{m_\beta} \beta_j^2 e_j \otimes 1 \right) + \tau_\kappa \left( \frac{k - 1 + \sum_{i\neq j}(0, i, j)}{(k - 1)^2} \right)
\end{equation}
\[ - \frac{2}{k - 1} \sum_{j=1}^{k-1} \phi_{\alpha,\beta}^{\otimes k} \left( \left( \sum_{i=1}^{m_\alpha} \alpha_i e_i \otimes 1 - \sum_{j=1}^{m_\beta} \beta_j e_j \otimes 1 \right) \pi_\kappa((0,l)) \right). \]
One has
\[ \phi_{\alpha,\beta}^{\otimes k} \left( (e_i \otimes 1_{B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}}) \pi_\kappa((0,l)) \right) \]
\[ = \pm \phi_{\alpha,\beta}^{\otimes k} \left( e_i \otimes 1_{B(\ell^2 X_{\alpha,\beta})^{\otimes 1}} \pi_\kappa((0,l)) \right) \]
in which the leading sign of the left hand side is determined according to that of $i$. Hence (6) can be computed as
\[ \frac{1}{k - 1} + \left( 1 + \frac{k - 2}{k - 1} - 2 \right) \left( \sum_{i=1}^{m_\alpha} \alpha_i^3 + \sum_{j=1}^{m_\beta} \beta_j^3 \right). \]
This converges to 0 as $k \to \infty$. We have thus obtained
\[ E_{\pi_\kappa(M_\kappa)}((0,1)) = \lim_{k \to \infty} E_{\pi_\kappa(T_k)\cap M_\kappa}((0,1)) = \left( \sum_{i=1}^{m_\alpha} \alpha_i e_i - \sum_{j=1}^{m_\beta} \beta_j e_j \right), \]
which proves the assertion. \qed

Let $P$ be the von Neumann algebra generated by $B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}$ under the GNS representation with respect to the state $\phi_{\alpha,\beta}$ and let $Q$ be its sub-von Neumann algebra generated by $C1_{B(\ell^2 X_{\alpha,\beta})} \otimes B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}$. We then have the conditional expectation
\[ E_Q^P = \phi_{\alpha,\beta} \otimes \text{Id}_{B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}} : P \to Q \]
and a square of von Neumann algebras
\[ Q \longrightarrow P \]
\[ N_\kappa \longrightarrow M_\kappa. \]

Lemma 3. The inclusion (7) of von Neumann algebras is a commuting square.

Proof. We know that
\[ E_Q^P(\pi_\kappa((0,1))) = 1_{B(\ell^2 X_{\alpha,\beta})} \otimes \left( \sum_{i} \alpha_i e_i - \sum_{j} \beta_j e_j \right) \otimes 1_{B(\ell^2 X_{\alpha,\beta})^{\otimes \infty}} \]
is contained in $N_\kappa$ by Lemma 2, hence
\[ E_Q^P(\pi_\kappa(s_1 \cdot (0,1) \cdot s_2)) = \pi_\kappa(s_1)E_Q^P(\pi_\kappa((0,1)))\pi_\kappa(s_2) \]
is in $N_\kappa$ for any $s_1, s_2 \in S_{1 \leq}$. 

\[ \frac{\left( \sum_{i=1}^{m_\alpha} \alpha_i e_i \otimes 1 - \sum_{j=1}^{m_\beta} \beta_j e_j \otimes 1 \right) \pi_\kappa((0,l))}{(k - 1)^2} \]
On the other hand, we have the double coset decomposition
\[ S_\infty = S_1 \leq \bigcap (S_{1 \leq} \cdot (0,1) \cdot S_{1 \leq}) \]
of \( S_\infty \) with respect to \( S_{1 \leq} \). Hence the operator \( E_Q^\pi(\pi_\kappa(s)) \in Q \) actually belongs to \( N_\kappa \) for any \( s \in S_\infty \). \( \square \)

Consider a partition \( \prod_{k=1}^p I_k \) of the index set \([1, m_\alpha]\) such that \( i \) and \( i' \) lie in the same element of the partition if and only if \( \alpha_i = \alpha_{i'} \). Similarly, define a partition \( \prod_{l=-q}^{-1} J_l \) of \([-m_\alpha, -1]\).

For each \( 1 \leq k \leq p \) let \( f_k \) denote the projection \( \sum_{i \in I_k} e_i \in B(\ell^2 X_{\alpha, \beta}) \). Analogously we define \( f_l = \sum_{j \in J_l} e_j \) for each \(-q \leq l \leq -1\).

**Theorem 2.** Suppose that we have \( \gamma = 0 \) in the Thoma parameter \( \kappa \). Then \( N'_\alpha \cap M_\kappa \) is commutative, and the projections \( f_k \otimes 1_{B(\ell^2 X_{\alpha, \beta})} \otimes 0 \) for \(-q \leq k \leq -1\) and \( 1 \leq k \leq p \) are the minimal projections of \( N'_\alpha \cap M_\kappa \).

**Proof.** These projections are the spectral projections of \( E_{N'_\alpha \cap M_\kappa}(\pi_\kappa((0,1))) \) by Lemma 2. In particular, they belong to \( N'_\alpha \cap M_\kappa \). Moreover, \( N'_\alpha \cap P \) is equal to \( B(\ell^2 X_{\alpha, \beta}) \otimes 1_{B(\ell^2 X_{\alpha, \beta})} \otimes 0 \). Hence it remains to show that
\[ M_\kappa \cap (f_k B(\ell^2 X_{\alpha, \beta}) f_k) \otimes 1 = C f_k \otimes 1 \]
for any integer \( k \).

Let \( n \) be an arbitrary positive integer. As in Lemma 3 the conditional expectation
\[ E_{B(\ell^2 X_{\alpha, \beta})} = \text{Id}_{B(\ell^2 X_{\alpha, \beta})} \otimes \phi_{\alpha, \beta}^{\otimes n} : B(\ell^2 X_{\alpha, \beta}) \otimes n \to B(\ell^2 X_{\alpha, \beta}) \otimes n \cap B(\ell^2 X_{\alpha, \beta}) \otimes n \]
with respect to the state \( \phi_{\alpha, \beta}^{\otimes n} \) preserves the subalgebra \( M_\kappa \cap B(\ell^2 X_{\alpha, \beta}) \). Hence the map
\[ \psi_n = B(\ell^2 X_{\alpha, \beta}) \otimes n \to B(\ell^2 X_{\alpha, \beta}) \otimes n \cap B(\ell^2 X_{\alpha, \beta}) \otimes n \]
restricts to the conditional expectation of \( (M_\kappa \otimes 1) \) onto \( (N'_\alpha \cap M_\kappa) \).

Then it reduces to show that, for any \( n \), the image of any \( s \in S_\alpha \) under \( \psi_n \) is a scalar multiple of \( f_k \). Using the matrix elements \( e_{i,i'} \in B(\ell^2 X_{\alpha, \beta}) \), one has
\[ \pi_\kappa(s) = \sum_{x=(x_0, \ldots, x_{n-1}) \in X_{n, \beta}} \tau(s, x) e_{x_0, (s,x)_0} \otimes \cdots \otimes e_{x_{n-1}, (s,x)_{n-1}}. \tag{8} \]

When one applies \( E_{B(\ell^2 X_{\alpha, \beta})} \) to \( \tau \), the only surviving terms are the ones corresponding to \( x \in X_{n, \beta} \) which are constant on the orbits of \( s \). Let \( \omega_0 \) denote the orbit of \( 0 \in \{0, \ldots, n-1\} \) under \( s \) and let \( \omega_1, \ldots, \omega_r \) be the other nontrivial orbits. Suppose that \( x \) is constant on each orbit \( \omega_q \), and let \( x_q \) be the value of \( x \) on \( \omega_q \). Then one has
\[ \tau(s, x) = \prod_{q=0}^{r} (-1)^{#\omega_q} 1_{x_q < 0}. \]

Thus the image of \( \pi_\kappa(s) \) under \( E_{B(\ell^2 X_{\alpha, \beta})} \) is equal to
\[ \sum_{(x_0, \ldots, x_r) \in X_{n, \beta}} \prod_{q=0}^{r} (-1)^{#\omega_q} 1_{x_0} \otimes 1 \]
for the sequence \( (\gamma_l)_{l \in \mathbb{Z}} \) as in the proof of Theorem 1. Hence we have
\[ \psi_n(s) = (\text{sign}(k) \gamma_k)^{#\omega_0} \sum_{(x_1, \ldots, x_r) \in X_{n, \beta}} \prod_{q=1}^{r} (\gamma_{x_q})^{#\omega_q} 1_{x_q < 0} \]
which proves the assertion. \( \square \)
Corollary 4. Suppose that $1 > \alpha_1 > \frac{1}{2}$ and $\alpha_2 = 1 - \alpha_1$ in the Thoma parameter $\kappa$. Then the inclusion $N_\kappa \subset M_\kappa$ is isomorphic to the inclusion of von Neumann algebras $N \subset M$ generated by Jones projections $M = \langle e_0, e_1, \ldots \rangle$, $N = \langle e_1, e_2, \ldots \rangle$ satisfying $e_i e_{i+1} e_i = d e_i$ for $\delta = \alpha_1 \alpha_2$ and $[e_i, e_j] = 0$ for $|i - j| > 1$.

Proof. As in the above description one finds a state $\psi_0$ on $M_2^{\otimes \infty}$ and a compatible system of $*-$homomorphisms $\phi_n: C^*S_n \to M_2^{\otimes n}$ which together induce a $*-$homomorphism $\phi: C^*S_\infty \to M_2^{\otimes \infty}$, such that $\psi = \psi_0^{\otimes \infty}$ on $M_2^{\otimes \infty}$ restricts to $\tau_\kappa$. The state $\psi_0$ can be written as $x \mapsto \operatorname{Tr}(xa)$, where $\operatorname{Tr}$ is the nonnormalized trace and $a$ is a diagonal matrix with positive entries $\alpha_1$ and $\alpha_2$. Notice that this is a particular case of the well known constructions as found in [12, Theorem 4.2] and [17, Theorem III.4].

The centralizer algebra $M = (M_2^{\otimes \infty})^{\psi_0}$ of $\psi$ and its subalgebra $N = (M_2 \otimes 1_{M_2^{\otimes \infty}}) \cap M$ is indeed isomorphic to the subfactor inclusion coming from the Jones projections (Pimsner and Popa [11, Section 5.5]). Now, the image of $C^*S_\infty$ is clearly contained in $M$, while that of $C^*S_1$ is in $M$. In fact, the image of $C^*S_\infty$ is equal to $M$ and so is that of $C^*S_1$ to $N$: since $M_2 \cap M_n = N_n \cap M_n$ is not trivial, it contains the minimal projections $e_{11}$ and $e_{22}$ of $M_2$ corresponding to the diagonalization of $\psi_0$. If we denote the corresponding minimal projections in the $n$-th component in the tensor product $M_2^{\otimes \infty}$ by $e_n^n$ and the corresponding partial isometries by $e_{ij}^n$, the transposition $(n, n + 1)$ is represented by

$$x_n = e_{11}^n e_{22}^{n+1} + e_{22}^n e_{11}^{n+1} + e_{12}^n e_{21}^{n+1} + e_{21}^n e_{12}^{n+1}.$$ 

Hence $M_\kappa$ contains $e_{11}^n x_n e_{22}^n = e_{12}^n e_{21}^{n+1}$, etc., which allows us to realize the representative

$$\alpha_2 e_{11}^n e_{22}^{n+1} + \alpha_1 e_{22}^n e_{11}^{n+1} + \sqrt{\alpha_1 \alpha_2} (e_{12}^n e_{21}^{n+1} + e_{21}^n e_{12}^{n+1})$$

inside $M_\kappa$ of the Jones projections corresponding to the index $(\alpha_1 \alpha_2)^{-1}$. \hfill $\square$

Remark 2. The group algebra $C^*S_\infty$ is an AF-algebra, being the inductive limit of the increasing sequence of the algebras $C^*S_n$. The subalgebra $C^*S_1$ is also the inductive limit of the subalgebras $C^*T_n$ of $C^*S_n$. Hence we obtain squares of finite dimensional algebras

$$\cdots \longrightarrow C^*T_n \longrightarrow C^*T_{n+1} \longrightarrow \cdots$$

and

$$\cdots \longrightarrow C^*S_n \longrightarrow C^*S_{n+1} \longrightarrow \cdots.$$ 

The cases where these squares become commuting (i.e. $[E_{C^*S_n+1}^{C^*T_n}, E_{C^*T_{n+2}}^{C^*T_{n+1}}] = 0$) with respect to the trace $\tau_\kappa$ happens to agree with the ones of Theorem [1].

Indeed, if the above square is commuting for $n = 2$, the image of the transposition $(1 2) \in C^*T_3$ under $E_{C^*S_1}^{C^*T_3}$ should lie in $C = C^*T_2$. If that is the case, we will have $\tau_\kappa((0 1)(1 2)) = \tau_\kappa(0 1) \tau_\kappa(1 2)$, which is equivalent to the formula (2).

4. Index of $S_\infty$ subfactors

Lemma 5. Let $R > 0$ be an arbitrary positive real number. The sequence of numbers

$$\frac{R^{k(k+1)/2}k!(k-1)!\cdots 1!}{(k(k+1)/2)!} \quad (k \in \mathbb{N})$$

converges to 0 as $k \to \infty$. 
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Proof. The natural logarithm of the above expression is equal to

\[
\frac{k(k + 1)}{2} \log R + \sum_{i=1}^{k} \sum_{j=1}^{i} \log j - \sum_{i=1}^{k(k+1)/2} \log i.
\]

We can estimate

\[
\sum_{j=1}^{a} \log j \geq \int_{1}^{a} \log(x) \, dx = a \log(a) - a
\]

and

\[
\sum_{i=1}^{a} \sum_{j=1}^{i} \log j \leq \int_{2}^{a+1} (x + 1)(\log(x + 1) - 1) \, dx \leq \frac{(a + 2)^2 \log(a + 2)}{2} - \frac{3(a + 2)^2}{4}
\]

for any positive integer \(a\). Hence (10) has the estimate from above by

\[
\frac{k(k + 1)}{2} \log R + \frac{(k + 2)^2}{2} \log(k + 2) - \frac{3(k + 2)^2}{4} - \frac{k(k + 1)}{2} \log \left(\frac{k(k + 1)}{2}\right) + \frac{k(k + 1)}{2}.
\]

This can be reorganized as the sum of

\[
\frac{k(k + 1)}{2} \left( \log(R) + 1 - \frac{\log(k)}{2} \right),
\]

\[
\frac{3k + 4}{2} \log(k + 2) - \frac{3(k + 2)^2}{4},
\]

and

\[
\frac{k(k + 1)}{2} \left( \log(k + 2) - \log \left(\sqrt{k(k + 1)}\right) \right).
\]

All of the above go to \(-\infty\) as \(k \to \infty\), which shows that (10) converges to \(-\infty\). \(\square\)

Lemma 6. Let \(\tau\) be a faithful tracial state on \(C^* S_\infty\). For any positive real number \(\epsilon\), there exists a positive integer \(n\) and a projection \(e \in C^* S_n\) such that \(0 < \tau(e) < \epsilon^n\).

Proof. We consider the Young diagrams with the isosceles right triangle shape, i.e. the ones having rows of length \(k, k-1, \ldots, 1\) exactly once for each for \(k \in \mathbb{N}\), with the total number of boxes equal to \(k(k+1)/2\). By the hook-length formula, the irreducible representation of \(S_{k(k+1)/2}\) corresponding to this diagram has dimension

\[
\frac{(k(k + 1)/2)!}{3^{k-1}5^{k-2} \cdots (2k - 1)}.
\]

Hence a minimal projection \(e_k\) belonging to the factor of this representation satisfies

\[
0 < \tau(e_k) < \frac{3^{k-1}5^{k-2} \cdots (2k - 1)}{(k(k + 1)/2)!} < 2^{k(k+1)/2} \frac{k!(k - 1)! \cdots 1!}{(k(k + 1)/2)!}.
\]

Applying Lemma 5 to \(R = 2\epsilon^{-1}\), we obtain

\[
(2\epsilon^{-1})^{k(k+1)/2} \frac{k!(k - 1)! \cdots 1!}{(k(k + 1)/2)!} < 1
\]

for large enough \(k\). For such \(k\), taking \(n = k(k+1)/2\) and the corresponding projection \(e = e_k\) in \(C^* S_n\), as above, we have \(\tau(e) < \epsilon^n\). \(\square\)

Theorem 3. The subfactor \(N_\kappa \subset M_\kappa\) has infinite index if and only if \(\tau_\kappa\) is faithful on \(C^* S_\infty\).
Remark 3. The trace \( \tau_\kappa \) is faithful in the following cases: 1) \( \alpha_i > 0 \) for any \( i \), 2) \( \beta_i > 0 \) for any \( i, \) and 3) \( \gamma > 0 \). Otherwise it is not, as the corresponding infinite Young tableaux can be taken to have a bounded number of rows and columns [17 Theorem III.5].

Proof of the theorem. Suppose that the trace \( \tau_\kappa \) is faithful. For each \( i \in \mathbb{N} \), let \( L_{\tau_\kappa}S_{\kappa}\leq \) be the subalgebra of \( M_\kappa \) generated by \( S_i \). Since there is an isomorphism \( \sigma^n: S_{\kappa}\leq \to S_{\kappa}\leq+S_{\kappa}\leq+1 \) satisfying \( \sigma^n(S_{\kappa}\leq) = S_{\kappa}\leq+S_{\kappa}\leq+1 \) and \( \tau_\kappa(s) = \tau_\kappa(\sigma^n(s)) \), the inclusions \( L_{\tau_\kappa}S_{\kappa}\leq+S_{\kappa}\leq \subseteq L_{\tau_\kappa}S_{\kappa}\leq \) are all isomorphic to \( N_\kappa \subset M_\kappa \). In particular, we have \( [M_\kappa : L_{\tau_\kappa}S_{\kappa}\leq] = [M_\kappa : N_\kappa] \). We also note that the image of \( C^*S_{\kappa} \) in \( M_\kappa \) is contained in the relative commutant of \( L_{\tau_\kappa}S_{\kappa}\leq \) for any \( n \in \mathbb{N} > 0 \).

Let \( \epsilon \) be an arbitrary positive real number. By Lemma 6 there exists an integer \( n \) and a projection \( e \in C^*S_{\kappa} \) satisfying \( \tau_\kappa(e) < \epsilon \). This means that the image \( E_{L_{\tau_\kappa}S_{\kappa}\leq}(e) \) of \( e \) under the conditional expectation onto \( L_{\tau_\kappa}S_{\kappa}\leq \) is a positive scalar smaller than \( \epsilon \). By the Pimsner–Popa inequality, we have \( [M_\kappa : L_{\tau_\kappa}S_{\kappa}\leq] \geq \epsilon^{-n} \).

Thus \( [M_\kappa : N_\kappa] > \epsilon^{-n} \) for any \( \epsilon \), which shows \( [M_\kappa : N_\kappa] = \infty \) when \( \tau_\kappa \) is faithful.

Next, suppose that \( \tau_\kappa \) is not faithful. By Remark 3, this implies that \( \gamma = 0 \) and only finitely many terms in the sequences \( (\alpha_i)_{i \in \mathbb{N} > 0} \) and that \( (\beta_j)_{j \in \mathbb{N} > 0} \) are nonzero. Hence we can apply the construction of Section 3.1 to this situation, and there are algebras \( Q \subset P \) and a commuting square as in (7) by Lemma 3. Again by the Pimsner–Popa inequality, in order to conclude \( [M_\kappa : N_\kappa] < \infty \) it is enough to show that there is a constant \( C > 0 \) satisfying \( E^Q_P(y) \geq Cy \) for any \( y \in P_+ \).

Put \( \delta = \min(\alpha_{m_\alpha}, \beta_{m_\beta}) \) so that we have \( \phi_{\alpha_\beta} - \delta \geq 0 \) on \( B(\ell^2X_{\alpha_\beta}) \). Then we have the estimate
\[ E^Q_P(y) \geq \delta \tau \otimes \text{Id}(y) \geq \delta(m_\alpha + m_\beta)^{-2} \]for any \( y \in P_+ \). This shows that \( [M_\kappa : N_\kappa] < \infty \) when \( \tau_\kappa \) is not faithful. \( \square \)

4.1. Relative Entropy. In the rest of the paper we consider the relative entropy of the inclusion \( N_\kappa \subset M_\kappa \). Recall that it is defined by
\[ H_\gamma(M_\kappa \mid N_\kappa) = \sup_{k \in \mathbb{N}, x_j \in (M_\kappa)_+, \sum x_j = 1} \tau_\kappa(\eta(E^M_{N_\kappa}(x_j))), \]
where \( \eta(t) = -t \log(t) \). We follow the conventions of Neshveyev–Stormer [8 Chapter 10] in the following.

Theorem 4. We have the estimate of the relative entropy
\[ H_{\tau_\kappa}(M_\kappa \mid N_\kappa) \leq 2 \sum_i \eta(\alpha_i) + \eta(\beta_i). \]

The equality holds when \( \gamma = 0 \) and there is no duplicate in each of the sequences \( (\alpha_i)_{i \in \mathbb{N}} \) and \( (\beta_j)_{j \in \mathbb{N}} \) other than 0.

Proof. We are going to use the AF-structure of the inclusion \( \sigma(M_\kappa) = N_\kappa \subset M_\kappa \) given by the squares (9). Although they are not commuting in general, we still have
\[ H_{\tau_\kappa}(M_\kappa \mid N_\kappa) \leq \lim \tau_\kappa(C^*S_\infty \mid C^*T_\kappa) \]
by [11 Proposition 3.4].

Let \( G \) be the group of finitely supported permutations of the set \( \mathbb{Z} \). Its group algebra admits ‘the shift automorphism’ \( \sigma \) characterized by \( \sigma(n, m) \rightarrow (n + 1, m + 1) \) on the transpositions. For any Thoma parameter \( \kappa \), the trace \( \tau_\kappa \) on \( C^*S_\infty \) admits a unique extension as a trace (which we still denote by \( \tau_\kappa \)) to \( C^*G \).
The subalgebras $\sigma^{n_k}(C^*S_n)$ of $C^*G$ for $k \in \mathbb{N}$ are $\tau_\kappa$-independent by the multiplicity of $\tau_\kappa$, e.g. $\tau_\kappa(x \sigma^n(y)) = \tau_\kappa(x) \tau_\kappa(y)$ for $x, y \in C^*S_n$. By [8, Proposition 10.4.5], the sequence of subalgebras $(C^*S_n)_{n \in \mathbb{N}}$ is a generating sequence for $\sigma$. In particular, we can compute the dynamical entropy of $\sigma$ as

$$h_{\tau_\kappa}(\sigma) = \lim_{n \to \infty} \frac{1}{n} H_{\tau_\kappa}(C^*S_n).$$

Now, [8, Lemmas 10.3.3 and 10.3.4] apply to our case without change. We then have

$$\frac{1}{N} \sum_{n=1}^{N} H_{\tau_\kappa}(C^*S_n | C^*T_n) = \frac{2}{N} H_{\tau_\kappa}(C^*S\eta_\kappa) - \frac{1}{N} H_{\tau_\kappa}(Z(C^*S\eta_\kappa)) + \frac{1}{N} \sum_{n=1}^{N} C_n$$

with positive numbers $C_n$ satisfying

$$\frac{1}{N} \sum_{n=1}^{N} C_n \to 0 \quad (N \to \infty).$$

Hence it follows that $\lim H_{\tau_\kappa}(C^*S_n | C^*T_n) \leq 2h_{\tau_\kappa}(\sigma)$. On the other hand, by the result of Boyko–Nessonov [1], we have

$$h_{\tau_\kappa}(\sigma) = \sum \eta(\alpha_i) + \sum \eta(\beta_i)$$

with respect to $\tau_\kappa$, which proves (11).

It remains to show the converse inequality to (11) when the conditions $\gamma = 0$, $\alpha_i = \alpha_j \Rightarrow i = j$ or $\alpha_i = 0$, and $\beta_j = \beta_j' \Rightarrow j = j'$ or $\beta_j = 0$ hold.

By Theorem 2 and the assumption, the projections $e_{i,j}$ for $-q \leq i \leq -1$ and $1 \leq i \leq p$ are the minimal projections of $M_\kappa \cap N_\kappa$. Then [11, Theorem 4.4] implies that

$$H_{\tau_\kappa}(M_\kappa | N_\kappa) = 2 \sum \eta(\tau_\kappa(f_k)) + \sum \tau_\kappa(f_k) \log((M_\kappa)_{f_k} : (N_\kappa)_{f_k}).$$

Combined with $\tau_\kappa(f_k) = \alpha_k$ when $k > 0$ and $\tau_\kappa(f_k) = \beta_{-k}$ when $k < 0$, we obtain the desired equality.
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