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Question-answering systems are recognized as popular and frequently effective means of information seeking on the web. In such systems, information seekers can receive a concise response to their queries by presenting their questions in natural language. Interactive question answering is a recently proposed and increasingly popular solution that resides at the intersection of question answering and dialogue systems. On the one hand, the user can ask questions in normal language and locate the actual response to her inquiry; on the other hand, the system can prolong the question-answering session into a dialogue if there are multiple probable replies, very few, or ambiguities in the initial request. By permitting the user to ask more questions, interactive question answering enables users to interact with the system and receive more precise results dynamically.

This survey offers a detailed overview of the interactive question-answering methods that are prevalent in current literature. It begins by explaining the foundational principles of question-answering systems, hence defining new notations and taxonomies to combine all identified works inside a unified framework. The reviewed published work on interactive question-answering systems is then presented and examined in terms of its proposed methodology, evaluation approaches, and dataset/application domain. We also describe trends surrounding specific tasks and issues raised by the community, so shedding light on the future interests of scholars. Our work is further supported by a GitHub page synthesizing all the major topics covered in this literature study. https://sisinflab.github.io/interactive-question-answering-systems-survey/
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1 INTRODUCTION

Motivation. In the early literature, question-answering systems (QASs) were frequently contrasted to Search Engines (SEs), with the primary distinction being the nature of the output—SEs offer a list of documents ranked by relevance, while QASs provide a definitive answer to user inquiries [46]. However, the once-clear boundary between these systems is becoming ever more indistinct, a transformation driven in large part by breakthroughs in artificial intelligence (AI), specifically Generative AI (GenAI) and Large Language Models (LLMs), which are reshaping the landscape of digital interaction and information retrieval [46, 163], as of the writing of this survey. Such technologies have not only expanded the capabilities of SEs and QASs but also underscored the growing need for Interactive Question Answering (IQA) systems that can engage users in a more dynamic conversational exchange.

The confluence of SEs and QASs into a more integrated landscape is evident in modern digital assistants and online search experiences. For example, querying Google for specific information such as “President of the United States” no longer yields a mere list of documents for manual exploration but offers a concise and direct answer extracted from the Web. This shift towards knowledge-based, direct response systems can be attributed to the complex understanding and processing capabilities of the systems, which underpin the operation of contemporary QASs.

Essentially, QASs share the characteristic of providing a clear answer to the user inquiry, irrespective of the question’s nature—factual (“Which kingdom does the animal Bird of Paradise belong to?”) [79], visual (“What colour hair does the woman have?” combined with a picture of a woman) [123], or open-goal-oriented (“How can I connect my Fitbit sensors to the server?”) [43]. The response may either be extracted directly from a segment of a document or synthesized by distilling numerous textual fragments into a unified, coherent response. The methodologies of extraction and generation form the foundational pillars of a question-answering algorithm’s architecture.

The shift from static, one-shot queries to multi-turn dialogues facilitated by IQA systems marks a significant move towards enhancing user interaction through conversational engagement. This trend is vividly demonstrated by the global embrace of virtual digital assistants, including Amazon Alexa and Google Assistant, which shows the seamless integration of conversational AI into daily life and decision-making processes across various sectors (health, weather, and e-commerce, etc. [9]). Moreover, the emergence of GenAI models such as ChatGPT,\(^1\) Alpaca [137], Gemini [138], Vicuna [19], and so on, has introduced unprecedented versatility in generating responses across a wide spectrum of queries. Today, this versatility is not limited to textual information but extends to coding assistance, educational content generation, and even creative storytelling [138]. In these contexts, interactions extend beyond mere question-answering to include follow-ups, clarifications, and even content generation—emphasizing the crucial role of IQA in fostering a deeper, more interactive learning and problem-solving experience.

IQASs significantly advance the capabilities of traditional QASs by introducing mechanisms for ongoing dialogue, which are crucial for addressing the inherent limitations of non-interactive models, particularly in the disambiguation and clarification of user queries. A primary issue in traditional QASs is their inability to handle ambiguous requests without further input effectively. For example, a query like “When was Milan founded?” could yield results related to the Milan football club instead of the city due to the ambiguous nature of the term “Milan.” Unlike these traditional systems, IQASs employ interactive features such as follow-up questions to narrow down the search context, thereby distinguishing between the city of Milan and the football club.

Building on the capacity to clarify ambiguity, interactive QASs also excel in expanding upon the user’s initial inquiry, adding depth and breadth to the exploration of topics. For instance,

\(^1\)https://openai.com/blog/chatgpt/
after resolving the ambiguity in a query about Milan’s foundation to focus on the city, the system might suggest related questions such as “What are the major historical events in Milan?” or “What is the cultural significance of Milan in Italy?” This capacity to suggest related topics not only ensures that the system addresses the user’s immediate query but also opens avenues for further exploration, enriching the user’s understanding of the subject and encouraging a deeper engagement with the content.

Among IQASs, Conversational QA Systems (CoQAS) represent a more complex challenge, dealing with specific issues of natural language processing, such as maintaining the context of a conversation across multiple turns. This requires managing the dialogue’s “state” to handle references and continuity effectively, ensuring a coherent and relevant exchange. For example, these systems must cope with complex problems like the ellipsis phenomenon, where continuity and reference are essential (e.g., “Where was the President of the United States born?”, followed by “Where did he graduate from?”). This ability to keep track of the interaction state enhances the system’s utility by accommodating a broader range of inquiries and conversational dynamics, marking a significant evolution in how machines understand and respond to human language. Such stateful interaction enhances the system’s utility by accommodating a broader range of inquiries and conversational dynamics, marking an important evolution in how machines understand and respond to human language.

Contributions. In this comprehensive survey, we start by providing formal definitions that describe the purposes for which QASs are implemented in the literature, further delineating the primary characteristics that IQASs ought to embody, as detailed in Section 2. Furthermore, we present a unified and encompassing architecture highlighting the primary components of IQASs and their operation, offering a thorough exploration in Section 3. Our analysis also includes an in-depth classification of the state-of-the-art IQASs from both methodological and application perspectives, meticulously discussed in Sections 3 and 4. Last, we provide detailed insights into the most frequently used datasets, alongside adopted evaluation protocols and metrics, meticulously organized by the paradigms and objectives of IQASs, as comprehensively outlined in Section 4. To further guide the reader in our literature discussion, we resume the most frequently used acronyms in Table 1.

Table 1. List of the Most Frequent and Useful Acronyms Used in This Document Arranged in Alphabetical Order

| Acronym | Meaning | Acronym | Meaning | Acronym | Meaning |
|---------|---------|---------|---------|---------|---------|
| AI      | Artificial Intelligence | QA      | Question Answering | BERT    | Bi-directional Encoder from Transformer |
| CA      | Conversational Agent    | CB      | Classifier-based QA | Bi-LSTM | Bi-directional Long-short Term Memory |
| FAQ     | Frequently Asked Question | CoQA    | Conversational QA | CNN     | Convolutional Neural Network |
| HCl     | Human-Computer Interaction | CoQA*   | System-driven Conversational QA | DAW     | Directional Attention Weaving |
| IE      | Information Engine      | CoQA*   | User-driven Conversational QA | GRU     | Gated Recurrent Unit |
| IR      | Information Retrieval   | IQA     | Interactive Question Answering | LSTM    | Long-short Term Memory |
| KM      | Knowledge Management    | IQA*    | IQA for Disambiguation | ResNet  | Residual Network |
| KS      | Knowledge Source        | IQA*    | IQA for Exploration | R-CNN   | Region-based Convolutional NN |
| LLM     | Large Language Model    | KBQA    | Knowledge-based QA | VGGNet  | Visual Geometry Group Network |
| ML      | Machine Learning        | MRC QQA | Machine Reading Comprehension QA | | |
| NLP     | Natural Language Processing | qQA    | Community QA | | |
| QAM     | Question Answering Module | SDTT    | Specific Domain-Dependant Task | | |
| SE      | Search Engine           | SP      | System Performance | | |
| ST      | State Tracker           | UIA     | Usability and Interaction Analysis | | |
| VDA     | Virtual Digital Assistant | UTPP    | User experience, Trust, and Transparency | | |
| NN      | Neural Network           | VQA     | Visual Question Answering | | |

Unless specified, the final S in an acronym means system.
1.1 Strategy for Literature Search

To identify relevant publications for this survey, we implemented a multi-level search strategy, initially focusing on top conferences in QA and knowledge management (e.g., EMNLP, SIGIR, CIKM, KDD, ESWC, WSDM) to gather relevant research. Recognizing the importance of other venues in information retrieval and natural language processing, we expanded our search to include publications from venues such as ACL, ACM, IEEE, AAAI, and Neurocomputing via Google Scholar. Additionally, free searches on Google Scholar yielded papers from various other sources, mainly prioritizing conference proceedings and journals over workshop publications. Our search utilized stemmed keywords such as “interact question answer” and “explain question answer” to find papers relevant to our survey’s scope.

Subsequent to reviewing these publications, we explored their bibliographies and used Google Scholar’s “Related Work” feature, generating a second list of pertinent studies from a broader range of venues. Although we likely did not capture every publication on interactive question answering, we believe we have included a significant and relevant selection. The detailed list of works reviewed is available on our GitHub for reproducibility.²

2 QUESTION ANSWERING APPROACHES

The focus of this survey is on IQASs, which can be seen as a multidisciplinary topic combining several fields such as information retrieval (IR), natural language processing (NLP), human-computer interaction (HCI), and, more recently, artificial intelligence (AI), machine learning (ML), and knowledge management (KM). Thanks to the latest developments in NLP and ML areas, QASs have found a remarkable and growing interest from the AI community, especially for the role that they play for digital assistants (e.g., Google Assistant, Amazon Alexa, Apple Siri). QASs have usually been placed within the macro area of information retrieval systems (IRSs) because of their apparently similar function, enough to consider them as a sophisticated form of IRSs [35]. Nowadays, QASs have evolved to gain their own field of study, whose goals continually increase by including new topics such as knowledge representation and semantic entailment.

In this section, we present the formal definition of IQA, including the QA problem (cf. Definition 2.1), two configurations of IQASs (cf. Definition 2.5, Definition 2.6), and CoQASs (cf. Definition 2.10). Then, we provide definitions of interactive session (cf. Definition 2.7), QA state (cf. Definition 2.8), conversational history (cf. Definition 2.9), and different examples/pointers to state-of-the-art solutions that would help the reader to obtain a profound understanding of the topic.

Assumption. In information-access systems the user’s information need could be expressed through keywords (retrieval), a question (question-answering), or user profile (recommender system), while answers could be a piece of text, an image, or items of interest, most relevant to the information need. Systems such as task-oriented chatbots or dialogue systems whose primary role is not providing information access remain outside the focus of this survey.

To highlight the motivations behind this assumption, we consider the following definition:

Definition 2.1 (QA problem). Let $Q = \{q_1, \ldots, q_N\}$ be the set of possible queries and $A = \{a_1, \ldots, a_M\} \cup \{\text{NULL}\}$ the set of possible answers including the NULL symbol representing the situation where the system is not able to provide an answer. A QA system aims to find the most relevant answer to a given question in a single shot iteration. More formally:

$$\forall q \in Q, \hat{a} = \arg\max_{a \in A} g(q, a),$$

²https://sisinflab.github.io/interactive-question-answering-systems-survey/
with \( g \) being a utility function that considers how well a given answer \( a \) satisfies the proposed query. In probabilistic terms, we can define the problem as finding the most probable answer given an input question (and its context)

\[
\forall q \in Q, \hat{a} = \arg\max_{a \in A} p(a|q).
\]

Users may interact with QASs to find the information they need. A QAS will answer the question with a unique result well-formed in natural language, like: “The Lord of the Rings’ writer is J.R.R. Tolkien,” saving the user to search for the needed information.

### 2.1 Interactive Query Answering as Exploration and Disambiguation

Finding the correct answer to a given question is the primary goal to be achieved by QASs. Although most of the QASs show high performance for this task, some intrinsic natural language issues cannot be solved by only analyzing the submitted question. The definition of a well-disambiguated request through a natural language question is not a trivial task. Indeed, it requires the usage of specific terms plus a cognitive effort that is not affordable for everyone. Hazrinya et al. [44] examine the semantic QA task, which permits the disambiguation of queries by leveraging context or requesting further information from the user.

An extension of QASs, named Interactive Question-Answering systems, overcome this limitation with two specific goals:

**Disambiguation.** In the case there are too many or too few eligible answers for a given question or there is ambiguity in the request, the system can ask a new question to the user [61]. For this reason, IQASs can be seen as being halfway between QASs and multi-turn QASs. Let us consider the case when the original query \( q \) has a set \( A' \subseteq A \) of candidate answers. The system can suggest a new query \( q' \in Q \). The user answer \( a' \) to \( q' \) gives the information that leads to an unambiguous answer \( \hat{a} \in A' \) to the previous question \( q \). We can say that \( \hat{a} \) is an answer to the combination of \( q \) and \( q' \).

**Exploration.** After the system returned the answer \( \hat{a} \) to the initial query \( q \), a new set of queries \( Q' \) can be suggested by the system or posed by the user\(^3\) to explore other relevant topics related to \( \hat{a} \).

A common requirement for disambiguation and exploration is interactivity, which refers to the possibility of the system to pose/suggest new queries to the user. In both cases, when the system suggests a query, in principle, it might have already found one or more answers to the user request, thus resulting in starting up a disambiguation and exploratory step. However, a noteworthy difference is that while the disambiguation step is always system driven, exploration can also be user-driven. In the latter case, the user decides the new aspects to explore related to \( \hat{a} \).

Disambiguation and exploration may run for one step only or for a sequence of steps. Depending on the “memory” the QAS has about previous questions and answers, we may have a stateless QAS or a stateful one. This latter situation leads to what we call Conversational Question-Answering system. It is worth noting that during a conversation, in system-driven interactions, we only have sequences of disambiguation or exploration steps. We do not have situations where the two steps are interleaved unless the systems allow a user-driven interaction.

In a conversation aiming to disambiguate the original query \( q \), we may have situations where the answer \( a' \) to \( q' \) does not lead to \( \hat{a} \). In these cases, the system computes a new query \( q'' \) based on \( a' \) and so on until \( \hat{a} \) is finally returned. Therefore, it is not helpful to have exploratory steps while disambiguating \( q \) to compute \( \hat{a} \).

\(^3\)\( Q' \) is also referred to as follow-up questions in the literature.
Example 2.2 (IQA for Disambiguation). Let us consider the case in which a user needs some information about music tracks, so she asks “Who sang the song Money.” This question is ambiguous, since the answer could refer to both the group Pink Floyd and the musician David Gilmour. In this case, the system replies with a question trying to disambiguate the user information needs. It searches relevant information from the set of possible answers to reach this goal. As a consequence, it will pose disambiguation questions until it reaches what the user meant. In this example, the system asks “Do you mean the band who sang Money?” and the user agrees, receiving then the final answer “Pink Floyd.”

It is worth noting that in the Example 2.2 the choice of which disambiguating question to pose the user merely depends on the implementation of the system. In fact, asking for “Do you mean the musician who sang Money?” leads to the same answer Pink Floyd once the user feedback is given (i.e., she disagrees). That is because Example 2.2 has a binary mutually exclusive ambiguity. In general, approaches for choosing disambiguating questions from a set that may be large depending on whether the system allows optimized interactions.

Two scenarios are possible in an exploratory conversation, different from disambiguation. The queries may be computed by the QAS (system-driven) or the user (user-driven). In a system-driven scenario, new questions are proposed for which the answer is already known. Thus, disambiguation steps become useless.

Example 2.3 (IQA for System-driven Exploration). Following the Example 2.2, once the final answer is reached, a QAS could start an exploratory session within the conversation. It could propose questions like “Do you know when Pink Floyd were founded?” or “Do you know when David Gilmour joined Pink Floyd?” and then provide the related data depending on the user’s answers. For instance, the user may know when the band was founded, but she does not know the answer to the second question, so the system will reply: “He joined the Pink Floyd in 1968 as a support to Syd Barrett.”

On the other side, in a user-driven scenario, the new queries are posed by the user, which may lead to ambiguous answers. In those cases, the system needs to start disambiguation steps to reach the relevant answer.

Example 2.4 (IQA for User-driven Exploration). Going back to the conversation in Example 2.3, the user may continue the dialogue by asking: “When was he born?” Here, she can refer to both David Gilmour and Syd Barret, so the system will ask “Do you mean Syd Barret?” As a consequence, the user may agree with the system or not. In the latter case, the QAS answers with “David Gilmour was born on 6 March 1946.” The conversation will last until the user information need is totally satisfied.

In summary, although both disambiguation and exploration steps allow further interaction with users outside receiving a single answer, sometimes also incorrect, they differentiate in the final goal they target. Disambiguation is designed to extrapolate the intended meaning of user questions to reach the most relevant answer whenever questions are ambiguous. Differently, exploration pushes further the user information needs, aiming at amplifying the knowledge of the human counterpart.

With respect to stateful exploratory QAS it is useful to avoid interaction loops. In principle, the exploration of the knowledge space may run forever. In fact, in case we do not consider previous interactions and answers by users, the exploration may get stuck in a loop where the system computes questions already suggested in the previous steps.

Before we give a formal definition of the different interaction steps we have discussed so far, we introduce two unary operators to represent the possible actions an IQAS or a user may perform, e.g., generating a new query or an answer. We use $y \in \{u, s\}$ to state if the next query or the
answer has been generated by the user \((u)\) or by the system \((s)\). Given \(x \in A \cup Q, y \in \{u, s\}, a \in A\) and \(q \in Q\), we will use:

- \(x \overset{y}{\rightarrow} q\): the IQAS \((y = s)\) or the user \((y = u)\) generates a new query.
- \(x \overset{y}{\rightarrow} a\): the IQAS \((y = s)\) or the user \((y = u)\) generates an answer.

Given a query \(q\), we then represent the simple query-answering step as \(q \rightarrow \hat{a}\). Analogously, for the exploratory IQA, we have \(q \rightarrow \hat{a} \rightarrow q'\) while the disambiguating Interactive QA steps are represented with \(q \rightarrow q' \rightarrow u \rightarrow a' \rightarrow \hat{a}\). In this case, \(a'\) is the answer (e.g., feedback) provided by the user to the query \(q'\) generated by the system.

**Definition 2.5 (Interactive Question Answering for Disambiguation).** An interactive question answering for disambiguation IQA\(^d\) is a system that takes a user query \(q\) as input and computes a new query \(q'\) to reach the answer \(\hat{a}\) to \(q\). More formally, we have

\[
\hat{a} = \arg\max_{a \in A, q' \in Q} p(q'|q), p(a|q \rightarrow q' \rightarrow u).
\]

The idea here is to find the best next question \(q'\) given the initial query \(q\) to compute the best answer to \(q \rightarrow q' \rightarrow u \rightarrow a\). As for \(p(q'|q)\) and \(p(a|q \rightarrow q' \rightarrow u)\), in principle, we do not make any assumption on their (in)dependency. However, different \(q'\), which lead to separated disambiguating interactive steps, could be equally probable to maximize the final answer probability independently of the actions taken to disambiguate the user query (i.e., they all lead to the same final answer). In such a case, Definition 2.5 can be further declined by separately optimizing the two probabilities, s.t.:

\[
\hat{a} = \arg\max_{q' \in Q} p(q'|q) \cdot \arg\max_{a \in A} p(a|q \rightarrow q' \rightarrow u).
\]

Figure 1 depicts an example of IQAS. The question asked to the interactive system is: “Who is the president of America?” As already highlighted in the example, the user obtains an answer that satisfies her query plus some more suggestions useful to explore the related exploration space. Here, the picture outlines a collection of information and interactive area that allows users to continue their exploratory interaction.

The first information shown by Google in the example is the answer “Joe Biden,” which includes the entities and relations of a knowledge graph recognized in the question, respectively, “United States” and “President.” The second one proposes a set of follow-up queries that could come after the initial question. For instance, other people searched for “Who was the previous president of America?” that was “Donald Trump,” or “Who is the vice-president of America?” that is “Kamala Harris.” In this way, the user may reach all this data by simply interacting with the suggested images, enriching the solution to her information need. The same area also groups different clickable questions asked by people to achieve the same above-correlated answers. In a way, it gives information about the context understood by the system. The user who obtains an unexpected answer could rephrase her question to disambiguate its sense intention/meaning and then receive the appropriate response from the system.

Furthermore, the system provides a suite of possible multimodal interactions, such as images, audio, and text, which aim at improving both the user experience and the correctness of the results. A feedback slot allows people to interact further with the system by offering comments about the answer. Whether the solution is wrong, the user can specify the motivations and send them to the system, which will improve its behavior about that type of question.
Definition 2.6 (Interactive Query Answering for Exploration). An interactive question-answering system for exploration IQA\textsuperscript{e} aims at guiding the user through the exploration of a knowledge space. Given a question q, it provides both an answer and a set of follow-up questions close to q. Formally, we have:

\[
\langle \hat{a}, \hat{q}' \rangle = \arg\max_{q' \in Q, a \in A} p(a|q), p(q'|a).
\]

The aim of an IQA\textsuperscript{e} is to find an answer to q and, at the same time, suggest a new query q' that is related to the computed answer. Without loss of generality, in the previous definition, we consider only one follow-up question q'. The definition can be easily extended to a set Q' of follow-up questions. Also in this case, we do not make any assumption on the (in)dependency between \(p(q'|a)\) and \(p(a|q)\). This is something that could be implemented within the IQA\textsuperscript{e}.

Therefore, we may surely also have a hybrid situation where a disambiguation step supports the exploration:

\[
q \xrightarrow{s} q' \xrightarrow{u} a' \xrightarrow{s} \hat{a} \xrightarrow{s} q'',
\]

where the initial query is disambiguated before the answer \(\hat{a}\) and the next question \(q''\) are computed. In a nutshell, an IQAS allows the user to further interact with the system once its reply is given via interactive sessions.

Definition 2.7 (Interactive Session). A set of user-enabled actions following the system reply to a previous user question defines an interactive session:

\[
I = \{a', q' : a \xrightarrow{u} q', q \xrightarrow{u} a'\}.
\]
The interactive session is always supported by the IQAS to users. The cardinality of this set determines which actor leads the interaction, while its elements define the interaction type (i.e., exploratory or disambiguating). An interactive session with infinite cardinality remarks the interaction led by the user. This is the case of some IQASs for exploration where users are free to pose any question to the system response. In contrast, a finite interactive session cardinality outlines interactions conducted by the system. Therefore, a bounded number of actions (i.e., answers to disambiguating questions or enabled exploratory questions) are proposed by the IQAS to the user. Here, the interaction takes place when the user gives her feedback to the interactive session (e.g., answering with disambiguating information).

2.2 Conversational Query Answering

The interactive systems shown in Figure 1 do not keep any memory of previous interactions with the user. When the user explores the knowledge space, every single exploration step does not consider previous ones. However, the system needs a set of information to understand the user intents behind each question. With context, we refer to that data helping the system in understanding the meaning intended by the user behind her questions. Thus, the context is the set of data \( C \), which supports the QAS in finding the answer \( a \) to the user question \( q \). Nevertheless, the overall process can be seen as a stateless application of a sequence of IQA\( ^e \). Then, the state can be formalized as follows:

Definition 2.8 (QA State). Let \( q \) be the user question, \( C \) a context supporting \( q \), \( a \) the system answer, and \( I \) the following interactive session enabled to the user. The QA state is the tuple that collects all the information of a QA interaction:

\[
S_{QA} = (q, C, a, I).
\]

In other words, the QA state hosts all the data that are exchanged through a user-system interaction. Thus, it is totally outlined at the end of each interaction.

The QA state context \( C \) determines the statefulness property of an IQAS. In fact, stateless IQASs host supporting information in their QA state context \( C \) that does not belong to other QA states. This can also lead to loops in the exploratory task. However, in case the system had memory of previous QA states through the context, it could avoid proposing questions whose answers have already been visited in the past by the user. Analogously, an IQA\( ^d \) can only consider the original question \( q \) and the answer given by the user to \( q' \). In general, IQA\( ^d \) and IQA\( ^e \) are stateless and do not take into account the history referring to previous interactions between the user and the system.

In case the IQA model had access to the search history of the user, it could grant new rounds of interaction helpful, e.g., in handling some linguistic issues like the Coreference Resolution problem. The coreference resolution is the task of finding all expressions that refer to the same entity in a text [22], which frequently appears by exchanging follow-up questions with the system. For example, assuming that the first user query is “Who wrote the Lord of the Rings?”, a follow-up question could be “When did he write it?”, where “he” refers to the answer “J.R.R. Tolkien” and “it” to the entity “Lord of the Rings.” In these situations, the system must know what the user asked in the past and the given answers to solve this issue, thus moving from a stateless configuration to a stateful one. The stateful configuration of an IQAS is also known in the literature as conversational QA system due to its ability to treat conversations as having dialogues with the user.

In CoQASs, we can have both user-driven and system-driven exploratory interactions as well as their combination. We will see later that, in these systems, disambiguation interactions occur as intermediate steps in a user-driven exploration. The previous example related to “The Lord of the Rings” is a clear user-driven exploratory interaction. Indeed, thanks to the coreference resolution
and the corresponding conversational context (cf. Section 3) computed by the CoQAS, the user is allowed to explore the knowledge space related to their original query \( q \). Analogously, a CoQAS can be used in a system-driven disambiguation process in case the answer to \( q' \) is not satisfactory to provide an answer to \( q \). It is worth noticing that in a system-driven CoQAS for exploration, we will never need any disambiguation step. In fact, the new queries are suggested by the system that already knows the answers (cf. Example 2.3). This cannot be the case for user-driven exploration via a CoQAS. Here, a new query posed by the user after some exploration steps may require a disambiguation process by the system, (cf. Example 2.4).

In a System-driven Conversational Question Answering System for Exploration, we have a sequence of exploratory steps in the form:

\[
q \rightarrow a \rightsquigarrow q' \rightarrow a' \rightsquigarrow \ldots \rightarrow a^n,
\]

where the transitions between the exploratory questions posed by the system and the related answers are interleaved by user feedback, in case she is knowledgeable or not on those topics.

Dually, in a User-driven Conversational Question Answering System for Exploration, we obtain:

\[
q \overrightarrow{s} \leftarrow a_1 \overleftarrow{u} \rightarrow q' \overrightarrow{s} \leftarrow a' \overleftarrow{u} \rightarrow \ldots \rightarrow a^n.
\]

Differently from IQA, in the conversational case, the system-generated query \( q^i \) at the \( i \)th step also considers the two sets \( Q^i \) and \( A^i \) containing the previously generated queries \( Q^i = \{q', \ldots, q^{i-1}\} \) as well as their corresponding answers \( A^i = \{a, a', \ldots, a^{i-1}\} \). The same happens in the disambiguation case for the system-generated answer \( a^i \).

**Definition 2.9 (Conversation History and Conversation Span).** Given a conversational sequence of exploratory or disambiguation steps, we define Conversation History at step \( i \) as \( h^i = Q^i \cup A^i \) where \( Q^i = \{q', \ldots, q^{i-1}\} \) and \( A^i = \{a, a', \ldots, a^{i-1}\} \). For a step \( l \) and a step \( i \), with \( l < i \), we define Conversation Span as \( s^{l,i} = h^i - h^l \).

A conversation history contains all the user-driven and system-driven interactions up to a certain point of the conversation. They can be interpreted as the context for the next question to answer. A conversation span represents the conversation history from a certain step \( l \) up to a step \( i \). We can see that \( h^i = s^0,i \). So, what we will say for \( s^{l,i} \) always holds also for \( h^i \). Once again, we see that in a system-driven conversational exploration, at each step the system always generates the answer \( a^i \) to the query \( q^i \) and the next question to ask \( q^{i+1} \). Also in this case, since the next query is generated by the system, it is always unambiguous. Hence, no disambiguation interaction is needed. This could not be the case for a user-driven conversational exploration. In fact, the user-generated query \( q^i \) may result in ambiguity to the system and then require further interaction for disambiguation. Here, we can generalize with respect to the definition of a IQA and assume multiple steps of interaction to disambiguate \( q^i \) in a situation like in the following:

\[
q \overset{s}{\rightarrow} a \overset{u}{\rightsquigarrow} q' \overset{s}{\rightarrow} a' \overset{u}{\rightsquigarrow} \ldots \overset{u}{\rightarrow} q^i \overset{s}{\rightarrow} a^i \overset{u}{\rightsquigarrow} q^{i+1} \overset{s}{\rightarrow} \ldots \rightarrow a^n,
\]

where the conversational system is not able to disambiguate \( q^i \) given a conversational span \( s^{l,i} \), and then it starts \( k \) multiple rounds of disambiguation steps until it gets enough information to compute the answer \( a^i \). Then, the user-driven interaction may continue to explore the addressed information space.

For the sake of presentation, we assume the system does not have a bounded number \( m \) of queries to pose during the disambiguation phase. In case it can ask at most \( m \) queries to
Table 2. An Example of Stateful Question-answering Interaction

| q | Who is the founder of Apple? |
|---|-----------------------------|
| a | Apple has three founders: Steve Jobs, Ronald Wayne, and Steve Wozniak. |
| q’ | When was he born? |
| a’ | Steve Jobs |
| q” | Who do you refer to? |
| a” | 24 February 1955 |
| q’’ | When was it founded? |
| a’’ | 1 April 1976, Los Altos, California, United States |
| q’’’ | Which was the first launched product? |
| a’’’ | The company’s first product is the Apple I, a computer designed and hand-built entirely by Wozniak. |

disambiguates, and after the $m$th answer, it is not able to compute an unambiguous answer, the system returns NULL, and the overall conversation ends.

**Definition 2.10 (Conversational Question Answering).** A Conversational Question Answering system aims at exploring an information space alternatively via user-driven or system-driven interactions.

A system-driven Conversational Question Answering system $\text{CoQA}^s$ computes answers to the current query and the next question to ask, given a Conversation Span. More formally, we have:

$$\langle \hat{a}, q^{i+1} \rangle = \arg\max_{q^i \in Q, a^i \in A} p(q^{i+1} | a^i, s^{i,i}), p(a^i | q^i, s^{i,i}).$$

In a user-driven Conversational Question Answering system $\text{CoQA}^u$, we formally distinguish between the exploration and the disambiguation as:

$$\hat{a} = \arg\max_{a^i \in A} p(a^i | q^i, s^{i,i}) \quad \text{and} \quad \hat{q} = \arg\max_{q^i \in Q} p(q^i | s^{i,i}).$$

Please note that in $\text{CoQA}^s$ the aim is to maximize both the probability that a certain answer satisfies the current query and the probability of the next question to pose. Conversely, in $\text{CoQA}^u$, we are only interested in computing the answer, maximizing the probability that it satisfies the current query during exploration. On the other side, in a disambiguation step, we are only interested in computing the next query to pose to the user to provide them an answer. In the following, we summarize the principal characteristics of all types of IQAS based on five dimensions that are usually found in the literature: interactivity, statefulness, robustness, naturalness, and initiative:

**Statefulness** is related to the capability of the system to keep track of the state of the interaction. Conversations are the most common method to obtain information and knowledge between two or more agents [76]. In a real-world dialogue, during the conversation, there are highly informative contextual relationships that bring new knowledge about a given topic to the interacting agents. As shown in the previous example (cf., Table 2) related to a $\text{CoQA}^u$, each conversation defines its dialogue context. A CoQAS stores the set of data derivable from the conversation until the end of the interaction with the user.

The first question and the related answer provide a context about Apple and its founders, enabling users to ask for data related to both the industry and the people. In the example, the system links the “it” pronoun of the second question with Apple, understanding that the user wants to know when Apple was founded. Moreover, thanks to the dialogue context, the CoQAS can get the implied subject of the third question, which is still Apple. In the previous example, we consider a Conversation Span $s^{0,i} = h^i - h^0$, since the information
needed to answer the first question refers to the original question \( q \). In a stateless IQAS, every information exchanged instead is not stored by the system, so the users need to ask detailed questions each time they seek new information, resulting in less natural interactions with respect to the ones offered by stateful IQAS.

**Interactivity** According to Definitions 2.5, 2.6, and 2.10, IQASs and CoQASs are the only ones capable of interacting with the user. Here, the *interactivity* is intended as the capability of the systems to grant users the possibility to perform varied interactions as a response to an action by the system. We call the set of user reactions made available by the system as *interactive session*. In the example reported in Figure 1, we can observe that after the user question, the system gives the answer but also provides an *interactive session* as a set of next possible questions the user can interact with. In the case the user clicks on one of the follow-up questions listed by the system, it will react by providing the related answer and starting a new *interactive session*. The interactivity is more straightly perceived in a CoQAS. In that case, a system message (reaction) corresponds to each user action.

**Robustness** QASs may allow a more or less complex interaction with the user depending on a third dimension that emerges from the literature, which is *robustness*. When the user question is not properly formulated or leads to ambiguous answers, a classical QAS reveals a point of failure, returning a wrong answer or NULL. This also applies to IQA\( d \) systems, designed for exploration purposes (cf. Definition 2.6). Conversely, IQA\( d \) and CoQA\( d/u \) systems allow the user to fix errors and ambiguities producing follow-up queries. IQA\( d \) systems need different *interactive sessions* to solve the user errors or ambiguities due to their stateless configuration. Instead, a stateful setting, i.e., CoQA\( d/u \) systems, stores all the *interactive sessions* in a context having relevant information to solve these issues from the first moment they appear. It follows that CoQASs have a higher *robustness* than IQA\( d \) systems.

**Naturalness** is strictly dependant to the *interactivity* of a QAS. In our analysis, a QAS is *Natural* when it grants users spontaneous and immediate interactions using natural language whenever possible. It is worth noticing that naturalness is not a synonym of *user friendliness*, because we can have an interface that is very friendly and effective (as shown in Figure 1) that is not *natural* in our sense. In fact, the *Naturalness* can be achieved when users cannot sense the changing of interactive sessions during the usage of a QAS. That is the case of CoQASs, where users feel a single flow of interaction instead of a sequence of separated interactive sessions. Conversely, IQASs may break this continuity, e.g., in a stateless configuration, by posing exploratory/disambiguating questions regarding information that is already encountered by the user in the previous interactive sessions.

**Initiative** Basically, the *initiative* is intended as the possibility for an actor (either the user or the system) to choose which information composes the *interactive session*. In detail, whether only the QAS forms the *interactive session* with a limited number of admissible data the user may interact with (i.e., a set of pre-computed follow-up questions or feedback to a disambiguating question), then its *initiative* is *system-based*. Instead, the QAS initiative is *user-based* when she is free to form their own *interactive session*, e.g., asking any follow-up questions to the system answer. Otherwise, we have a *mixed initiative* QAS when both the previous mechanisms are enabled.

### 2.3 Task and Challenge-based Classification of Question Answering Systems

QASs can be built in several ways, covering features such as robustness or naturalness and ensuring more or less sophisticated interactivity. Nevertheless, all these systems are implemented to fulfill some specific tasks, which decline the QA problem (cf. Definition 2.1) in multiple variations. It emerges from the literature the following *task-based* taxonomy of QASs:
Open-goal QA. Here, the QASs exploit unstructured text to solve the QA problem. Forum messages or bounded sets of answers related to a specific domain, commonly known as Frequently Asked Questions (FAQ), feed the knowledge source of open-goal QASs. More in-depth, depending on the QA model and its knowledge source, the open-goal QA is further classified into community QA (cQA) [150] and classifier-based QA (CB QA) [83]. Selecting the best answer from a pool of candidate ones, usually built on top of the forum thread, is referred to as a community Question-Answering. In detail, cQA models foresee ranking mechanisms to achieve their goal. Conversely, a classifier-based QAS chooses appropriate answers by categorizing questions into default classes provided by the knowledge source (e.g., FAQ). In fact, each group is mapped to a specific answer that best satisfies the related information need.

Factoid QA. It answers questions that refer to a specific fact, e.g., “Who is Leonardo Di Caprio?” or “What is Interstellar?” or “Where was Christopher Nolan born?” The fact answering a given natural language question has to be retrieved from the QA knowledge source, which takes the shape of a knowledge base. The latter can occur as a set of unstructured documents hosting facts (i.e., Wikipedia, business documents, etc.) or as a collection of structured rules expressed in several forms (e.g., logic programming rules with Prolog and graph triples for knowledge graphs). Hence, we distinguish machine reading comprehension QA (MRC QA) [162] from knowledge-based QA (KB QA) [169] tasks, respectively. Teaching machines to read and understand texts on which to infer answers to user questions defines the machine reading comprehension (MRC) Question-Answering task. MRC QASs reply to questions either by pointing to words span in documents or by generating a new text string, both enclosing facts satisfying the user information need. Differently, KB QAS implements a model to translate the user questions into queries allowed by the KB for seeking answers. In other words, it provides a universally accessible natural language interface to factual knowledge [129].

Visual QA. The goal of this task is to generate answers that encapsulate a truthful description of a picture on which questions are asked. The aim of Visual QA (VQA) is to find out a correct answer for a given question that is consistent with the visual content of a given image [31].

All the collected publications are distributed among the previously described task-oriented classes as in Table 3. It is noteworthy that, although a great number of works aim to realize an IQAS able to read and understand a huge number of textual documents for providing answers to users’ questions, all analyzed research efforts are still evenly distributed among the highlighted categories, showing a high interest from the QA community to all these tasks.

In addition, QA approaches vary depending on the challenges they target. We found different features in QA methods aiming for different goals, e.g., optimizing system performances (i.e., answers accuracy, response time, etc.) or the overall user experience. Therefore, QASs can be further classified based on the objectives they cover.

System Performances (SP). Starting from other state-of-the-art systems, new approaches are continually proposed to design QASs with improved effectiveness. To this purpose, extensive offline experiments are usually carried out on several public datasets.

User Experience, Trust, and Transparency (UTTP). QASs aiming to solve this goal are designed to engage users in a more compliant way. Three main aspects are usually evaluated regarding users’ relationship with the system, that is, user experience, trustworthiness, and transparency. Whether the first one deals with satisfaction and usability, the trustworthiness is more oriented to measure user expectations about results returned by the system, that is
Table 3. Work Distribution over the Dimensions Identified

| Challenges   | Open-goal QA | CB QA | Factoid QA | MRC QA | KB QA | Visual QA |
|--------------|--------------|-------|------------|--------|-------|-----------|
| SP           | Wu et al. [150] | Wallinger et al. [142] | Han et al. [43], Yang et al. [157] | Zheng et al. [169], Zhang et al. [167] | Shi et al. [126] |
|              | Hu et al. [45] | Nie et al. [98] | Yuan et al. [162], Chada [14] | Zhang et al. [164] | Do et al. [31] |
|              | Wu et al. [149] | Su et al. [131] | Das et al. [28], Mass et al. [89] | Li et al. [72], McCarley [90] | Guo et al. [37] |
|              | Xiong et al. [153] | | Bhattacharjee et al. [11] | Petukhova et al. [106] | Shao et al. [123] |
| UTP          | Ruckle et al. [117] | Liu et al. [83] | Xie [152], Li et al. [76] | Perera et al. [105] | Pradhan et al. [107] |
|              | Zhong et al. [168] | Latramik et al. [86] | Bhattacharjee et al. [11] | Moon et al. [94] | Gordon et al. [38] |
|              | Zhou et al. [172] | Sugiyama et al. [133] | Mundy et al. [87] | Domijanovic et al. [26] | Yang et al. [159] |
|              | Xiong et al. [153] | | Valulenkov et al. [139] | | |
|              | Wang et al. [147] | | Reddy et al. [114], Bunwrap [7] | | |
| UIA          | Sen et al. [122] | Siblini et al. [128] | Huang et al. [18] | Sorsjin et al. [129] | Alipour et al. [2] |
|              | Kulkarni et al. [64] | | Babot et al. [6], Mundy et al. [86] | Wu et al. [151] | Jin et al. [53] |
| SDDT         | Zhang et al. [156] | Mastra et al. [85] | Mandel et al. [87] | Habibi et al. [42] | Shin et al. [127] |
|              | Kulkarni et al. [64] | Lockert et al. [83] | Xiong et al. [153] | Xu et al. [155] | Li et al. [75] |
|              | Lee et al. [69], He et al. [45] | | | Reddy et al. [114], Bunwrap [7] | Li et al. [73] |
|              | | | | | |
|              | Alli et al. [3] | Sakata et al. [119] | | | |

how users trust system functionalities [87]. The transparency, instead, evaluates the interpretability and comprehensibility of system processes [99].

Usability and Interaction Analysis (UIA). This challenge does not need any kind of new QAS implementation. In fact, its scope is to analyze the usage of already existing QASs or users’ behaviors towards interacting with them. Thus, statistical analysis is always provided and discussed for this goal [10].

Specific Domain-Dependent Task (SDDT). Most of papers challenging this task design a complete QA environment aiming to solve a specific issue. The proposed system usually drives users to execute domain-dependent processes or tasks in an easier way. As a consequence, these solutions strictly fit the problem for which they are designed and tested. Thus, they are not thought to be generalized. This kind of publication often lacks comparisons with other state-of-the-art models [80].

Table 3 also depicts the distribution of publications among the aforementioned challenges, where an unbalanced QA community interest emerges. Research efforts are almost totally focused on improving QAS performances, while very few works emphasize statistical analysis of usability and interaction. Implementation modalities and algorithms still have shortcomings in reaching strong performances about not specialized QASs, that is, the IQA field is far to be solved. To underline this evidence, we see a lower interest in User Experience, Trust, and Transparency challenges.

2.4 Interaction Modalities

IQA0s allow different interaction modalities to engage users in the process of seeking answers. Here, the interaction modality is intended as the physical channel available for users to exchange information with the system, e.g., clicking on dedicated sections of a web page, typing text messages, or talking with an agent. Thus, QAs can be differentiated based on the interaction modalities they allow.
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**Clicks & Touches.** Here, users interact with the system by means of specific visual regions, which are designed to host only supported information. This is the case of the IQAS depicted in Figure 1, where the user can only react to an interactive session by clicking on exploratory entities and questions.

**Text.** The majority of QASs provide an interaction modality that foresees natural language texts as input. Users express their questions through texts and receive answers in the same format. For example, Zhang et al. [166] propose a QAS that exploits a multi-scale deep neural network to extract deep semantic information from medical text to provide textual answers at different levels of granularity. That is, this framework allows only textual questions from the interaction with the user.

**Speech.** This interaction modality permits users to pose their questions through speech. QASs that take advantage of users’ voices are often implemented within VDAs such as Siri, Google Assistant, Amazon Alexa, and so on. Other relevant works are proposed by Lockett et al. [83] and Mézsàros et al. [92]. They both implement IQASs, which allow users to talk with them. The first solution addresses the operator routing task within a customer care service, where the answer is the most suitable operator to a raised issue. The latter builds a smart cart that leads users, during their shopping, to the place where an asked product is located.

**Visual.** QASs allowing users to exploit images for the QA task belong to visual QASs. This interaction modality allows visual input such as images, photos, or even videos. Alipour et al. [2] implement an IQAS that supports images paired with natural language questions generally asking for what is represented in the picture (e.g., a photo of a football player and a question like "What sport is this?"). Then, it computes the answer and its motivations by selecting informative region of interest maps on the input images and exploiting deep learning models. More straightforwardly, Shin et al. [127] allow the user to send pictures to their system, automatically answering the question: "What is in this picture?" In addition, their system asks the user several disambiguating questions to generate an answer (i.e., description) that best fits her subjective view.

Depending on the allowed interaction modalities, an IQAS can be further distinguished into uni-modal (i.e., only a single interaction modality is allowed) or multi-modal (i.e., more interaction modalities are supported) QAS. Reference [134] provides a good frame of reference to the subject of multi-modality in this context.

### 3 INTERACTIVE QA SYSTEMS: ARCHITECTURE AND TECHNIQUES

In this section, we propose a general architecture of IQAS representing the prominent methodologies that exist in the literature. We also describe the implementations of each architectural element according to the state-of-the-art solutions.

#### 3.1 Architecture

Figure 2 outlines a high-level architecture with the components that an IQAS should implement. Four major components are proposed: the interaction engine, the state tracker, the QA module, and the knowledge source.

The Interaction Engine (IE) is the module that manages the interaction with the user, receiving her requests and providing the response to her. This module enables the interaction between the user and the system by leveraging different interfaces according to the system’s capabilities. For instance, in case the user-system interaction is based on click (e.g., automaTA by Lee et al. [69]), the IE enables the system to capture the user request and prepare it in a suitable form for the state tracker (cf. Section 3.3). In a similar way, when the interaction is based on natural language
messages, then the IE supports the reception of textual messages [149], as well as images [116], or even videos [53] for visual user-systems interactions. In a nutshell, the IE manages different interaction modalities (cf. Section 2.4) according to the system implementation.

The complexity of the IE depends on several factors: (i) the interactivity level, (ii) the operation modality. The interactivity level refers to the distinction between standard and interactive QASs. The IE enables users to engage with the system in both single-step (e.g., QAS that returns the most relevant answer as a direct result to the user question [119]) or multi-turn interaction (e.g., systems allow further steps to refine or expand the given system response [127, 131]). The higher the interactivity level is, the more complex the IE-module implementation will be. The operation modality is defined as the capability of the IE to deal with one or more interaction modes, making an IQAS uni-modal [108] and/or multi-modal [37]. Finally, the initiative defines whether the user [66], the system [155], or both [146] can trigger a disambiguation/exploration step, i.e., with disambiguation/follow-up questions.

The State Tracker (ST) manages all the information the interaction engine and QA module need to handle the QA request. In greater detail, it aims to fill up the QA state (cf. Definition 2.8) and to collect all the information exchanged between user and system up to that time. In addition, referring to the Definitions 2.5, 2.6, and 2.10, an IQA task can also be seen as a chain of interactive sessions (cf. Definition 2.7) grouped by the user’s information need. Accordingly, the ST keeps track of the exact point of the chain in which the system is at any given time: This is the QA state that represents a sort of snapshot of the system at time $t$.

The ST operation mainly depends on two elements: (i) the context and (ii) the tracking methods. For CoQASs the same action could have different reactions and meanings given the dialogue context, while for stateless IQASs, the ST has no information about past interactions, dealing with session context as exploitable information (e.g., images or textual snippets) that completes the user input to the system.

With regard to tracking methods, in the literature they are classified as implicit or explicit. An explicit tracking method keeps information about the previous QA states in a structured form. For example, natural language tokens or knowledge graph entities can be collected [151]. Conversely, implicit tracking methods store previous QA states in a latent shape such as embeddings or trained parameters of a model. That is the case of systems that rely on deep learning models, which learn patterns on real dialogue sets and perform conversations without needing explicit state tracking techniques [109]. In that case, the state is embedded in the learned model.

The Question Answering Module (QAM) aims to provide the most suitable answer to the user question. This component is not specific to IQASs, but is implemented in all QASs. It retrieves or generates the answer to the user by exploiting the context, if any, managed by the ST. The answer depends on the data representation adopted by the QAS (e.g., text, images) as well as the interaction mode.
To deal with them, the QA models can implement data-driven and instruction-based approaches. The former belongs to the ML field and encodes all the collected documents through numerical representations such as TF-IDF, one-hot encoding, Word2Vec, and so on [75]. The latter operates with both categorical information, such as pure text or KG entities [96] and numerical representations outlined before [79].

Finally, the Knowledge Source (KS) stores all the knowledge exploited by QAS to answer users’ questions. The KS data can be structured (e.g., Knowledge Graphs, Relational Database) or raw (i.e., images, videos, texts, etc.). The data type can depend on the task the QAS aims to solve. For instance, a factoid QASs can rely on both structured information as a KG, a set of triples in the form of subject-predicate-object [125], and raw format data as a collection of textual documents [156].

In the following, we aim to give an in-depth snapshot of the state-of-the-art about IQASs with respect to the components outlined in Figure 2. On this line, Table 4 groups some relevant examples provided by the literature according to the IQAS modules, their aspects, and technical specifications for their implementation.

### 3.2 Interaction Engine

The interaction engine is the module that manages the user-system interactions flow. Its main objective is to allow users to communicate with the system in a natural manner. As a result, the IE makes use of interfaces that are tailored to the system’s characteristics, while also properly formatting the information intended for the user. For example, CoQASs require an IE that supports dialogues via chat-box interfaces. Rather than that, IQASs that solve the VQA task require this component to provide the capability for attaching photos as an additional feature. The IE can incorporate numerous system design choices, such as allowing users to ask their own follow-up questions (i.e., exploratory questions) or choosing a query from a predefined set. In a nutshell, the IE is characterized by three primary characteristics that include: interactivity, operation modality, and the authorized initiative.

The interactivity of a QAS determines how users engage in the process of seeking answers. In fact, this aspect denotes the distinction between conventional QASs and IQASs. Traditionally,

| Module               | Aspect                        | Approach and Example work                                      |
|----------------------|-------------------------------|-----------------------------------------------------------------|
| **Interaction Engine** | Interactivity                 | single-step [10, 38], multi-round [58, 169].                    |
|                      | Operation Modality            | • Single text [76], audio [83].                                 |
|                      |                               | • Multiple images & text [2, 126]. audio & text [67].           |
|                      |                               | video & text [159].                                            |
|                      | Initiative                    | system-driven [47, 167], user-driven [31, 110], mixed [26].    |
| **State Tracker**    | Tracking Methods              | implicit [130], explicit [21, 80].                             |
|                      | Context                       | session [94], dialogue [109].                                  |
| **Question Answering** | Image Representation          | ResNet [48], Faster-RCNN [123].                                |
|                      | Text Representation           | VGG Net [107], CNN [38].                                       |
|                      |                               | inverted index [25], pure text [36], term frequency [73], Word2Vec [48]. |
|                      | Model                         | • Instruction-based keyword matching [25, 148], rules execution [21, 169]. |
|                      |                               | • Data driven supervised [72, 156], reinforced [28, 162], generative [124, 136]. |
| **Knowledge Source** | Structured                    | knowledge graph [129], relational database [96].               |
|                      | Unstructured                  | texts [141], images [75], video [53].                          |
QASs deliver immediate responses to user queries, excluding her from further discussions. In comparison, IQASs accumulate several interaction sessions that allow both users and the system to refine/enrich the initial result. In a nutshell, interactivity defines the QAS required to support interactive user sessions.

In the literature, systems that do not anticipate the use of any interactive sessions to support achieved replies are referred to as single-step interactive systems. Such systems receive inquiries from the user and eventually supporting data (i.e., images, document extracts, audio track, etc.) to produce a unique and appropriate response. Thus, the system-user interaction concludes when the user receives the system response.

For example, Aken et al. [141] analyze how BERT-based QASs answer user questions. Their system addresses the MRC QA task, with a focus on understanding BERT operations in retrieving the correct answer on a given question. Therefore, authors omit the system to enable interactive sessions for the computed answer, granting only single-step interactions with the user.

Conversely, QASs that enable interactive sessions to the answers given to the user are named as multi-round interactive systems. This includes the systems described by Definitions 2.6, 2.5, and 2.10. The interactive sessions allow both the user and system to refine their outcomes through multi-round communications (e.g., disambiguating the ambiguous user questions or further exploring the system responses).

For instance, CROWN, a CoQAS implemented by Kaiser et al. [58], exploits a supervised approach to allow the context propagation through multi-round interactions. As a stateful IQAS, CROWN is able to understand the context left implicit by users during their conversations. The interactive sessions are composed of the user exploratory questions to system answers. Given the question “When did Nolan make his Batman movies?”, the CoQAs retrieves the appropriate document snippet from its knowledge source as the answer. Then, it enables an interactive session in which the user can ask “Who played the role of Alfred?” In this case, the hidden context “Batman movies directed by Nolan” is known, since the system has memory of the previous QA states.

It is worth noticing that the IE interactivity has no direct relations with the statefulness property, which belongs to the State Tracker. Thus, the interactivity does not distinguish stateless IQASs from stateful ones (i.e., CoQASs). As further proof, the example in Figure 1 shows an IQAS that supports multi-round interactions in a stateless configuration.

The QAS’s operation modality specifies which kind of interaction mode the IE has to deal with (cf. Section 2.4). QASs that manage more than one physical channel as a means of interaction (i.e., text and visual or speech and clicks) exploit a multi-modal IE. Instead, systems that allow unique interaction modalities in communicating with users (e.g., only text [139] or speech [67]) have their IE being uni-modal.

Qi et al. [108] implement a QAS based on siamese networks to learn user preferences and answer her subjective questions. They concatenate user question representation, i.e., Bi-LSTM embeddings, with her latent factor profile. Then, a classifier is trained on the resulting representations to select personal answers from a multi-choice QA dataset. To this goal, the QAS IE implements an uni-modal operation modality, which requires only textual questions.

Conversely, multi-modal IE deals with different operation modalities at the same time, i.e., speech and text [83], visual and texts [73], or texts and clicks [69].

Kottur et al. [62] address the VQA task through conversations with the user discussing the content of a given image. Specifically, they adopt a framework of Neural Models equipped with attention layers to leverage the visual and textual information forwarded within a dialogue, where co-reference resolution may happen and be managed in multiple phases. Differently, Gordon et al. [38] implement an autonomous agent that dynamically interacts with a visual environment to
reach the answer. They design an IQAS that requires input from both a textual question and a visual context. Thus, the agent may seek other visual views for disambiguating the user question or compute the answer by means of several modules, i.e., a Scanner to capture images, a Navigator to change the system view, and a Manipulator.

However, the actor mainly involved in configuring interactive sessions is designated by the IE initiative, which is three-folded. We refer to user-driven initiative when users can freely choose their questions as a follow-up to the system response (i.e., exploratory question). In contrast, the system-driven initiative specifies the interactive session being a finite set of data on which users may interact (e.g., picking a follow-up question from a collection computed by the system or answering disambiguating questions). The mixed initiative allows both the previous two cases.

Referring to Section 2, systems enabling the disambiguation have at most a system-driven initiative, while exploratory interactions can also include a user-driven initiative. For example, the work of Su et al. [131] implements an IQAS that allows users to ask about the composition of API calls. In addition, it supports the user to refine the system answer by adding/removing parameters to the returned API call and exploring new related ones. The system provides these parameters as the interactive session related to the reached answer. Thus, the proposed system initiative is system-driven.

Zhangetal. [167] designed instead an equipping tool for existing KB QASs called IMPROVE-QA with a mixed initiative IE. It provides the capability of continuously adding new concepts/entities to the equipped QA knowledge source, improving its accuracy. To achieve this goal, the authors implement a disambiguation step where users are asked to manually label wrong and correct answers from a collection returned by the system. Moreover, they are also allowed to add further correct missing entities in the interactive session according to the why-not problem [15]. The latter corresponds to an exploratory question that may be answered both by inferences on the knowledge source or by the newly added information.

Finally, Google Assistant and the system implemented by Qu et al. [110] are CoQASs that allow multiple user-defined interactions, which make user-driven their initiative. In both cases, the user is free to ask any exploratory question, moving the system to seek manifold information on a topic.

3.3 State Tracker

The state tracker is the module that deals with QA states as described in Definition 2.8. As a middle component, it supports communications between the IE and QA modules to solve the QA task. This means that the ST takes data from both of them to update the QA state at each interaction step. It enables the QA module to exploit information (i.e., context data) in addition to the knowledge source for computing answers to user questions. At the same time, it supports the IE to configure the authorized interactions based on data currently stored in the QA state.

In the literature, the ST strictly depends on the statefulness property of a QAS. It assumes different behaviors based on both QA state tracking methods and the type of context (cf. Definition 2.8). In particular, the context may differ in two types, i.e., session context and dialogue context.

The session context is a set of supporting data contained in the QA state that can be obtained with just a single interaction with the user. Thus, it is peculiar of stateless IQASs. The data hosted in this type of context depends on the QAS operation modality and the way with which that information is represented. For instance, Shi et al. [126] design a Quaternion Block Network to solve the VQA task, which admits images in a numeric representation in its session context. Similarly, Das et al. [28] expect a set of textual paragraphs in a numerical form to support the user questions.

In contrast, Pradhan et al. [107] implement a QAS enhanced by Social Networks to help visually impaired people in using these platforms. The solution they propose takes advantage of a session context shaped on multiple information sources. In fact, the ST gets contextual data such as images
and audio for each user question from the IE. Given the question “How many dogs are in the photo?”
the context will have a picture as supporting visual information to find the answer besides an audio
source of the question, if any, to double check any typos.

The dialogue context is instead typical of CoQASs whose data is continuously gained after each
interaction with the user. All the QA states feed the context of the next one, forming a conversation
with the user. For example, IHAF is a CoQAS implemented by Perera et al. [105] that hosts textual
data in the form of a conceptual graph within the context of each QA state. During the conversation,
it receives from users further information that expands the contextual graph at each interaction step.
This allows the system to return more accurate answers the longer the conversation is.

A similar intuition is adopted by Fukumoto et al. [36] in implementing an expansion mechanism of
the dialogue context to address the problem of ambiguous questions. Once the system receives
the user query, it will ask for confirmation that it is understood before returning an answer. The
system solves an MRC QA task, allowing users to ask factual questions like “Who is a gold medalist
at Olympic game?” In that case, the user may intend the Olympic games held in London, Tokyo, or
any other city. In addition, it is not known which sport the gold medalist refers to, e.g., Swimming,
Judo, or Tennis. In fact, when the CoQAS gets entities that need a disambiguation, it will query
the user with questions such as “Do you mean London Olympic game?” or “Do you refer to the gold
medalist of swimming?” Then, all the clue words selected by the user will feed the dialogue context
of the ST until no more disambiguation is needed. At this point, the system will be able to compute
the most relevant answer to the user question.

To keep in memory all the QA states, the ST relies on tracking methods. In literature, we
distinguish implicit from explicit tracking methods regardless the type of context hosted by QA
states (i.e., session or dialogue context).

On the one hand, the implicit tracking methods deal with the storage of QA states in numeric
forms (e.g., latent representation). For instance, Su et al. [130] model a CoQAS as an adaptive
framework based on the sequence-to-sequence model. It manages numerical representations of all
the memorized QA states in a conversation history, which can be combined with current questions
(also numerically represented) to retrieve refined answers.

Conversely, Chiang et al. [18] implement three CoQASs with different implicit tracking methods
to test their ability to comprehend textual contents regardless of their performances on the MRC
QA task. They show how ML systems such as FlowQA [49], BERT [29], and the proposed SDNet
rely more on previous QA state answers instead of any contents host in the KS. In a nutshell,
answers are computed by exclusion from the previous ones instead of being logically inferred
from both the implicit tracked dialogue context and the KS.

On the other hand, the explicit tracking methods grant direct access to explicit data stored by the
system. This information type is understandable by humans, enabling the QAS to be explainable
and interpretable. Here, QA states are not recorded in a latent form, thus preserving the structure
outlined in Definition 2.8. The system designed by Wong et al. [148] represents a first attempt to
realize a CoQAS with an explicit tracking method for storing QA states. This solution expands the
dialogue context with all the keywords that arose during the conversation with the user. Therefore,
the QA Model infers appropriate answers relying on both its KS and dialogue context, which hosts
some weighted elements computed according to a decay function over conversation steps.

Instead, Zheng et al. [169] exploit conversations to improve the performances on the factoid QA
task. The main objective is to answer user questions through a knowledge graph, enabling cost-
optimized user interactions to solve ambiguities. Thus, the ST is driven by an interaction graph
that schedules the best disambiguation questions to ask requiring the lowest interaction effort. The
dialogue context is built with fragments of Basic Graph Patterns, a set of triples usually exploited in
query languages like SPARQL, that holds the facts collected during the conversation with the user. Once the final node is reached on the interaction graph, the QA module returns the final answer.

### 3.4 QA Module

The core component of a QAS is the QA Module, whose goal is to find appropriate answers to user questions given a knowledge source and possible contexts. Thus, a QA module has to be designed to understand user queries and infer the requested information from an often large collection of data.

The QAM differs on the type of data the QAS has to deal with and the modeling strategies that fit the QA task resolution. Therefore, it is described by two characteristics, i.e., the data representation and the modeling approach.

The **data representation** depends on both the supported interaction modality and its modeling approach, which in turn counts on the information types held by the Knowledge Source (cf. Section 3.5). In fact, we distinguish categorical data (e.g., a sequence of textual strings) from numerical one (e.g., vectors as well as matrices). It is worth noting that the QAM data representation is intended as the data model that best fits the requirements of a QAS, which may differ from the ones of the knowledge source.

In a nutshell, the QAM supports a numerical data representation when its model requires data being expressed with numeric elements to compute an answer (e.g., dealing with images/audio or deep learning architectures). For example, the work of Hu et al. [48] enriches the semantic information of possible answers by adding images in their knowledge source. Thus, the QAM requires a numerical data representation to evaluate semantic similarities between queries and possible answers.

Park et al. [102] have introduced a novel method to represent textual data through meta-path tokens, an embedding approach that encodes KG information based on diverse relations along meta-paths. In this way, the authors train a QA Transformer for the KB-QA task, where the designed representation includes relationship information between node pairs of a KG in a Language-Graph shared vector space, thus allowing a simple yet effective retrieval of the right responses.

Mandya et al. [86] focus instead on the Co-reference resolution task in a conversational setting through ML models. In particular, they highlight a set of co-reference question-answer chains in the dialogue context searching for terms that may refer to the same entities of the user question. Their implemented model automatically achieves the goal by means of attention mechanisms, which requires data to be represented in a numerical form. In detail, authors embed the user question in a numeric vector by concatenating its character and word embeddings, which are obtained through a trainable numeric vector and the GloVe [104] pre-trained model, respectively.

However, Fukumoto et al. [36] leverage the conversational issues by means of matching keywords methods and Named Entity Recognizer. Thus, their QAM relies on data expressed with their categorical values.

Schwarzer et al. [121] implement a stateless system-driven IQAd in the e-government domain for the public administration of Berlin. They indexed all the knowledge source data (i.e., services) in an Elasticsearch inverted index, enriching it with meta information such as services popularity rankings and additional keywords (i.e., synonyms and stems from services description words). The implemented QAM enables users to find their answers operating on the inverted indexes with three different methods (i.e., keyword scoring, Elasticsearch full-text search, and custom scoring), which all require a categorical representation of data.

The **Modeling Approach** identifies the strategies adopted by the QAS to make practical and effective reaching an answer given a question. In other words, it refers to the framework that existing algorithms or new ones exploit to solve a QA task. The choice of a model relies on three factors, which are the QA task to be solved (cf. Section 2.3), the supported functionalities (e.g., targeted
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challenges or the allowed interactivity), and the available data (i.e., the knowledge source). Nevertheless, each implementation can be classified as an instructions-based or data-driven model. The former takes advantage of well-designed instruction sets to its goal, while the latter tries to take out and learn patterns from a huge set of data (i.e., query-response pairs) to reply to the user questions.

Hence, the instructions-based methods rely on a set of rules designed a priori to accomplish its task. The resulting QAM is totally unaware of data held by the knowledge source. Thus, its implementation covers a finite number of scenarios that may emerge during the process of answering questions. The state-of-the-art QASs can be further divided into three categories: (i) keyword matching models, (ii) pipeline execution algorithms, and (iii) translation models.

The keyword matching strategy aims to find the answer to a question based on the number of matches between their key terms. For instance, the previous work of Schwarzer et al. [121] implements several scoring functions that retrieve the answer among the most relevant documents based on how many question keywords are found in them. Each scoring function is designed to consider a specific keyword feature by means of different weight functions.

Conversely, Wong et al. [148] realize a first attempt at CoQAS by concatenating keywords extracted from user questions with the ones stored in the ST dialogue context with a gradually decaying weighting function. Thus, keywords that are far in the dialogue context have less relevance than the most recent or repeated ones. The system searches for answers, giving high priority to documents with relevant matching keywords at specific moments.

The pipeline execution models foresee a sequence of functions performed in cascade to solve the QA task. Christmann et al. [21] take advantage of this modelling strategy to implement Convex, a factoid CoQAS based on the Wikidata. The authors design a set of processing steps to be executed in the pipeline for solving the KB QA task. Starting from the user question, a (i) named entity recognition and disambiguation (NERD) system identifies Wikidata entities contained in the text. Then, a (ii) context sub-graph is built with Wikidata entities in the neighborhood of the one recovered by (i). Each element of this sub-graph and its frontier nodes represent a potential answer to the user question. Thus, (iii) key entities are retrieved based on three relevance evaluations (i.e., relevance to the question words, to the sub-graph context, and to the knowledge source priors). These three signals are then aggregated through (iv) the Fagin’s Threshold Algorithm [33] and the answer is obtained from (v) a scored list of entities, which assumes the solution be in the near proximity of the key entities and the ones stored in the dialogue context.

Furthermore, translation approaches perform a translation of questions from a natural language to a formal one, which depends on the QAS knowledge source. It allows users to have direct access to complex structured data collections (e.g., knowledge graphs or relational databases) without being experts in the related query languages (i.e., SPARQL and SQL). Naeem et al. [96] implement a QAS that translates the natural language user questions into OLAP queries, while FREyA, by Damljanovic et al. [26], is one of the first examples of KB QASs that translates the user questions into SPARQL queries. It identifies a set of ontology concepts from the natural language question through the combination of syntactic parsing and ontology reasoning techniques or by means of string similarities evaluation, synonyms detection, and user engaging. The SPARQL query is built based on the retrieved ontology concepts.

Differently, data-driven strategies refer to models trained on often huge data collections to learn patterns for answering user questions. These models build their own knowledge by looking at the examples provided during a training phase. Then, they take advantage of their training to solve a specific task (i.e., answering questions). The QAM data-driven strategies found in the literature are classified in supervised and reinforced.
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The **supervised data-driven** model relies on a labelled dataset to learn which answers are associated with a given question example. They can be further divided into **detecting** and **generative** implementation, which depends on the method with which the answer is computed. With the **detecting** approach the QAM learns how to detect the desired response from an information set. Thus, the answer can be either found as a limited sequence of words within a document or picked from a set of answers held by the knowledge source. For example, the work of Alloatti et al. [3] proposes a CB QAS on the e-invoicing domain and its regulation. The authors opt for a BERT-based model with an added layer to classify user questions into specific groups, which are, in turn, labelled with the related answer. The training procedure matches with the fine-tuning of BERT in learning a one-hot encoded vector whose indexes refer to the different group of answers.

Li et al. [76], instead, design a conversational MRC QAS with a **directional attention weaving (DAW)** mechanism to extract answers from documents held in the knowledge source. They implement a model that estimates the start and the end of the answer within a document for each question. To achieve this goal in a conversational setting, they train the model on the CoQA dataset [114] with a combination of different attention types to leverage both data coming from the knowledge source and the dialogue context. In contrast, **generative** approaches learn how to build the answer by composing appropriate words to the given question. In other words, the output is generated from scratch instead of being selected among the existing ones.

Li et al. [72] train a CoQAS to answer the user question about information that was previously given to the system. It expects as input a list of sentences defining a queryable “story.” Then, the user asks for data about that story in a conversational setting. In fact, the system also learns to pose disambiguation questions to the user when its current knowledge lacks crucial information for computing a reply. The **generative data-driven** model proposed by authors is based on encoding sentences and questions via **Gated Recurrent Unit (GRU)**. The two results are combined and decoded by another GRU to compose the answer or a disambiguation question. This framework is trained on a large corpus of conversations to learn when a disambiguation question is needed and how a sentence (i.e., question and answer) is built by means of words. Differently, Tan et al. [136] designed an experimental setting to test the abilities of the GPT LLM family in solving the KB-QA task without employing conversations for complex questions. Here, all the LLM types receive the question expressed in natural language, and the model autoregressively generates a textual snippet on which, subsequently, the authors check for the presence/absence of the answer.

Finally, the **reinforced data-driven** models adopt the paradigm of **reinforced learning** to comprehend the QA task. Hence, the QAM performs some **actions** based on **observations** and **states**, which may result in **transitions** to other **states** eventually **rewarded**. In a nutshell, the training procedure states the system in attempting to solve the QA problem through an intrinsic logic. When the QAS answers correctly, it receives a reward that usually minimizes its training cost function. Otherwise, no incentives or penalties are given to the system. A clear example is provided by Gordon et al. [38], where the proposed visual QAS is modelled as an agent able to explore the environment of a given picture through several actions (i.e., navigating, manipulating, scanning and detecting, as well as answering). Here, the authors enable the hierarchical reinforced learning paradigm to train a high-level controller in selecting and invoking the right sub-task (i.e., the previous actions) to reach the correct answer in an efficient way. The reward is received when the system planning produces a positive outcome (i.e., the right answer).

### 3.5 Knowledge Source

The information needed by the system to compute answers to user questions is hosted by the **knowledge source (KS)**. Data about facts, domain-specific instructions, and community opinions are stored here in different forms and modalities. This component represents the basis on which
the QAS knowledge is built, defining what it is aware of and what it does not know. The held information is made available both at running time and at an eventual training time for the QAS. This distinction determines the type of the adopted QAM modelling approach (cf. Section 3.4), which also depends on the kind of data contained in the KS.

Although the KS module usually mirrors the main features of datasets exploited by the system to accomplish its task (cf. Section 4), in this section, we provide a view oriented to the QA processes instead of its data. In fact, we focus on the organization of information collections at a high level of abstraction to label the state-of-the-art QASs approaching methods with data. Hence, data modalities and formats are not concerned to be discussed here. The QAS knowledge source can be classified into structured, unstructured, and mixed.

The structured KS manages the information composing the system knowledge by means of well-designed structures. In other words, it accepts only data that presents a standard structured organization universally recognized (e.g., knowledge graphs, relational databases). This is the case of Zheng et al. [169] and Zhang et al. [167], where the implemented systems are designed to rely on knowledge graphs (i.e., Dbpedia [91] and Freebase [12]) to retrieve the answer. Instead, the collection of question-answer string pairs (e.g., QALD-6 and WebQuestion datasets) is used only to evaluate the system’s performance. Li et al. [71] instead foresee a relational database as their CoQAS structured KS.

In contrast, unstructured KSs allow data sources to lack an intrinsic structure. They cover the majority of QASs populating today’s literature, which rely on paragraph lists or image collections to reply to user queries. Wu et al. [149] implement a cQA that depends on question-answer pairs (i.e., string sentences) that can be retrieved from any forum website. Instead, Gao et al. [37] use a list of question-images pairs labelled with answers as a KS for their VQAS. Recently, generative LLMs have introduced real-time information generation through engineered prompts into knowledge synthesis. Shao et al. [124] developed the Prophet framework, a VQA model that selects candidate answers for image-related queries. These answers and the image caption form the KS for the next stage, where an LLM (e.g., GPT-3) determines the most relevant response.

Finally, the mixed KS enables the system to rely on both structured and unstructured sources of data. An example is given by Zhang et al. [168], where the implemented QASs rely both on multi-modal knowledge graphs (with images) and collections of qualified doctor advice to consultants in the form of question-answer strings to build its knowledge. Shen et al. [125] also exploit a combination of structured and unstructured information to train their CoQAS. In this case, authors take advantage of the Wikidata KG for the semantic knowledge and the Complex Sequential Question Answering (CSQA) [118] dataset to deal with dialogue.

4 EVALUATION AND DATASET

Even while all IQASs in the literature can be characterized using the unified architecture seen in Figure 2, the datasets used to train and evaluate their models do not share a common set of properties. Depending on the QAS purpose, the modality type, and the interactivity setting (i.e., QA, IQAe, IQAd, or CoQA), the nature and characteristics of a dataset might be vastly different. Consequently, evaluation methods also end up being rather distinct.

In this section, we provide guidelines about evaluation protocols and measures usually exploited in literature to test QASs. We also explain which datasets constitute the state-of-the-art regarding QA tasks (cf. Section 2.3). QAS modeling approaches (cf. Section 3.4), and evaluation goals deriving from the QA challenges.

4.1 Evaluation Protocols

The evaluation phase of IQASs is crucial for determining their effectiveness in relation to specific tasks and challenges. This phase allows for the comparison of different solutions to identify the
most effective ones and highlights potential development issues. Evaluation protocols, consisting of standardized actions, are essential for assessing system performance across various case studies, each focusing on particular qualities like linguistic robustness.

There are two main types of evaluation protocols: offline and online. Offline evaluations use pre-compiled datasets and cross-validation to analyze the system’s prediction capabilities without real-user interaction. In contrast, online evaluations involve real users to assess the system’s functionality and the relevance of its results through user studies or operational measures. For instance, Shin et al. [127] employ the BLEU algorithm to evaluate the naturalness of responses in a VQAS without user interaction, whereas Riley et al. [116] measure the accuracy of their VQA solution on domain-specific scenarios.

In online evaluations, user engagement is critical for examining the system’s performance in real-world scenarios. Wong et al. [155] assess their CoQAS through user sessions, using Likert scales to rate system utterances, while Li et al. [71] focus on the usability of their SDDT KB QAS by tracking the average task completion time. Such evaluations are vital for advancing IQAS development by providing insights into both system effectiveness and user satisfaction.

However, both the offline and online configurations can be exploited concurrently to realize a further detailed system evaluation. For instance, Zhang et al. [167] and Shin et al. [127] implement this mixed strategy to evaluate their systems in a wider range of features. The former engage 300 college students to analyze the system performance changes in increasing the number of hints given by human participants, while the latter ask up to 3,000 workers to evaluate response features such as diversity, attractiveness, and expressiveness. In fact, these test goals are hard to be simulated and automatically evaluated.

In what follows, we will classify state-of-the-art evaluation techniques based on specific characteristics shared in relation to the objectives of the tests. In particular, these aspects are recognized as the result produced by the system (for example, a single answer, a list of ranked replies, or a dialogue), which is the primary focus of the evaluation.

**Single Answer.** Systems are assessed based on their ability to respond to user queries, with the returned responses serving as the primary metric to be evaluated. Depending on the problems, tasks, and modeling methodologies covered by the QAS, solutions can be assessed at several levels, which in turn establish assessment objectives such as correctness, reliability, and sensitivity, as well the naturalness and the expressiveness.

**Ranked List** This group refers to the system capacity to retrieve pertinent resources to a given queries. Although the QA task allows a single result to return to the user, some state-of-the-art works also permit other replies returned by the system after the initial response. This list reveals the reasoning capabilities of the QAS, as well as which features/information are deemed important for locating appropriate responses. The examined test objectives are comparable to those of the first group, although being able to be evaluated on a deeper level (e.g., answers’ positions in the returned ranked list).

**Interaction** Rather than the solution itself, the attention is on the interaction enabled by the system to arrive at it. The interaction influences the quality of the system’s responses. Consequently, interactions are assessed based on their cost and their required user efforts, as well as their effectiveness and efficacy. The majority of studies focusing on this element employ online evaluation techniques. Nonetheless, offline metrics are also utilized for stateful IQASs, which may be further evaluated based on coherence, context, and naturalness.

Table 5 summarizes the research findings. Each entry is characterized by (i) the reference to the specific paper, (ii) the year it was published, (iii) the primary problem addressed by the proposed solution, (iv) the type of evaluation setting used to test the system, (v) the element on which test
### Table 5. Common Datasets and Evaluation Metrics Used in the IQAS Literature

| Authors | Year | Main chall. | Evaluation metrics | Dataset | Task |
|---------|------|-------------|--------------------|---------|------|
| Park et al. [102] | 2023 | SP offline | x | CommQA, OBQA, MedQA | FQA |
| Shao et al. [124] | 2023 | SP offline | x | OK-QQA, A-OKQQA, ScienceQA, TQA | VQA |
| Tan et al. [136] | 2023 | SP offline | x | CWQ, QALD-9, WQ-SP, GraphQ | FQA |
| Li et al. [77] | 2023 | SP offline | x | WQSP, GraiQA, GQA, MetaQA | FQA |
| Saxena et al. [120] | 2022 | SP offline | x | GQA, VQA 2.0 | VQA |
| Liu et al. [82] | 2023 | SP offline | x | MetaQA, CWQ, WQSP | FQA |
| Zhong et al. [170] | 2022 | SP offline | x | SQuaRQ, QuaReQ, NewvQA | FQA |
| Tafjord et al. [135] | 2022 | UTTP online | x | OBQA, QuaRTz | MRCQA |
| Kacupaj et al. [56] | 2022 | SP offline | x | ConvQ, ConvRef | FQA |
| Vakulenko et al. [140] | 2021 | SP offline | x | CANARD, TREC | MRCQA |
| Guo et al. [41] | 2021 | SP offline | x | COCO-QA, VQA, VQA 2.0 | VQA |
| Wu et al. [150] | 2020 | SP offline | x | TREC, YH, SE, WQA | cQA |
| Alipour et al. [2] | 2020 | UTTP online | x | VG, VQA | VQA |
| Maitra et al. [85] | 2020 | SDDT offline | x | FB, DL, InsD, IndD | CBQA |
| Wu et al. [151] | 2020 | UTTP offline | x x | SQ | FQA |
| Latcinnik et al. [68] | 2020 | UTTP both | x x | ComSQA, QASC | CBQA |
| Zheng et al. [169] | 2019 | SP both | x x | QALD-5, WQ, GQ | FQA |
| Han et al. [43] | 2019 | SP offline | x x | InsQA, WPQA | MRCQA |
| Do et al. [31] | 2019 | SP offline | x | V7W, VQA 2.0, TDHUC | VQA |
| Das et al. [28] | 2019 | SP offline | x | TQA, SeQA, Q-T, SQuaRQ | MRCQA |
| Lee et al. [69] | 2019 | SDDT online | x | SG | CBQA |
| Jin et al. [53] | 2019 | UTTP offline | x x | TGF-QA, MSVD-QA, MSVRRT-QA | VQA |
| Zhang et al. [168] | 2019 | UTTP offline | x x | S-C, SG | cQA |
| Nie et al. [98] | 2019 | SP both | x x x | NCD, BC, LM-1B, NC, WSC-G, COPA | CBQA |
| Zhang et al. [166] | 2018 | SDDT offline | x | cMedQA 2.0 | cQA |
| Pradhan et al. [107] | 2018 | SP offline | x | COCO-QA | VQA |
| Shin et al. [127] | 2018 | UTTP both | x x x | COCO-QA | VQA |
| Sokokin et al. [129] | 2018 | UTTP online | x | COCO-QA | VQA |
| Hu et al. [48] | 2018 | SP offline | x | SG | cQA |
| Li et al. [75] | 2018 | UTTP offline | x x | VQA-E | VQA |
| Su et al. [131] | 2018 | SP both | x x x | NL2API | CBQA |
| Wu et al. [149] | 2017 | SP offline | x x | SemEval 2015, BZ | cQA |
| Rücklé et al. [117] | 2017 | UTTP offline | x | InsQA, SE | cQA |
| Wu et al. [72] | 2017 | SP offline | x x | bAbs, IQA | MRCQA |
| Xie [152] | 2017 | SP offline | x | DRQA | MRCQA |
| Schwarz et al. [121] | 2016 | SDDT offline | x | LebKa | MRCQA |
| Petukhova et al. [106] | 2015 | SP offline | x x | EAT | FQA |
| Ferera et al. [105] | 2014 | SP offline | x | TREC 8 | FQA |
| Li et al. [71] | 2014 | SDDT online | x x | MASD | FQA |
| Liu et al. [81] | 2013 | UTTP both | x x | BZ | CBQA |

This table represents a snapshot of the current literature. A comprehensive list can be found on our GitHub repository.

4.2 Dataset

There are a large number of data resources in the literature that are focused on the implementation and evaluation of QAS. Specific datasets are more suitable than others for evaluating some peculiar findings depending on the QA modelling technique and the particular QA task covered by the IQAS.
According to the literature, the most frequently used datasets for building, testing, and evaluating an IQAS are shown in Table 6. In the interest of completeness, we present a comprehensive list of datasets found in the literature. Each is complemented with a concise explanation of its content and structure.

- **TREC** is a collection of datasets published at the Text REtrieval Conference. With the TREC dataset, we refer to all data collections belonging to the homonym QA challenges available on this link. These datasets contain questions and response patterns, as well as a pool of documents returned by competing teams [143].

- **Yahoo! (YH)** identifies a set of information obtained from the website Yahoo! Answers hosted by Yahoo! The dataset contains 10 million question pages of Yahoo! Answers and 100,000 user queries about them [171].

- **Stack Exchange (StEx)** is a web platform of exchanging information among users through the question-answer modality. The dataset collects over 7,000 questions posted on the website equipped with related answers ordered by their relevance [4].

- **WikiQA** is realized by Yang et al. [158] to give researchers a valuable source of data for the open-domain QA task. The main feature of this collection is the proposal of the answer-triggering task, which identifies the possible absence of the correct answer among the documents associated with each question. The structure is similar to previous datasets (questions with a set of sentences ordered by their correctness), and it is available at this link.

- **Visual Genome (VG)** hosts data enabling to answer questions about objects depicted in images [63]. The data collection is proposed to solve the VQA task, collecting dense annotations of objects, attributes, and relationships for each image. It is available on the author’s website.

- **Visual Question Answering (VQA)** is a dataset first proposed by Antol et al. [5] to define the VQA task. Their dataset holds for each question a related image and a set of equally appropriate answers expressed in different forms. A second version (VQA 2.0) is realized by Goyal et al. [39] to overcome the language biases issue that characterizes the first version. In fact, the authors demonstrate that systems trained on the previous dataset version tend to ignore the visual features due to language priors. However, both datasets are available at this link.

- **Visual Dialog (VisDial)**, instead, is a benchmark designed by Das et al. [27] to address the task of VQA for CoQASs. The authors collected dialogues for 140k pictures composed of 10 question-answer pairs sequences. Such conversations focus on subjects that take the scene of the related pictures, and the dialogue’s actors naturally discuss the image content to include relevant linguistic figures like Co-reference Resolution through exchanging their messages. The whole collection is available on this website.
Question Answering over Linked Data (QALD) is a collection of challenges designed to test the QA task over the Linked Data. The first appearance of this type of dataset dates back to the work of Lopez et al. [84]. All the resources are available on the QALD web platform, which hosts at this time nine QALD challenges.

WebQuestions (WQ) is a set of question-answers pairs built by Berant et al. [8]. Starting from a single factoid question, they exploited the Google Suggest API to retrieve further questions related to the first one and link a set of possible answering entities to each question. This dataset is available at this link. It is also available at this link the semantic parsed (SP) version of WQ (i.e., WebQuestionsSP), which contains testing values of gathering SPARQL queries and answers for each question of the original dataset [161].

GraphQuestions (GQ) holds more than 5,000 logical form-question pairs associated with answers from the knowledge base to enable fine-grained analysis of QASs. These queries have been automatically generated by Su et al. [132] and then refined by human operators to reduce redundancy and commonness. The whole dataset is made available on the following GitHub page.

WikiPassageQA (WPQA) is a Wikipedia-based collection specific for non-factoid answer passage retrieval produced by Cohen et al. [24]. It contains thousands of questions with annotated answers queried by human workers based on Wikipedia documents. The whole collection is available at this platform.

Open Table-and-Text Question Answering (OTT-QA), distributed by Chen et al. [17], is a dataset that groups a set of multi-hop questions requiring aggregating information from Wikipedia tables and text to be answered. This collection assesses the capabilities of QASs not only to aggregate information over multiple structured/unstructured sources but also to perform multi-hop steps to retrieve the most valuable data for giving the correct answers. The dataset is available at this GitHub page.

InsuranceQA represents a dataset collecting question and answer pairs from the web in the insurance domain. It was released on the following GitHub page by the work of Feng et al. [34].

QAit is a dataset designed by Yuan et al. [162] that focused on procedural knowledge to answer the user questions. In fact, the answering procedure is here treated as a text game, where agents can interact with the environment (i.e., textual descriptions) to reach the answer (i.e., objects). Replies are generated as action sequences, which depend on the environment where the question is posed. The data resource is made available on this GitHub page.

Task Driven Image Understanding Challenge (TDIUC) identifies a data collection hosting more than 1.6 million questions organized in 12 different categories. It was built by Kafle et al. [57] to overcome the unfair evaluation of different algorithm abilities (e.g., object detection, object and attribute classification, positional reasoning, counting) by grouping samples in dedicated categories. The dataset is available at this web page.

Visual7W is proposed by Zhu et al. [174] by establishing a semantic link between textual descriptions and image regions by object-level grounding. They enable VQASs to return visual answers besides textual ones, organizing the dataset in a set of questions-images-multi-choice answers triples, where each answer refers to a specific image region. Authors hold their data resource at this page.

TriviaQA is produced by Joshi et al. [54] as a MRC QA dataset with more than 650k question-answer-evidence documents triples. Their goal is to generate a resource that tests systems on their potential bias about question style or content, requiring them to select the best documents that support the answers they compute. The dataset is available at this link.

SearchQA is a large-scale dataset for the MRC QA task published by Dunn et al. [32]. The collection is generated starting from existing question-answer pairs and augmenting it with text
snippets retrieved by Google. Their resource hosts more than 140k question-answer pairs, each of them associated on average with 49.6 snippets, and it is available on the following GitHub page.

**Quasar-T** is built by Dhingra et al. [30] from the software entity tags on the Stack Overflow website. Each dataset record includes a question, a relevant context document, a set of candidate solutions, and the correct one. It is specifically designed for the MRC QA task and it is publicly available at this GitHub page.

**Stanford Question Answering Dataset (SQuAD)** is an MRC dataset consisting of questions about Wikipedia articles. Answers are extracted as a text segment (i.e., span) from the passage related to each question. The first version was published by Rajpurkar et al. [113] to address the need for large and high-quality resources for the MRC QA task. The dataset was updated to the 2.0 version (SQuAD 2.0) by Rajpurkar et al. [112] to include unanswerable questions that look similar to answerable ones. Both the datasets are available on this link.

**TGIF-QA** is a collection proposed by Jang et al. [51] to address the video QA task, which requires spatial-temporal reasoning from videos to answer questions correctly. They extended the Tumblr GIF dataset [78] with more than 100k query-reply pairs. The dataset is accessible on this GitHub page.

**Microsoft Research Video Description Corous (MSVD-QA)** is a dataset introduced by Chen et al. [16] that consists of 120k sentences summarizing actions in short video snippets, available on this link.

**MSRVTT-QA** is a large-scale video benchmark for video understanding by Xu et al. [154]. The collection covers the video-to-text task, with 10k web video clips and 200k clip-sentence pairs. Each clip is annotated with about 20 natural language sentences, thanks to a human operator. This dataset is available at this link.

**Chinese Medical Question Answer dataset (cMedQA)** is built by Zhang et al. [165] to cover a medical question answering task in Chinese. The resource gets questions and answers from the online Chinese health community, and it is hosted on this GitHub page. A second version (cMedQA 2.0) is produced by Zhang et al. [166] by expanding and cleaning the question-answer pairs of the previous one and is available at this GitHub page.

**COCO-QA** holds question-answer pairs for the VQA task obtained through a question generation algorithm proposed by Ren et al. [115]. It converts image descriptions into QA pairs and then rejects those that appear too rarely or too often. The overall collection is hosted on the following website.

**Outside Knowledge VQA (OK-VQA)** originated from a subsection of images of the COCO-QA dataset selected by Marino et al. [88] to cover a VQA task that needs further knowledge by the system outside the information packaged within the dataset. The authors’ intention here is to assess whether a system, given an image, can employ it as a link to the proper external knowledge for answering the user question. The dataset is available on this website.

**Interactive Question Answering Dataset (IQUAD v1)** identifies a set of simulated environments designed by Gordon et al. [38] to evaluate agents in answering questions through interactions with surrounding objects. The dataset contains more than 75k multiple-choice questions, each one equipped with a unique scene configuration. Authors published their resource on this GitHub page.

**SimpleQuestions (SQ)** is a large-scale dataset based on Freebase built by Bordes et al. [13]. It holds more than 100k questions written by human annotators and associated to Freebase
facts. The goal is to evaluate systems, trained on complex reasoning, solving easy-to-answer questions. It is available on this GitHub page.

**SemEval-2015** is a challenge designed by Nakov et al. [97] to leverage the answer selection for cQAs. Authors select Arabic and English question-answers collections from two relatively communities, then they are labelled by human operators to be available on the SemEval Task 3 challenge, available on this link.

**bAbI** dataset is realized by Weston et al. [145] to test systems to answer questions via chaining facts, simple induction, or deduction. The collection has different independent test cases that can be eventually merged to evaluate specific scenarios. The whole work is publicly available on this website.

**IQA dataset (ibAbI)** is designed by Li et al. [72] to extend the bAbI dataset by adding interactive scenarios to the QA task. They simulate three different representative scenarios of incomplete or ambiguous information, called the ambiguous actor problem, the ambiguous object problem, and the missing information problem. It adopts the same standard as the bAbI dataset, and it is available at this link.

**Question Answering via Sentence Composition dataset (QASC)** produced by Khot et al. [59] is a multi-hop reasoning dataset that requires retrieving and composing facts to answer a multiple-choice question. Each entry is composed of a question, a set of answers enclosing a single correct one, and a set of supporting facts on which the system must rely to respond to the question. The dataset is available at this link.

**Commonsense QA** is designed by Talmor et al. [61] to investigate question answering with prior knowledge. It collects a set of commonsense questions relying on concepts and complex semantic relations to be answered. The entire dataset is hosted on this website.

**OpenBookQA (OBQA)** is a dataset about elementary-level science facts built by Mihaylov et al. [93]. This work focuses on evaluating the ability of QASs to leverage specific languages and understanding related to the science domain. The collection is available at this link.

**AI2 Reasoning Challenge dataset (ARC)** is designed to require systems with powerful knowledge and reasoning capabilities to answer questions. Sabharwal et al. [23] divided the collection in a challenge set and an easy one. The former contains only questions answered incorrectly by the majority of QASs to stimulate the community to design improved systems. The dataset is available on this website.

**Pororo QA** is a dataset containing more than 16k scene-dialogue pairs, each one with fine-grained sentences for scene description and story-related QA pairs. The resource was built by Kim et al. [60] to perform video story QA by learning from a large number of cartoon videos. It is available on this GitHub page.

**Audio Visual Scene-aware Dialog (AVSD),** similarly to Pororo QA, is a collection of scene-aware conversations developed by Alamri et al. [1] to leverage the multi-modality feature of CoQAs. The dialogues built of over 11k videos of human actions are designed to test whether a CoQAS can exploit important information in the temporal dynamics of the scene and the audio. The collection is held on this website.

**TVQA** is a large-scale video QA dataset based on six popular TV shows. Questions are designed by Lei et al. [70] to be compositional in nature, requiring systems to recognize relevant moments within clips and comprehend subtitles and visual concepts to respond adequately. The resource is available at this link.

**HotpotQA** by Yang et al. [160] is a Wikipedia-based QA dataset whose questions require searching and reasoning over supporting documents to be answered. To this, sentence-level supporting facts required for reasoning are given, which enables strong supervision and explanations. The resource is available on this website.
Question Answering in Context (QuAC) is a collection of 14k information-seeking QA dialogues designed by Choi et al. [20] to deal with real-world questions that are usually open-ended, unanswerable, or meaningful within a dialogue context. The dataset is available on this website.

Conversational Question Answering dataset (CoQA) by Reddy et al. [114] contains 127k QA pairs obtained from 8k conversations about text passages of specific domains. Questions are presented in a conversational form while answers are free-form text with corresponding evidence highlighted in the passage. This frequently used collection to test CoQASs is available on the following GitHub page.

Complex Sequential QA dataset (CSQA) is designed by Saha et al. [118] to combine the task of answering factual questions through complex inference over realistic-sized KG and learning to converse through a series of coherently linked QA pairs. It contains around 200k of dialogues with a total of 1.5M turns. The dataset is available on this webpage.

5 CONCLUSION

In conclusion, we have reviewed a substantial collection of interactive question-answering systems (IQASs)-related literature published during the past decade. We discovered the literature to be diverse, beginning with adopted methodologies for addressing multiple QA tasks and concluding with a vast array of diverse resources (i.e., knowledge sources and datasets) that are typically utilized to create and evaluate question-answering systems (QASs). Despite the fact that the state-of-the-art is defined by several types of QA solutions, we were able to determine the characteristics shared by the suggested systems that constitute a shared framework. To the best of our knowledge, we are the first to present a unified and comprehensive design that emphasizes the fundamental components and functions of IQASs. For each component, we have performed an in-depth categorization of the literature from the methodological and application perspectives, categorizing the works by tasks, difficulties, and interaction modes. In addition, to address the demands of the IQAS community, we give explicit definitions of the implementation goals and features of IQASs. To achieve this goal, we have categorized QASs based on their behaviors and enabled interaction so the whole IQAS landscape may be characterized using these definitions and features. Then, we detailed trends regarding specific tasks and problems, demonstrating the community’s keen interest in enhancing the system’s performance and openness. Last, we have included a basic classification of evaluation approaches often used in the literature to assess QASs, together with a full list of datasets used in the evaluation process, general descriptions, and links to the authors’ hosting platforms.

Despite the fact that the state-of-the-art examined in this survey comprises a large number of solutions encompassing a wide range of IQAS elements and characteristics, we believe there is still considerable potential for advancement as future challenges. In particular, based on the developing patterns from the literature analysis, the QA community is headed toward four significant problems. A first step toward the unification of conversational search and question answering is the development of new dialogue-based search and answer algorithms. This condition is a direct result of the blurring of the lines between question-answering systems and information retrieval that is becoming increasingly apparent. The second difficulty follows the never-ending efforts to enhance the AI systems’ comprehension of human semantics and ontology. This line focuses mostly on the development of techniques to extract relevant data from disparate data sources, i.e., multi-modality. It pursues a third future trend that seeks more natural and multi-modal interfaces/interaction strategies to enhance the user’s enjoyment of IQAS. The final objective of future research will be to compile a comprehensive dataset that can be used to evaluate all IQAS kinds explored thus far under the constraints and tasks outlined in this literature review.
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