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Abstract

As machine learning permeates more industries and models become more expensive and time consuming to train, the need for efficient automated hyperparameter optimization (HPO) has never been more pressing. Multi-step planning based approaches to hyperparameter optimization promise improved efficiency over myopic alternatives by more effectively balancing out exploration and exploitation. However, the potential of these approaches has not been fully realized due to their technical complexity and computational intensity. In this work, we leverage recent advances in Transformer-based, natural-language-interfaced hyperparameter optimization to circumvent these barriers. We build on top of the recently proposed OptFormer which casts both hyperparameter suggestion and target function approximation as autoregressive generation thus making planning via rollouts simple and efficient. We conduct extensive exploration of different strategies for performing multi-step planning on top of the OptFormer model to highlight its potential for use in constructing non-myopic HPO strategies.

1 Introduction

The performance of a machine learning (ML) model is deeply tied to the choice of hyperparameters used for its training and deployment. As such, the problem of automated hyperparameter optimization (HPO) has become increasingly relevant as ML models have become more ubiquitous [1,2,3]. Given a function that describes a model’s performance, \( f(x) \) and a space of hyperparameters \( X \), the goal of HPO is to find \( x^* = \arg\max_{x \in X} f(x) \) in finite time \( T \) by making a sequence of decisions \( S = \{x_1, \ldots, x_T\} \) such that \( x^* \in S \).

Popular approaches to HPO are based on Bayesian optimization (BO) [4,5]. In BO, one builds a time-dependent surrogate model \( \hat{f}_t(x) \) using evidence collected from past evaluations of the true function \( \{y_1 = f(x_1), \ldots, y_{t-1} = f(x_{t-1})\} \). Most methods proposed under this framework proceed as follows: at any timestep \( t \), they suggest \( x_t = \arg\max_{x \in X} \alpha(x; \hat{f}_t) \) where \( \alpha \) is called an acquisition function that measures the expected utility after one additional evaluation of \( f \) at \( x \) [5,6,7]. These methods are myopic. They make decisions exclusively based on the estimated function at the current timestep \( \hat{f}_t \) and can therefore be sub-optimal since they do not account for the impact of the current decision on future evaluations. Planning-based HPO attempts to avoid this by appropriately balancing exploration and exploitation during decision making. They attempt to maximize the long term reward
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over a time horizon, \( h \), by considering the influence of the choice of \( x_{t:t+h-1} \) on \( \tilde{f}_{t+h} \) through multistep lookahead \[8,9,10\]. Such methods promise improved query efficiency – needing fewer configuration evaluations to achieve threshold performance – and improved performance of the model after all evaluations are considered when compared to myopic approaches. As recent ML models like pre-trained language and vision models become larger and thus both more expensive and time consuming to train \[11,12,13\], the above promises have become more enticing.

Despite these promises, planning-based HPO has not been widely adopted. This is because suggested approaches have been both technically complex to implement and computationally intensive to execute. In this paper, we circumvent both these challenges by leveraging recent advances in Transformer based \[14\], natural language interfaced HPO. Specifically, Chen et al. \[2\] recently proposed an approach dubbed OptFormer which presents a unified, natural language interface for hyperparameter optimization and thus allows transfer learning between HPO problems. Relevant to us is the structure of the OptFormer model: it jointly performs both hyperparameter suggestion \( x_t \) and function prediction \( f_t(x_t) \) as autoregressive generation.

By leveraging the ease and speed of autoregressive generation with OptFormer, we present a novel planning-based HPO algorithm that is simple and scalable; thus bypassing the typical challenges of traditional methods. We incorporate multi-step lookahead into both candidate generation (instead of doing a global search as typical of most HPO approaches) and candidate evaluation (we provide a planning-based acquisition function \( \alpha \)) since performing rollouts with OptFormer is simply multistep generation for \( h \) timesteps. In Section \[4\] we present our method in detail and in Section \[6\] we empirically validate our approach under two settings: the BBOB dataset \[15\], which is a synthetic benchmark, and the RealWorldData dataset \[2\], which is constructed from aggregating actual hyperparameter tuning experiments. Our results highlight that incorporating planning into transformer-based hyperparameter optimization models is a promising research direction and we invite the community to explore this setting further.

2 Related Work

As already discussed, most approaches to hyperparameter optimization leverage Bayesian optimization (BO). These methods typically build a Gaussian process (GP) model \[5,16\] as the surrogate \( \tilde{f}_t(x) \) and proceed to suggest \( x_t \approx \arg\max_{x \in X} \alpha(x; \tilde{f}_t) \) where \( \alpha \) is an acquisition function. An acquisition function measures the expected utility after one additional evaluation of \( f \) at \( x \). Past work has explored a variety of acquisition functions such as probability of improvement (PI) \[5\], expected improvement (EI) \[17,18\] and upper confidence bound (UCB) \[19,20\]. These acquisition functions are myopic since they depend solely on the surrogate at the current timestep and so do not directly account for the impact of a greedy choice on downstream evaluations.

Unlike myopic HPO methods, planning based approaches fundamentally require building models of the future to assess the impact of a current decision on later timesteps. Though these methods also rely on a GP as a surrogate model, each point in multi-step planning involves fantasizing/imagining an updated GP posterior \( \left( \tilde{f}_{t+1} | x_t \right), \ldots, \left( \tilde{f}_{t+h} | \tilde{x}_t, \tilde{x}_{t+1}, \ldots, \tilde{x}_{t+h-1} \right) \) based on simulated choices from lookahead \( \{ (\tilde{x}_t, \tilde{y}_t), \ldots, (\tilde{x}_{t+h-1}, \tilde{y}_{t+h-1}) \} \[21,22\]. Note that we use \( \tilde{x}_t \) to represent a fantasized decision, while \( x_t \) is the actual choice made at timestep \( t \). Whilst multi-step planning is promising, constructing the posterior of a GP model requires matrix inversion which is a compute-intensive operation \[23\]. Even outside of this limitation, traditional planning based approaches are computationally intensive due to (i) poor scaling behavior of the search tree—\( \mathcal{O}(q^h) \) where \( q \) is the number of choices at each decision point for each lookahead step \[9,21\]—which forces most methods to explore short horizons, typically \( h \in \{1,2\} \), and (ii) nested expectation and maximization: marginalizing future observation \( y_{t+j}, j < h \) and global search on the acquisition function to obtain query \( \tilde{x}_{t+j} \) at every lookahead step. Another issue is complexity of implementation. In an attempt to reduce the computational burdens described above, complex approaches have been suggested that require significant expertise to execute properly. For example Jiang et al. \[22\] attempt to overcome the problem of nested expectation and maximization by leveraging the reparameterization trick \[24\] to couple sampling and optimization. They build a differentiable objective over a multi-step tree and then optimize over this objective to get a proposal for the next suggestion \( x_t \); a far from simple method. Rollout policy \[25\] provides a tractable alternative to approximate the nested expectation by
playing multiple rollouts using a base policy but maximization in the search space is still required at every step in the base policy.

Recently Chen et al. [2] proposed a transformer-based [14] model called OptFormer, which presents a unified, natural language interface for HPO and thus allows transfer learning between HPO problems. OptFormer jointly performs both hyperparameter suggestion \( \hat{x}_t \) and function prediction \( \hat{f}_t(\hat{x}_t) \) as autoregressive generation. This means that the OptFormer model does not suffer from significant computational expense during updates in response to fantasized decisions. Also, since the OptFormer model has been trained to mimic base policies like GP-UCB, autoregressive hyperparameter generation serves as a fast and strong approximation of the inner maximization step discussed in the preceding paragraph. The model is also simple to use and, due to the widespread popularity of transformer models [26, 27], is accessible to a wide audience of ranging technical expertise. The absence of the computational and technical constraints typical of non-myopic HPO means the OptFormer model is uniquely positioned as a fertile test-bed for exploring practical planning based hyperparameter optimization.

3 Background on OptFormer

OptFormer is a transformer-based hyperparameter optimization method proposed in Chen et al. [2]. It converts historical hyperparameter tuning experiments, each consisting of a task description, \( m \), and optimization trajectory, \( h_t = ((x_1, y_1), \ldots, (x_t, y_t)) \), into a large dataset of over 700K text sequences, and then trains a transformer to learn (1) \( P(h_t|m) \), the prior distribution of the data generative process; (2) \( P(x_t|m, h_{t-1}) \), the prior conditional distribution, which corresponds to the distribution of the next query made by the base HPO algorithms (eg. GP-UCB) that generated the tuning trajectory data (equivalently, the behavior policy in reinforcement learning); and (3) \( P(y_t|m, h_{t-1}, x_t) \), the predicted distribution of the unknown function value \( f \) at input \( x_t \) given observations \( \{(x_1, y_1), \ldots, (x_{t-1}, y_{t-1})\} \)—the surrogate model \( \tilde{f}_t(x) \) required by traditional BO methods. Note that all OptFormer distributions are modelled autoregressively. Thus, generating \( x_t \) is achieved by simply prompting OptFormer with a text trajectory \( (m; h_{t-1}) \) to produce the distribution \( P(x_t|m, h_{t-1}) \) at the model’s output and then sampling from it. Once \( x_t \) is generated, it is appended to the trajectory \( (m; h_{t-1}; x_t) \) which we autoregressively feed back into OptFormer to obtain \( P(y_t|m, h_{t-1}, x_t) \).

OptFormer proposes two policies for hyperparameter optimization. First, a prior policy that samples hyperparameters \( x_t \) autoregressively from the prior conditional distribution directly. Second, a two-stage augmented policy as follows:

1. **Candidate generation**: proposes a set of \( n \) hyperparameter candidates from the prior policy. The OptFormer model performs autoregressive generation conditioned on the evidence and problem meta-data \( m \), producing a set of \( n \) possible candidates \( C_t = \{ \hat{x}_t^{(i)} \mid \hat{x}_t^{(i)} \sim P(x_t|m, h_{t-1}) \}_{i \in [n]} \). This step is absent from traditional BO approaches. Since OptFormer has been trained to mimic prior policies, \( C_t \) is typically a high quality set of suggestions.

2. **Candidate evaluation**: computes a 1-step acquisition function \( \alpha(x_t^{(i)}; \tilde{f}_t(x)) \) such as UCB or expected improvement (EI) based on its own surrogate model \( \tilde{f}_t(x) = P(y_t|m, h_{t-1}, x_t) \). OptFormer suggests the candidate \( x_t = \arg\max_{x \in C_t} \alpha(x, \tilde{f}_t(x)) \).

Whilst the prior policy just mimics the base HPO algorithm, the augmented policy constitutes a 1-step policy improvement over the base algorithm and empirically yields better performance compared to the prior policy [2] (Figure 6).

The OptFormer procedure described above uses a myopic acquisition function and does not leverage simulations to gauge the effects of the current choice on future evaluations. The improvements achieved by the OptFormer augmented policy over its base prior engender hope that further performance gains can be realised by incorporating planning.

4 Planning-based HPO with OptFormer

In this work, we develop approaches that are able to plan over a given horizon \( h \). Below, we describe the modifications we make to the two-stage OptFormer process to perform multi-step planning. For
1. First.k: As mentioned above, the set $C_t$ contains the seed hyperparameter suggestions that led to the highest fantastized function value $\tilde{\mathcal{Y}}(\tilde{\mathcal{H}}(\tilde{x}_i))$. Given the trajectories generated, we propose 3 criteria for refining $C_t$: (1) First.k picks $k$ of the seed hyperparameters in $C_t$ that have the highest row rank. (2) Max.k picks the top $k \tilde{x}$ that led to the highest $\tilde{y}$ within the top $k$ row ranked trajectories. (3) Last.k picks the top $k$ members of column $t$ of $C_t$, sorted according to row rank.

To explore further within $C_t$, we construct the following set of rollout trajectories based on which we will extract hyperparameter suggestions. We can rank each rollout based on the highest fantastized function value $\tilde{\mathcal{Y}}(\tilde{\mathcal{H}}(\tilde{x}_i))$ achieved by each rollout. Having constructed $\mathcal{H}$, we suggest three different criteria as follows:

1. First.k: $C_t^{h,F} = \{ \tilde{x}_i^h \in C_t \mid \tilde{\mathcal{H}}(\tilde{x}_i^h) \in \mathcal{H} \}$

Interpretively, this approach selects the top $k$ entries in the original set $C_t$ that led to the highest fantasized function value $\tilde{y}$ during rollouts. We posit that these candidates may be the most promising to explore further within $C_t$. Figure 1 is a pictorial rendering of the approach.

2. Max.k: $C_t^{h,M} = \{ \tilde{x}^\ast(\tilde{x}_i^h) \in \mathcal{X}(\tilde{\mathcal{H}}(\tilde{x}_i^h)) \mid \tilde{\mathcal{H}}(\tilde{x}_i^h) \in \mathcal{H} \}$

Here $\tilde{x}^\ast(\tilde{x}_i^h)$ is the hyperparameter suggestion that directly led to $\tilde{y}^\ast(\tilde{\mathcal{H}})$ within its trajectory. The Max.k approach selects the hyperparameter suggestion that led to the highest fantasized function value $\tilde{y}$ within each of the highest ranked trajectories $\mathcal{H}$ (See Figure 1).

Figure 1: We refine $C_t$ by performing rollouts with each candidate. We rank trajectories according to the highest sampled $\tilde{y}$ within the trajectory – this gives us the trajectory’s row rank. Given the trajectories generated, we propose 3 criteria for refining $C_t$: (1) First.k picks $k$ of the seed hyperparameters in $C_t$ that have the highest row rank. (2) Max.k picks the top $k \tilde{x}$ that led to the highest $\tilde{y}$ within the top $k$ row ranked trajectories. (3) Last.k picks the top $k$ members of column $t$ of $C_t$, sorted according to row rank.

Notational clarity, we use $\tilde{b}_t$ to represent a fantasized/imagined quantity at timestep $t$ and $b_t$ for the actual observed or decided quantity.

4.1 Candidate Generation

As mentioned above, the set $C_t$ from the OptFormer prior policy is a strong baseline of potential suggestions. However, we can further leverage our ability to autoregressively prompt the OptFormer model to generate a new horizon-aware set $C_t^{h}$, that refines $C_t$ by fantasizing future time-steps. Specifically, given $\tilde{x}_t \in C_t$, we can roll out the prior policy to generate a single horizon length $h$ sequence of fantasized hyperparameters and function values $\tilde{\mathcal{H}}(\tilde{x}_t) = \{(\tilde{x}_t, \tilde{y}_t), . . . , (\tilde{x}_{t+h-1}, \tilde{y}_{t+h-1})\}$ by repeatedly sampling from the OptFormer and then autoregressively prompting it with the sampled values:

$$\tilde{x}_{t+j} \sim P(x_{t+j} \mid m, h_{t-1}, \tilde{x}_t, \ldots, \tilde{y}_{t+j-1}) \quad \text{where } j \in [1, \ldots h]$$

$$\tilde{y}_{t+j} \sim P(y_{t+j} \mid m, h_{t-1}, \tilde{x}_t, \ldots, \tilde{y}_{t+j-1}, \tilde{x}_{t+j}) \quad \text{where } j \in [1, \ldots h]$$

Given these sequences (one for each member of $C_t$), we can select $k \leq n$ rollout-aware hyperparameter candidates. Consider a rollout trajectory $\tilde{\mathcal{H}}(\tilde{x}_t)$ seeded by some $\tilde{x}_t \in C_t$. Let $\tilde{\mathcal{Y}}(\tilde{\mathcal{H}})$ be the set of sampled function values $\tilde{y}$ that appear in the trajectory and $\mathcal{X}(\tilde{\mathcal{H}})$ be the corresponding set of sampled hyperparameter suggestions. We can rank each rollout based on the highest fantasized function value $\tilde{y}^\ast(\tilde{x}_t) = \max \left(\tilde{\mathcal{Y}}(\tilde{\mathcal{H}}(\tilde{x}_t))\right)$ to obtain the row rank of the rollout (See Figure 1). We can then define the following set of rollout trajectories based on which we will extract $C_t^{h}$:

$$\mathcal{H}(k) = \arg\text{top}_k \{\tilde{\mathcal{H}}(\tilde{x}_i)|\tilde{y}^\ast(\tilde{x}_i)\}$$

Interpretively, this corresponds to taking the top $k$ trajectories as defined by row rank (and we define the row rank by comparing the best fantasized $\tilde{y}$ achieved by each rollout). Having constructed $\mathcal{H}$, we suggest three different criteria as follows:

1. First.k: $C_t^{h,F} = \{ \tilde{x}_i^h \in C_t \mid \tilde{\mathcal{H}}(\tilde{x}_i^h) \in \mathcal{H} \}$

Intuitively, this approach selects the top $k$ entries in the original set $C_t$ that led to the highest fantasized function value $\tilde{y}$ during rollouts. We posit that these candidates may be the most promising to explore further within $C_t$. Figure 1 is a pictorial rendering of the approach.

2. Max.k: $C_t^{h,M} = \{ \tilde{x}^\ast(\tilde{x}_i^h) \in \mathcal{X}(\tilde{\mathcal{H}}(\tilde{x}_i^h)) \mid \tilde{\mathcal{H}}(\tilde{x}_i^h) \in \mathcal{H} \}$

Here $\tilde{x}^\ast(\tilde{x}_i^h)$ is the hyperparameter suggestion that directly led to $\tilde{y}^\ast(\tilde{\mathcal{H}})$ within its trajectory. The Max.k approach selects the hyperparameter suggestion that led to the highest fantasized function value $\tilde{y}$ within each of the highest ranked trajectories $\mathcal{H}$ (See Figure 1).
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3. **Last.k**: $C_{t}^{h,L} = \{\hat{x}_{t+h-1}(\hat{x}_t) \in \mathcal{X}(\hat{h}_{t}(\hat{x}_t) \mid \hat{h}(\hat{x}_t) \in \hat{H})\}$

$C_{t}^{h,L}$ contains the last sampled $\hat{x}_{t+h-1}$ during rollouts within the highest ranked trajectories $\hat{H}$. This criterion is motivated by the fact that OptFormer was trained to mimic a base prior policy. Since the prior policy used to construct OptFormer training data improves over time (due to access to more observations), we posit that hyperparameter suggestions made by OptFormer from later rollout timesteps are more promising candidates.

4.2 Candidate Evaluation

Having constructed a refined set $C_{t}^{h}$, it remains to decide which member of the set to suggest. Here, we investigate two acquisition functions:

1. Expected improvement (EI): We suggest $x = \arg\max_{\hat{x}_t \in C_{t}^{h}} \alpha_{EI}(\hat{x}_t, P(\hat{y}_t \mid m, h_{t-1}, \hat{x}_t))$ where

   $$\alpha_{EI} = \mathbb{E}_{\hat{y}}[P(\hat{y}_t \mid m, h_{t-1}, \hat{x}_t)] \left[ \max(\hat{y} - \hat{y}^*_t, 0) \right]$$

   is the expected improvement acquisition function and $\hat{y}^*_t = \max (\mathcal{Y}(h_{t-1}))$ is the highest observed return so far. $\mathcal{Y}(h_{t-1})$ is as defined in Section 4.1. We can easily compute the expectation above given that the transformer outputs a distribution over possible values of $\hat{y}_t$. Note that EI on its own is myopic, we use $C_{t}^{h,*}$ as our conduit for incorporating planning information.

2. Planning based EI: For each candidate $\hat{x}_t$ we perform $d$ rollouts each for $h$ timesteps. At each timestep during rollouts, we compute the expected improvement (EI) and average over all trajectories. The final acquisition function is the sum of the averaged EI over the full trajectory horizon $h$.

$$\alpha_{Plan}(\hat{x}_t) = \frac{1}{d} \sum_{j=0}^{d-1} \alpha_{EI}(\hat{x}_t^{j}, P(\hat{y}_t \mid m, h_{t-1}, \hat{x}_t, \hat{h}_t, \hat{x}_{t+j}^{j}))$$

We then suggest $x = \arg\max_{\hat{x}_t \in C_{t}^{h}} \alpha_{Plan}(\hat{x}_t)$ as the next hyperparameter to evaluate. Figure 2 demonstrates the details of computing $\alpha_{Plan}$. By performing $d$ rollouts, we can average $\alpha_{EI}$ at every rollout timestep and thus get a lower variance estimate. Also note that whilst $\alpha_{Plan}$ generates $O(dh)$ trajectories per candidate, classic tree based multistep planning HPO methods would require $O(d^h)$.

In this section, we have presented augmentations to the OptFormer model that enable it to perform multistep planning. Next, we will setup an experimental framework within which we will seek to validate our proposed changes.
Figure 3: We evaluate augmenting OptFormer (EI) with our candidate generation strategies from Section 4.1. We use a lookahead horizon $h = 5$ which we find to be a reasonable length from ablations. We observe the following performance ranking towards the end of the trial: Max.50 ≈ Last.50 > First.50 ≈ OptFormer (EI) > Vizier

5 Experimental Setting

Datasets: OptFormer leverages past HPO trajectories for supervised training of the transformer-based model. Chen et al. [2] introduce the RealWorldData dataset, based on the Google Vizier [28] database, which they use to train OptFormer. The RealWorldData has 750K trajectories—each with 300 trials on average —and covers many HPO tuning experiments run at Google across domains like vision, speech, NLP, and robotics. We will use this dataset along with the blackbox optimization benchmark (BBOB) dataset [15], which consists of 24 types of synthetic functions with customizable properties. For evaluation, we use the same test set of functions used by Chen et al. [2] based on both datasets.

Model and Training Details: We use models provided by Chen et al. [2] which were pre-trained on the RealWorldData and BBOB datasets respectively. For specific details about the hyperparameters used to train these models and the model architecture, please see Appendix D.2 of Chen et al. [2]. In our experiments, we generate an initial seed set $C_t$ of 100 candidates that we sample from the OptFormer prior policy. We then use this set to obtain our rollout-generated horizon-aware candidate set, $C_h$. We fix $k = |C_h| = 50$ and experiment with rollout horizons $h = \{2, 3, 5, 10\}$. For the BBOB dataset, we generate plots based on averaging 100 random functions per function type whilst for RealWorldData we average over 5 runs per test task. All plots are displayed with confidence intervals highlighted.

Baselines: We compare our approaches to two baselines.

1. Vizier: The Google Vizier Service [28] implements a GP-UCB (Gaussian process surrogate with upper confidence bound acquisition function) and is a baseline used in [2]. We choose this because it was the strongest performing algorithm amongst non-OptFormer models in Chen et al. [2].

2. OptFormer (EI): This is the base OptFormer policy augmented with the expected improvement acquisition function. This is the best policy found by Chen et al. [2] on the two datasets we consider.

6 Results and Discussion

In this section, we demonstrate that the changes that we have made on top of the OptFormer model lead to modest improvements in downstream performance.

6.1 Rollout-aware candidate generation improves upon OptFormer (EI)

Figure 3 shows how refining $C_t \rightarrow C_h$ impacts the performance of our baseline model OptFormer (EI) on the RealWorldData dataset. As can be seen, we get modest improvements from using Max.50 and Last.50. Our First.50 however mostly mimics the baseline OptFormer (EI) policy and does not show any gains until (arguably) the last few trials.

We posit that candidate generation leads to improvement in performance via the following mechanisms:
• Improved diversity of candidates: Members of $C_t$ and $C^{\text{h,F}}_t$ are generated from the same distribution $P(x_t|m, h_{t-1})$. However for $C^{\text{h,M}}_t$ and $C^{\text{h,L}}_t$, we get higher diversity of samples since candidates are generated from different prompting sequences obtained from a diverse set of rollouts. More diverse candidates means we can explore more of the search space and thus increase our chances of finding a good hyperparameter configuration. Note that the First.k criterion produces a subset of $C_t$ and so does not increase the diversity of candidates as compared to the two other criteria. This could explain its failure to improve upon the baseline.

• Improved quality of candidates: As discussed in Section 4.1, taking the argtopk based on fantasized $\hat{y}$ amongst rollout can be seen as a policy improvement step thus resulting in a better set of candidates. This improvement is only possible because OptFormer was trained to mimic a strong prior policy and its function approximation $P(y_t|m, h_{t-1}, x_t)$ is well calibrated \[2\].

![Figure 4: We replace the EI acquisition function with our Planning-based acquisition function presented in \[4.2\]. For each candidate, we generated $d = 64$ rollouts which we use to compute $\alpha_{\text{plan}}$. We do not observe any improvement from introducing this change.](image)

6.2 Planning-based acquisition function does not improve over rollout-aware candidate generation

Encouraged by the gains from rollout-aware candidate generation, we introduce even more planning information during the candidate evaluation stage. We replace the expected improvement (EI) acquisition function ($\alpha_{\text{EI}}$) with $\alpha_{\text{Plan}}$, defined in Section 4.2 but keep the Max.k candidate generation strategy. We compare these two approaches on the RealWorldData dataset in Figure 4.

From Figure 4, we do not see significant gain in changing $\alpha_{\text{EI}} \rightarrow \alpha_{\text{Plan}}$. One hypothesis for why this might be the case is that the set $C^{\text{h,M}}_t$ already contains significant planning information thus rendering the new acquisition function irrelevant for taking into account future evaluations. We leave a more thorough investigation to future work.

6.3 Long rollout horizon leads to compounding bias

In order to understand the impact of the rollout horizon on performance, we fix our policy to [OptFormer (EI) - Max.k] but vary $h \in \{2, 5, 10\}$. We find in Figure 5 that using a very long horizon degrades performance. Note that whilst $P(\hat{y}_t|m, h_{t-1}, x_t)$ is primarily based on an actual, observed trajectory $h_{t-1}$, sampling at timestep $\ell$ of a rollout $P(\bar{x}_{t+\ell}|m, h_{t-1}, h^\ell_t)$ requires a simulated trajectory $\bar{h}^\ell_t$. The longer $\bar{h}^\ell_t$ is, the more likely it deviates from the true $h^\ell_t$ thus leading to inaccurate decisions. Our ablation suggests a horizon of 2-5 works best with the OptFormer model. Note that previous approaches to HPO have to restrict $h \in \{1, 2\}$ in order to keep compute feasible. Our horizon is not limited by computation but by compounding bias. For future work, we could train OptFormer not just to imitate the base policy but also to predict rolled-out values more accurately so as to combat the issue of long horizon bias.

6.4 Performance on BBOB dataset

We have demonstrated improvements to OptFormer on the RealWorldDataset. To validate the generality of our approach, we further test it on the BBOB dataset. Unfortunately we do not see
Figure 5: Ablation of $h$ on the RealWorldData dataset. Comparing look ahead horizons at $k=50$ for different Max.k based policies. In general, looking ahead too far into the future is not beneficial and actually degrades performance. A look ahead horizon of 2-5 seems to produce the best performance.

much gain from our methods over OptFormer (EI) in this setting. As we conducted limited tuning of $h \in \{3, 5\}$, $k \in \{50\}$ in this setting we believe more extensive tuning of these configurations could yield better results.

Figure 6: Performance on 5 test functions from the BBOB dataset. OptFormer is the unaugmented prior policy (we just sample $x_1 = P(\tilde{x}_t|m, h_{t-1})$ which we play).

7 Conclusion

In this work, we have explored incorporating multistep planning into the recently proposed OptFormer HPO algorithm. We began by motivating why OptFormer is a suitable test-bed for exploring planning-based HPO and then presented different strategies to enable planning with OptFormer. Empirically, we show that our planning-horizon-aware candidate generation strategies can lead to improvements when coupled with the expected improvement acquisition function. However, we note that our specialized acquisition function $\alpha_{\text{Plan}}$ did not lead to desired levels of improvement over OptFormer. For future work, we hope to investigate the reason for this and use it to guide new proposals for planning-based acquisition functions.
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