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Abstract: Simulations of fluid flows at the nanoscale feature massive data production and machine learning (ML) techniques have been developed during recent years to leverage them, presenting unique results. This work facilitates ML tools to provide an insight on properties among molecular dynamics (MD) simulations, covering missing data points and predicting states not previously located by the simulation. Taking the fluid flow of a simple Lennard-Jones liquid in nanoscale slits as a basis, ML regression-based algorithms are exploited to provide an alternative for the calculation of transport properties of fluids, e.g., the diffusion coefficient, shear viscosity and thermal conductivity and the average velocity across the nanochannels. Through appropriate training and testing, ML-predicted values can be extracted for various input variables, such as the geometrical characteristics of the slits, the interaction parameters between particles and the flow driving force. The proposed technique could act in parallel to simulation as a means of enriching the database of material properties, assisting in coupling between scales, and accelerating data-based scientific computations.
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1. Introduction

It is a fact that the study of physical phenomena and the extraction of material properties near the atomic scale have matured with aid of the various computational techniques during recent decades, along with experimental efforts that validate fundamental knowledge. Although it remains a challenge to fabricate devices at the nanoscale [1], experimental nanofluidics have suggested the construction of nanodevices for DNA applications [2], charge-sensitive biosensing [3], nanofilters, filtration membranes and desalination [4,5], to name a few. Continuum theory may be sometimes accurate in calculating bulk fluid properties; however, in cases where wall/liquid interaction becomes significant, bulk description of the fluid is not valid, and molecular dynamics (MD) simulations are incorporated to describe the flow behavior [6].

Apart from static properties, such as density, velocity or temperature distribution, the transport properties of fluids, e.g., the diffusion coefficient, shear viscosity and thermal conductivity, that control the rate of mass, momentum and heat transfer, are also affected in confined space [7–9]. Simulation of Poiseuille-like flows in nanochannels has been a popular choice among researchers to investigate fluid flows at the nanoscale, along with experiments, where possible [10]. Surface topology, atomic, thermal or geometrical roughness [11] and wall material properties such as particle mass and degree of wettability [12] result in density inhomogeneity near the surface [13]; the overall particle dynamics were found to slow down [14] and slip lengths arise that violate the no-slip assumption from the macroscale [15].

Even though simulations are applicable from nano- to micro-scale, for systems containing some millions of particles, there are cases where the underlying physics would necessitate extreme computational load and effort. In the new computational era, machine learning (ML) has arisen as an efficient alternative technique to classical physical problems. The statistical nature of ML, based on its implementation simplicity, has favored a unique
development and made it possible to predict material properties, overcoming long simulation processes. For example, the concept of physics-informed neural networks (PINN) has been introduced as a class of universal function approximators, capable of encoding the underlying physical laws behind a given dataset [16]. For most cases, ML approaches have been exploited to predict and develop force fields for a wide range of solid and liquid materials, with accuracy comparable to first principles [17–20].

Moving to higher space and time dimensions, it is of importance to create a database of training data so that various ML models can be tested. Artificial neural network (ANN)-based regression models have been found to learn and predict features associated with density profiles of ionic liquids, and the predictions lie in agreement with the results from MD simulations [21]. In [22], MD results are fed into a kernel ridge regression process and the model seems able to reproduce the radial distribution function, pressure and internal energy of a Lennard-Jones (LJ) fluid with increased accuracy. There may be cases where calculation of material properties with empirical relations, such as diffusion coefficients, may require tuning of a number of adjustable parameters that increase the computational complexity, and ML methods could be easier to adopt. In [23], diffusion rates for an LJ fluid are extracted with the use of Random Forest (RF) decision trees and ANNs. The accuracy of the method depends both on the number and the relevance of the samples. Utilization of regression methods has been also incorporated to recreate linear equations from large science and engineering datasets [24].

Inspired by the current trend of embedding ML algorithms in physics-related problems, this work investigates the possibility of predicting useful material properties with the aid of ML techniques. The fluid flow of a simple Lennard-Jones liquid in nanoscale slits of various dimensions and interaction parameters are exploited to create a parametric database to be fed into a regression-based system. The desired outputs include the widely used transport properties of fluids, e.g., the diffusion coefficient, shear viscosity and thermal conductivity, and the average velocity across the slit. It is shown that, even with a relatively small but characteristic set of training points, accurate results are obtained. We believe that providing ML-predicted values for the aforementioned transport properties in various simulation conditions is of paramount importance, since their calculation demands computationally intensive simulations and significant post-processing effort. However, we are still far from replacing methods of physics-based simulations such as classical or ab initio MD, which have been extensively tested during recent decades and have been proven to verify analogous experimental results, leading manufacturing processes at small scales. By combining simulation results and ML-based predictions in cases where missing data among various scales exist, when appropriate, we believe that it is possible to build a material properties database to be used for various physics calculations [25].

2. Materials and Methods
2.1. System Model

The generation of datasets to be used for training the ML model came both from simulations of our previous works and relative literature datasets. As far as our generic system model is concerned, a Lennard-Jones (LJ) monoatomic liquid is flowing between two infinite solid walls, which can be flat or grooved (Figure 1). Periodic boundary conditions are considered in x- and y-directions. The distance between the two walls in the z-direction is \( h \), while groove height and length are \( h_g \) and \( h_l \), respectively. Fluid/fluid, wall/fluid and wall/wall interactions are described by the Lennard-Jones (LJ) 12-6 potential

\[
  u_{LJ} = 4\varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right]
\]

with a cut-off radius \( r_c = 2.5\sigma \). The values of the LJ parameters \( \sigma \) and \( \varepsilon \) and the masses of the particles were chosen to correspond to argon (Ar) in liquid state, i.e., \( \sigma_f = \sigma_w = 0.3405 \text{ nm} \) (w: wall; f: fluid), \( \varepsilon_f/kB = 119.8K \) and \( m_{Ar} = 39.95 \text{ a.u.} \). The system was
simulated for different wall/fluid interaction energy ratios, $\varepsilon_w/\varepsilon_f$, which is analogous to surface wettability (hydrophobic when $\varepsilon_w/\varepsilon_f < 1$ and hydrophilic when $\varepsilon_w/\varepsilon_f \geq 1$; see [26] for details).

![Figure 1. Channel model, with y-direction normal to the page, where $F_{ext}$ is the driving force applied in x-direction, the channel height is $h$, the length of the grooves is $h_l$ and the height is $h_d$. The ratio of wall-to-fluid interaction $\varepsilon_w/\varepsilon_f$ defines how close fluid atoms approach the wall.](image)

A flow originates due to the application of an external force $F_{ext}$ equally applied to all fluid particles, while the system temperature remains constant through the application of Nosé–Hoover thermostats in the NVT ensemble. Depending on the simulation, various time steps have been considered. In most cases, each simulation begins with an NVE equilibration stage; at the second stage, fluid particles attain random velocities and, finally, consecutive NVT simulations are performed to provide simulation outputs, each one for at least 20 ns total time, which are averaged to provide the final parameter value.

To understand the complexity of MD simulations, we have to keep in mind that at each time step, the interactions of all atoms are calculated, and then, the atoms are moved to their next positions by incorporating the resulting forces. By using atom positions and velocities during the simulation, one can obtain several material properties through appropriate relations. The relations used to extract the three transport properties of fluids investigated, i.e., the diffusion coefficient, $D$, shear viscosity, $\eta$, and thermal conductivity, $k$, are given in Appendix A. There is a strong effect of the walls on fluid flows in small dimensions; however, all properties approach their respective bulk values as the channel width increases (e.g., for the argon case, $h > 20\sigma$) [27]. Calculations arise from tracking-down of the microscopic state of the system being simulated and demand time-consuming calculations to achieve satisfying accuracy. Specifically, for the calculation of shear viscosity and thermal conductivity, precise and long simulations are needed in order to obtain statistically significant and convergent values. Thus, having the alternative to predict them with ML techniques would be an asset.

### 2.2. Machine Learning

Machine learning is a subfield of Artificial Intelligence (AI) that involves the use of statistical methods to investigate and construct algorithms that are trained on data inputs and make predictions for data outputs. The algorithms inferred operate by building a model from example inputs, follow a decision process and provide predictions, which are usually verified by the same input dataset. Estimating an output from an input dataset is called regression, a type of supervised learning in machine learning. Learning is usually verified by the same input dataset. Estimating an output from an input dataset is called regression, a type of supervised learning in machine learning. Learning corresponds to adjusting the parameters so that the model makes the most accurate predictions on the data [28].

In a simple regression model, if $Y$ is the predicted variable, $X$ is the input variable, $b$ is the bias term and $w$ is the weight of the variable, then:

$$Y = wX + b$$  \hspace{1cm} (2)

For a set of $n$ independent input variables (e.g., the regressor), the multiple linear regression model is:

$$Y = \sum_{i=1}^{n} w_i X_i + b$$  \hspace{1cm} (3)
In the above expression, \( w_1, w_2, \ldots, w_n \) are a set of unknown parameters, representing the impact of the respective \( X_1, X_2, \ldots, X_n \) independent inputs on the dependent variable, and \( Y \) and \( b \) the bias terms which equal the unknown error imposed in the model.

A useful metric for the success of the predicted value over the real value is the root mean square error (RMSE). It is given by:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}
\]  

The mean square error (MSE) is given by:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i|
\]

The model investigated in this work is graphically presented in Figure 2. The algorithm was written in Python, with functions employed from the scikit-learn library [29]. There are five inputs fed in the ML algorithm; the external force \( F_{ext} \), the channel height \( h \), the length percentage \( h_l/h \), the height percentage \( h_d/h \) of the grooves (if they exist) and the ratio of wall-to-fluid interaction \( \varepsilon_w/\varepsilon_f \). The algorithm is expected to estimate the weight of each input and its impact on each one of the four independent outputs, the diffusion coefficient \( D \), the shear viscosity \( \eta \), the thermal conductivity \( k \) and the average channel velocity \( u_m \).

![Figure 2. Machine learning (ML) multi-regression diagram. Outputs are not correlated to each other and are derived from a different ML network.](image)

The choice of these input parameters was made because relevant simulation evidence supports the assumption that they are significant in affecting most flow and transport properties in nanochannels [9,21,30,31]. With \( h, h_l/h \) and \( h_d/h \) being the geometrical characteristics of the channels, \( \varepsilon_w/\varepsilon_f \) affecting atomic interactions and \( F_{ext} \) being the main factor defining the Reynolds number, we believe that we cover a wide range of simulation cases. The external driving force is considered only for the training and prediction of \( u_m \); it has no significant effect on the three transport properties \( D, \eta, \) and \( k \) [7], at least in the range of forces studied so far. Furthermore, one could also consider the system temperature \( T \), the average fluid density \( \rho \), the LJ parameter \( \sigma \), the particle mass \( m \) or the surface stiffness \( K \) as parameters affecting the flow in nanochannels [26,30]. Nevertheless, the simulation complexity would increase and data from the literature would be hard to obtain.
2.3. Dataset Creation

An extensive literature search was performed to employ simulation data to train and test the model, along with our in-house simulation data. This is a non-trivial task since the obtained data should be in accordance with our input data. Therefore, we had to be careful with what values we could use from the vast database of MD papers found in the literature. It must be clarified that although data from our own simulations have been extracted under the same conditions, data from the literature may differ. For example, different types of thermostats may have been used, or different simulation parameters, such as the set temperature or time step, fluid and wall density, the wall spring constant $K$ that keeps wall atoms around their original positions, etc. However, we believe that these differences may only have a small effect on the accuracy of the model, and they can still be incorporated to quantitatively verify our model.

Table 1 presents the literature sources and the types of data incorporated to create the dataset. From each of these sources, only values corresponding to similar simulation conditions were kept. Each number under the output properties denotes the number of points extracted from the respective reference. The dataset may seem small; however, it is regarded as a representative set of parameters that could represent simulation results in a qualitative manner, while more data points are to be added in a future work.

| Reference | $D$ | $\eta$ | $k$ | $u_m$ |
|-----------|-----|--------|-----|-------|
| Hu et al. [32] | 10 | 2 | | |
| Hyzorek and Tretiakov [33] | | 6 | | |
| Jabarzadeh et al. [34] | | 8 | | |
| Markesteijn et al. [35] | | | 5 | |
| Sofos et al. [7-9,26,36-38] | 27 | 24 | 23 | 65 |
| Sommers and Davies [39] | | 3 | | |
| Toghraie Semiromi and Azimian [40] | | | 6 | |
| Travis et al. [41] | | | 5 | |
| Yang [42] | | | | 14 |
| **Total Points** | 30 | 42 | 29 | 103 | 204 |

2.4. Data Preprocessing

During the process of producing output data in our simulation system, each independent input variable ($h$, $h_l/h$, $h_d/h$, $\varepsilon_w/\varepsilon_f$ and $F_{ext}$) covers a range of values while the four others are kept constant. The range of input values for the simulations is tabulated in Table 2.

| $h$ (\sigma) | $h_l/h$ | $h_d/h$ | $\varepsilon_w/\varepsilon_f$ | $F_{ext}$ (\varepsilon/\sigma) |
|--------------|---------|---------|-----------------|------------------|
| Values       | 2.64–100.44 | 0.083–1.0 | 0.0–0.36 | 0.1–5.0 | 0.001–3.53 |

The complete dataset was divided into training points to feed the model and testing points to compare with predicted data, in a percentage of 80/20, respectively. Training points can be selected randomly or from carefully selected data points. For the dataset employed in this work, training points were chosen randomly and cover the entire dataset length.

Data inputs/outputs were first pre-processed before being fed to the regression model in Figure 2. The flowchart in Figure 3 demonstrates the complete data flow. After data collection, a normalization stage followed, to restrict the input value range, which transforms to:

$$\bar{x} = \frac{x - x_{\min}}{x_{\max} - x_{\min}}$$  \hspace{1cm} (6)
Next, a correlation check was performed. There are five independent input variables in the model that define, in a weighted manner, each one of the 4 dependent output variables. It is common practice in statistics to check whether any correlations exist between the independent variables. A popular measure is the Pearson correlation coefficient, $r_{xy}$. It is employed to quantify a correlation between two inputs, $X_i$ and $Y_j$, of length $n$, with mean values of $\bar{X}$ and $\bar{Y}$, respectively, as follows:

$$r_{XY} = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}}$$  \hspace{1cm} (7)$$

The variation inflation factor (VIF) provides an estimate of high multicollinearity between variables and is given by:

$$VIF = \frac{1}{1 - R^2_j}$$  \hspace{1cm} (8)$$

where $R^2_j$ is the coefficient of determination for an independent variable [43]. In general, VIF values greater than 10 denote that the respective input can be omitted.

![Figure 3. ML data flow.](image)

Apart from possible input rejection due to collinearity, the regression analysis can spot output points, the so-called “outliers”, that lie far from the regression lines and whose behavior needs further investigation. They could be considered either as “bad” predictions, or, in many cases, they may have resulted from statistical errors, noisy data or some kind of computational inaccuracies during the simulations [44].

A statistical measure used to identify the contribution of a data point to the total regression quality, identifying outliers, is Cook’s distance [45], given by

$$CD_i = \frac{\sum_{j=1}^{n}(\hat{y}_j - \hat{y}_{j(i)})^2}{(p + 1)\sigma^2}$$  \hspace{1cm} (9)$$

where $y_i$ is the $j$th output value, $\hat{y}_{j(i)}$ is the $j$th output value after the removal of $y_j$, $p$ is the number of regression coefficients and $\sigma$ is the estimated variance from the fit.
3. Results

3.1. Correlations

Figure 4 presents the correlation matrices of each one of the three transport properties (dependent variables) and the average channel velocity, \( u_{\text{ave}} \), according to the Pearson coefficient calculation (Equation (7)). In all correlation matrices, it is shown that there is a strong negative correlation between the two geometrical wall characteristics, \( l/h \) and \( h_d/h \). In grooved channels, the simulations have shown that the length of the grooves has an inverse proportional effect to the groove height; for example, when the groove length \( l/h \) is large (compared to the channel height), the flow resembles the smooth channel case, while, on the other hand, when the groove height \( h_d/h \) is large, it blocks the flow, affecting all parameters. It is expected that diffusion coefficient values in Figure 4a are affected mainly by the channel width \( h \) (large channel–large \( D \)).

In Figure 4b, the respective correlation matrix for the shear viscosity \( \eta \) does not locate any correlations between the inputs. MD simulations have revealed the prominent effect of the channel width \( h \) to \( \eta \) (large channel–small shear viscosity \([7,33]\)). The correlation matrix for thermal conductivity presents no significant correlation between the inputs (Figure 4c). In contrast, the model performance on \( u_{\text{ave}} \) case, shown in Figure 4d. The input parameters \( \epsilon_{\text{m}}/\epsilon_f \) and \( F_{\text{ext}} \) are highly correlated.

This finding indicates possible multicollinearity, and further investigation is to be performed. The VIF (Equation (8)) was calculated for every input and the values are shown in Table 3. All input parameters are only slightly correlated, below the threshold of...
VIF < 10, and this denotes that the ML procedure is to be executed keeping in mind all input parameters.

Table 3. Variation inflation factors (VIFs).

|       | h   | h/h | h/εf | εw/εf | F_{ext} |
|-------|-----|-----|------|-------|---------|
| D     | 2.13| 2.83| 3.55 | 1.21  | -       |
| η     | 1.98| 2.95| 3.85 | 1.17  | -       |
| k     | 2.08| 3.06| 3.60 | 1.24  | -       |
| u_{mn} | 2.26| 2.31| 1.17 | 3.25  | 3.21    |

3.2. Model Accuracy

To scrutinize the regression model performance, calculated and predicted values for each output are plotted in Figure 5a–d. Each diagram includes the training (blue squares) and the testing (yellow circles) points. The lines correspond to the linear ML model regression fits. Inset figures include the 95% confidence intervals, i.e., a statistical measure to quantify the uncertainty of predicted values over values used to test the model. The calculated prediction accuracy results (RMSE, MAE and $R^2$), as well as the weights for every input according to Equation (3), are presented in Table 4. The predictions of two of the three transport properties, $D$ and $k$, show remarkable accuracy between the tested and predicted values, as shown by the high $R^2$ values. In contrast, the model performance on shear viscosity, η, and the average channel velocity, $u_{mn}$, is small, albeit acceptable. The data points in Figure 5a–d that do not fit well on the regression line (outliers) may have a significant impact on the model accuracy. The outliers lie far from the middle of the distribution.

Figure 5. Error estimation for dataset parameters: (a) $D$, (b) $η$, (c) $k$ and (d) $u_{mn}$. Lines are the respective regression lines from the ML models in Figure 2. Insets display the 95% confidence intervals for the predicted values of each output.
Table 4. Prediction accuracy and regression coefficients for each output.

| Property | RMSE  | MAE   | $R^2$ | $w_h$ | $w_{wef}$ | $w_hl$ | $w_{hd}$ | $w_{fext}$ |
|----------|-------|-------|------|-------|-----------|--------|---------|-----------|
| $D$      | 0.023 | 0.018 | 0.790| 0.0016| 0.0073    | 0.0334 | 0.1270  | -         |
| $\eta$  | 4.732 | 3.764 | 0.380| 0.1921| 0.3513    | 0.2353 | 1.1005  | -         |
| $k$      | 0.231 | 0.162 | 0.998| 0.0023| 0.1062    | 0.4997 | 4.3263  | -         |
| $u_{in}$ | 0.768 | 0.549 | 0.483| 0.0652| $-0.0499$ | $-0.2118$ | $-0.0696$ | 0.8585    |

However, further investigation is needed to characterize a data point as outlier or not. Towards this direction, we have employed two of the most widely used statistical tools, the residuals plot and the Cook’s Distance plot. Visualization for these is made possible with the Python Yellowbrick package [46]. The residuals plot presents the calculated difference between the real value and the predicted value, i.e., the prediction error. Figure 6a is a residual plot for $D$ train and test data. Data points are scattered around the horizontal axis. A good regression fit is considered when data are close to the horizontal line. The respective histogram shows that the induced error is distributed around zero. There are data points in the histogram far from zero, nevertheless, the main distribution is around zero. Train and test $R^2$ values shown in the diagram are similar to the average value shown in Table 4.

To strengthen our statistical evidence, Figure 6b depicts the calculated Cook’s distance for the diffusion coefficient in our model (Equation (9)), a measure that identifies the influential outliers, providing the index of the data from a stem plot, where a horizontal line is drawn at the $4/n$ threshold. Stems above this line are possible outliers and their percentage is shown in the Figure legend. For the diffusion coefficient, $D$, simulation data with index $= 24$ are considered as outliers. Going back on the dataset incorporated, it is found that this point belongs to a simulation result from a $h = 18.5\sigma$ nanochannel, taken from our in-house simulations, with the extreme value of wall/fluid interaction $\varepsilon_w/\varepsilon_f = 5.0$, which is found to have a decreasing effect on $D$, as reported in [8]. If we remove this outlier from the dataset, we obtain the respective residuals plot and Cook’s distance in Figure 6c,d. The outlier removal does not seem to affect the accuracy of the regression model, as shown in the residuals plot; only one outlier is not so influential. No other possible influential outliers exist, as all data points are now below the threshold horizontal line (Figure 6d).

For the shear viscosity, $\eta$, a residual plot for train and test data is shown in Figure 7a. Although data is mainly scattered around the horizontal line, yet, there are scarce points that keep the $R^2$ value low. The Cook’s distance (Figure 7b) depicts these outliers, and after their removal, we observe that residuals have significantly improved and data distribution is around zero, as shown from the respective histogram plot in Figure 7c. No other outliers remain in the dataset (Figure 7d). We argue that linear regression has reached its prediction limits for shear viscosity with acceptable accuracy, at least for this dataset range. Previous works have shown that shear viscosity values are high at small nanochannels (from $h = 2\sigma$) and reach the bulk value for $h > 10 - 12\sigma$ [6]. Moreover, $\eta$ also increases when roughness elements “block” the flow region inside nanochannels, i.e., $h_d/h \geq 0.15$ and when the walls are strongly hydrophilic, i.e., $\varepsilon_w/\varepsilon_f = 2-5$ [8]. Therefore, our ML model fails to predict shear viscosity values for small nanochannels, with roughness elements that block the flow, and strongly hydrophilic walls, creating outliers. However, in all other cases, accuracy obtained with multivariant regression is good.

For thermal conductivity, $k$, the residual plot in Figure 8a shows good accuracy for training data. We must point out that small $R^2$ in test data is circumstantial, since our model selects randomly from the dataset which data to consider as train and test. The Cook’s distance (Figure 8b) depicts two outliers, and after their removal, we observe that $R^2$ is improved for test data. The large $\varepsilon_w/\varepsilon_f = 2-5$ ratio (strongly hydrophilic wall) is also responsible for the outliers in thermal conductivity values. We note that thermal conductivity has shown remarkable accuracy to the regression method investigated here.
he own that shear viscosity values are high at small
re strongly hydrophilic, i.e., εwf = 5.0, which is found to have a decreasing effect on
distribution is around zero, as shown from the respective histogram plot in Figure 7c. No
removal does not seem to affect the ac-

Figure 6. (a) Residuals plot and (b) Cook’s distance for D, and, after the removal of outliers from the dataset, (c) new residuals plot and (d) new Cook’s distance.

Figure 7. (a) Residuals plot and (b) Cook’s distance for η, and, after the removal of outliers from the dataset, (c) new residuals plot and (d) new Cook’s distance.
Figure 8. (a) Residuals plot and (b) Cook’s distance for \( k \), and, after the removal of outliers from the dataset, (c) new residuals plot and (d) new Cook’s distance.

The residuals plot for \( u_m \) in Figure 9a reveals good accuracy to the regression model, while the histogram on the same plot presents normal distribution. This is evidence that linear regression is a choice for predicting average velocity values with ML in systems with similar characteristics. After the outlier removal, the model accuracy is further increased, as shown in Figure 9c. As in previous cases, outliers for \( u_m \) are due to roughness elements height, \( h_d/h \), and hydrophilic walls.

Figure 9. Cont.
Figure 9. (a) Residuals plot and (b) Cook’s distance for $\mu_{\text{eff}}$, and, after the removal of outliers from the dataset, (c) new residuals plot and (d) new Cook’s distance.

4. Discussion

The ML regression technique incorporated in this work has shown a good performance in predicting the three transport properties of fluids, $D$, $\eta$ and $k$, and the average velocity across the channel, $u_{\text{eff}}$, a property that is a basic element in many computational fluid mechanics equations, such as the estimation of the Reynolds number [38]. To our knowledge, data from nanoscale simulations have been mainly used for coupling ab initio calculations to MD simulations for the construction of Coarse-Grained systems or for decreasing the order of ordinary and partial differential equations. Nevertheless, as ML is currently a widely investigated field in the condensed matter physics region, it is expected to continuously provide new research results.

Data curation, when obtained from various databases, is an important issue as indicated by early papers in this domain [47], although it seems that there is no commonly accepted protocol or set of procedures for data preprocessing, with data regularization/normalization one of the widely used techniques. Our input data were normalized before being fed to the regression model. A small, though representative, dataset, was chosen which covers a wide range of simulation cases. The quality of the datasets is considered high with respect to the impact of the journals from which they were imported. Checking for outliers and their effects in the resulting model can also act as a control for the quality of the dataset. As regards the number of points to incorporate in such a procedure, there is no clear answer. In the literature, there are cases for successful ML models with datasets containing from less than a hundred [48] to thousands of values [25]. It is generally accepted that for smaller datasets, classical and statistical ML approaches (e.g., regression, support vector machines, k-nearest neighbors and decision trees) are more suitable [49].

Our work focused on fluid flows at the nanoscale. As simulation systems become bigger and multiscale methods have succeeded in coupling flow phenomena among scales, it has to be investigated whether there is a way of replacing some time- and hardware-demanding computations with procedures that are easier to perform. In the previous sections, it was shown that, even with common multivariate regression techniques, ML models can be constructed that are capable of predicting values close to properties extracted from MD simulations found in the literature.

Calculation of the three transport properties, $D$, $\eta$ and $k$, is computationally demanding, especially in nano-confined systems where the impact of the walls is significant and stronger shear stresses exist. Calculating the interactions between all atoms in a system is challenging and many researchers have suggested modified relations from the macroscale that could be applied at the nano- and micro-scale after some modifications [50–52]. The equations for the extraction of the three transport properties used in our simulations are presented in Appendix A.
For the ML model exploited here, five inputs are fed in a regression-based ML procedure; the geometrical channel characteristics, such as the channel height, wall groove length and groove height \((h, h_l/h, h_g/h)\), respectively, the interaction ratio between wall/fluid atoms, \(\varepsilon_w/\varepsilon_f\), and the external driving force \(F_{ext}\) used to drive the flow (taken into consideration only for the \(u_m\) extraction). These independent parameters have been proven to be uncorrelated for the prediction of \(D, \eta, k\) and \(u_m\).

Predicted values from our model apply well on linear regression fits. Based on the residual plots presented in Section 3.2, it is inferred that multiple linear regression can be a good choice for data prediction, at least at the nanoscale, with accuracy comparable to MD results. Values that influence the model accuracy have been spotted for each output. From the interpretation of the results in Figures 6-9, it is inferred that statistical tools such as residuals plots and Cook’s distance can locate data outliers from a database. It is expected that, since one must deal with simulation data, immersed statistical errors or noise would affect the ML model. In contrast, these inaccuracies do not seem to qualitatively affect the procedure in our regression-based ML; nevertheless, values taken from extreme simulation conditions, such as with large \(\varepsilon_w/\varepsilon_f\) ratios or at channels with grooves of large height, seem to affect the efficiency. These points could be removed from our dataset to achieve increased accuracy, yet this would still affect the physical meaning of the ML model. Since intuition plays a key role in selecting which outliers are to be removed [44], we believe that what has to be done is to increase the training samples with more extreme data points so that the model is fully trained and achieves higher accuracy.

Another approach would be the incorporation of other ML algorithms, such as various types of neural networks and deep learning. It is anticipated, though, that this would demand a larger dataset which, in order to comply with our simulation data, must be created from scratch. Training and test data, apart from our simulation database, were also drawn from the literature. We have to note that slight inaccuracies may have occurred during the data extraction from the respective published papers. Moreover, there may be simulation conditions different from our own, with different simulation techniques, time steps, temperatures, etc., that may also induce some inaccuracies.

In a broad sense, this work aimed to couple machine learning and computational condensed matter physics. Overall, our results, despite the approximations necessarily made to permit the inclusion of data coming from different sources, appear to be in qualitative agreement with a number of literature results and achieved satisfying accuracy. Simulation techniques combined with machine learning analysis enable us to use scarce data more effectively [53].

5. Conclusions

It is widely believed that when classical, quantum simulations and ML methods are joined, it could change our efforts towards making predictions in condensed matter physics. In this work, we focused on flow simulations in nanoslits of various dimensions for a range of characteristics affecting the flow, such as the wall structure, the interaction strength between fluid/solid and the external driving forces. Along with data obtained from the literature, a small, albeit indicative, database was created. Transport and flow properties of a simple LJ fluid were predicted after employing the appropriate technique, with multivariate regression showing good accuracy.

We have shown that, in this context, ML can be a valuable predictive tool, especially at the point where missing data among various scales exist. This would increase our ability to replace some simulation points and, in the next step, further facilitate coupling across scales. The key concept towards this direction is the creation of a statistically large database that could be incorporated from a powerful machine learning framework. However, it should be kept in mind that the proposed method should not be viewed as a replacement of current simulation techniques, which have been verified and tested over various conditions throughout the years. Simulations and ML techniques could coexist in order to unlock new, promising possibilities in computational science and engineering problems.
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Appendix A

The diffusion coefficient is obtained using Einstein’s relation:

$$ D = \lim_{t \to \infty} \frac{1}{2dNt} \left[ \sum_{j=1}^{N} [r_j(t) - r_j(0)]^2 \right] $$

(A1)

where \( r_j \) is the position vector of the \( j \)th atom and \( d \) is the dimensionality of the system \( (d = 1 \) for diffusivity calculation in one direction, \( d = 2 \) in two directions and \( d = 3 \) in three directions). The brackets indicate the time average, while \( N \) is the number of LJ fluid atoms.

Shear viscosity and thermal conductivity for systems in equilibrium can be calculated using the Green–Kubo formalism. Shear viscosity \( \eta \) for a pure fluid is computed by the relation

$$ \eta = \frac{1}{VkBT} \int_0^\infty \left\langle J^{xy}_p(t) \cdot J^{xy}_p(0) \right\rangle dt $$

(A2)

where \( J^{xy}_p \) is the off-diagonal component of the microscopic stress tensor:

$$ J^{xy}_p = \sum_{i=1}^{N} m_i v_i^x v_i^y - \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{j>1} \frac{\partial u(r_{ij})}{\partial r_{xy}^{ij}} $$

(A3)

\( u(r_{ij}) \) is the LJ potential of atom \( i \) interacting with atom \( j \), \( r_{ij} \) is the distance vector between atoms \( i \) and \( j \) and \( v_i^j \) is the \( j \)-component \( (j = x, y \text{ or } z) \) of the velocity of atom \( i \). \( V \) is the computational domain fluid volume \( (V = L_x \times L_y \times h) \).

Thermal conductivity \( k \) can be calculated by the integration of the time-autocorrelation function of the microscopic heat flow \( J^\sigma_q \), i.e.,

$$ k = \frac{1}{VkBT^2} \int_0^\infty \left\langle J^\sigma_q(t) \cdot J^\sigma_q(0) \right\rangle dt $$

(A4)

where the microscopic heat flow \( J^\sigma_q \) is given by

$$ J^\sigma_q = \frac{1}{2} \sum_{i=1}^{N} m_i (v_i^q)^2 v_i^q - \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ r_{ij}^{q_x} \frac{\partial u(r_{ij})}{\partial r_{ij}^{xy}} - I \cdot u(r_{ij}) \right] \cdot v_i^q $$

(A5)

where \( v_i \) is the speed velocity magnitude of atom \( i \) and \( I \) is the unitary matrix.
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