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Abstract—Creating 3D shapes from 2D drawings is an important problem with applications in content creation for computer animation and virtual reality. We introduce a new sketch-based system, CreatureShop, that enables amateurs to create high-quality textured 3D character models from 2D drawings with ease and efficiency. CreatureShop takes an input bitmap drawing of a character (such as an animal or other creature), depicted from an arbitrary descriptive pose and viewpoint, and creates a 3D shape with plausible geometric details and textures from a small number of user annotations on the 2D drawing. Our key contributions are a novel oblique view modeling method, a set of systematic approaches for producing plausible textures on the invisible or occluded parts of the 3D character (as viewed from the direction of the input drawing), and a user-friendly interactive system. We validate our system and methods by creating numerous 3D characters from various drawings, and compare our results with related works to show the advantages of our method. We perform a user study to evaluate the usability of our system, which demonstrates that our system is a practical and efficient approach to create fully-textured 3D character models for novice users.

Index Terms—Character modeling, character texturing, interactive techniques

1 INTRODUCTION

With recent advances in virtual reality and bespoke manufacturing, it is increasingly desirable to empower amateur users to create compelling digital content. Character creation, in particular, has applications ranging from animation and games to toy manufacturing and virtual environments [1], [2], [3].

Creating a 3D character involves two major steps: modeling the 3D shape of the character, and defining its surface texture. Unlike professional modeling tools such as 3DS MAX [4] or ZBrush [5], content creation tools for novice users are usually domain-specific and aim to make their operation as intuitive as possible. Diverse modeling tools have been proposed for modeling character shapes, either using free-hand sketching interfaces [1], [6], [7] or by taking advantage of existing 2D drawings [3], [8], [9], [10]. Many separate solutions have also been proposed for texturing 3D models; several interactive tools [11], [12], [13] focus on painting the surface texture directly [11], or synthesize a surface texture from multiple images capturing different views of the object [12]. While these methods produce compelling texture on 3D shapes in the hands of professional artists, they rely on the artistic skill of the users or assume complete surface coverage by multiple-view images.

Exploiting 2D drawings for 3D character creation offers numerous advantages. Perhaps the most notable advantage of 2D drawings is that they can specify both a character’s shape and its surface texture at the same time. Characters are also typically drawn with poses and in views that convey a maximal amount of information about the character’s shape and appearance, allowing viewers to ideate the drawn character from novel poses and views. 2D drawings also allow users to create characters from a wealth of legacy content, and to create characters by first drawing or painting with traditional media and then digitizing the results using a consumer scanner or phone.

Many existing techniques for converting character drawings to 3D shapes [2], [3], [10], [14] only operate on characters drawn orthogonally from the side; other approaches [8] let users create characters based on 2D drawings with arbitrary views by defining a series of simple geometric proxies, then letting users manipulate them to approximately represent reference drawings. The resulting shapes do not produce
high-fidelity reconstructions that represent the input drawings faithfully, and are therefore not suitable for downstream applications such as 3D printing or digital media. Generally speaking, previous methods either generate character surface geometry without considering surface texture, or obviate the need for sophisticated texture reconstruction by exploiting the requirement that characters are drawn from the side view only. In both cases, these methods fail to take full advantage of the descriptive ability of 2D character drawings. Creating a fully textured character from a drawing from an arbitrary descriptive view remains an open problem.

To address this problem, we present CreatureShop, an interactive system that enables amateur users to construct varied creatures and characters from a single input drawing of a reference character drawn from a descriptive viewpoint. As adjusting a 3D viewport is considered demanding for amateur users [8], we restrict user interactions to a single view and image, and only require that the user annotates the drawing with a set of simple 2D annotations (Fig. 2a); from these annotations, we generate complete, plausible surface shapes and textures that are consistent with the reference image.

A key challenge in modeling individual creature body parts, or components, from a single drawing is that only the outline of the component is provided; these outlines are inherently ambiguous and often non-planar [9]. We observe that bilateral symmetry in creature images, specifically visual clues such as eyes and noses, serves as a crucial cue that viewers use when ideating both the shape and orientation of individual creature body parts. We therefore design a set of simple user tasks to identify these cues in an input drawing, and then solve for bilaterally symmetric shapes with projected drawing-plane constraints given by part outlines; we can then exploit these outlines and annotations further in order to produce plausible surface textures for the geometry of individual components (Fig. 2b). After modeling and texturing individual components in a part-based fashion, we then merge the textured components into a watertight character model, and combine multiple texture patches from individual components to produce a seamless texture over the character surface geometry with smooth transitions. As some portions of the creature are invisible in the input drawing, they may not have texture information that can be directly leveraged; we therefore use a surface-based inpainting technique to tackle this challenge, which generates seamless textures on occluded or invisible texture regions using context from faithful regions (Fig. 2c).

Our technical contributions are as follows:

1) We propose a character modeling method that can create creature geometries with details from a single reference image using a minimal set of 2D annotations;
2) We show how to automatically produce plausible seamless textures for the generated creature models by leveraging the 2D texture of the input drawing;
3) Finally, we design a user-friendly interactive system that integrates the modeling and texturing steps to create a fully textured character from a single reference drawing.
As shown in our results, CreatureShop fulfills our design goals of taking bitmap drawings, leveraging simple user tasks, and producing high-quality character geometry with visually pleasing textures. We evaluate the performance of CreatureShop by showing a number of models created from color drawings by artists of various skill levels and using various media. We validate our approach by a pilot user study, which shows that our chosen interactions are natural and intuitive and that our generated models agree with viewer expectations. We also exhibit high-quality, watertight models made by novice users with no prior modeling experience within 14 minutes using our system. We compare our work to prior automatic and semi-automatic systems for character modeling from images, producing models of comparable or better quality from their input drawings and showing how their systems fail on inputs that CreatureShop successfully handles. Finally, since we generate textured watertight meshes, we show colored 3D printed toys created from drawings by our system.

2 RELATED WORK

Our work is related to three areas of previous work: single-view character modeling, character texturing, texture inpainting and generation.

Single-View Character Modeling. The key challenge when generating a character model from a single character drawing is that arbitrary character drawings can be extremely ambiguous or open to multiple interpretations; producing a valid character model requires resolving these ambiguities.

Prior knowledge is often useful for specific tasks, or for assisting sketch-based modeling. [15] models 3D animals from user-clicked single images by fitting 3D mesh templates to drawings. The modeling category is confined to the animal template being used, which makes it hard to extend to more general cases in character drawings. [16] uses a convolutional neural network model to process both single- and multi-view sketches. For the single view case, their method can create surfaces patches for the original view, but cannot complete the back side to compose a watertight model. [17] recovers a single 3D object from its single-view image and produces coarse shape and texture on it. A recent neural rendering based symmetric geometry inference method has been proposed to generate depth maps for realistic single-view photos [18]. Complete and complex shapes and delicate textures are still hard to generated with learning-based methods, especially for non-realistic drawings.

Non-learning based approaches use domain-specific assumptions to resolve such ambiguity, as shown in [9]. Assumptions are typically made to restrict the shapes under consideration - e.g., mirror-symmetric shapes in [19], sweeping surfaces in [20], and generalized cylinders as geometric primitives in [8] and [9]. Further assumptions are made in different approaches, such as limiting the input drawings to frontal views [21] or side views [3], [10], or assuming that the silhouette of the body part is planar and perpendicular to the view direction [19], [22]. Our system requires no specific views in the input drawings and makes no assumption of planar silhouettes. Instead, we exploit mirror symmetry to simplify the user interactions required to create organic parts with fine details.

Our method is similar to prior art (e.g., [8], [23], [20], [24]) in that it asks users to outline parts of the drawing to denote component elements; we further ask users to provide additional strokes with respect to the reference drawings, since these additional inputs provide useful information for both modeling and texturing. The key difference between the modeling section of our method and Gingold et al. [8] is that their method solely creates generalized cylinders and ellipsoids; our created parts are more general and directly agree with the original outline specified by the user, improving geometric fidelity. Olsen et al. [23] assume that user strokes and consequently part outlines always lie on the fixed canvas drawing plane; by allowing users to specify part midlines and symmetry points, we do not have any such restriction. The tool developed by Andre and Saito [20] requires users to draw certain cross-sectional profiles of the shape satisfying specific geometry relationships; manually specifying these geometric relationships is demanding for novice users. Similar curves are used in CreatureShop, but the geometric relationships is automatically determined by our modeling system rather than by users. Yeh et al. [24] provide a set of interactive tools allowing users to create 2.5D high relief models from photos. Unlike CreatureShop, the outputs of their method are not fully textured 3D models, and are thus not suitable for 3D printing or other downstream applications.

Character Texturing. Many previous works on 3D model creation from reference drawings have presented their models with textures; however, the texture is directly projected onto the surface ([3], [9], [21], [23]) resulting in distorted textures and poor quality results. [21] expands the boundary of the texture region for frontal view drawings to resolve the distortion caused by this parallel projection approach, but the success of this method largely depends on texture complexity near the boundary. Recently, a category-specific learning-based automatic modeling and texturing method has been proposed [25] which estimates the pose, shape and plausible texture of zebras in photographs; it is unclear how this method can be generalized to arbitrary drawings. We propose a general approach for texture mapping that alleviates distortion near outlines for arbitrary views.

Another category of character texturing work lets users paint textures onto 3D surfaces interactively [11][26], to create texture maps for models using given decals [13], or use multi-view images for texture synthesis [12] [27]. Those approaches require additional workflow following model creation. To the best of our knowledge, no previous work has addressed the problem of simultaneously extracting a character model and texture from a single input drawing. Additionally, no previous work that we are aware of has explored how best to generate plausible textures for occluded and back-facing regions of models from character drawings when only a single view is available. To the best of our knowledge, an integrated pipeline for seam repair as well as texture completion using the same user input as the modeling phase has not been devised yet.

Image inpainting and texture synthesis. Our surface texturing method is related to the image inpainting problem in patch based synthesis; see [28] for a recent survey. [29] is capable of merging two source images or complete missing regions in a image using a content-aware manner based on
PatchMatch[30]. Direct use of image inpainting methods requires a planar parameterization that contains the target region, which would produce either distortion or discontinuity, especially in regions with complex geometry. This motivates our approach, which performs inpainting on the manifold surface rather than the image domain. [31][32] both extend texture synthesis algorithms from rectangular domains to arbitrary manifold surfaces, and [33] transfers properties such as color texture between two surfaces using a mesh-based PatchMatch algorithm; however these methods all discretize texture information to colors on mesh vertices, resulting in low resolution inpainting unless the number of vertices on the mesh is sufficiently high. Consequently, the newly generated texture will be blurry and will have obvious seams between the visible and inpainted regions. To address this, we develop a surface-based inpainting to generate seamless high resolution results without increasing time consumption.

3 System Overview

CreatureShop takes a bitmap drawing and a series of user annotations as input, and produces a watertight character model with a plausible texture in a part-based manner. As lifting a 2D character from a single drawing to 3D is an ill-posed problem, the system relies on two assumptions to produce satisfactory results. First, we require that the input drawing is sufficiently descriptive; more specifically, we require that the input drawing presents a character from an oblique or side view with an orthogonal projection, and that the target character is not drawn in the frontal view. Second, we assume that the output character has bilaterally symmetric geometry and texture, in order to allow us to make the best use of the textural information contained in the input drawing. In what follows, we first introduce the four user annotations (and tasks) that are provided in the interface for creating individual components with textures, and then present a general pipeline to produce a textured character model.

3.1 User Annotations

CreatureShop provides four simple, intuitive user annotation tools that are applied to the 2D drawing plane to create individual textured components; we then leverage these annotations and components to create the final 3D textured character. We allow the user to perform four basic annotations: component outlining; specifying the orientation of the symmetry plane; identifying symmetric component features; and defining the midline. The first two operations create basic shapes, and the second two are used to refine the basic shape.

The outline of a component, denoted $o$, is the planar curve that bounds the region occupied by the component in the drawing (purple lines in Fig. 2a). Component outlines are used to confine the projection of the overall shape of the component to be in correspondence with the reference shape in the input drawing. The outline of each component is depicted by refining the outline of the overall character in our user interface.

The orientation of the symmetry plane defines the orientation of the component with which it is bilaterally symmetric. The orientation of the symmetry plane is useful for assigning symmetric textures by reflection, maximizing the use of the visible texture from the reference drawing, and for defining the geometry of each component. Users can drag a line segment to imply the normal direction of the symmetry plane in the drawing plane.

Pairs of symmetric landmarks, such as eyes, form important cues from the drawing for establishing bilateral symmetry. Users are quickly able to identify such landmarks in CreatureShop by linking a line segment to connect them (green dashed line in Fig. 2a); we then exploit these pairs to create more details to the geometry.

The midline of a component, denoted $m$, is the 2D projection, in the drawing plane (blue lines in Fig. 2a), of the symmetry curve $M$ (blue lines in Fig. 2b). The symmetry curve is intersected by the shape and its unique symmetry plane. The midline is useful for controlling local shape features around the symmetry plane of components, such as a protruding nose on a face, which are unique features in the symmetry plane and cannot be defined solely by symmetric landmarks. Users are able to adjust the initial shapes of midlines generated by our system and see real-time feedback in a 3D view, which is presented next to the drawing canvas in our user interface.

3.2 Pipeline

Our algorithm can be divided into two stages, a modeling stage and a texturing stage. Both stages operate from the same input bitmap and user annotations; the modeling stage defines a set of body parts based on the input bitmap and user annotations, while providing real-time visual feedback as annotations are defined. The texturing stage, in turn, employs the same set of annotations as the modeling stage to define texture information for the entire creature, including areas of the creature where texture information is occluded or otherwise not present in the original drawing.

The major steps taken to create a fully textured character in CreatureShop are as follows:

User Part Annotation. Given an input drawing satisfying our descriptive view assumption, the user starts by extracting the overall character region from the input drawing, and then segments each body part of the character. The result of this stage is a set of partially overlapping subregions.

Creation of Individual Body Parts. Given a sparse set of planar annotations with different semantics, we formulate the creation of plausible 3D geometry as a constrained optimization problem. Using the outline as a constraint, the user can orient the symmetry plane for each body part to produce components in a satisfactory pose and with plausible textures. Pairs of symmetric landmarks and midlines can be identified and adjusted interactively at this stage, as the user wishes, to add geometric details to the components (Section 4.2). Each individual body part is then automatically textured using the previously specified user annotations (Section 4.3).

Character Composition with Complete Texture. Finally, we assemble components and assign texture information to the complete creature to produce the final model. For individual body parts, we provide users two ways to specify their desired depths and symmetry planes: individually or as a pair (for parts with intrinsic symmetry). For body parts
that are created in pairs (e.g., legs), we also transfer the texture from the body part at the near-view side to that at the far-view side, so as to ensure the indicated part symmetry during modeling (Section 5.2). Users may further adjust these default estimations as they wish.

The well-positioned body parts are then unified into a seamless, watertight mesh. However, there are still some ill-textured regions to be handled due to self-occlusion or occlusion between components. The system automatically detects and fills these ill-textured regions (Section 5.1). The resulting output is a 3D character model with a fully defined, plausible texture.

4 CREATION OF A SINGLE BODY PART

In this section, we focus on how a single component is created from the outline and additional annotations furnished by users. We formulate this as a shape optimization problem that must reliably lift the user’s 2D annotations to form a smooth surface mesh in 3D. We first describe the shape optimization framework, and then show how different annotations are incorporated to help shape the geometry. Finally, we introduce a simple yet versatile texturing scheme to produce reliable texture information on the visible side of the 3D surface mesh; this reliable texture information will then be extended over the entire creature during the final component merge phase.

4.1 Shape Optimization Formulation

CreatureShop uses a set of visual cues, such as body part outlines, to find a smooth shape to approximate the underlying component. As identified in the drawing, these visual cues are two-dimensional and have only X and Y coordinates; our first task is therefore to find the depths (or Z values) for these visual cues. For simplicity and without loss of generality, throughout the paper we will define the drawing plane to be located at \( Z = 0 \), and the Z-axis is assumed to be opposite to the view direction.

We derive a smooth, plausible and bilaterally symmetric surface geometry by extending the Fibermesh shape optimization framework proposed in [7], which finds a smooth shape from a set of definite spatial curves constraints by interleaving smoothing surface curvatures. In our case, we extend this framework by adding a set of depth-variable spatial constraints with inherent symmetric shape constraints. We first compose an initial discrete triangular mesh structure and then deform it to the final shape using our proposed optimization. The initial mesh structure is symmetric about the outline curve \( o \); we generate one side of the mesh structure via constrained Delaunay triangulation using the outline \( o \) as a boundary constraint. Specifically, we triangulate the target region with dense triangles ( \( > 1600 \) ), controlling those triangles to be uniform and as close to equilateral as possible by imposing a maximum triangle area constraint and a minimum triangle angle constraint. This triangulation strategy helps convergence when solving Fibermesh, which was observed to be unstable in certain conditions [34]. We then reflect the triangles across the symmetry plane \( \pi \) (initialized as \( Z = 0 \), the drawing plane) and join the boundaries together. We then inflate this shape using the Fibermesh algorithm. The collection of vertices lying in \( \pi \) form a set \( M \)

\[
\text{arg min}_v \left\{ \sum_{i} \|L(v_i) - \delta_i\|^2 + \sum_{i} \|e_i - e_i'\|^2 \right\}
\]

(1)

where \( L(\cdot) \) denotes the discrete graph Laplacian, and \( \{e_i\} \) and \( \{e_i'\} \) are the current Laplacian magnitudes and average edge length incident on vertex \( i \) on surface respectively.

To account for the variability of the depth of the shape silhouette whose projection on the drawing plane is the outline, we augment this basic formulation with a set of symmetry-related constraints to recover the surface geometry along with the Laplacians and edge lengths solved above, as well as constraints derived from the user-specified planar annotations. The formulation of the second step yields:

\[
\text{arg min}_v \left\{ \alpha_v E_v + \alpha_c E_c + \alpha_s E_s + \alpha_m E_m + \alpha_p E_p \right\}.
\]

(2)

In Eq. 2, the discrete Laplacians term \( E_c \) and edge lengths term \( E_v \) are chosen to ensure the smoothness and mesh quality of the surface mesh, respectively, as per [7]; they are defined as follows:

\[
E_c = \sum_{v_i \in V} \|L(v_i) - \delta_i\|^2,
\]

(3)

\[
E_v = \sum_{(v_i, v_j) \in E} \|v_i - v_j - \eta_{ij}\|^2,
\]

(4)

where \( \delta_i = A_i \cdot c_i \cdot n_i \), \( A_i \) and \( n_i \) are area and normal estimates for the vertex \( i \); \( V \) is the set of all vertices, \( E \) the set of pairs of vertices connected by edges, and \( \eta_{ij} = \frac{e_i + e_j}{2} \cdot \frac{v_i - v_j}{|v_i - v_j|} \).

Fig. 3. The mesh vertices in the green region forms the set \( S \), each of which has a symmetric correspondence at the other side of the symmetry curve \( \mathcal{M} \) (blue line), which is composed by a closed loop of vertices lying on the symmetry plane \( \pi \). The projection constraints set \( \mathcal{B} \), for example, are illustrated as purple vertices in the right figure; their projection on the drawing plane lies on the outline (purple line in the left).
The symmetry-related constraints include two terms, $E_s$ and $E_m$. The first term is a symmetric vertex pair constraint that ensures pairs of symmetric vertices residing on either side of the mesh remain symmetric during the modeling process. The second term is designed to encourage the midline vertices to stay in the symmetry plane during optimization.

$$E_s = \frac{1}{2} \sum_{(v_i, v_j) \in S} \left( \left\| n_p \cdot \frac{v_i + v_j}{2} + d \right\|^2 + \left\| n_p \times (v_i - v_j) \right\|^2 \right),$$  

(5)

$$E_m = \sum_{v_i \in M} \left\| n_p \cdot v_i + d \right\|^2.$$  

(6)

where $\pi$ is the symmetry plane with equation $ax + by + cz + d = 0$, $n_p(a, b, c)$ is the unit normal of $\pi$, $S$ is the set of all symmetric pairs of vertices about $\pi$ in the mesh, and $M$ is the set of vertices in the symmetry plane.

The last term in Eq. 2 is a projection constraint term that incorporates the user-specified annotations in the drawing plane:

$$E_p = \sum_{v \in B} \left\| P(v) - \hat{p}_j \right\|^2.$$  

(7)

where $B$ is the set of projection constraints, $\hat{p}_j$ are the target positions in the drawing plane of the vertices and $P$ is the orthogonal projection that maps $v(v_x, v_y, v_z) \in \mathbb{R}^3$ to the drawing plane, i.e., $P(v) = (v_x, v_y)$.

The linear least squares problems Eq.1 and Eq.2 can be optimized by solving two linear systems separately. We alternately minimize those two objective energies to obtain a result shape.

All $\alpha$'s in Eq.2 are coefficients to balance those energies. We use fixed values of $\alpha_s = 1$ and $\alpha_m = \alpha_p = 1000$ for all our examples; $\alpha_c = k \frac{\#S}{\#B}$ is estimated dynamically relative to the mesh connection and projection constraints. We allow users to adjust $k$ to control the thickness of results as shown in Fig. 4.

As the mesh connectivity is unchanged after deformation, the pre-factorized matrices in the least-squared system of Eq.1 can be re-used with new constraints in an interactive rate. We found that alternating between Eq.1 and Eq.2 for approximately 5 iterations quickly converges to a satisfactory solution.

### 4.2 Modeling the Surface Geometry

#### 4.2.1 Creating Base Shapes With the Outline and Symmetry Plane

Based on our proposed method, modeling a base shape requires only the outline and a well-posed symmetry plane $\pi$ given the user. To help users specify the symmetry plane easily, CreatureShop adopts the following user interaction strategy. The system initially creates a symmetric surface mesh with the outline and the symmetry plane at $z = 0$, in which case the optimization formulation is equivalent to FiberMesh [7]. The user is then asked to rotate the symmetry plane (and thus the shape) to a new pose from the drawing plane $z = 0$ to approximate the depicted body part in the 2D drawing.

Given the properly rotated shape and its symmetry plane, we seek an optimal sequence of one-to-one matchings between points from the outline $\{\hat{p}_j\}$ and the mesh vertices $\{v_j\}$ from the shape silhouette. We find this sequence by employing a Hidden Markov Model approach, as proposed in [35]. We then enforce the requirement that vertices in the optimal sequence $\{v_j\}$ must have their projections in the drawing plane to be $\{\hat{p}_j\}$ by adding projection constraints using Eqn. 7 during the meshing process, with $v_i$ as 3D vertices and $\hat{p}_j$ as their 2D targets.

#### 4.2.2 Refining Base Shapes via User Annotations

The base shape created by the previous method only makes use of the outline and the orientation of the symmetry plane, and thus lacks details to enhance the underlying body part. Other user-specified cues, such as the symmetric landmarks and the shape of the midline, are valuable when defining the user’s intended body part shapes. To this end, we allow users to incorporate these cues as additional constraints for shape refinement.

##### 4.2.2.1 Symmetric landmarks as constraint: Given a specified symmetry plane $\pi$ and a pair of symmetric landmarks, $\hat{p}_1$ and $\hat{p}_2$, in the drawing plane, we can easily find the nearest pair of symmetric vertices $v_1$ and $v_2$ on the mesh that best approximates the 3D positions $\hat{p}_1$ and $\hat{p}_2$ of the landmark points. (We note that Bae et al. [36] provides a single-view symmetric curve epipolar sketching tool for expert designers by adopting similar geometric principles to recover 3D curves from single-view 2D curves.) In our method, 3D coordinates of symmetric landmarks are solved in a least-square manner that both enforces the symmetry and accounts for any imprecision made by users or in the reference drawing.

$$\arg \min_{v_i, v_j} \left[ \left\| n_p \cdot \frac{v_i + v_j}{2} + d \right\|^2 + \left\| n_p \times (v_i - v_j) \right\|^2 \right. \left. + \left\| P(v_i) - \hat{p}_1 \right\|^2 + \left\| P(v_j) - \hat{p}_2 \right\|^2 \right]$$  

(8)

By adding the indices $i$ and $j$ of $v_1$ and $v_2$ to the projection constraint set $B$, we can solve for the refined shape by Eq. 2.

##### 4.2.2.2 Midline as constraint: The midline $m$ provides important information for inferring the underlying shape, but it is well-established [37] that even expert artists have a hard time drawing an accurate midline for a shape in a single stroke; we therefore allow users to reshape the underlying geometry by interactively editing the midline in the drawing plane. This amounts to specifying the projected coordinates of the vertices in the symmetry curve, which again contributes to the projection constraint set $B$. We note that the in-the-symmetry-plane term $E_m$ only restricts vertices in $M$ to reside in the symmetry plane; thus the additional midline
Fig. 5. Modeling a gorilla’s head with an outline and additional inputs. The midline and the symmetric features largely enhance the visual quality of the geometry. In the reference drawing, the outline, midline and symmetric pairs are edited by the user (a). The final textured shape is shown in (b). The symmetry plane is rotated with only the outline constraint to produce the base shape (c). The base shape is then refined by editing the midline and adding several pairs of symmetric landmarks, as shown in (d). Gorilla from https://www.vectorstock.com, purchased under standard license.

constraint and term $E_m$ serve as complementary terms for yielding the user’s desired 3D shapes.

As shown in Fig. 5, the midline can be used to reshape the geometry near the symmetry plane, while adding symmetric landmarks can enhance details of the geometry.

4.2.3 Manipulating the Orientation of the Symmetry Plane

So far, we have assumed that a reasonable orientation of the symmetry plane is given for modeling a 3D shape by the outline and a few pairs of symmetric landmarks. However, accurately specifying the orientation of a 3D plane is challenging for novice users in the modeling system. To obtain a reasonable orientation for the symmetry plane, we assume that the symmetry plane can be found by rotating the drawing plane. The applied rotation can be represented by an axis and an angle of rotation; the axis of rotation can be inferred from the drawing, and the user then only needs to specify the rotation angle by dragging the mouse. (Please see the supplementary video to see this system in action.)

Our system uses a simple geometric relationship to find the rotational axis $\Omega$. On the one hand, $\Omega$ must also be the intersection line that lies in both planes; thus its direction can be represented as $(\Omega_x, \Omega_y, 0)$. On the other hand, as we assume that the symmetry plane can be found by rotating the drawing plane $z = 0$ around $\Omega$, it follows that $\Omega$ must always be perpendicular to the symmetry plane normal $n_z$, and thus to $P(n_z)$, the projection of $n_z$ in the drawing plane. $P(n_z)$ can be determined easily from the direction of any pair of symmetric landmarks, such as a pair of eyes, in the reference drawing; the rotational axis $\Omega$ perpendicular to it and passing through the center of the outline is then uniquely defined (see Fig. 6).

Since determining the depth information with 2D planar constraints is an ill-posed task, the rotation angle $\theta$ must be inferred by the user by dragging the mouse.

CreatureShop provides users with an interactive way to estimate the rotation angle $\theta$. The estimation is achieved by asking users to drag a line whose direction is orthogonal to the rotational axis of the symmetry plane and whose length reflects the magnitude of the rotational angle. In this way, the user is able to interactively rotates the symmetry plane by dragging the line in the drawing plane, and is provided with a real-time visualization of the projection of a rotated circle (please refer to the demo of modeling process in the supplementary video).

4.3 Texturing the Individual Component

We make use of the content in the reference drawing to texture the created shape. As the outline confines the region of the component in the drawing and bounds the 3D geometry surface as well, a natural starting point is simply to map the content in the confined region to the surface via orthogonal projection. This method produces a pleasing texture when viewed at the original viewpoint, but usually leads to distortion near the silhouette observed from novel views. To tackle this problem, we adopt the orthogonal projection as the initial state, and fix the texture coordinates on the silhouette and the midline (purple dots and the blue line in Fig. 7b) as a boundary condition; we then solve for a harmonic mapping $h$ that maps $(x, y, z)$ from the surface mesh to the desired texture coordinates $(u, v) \in \mathbb{R}^2$:

$$\Delta u = 0, \quad \Delta v = 0, \quad s.t. (u_i, v_i) = (\bar{u}_i, \bar{v}_i), \ i \in \mathcal{I},$$

(9)

where $\Delta$ is the discrete Laplace operator computed on the surface mesh, $(u, v)$ are the texture coordinates of the surface, $(\bar{u}, \bar{v})$ are the texture coordinates of the drawing computed via orthogonal projection, and $\mathcal{I}$ are the indexing set of constraint vertices.

To avoid texture distortion near salient features (e.g., eyes), CreatureShop allows the user to add identified pairs
of symmetric landmarks to the boundary conditions $I$ to make sure that they look faithful from arbitrary views.

Using only a single reference drawing, it is impossible to faithfully recover the texture on the invisible side of the shape. As we have assumed that all body parts are bilateral symmetric, we simply mirror the texture on the half side of the shape with larger visibility to fill the other side of the shape to cover as much region as possible. This works perfectly only when the body part is presented from an exact side view; otherwise a small portion of the surface mesh is still ill-textured (the red region in Fig. 7b). We resolve this final ill-textured region via a texture completion pass once all body parts are positioned correctly and merged together.

5 Creating a Character

Our system infers a default depth for each created body part, so that they can be positioned for assembly; users may further adjust the depth when needed. Once all body parts are correctly positioned, the system merges them by performing a series of boolean union operations, smoothing the joining regions of the parts, and finally outputting a watertight character model with a full texture. The remaining issue of ill-textured regions is addressed automatically at this stage by a surface-based texture completion method.

In the following section, we detail the surface-based texture completion for the fully textured character creation. This is followed by brief discussions of other implementation details (i.e., default depth estimation and detection of ill-textured regions).

5.1 Texture Inpainting Over the Surface

As explained in Section 4.3, incomplete textures are inevitable even when bilateral symmetry is leveraged for texturing surface geometry. We therefore aim to use content from the well-textured regions to inpaint any incompletely textured regions, with the eventual output being a seamless texture for the fully textured character after all constituent body parts are merged. Ill-textured regions may be disconnected and scattered over the surface. To avoid cluttered notation, we first consider the problem of surface-based inpainting in the case where there is only one connected ill-textured region. Our approach can then be easily generalized to handle multiple regions.

To avoid possible artifacts (including distortion or unexpected seams) due to one global planar parameterization, we perform the texture completion directly on the surface geometry by extending an image inpainting method [29] to surface meshes. We fulfill this goal by using local Geodesic Polar Map (GPM) and Geodesic Polar Coordinates (GPC) [38]. The GPM provides a local parameterization of a given region from curved meshes, while the GPC provides a local geodesic-preserving coordinate system in the parametric domain.

This extension from images to 3D surface meshes requires addressing the conflict between low-resolution meshes for efficient computation and high-resolution texture images for quality output. We note that while some previous work on surface-based texture synthesis and inpainting (e.g., [32], [33]) simply processes colors at mesh vertices, this approach is not sufficient for our needs as it fails to capture delicate patterns and details that may be present in the reference drawing. To attain high-resolution textures with a low-resolution mesh, we therefore create a new texture image with sufficiently high resolution for the ill-textured target region under a new texture parameterization, which is built via a locally injective mapping approach [39]. Other parameterizations can be used as well; our results do not depend on the choice of parameterization, unless squeezed regions lead to insufficient resolution in areas when the parameterization is far from isometric.

We denote the ill-textured region as target region $T$ and the complement of $T$ on the surface as the source regions $S$. Our task is to generate a consistent texture over $T$ using the content from $S$. Two major steps are alternated in the general patch-match framework, namely a search step for finding similar patches from $S$ and a color voting step to generate texture in $T$ the concerned region.

Geodesic discs centered at mesh vertices are used as a substitute of the patches in image-based tasks. Each geodesic disc $D(v_i)$ covers a small number of faces surrounding its center vertex $v_i$. We build a local GPM for each vertex, which parameterizes covered faces in a geodesic preserving manner; we then construct a GPC within a geodesic disc of radius $r$. The collection of discs covering a portion of the target region is termed the target set $T = \{D(v_i)\} \cap T \neq \emptyset$, and the collection of discs covering only the source region forms the source set $S = \{D(v_i)\} \cap (T \subseteq S)$.

The geodesic disc is sampled uniformly in GPC$_v$ with respect to the polar coordinates defined on it. The sample points on the disc can be represented as $\{(\theta_j, r_k) | 1 \leq j \leq n, 1 \leq k \leq m\}$ in the GPC$_v$. The source texture image has five channels: three color channels in LAB color space and two gradient channels of luminance. We operate on L*a*b color space following [29] and [30], and employ the gradient following Darabi et al.’s conclusion that gradients are helpful when extending PatchMatch to preserve structural textures.

Colors and gradients at sample points are concatenated (denoted as $I(\theta_j, r_k) = (L, a, b, \nabla_L L, \nabla_a L); \lambda = 0.2$ is a constant balancing magnitudes between colors and gradients); we may therefore define the distance between two discs $D(v_i)$ and $D(v_i)$ as below:

$$d(D(v_i), D(v_i)) = \min_{0 \leq \ell \leq \alpha - 1} \sum_{j, k} \|I(\theta_j + \ell \Delta \theta, r_k) - I(\theta_j, r_k)\|.$$  

(10)

where $\{\theta_j\}$ are uniformly sampled in a counterclockwise direction with a step of $\Delta \theta = 2\pi/n$. The optimal matching angle between the two geodesic fans can be represented as $\alpha \equiv \ell \Delta \theta$.

To efficiently find the optimal matching disc in $S$ for every disc in $T$ using the disc similarity distance defined above, we use a search method similar to [33] which extends the well-known image patch-based search method PatchMatch to meshes. We call the mapping from a disc to its optimal matching disc the Nearest-Neighbour Field (NNF).

After finding NNFs in the search phase, a new texture is generated via voting; the colors and gradients of each pixel in the target texture image is voted on by all the discs that cover it in the texture domain. Backtracking the colors (and gradients) of a pixel in the target image from the source image is not straightforward, requiring passing through two
GPCs defined on target and source geometric discs, respectively; see Fig. 8. In this process, the pixel of interest needs to be located in each GPC by interpolating the texture coordinate in the corresponding parameter domain. For a median-resolution target texture image with 500K pixels, this location query could be computationally prohibitive. To accelerate this procedure, we propose the following approach that is well suited to parallel processing using GPU shader pipelines.

As illustrated in Fig. 8, for each disc \( D(p) \) from target set \( T \), we have its NNF \( D(q) \) from source set \( S \) obtained in the searching step. First, we rotate the GPC \( q \) clockwise by the optimal matching angle \( \alpha \) about its center \( \text{GPC}_q(q) \) to generate \( \text{GPC}_p \). A new texture mapping \( f_p \) can then be obtained which maps \( \text{GPC}_q \) to the source image domain. Second, we rasterize the textured \( \text{GPC}_p \) to a high-resolution intermediate image \( I \) and apply to \( I \) a Gaussian falloff filter centered at \( \text{GPC}_p(q) \), which can be finished via GPU pipeline. Third, using the intermediate image \( I \) as the texture of \( \text{GPC}_p \), we map \( I \) to the target image via the texture mapping \( f_p \). Each pixel in the target image contains (three) color channels, (two) gradient channels and a counting channel, where the color and gradient channels accumulate relevant values voted from \( I \), and the counting channel keeps record on the number of votes. This phase can be finished by alpha blending using GPU. Finally, we compute the colors and gradients at each pixel in the target voting image \( I_{\text{vote}} \) by dividing the accumulated colors and gradients at this pixel by the number of covering discs. To finalize the voting results, the new color \( I_{\text{new}} \) can then be computed by minimizing the energy

\[
E = \sum (I_{\text{new}} - I_{\text{vote}})^2 + \lambda ||\nabla I_{\text{new}} - \nabla I_{\text{vote}}||^2
\]

(11)
to correctly blend colors and gradients; this is a discrete screened Poisson equation that can be solved efficiently [29].

After each voting phase, the geodesic fans in \( T \) and the optimal disc distances \( d(D(p)) \) are updated. We compute the total energy \( E = \sum_{D(p) \in T} d(D(p)) \), and compare it to the previous pass. We iterate the search and vote steps until the difference of total energies between two sequential passes is less than some threshold (we use 0.01 in our implementation). We then rebuild all the discs using a smaller disc radius \( \rho \), update set \( S \) and \( T \), and repeat the search and voting phases. This process terminates once the radius reaches the pre-defined threshold. The pseudo-code of our algorithm is shown in Alg.1.

**Algorithm 1. Texture Inpainting over the Surface**

**Input:** Well textured source regions \( S \) and target regions \( T \) to be filled

**Output:** Compatible textured entire surface

Initialize \( T \) by solving Poisson equation with boundary condition on \( \partial T \);

Assign a large fan distance \( d(p) \) to each disc \( D(p) \in T \);

for scale \( r \) from \( r_{\text{max}} \rightarrow r_{\text{min}} \) with step size \( r_s \) do

while True do

\begin{itemize}
  \item Compose geodesic discs set \( S \) and \( T \) with radius \( r \);
  \item Randomly select a disc \( D(p) \in T \);
  \item foreach \( p \) visited in breadth-first traversal order started from \( p_0 \) on the mesh and \( D(p) \in T \) do
  \begin{itemize}
    \item Collect all adjacent points that have been traversed in \( \{a_i(p)\} \);
    \item foreach \( q \) that is the center of \( \text{NNF}(D(a_i(p))) \) do
      \begin{itemize}
        \item Randomly select a disc \( D(q) \in S \);
        \item \( d(p) \leftarrow \min\{d(p), \text{dist}(D(p), D(q)), \text{dist}(D(p), D(q))\} \);
        \item Update NNF \( D(p) \);
      \end{itemize}
    \end{itemize}
  \end{itemize}

end

\begin{itemize}
  \item Vote(NNF);
  \item Recompute all the geodesic fans and \( d(p) \);
  \item if Total energy unchanged then break
\end{itemize}

end

5.2 Assembling and Unifying Body Parts

To facilitate the positioning of body parts created, we design two ways for users to indicate whether body parts are paired (or intrinsically symmetric) that reside at both sides of the existing parts. If a body part is created alone, then its initial depth and symmetry plane are inferred using a central positioning scheme; otherwise, we use a biased positioning scheme to estimate depths and symmetry planes for both body parts. In the latter case, the textures of the two body parts are enforced to be as similar as possible as well via a further step of texture transfer from one to the other.

5.2.0.1 Central Positioning: When a new individual component \( M_i \) is created and its outline \( o_i \) overlaps those of other existing parts, we find the part \( M_j \) whose outline has the largest overlapped region with \( o_i \). Reusing the symmetry plane \( \pi_i \) of \( M_j \), we can create the base shape of \( M_i \) automatically. Sometimes this rule will lead to a result where \( M_i \) and \( M_j \) have no actual intersection in 3D. In such a situation, we shoot a ray passing through the center of overlapped region of the two outlines and find first two intersection points with \( M_i \) in 3D space. We then compute their average depth \( d \) and set the symmetry plane of \( M_i \) to \( \pi_i : z = d \) to create a base shape.

5.2.0.2 Biased positioning: When two intrinsically symmetric components \( M_i \) and \( M_j \) are created together, their outlines should overlap with a common parent part \( M_k \). We shoot a ray passing through the center of the overlapped region of outlines \( o_i \) and \( o_k \) and find the first intersection point \( p_1(x_i, y_i, z_i) \) with \( M_k \). Set \( \pi_i : a_i(x - x_i) + b_i(y - y_i) + c_i(z - z_i) = 0 \) to be the symmetry plane of \( M_i \), where
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(a, b, c) is the normal of plane \( \pi_b \). Then the base shape of
\( M_i \) can be generated. The same way can be adopted again to
assemble \( M_j \), except that the intersection point \( p_j \) should be
found on the opposite side of \( \pi_b \) against \( p_i \).

This system provides users with only an initial guess
which can be further edited easily. Users can adjust the
depth of each component to change the assembly relation to its
connected components according to user preference.
Users may pose the shape by orienting its symmetry plane
as described in Section 4.2.3. The rotation center in this case
is the center of junctions, so that connectivity between the
new shape and its parent shape is ensured.

When two body parts \( M_i \) and \( M_j \) are created as intrinsi-
cally symmetric, the partially occluded one \( M_j \) usually has
the wrong texture (see Fig. 9a), since its texture directly
comes from its projected region in the image. We therefore
must copy the texture from the occluded-free body part \( M_i \)
to \( M_j \). We compute a set of pointwise correspondences
between the symmetry curves \( M_i \) and \( M_j \) via inner-distance
shape context [40] (Fig. 9b). By confining the matching
results to have at least one pair that maps from one junction
region to the other, we can get rid of the upside down dis-
mismatch between two tube-like limbs. We also enable users to
specify several key correspondence pairs if the poses of two
parts are largely different. We then compute planar parameter-
erizations of \( M_i \) and \( M_j \), both bounded by the symmetry
curves. To avoid severe flips in such a parameterization, we
first transform the entire region to a proxy convex planar
region (a circle in our implementation) using a Harmonic
mapping (see Fig. 9c); we then deform the boundary of each
circle to the shape of the symmetry curve \( M_i \), which is based
on the correspondences built in the first step for the
occluded one, and compute the positions of inner points
using [39], see Fig. 9c. Finally, for arbitrary position on the
occluded body part \( M_j \), we can interpolate a position on
\( M_i \) via this parameter domain. Hence, the texture coordi-
nates from \( M_i \) can be transferred to \( M_j \), see Fig. 9d.

We then unify the geometries and their texture data by
performing boolean union operations among all connected
parts. The merged geometry is smoothed by Laplacian
smoothing to avoid unnatural junction, and we interpolate
texture coordinates of vertices in the new mesh by querying
the closest point in the original mesh. Texture may have dis-
continuities around junctions especially on occluded sides;
to overcome such issues we compute harmonic mappings
in all junction regions to stitch their texture coordinates.
Texture coordinates continuity will result in seamless tex-
tures, since the original drawing image is used as the sole
common texture image for all parts before the inpainting
phase.

After merging the geometries as well as stitching the tex-
tures, we obtain a unified model with watertight geometry
but implausible textures in regions that were occluded or
not present in the original drawings. To address this prob-
lem, we detect all ill-textured regions and furnish them
with textures using a surface-based texture inpainting tech-
nique as described in Section 5.1. Detecting ill-textured
regions is made non-trivial, owing to the harmonic mapping
applied to minimize texture distortion. Since we leverage
mirror symmetry to texture individual body parts, we
determine the so-called positive facets in the mesh which
reside at the positive side of the symmetry plane, and then
determine visibility of the negative facets based on their
symmetric correspondences, reducing the complexity of the
problem. As harmonic maps are used to transfer texture
from the drawing to the surface, we rely on the UV texture
coordinates of each facet, instead of its spatial coordinates,
to determine its visibility over the texture. In particular,
when a texture coordinate may be referenced by several fac-
ets, we set only the facet which is least distant from the orig-
inal viewing position to visible; all others are considered
invisible as they are occluded by the visible facet.

6 EXPERIMENTAL RESULTS AND VALIDATION

We demonstrate the versatility of our method by exhibiting a
dozen character models with full textures that are created
using CreatureShop. Additionally, we validate our algo-
rithms and design choices by comparison against ground
truth models; comparisons to previous work; a small-scale,
informal user study; and by 3D printing toy creature models
made using our system.

If not explicitly marked by annotations, body parts shown
in this section are made without thickness/depth adjust-
ments. We find that torsos and limbs sometimes need addi-
tional rotation when they do not share the same orientation
as heads; ears and tails always need thickness adjustment.

6.0.0.1 Results: The gallery in Fig. 10 presents several 3D
textured models created by CreatureShop, including charac-
ters of different types from reference drawings realized in
different media or styles. In each row, we show (from left to
right): the input drawing; the input drawing with user
annotations; the output of CreatureShop from the original
view; the output of CreatureShop from a novel view; and
the unshaded surface geometry. User annotations are col-
cored as follows throughout the paper: outlines in purple,
midlines in blue, user’s specified rotation axes in orange, and symmetric features in green.

As the heads of all creatures have plenty of features in the reference drawings, we use the outline and the symmetry plane rotation for each as obligatory inputs when shaping them. We incrementally edit midlines or add symmetric texture features as optional operations until satisfying details are added to the shape. Torsos and limbs usually lack symmetric landmarks, and thus are shaped purely using the outlines. The orientation can be evaluated by inheriting from the
adjacent part automatically. If the user’s desired orientation is not achieved, users can further drag rotation instruction segments to change the orientation (orange lines in our gallery show such additional interaction by users). In our user interface, outlines are furnished by segmentation from character contours; symmetric texture features can be indicated from visual cues; midlines can be edited by picking the control points on midline and dragging to its target position in drawings. When symmetric features are absent, rotation instruction segments are dragged by users to obtain an oblique symmetry plane according to its direction and length (following the rules described in 4.2). Modeling oblique parts with symmetry features can generate satisfying results directly without further adjusting the orientation of the symmetry plane in all of our results.

The rotation preview can give users a real-time feedback in the modeling process. Some objects with thinner geometry (e.g., ears) can be shaped by adjusting a slider bar in our user interface which controls $\alpha$, in equation.2 in the modeling section. This user’s operations yield compelling geometries as shown in the output models from both original and novel views, supporting our design choices and the claim that quality geometry can be created easily with the designed set of user annotations.

We also exhibit several character models produced from drawings with complicated textures. We are able to convincingly synthesize seam-free textures for the entire model. Fig. 11 shows details of our texture inpainting result on the tiger model with zoom-in views. No visible seam can be seen on the boundary of the ill-textured region and the colors in the region are seamless and correctly blended across the entire model. The result appearance is natural and reasonable, considering they were generated from only a single view drawing with no additional human editing or repainting.

6.0.0.2 Runtime Efficiency: The efficiency of our inpainting method is related to the number of vertices and the size of new texture images. In our implementation, the vertices number of models ranges from 10k to 20k. The new texture images are set to $400 \times 400$. It costs less than 2 minutes each model to complete the texture inpainting process in our experiments.

6.1 Validation
We quantitatively validate our geometry modeling method by comparing the created character to a ground-truth model, shown in Fig. 12. The ground truth is a given 3D model and the reference image is rendered from a known view angle.

The model was created with CreatureShop using the following order of operations: segmentation to body parts, modeling separate (pick eyes as symmetric features to compute symmetry plane of the head and other parts inherit the head orientation), and finally blending together and inpainting ill-textured regions. Geometry errors are depicted in the color map with red indicating larger errors. The mean error is 0.8262% with regard to the bounding box diagonal of the reference model and the max error is 5.6287%. One of the hindmost legs of the cat deviates notably from the ground truth, which is because the symmetry plane of the torso is not evaluated accurately. The ground-truth normal of the symmetry plane is $(0.695, -0.228, 0.683)$, while the estimated normal is $(0.617, -0.248, 0.746)$, the angle between them is 0.0946 in radian (no more than 6 in degree). We consider this deviation tolerable for an interactive modeling tool that converts 2D bitmap drawing to 3D models.

6.2 Printed Toys
As the created models by CreatureShop are watertight and readily for fabrication, we also present some of the 3D printed version of character models by our system in Fig. 13. The models are printed using a ProJet CJP 660Pro with VisiJet PXL material.

6.3 User Studies
The UI design is examined through a small-scale, informal user study to collect feedback. This user study consisted of...
10 amateur users with few prior modeling experience, 4 female and 6 male. All the participants had no artistic inclinations; none of our users were professionals. Subjects were asked to create, with CreatureShop, a single part with symmetric landmark pairs and an entire character as shown in Figs. 5a and 1, respectively.

A 20-min tutorial was provided prior to the modeling test, which introduced the four annotations and basic operations in CreatureShop. The subjects were given 20 minutes to get hands-on experience with the system, and they all agreed that specifying symmetric features and editing midlines were easy tasks for them. During the tutorial, they only practiced basic operations using reference images that are different from target images.

After the tutorial, they were given two modeling tasks as described above. From the result, we can see the time for modeling the single body part (the gorilla’s head shown in Fig. 5a) ranges from 2 to 4 minutes. Modeling the fox character (shown in Fig. 1) required more time, ranging from 8 to 14 mins. We consider this reasonable because the fox character has 7 body parts in total. Most of the body parts are created with outlines and rotated symmetry planes.

From the interview with the subjects after the modeling tests, we were told that all the interactions are easily mastered and both the resulting shape and texture are satisfactory.

To compare our system against prior art, we asked users to model the fox character using RigMesh [1] as well. Similarly, we provided a 20-min tutorial and a 20-min practice for RigMesh. Users were then required to create a 3D model based on a reference image that was imported to RigMesh as the background image within 30 mins. We then compared the usability of CreatureShop and RigMesh by using the System Usability Scale (SUS) [41]. The SUS score of CreatureShop is 72.5; in contrast, RigMesh is 47.25. The significance of the comparison was verified by a Wilcoxon Signed-Rank test ($p = 0.0215$). We conclude that for the task of creating 3D models from single images, CreatureShop is more user-friendly for novice users than RigMesh. We show the user models created during this comparison in Fig. 14; we observe that the models created by CreatureShop are more plausible than those created by RigMesh, especially when seen from a novel view.

6.4 Comparison to Prior Art

Our results are compared to several state-of-the-art methods for character modeling.

We compare our system to that proposed in Andre & Saito [20] (Fig. 15). Besides tracing a silhouette curve, the method by Andre & Saito [20] requires users to specify multiple intersecting ellipsoids that form a local orthogonal frame for lifting the 2D curves to 3D space (Fig. 15a), which seems to be demanding for amateur users to do so. While we require users to draw only one curve each part based on the visual cues from the reference (purple lines in Fig. 15c)
and pairs of symmetry features to estimate orientation (green lines in Fig. 15c). The parts without symmetry features can directly inherit the orientation of its adjacent parts. After the shape is created, users can further adjust midlines (blue lines in Fig. 15c) to fit the drawing. This is made possible at the only expense of allowing interactions and providing a 3D preview for examination. But this effortless demand from users largely ensures the quality of our created characters, being not susceptible to low-fidelity annotations marked by amateurs.

We also compare CreatureShop to NaturaSketch [23], which allows viewport selection and rotation of created components for assembly, by creating a textured model from one of their inputs. As shown in Fig. 16, our results generally better capture the shape and fine geometric and textural details of the fish; the body looks more streamlined than theirs, and the dorsal fin on the top of the model by our system is thinner. The separately created eyes of our model are correctly angled as well. The pectoral fins at both sides of the model in ours are created separately and assembled to the body, while only the texture of these fins are mapped to the surface mesh in theirs. This comparison shows that CreatureShop can create models at a higher level of complexity compared to NaturaSketch, but in a much easier environment, which requires neither viewport selection nor 3D rotations of body parts.

A third comparison is made to the method of Bessmeltsev et al. [9] as is shown in Fig. 17. Bessmeltsev et al. [9] require that the user creates a fully articulated 3D skeleton in a CAD program such as Maya in order to realize a character model. This process of making a plausible skeleton by referring to only 2D drawings may be difficult for amateur users, as no 3D preview can be relied on for visual examination. We produce a similar model without this cumbersome requirement. Unlike their output, our mesh is watertight with smooth junctions.

We make a fourth comparison to Gingold et al. [8], which uses generalized cylinders as building blocks for character modeling. Although the two systems bear a lot of similarities in UI designs, the essential difference is that our annotations are designed for texturing purposes while theirs for constructing structural relationship among the body parts. A character model was created with one of their reference drawings, shown in Fig. 18. As our results can faithfully reflect both the global pose and detailed muscular curvatures, our results are more desirable when a greater details are in favor.

Finally, we compare CreatureShop to Monster Mash [3], which focuses more on character animation and is limited to side-view modeling and parallel projection texturing. We created a bull model (the input drawing can be seen in the second row in Fig. 10) using Monster Mash [3]. Although the original view created by MonsterMash shows plausible visual effects (Fig. 19a), the 3D model has problematic geometry and texture, which can be viewed from a novel view (Fig. 19b). In contrast, CreatureShop is designed for oblique-view modeling and therefore produces better results compared to Monster Mash [3].

Limitations and Future work Our system makes use of a mirror-symmetry assumption and thus has difficulty dealing with extremely asymmetric shapes like ears. For shapes like paws and legs with slight asymmetry, our results are still visually satisfactory. More effort is required for creating a shape with high levels of fine-scale details, such as asymmetric paws of the cat due to the different toes. We handle spatially curved geometry, such as the tail of the mongoose shown in the top row of Fig. 20, by treating it as a planar.
We present CreatureShop, an interactive system that allows amateur users to quickly create a fully textured character model from a reference bitmap drawing. To provide an interface for modeling and texturing tasks suitable for amateur users, we design a set of simple, intuitive annotations that are effectively used in both modeling and texturing sessions. These user-specified annotations help the system to resolve ambiguities inherently present in character drawings, and to create compelling geometries with details. The same set of annotations used to create geometry can also be used to fully texture the resulting meshes based on the reference drawing. With our system, users can produce fully textured, high-quality character models within 14 mins, validating our design choices. We also show that our results are comparable or better than those made by prior art.
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