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ABSTRACT

We explore object detection with two attributes: color and material. The task aims to simultaneously detect objects and infer their color and material. A straightforward approach is to add attribute heads at the very end of a usual object detection pipeline. However, we observe that the two goals are in conflict: Object detection should be attribute-independent and attributes be largely object-independent. Features computed by a standard detection network entangle the category and attribute features; we disentangle them by the use of a two-stream model where the category and attribute features are computed independently but the classification heads share Regions of Interest (RoIs). Compared with a traditional single-stream model, our model shows significant improvements over VG-20, a subset of Visual Genome, on both supervised and attribute transfer tasks.

Index Terms— Object Detection, Attribute Recognition

1. INTRODUCTION

Object detection has seen tremendous progress through deep neural networks [1,2,3,4,5,6] and availability of large scale datasets such as MS-COCO [7] and Visual Genome [8]. In addition to objects, attributes are useful in distinguishing among members of the same category. While attribute recognition is a classic topic when applied to homogeneous patches, the task is much more complex when applied to an entire object. Recently, joint prediction of objects and attributes has been explored under scene-graph generation [9], symbolic VQA [10], dense captioning [11] and image captioning [12]. In particular, the model used in [12] has been widely adopted as the feature extractor for VQA tasks, and as such forms a competitive baseline in our experiments. However, prior work does not evaluate performance on novel object-attribute pairs; in this paper, we explore the usual object-attribute detection problem and extension to recognition of novel object-attribute pairs.

In Fig. 1 we show some examples of objects with color attributes. Note that the “red car” can be distinguished from a “silver car” based on color. We note that the property of color is not specific to the car. Unlike naming color on patches [13,14], recognizing the color of an object is more challenging. Typical objects are not of a single, uniform hue with further variations due to changes in surface orientation, illumination, reflections, shadows, and highlights. The material composition may also not be uniform; for example, a car has both metal and glass components. One other difficulty is created with the use of rectangular bounding boxes for object proposals which mix background pixels with object pixels. We do not aim to separate these influences; instead, as in object classification, we aim to learn from examples where the variations are accounted for in a holistic feature vector.

A further challenge is that common detection datasets do not come with attribute annotations; even in those, such as Visual Genome [8], that do provide attributes, a large proportion of objects is not attribute annotated. Additionally, as shown in Fig. 1, it is not reasonable to expect training data to contain all possible attribute-category pairs; a desirable model needs to recognize novel attribute-category pairs not encountered in training, we name this task as one of attribute transfer.

There is an inherent conflict between the feature requirements of category and attribute classification tasks: the former aims to be largely attribute-invariant and the latter to be largely invariant to category class. Simply attribute classification heads to the end of a two-stage detection pipeline (for
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instance, Faster R-CNN [11] entangles the features for two conflicting needs, weighing on the performance of both object detection and attribute prediction.

To eliminate potential entanglement in feature space, we separate the feature extraction into two streams. More specifically, in our proposed model, category classifier and attribute classifier are fed with separate features from two independent convolutional backbones, while region proposals are shared.

We evaluate the accuracy of single-stream and two-stream variants on VG-20, which we construct from the Visual Genome [8] dataset. We further construct novel splits from these datasets and investigate the ability of the models to transfer attributes. Our experiments show that in a single-stream architecture, incorporating attribute heads results in a significant drop in object detection mAP whereas there is little or no loss in the two-stream variants under novel attribute-category combinations and that the two-stream architecture achieves higher attribute transfer accuracy.

Our contributions are: (i) we eliminate the feature entanglement and resolve the internal conflict between object detection and attribute classification through the two-stream design; (ii) VG-20, a new subset of Visual Genome and splits in this dataset for evaluating attribute inference and transfer performance; (iii) demonstration of significant improvements over baselines for attribute inference and transfer tasks.

2. METHOD

R-CNN Detection Structure: Recent detection structures in the R-CNN family are composed of four parts: a deep convolutional backbones like ResNet [15] and VGG [16], the Region Proposal Network (RPN) [11], a feature extractor and a classification module. Specifically, the convolutional backbone processes image-level features from input images, and the RPN, takes features to generate proposals, or in other words, RoIs. The RoI feature extractor extracts features for these regions of interest via RoI Pooling operations. The classification module uses these RoI features to classify and regress the bounding box. In our case, we additionally have an attribute head for attribute classification.

Attribute Recognition with Object Embedding: Anderson et al. [12] introduced an additional substructure designed for attribute recognition. An embedding layer maps object labels into features, which are concatenated with RoI features, followed by a linear layer and finally fed to the classification heads for prediction. Such a structure brings object information to the attribute classification. But the conflict between object detection and attribute recognition remains.

Two-Stream Architecture: The proposed architecture follows the R-CNN pipeline, with the backbone and RoI feature extractor divided into two independent streams, as shown in Fig. 2. The object head and box head are kept in the object stream while the attribute stream makes attribute predictions. We choose to use the same stream for both color and material attributes based on similar requirements of feature extraction. On top of the R-CNN pipeline, we add an attribute feature extractor which uses the RoI from RPN. The RPN is integrated into the object stream and takes features from the object backbone to generate region proposals. Region proposals are shared by both streams because attributes are properties associated with certain objects and computing proposals solely for attributes would be meaningless.

Cross Link: In the ordinary two-stream design, the object stream (the top side) and the attribute stream (the bottom side) make predictions from separate features computed by independent feature extractors. But unlike objects and color, objects and material are highly correlated. While some objects appear in some colors only, most man-made objects can appear in a variety of colors whereas the material property is much more constrained. To leverage such correlation, we add a cross link, the red dotted arrow in Fig. 2 from the object stream to the attribute stream. Features are concatenated before the prediction layer. Furthermore, the gradient from the material head to the object stream is blocked so that utilizing object features for attributes will not impair object detection.

Objectives: The overall loss function $L$ is the sum of four components $L_{rpn}$, $L_{loc}$, $L_{cls}$, $L_{attr}$, that is, $L = L_{rpn} + L_{loc} + L_{cls} + L_{attr}$. In terms of $L_{loc}$ and $L_{cls}$, we follow the same objective function proposed in [17]. As for $L_{rpn}$, the loss function of RPN, we follow the one defined in [11]. And $L_{attr} = L_{color} + L_{mat}$ Here,

$$L_{color} = H(\sigma(z_{color}), y_{color}),$$
$$L_{mat} = H(\sigma(z_{mat}), y_{mat}).$$

Note that $H$ is the cross-entropy loss, $\sigma$ refers to the softmax function, and $z$, $y$ are inference scores and labels respectively. We name $L_{attr}$ as Separated Cross-Entropy loss (SCE) given that it is the sum of two independent cross-entropy functions.
Table 1: Results of Supervised Object Detection and Attribute Prediction: PA refers to the detection model used in [12]. LFE refers to the variation with Late Fusion Entanglement.

3. EXPERIMENTS

We introduce our data preparation in Sec. 3.1 and detail our experimental setup in Sec. 3.2, followed by quantitative results in Sec. 3.3 and qualitative visualizations in Sec. 3.4.

3.1. Data Preparation

To evaluate the performance of our approach, we construct a subset of Visual Genome [8], specifically, we adopt the split and reorganized scene graphs created by Hudson et al. [18]. The Visual Genome dataset consists of 108k images along with over 1,600 object categories and around 400 attribute annotations associated with objects. However, many categories in the dataset overlap with other categories (for example, “man” and “person” are labeled as two different categories) and it also suffers from a long-tailed attribute distribution. Therefore, we pick 12 most descriptive colors and 4 most common materials from the dataset. Regarding object categories, we select 20 categories that have sufficient attribute annotations for our task. Thus we call our dataset as along with over 1,600 object categories and around 400 attribute annotations associated with objects. Note that each bounding box is counted as one object sample and some bounding boxes do not have associated attribute annotations; we preserve these as they are useful in both training and evaluating object detectors.

3.2. Experimental Setup

We explore two settings w.r.t attribute annotations:

- **Supervised:** all attribute annotations are available during training phase.
- **Attribute Transfer:** objects are divided into two groups by their object labels, reference categories \( X_{ref} \) and target categories \( X_{tgt} \). During training, objects in \( X_{ref} \) keep their attribute annotations while those in \( X_{tgt} \) do not have access to the attribute annotations. That is, the model needs to transfer attributes from \( X_{ref} \) to \( X_{tgt} \) which brings additional complexity.

Table 2: Results of Attribute Transfer: We use metrics object mAP, color recall, material recall, as defined in Sec. 3.2. SCE and UCE are loss functions defined in Eqn. 1 and Eqn. 3.

For fair evaluation of attribute transfer over all categories, we divide the objects into two groups \( X_A \) and \( X_B \), which satisfy following properties: \( X_A \cap X_B = \emptyset \), \( X_A \cup X_B = X_{all} \) and keep \( |X_A| = |X_B| = 10 \). We let \( X_{ref} = X_A \), \( X_{tgt} = X_B \) in one run and vice versa in the other. Quantitative numbers are averaged over these two runs.

**Evaluation Metrics:** For object detection, we adopt the commonly used mean Average Precision (mAP@0.5). Furthermore, to measure both detection and recognition performances simultaneously, we define “attribute recall” (attribute could be color or material) as the ratio of objects whose bounding boxes and attributes are detected and recognized by the model to all objects with valid attribute annotations.

**Baselines:** We compare our model against two baseline approaches and one variation of our design.

- **Single-Stream:** A single-stream version of our model.
- **Peter Anderson Model (PA):** The R-CNN-like structure proposed in [12]. For fair comparison, we integrate an FPN to this model and retrain it with our data splits. The original PA model uses Unified Cross-Entropy loss:
  \[
  L_{attr} = H(\sigma(x), y),
  \]
  where each color and material is treated as an attribute. We compare with two variants of PA, one trained with Unified Cross-Entropy (UCE) and the other with Separated Cross-Entropy (SCE), referred as PA + UCE and PA + SCE respectively.

**Late Feature Entanglement (LFE):** A variation of our two-stream model where features from both streams are explicitly entangled. More specifically, RoI features from both streams are concatenated before classification so that all classifiers share identical features.

**Implementation Details:** We adopt ResNet-101 [15] as our backbones in both streams and the design of RPN follows...
We build the feature extractors following Feature Pyramid Networks (FPN) in [19]. During training, both streams of our model are initialized with the pre-trained weights from MSCOCO [7]. The model is trained by Adam [20] Optimizer with a learning rate of $5^{-5}$. The batch size is set to 12.

3.3. Quantitative Results

We report results for VG-20 in both supervised and attribute transfer setting.

(a) **Supervised:** As seen in Table 1 for VG-20, compared with the detection only model, the single-stream detection plus attribute inference model brings down the object mAP by more than 10%. The two-stream variants do not exhibit this drop and also show a $\sim$3% boost on color recall and an $\sim$2% improvement on material recall. We also compare with our implementation of [12] with two different cross-entropy (PA + SCE and PA + UCE) which give similar results as single-stream models. Furthermore, the late-stage feature entanglement does not show improvements in attribute recognition and even impairs the performance of object detection, dragging down object mAP by $\sim$10%. By comparing Single-Stream with TS + LFE, we demonstrate that, even though both object detection and attribute recognition benefit from the increased number of parameters, the feature entanglement between object stream and attribute stream leads to a significant deterioration on object-related performances.

(b) **Attribute Transfer:** Results on VG, shown in Tab. 2 also show noticeable improvements. In color domain, our models increase the performance by more than 10% on color recall. Finally, results on reference set are consistent with those in supervised setting as expected.

3.4. Visualization

We visualize detection results of our two-stream model in Fig. 3 (only objects with confidence $\geq 0.5$ are shown).

**Supervised:** Predictions are shown in first row. We note that the ground-truth annotations in VG are sparse (i) only some objects are annotated with bounding boxes (ii) even among objects with bounding boxes, only some are annotated with their color and material attributes. Though some objects are not annotated in the ground truth, our model provides reasonably dense predictions of objects and attributes.

**Attribute Transfer:** Examples in the second row show that our model can transfer attribute in real-world images. The colors of animals and materials of doors are well transferred.

Effectiveness of the Cross Link: As shown in Tab. 2 the cross link improves the performance of our two-stream model especially in transferring attributes. The link improves the color recall and material recall in target categories by around 6% and 3%, respectively. Such results reflect that with less supervision, the cross link enables the attribute stream to learn from the object stream, resulting in the gain in attribute transfer.

4. CONCLUSION

We explore the task of jointly detecting objects and predicting their attributes. We show that naïvely attaching attribute heads to an R-CNN structure and jointly training object category and attribute leads to a significant drop in object detection performance due to feature entanglement. So we eliminate such feature entanglement via a two-stream pipeline with separate networks. We validate our approach on a subset of Visual Genome, VG-20. Experiments show that our method can effectively improve the performance on both tasks.
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