Identifying four wave resonant interactions in a surface gravity wave turbulence experiment.
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The nonlinear dynamics of waves at the sea surface is believed to be ruled by the Weak Turbulence framework. In order to investigate the nonlinear coupling among gravity surface waves, we developed an experiment in the Coriolis facility which is a 13-m diameter circular tank. An isotropic and statistically stationary wave turbulence of average steepness of 10% is maintained by two wedge wave makers. The space and time resolved wave elevation is measured using a stereoscopic technique. Wave-wave interactions are analyzed through third and fourth order correlations. We investigate specifically the role of bound waves generated by non resonant 3-wave coupling. Specifically, we implement a space-time filter to separate the dynamics of free waves (i.e. following the dispersion relation) from the bound waves. We observe that the free wave dynamics causes weak resonant 4-wave correlations. A weak level of correlation is actually the basis of the Weak Turbulence Theory. Thus our observations support the use of the Weak Turbulence to model gravity wave turbulence as is currently been done in the operational models of wave forecasting. Although in the theory bound waves are not supposed to contribute to the energy cascade, our observation raises the question of the impact of bound waves on dissipation and thus on energy transfers as well.
I. INTRODUCTION

Hasselman made the first developments of the Weak Turbulence Theory (WTT) in the 1960’s to describe the statistical properties of the deformation of the sea surface due to surface gravity waves [1]. The main hypothesis underlying the WTT is that of weak nonlinearity. The nonlinearity enables energy transfers among waves. Its weakness implies that the dynamics remains dominated by quasi-linear waves and only resonant wave interactions can have a long term cumulative effect to transfer significant amounts of energy. These resonances imply \( N \)-tuples of waves with \( N \geq 3 \) where 3 is the lowest order in the case of a quadratic non-linearity. For \( N = 3 \), resonant waves of frequency \( \omega \) and wavevector \( \mathbf{k} \) should follow:

\[
\begin{align*}
\omega_1 &= \omega_2 + \omega_3, \\
\mathbf{k}_1 &= \mathbf{k}_2 + \mathbf{k}_3,
\end{align*}
\]

where \( k_i \) and \( \omega_i \) are related by the linear dispersion relation (LDR) \( |\mathbf{k}_i| = k_{LDR}(\omega_i) \) or \( \omega_i = \omega_{LDR}(|\mathbf{k}_i|) \). Using the additional hypothesis of very large systems, it is then possible to derive an equation for the slow evolution of the wave spectrum [2] for dispersive waves. The nonlinear transfer terms is one of the core ingredients of operational models of prediction of the evolution of the sea state such as WaveWatch III [3]. Weak turbulence concerns potentially any kind of dispersive waves and was actually applied to many systems in addition to surface waves: inertial waves in rotating fluids [4], Kelvin waves in quantum vortices [5], vibrating plates [6], Bose Einstein condensates [7], magnetized plasmas [8], optics in nonlinear media [9]...

Here we focus on the case of turbulence of surface gravity waves propagating in deep water and in a 2D horizontal space (i.e. a 3D flow). In that case, four-wave interaction is the elemental process of energy transfers in the framework of Weak Turbulence Theory (WTT) [2, 10, 11]. The weak nonlinearity hypothesis implies that the linear time \( T^L = 2\pi/\omega \) is much smaller than the typical non-linear time \( T^{NL} \) related to the non-linear wave interactions. Since the non-linearity is quadratic, resonant interactions should involve 3-wave interactions at the lowest order which impose the following resonant conditions (1) and (2). For surface gravity waves, the LDR is

\[
\omega^2 = gk \tanh(kh),
\]

where \( k = |\mathbf{k}| \), \( h \) is the water depth (here \( h = 0.9 \) m) and \( g \) is the acceleration of gravity. At high frequencies (getting close to 10 Hz) capillarity should be taken into account as well. For \( kh < 1 \) (i.e. wavelength shorter than 5 m) the equation (3) reduces to

\[
\omega^2 = gk.
\]

However, this set of resonance equations (1,2,4) does not have solutions due to the negative curvature of the linear dispersion relation \( \omega_{LDR}(k) = \sqrt{gk} \). Hence higher order terms i.e. four-wave resonant interactions have to be considered [10, 12] with the following resonant conditions (together with (4)):

\[
\begin{align*}
\omega_1 + \omega_2 &= \omega_3 + \omega_4, \\
\mathbf{k}_1 + \mathbf{k}_2 &= \mathbf{k}_3 + \mathbf{k}_4.
\end{align*}
\]

This set of equations can be reduced to

\[
k_{LDR}(-\omega_2 + \omega_3 + \omega_4)\mathbf{e}_1 + k_{LDR}(\omega_2)\mathbf{e}_2 = k_{LDR}(\omega_3)\mathbf{e}_3 + k_{LDR}(\omega_4)\mathbf{e}_4.
\]

where \( \mathbf{e}_i = \cos \theta_i \mathbf{e}_x + \sin \theta_i \mathbf{e}_y \) and \( k_{LDR}(\omega) = \omega^2/g \). It should be noted that because of nonlinear widening of the dispersion relation, a slight detuning of the resonance conditions enables approximate resonances that are known to play a major role in the dynamics of weak turbulence [13–15].

In the situation of an out of equilibrium and stationary forced system, solutions of the wave spectrum can be analytically computed. It leads to the so-called Kolmogorov-Zakharov (KZ) power spectrum. For surface gravity waves propagating on a 2D surface, the predicted spatial spectrum of the surface elevation in the isotropic case is given by \( E^0(k) \propto g^{-1/2} P^{1/3} k^{-5/2} \) where \( g \) is the acceleration of gravity and \( P \) the averaged energy flux [11]. The use of the linear dispersion relation of gravity waves makes straightforward the deduction of its temporal spectrum \( E^0(\omega) \propto g P^{1/3} \omega^{-4} \).

In situ measurement of ocean surface waves [16–18] as well as direct numerical simulations of gravity wave turbulence [19–22] have shown a good agreement with the predicted \( \omega^{-4} \) or \( k^{-5/2} \) decay of the spectrum. On the contrary, experimental studies of weak gravity wave turbulence [23–28] report a strong variability of the surface elevation spectrum which stand quite steeper than the theoretical prediction.
Several reasons are invoked to explain this disagreement between laboratory experiments and theoretical predictions: (i) the effect of dissipation which is not weak enough, (ii) the strength of nonlinearity which is too strong, (iii) the finite size of the experimental basins which are too small. Concerning dissipation (i): For technical reasons, experimental facilities have sizes of the order of a couple times 10 meters and the forced wavelengths are of the order of a few meters (i.e. a forcing frequency usually only slightly below 1 Hz). As analyzed in [23], at these scales, the ratio between the bulk viscous time scale $T^d \propto \nu^{-1} k^{-2} = \nu^{-1} g^2 \omega^{-4}$ and the period of the waves $T^L$ is not very large ($10^5$ for a 1 m wavelength gravity wave) and above all decreases dramatically as $\omega^{-3}$. Thus the scale separation between the period of the wave and the dissipative time scale may not be large enough to accommodate 4-wave coupling that occurs over very long times. Moreover, this estimation for the dissipative time is probably overestimated since it does not take into account the surface pollution nor the friction at the walls of the tank which can increase significantly the dissipation [23, 29–31]. The development of a true conservative inertial range may be difficult to achieve in experiments. We then expect a non negligible dissipation which steepens the spectrum as the cascade is leaking energy at all scales (see for instance [23, 32–34]). Concerning (ii), the spectral exponents of frequency spectra come closer to the theoretical predictions when the average steepness $\epsilon$ of the waves (i.e. the strength of the nonlinearity) is increased to very high values ($\epsilon \geq 0.3$). Such high steepness is very rarely observed in the ocean (see fig. 2 of [35] that show a scatter plot of observed values of the steepness) in which values of the steepness above 0.1 are very rare. 1D spatial measurements in experiments have shown that spectral exponents in wavenumber in the very strong regimes are not compatible with the weak turbulence prediction and suggest rather a regime dominated by strongly nonlinear structures [36]. Note that in field measurements, the -4 theoretical exponent of the frequency spectrum is observed at the largest scales (called usually the equilibrium spectrum) but that the spectrum becomes steeper at small scales with an exponent close to -5 which is interpreted as a saturated spectrum [18, 37] with whitecapping or overturning waves (measurement in the spatial domain show the same feature [17]). These observations suggest that experimental data have a too high level of nonlinearity and thus do not remain in the weak turbulence framework. The third reason (iii) is the effect of finite size. The resulting discretization in the space of wavevectors makes the number of solutions of resonant conditions (4-6) considerably lower than in the infinite case [15] which leads to a steepening of the spectrum. We notice that numerical simulations, which are computed on a finite number of modes, share the former remark with experiments. Note that all three reasons may be acting simultaneously. In order to overcome the effect of dissipation (i) and finite size (iii), the nonlinearity has to be increased so that to reduce the nonlinear time scale so that it is much smaller than the dissipative time and so that spectral broadening can overcome the spacing between discrete modes by allowing quasi-resonances (i.e. a slight detuning is allowed in the resonance conditions). The risk is then to be too strongly nonlinear (ii).

The analysis developed in the present article focusses on point (ii): do the experiments remain in a regime of weak turbulence in which the main process of energy transfer is 4-wave resonant coupling, even though the level of nonlinearity is quite large ? In order to answer this question, we use 3 and 4-wave correlation estimators (bicoherence and tricoherence tools) to directly probe the nonlinear coupling among waves. In the weak turbulence framework, 4-wave correlations or rather 4-wave cumulants must remain weak to support the validity of the multiscale expansion at the core of the theory [38]. Our analysis is aimed at checking this hypothesis. Aubourg et al. [24] investigated experimentally four-wave interactions in a surface gravity wave turbulence with fourth-order correlations of the vertical velocity. At their degree of statistical convergence of the averaging, no clear trace of a significant correlation appears most likely due to an insufficient amount of data. The authors proposed the dissipation as the cause of the absence of four-wave correlation. The dissipation time scale $T^d$ is of the same order of the nonlinear time $T^{NL}$ which should reduce the efficiency of the energy transfers. Nonetheless, the lack of statistical convergence do not permit to draw any definite conclusion. Here we report experiments with a much larger dataset so that to converge the fourth order statistics. Another technical difficulty in experiments is that our observation variable, the surface elevation, is not the one used in the development of the theory. The reason is that quadratic nonlinearities among 3 Fourier modes yield the development of so-called bound waves which can be quite strong if $\epsilon$ is large. Bound waves (that should rather be called bound modes as they are not waves) are Fourier modes that do not follow the dispersion relation of the waves. The impact of the bound waves may hide the contribution of free waves. In the theory, the bound waves are eliminated by an adequate change of variable (see below) that retains only the free waves but that cannot be performed in experiments due to limitations of the measurements. To circumvent these limitations we take advantage of our stereoscopic measurement technique that provides us with a time and space resolved measurement of the surface elevation. We can thus perform a specific filtering in ($\omega, k$) space so that to remove the contribution of bound waves and retain only the free waves to compute the correlations.

The structure of the article is the following: in part II, we describe briefly the experimental setup, in part III we present the surface elevation spectrum that shows in particular the importance of bound waves. We also introduce the filtering in this part. Then in part IV we recall a few elements of the theory concerning the elimination of the bound waves. The statistical analysis of the high order correlation starts in part V with 3-wave interaction due to bound waves. 4-wave correlations are investigated in section VI and VII.
II. EXPERIMENTAL SETUP

Figure 1. (a) Global schematics of the setup in the Coriolis facility. A 13m diameter circular tank is filled with 0.9 m of water. Surface gravity waves are generated by two wedge wavemakers. Surface elevation is recorded by 10 capacitive wave gauges (red points) and by a stereoscopic reconstruction on a 2 x 2 m² area at the center of the tank (green square). (b) Perspective view of a wedge wavemaker. It is oscillating vertically at a randomly modulated frequency $\omega_f/2\pi = 0.59 \pm 0.15$ Hz with an amplitude of 2 cm.

The setup is the same as in [23] and similar to the one described previously in [24, 39] (fig. 1) so we only briefly recall the main features. The wave tank is circular with a diameter equal to 13 m and the water depth is $h = 0.9$ m (thus waves with wavelength below 1 m can be considered as in the deep water regime). Waves are generated by two wedge wavemakers of size $2 \times 1 \times 1$ m³ oscillating vertically with an amplitude of 2 cm at a randomly modulated frequency $\omega_f/2\pi = 0.59 \pm 0.15$ Hz (fig. 1(b)). It corresponds to wavelengths around 2 m). We wait about 15 minutes after starting the forcing to make sure to have reached a statistically stationary state. The water surface is maintained as clean as possible by pumping the surface through a skimmer located near the wall and by flowing the pumped water through a large active carbon filter. The water is then reinjected near the wall at a location diametrically opposite to the skimmer. Surface tension is known to be very sensitive to surface contamination. Thus we measure surface tension by sampling the water regularly during the experiment. After several days of filtration the measured surface tension was $0.074 \pm 0.005$ N/m which was the value measured from fresh tap water at the same temperature and very close to the value for pure water. This process ensures that as little extra dissipation as possible due to surface contamination is present, so that to have the weakest possible dissipation.

The surface elevation is recorded using two different methods. The first one is performed by 10 capacitive wave gauges (their positions are shown in fig. 1(a)). The second one is a stereoscopic reconstruction, called Stereo-PIV in the following. Buoyant particles (700 µm) are seeded on the surface in order to form a random pattern which is recorded simultaneously by three cameras (5 Mpixel, PCO Edge). A cross-correlation between the three images taken at the same time is computed to reconstruct surface elevation $\eta(x, t)$ in a rectangular area of size $2 \times 2$ m² with a resolution of $\Delta x = 1$ cm at the center of the tank using a stereoscopic algorithm [24, 39]. Analysis of the performance of the stereoPIV algorithm shows that the accuracy of the surface reconstruction is of the order of 0.5 mm [39, 40]. 9 hours of image acquisition at a frequency of 40 frames/s have been collected which corresponds to more than 50 terabytes of raw images. Note that our method is quite different to that used in the field and in the lab by [18, 41, 42] due to the fact that the surface is materially marked by particles and the angle of view between the cameras is very large.

Instantaneous surface elevation $\eta(x, t)$ and its PDF are shown in the Fig. 2(a) and 3(a) respectively. The wave elevation is typically of the order of few centimeters. A good consistency between probes (dashed line) and stereoscopic (black) measurements is observed in fig. 3(a). This confirms the accuracy of the stereoPIV reconstruction. A slight asymmetry with larger tails for positive elevations is observed. This asymmetry is usually related to the presence of Stokes or bound waves [43] and is included in the so-called Tayfun distribution [44] (which reproduces correctly our observed distribution as reported previously in [24]). Furthermore, the PDF of the time derivative of elevation $\partial_t \eta$ (Fig. 3(c)) is symmetric with a good agreement between probes and stereoscopic measurements up to $3.5v_{rms}$ with

$$v_{rms} = \left( \langle (\partial_t \eta)^2 \rangle \right)^{1/2}.$$  Here, the angular brackets stand for the spatial average and the overline for the temporal average.
Figure 2. Instantaneous surface elevation $\eta$ (a-c-d) and norm of its spatial gradient $|\nabla \eta|$ (b-d-f) for raw data $\eta$ (a-b) and filtered data $\eta_0$ (c-d) (free waves) and $\eta_{-1} + \eta_0 + \eta_1$ (c-f) (see text for definitions). One sees that fine scale details are associated to bound waves.

The over representation for larger values for stereoscopic measurement is due to a lower signal-to-noise and to the presence of rare false elevation reconstruction associated to poor image correlations. We stress that events such that
Figure 3. Probability density function of the norm of the surface elevation $\eta$ (a), of local slope $|\nabla \eta|$ (b), of the time derivative of surface elevation $\partial_t \eta$ (c) and of the squared local slope $|\nabla^2 \eta|$ (d). Raw data $\eta$, filtered data $|\nabla \eta_0|$ and $|\nabla (\eta_{-1} + \eta_0 + \eta_1)|$ and data from probes are represented by black, red, green and black dashed lines respectively. Dotted lines represent a gaussian distribution for figures (a) and (c) and a Rayleigh distribution for figure (d). Departure from Gaussianity can clearly be attributed to contribution of bound waves.

$|\partial_t \eta| > 3.5 \nu_{rms}$ represents less than 0.2% of the whole statistics.

The instantaneous local slope $|\nabla \eta(x, t)|$ is shown in fig. 2(b) (top). The average slope $\varepsilon = \langle |\nabla \eta(x, t)| \rangle$ is evaluated to be 10 %. We observe that the local slope shows small scale structures (about few centimeters) with a local values much larger than $\varepsilon$. This is confirmed by the probability density function (PDF) of the local slope (see Fig. 3(a)). The PDF of $|\nabla^2 \eta|^2$ (Fig. 3(d) blue curve) displays a very wide tail corresponding to extreme events of the slope (that can reach values of order 1 i.e. about ten times larger than the average). The presence of such high local slopes highlights the fact that strongly non-linear events occur in a bath of wave turbulence of finite non-linearity. The presence of such singularities may appear as an important violation of the hypothesis of weak non-linearity of the WTT. However, the possible role of such singularities on the dynamics cannot be discussed at this stage since their structure and their
coupling with linear waves are unknown. The next section is then dedicated to describe the spatiotemporal structure of the flow.

III. STRUCTURE OF THE FLOW

Figure 4. Frequency power spectrum of the surface elevation from stereoscopic measurements and capacitive probes. The black curve is the spectrum of the full signal measured by the stereoscopic PIV. The other continuous curves correspond to filtered data as shown in the legend. The red dashed line is the spectrum measured by the capacitive probes. The black dashed straight line is an eye guide for the $\omega^{-4}$ theoretical behavior. The spectra measured by capacitive probes and by the stereoscopic contributions are in agreement up to about 7 Hz. At higher frequencies, the stereoscopic spectrum deviates from that of the local probes due to measurement noise. The difference between the spectrum of $\eta_0$ (free waves) and that of the full signal corresponds to the energy of the bound waves.

In this section, we report general features of various spectra of the surface elevation that show the presence of significant bound waves.

1. Frequency spectrum

We first consider the energy distribution of wave elevation as a function of angular frequency $\omega$. Our estimator of the temporal energy spectrum is:

$$ E^\eta(\omega) = \frac{2}{T} \langle |\tilde{\eta}(x, \omega)|^2 \rangle, \quad (8) $$

where

$$ \tilde{\eta}(x, \omega) = \frac{1}{\sqrt{2\pi}} \int_0^T \eta(x, t) e^{-i\omega t} h_T(t) dt \quad (9) $$

is the temporal Fourier transform of the wave elevation $\eta(x, t)$ over a time window of finite duration $T$ (with a Hanning window $h_T(t)$ of length $T$). Note that we use integrals in the formula but the fields being discrete in time, the sum is actually a discrete sum in practice. It will be the same for space variations below. This transposes in Fourier space by the fact that frequencies and wavevectors are discrete as well. We keep the notations with integrals to avoid a very heavy writing of the equations but the discreteness is implicit. The normalization is such that
\( \langle \eta^2 \rangle = \int_0^\infty E^\eta(\omega)d\omega \). The angular brackets refers here to the space average together with the use of the standard Welch method with a time window of \( T = 125 \) s. In doing this we assume that the system is homogeneous in space and time. Assuming ergodicity, we perform average in space and time to improve the statistical convergence of the estimators. Figure 4 shows the temporal spectrum \( E^\eta(\omega) \) evaluated either from stereoscopic reconstruction or from capacitive probes. A good correspondence of the spectra is observed for the two measurement methods up to 7 Hz. The measurement dynamics of the stereo surface reconstruction is thus about 6 orders of magnitude which is quite good for an image based measurement. At higher frequencies, the stereoscopic measurement is dominated by noise. The spectral exponent is about \(-6\) which is significantly steeper than the theoretical prediction \(-4\). This value is consistent with other experimental studies at the same average wave steepness \( \varepsilon \) [25]. This has been related to the important effect of the dissipation at \( \gtrsim 1 \) Hz scale which strongly decreases the energy content at these scales [23].

2. Wavenumber-frequency spectrum

To go further in the characterization of the energy content of the flow in terms of waves, we now turn to a spatio-temporal analysis. Such an analysis is required to discriminate free and bound waves. Our estimator of the spatio-temporal energy spectrum is

\[
E^\eta(k, \omega) = \frac{2}{TL^2} \langle |\tilde{\eta}(k, \omega)|^2 \rangle,
\]

where

\[
\tilde{\eta}(k, \omega) = (2\pi)^{-3/2} \int_0^T \int_0^L \int_0^L \eta(x, \omega)e^{-i(\omega t - k \cdot x)}h_T(t)h_L(x)dt dx dy
\]

is the spatio-temporal Fourier transform of the wave elevation. \( \eta(x, t) \), \( L \) is the spatial size of the measured field. \( h_T(t) \) and \( h_L(x) \) are respectively a 1D and a 2D Hanning window. In this definition of the spatio-temporal energy spectrum, the average is done only over time by the use the standard Welch method to improve the statistical convergence of the power spectrum with a time window of duration 125 s. No average is performed in space because of the Fourier transform in space. The normalization is such that \( \langle \tilde{\eta}^2 \rangle = \int_0^\infty \int_0^\infty \int_0^\infty E^\eta(k, \omega)d\omega dk_x dk_y \).

Figure 5 (a) shows the normalized spatio-temporal spectrum \( E^\eta(k, \omega)/E^\eta(k_{LDR}(\omega_f), \omega_f) \) summed over the direction angle: \( E^\eta(k, \omega) = \int_0^{2\pi} E^\eta(k, \omega)kd\theta \) with \( k = k \cos \theta e_x + k \sin \theta e_y \). We observe that most of the energy is concentrated around the linear dispersion of gravity waves (solid red line) up to 4 Hz. This is what is expected for weak gravity waves turbulence. However energy is also present out of the LDR. In particular secondary lines of energy can be distinguished on both sides of the LDR that are highlighted by the black dashed lines. These lines are defined as

\[
k_n(\omega) = k_{LDR}(|\omega| - n\omega_0) + nk_{LDR}(\omega_0),
\]

with \( \omega_0/2\pi = 0.7 \) Hz and \( n \in \mathbb{Z} \) (\( n = 0 \) corresponds to free waves), \( \omega_0 \) is within the range of forced frequencies and also corresponds roughly to the peak of energy at large scales i.e. the most energetic waves in the tank. These lines corresponds to so-called bound waves. These not freely propagating waves result from a triadic interaction between freely propagating waves. In our case, the observed lines can be obtained by assuming that the very energetic linear gravity wave at \( (k_{LDR}(\omega_0), \omega_0) \) is interacting with all free waves on the linear dispersion relation propagating in the same direction. This corresponds to \( n = \pm 1 \). Higher values correspond to triadic interactions of free waves with the harmonics of the forcing peak \( (|n|k_{LDR}(\omega_0), |n|\omega_0) \). Note that a continuum of weak bound waves is also present almost everywhere in addition to these most energetic lines, including (but not only) at frequencies \( \omega/2\pi \) larger than 5 Hz or wavenumbers \( k/2\pi \) larger than 10 m\(^{-1}\).

Figure 5 (b) displays a cut of \( E^\eta(k, \omega) \) for \( \omega/2\pi = 2.3 \) Hz. The energy distribution is seen to be quite isotropic. The contribution of bound waves \( n = \pm 1 \) is clearly visible. The contribution of the bound wave \( n = 1 \) is isotropic as well while that of \( n = -1 \) seems more anisotropic.

3. Space-time filtered field

In order to evaluate the contribution of each spatio-temporal structure in the temporal spectrum \( E^\eta(\omega) \), we introduce a filter of the spatio-temporal signal in the spirit of [45]. The filter is designed to retain either only the free waves that are concentrated in the vicinity of the linear dispersion relation or the most energetic bound waves discussed above appearing as dashed lines in fig. 5. We define the filtered spatio-temporal Fourier transform

\[
\tilde{\eta}_n(k, \omega) = \tilde{\eta}(k, \omega)f_n(k, \omega).
\]
Figure 5. (a) Normalized angular average of the spatio-temporal spectrum of the surface elevation. The red line corresponds to the linear dispersion relation of gravity waves $k_{LDR}(\omega)$ and dotted lines correspond to $k_n(\omega)$, with $n \in [-2, -1, 1, 2]$ (eq. (12)). (b) Spatio-temporal spectrum of the surface elevation for $\omega/2\pi = 2.3$ Hz. Solid and dashed lines represent the expected wavenumber for free and bound waves (with $n = \pm 1$) respectively. In both figures most of the energy lies on the linear dispersion relation, but a significant part of energy is spread over a large area with a special concentration on the specific bound waves $k_n(\omega)$.

The matrix $f_n(k, \omega_0)$ filters the signal around the bound wave of order $n$:

$$f_n(k, \omega) = \begin{cases} 1 - \delta k, & \text{if } \delta k \in [0, 1], \\ 0, & \text{if } \delta k \notin [0, 1], \end{cases}$$

(14)

with

$$\delta k = \frac{|k_n(\omega) - |k||}{1.5\Delta_k},$$

(15)
and $\Delta_k = 0.5 \times 2\pi \text{ m}^{-1}$ is the spatial spectral resolution of our measurement. We emphasize that $\eta_0(\omega)$ is the temporal Fourier transform filtered around the linear dispersion relation of gravity waves and thus it corresponds to free waves only. Note that due to the limited resolution of the Fourier transform in space (related to finite size of the images), the filter has a finite width around the dispersion relation. Thus our filter retains the possibility of approximate resonances due to nonlinear spectral widening around the linear dispersion relation.

Fig. 2 shows a snapshot of the water elevation and the local slope of the filtered function. The coefficients $V$ with $H$ waves could be consistent with Weak Turbulence, for which the wave field is very close to Gaussian statistics, i.e. Gaussian statistics of the gradient. This strongly suggests that the part of the wave field that corresponds to free waves only. Note that due to the limited resolution of the Fourier transform in space (related to finite size of the images), the filter has a finite width around the dispersion relation. Thus our filter retains the possibility of approximate resonances due to nonlinear spectral widening around the linear dispersion relation.

We then define the filtered frequency spectrum

$$E(\omega) = \frac{2}{T L^2} \int \langle |\tilde{\eta}(k, \omega)|^2 \rangle dk dx dy,$$

We observe in fig. 4 that the temporal spectrum $E(\omega)$ is well reproduced by that of freely propagating gravity waves $E(\omega)$ up to 2-3 Hz. The energy associated to higher frequencies is the combination of freely propagating linear gravity waves and bound waves and is actually dominated by the contribution of the bound waves at frequencies greater than 4 Hz.

IV. HAMILTONIAN FORMULATION OF THE WEAK TURBULENCE THEORY

We recall here some elements of the theoretical background of the WTT applied to surface gravity waves (following [46]). We consider an inviscid, homogeneous and incompressible fluid in which potential gravity waves propagates on the free surface. The Hamiltonian formulation in spatial Fourier space that describes this system is

$$i \frac{\partial a(k)}{\partial t} = -\frac{\delta}{\delta a^*(k)},$$

with $a(k)$ being the canonical complex variable defined as

$$\tilde{\eta}(k, t) = \sqrt{\frac{k}{2 \omega_{LDR}(k)}} \left[ a(k, t) + a^*(k, t) \right],$$

and $\mathcal{H}$ the non linear Hamiltonian. The Hamiltonian is classically presented in a power expansion of $a(k)$ as

$$\mathcal{H} = \mathcal{H}_{lin} + \mathcal{H}_3 + \mathcal{H}_4 + \cdots,$$

with $\mathcal{H}_{lin} = \int \omega_{LDR}(|k|)|a(k)|^2 dk$ being the part of the Hamiltonian associated to the linear dynamics. The non linear part is split into $l$-wave interactions contributions defined by

$$\mathcal{H}_l = \sum_{n \leq l} \frac{1}{n! (l - n)!} \int dk_1 \cdots dk_l \left[ V_{n,l} \delta_n^l (a) \right],$$

with $c_n^l(a) = a^*(k_1) \cdots a^*(k_n) a(k_{n+1}) \cdots a(k_l)$ and $\delta_n^l = \delta(k_1 + \cdots + k_n - k_{n+1} - \cdots - k_l)$ is the Dirac delta function. The coefficients $V_{n,l}$ are expressed in the reference [46, 47] and are not recalled here. This formulation
V. THIRD ORDER CORRELATION

We now investigate the three waves resonances i.e. such that resonant conditions (1) and (2) are satisfied. As previously discussed, we recall that those conditions cannot be satisfied for three free waves (with the additional
shows a departure at high ω, x, y between Fourier modes that are not free waves. In the correlation estimators that we introduce below, we will probe Fourier components that fulfill the resonance conditions (1) and (2) but at least one of the free Fourier modes is not a free wave, i.e. |k_i| ≠ k_{LDW}(ω_i) for at least one value of i. This is the process that generates the bound waves. Since bound waves bring also their contributions to the four waves resonances that will be discussed in the next section, the description of the coupling between 3 modes is necessary for the purpose of a physical interpretation of the energy transfers in the next section.

A. Third order frequency correlation

We investigate the 3-wave resonant interactions using the 3rd-order correlation defined as

\[ c_3(ω_1, ω_2, ω_3) = \langle \tilde{η}^3(x, ω_1)\tilde{η}(x, ω_2)\tilde{η}(x, ω_3) \rangle. \tag{25} \]

Here again, the brackets ⟨ ⟩ correspond in practice to an average both over space and over successive temporal windows.

It must be noted first that for stationary signals, such correlations are non zero only for resonant frequencies such that ω_1 = ω_2 + ω_3. It will be similar for any order correlations of such Fourier amplitudes thus also for the 4-wave correlations studied in the section VI.

Assuming spatial homogeneity and due to the spatial averaged performed in our definition of the estimator, the third order correlation can be rewritten as (see Appendix B):

\[ c_3(ω_1, ω_2, ω_3) = \frac{1}{(2π)^3} \int \int \int |k_1, k_2, k_3| \langle \tilde{η}(k_1, ω_1)\tilde{η}(k_2, ω_2)\tilde{η}(k_3, ω_3) \rangle \delta(k_1 - k_2 - k_3)dk_1dk_2dk_3, \tag{26} \]

This formulation highlights the fact that the correlation associated to the 3-tuple (ω_1, ω_2, ω_3) probes indirectly all spatial resonances such that k_1 = k_2 + k_3. Actually c_3(ω_1, ω_2, ω_3) contains the cumulative effects of all resonances k_1 = k_2 + k_3 compatible with the 3-tuple (ω_1, ω_2, ω_3), and not only an individual triad. Thus, by nature, the correlation (25) is non zero only for Fourier components that fulfill both resonant conditions on frequencies and wavevectors. We emphasize that no relation is imposed between ω and k so that the correlation incorporates the effect of all resonant 3-tuples (k_1, k_2, k_3) including those with |k_i| ≠ k_{LDW}(ω_i). Thus it includes the contribution of bound waves into the correlation c_3 but possibly other structures. In the case of our finite size domain, the Dirac δ-function would be replaced by the following product of cardinal sine function L^2 sinc(Lex · (k_1 - k_2 - k_3)) sinc(Ley · (k_1 - k_2 - k_3)) which relaxes to some extent the resonant condition k_1 = k_2 + k_3. Hence quasi-resonances may also contribute to the correlation c_3. By definition of the cardinal sine function, the largest contributions are for |(k_1 - k_2 - k_3) · e_i| ≲ π/L = Δ_k (i = (x, y)) which corresponds to our spatial spectral resolution. Hence eq. (26) remains a good approximation of the measured correlation.

We define the normalized third order correlation (bicoherence)

\[ C_3(ω_1, ω_2, ω_3) = \frac{|c_3(ω_1, ω_2, ω_3)|}{|\tilde{η}(ω_1)|^2/2|\tilde{η}(ω_2)|^2/2|\tilde{η}(ω_3)|^2/2} \tag{27} \]

which is by construction in the range [0, 1]. Such tools are quite common in signal processing to identify and quantify non linear coupling between Fourier modes and have been already used to investigate nonlinearity in water waves (see for instance [49]). Figure 6(a) represents the third order correlation C_3 in the (ω_2, ω_3) plane for ω_1/2π = 2.13 Hz. The resonant line ω_3 = ω_1 - ω_2 with a correlation of the order 10^{-1} emerges from the fluctuating background for frequencies ω_3/2π up to 6 Hz. For stationary signals, one expects that only the resonant line must be visible. The origin of the fluctuating background lies in spurious measurement points. Indeed, fig. 4 shows a departure at high frequency of the temporal spectrum from the one measured from probes measurements. This departure is due to a poorer signal-to-noise ratio of the stereoscopic reconstruction compared to the probes measurements. The signature of the noise is also clearly visible in the distribution of the time derivative of wave elevation as seen in fig. 3(c) (black curve). Events associated to |∂t\tilde{η}| > 3.5v rms, likely corresponds to unphysical signal. To cure this issue, we then apply a conditional average on data satisfying the condition |∂t\tilde{η}| ≤ 3.5v rms, which removes only 0.2% of the total volume of data. In practice, for each time window, positions (x, y) for which the condition is not respected are detected and removed from the average. The conditionally averaged third order correlation C_3 is represented in fig. 6 (b). The resonant line is now two orders of magnitude larger than the remaining background level and is extended over the whole range of frequencies. The background level is now due to the level of statistical convergence. This illustrate the extreme sensitivity of these correlations to the quality of data. This conditional average will then be systematically adopted in the following.
Figure 6. Normalized third order correlation of the temporal Fourier transform of the wave elevation $C_3(\omega_1, \omega_2, \omega_3)$ for $\omega_1/2\pi = 2.13$ Hz. Left: averaged on all data. Right: conditionally averaged on data for which $|\partial \eta/\partial t| \leq 3.5v_{rms}$ (99.8% of total data). Dotted lines indicate the resonant line $\omega_3 = \omega_1 - \omega_2$. It shows that spurious events in the stereoscopic reconstruction are responsible for the high background level in (a).

As the correlation is non zero only on the resonance line we can now focus on the bicoherence which extracts the correlation only for resonant frequencies:

$$B(\omega_2, \omega_3) = C_3(\omega_2 + \omega_3, \omega_2, \omega_3).$$

The bicoherence owns the following obvious symmetries

$$B(\omega_2, \omega_3) = B(\omega_3, \omega_2) = B(-\omega_2, -\omega_3).$$

Figure 7. (Top Left) Example of the bicoherence of the temporal Fourier transform of the wave elevation $B(\omega_2, \omega_3)$ defined by eqs (27) and (28). This correlation intrinsically have the following symmetries $B(\omega_2, \omega_3) = B(\omega_3, \omega_2) = B(-\omega_2, -\omega_3)$. For sake of simplicity, the non-redundant part of the correlation is represented here i.e. $\omega_3 > \omega_2$ and $\omega_1 = \omega_2 + \omega_3 > 0$. Dashed lines indicate $\omega_1, \omega_2 = \pm n\omega_0$ with $n = 1, 2$. One can see several components in this picture: discrete lines highlighted by the dashed lines and a diffuse continuum. All these contributions are due to bound waves as free wave have no 3-wave resonance possible.

$$B(\omega_2, \omega_3) = B(\omega_3, \omega_2) = B(-\omega_2, -\omega_3).$$
Fig. 7 represents the minimalistic (i.e. non redundant) part of the bicoherence in the plane \((\omega_2, \omega_3)\) which corresponds to the region defined as \(\omega_3 > \omega_2\) and \(\omega_1 = \omega_2 + \omega_3 > 0\). We observe a diffuse region for \(\omega_3/2\pi > 3\) Hz with a correlation slightly lower than \(10^{-1}\). The bicoherence is higher for identified frequencies \(\omega_1, \omega_2, \omega_3 = \pm n\omega_0\) with \(n = 1, 2\) with a correlation larger than \(10^{-1}\). These lines correspond to the bound waves \(k_n(\omega)\) identified before. This signature gives a first clue of the correlation between free and bound waves. However, at this stage, we are not able to discriminate the contribution of free waves, bound waves, singularities or correlated noise to the observed level of coherence. Indeed, as previously discussed, any Fourier modes verifying the resonance conditions would contribute to \(C_3\).

### B. Third order spatio-temporal correlation

The natural next step to go further is then to look at the spatio-temporal third order correlation

\[
C_3^{k \omega}(\omega_1, \omega_2, \omega_3, k_1, k_2, k_3) = \frac{\langle \tilde{\eta}^*(k_1, \omega_1) \tilde{\eta}(k_2, \omega_2) \tilde{\eta}(k_3, \omega_3) \rangle}{\langle |\tilde{\eta}(k_1, \omega_1)|^2 \rangle^{1/2} \langle |\tilde{\eta}(k_2, \omega_2)|^2 \rangle^{1/2} \langle |\tilde{\eta}(k_3, \omega_3)|^2 \rangle^{1/2}}
\]  
(30)

with \(\langle \rangle\) corresponding to the use of the usual Welch method (in time). This correlation has the advantage to separate the correlations between well distinguished spatio-temporal structures in the space \((\omega, k)\). We focus on temporal and spatial resonant conditions through the bicoherence

\[
B(\omega_2, \omega_3, k_2, k_3) = C_3^{k \omega}(\omega_2 + \omega_3, \omega_2, \omega_3, k_2 + k_3, k_2, k_3).
\]

(31)

Figure 8 represents the bicoherence for \(\omega_3/2\pi = 3\) Hz and \(k_0 = k_{LDR}(\omega_2) e_x\) in the planes \(k_{1,y} = k_{3,y} = 0\) (a), \(\omega_3 = \omega_1 - \omega_2 = -0.7 \times 2\pi \text{ rad.s}^{-1}\) (b) and \(\omega_3 = 1.4 \times 2\pi \text{ rad.s}^{-1}\) (c). The red curve is given by \(k_{2,x} \pm k_{LDR}(\omega_3)\) and the green curves are given by \(k_n(\omega_2 + \omega_3)\), with \(n = \pm 1, 2\). The points at the crossing between red and green curves indicate graphically solutions of the resonance equations (1) and (2). The intersection of the red line and the continuous green line corresponds to resonant free waves. As expected no resonance exists beyond the trivial one for which \(\omega_1 = \omega_2\) and \(\omega_3 = 0\). We observe significant correlation far above the background correlation at the vicinity of the intersections of dashed green lines and the red line that correspond to resonances with bound waves. We turn back to the total third order bicoherence \(B\) (figure. 7). We are now able to claim that the observed coherence is dominated by correlations of the type bound-free-free waves. We notice however that correlations larger that the background noise for \(B\) are observed outside the predicted solutions which means that other non-identified structure also contribute to \(B\).

### C. Filtered third order time correlation

In the previous section we have seen that the main contributions to the third order correlation involve only resonances involving at least one bound wave. In addition, as discussed in section III, it is reasonable to approximate the spatio-temporal signal by \(\tilde{\eta}(k, \omega) \approx \sum_n \tilde{\eta}_n(k, \omega)\) as most of the energy lies on these lines (although not all of it). We recall that \(\tilde{\eta}_0\) corresponds to free waves and the other contributions to bound waves involving the forcing peak. We then decompose the third order correlation as follows:

\[
c_3(\omega_1, \omega_2, \omega_3) = \sum_{n_1} \sum_{n_2} \sum_{n_3} c_{n_1n_2n_3}(\omega_1, \omega_2, \omega_3) + MT(\omega_1, \omega_2, \omega_3),
\]

(32)

with \(c_{n_1n_2n_3}(\omega_1, \omega_2, \omega_3) = \langle \tilde{\eta}_{n_1}(x, \omega_1) \tilde{\eta}_{n_2}(x, \omega_2) \tilde{\eta}_{n_3}(x, \omega_3) \rangle\) being the third order correlation between the components \((n_1, n_2, n_3)\). \(MT\) corresponds to missing terms involving other non-identified spatio-temporal contributions. Similarly to the correlation \(c_3\), the correlation \(c_{n_1n_2n_3}(\omega_1, \omega_2, \omega_3)\) relates to the \(n_1 \leftrightarrow (n_2, n_3)\) interactions, i.e. it probes only the spatial resonances such that

\[
k_{n_1}(\omega_2 + \omega_3)e_1 = k_{n_2}(\omega_2)e_2 + k_{n_3}(\omega_3)e_3
\]

(33)

that involve only waves on the specific free or bound waves dispersion relations characterized by the integers \((n_1, n_2, n_3)\). We note that the specific case \(c_000\) \((n_1 = n_2 = n_3 = 0)\), probes the three free waves interactions. In the case of one or more non-zero \(n_i\), \(c_{n_1n_2n_3}\) probes the correlation involving one or more identified bound waves.

We define accordingly the \((n_1, n_2, n_3)\) bicoherence

\[
B_{n_1n_2n_3}(\omega_2, \omega_3) = C_{n_1n_2n_3}(\omega_2 + \omega_3, \omega_2, \omega_3),
\]

(34)
Figure 8. Cut of the bicoherence $B$ for $\omega_2/2\pi = 3$ Hz and $k_2 = k_{LDR}(\omega_2)e_x$ in the planes defined by (a): $k_{1,y} = k_{3,y} = 0$, (b): $\omega_3 = \omega_1 - \omega_2 = -0.7$ 2π rad.s$^{-1}$ and (c): $\omega_3 = 1.4$ 2π rad.s$^{-1}$. The red line corresponds to the linear dispersion relation $k_1 = k_{LDR}(\omega_1)$ shifted by $\omega_2$ in frequency and $k_2$ in wave vector, i.e. $k_1 = k_2 + k_{LDR}(\omega_1 - \omega_2)$. This equation corresponds to a surface in the 3D space $(k_1, \omega_1)$ which cuts in the various subfigures gives the red lines. The green continuous lines are cuts of the linear dispersion relation. The dashed green lines are cuts of the bound waves dispersion relations $k_n(\omega)$ for $n = -3...3$. Wave resonances lie at the intersection of red and green lines. In (b) and (c) the red arrows represent $k_2$. One clearly sees that high levels of bicoherence are observed near the intersections of the free wave dispersion relation (red) and the bound waves (green), highlighting the contribution of the latter. No such intersection (3-wave resonances) exists for free waves only except for trivial solutions $k_1 = k_2$ and $\omega_1 = \omega_2$. Thus the observed non zero bicoherence is clearly attributed to wave resonances involving at least one bound wave.

with

$$C_{n_1n_2n_3}(\omega_1, \omega_2, \omega_3) = \frac{c_{n_1n_2n_3}(\omega_1, \omega_2, \omega_3)}{\langle |\tilde{\eta}_{n_1}(x, \omega_1)|^2 \rangle^{1/2} \langle |\tilde{\eta}_{n_2}(x, \omega_2)| \tilde{\eta}_{n_3}(x, \omega_3)|^2 \rangle^{1/2}},$$

(35)
defined in the range $[0, 1]$.

These bicoherences actually offer a compact but also a partial way (along the red and green curves of the figure 8) to represent the spatio-temporal bicoherence $B$. However, we will see in the next section that a generalization of this tool to the fourth order correlation will bring an elegant way to discuss clearly the energy transfers. Figure 9 represents $B_{n_100}$, for $n_1 = 0, 1, 2, -1$ in the $(\omega_2, \omega_3)$ plane. First, $B_{000}$ is zero due to the fact that no 3-wave resonance...
Figure 9. (Top Left) Bicoherence of the filtered temporal Fourier transform of the wave elevation $B_{n,00}(\omega_2,\omega_3)$ with $n = 0, 1, 2, -1$. This correlation intrinsically have symmetries (see text). For sake of simplicity, the minimalistic part of the correlation is represented here. Dashed lines indicate $\omega_1, \omega_2 = \pm n\omega_0$ with $n = 1, 2$. No correlation is seen in $B_{000}$ (except at zero frequency, which is not relevant) as expected from the fact that no 3-free wave resonance exists. By contrast, high correlation levels can be observed in $B_{100}$, $B_{200}$ and $B_{-100}$ around the vertical dashed line that corresponds to the relevant bound wave.

exist among free waves. In the other cases, significant correlations are concentrated along the bound waves $\omega_2 = n_1 \omega_0$ as expected from the way $B_{n,00}$ is constructed.

Following the theory [1], the three-wave correlations discussed above, even if they can reach relatively high levels, are not expected to contribute to the global energy fluxes. Indeed the theory predicts that only resonant or quasi-resonant free waves contribute to the energy cascade. The overall added contribution of all triads involving bound waves is supposed to have no net contribution to the energy flux. This is why the 3-wave coupling (involving bound waves) can be removed by the canonical change of variables to keep only 4-free-wave coupling. Unfortunately we do not have access experimentally to energy fluxes to check if the bound modes contribute or not to the energy cascade. Nevertheless the core process of the energy cascade is the 4-wave coupling, thus, in the following part, we focus on fourth order wave interactions.
VI. FOURTH ORDER FREQUENCY CORRELATION

A. Definitions

We now investigate the 4-wave resonant interactions using the 4th-order correlation defined as

$$c_4(\omega_1, \omega_2, \omega_3, \omega_4) = \langle \tilde{\eta}(x, \omega_1) \tilde{\eta}(x, \omega_2) \tilde{\eta}(x, \omega_3) \tilde{\eta}(x, \omega_4) \rangle.$$  \hspace{1cm} (36)

For the same reasons that those expressed in the previous section for equation (26), the correlation associated to the 4-tuple \((\omega_1, \omega_2, \omega_3, \omega_4)\) is non zero only for \(\omega_1 + \omega_2 = \omega_3 + \omega_4\) (due to stationarity) and it also probes all spatial resonances such that \(k_1 + k_2 = k_3 + k_4\) (due to spatial homogeneity). It should be noted that the correlation incorporates all resonant 4-tuples \((k_1, k_2, k_3, k_4)\) including those with \(|k_i| \neq k_{LDR}(\omega_i)\). Thus it includes the contribution of bound waves into the correlation \(c_4\) but possibly other structures (as well as noise). As discussed above, the concentration of energy observed in fig. 5 on the linear dispersion has a finite width associated to nonlinear spectral widening. Thus the frequency of free waves can be written as \(\omega_{LDR}(k) + \delta \omega_{NL}(k)\) where \(\delta \omega_{NL}(k)\) is a detuning associated to the nonlinear effects. A consequence is that even though the correlations probes the exact resonances conditions \(k_1 + k_2 = k_3 + k_4\) and \(\omega_1 + \omega_2 = \omega_3 + \omega_4\), resonant waves with a slight detuning are actually taken into account. It means that the correlation (36) is also sensitive to approximate resonances of free waves.

We define the normalized fourth order correlation

$$C_4(\omega_1, \omega_2, \omega_3, \omega_4) = \frac{|c_4(\omega_1, \omega_2, \omega_3, \omega_4)|}{\langle \tilde{\eta}(\omega_1) \tilde{\eta}(\omega_2) \rangle^{1/2} \langle \tilde{\eta}(\omega_3) \tilde{\eta}(\omega_4) \rangle^{1/2}},$$ \hspace{1cm} (37)

which is by construction in the range \([0, 1]\).

\[
\begin{align*}
\omega_2/2\pi & = 2.13 \text{ Hz} \\
\omega_3/2\pi & = 1.07 \text{ Hz}
\end{align*}
\]

Figure 10. Normalized fourth order correlation of the temporal Fourier transform of the wave elevation \(C_4(\omega_1, \omega_2, \omega_3, \omega_4)\) for \(\omega_2/2\pi = 2.13 \text{ Hz}\) and \(\omega_3/2\pi = 1.07 \text{ Hz}\). The black dashed line is the resonant line \(\omega_4 = \omega_2 - \omega_3 + \omega_1\). A line of correlation emerges on the resonant line as expected for a stationary signal. The red dot is a special case \(\omega_1 = \omega_3\) and \(\omega_2 = \omega_4\) for which one expects trivially a correlation level close to 1.

Figure 10 represents the fourth order correlation \(C_4\) in the \((\omega_1, \omega_4)\) plane for \(\omega_2/2\pi = 2.13 \text{ Hz}\) and \(\omega_3/2\pi = 1.07 \text{ Hz}\). We observe that the resonant line \(\omega_4 = \omega_2 - \omega_3 + \omega_1\) clearly emerges from the noise level as expected for a statistically stationary signal.

In the following we then focus on this resonant condition through the tricoherence

$$T(\omega_2, \omega_3, \omega_4) = C_4(-\omega_2 + \omega_3 + \omega_4, \omega_2, \omega_3, \omega_4).$$ \hspace{1cm} (38)

The tricoherence shows several symmetries (fig. 11). By construction, obvious symmetries are

$$T(\omega_2, \omega_4, \omega_3) = T(\omega_2, \omega_3, \omega_4),$$  \hspace{1cm} (39)

$$T(-\omega_2, -\omega_4, -\omega_3) = T(\omega_2, \omega_3, \omega_4).$$  \hspace{1cm} (40)
A less obvious symmetry is the following: \( T(\omega_2, \omega_3, \omega_4) = T(\omega_2, \omega_2 - \omega_2 - \omega_3, \omega_4). \) This is due to the symmetry of the correlation \( c_4(-\omega_1, \omega_2, -\omega_3, \omega_4) = c_4(\omega_3, \omega_2, \omega_1, \omega_4). \) Thus the full map of tricoherence is highly redundant as seen in fig. 11. Due to a combination of all mentioned symmetries there is a 3-fold symmetry that can be obtained by permutations over specific pairs of frequency in \( c_4. \) Consequently the 3 regions labelled A (yellow in fig. 11(b)) are equivalent as well as the three regions labeled B. Region A corresponds to 2 ↔ 2 interactions and regions B and C to 3 ↔ 1 interactions. In the following only a reduced part of the tricoherence map will be shown that contains the part above the main diagonal of the image made of half of region A located at the top-right, top region B and region C (see fig. 11).

**B. Structure of the full correlation map**

Figure 12 represents the tricoherence \( T(\omega_2, \omega_3, \omega_4) \) in the \( (\omega_3, \omega_4) \) plane for 4 distinct values of \( \omega_2/2\pi = 1.6, 2.13, \) \( 3.2 \) & \( 5.2 \) Hz. We stress that the level of statistical convergence is about \( 3.10^{-2} \) so that the range of shown magnitude of correlations corresponds to converged statistics. It can be seen that the level of coherence is quite high in some regions of the frequency space (over 0.1).

The most visible feature is an horizontal line and a vertical line at a level of coherence very close to 1 (saturated red color). They correspond to the cases \( \omega_3 = \omega_2 \) and \( \omega_4 = \omega_2 \) for which the tricoherence is trivially equal to 1. The fact that these lines are well dominating over the background of coherence is a support for the relevance of weak turbulence. Indeed it suggests that the correlation \( c_4 \) can be written as a development in cumulants

\[
c_4(\omega_1, \omega_2, \omega_3, \omega_4) = (\langle |\tilde{\eta}(\omega_1)|^2 \rangle \langle |\tilde{\eta}(\omega_2)|^2 \rangle \delta(\omega_1 - \omega_3)\delta(\omega_2 - \omega_1) + \\
(\langle |\tilde{\eta}(\omega_1)|^2 \rangle \langle |\tilde{\eta}(\omega_2)|^2 \rangle \delta(\omega_1 - \omega_4)\delta(\omega_2 - \omega_3) + \\
(\langle |\tilde{\eta}(\omega_1)|^2 \rangle \langle |\tilde{\eta}(\omega_2)|^2 \rangle \delta(\omega_1 + \omega_2)\delta(\omega_3 + \omega_4) + Q(\omega_1, \omega_2, \omega_3, \omega_4) \tag{41}
\]

where \( Q \) is a cumulant which is much weaker than the product \( \langle |\tilde{\eta}(\omega_1)|^2 \rangle \langle |\tilde{\eta}(\omega_2)|^2 \rangle \) (thus a tricoherence level much smaller than 1). This constitutes the first step of the development of the WTT [2, 50]. The fact that we see that these lines indeed dominate strongly over the weaker background level of correlation appears consistent with this approximation. Thus this observation is a strong support of the fact that our system is inherently weakly nonlinear,
Figure 12. Tricoherence of the temporal Fourier transform of the wave elevation $T'_{\omega_2,\omega_3,\omega_4}$ for $\omega_2/2\pi = (1.6, 2.13, 3.2, 5.2)$ Hz ((a), (b), (c), (d) respectively). This correlation intrinsically have symmetries. For sake of simplicity, the minimalistic part of the correlation is represented here (see fig. 11). Black lines indicate $\omega_1, \omega_3 = 0$. Distinct regions of significant correlation levels are visible. First, vertical and horizontal lines of correlation level equal to 1 (in red colors) due to trivial cases (corresponding to the red dot in fig. 10) and second, more faint lines in yellow colors and third a continuous variation in the background (see text for descriptions).

which is the starting point of the development of the theory. Although the average steepness of the waves is not that small, the WTT framework may remain relevant. However the interpretation of the correlation picture is made quite complex due to the contributions of bound waves. For instance in fig. 12 the correlation is non zero in the region $\omega_3 < 0$. As seen in fig. 11, this corresponds to region B associated to $3 \leftrightarrow 1$ interactions. Such interactions are not possible for free waves due to the curvature of the dispersion relation. Thus it is clear that the observed level of correlation in region B is due only to bound waves. One can see in fig. 12 that the level of correlation in region B is of similar order of magnitude than that observed in region A (for $\omega_2/2\pi = 1.6$ and 2.13 Hz in particular), in which coupling among free waves is possible. At this stage, it is unclear whether the observed level of correlation observed in region A is due to free or bound waves (the analysis developed in the appendix A actually suggests that the whole picture is dominated by bound waves). This ambiguity is due to the fact that our observation variable $\eta$ is not the canonical variable $b$. The natural next step to go further would be to look at the spatio-temporal fourth order correlation

$$c^4_\omega(\omega_1, \omega_2, \omega_3, \omega_4, k_1, k_2, k_3, k_4) = \langle \tilde{\eta}^*(k_1, \omega_1)\tilde{\eta}^*(k_2, \omega_2)\eta(k_3, \omega_3)\eta(k_4, \omega_4) \rangle$$ (42)

with $\langle \rangle$ corresponding to the use of the usual Welch method. This estimator has the advantage to separate the correlations between well distinguished spatio-temporal structures (free waves vs bound waves) in the plane ($\omega, k$). However, its visualisation is made difficult by its huge dimensionality. Moreover, its convergence is strongly reduced compared to $c_4$ by the absence of spatial average and thus it would require a tremendous amount of data. To go further in the analysis and circumvent this difficulty, we rather perform the same space-time filtering that we used above for 3-wave correlations. This will enable us to observe correlations of only free wave and to get more insight on the correlation of the full field in terms of bound waves.
VII. FILTERED FOURTH ORDER TIME CORRELATION

A. Definitions

![Graphs](image)

Figure 13. Tricoherence of the filtered temporal Fourier transform of the wave elevation $T_{0000}(\omega_2, \omega_3, \omega_4)$ for $\omega_2/2\pi = (1.6, 2.13, 3.2, 5.2)$ Hz ((a), (b), (c), (d) respectively). It corresponds to 4-free wave correlations. This correlation intrinsically have symmetries. For sake of simplicity, the minimalistic part of the correlation is represented here. Black lines indicate $\omega_1, \omega_3 = 0$. The levels and the map of the correlation are very different than for the unfiltered signal of fig.12. In particular the correlation level is much weaker. See text for more details.

Justified by the spatio-temporal structure discussed in the section III and by the dominance of identified bound waves to the third order correlation, we propose to decompose the fourth order correlation into various contributions involving free and bound waves as follows:

$$c_4(\omega_1, \omega_2, \omega_3, \omega_4) = \sum_{n_1} \sum_{n_2} \sum_{n_3} \sum_{n_4} c_{n_1 n_2 n_3 n_4} (\omega_1, \omega_2, \omega_3, \omega_4) + MT(\omega_1, \omega_2, \omega_3, \omega_4),$$

(43)

with $c_{n_1 n_2 n_3 n_4} (\omega_1, \omega_2, \omega_3, \omega_4) = \langle \tilde{\eta}^{*}_{n_1}(x, \omega_1) \tilde{\eta}^{*}_{n_2}(x, \omega_2) \tilde{\eta}_{n_3}(x, \omega_3) \tilde{\eta}_{n_4}(x, \omega_4) \rangle$

(44)

being the fourth order correlation between the filtered components $(n_1, n_2, n_3, n_4)$ along $k_{n_i}(\omega)$. $MT$ corresponds to missing terms involving other non-specified bound waves. Similarly to the correlation $c_4$, the correlation $c_{n_1 n_2 n_3 n_4} (\omega_1, \omega_2, \omega_3, \omega_4)$ relates to the $(n_1, n_2) \leftrightarrow (n_3, n_4)$ interactions, i.e. it probes only the spatial resonances such that

$$k_{n_1}(-\omega_2 + \omega_3 + \omega_4) e_1 + k_{n_2} (\omega_2) e_2 = k_{n_3} (\omega_3) e_3 + k_{n_4} (\omega_4) e_4,$$

(45)

that involve only waves on the specific free or bound waves dispersion relations characterized by the integers $(n_1, n_2, n_3, n_4)$.

We note that the specific case $c_{0000} (n_1 = n_2 = n_3 = n_4 = 0)$, for which the latter equation is strictly equivalent to eq. (7), probes the four free waves interactions. In the case of one or more non-zero $n_i$, $c_{n_1 n_2 n_3 n_4}$ probes the correlation involving one or more identified bound waves.
We define accordingly the \((n_1, n_2, n_3, n_4)\) tricoherence
\[
T_{n_1 n_2 n_3 n_4}(\omega_2, \omega_3, \omega_4) = C_{n_1 n_2 n_3 n_4}(-\omega_2 + \omega_3 + \omega_4, \omega_2, \omega_3, \omega_4),
\]
with
\[
C_{n_1 n_2 n_3 n_4}(\omega_1, \omega_2, \omega_3, \omega_4) = \frac{C_{n_1 n_2 n_3 n_4}(\omega_1, \omega_2, \omega_3, \omega_4)}{\langle|\eta_{n_1}(x, \omega_1)\eta_{n_2}(x, \omega_2)|^2\rangle^{1/2}/\langle|\eta_{n_3}(x, \omega_3)\eta_{n_4}(x, \omega_4)|^2\rangle^{1/2}},
\]
defined in the range \([0, 1]\).

**B. Free waves**

Figure 13 shows \(T_{0000}(\omega_2, \omega_3, \omega_4)\) for \(\omega_2/2\pi = (1.6, 2.13, 3.2, 5.2)\) Hz. As expected, the tricoherence \(T_{0000}\) is exactly equal to zero for \((\omega_3, \omega_4)\) couples for which no solution of the resonant equations exists. We observe a converged level of coherence larger than \(10^{-3}\) around couples \((\omega_3, \omega_4)\) for which resonant free waves exist. Except for the trivial lines \(\omega_3 = \omega_2\) or \(\omega_4 = \omega_2\) we identify a significative correlation of the order of \(10^{-1}\) for \(\omega_3, \omega_4 \sim \omega_2\) for \(\omega_2/2\pi \leq 2.13\) Hz. This is actually the range of frequency where the free waves are dominant in the temporal spectrum (see Fig. 4).

The dominant wave-wave interactions seem to be local in frequency. This is actually expected in our case since the temporal spectrum is not very wide. We then observe a significative correlation for \(\omega_3 \sim \omega_2\) for \(\omega_2/2\pi = 5.2\) Hz. This correlation should be most likely due to noise since free waves have a negligible energy at such high frequency.

We observe a very weak level of the coherence \(T_{0000}\) (0.1 at its maximum and much weaker in most of the pictures). \(T_{0000}\) is much weaker than the full coherence \(T\). We recall that the coherence is a measurement of the nonlinear activity. The high level of \(T\) says that bound modes are very active in terms of nonlinearity. However the theory claims that although bound modes can be active, they do not contribute to the overall energy cascade. The cascade results only from coupling among 4-free waves. By filtering out the bound waves we remove the activity of the bound waves and keep only the activity of the free waves in \(T_{0000}\) in the spirit of the canonical change of variable recalled above. The observed weakness of \(T_{0000}\) is thus consistent with a weak coupling of free waves with is at the core of the multiscale expansion of the WTT. Thus although the wave field may appear strongly nonlinear with a large steepness \((\epsilon = 11\%)\), the steepness is largely due to the bound modes. At the level of free waves, the nonlinear activity is much weaker and thus our observation supports the core of the weak turbulence theory.

**C. Resonances with bound waves**

We now turn to the fourth order correlation involving at least one bound wave. Figure 14 represents \(T_{1000}, T_{1010}, T_{–1010}\) and \(T_{2020}\) for \(\omega_2/2\pi = 3.2\) Hz. Solutions of the resonance equations with bound and free waves in the unidirectional case \((e_1 \propto e_2 \propto e_3 \propto e_4)\) are represented by colored dots on the right side of the figure (see appendix for details). We observe in fig. 14 correlations of the order of \(10^{-1}\) (in dark red color) located around 1D solutions especially for \(T_{1010}\) and \(T_{2020}\). These correlations due to bound waves are actually visible in the full tricoherence (fig. 12) as faint horizontal and vertical lines. Such correlations do not explicitly appear in the WTT formalism since they do not contribute to the net energy transfers in the limit of vanishing non-linearity (but they are actually hidden in the canonical transformation as mentioned above).

**VIII. COMPARISON WITH FIELD DATA**

Figure 15 shows the tricoherence \(T\) computed from field data of wave reconstruction from the Black Sea by Leckler et al. [18] originally published in [24]. It corresponds to young waves of very low steepness \((\epsilon \approx 2\%)\). The image of \(T\) is mostly made of horizontal and vertical lines shifted by multiples of \(\pm 0.35 \times 2\pi\) Hz from \(\omega_2\). This frequency corresponds to the peak frequency of the spectrum. These features are reminiscent of the images of \(T_{1010}\) or \(T_{2020}\) in fig. 14 and thus can most likely be associated to 1D interactions between bound waves with \(n = 1\) or \(n = 2\) in

\[
k_n(\omega) = k_{LD}(\omega| - n\omega_p) + nk_{LD}(\omega_p),
\]

with \(\omega_p/2\pi = 0.35\) Hz. The genuine free wave interactions are most likely at a much smaller level of coherence and are hidden below the bound wave contribution as for our laboratory data. Considering the level of non-linearity which is much weaker than in our experiment, the fraction of the tricoherence due to free wave interaction is beyond
Figure 14. (Left column) Tricoherence of the filtered temporal Fourier transform of the wave elevation $T_{1000}$, $T_{1010}$, $T_{-1010}$ and $T_{2020}$ (from top to bottom) for $\omega_2/2\pi = 3.2$ Hz. This correlation intrinsically have symmetries. For sake of simplicity, the minimalistic part of the correlations are represented here. We notice that among the represented correlations, by definition of the tricoherence, the horizontal lines defined by $\omega_4 = \omega_2$ for $T_{n000}$ are the only ones to be trivially equal to 1. Black lines indicate $\omega_1, \omega_3 = 0$. Dotted lines indicate $\omega_1, \omega_3, \omega_4 = \pm \omega_0$. (Right column) Same as left column. Colored dots are the 1D exact solutions of the resonant eq (45) (See appendix for details). One can see that high levels of correlation (in red) are always associated to regions of 1D resonances with bound waves.

reach considering the tremendous amount of data that would be required to reach the adequate level of statistical
Figure 15. Bicoherence computed from field data measured in the Black Sea [18] and reproduced from ref. [24]. For this dataset the peak of the spectrum occurs at $\omega/2\pi \approx 0.35$ Hz. Thus the secondary lines are most likely contributions of bound waves as in the experiment. These bound waves have actually been observed in the $(k, \omega)$ spectrum in [18].

Our experiment allows us to better understand the observation of the coherence from the field data and highlight that although in the field the nonlinearity is much weaker, the bound waves are nonetheless strongly present in the nonlinear activity measured by the tricoherence.

IX. CONCLUSION

In summary, we report laboratory investigations of gravity wave turbulence in a relatively strong regime with an average steepness equal to 10%. This strong level of nonlinearity can be seen in the wide tail distribution of the surface gradients as shown in fig. 3. By operating a space-time filtering of the data we could separate free and bound waves. The bound waves are seen to dominate the wave field at frequencies higher than 4 Hz. In particular they are responsible for extreme values of the local slope of the waves.

We perform an analysis of the nonlinear processes at work in our system by using bicoherence and tricoherence analyses. We could extract the contribution of the free waves by performing a filtering in Fourier space around the dispersion relation. In this way we could extract locally in frequency space the level of nonlinearity of the waves. We observe that, at the scales present in our experiments (wavelengths comparable of shorter than a meter), the bound waves are very active and actually dominate the 4-wave correlations. They are responsible for very large values of the tricoherence that make the system appear as strongly nonlinear. However we know from the theory that bound waves should not contribute to the energy flux. Unfortunately we cannot measure the energy flux. When filtering out the bound waves, as a surrogate of the canonical transformation, we measure the level of nonlinearity of the free waves and observe that it is indeed weakly nonlinear. Such a weak level of correlation supports the fact that the interaction of free waves can nonetheless be described by the WTT even at moderate wave steepness. This constitutes the main result of this article.

The role of bound waves in energy transfer is far from clear and unfortunately we cannot provide a direct answer from our data. In the theory, bound waves do not contribute to the energy cascade through the term $\mathcal{H}_3$ of the development of the Hamiltonian. Nonetheless they actually contribute at the 4th order through contributions in $\mathcal{H}_4$ in the effective interaction kernel. The WTT development involving the variables $b(k, t)$ is supposed to be valid only for vanishing nonlinearity. In our experiment, the nonlinearity is finite and thus the contribution of approximate resonances involving bound waves is far from clear. This may have some importance for operational models of sea state predictions at the smallest scales of the gravity wave spectrum, which is actually the one accessible in our
experiments. In [36], the authors suggested that the reason for the evolution of the spectral exponent with the steepness could rather be an evolution to a state dominated by singular structures that are strongly non linear. Here we show that although such strongly nonlinear structure can exist due to bound waves, the underlying dynamics may remain weakly non linear nonetheless. The issue may be rather than the observation variables are not the canonical variables. It makes the experimental realisation of weak turbulence difficult in laboratory wave tanks.

One additional question concerns the impact of the bound waves on dissipation. Assuming a viscous dissipation of a given Fourier mode at \((k, \omega)\) with a dissipation rate equal to \(2\alpha k^2\), one can estimate that in our data, the relative contribution of the bound waves to the total viscous dissipation is of the order of 50\%. In the WTT, dissipation is assumed to occur at vanishingly small scales. 3-wave correlations are thus expected to circulate energy without a contribution of the bound waves to the total viscous dissipation is of the order of 50\%. In the WTT, dissipation cause much higher fluctuations of the local steepness, triggering whitecapping more often than what could be expected from the free wave contribution only. Whitecapping events contribute also to dissipation of the wave energy and this is a very important ingredient of wave forecasting models.
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Appendix A: Resonant waves

1. Free waves resonances

We consider the generalisation of eq. (7) for quasi-resonances of free waves,

\[ |k_{LDR}(-\omega_2 + \omega_3 + \omega) + k_{LDR}(\omega)\hat{e}_2 - (k_{LDR}(\omega_3)\hat{e}_3 + k_{LDR}(\omega_4)\hat{e}_4)| \leq \Delta_k. \]  

(A1)

Here, the threshold has been arbitrarily chosen equal to the spatial spectral resolution \(\Delta_k\) of our spatial Fourier transform to take into account a nonzero level of detuning of the free waves. This equation depends on 7 dimensions \((\omega_2, \omega_3, \omega_4, \theta_2, \omega_2, \theta_3, \theta_4)\) which makes uneasy the visualisation of its solutions. For sake of simplicity, we first look at the 1D case such that \(\theta_i = \theta_2 \pmod{\pi}\) with \(i \in \{1, 3, 4\}\) and set values of 2 frequencies \(\omega_2\) and \(\omega_3\). Although these resonances are not supposed to contribute to energy transfer (because the nonlinear coupling coefficient is zero [1]), the explanation of their computation is much easier to explain. The research of 1D solutions is reduced to find the frequency \(\omega = \omega_4\) satisfying the equation

\[ |\pm k_{LDR}(-\omega_2 + \omega_3 + \omega) \pm k_{LDR}(\omega_2) - (\pm k_{LDR}(\omega_3) \pm k_{LDR}(\omega))| \leq \Delta_k. \]  

(A2)

Figure 16 (top) graphically represents examples of these solutions for \(\omega_2/2\pi = 3.2\ Hz\) and \(\omega_3/2\pi = (2, 7)\ Hz\). Different solutions are highlighted by coloured dots (red, blue, yellow and magenta). By varying the value of \(\omega_3\), all 1D solutions in the plane \((\omega_3, \omega_4)\) are collected at a given \(\omega_2\) and plotted on top of the correlations in fig. 17 (right) with the same colours as for fig. 16.

We observe that the solutions of 1D quasi-resonances are strongly limited in the whole \((\omega_3, \omega_4)\) space. We distinguish 4 different branches:

- the red branch with \(\omega_3, \omega_4 \approx \omega_2\) and \(\omega_3, \omega_4 \ll \omega_1\),
- the magenta branch with \(\omega_1, \omega_3, \omega_4 > \omega_2\),
- the yellow branch with \(\omega_1, \omega_3, \omega_4 < \omega_2\),
- the blue branch with \(\omega_3 < \omega_2\) and \(\omega_4 > \omega_2\).

We now turn to the resolution of full 2D case of quasi resonances. This can be done by setting the values of \((\omega_2, \omega_3, \omega_4, \theta_2, \theta_3)\) and searching for couples \((\theta_2, \theta_3)\) that satisfy eq. (A1). Figure 16 (bottom) graphically represents an example of these solutions in the \(K\) space for \((\omega_2, \omega_3, \omega_4)/2\pi = (3.2, 4, 2.5)\ Hz\) and \((\theta_2, \theta_3) = (0, \pi/6)\). Two parts of left hand side of eq. (A1), \(k_{LDR}(-\omega_2 + \omega_3 + \omega)\hat{e}_1 + k_{LDR}(\omega)\hat{e}_2\) and \(k_{LDR}(\omega_3)\hat{e}_3 + k_{LDR}(\omega_4)\hat{e}_4\) are represented by circles, the solutions being trivially at the crossing of those two circles. By varying the value of \(\omega_3\) and \(\theta_3\), all 2D
Figure 16. (a,b) Graphical representation of solutions for quasi resonant eq. (A1) in the colinear wave-vectors case, i.e. $\theta_i = \theta_2 \pmod{\pi}$ with $i \in (1, 3, 4)$, for $\omega_2/2\pi = 3.2$ Hz and $\omega_3 = (2.7)$ Hz (in (a) and (b) resp.). Solutions are localized at the crossing between the green and red curves and are highlighted by colored dots. (c) Graphical representation of 2D solutions for quasi resonant equations for $(\omega_2, \omega_3, \omega_4)/2\pi = (3.2, 4, 2.5)$ Hz and $(\theta_2, \theta_3) = (0, \pi/6)$. Green and red curves are defined by $k_{LDR}(\omega_3 + \omega_4 - \omega_2) \left( \begin{array}{c} \cos(\theta_1) \\ \sin(\theta_1) \end{array} \right) + k_{LDR}(\omega_2) \left( \begin{array}{c} \cos(\theta_2) \\ \sin(\theta_2) \end{array} \right)$ and $k_{LDR}(\omega_3) \left( \begin{array}{c} \cos(\theta_3) \\ \sin(\theta_3) \end{array} \right) + k_{LDR}(\omega_4) \left( \begin{array}{c} \cos(\theta_4) \\ \sin(\theta_4) \end{array} \right)$ respectively. The 2D solutions are localized at the crossing between green and red circles.

solutions are collected at a given $(\omega_2, \theta_2)$ in the plane $(\omega_3, \omega_4, \theta_3)$. Figure 18 (bottom), represents in the $(\omega_2, \omega_3)$ plane the fraction of angle $\theta_3$ for which a 2D solution exists for $\omega_2/2\pi = 3.2$ Hz and $\theta_2 = 0$. We first see that the region for
Figure 17. (Left) Tricoherence of the temporal Fourier transform of the wave elevation $T(\omega_2, \omega_3, \omega_4)$ for $\omega_2/2\pi = (1.6, 2.13, 3.2, 5.2)$ Hz. This correlation intrinsically have symmetries. For sake of simplicity, the minimalistic part of the correlation is represented here. Black lines indicate $\omega_1, \omega_3 = 0$. Dotted lines indicate $\omega_1, \omega_3, \omega_4 = \pm \omega_0$. (Right) Same as left figures. Colored dots are the 1D solutions of the resonant equations A2 with the same colors as figure 16.

which many solutions (red colors, i.e. a fraction close to 1) exists corresponds also to the regions of 1D approximate solutions. As the fraction of $\theta_3$ is close to one, it means that all angles actually contribute to resonances and not only quasi 1D ones. Note also that the border of the region of existence of 2D solutions corresponds to 1D solutions.

We plot the lines of 1D quasi-resonances on top of tricoherences $T$ and $T_{0000}$ in figs. 17 and 19 as eye guides for
convenience. One has to remember that these actually displayed regions correspond to regions with a high number of fully 2D resonances. We see in fig. 19 that the correlations of free waves are indeed non zero in the regions bounded by the 1D solutions. By contrast, for the correlations of the full field (fig. 17), even in region A, the level of correlation is quite large in regions where no resonant free waves can exist. Furthermore no visible change in the level of correlation can be seen when crossing the border of the region of allowed resonances among free waves. Thus it supports the fact that the tricoherence of the full field is actually dominated by bound waves which are not relevant in the context of weak turbulence.

2. Free and bound waves resonances

We now turn to the resolution of quasi-resonant waves involving both free and bound waves which is described by the following equation

$$|k_{n_1} (-\omega_2 + \omega_3 + \omega_4) e_1 + k_{n_2} (\omega_2) e_2 - (k_{n_3} (\omega_3) e_3 + k_{n_4} (\omega_4) e_4)| \leq \Delta_k.$$  \hspace{1cm} (A3)

Since the resolution of this equation is done in the same manner as for the previous section, its description is not developped here. We precise that the 2D solutions are delimited by 1D solutions in the \((\omega_3, \omega_4)\) plane as for free waves quasi-resonances solutions. Furthermore, the areas corresponding to larger number of 2D solutions are located around those 1D solutions. We plot the lines of 1D quasi-resonances on top of tricoherences \(T_{n_1, n_2, n_3, n_4}\) in fig 14 as eye guides for convenience.
Figure 19. (Left) Tricoherence of the filtered temporal Fourier transform of the wave elevation $T_{0000}(\omega_2, \omega_3, \omega_4)$ for $\omega_2/2\pi = (1.6, 2.13, 3.2, 5.2)$ Hz. This correlation intrinsically have symmetries. For sake of simplicity, the minimalistic part of the correlation is represented here. Black lines indicate $\omega_1, \omega_3 = 0$. Dotted lines indicate $\omega_1, \omega_3, \omega_4 = \pm \omega_0$. (Right) Same as left figures. Colored dots are the 1D solutions of the resonant equations $A2$. 


Appendix B: Correlation estimators

Let us consider the correlation $c_3(x_1, \omega_1, x_2, \omega_2, x_3, \omega_3)$ defined as the Fourier transform in time of the correlation

$$c_3(x_1, t_1, x_2, t_2, x_3, t_3) = \langle \eta(x_1, t_1)\eta(x_2, t_2)\eta(x_3, t_3) \rangle.$$(B1)

We can define analogously the correlation $c_3(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3)$ as the Fourier transform in space of $c_3(x_1, \omega_1, x_2, \omega_2, x_3, \omega_3)$ so that

$$c_3(x_1, \omega_1, x_2, \omega_2, x_3, \omega_3) = \frac{1}{(2\pi)^{3/2}} \int \int \int c_3(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3) e^{i(k_1x_1+k_2x_2+k_3x_3)} d\mathbf{k}_1 d\mathbf{k}_2 d\mathbf{k}_3 \quad (B2)$$

If the system is homogeneous in space, then $c_3(x_1, \omega_1, x_2, \omega_2, x_3, \omega_3)$ depends only on the position differences $\delta x_1 = x_2 - x_1$ and $\delta x_3 = x_3 - x_1$ and not on the three positions independently. In particular $c_3(x_1, \omega_1, x_1, \omega_2, x_1, \omega_3)$ is actually independent of $x_1$. Thus one can perform an average over $x_1$ so that

$$c_3(\omega_1, \omega_2, \omega_3) = \frac{1}{L^3} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} c_3(x, \omega_1, x, \omega_2, x, \omega_3) dx, \quad (B3)$$

$$= \frac{1}{L^2(2\pi)^{3/2}} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int_{-L/2}^{L/2} \int \int \int c_3(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3) e^{i(k_1+k_2+k_3)x} d\mathbf{k}_1 d\mathbf{k}_2 d\mathbf{k}_3 dx. \quad (B4)$$

For $L \to \infty$, the average of $e^{i(k_1+k_2+k_3)x}$ is zero if $k_1 + k_2 + k_3 \neq 0$, so that

$$c_3(\omega_1, \omega_2, \omega_3) = \frac{1}{(2\pi)^{3/2}} \int \int \int c_3(k_1, \omega_1, k_2, \omega_2, k_3, \omega_3) \delta(k_1 + k_2 + k_3) d\mathbf{k}_1 d\mathbf{k}_2 d\mathbf{k}_3 \quad (B5)$$

In practice, in (25), our estimator of $c_3(\omega_1, \omega_2, \omega_3)$ is not defined from the space-time correlation as in (B1) but rather as the average of the square modulus of the Fourier transform of the signal which is equivalent for signals with a finite extension as it is the case for experimental signals. Furthermore our signal is discrete. Our field is locally homogeneous and, in (25), we actually define $c_3(\omega_1, \omega_2, \omega_3)$ using the average over $x_1$ to enforce the result (B5) and also to improve the statistical convergence of the estimator.
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