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Abstract

Network quantization is a powerful technique to compress convolutional neural networks. The quantization granularity determines how to share the scaling factors in weights, which affects the performance of network quantization. Most existing approaches share the scaling factors layerwisely or channelwisely for quantization of convolutional layers. Channelwise quantization and layerwise quantization have been widely used in various applications. However, other quantization granularities are rarely explored. In this paper, we will explore the sub-layerwise granularity that shares the scaling factor across multiple input and output channels. We propose an efficient post-training quantization method in sub-layerwise granularity (PTQ-SL). Then we systematically experiment on various granularities and observe that the prediction accuracy of the quantized neural network has a strong correlation with the granularity. Moreover, we find that adjusting the position of the channels can improve the performance of sub-layerwise quantization. Therefore, we propose a method to reorder the channels for sub-layerwise quantization. The experiments demonstrate that the sub-layerwise quantization with appropriate channel reordering can outperform the channelwise quantization.

Introduction

In the past decade, the neural network has achieved great success and changed our way of life and industrial production. The success comes mainly from the increasing scale of the neural network, which consumes more and more memory and computation resources. The large scales of modern neural networks hinder the applications, such as healthcare monitoring and autonomous driving, which require real-time inference on resource-constrained hardware. It is essential to compress the neural network to meet the constraints of inference latency, memory footprint, and energy consumption.

Network quantization is one of the most widely used techniques to compress the neural network. It transforms the data in the neural network from floating-point values to integer values with lower bit-width. In this way, avoiding expensive floating-point computation increases the inference speed. And the memory footprint and energy consumption are also reduced. However, the cost of network quantization is the prediction accuracy drop. Therefore, various methods have been proposed to increase the accuracy of the quantized network, such as fine-tuning the network (Jacob et al. 2018; Jung et al. 2019), using dynamic quantization of activation (Banner, Nahshan, and Soudry 2019; Kryzhanovskyi et al. 2021), and bias correction (Nagel et al. 2019; Hubara et al. 2020).

The quantization granularity determines how the quantization parameters are shared among the weights, which has a great influence on the quantization performance. But it has not been fully explored. In respect of the granularity, existing methods are categorized into two types, which are layerwise quantization and sub-layerwise quantization. As shown in Figure 1, layerwise quantization uses a single parameter to quantize the weights of a layer, while sub-layerwise quantization shares a parameter in each weights subset. Because the distributions of the weights in different subsets are different, the fine-grained quantization treats them with different quantization parameters. Thus, sublayerwise quantization can achieve higher performance than the layerwise approach. The channelwise quantization is a special case of the sub-layerwise quantization for convolutional neural networks (CNNs), which has been widely proved to be effective in practice (Gholami et al. 2021).

Figure 1: Different granularities for weight quantization. The weights in the blue area share the same quantization parameter.
In our opinion, the channel granularity might not be the best choice. Other sub-layerwise granularities are the potential to improve the quantization performance. Recently, we notice that the processing-in-memory-based hardware accelerators have developed rapidly for network inference [Mittal 2019; Deng et al. 2020]. They split the matrix multiplication into multiple sub-matrix multiplications and process them separately as shown in Figure 2. So the sub-layerwise quantization is required by these accelerators. However, the sub-layerwise quantization is rarely explored. In this paper, we will systematically study the sub-layerwise granularity for weight quantization.

We propose an efficient post-training quantization method in sub-layerwise granularity (PTQ-SL) and explore various configurations of granularity. We observe that the prediction accuracy of the quantized neural network has a strong correlation with the granularity. Moreover, we find that the performance of sub-layerwise quantization can be improved by adjusting the position of the channels. Therefore, we propose an evolutionary algorithm-based method to reorder the channels for sub-layerwise quantization. By joint reordering the channels in adjacent layers, the channel reordering will not decrease the inference speed. We evaluate the method on various computer vision tasks including image classification and object detection. At last, we discuss the computation overhead and the memory overhead of the sub-layerwise quantization. Considering the performance and insignificant overhead, sub-layerwise quantization can be a better choice than channelwise quantization.

Sub-layerwise Quantization

In this section, we first formulate the symmetric uniform quantization. Then, we introduce different quantization granularities. At last, we propose the sub-layerwise quantization method.

Symmetric Uniform Quantization

Conventionally, the weights and the activations in neural networks are single-precision floating-point values. The goal of $k$-bit quantization is to transform each 32-bit floating-point value to $k$-bit integer value ($k < 32$). A mapping function is used to cast the original floating-point value space to the $k$-bit integer value space.

As with most of the previous work, we use the symmetric uniform mapping function $Q_k$.

$$Q_k(x, \Delta_x) = \text{clamp}(\text{round}(\frac{x}{\Delta_x}), -2^{k-1}, 2^{k-1} - 1)$$

where $x$ is floating point value, the scaling factor $\Delta_x$ is the quantization parameter, and $Q_k(x, \Delta_x)$ is the converted $k$-bit integer value. The round function casts the scaled floating-point value $\frac{x}{\Delta_x}$ to the nearest integer value, and the clamp operation limits output to $k$-bit signed integer range $[-2^{k-1}, 2^{k-1} - 1]$. For example, the range of 8-bit mapping function $Q_k$ is $[-128, 127]$. In this way, the original floating-point value can be approximated by re-scaling the quantized value:

$$x \approx \Delta_x Q_k(x, \Delta_x)$$

\[\text{Figure 2: The sub-matrix multiplication.}\]

Quantization Granularity

To quantize a network, we should assign each weight with the quantization parameter, which is the scaling factor in symmetric uniform quantization. Since there are a lot of weights in a neural network, it is necessary that a group of weights shares a single scaling factor to reduce the memory footprint and the computation overhead. The quantization granularity defines which weights share a scaling factor.

Since convolution is the main component in CNNs, we focus on the quantization granularity for the convolutional layer. We start with formulating the convolution operation, which can be transformed to matrix multiplication using the image to column (im2col). The weights and the input feature maps in the $l$-th layer are transformed to 2-D matrices $W^l \in R^{OC \times J}$ and $X^l \in R^{J \times P}$, respectively. $OC$ is the number of output channels, $J$ is the number of weights for one output channel, and $P$ is the number of pixels in an output feature map. The convolution operation is formulated as follows.

$$X^{l+1}_{cp} = f(\sum_j W^l_{cj} X^l_{jp})$$

, where $X^{l+1} \in R^{OC \times P}$ is the output feature maps and $f$ is the activation function.

Layerwise quantization quantizes all weights in a layer with a single scaling factor $\Delta_W$. All input feature maps share another scaling factor $\Delta_X$. The operation in Eq 3 can be approximated by Eq 4 using layerwise quantization.

$$\sum_k W^l_{cj} X^l_{jp} \approx \Delta_W \Delta_X \sum_j Q(W^l_{cj}) Q(X^l_{jp})$$

Sub-layerwise quantization uses multiple scaling factors to quantize a layer and shares each scaling factor among a subset of the weights. As shown in Figure 1, there are different types of sub-layerwise quantization granularities. The irregular sub-layerwise quantization shares a scaling factor among arbitrary weights. However, we should store the indexes of these weights, which brings the memory overhead. And we should use sparse computation, increasing the computation overhead. To overcome these problems, the regular sub-layerwise quantization shares a scaling factor in a group of continuous weights. This granularity contains $\#Row \times \#Col$ weights, where $\#Row$ is the number of rows and $\#Col$ is the number of columns. In this way, the weight matrix can be divided into $\#V \times \#H$ sub-matrices. We

\[
\text{We omit } k \text{ and } \Delta \text{ in the mapping function for simplicity.}
\]
denote the \(v\)-th vertically and \(h\)-th horizontally sub-matrix \(W^{l(v,h)}\) and its scaling factor \(\Delta_{W}^{l(v,h)}\). The computation of the matrix multiplication is formulated as follows:\footnote{Because we focus on the quantization of weight, we share a scaling factor among all inputs.}

\[
X_{cp}^{l+1} = f\left(\sum_{h} \Delta_{W}^{l(v,h)} \Delta_{X}^{l} \sum_{j} Q(W^{l(v,h)})Q(X_{jp}^{l(h,j)})\right)
\]

(5)

where \(X_{jp}^{l(h,j)}\) is the corresponding input sub-matrix, \(h\) is in \([1, \#H]\) and \(j\) is in \([1, \#Col]\). Figure 2 demonstrated this process.

Channelwise quantization is a special case of the regular sub-layerwise quantization with \(\#Col = J\) and \(\#Row = 1\). It quantizes the weights for different output channels of convolutional layers with different scaling factors. Since it can effectively improve the quantization performance, channelwise quantization has been widely used in various quantization methods.

Sub-layerwise Post-training Quantization

The layerwise quantization and the channelwise quantization have been well explored by previous methods. However, the other sub-layerwise granularities are rarely explored. To systematically explore the sub-layerwise quantization, we propose an efficient post-training quantization method for sub-layerwise granularity (PTQ-SL).

The goal of the quantization method is to determine the scaling factors of symmetric uniform mapping function for weights and feature maps. Post-training quantization (PTQ) is widely used when the training dataset is unavailable or the computation resources are limited. Like previous work\footnote{Details of this experiment are described in the appendix.} \cite{wu2020quantization}, we use some unlabeled input images to calibrate the scaling factors to minimize the quantization error layer-by-layer. We define the quantization error as the Euclidean distance or cosine distance between the output feature maps of the quantized network \(X_{f}^{l+1}\) and that of the original network \(X_{fp}^{l+1}\). The problem is formulated as follows.

\[
\min_{\Delta_{W}^{l(v,h)}, \Delta_{X}^{l}} \text{distance}(X_{f}^{l+1}, X_{fp}^{l+1}).
\]

(6)

For layerwise quantization, there are only two scaling factors for a layer, which can be efficiently determined by simple enumerative search \cite{wu2020quantization}. For the channelwise quantization, a scaling factor affects the result of only one output channel. So the scaling factor for each channel can be determined separately \cite{choukroun2019post, bannen2019impact}. Different from the channelwise quantization, an output channel is related to \(#H\) scaling factors in sub-layerwise quantization. Therefore, multiple scaling factors should be jointly optimized. However, the joint search space is exponentially increased with the increase \(#H\). It is impractical to directly enumerate the huge space.

To solve this problem, we propose to iteratively search the scaling factors of sub-matrices as shown in Algorithm 1. Function \(\text{space}(\alpha, \beta, \Delta)\) generates a search space by linearly dividing interval of \([\alpha\Delta, \beta\Delta]\) into \(n\) candidates. In our experiments, we set \(\alpha = 0.5, \beta = 1.5, n = 100\) and \(#Iter = 2\). The scaling factor is initialized to cover the maximum value in each sub-matrix, which is \(\max(\text{abs}(W^{l(v,h)}))\). The function \(\text{abs}\) calculates the absolute value. Then, we iteratively search the optimal scaling factor of each sub-matrix while fixing the other scaling factors. Using this greedy algorithm, we significantly decrease the search difficulty.

Channel Reordering

Different from the channelwise quantization, it is possible to improve the performance of sub-layerwise quantization by reordering the weights of different channels. In this section, we observe the potential of channel reordering then propose a method to search for the optimal order of channels.

Potential for Channel Reordering

Figure 3 demonstrates the channel reordering by swapping output channels or input channels in the weight matrix. The swapping can change the weights located in different submatrices. Therefore, we can reorder the channels to make the weights in the sub-matrix fit well with each other, which results in a lower quantization error. It is potential to improve the performance of the sub-layerwise quantization by appropriate reordering.

To study the channel reordering, we randomly reorder the channels of each convolutional layer in ResNet-20 \cite{he2016deep} and execute the sub-layerwise quantization \cite{wu2020quantization}. We evaluate the prediction accuracy for different reorderings and depict the results in Figure 4 (blue lines). We observe that the prediction accuracy varies within a wide range.

\begin{algorithm}
\caption{Iterative search algorithm for scaling factors of the weight sub-matrices}
\begin{algorithmic}[1]
\STATE initialize \(\Delta_{W}^{l(v,h)} \leftarrow \max(\text{abs}(W^{l(v,h)}))\)
\STATE initialize \(\Delta_{opt}^{l(v,h)} \leftarrow \Delta_{W}^{l(v,h)}\)
\FOR{\text{iter} = 1 to \#Iter}
\FOR{(\(v, h\)) = (1, 1) to (\#V, \#H)}
\STATE calculate \(X_{f}^{l+1}\) with Eq. 5
\STATE \(\Delta_{opt}^{l(v,h)} \leftarrow \Delta_{candidate}\)
\IF{\text{distance}(X_{f}^{l+1}, X_{fp}^{l+1}) < d}
\STATE \(\Delta_{opt}^{l(v,h)} \leftarrow \Delta_{candidate}\)
\ENDIF
\ENDFOR
\STATE \(\Delta_{W}^{l(v,h)} \leftarrow \Delta_{opt}^{l(v,h)}\)
\ENDFOR
\end{algorithmic}
\end{algorithm}
Joint Reordering in Adjacent layers

Assume the output of the $l$-th convolutional layer is the input of the $(l+1)$-th convolutional layer. If we reorder the channels of the two layers separately, it is required to rearrange the memory of feature maps $X^{l+1}$ to ensure the $(l+1)$-th layer gets the correct input. However, the memory rearrangement increases the cost of inference.

To solve this problem, we propose to jointly reorder the channels in adjacent layers. We keep the ordering of the input channels in the $(l+1)$-th layer the same as the ordering of the output channels in the $l$-th layer. In this way, we can avoid memory rearrangement. In order to understand how much this method affects the potential of reordering, we experiment on ResNet-20 using joint reordering for adjacent layers. As shown in Figure 4 (orange lines), the distributions of the prediction accuracy with joint reordering are almost the same as that with random reordering. This indicates the joint reordering is effective.

Search for Optimal Reordering

Note that it is infeasible to directly evaluate the prediction accuracy in post-training quantization. To search for the optimal reordering for each layer, we should use another metric to evaluate different reorderings. We use the negative of the Euclidean distance between the output feature maps before and after quantization as the metric. Because joint reordering makes the sequential layers dependent, we cannot execute the search process layer-by-layer. However, search for the reorderings of all layers results in a huge search space, which is intractable. Therefore, we split the network into segments and search for the optimal reorderings of the layers in each segment separately. In our experiments, we split the models into residual blocks. Because each block has only 2 or 3 convolutional layers, this dramatically reduces the search space.

We use the evolutionary algorithm (EA) to search for the optimal reorderings of layers in a segment. We generate the initial population with different reorderings randomly and repeat the following evolutionary steps: 1. Evaluate the score of each reordering in the population (the negative of the distance). 2. Select the reorderings with top 50% scores for reproduction. 3. Breed new reorderings through mutation (randomly swap some channels). 4. Replace the reorderings with the lowest scores in the population with new ones.

Experiments

In this section, we will systematically explore the sub-layerwise quantization with the proposed post-training quantization method.

Experimental Settings

To verify the effectiveness of sub-layerwise quantization, we select different computer vision tasks, including 1. image classification on ImageNet (Russakovsky et al. 2015), 2. object detection on COCO (Lin et al. 2014). For the network, we select the widely used ResNet-18 and ResNet-50 (He et al. 2016) for image classification and YOLOv3 (Redmon and Farhadi 2018) for object detection. As a com-
Table 1: Sub-layerwise quantization for ResNet-18 with 4-bit weight and 8-bit activation.

| #Row | #Col | 16 | 8 | 4 | 2 | 1 |
|------|------|----|---|---|---|---|
| 576  | 288  | 65.93% | 66.77% | 68.62% | 69.85% | 70.30% |
| 144  |      | 70.58% | 71.05% | 71.39% | 71.56% | 72.09% |
| 72   |      | 72.40% | 72.32% | 72.43% | 72.64% | 73.30% |
| 36   |      | 73.39% | 73.76% | 74.61% | 75.36% | 75.70% |

Table 2: Sub-layerwise quantization for ResNet-50 with 4-bit weight and 8-bit activation.

| #Row | #Col | 16 | 8 | 4 | 2 | 1 |
|------|------|----|---|---|---|---|
| 576  | 288  | 59.48% | 62.21% | 63.11% | 64.24% | 64.83% |
| 144  |      | 62.54% | 63.80% | 64.02% | 65.17% | 66.77% |
| 72   |      | 64.38% | 65.42% | 65.91% | 66.59% | 68.17% |
| 36   |      | 66.07% | 66.55% | 67.40% | 68.38% | 69.04% |
| 1    |      | 67.51% | 68.10% | 68.76% | 69.20% | 69.42% |

The proposed method belongs to post-training quantization (PTQ). We randomly sample 128 images from the training dataset for the calibration of the scaling factors. At first, we inference the sampled images with the original floating-point network and collect the output feature maps of each layer. Then we inference again to determine the scaling factors for weights and activations layer by layer. For each layer, we execute the following steps. 1. We only quantize input feature maps and search for the optimal scaling factor of inputs to minimize the Euclidean distance in Eq 2. We search for the optimal scaling factor of each weight sub-matrix with Algorithm 1 fixing the scaling factor of input. 3. We search for the optimal scaling factor of inputs again fixing the scaling factors of the weights. 4. The weights and the input feature maps are quantized with the optimal scaling factors and the output is calculated as Eq 5.

Result on Object Detection

Then we evaluate the sub-layerwise quantization on the object detection task. Table 5 demonstrates the result of YOLOv3-320 (original mAP=0.282) on COCO dataset. The results are similar to ResNet-18 and ResNet-50.

Table 3: Sub-layerwise quantization for ResNet-18 with 4-bit weight and 8-bit activation.

| #Row | #H |
|------|-----|
| 16   | 56.95% |
| 8    | 59.26% |
| 4    | 62.62% |
| 2    | 64.81% |
| 1    | 66.82% |

Table 4: Sub-layerwise quantization for ResNet-50 with 4-bit weight and 8-bit activation.

| #Row | #H |
|------|-----|
| 16   | 63.26% |
| 8    | 67.96% |
| 4    | 70.01% |
| 2    | 72.13% |
| 1    | 73.72% |

For Method 1, we select #Row ∈ [1, 2, 4, 8, 16] and #Col ∈ [36, 72, 144, 288, 576]. We evaluate the prediction accuracy of the quantized network with different combinations of #Row and #Col. The results are shown in Table 1 for ResNet-18 and Table 2 for ResNet-50. We observe that the left top point with large granularity (#Row × #Col) has low prediction accuracy. While the right bottom point with small granularity has high prediction accuracy. For example, (16, 576) has an accuracy of 59.48% and (8, 288) is 63.80% for ResNet-18.

For Method 2, we select the horizontal numbers of sub-matrices #H ∈ [1, 2, 4, 8, 16] and #Row ∈ [36, 72, 144, 288, 576]. Note that the #Row × #Col in different layers can be different. The results are demonstrated in Table 3 for ResNet-18 and Table 4 for ResNet-50. Note that the left bottom point with configuration of (1, 1) is the channelwise quantization. With the #H increase, the prediction accuracy boost. For example, (1, 1) has an accuracy of 66.82% and (1, 2) is 67.25% for ResNet-18. For ResNet-50, (1, 1) has an accuracy of 73.72% and (1, 2) is 74.17%.
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Correlation between Accuracy and Granularity
From the above experiments, we conclude that the pre-
diction accuracy of the quantized network has a strong
relation with the quantization granularity. Intuitively, a
small quantization granularity results in a smaller number of
weights in each sub-matrix and a higher possibility they fit
well with each other. For example, if we quantize the matrix
\[
\begin{bmatrix}
0.1 & -0.8 \\
0.5 & -1.5
\end{bmatrix}
\] to 4-bit with a single scaling factor, any scaling
factor results in quantization error. If we use sub-layerwise quantization \#Row = 1 and \#Col = 2, it is easy to achieve zero quantization error.

We observe that the configuration with lower \#Row has better prediction accuracy when two configurations have the same \#Row \times \#Col. For example, the point (1, 1) has an accuracy of 66.82% while (2, 2) is 65.85% for ResNet-18 in Table[3]. For ResNet-50, the point (1, 1) has an accuracy of 73.72% while (2, 2) is 73.17% in Table[4]. This indicates that the distributions of the weights in the different output channels are different. The weights with diverse distribution cannot fit well with each other, increasing the quantization error if they are quantized with the same scaling factor. Because we fold the BN into the convolutional layer, it increases the difference of the distributions of the weights in different channels. To verify this, we experiment on the ResNet-18 and ResNet-50 without folding the BN into the convolutional layer. As shown in Table[6] we set the same \#Row \times \#Col with different configurations. The difference of different configurations is much smaller than that with BN folded. Intuitively, we can further reduce the distribution difference by reordering to make the weights with similar distribution in a group.

Result of Channel Reordering
In order to further improve the sub-layerwise quantization, 
we jointly search for the optimal reorderings in each residual
block using an evolutionary algorithm. After each reordering of channels, we calibrate the scaling factors of the weights and activations in the block. And we use the negative of the Euclidean distance between the outputs of the block before and after as the score for the evolutionary algorithm. The number of individuals in the population is set to 40 and the number of evolution iterations is set to 5.

Table 7 demonstrates the result on ResNet-18. The improvement of the prediction accuracy is from 0.10% to 2.55%. We observe that the left top point has a large improvement. This is because that the larger granularity, the higher probability that weights with very different distributions will be placed in a group. Reordering can place them in different groups, which dramatically reduces the quantization error. We also find that there is randomness in performance improvement, such as the significant improvement of (2, 72). The randomness comes from the heuristic search method, which not fully explore the search space. There is potential to further increase the performance.

From the results, we find that a lot of points outperform the channelwise quantization (ResNet-18 is 66.82%, ResNet-50 is 73.72% and YOLOv3-320 is 0.266) in both experiments with reordering and experiments without reordering. This indicates that the channelwise quantization is not the optimal option considering only the prediction accuracy.

Discussion
As sub-layerwise quantization is not the free lunch, in this section, we will discuss the computation overhead and the memory overhead.

Computation Overhead
Looking back at Eq 5, we find that there are extra computation that the scaling factors $\Delta_{W_{l(v,h)}}^j \Delta_{X_{l}}^j$ multiply the result of sub-matrix multiplication $\sum_{j} Q(W_{zj}^{l(v,h)}) Q(X_{jp}^{l(h)})$.

Table 7: Result of channel reorder for ResNet-18. The percentages in parentheses are the increment comparing with results in Table 6.

| #Row | #Col |
|------|------|
| 576  | 288  | 144  | 72   | 36   |
| 16   | 0.220| 0.222| 0.232| 0.240| 0.249|
| 8    | 0.234| 0.235| 0.240| 0.245| 0.258|
| 4    | 0.244| 0.244| 0.253| 0.259| 0.266|
| 2    | 0.255| 0.256| 0.262| 0.269| 0.271|
| 1    | 0.266| 0.268| 0.273| 0.274| 0.276|

Table 5: Sub-layerwise quantization for YOLOv3-320 with 4-bit weight and 8-bit activation. The metric is mAP.

| #Row | #Col |
|------|------|
| 576  | 288  | 144  | 72   | 36   |
| 16   | 62.03%| 63.24%| 64.44%| 64.84%|
| 8    | (2.55%)| (1.03%)| (1.33%)| (0.59%)|
| 4    | 63.60%| 64.43%| 65.13%| 65.78%|
| 2    | (1.07%)| (0.63%)| (1.12%)| (0.60%)|
| 1    | 64.90%| 65.79%| 66.29%| 68.35%|
| 5    | (0.52%)| (0.37%)| (0.38%)| (1.76%)|
| 2    | 66.27%| 67.09%| 67.87%| 68.78%|
| 1    | (0.20%)| (0.54%)| (0.48%)| (0.39%)|
| 5    | 67.71%| 68.27%| 68.98%| 69.31%|
| 2    | (0.20%)| (0.18%)| (0.22%)| (0.10%)|

Table 6: Sub-layerwise quantization without folding the BN into the convolutional layer.

| Net   | (#Row, #H) |
|-------|------------|
| 16   | (16,16)    |
| 8    | (8,8)      |
| 4    | (4,4)      |
| 2    | (2,2)      |
| 1    | (1,1)      |

ResNet-18 66.60% 66.15% 66.53% 67.13% 67.54%
ResNet-50 72.99% 73.38% 73.54% 73.58% 73.74%
The computation overhead can be calculated by 
\[ \text{Overhead} = \frac{\text{MACs}}{\# \text{Col} \times \# \text{Row}} \]

where \( \# \text{Col} \times \# \text{Row} \) is the number of output channels and the \( P \) is the number of pixels in the output feature map. The number of MACs of a normal convolutional layer is \( \text{MACs} = \# \text{Col} \times \# \text{Row} \times \# \text{IC} \times \# \text{IC} \times \# \text{K} \times \# \text{K} \).

To analyze the extra computation, we plot the computation overhead in Figure 5 with different configurations. We observe that the overhead is greatly affected by the kernel size. The overhead can be low for the 3x3 kernel size and larger kernel size. Although 1x1 kernel size has up to 25% computation overhead, large overhead only occurs in a small number of layers.

We calculated the computation overhead of the ResNet and YOLOv3 for different configurations of quantization granularity. As shown in Table 8, the computation overhead increases as \( \# \text{Col} \) decreases and \( \# \text{V} \) increases. We observe that the maximum computation overhead is 3.76%.

### Memory Overhead

For the memory footprint, the overhead is to save the scaling factors. The number of scaling factors is \( \# \text{V} \times \# \text{H} \) and the number of weights is \( \# \text{OC} \times \# \text{J} \). Because \( \# \text{V} = \left\lceil \frac{\# \text{OC}}{\# \text{Col}} \right\rceil \) and \( \# \text{H} = \left\lceil \frac{\# \text{IC}}{\# \text{Row}} \right\rceil \), the memory overhead can be approximated by
\[ \text{Overhead} = \frac{\# \text{V} \times \# \text{H}}{\# \text{OC} \times \# \text{J}} \approx \frac{1}{\# \text{Col} \times \# \text{Row}}. \]

The memory overhead is inversely proportional to \( \# \text{Col} \times \# \text{Row} \). We also calculated the memory overhead of the ResNet and YOLOv3 with different configurations of quantization granularity. We observe that most of the overhead is less than 1% and the maximum one is 2.8%. Both the computation overhead and memory overhead is not significant comparing with the channelwise quantization. Considering the performance and insignificant overhead, sub-layerwise quantization can be a better choice than channelwise quantization.

### Related Work

Various quantization methods have been proposed to compress the convolutional neural networks. The training-aware quantization methods (Choi et al. 2018; Zhang et al. 2018; Jacob et al. 2018; Krishnamoorthy 2018) use the training dataset to fine-tune the quantized network through backpropagation. While the post-training quantization methods (Banner, Nahshan, and Soudry 2019; Choukroun et al. 2019; Nagel et al. 2020; Hubara et al. 2020; Li et al. 2021) quantize the network with some unlabeled calibration images.

There are various quantization granularities. Layerwise quantization quantizes the weight in a layer with a single scaling factor. While sub-layerwise quantization quantizes different groups of weights in a layer with different scaling factors. The channelwise quantization is a case of sub-layerwise quantization and it is widely used in different quantization methods (Gholami et al. 2021). Other sub-layerwise granularities are not well explored. (Stock et al. 2019) proposed the sub-channelwise quantization. It divides each channel into several groups. Q-BERT (Shen et al. 2020) proposed to quantize the weights sub-layerwisely in Transformer. Sub-layerwise quantization-aware training is used in (Cai et al. 2020), which splits a single convolutional layer into multiple convolutional layers according to the granularity.

### Conclusion

In this paper, we proposed an efficient sub-layerwise post-training quantization method (PTQ-SL) and systematically explored the quantization granularity. From the experiment, we concluded that the prediction accuracy of the quantized neural network has a strong correlation with granularity. We also observed that there is a great potential to improve the performance of quantization by channel reordering. The experiments demonstrated that the sub-layerwise quantization with appropriate channel reordering can outperform the channelwise quantization. Then, we discussed the computation overhead and memory overhead of different quantization granularity. We concluded that sub-layerwise quantization can be a better choice than channelwise quantization. We look forward to further exploring sub-layerwise quantization to improve the quantization performance in the future.
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**Table 8: The computation overhead of Sub-layerwise quantization for different networks.**

|        | 576 | 288 | 144 | 72  | 36  |
|--------|-----|-----|-----|-----|-----|
| ResNet-18 | 0.20% | 0.37% | 0.73% | 1.42% | 2.79% |
| ResNet-50 | 0.29% | 0.41% | 0.72% | 1.35% | 2.65% |
| YOLOv3   | 0.21% | 0.37% | 0.72% | 1.41% | 2.80% |

|        | 1   | 2   | 4   | 8   | 16  |
|--------|-----|-----|-----|-----|-----|
| ResNet-18 | 0.13% | 0.25% | 0.51% | 1.02% | 2.04% |
| ResNet-50 | 0.24% | 0.47% | 0.94% | 1.88% | 3.76% |
| YOLOv3   | 0.12% | 0.24% | 0.48% | 0.95% | 1.90% |
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Appendix

Environment of Experiments

We execute the experiments on a server with 6 Nvidia Tesla V100 cards. The operating system is Ubuntu 20.04.3. The deep learning framework is Pytorch 1.9.0 (Paszke et al. 2019). We use ResNet-18 and ResNet-50 provided by torchvision 0.10.0. We use YOLOv3-320 provided by MMDetection 2.14.0 (Chen et al. 2019).

The Settings of Experiments on ResNet-20

To demonstrate the difference with and without joint reordering, we experiment on a small network. ResNet-20 is a network for the CIFAR-10 image classification task. We use the ResNet-20 provided by Idelbayev (2021) and the original prediction accuracy of the network is 91.73%. We set the number of calibration samples to 64 and select #Row ∈ [2, 4, 8] and #Col ∈ [18, 36, 72]. Other calibration parameter settings are the same as the experiment section.

For each configuration of quantization granularity, We randomly sample different reorderings for 1,000 times. In each residual block, we reorder the output channels of the first convolutional layer and the input channels of the second convolutional layer. For each reordered network, we perform sub-layerwise post-training quantization and test the prediction accuracy of the quantized networks. Both weights and activations are quantized to 4-bit with sub-layerwise quantization. Then we plot the distribution of the prediction accuracy as shown in Figure 4.

Table 9: Results of YOLOv3-320 on COCO for different configurations of sub-layerwise quantization.

| metric | #Rows | #Cols |
|--------|-------|-------|
| AP     | 16    | 144   | 72  | 36  |
|        | 0.221 | 0.222 | 0.232 | 0.240 | 0.249 |
| AP     | 8     |       |      |      |      |
|        | 0.233 | 0.234 | 0.240 | 0.245 | 0.258 |
| AP0.5  | 4     |       |      |      |      |
|        | 0.245 | 0.246 | 0.253 | 0.259 | 0.266 |
| AP0.75 | 2     |       |      |      |      |
|        | 0.254 | 0.258 | 0.262 | 0.269 | 0.271 |
|        | 1     | 0.265 | 0.268 | 0.271 | 0.274 | 0.276 |

Results of Object Detection

We experiment on the YOLOv3-320 on COCO 2017 object detection task. The original AP is 0.280, AP0.5 is 0.492, AP0.75 is 0.283, AP5 is 0.105, APm is 0.301, and APt is 0.439. To systematically study the sub-layerwise quantization, we use two methods to configure quantization granularity. Method 1: All layers share the same #Row and the same #Col. Method 2: The #Col is set by dividing the number of weights for one output channel #Col = J/H.

For Method 1, we evaluate the prediction accuracy of the quantized network with different combinations of #Row and #Col. The results of AP, AP0.5, AP0.75, APt, AP5, and AP are reported in Table 9. We observe that the left top point with large granularity (#Row × #Col) has low prediction accuracy. While the right bottom point with small granularity has high prediction accuracy. There are several points not follow this trend, such as (2, 36) and (2, 72) for metric APt.

For Method 2, we select the horizontal numbers of sub-matrices #H ∈ [1, 2, 4, 8, 16] and #Row ∈ [36, 72, 144, 288, 576]. The results are demonstrated in Ta-
Table 10: Results of YOLOv3-320 on COCO for different configurations of sub-layerwise quantization.

| metric | #Rows | 1   | 2   | 4   | 8   | 16  |
|--------|-------|-----|-----|-----|-----|-----|
| AP     | 16    | 0.219 | 0.220 | 0.222 | 0.231 | 0.241 |
|        | 8     | 0.227 | 0.233 | 0.231 | 0.243 | 0.248 |
|        | 4     | 0.237 | 0.241 | 0.248 | 0.254 | 0.259 |
|        | 2     | 0.249 | 0.254 | 0.258 | 0.262 | 0.268 |
|        | 1     | 0.261 | 0.264 | 0.268 | 0.273 | 0.274 |
| AP<sup>0.5</sup> | 16    | 0.398 | 0.402 | 0.405 | 0.416 | 0.434 |
|        | 8     | 0.410 | 0.418 | 0.421 | 0.440 | 0.453 |
|        | 4     | 0.426 | 0.436 | 0.444 | 0.456 | 0.467 |
|        | 2     | 0.446 | 0.457 | 0.463 | 0.470 | 0.477 |
|        | 1     | 0.464 | 0.471 | 0.475 | 0.482 | 0.483 |
| AP<sup>0.75</sup> | 16    | 0.215 | 0.215 | 0.218 | 0.230 | 0.240 |
|        | 8     | 0.224 | 0.231 | 0.229 | 0.240 | 0.243 |
|        | 4     | 0.236 | 0.238 | 0.247 | 0.252 | 0.256 |
|        | 2     | 0.249 | 0.254 | 0.259 | 0.262 | 0.271 |
|        | 1     | 0.261 | 0.266 | 0.268 | 0.276 | 0.271 |
| AP<sub>s</sub> | 16    | 0.069 | 0.071 | 0.063 | 0.057 | 0.071 |
|        | 8     | 0.069 | 0.077 | 0.063 | 0.072 | 0.080 |
|        | 4     | 0.077 | 0.079 | 0.082 | 0.083 | 0.090 |
|        | 2     | 0.081 | 0.090 | 0.091 | 0.094 | 0.098 |
|        | 1     | 0.089 | 0.091 | 0.096 | 0.103 | 0.103 |
| AP<sub>m</sub> | 16    | 0.219 | 0.216 | 0.221 | 0.240 | 0.247 |
|        | 8     | 0.231 | 0.238 | 0.236 | 0.253 | 0.258 |
|        | 4     | 0.245 | 0.245 | 0.259 | 0.269 | 0.272 |
|        | 2     | 0.257 | 0.263 | 0.271 | 0.277 | 0.288 |
|        | 1     | 0.273 | 0.279 | 0.286 | 0.292 | 0.295 |
| AP<sub>l</sub> | 16    | 0.366 | 0.379 | 0.383 | 0.395 | 0.400 |
|        | 8     | 0.379 | 0.390 | 0.395 | 0.402 | 0.405 |
|        | 4     | 0.393 | 0.402 | 0.408 | 0.412 | 0.415 |
|        | 2     | 0.404 | 0.412 | 0.418 | 0.417 | 0.424 |
|        | 1     | 0.415 | 0.420 | 0.422 | 0.428 | 0.433 |

Note that the left bottom point with the configuration of (1, 1) is the channelwise quantization. We observe that there are also a lot of points that outperform it.

Table 11: Results of channel reordering for ResNet-50. The percentages in parentheses are the increment comparing with results without reordering.

| #Rows | #Cols |
|-------|-------|
| 576   |       |
| 288   |       |
| 144   |       |
| 72    |       |
| 16    | 66.33% | 67.28% | 69.43% | 70.10% |
|       | (0.40%) | (0.51%) | (0.81%) | (0.24%) |
| 8     | 69.24% | 69.92% | 70.89% | 71.06% |
|       | (0.68%) | (0.25%) | (0.44%) | (0.50%) |
| 4     | 71.10% | 71.23% | 71.69% | 72.09% |
|       | (0.52%) | (0.18%) | (0.30%) | (0.53%) |
| 2     | 72.53% | 72.66% | 72.81% | 74.41% |
|       | (0.13%) | (0.33%) | (0.38%) | (0.60%) |
| 1     | 73.67% | 73.99% | 74.91% | 75.48% |
|       | (0.28%) | (0.23%) | (0.29%) | (0.12%) |

More Results for Channel Reordering

We jointly search for the optimal reordering in each residual block using the evolutionary algorithm. The number of individuals in the population is set to 40 and the number of evolution iterations is set to 5. When we initialize the population, we add the individual without reordering into the population, which ensures that the result is not worse than the original. The mutation is implemented by randomly selecting up to 30 pairs of channels and swapping them.

Table 11 demonstrates the results on ResNet-50. The improvement of the prediction accuracy is from 0.12% to 0.81%. We observe more randomness in performance improvement than the results on ResNet-18. This is because there are more layers in ResNet-50 than ResNet-18 and it has a larger search space. Searching in a larger space is more difficult.