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Abstract Process automation has enabled a level of accuracy and productivity that goes beyond human ability, and one critical area where automation is making a huge difference is the machine vision system. In this paper, a semantic segmentation solution is proposed for two scenes. One is the inspection intended for vessel corrosion detection, and the other is a detection system used to assist quality control on the surgery toolboxes prepared by the sterilization unit of a hospital. In order to reduce the time required to prepare pixel-level ground truth, this work focuses on the use of weakly supervised annotations (scribbles). Moreover, our solution integrates a clustering approach into a semantic segmentation network, thus reducing the negative effects caused by weakly supervised annotations. To evaluate the performance of our approach, two datasets are collected from the real world (vessels’ structure and hospital surgery toolboxes) for both training and validation. According to the result of analysis, the approach proposed in this paper produce a satisfactory performance on two datasets through the use of weak annotations.

Keywords Quality Control · Inspection · Object Recognition · Weakly Supervised Semantic Segmentation

1 Introduction

Playing a crucial role in industrial production, quality control endows manufacturing companies with economic advantages while contributing to their competitiveness. Nowadays, machine vision systems have emerged as a superior alternative to human labor in the field of quality control and are still developing on the course for lean and flexible industrial systems. With its capability to achieve high accuracy while ensuring throughput on the production line, the vision system has also helped to ensure efficient inspection and quality control.

The machine vision system, which is combined with Deep Learning technique, can produce consistent and accurate detection results. Deep Convolution Neural Networks (DCNN) have achieved an excellent performance in a variety of different computer vision tasks. Especially for the semantic segmentation of images, the DCNN-based approaches are more effective in improving the detection performance significantly than previously-proposed methods. Inspired by these approaches, this paper focuses on applying the DCNN-based semantic segmentation technology in two different tasks. One is an inspection system intended for vessel corrosion detection, and the other relates to a quality control task that is to detect several control items, which are the sterilization unit of a hospital places in boxes and bags containing surgery tools.

Taking into account the cost of shipbuilding and the performance of the ship, most vessels rely on high-strength steel materials for the design of its overall structure. In the marine environment, steel material is prone to severe corrosion, and the damage caused by corrosion may lead to substantial losses and even put the safety of crew members at risk in some cases. Therefore, it is essential to carry out corrosion detection to prevent the occurrence of engineering disaster. In the first row of Fig. 1, it shows three patterns of corroded as recorded in the inspection dataset. The quality control task is proposed to provide the evidence suggesting that the tools have undergone the required cleaning processes before surgery. The second and third row in Fig. 1...
from left to right and from top to bottom, the six kinds of items need to be detected in this system: the label/bar code used to track a box/bag of tools, the yellowish seal, the three kinds of paper tape which change to the black-, blue- and pink-striped appearance when the box/bag has been sterilized, and an internal filter which is placed inside some boxes and creates the white-dotted texture that can be observed (instead of black-dotted when the filter is not inside).

For most of DCNN-based semantic segmentation approaches, there are a large number of pixel-level annotations required to train the neural network, which is not only time-consuming but also demanding a lot of physical work of human. Although a powerful interactive tool has been developed for annotating targets at the pixel level, which makes it sufficient for the user to draw a minimal polygon surrounding the target, it still takes a few minutes on average to mark the target area for one picture in the Quality Control dataset. Meanwhile, it is difficult for inexperienced staff to ensure accuracy in marking corrosion at the pixel level in the Inspection dataset. Thus, the development of an image segmentation application for our two tasks is considered through weak annotations.

Inspired by the ScribbleSup, Superpixels algorithm and scribble annotations are combined in this study to generate pseudo masks as segmentation proposals, thus making the network converge fast and achieving a good performance. Fig. 2[a,c] shows the scribble annotations and results of Superpixels, where the number of superpixels per image is 50 in Fig. 2[a] and 80 in Fig. 2[c]. The corresponding pseudo masks are shown in Fig. 2[b,d]. It can be seen clearly from the figure that the pseudo mask provides more annotated pixels than scribble annotations. However, there are some incorrectly marked pixels in the pseudo mask, as a result of which the incorrectly labeled pixels may affect the segmentation performance. To address this issue, we develop a centroid loss inspired by the classic K-means algorithm. This will be discussed in the methodology section.

In this paper, an application is developed where scribbles and pseudo masks are applied to train a convolutional network for the semantic segmentation of images involved in our two tasks. In our application, the scribbles and pseudo masks are applied to train the network to propagate the category information from the labeled pixels to unlabeled pixels. It achieves a satisfactory performance on both tasks, and our main contributions are summarized as follows:

- A centroid loss is developed by integrating the clustering approach into semantic segmentation, and we assess its performance on our two tasks;
- We develop a Mean Square Error (MSE) term loss function, cooperating with partial cross-entropy loss, to refine the segmentation results;
- We make use of the centroid loss in the Attention U-Net, and the model achieves good performance in our two tasks.

2 Related Works

2.1 Defect Detection Approaches

Recently, there has been some literature that focuses on applying the deep learning technique to conduct corrosion inspection. Petricca et al. proposed a Deep Learning approach for automatic metal corrosion (rust) detection. In this work, the authors focused on corrosion image classification. An image showing the corroded area was considered as rust, while without corroded area was non-rust. Ortiz et al. proposed a system which can be used to detect corrosion or coating breakdown from vessel.
images. In their work, an artificial neural network was constructed to detect corrosion with the assistance of a Micro-Aerial Vehicle. The configuration of a varying number of hidden neurons was analyzed to determine the optimal configuration of the classifier, while the information collected from RGB, HSV color space, and center-surround differences texture was combined as features to train the network.

Subsequently, Ortiz et al. [26] conducted a work based on two well-known object detection techniques, namely, Faster R-CNN [8] and Single Shot MultiBox Detector (SSD) [20], to detect the corrosion occurring to vessel structures. The two approaches were fine-tuned with VGG-16 [31] network. According to the experimental results, Faster R-CNN performed better in general and produced more accurate detection results. In order to improve the accuracy of detection, in [24], the fully convolutional network for semantic segmentation (FCN) [21] was applied to detect corrosion at the pixel level for vessel structures. Since the corroded area appears to be tiny in some images, it can lead to an imbalance during training. Allowing for this, different loss functions were applied to improve the segmentation performance. More precisely, Focal Loss [19], Dice Loss [22], Sigmoid, and Softmax Cross-Entropy Loss were employed to train the segmentation network. Ultimately, Focal Loss was identified as capable to produce the best performance for their task.

2.2 Weakly Supervised Semantic Segmentation

Although the fully supervised segmentation approaches based on DCNN can achieve an excellent performance, it requires plenty of pixel-wise annotations, which is very costly in practice. Recently, researchers have paid attention to the use of weak annotations for carrying out semantic segmentation, for example, image tags [6, 16, 38], bounding boxes [15, 27], and scribbles [14, 18, 33, 34, 37].

As for the WSSS approaches involving image tags, with only image tags made available, most methods are based on the Class Activation Maps (CAMs) [59] as obtained from a classification network. In [9], an Attention-based Dropout Layer (ADL) was developed to obtain the entire outline of the target from the CAMs. The ADL relies on the self-attention mechanism to process the feature maps. It performs two tasks. One is to hide the most discriminating parts in the feature maps for capturing the additional target contour, and the other is to highlight the information field for improving the recognition ability of the model. In another work [38], the focus was also placed on how to obtain better CAMs. This work aimed at solving the incorrect high response in the CAMs through a linear combination of multi-dimensional CAMs. While a three terms loss function was proposed in [36] to seed, expand, and constraint the object regions progressively when the network is trained. Their loss function was based on three guiding principles: to seed with weak localization cues, to expand objects based on the information about which classes can occur in an image, and to constrain the segmentation to coincide with object boundaries.

The bounding boxes are another commonly used weak supervised annotations for semantic segmentation. In [15], GraphCut and Holistically-nested edge (HED) boundary algorithms were combined to refine the bounding boxes ground truth and predict the results while the refined ground truth was used to train the network iteratively. Similarly, in [27], the authors developed a WSSS model using bounding box annotations. Firstly, a segmentation network based on DeepLab-CRF model to obtain a series of coarse segmentation results, and secondly, a dense Conditional Random Fields (CRF) was used to facilitate the predictions and preserve object edges. In their work, they also tried to apply Expectation-Maximization (EM) method for semantic segmentation under the weakly supervised setting. The experimental results showed that, by using bounding boxes annotations, the network could obtain a good segmentation performance.

It is easy to set the scribble annotations as...
there are only a few marked pixels provided in the segmentation ground truth. Such a weak annotation has already been developed in interactive segmentation with the GraphCut [4], Random Walk [9], and topological constraints [2]. These approaches require the user to provide annotations iteratively. As an improvement, [54] proposed two regularized terms based on Normalized Cuts and CRF, respectively. In this work, there were no extra MRF/CRF inference steps explicitly generating masks, and their two loss terms were trained jointly with a partial cross-entropy loss function. As a result, their approach produced a comparable performance to those fully supervised approaches. Another work [14] proposed a penalty in the loss function to enforce inequality constraints, which could avoid expensive Lagrangian dual iterates and proposal generation. Their loss function was proposed to constraint on the network output using inequality, which could leverage unlabeled data and guide the training process with domain-specific knowledge. As a result, their approach could reach a level of fully supervised segmentation performance.

In the case of semantic segmentation, one important characteristic is that targets of the same category within the same image show some similarities, i.e., the shared attributes of texture and color. Although the weak annotations cannot provide enough accurate ground truth like fully supervised segmentation, the scribble annotations can be regarded as a set of seeds to learn the shared attributes. Inspired by these approaches, a centroid loss is proposed in this study to calculate a set of centroids using weak annotations (scribbles) and an MSE-term loss is developed to cooperate with the partial cross-entropy loss to produce a refined segmentation results. Apart from that, a joint training strategy is applied to minimize the whole loss function, which leads to a competitive results for our two tasks.

3 Methodology

As shown in Figure 3 [A], the fully supervised semantic segmentation approaches based on DCNN applied a pixel-wise training strategy, to achieve a satisfactory performance. Though fully supervised model is powerful, it ignores the possibility that the pixels of the same category are similar to the adjacent pixels. For the WSSS problem, due to lack of accurate and sufficient pixel-wise labels, the similarity of pixels can be taken advantage of to obtain the categories of pixels. Currently, there are some works reliant on the similarity of pixels to train the WSSS network, for example, a dense CRF was used in [27], the GraphCut approach was adopted in [39], and the Superpixels algorithm was used in [18]. Inspired by these approaches, a semantic segmentation network is proposed in this study using scribble annotations, which applies the idea from the clustering approach. As shown in Fig 3 [B], clustering is performed to assist in training the segmentation network and providing guidance on how to obtain the categories of the unlabeled pixels in the weak annotations. The centroids in model B are also derived from the weak annotations in an end-to-end model.

In this section, the methodology of our approach will be discussed. To begin with, the weak annotations of our two datasets used in Sec. 3.1 The architecture of the network will be described in Sec. 3.2 and the partial Cross-Entropy loss ($L_{pCE}$) will be briefly introduced in Sec. 3.3. Then in Sec. 3.4 and 3.5 the methodology of centroid loss ($L_{cen}$) and the MSE-term ($L_{mse}$) will be demonstrated.

3.1 The Weak annotations of Dataset

Figure 2 [a, c] shows two examples of the scribble annotations. For the Inspection dataset, as shown in Fig. 2 [a], the red and green scribbles represent corrosion and the background, respectively. While for the Quality Control dataset as shown in Fig. 2 [c], the black scribbles represent the background, the red scribbles denote the traced label, and the blue scribbles indicate the internal filter. It can be seen clearly that the scribble annotations has only a few labeled pixels used to train the network. Unfortunately, the performance of the network in our two tasks turns out to be far from satisfactory. Following the idea of previous works, in order to improve the performance, pseudo masks (segmentation proposals) are generated using the superpixels produced by Adaptive-SLIC (SLICO) [1] and scribble annotations, as shown in Fig. 2 [b,d]. More specifically, the training pixels belonging to a superpixel intersecting with a scribble are labeled with the same class as the scribble, as shown in Fig. 2 [b,d]. In Fig. 2 [b], the black pixels represent the background, the red pixels indicate corrosion, and the green pixels denote the unlabeled pixels omitted from training. In Fig. 2 [d], the definition of black and green pixels is the same as in Fig. 2 [b]. That is to say, the red pixels represent the traced label, blue pixels refer to the internal filter.

3.2 Network Architecture

U-Net is a prominent architecture of image segmentation intended for biomedical images, and it shows a good performance for natural images. In this work, similar to the Attention U-Net (AUN) [23], the attention module is embedded in U-Net for improving the segmentation ability for small targets.

At present, the attention module has been widely used in Natural Language Processing (NLP) [7,12,29]
In these works, the attention module is applied to focus on the digit number that needs to be recognized in complex scenes. In the field of computer vision, an flexible trainable attention module was introduce in [11, 13, 23, 32] to improve the segmentation performance. Inspired by [23], attention gates (AGs) are integrated into the decoder parts of U-Net. To be more specific, the AGs are embedded in the U-Net to integrate the features extracted from encoder and decoder. As shown in Fig. 4, one attention gate is fed by two input tensors, with one from the encoder and another from the decoder.

Figure 4 illustrates the mechanism of AGs in the network. The attention coefficient \( \alpha \in [0, 1] \) identifies salient image regions and prunes feature responses to preserve only the specific task’s activation map. Unlike the Squeeze-and-Excitation (SE) Block as referred to in [11], which obtains attention weights in channels for filter selection, the AGs involved in our approach are used to calculate attention weights for spatial information. A single scalar value in \( \alpha \) is computed for each pixel vector \( x^l \in \mathbb{R}^{F_l} \), where \( F_l \) represents feature maps of layer \( l \) in the network. The AGs are expressed as follows:

\[
q_{att}^l = W^{T}_\phi (\sigma_1 (W^{T}_x x^l + W^{T}_y g + b_y)) + b_\phi \\
\alpha^l = \sigma_2 (q_{att}^l (x^l, g; \Phi_{att})) \\
x^l = \alpha^l x^l
\]

where \( \sigma_2 \) represents to sigmoid activation function and \( \sigma_1 \) refers to the ReLU activation function. \( W_y, W_x, \) and \( W_\phi \) indicate linear transformations, while \( b_y \) and \( b_\phi \) denote the bias terms.

Additionally, a sub-net in the AUN is integrated to calculate the centroid loss (see Sec. 3.4). In comparison with AUN, the network shown in Fig. 5 processes two sorts of ground truth during training, scribble annotations \( Y_{scr} \) to train the sub-net for proper centroid predictions, and pseudo masks \( Y_{seg} \) for image segmentation. Apart from that, it yields two outputs, a set of centroids \( P_{cen} \) and the image segmentation results \( P_{seg} \). In the experimental part, the segmentation network is trained by using different weak annotations (scribbles or pseudo masks), while the sub-net is only trained by using scribble annotations. Therefore, for different experiments, the content of \( Y_{scr} \) and \( Y_{seg} \) is different. For the experiments on pseudo mask annotations, \( Y_{scr} \) represents the scribble annotations, and \( Y_{seg} \) refers to the pseudo masks. While for experiments on scribble annotations, both \( Y_{scr} \) and \( Y_{seg} \) represent scribble annotations.

The sub-net is embedded in the intermediate part of the network. As shown in Fig. 5, the sub-net consists of three blocks, each of which is comprised of a fully connected layer, a batchnorm layer, and a ReLU activated function. The shape of \( P_{cen} \) is \( N \times C \times M \), where \( N \) represents the batch size, \( C \) indicates the number of categories, and \( M \) denotes the dimension of centroid features. To compute the centroids, we consider using the features of the final layer of the network and RGB color information of the input images. More specifically, for the use of CNN features, \( M \) equals to \( C \) because the dimension of the output of the last layer is \( C \). Due to the poor performance in color clustering using RGB color features alone, the CNN features and RGB color are combined as the centroid features. In this way, \( M \) equals \( C + 3 \). The shape of \( P_{seg} \) is \( N \times C \times H \times W \), where \( (W, H) \) is the size of the input image.

### 3.3 Partial Cross-Entropy Loss

Given a \( C \)-class problem and a training set \( \Omega \), comprising a subset \( \Omega_L \) of labeled pixels and a subset \( \Omega_U \) of unlabeled pixels, the Partial Cross-Entropy Loss \( L_{pCE} \), widely used in weakly supervised image segmentation, computes the cross-entropy only for labeled pixels \( p \in \Omega_L \), ignoring \( p \in \Omega_U \):
Fig. 4 The schema of attention gates (AGs). The AGs are used to calculate an attention coefficient $\alpha$ using the features of encoder $g$ and decoder $x$. Spatial regions are selected by analyzing the semantic activation from $x$ and the contextual information provided by $g$. Since the architecture of U-Net is symmetrical, so the dimension of $g$ and $x$ is identical, so that they can be added directly. First of all, a pixel-wise sum operation is performed to combine two input features. Secondly, a ReLU activation function, a convolutional layer with $1 \times 1$ kernel, and a batchnorm layer are applied to adapt the features. Thirdly, the spatial attention coefficients $\alpha$ are obtained using a sigmoid function. Finally, the input tensor $x$ obtained from the decoder is multiplied with the $x$ to obtain the output $x'$.

Fig. 5 Schematic description of the Centroids AUN model. The size decreases gradually by a factor of 2 at each scale in the encoding part and increases by the same factor in the decoding part. In the latter, AGs are used to help the network focus on the areas of high-response in the feature maps. The Conv Skip block is the skip connection of ResNet [10]. In this figure, $N$ indicates the batch size, $C$ denotes the number of classes and $M$ represents the dimension of feature space for centroid.

3.4 Centroid Loss

Although the performance of the network is decent, when trained using pseudo masks, we notice that segmentation performance depends on the quality of the pseudo masks and hence on the quality of superpixels, i.e., how they adhere to object boundaries. The Centroid Loss function is introduced in this section for the purpose of avoiding the dependence of this kind and improving the outcome of segmentation.

In practice, this loss function actually implements a clustering process similar to K-means algorithm. Briefly speaking, K-means iteratively calculates a set of centroids $\mu_c$ for the considered number of clusters/classes, and associates the samples with the

$$L_{pCE} = \frac{C}{\Omega_L} \sum_{c=1}^{C} \sum_{p \in \Omega_L} -y_g(p),c \log y_s(p),c$$

where $y_g(p),c \in \{0,1\}$ represents the ground truth and $y_s(p),c$ refers to the segmentation results. In our case, and for $L_{pCE}$, $\Omega_L^{(1)}$ is defined as the pixels labeled in pseudo-masks, while $y_s(p),c$ is as supplied by the softmax final network layer.
closet clusters in feature space, thus minimizing the intra-class variance until convergence. For the scribbles supervised image segmentation, this problem can be regarded as a process of given some pixels labels, which is used to calculate centroids for every category, and clustering the pixels of entire image with these centroids. Different from other DCNN-based clustering approaches, where K-means is reformulated as a neural network optimizing the intra-class variance loss by means back-propagation-style scheme. In this work, we define the centroid loss $L_{cen}$ as a cross-entropy loss considering in this case $\Omega_L^{(2)}$ as the set of pixels coinciding with the scribbles:

$$L_{cen} = \sum_{c=1}^{C} \sum_{p \in \Omega_L^{(2)}} -\log y_{s(p),c} \left( p \right)$$  \tag{a}$$

$$y_{s(p),c} = \frac{\exp(d_{p,c})}{\sum_{c'=1}^{C} \exp(d_{p,c'})}$$  \tag{b}$$

$$d_{p,c} = \frac{||f_p - \mu_c||_2^2}{\sum_{c'=1}^{C} ||f_p - \mu_{c'}||_2^2}$$  \tag{c}$$

where: (1) $f_p$ indicates the features of pixel $p$, and (2) $\mu_c$ denotes to the centroid predicted for class $c$, i.e. $\mu_c \in \mu_{cen}$. Equ. (3) is applied to transform the process of minimizing the distances from samples to centroids to a process of searching for the clustering with the highest probability based on the softmax formulation adopted.

### 3.5 Full Loss Function

Since $L_{pCE}$ applies only to labeled pixels and $L_{cen}$ is also restricted to a subset of image pixels, which are the pixels coinciding with scribbles. Then, we add a loss term in the form of a MSE loss $L_{mse}$, which calculates the normalized distance $d$ between the segmentation results $p_{seg,c}$ with category $C$ and its corresponding centroid $p_{cen,c}$. Therefore, over all categories, $L_{mse}$ can involve all pixels of image. The $L_{mse}$ is expressed as follows:

$$L_{mse} = \sum_{c=1}^{C} \sum_{p \in \Omega_L^{(3)}} d_{p,c}$$  \tag{4}$$

where $N$ represents the batch size and $|A|$ stands for the cardinality of set $A$.

Finally, the complete loss function, to be calculated for every image in the training batch, is obtained as:

$$L = L_{pCE} + \lambda_{cen}L_{pcen} + \lambda_{mse}L_{mse}$$  \tag{5}$$

where $\lambda_{cen}$ and $\lambda_{mse}$ are the trade-off constants.

### 4 Experiments and Discussion

In this section, several experiments are conducted on our two tasks under standard evaluation conditions where the results of using our approach can be reported. The environment of our experiments will be introduced in Sec. 4.1. In Sec. 4.2, a discussion will be conducted around the feature space of centroid loss. Besides, an analysis will be conducted in Sec. 4.3 regarding the effect of each part of our loss function on segmentation performance. Sec 4.4 is devoted to discussing the impact of weak annotations on the segmentation performance. Then, in Sec 4.5 the performance of our approach is compared against two previously-proposed approaches. Finally, the paper is conclude with some examples of our segmentation and clustering results provided in Sec. 4.6.

#### 4.1 Experimental Environment

**Datasets and Evaluations.**

The test set obtained from the Quality Control dataset and Inspection dataset is applied to evaluate the performance of our approach. The Quality Control dataset contains 484 images in total, two thirds of which are designated for training and the rest are intended for testing. For the Inspection dataset comprised of 241 images, the same strategy is adopted to split the dataset.

As for the Inspection dataset, the network is evaluated for its segmentation performance with the scribble annotations and the pseudo masks as ground truth. The scribble annotations are labeled using the scribbles of 4 different widths, which are 2, 5, 10, and 20 pixels, respectively, while the boundaries of objects or ambiguous regions are avoided to mark. Meanwhile, some comparative experiments on using the pseudo masks generated by the different numbers (30, 50, and 80) superpixels per image are conducted to assess the performance of our approach. In order to identify the unlabeled pixels in the ground truth, they will change to 255 during training, which means that these pixels are ignored from the calculation of the loss value and thus do not participate in back-propagation.

Unfortunately, the network training by scribble annotations produces a very poor performance on the Quality Control dataset, despite the ultimate convergence. Thus, only pseudo mask annotations are applied to train the segmentation network and scribble annotations (20 pixels width) are used to train the centroids sub-net in the Quality Control task.

In Fig. 6 some examples of weak annotations with different settings from our two datasets are shown.

**Evaluation Metric.**

As a convention, the fully supervised ground truth is
where $TP$, $P_m$, $T_m$, and $M$ represent the number of true positive samples, predicted positive samples, positive samples in the ground truth, and images, respectively.

**Details of implementation.**
All experiments are conducted on the Pytorch platform which operates in a PC fitted with an NVIDIA GeForce RTX 2080 Ti graphic card, a 2.9GHz 12-core CPU with 32 GB RAM, and Ubuntu 64-bit. Our network is initialized by means of normalized distribution, and the weights of our network are updated at a $10^{-4}$ learning rate for 200 epochs. During training, we randomly crop the input image as data augmentation. A joint training strategy is used to train the AUN for semantic segmentation and the sub-net for clustering in an end-to-end module. The best possible results are obtained, with the balance parameter $\lambda_0$ and $\lambda_1$ are set to 1. The batch size is 8 for all experiments, and the size of the input image is $320 \times 320$, which is the best configuration for our GPU.

The Setting of Comparative Experiments.
As mentioned before, the variables used in the experiments include the width of scribble annotations, the number of superpixels per image used to generate pseudo masks, and the feature space of centroids. In Tab. 1 the variations of our experiments are summarized and the names are defined to ease the further expression. For the baseline of our experiments, only $L_{pCE}$ is used and the fully supervised approaches are adopted, as shown in Tab. 2.

In order to analyze the effect of each part of our loss function, three groups of experiments are conducted, where Group 1 (G1) indicates the network only training by $L_{pCE}$. Group 2 (G2) denotes the network training by $L_{pCE}$ and $L_{cen}$, and Group 3 (G3) represents the network training by the full loss function defined in Equ. 5.

Additionally, there are number of previous approaches aimed at solving the WSSS problem through a modified loss function, for instance, Constrained-CNN Loss ($L_{size}$) [14] and Seed, Expand, and Constraint (SEC) Loss ($L_{sec}$) [15]. Different from their original works, their loss function were adopted to train the AUN for comparison with our approach. The loss function of the two approaches are shown in Equ. 5. For $L_{size}$, the Individual Size loss was applied, which obtains the best performance in the original work. The uncertainty factor in $L_{size}$ is set to 0.1, while $\lambda_{size}$ for $L_{size}$ Loss is 1e-3. $L_{sec}$ consists of three terms, which are the Seed loss ($L_{seed}$), the Expand loss ($L_{expand}$), and the constraint loss ($L_{constraint}$). In our case, the scribble annotations are applied for $L_{seed}$. For $L_{expand}$ and $L_{constraint}$, we adopt the same configuration to the original work. In the end, we we
report mIOU over the test set of our two tasks as the performance comparison.

\[
\begin{align*}
L_{size} &= L_{pCE} + \lambda_{size} L_{Size} \\
L_{sec} &= L_{seed} + L_{expand} + L_{constraint}
\end{align*}
\]  

4.2 Discussion of Feature Space

Generally speaking, color features are widely used in image semantic segmentation. In [30], a standard Gaussian kernel over RGBXY feature space was used to calculate a Laplacian matrix. While in [17], the same feature space was used to obtain a pair-wise energy function as an optimized target. Different from color information, the features extracted from the top layers of CNN carry semantic information. Due to downsampling operations such as pooling, these features lost such detailed information as texture, color, shape, and spatial relationship. To address this problem, RGB color features are integrated with CNN features to compute \( L_{cen} \) and \( L_{mse} \).

As mentioned in Sec. 3.2, the shape of \( P_{cen} \) is \( N \times C \times M \). As only the features extracted from the last layer of network are utilized, \( M \) equals the number of category \( C \), where \( C = 2 \) (Corrosion and Non-Corrosion) in the Inspection task, and \( C = 7 \) in the Quality Control task. After the integration with RGB color space, \( M \) equals to \( C + 3 \). As usual, the value of RGB color space is either much higher or lower than that of CNN features. Therefore, the RGB values are normalized to ensure that its value ranges between 0 to 1. Then, CNN features are integrated with normalized RGB features to calculate \( L_{cen} \) and \( L_{mse} \).

As shown in Tab. 4, the performance of our approach is evaluated using scribble annotations as segmentation ground truth on the Inspection dataset. It can be seen clearly from the table that the segmentation and clustering mIOU of experiments E-SCR*-NRG is lower than the mIOU in experiments E-SCR*-N, and there is a big gap in performance, which suggests that the RGB features fail to improve the performance of our approach in segmentation and clustering by using scribble annotations supervision on the inspection dataset.

Besides, Tab. 5 lists the experimental results in terms of mIOU with pseudo masks as segmentation ground truth. For both datasets, unlike the results shown in Tab. 4, the performance of experiments E-SCR20-SUP*-NRG is similar to that of experiments E-SCR20-SUP*-N. Additionally, the mIOU of some experiments where the integrated features are used is even higher than if only CNN features are used. By observing the experimental performance achieved by using different annotations, it can be found out that our approach with the integrated features requires more marked pixels to achieve a good segmentation and clustering performance. In contrast, the use of CNN features only simply requires scribbles annotations to produce a good performance for the inspection task.

Furthermore, by observing the corrosion area in the inspection dataset, it can be found out that different corrosion areas are different in appearances on the same image and there is a similar appearance in the background. In this way, the corrosion category shows heterogeneity between each other and shows homogeneity to the background. Therefore, the color space features cannot become effective features for classification. For a scientific demonstration, the distribution of pixels of the scribble annotations in the RGB color space is shown in the first row of Fig. 7 [right]. As can be seen from the figure, a large proportion of pixels in corrosion and non-corrosion area overlap, which makes it difficult to find two centroids for the correct classification of the corrosion and non-corrosion pixels. In the first row of Fig. 7 [left], it is clearly seen that the color of the corrosion and non-corrosion area is highly similar.

Meanwhile, in the Quality Control dataset, although the color of the targets in the same category is generally consistent, it is similar to the color of the background. For example, as shown in the second row of Fig. 7 [left], the color of part of the Internal Filter is the same as the box, and it can be seen that the points of the Internal Filter and the points of background coincide in the right image of the second row of Fig. 7. Identical to the Inspection dataset, the RGB color space is not suitable for the Quality Control task. Thus, RGB color space makes it difficult to carry out our two tasks.

Finally, as shown in Tab. 4 and Tab. 5, our approach using CNNs features obtains higher mIOU than using the integrated features in most of the experiments. Thus, CNN features are adopted to perform future experiments.

4.3 The Effect of Centroid Loss

To analyze the effect of \( L_{cen} \) and \( L_{mse} \) on the segmentation results, the performance of each group experiment is compared.

In Table 4 the mIOU of experiments in G2 is significantly higher than that of experiments in G1, where the gap of the maximum mIOU in G1 and G2 is 0.2066. While with \( L_{mse} \) used, the segmentation performance of the G3 experiments is superior to that of G2 experiments under the condition that the same width is used to scribble annotations.

Furthermore, in Tab. 5 the segmentation performance is improved by adding \( L_{cen} \) in G2 compared with experiments in G1, and the performance of G3 experiments is superior to that of G2 experiments for
Table 1 The variations of the comparative experiments.

| Name           | Scribbles width | Number of Superpixels | Features space of centroids |
|----------------|-----------------|------------------------|----------------------------|
| E-SCR2-N       | 2               | -                      | CNN                        |
| E-SCR2-NRGB    | 2               | -                      | CNN & RGB                  |
| E-SCR5-N       | 5               | -                      | CNN                        |
| E-SCR5-NRGB    | 5               | -                      | CNN & RGB                  |
| E-SCR10-N      | 10              | -                      | CNN                        |
| E-SCR10-NRGB   | 10              | -                      | CNN & RGB                  |
| E-SCR20-N      | 20              | -                      | CNN                        |
| E-SCR20-NRGB   | 20              | -                      | CNN & RGB                  |
| E-SCR20-SUP30-N | 20            | 30                     | CNN                        |
| E-SCR20-SUP30-NRGB | 20        | 30                     | CNN & RGB                  |
| E-SCR20-SUP50-N | 20            | 50                     | CNN                        |
| E-SCR20-SUP50-NRGB | 20        | 50                     | CNN & RGB                  |
| E-SCR20-SUP80-N | 20            | 80                     | CNN                        |
| E-SCR20-SUP80-NRGB | 20        | 80                     | CNN & RGB                  |

Table 2 The baseline of experiments.

| Name          | Loss Function | Scribbles width | Number of Superpixels | Supervision   |
|---------------|---------------|-----------------|-----------------------|---------------|
| E-SCR2        | $L_{pCE}$     | 2               | -                     | Scribbles     |
| E-SCR5        | $L_{pCE}$     | 5               | -                     | Scribbles     |
| E-SCR10       | $L_{pCE}$     | 10              | -                     | Scribbles     |
| E-SCR20       | $L_{pCE}$     | 20              | -                     | Scribbles     |
| E-SUP30       | -             | -               | 30                    | Pseudo masks  |
| E-SUP50       | -             | -               | 50                    | Pseudo masks  |
| E-SUP80       | -             | -               | 80                    | Pseudo masks  |
| E-FULL        | $L_{CE}$      | -               | -                     | Full          |

both our two tasks. Therefore, by adding $L_{cen}$ and $L_{mse}$, the segmentation mIOU is gradually improved for our two tasks.

Regarding the clustering performance, the mIOU of experiments in G3 is also higher than that of experiments in G2. In addition, it can be found out in Tab. 4 and Tab. 5 that the clustering mIOU in some G2 experiments (E-SCR20-SUP30-N on both two datasets and E-SCR20-SUP80-N on Quality Control dataset) is higher than in G3 experiments, while the segmentation mIOU in G2 is lower than in G3. It is suggested that $L_{mse}$, in some experiments, causes the clustering performance to deteriorate but enhances the segmentation performance.

Overall, through the addition of $L_{cen}$ and $L_{mse}$, the segmentation performance is improved progressively on our two tasks, and the segmentation performance is superior to the clustering performance.

4.4 The Impact of Weak Annotations

In this section, the performance of our approach is assessed under different weak annotations and a discussion is conducted about the impact of weak annotations on the performance of our approach. Since the definition of the quality of weak annotations is subjective and ambiguous, the wmiOU is calculated using weak annotations and fully supervised ground truth for the purpose of evaluation. To analyze the effect that weak annotations have, the curves of mIOU, recall, and precision value are plotted under different weak annotations supervision for our two tasks, as shown in Fig. 8. According to these figures, the curves of mIOU, recall, and precision of G3 experiments are higher than others in general.

As for the Inspection task, in Fig. 8 [a], it can be seen that the segmentation mIOU curves of our approach maintain a relative level of stability, while the curve of baseline (G1) shows a similar shape to the curve of wmiOU. For the Quality Control task, the segmentation performance exhibits a positive relation with the wmiOU value shown in Fig. 8 [d]. By comparing our two tasks, it can be known that the Inspection dataset is a binary dataset, which means it is sufficient to detect corrosion. In contrast, the Quality Control dataset is a multi-category task, and it is more complex than the Inspection dataset. Therefore, the information contained in scribble annotations is insufficient for our approach to produce a good performance in segmentation. However, our approach can obtain a higher mIOU than the baseline shown in Fig. 8 [d]. Thus, the centroid loss can help to improve the segmentation performance, despite the fact that its performance is also affected by the quality of weak annotations.

Additionally, by observing the precision curves corresponding to Fig. 8 [c, f], the precision curves of weak annotations show a sharp decline when the weak annotations shift from scribbles to pseudo masks. As seen in the pseudo masks in the second and third
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Fig. 7 Discussion of Centroid Feature Space. The left column shows the scribbles ground truth, and the right column shows the distribution of pixels marked by the scribble annotations in RGB color space. The above row is an example obtained from the Inspection dataset, and the below row is an example collected from the Quality Control dataset. In the top right figure, the blue points indicate the pixels of background scribbles, and the orange points denote the pixels of corrosion scribbles. In the bottom right figure, the blue points indicate the pixels of background scribbles, the orange points denote the pixels of paper tape, and the green pixels refer to the pixels of Internal Filter.

row of Fig. 6, when the number of superpixels is 30, the pseudo masks contain lots of incorrectly marked pixels, and the number of marked pixels is significantly higher than that of the scribble annotations. Thus, the precision curves of weak annotations show a downward trend shown in Fig. 8 [c,f] while the recall curves exhibit an upward trend Fig. 8 [b,e]. In this situation, we can see that the curves of three metrics of G3 experiments are higher than that of G2 experiments, and the curves of G3 and G2 experiments are higher than that of G1 in general. Thus, it can be judged that our method is more effective in achieving a good performance when incorrectly marked pixels are contained in pseudo masks than the baseline.

In summary, for our two tasks, the quality of weak annotations still directly affects the segmentation performance. However, the full centroid loss can obtain a better segmentation than only using partial cross-entropy. On the other hand, the mislabeled pixels have less impact on the segmentation performance of our approach.

4.5 Comparative Results

In Table 3, the performance of our approach is compared with that of two previous approaches on the test set of our two tasks, including $L_{\text{size}}$ \cite{14} and $L_{\text{sec}}$ \cite{16}, and the weak annotations in this table have the same definition as in Tab. 2. It can be seen clearly that our approach outperformed almost all previous approaches.

As for the Inspection task, the network trained by $L_{\text{size}}$ produces a similar performance to our approach when the scribble annotations are used. However, our approach obtains a higher mIOU in SCR2, SCR5, and SCR10 experiments. The performance of $L_{\text{sec}}$ is clearly inferior to others with scribble annotations used. When the pseudo masks are applied, the performance of the three approaches shows no significant difference. However, our approach obtains the highest mIOU (0.7542). As for the Quality Control task, the mIOU of our approach is higher than that of the other two approaches.

Thus, it can be concluded that our approach can perform better on our two tasks compared with $L_{\text{size}}$ and $L_{\text{sec}}$.

4.6 Experimental Results

As discussed in Sections 4.3 and 4.4, the network training by the whole centroid loss (G3) can produce the best segmentation performance. The segmentation and clustering performance metrics of G3 experiments are shown in Tab. 6 including mean recall, mean precision, and mIOU. In order to improve the segmentation performance, dense CRF is taken as the post-processor on the segmentation results.

For the Inspection task, the experiment E-SCR20-SUP50-N leads to the best segmentation mIOU (0.7542), as shown in Tab. 6. After dense CRF, the mIOU reaches 0.7859, while the performance gap with the E-FULL is 0.0474. Although the experiment E-SCR20-SUP30-N obtains the highest recall value (0.7937), however, its precision is very low (0.6981), and mIOU is merely 0.6919. In other words, the segmentation result of E-SCR20-SUP30-N contains more incorrect predictions than E-SCR20-SUP50-N.

As for the Quality Control task, the segmentation mIOU of E-SCR20-SUP80-N is the highest among all experiments. By comparing the values of recall, it can be found out that the experiment E-SCR20-SUP30-N obtains the best recall, while its precision is the lowest. As for E-SCR20-SUP80-N, the value of precision is 0.8428, which is slightly lower than the maximum of 0.8439. After dense CRF, the final segmentation mIOU is 0.7707.

The experimental results shown in Table 6 evidence that the experiments of E-SCR20-SUP50-N and E-SCR20-SUP80-N can produce the best segmentation performance on Inspection and Quality Control dataset, respectively. Compared with the baseline (G1), the presence of fully centroid loss is conducive to training and improving accuracy significantly. Figure 7 shows the segmentation and clustering results of some examples in the test set of...
Table 3 Performance comparison on our two tasks using different approaches. Best performance are in bold.

| Dataset   | Weak Annotation | Size Loss [14] | SEC [16] | Ours       |
|-----------|-----------------|----------------|----------|------------|
| Inspection|                 |                |          |            |
| SCR2      | 0.6098          | 0.4366         | 0.6995   |            |
| SCR5      | 0.6537          | 0.4372         | 0.7134   |            |
| SCR10     | 0.6754          | 0.5486         | 0.7047   |            |
| SCR20     | **0.6909**      | 0.5624         | 0.6904   |            |
| SUP30     | 0.7068          | 0.6397         | 0.6919   |            |
| SUP50     | 0.6769          | 0.7428         | 0.7542   |            |
| SUP80     | 0.7107          | 0.6546         | 0.7294   |            |
| Quality   |                 |                |          |            |
| Control   |                 |                |          |            |
| SUP30     | 0.4724          | 0.5808         | 0.7030   |            |
| SUP50     | 0.4985          | 0.6262         | 0.7291   |            |
| SUP80     | 0.5051          | 0.6918         | 0.7679   |            |

the Inspection task. It is clear seen that the results obtained from using our approach are similar to the results of E-FULL. In addition, the clustering results are presented in Fig. 7 and it contains more incorrect predictions than segmentation results. As for the Quality Control task, the same conclusion can be drawn from Fig. 9.

5 Conclusion and Future Work

In this paper, a weakly supervised segmentation approach based on AUN is proposed and its performance is evaluated using two real datasets collected from the vessels’ structural parts and the surgery boxes. The loss function is comprised of three terms and is jointly optimized using an end-to-end model. As has been reported in the experimental results section, our approach can achieve a satisfactory performance with a low cost of labeling work required for semantic segmentation ground truth. Under the weak annotations of varying quality, our approach can produce a good segmentation performance and reduce the negative impact of incorrect label on the segmentation results.

Though the performance gap between our approach and the fully supervised approach is insignificant, the values of recall and precision are still incomparable to the fully supervised method. With scribble annotations used for a multi-category task, such as the Quality Control task, the performance of our approach fails to meet the real-world requirements. In the future, it is necessary to close the performance gap and to improve the performance under scribble annotations supervision. In the end, it is worth trailing our approach on other segmentation architectures (such as FCN, DeepLab) and a deep backbone for performing complicated tasks.
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### Table 4: Segmentation Performance of comparative experiments results of varying widths of scribble annotations.

| Dataset | Experiments | wmIOU | $L_{pCE}$ | $L_{cen}$ | $L_{mse}$ | mIOU (Seg,*C) | mIOU (Seg,*R,*C) | mIOU (Clu,*C) | mIOU (Clu,*R,*C) |
|---------|-------------|-------|----------|----------|---------|-------------|----------------|-------------|----------------|
| Inspection | E-SCR2     | 0.2721  | ✓        |        | ✓       | 0.3733      | -              | -            | -              |
|          | E-SCR5     | 0.2902  | ✓        |        | ✓       | 0.4071      | -              | -            | -              |
|          | E-SCR10    | 0.3074  | ✓        |        | ✓       | 0.4711      | -              | -            | -              |
|          | E-SCR20    | 0.3233  | ✓        |        | ✓       | 0.5286      | -              | -            | -              |
|          | E-SCR2-N/NRGB | 0.2721 | ✓        | ✓       | ✓       | 0.6851      | 0.4729         | 0.6758      | 0.3889         |
|          | E-SCR5-N/NRGB | 0.2902 | ✓        | ✓       | ✓       | 0.6798      | 0.4989         | 0.6706      | 0.6020         |
|          | E-SCR10-N/NRGB | 0.3074 | ✓        | ✓       | ✓       | 0.6992      | 0.5130         | 0.6710      | 0.6267         |
|          | E-SCR20-N/NRGB | 0.3233 | ✓        | ✓       | ✓       | 0.6852      | 0.5562         | 0.6741      | 0.6164         |

### Table 5: Segmentation Performance of comparative experiments results of varying number of superpixels of pseudo mask.

| Dataset | Experiments | wmIOU | $L_{pCE}$ | $L_{cen}$ | $L_{mse}$ | mIOU (Seg,*C) | mIOU (Seg,*R,*C) | mIOU (Clu,*C) | mIOU (Clu,*R,*C) |
|---------|-------------|-------|----------|----------|---------|-------------|----------------|-------------|----------------|
| Inspection | E-SUP30    | 0.6272  | ✓        |        | ✓       | 0.6613      | -              | -            | -              |
|          | E-SUP50    | 0.6431  | ✓        |        | ✓       | 0.7133      | -              | -            | -              |
|          | E-SUP80    | 0.6311  | ✓        |        | ✓       | 0.7017      | -              | -            | -              |
|          | E-SCR20-SUP30-N/NRGB | 0.6272 | ✓        | ✓       | ✓       | 0.6848      | 0.6847         | 0.7081      | 0.6859         |
|          | E-SCR20-SUP50-N/NRGB | 0.6431 | ✓        | ✓       | ✓       | 0.7447      | 0.7368         | 0.7372      | 0.7136         |
|          | E-SCR20-SUP80-N/NRGB | 0.6311 | ✓        | ✓       | ✓       | 0.7242      | 0.7355         | 0.7127      | 0.6761         |
|          | E-SCR20-SUP30-N/NRGB | 0.6272 | ✓        | ✓       | ✓       | 0.6919      | 0.7071         | 0.6987      | 0.7076         |
|          | E-SCR20-SUP50-N/NRGB | 0.6431 | ✓        | ✓       | ✓       | 0.7542      | 0.7133         | 0.7491      | 0.7294         |
|          | E-SCR20-SUP80-N/NRGB | 0.6311 | ✓        | ✓       | ✓       | 0.7294      | 0.7246         | 0.7268      | 0.7118         |
| Quality Control | E-SUP30    | 0.4710  | ✓        |        | ✓       | 0.5419      | -              | -            | -              |
|          | E-SUP50    | 0.5133  | ✓        |        | ✓       | 0.6483      | -              | -            | -              |
|          | E-SUP80    | 0.5888  | ✓        |        | ✓       | 0.7015      | -              | -            | -              |
|          | E-SCR20-SUP30-N/NRGB | 0.4710 | ✓        | ✓       | ✓       | 0.6882      | 0.6889         | 0.6142      | 0.6062         |
|          | E-SCR20-SUP50-N/NRGB | 0.5133 | ✓        | ✓       | ✓       | 0.7236      | 0.7203         | 0.6644      | 0.6480         |
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|          | E-SCR20-SUP80-N/NRGB | 0.5888 | ✓        | ✓       | ✓       | 0.7679      | 0.7409         | 0.6687      | 0.6780         |
Table 6. The results of segmentation and clustering using the full loss function (G3) on the testset. The bold numbers indicate the highest numbers of other experiments, and *CRF refers to the performance after dense CRF post-processing.

| Dataset          | Experiments                          | wmIOU (seg) | mIOU (clus) | mRec (seg) | mPrec (seg) | mIOU (clu) | mRec (clu) | mPrec (clu) | *CRF (seg) | mRec (seg) | mPrec (seg) |
|------------------|--------------------------------------|-------------|-------------|------------|-------------|------------|------------|-------------|------------|------------|-------------|
| Inspections      | E-SCR2-N                             | 0.2721      | 0.7068      | 0.6347     | 0.6452      | 0.6828     | 0.7663     | 0.5803      | 0.7068     | 0.6452     | 0.6828      |
|                  | E-SCR5-N                             | 0.2902      | 0.7147      | 0.6539     | 0.6542      | 0.7001     | 0.7447     | 0.6015      | 0.7212     | 0.6542     | 0.7001      |
|                  | E-SCR10-N                            | 0.3074      | 0.7047      | 0.6797     | 0.6332      | 0.6817     | 0.7741     | 0.5772      | 0.7241     | 0.6332     | 0.6817      |
|                  | E-SCR20-N                            | 0.3233      | 0.6904      | 0.6917     | 0.6081      | 0.6894     | 0.7816     | 0.5507      | 0.7172     | 0.6081     | 0.6894      |
|                  | E-SCR20-SUP30-N                      | 0.6431      | 0.7542      | 0.7543     | 0.7567      | 0.7491     | 0.7725     | 0.6830      | 0.7707     | 0.7543     | 0.7567      |
|                  | E-SCR20-SUP50-N                      | 0.6311      | 0.7294      | 0.7452     | 0.7397      | 0.7268     | 0.7758     | 0.6200      | 0.7693     | 0.7294     | 0.7452      |
|                  | E-SCR20-SUP80-N                      | 1.0         | 0.8604      | 0.8058     | 0.8432      | 0.8459     | 0.8459     | 0.8459      | 0.8459     | 0.8432     | 0.8459      |
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Fig. 8 The performance of our approach under different weak annotations. The first row shows the performance of our approach on the Inspection dataset. From left to right, the three figures (a, b, c) are the curves of mIoU, mean Recall, and mean Precision. The second row shows the results of Quality Control task, and the three figures (d, e, f) are arranged in the same order as the first row.
Table 7. Examples of segmentation results. The input images are shown in the first column; the second column shows the fully supervised ground truth; the third column shows the results of the fully supervised approach; the fourth and fifth columns present the examples of the segmentation results of E-SCR20-N and E-SCR20-SUP50-N after dense CRF. The last two columns show the corresponding clustering results.
Fig. 9 Examples of segmentation results on the Quality Control dataset. The input images are shown in the first column; the second column shows the fully supervised ground truth; the third column shows the results of the fully supervised approach; the fourth column represents examples of the clustering results of E-SCR20-SUP80-N; its segmentation results obtained after dense CRF are shown in the fifth column.