Abstract

We develop a linear algebraic framework for the shape-from-shading problem, because tensors arise when scalar (e.g. image) and vector (e.g. surface normal) fields are differentiated multiple times. The work is in two parts. In this first part we investigate when image derivatives exhibit invariance to changing illumination by calculating the statistics of image derivatives under general distributions on the light source. We computationally validate the hypothesis that image orientations (derivatives) provide increased invariance to illumination by showing (for a Lambertian model) that a shape-from-shading algorithm matching gradients instead of intensities provides more accurate reconstructions when illumination is incorrectly estimated under a flatness prior.
1 Introduction

Shape-from-shading is a classical ill-posed problem, which requires additional structure (assumptions) to make it well-posed. The classical approach is based on solving partial differential equations or solving integral versions with different regularizers (priors). (A background review is provided in the next Section.) Instead of the relatively 'flat' model implied by a differential equation, that is, the relationship between derivatives of the same order across position, our approach considers the structure of increasing derivatives at the same position. Our motivation is to understand intuitively how differential structure in the image relates to differential structure on the surface, and is based on ideas from linear algebra and differential geometry.

Intuitively, for shape-from-shading, if one were to 'drill down' in derivatives for the surface then this should correspond to analogous derivatives for the image. Two classes of questions arise. First, working at similar levels of differentiation, which image (derivatives) are most likely given certain shape (normal) derivatives? Second, working across many levels of derivatives in a 'Taylor' sense, which surfaces could correspond to which derivatives? We shall address both of these questions in the body of the paper. We consider the first of these questions in this paper; the second is considered in the companion paper [33].

Specifically, in the classical Lambertian shading model with a single, distant light source [26, 27], the image intensity at a point is the inner product of the surface normal with the (typically unknown) light-source direction (also assuming orthographic projection). Note that this implies a scalar (image $I(x,y)$) field is related to a vector (surface normal $n(x,y)$) field. Applying the chain rule yields:

\begin{align*}
I &= \ell^T n + \beta \\
\mathcal{D}I &= \ell^T \mathcal{D}n \\
\mathcal{D}^2 I &\sim \ell^T \mathcal{D}^2 n \\
\mathcal{D}^3 I &\sim \ell^T \mathcal{D}^3 n \\
\cdots
\end{align*}

where, for clarity, dependence on image location is suppressed. Tensors arise naturally in this exercise, as the representation of derivatives of derivatives
...) of a vector (Figure ??). In particular, the derivative of the surface normal, the shape operator $Dn$, provides a measure of how the normal changes if you move in a direction $v$ (informally, a type of directional curvature); this can be represented as a matrix (the shape operator) applied to a vector. The next derivative, $D^2n$ must be 'hit' by two vectors, which suggests that it is a 'matrix' of 'matrices,' a much more complex object. Of course, working with higher derivatives suggests a richer description of the patch, in the sense of Taylor, which of course motivates a lot of our work.

For the image gradient, our analysis confirms the intuitive observation that cylindrical patches are the most likely surface patches (knowing only the first order structure of the image). Thus generic considerations arise, along with the associated algebraic notion of rank.

Once constructs such as image derivatives and Hessians arise, the question of which is 'most likely' follows immediately. Such questions are at the heart of machine learning and statistical approaches. We employ the tensor machinery to derive the appropriate probability distributions for the first few derivatives. We provide explicit formulas for the image gradient and Hessian, conditioned on relevant surface parameters, under general light source distributions. These distributions provide insight into which types of surfaces should be most invariant under different lighting (and other) conditions.

For the image Hessian we examine when the matrix of second derivatives of the surface normal is rank 1, which restricts the space of associated image Hessians to lie along a line (vary only by a scaling factor) as the light source is varied. This is the basis for the assumption that the normal does not change in the isophote direction. Despite the somewhat obvious nature of this “prior”, it is relatively powerful, since it provides a specific constraint based on observable image features. In the process, we derive decompositions for $Dn$ and $D^2n$, the first and second derivatives of the surface normal. These decompositions make explicit the dependence of these derivatives on the natural surface parameters of slant, tilt, and the principal curvatures and their derivatives, providing geometrically intuitive machinery for the invariance analysis.

Finally, we exploit image derivatives in a Markov random field realization of a shape-from-shading algorithm. A flatness prior deemphasizes the many possible surface variations as well as the skew from bas-relief. The statistical analysis suggests that working with differentials helps, and our experiments show that the image gradient (or shading flow field [32, 8]) is more invariant to light source errors than similiar computations based on the raw intensities.
Figure 1: (a) How tensors arise with increasing order of differentiation. (a) The top figure shows the low-order geometry of the Lambertian shape-from-shading problem on an image patch. Below this are the sets of possibilities for each order of differentiation, illustrating the figurative ambiguity involved. Notice how the multi-linear tensor structure increases in complexity. (b) Taylor’s theorem in 1-D for a sinusoidal function, illustrating how the domain of convergence (patch size) is related to order of derivative.
The improved invariance from the image gradient corroborates results from several different areas. A number of results in human psychophysics, for example [20, 19], highlight the role of orientations. In fact, early processing in mammalian visual systems are essentially based on lifting the image into a position/orientation representation [5, 49]. On the recognition side, convolutional neural networks [50] almost universally have an early stage of oriented filters. In the end, we believe that a deeper appreciation of the rich connections between tensor analysis, differential geometry, and image structure can help to inform a new generation of approaches to the shape-from-shading and other vision problems.

A note on reading this paper. We exploit the tensor structure relevant to relate image derivatives to normal field derivatives. To make this paper self-contained, we two Appendices with appropriate background material. The less experienced reader might glance at Appendix A, to get the basic notations for differential geometry, followed by Appendix B, essential ideas from tensor analysis. Otherwise, the technical content begins in Sec. 3.

2 Background

Starting with the classical work of Horn [26, 27, 28], the shape-from-shading inference problem is formulated as a differential equations with solutions sought along characteristic strips (but see [13]). Subsequently [29] developed a variational approach, representing surface orientation in stereographic coordinates to allow the incorporation of constraints from the object boundary, and enforcing smoothness via a penalty on squared derivatives of these coordinates. Closer in spirit to this work, Pentland [44] analyzed the first and second derivatives of image intensity of a Lambertian shaded surface, demonstrating in particular that all parameters of the image formation process (including lighting) can be recovered locally when the surface is assumed to be spherical. He also [45] linearized the reflectance function so that the resulting (linear) PDE could be solved via a spectral method. [57] provided an algorithm for estimating the illuminant direction from image statistics, as well as a shape-from-shading algorithm based on forcing the gradients of the reconstructed image to match the input image gradients. The algorithm is based on an energy minimization, and estimates surface heights and gradients simultaneously. [53] provided an update procedure to allow the image irradiance equation to be a hard constraint—so that image intensities are al-
ways perfectly matched by those implied by the inferred normals (and known light source). This involves projecting the normals onto the cone of normals whose angle with the light source direction is consistent with the observed image intensities. They then investigated different regularization constraints, including those based on curvature consistency [18], and on matching the observed image gradients. Our simulations are in approximate agreement with his. Additional early work is reviewed in [56]. For related psychophysical experiments, see [17, 37, 51].

Prados employed viscosity solutions [47], and in [46] showed that the problem becomes well-posed when the lighting model incorporates attenuation. More recently, [2] infer shape, illumination (a spherical harmonic lighting model), and albedo simultaneously using a Bayesian approach. They impose priors on illumination, albedo, and shape—the latter of which consist of an assumption of flatness (to counter bas-relief ambiguities), boundary constraints, and low mean-curvature variation. This leads to an energy minimization (or likelihood maximization) which they solve using a standard quasi-Newton technique (L-BFGS). Our experiments use a model influenced by theirs, and our calculations provide additional support for it.

Recently papers emerged that are more consistent with our approach philosophy. [58] approached the problem of estimating shape and illumination (also using a spherical harmonic lighting model) by appealing to the generic viewpoint assumption [23, 24]—incorporating a prior based on “genericity” which favors solutions stable under slight changes in viewpoint or light source position. This was enforced via a penalty on image change under slight global rotations of the inferred object. They also require integrability, but do not require boundary constraints or additional priors. Nonetheless, they achieve results competitive with [2].

Finally, a few papers are explicitly based on a patch model. Conceptually, the idea is to solve for local patches individually and then “stitch” them together [54, 34]; and see also [16]. Such approaches are possibly biologically relevant [55]. Of course, this basic idea also underlies the pde approach, where regularizers of (typically low order) are introduced for posedness issues. Closer to this paper is [16], who formulate the problem as solving a (large) system of polynomials using modern homotopy solvers. This is feasible for small images, involves (up to) quartic interactions, and leads to exact recovery of all possible solutions.
3 Statistics of Lambertian Shading

Psychophysically image orientations exhibit significant invariance to changes in environment and isotropic surface markings for specular [21] and textured [20, 25] surfaces. In shape-from-shading, a confounding variable is the direction of illumination. When do image orientations, or other low-order image derivative structure, exhibit invariance to illumination in shape-from-shading? What local surface structure is most likely to have generated observed low-order image structure?

To answer these questions, we now investigate the likelihood and invariance properties of low-order image derivatives of a shaded surface patch under generic lighting. We first examine the image gradient; then we extend our analysis to the image Hessian, and ask what third order surface structure makes the image Hessian invariant (up to scaling) to changes in illumination? In the process, we derive decompositions for $Dn$ and $D^2n$, the first and second derivatives of the surface normal.

To begin, we express derivatives of $n$ in the standard basis of $\mathbb{R}^3$, to obtain tractable expressions of arbitrary orders of image derivatives under a Lambertian lighting model (See Appendix A for basic definitions and notation):

$$I = \ell^T n + \beta$$
$$\mathcal{D}I = \ell^T \mathcal{D}n$$
$$\text{vec}(\mathcal{D}^2 I)^T = \ell^T \mathcal{D}^2 n_{(1)}$$
$$\text{vec}(\mathcal{D}^3 I)^T = \ell^T \mathcal{D}^3 n_{(1)}$$
$$\ldots$$

where dependence of $I$ and $n$ on image location is suppressed for clarity. (The vec and $-_{(1)}$ notation used for higher order derivatives are be covered in 3.2.) We assume unit albedo, but not unit norm of $\ell$. Thus the above model incorporates hemispheric as well as standard point-source Lambertian lighting (although ignoring rectification of image intensities).

The various $\mathcal{D}^j I$ are best viewed as $j^{th}$-order tensors (see Appendix), describing changes (in changes [in changes . . .]) of image intensity in different directions. Expressed in the standard basis for the image plane, they form arrays containing partial derivatives of image intensity. In particular,

$$\mathcal{D}I = \nabla I^T = (I_x \ I_y)$$
is the image gradient, while

$$D^2 I = \begin{pmatrix} I_{xx} & I_{xy} \\ I_{yx} & I_{yy} \end{pmatrix}$$

is the image Hessian.

Assuming smoothness of the surface, $I_{xy} = I_{yx}$, which implies that the $D^j I$ are symmetric: any permutation of the order of indices when accessing an entry in the multidimensional array yields the same value (e.g., $D^3 I_{212} = D^3 I_{221}$), and the order of inputs doesn’t matter (e.g., $D^3 I(\alpha, \beta, \gamma) = D^3 I(\gamma, \alpha, \beta)$). Similar symmetry applies to the $D^j n$, although only to the second and higher modes, meaning only the indices in second or higher position can be permuted without any change in the value of the accessed entry. (This is simply because the first mode corresponds to the component of the normal being differentiated.)

In general, there is clearly no one-to-one correspondence between a particular collection of image derivatives and the surface that generated them (if only!)—many different combinations of $n$, $Dn$, $D^2 n$ can yield the same combination of $I$, $D I$, and $D^2 I$, depending on the direction of illumination $\ell$. However, not all combinations of surface derivatives that can generate a given image structure are equally likely. For instance, having observed only the image gradient at a point, both a locally spherical and locally cylindrical (with major axis orthogonal to the gradient) surface could have generated the observed structure—however, the locally cylindrical surface is in a sense more likely, because the image gradient direction is invariant to changes in $\ell$ for cylindrical surfaces, while an arbitrary gradient direction can be elicited from the spherical surface by varying $\ell$.

### 3.1 Distribution of the Image Gradient

Making this intuition precise—quantifying the likelihood of different surfaces generating a given image structure—requires putting a probability distribution on $\ell$. For instance, considering only $\nabla I$ and $Dn$ for the moment, given a specific $Dn$ and a distribution on $\ell$ yields $P(\nabla I, \ell | Dn)$, the joint probability of a given image gradient/light source combination given specific normal variation. This is a delta function, since given the surface structure and the light source there is only one possible resulting image gradient. However, marginalizing out the light source “nuisance parameter” yields $P(\nabla I | Dn)$, the probability density of image gradients for given surface structure. This
is also known as the likelihood $L(\mathcal{D}\mathbf{n} \mid \nabla I)$ of the surface structure given the image gradient.

To calculate this distribution, recall that linearly transforming a random variable $x \in X \subset \mathbb{R}^n$ with density $f_x$ by a (full-rank) matrix $A_{n \times n} : X \rightarrow Y \subset \mathbb{R}^n$ yields a random variable $y = Ax$ whose distribution is given by

$$f_y(y) = \frac{1}{|\det A|} f_x(A^{-1}y).$$

This is most easily seen by considering a small cube of “probability mass” at the point $y = y_0 \in Y$, and transforming back to $X$ via $x_0 = A^{-1}y_0$. The density at $x_0$ imposed by $f_x$ is then scaled by the (relative) transformed volume of the cube, which is given by $|\det A^{-1}| = \frac{1}{|\det A|}$. We can apply this to $\nabla I$ to calculate $f_{\nabla I}$. While $\mathcal{D}\mathbf{n}$ is not square, meaning it has no proper inverse, we can use the pseudo-inverse $\mathcal{D}\mathbf{n}^+$ instead, and replace $\det A$ with $\sqrt{\det \mathcal{D}\mathbf{n}^T \mathcal{D}\mathbf{n}}$ (the product of the singular values of $\mathcal{D}\mathbf{n}$).

One definition of the pseudo-inverse is in terms of the SVD of $\mathcal{D}\mathbf{n}$: with $\mathcal{D}\mathbf{n} = QSR^T$ ($Q_{3 \times 2}$ with $Q^T Q = I$, $R_{2 \times 2}$ orthogonal, $S_{2 \times 2}$ diagonal), $\mathcal{D}\mathbf{n}^+ = RS^+Q^T$, where $S^+$ is formed by inverting the non-zero diagonal entries of $S$.

What is the geometric interpretation of the SVD of $\mathcal{D}\mathbf{n}$? The columns of $R$ (rows of $R^T$) indicate the directions in the image in which the normal changes the most and least, for a unit step in the image. In other words, these are the directions of maximal and minimal view-dependent curvature. The singular values in $S$ indicate the norm of these changes in normal. The columns of $Q$ correspond to the directions (in the tangent plane) of these maximal and minimal changes.

View-dependent curvature is a useful concept (see for example [30] for an application to generating line drawings), but it is useful to preserve the separate effects of foreshortening and curvature because a form based on intrinsic curvatures is easier to parameterize: $\mathcal{D}\mathbf{n}$ has six elements, but only five degrees of freedom (equivalent to the intrinsic parameters described below). In other words, we can’t just pick any two orthogonal unit length vectors for $Q$ above (three parameters), any two choices for the singular values $S$, and some direction in the image for $T$—this may not lie on the appropriate five-dimensional manifold of “valid” $\mathcal{D}\mathbf{n}$’s.

For these reasons, we express $\mathcal{D}\mathbf{n}$ in terms of the natural parameters of first and second order surface structure: the slant $\sigma$ (degree of foreshortening), tilt $\tau$ (direction maximal of foreshortening), $\kappa_1$ and $\kappa_2$ (principal curva-
tures), and φ, the angle (in the tangent plane, relative to the tilt direction) of maximum principal curvature.

**Proposition (Decomposition of \( Dn \)).** With \( Ds = UΣV^T \) representing the SVD of the differential of the surface parameterization \( Ds \), \( W \) the matrix of principal curvature directions (expressed in the tilt basis), and \( K \) the diagonal matrix of principal curvatures,

\[
Dn = UWKW^TΣV^T \quad (2)
\]

\[
Dn^+ = VΣ^{-1}WK^{-1}W^TU^T \quad (3)
\]

See appendix (B) for the derivation. Note that \( U \), the 3 × 2 matrix of left singular vectors of \( Ds \), consists of the \( R^3 \) directions in the tangent plane of maximal and minimal slant, \( Σ \) is the diagonal matrix \( \begin{pmatrix} \frac{1}{\cos σ} & 0 \\ 0 & 1 \end{pmatrix} \), and \( V \) is a 2 × 2 rotation matrix parameterized by \( τ \) (so its first column is the tilt direction in the image).

The above decomposition tells a small story about how change in the normal is calculated from a step in the image. From right to left in (2), we follow an image vector as it is (1) represented in the tilt basis in the image by multiplication against \( V^T \); (2) projected onto the surface and represented in the basis formed by the tilt direction and its orthogonal (this just involves scaling the component of \( v \) in the tilt direction by \( \frac{1}{\cos σ} \)) by \( Σ \); (3) represented in the principal curvature basis via transformation by \( W^T \); (4) scaled by the principal curvatures \( K \) to yield the change in normal; (5) transformed back into the tilt basis; (6) expanded into \( R^3 \) by \( U \).

The pseudo-inverse can be seen as performing exactly the above operations in reverse (with \( U^T \) projecting into the tilt basis in the tangent plane).

### 3.1.1 Distribution of \( ∇I \)

To apply the formula for a linear transformation of a density function (1), note that our expression is \( ∇I = ℓ^T Dn \). We compute

\[
∇I^T Dn^+ = ℓ^T Dn \ Dn^+
\]

\[
= ℓ^T UU^T
\]

\[
= ℓ_i^T.
\]

\( UU^T \) performs projection into the tangent plane, so \( ℓ_i \) is the tangential component of the light source \( ℓ \). (We assume here that \( Dn \) is full rank.)
From (1) the density can then be written

\[ f_{\nabla I|\mathcal{D}n}(\nabla I|\mathcal{D}n) = \frac{1}{\sqrt{\det \mathcal{D}n^T \mathcal{D}n}} f_{\ell_t}(\nabla I^T \mathcal{D}n^+), \]  

(4)

where \( f_{\ell_t} \) is the density of \( \ell_t \). Given a particular form for \( f_{\ell} \), we can calculate \( f_{\ell_t} \), the corresponding density for the projected light source \( \ell_t \) (since we have knowledge of the tangent plane orientation provided by \( \mathcal{D}n \)). If \( f_{\ell} \) is rotationally symmetric (i.e., uniform in the direction of incoming light), \( f_{\ell_t} \) will depend only on the magnitude of \( \ell_t \), i.e., \( f_{\ell_t|n}(\ell_t|n) = f_{\ell_t}(\|\ell_t\|) \).

To arrive at an expression of (4) in terms of the surface parameters \( \sigma, \tau, \kappa_1, \) and \( \kappa_2, \) we evaluate \( \sqrt{\det \mathcal{D}n^T \mathcal{D}n} \):

\[ \sqrt{\det \mathcal{D}n^T \mathcal{D}n} = \sqrt{\det(V\Sigma K^2 W^T \Sigma V^T)} \]
\[ = \sqrt{\det(\Sigma)^2 \det(K)^2} \]
\[ = \frac{|\kappa_1 \kappa_2|}{\cos \sigma} \]
\[ = \frac{|\kappa_G|}{\cos \sigma}, \]  

(5)

where \( \kappa_G \) is the Gaussian curvature of the surface.

**Proposition.** Using the above notation, the density for the image gradient, conditioned on \( \mathcal{D}n \) and given a corresponding distribution on the projected light source \( f_{\ell_t} \), has the natural parameter form

\[ f_{\nabla I|\mathcal{D}n}(\nabla I|\mathcal{D}n) = \frac{\cos \sigma}{|\kappa_G|} f_{\ell_t}(\nabla I^T \mathcal{D}n^+). \]  

(6)

One concern is that this density becomes degenerate when \( \mathcal{D}n \) is rank 1—the likelihood of image gradients in the row-space of \( \mathcal{D}n \) becomes infinite. Theoretically, this can be dealt with by restricting our probability measure to this row-space, something we don’t pursue here. For computational purposes, this can be mitigated by adding noise to the image formation model.

We note that [9] also derives a distribution for the image gradient, consistent with the result here, in the specific case of normally distributed light sources and ignoring the effect of foreshortening.

As an example, consider the density on \( \ell \) given by the uniform distribution on the unit sphere, \( f_{\ell} = \frac{1}{4\pi} \delta(\|\ell\| - 1) \), where \( \delta \) is the Dirac delta distribution.
Projection of this distribution onto a plane then yields

\[
f_{\nabla | Dn}(\nabla I | Dn) = \frac{\cos \sigma}{2\pi |\kappa_G| \sqrt{1 - \nabla I^T Dn^+ Dn^+ T \nabla I}}
\]

valid whenever \(\kappa_G \neq 0\), \(0 \leq \sigma < \frac{\pi}{2}\).

It is useful to examine certain invariance properties of the image gradient. \(f_{\nabla | Dn}\), the likelihood of \(Dn\), increases as \(|\kappa_G|\) decreases (when \(f_{\ell}(\nabla I^T Dn^+)\) can be held constant). This happens whenever one or both of the surface curvatures are sufficiently small; i.e., when the surface is close to cylindrical or planar. This implies, for non-zero gradients, curved cylinders (with axis orthogonal to the gradient) should be preferred as the likeliest local surface patches (if all we know is the first order image structure). This point is confirmed empirically in the final experimental section.

For cylinders, there is a one-dimensional space of possible gradients (i.e., the row space of \(Dn\), which determines the possible \(\nabla I\)), or in other words, only the scale of the gradient (not the direction, up to sign) can vary as the light source is changed. This is intuitively clear, however this perspective (considering the dimension of the row space of \(Dn\)) scales nicely to analyzing the image Hessian, which we address next.

### 3.2 Distribution of the Image Hessian

We now seek to go “up a level” to calculate the distribution of the image Hessian, given third-order surface structure \(D^2 n\)? As with the gradient, the Hessian is linearly related to \(\ell\), but now through \(D^2 n\). Since \(D^2 n\) is a third-order tensor, we must consider what is the appropriate analog of the pseudo-inverse and product of singular values?

Using tools from linear algebra A), we “unfold” the tensor into a matrix. For a third-order tensor, there are three possible unfoldings, achieved by laying out the columns, rows, or “depths” of the tensor side-by-side as column vectors in a matrix. These are referred to as the mode-1, mode-2, and mode-3 unfoldings, and for a tensor \(A\) are denoted \(A_{(1)}\), \(A_{(2)}\), and \(A_{(3)}\), respectively. In general, the mode-\(i\) unfolding \(A_{(i)}\) selects column vectors for the unfolded matrix by fixing all indices but the \(i\)-th in the tensor. The order in which column vectors are put into the unfolded matrix is for most purposes arbitrary, so long as a consistent convention is adopted.
We work exclusively with the mode-1 unfolding, since this preserves the mode (dimension) of the tensor responsible for interaction with the light source. For $D^2\mathbf{n}$, which is naturally $3 \times 2 \times 2$, its unfolding $D^2\mathbf{n}_{(1)}$ is $3 \times 4$. This gives the expression for the image Hessian

$$\text{vec}(H)^T = \text{vec}(D^2 I)^T = \ell^T D^2 \mathbf{n}_{(1)}$$

(8)

The left hand side of this equation requires use of the vectorization operator, taking a matrix and forming a column vector from its entries. In general, care should be taken to ensure this operation is compatible with the tensor unfolding operation, although here since $H$ and $D^2\mathbf{n}$ are compatibly symmetric both row- and column-major approaches yield the same result.

A delicacy derives from the fact that the Hessian contains four elements, but has the constraint (assuming smoothness) that both mixed partial derivatives ($I_{xy}$ and $I_{yx}$) are equal. Its vectorization $\text{vec}(H)$ therefore lives on a three-dimensional subspace of $\mathbb{R}^4$, so the density for the Hessian defined on $\mathbb{R}^4$ is singular—all of the probability mass resides on a Lebesgue measure 0 subspace. Consequently, we only consider volume with respect to this three-dimensional subspace. An alternative to the full vectorization operation for symmetric matrices is the “half-vectorization” operator $\text{vech}(H)$, retaining only the three distinct elements of $H$ (dropping one of the redundant components from the Hessian). Making the right hand side of (8) compatible is then achieved by multiplication against the matrix

$$L = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

giving

$$\text{vech}(H)^T = \ell^T D^2 \mathbf{n}_{(1)} L.$$  

(9)

Note that $L^+$ gives the “duplication” matrix, such that $\text{vech}(H)^T L^+ = \text{vec}(H)^T$ (when $H$ is symmetric).

**Lemma (Decomposition of $D^2\mathbf{n}$).** Applying the above notation for the unfolding operation, $D^2\mathbf{n}$ and $D^2\mathbf{n}^+$ can be decomposed into “natural parameter” forms given by

$$D^2\mathbf{n}_{(1)} = U_3 W_3 \mathcal{A}_{(1)} (W^T \Sigma V^T)^{\otimes 2}$$

(10)

$$D^2\mathbf{n}^+_{(1)} = (V \Sigma^{-1} W)^{\otimes 2} \mathcal{A}^+_{(1)} W_3^T U_3^T,$$

(11)
where
\[
A_{(1)} = \begin{pmatrix}
  f & g & g & h \\
  g & h & h & i \\
  \kappa_1^2 & 0 & 0 & \kappa_2^2 \\
\end{pmatrix},
\] (12)
and \(f = \kappa_1 s, \ g = \kappa_1 t, \ h = \kappa_2 s, \ i = \kappa_2 t\) are the partial derivatives of the principal curvatures (in the principal directions), \(C^\otimes 2 = C \otimes C\) is the Kronecker product of a matrix with itself, and \(U_3\) and \(W_3\) are orthogonal extensions of \(U\) and \(W\) to \(3 \times 3\) matrices.

A derivation of the above decomposition is in the appendix, where we also provide a closed form expression for \(A_{(1)}^+\). Note that \(U_3\) adds the normal vector as a third column of \(U\), while \(W_3\) embeds \(W\) in the upper left of a \(3 \times 3\) identity matrix. We denote partial derivatives in the first (maximal) and second (minimal) principal directions by \(-s\) and \(-t\), respectively.

This decomposition is similar to the one derived for \(Dn\), in that it consists of sending image vectors into the basis formed by the principle curvature directions in the tangent plane (the Kronecker product in the decomposition above does this for each of the two inputs to \(D^2n\)), calculating the change (or change in change) of the normal, and expanding/rotating back out into the standard basis for \(\mathbb{R}^3\).

To use the decomposition in calculating \(f_{H|Dn,D^2n}\), we must calculate \(|\det(D^2n_{(1)} L)|\), which using the decomposition is
\[
\det(D^2n_{(1)} L) = \det(U_3 W_3 A_{(1)} (W^T \Sigma V^T)^\otimes 2) \\
= \det(A_{(1)} \Sigma^\otimes 2 L)
\]
(by ignoring rotation matrices [31])
\[
= \det(A_{(1)} L) \left( \begin{array}{ccc}
  \sec^2 \sigma & 0 & 0 \\
  0 & \sec \sigma & 0 \\
  0 & 0 & 1 \\
\end{array} \right)
\]
\[
= \det(A_{(1)} L) \sec^3 \sigma
\]
\[
= \frac{\kappa_1^2 (h^2 - gi) + \kappa_2^2 (g^2 - fh)}{\cos^3 \sigma}.
\]

**Proposition.** Using the above notation, the density of the Hessian (conditioned on third order knowledge of the surface \(s\)) for a given distribution on light sources \(f_\ell\) has the natural parameter form
\[
f_{H|s}(H|s) = \frac{\cos^3 \sigma \cdot f_\ell \left( \text{vec}(H)^T (V \Sigma^{-1} W)^\otimes 2 A_{(1)}^+ W^T U^T \right)}{|\kappa_1^2 (h^2 - gi) + \kappa_2^2 (g^2 - fh)|}.\] (13)
3.3 Invariance Properties of the Image Hessian

Under what circumstances does the image Hessian possess invariance to changes in light position? In particular, for cylindrical surfaces, the gradient is restricted to lie along a one-dimensional subspace—what are the analogs for third-order shape, i.e., where the Hessian is restricted to a one-dimensional subspace?

The decomposition derived for $D^2 n_{(1)}$ affords an approach to answering this question. Recall \[
\text{vec}(H)^T = \ell^T D^2 n_{(1)} = \ell^T U_3 W_3 A_{(1)} (W^T \Sigma V^T)^{\otimes 2}.
\]

Note that the rowspace of $D^2 n_{(1)}$ spans the space of possible image Hessians for a given $D^2 n$. Since $D^2 n_{(1)}$ is $3 \times 4$, whenever $D^2 n$ is full (row) rank, the space of possible image Hessians is three-dimensional, i.e. *any* possible image Hessian can be generated by positioning the light source appropriately. The space of possible Hessians is restricted only when $D^2 n$ has reduced rank (one or more of its singular values is 0).

We now examine when $D^2 n_{(1)}$ is rank 1. Since $U_3, W_3, V$, and $\Sigma$ are always full rank, this occurs when $A_{(1)}$ is rank 1. This in turn occurs when the rows or columns of $A_{(1)}$ are all scalar multiples of one another. The distinct columns of $A_{(1)}$ are

\[
\begin{align*}
v_1 &= \begin{pmatrix} f \\ g \\ \kappa_1^2 \end{pmatrix} \\
v_2 &= \begin{pmatrix} g \\ h \\ 0 \end{pmatrix} \\
v_3 &= \begin{pmatrix} h \\ i \\ \kappa_2^2 \end{pmatrix}
\end{align*}
\]

When the columns are scalar multiples of one another, then $v_1 = \alpha v_2 = \beta v_3$. We can see immediately $\alpha = 0$, since $\alpha \kappa_1^2 = \kappa_2^2 = 0$ (assuming $\kappa_1 \neq 0$). Consequently, $g = \alpha f = 0$, and $h = \alpha g = 0$. We’re left with

\[
\begin{align*}
v_1 &= \begin{pmatrix} f \\ 0 \\ \kappa_1^2 \end{pmatrix} \\
v_2 &= \begin{pmatrix} 0 \\ 0 \\ \kappa_2^2 \end{pmatrix} \\
v_3 &= \begin{pmatrix} 0 \\ i \\ \kappa_2^2 \end{pmatrix}
\end{align*}
\]

Three possibilities remain, distinguished by whether $\kappa_1$ and $\kappa_2$ are both zero, only $\kappa_1$ is non-zero, or both are non-zero (we assume $\kappa_2^2 \geq \kappa_2^2$ via our choice of basis).

**Proposition.** The three circumstances under which $D^2 n_{(1)}$ is rank 1 are
1. $\kappa_1 = \kappa_2 = 0$, and $(f, g)$, $(g, h)$ and $(h, i)$ all lie along the same line.

2. $f = \kappa_1 \neq 0$ and $\beta = i = 0$, so $\mathbf{v}_3 = 0$ and $\kappa_2^2 = 0$.

3. $f = g = h = i = 0$ but $\beta \neq 0$, and $\kappa_2^2 = \beta \kappa_1^2$.

Case 1 above occurs when the surface has no curvature (locally planar or an inflection point of the surface normal). For this condition, the image gradient will always be 0, since there is no normal change in any direction, i.e., we are at a singular point in the image. Furthermore, since the Jacobian of the principal curvatures is given by \((f, g) = (\kappa_1, \kappa_2^s)\), and \((f, g)\) and \((h, i)\) are collinear, the principal curvatures are only changing in one direction (and there is another direction in which both principal curvatures remain 0). This occurs for example at the inflection point along a sigmoidal shape extruded along a straight line.

Case 2 corresponds to a generalization of the cylinder—normal change (and change in normal change) occurs in only one direction. A corollary of this condition is that the image Hessian is itself rank 1. To see this, note that $\ell^T U_3 W_3 A_{(1)} = (a, 0, 0, 0) = \text{vec}(X)$ for some $a$, letting $X$ be the matricization (inverse of the vectorization) of $(a, 0, 0, 0)$. Then, with $M = W^T \Sigma V^T$ we have

$$\text{vec}(\mathbb{H})^T = \text{vec}(X)^T M^{\otimes 2} = \text{vec}(M^T XM),$$

via an identity of the Kronecker product. Thus $H = M^T XM$. Since $X$ is clearly rank 1, so is $H$.

This condition dictates that when the image Hessian is rank 1 and the gradient direction is orthogonal to the nullspace of the Hessian (intensity change and change in the gradient lie in the same direction), cylindrical solutions should be preferred. Or, in other words, we should assume the normal isn’t changing in the isophote direction. Despite the somewhat obvious nature of this “prior”, it is relatively powerful, since it provides a specific constraint based on observable image features.

In Case 3 there is no third-order change at all. Because the third-order terms are exactly the derivatives of the principal curvatures, this means we are at a critical point of the principal curvatures—for example a local maximum or minimum, or a region of locally constant curvatures. This case reveals that the Hessian changes only up to an overall scaling factor (meaning properties like its eigenvectors and the ratio of its eigenvalues are preserved) under geometrically (and perceptually) interesting locations—namely, at extrema of curvature (such as often occur at the top/bottom
Figure 2: Visualization of second and third order structure on a mesh. On the left, red and cyan indicate positive and negative Gaussian curvature regions, respectively. On the right, intensity of green indicates the maximum absolute value of the third order coefficients. An online interactive demo of this visualization is available at http://dhr.github.io/mesh-curvatures. The curvatures and third order terms are calculated via [48].

of many bumps/dimples), or regions of constant curvature. (A simple example of the latter condition is of course the sphere, which has constant positive curvatures.) Furthermore, while the space of possible Hessians is one-dimensional in this situation, the Hessian itself will generally not be rank 1.

3.4 Combining the Gradient and Hessian

Thus far, we have considered the gradient and Hessian separately, however they are not independent: given knowledge of the surface $s$, observing $\nabla I$ provides information about the position of the light source, i.e., $f_\ell \nabla I \neq f_\ell$. For instance, knowledge of a full-rank $Dn$ and its accompanying observed image gradient restricts the light source to lie along a one-dimensional subspace parallel to the normal, since we can reconstruct the tangential component of the light source via $\ell^T = \nabla I^T Dn^+$. Incorporating this effect yields an expression for the joint density. Expanding the joint distribution via the chain
rule gives

\[ f_{\nabla I, H|s} = f_{H|\nabla I, s} \cdot f_{\nabla I|s}. \]

We have already calculated \( f_{\nabla I|s} \) above, and \( f_{H|\nabla I, s} \) depends on \( \nabla I \) only through the constrained distribution on \( \ell \). Thus

\[ f_{\nabla I, H|s} = \frac{(\cos \sigma)^4}{|\kappa_G| |m|} f_{\ell|\nabla I, s}(\text{vec}(H)^T D^2n^+) f_{\ell|s}(\nabla I^T Dn^+), \quad (15) \]

where \( m = \kappa_1^2 (h^2 - gi) + \kappa_2^2 (g^2 - fh) \).

A joint density involving the image intensity is also possible via a similar approach—we note that in this case, \( f_{\ell|\nabla I, I, s} \) is in fact a delta function (knowing the intensity, gradient, the normal and its derivative, we can generically recover the light source). To expand, under the Lambertian model, note that \( I \) provides the component of the light source lying in the normal direction \( n: \ell_n = \ell^T nn^T = In^T \) is the projection of the light source onto the normal. Additionally, note that \( DnDn^+ = UU^T \), which is the projection operator into the tangent plane. Thus \( \nabla I^T Dn^+ = \ell^T DnDn^+ = \ell^T UU^T = \ell_t \), the projection of \( \ell \) into the tangent plane. This gives the relation (for non-zero curvatures) \( \ell^T = \ell_n^T + \ell_i^T = In^T + \nabla I^T Dn^+ \). Substituting this in to the equation for the Hessian gives

\[ \text{vec}(H)^T = (In^T + \nabla I^T Dn^+) D^2n_{(1)}. \quad (16) \]

This is a linear algebraic formulation of the “second order shading equations” derived in [34].

When \( D^2n_{(1)} \) is full rank, we can additionally express the light source via \( \ell^T = \text{vec}(H)^T D^2n_{(1)}^+ \), which can be plugged into the formula for the image gradient and intensity to yield alternate expressions.

### 3.5 Connections to Other Work

Recall that we have

\[ \text{vec}(H)^T = \ell^T U_3 W_3 A_{(1)} (W^T \Sigma V^T)^{\otimes 2} \]

\[ \implies \quad \text{vec}(H)^T (V \Sigma^{-1})^{\otimes 2} = \ell^T U_3 W_3 \begin{pmatrix} f & g & h \\ g & h & h \\ \kappa_1^2 & 0 & \kappa_2^2 \end{pmatrix} W^{\otimes 2} \]
For any fixed choice of normal (fixing $U$, $\Sigma$, and $V$), light source, and third order terms, we can match a given image Hessian by specifying the principal curvatures and directions. There are four choices in general, corresponding to the choices of signs of the principal curvatures (as these get squared in $A$). A related result is called the “four-fold ambiguity” in [34]. Subsequent work in [54] used this observation in service of a shape-from-shading algorithm (assuming known light source). This work assumed third-order coefficients resulting from a Monge-patch expansion from the image plane were small—but note that these are different third order coefficients from those in $A$ (which are defined from the tangent plane). Third order coefficients defined from the image plane are view dependent, while those in $A$ are not (meaning they are invariant to rotations of the surface).

The approach described so far is similar to the notion of genericity described in [23]. That work provides a general derivation of “generic” (stability) priors in inference problems, using a Laplace approximation to derive a form for the posterior distribution of scene parameters (here, shape) given image data, by marginalizing out “nuisance” parameters that don’t need to be precisely estimated (the light source). Due to our formulation, we have calculated the posterior exactly in the case of local Lambertian shading.

4 Gradient-Based Shape-from-Shading

We now perform a computational experiment based on the previous analyses. We adopt a Markov random field (MRF) framework for structuring the inference [52], so that effect of key points in the previous analysis can be evaluated. Specifically, from the statistical computations we introduce a cylindricity potential, and second we suppress the variation in possible surface inferences by a flatness potential. In the end, we show that matching image gradients is less sensitive to errors in assumed light source position than a reconstruction based on matching intensities directly.

We use an image triangulation as the base graph, and the gradient of surface depth as the latent variables. We optimize an energy functional consisting of standard and non-standard terms.

- Standard Terms:
  - Image intensities $\phi_I$: via squared error; equivalent to assuming corruption by additive Gaussian noise. This unary potential ap-
plies independently to each node $i$ in the triangulation: We assume hemispheric lighting, to avoid large black regions in the image under oblique lighting conditions (when the normal faces away from the light source).

- **Integrability $\phi_{\text{int}}$:** penalizes deviation from symmetry of the estimated surface Hessian:

- **Boundary $\phi_b$:** enforces orthogonality of estimated normals to the surface boundary.

**Non-standard Terms:**

- **Flatness:** counters the bas-relief family [4]; also used in [2];
- **Image gradient**
- **Cylindricity:** encourages normal change to happen in the direction of the image gradient by penalizing normal change occurring in the isophote direction.

The energy functional is a simple summation:

$$E(g) = w_I\phi_I(g) + w_{\nabla I}\phi_{\nabla I}(g) + w_{\text{int}}\phi_{\text{int}}(g) + w_{\text{flat}}\phi_{\text{flat}}(g) + w_{\text{cyl}}\phi_{\text{cyl}}(g). \quad (17)$$

and it is optimized using L-BFGS (Limited-memory Broyden-Fletcher-Goldfarb-Shanno) [38].

In the first experiment we demonstrate reconstructions based on intensities a known light source, for several shapes in Table 1. The weights used are $w_I = 4$, $w_{\nabla I} = 0$, $w_{\text{int}} = 150$, $w_{\text{flat}} = 0.001$. They were chosen to balance the magnitude of the contribution of each active term to the overall objective function value, which yielded good performance.

We empirically test our hypothesis that matching image gradients yields improved invariance to light source position when the assumed light source contains estimation error. To evaluate performance, we used a set of smooth but structured shapes, and seven initial light source positions. For each light source position, we perturb the source by 22.5 degrees in each of four directions (towards the viewer, away from the viewer, and clockwise and counterclockwise). We note that human observers frequently make errors of this magnitude in estimating the direction of illumination [43].
Table 1: Example reconstructions, known light source. Mean/median angular errors in the reconstructed normals are, from top to bottom, 4.3/3.8, 6.8/3.6, 4.7/4.0 (in degrees).

We inferred shapes using three settings of the weights for the energy function $E$ above. First, we reconstructed based on image intensities ($w_I = 4$, $w_{\nabla I} = 0$). A second reconstruction was performed using image gradients ($w_I = 0$, $w_{\nabla I} = 100$). The weight for the gradient term was chosen so that performance was good on known light source images and so that its contribution to the overall energy was similar in magnitude to the contribution.
from the intensity term. Finally, a third reconstruction \((w_I = 0, w_{\nabla I} = 100, w_{cyl} = 10)\) was performed, including the cylindricity constraint. All reconstructions shared \(w_b = 0.05, w_{int} = 150, \) and \(w_{flat} = 0.001.\)

In Figure 3, we show the mean angular error of reconstructions from intensities, gradients, and gradients plus the cylindricity term, for both exact and perturbed light sources, averaged across all shapes and lighting conditions. In Figure 4, we plot the mean angular error (average angular difference between inferred and true normals) in the reconstruction for all shapes and light source positions, as a function of number of iterations of the optimization. Note that matching based on gradients tends to give both faster convergence and lower overall error. Some example reconstructions, comparing results from reconstructions from intensities to those from gradients, can be seen in 2.

Adding the cylindricity constraint improves results further. While the results of 3 suggest assuming cylindricity when the gradient structure is locally parallel, this is not enforced explicitly in the constraint we employ here. However, a similar effect occurs as a byproduct of the optimization process (at the cost of some additional flatness in doubly curved regions)—satisfying both cylindricity and gradient matching penalties cannot be fully achieved when the gradient structure is curved (image Hessian full rank), however both can be fully satisfied in cylindrical regions.
Figure 4: Mean angular error of reconstructions under perturbed light sources. The initial position of light sources is close to behind the viewer in the top row, and close to above the object in the bottom row. Each same-colored line represents perturbation of the light source by 22.5 degrees in one of four directions. Shape varies by column. Blue lines represent reconstruction based on intensities; red lines based on gradients; green lines based on gradients plus a cylindricity potential. Note that error when reconstructing from gradients is substantially lower than when reconstructing from intensities.

We conclude that when the direction of illumination contains moderate error, image gradients provide a better target for “matching” based shape-from-shading algorithms.
| Image | Ground Truth | Intensities | Gradients |
|-------|--------------|-------------|-----------|

Table 2: Example reconstructions, perturbed light source (shifted 22.5 degrees from true source direction).
A Mathematical Background

In order to make this paper self-contained, we here introduce relevant background material as two Appendices. The idea is to provide a guide for the less experienced reader. We begin with basic notions (and practical considerations) from differential geometry. The main point is to illustrate the linear-algebraic structures that emerge when one considers (carefully) the different coordinate systems required. Key to understanding the main content in the paper is to appreciate how tensors arise after taking multiple derivatives. In the next Appendix, we review key ideas from tensor analysis.

A.1 Surfaces and Surface Normals

Since our main goal concerns three-dimensional shape, we begin by developing tools to analyze surfaces in $\mathbb{R}^3$. The material is standard and our goal is to show how derivatives lead to tensors. For classical references see [14, 42] and, especially, [15].

A parametrization of a surface $S$ is given by a function $s(x, y) : R \subset \mathbb{R}^2 \rightarrow S \subset \mathbb{R}^3$, taking points in a two-dimensional domain to points on the surface (embedded in a three dimensional “ambient space”).

Taking partial derivatives of $s$ with respect to the two parameters gives vectors in $\mathbb{R}^3$ that describe how surface position changes with changing position in the parameter domain. Specifically, fixing a point $x_0 = (x_0, y_0)$ in the image, $s_x(x_0) = \frac{\partial s}{\partial x}(x_0)$ and $s_y(x_0) = \frac{\partial s}{\partial y}(x_0)$ are tangent vectors to the surface at $x_0$, and together span the tangent plane of the surface at $x_0$.

Stacking $s_x(x_0)$ and $s_y(x_0)$ side by side to form a matrix yields the $3 \times 2$ Jacobian matrix of $s$,

$$
\mathcal{D}s|_{x=x_0} = \begin{pmatrix}
    s_x(x_0) & s_y(x_0)
\end{pmatrix}.
$$

Since $s$ is a map from the parameter space to the surface, $\mathcal{D}s|_{x_0}$ is a linear map from the tangent space associated with the point $x_0$ in the parameter space (i.e., offsets from $x_0$) to the tangent plane of the surface at $s(x_0)$. In other words, $\mathcal{D}s$ translates “steps in parameters” to “steps on the surface”.

In particular, a step $(u, v)$ in the parameters corresponds to a step $(u, v)$ on the surface with the same coordinates when expressed in the “standard
tangent basis” given by the columns of \(\mathcal{D}s\). The corresponding \(\mathbb{R}^3\) vector \(v\) can be recovered by expansion in this basis: \(v = \mathcal{D}s \cdot (u, v)^T\). (In the previous expression and subsequently we suppress reference to the point of evaluation \(x_0\)—its presence should be implicitly assumed.)

Note that the standard tangent basis is not generally orthonormal—orthonormality occurs only when the surface is fronto-parallel at the point of evaluation. Therefore, to compute inner products between vectors in the tangent plane in a way compatible with inner products in the ambient space, we must expand into \(\mathbb{R}^3\) and compute inner products there:

\[
\langle \alpha, \beta \rangle = \langle \mathcal{D}s \alpha, \mathcal{D}s \beta \rangle = \alpha^T \mathcal{D}s^T \mathcal{D}s \beta = \alpha^T G \beta,
\]

where \(G = \mathcal{D}s^T \mathcal{D}s = \begin{pmatrix} s_x^2 & s_x s_y \\ s_x s_y & s_y^2 \end{pmatrix}\) is the matrix of inner products of the standard tangent basis vectors. \(G\) is commonly known as the “first fundamental form” (often represented as \(I\), which we avoid due to potential confusion with the identity matrix). Computing inner products by multiplying against the first fundamental form means explicit expansion into \(\mathbb{R}^3\) is unnecessary.

A common parameterization is the so-called “Monge patch” form, where \(s\) is given by \(s(x, y) = (x, y, h(x, y))^T\). We adopt this parameterization in the material that follows. This allows one to think of the parameter space as the image plane, and \(s\) as a function taking points in the image to points on the surface. \(\mathcal{D}s\) then takes steps in the image to steps on the surface.

Just as \(s\) maps locations in the image to locations on the surface \(S\), we define \(n : \mathbb{R}^2 \to S^2 : x \mapsto \frac{s_x(x) \times s_y(x)}{\|s_x(x) \times s_y(x)\|}\) (where \(S^2\) is the unit sphere in \(\mathbb{R}^3\)) to be the map taking a location \(x\) in the image to the surface normal at \(s(x)\). It can be viewed as the composition \(\tilde{n} \circ s\), where \(\tilde{n} : S \to S^2\) is the map taking points on the surface to the unit sphere, often referred to as the Gauss map.

\(\mathcal{D}n = \mathcal{D}\tilde{n} \circ \mathcal{D}s|_{x_0}\) is the linear map expressing how the surface normal changes (at \(x_0\)) with changing position in the image (the Jacobian matrix of \(n\)). In the standard basis for \(\mathbb{R}^3\), \(\mathcal{D}n\) is a \(3 \times 2\) matrix. Since the normal is always unit length, we have \(n^T n = 1\) \(\Rightarrow n^T \mathcal{D}n = 0\), demonstrating that the column space of \(\mathcal{D}n\) (and \(\mathcal{D}\tilde{n}\)) is orthogonal to the normal and hence lies in the tangent plane.

This fact permits \(2 \times 2\) matrix expressions for \(\mathcal{D}\tilde{n}\) (the differential of the Gauss map) in any basis for the tangent plane. Commonly, \(\mathcal{D}\tilde{n}\) is expressed in the standard tangent basis. We will denote this matrix \([\mathcal{D}\tilde{n}]^\beta_\beta\), where \(\beta\) is used to indicate the standard tangent basis, and the subscript and superscript
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on the square brackets indicate (respectively) the bases used for inputs and outputs of the matrix.

The eigenvectors of $D\hat{n}$ are called the principal directions, and form the directions (in the tangent plane) of maximal and minimal normal change, while the eigenvalues are called the principal curvatures, and express the (signed) magnitude of normal change in the corresponding principal directions. $D\hat{n}$ is also often referred to as the “shape operator”. The product $GD\hat{n}$ – the second fundamental form – often is expressed $\mathbb{I}$. The second fundamental form makes it easy to “measure” the amount of normal change in a given direction, since $w^T\mathbb{I}v = \langle w, D\hat{n}(v) \rangle$ is the inner product of $w$ with the change in normal in the direction $v$. When the basis for the tangent plane is orthonormal $G = I$ and the second fundamental form and $D\hat{n}$ are represented by the same matrix.

Higher derivatives of $n$ are denoted $D^2n$, $D^3n$, etc., and form tensors of progressively higher order. $Dn$ (at some point $x_0$) takes in one “step” in the image—say $\alpha$—and outputs (the first order approximation to) the corresponding change in the normal when moving (away from $x_0$) with velocity $\alpha$. $D^2n$ takes in two directions in the image—say $\alpha$ and $\beta$—and outputs the change in [the change in the normal when moving with velocity $\alpha$] when moving with velocity $\beta$. In other words, $D^2n(\alpha, \beta)$ describes how the derivative of $n$ in direction $\alpha$ changes in direction $\beta$. $D^2n$ is a multilinear map (linear in each of its inputs), and can be expressed in the standard basis for $\mathbb{R}^3$ as a $3 \times 2 \times 2$ “third-order” array of numbers, while $D^3n$ takes the form of a fourth-order $3 \times 2 \times 2 \times 2$ array, etc.

**A.2 Tensors**

There is a rich mathematical tradition linking tensors and differential geometry, which has been motivated by the theory of manifolds (classical references include [6, 7]; more recently, see e.g. [36]. We especially recommend [15, ?] for the intuition it develops. Applications in physics have also been influential [10], in particular mechanics [1] and general relativity [40]. More recently, applications in signal processing have emerged [11]. The main use of tensors in the computer vision community is in multi-view and multi-camera stereo [39], which we do not discuss, and recently in medical imaging (diffusion MRI [41, 3]). Several on-line introductions to this material are also available, e.g. [22, 35].

Our emphasis is different. We have just seen how tensors arise naturally
in the process of taking derivatives. We now review tensors and cover some related tools that we utilize when working with $D^2n$. (Some care is required here, as this is only true for the right kind of derivative: when the basis used varies throughout the space under consideration, a “covariant derivative” that accounts for the change in basis from point to point is required \cite{footnote1}. The regular componentwise derivative and the covariant derivative coincide for spaces in which the basis is constant, such as $\mathbb{R}^n$ with the standard basis.)

Although some definitions emphasize a view of tensors as multidimensional arrays having certain transformation properties under basis changes, we adopt the view of tensors as multilinear maps \cite{footnote2}. Specifically, a tensor $T$ is a map

$$T : V_1^* \times \cdots \times V_m^* \times V_1 \times \cdots \times V_n \to \mathbb{R},$$

(18)

where the $V_i$ are vector spaces and the $V_i^*$ are spaces of dual vectors (covectors) — linear functionals on a vector space, meaning they take vectors and return scalars. The number of vectors and covectors $T$ takes as input defines the order of $T$. The number of vector inputs is the covariant order of $T$ ($n$ in the above definition), while the number of covector inputs determines the contravariant order ($m$ above), making $T$ an $(m,n)$ tensor (contravariant order first). Each different input “slot” is called a mode of the tensor.

Every regular vector is a tensor of contravariant order 1 (and covariant order 0), and so can be considered as a linear functional on covectors (by taking the covector and applying it to the vector itself). Similarly, linear functionals are tensors of covariant order 1 (and contravariant order 0). We can define a tensor product that “glues together” two tensors to form a higher order tensor by defining, for two tensors $T$ (of order $(m,n)^T$) and $S$ (of order $(l,p)$), the $(m+l,n+p)$ order tensor

$$(T \otimes S)(v^1, \ldots, v^m, v_1, \ldots, v_n, w^1, \ldots, w^l, w_1, \ldots, w_p)$$

$$= T(v^1, \ldots, v^m, v_1, \ldots, v_n)S(w^1, \ldots, w^l, w_1, \ldots, w_p),$$

which feeds each tensor its respective inputs and multiplies the results together.

Not all tensors are “simple” (or pure) tensors consisting only of tensor products of vectors and covectors. However, all tensors can be written as a sum of such tensor products. The minimal required number of terms in the sum is known as the rank of the tensor.

Choosing a basis for each vector and covector space, and forming all possible tensor products of basis vectors from each space, yields a basis for
the space of tensors. Letting $b_{ij}$ represent the $j$’th basis vector for the vector space $V_i$ and $b^i_j$ represent the $j$’th basis vector for the covector space $V^*_i$, $T$ above can be written as the sum

\[ T = \sum_{k_1, \ldots, k_m} T^{k_1 k_2 \ldots k_m}_{l_1, l_2, \ldots, l_n} b_{l_1 k_1} \otimes \cdots \otimes b_{l_m k_m} \otimes b^{l_1}_{1} \otimes \cdots \otimes b^{l_n}_{n} \]  \hspace{1cm} (19)

where the upper indices correspond to the contravariant components and the lower indices to the covariant components (this is switched for the basis vectors, following [15]—this permits easy use of Einstein notation, which we won’t cover here). The scalars $T^{k_1 k_2 \ldots k_m}_{l_1, l_2, \ldots, l_n}$ are precisely the elements of a multidimensional array representing the tensor in the chosen basis, with each index corresponding to elements along a different mode (with length the dimension of the corresponding vector space) of the array.

If a tensor has two modes whose corresponding vector spaces are dual to one another (a $V$ and $V^*$), these modes can be “contracted”. If the tensor has the form (a sum of simple tensors) $T = \sum \cdots \otimes v^*_i \otimes \cdots \otimes v^i \otimes \cdots$, the contraction of the two modes is given by $T' = \sum \cdots \otimes v^*_i (v^i) \otimes \cdots$, applying the linear functionals $v^*_i \in V^*$ to the corresponding vectors $v^i \in V$. If $T$ is order $(m, n)$, then $T'$ is order $(m - 1, n - 1)$.

This permits a view of a tensor $T$ as a linear functional on the space of tensors where each vector and covector space associated with $T$ has been replaced by its dual. To evaluate $T$ against a tensor $T'$ in this dual tensor space, we can simply form the tensor product $T \otimes T'$ and contract all the corresponding modes to yield a scalar.

The contraction operation is a generalization of the matrix trace. A matrix can be seen as a $(1, 1)$ tensor, and via the SVD can be decomposed into the sum of outer products of row and column vectors:

\[ M = U \Sigma V^T = \sum_i \sigma_i u_i v_i^T, \]

Contraction is then given by

\[ \sum_i \sigma_i v_i^T u_i = \sum_i \sigma_i \text{tr}(v_i^T u_i) = \sum_i \sigma_i \text{tr}(u_i v^T) = \text{tr}(M). \]

If $T'$ is a tensor formed by (sums of) tensor products of vectors from only some of the duals to $T$’s associated vector spaces, we can view $T$ as a linear
map, applying it to $T'$ by a tensor product followed by contractions on the relevant modes, and yielding another tensor formed by the “leftover” modes of $T$ that weren’t involved in the contractions.

This view is particularly fruitful, because it suggests there should be a matrix representation for $T$ (in addition to its representation as a multidimensional array). Indeed there is! To make the presentation easier, we forego generality and consider only a third-order (3-mode) tensor, $T \in W \otimes V^* \otimes V^*$ (or as a multilinear map $T : W^* \times V \times V \to \mathbb{R}$). By the above we can view $T$ as a linear map $T : V \otimes V \to W$. If $V$ is two-dimensional, say, then elements of $V \otimes V$, considered as vectors, have 4 elements. If $W$ is three-dimensional, $T$ can thus be viewed as a $3 \times 4$ matrix.

The matrix version of $T$ (for a specific linear map “perspective”) is related to $T$’s $3 \times 2 \times 2$ multidimensional array by an unfolding process. Let $T$’s first mode run down the page, second mode run across, and third mode go “into” the page. Then the four vertical columns of $T$, when stacked horizontally, form an “unfolding” of $T$ into a matrix. (Other unfoldings are also possible, by stacking the rows or “depths” side by side as columns.)

This notion is very useful, because it allows tools from linear algebra developed for matrices—such as the SVD—to be applied in a principled way to tensors. This is utilized heavily in [12], which develops a higher-order analog of the SVD for tensors by considering the SVD’s of different unfoldings of a tensor.

How are the “vectorized” representations of elements of $V \otimes V$ formed? In the context of the current example, these are 4-element column vectors. Given $v, v' \in V$, define

\[
\begin{align*}
    v \otimes v' &= \begin{pmatrix} v^1 v' \\ v^2 v' \end{pmatrix},
\end{align*}
\]

where $v^1$ and $v^2$ are the components of $v$. This is a special case of the Kronecker product. If we have two matrices $A, B$, representing linear maps from $V$ to $V$, we can combine them to give a linear map from $V \otimes V$ to $V \otimes V$ by constructing the matrix

\[
A \otimes B = \begin{pmatrix} a_{11}B & a_{12}B \\ a_{21}B & a_{22}B \end{pmatrix}.
\]

The Kronecker product has the intuitive property that $(A \otimes B)(v \otimes v') = (Av) \otimes (Bv')$.

The above tools, especially the unfolding operation and the Kronecker product, will be applied to analysis of $\mathcal{D}^2 n$ in 3.
B  Decomposition of $\mathcal{D}n$

In working with derivatives of the normal, it is common to use $[\mathcal{D}\tilde{n}]_\beta$, the differential of the Gauss map expressed in the standard tangent basis. A principle reason for use of the standard tangent basis is that vectors in this basis relate in a straightforward manner to directions in the image, since they have the same component representations. However, we find it easier to work with and reason about $[\mathcal{D}n]_{\epsilon_2}$, considered as a map from directions in the image to normal changes in $\mathbb{R}^3$. In particular, this simplifies analysis of image derivatives, since they don’t require explicit projection of the light source into the tangent plane (and for $\mathcal{D}^2n$, subsequent covariant differentiation).

Observe that $[\mathcal{D}n]_{\epsilon_2}$ it can be written as the following composition:

$$[\mathcal{D}n]_{\epsilon_2} = [I]_{\epsilon_3} [\mathcal{D}\tilde{n}]_\beta [\mathcal{D}s]_{\epsilon_2}$$

where $\mathcal{D}s$ is the differential of the parametrization $s$, and the sub- and superscripts on the brackets respectively signify the input and output bases of the associated matrices: $\epsilon_2$ and $\epsilon_3$ are the standard bases for $\mathbb{R}^2$ (the image) and $\mathbb{R}^3$ (the ambient space), while $\beta$ is the standard tangent basis formed by the columns of $\mathcal{D}s$. Thus $[\mathcal{D}s]_{\epsilon_2}$ takes a step in the image and expresses it in the standard tangent basis, $[\mathcal{D}\tilde{n}]_\beta$ calculates the change in normal associated with this step in the tangent plane (expressing the output once again in the standard tangent basis), and $[I]_{\epsilon_3}$ expands the result as a vector in $\mathbb{R}^3$.

However, there is no reason we are restricted to the choice of basis $\beta$ above. The $\beta$ basis is not orthonormal, which means that $[\mathcal{D}\tilde{n}]_\beta$, while diagonalizable (with the principal curvatures as eigenvalues), does not have orthonormal eigenvectors unless the appropriate inner product (the first fundamental form $G$) is used. Specifically, we have $[\mathcal{D}\tilde{n}]_\beta = \tilde{W}K\tilde{W}^{-1}$ with $\tilde{W}^T G \tilde{W} = I \neq \tilde{W}^T \tilde{W}$, where $K$ is the diagonal matrix of principal curvatures and $\tilde{W}$ contains as its columns the principal directions expressed in the standard tangent basis.

To make subsequent analysis easier, we seek an appropriate orthogonal basis for the tangent plane. Any orthonormal basis would do, but we show that two are particularly natural. More formally, we want a basis transformation $B$ such that $W^TW = (BW)^T(BW) = \tilde{W}^TB^T\tilde{W} = I$. Since $\tilde{W}^T G \tilde{W} = I$ also, this suggests finding $B^T B = G$. With $\mathcal{D}s = U \Sigma V^T$ being the SVD of $\mathcal{D}s$, $G = \mathcal{D}s^T \mathcal{D}s = V \Sigma^2 V^T$, so we have two obvious choices for $B$, $B = V \Sigma V^T$, or $B = \Sigma V^T$ (additionally, any $R \Sigma V^T$ for $R$ orthogonal
would work). Choosing $B = V \Sigma V^T$ yields a basis in the tangent plane that is a rotation of the $x$-$y$ standard basis in the image around the direction in the image plane orthogonal to the tilt direction of the surface. Choosing $B = \Sigma V^T$, on the other hand, yields a basis formed by the tilt (surface gradient) direction and its perpendicular in the tangent plane. The distinction between these choices is minor, and amounts to whether the principal directions and tilt are specified independently, or whether principal directions are specified relative to the tilt direction.

For brevity, we adopt the choice $B = \Sigma V^T$. Call the associated basis $\gamma$. Then 
\[ \epsilon_3 = U, \] since the columns of $U$ are precisely the tilt direction and its perpendicular in the tangent plane; 
\[ D\hat{n}_\gamma \gamma = WKW^T, \] where the columns of $W$ are the principal directions and $K$ is diagonal; and 
\[ Ds^n = \Sigma V^T, \] which rotates image vectors into the tilt basis and scales them to account for foreshortening. This yields the decomposition:

\[ Dn = UWKW^T\Sigma V^T \] (22)
\[ Dn^+ = V\Sigma^{-1}WK^{-1}W^TU^T. \] (23)

### B.1 Interpretation as a Taylor Expansion from the Tangent Plane

As another perspective on the decomposition of $Dn$ above that facilitates extending the decomposition to third order, imagine the surface is fronto-parallel. Then a second-order Taylor expansion of the surface is given by

\begin{equation}
    h(x, y) = \frac{1}{2} h_{xx}(0, 0) x^2 + h_{xy}(0, 0) xy + \frac{1}{2} h_{yy}(0, 0) y^2
\end{equation}

\begin{equation}
    = \frac{1}{2} x^T H x,
\end{equation}

where $H$ is the surface Hessian and $x = (x, y)^T$. The partial derivatives $h_x$ and $h_y$ at $x$ are given by $(h_x(x), h_y(x))^T = Hx$, so letting $n_3(x) = \frac{1}{\sqrt{1 + h_x(x)^2 + h_y(x)^2}}$ be the normalizing factor, the normal is

\[ n(x) = n_3(x) \begin{pmatrix} h_x(x) \\ h_y(x) \\ 1 \end{pmatrix} = n_3(x) \begin{pmatrix} Hx \\ 1 \end{pmatrix}. \] (26)
Then

\[ \mathcal{D}n|_x = \begin{pmatrix} Hx \\ 1 \end{pmatrix} \frac{\partial n_3(x)}{\partial x} + n_3(x) \begin{pmatrix} H \\ 0 \end{pmatrix} \]

\[ \Rightarrow \]

\[ \mathcal{D}n|_{x=0} = \begin{pmatrix} H \\ 0 \end{pmatrix}, \]

because \( n(0) = \hat{z} \), the \( z \)-axis vector, and \( n^T \mathcal{D}n = 0 \) implies \( \frac{\partial n_3(x)}{\partial x} = 0 \).

The decomposition above can thus be seen as taking a second order Taylor expansion “from” the principal curvature directions basis in the tangent plane, and rotating into (from the image) and out of (into \( \mathbb{R}^3 \)) this basis appropriately. In this basis, \( h_{xx}(0, 0) \) an \( h_{yy}(0, 0) \) are precisely the principal curvatures (and \( h_{xy}(0, 0) = 0 \)). This perspective extends nicely to handling second derivatives of the normal.

### C Decomposition of \( \mathcal{D}^2n \)

Following the Taylor expansion view above (B.1), we take a third order Taylor expansion of the surface (imagining it was fronto-parallel and the \( x \) and \( y \) axes align with the principal curvature directions):

\[ h(x, y) = \frac{1}{2} (\kappa_1 x^2 + \kappa_2 y^2) + \frac{1}{6} (fx^3 + 3gx^2y + 3hxy^2 + iy^3) \]

\[ = \frac{1}{2} x^T K x + \frac{1}{6} \mathcal{K}(x, x, x), \]

where \( \mathcal{K} \) is the \( 2 \times 2 \times 2 \) symmetric tensor

\[ \mathcal{K} = \begin{pmatrix} f & g & h \\ g & h & i \end{pmatrix}, \]  

with the vertical bar separating the front and back “planes” of the array. \( \mathcal{K}(x, x, x) \) applies \( \mathcal{K} \) to three copies of \( x \) via linear combinations along each of the modes of \( \mathcal{K} \). We note that \( f = \kappa_{1s}, g = \kappa_{1t}, h = \kappa_{2s}, i = \kappa_{2t} \), the partial derivatives of the principal curvatures.

Then as above (with mild abuse of notation concerning the “three-dimensional” nature of some terms below)

\[ n(x) = n_3(x) \begin{pmatrix} Kx + \frac{1}{2} \mathcal{K}(I, x, x) \\ 1 \end{pmatrix} \]
\[ \mathcal{D}n|_x = \left( Kx + \frac{1}{2} \mathcal{K}(I, x, x) \right) \frac{\partial n_3(x)}{\partial x} + n_3(x) \left( K + \mathcal{K}(I, I, x) \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right) \]

\[ \mathcal{D}^2n|_x = \left( K + \mathcal{K}(I, I, x) \right) \frac{\partial n_3(x)}{\partial x} + \left( Kx + \frac{1}{2} \mathcal{K}(I, x, x) \right) \frac{\partial^2 n_3(x)}{\partial x^2} + \frac{\partial n_3(x)}{\partial x} \left( K + \mathcal{K}(I, I, x) \right) + n_3(x) \left( \begin{array}{c} \mathcal{K} \\ \kappa_1^2 0 \end{array} | 0 \kappa_2^2 \right). \]

Evaluating at \( x = 0 \) gives

\[ \mathcal{D}^2n|_{x=0} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \frac{\partial^2 n_3(x)}{\partial x^2} + \left( K + \mathcal{K}(I, I, x) \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \right) \]

\[ = \left( \begin{array}{cc} \mathcal{K} \\ \kappa_1^2 0 \end{array} | 0 \kappa_2^2 \right) \]

where the evaluation of \( \frac{\partial^2 n_3(x)}{\partial x^2} \) can be seen by noting \( n_3(x) = \frac{1}{\sqrt{1 + x^T K^2 x}} \), which after two derivatives and evaluation at 0 leaves only \( K^2 \) in the numerator.

Unfolding \( \mathcal{A} \) to give \( \mathcal{A}_{(1)} \) (the "mode-1" unfolding) by stacking the columns side by side, and using the Kronecker product, yields the final decomposition for general (non-fronto-parallel) \( \mathcal{D}^2n \) as a 3 \( \times \) 4 unfolded matrix, as before rotating “into” and “out of” the principal curvatures basis:

\[ \mathcal{D}^2n = U_3 W_3 \mathcal{A}_{(1)} (W^T \Sigma V^T)^\otimes 2. \] (29)

We use the notation \( U_3 \) and \( W_3 \) to denote the extensions of the \( U \) and \( W \) matrices to orthogonal 3 \( \times \) 3 forms—for \( U \), this involves addition of the normal as a third column, while \( W_3 \) embeds \( W \) in the upper left 2 \( \times \) 2 submatrix of a 3 \( \times \) 3 identity matrix.
The pseudoinverse is given by
\[ D^2 n_{(1)}^+ = (V \Sigma^{-1} W) \otimes^2 A_{(1)}^+ W^T U^T, \] (30)

To compute \( A_{(1)}^+ \), instead of evaluating the pseudo-inverse via the SVD, we can use the more explicit form
\[ A_{(1)}^+ = A_{(1)}^T \left( A_{(1)} A_{(1)}^T \right)^{-1}, \]
valid when \( A_{(1)} \) has full row rank. We evaluated this somewhat daunting expression using a computer algebra system, which yields
\[ A_{(1)}^+ = \frac{1}{m} \begin{pmatrix} -h\kappa_2^2 & g\kappa_2^2 & h^2 - gi \\ \frac{1}{2} (g\kappa_2^2 - i\kappa_1^2) & \frac{1}{2} (h\kappa_2^2 - f\kappa_2^2) & \frac{1}{2} (f - gh) \\ \frac{1}{2} (h\kappa_1^2 - f\kappa_2^2) & \frac{1}{2} (f - gh) & g^2 - fh \end{pmatrix}, \]
where \( m = \kappa_1^2 (h^2 - gi) + \kappa_2^2 (g^2 - fh). \)
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