Bring a map when exploring the ERP data processing multiverse: A commentary on Clayson et al. 2021
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**A B S T R A C T**

Clayson et al. (2021) describe an innovative multiverse analysis to evaluate effects of data processing choices on event-related potential (ERP) measures. Based on their results, they provide data processing recommendations for studies measuring the error-related negativity and error positivity components. We argue that, although their data-driven approach is useful for identifying how data processing choices influence ERP results, it is not sufficient for devising optimal data processing pipelines. As an example, we focus on the inappropriate use of pre-response ERP baselines in their analyses, which leads to biased error positivity amplitude measures. Results of multiverse analyses should be supplemented with further investigation into why differences in ERP results occur across data processing choices before devising general recommendations.

Electroencephalographic (EEG) data must often be processed before it can be analysed. Data processing procedures, by their nature, alter EEG data and influence our ability to accurately measure signals of interest, such as event-related potential (ERP) components. Clayson et al. (2021) propose a way to systematically assess the impacts of different processing choices on ERP measures using multiverse analyses. In their paper, the same large dataset was processed in multiple ways using different processing choices or parameter settings. Metrics of ERP measures were then compared across data processing choices. Processing pipelines diverged with respect to the high- and low-pass filters used, the method used to correct for eye movement artefacts, the reference electrode(s), the ERP baseline window, the electrode(s) used for ERP component amplitude measurement, and the type of measurement used (e.g., peak or mean amplitude measures).

They demonstrate the utility of this approach by focusing on the error-related negativity (ERN) and error positivity (Pe) components, which differ in amplitude between trials with correct and erroneous decisions in many paradigms (e.g., Falkenstein et al., 1991; Gehring et al., 1993). Specifically, they aimed to identify processing steps that i) minimised across-trial amplitude variability and ii.) maximised differences in ERP measures across correct responses and errors. Based on their results, they recommend optimal data processing choices for measuring the ERN and Pe components in future work. They promote their multiverse analysis approach as useful for deriving optimal processing pipelines for other components in relation to different research questions.

In this commentary, we highlight important caveats of multiverse analyses that should be considered when making general recommendations for EEG data processing choices. We believe that the approach in Clayson et al. (2021) and related work using multiverse analyses (e.g., Sandre et al., 2020; Klawohn et al., 2020; Šoškić et al., 2022) is useful for identifying how ERP results differ across different processing pipelines. This, in turn, can help us understand why effects do (or do not) replicate across studies that processed their data in different ways. However, we advise caution when basing data processing and ERP measurement choices solely on the results of multiverse analyses such as those in Clayson et al. (2021). These optimisation-based approaches favour processing choices that produce measurement bias, and in some cases can even lead to spurious results. To demonstrate this point, we focus on the choices of ERP baseline windows used for measuring the Pe in their multiverse analyses.

1. Accounting for bias in multiverse analyses

A subset of the multiverse analyses in Clayson et al. (2021) were designed to identify processing choices that produce maximal ERP amplitude differences between correct and error trials. One major shortcoming, however, is that these analyses do not detect or estimate measurement biases that can occur due to certain data processing choices. Here, we discuss measurement bias in terms of observed ERP component amplitude differences between correct and error trials. Biases can arise because the procedure is applied to real datasets where we do not
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know the true magnitude of ERN or Pe amplitude differences across correct and error trials. Clayson and colleagues identify one such source of bias in their results: that peak amplitude (as opposed to mean amplitude) measures maximised ERN differences between correct and error trials. They rightly state that this result likely occurred because there were fewer epochs included per participant for errors compared to correct responses, which leads to inflated measures of peak amplitude in error trials (Thomas et al., 2004). The authors acknowledge that multivariate analyses may sometimes lead to settings that are suboptimal or inappropriate, and that care should be taken when interpreting these results.

However, these sources of bias are not always easy to identify post hoc. Here, we describe another source of bias relevant to measuring Pe amplitudes: the choice of the ERP baseline window. Clayson et al. (2021) included a range of pre-response baselines in their multivariate analyses, whereby the average amplitude over the specified time window was subtracted from each trial before averaging ERPs. They found that a baseline window of −200 to 0 ms preceding each keypress response maximised [error − correct] differences in Pe amplitudes. They recommended that this baseline window should be used in future work. The same set of baseline windows was also used in the multivariate analyses of Sandre et al. (2020) and Klawohn et al. (2020) who focused on the ERN component.

Baseline correction is based on the assumption that there are no systematic differences in ERPs across conditions during the baseline period. In perceptual decision tasks, such as those used to elicit the ERN and Pe, there are often differences in ERP amplitudes across trials with correct responses and errors during the pre-response baseline time window (e.g., Feuerriegel et al., 2021a), which have their origin in the cognitive processes leading up to response initiation. These effects are typically captured by analyses of the centro-parietal positivity (CPP) component (O’Connell et al., 2012) that rises to a peak immediately before each keypress response at the same parietal electrodes that are used to measure the Pe. When there are systematic differences in ERPs during the pre-response baseline window, those differences will be projected with opposite polarity to the post-response period of the epoch (Luck, 2014), including the time window at which the Pe is typically measured (e.g., 200–400 ms post response). For example, when pre-response ERPs are more positive-going for correct responses as compared to errors, a pre-response baseline will produce a bias toward relatively more negative-going Pe amplitudes for correct responses, and more positive-going amplitudes for errors. This, in turn, will artificially inflate measures of Pe [error − correct] difference scores.

More generally, the assumption of equivalent pre-response amplitudes across correct and error trials is implausible for many commonly used perceptual decision tasks. Response time (RT) distributions differ across correct and error trials in most experiments (Ratcliff et al., 2016; Ulrich et al., 2015), meaning that the pre-response baseline window will overlap with different portions of stimulus-locked ERP waveforms in each condition (discussed in Sandre et al., 2020). This can produce measurement biases in either direction, depending on the influence of the stimulus-locked ERPs during the pre-response baseline windows.

Importantly, this issue can often be avoided by using baselines that precede the onset of the stimulus in each trial (pre-stimulus baselines). This method of baseline-correction is performed by first deriving epochs time-locked to the stimulus, subtracting a pre-stimulus baseline, and then deriving response-locked epochs from the resulting data. This approach relies on the assumption that ERPs do not systematically differ during the pre-stimulus baseline period and should only be used when this assumption is plausible (see Alday, 2019, for discussion and an alternative, regression-based method). Issues associated with pre-response baselines are prevalent across the error-processing literature and such baselines are conventionally used in this area of research. We encourage researchers who are building their data processing pipelines to be critical of this convention.

In fact, the use of pre-response baselines can, in some cases, produce spurious differences across conditions. In other datasets, it can artefactually inflate (or deflate) ERP difference measures. To illustrate each of these effects we have plotted ERPs time-locked to keypress responses for trials with correct responses and errors from four separate datasets (Fig. 1). These were selected because they are openly available and include ERPs that can be corrected using both pre-stimulus and pre-response baselines.

The first dataset (Feuerriegel et al., 2021a) is from an experiment using a difficult perceptual discrimination task that did not present arrays of incongruent stimuli. When a pre-stimulus baseline is used (Fig. 1A), there are clear differences in ERPs during the pre-response time window, but not in the subsequent Pe measurement window. After applying a pre-response baseline, the differences in pre-response ERPs are propagated to the post-response period, creating a spurious difference in Pe amplitudes between correct and error trials (Fig. 1B). The second dataset (Feuerriegel et al., 2021b) used a modified Flanker task that presented orientated gratings. Data are from trials with incongruent target/flanker arrays. There is a clear Pe effect for both pre-stimulus and pre-response baselines (Figs. 1C, 1D). However, the pre-response baseline artefactually inflates the size of this effect. The third dataset (Figs. 1E-F) is from a typical Flanker task taken from the ERP CORE database (Kappenman et al., 2021). In this dataset, Pe effects were inflated when using pre-response baselines. Finally, we present a subset of 40 (randomly selected) datasets from Bode and Stahl (2014) using a more typical Flanker task. ERPs have been current source density-transformed, but are still relevant for illustrating our point. Here, pre-response ERP amplitudes are more positive-going for errors (Fig. 1G), artefactually deflating effect sizes when using a pre-response baseline (Fig. 1H).

We formally tested for differences in time window mean amplitudes between correct and error conditions during pre-response baseline windows, using ERPs corrected using a −100 to 0 ms pre-stimulus baseline. In these analyses, more positive-going amplitudes for correct conditions during the pre-response baseline window will result in an inflation of the [error − correct] difference during the subsequent Pe measurement window if a pre-response baseline is applied. The results (shown in Table 1) were in line with the effects indicated by Fig. 1. When measuring amplitudes between −100 to 0 ms relative to the response, more positive-going amplitudes were observed for correct trials in Feuerriegel et al. (2021a, 2021b) and Kappenman et al. (2021). More negative-going amplitudes were instead observed for the dataset of Bode and Stahl (2014). When a slightly longer −200 to 0 ms measurement window was used (as recommended by Clayson et al., 2021), the same patterns were observed, except that the difference in the Feuerriegel et al. (2021b) dataset was not statistically significant.

Here, we note that real [error − correct] Pe amplitude differences have been observed when using pre-stimulus baselines (e.g., Murphy et al., 2015) and are not simply an artefact of pre-response baseline correction. We also note that this issue is not specific to the −200 to 0 ms baseline recommended by Clayson et al. (2021), as different biases may also be apparent during earlier time windows (e.g., the −500 to −300 ms window included in their analyses). During these earlier time windows, there are amplitude differences which reflect different build-up rates of the CPP (e.g., O’Connell et al., 2012; Steinemann et al., 2018; Feuerriegel et al., 2021b). For example, conditions with faster RTs show steeper CPP build-up rates (i.e., steeper ERP slopes) that start rising closer to the time of the response. By contrast, slower RTs produce a more gradual rising amplitude slope that begins further back in time. This can produce more positive-going ERPs in conditions with slower RTs (for example trials with slow errors that occur in Flanker tasks, see Ulrich et al., 2015) around −500 to −300 ms prior to the response (e.g., Figure 4B in Feuerriegel et al., 2021b; Figure 4G in Steinemann et al., 2018). This will, in turn, produce measurement bias when the pre-response baseline overlaps with the time window of these amplitude differences, and when there are RT differences across correct
trials and errors, as is often the case (Ratcliff et al., 2016; Ulrich et al., 2015).

This issue is also relevant to another goal stated in Clayson et al. (2021) and also Sandre et al. (2020), which is to use multiverse analyses to standardise processing pipelines for studies using psychometric approaches. In the examples described above, the use of pre-response baselines essentially conflates effects during the pre-response baseline with those during the Pe measurement window of interest. For example, if some individuals show larger [correct – error] differences in pre-response ERPs, this can be mistaken for larger effects on Pe amplitudes, even if there are no true differences during the Pe measurement window. This, in turn, could artefactually inflate (or obfuscate) individual differences for a component of interest, and influence estimates of the between-person variability of ERP measures.

Bias can also arise when using other optimisation criteria, such as minimising across-trial amplitude variability. For example, analyses us-
ing this metric in Clayson et al. (2021) also favoured the −200 to 0 ms pre-response baseline choice for the P3 component.

2. Recommendations for using multiverse analyses

Here, we have highlighted an instance where multiverse analyses lead to recommendations of processing choices that produce biased estimates of PE amplitude effects. The direction and extent of this bias can differ across experiments (and individuals), and in some instances, the use of pre-response baselines can even produce spurious ERP differences across experimental conditions (e.g., Feuerriegel et al., 2021a). The optimisation-based approach in Clayson et al. (2021) was not designed to identify (or correct for) such sources of bias and will tend to favour processing steps that inflate ERP effect magnitudes. Importantly, such biases are not always easy to identify by an experimenter post hoc.

Based on these observations, we recommend multiverse analyses as a valuable tool for assessing whether results are robust across sets of data processing choices (Sandre et al., 2020; Klawohn et al., 2020; Clayson et al., 2021; Šoškič et al., 2022). If there are substantial differences across processing choices, this warrants systematic investigation of why such differences occurred, either through simulation studies or further analyses of relevant features of the data. For example, effects of pre-response baselines could be assessed by deriving single-trial ERPs corrected using pre-stimulus baselines, and then testing for systematic differences in ERP amplitudes during the pre-response baseline window in each trial. Specification curve analysis (Simonsohn et al., 2020) may also be useful for identifying specific data processing choices that warrant further scrutiny. Systematically investigating why results differ may uncover features of the data that do not conform to the assumptions underlying certain data processing or analysis options. Documenting these features could help us build more appropriate pipelines in future work.

However, we do not recommend the approaches in Clayson et al. (2021) or related work (Sandre et al., 2020; Klawohn et al., 2020; Šoškič et al., 2022) as the primary method for identifying optimal data processing pipelines, as the optimisation procedure can favour processing choices that bias ERP component measures. As we have shown here, common knowledge of ERP data features is not always sufficient to identify such sources of bias post hoc. When using real data, we do not know the true underlying effect magnitudes, either within individuals or at the group level. In some cases we do not know whether the specific experimental manipulation actually produces the hypothesised effect. When there is no real effect to be found, there is the risk of experimenter bias toward selecting processing choices that produce a set of hypothesised effects.

In summary, we believe that the data-driven multiverse analysis proposed by Clayson et al. (2021) is a valuable tool for identifying how differences in data processing choices lead to differences in ERP results. However, rather than optimising across-condition differences or across-trial variability measures, we believe the guiding principle for developing EEG processing pipelines should be that of identifying and minimising measurement bias. This can help to ensure that multiverse analyses do not lead us astray, even in cases where there are strong conventions in the field that favour certain processing choices, such as using pre-response baselines.
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