Babur et al. (2021) developed the *CausalPath* tool to infer causal signaling interactions in high-throughput proteomics data that may foster mechanical understanding from large-scale biological datasets.

Recent advancements of high-throughput technologies allow acquisition of large-scale biological datasets of different modalities, like transcriptomics, (phospho)proteomics, or metabolomics (generally “omics” data), even on the level of single cells. While these datasets promise unique opportunities to understand molecular mechanisms behind biological phenotypes in health and disease, their correct interpretation is complicated by several factors. At first, standard analysis methods in most cases return only lengthy lists of differentially expressed or phenotype-correlated genes or proteins, which hamper the effort to gain mechanistic insight about the observed phenotype. Also, the high dimensionality of experimental data (e.g., ~20,000 in the case of transcriptomics) makes it complicated to distinguish between simple correlations and causal associations—for understanding and therapeutic interventions, the latter is essential.

The main aim of different systems biology modeling and analysis techniques is to overcome these limitations. Generally, these approaches can be classified as knowledge- or data-driven ones (Figure 1). Knowledge-driven methods use in most cases extensive, curated lists of gene sets, processes, or pathways and use statistical methods (with or without explicit pathway information) to find overrepresentation/enrichment of these gene sets in biological datasets. These methods tend to give more biological insights than simple lists of differentially expressed genes, thus they are more appropriate for hypothesis generation. However, in most cases the used gene sets are too general to identify real causal information from data. On the other side, data-driven methodologies, including machine learning models, focus on predictive performance. Predictive performance of systems biology models is important from several points. At first, predictive models can be important in different fields of biology from drug discovery to patient stratification. Also, one can argue, if some biological phenotype is predictable from omics data, that means that the prediction model identifies the underlying biological mechanisms. However, these later claims are unfortunately overrated: machine learning models can learn some technical biases and confounding factors of the analyzed datasets, which foster prediction performance but hamper biological understanding and generalization. Also, several of the best performing machine learning models are “black-box” models, meaning it is complicated to derive the exact prediction mechanisms from them, which also prevents biological interpretation.

Recently, several new methods were developed to bridge these differences between knowledge- and data-driven methodologies. These “causal reasoning tools” connect prior-knowledge networks (like signaling pathways or gene regulatory networks) with genome scale gene expression or proteomics measurements and use statistical tools to identify contextualized, sample-specific signaling network alterations and thus causal effects explaining the observed data. These methods have been shown to better estimate pathway activity changes than classical knowledge-driven methodologies in different benchmarks.

Babur et al. (2021) added a new, interesting methodology to this later toolset. *CausalPath* uses kinase/phosphatase—substrate and transcription factor—regulated gene relationships from the Pathway Commons database to create graphical patterns. These graphical patterns are causal associations like “KinaseA is active when phosphorylated on site P1, Active KinaseA phosphorylates ProteinB on site P2.” These kinds of graphical patterns are matched with measurements like “KinaseA is phosphorylated on site P1, and ProteinB is phosphorylated on site P2,” leading to causal conjectures like “KinaseA phosphorylates ProteinB in the given dataset”, identifying the potential causal way of signaling. *CausalPath* also tests the statistical significance of the derived results using a data label permutation-based approach. In their paper, the authors test their methodology in different cancer-related datasets, and they successfully identify mechanisms of action of different ligands and drugs from proteomics data.

The results of Babur et al. (2021) also highlight the importance of using the correct type of prior knowledge with the corresponding omics modality. When they used gene regulatory networks with proteomics data, the inferred causal networks were not statistically significant, while using the same prior-knowledge network with gene-expression data resulted in significant causal associations. These results also highlight a general problem of systems biology modeling: given the higher abundance of transcriptomics datasets (compared to phosphoproteomics, for example), gene expression data are more frequently used in modeling studies. However, the used prior-knowledge networks are defined on the level of protein activities (pathways) in most cases. As the
association between gene expression and protein abundance/activity can be modest, using gene-expression data with pathway networks can lead to incorrect interpretation of the results. These considerations, and also the results of Babur et al. (2021), suggest the crucial importance of using matching prior-knowledge networks and data, like gene regulatory networks with transcriptomics and signaling networks with (phospho)proteomics. Correct integration of different types of prior-knowledge networks and data types also promises to identify causal associations in multi-omics datasets.

While currently the most important aspect of causal reasoning tools is biological hypothesis generation, assessing the predictive performance or causal reasoning tools is also crucial for benchmarking the different methods to select the best-performing ones. In their paper, Babur et al. (2021) compared their method to several existing ones, which is a good first step toward this direction.

However, as more and more related tools are developed, it is crucial to perform unbiased, independent benchmarking. A bottleneck for this benchmarking is high-quality data where causal associations are already known. For this purpose, perturbation data (where the general cause of changes is given by the used perturbation, i.e., drug, genetic manipulation etc.) looks most suitable, but off-target effects of perturbations (drugs, small interfering RNA [siRNA]) can complicate method evaluation. Nevertheless, large-scale benchmarking projects, like Dialogue on Reverse Engineering Assessment and Methods (DREAM) Challenges can foster the development and assessment of causal reasoning systems biology tools in the future.
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