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ABSTRACT
We perform a suite of simulations with realistic gravity and thermal balance in shells to quantify the role of the ratio of cooling time to the free-fall time ($t_{\text{cool}}/t_{\text{ff}}$) and the amplitude of density perturbations ($\delta \rho / \rho$) in the production of multiphase gas in the circumgalactic medium (CGM). Previous idealized simulations, focusing on small amplitude perturbations in the intracluster medium (ICM), found that cold gas condenses out of the hot ICM in global thermal balance when the background $t_{\text{cool}}/t_{\text{ff}} \lesssim 10$. Sources such as galaxy wakes and dense cosmological filaments can seed large density contrast in the medium and give rise to cold gas in halos with $(t_{\text{cool}}/t_{\text{ff}}) > 10$, consistent with the recent observations. From our simulations, we introduce a condensation curve in the $(\delta \rho / \rho) - \min(t_{\text{cool}}/t_{\text{ff}})$ space, that defines the threshold for condensation of multiphase gas in the CGM. We show that this condensation curve corresponds to $(t_{\text{cool}}/t_{\text{ff}})_{\text{blob}} \lesssim 10$ applied to the overdense blob instead of the background for which $t_{\text{cool}}/t_{\text{ff}}$ can be higher. We also study the modification of the condensation curve under different conditions like entropy stratification, jet injection and the introduction of buoyantly rising bubbles. Steeper (positive) entropy gradients and bubbles shift the condensation curve to higher amplitudes of perturbations (i.e., make condensation difficult) while gentle outflows shift it to lower amplitudes of perturbations, making condensation easier. A constant entropy core, applicable to the CGM in smaller halos, shows condensation over a larger range of radii as compared to the steeper entropy profiles in the ICM.
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vestigate if the physical principles, applicable to understand the formation of cold gas in the ICM, can be consistently generalized in the context of the CGM.

The formation of cold gas via local thermal instability and its relation to cluster observables have been the focus of observations as well as simulations of galaxy clusters (Sharma, Parrish & Quataert 2010, McCourt et al. 2012, Salomé et al. 2006, Tremblay et al. 2012, Voit et al. 2015b, Tremblay et al. 2016). According to the models built on this idea, these cold clumps provide fuel for the central black hole and feedback jets that maintain thermal balance, thus completing the feedback cycle (Pizzolato & Soker 2005, Li & Bryan (2014), Prasad, Sharma & Babul (2015), Voit et al. 2015a). Earlier simulations have shown that condensation due to local thermal instability is triggered only when the background ICM has the minimum ratio of the cooling time to the free-fall time \( t_{\text{cool}}/t_{\text{ff}} \) below \( \sim 10 \) for realistic cool cluster cores (McCourt et al. 2012, Sharma et al. 2012b).

Recently Meece, O’Shea & Voit (2015) claimed, based on their idealized simulations, that cold gas can condense out even if the ratio of the cooling time to the free-fall time is larger than 10. Following that, Choudhury & Sharma (2016), using global linear stability analysis and idealized simulations, explored the possibility of higher threshold values of the ratio by considering idealized potentials, somewhat different from the NFW potential typically considered in clusters. These studies also find that the \( t_{\text{cool}}/t_{\text{ff}} \) threshold lies around 10 (within at most a factor of 2) for realistic clusters, as long as the density perturbations \( \delta \rho/\rho \) are small (\( \lesssim 1 \)).

Hogan et al. (2017) recently observed the profiles of 56 clusters from Chandra X-ray observatory (33 out of which are cool cores with Ho emission) and deduced that almost all of these have \( \min(t_{\text{cool}}/t_{\text{ff}}) \gtrsim 10 \). A larger sample from Pulido et al. 2017 shows some cores with \( \min(t_{\text{cool}}/t_{\text{ff}}) < 10 \), but discrepancies between observations and simulations remain (see section 4.4 of Pulido et al. 2017 for a detailed discussion; see also section 4.1 of Prasad, Sharma & Babul 2018). This raises doubts on thermal instability models and gives impetus to understand multiphase condensation with large \( t_{\text{cool}}/t_{\text{ff}} \).

It is anticipated that large density perturbations make it easy for condensation to occur (Pizzolato & Soker 2005, Singh & Sharma 2015). In this paper, we set up extensive numerical experiments to explore the role of density perturbations in multiphase condensation. We begin with a hydrostatic ICM, confined by the NFW potential (and additionally BCG potential in some cases) and defined by a radially varying entropy profile, identical to what is described in Choudhury & Sharma (2016). We introduce large, isobaric density inhomogeneities in some of the background profiles. The main motivation of our work is to understand how the initial background \( t_{\text{cool}}/t_{\text{ff}} \) and amplitudes of density perturbations, \( \delta \rho/\rho \), govern the condensation of multiphase gas in the ICM. Earlier idealized simulations, which found \( \min(t_{\text{cool}}/t_{\text{ff}}) \approx 10 \) threshold to be robust in the cluster-gravity regime, focussed only on low amplitude perturbations (\( \delta \rho/\rho \)).

We scan the range of the two key parameters \( (\delta \rho/\rho, \min(t_{\text{cool}}/t_{\text{ff}})) \) to delineate the space in which multiphase condensation occurs. We find that large background \( t_{\text{cool}}/t_{\text{ff}} \) requires a large initial perturbation for cold gas to condense out. Large density perturbations may explain the cold gas in clusters of significantly high background \( \min(t_{\text{cool}}/t_{\text{ff}}) \) than the threshold value of 10. However, we see that the condensation curve roughly traces out the locus of \( t_{\text{cool}}/t_{\text{ff}} \lesssim 10 \) for a small overdensity seeded in the background medium. For large amplitudes of perturbations, the effective \( t_{\text{cool}}/t_{\text{ff}} \) of the overdense blob has to fall below a threshold to obtain multiphase condensation in a background medium having a significantly large \( t_{\text{cool}}/t_{\text{ff}} \).

Radio and X-ray observations show large-scale, low-density cavities that are the relics of jet events in cool-core clusters. The trails of these high-speed jets can contain tiny regions, roughly at the same pressure with the surroundings, but with a larger local density than that of the background. Larger density perturbations are also expected for lower mass CGM where feedback is expected to cause larger deviation from HSE (Oppenheimer 2018, Fielding et al. 2017). Cold mode accretion along cosmological filaments can generate large overdensities as well (Kereš & Hernquist 2009). We mimic such large density enhancements in the ICM by putting large amplitude, isobaric density perturbations in our idealized model. We also test the robustness of our condensation curve for various scenarios such as localized perturbations, rising buoyant bubbles, jets, and different entropy stratification.

Voit et al. (2017) argued that the role of the radial entropy gradient in the ICM is underestimated and it primarily regulates the stochastic cold accretion and feedback cycles. So we study the effects of entropy variation on the condensation curve by using different initial entropy profiles. We find that presence of the internal gravity waves with a positive entropy gradient, does make condensation difficult, requiring moderately lower values of \( \min(t_{\text{cool}}/t_{\text{ff}}) \) for condensation. On the other hand with a constant entropy in which internal gravity waves are absent, it is only slightly easier to condense. Thus, just the linear response may not predict cold gas condensation very accurately. However, we find disrupted large cores and relatively enhanced cold gas in a constant entropy medium, once condensation is triggered. This flatter entropy profile (large core) is probably more relevant for lower mass halos (such as Milky Way) in contrast to clusters.

In section 2, we describe the set up and relevant details of initialization of the virialized ICM. Section 3 shows the results. We discuss the astrophysical implications of our results in section 4. We conclude in section 5.

2 PHYSICAL/SIMULATION SETUP

2.1 Model & equations

We model the initial background ICM to be in hydrostatic and thermal equilibrium. The following equations describe the evolution of the gas.

\[
\frac{D \rho}{Dt} = -\rho \nabla \cdot \mathbf{v} + S_\rho,
\]

\[
\frac{D \mathbf{v}}{Dt} = -\frac{1}{\rho} \nabla p - g \hat{r} + \frac{1}{\rho} S_{\rho \mathbf{v}} \mathbf{v} \hat{r},
\]

\[
\frac{p}{(\gamma - 1) D} \left[ \ln \left( \frac{p}{\rho^\gamma} \right) \right] = -q^- (n, T) + q^+ (r, t),
\]

where \( D/Dt \) is the Lagrangian derivative, \( \rho, \mathbf{v} \) and \( p \) are...
are mass density, velocity and pressure; $\gamma = 5/3$ is the adiabatic index; $q^{-1}(n,T) \equiv n_e n_i \Lambda(T)$ ($n_e \equiv \rho/[\mu_e m_p]$ and $n_i \equiv \rho/\mu_i m_p$) are electron and ion number densities, respectively; $\mu_e = 1.17$, $\mu_i = 1.32$, and $m_p$ is proton mass) and $q^+(r,t) \equiv (q^{-1})$ (which imposes thermal balance in shells), $\Lambda(T)$ is the temperature-dependent cooling function. We use a fit to the plasma cooling function with a third of the solar metallicity, given by Eq. 12 and the solid line in Fig. 1 of Sharma, Parrish & Quataert (2010). Thus the setup is very similar to Sharma et al. (2012b), the main difference being large density perturbations. In some runs, we inject kinetic jets of constant power with jet mass and momentum source terms which we describe in section 2.3.6.

2.1.1 Gravitational potential

For some of our runs we use the standard NFW (Navarro, Frenk & White 1996) gravitational potential as given by Eqs. 4 and 5 of Choudhury & Sharma (2016). For some runs, we add a BCG potential to the NFW potential, of the following form,

$$\Phi_{\text{BCG}} = V_c^2 \ln(r/r_0),$$

where $V_c = 350 \text{ km s}^{-1}$ and $r_0 = 1 \text{ kpc}$. This accounts for the gravity due to the central galaxy which typically dominates within $\sim 10 \text{ kpc}$.

2.1.2 Equilibrium profile

We have a background hydrostatic equilibrium which implies $d\rho_0/dr = -\rho_0 g$, where a subscript ‘0’ refers to equilibrium quantities and the acceleration due to gravity $g \equiv d\Phi/dr$ ($\Phi$ is the fixed gravitational potential). The entropy profile of the ICM in initial hydrostatic equilibrium is specified as (Cavagnolo et al. 2009)

$$K(r) = \frac{T_{\text{eq}} V}{n_e^{\alpha/2}} = K_0 + K_{100} \left( \frac{r}{r_{100}} \right)^{\alpha},$$

where $r_{100} = 100 \text{ kpc}$. We vary $K_0$ to obtain background profiles with different $t_{\text{cool}}/t_\text{ff}$. There are runs in which we study the effect of entropy variation. For these cases we either have $K_0 = 0$ or $K_{100} = 0$, and hence vary the non-zero parameter. Additionally, we have runs in which we vary $\alpha$ to obtain a stronger entropy stratification.

2.1.3 Important timescales

The thermal instability (TI) time-scale (the inverse of the local exponential growth rate for a constant heating rate per unit volume) is relevant for the isobaric modes and is given by,

$$t_{\text{TI}} = \frac{\gamma t_{\text{cool}}}{(2 - d \ln \Lambda/d \ln T)},$$

where

$$t_{\text{cool}} = \frac{n k_B T}{(\gamma - 1) n_e n_i \Lambda}.$$  

We use $\min(t_{\text{cool}}/t_\text{ff})$ and $\min(t_{\text{TI}}/t_\text{ff})$ interchangeably as the values are almost equal for clusters. For only free-free cooling (with $\Lambda \propto T^2$) relevant to clusters, $t_{\text{TI}} = (10/9) t_{\text{cool}}$ but it may differ in other cases. The free-fall time

$$t_\text{ff} = \left( \frac{2 r}{g} \right)^{1/2},$$

where $g(r)$ is the gravitational acceleration at the radius of interest.

2.2 Simulation setup

We use the ZEUS-MP code (Hayes et al. 2006) to solve Euler equations with source terms such as heating, cooling, and gravity (Eqs. 1-3). The initial condition consists of a hydrostatic equilibrium profile (described in section 2.1), superposed with isobaric density perturbations.

2.2.1 Grids and geometry

All the simulations are done in spherical $(r,\theta,\phi)$ coordinates with a resolution $256 \times 256$ $(N_r \times N_\phi)$. The radial grid in spherical runs is logarithmic, with an equal number of grid points from 1 to 10 kpc and 10 to 100 kpc. We had to perform hundreds of simulations to map out the condensation curve in the $(\delta - t_{\text{TI}}/t_\text{ff})$ space and hence 3D simulations are prohibitively expensive.

2.2.2 Initial and boundary conditions

We seed isobaric density perturbations described in section 4.1.2 of Choudhury & Sharma (2016), except that we vary the amplitudes in the current work. We label our runs with the maximum value of overdensity $\delta$ where

$$\delta(r,\theta,\phi) = \frac{\rho(r,\theta,\phi) - \bar{\rho}(r)}{\bar{\rho}(r)}$$

and $\bar{\rho}$ denotes shell-averaged quantity. The overdensity field is identical for all the runs and we simply scale the amplitude
for different simulations. We use $\delta_{\text{max}}$ and $\delta_{\text{rms}}(r)$ in this work extensively, to denote the maximum value of $\delta$ over the entire simulation box and the root-mean-square $\delta$ in each shell, respectively.

At the outer boundary the electron number density is fixed to be $n_{e, \text{out}} = 0.00875$ cm$^{-3}$ for most of the runs. For the runs with a constant initial entropy (and the runs presented in section 3.3.1) the value is $n_{e, \text{out}} = 0.035$ cm$^{-3}$. In this case, we start with higher densities in general because simulations with higher outer densities are better behaved numerically (compare Figure 2 and Figure 7 for the initial profiles). We perform appropriate comparisons of these runs having high outer densities with the standard runs to verify the robustness of our results. All these runs with higher $n_{e, \text{out}}$ show threshold $t_{\text{pur}}/t_{\text{T}}$ for condensation, which are consistent with the condensation curve.

The boundary conditions in the radial direction allow outflow at the inner boundary ($r_{\text{in}} = 1$ kpc) and inflow at the outer boundary ($r_{\text{out}} = 100$ kpc), with the density and internal energy density fixed to their initial equilibrium values at the outer boundary. The boundary conditions for $\theta$ ($0 < \theta \leq \pi$) and $\phi$ ($0 < \phi \leq 2\pi$) directions are, respectively, reflective/axisymmetric and periodic.

### 2.2.3 Initial negative density

We investigate the effects of very large ($\delta > 1.0$) amplitude density perturbations in the ICM and while doing so, we find that some grid points develop negative density at $t = 0$. To solve this problem and to keep the mean background density profile unaltered, we do the following. We add a floor density at the points with negative density. We keep track of the gas profile unaltered, we do the following. We add a floor density where $\rho_{\text{sub}} = \frac{\int_{A_{\text{out}}} \left( \rho_{\text{out}} - \rho_{\text{ad}} \right) r^2 \sin \theta d\theta d\phi}{\int_{A} r^2 \sin \theta d\theta d\phi} \quad (10)$

where $\rho_{\text{ad}}$ denotes the density at the grid points where it becomes negative, $A_{\text{out}}$ implies that the integral in the numerator is carried out over the grid points with negative densities in a given shell, $\rho_{\text{sub}}$ is the density that should be calculated and subtracted for each grid point in the shell and the integral in the denominator is carried out over all the grid points in the shell.

### 2.3 Numerical experiments

In this section we briefly describe the various numerical experiments that we carry out to quantify the relative role of background $\min(t_{\text{cool}}/t_{\text{T}})$ and density perturbations in multiphase condensation. Table 1 shows all the numerical experiments concisely.

#### 2.3.1 NFW potential with different perturbations

For this setup, our gravitational potential is only due to the dark matter halo. The initial background density and cooling time are fixed by the entropy parameters $K_0$ (see section 2.1.2). Figure 1 shows the typical initial conditions for this setup. For different background profiles (with different $\min(t_{\text{cool}}/t_{\text{T}})$), we initialize the ICM with different amplitudes of perturbations to map out the regime in which multiphase condensation happens. The runs with low amplitude perturbations ($\delta \lesssim 1$) result in the standard $\min(t_{\text{cool}}/t_{\text{T}}) \lesssim 10$ criterion that was explored most recently in Choudhury & Sharma (2016). For large perturbations ($\delta \gtrsim 1$), we ensure that the lowest density regions do not have negative values (see section 2.2.3).

#### 2.3.2 NFW+BCG potential with different perturbations

For these runs the potential is due to the dark matter as well as the central galaxy (section 2.1.1). Recent works (Hogan et al. 2017, Voit et al. 2015b, Prasad, Sharma & Babul 2018) have highlighted the importance of including the BCG gravity in cool-core clusters. Here the initialization is done exactly like in section 2.3.1. With the free-fall time shorter due to additional gravity, to get a similar $\min(t_{\text{cool}}/t_{\text{T}})$, for these runs we require the cooling times to be lower (or $K_0$ smaller) compared to the NFW-only regime.

#### 2.3.3 NFW+BCG potential with localized perturbations

In these simulations, we initialize isobaric perturbations only in a few localized spherical shells, with both high and low amplitudes. We put perturbations within $0.8H_1$ and $1.2H_1$, where $H_1$ is the radius around which we intend to perturb the medium. We want to explore how the radial location of perturbations can shift the zone of condensation in the $\min(t_{\text{cool}}/t_{\text{T}}) - \delta \rho/\rho$ parameter space. The first two panels of Figure 5 show examples of localized perturbations.

#### 2.3.4 NFW+BCG potential with perturbations & a bubble

In these simulations, we inject a low-density bubble in 2D, of radius 3 kpc and centered at 4 kpc so that it touches the inner boundary, and also perturb the background medium similar to some of the previous setups. The bubble has a density 0.1 times the background. The perturbations are small-scale when compared to the spatial extent of the bubble. The bubble will rise buoyantly and it is interesting to understand how that affects multiphase condensation. The third panel in Figure 5 shows the initialization with a spherical bubble (which is a torus in 3D because of axisymmetry). We also test the results with bubbles centered at 3 kpc and 2 kpc with radius 2 kpc and 1 kpc respectively. The results are quite similar.

#### 2.3.5 NFW+BCG potential with perturbations and entropy variation

We explore how the entropy gradient affects the susceptibility to condensation. There are two sets of runs for this investigation. The first in which the initial entropy (see section 2.1.2) is constant throughout the cluster ($K_{100} = 0$) and we vary $K_0$. In the other set, we have an initial condition with power-law entropy profiles ($K_0 = 0$) in which we vary $K_{100}$ and $\alpha$. 
Cold gas in the CGM

2.3.6 NFW+BCG potential with perturbations and jet

We inject jets, with mass and radial momentum source terms as in Eqs. 1 and 2, of constant mechanical power and mass-loading into the ICM. The source term consists of $S_p \propto \dot{M}_{\text{jet}}$ as described by Prasad, Sharma & Babul (2015), where $\dot{M}_{\text{jet}}$ is the jet mass-loading factor given by their Eq. 6 (we use a constant $\dot{M}_{\text{acc}}$, 0.01 $M_\odot$/yr and 0.1 $M_\odot$/yr for two sets of runs, unlike Prasad, Sharma & Babul 2015 who calculate $\dot{M}_{\text{acc}}$ at $\sim$ 1 kpc at each time-step). The velocity of the jet is fixed at $\approx$ 2$c$ and the jet has an opening angle of 15 degrees. The spatial distribution is described by eq. 5 of Prasad, Sharma & Babul 2015. Strong jets are usually expected to impinge the medium and create low-density regions surrounded by shells of large densities. Hence injection of jets can cause higher densities, driving condensation for a short time although they heat up the medium on an average and globally reduce the susceptibility to condensation. In our set-up, we also have cooling and heating balanced in shells. Hence injection of jets with large powers causes over-

---

**Figure 1.** The initial number density snapshots for fiducial runs with only NFW gravity ($K_0 = 8$ keVcm$^2$) and with large (left) and small (right) amplitudes of density perturbations ($\delta_{\text{max}} \approx 1.6$ and 0.32 respectively). The colorbar is clipped at the maximum and minimum values such that the density larger (smaller) than 0.1 (10$^{-3}$) cm$^{-3}$ corresponds to the reddest (bluest) color.

**Figure 2.** The initial shell-averaged profiles with only NFW gravity ($K_0 = 8$ keVcm$^2$) and with the amplitude of perturbations $\delta_{\text{max}} \approx 0.32$. The secondary y-axis shows $\delta_{\text{rms}}$ (calculated according to Eq. 12) and $\delta_{\text{max}}$ at each radius.
heating in the medium and prevents condensation. The two cases of jet injection that we try, inject small mechanical powers, $1.5 \times 10^{41}$ ergs$^{-1}$ (low) and $1.5 \times 10^{42}$ ergs$^{-1}$ (high). Moreover, the low energy injection rates also reflect in a gentle subsonic wind in the cluster core instead of a powerful outflow and the jet does not significantly heat the gas. We prefer to keep the thermal balance in the shells to compare the results with the rest of the cases and understand the effect of jets in multiphase condensation in a background hydrostatic and thermal balance. Hence this setup is not well motivated for jet simulations. Therefore our jet results should only be considered indicative.

3 RESULTS

We explain our results in this section. All our runs are carried out for a maximum of 15 Gyrs.

The most significant aim of this paper is to delineate a condensation zone in the $(\delta \rho/\rho)$ - min$(t_{\text{cool}}/t_{\text{ff}})$ space. Note that the min$(t_{\text{cool}}/t_{\text{ff}})$ is measured in the unperturbed ICM. The threshold or the boundary of the condensation zone is simply defined by the min$(t_{\text{cool}}/t_{\text{ff}})$ or $\delta \rho/\rho$ at which at least some cold gas forms within 15 Gyrs. We do not quantify the amount of cold gas formed in detail but we have some comparisons of that for the cases with different entropy profiles (section 3.3.1). More cold gas is expected the further we go from the threshold line into the condensation zone (Choudhury & Sharma 2016 discuss in more detail how much gas can condense out for different ICM profiles).

To assess the regime of multiphase condensation, we vary the density perturbation amplitude characterized by the maximum value of $\delta$, $\delta_{\text{max}}$. Note that $\delta_{\text{max}}$ is the overdensity at a radius, not equal to the radius of min$(t_{\text{cool}}/t_{\text{ff}})$. It provides an appropriate label for the amplitude of perturbations of a medium in which inhomogeneities are seeded throughout the medium.

3.1 NFW

In this section we build up our condensation curve based on the NFW-only simulations. We perform a series of runs with different amplitudes of initial perturbations for different average $t_{\text{cool}}/t_{\text{ff}}$ profiles that are set by varying $K_0$ (see section 2.1.2). Figure 2 shows the 1D profile of shell-averaged number density and $t_{\text{cool}}/t_{\text{ff}}$ for the runs with $\delta_{\text{max}} = 0.32$. We have also shown the corresponding root mean square $\delta$ (Eq. 12) and $\delta_{\text{max}}$ as a function of radius $r$.

3.1.1 Defining the parameter space

Figure 3 shows the condensation curve, to the right/bottom of which there is cold gas formation due to local thermal instability (2.3.1). We have a set of runs in which the amplitude of perturbations ($\delta_{\text{max}}$) is fixed and we try to investigate up to what maximum value of min$(t_{\text{cool}}/t_{\text{ff}})$ at $t = 0$, we can observe the formation of cold gas by 15 Gyrs. The corresponding curve has vertical down arrows showing the region which forms multiphase gas. We have another set in which we fix a background profile with a given value of min$(t_{\text{cool}}/t_{\text{ff}})$ for each run and we find out the minimum amplitude of density perturbation which triggers the formation of cold gas.

\[ \delta_{\text{max}}(r) = \frac{\int_{r} \int_{\text{solid angle}} \rho \sin(\theta) d\theta d\phi}{\int_{r} \int_{\text{solid angle}} \rho \sin(\theta) d\theta d\phi} \]  

(12)

The horizontal right arrows signify the condensation zone. This plot shows that given a large enough amplitude, the background profile with even quite high min$(t_{\text{cool}}/t_{\text{ff}})$, can form cold gas.

3.1.2 Correlation of $\dot{M}$ at the inner boundary and $\delta_{\text{rms}}$ at min$(t_{\text{cool}}/t_{\text{ff}})$

The crucial question to explore, given a background min$(t_{\text{cool}}/t_{\text{ff}})$, is how the core with large perturbations differs from a core with small perturbations. The onset of condensation is expected to be seen within the location of min$(t_{\text{cool}}/t_{\text{ff}})$ first and at least a fraction of the cold gas thus formed, is expected to move inward. So we expect the mass accretion rate through the inner boundary to shoot up as the gas condenses out. In this section, we investigate how $\delta_{\text{rms}}$ at min$(t_{\text{cool}}/t_{\text{ff}})$ and $\dot{M}$ measured at the inner boundary are correlated.

The left panel in Figure 4 shows the correlation between accretion across the inner boundary and the density fluctuation ($\delta_{\text{rms}}$) at the position of min$(t_{\text{cool}}/t_{\text{ff}})$. The red and green solid lines belong to a run with large initial perturbations ($\delta_{\text{max}} \approx 1.6$) while orange and blue solid lines correspond to a run with small initial perturbations ($\delta_{\text{max}} \approx 0.32$) throughout the ICM. We calculate $\dot{M}$ at the inner boundary $(r_1)$ as

\[ \dot{M} = \int \rho_1 v_1 \sin(\theta) d\theta d\phi \]  

(11)

The rms amplitude is calculated in the following way

\[ \delta_{\text{rms}}(r) = \frac{\int_{r} \int_{\text{solid angle}} (\rho(r, \theta, \phi) - \bar{\rho}(r))^2 r^2 \sin(\theta) d\theta d\phi}{\int_{r} \int_{\text{solid angle}} r^2 \sin(\theta) d\theta d\phi} \]  

(12)
Figure 4. The relation between the mass accretion rate at the inner boundary ($\dot{M}$) and the rms density perturbation amplitude ($\delta_{\text{rms}}$) measured at the location ($H$) averaged between 0.9$H$ and 1.1$H$ of $\min(t_{\text{H}}/t_{\text{H}})$ for the low ($\delta_{\text{max}} = 0.32$) and high ($\delta_{\text{max}} = 1.6$) amplitude runs with $K_9 = 8$ keVcm$^2$ & $K_{100} = 80$ keVcm$^2$. Left panel: evolution of $\dot{M}$ and $\delta_{\text{rms}}$ with time. Right panel: the correlation between $\dot{M}$ and $\delta_{\text{rms}}$ at $H$.

where $\bar{\rho}(r)$ is shell-averaged density. Now $\delta_{\text{rms}}(r)$ is averaged within 0.9$H$ and 1.1$H$ where $H$ is the radius of $\min(t_{\text{H}}/t_{\text{H}})$.

It is evident that accretion is highly correlated with $\delta_{\text{rms}}$ particularly for a reasonably large $\delta_{\text{rms}}$ at $H$ (see right panel of Figure 4). For smaller perturbations, the density fluctuations growing at $\min(t_{\text{H}}/t_{\text{H}})$ sometimes may not reach the inner boundary and remain suspended within the medium or mix with the hot surroundings before reaching the inner boundary. For the large perturbation amplitude, large cold blobs form and easily decouple from the ICM and hence the correlation is more prominent specifically at large $\delta_{\text{rms}}$ (although with a large scatter).

3.2 NFW+BCG: the condensation curve

In this section we present the condensation curve for the more realistic case of an NFW+BCG potential (see Figure 6). The presence of BCG reduces the threshold $\min(t_{\text{H}}/t_{\text{H}})$ to some extent for lower amplitudes. But again, with high enough amplitudes, any background profile seems to eventually form cold gas. The underlying red and green lines are for the cases where perturbations are present throughout the medium (following section 2.3.2). The arrows show the parameter that we vary ($\min(t_{\text{H}}/t_{\text{H}})$ or $\delta_{\text{max}}$) until cold gas is seen, while the other parameter is held fixed.

3.2.1 Localized perturbations

As we mention at the beginning of the section 3, the basic condensation curve is built out of two parameters $\min(t_{\text{H}}/t_{\text{H}})$ and $\delta_{\text{max}}$ where the latter denotes the value at the maximum amplitude of the overdensity field. These parameters only label the two variables throughout the domain. The shell-averaged values of $t_{\text{H}}/t_{\text{H}}$ and $\delta$ are different at different radii. We wish to study condensation curve for localized perturbation with a given value of $\delta$ and $t_{\text{H}}/t_{\text{H}}$.

We consider localized perturbations following section 2.3.3. The two ‘stars’ in Figure 6 represent the points corresponding to the two cases where perturbations are present only at the radius of $\min(t_{\text{H}}/t_{\text{H}})$ and the radius where our homogeneous perturbation field has the maximum amplitude ($\approx 55$ kpc with background $t_{\text{H}}/t_{\text{H}} \approx 15$). We increase $\delta$ until condensation happens. For these cases of localized perturbations, ($t_{\text{H}}/t_{\text{H}}$) and $\delta$ are calculated around the radius ($R_3$) of maximum $\delta = \delta_{\text{max}}$, within 0.99$R_3$ and 1.01$R_3$. The ‘stars’ follow a similar trend (with 10%-20% variation in the threshold $t_{\text{H}}/t_{\text{H}}$). Relatively, with localized perturbations it is slightly more difficult at the plane of $\min(t_{\text{cool}}/t_{\text{H}})$ but slightly easier at the plane of $\delta_{\text{max}}$ to condense than with perturbations throughout. But the general behavior of the condensation curve with the changes in $t_{\text{H}}/t_{\text{H}}$ and $\delta$ (either $\min(t_{\text{cool}}/t_{\text{H}})$ and $\delta_{\text{max}}$ or $[t_{\text{H}}/t_{\text{H}}]_{\text{loc}}$ and $\delta_{\text{loc}}$) remains similar.

It is also interesting to explore the condensation curve for localized perturbations seeded in the shells outside and inside the location of $\min(t_{\text{cool}}/t_{\text{H}})$. The brown and pink circles denote these runs respectively. If we put these points according to the background $\min(t_{\text{cool}}/t_{\text{H}}) = 8.18$, they will fall on the horizontal line $y = 8.18$. This line will cut the condensation curve at around $\delta \lesssim 0.1$. All the pink points correspond to amplitudes less than that while all the brown points correspond to a greater amplitude. This implies it is harder to form cold gas outside the radius of $\min(t_{\text{cool}}/t_{\text{H}})$ rather than inside it. This can also be understood in terms
Localized perturbations at min($t_{TI}/t_{ff}$)

Localized perturbations where $\delta$ is largest

Initialization with a bubble

Figure 5. The initial overdensity ($\delta$) for the two cases with localized perturbations (left two panels) and a low-density bubble (right panel) in the ICM with the NFW+BCG potential and the background entropy parameter $K_0 = 5$ keVcm$^2$ corresponding to min($t_{TI}/t_{ff}$) = 8.18. In the third panel, there is apparently a dense core at the center because it shows the density contrast between the background and the bubble.

Note that the condensation curve for localized perturbations (marked by the local values of the parameters and shown by the pink and brown points and the ‘stars’ in Figure 6) will deviate from the solid green line, which corresponds to the perturbations seeded everywhere. Figure 8 in Singh & Sharma 2015 also shows difference in condensation of a blob inside and outside min($t_{cool}/t_{ff}$).

3.2.2 Effects of a bubble and outflows

In this section, first we plot the points corresponding to runs with perturbations throughout the domain but with a low-density bubble near the inner boundary (following section 2.3.4). Placing the bubble near the center, we fix the background $t_{TI}/t_{ff}$ while varying $\delta_{\text{max}}$ to find the threshold amplitude for condensation. In Figure 6 these are marked by grey points with right grey arrows. The presence of a bubble slightly enhances the $t_{TI}/t_{ff}$ due to low density. The effect of the bubble is more noticeable for smaller $t_{TI}/t_{ff}$ because the bubble mixes with the background ICM and raises the effective cooling time before cold gas condenses. So a bubble actually prevents cold gas formation as it buoyantly rises. When min($t_{TI}/t_{ff}$) is high and there are large density perturbations anyway, the presence of a bubble does not make a difference and the trend follows the original condensation curve. Bigger/Smaller bubbles do not change the trend significantly.

We introduce jets of constant power into an identical ICM setup (following section 2.3.6). The jets enhance cold gas formation as we observe condensation for smaller perturbation amplitudes. For two different jet powers $\approx 10^{41}$ ergs$^{-1}$ and $\approx 10^{42}$ ergs$^{-1}$ (varying $\dot{M}_{\text{acc}}$) we have three runs each, corresponding to different initial min($t_{TI}/t_{ff}$) (given by lime-green and golden right-triangles in Figure 6) where we see that with a higher jet power it is mildly easier for cold gas to condense. Precisely, for the lowest min($t_{TI}/t_{ff}$), the threshold $\delta$ required is 3 times higher than that with higher jet power. Our jet injection increases the density of the CGM, rather than heat it, thereby making multiphase condensation easier.

3.3 NFW+BCG: background entropy variation

For the next three cases (light green, blue and black squares in Figure 6), we initialize the ICM with a constant entropy and a radially varying power-law entropy respectively (section 2.3.5). We try the second case for two different entropy gradients (blue: lower gradient, $\alpha = 1.1$; black: higher gra-
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Figure 6. The condensation curve similar to Figure 3, but with the NFW+BCG potential and varying different parameters. The red and green solid lines correspond to the runs with perturbations present throughout the cluster and form the backbone of this figure. Below this curve, the CGM is susceptible to condensation. The threshold \( \min(t_{TI}/t_{ff}) \) for multiphase condensation is shifted significantly for \( \delta \lesssim 1 \) under different conditions (jet, bubble, entropy variation). Jets enhance condensation while buoyant bubble and steep entropy gradients suppress it. Somewhat counterintuitively, even flat entropy (throughout) systems condense out at somewhat larger amplitudes compared to the fiducial green line. For localized perturbations, there is a small scatter around the condensation curve because local entropy gradients are different in the central region and in the outskirts. Note that the two parameters \( (t_{TI}/t_{ff}) \) and \( \delta \) in the case of localized runs are calculated locally. The thin dashed line corresponds to \( \min(t_{TI}/t_{ff}) = 8.18 \), the background value for the runs with localized perturbations.

3.3.1 Amount of cold gas with entropy variation: implications for the CGM

Because of numerical problems at the outer boundary with a realistic density, we have runs with constant entropy throughout in which we have increased \( n_{e,\text{out}} \) (section 2.2.2). We need to assure that the condensation curve is not affected due to a different outer density. Hence we test cases with different entropy profiles but using this new outer density. We compare three cases with different profiles: one with a constant inner entropy and outer power-law \( (K_0K_{100}) \), one with a constant entropy throughout the medium \( (K_0) \), and one with power-law entropy \( (\alpha = 1.1, \text{see section 2.1.2}) \) throughout the medium \( (K_{100}) \). For all the runs we keep the outer boundary at \( n_{e,\text{out}} = 0.035 \text{ cm}^{-3} \). We fix the maximum amplitude \( \delta_{\max} = 0.2 \) and scan across a range of background \( \min(t_{TI}/t_{ff}) \) to see up to what threshold value of this parameter (second column in Table 2) we see condensation.
The radial profiles for the backgrounds with the threshold $t_{\text{TI}}/t_\text{ff}$ that just show cold gas, are shown in Figure 7. The corresponding points for $K_0 K_{100}$ and $K_{100}$ coincide with the ones shown in the respective condensation curves (match the values in the second column of Table 2 with Figure 6 for $\delta_{\text{max}} = 0.2$). This way we verify that the outer density does not affect the condensation curve.

We also consider these three cases to compare the amount of cold gas produced in each case. For that, we do a few numerical experiments keeping the same amplitude of perturbation ($\delta_{\text{max}} = 0.2$) and lower the $q = \min(t_{\text{TI}}/t_\text{ff})$ below the threshold ($q_{\text{thresh}}$), that is, we move into the condensation zone. We try three different entropy profiles with $0.75 q_{\text{thresh}}, 0.7 q_{\text{thresh}}$ and $0.65 q_{\text{thresh}}$, respectively. Figure 8 shows the total cold gas mass as a function of time in the runs with $0.75 q_{\text{thresh}}$ and $0.65 q_{\text{thresh}}$. As expected we see an increase in the cold gas mass as we move into the condensation zone. The cases with large cores give maximum cold gas inside the condensation zone. The cases with $0.7 q_{\text{thresh}}$ follow a similar trend. The maximum radial extent up to which cold gas is seen in $K_0$ is also the largest as shown in Table 2, which also gives the amount of cold gas averaged over the entire time. This implies that for the CGM (which have larger cores), thermal instability models predict a higher amount of cold gas spread over larger radii. Figure 9 shows the mass-weighted cold gas radius ($r_{\text{cold}}$) and the maximum cold gas radius as functions of time. We calculate mass-weighted $r_{\text{cold}}$ as:

$$r_{\text{cold},M} = \int r_{\text{cold}} dM_{\text{cold}} \int dM_{\text{cold}}$$  \hspace{1cm} (13)

Figure 10 shows the gas mass fraction averaged over time for backgrounds with different fractions of $q_{\text{thresh}}$. The amount of cold gas in the run with entropy gradient is much smaller compared to the other two (flat entropy, core+power-law entropy) cases. Not only is the mass of the cold gas lower, but the rate of increase of the cold gas mass with a decrease in $q$ (a fraction of $q_{\text{thresh}}$) is also smaller for this case.

### 4 DISCUSSION AND ASTROPHYSICAL IMPLICATIONS

#### 4.1 Significance of the condensation curve

The condensation curve defines a zone of condensation in an idealized parameter space corresponding to any CGM envi-
environment. We do not quantify in detail how much gas condenses out (except in Figure 8 and Figure 10) within the condensation zone and whether it is sufficient for star formation. Instead we simply delineate the parameter space for which multiphase condensation occurs due to thermal instability. It is likely that more cold gas will be formed away from the condensation curve into the zone of condensation (Figure 8). For \( \delta_{\text{max}} \leq 1 \) \( \delta_{\text{min}}(t_{\text{cool}}/t_{\text{ff}}) < \delta_{\text{max}} \), valid for cool core clusters, the threshold value of background \( \delta_{\text{min}}(t_{\text{cool}}/t_{\text{ff}}) \) plays a pivotal role in determining whether multiphase condensation is possible. This corroborates earlier works which consider small, isobaric perturbations. The interesting feature of the condensation curve is that it steeply rises beyond the amplitude of \( \delta_{\text{max}} \approx 1 \). This makes it evident that high amplitude perturbations trigger condensation, almost irrespective of the ratio of the background \( t_{\text{cool}}/t_{\text{ff}} \). The relevance of a threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \) of the background medium loses significance in this regime. This may explain the cold gas formation for the backgrounds with \( \min(t_{\text{cool}}/t_{\text{ff}}) \) ratio as high as 15 – 30 (Hogan et al. 2017). However, note that cold gas can last longer if it has angular momentum and the ICM can be seen in a state of \( \min(t_{\text{cool}}/t_{\text{ff}}) \gtrsim 10 \) even if the cold gas originated in a state with the core lying below the threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \lesssim 10 \) (Prasad, Sharma & Babul 2015, Prasad, Sharma & Babul 2018).

The location of the large density contrast is also important for the susceptibility to condensation. From our localized perturbation runs it is evident that inside the region of \( \min(t_{\text{cool}}/t_{\text{ff}}) \), close to the center, condensation occurs even for locally high values of \( t_{\text{cool}}/t_{\text{ff}} \) (of course \( \min(t_{\text{cool}}/t_{\text{ff}}) \) is still smaller than the threshold). The ease of condensation closer to the center can be interpreted as a consequence of the shallower entropy gradient. Interestingly, for a constant entropy throughout the medium, the threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \) is smaller than that in core- plus power-law entropy profile, however, the quantity of gas that condenses out is significantly large and distributed over large radii.

We plot a modified version of the condensation curve in Figure 11 in which we take the condensation curves for NFW and NFW + BCG and label the perturbation amplitude by \( \delta_{\text{rms}} \) averaged around the radius \( R \) of \( \min(t_{\text{cool}}/t_{\text{ff}}) \) between 0.9\( R \) and 1.1\( R \). We do a simple analytic estimate to understand the condensation curve. For a single blob moving through the medium, we know that the ratio of the cooling time to the free-fall time in a background of density \( n_0 \), temperature \( T_0 \), cooling \( t_{\text{cool}}/t_{\text{ff}} = \left( t_{\text{cool}}/t_{\text{ff}} \right)_0 \) and density contrast \( \delta \) between the blob and the background, can be expressed as:

\[
\left( \frac{t_{\text{cool}}}{t_{\text{ff}}} \right)_{\text{blob}} = \frac{n_{\text{blob}} k_B T_{\text{blob}}}{n_{\text{blob}}^2 \Lambda(T_{\text{blob}}) T_{\text{ff, blob}}} = \frac{k_B T_{\text{blob}}^2}{n_{\text{blob}} T_{\text{blob}} \Lambda(T_{\text{blob}}) T_{\text{ff, blob}}} = \left( \frac{k_B}{n_{\text{blob}} T_{\text{blob}} \Lambda(T_{\text{blob}}) T_{\text{ff, blob}}} \right) T_{\text{blob}}^2
\]

Now we consider that the blob is in pressure equilibrium with the medium and hence \( n_0 T_0 = n_{\text{blob}} T_{\text{blob}} \) (this is justified because sound-crossing time is short). At a given radial location, the free-fall times for the blob and the background are the same: \( t_{\text{ff, blob}} = t_{\text{ff, 0}} \). Therefore, we can simply write \( T_{\text{blob}} = T_0 / (1 + \delta) \). We also consider a simple form of the cooling function as \( \Lambda(T) = \Lambda_0 T^{\alpha_c} \) and obtain the following

**Figure 9.** The radius of cold gas \( r_{\text{cold}} \) as function of time for the three entropy profiles \( K_0K_{100}, K_0 \) and \( K_{100} \) with \( 0.65 \delta_{\text{thresh}} \), where \( q = \min(t_{\text{cool}}/t_{\text{ff}}) \). The solid lines correspond to the mass averaged radius of the cold gas \( r_{\text{cold, M}} \) eq (13) and the dashed lines correspond to the maximum radius where cold gas is present \( r_{\text{cold, max}} \).

**Figure 10.** The time-averaged (over the entire 15 Gyr) cold gas mass for different entropy profiles \( (K_0K_{100}, K_0 \) and \( K_{100}) \) as a function of \( q_{\text{thresh}} \), 0.75\( q_{\text{thresh}} \), 0.75\( q_{\text{thresh}} \) and 0.65\( q_{\text{thresh}} \) where \( q = \min(t_{\text{cool}}/t_{\text{ff}}) \). This shows that on an average the run \( K_0 \) starts condensing larger amount of cold gas and this is also true deeper into the condensation zone. Note that the amount of cold gas for the power-law entropy profile \( K_{100} \) at 0.65\( q_{\text{thresh}} \) is comparable to the other cases \( (K_0, K_0K_{100}) \) at \( q_{\text{thresh}} = 1 \) and the rise in the mass fraction is maximum for a flat entropy profile.
4.2 Role of entropy gradient in condensation

Voit et al. (2017) gives significant emphasis on the role of entropy gradient in regulating feedback. According to their model, cold gas can condense out in two regions via different mechanisms: in the central isentropic zone due to thermal instability and due to uplift in the outer zones with steeper entropy profile. The authors argue that the power-law entropy zone plays a crucial role in the cool core feedback cycles. We confirm that multiphase condensation is less widespread with steeper entropy profile but contrary to the expectations from linear theory the constant entropy models give a smaller value of the threshold \( \min(t_{\text{T}1}/t_{\text{ff}}) \).

4.2.1 Implications of shallower entropy profile in the CGM

A large fraction of the CGM in smaller mass halos is expected to be within the location of \( \min(t_{\text{cool}}/t_{\text{ff}}) \) (or in other words, expected to have large isentropic cores; Sharma et al. 2012a, Maller & Bullock 2004), and hence multiphase condensation is expected to be more widespread. For our runs with constant entropy throughout the medium, the location of \( \min(t_{\text{cool}}/t_{\text{ff}}) \) is pushed almost up to the outer boundary. These runs mimic a CGM-like atmosphere with a large radial extent of the central core. The threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \) required for multiphase condensation in these runs, is, in fact, less than the ones which have a power-law entropy profile in the outskirts. But, we observe that once condensation is triggered, there is a large amount of gas cooling out of the background medium and over a large radial extent (see Figure 8 and Figure 9). This may explain the observation of cold gas along most lines of sight through the CGM (Tumlinson, Peeples & Werk 2017). However, for a CGM, the background medium is not necessarily in global thermal balance, particularly for reasonably small halo masses. Thus our results should be taken to be qualitative but robust indicators.

In our runs, the medium with constant entropy has relatively more condensed gas and is clearly more disrupted than the other two entropy profiles if we see the cores at one of the times of peak activity. Figure 12 shows the number density maps for all the cases at one of these times, which are not necessarily coincident. For \( K_{\alpha} \), the low-density hot bubbles generated in the central region (produced because of our heating prescription) can move out up to large radii freely, due to the lack of buoyant oscillations. Consequently, such bubbles grow and perturb the gas at large radii. We see distinct filaments spreading up to \( \approx 40 - 50 \) kpc and gas condenses out along these. For the core-\( T \)-power-law entropy profile, cooling and heating are confined within smaller radii. In the pure power-law profile, the cooling and disrupted phase of the gas remains more tightly confined than the former.

For the CGM it has been theoretically predicted that the virial shock can be unstable for significantly lower mass halos (Birnboim & Dekel 2003). Dense streams can enter

---

**Figure 11.** The condensation curve using the average \( \delta_{\text{rms}}(r) \) \( (\lesssim \text{local} \delta_{\text{max}}; \text{see red lines in Figure 2}) \) between 0.9\( H \) and 1.1\( H \) where \( H \) is the location of \( \min(t_{\text{cool}}/t_{\text{ff}}) \) in each run. The region shaded in yellow corresponds to \( t_{\text{cool}}/t_{\text{ff}} \) of the blob between \( \alpha_c = -1 \) and \( \alpha_c = 0.5 \) as described in eq. 14 which provides a good description of the condensation curve derived from our simulations.

expression.

\[
\left( \frac{t_{\text{cool}}}{t_{\text{ff}}} \right)_{\text{blob}} = \left( \frac{k_B}{\mu a T_0} \right) \frac{T_0^2}{(1 + \delta)^2} \left( \frac{t_{\text{ff}}}{t_{\text{cool}}(0)} \right)^{(1 + \delta)\alpha_c - 2} \tag{14}
\]

The yellow shaded region shows the parameter space corresponding to \( t_{\text{cool}}/t_{\text{ff}} \)_blob = 8 and the varying parameters being \( (t_{\text{cool}}/t_{\text{ff}})_0 \) and \( \delta \) between the values of \( \alpha_c = -1 \) (crudely mimicking galaxy cooling function) and \( \alpha_c = 0.5 \) (cluster cooling function). This simply shows that the condensation curve traces out the locus of \( t_{\text{cool}}/t_{\text{ff}} \)_blob = 8, i.e. multiphase condensation in the plane of background \( \min(t_{\text{cool}}/t_{\text{ff}}) \) happens such that the perturbations (rather than the background) maintain a threshold \( t_{\text{cool}}/t_{\text{ff}} \). Hence we generalize the idea that the background \( \min(t_{\text{cool}}/t_{\text{ff}}) \) must fall below a threshold for multiphase condensation, to the \( (t_{\text{cool}}/t_{\text{ff}}) \) of the overdense region.

Multiphase condensation may not always happen in the ICM and CGM when the background \( \min(t_{\text{T}1}/t_{\text{ff}}) \) is high. Recent X-ray observations like Werner et al. (2017) discuss the existence of red nugget galaxies, which are the building blocks for compact, massive galaxies at the current time and which have no recent star formation. One such system, Mrk 1216, has very short cooling times and small core entropy, which suggests that gas in the galactic core should condense out of the medium. But, with deeper gravitational potential, the \( t_{\text{cool}}/t_{\text{ff}} \) \( \approx 20 \) is somewhat high and it doesn’t show any signatures of recent condensation. Such systems, unlike the standard cool-core clusters (Pulido et al. 2017), can distinguish \( t_{\text{cool}}/t_{\text{ff}} \) models from those based on just \( t_{\text{cool}} \) or the core entropy. Since halos grow hierarchically due to gravity, the \( t_{\text{ff}} \) profiles are rather similar for typical halos. But these galaxies with unusual growth histories can be good testbeds to understand multiphase condensation in halos.
Cold gas in the CGM

The number density snapshots for the three different entropy profiles $K_0 K_{100}$, $K_0$ and $K_{100}$, for $0.65 \sigma_{\text{break}}$ at one of the times when the cores have extended cold gas. For $K_0$ gas condenses out along dense filaments distributed over a much larger region compared to the other two cases.

4.3 Role of outflows and bubbles in condensation

AGN jets can promote multiphase condensation in two ways: their trails entraining gas from the core and in case of supersonic jets, impinging into the medium and compressing regions in which density is enhanced. In our setup, there are overdense regions seeded already and the gentle outflows that we have can simply entrain the gas. We inject low jet powers (and thermal balance in shells) so perturbations can become denser due to entrainment and there is an onset of condensation with a smaller amplitude than what is predicted by the background condensation curve. With an injection of higher jet powers, it is relatively easier to obtain cold gas, particularly for a small background $t_{\text{cool}}/t_{\text{ff}}$ (comparing the lime-green and golden right triangles in Figure 6). However, it is worth mentioning that extremely powerful jets heat up the core on an average and the core has lower density for very long times (Prasad, Sharma & Babul 2015). In such a case, the total amount of cold gas (in an average sense) decreases in the system. In our setup, condensation becomes difficult for supersonic jets due to overheating.

Contrary to the jets, we observe that our buoyant bubbles have a negative impact on condensation. The bubble is disrupted after moving a small distance away from the center. But it prevents condensation particularly for small values of background $\min(t_{\text{cool}}/t_{\text{ff}})$, reducing this threshold to lower values for same amplitudes, compared to what is expected from the condensation curve. Revaz, Combes & Salomé (2008) show condensation occurring in the wake of large scale bubbles in their ICM simulations. However, the background ICM in these simulations, is not in thermal equilibrium, with a cooling flow occurring in a few hundred megayears. Without any heating source, the overdensities in the wake of the bubble can condense out easily given enough time. In fact, these simulations were run for only 600 Myrs and the minimum cooling time was around 400 Myrs. The cooling catastrophe can dominate in a few hundred Myrs for this case and most of the gas will cool down to very low temperatures even without a bubble. Our setup is qualitatively different because of the presence of heating (which we implement in the form of idealized thermally balanced shells).

Thus while jets are conducive to condensation of rea-
sonably large density perturbations, bubbles suppress the condensation. However, the magnitude of the effect is mild and does not affect the background condensation curve to a great extent. A thorough exploration of the entire parameter space of bubbles and jets is beyond the scope of the present work.

5 CONCLUSIONS

We carry out a suite of simulations to explore the factors that affect multiphase condensation in the CGM. Earlier simulations (McCourt et al. 2012, Sharma et al. 2012b) considered only small amplitude perturbations in the intracluster medium in hydrostatic and global thermal balance. They find that \( \min(t_{\text{cool}}/t_{\text{ff}}) \) in the background medium plays a pivotal role in determining whether multiphase condensation happens. While Sharma et al. 2012b put a threshold (≈ 10) for cold gas to form, which is corroborated by subsequent observations and simulations, Choudhry & Sharma (2016) explored the possibility of slightly higher values of threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \) for somewhat different potentials and find that it can vary within a factor of 2. Recent observations hint at multiphase medium for background \( t_{\text{cool}}/t_{\text{ff}} \) as high as ≈ 25 (Hogan et al. 2017). This partly motivates our investigation of the possible conditions under which a medium, with large background \( \min(t_{\text{cool}}/t_{\text{ff}}) \), can be susceptible to multiphase condensation. Our numerical experiments reveal that theoretically, it is always possible to condense gas out of the hot medium if the initial density inhomogeneities are large enough (Pizzolato & Soker 2005, Singh & Sharma 2015). Such large density perturbations can be due to compressed regions formed around low-density AGN-driven bubbles, stripping of dense gas from galaxies moving through the circumgalactic medium, cosmological cold filaments breaking up as they enter the virial radius, etc.

The main conclusions of our work are the following:

- **The condensation curve:** We introduce a condensation curve in the \( t_{\text{ff}}(t_{\text{cool}}/t_{\text{ff}}) - \delta_{\text{max}} \) plane which defines the regime in which multiphase condensation occurs in the ICM/CGM. This curve also shows that below an amplitude \( \delta_{\text{max}} \approx 1 \) (\( \delta_{\text{min}}(t_{\text{cool}}/t_{\text{ff}}) < \delta_{\text{max}} \)), it is the \( t_{\text{ff}}/t_{\text{ff}} \) ratio of the background atmosphere which governs condensation. For large perturbation amplitudes, the condensation curve rises steeply, implying that the background \( t_{\text{ff}}/t_{\text{ff}} \) has a relatively small role to play. On the contrary, the \( t_{\text{ff}}/t_{\text{ff}} \) of the condensing blob is what plays a crucial role in determining multiphase condensation. The condensation curve corresponds to the threshold \( t_{\text{cool}}/t_{\text{ff}} \) of the blob ~10 irrespective of the background (see section 4.1 and eq 14).

  We delineate the susceptibility of the medium to produce multiphase condensation but do not quantify in detail the amount of cold gas formed. However, the zone of condensation is below this curve and we show that we get more cold gas if we move away from the condensation curve into this zone.

- **Localized perturbations slightly deviate from the curve but follow the trend:** The condensation curve is defined by labeling our runs with the background \( \min(t_{\text{ff}}/t_{\text{cool}}) \) and the maximum value of the amplitude of density perturbations (\( \delta \)). However, \( \delta \) and \( t_{\text{cool}}/t_{\text{ff}} \) (or \( t_{\text{ff}}/t_{\text{cool}} \)) vary spatially. Local condensation depends on the local values of these parameters. In order to understand how the radial location of overdensity affects multiphase condensation, we seed perturbations only in narrow radial shells. These tests show that the amplitude of perturbations required for condensation, in case of localized perturbations, is close to what we expect from the condensation curve.

- We move one inward from the radius of \( \min(t_{\text{ff}}/t_{\text{cool}}) \), it is harder to get cold gas because the local \( t_{\text{cool}}/t_{\text{ff}} \) is large. However, note that outside the radius of \( \min(t_{\text{ff}}/t_{\text{cool}}) \), condensation in local patches (brown points in Figure 6) follows the locus of \( (t_{\text{cool}}/t_{\text{ff}})_{\text{blob}} \lesssim 10 \). As one moves inward from the radius of \( \min(t_{\text{ff}}/t_{\text{cool}}) \), condensation is relatively easier.

  - **Effect of entropy variation on the condensation curve:** We test the effect of entropy gradient by initializing some simulations with only constant entropy and some with power-law entropy. A constant entropy lowers the threshold \( \min(t_{\text{ff}}/t_{\text{cool}}) \), implying that the onset of condensation is somewhat difficult compared to the core+power-law entropy profile. On the other hand, a large entropy gradient clearly inhibits condensation.

  - **Implications on CGM observations:** In a medium with constant entropy throughout, it seems to be mildly difficult to initiate condensation as the threshold \( \min(t_{\text{cool}}/t_{\text{ff}}) \) is slightly smaller. However, for such profiles larger amount of gas cools out at the threshold and progressively more into the condensation zone relative to the fiducial entropy profile. The medium is disturbed to very large radii as both hot and cold blobs move over large distances (middle panel in Figure 12). Hence constant entropy runs have significant implications on the observations of ubiquitous multiphase gas in the CGM as smaller mass halos are expected to have shallower entropy profiles (e.g., see Figure 1 of Sharma et al. 2012b).

  - **Effect of outflows and bubbles on the condensation curve:** We investigate how the condensation curve is modified in the presence of bubbles and outflows. In our runs, we mimic a bubble by a patch of low density compared to the background. This locally increases the \( t_{\text{cool}}/t_{\text{ff}} \) and prevents condensation. For outflows, we inject low power jets because we balance cooling and heating in shells and do not want overheating due to energy injection by jets. This way we can compare the runs with and without outflows under similar conditions of background thermal balance. However, due to reasonably low powers, we only have gentle subsonic winds that essentially increases the density and shortens \( t_{\text{cool}} \) in the core. We see in our simulations that for high jet power (≈ 10^{42} \text{ ergs}^{-1}), the threshold amplitude of perturbations required is almost an order of magnitude less than what is expected from the condensation curve, with \( \min(t_{\text{ff}}/t_{\text{cool}}) \approx 10 \). When we decrease the jet power by a factor of 10, the threshold amplitude for the same background is 3 times higher. Note that this may not be a generic result for the ICM and on an average cold gas is obtained less frequently in presence of supersonic jets and AGN feedback cycles (Prasad, Sharma & Babel 2015) as the powerful jet events keep the core hot for a long time.

Lastly, we have tried to verify the condensation curve with a couple of 3D simulations. However, we could not carry out an exhaustive scan in the parameter space even for a single background profile because of the runs being immensely...
expensive. From our limited exploration, we see that the threshold $\min(t_{\text{cool}}/t_{\text{ff}})$ required for condensation is close to what is obtained in 2D for one of the backgrounds. We will do detailed comparisons with 3D simulations in the future.
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