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Abstract—Bayesian neural networks have successfully designed and optimized a robust neural network model in many application problems, including uncertainty quantification. However, with its recent success, information-theoretic understanding about the Bayesian neural network is still at an early stage. Mutual information is an example of an uncertainty measure in a Bayesian neural network to quantify epistemic uncertainty. Still, no analytic formula is known to describe it, one of the fundamental information measures to understand the Bayesian deep learning framework. In this paper, we derive the analytical formula of the mutual information between model parameters and the predictive output by leveraging the notion of the point process entropy. Then, as an application, we discuss the parameter estimation of Dirichlet distribution and show its practical application in the active learning uncertainty measures by demonstrating that our analytical formula can improve the performance of active learning further in practice.
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I. INTRODUCTION

Uncertainty quantification plays a crucial role in managing and controlling exposed risks during optimization and decision-making in modern machine learning problems as the trained system is getting more complicated [1]–[4]. Bayesian approximation [5], [6] and ensemble learning methods [7]–[9] are two of the most widespread techniques to quantify uncertainties in the deep learning literature. The Bayesian neural network typically assumes a stochastic design to produce a posterior probability given prior knowledge. For example, the variational encoding approach is widely adopted [10]. The most straightforward Bayesian approximation is leveraging dropout layers [11]. Another way is applying Laplace approximation [12], [13].

However, with its recent success, information-theoretic understanding about the Bayesian neural network is still at an early stage. Mutual information is an example of an uncertainty measure to quantify epistemic uncertainty [14]. Another conditional entropy term is an example of an aleatoric uncertainty. Both uncertainty measures are practically crucial to evaluate the confidence or fairness of the model. For example, epistemic uncertainty captures the model uncertainty (lack of knowledge), and aleatoric uncertainty captures the inherent data uncertainty. Still, no analytic formulas are known to describe them [11], [15], which are fundamental information measures to understand the Bayesian deep learning framework.

In this paper, we derive the analytical formula of the mutual information between model parameters and the predictive output by leveraging the notion of the point process entropy [16] and assuming that the intermediate encoded message in the Bayesian neural network follows a Dirichlet distribution since Dirichlet distribution family is the most natural and flexible family of probability distributions over a simplex in classification problem. Then, as a direct application, we discuss the parameter estimation of Dirichlet distribution and show its practical application in the active learning uncertainty measures by demonstrating that our analytical formula can improve the performance of active learning further in practice.

II. INFORMATION-THEORETIC FORMULATION OF BAYESIAN NEURAL NETWORKS

For simplicity, throughout this paper, we consider a classification problem with a Bayesian neural network approximated by Monte-Carlo (MC) dropouts [6], [11]. However, we note that our analytic framework does not have to be confined to the dropout regime. For example, our proposed framework can also be generalized to Gaussian process [17]–[19] or to leverage Laplace approximation in neural network [20], [21].

In an information-theoretic point of view, we can simplify the Bayesian neural network $\Phi(\cdot, \omega)$ with stochastic model parameters $\omega$ as an encoder-decoder communication channel. Given the data $x$, the sender sends a message $(x, \omega)$ equipped with model parameters $\omega$ through the Bayesian channel, then the receiver receives a message $Y(x, \omega)$ through the decoder. Figure 1 illustrates a diagram in this communication process.

![Diagram of a Bayesian neural network channel framework](image)

Fig. 1: Bayesian neural network channel framework

Under this framework, the Bayesian deep neural network $\Phi$ produces the intermediate prediction probability for a data point $x$:

$$\Phi(x, \omega) := (p_1(x, \omega), \ldots, p_C(x, \omega)) \in \Delta^C,$$

where $\Delta^C = \{(p_1, \ldots, p_C) : p_1 + \cdots + p_C = 1, p_i \geq 0 \text{ for each } i\}$ and $C$ is the number of classes. For the final
class output $Y$, it is assumed to be a multinoulli distribution (or categorical distribution):

$$
Y(x, \omega) := \begin{cases}
1 & \text{with probability } P_1(x, \omega) \\
\vdots & \vdots \\
C & \text{with probability } P_C(x, \omega).
\end{cases}
$$

Similar to finding the channel capacity of the AWGN communication channel under power constraints [22], one may ask a similar question about the capacity of this Bayesian channel which is the mutual information between the model parameters $\omega$ and the output $Y$ denoting by $I(\omega, Y(x, \omega))$ given $x$, a.k.a. BALD [15], [23], [24]. In practice, controlling $\omega$ is not straightforward, but we can control the family of the encoded messages $\Phi(x, \omega)$ in a tractable manner [10], [24], [25]. Since $Y(x, \omega)$ only depends on $\Phi(x, \omega)$, by focusing on $\Phi(x, \omega)$, we may estimate the mutual information between the model parameters and the channel output [24].

$$
\text{BALD}[x] := I(\omega, Y(x, \omega))
$$

where $H(Y(x, \omega))$ represents the Shannon entropy by marginalizing out the randomness of $\omega$ in $Y(x, \omega)$ and $I(\cdot, \cdot)$ represents a mutual information between two quantities. We remark that the equation (4) is used to numerically estimate BALD[x] [24], [26].

The formulations of the mutual information (1) - (4) look natural, but we note that $\omega$ or $\Phi(x, \omega)$ is on a continuous domain, and $Y(x, \omega)$ is on a discrete domain. This combined domain implies that we cannot directly apply Shannon entropy and differential entropy notions. One immediate question is what the joint entropy between $\Phi(x, \omega)$ and $Y(x, \omega)$ is. Therefore, we first need to have a generalized notion of the entropy measures fitting into this Bayesian neural network framework.

By leveraging the point process entropy [16], [27]–[30], we can generalize the notion of the entropy in this combined domain. We note that a notion of the entropy for a discrete-continuous mixture can be applied in this Bayesian neural network [31]. But the discrete-continuous mixture is a limited case of a point process, i.e., the point process entropy is a generalized definition of the discrete-continuous mixture entropy. Therefore, we keep the notion of the point process entropy in this paper. So equipping with the point process entropy, we need to consider a generalized notion of probability distribution on the combined domain, a.k.a. Jannýs density function [30]. Following the usual point process entropy calculation, we may write a Jannýs density function of $(\Phi(x, \omega), Y(x, \omega))$ on $\Delta^C \times [C]$ as follows:

$$
\int \phi, y = i = p_i f(\phi), \quad (5)
$$

where $p_i := (p_1, \cdots, p_C)$ and $f(\cdot)$ is a density function of $\Phi(x, \omega)$. Then the joint entropy of $\Phi(x, \omega)$ and $Y(x, \omega)$ can be defined as

$$
I(\Phi(x, \omega), Y(x, \omega))
$$

where $I(\cdot, \cdot)$ represents the usual differential entropy. Therefore, we may further write equivalent forms of the mutual information as follows:

$$
(4) = h(\Phi(x, \omega)) + H(Y(x, \omega)) - I(\Phi(x, \omega), Y(x, \omega)),
$$

$$
(7) = h(\Phi(x, \omega)) - E_Y [h(\Phi(x, \omega) | Y(x, \omega))] - I(\Phi(x, \omega), Y(x, \omega)).
$$

By plugging (5) into (6), we can further drive the following identities:

$$
I(\Phi(x, \omega), Y(x, \omega)) = H(Y(x, \omega)) + E_Y [h(\Phi(x, \omega) | Y(x, \omega))] - h(\Phi(x, \omega)) - E_Y [h(\Phi(x, \omega) | Y(x, \omega))].
$$

Then, to establish the analytical formula, we assume that the distribution of $\Phi(x, \omega)$ follows Dirichlet distribution. In Bayesian model, the Gaussian-softmax-Dirichlet regime is a natural sequential application to generate a classification probability, by applying multivariate Gaussian to soft-max operation, then approximating it to Dirichlet distribution. Therefore, our choice of Dirichlet distribution is widely adopted in the literature of Monte-Carlo dropouts, Laplace approximation-based neural networks, and any Gaussian processes [17], [19], [20], [32], [33].

### III. Main Results

In this section, we state our main results regarding the analytical form of the mutual information and its variant between model parameters $\omega$ and the predictive output $Y$ of Bayesian neural networks. The key assumption in our result is that the encoded message $\Phi(x, \omega)$ follows Dirichlet distribution with positive parameters $(\alpha_1, \cdots, \alpha_C)$. For the sake of brevity, let $\alpha = (\alpha_1, \cdots, \alpha_C)$ and $\alpha(i, +) = (\alpha_1, \cdots, \alpha_{i-1}, \alpha_i + 1, \alpha_{i+1}, \cdots, \alpha_C)$.

First we note that the entropy term can be decomposed into two uncertainty as below. The mutual information captures the epistemic uncertainty, and the conditional entropy captures the aleatoric uncertainty.

$$
H(Y(x, \omega)) = I(\omega, Y(x, \omega)) + E_\omega [H(Y(x, \omega) | \omega)].
$$

The epistemic uncertainty captures the model uncertainty (lack of knowledge), and the aleatoric uncertainty captures the data uncertainty [14]. The decomposition [8] implies the analytic formula of the aleatoric uncertainty as well. Our main results are Theorem III.1 and Corollary III.2 for both uncertainties.

**Theorem III.1.** Assume that $\Phi(x, \omega) := (P_1, \cdots, P_C) \sim \text{Dirichlet}(\alpha_1, \cdots, \alpha_C)$. Then the mutual information
Analytic aleatoric uncertainty (conditional entropy) can be analytically calculated as follows:

\[ I_{\text{Dirichlet}}(\omega, Y(x, \omega)) = \mathbb{E}_{x} [H(Y(x, \omega) | \omega)] \]

\[ = - \left( \sum_{k=1}^{C} \alpha_k - C \right) \log \left( \sum_{k=1}^{C} \alpha_k \right) + \sum_{i=1}^{C} (\alpha_i - 1) \Psi(\alpha_i) \]

\[ - \sum_{i=1}^{C} \sum_{j=i+1}^{C} (\alpha_j - 1) \frac{B(\alpha(i,j++))}{B(\alpha)} \left[ \Psi(\alpha_i) - \Psi\left( \sum_{k=1}^{C} \alpha_k \right) \right] \]

\[ + \sum_{i=1}^{C} \alpha_i B(\alpha(i,j++)) \left[ \Psi(\alpha_i) - \Psi\left( \sum_{k=1}^{C} \alpha_k \right) \right] \]

where \( B(\alpha) = \frac{\Gamma(\alpha_1) \cdots \Gamma(\alpha_C)}{\Gamma(\sum_{k=1}^{C} \alpha_k)} \) and \( \Psi(\cdot) \) is a Digamma function.

**Corollary III.2.** Given the Bayesian neural network with \( \Phi(\cdot, \omega) \), the aleatoric uncertainty can be analytically calculated as follows.

**Aleatoric uncertainty** \( \mathbb{E}_{x} [H(Y(x, \omega) | \omega)] \)

\[ \mathbb{E}_{x} [H(Y(x, \omega) | \omega)] = - \left( \sum_{k=1}^{C} \alpha_k - C \right) \log \left( \sum_{k=1}^{C} \alpha_k \right) + \sum_{i=1}^{C} (\alpha_i - 1) \Psi(\alpha_i) \]

\[ - \sum_{i=1}^{C} \sum_{j=i+1}^{C} (\alpha_j - 1) \frac{B(\alpha(i,j++))}{B(\alpha)} \left[ \Psi(\alpha_i) - \Psi\left( \sum_{k=1}^{C} \alpha_k \right) \right] \]

\[ + \sum_{i=1}^{C} \alpha_i B(\alpha(i,j++)) \left[ \Psi(\alpha_i) - \Psi\left( \sum_{k=1}^{C} \alpha_k \right) \right] \]

Figures 2a and 2b illustrate the behavior of two uncertainties along parameters of Dirichlet distribution when \( C = 2 \).

**IV. PROOF OF THEOREM III.1**

First, we note that the density function \( f(\cdot) \) of \( \text{Dirichlet}(\alpha_1, \cdots, \alpha_C) \) is given by

\[ f(p_1, \cdots, p_C) = \frac{1}{B(\alpha)} \prod_{i=1}^{C} p_i^{\alpha_i - 1}. \]  

Then to derive the analytical form, we shall calculate each term in the equation (7).

\[ I_{\text{Dirichlet}}(\Phi(x, \omega), Y(x, \omega)) = \mathbb{E}_{\omega} \left[ \Phi(x, \omega) + H(Y(x, \omega)) - \Phi_{\text{Dirichlet}}(\Phi(x, \omega), Y(x, \omega)) \right] \]

Given \( \Phi(x, \omega) := (P_1, \cdots, P_C) \sim \text{Dirichlet}(\alpha_1, \cdots, \alpha_C) \), the first differential entropy of Dirichlet distribution is well-known \([34], [35]\).

\[ h(\Phi(x, \omega)) = - \int_{\Delta^C} f(p) \log f(p) \, dp \]

\[ = \log B(\alpha) + \sum_{i=1}^{C} (\alpha_i - 1) \Psi(\alpha_i). \]  

For the second entropy term, we first need to use a simple property of Dirichlet distribution.

\[ \mathbb{E}P_i = \frac{\alpha_i}{\sum_{k=1}^{C} \alpha_k}. \]  

Then the second term can be obtained by following the Shannon entropy with the equation (11).

**Lemma IV.1.** Assume that \( \Phi(x, \omega) := (P_1, \cdots, P_C) \sim \text{Dirichlet}(\alpha_1, \cdots, \alpha_C) \).

\[ \mathbb{E} [P_i \log P_j] \]

\[ = - \sum_{i=1}^{C} \mathbb{E} P_i \log \mathbb{E} P_i \]

\[ = - \sum_{i=1}^{C} \left( \frac{\alpha_i}{\sum_{k=1}^{C} \alpha_k} \right) \log \left( \frac{\alpha_i}{\sum_{k=1}^{C} \alpha_k} \right). \]  

For the third joint entropy term, we need to prove the following lemma.
To prove the Lemma IV.1, first we consider the \( i = j \) case.

\[
\mathbb{E} [P_i \log P_j] = \frac{1}{B(\alpha)} \int_{\Delta^C} (p_i \log p_i) \prod_{k=1}^{C} p_k^{\alpha_k - 1} dp
\]

\[
= \frac{1}{B(\alpha)} \int_{\Delta^C} d \alpha_i p_i^{\alpha_i} \prod_{k \neq i}^{C} p_k^{\alpha_k - 1} dp
\]

\[
= \frac{1}{B(\alpha)} \frac{d}{d \alpha_i} B(\alpha(i,++))
\]

\[
= \frac{B(\alpha(i,++))}{B(\alpha)} \left[ \Psi(\alpha_i + 1) - \Psi \left( \left( \sum_{k=1}^{C} \alpha_k \right) + 1 \right) \right].
\]

Note that we may interchange the differentiation and the integral operator by applying Lebesgue’s dominated convergence theorem [36]. The last equality can be derived by the definition of the Digamma function [37]. Similarly, for the \( i \neq j \) case,

\[
\mathbb{E} [P_i \log P_j] = \frac{1}{B(\alpha)} \int_{\Delta^C} (p_i \log p_j) \prod_{k=1}^{C} p_k^{\alpha_k - 1} dp
\]

\[
= \frac{1}{B(\alpha)} \int_{\Delta^C} p_i^{\alpha_i} d \alpha_j p_j^{\alpha_j - 1} \prod_{k \neq i,j}^{C} p_k^{\alpha_k - 1} dp
\]

\[
= \frac{1}{B(\alpha)} \frac{d}{d \alpha_j} B(\alpha(i,++))
\]

\[
= \frac{B(\alpha(i,++))}{B(\alpha)} \left[ \Psi(\alpha_j) - \Psi \left( \left( \sum_{k=1}^{C} \alpha_k \right) + 1 \right) \right].
\]

Finally, we have the following identity by plugging the Janossy density of \((\Phi(x, \omega), Y(x, \omega))\) into the equation (6):

\[
\delta_{\text{Dirichlet}} (\Phi(x, \omega), Y(x, \omega))
\]

\[
= (\log B(\alpha)) \sum_{i=1}^{C} \mathbb{E} [P_i] - \sum_{i=1}^{C} \sum_{j \neq i}^{C} (\alpha_j - 1) \mathbb{E} [P_i \log P_j]
\]

\[
- \sum_{i=1}^{C} \alpha_i \mathbb{E} [P_i \log P_i] =: (\ast).
\]

By applying Lemma IV.1 we have

\[
(\ast) = \log B(\alpha)
\]

\[
- \sum_{i=1}^{C} \sum_{j \neq i}^{C} (\alpha_j - 1) \frac{B(\alpha(i,++))}{B(\alpha)} \left[ \Psi(\alpha_j) - \Psi \left( \left( \sum_{k=1}^{C} \alpha_k \right) + 1 \right) \right]
\]

\[
- \sum_{i=1}^{C} \alpha_i \frac{B(\alpha(i,++))}{B(\alpha)} \left[ \Psi(\alpha_i + 1) - \Psi \left( \left( \sum_{k=1}^{C} \alpha_k \right) + 1 \right) \right].
\]

By combining three terms (10), (12), and (13) in the equation (7), Theorem III.1 follows.

VI. PARAMETER ESTIMATION IN DIRICHLET DISTRIBUTION

In Bayesian neural network with MC dropouts, \( \Phi(x, \omega) \) is typically given as a collection of Monte-Carlo samples which are obtained from the Gaussian-softmax-Dirichlet regime as explained in Section II. Then given these samples, it is necessary to estimate appropriate parameters of the Dirichlet distribution to calculate the mutual information. In this section, we summarize the maximum-likelihood parameter estimation following Minka’s approximation method [38].

A. Minka’s Fixed Point Iteration

Given Monte-Carlo samples of \( \Phi(x, \omega) \), let \( \mathbb{E} p_k \) be the sample mean of the \( k \)-th class probability. We have the following recurrent relation for the fixed-point iteration by taking the gradient in the likelihood to be zero.

\[
\Psi(\alpha_k) = \Psi \left( \sum_{k} \alpha_k \right) + \log \mathbb{E} p_k.
\]

This implies the following iterative formula to find the fixed point.

\[
\alpha_k^{\text{new}} \leftarrow \Psi^{-1} \left[ \Psi \left( \sum_{k} \alpha_k^{\text{old}} \right) + \log \mathbb{E} p_k \right].
\]

However, this iterative formula requires inverting the Digamma function \( \Psi(x) \). We may leverage the Minka’s asymptotic approximation of the inverse of the Digamma function [38].

\[
\Psi^{-1}(y) \approx \left\{ \begin{array}{ll}
\exp(y) + 1/2 & \text{if } y \geq -2.22, \\
-1/y & \text{if } y < -2.22.
\end{array} \right.
\]

where \( \gamma = -\Psi(1) \). We continue the iteration until it reaches a fixed point, but practically for batch tensor iteration, we fix a sufficiently large number of fixed-point iterations.

We remark that the initial choice of \( \alpha_k^{\text{initial}} \) affects significantly to the final fixed point since the equation (14) does not take into account the sample variance of each marginal. To accommodate the second order (variance) information for each marginal, we apply the following initial condition:

\[
\alpha_k^{\text{initial}} = \frac{(\mathbb{E} p_k)^2 - \mathbb{E} p_k \mathbb{E} p_k^2}{\mathbb{E} p_k^2 - (\mathbb{E} p_k)^2}.
\]

Finally, we note that when \( \mathbb{E} p_k^2 \ll \mathbb{E} p_k \approx 0 \), we allow a degenerate Dirichlet distribution \( \Phi(\omega, x) \) by assuming \( \alpha_k = 0 \) for numerical stability.

V. APPLICATION IN ACTIVE LEARNING

This section demonstrates the application of the derived analytic formula of the mutual information by comparing it with the numerically calculated quantity through active learning. In many application problems, labeling data by humans becomes very expensive as the dataset size grows. So in practice, it is critical to efficiently build a model by minimizing the efforts of human labeling from the unlabeled training data pool. To achieve this goal, we can apply the active learning approach [39]–[42]. In active learning, we iteratively increment the training data from the unlabeled training pool and re-train the model. At each iteration, we typically use an uncertainty measure to select the most informative data points and re-train the model. At each iteration, we typically use an uncertainty measure to select the most informative data points and re-train the model.
of active learning. For the details of active learning, we recommend referring to articles [24], [26], [33], [43]–[45]. We list up mutual-information-related uncertainty measures for active learning under the Bayesian deep learning framework for our demonstration.

1. **Random**: $\text{Rand}[x] := U(\omega')$ where $U(\cdot)$ is a uniform distribution which is independent to $\omega$. Random acquisition function assigns a random uniform value on $[0, 1]$ to each data point. Random acquisition function is used for building a baseline accuracy.

2. **BALD** (Bayesian active learning by disagreement) [15], [23], [24]:
   $\text{BALD}[x] := \mathbb{I}(\omega, Y(x, \omega))$. BALD is a mutual information to capture the epistemic uncertainty.

3. **BalEntAcq** [33]:
   
   $$
   \text{BEA}[x] := \begin{cases} 
   \text{BALD}[x] & \text{if MJEnt}[x] \geq 0, \\
   \text{MJEnt}[x] & \text{if MJEnt}[x] < 0,
   \end{cases}
   $$

   where $\text{MJEnt}[x] = \sum_j (\mathbb{E} P_j) \left[ h(P_i^+) - \log (\mathbb{E} P_i) \right]$ and $P_i^+$ is the conjugate Beta posterior entropy of $P_i$ which follows $P_i^+ \sim \text{Beta} \left( \alpha_i' + 1, \sum_{j \neq i} \alpha_j \right)$ in $\Phi(x, \omega)$. In many scenarios with Bayesian neural networks, BalEntAcq (BEA) has shown a superior performance [33].

In our experiments, we use MNIST and EMNIST datasets [46], [47]. MNIST is the most popular dataset to validate the performance of image-based deep learning models and the EMNIST dataset is a set of handwritten character digits aligning with the MNIST dataset. For the empirical BALD/or BEA, we apply the equation (3). For the analytic BALD/or BEA, we apply Theorem III.1.

Figure 3 shows the performance of active learning results with uncertainty measures. For the MNIST dataset, we use the acquisition size $K = 30$ in each iteration up to $K^{\text{tot}} = 300$ number of images. For EMNIST dataset, we use the acquisition size of $K = 50$ for each iteration up to $K^{\text{tot}} = 500$ number of images. We start from a randomly selected initial training set for both cases to train the initial model. We note that BALD suffers from improving the accuracy compared to the random case since it cannot effectively remove the redundancy. We confirm that analytic BALD and analytic BEA show similar in MNIST or better behavior in EMNIST with empirical BALD and empirical BEA.

**Algorithm 1**: Active learning algorithm

1. **Input**: 1) Total training dataset $D_{\text{pool}}$, 2) randomly selected initial dataset $D_0^{(0)}$, 3) $M$ as the number of dropout samples, 4) active learning budget $K$ for each iteration, 5) total active learning budget $K^{\text{tot}}$

2. **Initialize** Bayesian neural network $\Phi$ and set $n \leftarrow 0$

3. **Repeat** at iteration $n \geq 0$

   4. Train the model $\Phi$ with $D_0^{(n)}$

   5. For each $x \in D_{\text{pool}} \setminus D_0^{(n)}$

   6. Generate $M$ Dirichlet samples from $\Phi(x, \omega)$

   7. Estimate Dirichlet parameters $(\alpha_1, \cdots, \alpha_C)$ following Minka’s fixed point iteration

   8. Calculate the uncertainty value

   9. Set $D_0^{(n+1)} \leftarrow D_0^{(n)} \setminus \{ \text{top } K \text{ uncertainty-valued } x \in D_{\text{pool}} \setminus D_0^{(n)} \}$, and

   10. **Until** $D_0^{(n+1)}$ reaches to $K^{\text{tot}}$

VII. CONCLUSION

This paper presented analytic mutual information in Bayesian neural networks and their application in active learning. We derived the analytical formula of the mutual information as an epistemic uncertainty or the conditional entropy as an aleatoric uncertainty. Aligning with the recent success of BalEngAcq (BEA) [33], we expect that our analytical framework would enhance the understanding of BalEngAcq as well as the further applications of the Bayesian neural network to build a robust and reliable neural network model.
