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Abstract. We introduce the Hopf monoid of sets of cycles and paths, which contains the Faà di Bruno Hopf monoid as a submonoid. We give cancellation-free and grouping-free formulas for its antipode, one in terms of tubings and one in terms of pointed noncrossing partitions. We provide an explicit description of the group of characters of this Hopf monoid in terms of pairs of power series. Using graph associahedra, we relate paths and cycles to associahedra and cyclohedra, respectively. We give formulas for inversion in the group of characters in terms of the faces of these polytopes.

Introduction

Combinatorial species [Joy81] provide a unified framework to study families of combinatorial objects. When a family of combinatorial objects has compatible operations to merge and break structures, they can be studied under the scope of Hopf monoids in the category of species [AM10, AM13]. Aguiar and Ardila [AA17] introduced the Hopf monoid of generalized permutahedra GP, which encompasses several Hopf monoids that had previously been studied on a case by case basis. The quotient of GP modulo normal equivalence of polytopes is denoted $\overline{GP}$.

The submonoid $\overline{A}$ of $\overline{GP}$ generated by (classes of) associahedra is one of the main constructions in [AA17]. Its group of characters $\overline{X}(\overline{A})$ is isomorphic to the group of power series $f(x) = x + a_1 x^2 + a_2 x^3 + \ldots$ under composition. By solving the antipode problem for GP, and therefore for $\overline{A}$, they explained the connection between the classical Lagrange inversion formula and the face structure of the associahedron, thus solving a question posted by Loday.

The main goal of this paper is to develop a parallel result simultaneously involving the associahedron and the cyclohedron.

Low dimensional cyclohedra and associahedra are isomorphic. To bypass this technical difficulty, we work in the more general context of graphs. We introduce the Hopf monoid of sets of paths and cycles $C$. Structures in $C$ are (not necessarily simple) graphs whose connected components are paths or cycles. We give cancellation-free and grouping-free formulas for the antipode of $C$. The former in terms of tubings (Theorem 3.6), and the later in terms of pointed noncrossing partitions (Theorem 3.8). We compute the character group $X(C)$ of this Hopf monoid.

Theorem 4.4. The group of characters of $C$ is isomorphic to the group of pairs of power series

$$(g(x), h(x)) = \left( x + \sum_{n \geq 1} a_n x^{n+1}, \sum_{n \geq 1} c_n \frac{x^n}{n} \right)$$

with product defined by

$$(g_1(x), h_1(x)) \cdot (g_2(x), h_2(x)) = (g_1(g_2(x)), h_1(g_2(x)) + h_2(x)).$$

Using graph associahedra [CD06], we relate this result to the character group of the Hopf submonoid of $\overline{GP}$ generated by associahedra and cyclohedra.

This document is structured as follows. The necessary tools from the theory of Hopf monoids, generalized permutahedra, and graph associahedra are reviewed in Section 1. We introduce the Hopf monoid of sets of cycles and paths $C$ in Section 2 and solve the antipode problem for $C$ in Section 3.
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Section 4 describes the group of characters of this Hopf monoid.

In Section 5, we combine the result of the previous sections to obtain formulas for inversion in this group of pairs of power series in terms of the face structure of associahedra and cyclohedra. This allows us to present some interesting new combinatorial identities involving pointed noncrossing partitions and Catalan numbers.

The investigation of the group of characters of cyclohedra was undertaken independently by our colleagues and friends Federico Ardila, Carolina Benedetti, and Rafael González D’León. They have informed us of obtaining similar results to ours. We thank them for their graciousness and appreciation of our work.

1. Preliminaries

1.1. Generalized permutahedra. Let $V$ be a finite dimensional real vector space endowed with an inner product $\langle \cdot, \cdot \rangle$. For a polytope $p \subseteq V$ and a vector $v \in V$, let $p_v$ denote the face of $p$ maximized in the direction $v$. That is, $p_v = \{ p \in p : \langle p, v \rangle \geq \langle q, v \rangle \text{ for all } q \in p \}$.

The (outer) normal cone of a face $f$ of $p$ is the polyhedral cone $N(f, p) = \{ v \in V \mid f \leq p_v \}$. The normal fan of $p$ is the collection $\Sigma_p = \{ N(f, p) : f \leq p \}$ of normal cones of $p$. There is a natural order-reversing correspondence between faces of $p$ and cones in $\Sigma_p$, as illustrated in Figure 1.

![Diagram of a 2-dimensional polytope with faces maximized in directions $v$ and $w$.]

Two polytopes $p$ and $q$ are said to be normally equivalent, denoted $p \equiv q$, if $\Sigma_p = \Sigma_q$. If, on the other hand, $\Sigma_p$ refines $\Sigma_q$, we say that $q$ is a deformation of $p$. Recall that a fan $\Sigma$ refines $\Sigma'$ if every cone in $\Sigma'$ is a union of cones in $\Sigma$.

Fix a finite set $I$ and let $\{ e_i \mid i \in I \}$ denote the standard basis of $\mathbb{R}^I$. A composition of $I$ is a tuple $F = (S_1, \ldots, S_k)$ of nonempty sets such that $I = S_1 \sqcup \cdots \sqcup S_k$, the sets $S_i$ are the blocks of $F$. We say a block $S_i$ (weakly) precedes $S_j$ if it appears before in $F$ (or if they are equal). We associate the following polyhedral cone to a composition $F$.

$$\sigma_F = \{ x \in \mathbb{R}^I : x_i \geq x_j \text{ if the block containing } i \text{ weakly precedes the block containing } j \}.$$

The braid fan $B_I$ is the polyhedral fan consisting of all the cones of the form $\sigma_F$.

A generalized permutahedron of $I$ is a polytope $p \subseteq \mathbb{R}^I$ whose normal fan is refined by the braid fan $B_I$. This implies that the face of a generalized permutahedron $p \subseteq \mathbb{R}^I$ maximized in some direction $\sum_{i \in F} a_i e_i$ depends only on the relative order of the values $a_i$, and not on the values themselves.

For example, the face of a generalized permutahedron $p \subseteq \mathbb{R}^3$ maximized in the direction $(1, 2, 2)$ is the same as the face maximized in the direction $(-3, 1, 1)$, but potentially different from the one maximized by $(2, 1, 2)$.

Generalized permutahedra were first introduced by Edmonds [Edm70] in the context of optimization of submodular functions, and have been of central interest to combinatorialists because they serve as polyhedral models for several families of combinatorial structures. They have been extensively studied by Postnikov [Pos09], Postnikov, Reiner, and Williams [PRW08], and many others. Aguiar and Ardila [AA17] endowed the family of generalized permutahedra with the structure of a Hopf monoid in the category of species. We review their construction in the following section.
1.2. **Hopf monoids and generalized permutahedra.** Combinatorial species were originally introduced by Joyal in [Joy81] as a tool for studying generating power series from a combinatorial perspective.

Aguiar and Mahajan [AM10, AM13] studied monoidal structures on the category of species, in particular Hopf monoids, and exploited this rich algebraic structure to obtain outstanding combinatorial results. This section presents a concise introduction to Hopf monoids in species.

1.2.1. Hopf monoids. Let \( \text{set}^{\times} \) denote the category of finite sets with bijections as morphisms, and \( \text{Set} \) the category of sets and arbitrary set functions. A (set) species \( P \) is a functor \( \text{set}^{\times} \to \text{Set} \). Explicitly, a species \( P \) consists of the following data:

- For each finite set \( I \), a set \( P[I] \). Elements \( x \in P[I] \) are called structures of type \( P \) on \( I \).
- For each bijection \( \sigma : I \to J \), a map \( P[\sigma] : P[I] \to P[J] \).

These maps satisfy \( P[\sigma \circ \tau] = P[\sigma] \circ P[\tau] \) and \( P[\text{Id}] = \text{Id} \). Two structures \( x \in P[I] \) and \( y \in P[J] \) are isomorphic if \( y = P[\sigma](x) \) for some bijection \( \sigma : I \to J \). We denote this by \( x \cong y \).

A species \( P \) is said to be connected if \( P[\emptyset] \) consists of exactly one element. In this document we will only work with connected species, and let \( \varepsilon \) denote the only structure in \( P[\emptyset] \). As it is customary, we write \([n] = \{1, 2, \ldots, n\}\) and \( P[n] := P[[n]] \).

A species \( P \) is a Hopf monoid if for any finite set \( I \) and decomposition \( I = S \sqcup T \), there are maps

\[
\mu_{S,T} : P[S] \times P[T] \to P[I] \quad \text{and} \quad \Delta_{S,T} : P[I] \to P[S] \times P[T]
\]

satisfying certain (co)unitality, (co)associativity, naturality and compatibility axioms.

Suppose \( I = S \sqcup T = J \sqcup K \) are two decompositions of the same set \( I \), and we have structures \( x \in P[J] \) and \( y \in P[K] \). Then, the compatibility axiom requires that

\[
(x \cdot y)|_S = x|_A \cdot y|_B \quad \text{and} \quad (x \cdot y)/_S = x/A \cdot y/B,
\]

where \( A = S \cap J \) and \( B = S \cap K \).

The following is a graphical representation of (1.1):

\[
\begin{align*}
&\quad (x \cdot y)|_S = x|_A \cdot y|_B \\
&\quad (x \cdot y)/_S = x/A \cdot y/B
\end{align*}
\]
The **antipode** $s$ of a Hopf monoid $P$ is the collection of linear maps $s_I : \mathbb{k}P[I] \to \mathbb{k}P[I]$, defined inductively by:

\[(1.2) \quad s_I(x) = - \sum_{\substack{I = S \sqcup T \in \text{Part}(S \sqcup T) \mid S \neq \emptyset}} x|_S \cdot s_T(x|_S)\]

for all $x \in P[I]$ with $I \neq \emptyset$, and $s_\emptyset = \text{Id}$.

We refer to (1.2) as the Milnor and Moore formula. In order to give meaning to the terms in the sum above, we have linearly extended the product $\mu_{S,T}$ to get maps $\mathbb{k}P[S] \times \mathbb{k}P[T] \to \mathbb{k}P[I]$.

**Remark 1.** The antipode might not exists for a species that is not connected, even if it has compatible product and coproduct maps. In the case of connected species, the Milnor and Moore formula can be deduced from the more general definition of antipode [AM10, Section 8.4].

In general, many cancellations occur among the $2^{|I|} - 1$ terms in (1.2). The antipode problem asks us to find a cancellation-free expression for the antipode of a given Hopf monoid.

**Problem 1.1** (The antipode problem). Given a Hopf monoid $P$, find an explicit cancellation-free formula for the antipode $s$ of $P$.

The antipode is the Hopf monoid analog of the inverse map of a group. Just like the inverse map, it reverses products [AM10, Proposition 1.22]. That is, if $I = S \sqcup T$, $x \in P[S]$ and $y \in P[T]$, then

\[(1.3) \quad s_I(x \cdot y) = s_T(y) \cdot s_S(x).\]

**1.2.2. Characters.** A **character** $\zeta$ of a Hopf monoid $P$ is a collection of linear maps $\zeta_I : \mathbb{k}P[I] \to \mathbb{k}$ satisfying

\[
\zeta_\emptyset(\epsilon) = 1 \quad \zeta_I(x \cdot y) = \zeta_S(x)\zeta_T(y) \quad \zeta_I(x) = \zeta_J(y), \quad \text{whenever } x \cong y.
\]

The collection of characters $X(P)$ of a connected Hopf monoid $P$ forms a group under **convolution product**. If $\zeta, \xi \in X(P)$ are two characters, their convolution $\zeta \ast \xi$ is defined by

\[
(\zeta \ast \xi)_I(x) = \sum_{I = S \sqcup T} \zeta_S(x|_S)\xi_T(x|_S),
\]

for all $x \in P[I]$. The multiplicativity of $\zeta \ast \xi$ follows from the compatibility axiom of $P$. One easily verifies that the character $u \in X(P)$ determined by

\[
u_I(x) = \begin{cases} 1 & \text{if } x = \epsilon, \\ 0 & \text{if } I \neq \emptyset, \end{cases}
\]

is the unit with respect to the convolution product.

**Theorem 1.2** ([AM10]). The inverse of a character $\zeta$ is given by the collection of maps $\zeta_I^{-1} = \zeta_I \circ s_I$.

**1.2.3. The Hopf monoid of generalized permutahedra.** Let GP denote the **Hopf monoid of generalized permutahedra**. As a species, $GP[I]$ consists of all generalized permutahedra in $\mathbb{R}^I$. It forms a Hopf monoid with the following operations:

- If $I = S \sqcup T$, $p \in GP[S]$ and $q \in GP[T]$, the Cartesian product $p \times q \subseteq \mathbb{R}^S \times \mathbb{R}^T = \mathbb{R}^I$ is a generalized permutahedron. The product of GP is defined by

\[p \cdot q = p \times q.\]

- If $I = S \sqcup T$ and $p \in GP[I]$, the face of $p$ maximized in the direction $\sum_{i \in S} e_i$ decomposes as a product $p|_S \times p/S$, where $p|_S \in \mathbb{R}^S$ and $p/S \in \mathbb{R}^T$ are generalized permutahedra. The coproduct is defined by

\[\Delta_{S,T}(p) = (p|_S, p/S).\]
The coassociativity of GP is equivalent to the following greediness property for generalized permutahedra.

**Proposition 1.3.** Let $p \subseteq \mathbb{R}^I$ be a generalized permutahedron and $v = \sum_{i \in I} a_i e_i \in \mathbb{R}^I$ be an arbitrary direction. Let $S_1, S_2, \ldots, S_k$ be the composition of $I$ such that the block containing $i$ weakly precedes the block containing $j$ whenever $a_i \geq a_j$. Then, the face $p_v$ of $p$ maximized in the direction $v$ can be obtained by sequentially maximizing $\sum_{i \in S_l} e_i$, for $l = 1, 2, \ldots, k$.

Notably, Aguiar and Ardila found the following cancellation-free formula for the antipode of GP.

**Theorem 1.4 ([AA17, Theorem 7.1]).** The following is a cancellation-free and grouping-free formula for the antipode of GP. If $p \in \text{GP}[I]$, then

$$s_I(p) = (-1)^{|I|} \sum_{q \subseteq p} (-1)^{\dim q} q,$$

where the sum is over all the faces $q$ of $p$.

Let $\overline{\text{GP}}$ denote the species of generalized permutahedra modulo normal equivalence. It is a Hopf monoid quotient of GP. Therefore, the preceding antipode formula still holds in $\overline{\text{GP}}$, but it is no longer grouping-free. Different faces of $p$ might be normally equivalent. For instance, the standard permutahedron in $\mathbb{R}^3$ has 13 faces, but they correspond to only 5 normal equivalence classes.

1.3. **Graph associahedra.** Given a graph $g$ with vertex set $I$, Carr and Devadoss [CD06] construct a polytope $a_g \subseteq \mathbb{R}^I$, called the graph associahedron of $g$, whose face poset relates to the connected subgraphs (tubes) of $g$. Not long after, Postnikov [Pos09] introduced a more general family of polytopes associated to nested sets. These polytopes are constructed as certain Minkowski sums of simplices. We will follow the second approach for definitions.

Let $g$ be a graph on vertex set $I$. Given a subset $S \subseteq I$, let $g:S$ denote the **induced subgraph** on $S$. That is, $g:S$ consists of vertices $S$ and those edges of $g$ having both endpoints in $S$. The **graph associahedron** of $g$ is

$$a_g = \sum_{S \subseteq I \atop g:S \text{ is connected}} \Delta_S,$$

where $\Delta_S$ is the simplex with vertices $e_i$ for $i \in S$. The dimension of $a_g$ is $|I| - c(g)$, where $c(g)$ denotes the number of connected components of $g$. Observe that the definition of $a_g$ does not distinguish multiple edges or loops.

Let $I = S \sqcup T$ and $u, v \in S$. A T-thread joining $u$ and $v$ is a path in $g$ with endpoints $u, v$ all whose intermediate vertices, if any, are in $T$. Let $g|_S$ be the graph on vertex set $S$ with edges $\{u, v\} \subseteq S$ whenever there is a $T$-thread joining $u$ and $v$. In particular, $g|_S$ contains all the edges of the induced subgraph $g:S$.

**Proposition 1.5 ([AA17]).** Let $I = S \sqcup T$. If $g_1$ is a graph with vertex set $S$ and $g_2$ is a graph with vertex set $T$, then

$$a_{g_1 \sqcup g_2} = a_{g_1} \times a_{g_2}.$$

On the other hand, if $g$ is a graph with vertex set $I$, then

$$a_g|_S \equiv a_{g|_S} \text{ and } a_{g/S} = a_{g:T}.$$

Faces of the graphic associahedron $a_g$ are in bijection with tubes of $g$.

A **tube** of $g$ is a collection of vertices $S \subseteq I$ such that the induced graph $g:S$ is connected. A tubing $t$ is a collection of tubes such that:

- if $S_1, S_2 \in t$, then either $S_1 \subset S_2$, $S_2 \subset S_1$, or $S_1 \cap S_2 = \emptyset$,
- if $S_1, \ldots, S_k \in t$ are pairwise disjoint, then $S_1 \sqcup \cdots \sqcup S_k$ is not a tube of $g$, and
- every connected component of $g$ is in $t$. 
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Thus, every tubing of $g$ contains at least $c(g)$ tubes.

A tubing $t$ induces a partition $\pi(t) = \{\pi_1, \ldots, \pi_k\}$ of $I$ and a graph $g(t)$ whose connected components are the blocks of $\pi(t)$ as follows. Two vertices $i, j \in I$ belong to the same block of $\pi(t)$ if and only if they are contained in the same set of tubes of $t$. For each $\pi_i \in \pi(t)$, let $S_i \in t$ be the minimum tube containing $\pi_i$, which is well-defined since tubes in $t$ are either nested or disjoint. Let $g_i$ be the graph on node set $\pi_i$ having an edge between $u, v \in \pi_i$ if

- $\{u,v\}$ is an edge in $g$, or
- there is a $T$-thread joining $u$ and $v$ for a tube $T \in t$ strictly contained in $S_i$.

Define $g(t) = g_1 \sqcup g_2 \sqcup \cdots \sqcup g_k$. Note that each graph $g_i$ is connected, so $\pi(t)$ is precisely the partition of $I$ into connected components of $g(t)$.

**Example 1.6.** Let us now consider the graph $g$ on vertex set $[6]$ and the tubing $t = \{34, 2345, [6]\}$ shown below. We omit the tube $[6] \in t$ from the picture.

Then, $\pi(t) = \{16, 25, 34\}$, and

$$g(t) = \begin{array}{cccc}
1 & 6 & 2 & 5 \\
3 & 4 & & \\
6 & & & \\
\end{array}$$

Indeed, 12356 is a thread through the green tube joining 1 and 6, and 245 is a thread through the red tube joining 2 and 5.

The collection of all tubings of $g$ is ordered by containment. That is, $t \preceq t'$ if $t$ can be obtained from $t'$ by removing tubes. This collection has a minimum element: the tubing consisting of only the connected components of $g$.

**Theorem 1.7** ([CD06, Pos09]). Let $g$ be a graph on vertex set $I$. There is an order-reversing bijection between faces of $a_g$ and tubings of $g$. If $t$ is a tubing and $F_t$ is the corresponding face, then $\dim F_t = |I| - |t|$.

Explicitly, $F_t$ is the face of $a_g$ maximized by the linear functional $-\sum_{i \in I} n_i x_i$, where $n_i$ is the number of tubes in $t$ containing the vertex $i$. Moreover, $F_t \equiv a_{g(t)}$.

**Example 1.8.** Consider the graph $g = \begin{array}{cc}
1 & 2 \\
3 & \\
\end{array}$. The graph associahedron $a_g$ is shown below.

The red face of $a_g$ corresponds to the tubing $t = \{3, 123\}$. Therefore, it is the face where the functional $-x_1 - x_2 - 2x_3$ is maximized or, equivalently, where $x_1 + x_2$ is maximized. The value of $x_1 + x_2$ along this face is 5, the total number of tubes of $g$ intersecting the set $\{1, 2\}$. 
2. THE HOPF MONOID OF SETS OF CYCLES AND PATHS

In this section we introduce the Hopf monoid of sets of cycles and paths \( C \). It naturally contains the Faà di Bruno Hopf monoid (of sets paths) \( F \) defined by Aguiar and Ardila in [AA17] as a submonoid and as a quotient.

The elements of \( C[I] \) are graphs with vertex set \( I \) whose connected components are either paths or cycles. We insist that a cycle has the same number of edges as vertices. Hence, cycles on 1 and 2 vertices are not simple graphs.

\[
c_1 = 1 
\]
\( \in C[1] \)

\[
c_2 = 1 \quad 2 \in C[2]
\]

Figure 3. These cycles are the only (isomorphism classes of) connected graphs in the species \( C \) that are not simple.

Following [AA17, Section 3.5], we write a path \( p \) as a word, listing the vertices in the order they appear in \( p \). Similarly, we write a cycle \( c \) as a parenthesized word, listing the vertices in the cyclic order they appear in \( c \). A set of paths and cycles \( g \in C[I] \) is denoted by \( w_1|...|w_r|(w'_1)|...|(w'_k) \), where each (parenthesized) word corresponds to a connected component of \( g \).

We proceed to give \( C \) a Hopf monoid structure. The product is given by the disjoint union of graphs. For \( I = S \sqcup T \), \( g_1 \in C[S] \) and \( g_2 \in C[T] \), define

\[
\mu_{S,T}(g_1, g_2) = g_1 \cdot g_2 = g_1 \sqcup g_2.
\]

The definition of coproduct is a bit more subtle. For \( g \in C[I] \) and \( I = S \sqcup T \), define

\[
\Delta_{S,T}(g) = (g|S, g/S) = (g|S, g:T)
\]

where

\( g|S \) is defined just like before Proposition 1.5 with a small caveat: a \( T \)-thread might have the same start and end point and different \( T \)-threads yield different edges. This guarantees that if \( S \) intersects a cycle of \( g \) in 1 or 2 vertices, the corresponding in \( g|S \) is again a cycle.

**Example 2.1.** If \( g = 4|567|(1)|(23)|(890) \) is the example in Figure 4 and \( S = \{1, 4, 5, 7, 9\} \), then

\[
g|S = 1 
\]
\( \quad 4 \quad 5 \quad 7 \)
\( \quad 9 
\]

\[
g/S = 2 
\]
\( \quad 3 \quad 6 \quad 8 \)
\( \quad 0
\]
Let $\pi$ be a noncrossing partition of $p$. The sum is over all tubings of $p$. The graph $g$ of $\pi$ is a subgroup of $X(C)$. Moreover, $F$ is also isomorphic to a Hopf monoid quotient of $C$. This follows from Proposition 3.2 of [AA17] and [AA17].

The first fact implies that the antipode formula of $F$ is still valid for paths in $C$. The second fact implies that $X(F)$ is a subgroup of $X(C)$. Hence, the inversion formulas for $X(F)$ deduced in [AA17] are still valid for $X(C)$.

3. The antipode problem for $C$

In this section, we solve the antipode problem for the Hopf monoid $C$. Aguiar and Ardila found a cancellation-free formula for the antipode of the submonoid $F$ in terms of tubings of paths. By grouping terms, they also describe a cancellation-free and grouping-free formula in terms of noncrossing partitions. Since the antipode axiom is expressed entirely in terms of products and coproducts, these formulas still hold for sets of paths in $C$. We review their results first.

A noncrossing partition of a path $\pi \in F[I] \subseteq C[I]$ is a partition $\pi = \{\pi_1, \ldots, \pi_k\}$ of $I$ such that if $a, c \in \pi_i$ and $b, d \in \pi_j$ distinct blocks $\pi_i$ and $\pi_j$, then $abcd$ do not appear in that order in $\pi$. If $\pi$ is a noncrossing partition of $p$, let $p(\pi)$ be the following set of paths

$$p(\pi) = p|_{\pi_1} \sqcup p|_{\pi_2} \sqcup \cdots \sqcup p|_{\pi_k}.$$ 

That is, $p(\pi)$ is the disjoint union of $k$ paths. There is one path on each block $\pi_i \in \pi$, and the vertices of $p|_{\pi_i}$ appear in the same relative order as in $\pi$.

Example 3.1. Consider the following path $p$ on 12 vertices and noncrossing partition $\pi$ of $p$. Two vertices of $p$ are on the same block of $\pi$ if they are connected by gray edges.

Then, $p(\pi)$ consists of: one path on 3 vertices, three paths on 2 vertices, and three paths on 1 vertex.

Let $t$ be a tubing of a path $p$. The tubes of $t$ are either nested or disjoint; hence, the associated partition $\pi(t)$ defined in Section 1.3 is noncrossing. The corresponding graph $p(t)$ is precisely $p(\pi(t))$.

Proposition 3.2 ([AA17, Proposition 25.2]). The antipode of the Hopf monoid of paths $F$ is given by the following cancellation-free expression. If $p$ is a path on $I$,

$$s_I(p) = \sum_t (-1)^{|t|}p(t).$$

The sum is over all tubings of $p$.

The graph $p(t)$ is entirely determined by the noncrossing partition $\pi(t)$. Hence, a grouping-free formula for the antipode of $F$ can be obtained by grouping tubings with the same associated noncrossing partition. To do so, we need to introduce the concept of adjacent closure of a noncrossing partition.

In order to simplify notation, let us consider the case of the standard path $p_n = 123\ldots n \in C[n]$. Let $\pi$ be a noncrossing partition of $p_n$. The adjacent closure of $\pi$ is the noncrossing partition $\overline{\pi}$ obtained by successively merging any two blocks $\pi_i, \pi_j \in \pi$ such that $\max \pi_i + 1 = \min \pi_j$. For instance, if $\pi = \{14, 23, 58, 6, 7, 9\}$, then $\overline{\pi} = \{14589, 23, 67\}$. This definition is easily generalized to any path, as the illustrated in the next example.
Example 3.3. Consider the path $p$ and noncrossing partition $\pi$ in Example 3.1. The adjacent closure $\pi'$ of $\pi$ is shown in the following picture.

For a noncrossing partition $\pi$, define

$$C_{(\pi;\pi')} = \prod_{\pi'_i \in \pi} C_{n_i},$$

where $C_m$ is the $m$-th Catalan number, and $n_i$ is the number of blocks of $\pi$ contained in $\pi'_i$.

For the partition in Examples 3.1 and 3.3, we have

$$C_{(\pi;\pi')} = C_3C_2C_1 = 5 \cdot 2 \cdot 1 \cdot 1 = 10.$$ 

Theorem 3.4 ([AA17, Theorem 25.4]). The antipode of the Hopf monoid of paths $F$ is given by the following cancellation-free and grouping-free expression. If $p$ is a path on $I$,

$$s_I(p) = \sum_{\pi \in NC(p)} (-1)^{|\pi|} C_{(\pi;\pi')} p(\pi),$$

where $NC(p)$ is the set of all noncrossing partitions of $p$.

We now proceed to deduce results parallel to Proposition 3.2 and Theorem 3.4 for cycles. A pointed noncrossing partition of a cycle $c = (i_1i_2\ldots i_n) \in C[I]$ is a pair $\pi = (\pi_0, \pi_+)$, where $\{\pi_0\} \sqcup \pi_+ = \{\pi_0, \pi_1, \ldots, \pi_k\}$ is a noncrossing partition of the path $i_1i_2\ldots i_n$. It is a classical result that this is independent of the parenthesized word representing $c$. We refer to $\pi_0$ as the zero block of $\pi$, and to the blocks in $\pi_+$ as the nonzero blocks of $\pi$. Given a pointed noncrossing partition $\pi = (\pi_0, \{\pi_1, \ldots, \pi_k\})$ of $c$, we let $c(\pi)$ denote the following set of cycles and paths

$$c(\pi) = c|_{\pi_0} \sqcup (c/\pi_0)|_{\pi_1} \sqcup \cdots \sqcup (c/\pi_0)|_{\pi_k}.$$ 

Example 3.5. Consider the following cycle $c$ on 12 vertices and the pointed noncrossing partition $(\pi_0, \pi_+)$. 

The zero block is shown in a darker shade of gray. The graph $c(\pi)$ consists of: one cycle on 3 vertices $(c|_{\pi_0})$, three paths on 2 vertices, and three paths on 1 vertex.

Let $t$ be a tubing of a cycle $c$. It determines a pointed noncrossing partition $\pi(t) = (\pi(t)_0, \pi(t)_+)$ as follows. The underlying partition $\{\pi(t)_0\} \sqcup \pi(t)_+$ is the partition associated to the tubing $t$ as in Section 1.3, and the zero-block $\pi(t)_0$ corresponds to the elements contained only in the maximal tube $I \in t$. Given a tubing $t$ of $c$, define $c(t) = c(\pi(t))$.

Remark 2. If $\pi(t)_0$ contains at least 3 elements, the definition of $c(t)$ is exactly the same as the one in Section 1.3. However, when $\pi(t)_0$ consists of 1 or 2 elements, we are emphasizing that the component in $\pi(t)_0$ of $c(t)$ is a cycle (non-simple graph). In terms of the corresponding graph associahedra, this does not make a difference.
**Theorem 3.6.** The following is a cancellation-free for the antipode of a cycle in \( C \).

If \( c \) is a cycle on vertex set \( I \),

\[
s_I(c) = \sum_t (-1)^{|t|} c(t).
\]

The sum is over all tubings of \( c \).

**Remark 3.** The reader might be familiar with the antipode formula of the ripping and sewing Hopf monoid \( W \) in [AA17, Theorem 23.6] which is also expressed in terms of tubings of a graph. However, \( C \) is not a submonoid of (the coopposite of) \( W \), and Theorem 3.6 does not immediately follow from the antipode formula for \( W \).

**Proof.** Using Milnor and Moore formula (1.2) and (1.3), we obtain

\[
s_I(c) = \sum_{\emptyset \subseteq S \subseteq I} c|_S \cdot s_T(c/S) \equiv \sum_{\emptyset \subseteq S \subseteq I} c|_S \cdot s_{T_1}(c : c(T_1)) \cdots s_{T_r}(c : c(T_r)),
\]

where \( T = T_1 \sqcup \cdots \sqcup T_r \) is the partition of \( T := I \setminus S \) into connected components of \( c/S = c : T \).

Let \( p_i \) denote the path \( c : T_i \). Then, an application of Proposition 3.2 yields

\[
s_I(c) = \sum_{\emptyset \subseteq S \subseteq I} c|_S \cdot \prod_i \left( \sum_{t^i} (-1)^{|t^i|} p_i(t^i) \right),
\]

where the internal sum is over all tubings \( t^i \) of \( p_i \).

A choice of a nonempty subset \( S \subseteq I \) and of a tubing \( t^i \) for each \( p_i \) is equivalent to a choice of a tubing \( t = \{I\} \sqcup t^1 \sqcup \cdots \sqcup t^r \) of \( c \). Indeed, given a tubing \( t \) of \( c \), let \( T_1, \ldots, T_r \) be the maximal proper tubes of \( t \). Then, \( S = I \setminus (T_1 \cup \cdots \cup T_r) \) and \( t^i \) is the collection of tubes in \( t \) that are contained in \( T_i \).

Moreover,

\[
S = \pi(t)_0, \quad \pi(t)_+ = \pi(t^1) \sqcup \cdots \sqcup \pi(t^r), \quad \text{and} \quad p_i|_{\pi^i_j} = (c/S)|_{\pi^i_j} \quad \text{for all} \quad \pi^i_j \in \pi(t^i).
\]

Therefore, \( c|_S \cdot p_1(t^1) \cdots p_r(t^r) = c(t) \) where \( t = \{I\} \sqcup t^1 \sqcup \cdots \sqcup t^r \). Since \( |t| = 1 + |t^1| + \cdots + |t^r| \), (3.2) is equivalent to

\[
s_I(c) = -\sum_{t} (-1)^{|t^1| + \cdots + |t^r|} c|_S \cdot p_1(t^1) \cdots p_r(t^r) = \sum_{t} (-1)^{|t|} c(t),
\]

as we wanted to show.

\[\square\]

In order to simplify notation, let us consider the standard cycle \( c_n = (1, \ldots, n) \). Let \( \pi = (\pi_0, \pi_+) \) be a pointed noncrossing partition of \( c_n \) such that \( 1 \in \pi_0 \). The **adjacent closure** of \( \pi = (\pi_0, \pi_+) \) is the pointed noncrossing partition \( \overline{\pi} = (\overline{\pi}_0, \overline{\pi}_+) \), where \( \overline{\pi}_+ \) is obtained by successively merging non-zero blocks \( \pi_i, \pi_j \) if \( \max \pi_i + 1 = \min \pi_j \).

Again, this generalizes to any cycle \( c \) and pointed noncrossing partition, as the following example illustrates.

**Example 3.7.** Consider the cycle \( c \) and pointed noncrossing partition \( \pi \) in Example 3.5. The adjacent closure \( \overline{\pi} \) of \( \pi \) is shown in the following picture.
Theorem 3.8. The following is a cancellation-free and grouping-free formula for the antipode of a cycle in $C$. If $c$ is a cycle on vertex set $I$,

$$s_I(c) = \sum_{\pi \in \text{PNC}(c)} (-1)^{|\pi|} C_{(\pi_+:\pi_+)} c(\pi),$$

where PNC$(c)$ is the set of all pointed noncrossing partitions of $p$ and $|\pi| = 1 + |\pi_+|$.

Proof. An application of Theorem 3.4 to (3.1) yields

$$s_I(c) = -\sum_{\emptyset \subseteq S \subseteq I} c|_S \cdot \prod_{i} \left( \sum_{\pi^i \in \text{NC}(p_i)} (-1)^{|\pi^i|} C_{(\pi^i:\pi^i)} p_i(\pi^i) \right),$$

where $p_i = c : T_i$ and $T_1 \sqcup \cdots \sqcup T_r$ is the partition into maximal intervals of $c : T$.

A choice of a nonempty subset $S \subseteq I$ and of a noncrossing partition $\pi^i$ for each $p_i$ is equivalent to a choice of a pointed noncrossing partition $\pi = (S, \bigcup \pi^i)$ of $c$. Indeed, given a pointed noncrossing partition $\pi$ of $c$, let $S = \pi_0$ and $T_1, \ldots, T_r$ partition of $I \setminus S$ into maximal intervals in $c$. Then, $\pi^i = (\pi_+) | T_i$ is the partition obtained by restricting $\pi_+$ to sets contained in $T_i$. Moreover, since blocks in different $\pi$’s are not adjacent ($S$ separates them), the adjacent closure of $\pi$ is $\bar{\pi} = (S, \bigcup \bar{\pi}^i)$, and $C_{(\pi_+:\pi_+)} = \prod_i C_{(\pi^i:\pi^i)}$.

Using these identifications, we can rewrite (3.4) as

$$s_I(c) = \sum_{\pi \in \text{PNC}(c)} (-1)^{|\pi|} C_{(\pi_+:\pi_+)} c|_{\pi_0} \cdot p_1(\pi^1) \cdots p_r(\pi^r).$$

Finally, the result follows by noting that $c(\pi) = c|_{\pi_0} \sqcup p(\pi^1) \sqcup \cdots \sqcup p(\pi^r)$. □

In the following sections we will see some interesting applications of these formulas, and their relation with faces of cyclohedra.

4. The group of characters of $C$

In this section, we compute the group of characters $\chi(C)$ of the Hopf monoid of paths and cycles. The following results will be fundamental in achieving this goal.

Lemma 4.1. Let $c$ be a cycle on $n$ vertices. Given integers $k \geq 2$ and $j_1, j_2, \ldots, j_{n-k+1} \geq 0$ such that

$$j_1 + j_2 + \cdots + j_{n-k+1} = k \quad \text{and} \quad j_1 + 2j_2 + \cdots + (n-k+1)j_{n-k+1} = n,$$

there are

$$\frac{n \cdot (k-1)!}{j_1! j_2! \cdots j_{n-k+1}!}$$

different partitions of $c$ into $k$ vertex disjoint intervals with precisely $j_i$ of them having length $i$.

Proof. Without loss of generality, assume $c = (12 \ldots n)$. Fix a starting position $i_0 \in [n]$, and a total order $\ell = (l_1, l_2, \ldots, l_k)$ of the multiset of prescribed interval lengths $\{1^{j_1}, 2^{j_2}, \ldots, (n-k+1)^{j_{n-k+1}}\}$. The choice of $i_0$ and $\ell$ determines the following collection of vertex disjoint intervals of $c$:

$$[i_0, i_0 + 1 - 1], [i_0 + 1, i_0 + 1 + l_2 - 1], \ldots, [i_0 - l_k, i_0 - 1],$$

where the operations are taken modulo $n$. There are

$$n \cdot \binom{k}{j_1, j_2, \ldots, j_{n-k+1}} = \frac{n \cdot k!}{j_1! j_2! \cdots j_{n-k+1}!}$$

possible choices for $i_0$ and linear order $\ell$. However, any choice of intervals with the prescribed length appears exactly $k$ times in this construction, since any cyclic shift of $\ell$ with the corresponding shift in the starting position $i_0$ yields the same collection of intervals. For example, choosing starting
position $i_0 + l_1$ and order $\ell' = (l_2, \ldots, l_k, l_1)$ gives the same intervals as before, but listed in different order (a cyclic shift). Dividing (4.1) by $k$ yields the desired result. \hfill $\Box$

We want to relate this result with nontrivial decompositions $I = S \cup T$ of the vertex set of a cycle $c$. Observe that the maximal intervals in $c : T$ are never adjacent, otherwise they would form a larger interval. Thus, the total number of maximal intervals in $c : T$ is no more than $|S|$ and no interval can contain more than $|I| - |S|$ vertices.

**Proposition 4.2.** Let $c \in C[I]$ be a cycle and $n = |I|$. Given integers $k \geq 1$ and $j_2, \ldots, j_{n-k+1} \geq 0$ such that
\[
j_2 + \cdots + j_{n-k+1} \leq k \quad \text{and} \quad k + 1j_2 + 2j_3 + \cdots + (n-k)j_{n-k+1} = n,
\]
there are
\[
(4.2) \quad \frac{n (k-1)!}{j_1!j_2! \cdots j_{n-k+1}!}
\]
decompositions $I = S \cup T$ such that $|S| = k$ and $c : T$ splits in maximal intervals with multiset of lengths $\{1^{j_2}, 2^{j_3}, \ldots\}$, where $j_1 = k - (j_2 + j_3 + \cdots + j_{n-k+1})$.

**Proof.** Let us first deal with the case $k = 1$. In this situation, the inequalities above imply that $j_{n-k+1} = 1$ and $j_1 = \cdots = j_{n-k} = 0$. The expression (4.2) takes value $n$, which agrees with all the possible choices for $S$. From now on we assume $k \geq 2$.

We will construct a bijection between the decompositions $I = S \cup T$ with the conditions above and configurations of $k$ intervals in $c$ with multiset of lengths $\{1^{j_1}, 2^{j_2}, \ldots, (n-k+1)^{j_{n-k+1}}\}$. The result will then follow from Lemma 4.1. The following is an example of the bijection we will construct.

![Figure 5. An example of the bijection described below. A partition into 7 intervals corresponds to a decomposition $I = S \cup T$ where $|S| = 7$.](image)

Fix an orientation of $c$, in the example above it is the clockwise orientation. Given a collection of intervals $\{I_1, \ldots, I_k\}$ of $c$ with multiset of lengths $\{1^{j_1}, 2^{j_2}, \ldots, (n-k+1)^{j_{n-k+1}}\}$, let $S$ be the collection of “right endpoints” (the last element according to the fixed orientation) of these intervals and $T = I \setminus S$. Since we have chosen exactly one point for each interval, we have $|S| = k$. An interval $I_r$ with $j \geq 2$ elements becomes a maximal interval of $c : T$ with $j - 1$ elements, since we have removed an endpoint and thus not disconnected the remaining vertices in $I_r$.

Conversely, given such a decomposition $I = S \cup T$, attach to each maximal interval of $c : T$ the next element not in the interval. It will necessarily be an element of $S$. The remaining $k - (j_2 + \cdots + j_{n-k+1}) = j_1$ elements of $S$ become intervals of length 1.

We now turn our attention to describing the group of characters of $\mathbb{X}(C)$. Since $F$ is a Hopf monoid quotient of $C$, its group of characters $\mathbb{X}(F)$ is a subgroup of $\mathbb{X}(C)$.
Theorem 4.3 ([AA17, Theorem 10.5]). The group of characters $F$ is isomorphic to the group of series of the form
\[ g(x) = x + a_1 x^2 + a_2 x^3 + \ldots \]
under composition.

Let $G$ be the group of pairs of power series $(g(x), h(x))$ of the form
\[ g(x) = x + a_1 x^2 + a_2 x^3 + \ldots \quad \text{and} \quad h(x) = c_1 x + c_2 x^2 + c_3 x^3 + \ldots \]
under the following operation
\[ (g_1, h_1) \cdot (g_2, h_2) = (g_1 \circ g_2, h_1 \circ g_2 + h_2). \]
One easily verifies that this operation is associative, that $(g,h)^{-1} = (g^{-1}, -h \circ g^{-1})$, where $g^{-1}$ denotes the compositional inverse of $g$. Observe that $X(F)$ naturally embeds $G$ by means of the map $g(x) \mapsto (g(x), 0)$.

Theorem 4.4. The group of characters of $C$ is isomorphic to $G$.

Before diving into the proof of this theorem, let us recall the Faà di Bruno Formula [Rio58, Chapter 2, Section 8, Formula (45a)] for the composition of power series. Let
\[ f(x) = f_1 x + f_2 x^2 + f_3 x^3 + \ldots \quad \text{and} \quad g(x) = g_1 x + g_2 x^2 + g_3 x^3 + \ldots \]
be two power series and $h = f \circ g$. The coefficients of $h$ are determined by
\[ h_n = \sum_{1 \leq k \leq n} f_k \hat{B}_{n,k}(g_1, g_2, \ldots, g_{n-k+1}), \]
where $\hat{B}_{n,k}$ is the ordinary Bell polynomial
\[ \hat{B}_{n,k}(x_1, x_2, \ldots, x_{n-k+1}) = \sum \frac{k!}{j_1! j_2! \cdots j_{n-k+1}!} x_1^{j_1} x_2^{j_2} \cdots x_{n-k+1}^{j_{n-k+1}}. \]
The sum is over all nonnegative integers $j_1, \ldots, j_{n-k+1}$ such that
\[ j_1 + j_2 + \cdots + j_{n-k+1} = k \quad \text{and} \quad 1 j_1 + 2 j_2 + \cdots + (n-k+1) j_{n-k+1} = n. \]

Proof of Theorem 4.4. All paths on the same number of vertices are isomorphic, the same is true for cycles. Therefore, a character $\zeta \in X(C)$ is determined by the values it takes on the graphs $p_n = 12 \ldots n$ and $c_n = 12 \ldots n$ for $n \geq 1$. We define a function $X(C) \to G$ by
\[ \zeta \mapsto \left( x + \zeta_{[1]}(p_1)x^2 + \zeta_{[2]}(p_2)x^3 + \ldots , \zeta_{[1]}(c_1)x + \zeta_{[2]}(c_2)\frac{x^2}{2} + \zeta_{[3]}(c_3)\frac{x^3}{3} + \ldots \right). \]
Since power series are uniquely determined by its coefficients, this map is clearly a bijection. We proceed to prove that it is a group homomorphism.

Let $\zeta, \xi$ be two characters of $C$, with corresponding pairs of power series
\[ (g_1(x), h_1(x)) = \left( x + \sum_{n \geq 1} a_n x^{n+1}, \sum_{n \geq 1} c_n \frac{x^n}{n} \right) \quad \text{and} \quad (g_2(x), h_2(x)) = \left( x + \sum_{n \geq 1} \alpha_n x^{n+1}, \sum_{n \geq 1} \gamma_n \frac{x^n}{n} \right), \]
where
\[ a_n = \xi(p_n) \quad c_n = \zeta(c_n) \quad \alpha_n = \xi(p_n) \quad \gamma_n = \xi(c_n). \]
We want to show that the pair of power series associated to $\zeta \ast \xi$ is $(g_1 \circ g_2, h_1 \circ g_2 + h_2)$. The result in the first entry of the pair is precisely Theorem 4.3. We proceed to explicitly compute the second
power series associated to $\zeta \ast \xi$.

\[
\frac{(\zeta \ast \xi)(c_n)}{n} = \frac{1}{n} \sum_{[n] = S \sqcup T} \zeta(c_n|S)\xi(c_n/S)
\]

\[= \frac{1}{n} \sum_{\emptyset \neq S \subseteq [n]} c_n|\alpha_{|T_1}| \cdots \alpha_{|T_r|} + \frac{\gamma_n}{n},
\]

where $T = T_1 \sqcup \cdots \sqcup T_r$ is the natural decomposition of $[n] \setminus S$ into maximal intervals in $c_n$. Grouping similar terms and using Proposition 4.2, the coefficient of $c_k\alpha_{T_1}^{j_1}\alpha_{T_2}^{j_2} \cdots \alpha_{T_r}^{j_r} = \alpha_{n-k}^{j}$ in the sum above is

\[
n(k-1)!
\]

Thus, we can rewrite (4.3) as

\[
\frac{1}{n} \left( \sum_{j_1 + j_2 + \cdots + j_{n-k+1} = k} \frac{n(k-1)!}{j_1!j_2! \cdots j_{n-k+1}!} c_k\alpha_{T_1}^{j_1}\alpha_{T_2}^{j_2} \cdots \alpha_{T_r}^{j_r} \right) + \frac{\gamma_n}{n},
\]

which, by the Faà di Bruno Formula, is precisely the coefficient of $x^n$ in $h_1 \circ g_2 + h_2$. \hfill \square

5. ASSOCIATEDCYCLOHEDRA, CYCLOHEDRA AND INVERSION IN PAIRS OF POWER SERIES

Let $\overline{A}$ denote the Hopf submonoid of $\overline{GP}$ generated by the classes of associahedra, and $\overline{C}$ the Hopf submonoid generated by the classes of associahedra and cyclohedra. The Hopf monoid morphism $C \to \overline{GP}$ sending each graph $g \in C[I]$ to the class of its graph associahedron $a_g \in \overline{GP}$ is not injective, since $a_{p_1} = a_{c_1}$ and $a_{p_2} = a_{c_2}$. The following diagram summarizes the relations between the Hopf monoids we have defined so far.

\[
\begin{array}{c}
C \longrightarrow \overline{C} \\
\downarrow \quad \downarrow \\
\overline{GP} \quad \quad \quad \overline{A}
\end{array}
\]

The isomorphism $F \xrightarrow{\cong} A$ was first described by Aguiar and Ardila [AA17, Proposition 25.7]. The Hopf monoid $\overline{C}$ is the quotient of $C$ obtained by identifying (the graph associahedra of) $p_n$ and $c_n$ for $n = 1, 2$.

**Corollary 5.1.** The group of characters of $\overline{C}$ is isomorphic to the subgroup of $G$ consisting of pairs of power series

\[
(x + a_1x^2 + a_2x^3 + a_3x^4 + \cdots , c_1x + c_2\frac{x^2}{2} + c_3\frac{x^3}{3} + \cdots ) \in G
\]

such that $a_1 = c_1$ and $a_2 = c_2$.

The standard associahedron $a_n$ is the graph associahedron of the path $p_n = 12 \ldots n$, this is Loday’s realization of the associahedron. Analogously, the standard cyclohedron $c_n$ is the graph associahedron of the cycle $c_n = (12 \ldots n)$. The description of the faces of $a_n$ and $c_n$ in terms of tubings (see Section 1.3) and the definitions in Section 3 show the following.

- Let $t$ be a tubing of $p_n$ and $\pi(t) = \{\pi_1, \ldots, \pi_k\}$ be the associated noncrossing partition of $[n]$. The graph $p_n(t)$ is the disjoint union of the $k$ paths $p^i := p_{n|\pi_i}$, one for each block $\pi_i \in \pi(t)$. Thus, the face $F_t \leq a_n$ is normally equivalent to the following product of associahedra:

\[
a_{p^1} \times \cdots \times a_{p^k},
\]
which in turn is isomorphic to the following product of \textit{standard} associahedra
\[ a_{|\pi_1|} \times \cdots \times a_{|\pi_k|}. \]
Therefore, every face of \( a_n \) naturally decomposes as the product of (polytopes isomorphic to) other standard associahedra of lower dimension.

- Let \( t \) be a tubing of \( c_n \) and \( \pi(t) = (\pi_0, \{\pi_1, \ldots, \pi_k\}) \) be the associated pointed noncrossing partition of \([n]\).

Then, \( c_n(t) \) is the disjoint union of a cycle \( c^0 = c_n|_{\pi_0} \) in \( \pi_0 \) and a path \( p^i = (c_n/\pi_0)|_{\pi_i} \) on each \( \pi_i \in \pi(t)_+ \). The face \( F_t \leq c_n \) is normally equivalent to the following product of graph associahedra:
\[ a_{c^0} \times a_{p^1} \times \cdots \times a_{p^k}, \]
which in turn is isomorphic to the following product of a \textit{standard} cyclohedron and \textit{standard} associahedra
\[ c_{|\pi_0|} \times a_{|\pi_1|} \times \cdots \times a_{|\pi_k|}. \]

Aguiar and Ardila use the previous description of the faces of an associahedron along with their antipode formula for generalized permutahedra (Theorem 1.4) and the description of the group of characters of \( F \cong A \) (Theorem 4.3) to describe inversion in the group of power series under composition, in terms of the faces of associahedra.

**Theorem 5.2** ([AA17, Theorem 11.3]). The compositional inverse of
\[ g(x) = x + a_1x^2 + a_2x^3 + \ldots \quad \text{is} \quad g^{(-1)}(x) = x + b_1x^2 + b_2x^3 + \ldots, \]
where
\[ b_n = \sum_{F \leq a_n} (-1)^{n - \dim F} a_F \]
and we write \( a_F = a_{f_1} \cdots a_{f_k} \) for each face \( F \cong a_{f_1} \times \cdots \times a_{f_k} \) of the associahedron \( a_n \).

**Example 5.3.** A direct computation shows that the compositional inverse of
\[ \frac{x}{1-x} = x + x^2 + x^3 + x^4 + \ldots \quad \text{is} \quad \frac{x}{1+x} = x - x^2 + x^3 - x^4 + \ldots \]
The identity (5.1) in this case reads
\[ (-1)^n = (-1)^n \sum_{F \leq a_n} (-1)^{\dim F}. \]
The sum on the right hand side is computing the Euler characteristic of \( a_n \), which we know is 1.

The compositional inverse of a power series can be described with a formula having fewer terms. This formula can be obtained by grouping the terms in (5.1) corresponding to isomorphic faces of \( a_n \), or equivalently, by using the description of the antipode of paths in Theorem 3.4. In doing so, we obtain the following formula for the coefficients of \( g^{(-1)} \).

**Theorem 5.4.** The coefficients of the compositional inverse \( g^{(-1)} \) of \( g(x) \) are determined by
\[ b_n = \sum_{\pi \in NC(p_n)} (-1)^{|\pi|} C(\pi, \pi_1^a | a_{|\pi_1|} \cdots a_{|\pi_r|}) \]

**Example 5.5.** We can explicitly verify that the compositional inverse of
\[ e^x - 1 = x + \frac{x^2}{2!} + \frac{x^3}{3!} + x^4 + \ldots \quad \text{is} \quad \ln(1+x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + \ldots \]
Then, the expression (5.2) yields the following combinatorial formula involving Catalan numbers:

\[
\sum_{\pi \in NC(n)} (-1)^{|\pi|} \frac{C(\pi, \pi)}{(|\pi_1| + 1)! (|\pi_2| + 1)! \ldots (|\pi_r| + 1)!} = \frac{(-1)^n}{n + 1}.
\]

For instance, \{1, 2, 3\}, \{12, 3\}, \{13, 2\}, \{1, 23\}, \{123\} are all the (noncrossing) partitions of [3]. Listing the terms in that order, the previous formula reads

\[
-\frac{5}{(2!)^3} + \frac{2}{3! 2!} + \frac{1}{3! 2!} + \frac{2}{3! 2!} - \frac{1}{4!} = -\frac{1}{4}.
\]

We proceed to extend formulas (5.1) and (5.2) to pairs of power series in \(X(C) \cong G\). For the analogous of formula (5.1), we would expect to obtain a sum over the faces of the cyclohedron, but there is one small caveat. Let us consider, for example, a two-dimensional face \(F\) of \(e_5\) that is a (combinatorial) square. \(F\) is isomorphic to both \(c_2 \times a_2 \times a_1\) and \(c_1 \times a_2 \times a_2\), so how do we determine if the corresponding term \(c_F\) in the analogous formula is \(c_2 a_2 a_1\) or \(c_1 a_2^2\)? The following result answers this question.

**Theorem 5.6.** The inverse of the pair

\[
(x + a_1 x^2 + a_2 x^3 + \ldots, c_1 x + c_2 \frac{x^2}{2} + c_3 \frac{x^3}{3} + \ldots)
\]

in the group \(G\) is

\[
(x + b_1 x^2 + b_2 x^3 + \ldots, d_1 x + d_2 \frac{x^2}{2} + d_3 \frac{x^3}{3} + \ldots),
\]

where \(b_n\) is determined by the faces of the associahedron \(a_n\) as in (5.1),

\[
d_n = \sum_{F \leq c_n} (-1)^{n - \dim F} c_F,
\]

and we write \(c_F = c_{f_0} a_{f_1} \ldots a_{f_k}\) for each face \(F \cong c_{f_0} \times a_{f_1} \times \ldots \times a_{f_k}\). The Cartesian factor \(c_{f_0}\) of \(F\) is determined by having vertices with one coordinate attaining the value \(\binom{n}{2} + 1\).

**Proof.** The statement about the coefficients \(b_n\) follows directly from Theorem 5.2. Let \(\zeta \in X(C)\) be the character corresponding to the pair \((x + \sum a_n x^{n+1}, \sum c_n x^n)\). Then, using Theorem 1.2 we have

\[
d_n = (\zeta_{[n]} \circ \sigma_{[n]})(c_n).
\]

Using Theorem 3.6 to compute the antipode of \(c_n\), and the linearity and multiplicativity of \(\zeta_f\), we get

\[
d_n = \sum_l (-1)^{|l|} \zeta_{[l]}(c_n(t))
\]

\[
= \sum_l (-1)^{|l|} \zeta_{\pi_0} (c^0) \zeta_{\pi_1} (p^1) \ldots \zeta_{\pi_k} (p^k)
\]

\[
= \sum_l (-1)^{|l|} c_{\pi_0} a_{\pi_1} \ldots a_{\pi_k}.
\]

The sums are over all tubings of \(c_n\), and \((\pi_0, \{\pi_1, \ldots, \pi_k\}) = \pi(t)\). The bijection between tubings of \(c_n\) and faces of \(c_n = a_n\) allows us to rewrite

\[
(-1)^{|l|} c_{\pi_0} a_{\pi_1} \ldots a_{\pi_k} = (-1)^{n - \dim F_l} c_{f_0} a_{f_1} \ldots a_{f_k},
\]

where \(f_i = |\pi_i|\) and \(F_l \equiv a_0 \times a_{p_1} \times \ldots \times a_{p_k} \cong c_{f_0} \times a_{f_1} \times \ldots \times a_{f_k}\). Recall that \(F_l \cong c_{f_0} \times a_{f_1} \times \ldots \times a_{f_k}\) is the face of \(c_n\) maximized by the linear functional \(-\sum x_i a_i\), where \(n_i\) is the number of tubes of \(t\) containing \(i \in [n]\). Property 1.3 implies that \(F_l\) is contained in the face of \(c_n\) maximized by \(\sum_{i \in \pi_0} x_i\). This face is

\[
\Delta_{\pi_0} + \sum_{[i,j] \cap \pi_0 \neq \emptyset} \Delta_{[i,j] \cap \pi_0} + \sum_{[i,j] \cap \pi_0 = \emptyset} \Delta_{[i,j]}
\]
where the sums are over proper intervals \([i, j] = \{i, i + 1, \ldots, j\}\) with \(j \neq i - 1\), the operations are modulo \(n\). For \(l \in \pi_0\), the maximum value of \(x_l\) in this face counts the number of tubes of \(c_n\) containing \(l\):

\[
\#\{\text{tubes of } c_n\} - \#\{\text{tubes not containing } l\} = (n(n - 1) + 1) - \binom{n}{2} = \binom{n}{2} + 1.
\]

On the other hand, for \(m \notin \pi_0\), the maximum value of \(x_m\) in this face counts the number of intervals \([i, j]\) containing \(m\) that do not intersect \(\pi_0\). Since \(\pi_0 \neq \emptyset\), this is strictly less than (5.4). Therefore \(\pi_0\), and thus the Cartesian factor \(\epsilon_{\pi_0}\), is determined by consisting of those coordinates that reach the value \((n^2)/2 + 1\) at some vertex of \(F\).

**Example 5.7.** Extending Example 5.3, consider the pair

\[
\left(\frac{x}{1 - x}, -\ln(1 - x)\right) = \left(x + x^2 + x^3 + \ldots, x + \frac{x^2}{2} + \frac{x^3}{3} + \ldots\right),
\]

whose inverse in \(G\) is

\[
\left(\frac{x}{1 + x}, -\ln(1 + x)\right) = \left(x - x^2 + x^3 - \ldots, -x + \frac{x^2}{2} - \frac{x^3}{3} + \ldots\right).
\]

In this case, identity (5.3) reflects that the Euler characteristic of the cyclohedron is 1.

By grouping terms in (5.3), or equivalently by applying the character \(\zeta\) in the proof of Theorem 5.6 to both sides of (3.3), we obtain a formula of the coefficients \(d_n\) with fewer terms.

**Theorem 5.8.** The coefficients of the second component of \((g, h)^{-1}\) for \((g, h) \in G\) are determined by

\[
d_n = \sum_{\pi \in \text{PNC}(c_n)} (-1)^{|\pi|} C(\pi_{\uparrow}; \pi_{\downarrow}) c_{|\pi_0|} a_{|\pi_1|} a_{|\pi_2|} \cdots a_{|\pi_r|}.
\]

We conclude by using formula (5.5) to deduce some enumerative identities involving pointed noncrossing partitions and Catalan numbers.

**Example 5.9.** Consider the pair

\[
\left(\frac{x}{1 - x}, \frac{x}{1 - x}\right) = \left(x + x^2 + x^3 + \ldots, x + \frac{x^2}{2} + \frac{x^3}{3} + \ldots\right),
\]

and its inverse

\[
\left(\frac{x}{1 + x}, -x\right) = \left(x - x^2 + x^3 - \ldots, -x + \frac{x^2}{2} - \frac{x^3}{3} + \ldots\right).
\]

In this case, identity (5.5) translates into the following identity involving pointed noncrossing partitions and Catalan numbers:

\[
\sum_{\pi \in \text{PNC}(c_n)} (-1)^{|\pi_0|} c_{|\pi_0|} a_{|\pi_1|} a_{|\pi_2|} \cdots a_{|\pi_r|} = \begin{cases} 1 & \text{if } n = 1, \\ 0 & \text{otherwise.} \end{cases}
\]

**Example 5.10.** A similar analysis with the pair \((e^x - 1, e^x - 1)\) and its inverse \((-\ln(1 + x), -x)\) yields the following combinatorial identity:

\[
\sum_{\pi \in \text{PNC}(c_n)} (-1)^{|\pi_0|} \frac{C(\pi_{\uparrow}; \pi_{\downarrow})}{(|\pi_0| - 1)! (|\pi_1| + 1)! (|\pi_2| + 1)!} = \begin{cases} 1 & \text{if } n = 1, \\ 0 & \text{otherwise.} \end{cases}
\]
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