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Abstract—Multi- or many-objective evolutionary algorithms (MOEAs), especially the decomposition-based MOEAs, have been widely concerned in recent years. The decomposition-based MOEAs emphasize convergence and diversity in a simple model and have made a great success in dealing with theoretical and practical multi- or many-objective optimization problems. In this paper, we focus on update strategies of the decomposition-based MOEAs, and their criteria for comparing solutions. Three disadvantages of the decomposition-based MOEAs with local update strategies and several existing criteria for comparing solutions are analyzed and discussed. An global loop update strategy and two hybrid criteria are suggested. Subsequently, an evolutionary algorithm with the global loop update is implemented and compared to several of the best multi- or many-objective optimization algorithms on two famous unconstraint test suites with up to 15 objectives. Experimental results demonstrate that unlike evolutionary algorithms with local update strategies, the population of our algorithm does not degenerate at any generation of its evolution, which guarantees the diversity of the resulting population. In addition, our algorithm wins in most instances of the two test suites, indicating that it is very competitive in terms of convergence and diversity. The running results of our algorithm with different criteria for comparing solutions are also compared. Their differences are very significant, indicating that the performance of our algorithm is affected by the criterion it adopts.
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I. INTRODUCTION

A lot of real-world problems such as electric power system reconfiguration problems [1], water distribution system design or rehabilitation problems [2], automotive engine calibration problems [3], land use management problems [4], optimal design problems [5–7], and problems of balancing between performance and cost in energy systems [8], etc., can be formulated into multi- or many-objective optimization problems (MOPs) involving more than one objective function. MOPs have attracted extensive attention in recent years and different kinds of algorithms for solving them have been proposed. Although algorithms based on particle swarm optimization [9] and simulated annealing [10] developed to solve MOPs are not ignorable, multi- or many-objective evolutionary algorithms (MOEAs) are more popular and representative in solving MOPs, such as the non-dominated sorting genetic algorithm-II (NSGA-II) [11], the strength pareto evolutionary algorithm 2 (SPEA-2) [12], and the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [13], etc. In General, MOEAs can be divided into three categories [14]. The first category is known as the indicator-based MOEAs. In an indication-based MOEA, the fitness of an individual is usually evaluated by a performance indicator such as hypervolume [15]. Such a performance indicator is designed to measure the convergence and diversity of the MOEA, and hence expected to drive the population of the MOEA to converge to the Pareto Front (PF) quickly with good distribution. The second category is the domination-based MOEAs, in which the domination principle plays a key role. However, in the domination-based MOEAs, other measures have to be adopted to maintain the population diversity. In NSGA-II, crowding distances of all the individuals are calculated at each generation and used to keep the population diversity, while reference points are used in NSGA-III [16]. The third category is the decomposition-based MOEAs. In a decomposition based MOEA, a MOP is decomposed into a set of subproblems and then optimized simultaneously. A uniformly generated set of weight vectors associated with a fitness assignment method such as the weighted sum approach, the Tchebycheff approach and the penalty-based boundary intersection (PBI) approach, is usually used to decompose a given MOP. Generally, a weight vector determines a subproblem and defines a neighborhood. Subproblems in a neighborhood are expected to own similar solutions and might be updated by a newly generated solution. The decomposition-based MOEA framework emphasizes the convergence and diversity of the population in a simple model. Therefore, it was studied extensively and improved from different points of view [17–23] since it was first proposed by Zhang and Li in 2007 [13].

Recently, some efforts have been made to blend different ideas appeared in the domination-based MOEAs and the decomposition-based MOEAs. For examples, an evolutionary many-objective optimization algorithm based on dominance and decomposition (MOEA/DD) is proposed in [21], and a reference vector guided evolutionary algorithm is proposed in [20]. In MOEA/DD, each individual is associated with a subregion uniquely determined by a weight vector, and each weight vector (or subregion) is assigned to a neighborhood. In an iterative step, mating parents is chosen from...
the neighboring subregions of the current weight vector with a given probability $\delta$, or the whole population with a low probability $1 - \delta$. In case that no associated individual exists in the selected subregions, mating parents are randomly chosen from the whole population. And then several classical genetic operators such as the simulated binary crossover (SBX) \cite{deb2000fast} and the polynomial mutation \cite{deb2002fast}, etc., are applied on the chosen parents to generate an offspring. Subsequently, the offspring is used to update the current population according to a complicated but well-designed rule based on decomposition and dominance.

In this paper, we focus on update strategies of the decomposition-based evolutionary algorithms and the criteria for comparing solutions. Three disadvantages of the decomposition-based MOEAs with local update strategies and several existing criteria for comparing solutions are analyzed and discussed. And a global loop update (GLU) strategy and two hybrid criteria are suggested. Also, we propose an evolutionary algorithm with the GLU strategy for solving multi- or many-objective optimization problems (MOEA/GLU). The GLU strategy is designed to try to avoid the shortcomings of the decomposition-based MOEAs with local update strategies and eliminate bad solutions in the initial stage of the evolution, which is expected to force the population to converge faster to the PF.

The rest of the paper is organized as follows. In section II, we provide some preliminaries used in MOEA/GLU and review several existing criteria for comparing solutions, i.e., PBI criterion, dominance criterion and distance criterion. And then two hybrid criteria for judging the quality of two given solutions are suggested. The disadvantages of the decomposition-based MOEAs with local update strategies are also analyzed in this section. In section III, the algorithm MOEA/GLU is proposed. A general framework of it is first presented. Subsequently, the initialization procedure, the reproduction procedure, and the GLU procedure are elaborated. Some discussions about advantages and disadvantages of the algorithm are also made. In section IV, empirical results of MOEA/GLU on DTLZ1 to DTLZ4 and WFG1 to WFG9 are compared to those of several other MOEAs, i.e., NSGA-III, MOEA/D, MOEA/DD and GrEA. Running results of MOEA/GLU with different criteria are also compared in this section. The paper is concluded in section V.

II. PRELIMINARIES AND MOTIVATIONS

A. MOP

Without loss of generality, a MOP can be formulated as a minimization problem as follows:

\[
\begin{align*}
\text{Minimize} & \quad F(x) = (f_1(x), f_2(x), \ldots, f_M(x))^T \\
\text{Subject to} & \quad x \in \Omega,
\end{align*}
\]

where $M \geq 2$ is the number of objective functions, $x$ is a decision vector, $\Omega$ is the feasible set of decision vectors, and $F(x)$ is composed of $M$ conflicting objective functions. $F(x)$ is usually considered as a many-objective optimization problems when $M$ is greater than or equal to 4.

A solution $x$ of Eq. (1) is said to dominate the other one $y$ ($x \preceq y$), if and only if $f_i(x) \leq f_i(y)$ for $i \in (1, \ldots, M)$ and $f_j(x) < f_j(y)$ for at least one index $j \in (1, \ldots, M)$. It is clear that $x$ and $y$ are non-dominated with each other, when both $x \preceq y$ and $y \preceq x$ are not satisfied. A solution $x$ is Pareto-optimal to Eq. (1) if there is no solution $y \in \Omega$ such that $y \preceq x$. $F(x)$ is then called a Pareto-optimal objective vector. The set of all the Pareto optimal objective vectors is the PF \cite{deb2002fast}. The goal of a MOEA is to find a set of solutions, the corresponding objective vectors of which are approximate to the PF.

B. Criteria for Comparing Solutions

1) Dominance criterion: Dominance is usually used to judge whether or not one solution is better than the other in the dominance-based MOEAs. As a criterion for comparing two given solutions, dominance can be described as follows.

Dominance criterion: A solution $x$ is considered to be better than the other one $y$ when $x \preceq y$.

As it is discussed in \cite{deb2002fast}, the selection pressure exerted by the dominance criterion is weak in a dominance-based MOEA, and becomes weaker as the number of the objective functions increases. It indicates that such a criterion is too stringent for MOEAs to choose the better one from two given solutions. Therefore, in practice, the dominance criterion is usually used together with other measures.

2) PBI criterion: In a decomposition-based MOEA, approaches used to decompose a MOP into subproblems can be considered as criteria for comparing two solutions, such as the weighted sum approach, the Tchebycheff approach and the PBI approach \cite{deb2002fast}. Here, we describe the PBI approach as a criterion for comparing two given solutions.

PBI criterion: A solution $x$ is considered to be better than the other one $y$ when $PBI(x) < PBI(y)$, where $PBI(\bullet)$ is defined as $PBI(x) = g^{PBI}(x|w, z^*)$, $w$ is a given weight vector, and $z^*$ is the ideal point.

The PBI function can be elaborated as \cite{deb2002fast}:

\[
\begin{align*}
\text{Minimize} & \quad g^{PBI}(x|w, z^*) = d_1 + \theta d_2 \\
\text{Subject to} & \quad x \in \Omega
\end{align*}
\]

\[
\begin{align*}
d_1 &= \frac{||\langle F(x) - z^* \rangle^Tw \rangle||}{||w||} \\
d_2 &= \frac{||F(x) - (z^* + d_1 \frac{w}{||w||})||}{||w||}
\end{align*}
\]

and $\theta$ is a used-defined constant penalty parameter. In a decomposition-based MOEA with the PBI criterion, the set of the weight vectors is usually generated at the initialization stage by the systematic sampling approach and remains unchanged in the running process of the algorithm. The ideal point is also set at the initialization stage, but can be updated by every newly generated offspring.

3) Distance criterion: In \cite{deb2002fast}, a criterion with respect to the two Euclidean distances $d_1$ and $d_2$ defined by Eq. (3) are used to judge whether or not a solution is better than the other. Denote the two Euclidean distances of $x$ and $y$ as $\{d_{1x}, d_{2x}\}$ and $\{d_{1y}, d_{2y}\}$, respectively. A criterion for comparing two
given solutions with respect to the two distances can be written as follows.

**Distance criterion:** A solution \( x \) is considered to be better than the other one \( y \) when \( d_{2x} < d_{2y} \). In the case that \( d_{2x} = d_{2y} \), \( x \) is considered to be better than \( y \) when \( d_{1x} < d_{1y} \).

4) **Two Hybrid Criteria:** It has been shown that the dominance criterion can be a good criterion for choosing better solutions in conjunction with other measures \[11\], \[16\]. And likely, the PBI criterion has achieved great success in MOEAs \[13\], \[21\]. However, there are two facts with respect to these two criteria respectively can not be ignored. The first one is that using dominance comparison alone can not exert too much selection pressure on the current population, and hence, can not drive the population to converge to the PF of a given MOP quickly. The second one is that it is not necessarily \( PBI(x) < PBI(y) \) when \( x \preceq y \), and vice versa.

Therefore, it might be natural to combine these two criteria in consideration of the two facts. Here, we suggest two hybrid criteria.

**H1 criterion:** One solution \( x \) is considered to be better than the other one \( y \) when \( x \preceq y \). In the case that the two solutions do not dominate with each other, \( x \) is considered to be better than \( y \) when \( PBI(x) < PBI(y) \).

**H2 criterion:** One solution \( x \) is considered to be better than the other one \( y \) when \( x \preceq y \). In the case that the two solutions do not dominate with each other, \( x \) is considered to be better than \( y \) when \( d_{2x} < d_{2y} \).

It is clear that the H1 criterion combines dominance with the PBI criterion, while the H2 criterion associates dominance with the Euclidean distance \( d_2 \).

### C. The Systematic Sampling Approach

The systematic sampling approach proposed by Das and Dennis \[29\] is usually used to generate weight vectors in MOEAs. In this approach, weight vectors are sampled from a unit simplex. Let \( \omega = (\omega_1, ..., \omega_M)^T \) is a given weight vector, \( \omega_j (1 \leq j \leq M) \) is the \( j \)th component of \( \omega \), \( \delta_j \) is the uniform spacing between two consecutive \( \omega_j \) values, and \( 1/\delta_j \) is an integer. The possible values of \( \omega_j \) are sampled from \( \{0, \delta_j, ..., K_j \delta_j \} \), where \( K_j = (1 - \sum_{i=1}^{j-1} \omega_i)/\delta_j \). In a special case, all \( \delta_j \) are equal to \( \delta \). To generate a weight vector, the systematic sampling approach starts with sampling from \( \{0, \delta, 2\delta, ..., 1\} \) to obtain the first component \( \omega_1 \), and then from \( \{0, \delta, 2\delta, ..., K_2 \delta \} \) to get the second component \( \omega_2 \) and so forth, until the \( M \)th component \( \omega_M \) is generated. Repeat such a process, until a total of

\[
N(D, M) = \left( \frac{D + M - 1}{M - 1} \right)
\]

different weight vectors are generated, where \( D > 0 \) is the number of divisions considered along each objective coordinate.

The approach can be illustrated by Fig. 1, in which each level represents one component of \( \omega \), and each path from the root to one of the leaves represents a possible weight vector.

![Fig. 1. Generating weight vectors for \( \delta = 0.5 \) and \( M = 3 \) using the systematic sampling approach.](image)

Therefore, all weight vectors included in the tree can be listed as follows.

\[
\begin{align*}
(0, 0, 1) \\
(0, 0.5, 0.5) \\
(0, 1, 0) \\
(0.5, 0, 0.5) \\
(0.5, 0.5, 0) \\
(1, 0, 0)
\end{align*}
\]

A recursive algorithm for MOEAs to generate weight vectors using the systematic sampling approach can be found in section III. Here, we consider two cases of \( D \) taking a large value and a small value respectively. As discussed in \[21\] and \[29\], a large \( D \) would add more computational burden to a MOEA, and a small \( D \) would be harmful to the population diversity. To avoid this dilemma, \[16\] and \[21\] present a two-layer weight vector generation method. At first, a set of \( N_1 \) weight vectors in the boundary layer and a set of \( N_2 \) weight vectors in the inside layer are generated, according to the systematic sampling approach described above. Then, the coordinates of weight vectors in the inside layer are shrunk by a coordinate transformation as

\[
v^d_i = \frac{1 - \tau}{M} + \tau \times \omega^d_i,
\]

where \( \omega^d_i \) is the \( i \)th component of the \( j \)th weight vectors in the inside layer, and \( \tau \in [0, 1] \) is a shrinkage factor set as \( \tau = 0.5 \) in \[16\] and \[21\]. At last, the two sets of weight vectors are combined to form the final set of weight vectors. Denote the numbers of the weight vectors generated in the boundary layer and the inside layer as \( D1 \) and \( D2 \) respectively. Then, the number of the weight vectors generated by the two-layer weight vector generation method is \( N(D1, M) + N(D2, M) \).

### D. Local update and its advantages

Most of the decomposition-based MOEAs update the population with an offspring generated by the reproduction operators to replace the individuals worse than the offspring in the current neighborhood. Such an update strategy can be named as a local update (LU) strategy since it involves only the individuals in the current neighborhood. The decomposition-based MOEAs with the LU strategy have at least two advantages. The first one is that the LU strategy can help the algorithms to converge to the PF faster than other algorithms with non-local update strategies, which helps them achieve great success on
a lot of MOPs in the past ten years. The second one is that the time complexities of the decomposition-based MOEAs are usually lower than those of MOEAs with non-local update strategies. This allows them to have a great advantage in solving complicated problems or MOPs with many objectives, since the running time taken by a MOEA to solve a given MOP becomes much longer as the number of the objective functions increases.

In spite of the above advantages, the decomposition-based MOEAs with the LU strategy have their own disadvantages. The first disadvantage is that when the algorithms deal with some problems such as DTLZ4, the population may lose its diversity. As we can see from Fig.2 a running instance of MOEA/D on DTLZ4 with 3 objectives generates well-distributed results, while the solution set of the other one degenerates nearly to an arc on a unit circle. What’s worse, the solution set of some running instances of MOEA/D even degenerates to a few points on a unit circle in our experiments.

Notice that a call of the LU procedure replaces all individuals worse than the newly generated offspring within the current neighborhood, which might be the reason resulting in the loss of the population diversity. Therefore, to avoid the loss of the population diversity, one can modify the LU procedure to replace at most one individual at a call. But the problem is how to decide which one individual is to be replaced when there are multiple individuals worse than the newly generated offspring. One of the simplest replacement policies is to randomly choose one individual in the current neighborhood and judge whether or not the offspring is better than it. If the selected individual is worse, it will be replaced by the offspring. Or else, the offspring will be abandoned.

Fig.3 shows the results of the original MOEA/D and its modified version with the modified LU strategy described above on DTLZ1 with 3 objectives. As it can been seen from Fig.3 the modified LU strategy lowers down the convergence speed of the algorithm, indicating that it is not a good update strategy.

![Fig. 2. Two running instances of MOEA/D on DTLZ4. The first one obtained a well distributed set of solutions, and the second one obtained a degenerate set of solutions locating on an arc of a unit circle.](image)

![Fig. 3. Running results of the original MOEA/D and its modified version with a modified LU on the DTLZ1 problem with 3 objectives. The red dots are the resulting solutions of the original MOEA/D, and the blue ones are the resulting solutions of its modified version. Rotate (a) around the Z axis by about 90 degrees to get (b).](image)

The second disadvantage of the decomposition-based MOEAs with the LU strategy is that they don’t consider the individuals beyond the current neighborhood. As we can see, such a LU strategy allows the MOEAS to update the population with less time, but it might ignore some important information leading to better convergence. Fig.4 illustrates this viewpoint. Although the newly generated individual is better than individual A, it will be abandoned by the decomposition-based MOEAs with the LU strategy, since it is only compared to the individuals in the current neighborhood.
Asafuddoula et al have noticed this disadvantage of the decomposition-based MOEAs with the LU strategy [28]. The update strategy of their algorithm involves all of the individuals in the current population, which has been demonstrated to be effective on the DT LZ and WFG test suites to some extent. We call such an update strategy a global update (GU) strategy, since each call of the update procedure considers all the individuals in the population and replaces at most one individual. In Fig 4, individual A will be replaced by the newly generated individual if a decomposition-based MOEA adopts the GU strategy instead of the LU strategy.

The third disadvantage of the decomposition-based MOEAs with the LU strategy relates to the individuals and their attached weight vectors. As a simple example, consider the case where an individual x and a newly generated offspring c are attached to a weight vector \( \omega_x \), and an individual y is attached to \( \omega_y \), so that \( g^{PBI}(c|w_x, z^*) < g^{PBI}(x|w_x, z^*) \) and \( g^{PBI}(y|w_y, z^*) < g^{PBI}(y|w_y, z^*) \) are satisfied. In other words, c is better than x and x is better than y, when the weight vector \( \omega_x \) and the weight vector \( \omega_y \) are considered as the reference weight vector respectively. Therefore, x will be replaced by c in a typical decomposition-based MOEA. But so far, there is no decomposition-based MOEA considering x as a replacement for y.

In order to deal with the three disadvantages of the decomposition-based MOEAs with the LU strategy, we propose a MOEA with the GLU strategy (i.e., MOEA/GLU) mentioned before, which is presented in Section III.

III. PROPOSED ALGORITHM-MOEA/GLU

A. Algorithm Framework

The general framework of MOEA/GLU is presented in Algorithm 1. As it is shown in the general framework, a while loop is executed after the initiation procedure, in which a for loop is included. In the for loop, the algorithm runs over \( N \) weight vectors, generates an offspring for each weight vector in the reproduction procedure, and updates the population with the offspring in the GLU procedure.

B. Initialization Procedure

The initialization procedure includes four steps. In the first step, a set of uniformly distributed weight vectors are generated using the systematic approach proposed in [29]. A recursive algorithm for generating the weight vectors is presented in algorithm 2 and 3.

Algorithm 1 General Framework of MOEA/GLU

\[\text{Output: Final Population.}\]

1: Initialization Procedure.
2: while The stop condition is not satisfied do
3: \[\text{for } i = 1 \text{ to } N \text{ do}\]
4: Reproduction Procedure.
5: The GLU procedure
6: \[\text{end for}\]
7: end while

Algorithm 2 The systematic sampling approach

\[\text{Input: } D: \text{the number of divisions, } M: \text{the number of objectives.}\]

\[\text{Output: A set of uniform weight vectors.}\]

1: \[\omega = (0, ..., 0)\];
2: \[\text{Gen}_{i+1}\_Level(\omega, 0, 0, D, M);\]

Algorithm 2 calls the recursive function \( \text{Gen}_{i+1}\_Level \) described in algorithm 3 with \( \omega = (0, ..., 0) \), \( K = 0 \), and \( i = 0 \), to generate weight vectors. At the ith level of the recursive function, the ith component of a weight vector is generated. As discussed before, the value of each component of a weight vector ranges from 0 to 1 with the step size \( 1/D \), and all components of a weight vector sum up to 1. In other words, all components of a weight vector share the same number of divisions. Therefore, if \( K = D(K \text{ is the number of divisions that have been allocated}) \), then the rest of the components are set to zero. In addition, if \( \omega[i] \) is the last component, i.e., \( i = M - 1 \), then all the remaining divisions are assigned to it. Both the two cases indicate the end of a recursive call, and a generated weight vector is output.

Algorithm 3 \( \text{Gen}_{i+1}\_Level(\omega, K, i, D, M) \)

1: if \( k = D \) then
2: \[\omega[i], ..., \omega[M - 1] \leftarrow 0;\]
3: \[\text{output}(\omega);\]
4: \[\text{return};\]
5: \[\text{end if}\]
6: if \( i = M - 1 \) then
7: \[\omega[i] \leftarrow (D - K)/D;\]
8: \[\text{output}(\omega);\]
9: \[\text{return};\]
10: \[\text{end if}\]
11: \[\text{for } j = 0 \text{ to } D - K \text{ do}\]
12: \[\omega[j] \leftarrow j/D;\]
13: \[\text{Gen}_{i+1}\_Level(\omega, K + j, i + 1, D, M);\]
14: \[\text{end for}\]

One of the main ideas of MOEA/GLU is that each individual is attached to a weight vector and a weight vector owns only one individual. Meanwhile, each weight vector determines a neighborhood. In the second step, the neighborhoods of all weight vectors are generated by calculating the
Euclidean distances of the weight vectors using Eq. (3). Subsequently, a population of N individuals is initialized randomly and attached to N weight vectors in order of generation in the third step. Finally, the ideal point is initialized in the fourth step, which can be updated by every offspring in the course of evolution.

C. Reproduction Procedure

The reproduction procedure can be described as follows. Firstly, a random number r between 0 and 1 is generated. If r is less than a given selection probability $P_s$, then choose two individuals from the neighborhood of the current weight, or else choose two individuals from the whole population. Secondly, the SBX operator is applied on the two individuals to generate two intermediate individuals. Notice that, if both of the two individuals are evaluated and used to update the population, then the number of individuals evaluated at each generation will be twice as many as that of the individuals in the whole population. However, the number of individuals evaluated at each generation in many popular MOEAs such as NSGA-III and MOEADD etc., is usually the same as the size of the population. Therefore, one of the two intermediate individuals is abandoned at random for the sake of fairness. Finally, the polynomial mutation operator is applied on the reserved intermediate individual to generate an offspring, which will be evaluated and used to update the current population in the following GLU procedure.

D. The GLU procedure

**Algorithm 4** The GLU procedure

| Input: | a new offspring c, the current population P. |
| 1: | bFlag=true; |
| 2: | while bFlag do |
| 3: | Find_Attached_Weight(c) → i; |
| 4: | if c is better than P[i] then |
| 5: | Swap(c,P[i]); |
| 6: | else |
| 7: | bFlag=false; |
| 8: | end if |
| 9: | end while |

The GLU procedure is illustrated in Algorithm 4 which can be described as follows. Each individual is attached to a weight vector, which has the shortest perpendicular distance to the weight vector. $\text{Find}\_\text{Attached}\_\text{Weight}(c)$ is designed to find the attached weight of c, in which the perpendicular distance is calculated by Eq. (3). Denote the perpendicular distance of the $i$th individual $P[i]$ to the $j$th weight vector as $d_{ij}$. A given weight vector maintains only one slot to keep the best individual attached to it generated so far from the beginning of the algorithm. The minimum value of $\{d_{i1}, d_{i2}, ..., d_{iN}\}$ can be expected to be $d_{ij}$ after the algorithm evolves enough generations. However, in the initialization stage, all the individuals are generated randomly, and attached to the weight vectors in order of generation. In other words, the $i$th weight vector may not be the one, to which its attached individual $P[i]$ has the shortest perpendicular distance. Supposed that the minimum value of $\{d_{i1}, d_{i2}, ..., d_{iN}\}$ is still $d_{ij}$ at a certain generation, and the offspring c is better than $P[i]$. Then, $P[i]$ will be replaced out by c, and considered as a candidate to take the place of the individual hold by the $j$th weight vector, i.e., $P[j]$.

E. Discussion

This section gives a simple discussion about the similarities and differences of MOEA/GLU, MOEA/D, and MOEA/DD.

1) Similarities of MOEA/GLU, MOEA/D, and MOEA/DD. MOEA/GLU and MOEA/DD can be seen as two variants of MOEA/D to some extent, since all of the three algorithms employ decomposition technique to deal with MOPs. In addition, a set of weight vectors is used to guide the selection procedure, and the concept of neighborhood plays an important role in all of them.

2) Differences between MOEA/GLU and MOEA/D. Firstly, MOEA/D uses a LU strategy, and MOEA/GLU employs the so-called GLU strategy, which considers all of the individuals in the current population at each call of the update procedure. Secondly, to judge whether or not an individual is better than the other, MOEA/D compares the fitness values of them, while other criteria for comparing individuals can also be used in MOEA/GLU. Thirdly, once a individual is generated in MOEA/D, all the individuals in the current neighborhood that worse than it will be replaced. However, each individual is attached to one weight vector in MOEA/GLU, and a newly generated individual is only compared to the old one attached to the same weight vector. The replacement operation occurs only when the new individual is better than the old one.

3) Differences between MOEA/GLU and MOEA/DD. In the first place, one weight vector in MOEA/DD not only defines a subproblem, but also specifies a subregion that can be used to estimate the local density of a population. In principle, a subregion owns zero, one, or more individuals at any generation. In MOEA/GLU, each individual is attached only to one weight vector, and a weight vector can hold only one individual. In the second place, the dominance criterion can be taken into account in MOEA/GLU, the way that it is used is different from that of MOEA/DD. In MOEA/GLU, the dominance between the newly generated individual and the old one attached to the same weight vector can be used to judge which of the two is better, while the dominance criterion is considered among all individuals within a subregion in MOEA/DD.

F. Time Complexity

The function $\text{Find}\_\text{Attached}\_\text{Weight}$ in the GLU procedure runs over all weight vectors, calculates the perpendicular distances between the newly generated offspring and all weight vectors, and finds the weight vector, to which the offspring has the shortest perpendicular distance. Therefore, it takes $O(MN)$ times of floating-point calculations for the function
Find_Attatched_Weight to find the attached weight vector of the offspring, where M is the number of the objective functions and N is the size of the population.

As it is indicated before, the while loop is designed to help the individuals in the initial stage of the algorithm to find their attached weight vectors quickly. The fact that the individuals at a certain generation do not attach to their corresponding weight vectors causes extra entries into the function Find_Attatched_Weight. However, once all of the individuals are attached to their corresponding weight vectors, the function Find_Attatched_Weight will be entered at most two times. Let the entries into the function Find_Attatched_Weight be \((1 + N_i)\) times at each call of the GLU procedure, and denote the number of the generations as G. Since \(\sum_i N_i \leq N\) and the GLU procedure is called \(NG\) times in the whole process of MOEA/GLU, the time complexity of the algorithm is \(O(MN^2G)\), which is the same as that of MOEA/DD, but worse than that of MOEA/D.

IV. EXPERIMENTAL RESULTS

A. Performance Metrics

1) Inverted Generational Distance (IGD): Let S be a result solution set of a MOEA on a given MOP. Let R be a uniformly distributed representative points of the PF. The IGD value of S relative to R can be calculated as

\[
IGD(S, R) = \frac{\sum_{r \in R} d(r, S)}{|R|} \tag{7}
\]

where \(d(r, S)\) is the minimum Euclidean distance between \(r\) and the points in \(S\), and \(|R|\) is the cardinality of \(R\). Note that, the points in \(R\) should be well distributed and \(|R|\) should be large enough to ensure that the points in \(R\) could represent the PF very well. This guarantees that the IGD value of \(S\) is able to measure the convergence and diversity of the solution set. The lower the IGD value of \(S\), the better its quality \([21]\).

2) HyperVolume (HV): The HV value of a given solution set \(S\) is defined as

\[
HV(S) = vol\left(\bigcup_{x \in S} [f_1(x), z_1] \times \ldots \times [f_M(x), z_M]\right), \tag{8}
\]

where \(vol(\cdot)\) is the Lebesgue measure, and \(z^r = (z_1, \ldots, z_M)^T\) is a given reference point. As it can be seen that the HV value of \(S\) is a measure of the size of the objective space dominated by the solutions in \(S\) and bounded by \(z^r\).

As with \([21]\), an algorithm based on Monte Carlo sampling proposed in \([32]\) is applied to compute the approximate HV values for 15-objective test instances, and the WFG algorithm \([33]\) is adopted to compute the exact HV values for other test instances for the convenience of comparison. In addition, all the HV values are normalized to \([0, 1]\) by dividing \(\prod_{i=1}^M z_i\).

B. Benchmark Problems

1) DTLZ test suite: Problems DTLZ1 to DTLZ4 from the DTLZ test suite proposed by Deb et al \([34]\) are chosen for our experimental studies in the first place. One can refer to \([34]\) to find their definitions. Here, we only summarize some of their features.

- DTLZ1: The global PF of DTLZ1 is the linear hyper-plane \(\sum_{i=1}^M f_i = 0.5\). And the search space contains \((11^k - 1)\) local PFs that can hinder a MOEA to converge to the hyper-plane.
- DTLZ2: The global PF of DTLZ2 satisfies \(\sum_{i=1}^M f_i^2 = 1\). Previous studies have shown that this problem is easier to be solved by existing MOEAs, such as NSGA-III, MOEADD, etc., than DTLZ1, DTLZ3 and DTLZ4.
- DTLZ3: The definition of the global PF of DTLZ3 is the same as that of DTLZ2. It introduces \((2^k - 1)\) local PFs. All local PFs are parallel to the global PF and a MOEA can get stuck at any of these local PFs before converging to the global PF. It can be used to investigate a MOEA’s ability to converge to the global PF.
- DTLZ4: The definition of the global PF of DTLZ4 is also the same as that of DTLZ2 and DTLZ3. This problem can be obtained by modifying DTLZ2 with a different meta-variable mapping, which is expected to introduce a biased density of solutions in the search space. Therefore, it can be used to investigate a MOEA’s ability to maintain a good distribution of solutions.

To calculate the IGD value of a result set \(S\) of a MOEA running on a MOP, a set \(R\) of representative points of the PF needs to be given in advance. For DTLZ1 to DTLZ4, we take the set of the intersecting points of weight vectors and the PF surface as \(R\). Let \(f^* = (f_1^*, \ldots, f_M^*)\) be the intersecting point of a weight vector \(w = (w_1, \ldots, w_M)^T\) and the PF surface. Then \(f_i^*\) can be computed as

\[
f_i^* = 0.5 \times \frac{w_i}{\sum_{j=1}^M w_j} \tag{9}
\]

for DTLZ1, and

\[
f_i^* = \frac{w_i}{\sqrt{\sum_{j=1}^M w_j}} \tag{10}
\]

for DTLZ2, DTLZ3 and DTLZ4.

2) WFG test suite \([35], [36]\): This test suite allows test problem designers to construct scalable test problems with any number of objectives, in which features such as modality and separability can be customized as required. As discussed in \([35], [36]\), it exceeds the functionality of the DTLZ test suite. In particular, one can construct non-separable problems, deceptive problems, truly degenerative problems, mixed shape PF problems, problems scalable in the number of position-related parameters, and problems with dependencies between position- and distance-related parameters as well with the WFG test suite.

In \([36]\), several scalable problems, i.e., WFG1 to WFG9, are suggested for MOEA designers to test their algorithms, which can be described as follows.

\[
\text{Minimize } F(X) = (f_1(X), \ldots, f_M(X)) \tag{11}
\]

\[
f_i(X) = x_M + 2ih_i(x_1, \ldots, x_{M-1})
\]

\[
X = (x_1, \ldots, x_M)^T
\]

where \(h_i\) is a problem-dependent shape function determining the geometry of the fitness space, and \(X\) is derived from a vector of working parameters \(Z = (z_1, \ldots, z_n)^T, z_i \in [0, 2]^i\), by employing four problem-dependent transformation
functions $t_1$, $t_2$, $t_3$ and $t_4$. Transformation functions must be designed carefully such that the underlying PF remains intact with a relatively easy to determine Pareto optimal set. The WFG Toolkit provides a series of predefined shape and transformation functions to help ensure this is the case. One can refer to [35], [36] to see their definitions. Let 

$$Z'' = (z''_1, ..., z''_m)^T = t_4(t_3(t_2(t_1(Z'))))$$

$$Z' = (z_1/2, ..., z_n/2n)^T.$$ 

Then $z_i = z''_i(z''_i - 0.5) + 0.5$ for problem WFG3, whereas $X = Z''$ for problems WFG1, WFG2 and WFG4 to WFG9.

The features of WFG1 to WFG9 can be summarized as follows.

- **WFG1:** A separable and uni-modal problem with a biased PF and a convex and mixed geometry.
- **WFG2:** A non-separable problem with a convex and disconnected geometry, i.e., the PF of WFG2 is composed of several disconnected convex segments. And all of its objectives but $f_M$ are uni-modal.
- **WFG3:** A non-separable and uni-modal problem with a linear and degenerate PF shape, which can be seen as a connected version of WFG2.
- **WFG4:** A separable and multi-modal problem with large "hill sizes", and a concave geometry.
- **WFG5:** A separable and deceptive problem with a concave geometry.
- **WFG6:** A nonseparable and uni-modal problem with a concave geometry.
- **WFG7:** A separable and uni-modal problem with parameter dependency, and a concave geometry.
- **WFG8:** A nonseparable and uni-modal problem with parameter dependency, and a concave geometry.
- **WFG9:** A nonseparable, deceptive and uni-modal problem with parameter dependency, and a concave geometry.

As it can be seen from above, WFG1 and WFG7 are both separable and uni-modal, and WFG8 and WFG9 have non-separable property, but the parameter dependency of WFG8 is much harder than that of WFG9. In addition, the deceptive nature of WFG5 is more difficult than that of WFG9, since WFG9 is only deceptive on its position parameters. However, when it comes to the nonseparable reduction, WFG6 and WFG9 are more difficult than WFG2 and WFG3. Meanwhile, problems WFG4 to WFG9 share the same EF shape in the objective space, which is a part of a hyper-ellipse with radii $r_i = 2i$, where $i \in \{1, ..., M\}$.

C. Parameter Settings

The parameter settings of MOEA/GLU are listed as follows.

1) **Settings for Crossover Operator:** The crossover probability is set as $p_c = 1.0$ and the distribution index is $\eta_c = 30$.

2) **Settings for Mutation Operator:** The mutation probability is set as $p_m = 0.6/n$, and is different from that of MOEA/DD, which is $1/n$. The distribution index is set as $\eta_m = 20$.

3) **Population Size:** The population size of MOEA/GLU is the same as the number of the weight vectors that can be calculated by Eq. [4]. Since the divisions for 3- and 5-objective instances are set to 12 and 6, and the population sizes of them are 91 and 210, respectively. As for 8-, 10- and 15-objective instances, two-layer weight vector generation method is applied. The divisions and the population sizes of them are listed in Table I.

4) **Number of Runs:** The algorithm is independently run 20 times on each test instance, which is the same as that of other algorithms for comparison.

5) **Number of Generations:** All of the algorithms stopped at a predefined number of generations. The number of generations for DTLZ1 to DTLZ4 is listed in Table II and the number of generations for all the instances of WFG1 to WFG9 is 3000.

6) **Penalty Parameter in PBI:** $\theta = 5.0$.

7) **Neighborhood Size:** $T = 20$.

8) **Selection Probability:** The probability of selecting two mating individuals from the current neighborhood is set as $p_s = 0.9$.

9) **Settings for DTLZ1 to DTLZ4:** As in papers [21], [28], the number of the objectives are set as $M \in \{3, 5, 8, 10, 15\}$ for comparative purpose. And the number of the decision variables is set as $n = M + r - 1$, where $r = 5$ for DTLZ1, and $r = 10$ for DTLZ2, DTLZ3 and DTLZ4. To calculate the HV value we set the reference point to $(1, ..., 1)^T$ for DTLZ1, and $(2, ..., 2)^T$ for DTLZ2 to DTLZ4.

10) **Settings for WFG1 to WFG9:** The number of the decision variables is set as $n = k + l$, where $k = 2 \times (M - 1)$ is the position-related variable and $l = 20$ is the distance-related variable. To calculate the HV values for problems WFG1 to WFG9, the reference point is set to $(3, ..., 2M + 1)^T$.

D. Performance Comparisons on DTLZ1 to DTLZ4

We calculate the IGD values and HV values of the same solution sets found by MOEA/GLU, and compare the calculation results with those of MOEA/DD, NSGA-III, MOEA/D and GrEA obtained in [21].
| m | MOEA/GLU | MOEA/DD | NSGA-III | MOEA/D | GrEA | MOEA/GLU | MOEA/DD | NSGA-III | MOEA/D | GrEA |
|---|---|---|---|---|---|---|---|---|---|---|
| 3 | 0.00864 | 0.97359 | 0.973541 | 0.967404 | 0.92664 | 0.92664 | 0.92648 | 0.926598 | 0.922656 |
| 5 | 0.009855 | 0.99985 | 0.999701 | 0.999701 | 0.999701 | 0.999701 | 0.999701 | 0.999701 | 0.999701 |
| 8 | 0.999948 | 0.999948 | 0.999948 | 0.999948 | 0.999948 | 0.999948 | 0.999948 | 0.999948 | 0.999948 |
| 10 | 0.999997 | 0.999997 | 0.999997 | 0.999997 | 0.999997 | 0.999997 | 0.999997 | 0.999997 | 0.999997 |
| 15 | 0.999999 | 0.999999 | 0.999999 | 0.999999 | 0.999999 | 0.999999 | 0.999999 | 0.999999 | 0.999999 |

### Table III

**BEST, MEDIAN AND WORST IGD VALUES BY MOEA/GLU, MOEA/DD, NSGA-III, MOEA/D AND GrEA ON DTLZ1, DTLZ2, DTLZ3 AND DTLZ4 INSTANCES WITH DIFFERENT NUMBER OF OBJECTIVES.** The values in red are the best, and the values in gray are the second best.
1) DTLZ1: From the calculation results listed in Table III and Table IV, it can be seen that MOEA/GLU and MOEA/DD perform better than the other three algorithms on all of the IGD values and most of the HV values. Specifically, MOEA/GLU wins in the best and median IGD values of the 3-, 8-, 10- and 15-objective instances, and MOEA/DD wins in the worst IGD values of the 3-, 8-, 10- and 15-objective instances. As for the 5-objective instance, MOEA/GLU wins in all of the IGD values. When it comes to the HV values, MOEA/GLU performs the best on the 3-, 5- and 15-objective instances, and MOEA/DD shows the best performance on the 10-objective instance as listed in Table IV. In addition, MOEA/GLU wins in the median and worst HV values of the 8-objective instance, and NSGA-III wins in the best HV value of it. Although all of the values obtained by MOEA/GLU and MOEA/DD are close, MOEA/GLU wins in most of the IGD and HV values. Therefore, MOEA/GLU can be considered as the best optimizer for DTLZ1.

2) DTLZ2: As it can be seen from Table III, MOEA/D, MOEA/GLU and MOEA/DD are significantly better than the other two on all of the IGD values of DTLZ2. As for the IGD values, MOEA/GLU performs the best on the 3-, 5- and 8-objective instances, and MOEA/D performs the best on the 10-objective instance. In addition, MOEA/GLU wins in the best value of the 15-objective instance, and MOEA/DD wins in the median and worst values of it. When it comes to the HV values, MOEA/GLU performs the best on the 3-, 5- and 15-objective instances, MOEA/DD performs the best on the 10-objective instance and wins in the worst value of the 8-objective instance, and GrEA wins in the best and median values of the 8-objective instance. On the whole, the differences of MOEA/GLU, MOEA/DD and MOEA/D are not significant on DTLZ2, but MOEA/GLU wins in more values than both MOEA/D and MOEA/DD. Therefore, MOEA/GLU can also be considered as the best optimizer for DTLZ2.

3) DTLZ3: Again, MOEA/GLU and MOEA/DD are the best two optimizer for DTLZ3, and their performances are also close. As for the IGD values, MOEA/GLU performs the best on the 5- and 8-objective instances, MOEA/DD performs the best on the 10-objective instance, MOEA/GLU wins in the best and median values of the 3-objective instance and the best value of the 15-objective instance, MOEA/DD wins in the median and worst values of the 15-objective instance, and the worst value of the 3-objective. As far as the HV values are concerned, MOEA/GLU performs the best on the 3- , 5-, 8- and 15-objective instances, and MOEA/DD performs the best on the 10-objective instance. Since MOEA/GLU wins in more values than the other four algorithms, it can be considered as the best optimizer for DTLZ3.

4) DTLZ4: It is clear that MOEA/GLU performs the best on all of the IGD values of DTLZ4. However, it is hard to distinguish the better one from MOEA/GLU and MOEA/DD when it comes to the HV values. Interestingly, the performance of MOEA/GLU and MOEA/DD are so close that all of the HV values of the 3-objective instance, the best and median HV values of the 8-objective instance obtained by them are equal in terms of 6 significant digits. But taking the performance on the IGD values into consideration, MOEA/GLU is the best optimizer for DTLZ4.

E. Performance Comparisons on WFG1 to WFG9

The HV values of MOEA/GLU, MOEA/DD, MOEA/D and GrEA on WFG1 to WFG5 are listed in Table V, and the HV values on WFG6 to WFG9 are listed in Table VI. The comparison results can be concluded as follows.

1) WFG1: MOEA/DD wins in all the values of WFG1 except the worst value of the 3-objective instance, and hence be regarded as the best optimizer for WFG1.

2) WFG2: MOEA/GLU shows the best performance on the 3-objective instance, while MOEA/DD performs the best on the 8-objective instance. In addition, MOEA/GLU wins in the best and median values of 5- and 10-objective instances, while MOEA/DD wins in the worst values of them. Obviously, MOEA/GLU and MOEA/DD are the best two optimizer for WFG2, but it is hard to tell which one is better, since the differences between them are not significant.

3) WFG3: MOEA/GLU performs the best on the 10-objective instance, MOEA/DD shows the best performance on the 3-objective instance, and GrEA wins in the 5- and 8-objective instances. The values obtained by the three algorithms are very close. They all have their own advantages.

4) WFG4: MOEA/GLU shows the best in all values of WFG4, and is considered as the winner.

5) WFG5: Like in WFG4, MOEA/GLU is the winner of WFG5, since it wins in all values except the median and worst values of the 3-objective instance.

6) WFG6: MOEA/GLU and GrEA are the best two optimizer of WFG. The values obtained by them are not significant with ups and downs on both sides. Specifically, MOEA/GLU wins in the 3-objective instance, the best values of the 5- and 8-objective instances, the median and worst values of the 10-objective instance. GrEA wins in all the other values.

7) WFG7: MOEA/GLU wins in all the values of WFG7, and is considered as the best optimizer.

8) WFG8: MOEA/GLU wins in most of the values of WFG8 except the best value of the 5-objective instance and the median value of the 8-objective instance. Therefore, it can also be regarded as the best optimizer for WFG8.

9) WFG9: The situation of WFG9 is a little bit complicated, but it is clear that MOEA/GLU, MOEA/DD and GrEA are all better than MOEA/D. To be specific, GrEA wins in the 8-objective instance, and it might be said that MOEA/DD performs the best on the 3- and 5-objective instance although the worst value of it on the 3-objective instance is slightly worse than that of MOEA/GLU. In
addition, the median and worst values of MOEA/GLU on the 10-objective instance are far better than those of other algorithms, while the best value is sightly worse than that of GrEA.

On the whole, MOEA/GLU shows a very competitive performance on the WFG test suite, especially WFG4, WFG5, WFG7 and WFG8, of which MOEA/GLU wins almost all the HV values.
In this subsection, we compare the HV values of MOEA/GLU with different criteria for comparing solutions on WFG1 to WFG9 with different objectives. The HV values are listed in Table VII. The comparison results can be concluded as follows. For the sake of convenience, we denote MOEA/GLU with the PBI, H1, and H2 criteria as MOEA/GLU-PBI, MOEA/GLU-H1, and MOEA/GLU-H2, respectively.

- **WFG1**: MOEA/GLU-H2 is the best optimizer since it performs the best on all instances of WFG1.
- **WFG2**: MOEA/GLU-H2 wins in all values of WFG2 except the best value of the 3-objective instance. Therefore, it is considered to be the best optimizer for WFG2.
- **WFG3**: The situation is a little bit complicated for WFG3. Specifically, MOEA/GLU-PBI wins on the worst value of the 5-objective instance and the best value of the 8-objective instance. And MOEA/GLU-H1 wins in the best and median values of the 3-objective instance, while MOEA/GLU-H2 is the best on other values. Therefore, MOEA/GLU-H2 can be considered the best optimizer for WFG3.
- **WFG4**: MOEA/GLU-H1 is the best optimizer that wins in all the values of WFG4.
- **WFG5**: MOEA/GLU-PBI has the best median value for the 3-objective instance of WFG5, and MOEA/GLU-H2 wins in the worst value of the 3-objective instance, while MOEA/GLU-H1 performs the best on all the other values. Therefore, MOEA/GLU-H1 is considered the best optimizer for WFG5.
- **WFG6**: MOEA/GLU-PBI has the best median value for the 5-objective instance of WFG6, and MOEA/GLU-H2 wins in the best value of the 8-objective instance and the worst value of the 10-objective instance, while MOEA/GLU-H1 performs the best on all the other values. Therefore, MOEA/GLU-H1 is considered the best optimizer for WFG6.
- **WFG7**: Since MOEA/GLU-H1 wins in all the values of WFG7 except the worst value of its 3-objective instance, it is considered the best optimizer.
- **WFG8**: MOEA/GLU-PBI performs the worst on all the values of WFG8. MOEA/GLU-H1 wins in its 3-objective instance, while MOEA/GLU-H2 wins in the 10-objective instance. As for 5- and 8-objective instance, MOEA/GLU-H1 wins in the median and worst value, and MOEA/GLU-H2 wins in the best value. It is clear that MOEA/GLU-PBI is the worst optimizer for WFG8. However, as for MOEA/GLU-H1 and MOEA/GLU-H2, it is still hard to say which one of the two is better for WFG8.
- **WFG9**: MOEA/GLU-PBI wins in the best value of the 5-objective instance, the worst value of the 8-objective instance, and the median value of 10-objective instance of WFG9. MOEA/GLU-H2 only wins in the worst value of the 10-objective instance, while MOEA/GLU-H1 wins in all the other values of WFG9. Therefore, MOEA/GLU-H1 can be considered the best optimizer for WFG9.

On the whole, MOEA/GLU-H1 is the best optimizer for WFG4 to WFG7, and MOEA/GLU-H2 is the best for WFG1 to WFG3, and WFG9. As for WFG8, Both MOEA/GLU-H1 and MOEA/GLU-H2 are better than MOEA/GLU-PBI, but it is hard to say which one of the two is better. These indicate that the running results of MOEA/GLU are affected by the criterion for comparing solutions it adopts.

**V. Conclusion**

In this paper, we propose a MOEA with the so-called GLU strategy, i.e., MOEA/GLU. The main ideas of MOEA/GLU can be concluded as follows. Firstly, MOEA/GLU employs a set of weight vectors to decompose a given MOP into a set of subproblems and optimizes them simultaneously, which is similar to other decomposition-based MOEAs. Secondly, each individual is attached to a weight vector and a weight vector owns only one individual in MOEA/GLU, which is the same as that in MOEA/D, but different from that in MOEA/DD. Thirdly, MOEA/GLU adopts a global update strategy, i.e. the GLU strategy. Our experiments indicate that the GLU strategy can overcome the disadvantages of MOEAs with local update strategies discussed in section II, although it makes the time complexity of the algorithm higher than that of MOEA/D. These three main ideas make MOEA/GLU a different algorithm from other MOEAs, such as MOEA/D, MOEA/DD, and NSGA-III, etc. Additionally, the GLU strategy is simpler than the update strategies of MOEA/DD and NSGA-III. And the time complexity of MOEA/GLU is the same as that of MOEA/DD, but worse than that of MOEA/D.

Our algorithm is compared to several other MOEAs, i.e., MOEA/D, MOEA/DD, NSGA-III, GrEA on 3, 5, 8, 10, 15-objective instances of DTLZ1 to DTLZ4, and 3, 5, 8, 10-objective instances of WFG1 to WFG9. The experimental results show that our algorithm wins in most of the instances. In addition, we suggest two hybrid criteria for comparing solutions, and compare them with the PBI criterion. The empirical results show that the two hybrid criteria is very competitive in 3, 5, 8, 10-objective instances of WFG1 to WFG9.

Our future work can be carried out in the following three aspects. Firstly, it is interesting to study the performances of MOEA/GLU on other MOPs, such as the ZDT test problems, the CEC2009 test problems, combinatorial optimization problems appeared in [47], [38], and especially some real-world problems with a large number of objectives. Secondly, it might be valuable to apply the two hybrid criteria for comparing solutions to other MOEAs. Thirdly, improve MOEA/GLU to overcome its shortcomings. As we can see, the algorithm contains at least two shortcomings. One is that all of its experimental results on WFG1 are worse than those of MOEA/DD except for the best HV value of the 3-objective instance. The other is that its time complexity is worse than that of MOEA/D. Further research is necessary to be carried out to try to overcome these two shortcomings.
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| m   | PBI   | H1       | H2       | PBI   | H1       | H2       | PBI   | H1       | H2       |
|-----|-------|----------|----------|-------|----------|----------|-------|----------|----------|
| 3   | 0.932478 | 0.921479 | 0.944609 | 0.937614 | 0.938855 | 0.938509 | 0.609391 | 0.708632 | 0.699646 |
| 5   | 0.973855 | 0.943305 | 0.965588 | 0.884332 | 0.955588 | 0.955384 | 0.685735 | 0.696145 | 0.692045 |
| 8   | 0.991243 | 0.867852 | 0.983809 | 0.971857 | 0.970359 | 0.983809 | 0.678978 | 0.679610 | 0.676994 |
| 15  | 0.891443 | 0.836431 | 0.918984 | 0.982992 | 0.980088 | 0.995465 | 0.574998 | 0.565746 | 0.554100 |

**WFG1**

| m   | PBI   | H1       | H2       | PBI   | H1       | H2       | PBI   | H1       | H2       |
|-----|-------|----------|----------|-------|----------|----------|-------|----------|----------|
| 3   | 0.727187 | 0.731777 | 0.731411 | 0.697911 | 0.698434 | 0.694800 | 0.708928 | 0.713567 | 0.713228 |
| 5   | 0.726160 | 0.731550 | 0.730869 | 0.695548 | 0.695167 | 0.693015 | 0.699913 | 0.702288 | 0.702914 |
| 8   | 0.881301 | 0.885427 | 0.885388 | 0.843774 | 0.843047 | 0.844054 | 0.839430 | 0.838609 | 0.838598 |
| 15  | 0.934740 | 0.940162 | 0.945817 | 0.891617 | 0.895639 | 0.892299 | 0.916292 | 0.913827 | 0.916850 |

**WFG4**

| m   | PBI   | H1       | H2       | PBI   | H1       | H2       | PBI   | H1       | H2       |
|-----|-------|----------|----------|-------|----------|----------|-------|----------|----------|
| 3   | 0.729737 | 0.731874 | 0.731854 | 0.672998 | 0.678788 | 0.671100 | 0.686971 | 0.697959 | 0.693049 |
| 5   | 0.728050 | 0.731773 | 0.731742 | 0.671628 | 0.676451 | 0.675703 | 0.646162 | 0.642693 | 0.642552 |
| 8   | 0.886762 | 0.888112 | 0.887899 | 0.805790 | 0.808181 | 0.821287 | 0.808053 | 0.799793 | 0.790106 |
| 15  | 0.946957 | 0.948562 | 0.947672 | 0.877491 | 0.881990 | 0.902643 | 0.816273 | 0.824253 | 0.823161 |

**WFG7**

| m   | PBI   | H1       | H2       | PBI   | H1       | H2       | PBI   | H1       | H2       |
|-----|-------|----------|----------|-------|----------|----------|-------|----------|----------|
| 3   | 0.970190 | 0.976677 | 0.976109 | 0.942132 | 0.934571 | 0.948500 | 0.837137 | 0.859769 | 0.853042 |
| 5   | 0.970573 | 0.975950 | 0.975063 | 0.905199 | 0.908858 | 0.924340 | 0.825754 | 0.825240 | 0.823727 |
| 8   | 0.974186 | 0.975258 | 0.974119 | 0.877100 | 0.885137 | 0.886750 | 0.762914 | 0.757464 | 0.764740 |

MOEA/DD.
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