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Abstract
In this note, we study the local properties of the Chern-scalar curvature function by looking at its linearization. In particular, we study its linearization stability and the structure of the space of Hermitian metrics with prescribed Chern-scalar curvature.
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1 Introduction
In Riemannian geometry, the space of Riemannian metrics $\mathcal{M}$ attached to a differentiable manifold $M$ plays a crucial role as a differentiable invariant. From this point of view, the function $\text{scal}$, assigning to any Riemannian metric $g$ its scalar curvature $\text{scal}(g)$, is well understood. We refer e.g. to the seminal works [6,21–24]. For compact surfaces $S$, the image of this function depends on the Euler characteristic. Indeed, the necessary and sufficient conditions for a smooth function to be the Gaussian curvature of some metric are either to be positive somewhere when $\chi(S) > 0$, or to change sign or to be identically zero when $\chi(S) = 0$, or to be negative somewhere when $\chi(S) < 0$, see [21, Thm 6.3, Thm 11.8], [23, Thm 5.6]. There is a similar trichotomy in higher dimension, where one makes advantage of the sign of the first eigenvalue of the conformal Laplacian operator, see [23, Thm 6.4]. Two main ingredients in the work by Kazdan and Warner are the study of the local surjectivity of the map $g \mapsto \text{scal}(g)$ by means of the Inverse Function Theorem [24, Lemma 2, p 228], and an Approximation Lemma for studying the $L^p$-closure of the orbits of a function under
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the action of the diffeomorphism group of $M$ [24, p. 228]. This note is born as an attempt to understand similar questions concerning the geometry of Hermitian metrics on a compact complex manifold.

In Hermitian geometry, the Levi-Civita connection is replaced by Hermitian connections with possibly non-zero torsion. Among Hermitian connections, there are some canonical choices (in the sense of [16]), in particular, the Chern connection is uniquely characterized by having torsion of type $(2, 0)$, equivalently, by the $(0, 1)$-component coinciding with the Cauchy-Riemann operator of the holomorphic tangent bundle, see e.g. [16, p. 273]. The Chern-scalar curvature $\text{scal}^{\text{Ch}}$, obtained by tracing the curvature of such connection (see Section 2 for the definition), has been investigated by several authors. Hermitian metrics on compact complex manifolds with constant Chern-scalar curvature have been investigated and constructed in [2, 4, 26] and others. A first result on prescribing the Chern-scalar curvature appears in [20, Thm 1.1], and the problem has been recently addressed in [13] by the conformal methods of Kazdan and Warner.

In this note, we exploit the techniques by [6, 10, 12, 24] to study the relationship between infinitesimal and actual deformations of the Chern-scalar curvature function with respect to a varying metric. Concerning the analogue results for the Riemannian scalar curvature, we refer in particular to [12, Thm A, Thm A', Thm 7.9].

Let $(M, J)$ be a compact, connected, complex manifold of dimension $\dim_{\mathbb{R}} M = 2m$, and $\mathcal{M}_H$ the space of smooth Hermitian metrics on it. We study the local properties of the function $\text{scal}^{\text{Ch}} : \mathcal{M}_H \to C^\infty(M, \mathbb{R})$ by looking at its linearization (see Proposition 3.6 and Proposition 3.10). Let us recall that $\text{scal}^{\text{Ch}}$ is said to be linearization stable at a metric $g_0 \in \mathcal{M}_H$ if, for any direction $h \in \ker(\text{scal}^{\text{Ch}})'_{g_0}$, there exists a smooth path $g : (-\epsilon, \epsilon) \to \mathcal{M}_H$ such that $g(0) = g_0$, $\dot{g}(0) = h$ and $\text{scal}^{\text{Ch}}(g(t)) = \text{scal}^{\text{Ch}}(g_0)$ for any $-\epsilon < t < \epsilon$. On the other hand, if $\text{scal}^{\text{Ch}}$ is not linearization stable at $g_0$, it is said to be linearization unstable at $g_0$. Our first result reads as follows:

**Theorem A** Let $g \in \mathcal{M}_H$, set $\lambda := \text{scal}^{\text{Ch}}(g) \in C^\infty(M, \mathbb{R})$ and assume that either $g$ is not first-Chern-Einstein, or $g$ is first-Chern-Einstein with $\frac{1}{m} < d^* \vartheta$. Then, the function $\text{scal}^{\text{Ch}} : \mathcal{M}_H \to C^\infty(M, \mathbb{R})$ is linearization stable at $g$ and maps any neighborhood of $g$ onto a neighborhood of $\lambda$.

In the statement of the theorem above, $\vartheta$ denotes the torsion 1-form of $g$ (see Eq. (2.4)). Moreover, the first-Chern-Einstein condition is a generalization of the Kähler-Einstein equation in the Hermitian, possibly non-Kählerian, setting (see Sect. 2). In particular, since $\vartheta = 0$ and $\text{scal}^{\text{Ch}} = \text{scal}$ at any Kähler metric, we remark that this theorem applies to Kähler-Einstein metrics with negative scalar curvature.

Our second result concerns the structure of the space $\mathcal{M}_H(\lambda) := \{g \in \mathcal{M}_H : \text{scal}^{\text{Ch}}(g) = \lambda\}$ of Hermitian metrics with prescribed Chern-scalar curvature. More precisely, we prove

**Theorem B** Let $\lambda \in C^\infty(M, \mathbb{R})$ and assume that $\mathcal{M}_H(\lambda)$ is not empty. If either $(M, J)$ is non-Kählerian and $c_1^{BC}(M, J) \neq 0$, or $(M, J)$ is Kählerian and $c_1(M, J)$ has no sign, then $\mathcal{M}_H(\lambda)$ is a closed smooth ILH-submanifold of $\mathcal{M}_H$ with tangent space $T_g \mathcal{M}_H(\lambda) = \ker(\text{scal}^{\text{Ch}})'_{g_0}$ at $g \in \mathcal{M}_H$.

Here, we say that $(M, J)$ is Kählerian if it admits Kähler metrics, non-Kählerian otherwise. We also denoted by $c_1^{BC}(M, J)$ and $c_1(M, J)$ the first Chern class of $(M, J)$ in the Bott-Chern and de Rham cohomology, respectively. Moreover, for the notion of infinite-dimensional ILH-manifold, we refer to [27, Ch II]. Notice that both the hypotheses stated in Theorem B assure that the manifold $(M, J)$ does not admit any first-Chern-Einstein metric, which is a key...
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point in the proof. Let us stress also that, while in the Riemannian case the prescribed scalar curvature problem is well understood (see [9, Thm 4.35]), the question whether \( M_{H}(\lambda) \) is non-empty is far from being answered. Therefore, we collect in Remark 4.3 the state of the art, up to our knowledge.

Finally, in our last result, we exhibit concrete examples of Hermitian metrics at which \( \text{scal}^{\text{Ch}} \) is linearization unstable. Notice that, by Theorem A, any such metric \( g \) is necessarily first-Chern-Einstein with \( \frac{1}{m} \text{scal}^{\text{Ch}}(g) - d^* \vartheta \geq 0 \) at some point. More precisely, we prove

**Theorem C** Let \( g_{o} \) be a Kähler-Einstein metric with positive scalar curvature. If \((M, g_{o})\) admits global non-trivial Killing vector fields, then \( \text{scal}^{\text{Ch}} \) is linearization unstable at \( g_{o} \).

In particular, this theorem applies to the Kähler-Einstein metrics on compact Fano manifolds admitting an isometric Lie group action. On the other hand, we do not have any information on the general class of first-Chern-Einstein metrics with \( \frac{1}{m} \text{scal}^{\text{Ch}} - d^* \vartheta \geq 0 \) at some point, which includes Ricci-flat Kähler metrics and Kähler-Einstein metrics with positive scalar curvature without global non-trivial Killing vector fields.

The paper is organized as follows. In Sect. 2, we summarize some basic facts on Geometric Analysis, on Complex Linear Algebra and on the Chern connection. In Sect. 3, we compute the first and second variation formulas for the Chern-scalar curvature, proving Proposition 3.6 and Proposition 3.10. In Sect. 4, we prove the main results Theorem A, Theorem B and Theorem C.

## 2 Preliminaries and notation

In this section, we summarize some basic facts on geometric analysis on Riemannian manifolds, referring to e.g. [5,9,19,28], and we set the notation and some preliminary results concerning the geometry of Hermitian metrics, see e.g. [16].

### 2.1 Basics on geometric analysis

#### 2.1.1 A consequence of the Implicit Function Theorem

Let \( X, Y \) be Banach spaces, \( U \subset X \) an open set and \( L(X, Y) \) the Banach space of continuous linear maps \( T : X \to Y \). A map \( f : U \to Y \) is said to be of class \( C^1 \) if there exists a continuous map \( d f : U \to L(X, Y) \) called the differential of \( f \) such that

\[
d f(x)(v) = \lim_{t \to 0} \frac{1}{t} (f(x + tv) - f(x))
\]

for any \( x \in U \), \( v \in X \).

Let us consider the Banach space \( L^{(k)}(X, Y) \), \( k \in \mathbb{N} \), given by

\[
L^{(k)}(X, Y) := \left\{ k\text{-multilinear continuous maps } T : X \times \ldots \times X \to Y \right\},
\]

\[
\|T\|_{L^{(k)}(X, Y)} := \sup \left\{ \|T(x_1, \ldots, x_k)\|_Y : x_1, \ldots, x_k \in X, |x_1|_X = \ldots = |x_k|_X = 1 \right\}.
\]

It can be directly checked that \( L(X, L^{(k-1)}(X, Y)) \simeq L^{(k)}(X, Y) \) for any \( k \in \mathbb{N} \). Therefore, this allows to give the following recursive definition: a map \( f : U \to Y \) is said to be of class \( C^k \) if it is of class \( C^{k-1} \) and there exists a continuous map \( d^{(k)}f : U \to L^{(k)}(X, Y) \) such that \( d^{(k)}f(x) = d\left( d^{(k-1)}f \right)(x) \) for any \( x \in U \). As usual, \( f \) is said to be smooth if

\(\heartsuit\) Springer
it is of class $C^k$ for any $k \in \mathbb{N}$. For the sake of shortness, we set $f'_x(v) := df(x)(v)$ and $f''_x(v) := d^2 f(x)(v)$.

Let now $f : \mathcal{U} \to Y$ be a smooth map and $x_0 \in \mathcal{U}$ a point. We recall that $f$ is said to be a submersion at $x_0$ if $f'_x$ is surjective and the exact short sequence $\{0\} \to \ker(f'_x) \to X \to Y \to \{0\}$ splits, i.e. there exists a closed subspace $Z_{x_0} \subset X$ such that $X = \ker(f'_x) \oplus Z_{x_0}$ and the restriction $f'_x|_{Z_{x_0}}$ is an isomorphism of Banach spaces from $Z_{x_0}$ to $Y$. By the Implicit Function Theorem, see e.g. [5, p. 72], if $f$ is submersion at $x_0$, it follows that:

i) $f$ is locally surjective at $x_0$, i.e. $f$ maps any neighborhood of $x_0$ in $X$ onto a neighborhood of $f(x_0)$ in $Y$;

ii) the preimage $S_f(x_0) := f^{-1}(f(x_0))$ is a smooth submanifold of $X$ in a neighborhood of $x_0$ with tangent space $T_{x_0} S = \ker(f'_x)$.

Finally, we recall that $f : \mathcal{U} \to Y$ is said to be linearization stable at $x_0$ if, for any $v \in \ker(f'_x) \subset X$, there is a smooth path $x : (-\epsilon, \epsilon) \to X$ such that $x(0) = x_0$, $x'(0) = v$ and $f(x(t)) = f(x_0)$ for any $-\epsilon < t < \epsilon$, see [12, p. 519]. Notice that, if $f$ is submersion at $x_0$, then it is also linearization stable at $x_0$, but the converse assertion is not true.

### 2.1.2 Sobolev spaces on Riemannian manifolds

Let $M$ be a connected, compact, oriented smooth manifold without boundary of even dimension $\dim M = 2m$, $g$ a fixed background Riemannian metric on $M$ and $\nu_g$ the induced Riemannian volume form. We extend $g$ to a Riemannian metric on the fibers of the bundle $\mathcal{T}^{(r,s)} M \to M$ of $(r,s)$-tensors over $M$ in the usual way and we denote by $D^g : C^{\infty}(M, \mathcal{T}^{(r,s)} M) \to C^{\infty}(M, \mathcal{T}^{(r,s+1)} M)$ the Levi-Civita connection of $g$.

Let $E \to M$ be any vector subbundle of $\mathcal{T}^{(r,s)} M$. For any integer $k \geq 0$ and for any tensor fields $h_1, h_2 \in C^{\infty}(M, E)$, we define the bilinear form

$$
\langle h_1, h_2 \rangle_{W^{k,2}} := \sum_{0 \leq i \leq k} \int_M g((D^g)^i h_1, (D^g)^i h_2) \nu_g
$$

Since $M$ is compact, the topology induced by the norm $\| \cdot \|_{W^{k,2}} := \sqrt{\langle \cdot, \cdot \rangle_{W^{k,2}}}$ is independent of the Riemannian metric $g$ (see e.g. [19, Prop 2.2]). Accordingly, the Sobolev space $W^{k,2}(M, E)$ is defined as the completion of $C^{\infty}(M, E)$ with respect to the norm $\| \cdot \|_{W^{k,2}}$. For the sake of notation, we set $L^2 := W^{0,2}$.

Notice that $(W^{k,2}(M, E), \langle \cdot, \cdot \rangle_{W^{k,2}})$ is a Hilbert space. Moreover, for any $k \geq m+1$, by the Sobolev Embeddings Theorem (see e.g. [19, Thm 2.7]) there exists a continuous embedding

$$
(W^{k,2}(M, E), \| \cdot \|_{W^{k,2}}) \hookrightarrow (C^{k-m-1}(M, E), \| \cdot \|_{C^{k-m-1}}) ,
$$

(2.1)

where $\| \cdot \|_{C^{k'}}$ denotes the usual $C^{k'}$-norm for any integer $k' \geq 0$.

**Remark 2.1** We stress that (2.1) implies that $W^{k,2}(M, E)$ consists of continuous sections if $k \geq m+1$. In particular, it is possible to define $W^{k,2}(M, E)$ with $k \geq m+1$ for any subbundle $E$ of $\mathcal{T}^{(r,s)} M$. A remarkable example is the space of Riemannian metrics of class $W^{k,2}$ defined as

$$
\mathcal{M}^k := W^{k,2}(M, S^2_+(T^* M))
$$

Let now $E, F$ be two vector subbundle of $\mathcal{T}^{(r,s)} M$ and $P : C^{\infty}(M, E) \to C^{\infty}(M, F)$ a linear differential operator of order $r$. We recall that:

$$
\mathcal{S}^0
$$
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Remark 2.3 As a consequence of the Berger-Ebin Splitting Lemma, we remark that:

- the principal symbol of $P$ is the endomorphism $\sigma(P) : T^* M \otimes E \to F$ defined as follows: for any $x \in M$, $\xi \in T^*_x M$, $s \in E_x$

$$\sigma(P)(\xi \otimes s) := \frac{1}{H} P(\phi^s u)(x) ,$$

where $\phi \in C^\infty(M, \mathbb{R})$ verifies $\phi(x) = 0$, $d\phi_x = \xi$ and $u \in C^\infty(M, E)$ verifies $u(x) = s$;
- the $L^2$-adjoint of $P$ is the unique linear differential operator $P^* : C^\infty(M, F) \to C^\infty(M, E)$ of order $r$ satisfying

$$\langle (P(s_1), s_2) \rangle_{L^2} = \langle s_1, P^*(s_2) \rangle_{L^2} \text{ for any } s_1 \in C^\infty(M, E), \ s_2 \in C^\infty(M, F) .$$

We also remark that $P$ can be uniquely extended to a linear differential operator $P : W^{k+r, 2}(M, E) \to W^{k, 2}(M, F)$ for any integer $k \geq 0$ (see [28, Thm 6, p. 152]). Then, we have the following

Theorem 2.2 (Berger-Ebin Splitting Lemma [7, Thm 4.1]) Let $P : C^\infty(M, E) \to C^\infty(M, F)$ be a linear differential operator of order $r$ and $k \in \mathbb{N}$ such that $k \geq r$. If $P$ has injective symbol or its $L^2$-adjoint $P^*$ has injective symbol, then

$$W^{k, 2}(M, F) = \text{Im}(P) \oplus \ker(P^*) ,$$

where $P$ is extended to $P : W^{k+r, 2}(M, E) \to W^{k, 2}(M, F)$ and, consequently, $P^* : W^{k, 2}(M, F) \to W^{k-r, 2}(M, E)$. Moreover, if $P$ has injective symbol, then $\ker(P) \subset W^{k+r, 2}(M, E)$ is finite dimensional and consists of smooth sections.

Remark 2.3 As a consequence of the Berger-Ebin Splitting Lemma, we remark that: if $P^*$ is injective and has injective symbol, then $P$ is surjective and its kernel splits.

2.2 Complex linear algebra

Let $V = (V, J, g)$ be a triple given by a real vector space $V$ of dimension $\dim_{\mathbb{R}} V = 2m$, a linear complex structure $J$ on $V$ and an Euclidean scalar product $g$ on $V$ such that $g(J\cdot, J\cdot) = g(\cdot, \cdot)$. The complexification $V^C := V \otimes_{\mathbb{R}} \mathbb{C}$ splits as a sum of $J$-eigenspaces $V^C = V^{1.0} \oplus V^{0.1}$ and all the real tensors on $V$ can be uniquely $\mathbb{C}$-linearly extended to $V^C$. Fix a $(J, g)$-unitary basis $(e_i, J e_i)$ for $V$, and consider the associated complex basis

$$\bar{e}_i := \frac{1}{\sqrt{2}} (e_i - iJ e_i) , \quad e_i := \frac{1}{\sqrt{2}} (e_i + iJ e_i)$$

for $V^C$, which is unitary with respect to the Hermitian extension of $g$ to $V^C$. Clearly, it holds that $\bar{e_i}^* = \bar{e_i}$ and $J \bar{e}_i = i \bar{e}_i$, $J e_i = -i e_i$. Moreover, $J$ acts on covectors $\vartheta \in V^*$ via $(J \vartheta)(\cdot) := -\vartheta \circ J$, so that $(e^i, J e^i)$ is the dual basis of $(e_i, J e_i)$ for $V^*$. For the complexification, we get that

$$\bar{e}^i := \frac{1}{\sqrt{2}} (e^i + iJ e^i) , \quad e^i := \frac{1}{\sqrt{2}} (e^i - iJ e^i)$$

is the dual basis of $(\bar{e}_i, e_i)$, and $J e^i = -i e^i$, $J \bar{e}^i = i \bar{e}^i$. With respect to such basis, we have

$$g = \delta_{\bar{e}_i e^j} , \quad \text{with } \bar{e}^i \otimes e^j := e^i \otimes e^j + e^j \otimes e^i .$$

We consider now the spaces

$$\text{Sym}^{1,1}(V) := \{ h \in \text{End}(V) : g(h(\cdot), \cdot) = g(\cdot, h(\cdot)) , \ [h, J] = 0 \} ,$$

$$\text{Skew}^{1,1}(V) := \{ \bar{h} \in \text{End}(V) : g(\bar{h}(\cdot), \cdot) = - g(\cdot, \bar{h}(\cdot)) , \ [\bar{h}, J] = 0 \} .$$
Notice now that any \( h \in \text{Sym}^{1,1}(V) \) preserves the decomposition \( V^C = V^{1,0} \oplus V^{0,1} \) and takes the form
\[
h = h^\ddagger_i \epsilon^i \otimes \epsilon^i + h_j^\ddagger \epsilon^i \otimes \epsilon^\ddagger_j , \quad \text{with} \quad h^\ddagger_i \in \mathbb{C} \quad \text{and} \quad h_j^\ddagger = h_j^\ddagger^* .
\]
Moreover, the linear map
\[
\text{Sym}^{1,1}(V) \to \text{Skew}^{1,1}(V) , \quad h \mapsto \tilde{h} = \bar{J} \circ h
\]
is an isomorphism, with inverse given by \( \tilde{h} \mapsto h = -J \circ \tilde{h} \). Then, we denote by \( \text{tr}^\mathbb{R} : \text{Sym}^{1,1}(V) \to \mathbb{R} \) the trace of the real endomorphism \( h : V \to V \) and by \( \text{tr}^C : \text{Sym}^{1,1}(V) \to \mathbb{R} \) the trace of the complex endomorphism \( h : V^{1,0} \to V^{1,0} \), which are related by
\[
\text{tr}^\mathbb{R}(h) = \sum_{1 \leq i \leq m} (g(h(e_i), e_i) + g(h(Je_i), Je_i)) = 2 \sum_{1 \leq i \leq m} g(h(e_i), e_i) = 2 \text{tr}^C(h).
\]
Finally, we consider the space
\[
\Lambda^{1,1}(V^*) := \{ \alpha \in \Lambda^2(V^*) : a(J(\cdot), J(\cdot)) = a(\cdot, \cdot) \} ,
\]
and we observe that the linear map
\[
\rho_g : \text{Sym}^{1,1}(V) \to \Lambda^{1,1}(V^*) , \quad \rho_g(h) := g((J \circ h) \cdot , \cdot)
\]
is an isomorphism. Accordingly, we define
\[
\text{Tr}^C_g : \Lambda^{1,1}(V^*) \to \mathbb{R} , \quad \text{Tr}^C_g(\alpha) := \text{tr}^C(\rho_g^{-1}(\alpha)) .
\]
Since any \( \alpha \in \Lambda^{1,1}(V^*) \) is of the form
\[
\alpha = \alpha_{ji} \epsilon^j \wedge \epsilon^i , \quad \text{with} \quad \epsilon^j \wedge \epsilon^i := \epsilon^i \otimes \epsilon^\ddagger_j - \epsilon^\ddagger_j \otimes \epsilon^i ,
\]
an easy computation shows that
\[
\text{Tr}^C_g(\alpha) = \sum_{1 \leq i \leq m} \alpha(e_i, Je_i) = -\frac{i}{2} \sum_{1 \leq i \leq m} \alpha(e_i, e^\ddagger_i) = \bar{g}^{ij} \alpha_{ji} .
\]

### 2.3 The Chern connection

Let \((M, J, g)\) be a compact, connected, Hermitian manifold of dimension \(\dim \mathbb{R} M = 2m\) and let \(\omega := \rho_g(\text{Id}) = g(J(\cdot), \cdot)\) be its fundamental 2-form, where \(\text{Id} \in \mathcal{C}^\infty(M, \text{Sym}^{1,1}(TM))\) is the identity endomorphism, \(D_g\) its Levi-Civita connection and \(\nabla\) its Chern connection, defined by
\[
g(\nabla_X Y, Z) := g(D_g^X Y, Z) - \frac{1}{2} \omega(J X, Y, Z) \quad \text{(2.3)}
\]
for any \(X, Y, Z \in \mathcal{C}^\infty(M, TM)\). It is well-known that the Chern connection is characterized by the following properties, see e.g. [16, p. 273]:
\[
\nabla g = 0 , \quad \nabla J = 0 , \quad J(T(X, Y)) = T(JX, Y) = T(X, JY) ,
\]
where \(T(X, Y) := \nabla_X Y - \nabla_Y X - [X, Y]\) is the torsion tensor of \(\nabla\), which can be expressed by (see e.g. [16, Prop 4])
\[
-2g(T(X, Y), Z) = d\omega(JX, Y, Z) + d\omega(X, JY, Z) .
\]
We denote by
\[ \vartheta(X) := \text{tr}^{\mathbb{R}}(T(X, \cdot)) = \text{Tr}^C_g(X, \cdot) \, d\omega \] (2.4)
the Lee form. We also define the Chern-curvature operator by
\[ \Omega(g) \in C^\infty(M, \Lambda^{1,1}(T^*M) \otimes \text{Skew}^{1,1}(TM)) , \quad \Omega(g)(X, Y) := \nabla_{[X,Y]} - [\nabla_X, \nabla_Y] . \] (2.5)
Moreover, we call first Chern-Ricci form the tensor field
\[ \tilde{S}(g) \in C^\infty(M, \Lambda^{1,1}(T^*M)) , \quad \tilde{S}(g)(X, Y) := - \text{tr}^C(J \circ \Omega(g)(X, Y)) \] (2.6)
and first Chern-Ricci symmetric endomorphism
\[ S(g) \in C^\infty(M, \text{Sym}^{1,1}(TM)) , \quad S(g) := \rho_g^{-1}(\tilde{S}(g)) . \] (2.7)
Finally, the Chern-scalar curvature is the trace
\[ \text{scal}^\text{Ch}(g) \in C^\infty(M, \mathbb{R}) , \quad \text{scal}^\text{Ch}(g) := 2 \text{Tr}^C_g(\tilde{S}(g)) . \] (2.8)

We remark that, with this notation, when \( g \) is Kähler it holds that
\[ S(g) = \text{Ric}(g) , \quad \text{scal}^\text{Ch}(g) = \text{scal}(g) , \]
where \( \text{Ric}(g) \) and \( \text{scal}(g) \) denote the Riemannian Ricci endomorphism and the Riemannian scalar curvature of \( g \), respectively. We recall that \( g \) is called first-Chern-Einstein if it satisfies
\[ S(g) = \frac{\lambda}{m} \text{Id} \] for some \( \lambda \in C^\infty(M, \mathbb{R}) \), see [3,31] and references therein. Notice that, in this case \( \lambda = \text{scal}^\text{Ch}(g) \) and, if \( g \) is Kähler, then this notion corresponds to the Kähler-Einstein condition.

We also set \( \text{d}c := J^{-1} \circ \text{d} \circ J \), so that
\[ \text{d} = \partial + \bar{\partial} , \quad \text{d}^c = -i(\partial - \bar{\partial}) , \quad \text{d}d^c = 2i \partial \bar{\partial} \]
and we denote by \( \Delta_g := (\text{d}^c)^* \text{d}^c \) the Laplace-Beltrami operator. We recall that \( \text{d}d^c \) and \( \Delta_g \) are related by the following

**Lemma 2.4** (see e.g. [15, p. 502]) For any function \( u \in C^\infty(M, \mathbb{R}) \) it holds that
\[ \text{Tr}^C_g(\text{d}d^c u) = \Delta_g u + g(du, \vartheta) . \] (2.8)

**Proof** For the sake of completeness, we summarize here the computation. By the very definition, for any vector fields \( X, Y \) it holds that
\[ \text{d}d^c u(X, Y) = \mathcal{L}_X \mathcal{L}_J Y u - \mathcal{L}_Y \mathcal{L}_J X u - \mathcal{L}_J[X,Y] u . \] (2.9)
Let now \( (\tilde{e}_\alpha) = (e_i, J e_i) \) be a local \((J, g)\)-unitary frame on \( M \) and set \( A := \nabla - D^\delta \). Then, notice that
\[ \sum_{1 \leq i \leq m} -J[e_i, J e_i] = \sum_{1 \leq i \leq m} -J(\nabla e_i, J e_i - \nabla J e_i e_i - T(e_i, J e_i)) \\
= \sum_{1 \leq \alpha \leq 2m} \nabla \tilde{e}_\alpha \tilde{e}_\alpha . \]
and so
\[ \text{Tr}^C_g(\dd c u) = \sum_{1 \leq i \leq m} (\dd c u)(e_i, Je_i) \]
\[ = - \sum_{1 \leq i \leq m} (\mathcal{L}_{e_i} \mathcal{L}_{e_i} u + \mathcal{L}_{Je_i} \mathcal{L}_{Je_i} u) - \sum_{1 \leq i \leq m} \mathcal{L}_{J[e_i, Je_i]} u \]
\[ = \sum_{1 \leq \alpha \leq 2m} (\mathcal{L}_{\tilde{e}_\alpha} \mathcal{L}_{\tilde{e}_\alpha} u - \mathcal{L}_{D_{\tilde{e}_\alpha} \tilde{e}_\alpha} u) + \sum_{1 \leq \alpha \leq 2m} \mathcal{L}_{A(\tilde{e}_\alpha, \tilde{e}_\alpha)} u. \]

Moreover, from (2.3) we get
\[ \sum_{1 \leq \alpha \leq 2m} A(\tilde{e}_\alpha, \tilde{e}_\alpha) = \sum_{1 \leq \alpha, \beta \leq 2m} -\frac{1}{2} \omega(\tilde{e}_\alpha, \tilde{e}_\alpha, \tilde{e}_\beta) \tilde{e}_\beta = \sum_{1 \leq \beta \leq 2m} \theta(\tilde{e}_\beta) \tilde{e}_\beta = \theta^# \]
and therefore we obtain (2.8).

Given a function \( u \in C^\infty(M, \mathbb{R}) \), we also denote by \( \text{Hess}_g(u) \in C^\infty(M, \text{Sym}(TM)) \) the Hessian of \( u \) defined by
\[ g(\text{Hess}_g(u)(X), Y) := (D_{X}(du))(Y) \]
and we stress the following

**Lemma 2.5** If \( g \) is Kähler, then
\[ \dd c u(X, Y) = g(\text{Hess}_g(u)(X), JY) - g(\text{Hess}_g(u)(JX), Y). \quad (2.10) \]

**Proof** By the very definition, we have
\[ g(\text{Hess}_g(u)(X), Y) = \mathcal{L}_X \mathcal{L}_Y u - \mathcal{L}_{D_X Y} u. \]
Therefore, since \( g \) is Kähler, we get
\[ g(\text{Hess}_g(u)(X), JY) - g(\text{Hess}_g(u)(JX), Y) \]
\[ = \mathcal{L}_X \mathcal{L}_Y u - \mathcal{L}_{D_X JY} u - \mathcal{L}_{JX} \mathcal{L}_Y u - \mathcal{L}_{D^c_{JX} Y} u \]
\[ = \mathcal{L}_X \mathcal{L}_Y u - \mathcal{L}_Y \mathcal{L}_X u - \mathcal{L}_{[JX, Y]} u - \mathcal{L}_{J D^c_{X} Y} u \]
\[ + \mathcal{L}_{J D^c_{X} Y} u + \mathcal{L}_{[JX, Y]} u \]
\[ = \mathcal{L}_X \mathcal{L}_Y u - \mathcal{L}_Y \mathcal{L}_X u - \mathcal{L}_{[X, Y]} u \]
\[ = \dd c u(X, Y) \]
which concludes the proof. 

Finally, we introduce the following two operators
\[ \delta_g, \delta^\nabla : C^\infty(M, \text{Sym}(TM)) \rightarrow C^\infty(M, T^*M) \]
derived by
\[ (\delta_g h)(X) := \text{tr}^g((D^g h)X), \quad (\delta^\nabla h)(X) := \text{tr}^g((\nabla h)X). \quad (2.11) \]
3 Variation formulas for the Chern-scalar curvature

Let \((M, J)\) be a compact, connected, complex manifold of dimension \(\dim_{\mathbb{R}} M = 2m\). We consider the bundle \(S_{+}^{1,1}(T^* M) \to M\) of symmetric, bilinear, positive definite, \(J\)-invariant forms and, for any integer \(k \geq m + 1\), we define the space of Hermitian metrics on \((M, J)\) of class \(W^{2,k}\) as

\[
\mathcal{M}_H^k := W^{k,2}(M, S_{+}^{1,1}(T^* M)) .
\]

For the sake of notation, we denote the space of smooth Hermitian metrics by \(\mathcal{M}_H := C^\infty(M, S_{+}^{1,1}(T^* M))\).

3.1 First variation of the Chern-scalar curvature

Fix a smooth Hermitian metric \(g \in \mathcal{M}_H\). Then, given an element \(h \in C^\infty(M, \text{Sym}^{1,1}(TM))\), we consider the corresponding path \((g_t) \subset \mathcal{M}_H\) given by

\[
g_t := g((\text{Id} + th) \cdot \cdot \cdot , \quad t \in (-\epsilon, \epsilon)
\]

with \(\epsilon > 0\) small enough. For the sake of notation, in this section we will always use this shortener notation: if \(F\) is a function defined on \(\mathcal{M}_H\), we write \(F'\) instead of \(F'_g(h)\) to denote the differential of \(F\) at \(g\) in the direction of \(h\).

**Proposition 3.1** The differential at \(g\) in the direction of \(h\) of the Chern connection is the \((1, 2)\)-tensor field \(\nabla'\) defined by

\[
2 \nabla'_X Y = (\nabla_X h)(Y) - (J \circ \nabla_J X h)(Y) . \tag{3.1}
\]

**Proof** We set \(C' := \nabla'^{g_*} - \nabla^g\), that is a \((2, 1)\)-tensor field. Then, by using the Koszul Formula of the Chern connection (see e.g. [4, Sect 2.1])

\[
2g_t(C'_X Y, Z) = 2g_t(\nabla'^{g_*}_X Y, Z) - 2g_t(\nabla^g_X Y, Z)
\]

\[
= \mathcal{L}_X(g_t(Y, Z)) - \mathcal{L}_X(g(Y, Z)) - \mathcal{L}_J X(g_t(J Y, Z)) + \mathcal{L}_J X(g(J Y, Z)) + g_t([X, Y], Z) - g_t([X, Y], Z) - g_t([J X, Y], J Z) + g_t([J X, Y], J Z)
\]

\[
- g_t([X, Z], Y) + g([X, Z], Y) - g_t([J X, Z], J Y)
\]

\[
- g([J X, Z], J Y) - 2tg(h(\nabla^g_X Y), Z)
\]

\[
= \mathcal{L}_X(g(h(Y), Z)) - \mathcal{L}_J X(g(h(J Y), Z)) + tg(h([X, Y]), Z)
\]

\[
- tg(h([J X, Y]), J Z) - tg(h([X, Z]), Y)
\]

\[
+ tg(h([J X, Z]), J Y) - 2tg(h(\nabla^g_X Y), Z)
\]
and so
\[2g((\frac{1}{2}C^i)_{XY}, Z) + 2g(h(C^i_{XY}), Z) =
\]
\[= g((\nabla^g_X h)(Y), Z) - g((\nabla^g_Y h)(JY), Z) - g(h(\nabla^g_X Y), Z)
\]
\[+ g(h([X, Y]), Z) + g(h(\nabla^g_X Z), Y)
\]
\[- g(h([X, Z]), Y) + g(h(\nabla^g_Y Z), JY) - g(h(\nabla^g_X Y), JZ)
\]
\[- g(h(\nabla^g_X Z), JY) + g(h([JX, Y]), JY)
\]
\[= g((\nabla^g_X h)(Y), Z) - g((\nabla^g_Y h)(JY), Z) - g(h(\nabla^g_X Y + T^g(X, Y)), Z)
\]
\[+ g(h(\nabla^g_X X + T^g(X, Z)), Y) - g(h(\nabla^g_X Y + T^g(X, Z)), Y)
\]
\[= g((\nabla^g_X h)(Y), Z) - g((\nabla^g_Y h)(JY), Z)
\].

Letting \( t \to 0 \), we obtain (3.1).

Lemma 3.2 The differential at \( g \) in the direction of \( h \) of the complex trace is the linear map defined, for \( \alpha \in C^\infty(M, \Lambda^{1,1}(T^*M)) \), by
\[
(\text{Tr}^C)(\alpha) = -\frac{1}{2}g(h, \rho^{-1}_g(\alpha)) .
\]

Proof Fix a local \((J, g)\)-unitary frame \((e_i, Je_i)\) on \( M \) and the associated frame
\[
\varepsilon_i := \frac{1}{\sqrt{2}}(e_i - \overline{J} e_i) ,
\]
\[
\varepsilon_i := \frac{1}{\sqrt{2}}(e_i + \overline{J} e_i) ,
\]
so that
\[
g = \delta_{ji} \varepsilon_i \otimes \varepsilon_j ,
\]
\[
\rho_g(h) = h_{ji} \varepsilon_i \wedge \varepsilon_j ,
\]
\[
\alpha = \alpha_{ji} \varepsilon_i \wedge \varepsilon_j ,
\]
where \( h_{ji} = \delta_{js} h^{is} \). If \((g_t)_{ji} := \delta_{ji} + th_{ji} \) and \((g_t)_{ij}^{i\bar{j}} := ((g_t)_{ji})^{-1} \), it follows that
\[
(g_t)_{ij}^{i\bar{j}} = \delta_{ij}^{i\bar{j}} - tg_{ij}^{i\bar{j}} h_{s}^{i\bar{s}}(g_t)_{js}^{s\bar{s}} .
\]
Since \( \text{Tr}^C_g(\alpha) = \delta_{ij}^{i\bar{j}} \alpha_{ji} \), we get
\[
(\text{Tr}^C)(\alpha) = \lim_{t \to 0} \frac{1}{t}(\text{Tr}^C_{g_t}(\alpha) - \text{Tr}^C_{g}(\alpha))
\]
\[= \lim_{t \to 0} \frac{1}{t}((g_t)_{ij}^{i\bar{j}} - \delta_{ij}^{i\bar{j}})\alpha_{ji} = -h_{ij}^{i\bar{j}} \alpha_{ji} ,
\]
where \( h_{ij}^{i\bar{j}} = h_{js}^{i\bar{s}} \delta_{si}^{s\bar{j}} \). On the other hand, one can directly check that
\[
g(h, \rho^{-1}_g(\alpha)) = 2h_{ij}^{i\bar{j}} \alpha_{ji} ,
\]
which completes the proof.

Proposition 3.3 The differential at \( g \) in the direction of \( h \) of the Chern-curvature operator is given by
\[
2\Omega(X, Y) = [\Omega(X, Y), h] + J \circ (\nabla_X \nabla_J Y h - \nabla_Y \nabla_J X h - \nabla_J [X, Y] h) .
\]

Proof By differentiating (2.5), we get
\[
\Omega(X, Y) = \nabla'_{[X,Y]} - [\nabla_X, \nabla_Y'] - [\nabla_X', \nabla_Y] .
\]
Notice that
\[ 2[\nabla_X, \nabla'_Y] = \nabla_X \nabla_Y h - J \circ \nabla_X \nabla_J Y h \]
and so we get
\[ 2 \Omega(X, Y) = \nabla_{[X,Y]} h - J \circ \nabla_{[X,Y]} h - \nabla_X \nabla_Y h + J \circ \nabla_X \nabla_J Y h \]
\[ + \nabla_Y \nabla_X h - J \circ \nabla_Y \nabla_J X h \]
\[ = \Omega_{X,Y} h + J \circ (\nabla_X \nabla_J Y h - \nabla_Y \nabla_J X h - \nabla_{[X,Y]} h). \]
Here, by a slight abuse of notation, we denoted by \( \Omega_{X,Y} \) the curvature of the connection naturally induced on the bundle \( \text{End}(TM) \). Since \( \Omega_{X,Y} h = [\Omega(X, Y), h] \), we obtain (3.3). □

**Lemma 3.4** For any vector field \( X \) it holds that
\[ \tr^C(\nabla_X h) = \mathcal{L}_X(\tr^C h). \quad (3.4) \]

**Proof** Fix \( x \in M \) and let \( (\tilde{e}_\alpha) \) be a local orthonormal frame around \( x \) such that \( (D\tilde{e}_\alpha)_x = 0 \). Then, by using (2.3), at the point \( x \) we get
\[ \tr^R(\nabla_X h) = \sum_\alpha g((\nabla_X h)(\tilde{e}_\alpha), \tilde{e}_\alpha) \]
\[ = \sum_\alpha g(\nabla_X (h(\tilde{e}_\alpha)), \tilde{e}_\alpha) - g(h(\nabla_X \tilde{e}_\alpha), \tilde{e}_\alpha) \]
\[ = \sum_\alpha \mathcal{L}_X g(h(\tilde{e}_\alpha), \tilde{e}_\alpha) - 2g(h(\tilde{e}_\alpha), \nabla_X \tilde{e}_\alpha) \]
\[ = \mathcal{L}_X(\tr^R h) + \sum_{\alpha, \beta} \omega(JX, \tilde{e}_\alpha, \tilde{e}_\beta) g(h(\tilde{e}_\alpha), \tilde{e}_\beta) \]
\[ = 2\mathcal{L}_X(\tr^C h). \]
Moreover, since \( \nabla_X h \in C^\infty(M, \text{Sym}^{1,1}(TM)) \), it holds that
\[ \tr^R(\nabla_X h) = 2\tr^C(\nabla_X h) \]
and so we get the thesis. □

**Proposition 3.5** The differential at \( g \) in the direction of \( h \) of the first Chern-Ricci form is given by
\[ \tilde{S}' = \frac{1}{2} \dd c(\tr^C h). \quad (3.5) \]

**Proof** Notice that the trace \( \tr^C \) commutes with the differentiation. Moreover, it is straightforward to check that, for any vector fields \( X, Y \) and \( h \in C^\infty(M, \text{Sym}^{1,1}(TM)) \), the commutator \([\Omega(X, Y), h]\) is a section of \( \text{Sym}^{1,1}(TM) \), with zero trace. Therefore, \( J \circ [\Omega(X, Y), h] \in C^\infty(M, \text{Skew}^{1,1}(TM)) \), and so, by means of (2.6), (3.3), (3.4), and (2.9), we obtain
\[ \tilde{S}'(X, Y) = \frac{1}{2} \tr^C(\nabla_X \nabla_J Y h - \nabla_Y \nabla_J X h - \nabla_{[X,Y]} h) \]
\[ = \frac{1}{2}(\mathcal{L}_X \mathcal{L}_J Y (\tr^C h) - \mathcal{L}_Y \mathcal{L}_J X (\tr^C h) - \mathcal{L}_{[X,Y]}(\tr^C h)) \]
\[ = \frac{1}{2} \dd c(\tr^C h)(X, Y) \]
and so we get (3.5). □
As a direct consequence of (3.2) and (3.5), and by (2.8), we get

**Proposition 3.6** The differential at \( g \) in the direction of \( h \) of the Chern-scalar curvature is given by

\[
(scal^{Ch})' = \Delta_g (\text{tr}^{Ch} h) + g(d(\text{tr}^{Ch} h), \vartheta) - g(h, S(g)) .
\]  

(3.6)

**3.2 Second variation of the Chern-scalar curvature**

We are going to compute the second variation of the Chern-scalar curvature at a fixed point \( g \in M \). Let \( g_t = g((\text{Id} + th) \cdot, \cdot) \) as before. From [9], and by recalling the definition of \( \delta_g \) in (2.11), we have

**Proposition 3.7** (see [9, Prop 1.184]) The differential at \( g \) in the direction of \( h \) of the Laplace-Beltrami operator is given by

\[
\Delta' u = g(\text{Hess}_g(u), h) + g(du, \delta_g h) - g(du, d(\text{tr}^{Ch} h)) .
\]  

(3.7)

By means of a straightforward computation in local coordinates, one can show that, for any \( \alpha, \beta \in C^\infty(M, T^* M) \) and \( A, B \in C^\infty(M, \text{End}(TM)) \), we have

\[
g(\alpha, \beta)' = -g(\alpha \circ h, \beta) , \quad g(A, B)' = 0 .
\]  

(3.8)

For the following, we recall that \( \delta^\nabla \) has been defined in (2.11):

**Proposition 3.8** The differential at \( g \) in the direction of \( h \) of the Lee form is given by

\[
\vartheta' = d(\text{tr}^{Ch} h) - \delta^\nabla h .
\]  

(3.9)

**Proof** By the very definition of Lee form (2.4), we have

\[
\vartheta'(X) = \text{tr}^R(T'(X, \cdot)) = \text{tr}^R(\nabla'_X(\cdot)) - \text{tr}^R(\nabla'_X h) .
\]

Then, from (3.1) and (3.4), it follows that

\[
\text{tr}^R(\nabla'_X(\cdot)) = \frac{1}{2} \text{tr}^R(\nabla_X h) - \frac{1}{2} \text{tr}^R(J \circ (\nabla_J X h)) = L_X(\text{tr}^{Ch} h) .
\]

Moreover, given a local \((J, g)\)-unitary frame \((e_i, Je_i)\), from (3.1) and (2.11) we get

\[
\text{tr}^R(\nabla'_X h) = \frac{1}{2} \sum_{1 \leq i \leq m} (g((\nabla_{e_i} h)(X), e_i) + g((\nabla_{Je_i} h)(X), Je_i)

- g((\nabla_{Je_i} h)(JX), e_i) + g((\nabla_{e_i} h)(JX), Je_i))

= \sum_{1 \leq i \leq m} g((\nabla_{e_i} h)(X), e_i) + g((\nabla_{Je_i} h)(X), Je_i)

= (\delta^\nabla h)(X)
\]

and so this proves Formula (3.9). \( \Box \)

**Proposition 3.9** The differential at \( g \) in the direction of \( h \) of the first Chern-Ricci symmetric endomorphism is given by

\[
g(S'(X), Y) = -g((h \circ S(g))(X), Y) + \frac{1}{2} d\text{d}c(\text{tr}^{Ch} h)(X, JY) .
\]  

(3.10)
Proof Differentiating both sides of \( g(S(g)(X), Y) = \tilde{S}(g)(X, JY) \), we get
\[
g((h \circ S)(X), Y) + g(S'(X), Y) = \tilde{S}'(X, JY).
\]
Therefore, by using (3.5), we get (3.10).

Finally, we are ready to prove the following

**Proposition 3.10** The second differential at \( g \) in the direction of \((h_1, h_2)\) of the Chern-scalar curvature is given by
\[
(\text{scal Ch})'' = g(\text{Hess}_g(\text{tr Ch}_1), h_2) + g(h_1, \text{Hess}_g(\text{tr Ch}_2))
+ g(h_1, h_2 \circ \text{Ric}(g)).
\]

Moreover, if \( g \) is Kähler, then
\[
(\text{scal Ch})'' = g(\text{Hess}_g(\text{tr Ch}_1), h_2) + g(h_1, \text{Hess}_g(\text{tr Ch}_2))
+ g(h_1, h_2 \circ \text{Ric}(g)).
\]

Proof Notice that (3.11) follows directly from (3.6), (3.7), (3.8), (3.9) and (3.10). Assume now that \( g \) is Kähler, then
\[
\delta^V = \delta_g, \quad \vartheta = 0, \quad S(g) = \text{Ric}(g).
\]

Moreover, by (2.10), we get
\[
-\frac{1}{2}g(h_1, \rho_g^{-1}(dd^c(\text{tr Ch}_2)))
= -\frac{1}{2} \sum_{1 \leq \alpha, \beta \leq 2m} g(h_1(\tilde{e}_\alpha), \tilde{e}_\beta) dd^c(\text{tr Ch}_2)(\tilde{e}_\alpha, J\tilde{e}_\beta)
= \frac{1}{2} \sum_{1 \leq \alpha, \beta \leq 2m} \left(g(h_1(\tilde{e}_\alpha), \tilde{e}_\beta)g(\text{Hess}_g(\text{tr Ch}_2)\tilde{e}_\alpha), \tilde{e}_\beta) + g(h_1(\tilde{e}_\alpha), \tilde{e}_\beta)g(\text{Hess}_g(\text{tr Ch}_2)(J\tilde{e}_\alpha), J\tilde{e}_\beta)\right)
= \sum_{1 \leq \alpha, \beta \leq 2m} g(h_1(\tilde{e}_\alpha), \tilde{e}_\beta)g(\text{Hess}_g(\text{tr Ch}_2)(\tilde{e}_\alpha), \tilde{e}_\beta)
= g(h_1, \text{Hess}_g(\text{tr Ch}_2))
\]
which concludes the proof of (3.12).

### 4 Main results

Let again \((M, J)\) be a compact, connected, complex manifold of dimension \(\dim_R M = 2m\). In this section, we prove our main results, concerning the submersion and local surjectivity properties for the map \(\text{scal Ch} : \mathcal{M}_H \to C^\infty(M, \mathbb{R})\), in view of the relationship between infinitesimal and actual deformations of the Chern-scalar curvature function with respect to a varying metric (see [12] for the Riemannian case).
4.1 Submersion points for the Chern-scalar curvature

We begin this section with the following straightforward

**Lemma 4.1** For any integer \( k \geq m + 2 \), the map \( \text{scal}^{\text{Ch}} : M^{k+2}_H \to W^{k,2}(M, \mathbb{R}) \) is smooth.

**Proof** This follows directly by the local formula of the Chern-scalar curvature. More precisely, take a local chart \((U, \xi = (z^1, \ldots, z^m))\) of holomorphic coordinates in an open set of \((M, J)\). If we denote by \( \Gamma \) the Christoffel symbol of \( \nabla \) with respect to \((U, \xi)\), by using the Koszul Formula for the Chern connection (see e.g. [4, Sect 2.1] for notation), one can directly check that the only non-vanishing components of \( \Gamma \) are

\[
\Gamma^k_{ij} = g^{kr} g_{rj,i}, \quad \Gamma^k_{ij} = \Gamma^{kr}_{ij}.
\]  

(4.1)

Then, if we denote by \( \hat{\Omega}(g) \in C^\infty(M, \Lambda^{1,1}(T^*M) \otimes \Lambda^{1,1}(T^*M)) \) the totally covariant Chern-curvature, by using (4.1) we can write

\[
\hat{\Omega}(g) = \Omega_{ji\ell k} \overset{i\ell}{dz} j \wedge dz^i \otimes \overset{k}{dz} l, \quad 
\Omega_{ji\ell k} = -\hat{\Omega}(\overset{\partial}{\frac{\partial}{\partial z^l}}, \overset{\partial}{\frac{\partial}{\partial z^k}}, \overline{\partial} g_{\ell j}, \overline{\partial}) = -g_{\ell k, ji} + g^{rf} g_{\ell k, l} g_{\ell s,j}.
\]

Therefore, by the very definition of Chern-scalar curvature, we get

\[
\text{scal}^{\text{Ch}}(g) = 2 g^{kf} g^{ij} \Omega_{ji\ell k} = -2 g^{kf} g^{ij} g_{\ell k, ji} + 2 g^{kf} g^{ij} g^{rf} g_{\ell k, l} g_{\ell s,j}.
\]

(4.2)

Finally, notice that the local formula (4.2) and the multiplicative properties of the Sobolev spaces (see e.g. [1, Thm 4.39]) imply that the map \( \text{scal}^{\text{Ch}} : M^{k+2}_H \to W^{k,2}(M, \mathbb{R}) \) is smooth for any \( k \geq m + 2 \).

For any \( g \in M_H \), we consider the linearized Chern-scalar curvature

\[
\gamma^g : C^\infty(M, \text{Sym}^{1,1}(TM)) \to C^\infty(M, \mathbb{R}), \quad
\gamma^g(h) = \frac{1}{2} \left( \Delta_g(u^\ast h) + g(\text{d}(u^\ast h), \vartheta) \right) - g(h, S(g))
\]

given by (3.6) and its \( L^2 \)-adjoint

\[
\gamma^g : C^\infty(M, \mathbb{R}) \to C^\infty(M, \text{Sym}^{1,1}(TM)),
\gamma^g(u) = \frac{1}{2} \left( \Delta_g u - g(\text{d}u, \vartheta) + (\text{d}^\ast\vartheta) u \right) \text{Id} - u S(g).
\]

(4.3)

For the following result in the Riemannian context, compare [12, Thm 1].

**Proposition 4.2** Fix an integer \( k \geq m + 2 \), let \( g \in M^{k+2}_H \) and set \( \lambda := \text{scal}^{\text{Ch}}(g) \in W^{k,2}(M, \mathbb{R}) \). Assume that one of the following is satisfied:

i) \( g \) is not first-Chern-Einstein;
ii) \( g \) is first-Chern-Einstein and \( \frac{\lambda}{m} < d^\ast\vartheta \).

Then, the map \( \text{scal}^{\text{Ch}} : M^{k+2}_H \to W^{k,2}(M, \mathbb{R}) \) is a submersion at \( g \).

**Proof** The principal symbol of \( \gamma^g \) is clearly injective. Therefore, by means of Remark 2.3, it is sufficient to prove that both (i), (ii) imply that \( \gamma^g \) is injective.

Firstly, assume that \( g \) is not first-Chern-Einstein. Take \( u \in \ker(\gamma^g) \) and a vector field \( X \in C^\infty(M, TM) \) such that \( g(X, X) = 1 \) and set \( g(S(g)(X), X) = \frac{\phi}{2m} \), for some \( \phi \in W^{k,2}(M, \mathbb{R}) \). Then, by (4.3) we get

\[
0 = 2g(\gamma^g(u)X, X) = \Delta_g u - g(\text{d}u, \vartheta) + (\text{d}^\ast\vartheta) - \frac{\phi}{m} u.
\]

(4.4)
Since \( k \geq m + 2 \), by (2.1) the coefficients of (4.4) are of class \( C^1 \). We then apply [11, Thm 1.17]: it follows that \( u \equiv 0 \) or there exists an open dense subset \( \mathcal{U} \subset M \) such that \( u(x) \neq 0 \) for any \( x \in \mathcal{U} \) and the complement \( M \setminus \mathcal{U} \) has zero measure. Assume by contradiction that \( u \neq 0 \). Then, by (4.3) and (4.4), we obtain

\[
0 = \gamma_g(u) = u(-S(g) + \frac{\phi}{2m} \text{Id})
\]

and so

\[
S(g) = \frac{\phi}{2m} \text{Id} \quad \text{for any } x \in \mathcal{U}.
\]

In particular, this implies that \( \phi = \lambda \) and that \( g \) is first-Chern-Einstein on the whole manifold \( M \), which is not possible by assumption. Then, (i) implies that \( \gamma_g^* \) is injective.

On the other hand, assume that \( S(g) = \frac{\lambda}{2m} \text{Id} \). Then, the equation \( \gamma_g^*(u) = 0 \) is equivalent to

\[
\Delta_g u - g(du, \vartheta) + \left( (d^* \vartheta) - \frac{\lambda}{m} u \right) = 0.
\]

If (ii) holds true, then the Strong Maximum Principle (see e.g. [18, Thm 4.2]) implies that \( u \equiv 0 \).

From Proposition 4.2, we get the proofs of Theorem A and Theorem B.

**Proof of Theorem A** Let \( g \in \mathcal{M}_H \), set \( \lambda := \text{scal}^\text{Ch}(g) \in C^\infty(M, \mathbb{R}) \) and assume that either \( g \) is not first-Chern-Einstein, or \( g \) is first-Chern-Einstein with \( \frac{\lambda}{2m} < d^* \vartheta \). Thanks to Proposition 4.2 and the Implicit Function Theorem, we know that, for any integer \( k \geq m + 2 \), the extension of \( \text{scal}^\text{Ch} \) on \( \mathcal{M}_H^{k+2} \) is linearization stable at \( g \) and maps any neighborhood of \( g \) in \( \mathcal{M}_H^{k+2} \) onto a neighborhood of \( \lambda \) in \( W^{k,2}(M, \mathbb{R}) \). Moreover, by means of Theorem 2.2,

\[
W^{k,2}(M, \text{Sym}^{1,1}(TM)) = \ker(\gamma_g) \oplus \text{Im}(\gamma_g^*).
\]

It remains to prove the following claim: if \( h \in \text{Im}(\gamma_g^*) \subset W^{k,2}(M, \text{Sym}^{1,1}(TM)) \) and \( g_t := g((\text{Id} + th) \cdot , \cdot) \), then \( \text{scal}^\text{Ch}(g_t) \in C^\infty(M, \mathbb{R}) \) only if \( h \in C^\infty(M, \text{Sym}^{1,1}(TM)) \).

So, take \( h \in \text{Im}(\gamma_g^*) \subset W^{k,2}(M, \text{Sym}^{1,1}(TM)) \) and assume that \( \text{scal}^\text{Ch}(g_t) \in C^\infty(M, \mathbb{R}) \). By differentiating with respect to \( t \), it follows that \( \gamma_g^*(h) \in C^\infty(M, \mathbb{R}) \). By hypothesis, there exists \( u \in W^{k+2,2}(M, \mathbb{R}) \) such that \( h = \gamma_g^*(u) \). Since \( \gamma_g^* \) has injective symbol and \( \gamma_g^* \gamma_g^*(u) \in C^\infty(M, \mathbb{R}) \), it follows that \( u \in C^\infty(M, \mathbb{R}) \). Therefore \( h \in C^\infty(M, \text{Sym}^{1,1}(TM)) \) and the claim follows.

**Proof of Theorem B** Let us observe that, if one of the conditions stated in Theorem B is satisfied, then \( (M, J) \) does not admit any smooth first-Chern-Einstein metric (see [3, Thm 5]). Take \( g \in \mathcal{M}_H(\lambda) \). Then, for any \( k \geq m + 2 \), by means of Proposition 4.2 and the Implicit Function Theorem, the preimage \( (\text{scal}^\text{Ch})^{-1}(\lambda) \) inside \( \mathcal{M}_H^{k+2} \) is a smooth submanifold in a neighborhood of \( g \) with tangent space at \( g \) given by \( \ker(\gamma_g) \subset W^{k+2,2}(M, \text{Sym}^{1,1}(TM)) \). This gives rise to a structure of smooth ILH-submanifold on the space \( \mathcal{M}_H(\lambda) = \{ g \in \mathcal{M}_H : \text{scal}^\text{Ch}(g) = \lambda \} \) inside \( \mathcal{M}_H \).

**Remark 4.3** First, we recall that, by [14, Thm 1], in any conformal class of Hermitian metrics, there is a unique **Gauduchon metric** with volume 1, where being Gauduchon means that the associated \((1, 1)\)-form \( \eta \) satisfies \( dd^c \eta^{m-1} = 0 \). The **Gauduchon degree** of the conformal class \( \{ \eta \} \) is then defined as

\[
\Gamma(\{ \eta \}) := \int_M c_1^\text{BC}(K_M^{-1}) \wedge \eta^{m-1} = \int_M \text{scal}^\text{Ch}(\eta) \eta^m.
\]
and it is equal to the volume of the divisor associated to any meromorphic section of the anticanonical line bundle $K_M^{-1}$ by means of the Gauduchon metric, see [15, Sect I.17]. We can now recall the following known facts concerning the condition for $\mathcal{M}_H(\lambda)$ to be non-empty.

- If there exists a conformal class $\{\eta\}$ on $(M, J)$ with $\Gamma(\{\eta\}) = 0$, then $\mathcal{M}_H(\lambda)$ is non-empty for $\lambda = 0$ constant (see [2, Thm 3.1]). Moreover, if $\eta$ is balanced (that is, $d\eta^m - 1 = 0$) with $\text{scal Ch}(\eta) = 0$, then $\mathcal{M}_H(\lambda)$ is non-empty if $\lambda \in C^\infty(M, \mathbb{R})$ changes sign and $\int_M \lambda \eta^m < 0$ (see [13, Thm 2.11]).

4.2 Linearization instability and infinitesimal isometries

We conclude by providing an example of linearization instability. To this aim, we first need the following result due to Fischer-Marsden. For the convenience of the reader, we recall the argument here below.

**Lemma 4.4** ([12, Lemma 7.1]) Fix $g_0 \in \mathcal{M}_H$. If $\text{scal Ch}$ is linearization stable at $g_0$, then

$$\int_M u \left( \text{scal Ch} \right)_{g_0}''(h, h) v_{g_0} = 0$$

(4.5)

for any $h \in \ker(\gamma_{g_0})$, for any $u \in \ker(\gamma_{g_0}^*)$.

**Proof** Fix $h \in \ker(\gamma_{g_0})$ and $u \in \ker(\gamma_{g_0}^*)$. Since $\text{scal Ch}$ is linearization stable at $g_0$, there exists a smooth path $g : (-\epsilon, \epsilon) \to \mathcal{M}_H$ such that $g(0) = g_0$, $\dot{g}(0) = h$ and $\text{scal Ch}(g(t)) = \text{scal Ch}(g_0)$ for any $-\epsilon < t < \epsilon$. Differentiating this last equation twice, we get

$$0 = \frac{d^2}{dt^2} \text{scal Ch}(g(t)) \bigg|_{t=0} = (\text{scal Ch})''_g(h, h) + (\text{scal Ch})'_g(g''(0))$$
and so, since $\gamma_{g_0}^*(u)$, we get
\[
0 = \int_M u (\text{scal}_{g_0})''(h, h) v_{g_0} + \int_M u (\text{scal}_{g_0})''(g''(0)) v_{g_0}
\]
\[
= \int_M u (\text{scal}_{g_0})''(h, h) v_{g_0} + |u, \gamma_{g_0}(g''(0))|_{L^2}^2
\]
\[
= \int_M u (\text{scal}_{g_0})''(h, h) v_{g_0}
\]
which concludes the proof. \qed

In the Theorem C, we consider a Kähler-Einstein metric with positive scalar curvature. Notice that Kähler-Einstein metrics with negative scalar curvature do satisfy the hypothesis of Theorem A, and so they are necessarily linearization stable.

**Proof of Theorem C** Let $\lambda_0 := \text{scal}(g_0) > 0$ be the scalar curvature of $g_0$. By (3.6), (4.3), (3.12) and by hypothesis, we have
\[
\gamma_{g_0}(h) = \frac{1}{2} (\Delta_{g_0} (\text{tr}_h^R h) - \frac{2\omega}{m} (\text{tr}_h^R h)) , \quad \gamma_{g_0}^*(u) = \frac{1}{2} (\Delta_{g_0} u - \frac{2\omega}{m} u) \text{Id} , \quad (\text{scal}_{g_0})''(h, h) = g_0(\text{Hess}_{g_0}(\text{tr}_h^R h), h) + \frac{\lambda_0}{2m} |h|_{g_0}^2 .
\]
It is known that the vector space of Killing vector fields is isomorphic to the space of smooth functions $f$ such that $\Delta f = \frac{\lambda_0}{m} f$, see e.g. [25, p 96]. Therefore, by hypothesis, $\frac{2\omega}{m}$ is an eigenvalue of the Laplace-Beltrami operator $\Delta_{g_0}$, so that $\ker(\gamma_{g_0}^*) \neq \{0\}$. Assume also by contradiction that $\text{scal}_{g_0}$ is linearization stable at $g_0$. Then, by means of (4.5), it follows that
\[
\int_M u |h|_{g_0}^2 v_{g_0} = 0 \quad \text{for any } u \in \ker(\gamma_{g_0}^*), \quad h \in C^\infty(M, \text{Sym}_{g_0}^{1,1}(TM)) , \quad (4.6)
\]
where $\text{Sym}_{g_0}^{1,1}(TM)$ denotes the subbundle of elements in $\text{Sym}^{1,1}(TM)$ with zero trace. Fix $u \in C^\infty(M, \mathbb{R})$ such that $\Delta_{g_0} u = \frac{2\omega}{m} u$ and $u \neq 0$. By means of the Stokes’ Theorem, it follows that
\[
\int_M u v_{g_0} = 0
\]
and so there exists an open ball $B \subset M$ such that $u(x) > 0$ for any $x \in B$. Fix $h \in C^\infty(M, \text{Sym}_{g_0}^{1,1}(TM))$ and, up to shrinking $B$, assume that $|h|_{g_0}^2 > 0$ on the whole $B$. Pick a smaller ball $B' \subset B$ and a function $\psi \in C^\infty(M, \mathbb{R})$ with $\text{supp}(\psi) \subset B$ and such that $\psi(x) = 1$ for any $x \in B'$. Then, since $\text{tr}_{g_0}^R(\psi h) = 0$, by (4.6) we get
\[
0 = \int_M u |\psi h|_{g_0}^2 v_{g_0} \geq \int_{B'} u |h|_{g_0}^2 v_{g_0} > 0 ,
\]
which is not possible. \qed
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