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Abstract—Recapture detection of face and document images is an important forensic task. With deep learning, the performances of face anti-spoofing (FAS) and recaptured document detection have been improved significantly. However, the performances are not yet satisfactory on samples with weak forensic cues. The amount of forensic cues can be quantified to allow a reliable forensic result. In this work, we propose a forensicability assessment network to quantify the forensicability of the questioned samples. The low-forensicability samples are rejected before the actual recapturing detection process to improve the efficiency of recapturing detection systems. We first extract forensicability features related to both image quality assessment and forensic tasks. By exploiting domain knowledge of the forensic application in image quality and forensic features, we define three task-specific forensicability classes and the initialized locations in the feature space. Based on the extracted features and the defined centers, we train the proposed forensic assessment network (FANet) with cross-entropy loss and update the centers with a momentum-based update method. We integrate the trained FANet with practical recapturing detection schemes in face anti-spoofing (FAS) and recaptured document detection tasks. Experimental results show that, for a generic CNN-based FAS scheme, FANet reduces the EERs from 33.75% to 19.23% under ROSE to IDIAP protocol by rejecting samples with the lowest 30% forensicability scores. The performance of FAS schemes is poor in the rejected samples, with EER as high as 56.48%. Similar performances in rejecting low-forensicability samples have been observed for the state-of-the-art approaches in FAS and recaptured document detection tasks. To the best of our knowledge, this is the first work that assesses the forensicability of recaptured document images and improves the system efficiency.

Index Terms—Image Forensic, Forensicability, Recapturing Detection, Face Anti-spoofing

I. INTRODUCTION

Digital images have been used as electronic evidence in many applications, e.g., user authentication through face recognition. The input images with questioned authenticity need to be inspected for security in these applications. Recapturing detection is an image forensic task that aims at distinguishing questioned images that are captured (with a single imaging process) or recaptured (with two or more imaging processes). We can find its applications in face anti-spoofing (FAS) which classifies the genuine face images (acquired by capturing) and the spoofing face images (recaptured from printed photos, displayed videos, or face masks). Over recent years, the performances of FAS schemes have been significantly improved by employing sophisticated deep learning networks with ever-growing complexity and supervision data with additional acquisition sensors, such as depth information [1]. However, the robustness and generality of many FAS schemes are not always satisfactory, especially under challenging image distortions. Zhang et al. [2] revealed that the existing methods were not working well in classifying the face images of low quality.

To investigate the generality of such observation, we have analyzed the error samples under the document recapturing detection task. In the inter-dataset experimental protocol, the blurry and noisy document samples contribute to more than 80% of error samples for a state-of-the-art (SOTA) scheme [3]. We also validate the difficult samples (10 captured and 40 recaptured document images) in the document recapturing detection task with a subjective assessment experiment following the evaluation protocols in [4]. Our experimental results show that the average subjective classification accuracy is only 68.48%, which is a low performance among subjects with expertise in image processing. Therefore, image forensics under blurry and noisy samples is not a trivial task.

The forensic performances on these samples can rarely be improved by designing more sophisticated classifiers [2] since the forensic cues are not sufficient to make a reliable decision. In both FAS and the document recapturing detection tasks, the recapturing traces, such as moiré pattern, and color degradation have been heavily corrupted by noise and blurring distortions. Given the above observations, we propose to first assess the forensicability of questioned images before performing image forensics to reject the samples with weak forensic cues.

In many image authentication tasks, the input images are also inspected before performing security procedures. For example, the quality of fingerprint samples was evaluated before fingerprint authentication [5, 6] to facilitate the following feature extraction and image authentication process. Some FAS methods employ image quality features in detecting spoofing faces [7, 8] with the assumption that the spoofing face images are of lower quality than the genuine ones. Moreover, Chen et al. [9] proposed to assess the quality of 2D barcode images before the decoding process. This work rejects the low-quality samples in an early stage to avoid decoding...
The forensicability of scores of a questioned image are computed by a forward mapping networks. In the testing phase, the quality and forensic features of questioned images are first mapped to the corresponding quality and forensic scores with score mapping networks. The forensicability of a sample under recapturing detection tasks. By rejecting the samples with the lowest 30% forensicability scores. The EER of the rejected low-forensicability samples is as high as 56.48%. A high EER indicates poor performance of the FAS scheme. Similar performance gain has been observed in the task of document recapturing detection. By rejecting the samples with the lowest 30% forensicability scores, our FANet improves the efficiency of a SOTA FAS method by a 23.07% improvement in EER and a 7.5% increment in computational complexity.

The main contributions of this work can be summarized as follows.

- We propose the FANet to assess the forensicability of questioned samples by both image quality and forensic features, and quantify the forensicability scores before the actual forensic inspection. Such a forensicability assessment strategy may reject the samples with weak forensic cues or low forensicability scores, avoids making difficult forensic decisions, and improves the efficiency of the whole forensic system.
- We define the three forensicability classes according to the domain knowledge of a forensic task, and initialize the corresponding centers with forensic-explainable locations. The latent space of forensicability features and the center locations are updated during the training process of FANet to allow accurate characterization of the forensicability score of a questioned sample.
- We demonstrate under practical image recapturing detection tasks that the proposed FANet improves the efficiency of the whole forensic system. In both FAS and document recapturing detection tasks, FANet reduces over 1/3 of the classification EERs of some generic CNNs by rejecting 30% low-forensicability samples, with EER higher than 50% in the rejected samples. Similar improvements have also been observed for the SOTA methods.

The remaining of this paper is organized as follows. Section II reviews the related literature on forensicability under different forensic tasks and uncertainty quantification in general classification tasks. Section III introduces the framework of the proposed FANet with emphasis on the selection of forensicability features, design of forensicability categories, and the algorithm of the forensicability quantification. Section IV evaluates the efficiency of the proposed FANet with both generic and SOTA forensic schemes in some practical forensic applications. Section V concludes this paper.

![Fig. 1. Examples of 6 types of representative samples in terms of forensicability features plotted in the forensicability space (Image quality score $y_Q$ versus forensic score $y_F$). Green, blue and yellow indicate genuine, spoofing and ambiguous forensic decisions, respectively. The red dashed curve shows an illustrative boundary to separate the low and high forensicability samples. (a) low $y_Q$ and high $y_F$: spoofing cues in color distortion, lighting characteristics, and face contour. (b) low $y_Q$ and ambiguous $y_F$: blurry and weak forensic trace. (c) low $y_Q$ and low $y_F$: spoofing cues in color distortion and lighting characteristics. (d) high $y_Q$ and high $y_F$: clear facial texture under natural illumination. (e) high $y_Q$ and ambiguous $y_F$: clear face image under natural illumination but with reflective glasses. (f) high $y_Q$ and low $y_F$: clear face image under unnatural illumination conditions.](image-url)
II. RELATED WORK

In the literature, there are some studies about the relationship between the quality metrics and authentication performances for biometric images. On the one hand, some works carried out different actions in the authentication process according to their quality indices. For example, the low-quality images can be further enhanced, pre-processed, or rejected before the authentication process [5], [10], [11]. On the other hand, some employ image quality features in measuring the performance in biometric image authentication [6], [12], and FAS [7], [8], [13]. However, as shown in Fig. 1, the image quality metric alone is not sufficient in quantifying the forensicability of the images in the FAS problem.

There are some theoretical works on measuring the information-theoretical limitation of multimedia forensics. Chu et al. [14] defined forensicability as the maximum forensic information that the extracted features contain about the multimedia states, or the mutual information between features and the hypothesis of forgery operations. The effectiveness of this approach was demonstrated under the problem of JPEG compression by modeling the probability of perfect estimation in the maximum number of JPEG compression cycles. Pasquini et al. [15] extended the Kullback–Leibler divergence measuring framework in [16] to the detection of image resizing operation. The distributions of features before and after a downsampling operation with known rescaling parameters were derived. Chen et al. [17] proposed two measurements in quantifying the forensicability of detection in the image operation chain by introducing an anti-forensic attack algorithm. Specifically, they measured the angle and scale of the feature perturbations, as well as the mutual information scale. The forensicability was characterized by the forensic feature variation after different image manipulation operations in an operation chain. However, there are some limitations to the existing works. On the one hand, [14], [15] aimed at deriving some theoretical models between forensic features and the defined forensicability metric by employing the actual forensic features in quantifying the forensicability of the targeted operations. This is different from our framework, which aims at measuring forensicability score with some light-weighted features before the actual forensic process. On the other hand, [17] defined the forensicability metric by utilizing the original sample and the anti-forensic attack, while both are not available under the recapturing detection task.

Low forensicability samples are those with high uncertainty in forensic classification. Wei et al. [18] mitigated uncertain acquisition factors in iris recognition by proposing uncertainty embedding and uncertainty-guided curriculum learning. The overall recognition performance was improved by an enhancement module which reduces the uncertainty from image noise and unknown acquisition conditions. In general machine learning research, the uncertainty estimation of a generic deep learning-based classifier is an active research topic. Deterministic uncertainty quantification (DUQ) [19] estimates the uncertainty of the classification results by a kernel distance between the input feature vector and the class centers. The estimation model is trained by minimizing the sample distance to a correct center in a classification task while maximizing the distances to other incorrect centers. Experimental results show that DUQ performs competitively in detecting out-of-distribution samples in some dataset pairs, such as Fashion-MNIST vs. MNIST. The following work [20] further improves the uncertainty quantification performance by imposing a bi-Lipschitz constraint on the feature extractor in the context of radial basis function (RBF) networks. However, above methods are originally designed to quantify the uncertainty in classification tasks. The class centers are randomly initialized with Gaussian distribution. It then measures the uncertainties of a questioned sample to the respective classes by calculating the exponential distances from the questioned sample to the class centers. In this work, we define the forensicability class centers with forensics-related domain knowledge and relate the distances to different centers by their forensic meaning. Thus, the forensicability score can be computed by jointly considering the distances to different centers.

III. PROPOSED METHOD

In this section, we propose to assess the forensicability of questioned samples, which improves the efficiency of the authentication process. The process is shown in Fig. 2 (a). For a questioned image, its forensicability is first evaluated by the proposed Forensicability Assessment Network (FANet). If the forensicability score is lower than a predetermined threshold, the system rejects the image without going through the next stage, and prompts the user for image reacquisition. Only when the forensicability score is above the threshold, the forensic inspection process is performed. As shown in Fig. 2 (b), FANet consists of feature extraction and forensicability quantification. The feature extraction step extracts forensicability features from the questioned image. The forensicability quantification step maps the extracted features to forensicability score.

A. Forensicability and its Features

In order to assess the forensicability of an image, we select suitable features with two criteria. First, the selected features should have a strong correlation with the forensicability of an image. Second, the computational complexity of feature extraction must be low since forensicability assessment is a preprocessing step in a forensic system. Without loss of generality, we employ face anti-spoofing (FAS) as a practical forensic task to illustrate the design of the proposed FANet. Considering the above factors, we define forensicability as the amount of forensic cues characterized by image quality features and light-weighted FAS features.

• Image Quality Features: Image quality features have been employed in biometric authentication systems to reject low-quality and unreliable samples [10], [11]. Thus, we believe that image quality can also characterize the forensicability of a face image or other images to be inspected. We employ the no-reference image quality assessment methods to extract image quality features since there is rarely a reference image in practical forensic tasks. Inspired by [13], we choose three no-reference image quality assessment methods to obtain image quality features, which are BIQI [21], BRISQUE [22], and
GM-LOG-BIQA [23]. It is shown in [13] that these features have good performance in face IQA tasks and low computational complexity. The metrics BIQI, GM-LOG-BIQA, and BRISQUE yield 18, 36, and 40 feature values, respectively, for each image sample. In total, a 94-dimensional feature is obtained to evaluate the image quality of an image in the recaptured image detection task.

- **Forensic Features**: As demonstrated by the illustrative examples in Fig. 1 and the ablation study in Fig. 2, image quality features alone are not sufficient to assess the forensicability of images. Since we aim at measuring the forensic cues from some recaptured images, the extracted features should characterize the global forensic response. To avoid large computational overhead, a light-weighted CNN can be employed as the forensic feature extractor. Referring to the method in [24], we use an 8-layer CNN end-to-end feature extractor for mining forensic clues. To balance the dimensions of image quality features and forensic features, we add a 128-dimensional fully-connected (FC) layer behind the original 4096-dimensional FC layer. The feature extractor finally yields a feature vector of 128-dimension.

Finally, we obtain the forensicability features, including 94-dimensional image quality features and 128-dimensional forensic features. To this end, we have extracted the image quality and forensic features in describing the forensicability of the questioned images. Though these features are much simpler than many data-driven features in SOTA forensic methods, they are capable in the forensicability assessment. In other words, we believe that evaluating the strength of forensic cues in the question images is much easier than performing actual forensics.

**B. Forensicability Quantification**

As shown in Fig. 2 (b), we quantify the image quality features and forensic features into a forensicability score. This process can be completed in three steps.

First, we obtain the supervision data, i.e., ground-truth quality and forensic scores, which will be employed in training our score mapping networks. These networks map the image quality and forensic features to image quality and forensic scores, respectively. The ground-truth quality scores of our samples are generated from a classifier that is pretrained by the mean opinion scores in the LIVE database [25]. The quality score is denoted as \( y_Q \) and is normalized to \([0, 1]\), where 0 and 1 represent low and high-quality samples. To generate the forensic scores, we connect an FC layer behind the CNN feature extractor [26]. This CNN is pre-trained on the training set of the CASIA FASD database (to be covered in Sec. IV-A). The FC layer maps forensic features to classification probabilities, i.e., the ground-truth forensic scores in the proposed framework. The forensic scores, denoted as \( y_F \), are also normalized to \([0, 1]\), where 0 and 1 indicate spoofing and genuine images. If the forensic score is close to 0.5, it means that the FAS classifier has difficulty distinguishing the class of the questioned image. To this end, the supervision information of image quality and forensics are obtained as \( y_Q \) and \( y_F \). Fig. 2 visualizes 6 types of representative samples in a 2D feature space with image quality score \( y_Q \) versus forensic score \( y_F \).

Second, the scores \( y_Q \) and \( y_F \) are employed in training our score mapping networks SMapNet-Q and SMapNet-F which map the image quality features \( x_Q \) and forensic features \( x_F \) to image quality score \( \hat{y}_Q \) and forensic score \( \hat{y}_F \), respectively. During the training process, we exploit the domain knowledge of forensic tasks and define three forensicability categories (high positive, high negative, and low forensicability) and the associated center locations in the feature space of image quality versus forensic. The class labels of training samples are then determined by a customized distance toward three forensicability centers. By employing the supervision data (i.e., scores \( y_Q, y_F \)), the output from score mapping networks \( \hat{y}_Q, \hat{y}_F \), and the corresponding class labels, a loss function is built by the
sum of the binary cross-entropy losses in the three categories. In the training process, the weights in score mapping networks can be updated by stochastic gradient descent with our loss function, while the locations of three class centers are updated by a momentum-based update method.

Third, we perform forensicability quantification on the quality and forensic scores from questioned samples. In the second step, our score mapping networks are trained, and the output quality and forensic scores from questioned samples. In the training phase, the samples are classified according to their forensicability, i.e., high and low forensicability, and the last update. Set \( \eta \) is the momentum, which we set to 0.9.

In the previous parts, we have obtained the supervision data \( y : [y_Q, y_F] \) from the training samples and have defined the associated labels, i.e., forensicability categories. Here, we present the details of the training process of our FANet (the middle gray parts in Fig. 2 (b)) with the pseudo-code provided in Algorithm 1. Only the weights in SMMapNet-Q and SMMapNet-F and the following layers are updated during the training of FANet.

To facilitate the training, we define the loss function as the sum of the binary cross-entropy losses in the corresponding category, which is

\[
\mathcal{L}(y_i, \hat{y}_i, e_c) = -\sum_{c=1}^{3} y^c_i \log(K^c_i + (1 - y^c_i) \log(1 - K^c_i))
\]

where \( y^c_i \) is binary indicator for the \( c \)-th class with \( y^c_i = 1 \) indicates \( y_i \) is labeled as the \( c \)-th class. \( K^c_i \) is the RBF kernel function of sample score \( \hat{y}_i \) to each class center, which is defined as

\[
K^c_i = \exp \left[ -\frac{\|\lambda_c(\hat{y}_i - e_c)\|_2^2}{2\sigma^2} \right],
\]

where the operation \( \| \cdot \|_2 \) takes the L2 norm. The parameter \( \sigma \) denotes the RBF kernel size, which is empirically set to \( \sigma = 0.1 \). The parameter \( \lambda_c \) is a trainable 2-dimensional weights for balancing image quality and forensic scores. According to the definition in Eq. (3), \( K^c_i \) is an exponentially scaled metric in \([0, 1]\), which can then be employed in computing the cross-entropy loss in Eq. (2).

During the training process, we minimize the loss function and perform stochastic gradient descent on the network parameters as well as \( \lambda_c \). After backward propagation, the location of \( e_c \) is updated with the scores \( \hat{y}_i \) of samples in the \( c \)-th class. The location of center \( e_c \) in current mini-batch is calculated as

\[
e_c = \frac{\eta \cdot \nu_c + (1 - \eta) \cdot \sum_{i \in C} \hat{y}_i}{\eta \cdot N_{c} + (1 - \eta) \cdot N_{e}}, \text{ it}
\]

where \( \eta \) is the momentum, which we set to 0.9. \( N_c \) is the number of samples belonging to the \( c \)-th class within the current mini-batch, and \( N_{e} \) is the result of the last update. \( \nu_c \) is the update direction in the last mini-batch. It is computed by the difference of center locations in the current mini-batch and the last update. Set \( C \) contains all samples with class label \( c \) in the current mini-batch. Therefore, \( \sum_{i \in C} \hat{y}_i \) is the sum of all sample locations in the weighted feature space of the \( c \)-th class in the current mini-batch. The momentum-based class
During the testing (the right gray block in Fig. 2 (b)), we determine the training process. Direction of features in a particular batch, thus speeding up forensicability classes) according to the output of the forensic centers $e_i$.

D. Analysis of Forensicability Assessment Network

In this section, we investigate the performances of image forensicability assessment in two representative forensic tasks, i.e., FAS and recaptured document detection.

IV. Experimental Results

In this section, we investigate the performances of image forensicability assessment in two representative forensic tasks, i.e., FAS and recaptured document detection.
A. Databases

In our experiments, we utilize four publicly available face presentation attack databases, including CASIA Face Anti-Spoofing Database [26], IDIAP REPLAY-ATTACK [28], the Spoofing in the Wild (SiW) database [29] and the ROSE-YOUTU database [30]. In addition, we also utilize a recaptured document image database [3] to evaluate the generalization performance of our proposed method in different forensic tasks.

1) CASIA-FASD: The CASIA Face Anti-Spoofing Database [26] includes attack videos from print attacks (flat, wrapped, cut) and replay attack (tablet). In our experiments, the training set of CASIA-FASD database is used to train forensicability features, which includes the image quality assessment features and forensic features. The testing set is used to generate a batch of synthetic datasets for training the FANet. In this way, we demonstrate that our method performs well even when no spoofing data are available.

2) IDIAP REPLAY-ATTACK: The IDIAP REPLAY-ATTACK database [28] consists of two types of spoofing videos, i.e., print attack (flat) and replay attacks (tablet, phone) under both fluorescent lamp and daylight lighting conditions.

3) SiW: The Spoofing in the Wild database [29] covers spoofing videos of print attacks (flat, wrapped) and replay attacks (phone, tablet, monitor).

4) ROSE-YOUTU: The ROSE-YOUTU Face Liveness Detection Database [30] contains three types of spoofing video, i.e., print attack (flat), replay attacks (monitor, laptop) and mask attacks (paper, crop-paper). The data is diverse, covering up to 5 front-facing phone cameras and 5 different illumination conditions.

5) Document Image Database: The document image database consisting captured and recaptured document images was proposed in [3] for the problem of document recapturing detection. Student ID cards from 5 different universities are selected by the database as document templates and captured and recaptured by different printers, scanners and mobile phones. In our experiments, there are two stages, forensicability assessment and forensics, respectively. To allow fair comparison, two different datasets are used to train the model in both stages, and a third dataset is required for cross-dataset testing. To facilitate our evaluation, we reorganize the database in [3] into 3 datasets, $D_0$, $D_1$ and $D_2$ such that the devices used in 3 datasets are different. After splitting, $D_0$ contains 24 genuine and 48 recaptured samples, $D_1$ contains 60 genuine and 300 recaptured samples, and $D_2$ contains 48 genuine and 384 recaptured samples.

In summary, for the face images, we utilize the CASIA-FASD database and some generated samples for training and testing of FANet. The IDIAP REPLAY-ATTACK database, SiW database and ROSE database are employed for cross-database experiments of forensic networks. Similarly, for the document images, we utilize $D_0$ dataset for training and testing of FANet, and $D_1$ dataset and $D_2$ dataset for cross-database experiments of forensic networks.

B. Experiments Settings

1) Implementations: The experiments are implemented in two parts, i.e., the training of the FANet and the application of FANet in practical forensic tasks.

• Training of FANet

Inspired by [31], we produce a large amount of new samples by an image synthesis method, and employ the generated data to train FANet in our experiments. The process of generating datasets is shown in Fig. 5. For FAS problem, we select genuine face images in the CASIA database as input for the data synthesis method and generate more than 14K synthetic face images for training FANet. Here, we demonstrate to train the FANet with low-cost samples while achieving high performance in identifying low-forensicability samples. If more diverse samples are employed in training the FANet, the performance can be further improved. For the problem recaptured document detection, data augmentation process similar to that in Fig. 5 (except that no face cropping step is needed for document images) is performed with the document images in $D_0$. The images are divided into patches, which are augmented by 10 different parameter configurations to yield about 30K patches for training FANet.

Regarding the training setup of the forensicability assessment model, we use the ReLU activation function and the SGD optimizer with learning rate 0.01 (decayed by a factor of 5 every 10 epochs), momentum 0.9, weight decay rate $10^{-4}$. The batch size is set to 128 and the training process iterates for 50 epochs. The center locations are updated with $\gamma = 0.999$. The input dimension of the model is 222 and the output dimension is 2, with a fully connected layer of 2 hidden units connected in between. The dimensions of the 3 centers are kept the same with the output dimension and are initialized to $[1, 0.0], [1, 1]$ and $[0, 0.5]$, respectively, as defined in Sec. III-C1. Our implementation is based on Pytorch 1.6.0 and an Nvidia Tesla V100 GPU.

• Application of FANet

Before the samples are forensically examined, we evaluate the forensicability of these samples through the FANet and reject the samples with low forensicability score, to improve the efficiency of the forensic system. In our experiments, we
evaluate filtering threshold $T_F \in \{0\%, 10\%, 20\%, 30\%\}$ to simulate forensic scenarios under different security requirements. For example, $T_F = 0\%$ indicates the configuration without rejecting any samples, and $T_F = 10\%$ rejects samples with the lowest 10\% forensics scores. Specifically, the forensicability assessment process takes a video sequence (i.e., the video frames) as input. The forensicability score is calculated for each frame. The frame-level scores are averaged to yield the forensicability score of the input video. The videos with score lower than $T_F$ are rejected. Then, we input the remaining samples into the following forensic algorithms for further investigation.

2) Evaluation Metrics: In evaluating the proposed FANet, we set filtering threshold as $T_F \in \{0\%, 10\%, 20\%, 30\%\}$. The minimum threshold $T_F = 0\%$ indicates the condition without filtering, while the maximum value $T_F = 30\%$ is set since the improvements have saturated in most protocols between $T_F = 20\%$ and $30\%$. We evaluate the filtering results with the ratios of remaining genuine samples and spoofing samples, defined as

$$R_{rg} = \frac{N_{rg}}{N_{og}}, \quad (6)$$

$$R_{rs} = \frac{N_{rs}}{N_{os}}, \quad (7)$$

where $N_{rg}, N_{rs}$ denote the number of remaining genuine and spoofing samples after filtering. $N_{og}, N_{os}$ denotes the number of genuine and spoofing samples in the original dataset. The performance of forensic systems is evaluated in terms of the equal error rate (EER) in the remaining samples after filtering by the FANet. The effectiveness of the proposed forensicability framework is then evaluated by comparing the EERs under different configurations of the forensicability filter (i.e., FANet).

C. Experimental Results

1) Results on FAS: In this section, we choose the generic deep learning-based FAS method [33] and the SOTA FAS method [32] for forensic experiments to evaluate the effectiveness of integrating FANet into a forensic system.

- Results of a Generic Deep Learning-based FAS Method

We first select a deep learning-based forensic method for implementing FANet. ResNet [33] is a generic feature extraction backbone with different layer and depth configurations. Among them, we use a feature extraction backbone based on the ResNet18 framework and connect it with the FC layer used for classification. The number of input and output channels in the FC layer are 512 and 2, respectively. In our experiments, we find that the existing forensic methods have achieved good performances in intra-database experiments. In order to reflect more practical forensic scenarios in the evaluation of our method, we adopt the cross-database experimental protocol. Specifically, the ResNet18-based classification network is trained and tested with different datasets. Four cross-database experiments are conducted. ROSE→IDIAP, ROSE→SiW, SiW→IDIAP, and SiW→ROSE, where the datasets on the left and right sides of the arrow indicate the training and testing sets, respectively.

We set 3 filtering thresholds to reject the samples with the lowest 10\%, 20\%, and 30\% forensic scores in the testing.
set. As illustrated by the bars in Fig. 6 different ratios of genuine and spoofing samples are rejected in these datasets. It is mainly because the samples in these datasets are of different qualities. In the protocols where IDIAP and SiW are employed as the testing set, $R_{cg}$ decreases faster than $R_{cs}$ as $T_F$ increases. In these cases, the samples in both datasets are generally of lower quality than those in the training dataset of FANet (i.e., CASIA). Therefore, the FANet tends to reject a larger percentage of low-forensicsquality samples in the genuine samples (of higher quality than the spoofing samples). Meanwhile, in the protocols where the high-quality ROSE dataset is employed as the testing set, $R_{cs}$ decreases faster than $R_{cg}$ as $T_F$ increases. It can be explained by the same reason as above.

As depicted by the curves in Fig. 6 we report the EERs of different configurations in four cross-database protocols. Depending on the image quality and types of attack in the datasets, the four cross-database experiments evaluate the system performance under three different scenarios. ROSE→IDIAP and SIW→IDIAP represent scenarios trained with high-quality (HQ) dataset and tested with low-quality (LQ) dataset. In the HQ→LQ scenario, the ResNet18-based approach has achieved 33.75% and 38.7% EER under ROSE→IDIAP and SIW→IDIAP protocols, respectively. It can be seen from Fig. 6 that the performance of the forensic system is significantly improved with FANet. In the experiment of ROSE→IDIAP, when the filtering threshold $T_F = 10\%$, the EER is reduced by 8.04 percentage points (p.p.) compared to that of the original configuration with FANet (i.e., $T_F = 0\%$), which means a 23.82% performance improvement. When $T_F = 30\%$, the EER is reduced by 14.52 p.p., which is a 43.02% improvement over that of no FANet (i.e., $T_F = 0\%$). A similar conclusion can be found in the experiment of SIW→IDIAP. However, the improvement is not as significant as that under protocol ROSE→IDIAP. This is because SIW dataset is less diverse than ROSE dataset, and the generalization performance of the model trained by SIW dataset is weaker than that by the ROSE dataset.

Protocols ROSE→SiW and SiW→ROSE show the performances under the scenarios without and with unknown attacks, respectively. The spoofing faces in the ROSE database are from print attack, replay attack, and mask attack, while those in the SiW database only covers the first two types of attack. For the model trained with the SiW database, mask attack is an unknown attack. Therefore, the FAS performance of SiW→ROSE is significantly weaker than that of ROSE→SiW. Our FANet leads to effective forensic system performance under both scenarios with or without unknown spoofing attacks. The ResNet18-based method achieves 10.63% EER in experimental protocol ROSE→SiW (without unknown attack), while it achieves 31.99% EER in protocol SiW→ROSE (with unknown attack). For both ROSE→SiW and SiW→ROSE protocols, the EERs are reduced by 6.54 p.p. and 10.92 p.p. after applying filtering threshold $T_F = 30\%$. In other words, the system performance has been significantly improved by 61.52% and 34.14%.

Moreover, we investigate whether the samples rejected by FANet are indeed difficult to be classified by the forensic network. In this study, we select the most difficult protocol, ROSE→SiW, and report the EER of samples rejected by FANet. Compared with other protocols, this protocol has the lowest EER, 10.63% at $T_F = 0\%$. So it is more difficult to improve the performance. However, the quantitative results in Tab. I show that the EERs of rejected samples under different $T_F$ are high. The EERs of samples filtered by $T_F = 10\%, 20\%$ and $30\%$ are 80.33%, 69.85% and 56.48%, respectively. The qualitative results are shown in Fig. 3. Some of the filtered samples are of poor image quality, while others have significant anomalies in terms of color or noise. Thus, the rejected samples are indeed difficult to be classified by the ResNet18-based forensic network, which demonstrates that the application of FANet is effective and reasonable.

Finally, we perform ablation studies to investigate the importance of forensic features in FANet by rejecting the same amount of low-forensicsquality samples under different configurations. The studied configurations include: 1) training FANet without low-forensicsquality class, 2) training FANet by random center initialization without using forensic domain knowledge, and 3) training FANet without the forensic features. It is noted that the trained latent spaces of the first two settings have also been presented in Fig. 6, and the third setting can be considered as simple extensions from methods that employ image quality features in FAS task [7], [8], [13]. Here, we use a ResNet18-based FAS network trained with the ROSE training set, and evaluate the system performance on the IDIAP testing set. The compared models trained by omitting important pieces from the proposed FANet show a significant deterioration in EERs. Our FANet shows 19.35% EER under $T_F = 20\%$, which is a 42.67% improvement over that of no FANet (i.e., $T_F = 0\%$). The configurations without low-forensicsquality class, without using forensic domain knowledge...
in center initialization, and without using forensic features lead to EERs of 24.19%, 33.87% and 30.61%, respectively, which are 25.01%, 75.04% and 58.19% worse than that of the proposed FANet. These ablation studies demonstrate the importance of introducing the low forensicability class, initializing centers with forensic domain knowledge, and extracting forensic features in FANet.

- Results of a State-of-the-art FAS Method

As demonstrated in the previous section, the generic deep learning-based FAS method does not perform well in cross-database experiments. In recent years, the SOTA FAS methods have shown significant performance improvements in cross-database scenarios. In order to evaluate the performance of FANet in a SOTA security system, we select a SOTA FAS method for our experiment with the following criteria. First, both the source code and weights of trained model should be available to facilitate comparative experiments. Second, the architecture of the method should be significantly different from the generic CNN architecture to yield more representative results. Third, since we assess the forensicability of samples from RGB data, the selected method preferably does not require additional supervision information, e.g., depth information. Thus, we select the DRL-FAS [32] method for our experiments. In our experiments, when training the DRL-FAS network, we follow the original setup in [32] to ensure a fair comparison.

As shown in Fig. 6, the DRL-FAS model achieves 22.50% and 6.17% EERs in the experimental protocols of ROSE→IDIAP and ROSE→SiW, respectively. Then, we apply different filtering thresholds to the testing set by FANet. After filtering with $T_F = 10\%$, the EERs are decreased by 2.50 p.p. and 1.38 p.p., respectively. Under $T_F = 30\%$, the EERs are decreased by 5.19 p.p. and 2.63 p.p., respectively. It shows that our method with simple CNN-based forensic features is effective in identifying low forensicability samples for the SOTA FAS approach. Similarly, in the experiments of SiW→IDIAP and SiW→ROSE, the performances are improved by 10.67 p.p. and 5.52 p.p., respectively, after filtering with $T_F = 30\%$.

We also analyze the samples rejected by FANet. Following the previous section, we select the protocol ROSE→SiW to perform the experiment. The quantitative results are shown in Tab. 1. Under thresholds $T_F = 10\%$, 20% and 30%, the EERs of DRL-FAS methods in the rejected samples are 68.85%, 55.15%, and 45.37%, respectively. These quantitative results illustrate that even the state-of-the-art FAS method performs poorly in the low-forensicability samples rejected by the proposed FANet. FANet effectively filters these samples and improves the efficiency of the forensic system.

Admitably, our FANet in its current form only addresses a portion of the face spoofing problems. As shown in Fig. 7 and Fig. 8, FANet does not work well for spoofing samples with high image quality or from unknown types of attack. However, as the experimental results shown in the challenging protocol SiW→ROSE (with unknown attack), the proposed FANet filters the samples with low forensicability, thus improving the efficiency of the forensic system. Moreover, our method is also applicable to the samples from different types of attack given that more diverse training samples (besides the synthesis samples in Sec. V-B) are employed in training our FANet.

- Application in Practical Scenes

In the results presented in Fig. 6, different thresholds (determined by forensicability scores of the testing sets) are employed across different experimental protocols even under the same setting of $T_F$. Considering the application of FANet in a more practical scenario, we attempt to fix the threshold on forensicability scores with the help of a publicly available database, and then conduct cross-dataset experiments based on these forensicability scores under different settings of $T_F$. The specific implementation steps are as follows. Firstly, we compute the forensicability scores of the testing set in SiW database with FANet, and the corresponding thresholds on forensicability scores are determined according to different settings of $T_F \in \{10\%, 20\%, 30\%\}$. Secondly, we train the FAS networks (both ResNet18 and DRL-FAS) with the training set of SiW dataset. Thirdly, we perform cross-dataset experiments with the corresponding thresholds on forensicability scores under $T_F = 10\%, 20\%$, and 30%. Based on the output forensicability scores, the testing set is filtered and the performances of the FAS networks are verified under protocols SiW→IDIAP and SiW→ROSE.

The results of the cross-dataset experiments with fix threshold on forensicability scores are shown in Fig. 9. The proposed FANet is effective since the performances of the forensic models are continuously improved with the increment of $T_F$. Among two databases, the IDIAP database is of lower quality. When the same threshold on forensicability score is applied across different protocols, more samples of IDIAP are rejected under the same forensicability score. Therefore,
compared to Fig. 6, the performance improvement under SiW→IDIAP is more significant under this experiment, while that under SiW→ROSE is less significant.

- **Computational Complexity**

Since our proposed method involves a two-step operation, i.e., the FANet and the forensic network, we analyze the computational complexity of each step in the FANet+ResNet18 and the FANet+DRL-FAS systems. The system complexity is computed by

\[ O_S = O_{FA} + (1 - T_F) \cdot O_{FI}, \]

where \( O_{FA}, O_{FI} \) and \( O_S \) denote the number of operations of FANet, forensic inspection, and the whole system, respectively. As shown in Tab. 1, the computational complexity (measured in G-FLOPs) of the system is lower as the threshold increases since more low-forensicability samples are rejected without going through the forensic inspection process. We also note that after 30% filtering, the computational complexities of both systems are already close to the version without FANet.

For the recaptured document detection task, we follow the experiments on FAS in Sec. IV-C1 for selecting forensic methods. First, we select the ResNet18 which is the same as the generic deep learning approach in our FAS experiments. Second, we also employ a SOTA recaptured document forensic network proposed in [3] with ResNet50 backbone, i.e., ResNet50+FS&TL.

Employing the recaptured document dataset in [3], we conduct a cross-database experiment with protocol \( D_2 \rightarrow D_1 \). As shown in Fig. 11, ResNet18 and ResNet50+FS&TL [3] achieved 10.00% EER and 6.67% EER, respectively, before implementing FANet (\( T_F = 0\% \)). Then, we apply FANet to reject the low-forensicability samples in \( D_1 \). The statistics of filtered samples are shown by the bars in Fig. 11. We note that as \( T_F \) increases, \( R_{rg} \) decreases faster than \( R_{rs} \). The samples in \( D_2 \) is of higher quality than those in dataset \( D_1 \) [3]. For the same reason mentioned in Sec. IV-C1, FANet filters out more samples with low forensicability in the captured (or genuine) images. After applying the 30% threshold, the EERs of ResNet18 and ResNet50+FS&TL [3] are reduced by 2.50 p.p. and 4.17 p.p., respectively. These show performance improvement by 25.00% and 62.52%, respectively. It indicates that FANet is also effective on the recaptured document detection task. In addition, we analyze the performance of the samples filtered by FANet in the ResNet50+FS&TL method. The EERs of filtered samples are 62.50%, 53.85% and 40.00% under \( T_F = 10\%, 20\% \) and 30%, respectively. The results show that the samples with low forensicability filtered by FANet are prone to misclassification by the forensic networks. Our FANet improves the reliability of the forensic system. We also note that after applying the 30% filtering threshold, most of the remaining error samples are high-quality forgery samples.

### TABLE II

**Computational complexity and performance of the proposed FANet with different FAS approaches. The experimental results are obtained under protocol ROSE→IDIAP.**

| Methods       | Metrics | w/o FANet | FANet with different \( T_F \) |
|---------------|---------|-----------|-------------------------------|
|               |         | 10%       | 20%                           |
| FANet         | G-FLOPs | 1.82      | 2.54                          |
| +ResNet18     | EER     | 0.3375    | 0.2571                        |
|               |         | 20%       | 23.6                           |
|               |         | 30%       | 2.17                           |
| FANet         | G-FLOPs | 2.41      | 3.07                          |
| +DRL-FAS      | EER     | 0.2250    | 0.2000                        |

Fig. 11. The recaptured document detection performances of ResNet50+FS&TL [3] and ResNet18 [33] after applying FANet with different thresholds on the testing sets.

V. **Conclusion**

In this work, we have proposed the FANet to evaluate the forensicability of questioned samples, reject the samples...
with weak forensic cues, and improve the efficiency of a forensic system. The performance of FANet is evaluated under recapturing detection tasks. Experimental results show that our FANet reduces over 1/3 of the classification EERs of some generic CNNs by rejecting 30% low-forensicability samples. The EER of the rejected samples is higher than 50% in both FAS and document recapturing detection tasks. Analysis of computational complexity has also demonstrated that our FANet improves the performance of a SOTA FAS method without causing a significant additional computational burden. Moreover, the forensicability assessment framework is also extendable to other important forensic tasks. For example, the detection of different image post-processing operations, such as double JPEG compression, filtering are similar to the detection of recaptured images.

In the future, we will explore the proposed framework with a richer collection of training samples, besides those generated by a simple synthesis method from the CASIA dataset. A large and diverse training set would lead to better system performance, especially in the case of unknown attacks.
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