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Abstract
The soft rough set model was introduced by Fing in 2011 and can be considered as a generalized rough set model, in which an interesting connection was established between two mathematical approaches to vagueness: rough sets and soft sets. It was also shown that Pawlak’s rough set model can be viewed as a special case of soft rough sets. There are two problems with this model in using this concept in real-life applications. The first problem is that some soft rough sets are not contained in their upper approximations, which contradicts Pawlak’s thoughts. The second problem is that the boundary region of any considered set, in the soft rough set model, must be decreased to make it possible to take a true decision of any application problem. In this study, the soft rough set model is modified to solve these problems. The basic properties of the modified approximations are introduced and supported with propositions and illustrative examples. Modified concepts can be viewed as a general mathematical model for qualitative and quantitative real-life problems. A comparison between the suggested approach to soft rough sets and the traditional soft rough set model is provided.
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1. Introduction
The crisp in mathematics is the most important requirement in classical mathematics, whereas real-life problems involve imprecise data; thus, the solution to these problems involves the use of mathematical principles based on uncertainty (not crisp). Therefore, many scientists and engineers have been interested in vagueness modeling to describe and debrief useful information hidden in uncertain data. Therefore, many engineers and scientists have been interested in ambiguity modeling to describe and extract useful information hidden in unconfirmed data. In recent years, they have proposed a set of theories that help them deal with this uncertainty, such as fuzzy set theory [1], intuitionistic fuzzy set theory [2], vague set theory [3], and theory of interval mathematics [4].

Molodtsov [5] in 1999 proposed the soft set theory as a new mathematical tool for dealing with uncertainties. Therefore, researchers rush to study this concept and try to develop it, and then find applications to solve the uncertainties of some life problems. The application of soft set theory was proposed by Maji et al. [6] to solve the decision-making problem, and they also generalized the classical soft sets to fuzzy soft sets [7]. In 2009, Yang et al. [8] introduced the concept of the interval-valued fuzzy soft set, which is a combination of an interval-valued...
fuzzy set and a soft set. They illustrated an example to show the validity of the interval-valued fuzzy soft set in a decision-making problem. Chen et al. [9] defined a parameter reduction of soft sets and applied it to solve a decision-making problem. They also provided the basic difference between the parameterization reduction of soft sets and attribute reduction in rough sets. Recently, researchers have improved the novel soft set theory in many papers, such as [10,16].

Pawlak [17] in 1982 introduced the concept of rough set theory for the first time and initiated it as a mathematical tool dealing with uncertainties and as a new approach toward soft computing, finding a wide application with vagueness and granularity in information systems. It successfully discovers hidden patterns in a data system, based on what is already known by managing the vagueness in it. In classical rough set theory, objects can be classified by the meaning of their attributes (features) under an equivalence relation. In [17], the author replaced the vague concept with a pair of precise sets, namely, lower and upper approximations. This theory deals with the approximation of an arbitrary subset of a universe by two definable subsets, lower and upper approximations, which is well-known as an equivalence class. Researchers have addressed the problem of using rough set theory in real-life applications, which is that equivalence relations cannot be used to solve real-life applications. Hence, researchers and engineers, such as Slowinski and Vanderpooten [18], have attempted to solve this problem based on the ambiguity concept and proposed new definitions of lower and upper approximations that differ from classical definitions of approximations. In their paper, Yao and Wong [19] presented a systematic method for the construction of relations on the universe of objects based on their relationships with their properties, which is a generalization of Pawlak rough sets. Many extensions of rough set theory have been made on coverings [20,21]. In their study, Kim and Kim [22] investigated the properties of rough approximations defined by preordered sets. They studied the relations among the lower and upper rough approximations, closure and interior systems, and closure and interior operators. In 2015, Yun and Lee [23] introduced and investigated some properties of intuitionistic fuzzy rough approximation operators and intuitionistic fuzzy relations by means of topology. Yao [24] studied approximation operators and formulated approximation spaces in the context of set theory. Skowron and Stepaniuk [25] generalized the approximation space to tolerance approximation spaces by using lower and upper set approximations. Greco et al. [26] proposed a dominance-based rough set approach to deal with multicriteria classification. This approach takes into account preference orders in the domains of attributes and set of decision classes, so it is different from the classic rough set approach. Subsequently, many studies used rough approximation based on tolerance relation to derive decision rules in incomplete information systems, such as [27]. Recently, many researchers developed a rough set model and applied it to solve many real-life problems [28,35].

Feng et al. [36] introduced a soft rough set model and demonstrated its properties. In addition, they construed that the classical rough set model can be viewed as a special case of the soft rough set model. Subsequently, many researchers studied this concept [37] and presented abundant hybrid models through the combination of different types of sets, such as fuzzy sets, soft sets, and rough sets, to take advantage of each other and handle uncertainties. In 2018, Chatterjee et al. [38] integrated the opinions of both decision-makers and the company’s stake to select the best supplier; these opinions were taken as fuzzy soft sets and integrated by the rough approximation theory. In 2019, to handle all types of uncertainty in data to simultaneously exploit the advantages of rough sets and neutrosophic soft sets, Al-Quran et al. [39] introduced a new rough set model based on a neutrosophic soft set. Riaz et al. [40] in 2020 used a neutrosophic soft rough set to introduce the notion of a neutrosophic soft rough topology, and Ayub et al. [41] in 2020 introduced a pair of two soft sets, viz. soft lower and soft upper approximation spaces by applying the normal soft groups corresponding to each parameter.

However, back to the main concept defined by Feng et al. [36], there are two problems with using this concept in real-life applications. The first problem is that some soft rough sets are not contained in their upper approximations. This contradicts Pawlak’s thoughts. In the study of Pawlak [17], the real meaning of the lower approximation (resp. upper approximation) of any considered set is the elements, which are, surly (resp. may be) belonging to this set. Consequently, every rough set must be contained in its upper approximation. The second problem is that the boundary region of any considered set, in the soft rough set model, must be decreased to make it possible to take a true decision of any application problem, in an obvious view.

In this study, we modified the concept of soft rough sets to solve the previous problems. The properties of this modification model were proved, and classical rough concepts are redefined. Moreover, we support this modification with proven propositions and many other examples. Finally, a comparative analysis between the soft rough set model and the proposed modified model is presented.
2. Preliminaries

In this section, we recall the definition of the information system, soft set, rough set, and soft rough set approximations with their properties.

**Definition 2.1** ([42]). Pawlak and Skowron [42] defined the information system as a quadruple $IS = (U, A, V, f)$, such that $U \neq \emptyset$ is a set of finite objects, $E \neq \emptyset$ is a set of finite attributes, $V = \bigcup \{V_e, e \in E\}$, $V_e$ is the value set of attribute $e$, and $f : U \times E \rightarrow V$, the information (knowledge) function.

Let $U$ be a universe and $E$ be a set of parameters where $P(U)$ be the power set of $U$ and $A \subseteq E$.

**Definition 2.2** ([43]). Let $F$ be a mapping $F : A \rightarrow P(U)$. Then, a pair $(F, A)$ is called a soft set over $U$.

In the study of Pawlak [17], vague concepts were replaced by a pair of precise concepts, namely, lower and upper approximations. To explain this, let $U$ be a set of universe and $E$ be an equivalence relation. The space $(U, E)$ is called the Pawlak approximation space. Now, let $X \subseteq U$ be any vague concept with respect to $E$. Pawlak [17] introduced the following definitions and propositions to describe these concepts.

**Definition 2.3.** $[x]_E$ is an equivalence class of an element $x \in U$, determined by the equivalence relation $E$, where

$$[x]_E = \{x' \in U : E(x) = E(x')\}.$$  

**Definition 2.4.** The lower approximations $\underE(X)$ of $X \subseteq U$ are defined as follows:

$$\underE(X) = \bigcup \{ [x]_E : [x]_E \subseteq X \}.$$  

The upper approximation $\overE(X)$ of $X \subseteq U$ is defined as follows:

$$\overE(X) = \bigcup \{ [x]_E : [x]_E \cap X \neq \emptyset \}.$$  

The boundary approximations $\BND E(X)$ of $X \subseteq U$ are defined as follows:

$$\BND E(X) = \overE(X) - \underE(X).$$  

**Definition 2.5.** The accuracy measure of the degree of crispness for any $X \subseteq U$ is denoted by $\alpha E(X)$ and is defined as follows:

$$\alpha E(X) = \frac{|E(X)|}{|\overE(X)|}, \overE(X) \neq \emptyset.$$  

Clearly, for $0 \leq \alpha E(X) \leq 1$. $X$ is a crisp set if $\overE(X) = E(X)$ with respect to $E$; otherwise, $X$ is a rough set.

**Definition 2.6.** The rough membership relations to $X \subseteq U$ for any element $x \in U$ are defined as follows:

If $x \in E(A) \Rightarrow x \in X$, and if $x \in \overE(A) \Rightarrow x \in A$.

**Definition 2.7.** For any two subsets $X, Y \subseteq U$, rough inclusion relations are defined as follows:

$X \subseteq Y$, if $E(X) \subseteq E(Y)$,

$X \supseteq Y$, if $\overE(X) \subseteq \overE(Y)$.

In the next proposition, Pawlak [17] gave the properties of its approximations as below:

**Proposition 2.1.** Let $X, Y \subseteq U$, and let $(U, E)$ be a Pawlak approximation space. Then:

1. $\underE(X) \subseteq X \subseteq \overE(X)$.
2. $E(\phi) = \phi = \overE(\phi)$ and $E(U) = U = \overE(U)$.
3. $\overE(X \cup Y) = \overE(X) \cup \overE(Y)$.
4. $E(X \cap Y) = E(X) \cap E(Y)$.
5. $X \subseteq Y$, then $E(X) \subseteq E(Y)$ and $\overE(X) \subseteq \overE(Y)$.
6. $E(X \cup Y) \supseteq E(X) \cup E(Y)$.
7. $\overE(X \cap Y) \subseteq \overE(X) \cap \overE(Y)$.
8. $E(U \setminus X) = U \setminus \overE(X)$.
9. $\overE(U \setminus X) = U \setminus \overE(X)$.
10. $E(\underE(X)) = \underE(E(X)) = E(X)$.
11. $\overE(\underE(X)) = E(\overE(X)) = \overE(X)$.

The following definitions and results relate to the soft rough set approximations and their properties: most of these definitions and results can be found in [36].

**Definition 2.8.** Let $P = (U, S)$ be a soft approximation space, where $S = (F, A)$ be a soft set over $U$. Then, soft rough
lower, soft rough upper, and soft rough boundary approximations based on the soft approximation space \( P \) are given as follows:

\[
\text{apr}_p(X) = \{ u \in U : \exists a \in A, [u \in F(a) \subseteq X] \}, \\
\overline{\text{apr}}_p(X) = \{ u \in U : \exists a \in A, [u \in F(a), F(a) \cap X \neq \emptyset] \}, \\
\text{Bnd}_p(X) = \text{apr}_p(X) - \text{apr}_p(X).
\]

If \( \cup \{F(a), a \in A\} = U \), then \((F, A)\) is called a full soft set.

**Definition 2.9.** Let \( P = \langle U, S \rangle \) be a soft approximation space. Based on \( P \), the degree of crispness of any subset \( X \subseteq U \) is determined by a soft rough accuracy measure, which is defined as

\[
\alpha_{\text{apr}_p}(X) = \frac{|\text{apr}_p(X)|}{|\overline{\text{apr}}_p(X)|} |\text{apr}_p(X)\neq\emptyset|.
\]

Obviously, \( 0 \leq \alpha_{\text{apr}_p}(X) \leq 1 \). If \( \overline{\text{apr}}_p(X) = \text{apr}_p(X) \), then \( X \) is a soft \( P \)-definable set; otherwise, \( X \) is a soft \( P \)-rough set.

Some properties of soft rough approximations are given in the following proposition.

**Proposition 2.2.** Suppose the soft approximation space \( P = \langle U, S \rangle \) and \( X, Y \subseteq U \). Then,

1. \( \text{apr}_p(\emptyset) = \overline{\text{apr}}_p(\emptyset) = \emptyset \).
2. \( \text{apr}_p(U) = \overline{\text{apr}}_p(U) = \cup \{F(a), a \in A\} \).
3. \( X \subseteq Y \Rightarrow \text{apr}_p(X) \subseteq \text{apr}_p(Y) \).
4. \( X \subseteq Y \Rightarrow \overline{\text{apr}}_p(X) \subseteq \overline{\text{apr}}_p(Y) \).
5. \( \text{apr}_p(X \cap Y) \subseteq \text{apr}_p(X) \cap \text{apr}_p(Y) \).
6. \( \text{apr}_p(X \cup Y) \supseteq \text{apr}_p(X) \cup \text{apr}_p(Y) \).
7. \( \overline{\text{apr}}_p(X \cap Y) \subseteq \overline{\text{apr}}_p(X) \cap \overline{\text{apr}}_p(Y) \).
8. \( \overline{\text{apr}}_p(X \cup Y) = \overline{\text{apr}}_p(X) \cup \overline{\text{apr}}_p(Y) \).
9. \( \text{apr}_p(\text{apr}_p(X)) = \text{apr}_p(X) \).
10. \( \overline{\text{apr}}_p(\overline{\text{apr}}_p(X)) \supseteq \overline{\text{apr}}_p(X) \).
11. \( \text{apr}_p(\overline{\text{apr}}_p(X)) = \overline{\text{apr}}_p(X) \).
12. \( \overline{\text{apr}}_p(\text{apr}_p(X)) \supseteq \text{apr}_p(X) \).

3. **New Type of Soft Rough Set Approximations**

In this section, we modify the soft rough set approximations introduced to solve the previous two problems of the soft rough set model. The properties of these new approximations were proved, and some counter examples were obtained.

**Definition 3.1.** Let \( P = \langle U, S \rangle \) be a soft approximation space, where \( S = (F, A) \) be a soft set over a universe \( U \). Based on \( P \), the modified soft lower, modified soft upper, and modified soft boundary approximations of any subset \( X \subseteq U \) are defined as follows:

\[
\text{SR}_p(X) = \cup \{F(a), a \in A : F(a) \subseteq X\}, \\
\overline{\text{SR}}_p(X) = [\text{SR}_p(X)]^c, \text{ where } X^c \text{ be the complement of } X, \\
b_{\text{SR}_p}(X) = \overline{\text{SR}}_p(X) - \text{SR}_p(X).
\]

The new soft rough approximations satisfy the following properties.

**Proposition 3.1.** Given a soft approximation space \( P = \langle U, S \rangle \), let \( X, Y \subseteq U \). Then:

1. \( \text{SR}_p(X) \subseteq X \subseteq \overline{\text{SR}}_p(X) \).
2. \( \text{SR}_p(\emptyset) = \emptyset \) and \( \overline{\text{SR}}_p(U) = U \).
3. \( X \subseteq Y \Rightarrow \text{SR}_p(X) \subseteq \text{SR}_p(Y) \).
4. \( X \subseteq Y \Rightarrow \overline{\text{SR}}_p(X) \subseteq \overline{\text{SR}}_p(Y) \).
5. \( \text{SR}_p(X \cap Y) \subseteq \text{SR}_p(X) \cap \text{SR}_p(Y) \).
6. \( \text{SR}_p(X \cup Y) \supseteq \text{SR}_p(X) \cup \text{SR}_p(Y) \).
7. \( \overline{\text{SR}}_p(X \cap Y) \subseteq \overline{\text{SR}}_p(X) \cap \overline{\text{SR}}_p(Y) \).
8. \( \overline{\text{SR}}_p(X \cup Y) = \overline{\text{SR}}_p(X) \cup \overline{\text{SR}}_p(Y) \).
9. \( \text{SR}_p(\text{SR}_p(X)) = \text{SR}_p(X) \).
10. \( \overline{\text{SR}}_p(\overline{\text{SR}}_p(X)) \supseteq \overline{\text{SR}}_p(X) \).
11. \( \text{SR}_p(\overline{\text{SR}}_p(X)) = \overline{\text{SR}}_p(X) \).
12. \( \overline{\text{SR}}_p(\text{SR}_p(X)) \supseteq \text{SR}_p(X) \).
13. \( \text{SR}_p(X^c) = [\overline{\text{SR}}_p(X)]^c \).

**Proof.** (1) From Definition [3.1], obviously, we can infer that \( \text{SR}_p(X) \subseteq X \), and \( \text{SR}_p(X^c) = [\overline{\text{SR}}_p(X)]^c \), but \( \text{SR}_p(X) \subseteq X \), then \( [\text{SR}_p(X)]^c \supseteq X^c \), and \( \text{SR}_p(X^c) \supseteq X^c \). Therefore, \( X \subseteq \text{SR}_p(X) \). Consequently, \( \text{SR}_p(X) \subseteq X \subseteq \overline{\text{SR}}_p(X) \).
Therefore, for all \( \emptyset \), let \( (F, a) \in A : (F(a) \subseteq X) \), then \( (F, a) \subseteq X \). Hence, \( u \in SR_pY \). Consequently, \( SR_pX \subseteq SR_pY \).

(4) Let \( X \subseteq Y \), then \( [X^e \supseteq Y^e] \), and then \( [SR_pX^e \supseteq SR_pY^e] \). Hence, \( [SR_pX^e] = [SR_pY^e] \). Consequently, \( SR_pY \subseteq SR_pX \).

(5) Let \( u \in SR_pX \cap Y = \{(F, a) \in A : (F(a) \subseteq X \cap Y) \} \). Thus, \( \exists (F, a) = \{(F(a) \subseteq X \cap Y) \} \), then \( u \in (F(a) \subseteq X \cap Y) \), and \( u \in F(a) \subseteq Y \). Consequently, \( u \in SR_pX \) and \( u \in SR_pY \) and \( u \in SR_pX \cap SR_pY \). Thus, \( SR_pX \cap Y \subseteq SR_pX \cap SR_pY \).

(6) Let \( u \notin SR_pX \cup Y = \{(F, a) : (F(a) \subseteq X \cup Y) \} \). Therefore, for all \( a \in A \), \( u \in (F(a) \notin X \cup Y) \), then \( u \notin (F(a) \subseteq X \cup Y) \). Consequently, \( u \notin SR_pX \) and \( u \notin SR_pY \), then \( u \notin SR_pX \cup SR_pY \). Thus, \( SR_pX \cup Y \subseteq SR_pX \cup SR_pY \).

(7) \( SR_pX \cup Y = [SR_pX \cup Y] = [SR_pX^e \cup Y^e] \subseteq [SR_pX^e \cup SR_pY^e] = [SR_pX^e] \cap [SR_pY^e] = SR_pX \cup SR_pY \). Thus, \( SR_pX \cup Y \subseteq SR_pX \cup SR_pY \).

(8) \( SR_pX \cup Y = [SR_pX \cup Y] = [SR_pX^e \cup Y^e] = [SR_pX^e] \cup [SR_pY^e] = SR_pX \cup SR_pY \). Thus, \( SR_pX \cup Y \subseteq SR_pX \cup SR_pY \).

(9) Let \( Y = SR_pX \) and \( u \in Y = \{(F, a) \in A : (F(a) \subseteq X) \} \). Then, for some \( a \in A \), \( u \in (F(a) \subseteq Y) \). So, \( u \in SR_pY \). Hence, \( Y \subseteq SR_pY \). Thus, \( SR_pX \subseteq SR_pY \).

In addition, from Property 1, we have \( SR_pX \subseteq X \). And using Property 3, we obtain \( SR_pX \subseteq SR_pP \). Consequently, \( SR_pX \subseteq SR_pX \). And, \( SR_pY \subseteq SR_pY \).

(10) \( SR_pX \cup SR_pY = [SR_pX \cup SR_pY] = [SR_pX \cup SR_pY] = [SR_pX \cup SR_pY] = SR_pX \cup SR_pY \). Thus, \( SR_pX \subseteq SR_pY \).

From Property 1, we get the proof of (11) and (12), directly as follows, let \( Y = SR_pX \) and \( Z = SR_pX \), then \( SR_pX \subseteq Z \) and \( SR_pY \subseteq Y \). Hence, \( SR_pX \subseteq SR_pX \) and \( SR_pY \subseteq SR_pY \). Consequently, \( SR_pX \subseteq SR_pX \) and \( SR_pY \subseteq SR_pY \).

(13) \( [SR_pX^e] = [SR_pX^e] \).

The following example explains why the converse of Property 1 in Proposition 3.1 cannot be true.

**Example 3.1.** Consider Example (4) in [16], where a soft set \( (F, E) \) describes the conditions of patients suspected of having influenza. The following seven influenza symptoms: respiratory issues, headache, fever, cough, nasal discharge, sore throat, and lethargy were adopted from [44, 45]. In this example, there were six patients under medical examination in the medical center.

\[
U = \{s_1, s_2, s_3, s_4, s_5, s_6\},
\]

and \( E \) is a set of parameters such as

\[
E = \{e_1, e_2, e_3, e_4, e_5, e_6, e_7\},
\]

where \( e_1 = \text{fever}, e_2 = \text{respiratory issues}, e_3 = \text{nasal discharge}, e_4 = \text{cough}, e_5 = \text{headache}, e_6 = \text{sore throat}, \) and \( e_7 = \text{lethargy} \).

Consider the mapping \( F : E \rightarrow P(U) \) given by the following

\[
F(e_1) = \{s_1, s_3, s_4, s_5, s_6\},
\]

\[
F(e_2) = \{s_1, s_2\},
\]

\[
F(e_3) = \{s_1, s_4, s_4\},
\]

\[
F(e_4) = \{s_1\},
\]

\[
F(e_5) = \{s_1, s_4\},
\]

\[
F(e_6) = \{s_1, s_4\},
\]

\[
F(e_7) = \{s_1, s_3, s_5, s_6\}.
\]

Therefore, \( F(e_1) \) indicates that patients suffer from fever, whose functional value is the set \( \{p_1, p_3, p_4, p_5, p_6\} \). Thus, we can view the soft set \( (F, E) \) as a collection of approximations, as shown in Table 1. To computerize this example, a Boolean tabular representation of the soft set \( (F, E) \) is deduced as shown in Table 2. If \( X = \{s_1, s_2\} \), then \( SR_pX = \{s_1\} \) and \( SR_pX = \{s_1, s_1, s_2\} \). Hence, \( SR_pX \neq X \) and \( X \neq SR_pX \).

In the following example, we show that the converse of Properties 1 and 3 in Proposition 3.1 do not hold.

**Example 3.2.** From Example 3.1 if \( X = \{p_1\} \) and \( Y =

| Object | \( e_1 \) | \( e_2 \) | \( e_3 \) | \( e_4 \) | \( e_5 \) | \( e_6 \) | \( e_7 \) |
|--------|--------|--------|--------|--------|--------|--------|--------|
| s_1    | Yes    | Yes    | Yes    | Yes    | No     | No     | Yes    |
| s_2    | No     | Yes    | Yes    | No     | No     | Yes    | No     |
| s_3    | Yes    | No     | No     | No     | Yes    | No     | Yes    |
| s_4    | No     | Yes    | Yes    | No     | Yes    | No     | Yes    |
| s_5    | Yes    | No     | No     | No     | No     | Yes    | Yes    |
| s_6    | No     | Yes    | No     | No     | No     | No     | Yes    |
Example 3.3. From Example 3.1 if \( X = \{s_1, s_2\} \) and \( Y = \{s_3, s_4\} \), then \( \overline{SR}_U X = \{s_1, s_2\} \), \( \overline{SR}_U Y = \{s_3, s_4\} \), \( \overline{SR}_U x = \{s_1, s_2, s_5, s_6\} \), \( \overline{SR}_U Y = \{s_3, s_4\} \), \( \overline{SR}_U X \cap Y = \emptyset \) and \( \overline{SR}_U X \cup Y = U \). Hence, \( \overline{SR}_U X \cap Y \neq \overline{SR}_U X \cap \overline{SR}_U Y \) and \( \overline{SR}_U X \cup Y \neq \overline{SR}_U X \cup \overline{SR}_U Y \).

By the following example, we prove that the converse of Property 6, in Proposition 3.1 does not hold.

Example 3.4. From Example 3.1 if \( X = \{s_2\} \) and \( Y = \{s_4\} \), then \( \overline{SR}_U X = \overline{SR}_U Y = \emptyset \) and \( \overline{SR}_U X \cup Y = \{s_2, s_4\} \). Hence, \( \overline{SR}_U X \cup Y \neq \overline{SR}_U X \cup \overline{SR}_U Y \).

In addition, the converse of Property 7 in Proposition 3.1 does not hold. The following example explains that:

Example 3.5. From Example 3.1 if \( X = \{s_1, s_2\} \) and \( Y = \{s_3, s_4\} \), then \( \overline{SR}_U X = \{s_1, s_2, s_5, s_6\} \), \( \overline{SR}_U Y = \{s_3, s_4, s_5, s_6\} \) and \( \overline{SR}_U X \cap Y = \{s_2\} \). Hence, \( \overline{SR}_U X \cap Y \neq \overline{SR}_U X \cap \overline{SR}_U Y \).

The converse of Properties 11 and 12 in Proposition 3.1 do not hold. The following example explains that:

Example 3.6. From Example 3.1 if \( X = \{s_1, s_3\} \), then \( \overline{SR}_U X = \{s_1\} \), \( \overline{SR}_U Y = \{s_1, s_5, s_6\} \), \( \overline{SR}_U X = \{s_1, s_3, s_5, s_6\} \), \( \overline{SR}_U Y = \{s_1, s_5, s_6\} \). Hence, \( \overline{SR}_U \overline{SR}_U X \neq \overline{SR}_U X \) and \( \overline{SR}_U \overline{SR}_U Y \neq \overline{SR}_U Y \).

Remark 3.1. Let \( P = (U, S) \) be a soft approximation space. Then, the following properties do not hold:

1. \( \overline{SR}_U U = U \).

Table 3. Boolean tabular representation of the soft set in Example 3.7

| Objects | \( e_1 \) | \( e_2 \) | \( e_3 \) | \( e_4 \) | \( e_5 \) | \( e_6 \) | \( e_7 \) |
|---------|--------|--------|--------|--------|--------|--------|--------|
| \( s_1 \) | 1      | 1      | 1      | 1      | 0      | 0      | 1      |
| \( s_2 \) | 0      | 0      | 1      | 1      | 0      | 0      | 1      |
| \( s_3 \) | 0      | 1      | 0      | 0      | 1      | 0      | 1      |
| \( s_4 \) | 0      | 0      | 0      | 0      | 0      | 0      | 1      |
| \( s_5 \) | 0      | 0      | 0      | 0      | 1      | 0      | 1      |
| \( s_6 \) | 0      | 0      | 0      | 0      | 0      | 0      | 1      |

(2) \( \overline{SR}_U \emptyset = \emptyset \).

The following example explains 3.1

Example 3.7. Let \( U = \{s_1, s_2, s_3, s_4, s_5, s_6\} \), \( A = \{e_1, e_2, e_3, e_4\} \) and let \( S = (F, A) \) be a soft set over \( U \), given in Table 3 and the soft approximation space \( P = (U, S) \), as follows: From Table 3, we can deduce that

\[
F(e_1) = \{s_1, s_6\}, \\
F(e_2) = \{s_3\}, \\
F(e_3) = \emptyset, \\
F(e_4) = \{s_1, s_2, s_5\}.
\]

Hence, we obtain the following results: \( \overline{SR}_U U = \{s_1, s_2, s_3, s_5, s_6\} \) and \( \overline{SR}_U \emptyset = \{s_4\} \). Thus, \( \overline{SR}_U U \neq U \) and \( \overline{SR}_U \emptyset \neq \emptyset \).

Proposition 3.2. In a soft approximation space \( P = (U, S) \), let \( X, Y \subseteq U \). Then,

1. \( \overline{SR}_U X - Y \subseteq \overline{SR}_U X - \overline{SR}_U Y \).
2. \( \overline{SR}_U X - Y \) (need not to be) \( \supseteq \overline{SR}_U X - \overline{SR}_U Y \).

Proof. (1) Let \( u \in \overline{SR}_U X - Y = \overline{\cup \{F(a) \mid a \in A \mid F(a) \subseteq X - Y\}} \). Thus, there exists \( a \in A \) such that \( u \in F(a) \subseteq X - Y \). Then \( F(a) \subseteq X \) and \( F(a) \cap Y \subseteq \emptyset \). Consequently, \( u \in \overline{SR}_U X \) and \( u \notin \overline{SR}_U Y \), and \( u \in \overline{SR}_U X - \overline{SR}_U Y \). Therefore, \( \overline{SR}_U X - Y \subseteq \overline{SR}_U X - \overline{SR}_U Y \).

The converse of Property 1 in Proposition 3.2 does not hold. The following example explains that:

Example 3.8. In Example 3.1 if \( X = \{s_1, s_2\} \) and \( Y = \{s_1\} \), then \( \overline{SR}_U X = \{s_1, s_2\}, \overline{SR}_U Y = \{s_1\}, \overline{SR}_U X - Y = \emptyset \), and \( \overline{SR}_U X - \overline{SR}_U Y = \{s_2\} \). Hence, \( \overline{SR}_U X - \overline{SR}_U Y \neq \overline{SR}_U X - Y \).

The following example proves Property 2 of Proposition 3.2.
### Table 4. Comparison between soft rough and modified soft rough properties

| Traditional soft rough properties | Modified soft rough |
|-----------------------------------|---------------------|
| 1 \(\overline{\text{apr}}_p(X)\) (may be) \(\subseteq X\) | \(X \subseteq \overline{\text{SR}}_p X\) |
| 2 \(\overline{\text{apr}}_p(U) \subseteq U\) | \(\overline{\text{SR}}_p U = U\) |
| 3 \(\overline{\text{apr}}_p(\emptyset) = \emptyset\) | \(\overline{\text{SR}}_p \emptyset\) (need not be) = \(\emptyset\) |
| 4 \(\overline{\text{apr}}_p(X \cup Y) = \overline{\text{apr}}_p(X) \cup \overline{\text{apr}}_p(Y)\) | \(\overline{\text{SR}}_p X \cup \overline{\text{SR}}_p Y \supseteq \overline{\text{SR}}_p X \cup \overline{\text{SR}}_p Y\) |
| 5 \(\overline{\text{apr}}_p(\overline{\text{apr}}_p(X)) \supseteq \overline{\text{apr}}_p(X)\) | \(\overline{\text{SR}}_p \overline{\text{SR}}_p X = \overline{\text{SR}}_p X\) |
| 6 \(\overline{\text{apr}}_p(\overline{\text{apr}}_p(X)) = \overline{\text{apr}}_p(X)\) | \(\overline{\text{SR}}_p \overline{\text{SR}}_p X \subseteq \overline{\text{SR}}_p X\) |
| 7 \(\overline{\text{apr}}_p(X^c) \supseteq [\overline{\text{apr}}_p(X)]^c\) if \(\cup a \in A\) | \(\overline{\text{SR}}_p X^c = [\overline{\text{SR}}_p X]^c\) |

**Example 3.9.** From Example [3.1], if \(X = \{s_1, s_4\}\) and \(Y = \{s_1\}\), then \(\overline{\text{SR}}_p X = U\), \(\overline{\text{SR}}_p Y = \{s_1\}\), \(\overline{\text{SR}}_p X - Y = \{s_1, s_5, s_6\}\), and \(\text{SR}_p X - \text{SR}_p Y = \{s_1, s_2, s_3, s_5, s_6\}\). Hence, \(\overline{\text{SR}}_p X - Y \supseteq \text{SR}_p X - \text{SR}_p Y\).

A comparison between soft rough and modified soft rough properties is presented in Table 4.

**Remark 3.2.** Let \(P = (U, S)\) be a soft approximation space and \(X, Y \subseteq U\). Then, we can create Table 4 as a comparison between the soft rough and modified soft rough properties as follows:

The following example illustrates 1, 2 and 3, of Table 4.

**Example 3.10.** According to Example [3.7], we can deduce the following results, \(\overline{\text{apr}}_p(\{s_4\}) = \emptyset\), \(\overline{\text{SR}}_p \{s_4\} = \{s_4\}\), \(\overline{\text{apr}}_p(U) = \{s_1, s_2, s_3, s_5, s_6\}\), \(\overline{\text{SR}}_p U = U\), \(\overline{\text{apr}}_p(\emptyset) = \emptyset\) and \(\overline{\text{SR}}_p \emptyset = \{s_4\}\). Hence, \(\overline{\text{SR}}_p \{s_4\} \subseteq \{s_4\}\), \(\overline{\text{apr}}_p(U) \neq U\), and \(\overline{\text{apr}}_p(\emptyset) = \emptyset\).

The following example illustrates 4, of Table 4.

**Example 3.11.** In Example [3.1], if \(X = \{s_1, s_5\}\) and \(Y = \{s_1\}\), then \(\overline{\text{SR}}_p X = \{s_1, s_5, s_6\}\), \(\overline{\text{apr}}_p(X) = \overline{\text{apr}}_p(Y) = U\), \(\overline{\text{SR}}_p Y = \{s_1\}\), and \(\overline{\text{SR}}_p (X \cup Y) = \overline{\text{SR}}_p X \cup \overline{\text{SR}}_p Y\). Hence, \(\overline{\text{SR}}_p X \cup Y \supseteq \overline{\text{SR}}_p X \cup \overline{\text{SR}}_p Y\). and \(\overline{\text{apr}}_p (X \cup Y) = \overline{\text{apr}}_p(X) \cup \overline{\text{apr}}_p(Y)\).

The following example illustrates 5, of Table 4.

**Example 3.12.** In Example [3.1], if \(X = \{s_3\}\), then \(\overline{\text{apr}}_p(X) = \{s_1, s_3, s_4, s_5, s_6\}\), \(\overline{\text{apr}}_p (\overline{\text{apr}}_p(X)) = U\) and \(\overline{\text{SR}}_p \overline{\text{SR}}_p X = \overline{\text{SR}}_p X = \{s_3, s_5, s_6\}\). Hence, \(\overline{\text{SR}}_p \overline{\text{SR}}_p X = \overline{\text{SR}}_p X\) and \(\overline{\text{apr}}_p (\overline{\text{apr}}_p(X)) \supseteq \overline{\text{apr}}_p(X)\).

The following example illustrates 6, of Table 4.

**Example 3.13.** From Example [3.1], if \(X = \{s_3, s_5\}\), then \(\overline{\text{apr}}_p(X) = \{s_1, s_3, s_4, s_5, s_6\}\), \(\overline{\text{SR}}_p X = \{s_3, s_5, s_6\}\),

4. **Modified Soft Rough Concepts**

In this section, we redefine some soft rough concepts as modified soft rough concepts. Moreover, by using the accuracy measure of soft rough and modified soft rough approaches, we introduce a comparison between these approaches.

For any subset \(X \subseteq U\), the modified soft definability is defined below.

**Definition 4.1.** Let \(S = (F, A)\) be a soft set over a universe \(U\), and let \(P = (U, S)\) be a soft approximation space. Based on \(P\), \(X \subseteq U\) is called

1. **Totally \(\overline{\text{SR}}_p\)-definable (\(\overline{\text{SR}}_p\)-exact) set, if \(\overline{\text{SR}}_p X = \overline{\text{SR}}_p X\) = \(X\).
2. **Internally \(\overline{\text{SR}}_p\)-definable set, if \(\overline{\text{SR}}_p X = X\) and \(\overline{\text{SR}}_p X \neq X\).**
3. **Externally \(\overline{\text{SR}}_p\)-definable set, if \(\overline{\text{SR}}_p X \neq X\) and \(\overline{\text{SR}}_p X = X\).**
4. **Totally \(\overline{\text{SR}}_p\)-rough set, if \(\overline{\text{SR}}_p X \neq X\) and \(\overline{\text{SR}}_p X \neq X\).**

The following example explains Definition 4.1.
Example 4.1. By using Example 3.1, we can infer that, \( \{s_2, s_4\}, \{s_1, s_3, s_5, s_6\} \) are totally \( SR_p \)-definable sets, \( \{s_1\}, \{s_1, s_2\}, \{s_3, s_4\}, \{s_1, s_2, s_3, s_4\} \) are internally \( SR_p \)-definable sets, \( \{s_1, s_2, s_3, s_4, s_5, s_6\}, \{s_1, s_2, s_3, s_5, s_6\} \) are internally \( SR_p \)-definable sets and the rest of all subsets of \( U \) are totally \( SR_p \)-rough sets.

The \( SR_p \)-soft rough membership relations is defined as follows:

**Definition 4.2.** Let \( U \) be a set of universe and \( P = (U, S) \) be a soft approximation space such that \( S = (F, A) \) be a soft set over \( U \). Let \( X \subseteq U \) and \( x \in U \). Based on \( P \), the \( SR_p \)-soft rough membership relations, denoted by \( \tilde{x} \in_{SR_p} \) and \( x \subseteq_{SR_p} \), are given as follows:

\[
\begin{align*}
x & \in_{SR_p} X, \quad \text{if} \quad x \in \overline{SR}_p X, \\
x & \subseteq_{SR_p} X, \quad \text{if} \quad x \in \overline{SR}_p X.
\end{align*}
\]

**Proposition 4.1.** In a soft approximation space \( P = (U, S) \), let \( X \subseteq U \) and \( x \in U \). Then,

\[
\begin{align*}
(1) \quad & x \in_{SR_p} X \rightarrow x \in X, \\
(2) \quad & x \subseteq_{SR_p} X \rightarrow x \notin X.
\end{align*}
\]

**Proof.** The proof is straightforward from Definition 4.2 and Proposition 3.1.

The converse of Proposition 4.1 does not hold. The following example explains that:

**Example 4.2.** In Example 3.1 if \( X = \{s_1, s_2, s_3\} \) then \( \overline{SR}_p X = \{s_1, s_2, s_3\} \) and \( \overline{SR}_p X = \{s_2, s_3, s_4, s_5, s_6\} \). Hence, \( s_5 \notin_{SR_p} X, s_5 \in X, \) and \( s_3, s_6 \notin X, s_3, s_6 \notin_{SR_p} X \).

In the following definition, \( SR_p \)-soft rough inclusion relations are defined.

**Definition 4.3.** Let \( S = (F, A) \) be a soft set over a universe \( U \), \( P = (U, S) \) be a soft approximation space, and let \( X, Y \subseteq U \). Based on \( P \), \( SR_p \)-soft rough inclusion relations, denoted by \( \subseteq_{SR_p} \) and \( \subseteq_{SR_p} \), are defined as follows:

\[
\begin{align*}
X & \subseteq_{SR_p} Y, \quad \text{if} \quad SR_p X \subseteq SR_p Y, \\
X & \subseteq_{SR_p} Y, \quad \text{if} \quad \overline{SR}_p X \subseteq \overline{SR}_p Y.
\end{align*}
\]

**Proposition 4.2.** In a soft approximation space \( P = (U, S) \), let \( X, Y \subseteq U \). Then,

\[
\begin{align*}
(1) \quad & X \subseteq Y \rightarrow X \subseteq_{SR_p} Y, \\
(2) \quad & X \subseteq Y \rightarrow \overline{X} \subseteq_{SR_p} Y.
\end{align*}
\]

**Proof.** The proof is straightforward from Proposition 3.1.

The converse of Proposition 4.2 does not hold. The following example explains that:

**Example 4.3.** In Example 3.1 if \( X = \{s_1, s_3\} \) and \( Y = \{s_1, s_2, s_4\} \), then \( \overline{SR}_p X = \{s_1\}, \overline{SR}_p Y = \{s_1, s_2, s_4\}, \overline{SR}_p X = \{s_1, s_3, s_5, s_6\} \) and \( \overline{SR}_p Y = U \). Hence, \( X \subseteq_{SR_p} Y \) and \( X \subseteq_{SR_p} Y \). However, \( X \notin Y \). In the following definition, \( SR_p \)-soft rough equalities relations are defined.

**Definition 4.4.** Let \( S = (F, A) \) be a soft set over a universe \( U \), and let \( P = (U, S) \) be a soft approximation space and let \( X, Y \subseteq U \). Based on \( P \), \( SR_p \)-soft rough equality relations are defined as follows:

\[
\begin{align*}
X & \overset{SR_p}{=} Y, \quad \text{if} \quad SR_p X = SR_p Y, \\
X & \overset{SR_p}{=} Y, \quad \text{if} \quad \overline{SR}_p X = \overline{SR}_p Y, \\
X & \overset{SR_p}{=} Y, \quad \text{if} \quad X \overset{SR_p}{=} Y \text{ and } X \overset{SR_p}{=} Y.
\end{align*}
\]

The following example illustrates Definition 4.4.

**Example 4.4.** In Example 3.1 if \( X_1 = \{s_2\}, X_2 = \{s_3\}, X_3 = \{s_3, s_5\}, X_4 = \{s_3, s_6\}, X_5 = \{s_1, s_5\} \) and \( X_6 = \{s_1, s_6\} \). Then, \( \overline{SR}_p X_1 = \overline{SR}_p X_2 = \emptyset, \overline{SR}_p X_3 = \overline{SR}_p X_4 = \{s_3, s_5, s_6\}, \overline{SR}_p X_5 = \overline{SR}_p X_6 = \{s_1\} \) and \( \overline{SR}_p X_5 = \overline{SR}_p X_6 = \{s_1, s_5, s_6\} \). Consequently, \( X_1 \overset{SR_p}{=} X_2, X_3 \overset{SR_p}{=} X_4, X_5 \overset{SR_p}{=}_p X_6 \).

**Proposition 4.3.** In a soft approximation space \( P = (U, S) \), let \( X, Y \subseteq U \). Then,

\[
\begin{align*}
(1) \quad & X \overset{SR_p}{=} \overline{SR}_p X, \\
(2) \quad & X \overset{SR_p}{=} \overline{SR}_p X, \\
(3) \quad & X = Y \rightarrow X \overset{SR_p}{=} Y, \\
(4) \quad & X \subseteq Y, Y \overset{SR_p}{=} \emptyset \rightarrow X \overset{SR_p}{=} \emptyset, \\
(5) \quad & X \subseteq Y, X \overset{SR_p}{=} U \rightarrow Y \overset{SR_p}{=} U, \\
(6) \quad & X \subseteq Y, X \overset{SR_p}{=} \emptyset \rightarrow X \overset{SR_p}{=} \emptyset.
\end{align*}
\]
(7) \( X \subseteq Y, X \sim_{SR_p} U \rightarrow Y \sim_{SR_p} U. \)

(8) \( X^c \sim_{SR_p} Y^c \rightarrow X \sim_{SR_p} Y. \)

(9) \( X^c \sim_{SR_p} Y^c \rightarrow X \sim_{SR_p} Y. \)

**Proof.** The proof is straightforward from Proposition 3.1.

Using the \( SR_p \)-accuracy measure, the degree of \( SR_p \)-crispness of any \( X \subseteq U \), denoted by \( C_{SR_p} X \), is defined as follows:

**Definition 4.5.** Let \( S = (F, A) \) be a soft set over a universe \( U \), and let \( P = (U, S) \) be a soft approximation space and let \( X \subseteq U \). Based on \( P, C_{SR_p} X \) is

\[
C_{SR_p} X = \frac{SR X}{SR_p X}, \quad X \neq \phi.
\]

**Proposition 4.4.** Let \( S = (F, A) \) be a full soft set over a universe \( U \), and let \( P = (U, S) \) be a soft approximation space and let \( X \subseteq U \). Then,

(1) \( \overline{SR_p} X \subseteq \overline{apr_p} X. \)

(2) \( X \) is totally \( SR_p \)-soft definable set, if and only if, \( C_{SR_p} X = 1. \)

(3) \( X \) is soft \( P \)-definable set \( \rightarrow \) \( X \) is totally \( SR_p \)-soft definable set.

(4) \( X \) is totally \( SR_p \)-soft rough set \( \rightarrow \) \( X \) is soft \( P \)-soft rough set.

**Proof.** (1) Let \( u \notin \overline{apr_p} X = \cup\{F(a), a \in A : F(a) \cap X \neq \emptyset \}. \) Then, for all \( a \in A \), we have \( F(a) \cap X = \emptyset \), then \( F(a) \subseteq X^c \), which follows that \( u \notin SR_p X^c \). Hence, \( u \notin |SR X^c| = \overline{SR_p} X. \) Thus, \( \overline{SR_p} X \subseteq \overline{apr_p} X. \)

(2) Let \( X \) be totally \( SR_p \)-soft definable set. Then, \( \overline{SR_p} X = SR_p X = X \), and \( C_{SR_p} X = 1. \) On the other hand, if \( C_{SR_p} X = 1 \), then \( \overline{SR_p} X = SR_p X \), but from Proposition 3.1 we have \( SR_p X \subseteq X \) and \( |SR_p X| \subseteq X \), then \( \overline{SR_p} X = X \).

(3) Let \( X \) be soft \( P \)-definable set. Then, \( \overline{apr_p} X = apr_p X \), but \( SR_p X = apr_p X \) and \( \overline{apr_p} X \supseteq \overline{SR_p} X. \) Hence, \( \overline{SR_p} X = SR_p X \), but from Proposition 3.1 it follows that \( \overline{SR_p} X \supseteq X \) \( \overline{SR_p} X \), it follows that \( \overline{SR_p} X = \overline{SR_p} X = X. \) Thus, \( X \) is a totally \( SR_p \)-soft definable set.

(4) Proof of Property 4 comes directly from Property 3.

The following example shows that the inverse of Properties 1, 2, and 4, from Proposition 4.4 does not hold.

**Example 4.5.** In Example 3.1, if \( X = \{s_2, s_4\}, \) then \( \overline{apr_p} X = U \) and \( \overline{SR_p} X = \overline{SR_p} X = \{s_2, s_4\}. \) Hence, \( X \) is a totally \( SR_p \)-definable set, and it is a soft \( P \)-rough set. Also, \( C_{SR_p} X = 1. \)

By using the meaning of the accuracy measure, we can determine the degree of exactness of any subset of the universe. Hence, we can compare the full soft rough and modified soft rough approaches by using their accuracy measures, as shown in Table 5.

**Example 4.6.** From Example 3.1, we can create Table 5.

From Table 5, by using the modified approach to soft rough sets, many subsets became more exact (crisp) than their exactness by using traditional soft rough approaches, such as \( \{s_1\}, \{s_1, s_2\}, \{s_1, s_3\}, \{s_1, s_5\}, \{s_3, s_4\}, \{s_1, s_2, s_3, s_5\}, \{s_1, s_3, s_5\}, \{s_1, s_5, s_6\}, \{s_2, s_3, s_4, s_5\}, \{s_3, s_4, s_5, s_6\}, \) and \( \{s_2, s_3, s_4, s_5, s_6\} \). Moreover, \( \{s_1, s_3, s_5, s_6\} \) is soft \( P \)-definable with 66.7% (soft \( P \)-rough with 33.3%), but it is totally \( SR_p \)-definable (\( SR_p \)-exact with 100%). In addition, \( \{s_2, s_4\} \) is soft \( P \)-definable with 33.3% (soft \( P \)-rough with 66.7%), but it is totally \( SR_p \)-definable (\( SR_p \)-exact with 100%). It follows that the suggested modified approach to soft rough sets is better than.

| \( X \subseteq U \) | \( \alpha_{apr_p} X \) | \( C_{SR_p} X \) |
|-------------------|-----------------|----------------|
| \{s_1\}          | 1/6             | 1/3            |
| \{s_1, s_2\}     | 1/3             | 1/2            |
| \{s_1, s_3\}     | 1/6             | 1/4            |
| \{s_1, s_5\}     | 1/6             | 1/3            |
| \{s_2, s_4\}     | 1/3             | 1              |
| \{s_3, s_4\}     | 1/3             | 1/2            |
| \{s_1, s_2, s_5\}| 1/3             | 1/2            |
| \{s_1, s_3, s_5\}| 1/6             | 1/4            |
| \{s_1, s_5, s_6\}| 1/6             | 1/3            |
| \{s_2, s_3, s_4\}| 1/2             | 3/5            |
| \{s_2, s_4, s_5\}| 1/3             | 2/5            |
| \{s_3, s_4, s_5\}| 1/3             | 1/2            |
| \{s_1, s_3, s_5, s_6\}| 2/3 | 1 |
| \{s_2, s_3, s_4, s_5\}| 1/2 | 3/5 |
| \{s_2, s_4, s_5, s_6\}| 1/3 | 2/5 |
| \{s_2, s_3, s_4, s_5, s_6\}| 1/2 | 3/5 |
the traditional approach.

5. Conclusion

In this paper, we solve some problems of the soft rough set model, introduced by Feng et al. [36], by using a new definition of soft rough upper approximation. The properties of the suggested soft rough set approximations were deduced. Various operators on soft rough sets are redefined. These modified concepts are supported by proven propositions and many other examples. Finally, we illustrate that the proposed approach to soft rough sets is better than the traditional one and that this modification can be used to make a correct decision. In future work, we will introduce another modification of the traditional soft rough set model, based on topological structures, and then apply it in a medical application as a real-life problem in decision making.
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