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Abstract: A new class of problems in free surface hydrodynamics appeared after the groundbreaking discovery by Yves Couder and Emmanuel Fort. A bouncing droplet in association with Faraday surface waves gives rise to new nonlinear dynamics, in analogy with the pilot-wave proposed by de Broglie. The droplet and the underlying vibrating bath are of silicon oil. A weakly viscous potential theory model should be used. Numerical simulations are presented with one and two bouncing droplets oscillating while confined to their cavities. These oscillators are implicitly coupled by the underlying surface wave field. In certain regimes, the oscillators can spontaneously synchronize, even when placed at a distance. Cavity parameters are varied in order to highlight the sensitive wave-mediated coupling. The present nonlinear wave-mediated oscillator synchronization is more general than that displayed by the celebrated Kuramoto model and therefore of general interest.
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1. Introduction

Free surface hydrodynamics is an extremely rich and important area of research with applications in surface ocean waves, internal ocean waves and flows in rivers and open channels, among many others in geophysics. In mathematics it is also of much current interest, ranging from more applied studies, such as asymptotic theories, reduced modeling and numerical simulations [1,2], all the way to rigorous analysis [3,4]. The books mentioned above are good sources of references and problems in the literature. The mathematical setup in this article is very similar to water waves but we consider surface waves of silicon oil.

The present study addresses small scale problems in free surface hydrodynamics where we need to account for surface tension. This class of problems appeared after the groundbreaking discovery by Yves Couder and Emmanuel Fort [5]. In this past decade, a great amount of research addressed a new wave-particle association, namely, that of a bouncing (silicon oil) droplet associated with the underlying wave field generated by each bounce. These bouncing droplets levitate over a vibrating bath of the same fluid. Under appropriate conditions, the droplet does not coalesce with the underlying fluid due to a thin air layer that prevents contact. If the vibrational forcing reaches a certain amplitude, the bouncing droplet can destabilize laterally and start “walking” over the free surface; namely, it is self-propelled by the Faraday waves it generates. The Faraday wave-droplet system is a macroscopic hydrodynamic analogue of what de Broglie envisioned in quantum mechanics as a pilot-wave system [5,6]. Harris and Bush [7] have a YouTube video displaying the droplet dynamics in a way which is quite useful for the modeling to be presented.

The hydrodynamic pilot-wave system is an object that was not imagined to exist in classical mechanics, namely, an object with the dynamical properties of both a particle and a wave. The dynamics of the wave-particle association are new and highly non-trivial, as will be shown in the present article. New laboratory and numerical findings are fostering further theoretical developments.
The Faraday waves generated by a certain number of droplet-bounces give rise to a wave field with memory [5,6]. As will be further detailed in the next section, these Faraday surface waves are generated just below the Faraday instability threshold. The droplet-generated waves are governed by a system of partial differential equations (PDEs) through a weakly viscous, quasi-potential linear theory, as presented by Dias, Dyachenko and Zakharov [8]. This set of wave equations along the free surface is coupled to a trajectory equation for the droplet. The trajectory equation arises from Newton’s law as a weakly damped, mass-spring-type ordinary differential equation (ODE). As will be further explained, the feedback between the wave and droplet is highly nonlinear. Hence, we present a new nonlinear problem in free surface hydrodynamics, even though the waves are linear. The nonlinearity is present in the forcing terms of the PDE and ODE system.

Conformal mapping plays an important role in the mathematical modeling and in the numerical scheme. Through conformal mapping, the two-dimensional fluid dynamics are mathematically restricted to the one-dimensional free surface. In their reference work [9] conformally mapped the wave-free water surface onto a canonical flat boundary. In the present work we map nonsmooth polygonal bottoms, namely, the cavities, onto a flat bottom by using a numerical Schwarz-Christoffel mapping [10]. The mapping allows for the construction of a Dirichlet-to-Neumann (Fourier-type) operator, making computations more efficient. A brief bibliographic review on the conformal mapping of surface wave problems, and on the numerical construction of Dirichlet-to-Neumann operators, is presented at the beginning of Section 2.1.

Over the past decade researchers have presented several analogies of the hydrodynamic pilot-wave with quantum mechanics, as found in the review papers by Bush [6] and Bush and Oza [11]. The contribution of our present work is not only due to the recent discovery and its connections with quantum mechanics. An important aspect in their own right are the novel and nontrivial nonlinear dynamics that lead to many theoretical questions. There are many mathematical problems that arise, or become connected, and that might have impacts on different topics. Here our main issue is the wave-mediated nonlinear dynamical coupling of oscillators. We confine two droplets in fluid cavities separated by a distance. The fluid problem is set up in two dimensions, where the free surface is one-dimensional, as indicated in Figure 1. In a certain vibrational regime these droplets will oscillate back and forth within each cavity without escaping. We will exhibit a regime where these oscillators will spontaneously synchronize, even though they are separated by a large distance. Their implicit nonlinear coupling is promoted by the underlying Faraday wave field. This spontaneous synchronization, and its connections/generalizations regarding the celebrated Kuramoto model [12,13], were recently discovered in Nachbin [14]. In the present article the synchronization is further studied and detailed.

Figure 1. This is a schematic representation of the fluid domain with 3 cavities. All cavities are of the same width and depth but do not need to be the same. The arrows indicate that the bath is vibrating vertically at a prescribed frequency $\omega_0$. Some simulations have one droplet, while others have two droplets confined in different cavities, as shown by the dots above the surface wave profile $z = \eta(x,t)$. 
As mentioned, these new dynamical features are of interest in other fields. The hydrodynamic coupling between oscillators has a recent biological application. Guo et al. [15] studied how cilia and flagella can beat in synchrony. They coupled an elastic rod model, for the force and bending moment exerted on a filament, together with an incompressible Stokes equation for the highly viscous hydrodynamic flow component. This allowed the authors to study two hydrodynamically coupled elastic filaments separated by a distance $D$ and subject to the same driving moment at their base. The distance $D$ has to be small so that the filaments can interact, but large enough so that they do not intersect while oscillating. The coupling between oscillators is due to hydrodynamic interactions only. Synchrony arises autonomously (i.e., spontaneously) only due to the hydrodynamic coupling and filament elasticity. The work of Guo et al. [15], mathematically models the full hydrodynamic interactions between filaments based on earlier experimental findings by Brumley et al. [16]. This former article reports qualitative features also observed with the present pilot-wave model, which has more subtleties, for example, the interaction/coupling being switched on-and-off. In the present model the bouncing droplet flies for $3/4$ of a Faraday period and therefore only interacts with the underlying wave field for $1/4$ of the period. We call attention to some quotes from Brumley et al. [16]. The authors mention that for sufficiently strong hydrodynamic coupling, through the fluid flow, a common phase-locked frequency can arise through a mutual perturbation from their intrinsic limit cycles. For several different regimes, we will numerically study droplet cycles in phase space and observe a similar mutual perturbation of their intrinsic limit-cycles. Here, wave-mediated forcing affects oscillators at a distance. Brumley et al. [16] mention that the precise role that filament flexibility plays in facilitating synchrony is unknown. We display some scenarios which seem to facilitate droplets oscillating in synchrony, but the precise ingredients and regimes with which spontaneous synchronization takes place are also unknown. Finally, ref. Brumley et al. [16] mention that there is a spatial dependence between oscillators (filaments); at close spacings, robust synchrony is observed. However, as the separation between filaments increases, synchrony degrades and is replaced by a stochastic behavior. This is also observed in some cases where the oscillating droplets are further removed from each other. Nevertheless, as first exhibited in Nachbin [14], we found cases where distant oscillators lost the usual state of coherence (synchrony) but displayed a new form, which was called statistical coherence. The droplets were considered statistically indistinguishable due to their identical (numerical) probability density functions, constructed from their respective cycles in phase space.

It is also worth mentioning work on nonlinear particle kinematics of ocean waves. Sclavounos [17] derived an equation for Lagrangian kinematics of fluid particles on the surfaces of nonlinear ocean waves. The particle trajectory equation accepts as input a prescribed ambient wave surface elevation, specified in a deterministic or stochastic fashion. Hence, there is no feedback, as in our case. Horizontal particle trajectories, for example, in a study involving the interaction of ocean waves and floating structures, may potentially have a singular behavior. The finite time blow-up of solutions is ruled out in a Hamiltonian formulation presented by Fedele et al. [18].

The present article is organized in the following manner. In Section 2 we present the mathematical model for droplet trajectories $X_j(t)$, $j = 1, 2$, based on Newton’s law, where the damped oscillator forcing arises from the underlying wave field $\eta(X_j, t)$. These ODEs are coupled to the surface wave system of PDEs, obtained asymptotically from the Navier-Stokes equation as a weakly-viscous potential theory model. With the harmonic component of the flow at hand, a conformal mapping from the canonical domain onto the physical domain, and the respective construction of a Dirichlet-to-Neumann (DtN) operator, are then discussed in this modeling Section 2. The DtN operator allows for the 2D fluid dynamics to be reduced to the 1D free surface. The numerical formulation of the 1D coupled wave-particle dynamics is outlined in Section 3. Numerical results leading to a generalized Kuramoto-like spontaneous synchronization of oscillating droplets are presented in Section 4.

In Section 5 we end with a discussion on the results presented and on issues of interest for future studies.
2. Mathematical Model

Consider a bouncing droplet walking in free space (no boundaries) generating two-dimensional (2D) surface waves at each bounce. Small droplet deformations are ignored and it effectively behaves as a bouncing sphere. A 2D wave model was asymptotically deduced from the 3D, free surface, linear Navier-Stokes equation by Milewski et al. [19]. The free surface wave equations arise as a quasi-potential model along the lines of that proposed by Dias, Dyachenko and Zakharov [8]. Namely it is a viscous perturbation of the usual kinematic and Bernoulli free surface conditions. The viscous perturbation arises in the form of a diffusion term. The asymptotic formulation [8,19] gives rise to a diffusion term which represents, to leading order, the vortical component of the velocity field along the free surface. In other words, it is the leading order contribution arising from the streamfunction, after the Helmholtz decomposition has been invoked. The diffusive form of the quasi-potential model was tested with very good agreement against laboratory data in Milewski et al. [19]. Hence the asymptotic reduction of the Navier-Stokes equation, together with other hypotheses, are all in place. For example, due to the quasi-potential formulation, the no-slip condition is not applied at the bottom. On the other hand, Faraday waves are not long enough to experience bottom friction in the cavities. More importantly, as will be seen, the wave field depends on the aspect ratio of the cavities and viscosity plays a role mostly in the wave memory and in the extent of the pilot-wave modulation. We note that the kinematic viscosity \( \nu \) and the vibrational forcing \( \Gamma \) are the two main parameters controlling the pilot-wave memory [6]. The reduced (quasi-potential) wave model is forced by a localized pressure term representing the presence of a bouncing droplet. The pressure term has different versions used by the author and collaborators. It can vary in space [19], being stronger at the center of the droplet’s circular “footprint”, or a constant pressure over the entire “footprint”, as will be used here. In Milewski et al. [19] the model involved the droplet’s vertical dynamics. The droplet had a dynamically computed footprint that grew from 0 up to a disk, and then back to 0 when the droplet was about to bounce off into flight, under the effect of surface tension \( \sigma \).

The free space model deduced by Milewski et al. [19] was reduced to a 1D wave model when studying tunneling [20] in the presence of submerged barriers. Barriers form cavities which play the role of potential wells trapping a particle/droplet. In this case, the fluid domain is 2D, and conformal mapping is used with the highly irregular submerged topography to analytically reduce the 2D fluid dynamics solely along the free surface, namely, by using a Dirichlet-to-Neumann (DtN) operator, as will be discussed later.

To formulate our model we need equations for the droplet dynamics. The nonlinearity of this problem is hidden in the feedback between wave and droplet. In the spirit of a free boundary problem, the bouncing droplet generates linear waves which guide the droplet to the next point where waves will be generated. Hence, it is not clear, from one instant in time to another, where the bouncing droplet will press the free surface and generate new waves. This takes place periodically in time, at intervals the length of a Faraday period.

As formulated in [20], we consider a 1D model permitting one or two droplets. The physical domain has several cavities, as depicted schematically in Figure 1. The droplet dynamics are studied in the context of a vibrating bath, which is shaken vertically at 80 Hz, as indicated by the arrows. A trajectory equation for each particle \( X_j \) follows from Newton’s law [6]. One droplet is positioned at \( X_1(t) \) and the other at \( X_2(t) \). Along the lines of a damped oscillator model, the wave-particle association reads as follows:

\[
m \ddot{X}_1 + c \: F(t) \dot{X}_1 = -F(t) \frac{\partial \eta}{\partial x}(X_1(t), t),
\]

\[
m \ddot{X}_2 + c \: F(t) \dot{X}_2 = -F(t) \frac{\partial \eta}{\partial x}(X_2(t), t),
\]

where the surface wave elevation is denoted as \( z = \eta(x, t) \). The droplet’s mass is indicated by \( m \), while the skin-friction, due to the droplet’s pressing on the free surface, is given by \( c \: F(t) \).
The coefficient $F(t)$ is a restoring force that depends on surface tension $\sigma$ [6,19,20]. The particle’s skidding friction (damping) constant $\epsilon$ follows the modeling presented in [19]. Throughout our simulations it will be taken as $\epsilon/m = 0.01$. A surface wave model is coupled to the droplet dynamics.

The velocity potential denoted by $\phi(x,z,t)$ is a harmonic function in the fluid domain, satisfying Laplace’s equation. The fluid velocity in the bulk is given by $(u,v) = \nabla \phi$. The fluid bath oscillates vertically at frequency $\omega_0$. We formulate our model in the bath’s reference frame, with a periodically varying gravity coefficient $g(t) = g(1 + \Gamma \sin(\omega_0 t))$. The constant $g$ is the usual acceleration due to gravity, and $\Gamma$ indicates the strength of the vertical shaking. The free surface wave equations [19,20] at $z = 0$ are:

$$\frac{\partial \eta}{\partial t} = \frac{\partial \phi}{\partial z} + 2v \frac{\partial^2 \eta}{\partial x^2}, \tag{3}$$

$$\frac{\partial \phi}{\partial t} = -g(t)\eta + \frac{\sigma}{\rho} \frac{\partial^2 \eta}{\partial x^2} + 2v \frac{\partial^2 \phi}{\partial x^2} - \frac{1}{\rho} P_d(x - X_1(t)) - \frac{1}{\rho} P_d(x - X_2(t)), \tag{4}$$

where the pressure term $P_d$ in Equation (4) indicates the presence of droplet-$j$, $j = 1, 2$, acting as a wave-maker at position $X_j(t)$ during the contact-time interval.

Recall the standard damped mass-spring oscillator. Here we can interpret the wave elevation $\eta(X,t)$ in (1) and (2) playing the role of a dynamically evolving potential for the spring. The particles feel the submerged cavities, and each other, through the underlying wave-field. Our goal is to study different effects of these wave-mediated dynamics, where particles generate waves and are self-propelled at different speeds, depending on the local wave slope $\partial \eta / \partial x(X,t)$.

The model in Milewski et al. [19] considered the vertical dynamics of the droplet. The respective mode was denoted by $(M,N)$, where over $M$ cycles of the bath the droplet would bounce $N$ times. In principle the bounces were different, but the pattern would repeat after every $M$ cycles. In the present simplified model, vertical dynamics are not considered. Here we impose the period doubling regime $(2,1)$ so that the droplet bounces once after two cycles of the bath. We also impose that the droplet presses the free surface by a prescribed time interval, as explained below. Hence, only the horizontal droplet dynamics are accounted for. With this constraint the forcing term $P_d(x - X(t))$ and the coefficient $F(t)$ are prescribed to be activated and to be switched off during a Faraday period $T_F$. As explained in [6,19] this regime refers to the period doubling regime: for each droplet bounce the vibrating bath undergoes two cycles. In this regime the droplet is in resonance with the most unstable (subharmonic) Faraday mode [6,19].

Following values observed in laboratory experiments [21], we impose as the length $T_c$ of the contact-interval $T_c = T_F/4$. During this time interval the bath surface acts as an elastic membrane which at the end of $T_c$ throws the droplet back into flight. The droplet flies for $3/4$ of the Faraday period, when $P_d$ and $F(t)$ are switched off. The nonlinear feedback terms are the droplet wave-making in (4) and the propulsive wave forces in (1) and (2). The former is the droplet feedback and the latter the wave’s feedback acting on the droplet. They switch on and off during every Faraday period. The droplets’ pressure terms $P_d$ are compactly supported in space. Their support equals the projected area (“footprint”) of the droplet. Both feedback terms play an important role in the novel coupled-oscillator study here presented.

Faraday waves depend on the shaking strength $\Gamma$ [6]. Thus, a few comments are called for. In the absence of a droplet the fluid is quiescent for $\Gamma < \Gamma_F$, where $\Gamma_F$ is the Faraday threshold. When $\Gamma \geq \Gamma_F$ a subharmonic instability takes place and standing Faraday waves of wavelength $\lambda_F$ arise. The linear problem is unstable above this threshold, but nonlinearity arrests the amplitude growth and produces standing waves with beautiful patterns which depend on eigenfunctions of the Laplacian [6,22]. While in our study $\Gamma$ is always below $\Gamma_F$, the droplet at each bounce locally triggers the subharmonic, most unstable Faraday mode [6,19]. In the bouncing mode $(\Gamma < \Gamma_w)$, a droplet can
bounce indefinitely at a given point above the free surface [7]. This was first identified by Walker [23]. When the parameter $\Gamma$ exceeds the walking threshold $\Gamma_w$, the droplet executes horizontal motion [6]. Namely, as one increases the shaking strength the bouncing droplet destabilizes laterally and starts “walking”, self-propelled by the wave field it generates [7].

As mentioned, we consider period doubling in the walking regime $\Gamma_w < \Gamma < \Gamma_F$, where the droplet bounces at every two bath cycles, with frequency $\omega_0/2$. The self-propelled droplet is in resonance with the Faraday wave, namely, at the same period as the underlying wave field [22]. In Milewski et al. [19] the droplet could dynamically adjust to different bouncing modes since the model incorporated an equation for the vertical dynamics. After a few bounces, a coherent wave structure forms around the droplet. This composite wave field has a memory from a number of previous bounces [5,6]. The local wave field that dresses the particle is a nearly monochromatic modulated wavetrain. The wave-particle association is thus established as a unit and the droplet is guided by its hydrodynamic pilot-wave.

In the following subsection we present the nonlocal formulation through the use of a Dirichlet-to-Neumann operator which allows the 2D problem to be analytically reformulated considering only one spacial variable along the undisturbed fluid free surface.

2.1. Conformal Mapping and the Dirichlet-to-Neumann Operator

In this section we present an overview of the conformal mapping, which flattens the bottom topography, allowing for the construction of a Dirichlet-to-Neumann (DtN) operator in the canonical flat bottom strip. First, we briefly mention some earlier work.

Conformal mapping of the fluid domain is a known and very useful technique in free surface hydrodynamics. A reference work on the subject is that of Dyachenko et al. [9], wherein the wave-free water surface is mapped onto a canonical flat boundary. Among others, the Hamiltonian structure has been explored in cases wherein the free surface elevation and the trace of the velocity potential are the canonical Hamiltonian variables. Nachbin [24], on the other hand, used a conformal mapping to deal with a highly variable bottom topography, without flattening the free surface. In the weakly nonlinear case, the Jacobian, to leading order, is time independent along the undisturbed free surface and several Boussinesq-type systems were derived in the presence of large amplitude, rapidly varying topographies. These included nonsmooth, polygonal-shaped bottoms where the Schwarz-Christoffel mapping is applicable [25]. In the presence of randomly varying nonsmooth topographies, this combined (long-wave/conformal-mapping) modeling captured the apparent diffusion of water waves [26] and their time-reversed waveform inversion (refocusing) [27,28]. A composite conformal mapping, combining in two steps the flattening of the bottom and of the free surface, was presented by Ruban [29]. An iterative Fourier integral method was presented by Flamarion et al. [30] mapping the canonical strip onto the physical domain, consisting of a smooth bottom and a dynamically changing free surface. It was used for surface wave generation by a sheared current interacting with a submerged mound. The mapping approximation is limited to certain cases, and only in one direction of the mapping. However, it was effective as further used by Flamarion et al. [31] in studying the submarine interaction of a Kelvin cat-eye structure with a topography. In Andrade and Nachbin [32] conformal mapping was used in a 3D potential theory formulation, but having a 1D ridge-like topography. The Laplacian is no longer invariant under the change of coordinates, but a long-wave Boussinesq-type equation was deduced for 2D, weakly nonlinear surface waves propagating over highly variable, nonsmooth ridges.

In the absence of bottom variations many authors used DtN operators to analytically resolve the vertical structure of the harmonic velocity potential. One reference work on the subject is that by Craig and Sulem [33], where for weakly nonlinear waves, the DtN operator was approximated by an iteration of the undisturbed DtN operator. The DtN iterates were also obtained in a reduced potential theory modeling by Artiles and Nachbin [34] which generalized the work by Matsuno [35]. Using complex function theory Matsuno [35] deduced a fully dispersive Boussinesq-type system.
over a flat bottom. Using conformal mapping and the iterated DtN operator, this fully dispersive Boussinesq model was formulated in the presence of nonsmooth topographies [34]. A DtN operator was numerically constructed by Andrade and Nachbin [36] for 3D potential theory over general highly variable topographies. One cannot use conformal mapping, and the DtN operator is constructed using both modes of the harmonic extension of Fourier modes along the depth.

In the present study the conformal mapping and DtN operator are formulated as follows. By \( \Omega = \{(x, z), -L < x < L, -H(x) < z < 0\} \) we denote the two-dimensional highly variable fluid domain. The profile of the bottom topography, namely, the cavity distribution with high barriers, is represented by the function \( H(x) \). The velocity potential \( \phi(x, z, t) \) in the bulk of the silicon oil follows the usual water-wave models [24,37]. The fluid velocity is given by \((u,v) = \nabla \phi\) and we have Laplace’s equation

\[
\phi_{xx} + \phi_{zz} = 0, \quad (x, z) \in \Omega,
\]

together with a Neumann condition

\[
\frac{d\phi}{dn} = 0,
\]

along the impermeable bottom. We take the domain to be long so that at the endpoints \((x = \pm L)\) the flow can be assumed to be at rest.

Conformal mapping plays an important role in calculating the Dirichlet-to-Neumann (DtN) operator in the presence of several cavities. Having the DtN operator at hand, the 2D fluid problem analytically reduces to a (nonlocal) dynamical system only along the undisturbed free surface \( z = 0 \).

The desired Neumann condition along the undisturbed free surface is the vertical speed \( \phi_z(x,0,t) \) in Equation (3). A Fourier-type operator is constructed, taking into account information of an underlying harmonic function \( \phi \) in the bulk, having a homogeneous Neumann condition along the variable bottom. We will now briefly describe the steps for numerically computing the DtN operator.

In order to construct the DtN operator we first need to perform a conformal mapping from a uniform/canonical strip of unit height onto our corrugated fluid domain defined in the complex \( Z \)-plane, where \( Z = x + iz \). In the presence of cavities and barriers, the lower boundary is a polygonal line. Hence, we use the Schwarz-Christoffel mapping [25] which is formulated for polygonal domains. In the complex \( w \)-plane \((w = \zeta + i\xi)\) we have our canonical strip. The Schwarz-Christoffel mapping is denoted by \( Z = f(w) \), where \(|dZ/dw|^2\) is equal to the Jacobian \(|J|\) for the \( w \to Z \) change of variables. The harmonic functions \( x = x(\xi, \zeta) \) and \( z = z(\xi, \zeta) \) satisfy the Cauchy-Riemann equations and therefore \( |J| = x_\xi^2 + x_\zeta^2 \). It also follows for the velocity potential that

\[
\phi_\xi(x, z) = \phi_x x_\xi + \phi_z z_\xi, \quad \phi_\zeta(x, z) = \phi_x x_\zeta + \phi_z z_\zeta.
\]

Inverting a linear system [24] yields

\[
\phi_z = \frac{1}{|J|} \left[ -x_\zeta \phi_\xi + x_\xi \phi_\zeta \right].
\]

The waves have small amplitudes and the linear free surface conditions are used. The undisturbed canonical free surface is mapped to the undisturbed physical free surface. Therefore, the above relation becomes

\[
\phi_z = \frac{1}{x_\zeta} \phi_\zeta.
\]

The DtN operator in the physical domain is therefore related to the DtN operator in the canonical domain.

Due to the numerical mapping scheme to be used, the undisturbed free surfaces in the physical and canonical domains are respectively given by \( z = 0 \) and \( \zeta = 1 \). Along the undisturbed free surface we have that \( \sqrt{|J|(\zeta, 1)} = x_\xi(\zeta, 1) \equiv M(\zeta) \). We call \( M(\zeta) \) our metric coefficient.
In the canonical domain the Fourier representation of the DtN operator is easily obtained. The time-dependent Dirichlet data is given by \( \varphi(x(\xi, 1), 0, t) = \varphi(\xi, t) \) in the \( w \)-plane. Therefore, its Fourier representation is

\[
\varphi(\xi, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \hat{\varphi}(k, t) e^{ik\xi} dk.
\]

The harmonic extension of the Dirichlet data into the unit strip, after differentiation in \( \zeta \), yields the Dirichlet-to-Neumann operator in the \( w \)-plane:

\[
\varphi_\zeta(\xi, 1, t) = DtN_w[\varphi](\xi, t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} k \tanh(k) \hat{\varphi}(k, t) e^{ik\xi} dk. \tag{6}
\]

Putting together (5) and (6), we obtain the DtN operator in the physical domain:

\[
DtN_Z[\varphi](x, t) = \varphi_2(x, 0, t) = \frac{1}{M(\xi(x, 0))} DtN_w[\varphi](\xi(x, 0)). \tag{7}
\]

The DtN operator is first computed in the \( w \)-plane in terms of the \( \xi \)-variable (c.f. (6)). After rescaling with the metric coefficient, the DtN operator is then evaluated in the physical domain. An important step is to use the inverse-map to compute \( \xi = \xi(x, 0) \). Numerically speaking, given a set of uniformly distributed points \( x_j \) in the physical domain, we obtain their pre-image \( \xi_j = \xi(x_j, 0) \), where quantities of interest will be numerically evaluated. In possession of this non-local operator, the 2D variable-depth fluid problem has been (analytically) reduced to a dynamical system in only one space variable, namely, in terms of \( x \) only, along the undisturbed free surface.

The Fourier integral in (6) represents a pseudo-differential operator with the symbol (i.e., Fourier multiplier) equal to \( k \tanh(k) \). In our wave-regime of interest the symbol can not be simplified. The underlying effect of the barrier, through its width and height, comes into the model through the Fourier integral in a nontrivial fashion, both through the metric term \( M \) and the \( \xi = \xi(x, 0) \) relation. In Figure 2 we have three cavities with two barriers. The Cartesian \( \xi\zeta \) coordinate system, with equally spaced level lines in the \( w \)-plane, becomes a highly distorted (orthogonal) curvilinear coordinate system in the \( Z \)-plane. Note that the bottom of the mid-cavity is effectively not “seen” with the graphing resolution used in the visualization of the conformal map’s level curves. The resolution used was 300 curves in \( \xi \) and 10 curves in \( \zeta \). The curvilinear coordinate system appears well resolved in the side cavities. The relation \( \xi = \xi(x, 0) \) is highly nontrivial.
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Figure 2. (a) At the top: Three cavities with the orthogonal $\xi\zeta$ level curves from the conformal mapping $x + iz = f(\xi + i\zeta)$. The Schwarz-Christoffel Toolbox (SCT) used 300 points for $\zeta$, and 10 depth levels for $\xi$. (b) At the bottom: Detail of the level curves over the barrier, displaying the high degree of distortion from a uniform grid in one domain when mapped to the other.

In Figure 3 the metric coefficient $M$, namely, the square root of the Jacobian along the undisturbed free surface, is graphed as a function of $x$. As discussed in Nachbin et al. [20] the value of $\sqrt{gM}$ controls the local shallow water speed for long waves. In the present work the Faraday waves are not in the long wave regime.

3. Numerical Method

All spatial derivatives found in the Equations (1)–(4) are computed through a Fourier spectral method, namely, using the fast fourier Transform (FFT) in $x$. The very shallow parts, to the sides of the cavity-region, extend sufficiently far insuring periodic (quiescent) conditions. The DtN operator (6), which yields $\phi_\zeta(x, 0, t)$, is also computed through an FFT, but in this case being a Fourier transform in $\xi$. This is performed in steps. First, the conformal mapping is numerically executed using the Schwarz-Christoffel Toolbox (SCT) [10]. The SCT numerically maps a flat strip of unit height onto a polygonal-shaped (2D) fluid domain [24,38]. Since our coefficients are evaluated along the undisturbed free surface, the mapping $Z = f(w)$ is computed only once, at the beginning of a simulation. Detailed instructions with just a few Matlab commands, are available in Fokas and Nachbin [38].
An FFT in the $\xi$-coordinate, here denoted by $F$, computes the vertical speed ($\vec{v}$) in the physical domain as follows:

$$\phi_z(x, 0, t) = \frac{\text{DtN}\left[\phi(x, t) = (F^{-1}[G(k)F[\phi(\xi)])] / M(\xi(x, 0)) \right]}{M(\xi(x, 0))}. \quad (8)$$

The Fourier multiplier is $G(k) = k \tanh k$.

It is important to recall that for a given uniform grid $x_j$ ($j = 1, \ldots, J$) along the free surface in the physical domain, the conformal mapping generates a nontrivial distortion in the canonical domain, as expressed through the real part $\xi_j = \xi(x_j, 0)$ of the inverse map. This distortion gives rise to grid points $\xi_j$ distributed in a very irregular fashion. The FFT in (8) is computed with equally spaced points. Therefore, the Dirichlet data $\phi_j$ need to be interpolated onto a uniform grid in $\xi$. This interpolation is done through the use of cubic splines. Details are given in Nachbin et al. [20]. Figure 2 shows the great deal of distortion encountered going from one domain to the other. A single (well resolved) Fourier mode in the physical domain will get highly modulated (in frequency) when mapped to the canonical domain. Its amplitude is not affected, but the underlying grid-points will get highly compressed in some regions. Hence, the $\text{DtN}_w$ operation uses a higher resolution than needed for the evolution scheme in the physical domain. This is achieved with an oversampling of the original Fourier mode in the physical domain [20]. Usually, 256 Fourier modes are enough to physically resolve the pilot-waves in our spectral evolution scheme. However, for the $\text{DtN}_w$ procedure we use the oversampling with a factor of 8 in our cubic spline interpolation at nonuniform grid-points $x_m$, which are the images of the uniform FFT-grid $\xi_m$. We should emphasize that present method is more efficient than solving the harmonic problem in the physical domain.

In summary, the geometrical information of the cavities and barriers is encoded in the variable (metric) coefficient $M$ and through the relation $\xi = \xi(x, 0)$. Both are predefined along the undisturbed free surface, when a simulation starts. The evolution problem is reduced to only one space-dimension, but containing depth effects. The time evolution is performed with a second-order fractional-step Verlet method.

4. Results

In this section we present results from numerical simulations with one and two droplets oscillating confined to their cavities. The physical parameters are the same as used by Milewski et al. [19]. As discussed in the introduction, this is a new class of problems regarding a wave-particle association, in analogy with the pilot-wave dynamics proposed by de Broglie in quantum mechanics. Most importantly in the present results is the property of oscillators, coupled by an underlying surface wave field, to display spontaneous synchronization even when they are placed at a distance. The present nonlinear wave-mediated oscillator coupling is more general than that displayed by the Kuramoto model and therefore of general interest.

First, results with a single droplet are presented to highlight the nonlocal effect of forcing at a distance. Small amplitude surface waves transmitted to empty cavities can generate, from a distance, new harmonics on the oscillator of interest, namely, the confined droplet.

Subsequently, we present simulations with two droplets exploring parameters that can impact and enhance the nonlinear coupling at a distance. With these results we explore synchronization issues related to nonlinear oscillators coupled implicitly.

4.1. Single Droplet Oscillations and Cavity-Forcing at a Distance

The goal in the first series of simulations is to show how an empty cavity, placed at a distance, can generate a forcing component on an oscillating droplet confined to another cavity. In principle the cavities are isolated from each other, having high barriers in between them. At a given shaking strength $\Gamma$, the form and strength of the long-distance pulsating forcing are determined by some parameters such as barrier height and cavity sizes, namely, their widths and depths. We show that varying these parameters can locally affect the Faraday wave regime and remarkably optimize (or not)
the wave-mediated communication between oscillators. For example, controlling locally within a cavity how close the vertical shaking is to the Faraday wave-instability threshold. This can depend on the cavity’s width and depth. The combination of all (geometrical and physical) parameters is very rich. Therefore, we choose to vary a few parameters, which will still display the complexity of the wave-mediated droplet dynamics.

Droplets oscillating while trapped within cavities have similarities to particles confined to potential wells. It is our goal to show that the underlying cavity design, together with the complex wave field generated by the droplets, promotes an effective potential for the droplet. This will become clear in the following subsections through our numerical simulations.

The surface wave domain considered is depicted in Figure 4. Three cavities of the same width and depth are shown. At first we will consider cavity widths all equal to 1.2 cm with depths equal to 0.5 cm. Two submerged barriers of width 0.4 cm are positioned to the left and right of the origin. At first we consider very high barriers, where the fluid depth above them is equal to 0.02 cm. These scales are comparable with those in laboratory experiments. These barriers are designed to confine a droplet within its respective cavity, such as a particle confined to a potential well. The probability of the droplet escaping its cavity was studied in Nachbin et al. [20] where tunneling was observed for different barrier heights and widths. Eventually, in the present study we will consider two droplets set apart and confined to separate cavities. In Figure 4 this is indicated by the two dots along the free surface at rest, at the level curve with a 0 on the vertical axis.

In the first part of the study only one droplet is allowed to bounce, namely, by using only the droplet shown on the right of Figure 4. The left droplet is only shown schematically and will be activated later on. As the right droplet starts bouncing and walking, it generates waves, as seen in Figure 4. The one-dimensional wave profiles are shown in time, at every Faraday period, and displayed in a waterfall plot along the vertical axis. The scale is exaggerated for better visualization. As important as the individual wave generation by a droplet, in the present study we pay attention to wave transmission over barriers and its impact on other cavities and eventually other droplets. In Figure 4 a small amplitude surface wave is transmitted to the left over the barrier. The wave motion in the mid-cavity can persist or die out according to the parameters used. The wave motion is damped by viscosity, but can also be sustained if the shaking regime, controlled by \( \Gamma \), is close enough to the Faraday threshold. In Figure 4 the barriers are high, and the shaking not too strong, so that the left-most cavity effectively has no wave motion. In what follows we will vary the barrier heights and observe how this affects the underlying wave motion in each cavity, and more importantly for this study, how it may couple oscillators (droplets) confined to potential wells at a distance.

We call attention to the shallow region outside the main wave-particle domain. In Figure 4 we display part of this region to the right, beyond \( x = 2.2 \), where it is shallow and long enough so that there is no wave activity at the end of the computational domain. The same happens to the left of the computational domain, not shown in Figure 4. This observation is relevant in justifying the use of periodic boundary conditions with our spectral numerical method. The shallow part also prevents the pilot-wave from driving the droplet to these regions where it does not walk and would eventually get stuck.

In the first simulation presented we have a droplet confined to its cavity on the right of the domain. The droplet’s oscillations, as shown in Figure 5, indicate a periodic motion in space and time, where time runs vertically with wave traces and droplet position shown at every Faraday period. The parameters used are \( \Gamma = 4.8 \), the geometry as in Figure 4, where both barriers are high with a fluid depth above them equal to 0.02 cm. In the detail in Figure 5 (left), we see a very regular wave sloshing within the cavity, guiding the droplet in a well defined oscillation, switching sides on the face of the wave and never reaching the cavity borders. We also observe a small transmitted wave over to the mid-cavity. In this detail, time runs a little beyond 100\( T_F \). A longer display of this wave-particle interaction is displayed on the right of Figure 5. The well defined periodic oscillator is seen beyond
time $t = 250T_F$. This space-time trace resembles a harmonic oscillator and therefore it is instructive to check its phase space dynamics.

Figure 4. This is a schematic representation of our domain with 3 cavities, all of width 1.2 cm and depth 0.5 cm. The vertical axis represents time in terms of Faraday periods $T_F$. Each wave trace is depicted in a Faraday period, namely, at $t = n \cdot T_F$, $n$ integer. Two barriers (of width 0.4 cm) separate the cavities. The fluid depth above the barrier is small, so that the droplets are confined to their initial cavities. The small dots indicate the droplet’s orbit in time. A small amplitude surface wave is transmitted to the left, over the barrier. There is very little wave-activity in the mid-cavity and no activity in the left cavity. Eventually a second droplet will be placed in the left-most cavity, as indicated by the dot at rest.

At the top in Figure 6 we graph one full cycle of this oscillator. Several cycles are depicted in the graph just below it. Using the single-cycle graph it is instructive to make a few comments. The starting and final points are the same, represented by the dot with a square within. The spikes indicate the contact interval, when the droplet is exerting pressure on the underlying fluid surface. As explained earlier, there is no physical contact of the droplet with the bath, or else it would coalesce. The sudden increase in speed takes place when the particle feels the slope of the underlying pilot-wave. The droplet is accelerated by the wave but then decelerated due to the skin friction with the free surface. Please refer to system (1) and (2). The droplet then has constant speed while flying. As clearly seen through different spike heights, the impact of the underlying Faraday wave varies in time, not always with the same intensity in accelerating the droplet.

On the right of Figure 5, superimposed with the previous simulation, is another simulation where the right barrier height was lowered, so the fluid depth was 0.04 cm. The left barrier still had a fluid depth of 0.02 cm above it. This minor change in the right barrier allowed a slightly stronger transmitted wave, still having a small amplitude. The wave sloshing in the mid-cavity (not displayed) was enough to disturb the nearly uniform oscillations seen in Figure 5 beyond time $t = 250T_F$. The new oscillations, shown up to time $t = 250T_f$, were not uniform in space and displayed a frequency shift in time. It is therefore instructive to see what type of cycle is observed in phase space. As displayed at the end of this subsection, we do not have a simple closed phase-space cycle anymore. We observe some cycles with an excursion larger than before, indicating an external forcing from the mid-cavity.

The left barrier is now lowered to same level as the right barrier and the fluid depth above them is equal to 0.04 cm. The wave activity far away, in the empty left-most cavity, has an impact on the droplet’s oscillations. In Figure 7 we observe an oscillation over a much larger range in space now that both barriers were lowered. The underlying oscillation and wave field displayed are for the case where only the right cavity was lowered. The complexity generated by the wave-mediated forcing at a distance (left cavity) is clearly seen in phase space, as shown at the bottom of Figure 8. The oscillation range is much wider. The particle performs loops (cycles) of various forms. On a longer time interval
the particle might repeat most of these cycles. We will come back to this when we study the joint
dynamics of two droplets.

Figure 5. (a) On the left, a single droplet is confined to the right-most cavity and oscillates uniformly.
The underlying wave sloshing is depicted for the first 100 Faraday periods. The barriers are high with
a fluid depth of only 0.02 cm above each barrier. There is very mild wave activity in the mid-cavity.
(b) On the right graph the droplet dynamics are viewed for two different heights of the right-most
barrier. The left barrier is kept unchanged with a fluid depth of 0.02 cm above it. In black, and running
beyond time $t = 250T_F$, is the case for a fluid depth of 0.02 cm above both barriers. In red is the case
for a lower right barrier, with a fluid depth of 0.04 cm above it. A secondary forcing from a distance is
observed, due to the wave action in the mid-cavity.

Figure 6. Phase plane dynamics for the simulation presented on the left of Figure 5. The black dot
shows the droplet’s starting position, while the dot with an inner square indicates its final position.
(a) At the top: A single cycle in phase space. Each spike represents the contact interval when the
droplet is first accelerated by the underlying surface wave and then slowed down by surface friction.
The spikes are separated by a Faraday period and their duration is $T_F/4$. (b) At the bottom we observe
the effectively periodic motion after many cycles, for a time interval of $500T_F$. 
Figure 7. The droplet dynamics are now viewed for two different heights of the left-most barrier, which is not depicted here. The right barrier is kept unchanged with a fluid depth of 0.04 cm above it. In black, and displayed in the background, is the case for a fluid depth of 0.02 cm above the barrier on the left. In red, displayed in the foreground, is the case where both barriers are lower with a fluid depth of 0.04 cm above them. The more complex droplet oscillation is due to an additional distant forcing arising due to wave transmission reaching the left-most cavity. The wave activity in the left cavity affects the droplet, far away in the right cavity.

Figure 8. Phase plane dynamics for the simulations presented in Figure 7. The black dot shows the droplet’s starting position, while the dot with an inner square indicates its final position. (a) At the top: The droplet dynamics after the right-most barrier was lowered to having a fluid depth of 0.04 cm. The left barrier still had a fluid depth of 0.02 cm. The increased interaction with the mid-cavity is clearly seen through the appearance of cycles of different amplitudes. (b) At the bottom: The left-most barrier is also lowered to having a fluid depth of 0.04 cm above it. There is a small amount of wave activity in the left-most cavity which is enough to affect the oscillator in the right-most cavity far away. The phase space dynamics are much more complex.
4.2. The Underlying Nonlinear Dynamics

We pause briefly in order to highlight the nonlinearity contained in the wave-droplet feedback. First the wave’s feedback upon the droplet. Newton’s law for the droplet’s trajectory equation has ingredients along the lines of a damped mass-spring ODE. In the standard mass-spring model if we allow the (quadratic) potential to oscillate back and forth, in the form \( V(x, t) = (X - \varepsilon \sin(\omega^* t))^2 / 2 \), we have that

\[
m\ddot{X} + d\dot{X} + KX = \varepsilon \sin(\omega^* t). \tag{9}
\]

The values of \( \sqrt{K/m}, \omega^* \) and \( d \ll 1 \) determine the amplitude of oscillations, in particular when close to resonance. To the left of Figure 5, we observe a sinusoidal-like wave sloshing as the droplet performs a harmonic-like oscillation in the right-most cavity. Motivated by this sloshing wave, take as the mass-spring oscillating potential

\[
V(x, t) = -\cos\left(\frac{2\pi}{\lambda_F}X - \varepsilon \sin(\omega^* t)\right). \tag{10}
\]

Without the external periodic forcing this is a damped nonlinear pendulum. Expanding \( dV(X)/dX \) leads to a cubic non-linear “spring” as in Duffing’s equation. Hence, the effective time-dependent potential for an oscillating droplet, confined to a cavity, is quite more complex than the examples mentioned and has a built-in nonlinearity.

The droplet’s feedback onto the system is felt in the wavemaking pressure term \( P_d(x - X_j(t)) \). During each Faraday period, the precise position \( X_j \) for this forcing term is unknown. In the spirit of a free boundary problem, the wave generation term is another nonlinear component in the wave-particle dynamics.

4.3. Two Droplets Interacting at a Distance

Next we consider simulations with two droplets. We want to exhibit regimes where droplet interaction at a distance has special properties, being of course mediated by Faraday waves. The domain geometry is similar to before, where we perform a little change in cavity sizes, now all having width equal to 1.0 cm. The barriers are 0.4 cm wide with a fluid depth of 0.04 cm above them. The shaking strength will initially be set at \( \Gamma = 4.8 \).

For the sake of comparison, in Figure 9 we display the entire domain regarding the oscillation of a single droplet in this 3-cavity scenario. A nearly uniform oscillation is observed, even with these lower barriers. By making the cavity widths a bit smaller, the droplet is more strongly confined in connection with a slightly tighter wave sloshing. In Figure 10 the left droplet is allowed into the dynamics and a mild interaction at a distance is observed. In the left graph of Figure 10, we see that the right droplet’s trace was a bit altered by the presence of the left one. The detail of the wave field is presented to the right. The detail is for a time interval around \( t = 150T_F \). This wave-field detail will be used for a comparison later.

In the simulation presented in Figure 11 the mid-cavity was made deeper. A deeper cavity lowers the Faraday threshold locally and therefore is closer to the unstable resonant regime. Hence a small amplitude wave transmitted over to the mid-cavity might be amplified to establish a stronger interaction with the other droplet. The wave pattern in the middle cavity has dark regions, indicating steeper profiles and more structure. See Figure 11 to the right, and note, for example, at time \( t = 150T_F \).
Figure 9. A droplet oscillates by itself in the right-most cavity. The vertical trace indicates a nearly uniform oscillation of the droplet trapped in the respective cavity.

Figure 10. (a) On the left, we observe two droplets oscillating within their respective cavities. Through transmission over the barriers, the wave-mediated dynamics allow for a mild interaction between the two droplets. (b) On the right graph we observe a detail of the more complex wave-field pattern, in contrast to the simpler wave sloshing seen in Figure 9. The current wave pattern indicates some crossing of information in both directions.

Figure 11. (a) On the left, we observe two droplets oscillating within their respective cavities. The deeper mid-cavity acts as an amplifier for waves transmitted over barriers. This enhanced wave-mediated dynamics allow for a stronger interaction between the two droplets. The vertical (droplet position) traces are more complex than those observed in Figure 10. (b) On the right graph we observe the detail of the wave-field pattern, which is more intense than that from the case in Figure 10. The mid-cavity-amplifier has enhanced the wave-mediated communication between oscillators.
4.4. Kuramoto-Like Spontaneous Synchronization

The celebrated Kuramoto system of ODEs [12,13] became an important phenomenological model in phase transition due to the spontaneous synchronization that can be displayed by its coupled oscillators. The Kuramoto system has been greatly studied, being a nonlinearly coupled system of phase oscillators. This limit-cycle dynamical system focuses on phase dynamics. The model can be used for phase transition from an incoherent to a coherent or partially coherent state. Coherence arises with a phase-locked regime, with all oscillators in synchrony. In Appendix A we briefly introduce this important finite-dimensional model where all oscillators are explicitly coupled by a nonlinear term.

Nachbin, Couchman and Bush [39] presented a laboratory experiment with two droplets oscillating in their respective cavities separated by an empty cavity in the middle. The rectangular cavities had an aspect ratio leading to a one dimensional droplet oscillation. The presence of a second droplet, located two cavities to the left, generated a second harmonic in the right-most oscillations. When the second droplet was removed the second harmonic disappeared. It was the first laboratory evidence that two droplets interact at a distance through their underlying wave field, displaying an inter-cavity forcing. With numerical simulations Nachbin [14] then showed that droplets can spontaneously synchronize even at a distance. Even the possibility of statistical coherence was discovered, where oscillators become identical in a statistical sense. Sáenz et al. [40] presented laboratory experiments showing the collective behavior of droplet oscillations in a 2D lattice. In the present work we explore parameter space indicating how subtle differences in the cavity settings and shaking strengths can establish an adequate scenario for the spontaneous synchronization to take place.

The cavity widths are kept to 1.0 cm and the fluid depth above barriers is increased to 0.06 cm. In the first simulation all cavities have depth equal to 0.5 cm. Since the barriers are lower we expect some interaction between the droplets. This can be readily observed in Figure 12 where nontrivial wave activity is seen in the mid-cavity, even with a slightly weaker shaking strength of $\Gamma = 4.6$. The droplets’ vertical traces in time do not look antisymmetric which indicates they do not synchronize. This is confirmed by animating the droplets’ dynamics in phase space, as seen in the supplementary material Movie01. For a better comparison of the phase space dynamics of the two droplets we reflect the left droplet dynamics about the origin, by multiplying both the position and velocity by $-1$.

In the synchronization cases of interest, we will see one droplet marker exactly on top of the other. We also animate the dynamics of the average position and average velocity, indicated by a a diamond marker. Markers only indicate the droplet position in phase space and are not related to droplet size, which have about 1 mm of diameter. During the time intervals when the diamond marker rests at the origin, the droplets are in synchrony. This is not seen in Movie01 but can be observed in Movie02, mentioned next.

The mid-cavity depth was then increased to 2.0 cm, which lowers the Faraday threshold locally. Transmitted waves to the mid-cavity should enhance, to some degree, the coupling at a distance. We observed a few time intervals in which the droplets were spontaneously in sync. In the interests of space, this simulation is not presented. In order to further enhance the wave-mediated coupling between the droplets, the mid-cavity depth was further increased to 3.0 cm. In the Kuramoto model stronger coupling increases synchronization, namely, through the number of phase oscillators recruited into phase locking. Here we only have two oscillators, so stronger coupling promotes longer periods of spontaneous synchronization. This is observed in the phase-plane animation connected with Figure 13 (supplementary material Movie02). Comparing animations (Movie01 with Movie02) we observe that stronger wave-mediated coupling gives rise to a more consistent set of cycles/loops traversed by both droplets.

One indication of a stronger coupling, promoted by having a deeper mid-cavity, is displayed by comparing the graphs on the right of Figures 12 and 13. The wave fields and droplet traces are, namely, the same up to time $t \approx 40T_F$. In Figure 13 we see that the sudden move to the left of the right-most droplet affects the droplet at the far left. The entire set of standing waves in the mid-cavity
is immediately bent to the left and affects the right droplet’s trace, which is also bent to the left. This is not observed in Figure 12 where the set of standing waves, including those in the left cavity, was not affected.

![Figure 12](image1.png)

**Figure 12.** The shaking intensity is less intense and equal to $\Gamma = 4.6$. On the other hand the barrier heights have been lowered so that the fluid depth above them is equal to 0.06 cm. More wave transmission is being allowed. (a) On the left, we observe two droplets oscillating within their respective cavities. The mid-cavity has the same depth as the side ones and is equal to 0.5 cm. The vertical axis indicates that the simulation goes a bit beyond time $t = 250T_F$. (b) On the right graph we observe a detail of the wave-field pattern. The mid-cavity is allowing for some communication between oscillators due to more wave transmission over both barriers.

![Figure 13](image2.png)

**Figure 13.** The data are similar to those of the simulation in Figure 12, but now the depth of the mid cavity has been increased to 3.0 cm, thereby enhancing communication between droplets. (a) On the left, we observe two droplets oscillating within their respective cavities. The pattern is different from that of Figure 12. The vertical axis indicates that the simulation goes a bit beyond $250T_F$. The deeper mid-cavity acts as an amplifier for waves transmitted over barriers. This enhanced wave-mediated dynamics allow for a stronger interaction between the two droplets. The vertical droplet traces have more structure than before. (b) On the right graph we observe the detail of the wave field pattern. Just after time $t = 40T_F$ we see how the sudden turn to the left of the right droplet causes the other droplet to also move to the left. This was not observed in Figure 12.

In Figure 14 we compare the previous simulation with a new configuration where the mid-cavity is slightly wider, now of width equal to 1.1 cm. This small change of 10% in width affects the long distance transmission between oscillators. The droplet traces, on the right of Figure 14, are completely different from the previous example—for convenience, repeated on the left of Figure 14. With a wider mid-cavity, synchrony degrades. As mentioned in the introduction, and referring to the work of Brumley et al. [16], the precise role played by hydrodynamic coupling in facilitating synchrony is unknown.
Figure 14. (a) On the left, the same simulation as in Figure 13. The vertical axis indicates that the simulation goes a bit beyond $200T_F$. (b) On the right graph, a simulation with a slightly wider mid-cavity, of width equal to 1.1 cm.

5. Discussion

The main goal in this study was to detail the wave-mediated, spontaneous, Kuramoto-like synchronization of droplets oscillating confined to cavities separated by a distance. Our findings relate to the Kuramoto model and to some biological applications, as mentioned in the introduction. Here the nonlinear coupling is more general. It is established through the underlying free surface wave field. Mathematically the coupling is established implicitly in the ODE system through the solution of a PDE system, which through the free surface hydrodynamics, creates an underlying time-dependent potential for the particle/droplet oscillator. There is a nonlinear feedback between oscillators and the wave-mediated coupling mechanism. We explored a certain parameter range but there are several features of interest to be explored and understood in the future.

As mentioned, the hydrodynamic pilot-wave analogy with quantum mechanics is of interest but was not our main goal here. It is important to briefly comment on the work of some authors in quantum mechanics with an interest in wave-mediated dynamics. de la Peña et al. [41] have produced a great amount of work in stochastic eletrodynamics (SED). The SED modeling considers, for example, a charged particle on a zero-point, randomly vibrating energy background [42]. Valdés-Hernández, de la Peña and Cetto [42] showed how the wave-mediated dynamics, in the SED case, lead to non-separable bipartite dynamics which relate to entanglement.

In conclusion, further research in wave-mediated particle dynamics is of broad interest to applications, and for stimulating work regarding the underlying mathematical theory.
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Appendix A. The Kuramoto Model

Consider the phase dynamics of $N$ coupled oscillators [12,13], where the respective cycle-amplitudes are not so important. In this class of problems we have the celebrated Kuramoto model given as

$$\dot{\theta}_i = \omega_i + \sum_{j=1}^{N} K_{ij} \sin(\theta_j - \theta_i), i = 1, \ldots, N,$$

(A1)
where $\theta_i$ is the phase and $\omega_i$ is the oscillator’s natural frequency, while $K_{ij}$ are the coefficients of the coupling matrix regarding oscillator-i with oscillator-j. The natural frequencies $\omega_i$ can be randomly chosen from a Gaussian distribution. Incoherence refers to a state in which dynamically every phase is equally probable [12]. Phase-locking indicates that all oscillators have evolved to the same frequency. An order parameter $R$ controls phase coherence: $R = \left| \frac{1}{N} \sum_{j=1}^{N} e^{i \theta_j} \right|$, where $0 \leq R \leq 1$. The larger $R$ the greater is the degree of coherence. Different coupling matrix models are found in Acebrón et al. [12].

In our present model the phase-coupling is performed implicitly and dynamically through the free surface hydrodynamics. There are no equations explicitly coupling the oscillators. Here the droplets generate waves at discrete, short periods of time, namely, for 1/4 of the Faraday period. The wave-cavity interaction creates a time-varying potential $V(X,t)$ for the oscillators.

This dynamic-potential $V(X,t)$ is controlled by the free surface hydrodynamics. In the spirit of a free boundary problem, this ingredient adds great mathematical difficulty to the present problem.
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