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Abstract—Accelerated life-testing (ALT) is a very useful technique for examining the reliability of highly reliable products. It allows testing the products at higher than usual stress conditions to induce failures more quickly and economically than under typical conditions. A special case of ALT are step-stress tests that allow experimenter to increase the stress levels at fixed times. This paper deals with the multiple step step-stress model under the cumulative exposure model with lognormally distributed lifetimes in the presence of Type-II and Progressive Type-II censoring. For this model, the maximum likelihood estimates (MLE) of its parameters, as well as the corresponding observed Fisher Information Matrix (FI), are derived. The likelihood equations do not lead to closed-form expressions for the MLE, and they need to be solved by means of an iterative procedure, such as the Newton-Raphson method. We then evaluate the bias and mean square error of the estimates and provide asymptotic and bootstrap confidence intervals. Finally, in order to assess the performance of the confidence intervals, a Monte Carlo simulation study is conducted.
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I. INTRODUCTION

NOWADAYS, most manufactured products are highly reliable with large lifetimes that result in large costs and high experimental times when testing them under typical conditions. In those cases, when conventional life-testing become useless, the reliability experimenter may adopt accelerated life-testing, wherein the experimental units are subjected to higher stress levels than under normal operating conditions. Accelerated life tests (ALT) are used to quickly obtain information on the life time distribution of products by testing them at higher than nominal levels of stress to induce early failures (see, for example, [1] or [2]). Furthermore, ALTs allow to examine the effect of stress factors, such as pressure or temperature, on the lifetimes of experimental units. Data collected from ALT needs to be fitted to a model that relates the lifetime to stress and estimate the parameters of the lifetime distribution under normal conditions. This requires a model to relate the levels of stress to the parameters of the lifetime distribution. One such model is the \textit{cumulative exposure model} introduced by [3] and discussed further by [4] and [5], among others.

Accelerated life-testing may be performed either at increasing or constant high stress levels. In practice, constant stress ALT leads to very few failures within the experimental time, reducing the effectiveness of accelerated testing. A particular case of accelerated testing is the \textit{step-stress model}, which allows for a change of stress in steps at various intermediate stages of the experiment[1]. Specifically, a random sample of \( n \) units is placed on a life test at an initial stress level \( x_1 \). At prefixed times \( \tau_1, \tau_2, \ldots, \tau_{m-1} \), the stress levels are increased to \( x_2, x_3, \ldots, x_m \), respectively. In this paper, we assume both Type-II censoring, where the experiment terminates when a pre-specified number \( r \) \((r < n)\) of failures is observed (the remaining units are called censored); and Progressive Type-II censoring, where a predetermined number of survival units is removed from the test whenever a failure occurs and, again, the experiment terminates when a pre-specified number of failures is reached.

The step-stress model has been discussed extensively in the literature. \([3, 7, 8, 9, 10]\) and \([11]\) have all considered inferences for the step-stress model assuming exponential lifetimes based on different censoring schemes. \([12]\) and \([13]\) discussed the determination of optimal time \( \tau_1 \) at which to change the stress level from \( x_1 \) to \( x_2 \) in the case of a simple step-stress model \((m = 1)\). Under progressive Type-II censoring, \([14]\) developed both inference and optimal progressive scheme. While all these discussions dealt with exponential step-stress models, \([15]\) and \([19]\) examined inferential methods and \([17]\) studied optimal progressive plans under Weibull distributed lifetimes. \([11]\) and \([18]\) have developed simple and multiple step-stress models, respectively, with lognormally distributed lifetimes and Type-I censoring. For a comprehensive review on step-stress models refer to \([19, 20, 21]\). \([22]\) also provides a detailed review of work on exact inferential procedures for exponential step-stress models as well as associated optimal design of step-stress tests. One may refer to \([23]\) for an overview of various developments relating to progressive censoring.

In this paper we deal with the step-stress model with lognormally distributed life times and Type-II and progressive Type-II censoring. In particular, a multiple step-stress model where the location parameters \( \mu_i \) of the lognormally distributed lifetimes in each step are given by the linear link function: \( \mu_i = \gamma_0 + \gamma_1 x_i \) is developed. Assuming a link function permits avoiding estimating one location parameter per step, as only \( \gamma_0 \) and \( \gamma_1 \) need to be estimated independently.

\footnote{Stress factors can include humidity, temperature, voltage, load or any other factor that directly affects the life of the products.}
of $m$. Furthermore, it allows obtaining the parameters of the lognormal life time distribution for whatever lever of stress $x_i$. \cite{13} also use a linear link function in their multiple step-stress model, but, as already mentioned, they assume Type-I censoring. When assuming this link function, some physical models, such as the Arrhenius equation or the Inverse Power relationship, can be applied, which permits modeling more real situations. Assuming that the accelerating stress variable $V$ is positive, then the inverse power relationship is given by:

$$T = AV^\eta,$$

where $A$ and $\eta$ are parameters characteristics of the product, the test method, etc. We can obtain the inverse power law by performing the following transformation: $x_i = \log(V_i)$. According to the Arrhenius rate law \cite{24}, the rate of a simple chemical reaction depends on temperature as follow:

$$T = A \exp \left\{ \frac{E}{kV} \right\},$$

where $T$ is the nominal life time, $E$ is the activation energy of the reaction, $k$ is Boltzmann’s constant, $8.6173 \times 10^{-5}$ electron-volts per kelvin degree, $V$ is the absolute Kelvin temperature and $A$ is a constant that is characteristic to the product failure mechanism and test conditions. The Arrhenius life-temperature relationship can be obtained by performing the following transformation on our log-link function: $x_i = \frac{1}{kV}$. In the examples shown in this paper, we assume the stress level is the temperature and the way it affects the lifetime follows the Arrhenius law.

As already stated, we further assume that the lifetime of a test unit at stress level $x_i$ follows a lognormal distribution, such that:

$$
\log(T_i) = \gamma_0 + \gamma_1 x_i + \epsilon, \quad \epsilon \sim N(0, \sigma^2)
$$

$$E[\log(T_i)] = \gamma_0 + \gamma_1 x_i = \mu_i$$

$$\log(T_i) \sim N(\mu_i, \sigma^2).$$

The rest of the paper is organized as follows. Section \ref{section2} and \ref{section3} deal with the Multiple Step-Stress model under Type-II and Progressive Type-II censoring, respectively, deriving their associate likelihood function, maximum likelihood estimates and Fisher information matrix. In Section \ref{section4} we show how to construct asymptotic and bootstrap confidence intervals for the parameters. We present an illustrative example in Section \ref{section5} and Section \ref{section7} includes a Monte Carlo simulation study used to evaluate the performance of the methods previously proposed. Finally, in Section \ref{section8} we include some conclusions and future research lines.

II. MULTIPLE STEP-STRESS MODEL UNDER TYPE-II CENSORING

A multiple step-stress testing experiment under a Type-II censoring scheme can be constructed as follows. Let $x_1, x_2, \ldots, x_m$ be the stress levels (in the examples below the stress level is temperature), such that $x_1 < x_2 < \cdots < x_m$. A random sample of $n$ experimental units are placed on a lifetime test at an initial stress level of $x_1$. Then, at a prefixed time $\tau_1$, the stress level is changed to $x_2$; next, at time $\tau_2$, the stress level is changed to $x_3$, and so on. The test is finished when the total number of failed units reaches $r$. For $i = 1, 2, \ldots, m$, let $n_i$ be the number of units failed at stress level $x_i$ (i.e., in the time interval $[\tau_{i-1}, \tau_i]$), and $\eta_{i,j}$ denote the $j$th ordered failure time out of $n_i$ units at level $x_i$, $j = 1, 2, \ldots, n_i$.

At stress level $x_i$, the life time $T_i$ of a test unit is assumed to follow a lognormal distribution with location and scale parameter $\mu_i$ and $\sigma$, respectively; whose Cumulative Distribution Function (CDF) and Probability Density Function (PDF) are given by:

$$F_i(t; \mu_i, \sigma) = \Phi \left( \frac{\log(t) - \mu_i}{\sigma} \right)$$

and

$$f_i(t; \mu_i, \sigma) = \frac{1}{\sigma t \sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \frac{\log(t) - \mu_i}{\sigma} \right)^2 \right\},$$

respectively.

The location parameters $\mu_i$ are given by the following linear link function

$$\mu_i = \mu(x_i) = \gamma_0 + \gamma_1 x_i,$$

and the scale parameter $\sigma$ is assumed to be free of the stress levels. Therefore, we will need to estimate the regression parameters $\gamma_0$ and $\gamma_1$ (that will give us the relation between the life time and the stress level) as well as the scale parameter.

We further assume that the data comes from a cumulative exposure model, which is the most prominent and commonly used model in the analysis of data observed from step-stress experiments. This model relates the lifetime distribution of experimental units at one stress level to the distributions at preceding stress levels by assuming specifically that the residual life of the experimental units depends only on the cumulative exposure the units have experienced, with no memory of how this exposure was accumulated. The cumulative exposure of the units is measured as the probability of failing up to that time considering the previous stress levels.

At each step $i$, we assume that the lifetime at that specific step (i.e., $t - \tau_{i-1}$, as $\tau_{i-1}$ units of time are spent in the previous steps) follows a log-normal distribution with parameters $\mu_i$ and $\sigma$. However, the units placed in the test have suffered some “damage” before step $i$ (because of the previous exposure to high levels of stress), that needs to be taken into account. This is obtained by adding an artificial extra time $(s_{i-1})$ to the lifetimes at each stress level $(i)$ to reflect the exposure suffered at previous levels. As the exposure is reflected in the survival probability, $s_{i-1}$ is given by the equation

$$F_i(s_{i-1}; \mu_i; \sigma) = F_{i-1}(\tau_{i-1} + s_{i-2} - \tau_{i-2}; \mu_{i-1}, \sigma),$$

where $\tau_0 = 0$, $s_0 = 0$, and $F_i(t; \mu_i, \sigma)$ is given by Equation \ref{equation1}.

Figure \ref{figure1} shows the CDF of a test unit under the cumulative exposure model of a multiple step-stress model ($G(t)$). The construction of the global CDF from the CDF on each step ($F_i(t; \mu_i, \sigma)$) is also shown. Note that the lifetime distributions are shifted in order to get a continuous final function, where the shift parameter is $\tau_{i-1} - s_{i-1}$ for the $i$-th function.
Cumulative Exposure Model

Under the cumulative exposure model, the CDF of the lifetime of a test unit under a multiple step-stress model is given by

\[
G(t) = F_i(t + s_{i-1} - \tau_{i-1}; \mu_i, \sigma),
\]

for \(\tau_{i-1} < t \leq \tau_i, \quad i = 1, 2, \ldots, m - 1,
\]

\[
G(t) = 1 - G(t_{m,n})
\]

where \(s_{i-1}\) is given by the solution to (4), i.e., \(s_{i-1} = (\tau_{i-1} + s_{i-2} - \tau_{i-2}) \exp(\mu_i - \mu_{i-1})\) (or equivalently \(s_{i-1} = \sum_{h=2}^{i} (\tau_{h-1} - \tau_{h-2}) \exp(\mu_i - \mu_{h-1})\)). The PDF of a test unit \(g(t)\) can be derived taking derivatives on the corresponding CDF function \(G(t)\) in (5).

A. Likelihood estimation of model parameters

The likelihood function for the parameter vector \(\theta = (\gamma_0, \gamma_1, \sigma)\) based on the observed data is

\[
L(\theta) = \frac{n!}{(n-r)!} \left\{ \prod_{i=1}^{m} \left[ \prod_{j=1}^{n_i} g(t_{i,j}) \right] \right\} [1 - G(t_{n,m})]^{n-r}.
\]

Note that there is no need to impose any restriction to the number of failures at each step for the MLE of \(\gamma_0, \gamma_1\) and \(\sigma\) to exist, even though during some periods (but not more than \(m - 2\)) no failures are observed\(^2\). By substituting (3) and (5) in (6), the log-likelihood function of \(\theta\) can be written as

\[
l(\theta) \propto -r \log \sigma - \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j}^2 - \sum_{i=1}^{m} \sum_{j=1}^{n_i} t_{i,j}' + (n-r) \log \{1 - \Phi(z_{m,n})\},
\]

where \(\log\) is the natural logarithm and

\[
t_{i,j}' = \log(t_{i,j} + s_{i-1} - \tau_{i-1}),
\]

\[
z_{i,j} = \frac{t_{i,j}' - (\gamma_0 + \gamma_1 x_i)}{\sigma}.
\]

Upon differentiating the log-likelihood function of \(\theta\) in (7) with respect to \(\gamma_0, \gamma_1\) and \(\sigma\), we obtain the following likelihood equations:

\[
\frac{\partial l(\theta)}{\partial \gamma_0} = \frac{1}{\sigma} \left[ \sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j} + (n-r) \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right]
\]

\[
\frac{\partial l(\theta)}{\partial \gamma_1} = -\sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j} \beta_{i,j} - \sum_{i=1}^{m} \sum_{j=1}^{n_i} \beta_{i,j}'
\]

\[
- (n-r) \frac{\phi(z_{m,n,m}) \beta_{m,n,m}}{1 - \Phi(z_{m,n,m})}
\]

\(^2\)This is an important advantage of using a link function. If we were to estimate the location parameters \(\mu_i\) directly, then we will have to impose \(n_i > 0, \forall i\) in order to get all the estimates.
\[
\frac{\partial l(\theta)}{\partial \sigma} = \frac{1}{\sigma} \left[ -r + \sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j}^2 + (n-r) \frac{z_{m,n,m}}{1 - \Phi(z_{m,n,m})} \right]
\]

where
\[
\begin{align*}
\beta_{1,i,j}^1 &= \frac{\partial z_{i,j}}{\partial \gamma_1} = \frac{\beta_{2,i,j}^2}{\sigma}, \\
\beta_{1,i,j}^2 &= \frac{\partial l_{i,j}}{\partial \gamma_1} = \frac{\beta_{3,i,j}^3}{\tau_{i,j} + \tau_{i-1} - \tau_{i-1}}, \\
\beta_{1,i,j}^3 &= \frac{\partial \gamma_1}{\partial \gamma_1} = \sum_{h=2}^{i} (\tau_{h-1} - \tau_{h-2}) (x_i - x_{h-1}) \\
&\times \exp\{\gamma_1(x_i - x_{h-1})\}.
\end{align*}
\]

The MLEs of \( \theta = (\gamma_0, \gamma_1, \sigma) \) are then obtained by simultaneously solving the following nonlinear equations:
\[
\begin{pmatrix}
\frac{\partial l(\theta)}{\partial \theta} \\
\frac{\partial l(\theta)}{\partial \sigma} \\
\frac{\partial l(\theta)}{\partial \gamma_1}
\end{pmatrix} = \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]

Since explicit solutions do not exist for \( \beta_{1,i,j}^1, \beta_{1,i,j}^2, \beta_{1,i,j}^3 \), numerical methods such as the Newton-Raphson procedure need to be used to compute the MLE of \( \theta \).

### B. Fisher Information Matrix

The Fisher information matrix, which is the inverse of the variance-covariance matrix of the MLE of the vector parameter \( \theta \), denoted by \( \mathcal{F}(\theta) \), is given by
\[
\mathcal{F}(\theta) = E \left\{ \left[ \frac{\partial}{\partial \theta} l(\theta) \right]^2 \right\} = -E \left[ \frac{\partial^2}{\partial \theta^2} l(\theta) \right],
\]
and can be approximated by the observed fisher information matrix \( \mathcal{I}_{obs}(\theta) \) which is the symmetric matrix
\[
\mathcal{I}_{obs}(\theta) = \mathcal{I}_{obs}(\gamma_0, \gamma_1, \sigma) = (O_{ij}) = \left[ -\frac{\partial^2}{\partial \theta_i \partial \theta_j} l(\theta) \right],
\]
where \( \theta = (\theta_1, \theta_2, \theta_3) = (\gamma_0, \gamma_1, \sigma) \). Given the log-likelihood function \( l(\theta) \) in (11), the elements of the observed fisher information matrix can be found in (17)-(22) at the top of the following page, where
\[
\begin{align*}
\beta_{1,i,j}^4 &= \frac{\partial \beta_{1,i,j}^3}{\partial \gamma_1} = \frac{\beta_{2,i,j}^5}{\sigma}, \\
\beta_{1,i,j}^5 &= \frac{\partial \beta_{2,i,j}^5}{\partial \gamma_1} = \frac{1}{(t_{i,j} + s_{i-1} - \tau_{i-1})} \sum_{h=2}^{i} (\tau_{h-1} - \tau_{h-2}) \\
&\times (x_i - x_{h-1})^2 \exp\{\gamma_1(x_i - x_{h-1})\} - (\beta_{1,i,j}^3)^2.
\end{align*}
\]

### III. MULTIPLE STEP-STRESS MODEL UNDER PROGRESSIVE TYPE-II CENSORING

In this section a multiple step-stress model under progressive Type-II censoring is developed. A progressively Type-II censored sample is observed as follows. \( n \) identical units are placed on a life-testing experiment, and \( r \) and \( R_k \) (\( k = 1, \ldots, r \)) are fixed in advance, such that \( R_k = n - r - R_1 - \cdots - R_{k-1} \). At the time of the first failure, \( R_1 \) of the \( n - 1 \) surviving units are randomly removed from the experiment; at the time of the second failure, \( R_2 \) of the \( n - 2 \) surviving units are randomly removed from the experiment, and so on; the test continues until the \( r \)-th failure occurs at which time all the remaining \( R_r \) surviving units are removed.

If \( R_1 = \cdots = R_r = 0 \), then \( n = r \) which corresponds to the complete sample situation. If \( R_1 = \cdots = R_{r-1} = 0 \), then \( R_r = n - r \) which corresponds to the conventional Type-II censoring scheme utilized in Section II.

The main advantage of Progressive Censoring is that it permits obtaining more information about the lifetimes of the units without the need of exposing all units to high levels of stress, and therefore, with lower associated costs.

Again, at stress level \( x_i \), the life time \( T_i \) of a test unit is assumed to follow a lognormal distribution with parameters \( \mu_i \) and \( \sigma \) and CDF and PDF given in (1) and (2), respectively. We further assume the cumulative exposure model and, hence, the CDF of the lifetime of a test unit under a multiple step-stress model is given by (5).

Following the lines of Sections II-A and II-B, the likelihood function for the parameter vector \( \theta = (\gamma_0, \gamma_1, \sigma) \) based on the observed data is
\[
L(\theta) = C \prod_{j=1}^{m} \left\{ \prod_{i=1}^{n_i} g(t_{i,j}) [1 - G(t_{i,j})]^{R_{k(i,j)}} \right\},
\]
where \( i(j) \) refers to the ordered position of the \( (i,j) \)-th unit in the global sample and \( C \) is given by:
\[
C = \prod_{j=1}^{m} \left\{ \sum_{k=i}^{r} (R_k + 1) \right\}.
\]

Therefore, the maximum likelihood estimates \( \hat{\gamma}_0, \hat{\gamma}_1 \) and \( \hat{\sigma} \) can be obtained by solving the following likelihood equations:
\[
\frac{\partial l(\theta)}{\partial \gamma_0} = \frac{1}{\sigma} \left[ \sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j} + \sum_{i=1}^{m} \sum_{j=1}^{n_i} R_{k(i,j)} \frac{\phi(z_{i,j})}{1 - \Phi(z_{i,j})} \right] = 0
\]
\[
\frac{\partial l(\theta)}{\partial \gamma_1} = -\sum_{i=1}^{m} \sum_{j=1}^{n_i} z_{i,j} \beta_{1,i,j}^3 - \sum_{i=1}^{m} \sum_{j=1}^{n_i} \beta_{2,i,j}^5 \\
- \sum_{i=1}^{m} \sum_{j=1}^{n_i} R_{k(i,j)} \frac{\phi(z_{i,j})}{1 - \Phi(z_{i,j})} \beta_{1,i,j}^1 = 0
\]
O_{11} &= \frac{\partial^2 l(\theta)}{\partial \gamma_0^2} = \frac{1}{\sigma^2} \left\{ -r + (n-r) \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right] \right\} \\
O_{22} &= \frac{\partial^2 l(\theta)}{\partial \gamma_1^2} = -\sum_{i=1}^{m} \sum_{j=1}^{n} \left[ (\beta_{i,j}^1)^2 + z_{i,j} \beta_{i,j}^2 + \beta_{i,j}^0 \right] \\
& \quad - (n-r) \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ \beta_{m,n,m}^2 - (\beta_{m,n,m}^1)^2 \left( z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right) \right] \\
O_{33} &= \frac{\partial^2 l(\theta)}{\partial \sigma^2} = 1 \frac{1}{\sigma^2} \left\{ -r + 3 \sum_{i=1}^{m} \sum_{j=1}^{n} z_{i,j}^2 + (n-r) \frac{z_{m,n,m} \phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ 1 - z_{m,n,m} \left( z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right) \right] + 2 \sum_{i=1}^{m} \sum_{j=1}^{n} z_{i,j} \right\} \\
O_{12} &= \frac{\partial^2 l(\theta)}{\partial \gamma_0 \partial \gamma_1} = 1 \left\{ \sum_{i=1}^{m} \sum_{j=1}^{n} \beta_{i,j}^1 - (n-r) \frac{\beta_{m,n,m}^1 \phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right] \right\} \\
O_{13} &= \frac{\partial^2 l(\theta)}{\partial \gamma_0 \partial \sigma} = -1 \frac{1}{\sigma^2} \left\{ (n-r) \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ 1 - z_{m,n,m} \left( z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right) \right] \right\} + 2 \sum_{i=1}^{m} \sum_{j=1}^{n} z_{i,j} \\
O_{23} &= \frac{\partial^2 l(\theta)}{\partial \gamma_1 \partial \sigma} = 1 \left\{ (n-r) \frac{\beta_{m,n,m}^1 \phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \left[ 1 - z_{m,n,m} \left( z_{m,n,m} - \frac{\phi(z_{m,n,m})}{1 - \Phi(z_{m,n,m})} \right) \right] + 2 \sum_{i=1}^{m} \sum_{j=1}^{n} z_{i,j} \beta_{i,j}^1 \right\} 

\frac{\partial l(\theta)}{\partial \sigma} = \frac{1}{\sigma} \left[ -r + \sum_{i=1}^{m} \sum_{j=1}^{n} z_{i,j}^2 \right. \\
& \quad + \sum_{i=1}^{m} \sum_{j=1}^{n} R_{k(i,j)} z_{i,j} \frac{\phi(z_{i,j})}{1 - \Phi(z_{i,j})} \right] = 0, \quad (23)

where t_{i,j}, z_{i,j}, \beta_{i,j}^1 and \beta_{i,j}^2 are as given in the preceding section.

Again, as explicit solutions do not exist for (15)-(23), numerical methods such as the Newton-Raphson procedure need to be used to compute the MLE of \( \theta \).

Finally, the elements of the observed information matrix \( \mathcal{I}_{obs}(\theta) \) as defined in (13), where \( \theta = (\theta_1, \theta_2, \theta_3) = (\gamma_0, \gamma_1, \sigma) \) can be found in Sections II and III, for the cases of Type-II and progressive Type-II censoring schemes, respectively.

IV. INTERVAL ESTIMATION OF MODEL PARAMETERS

In this section, we propose different methods of constructing confidence intervals (CI) for the parameter vector \( \theta \). In particular, approximate and bootstrap CI are shown as the exact distributions of the MLEs are not explicit.

A. Normal approximation of the MLE

The approximate confidence intervals for the unknown model parameters are based on the asymptotic distribution of the MLEs of \( \theta \) given by

\[ \hat{\theta} - \theta \overset{d}{\rightarrow} N(0, V) \]

where \( V(\theta) \) is the Cramer-Rao lower bound given by the inverse of the Fisher information matrix \( F(\theta) \). Since an explicit expression can not be derived for \( F(\theta) \), we use the observed information matrix \( \mathcal{I}_{obs}(\theta) \) to estimate \( F(\theta) \), as already mentioned. Let

\[ \mathcal{I}_{obs}^{-1}(\hat{\theta}) = \begin{pmatrix} V_{11} & V_{12} & V_{13} \\ V_{21} & V_{22} & V_{23} \\ V_{31} & V_{32} & V_{33} \end{pmatrix}, \]

be the variance-covariance matrix of \( \hat{\theta} \), with \( \mathcal{I}_{obs} \) as given in Sections II and III for the cases of Type-II and progressive Type-II censoring schemes, respectively.

Based on Slutsky’s Theorem, we can show that the pivotal quantities \( Z_{\theta_i} = (\hat{\theta}_i - \theta_i)/\sqrt{V_{ii}} \), \( i = 1, 2, 3 \), converge in distribution to the standard normal distribution. Therefore, two-sided 100(1-\( \alpha \))% approximate CIs for \( \theta \) are given by:

\[ \hat{\theta}_i \pm z_{1-\alpha/2} \sqrt{V_{ii}}, \quad i = 1, 2, 3, \]

where \( z_{1-\alpha/2} \) is the upper \( \alpha/2 \) percentile of the standard normal distribution. Note that these CIs are valid for both Type-II and progressive Type-II censoring schemes by changing the observed fisher information matrix \( \mathcal{I}_{obs}(\theta) \).

B. Bootstrap Confidence Intervals

The bootstrap method, which is one of a broader class of resampling methods, uses Monte Carlo sampling to generate an empirical sampling distribution of the estimate \( \hat{\theta} \) (see [24] for more details on bootstrap methods). Therefore, before explaining how the limits of the confidence intervals are computed, we first present the algorithm used for simulating the required bootstrap Type-II and progressive Type-II censored data.

**Bootstrap Sample:**

Step 1. Compute the MLE \( \hat{\theta} \) of the parameters, given the censored data along with the pre-fixed times \( \tau_1, \ldots, \tau_{m-1} \).
Step 2. For the case of Type-II censoring, generate \( n \) random observations from a Uniform(0,1) distribution, sort them and keep the first \( r \) simulations. Contrary, for the case of progressive Type-II censoring, use the algorithm of [26]. Finally, for both cases denote the corresponding order statistics by \( \{U_{1:r}, \ldots, U_{r:r}\} \).

Step 3. Find \( n_1 \) such that
\[
U_{n_1:r} < \Phi \left( \frac{\log(\tau_1) - (\hat{\gamma}_0 + \hat{\gamma}_1 x_1)}{\hat{\sigma}} \right) < U_{n_1+1:r}.
\]
For \( l = 1, \ldots, n_1 \), set
\[
t^*_1, l = \exp\{\hat{\sigma}\Phi^{-1}(U_{l:r}) + (\hat{\gamma}_0 + \hat{\gamma}_1 x_1)\}.
\]

Step 4. For \( i = 2, \ldots, m - 1 \), find \( n_i \), such that
\[
\frac{1}{\sum_{j=1}^{n_i} n_{j:r}} < \Phi \left( \frac{1}{\hat{\sigma}} \left( \log(\tau_i + \hat{s}_{i-1} - \tau_{i-1}) \right. \right.
\]
\[
- \left. \left( \hat{\gamma}_0 + \hat{\gamma}_1 x_1 \right) \right) \right) < 1 + \sum_{j=1}^{n_i} n_{j:r},
\]
where \( \hat{s}_{i-1} \) is the MLE of \( s_{i-1} \). Furthermore, for \( l = \sum_{j=1}^{n_j} n_{j} + 1, \ldots, \sum_{j=1}^{n_j} n_{j} \) set
\[
t^*_l, i = \tau_{i-1} - \hat{s}_{i-1} + \exp\left\{\hat{\sigma}\Phi^{-1}(U_{l:r})\right\}
\]
\[
+ (\hat{\gamma}_0 + \hat{\gamma}_1 x_1)\right\}.
\]

Step 5. Set \( n_m = r - \sum_{j=1}^{m-1} n_j \) and for \( l = \sum_{j=1}^{m-1} n_j + 1, \ldots, r \) set
\[
t^*_m, l = \exp\left\{\hat{\sigma}\Phi^{-1}(U_{l:r}) + (\hat{\gamma}_0 + \hat{\gamma}_1 x_m)\right\}
\]
\[
+ \tau_{m-1} - \hat{s}_{m-1}.
\]

Step 6. Compute the MLEs \( \hat{\gamma}_0^*, \hat{\gamma}_1^* \) and \( \hat{\sigma}^* \) based on \( \{t^*_1,1, \ldots, t^*_1, n_1, \ldots, t^*_m, n_m\} \).

Step 7. Repeat Steps 2-6 \( B \) times and arrange all \( \hat{\gamma}_0^*, \hat{\gamma}_1^* \) and \( \hat{\sigma}^* \) values in ascending order to obtain the corresponding bootstrap sample
\[
\{\hat{\theta}^{[1]}_k, \hat{\theta}^{[2]}_k, \ldots, \hat{\theta}^{[B]}_k\}, \quad k = 1, 2, 3,
\]
where \( \hat{\theta}^{[k]} = (\hat{\gamma}_0^k, \hat{\gamma}_1^k, \hat{\sigma}^k) \).

**Percentile Bootstrap CI:** The percentile interval uses the quantiles of the bootstrap distribution to obtain a confidence interval. In particular, a two-sided 100(1 - \( \alpha \))\% percentile bootstrap confidence interval for \( \theta_k \) is
\[
\left( \hat{\theta}^{[B - \frac{\alpha}{2}]}_k, \hat{\theta}^{[B + \frac{\alpha}{2}]}_k \right), \quad k = 1, 2, 3.
\]

**V. ILLUSTRATIVE EXAMPLE**

Let us consider the simulated data presented in Table II for a 3-step step-stress model with sample size \( n = 35, 20\% \) of censored data and \( \tau_1 = 95, \) and \( \tau_2 = 97.5 \) for the choice of parameters \( \gamma_0 = 0.76, \gamma_1 = 0.107 \) and \( \sigma = 0.05. \) As it will be shown in the following section, this parameters have been selected to represent a real situation where the temperature is the stress factor.

For these data, the MLEs of \( \gamma_0, \gamma_1 \) and \( \sigma \) and the corresponding standard errors were all determined from the formulas in Section III for different censoring schemes, where the censored units have been selected randomly among the possible one[3]. The approximate and bootstrap confidence intervals, as well as the estimates and standard errors, are

---

3For convenience, we have used a special notation in the tables for the progressive censoring schemes. For example, \((3^*0, 4)\) denotes the progressive censoring scheme \((0, 0, 0, 4).\)
shown in Table I. As it can be seen in the tables, the smallest standard errors are obtained for the progressive censoring schemes (in particular, they achieve the smallest value in the case where the censorship takes place in the middle values). Moreover, note that the worst results are obtained for the classical Type-II censoring, as the standard errors are larger and the confidence intervals wider.

Finally, a hypothesis test over $\gamma_1$ has been conducted to test if it is significatively positive ($H_0 : \gamma_1 \leq 0$; $H_1 : \gamma_1 > 0$), i.e., if the stress level has a real influence on the lifetime. For that purpose, a $t$-test using as the variance the corresponding value in the observed FI matrix and a bootstrap test based on unilateral CI were carried out leading to $p$-values smaller than 0.01 in both cases. Therefore, as expected, the parameter $\gamma_1$ is significatively positive or, in other words, temperature influences lifetime of test units.

In order to evaluate the convenience of an accelerated-life test, it is important to test the effect of the stress to confirm that it is the cause of the earlier failures.

VI. SIMULATION STUDY

In order to evaluate the performance of the methods described in the preceding sections, i.e., point and interval estimation, a Monte Carlo simulation study has been conducted. In this simulation study, we have used two sample sizes $n = 35$ and $75$ with different proportions of censoring, e.g. $60\%$ and $20\%$, and three censoring schemes (corresponding to: a) complete left censored; b) classical Type-II or complete right censored; and c) balanced progressive scheme, where we have used the special notation explained in Section V and two number of steps: $m = 2$ and $m = 3$.

So as to represent a real situation, we have used the parameters of the Arrhenius law. In particular, we have assumed the temperature stress levels (in Celsius degrees) and the mean lifetimes (in units of time) to be: $x_1 = 50^\circ C$, $E[T_1] = 100$, $x_2 = 150^\circ C$, $E[T_2] = 40$ and $x_3 = 300^\circ C$, $E[T_3] = 20$. So as to evaluate the influence of large variance, two different values of $\sigma$ (0.05 and 0.2) are considered, which are derived from the assumption that the standard deviation of the lifetime at the first stress level are 5 and 20 units of time, respectively. Moreover, the values of $\gamma_0 = 0.76$ and $0.71$ and $\gamma_1 = 0.107$ and 0.108 are obtained by applying the formulas of the mean and variance of the lognormal distribution and the Arrhenius law. Finally, the values of $\tau_1$ and $\tau_2$ are computed such that the probability of failure before $\tau_1$ is $20\%$ and between $\tau_1$ and $\tau_2$ is $40\%$.

For each setting, the bias and Mean Square Error (MSE) for $\gamma_0$, $\gamma_1$ and $\sigma$, based on 1000 simulated samples, are estimated and reported in Tables III and IV. The corresponding coverage probabilities and interval lengths of the $90\%$, $95\%$ and $99\%$ approximate and bootstrap confidence (500 bootstrap replications) intervals are also presented in the tables.

Additionally, for the sake of understanding, we have represented the relative bias and relative MSE (which can be obtained by dividing the corresponding bias and MSE by the value of the parameter) in Figures 2-5, where the x-axis of all the figures contains the number of failures (non-censored units) of each scenario. Note that the first and third ones correspond to high levels of censoring, while the second and fourth ones correspond to low ones. The lower plot of Figures 2 and 3 shows an enlargement of the upper figures, so as to better evaluate the values close to 0. On the contrary, in the lower plot of Figures 2 and 3 we have removed the values for the classical Type-II censoring scheme, as it provides much worse results. Through a combination of shapes and colours, Figures 2 and 3 permit comparing censoring schemes and parameters, whereas Figures 4 and 5 compare variability level and number of stress levels.

Regarding confidence intervals, Figures 6 and 7 contain the coverage probabilities and interval lengths of the CIs associated with parameter $\gamma_0$. Again, the x-axis contains the number of failures (non-censored units) of each scenario. Moreover, we have skipped the complete right censoring schemes because of the bad results it gives (see Tables III and IV). Conclusions refering to other parameters are made based on the values of Tables III and IV.

For the simulation studies presented here, and others carried out for different values for the parameters (not presented here for the sake of conciseness), we can make the following observations:

- Classical Type-II censoring (i.e., complete right censoring) leads to worse results in terms of all quantities evaluated in this simulation study, mainly for $k$ equal to 3. Regarding bias and MSE, Figures 2 and 3 show that this censoring scheme (represented by a circle) is the one further from 0. For the case of $\gamma_0$, this type of censoring schemes leads to a very large underestimation and small precision of the parameter. $\gamma_0$ is represented in red color in Figures 2 and 3. It can be seen that red circles lead to very negative relative bias and very large relative MSE. For that reason, we suggest to avoid this
Estimated values and confidence intervals of parameters \( \gamma_0 \), \( \gamma_1 \) and \( \sigma \) for the data in Table II under different censoring schemes.

| Cens. scheme | \( \theta_i \) | \( SE(\hat{\theta}_i) \) | App. | Boot. | App. | Boot. | App. | Boot. |
|--------------|-------------|----------------|------|-------|------|-------|------|-------|
| (7, 27\( \times 0 \)) | \( \gamma_0 \) | 0.796 | 1.174 | (-1.135, 2.728) | (-1.074, 2.978) | (-1.505, 3.098) | (-1.417, 3.610) | (-2.228, 3.821) | (-1.956, 4.017) |
| | \( \gamma_1 \) | 0.106 | 0.033 | (0.052, 0.161) | (0.043, 0.159) | (0.041, 0.171) | (0.027, 0.169) | (0.021, 0.192) | (0.016, 0.185) |
| | \( \sigma \) | 0.050 | 0.018 | (0.021, 0.080) | (0.023, 0.081) | (0.015, 0.085) | (0.019, 0.088) | (0.004, 0.096) | (0.015, 0.11) |
| (27\( \times 0 \), 7) | \( \gamma_0 \) | 0.270 | 1.270 | (-1.819, 2.338) | (-4.665, 0.356) | (-2.29, 2.758) | (-3.572, 1.002) | (-3.001, 3.340) | (-7.295, 1.940) |
| | \( \gamma_1 \) | 0.121 | 0.036 | (0.062, 0.180) | (0.112, 0.262) | (0.051, 0.191) | (0.100, 0.287) | (0.028, 0.213) | (0.074, 0.339) |
| | \( \sigma \) | 0.054 | 0.018 | (0.024, 0.083) | (0.039, 0.129) | (0.019, 0.089) | (0.036, 0.153) | (0.008, 0.100) | (0.027, 0.176) |
| (7\( \times 0 \), 0, 1) | \( \gamma_0 \) | 1.084 | 1.129 | (-0.770, 2.939) | (-1.074, 3.140) | (-1.125, 3.294) | (-1.500, 3.648) | (-1.820, 3.989) | (-2.124, 4.456) |
| | \( \gamma_1 \) | 0.098 | 0.032 | (0.046, 0.151) | (0.040, 0.157) | (0.036, 0.161) | (0.026, 0.172) | (0.016, 0.180) | (0.003, 0.195) |
| | \( \sigma \) | 0.050 | 0.016 | (0.024, 0.077) | (0.025, 0.082) | (0.019, 0.082) | (0.022, 0.091) | (0.009, 0.092) | (0.014, 0.098) |
| (10\( \times 0 \), 7\( \times 1 \), 11\( \times 0 \)) | \( \gamma_0 \) | 1.276 | 1.120 | (-0.566, 3.118) | (-0.426, 3.614) | (-0.918, 3.471) | (-0.702, 4.158) | (-1.608, 4.161) | (-1.041, 4.992) |
| | \( \gamma_1 \) | 0.093 | 0.032 | (0.041, 0.145) | (0.026, 0.139) | (0.031, 0.155) | (0.012, 0.149) | (0.011, 0.174) | (0.012, 0.158) |
| | \( \sigma \) | 0.050 | 0.016 | (0.023, 0.077) | (0.024, 0.075) | (0.018, 0.082) | (0.021, 0.083) | (0.008, 0.092) | (0.014, 0.093) |

- Balanced and complete left censoring schemes lead to similar results. Note that in Figures 2 and 3, neither squares nor triangles outperform the other. In the figures and tables, we have only represented a generic balanced censoring scheme, but there are many other censoring schemes. The ones that lead to better results are those that allocate theensored units among the first failures, as it can be deduced from the results shown in this paper.

- When the number of non-censored units gets larger (because of a larger sample size or a smaller proportion of censored units), the estimates are more precise (lower MSE) and therefore, confidence intervals get narrower (smaller interval length). Figures 4 and 5 shows that the dispersion of the values represented gets smaller when the number of failures gets larger. Moreover, it can be seen that, when the number of non-censored units is similar (second and third values in the x-axis), better results are obtained for smaller proportions of censoring (second value in the x-axis).

- For all scenarios, with the exception of the complete right censoring scheme, the estimates for \( \gamma_1 \) and \( \sigma \) are very precise and almost unbiased. Note that, in Figures 2 and 3, \( \gamma_1 \) and \( \sigma \) are plotted in green and blue, respectively and those are the predominant colours close to 0 in all plots (specially the lower plot of Figure 3).

- An interesting feature of this model is the fact that large variances do not affect the quality of the results: similar levels of accuracy and interval lengths. This fact can be observed in Figures 4 and 5 where small and large variability are represented in red and green, respectively, and the colours are distributed with no pattern in the plot.

- Better results are obtained for 3-steps models than for 2-steps ones, when the remaining parameters are kept constant. In particular, point estimates are more precise, bias are smaller and confidence intervals are narrower. Figures 4 and 5 represent 2 and 3 steps by circles and triangles, respectively. It can be seen that circles are generally further from 0 than triangles.

- \( \gamma_0 \) confidence intervals are proportionally wider than those of \( \gamma_1 \) and \( \sigma \) (mainly because of the fact that its corresponding MSE is larger, as seen in Figure 2).

- As it can be seen in Tables III VI all coverage probabilities are close to the nominal ones, except for the complete-right censoring scheme. Moreover, the upper plot of Figure 6 shows that coverage probabilities closer to the nominal level are achieved for a larger number of failures. Additionally, we can see that the larger the confidence level, the closer the coverage probabilities.

- The number of stress levels (steps) influences interval lengths, but not coverage probabilities, as can be seen in Figure 6 where circles and triangles represent 2 and 3 steps, respectively. Note that the upper plot shows no difference between shapes, but the lower plot has larger values associated with circles (2 steps). The extreme case takes place for a number of failures equal to 60, where, in Figure 6 (lower plot), we can see that the interval lengths grow with confidence level (as expected) but takes larger values for circles than triangles (99% CIs with 3 steps are as wide as 90% CIs with 2 steps).

- As expected, bootstrap CIs outperform (slightly) approximate CIs in terms of coverage probabilities (see Figure 7 and Tables III VI), specially for small sample sizes. Regarding interval lengths, both methods lead to comparable results for small sample sizes but bootstrap CIs show slightly larger ones for large sample sizes.

- Coverage probabilities of the confidence intervals associated with \( \sigma \) tend to be smaller than the nominal level. Apart from the previous observations, it can be seen that the proposed inference method behaves well, leading to precise point estimates with small bias and narrow confidence intervals. Better results are obtained when the number of steps is increased and the classical Type-II censoring is avoided.

VII. CONCLUSIONS AND FUTURE RESEARCH

In this paper we have presented the Multiple Step-Stress model with Type-II and progressive Type-II censoring, useful to evaluate the reliability of highly reliable products in a fast and economical manner. Assuming lognormally distributed lifetimes, we have derived the maximum likelihood estimates of the parameters, the Fisher Information matrix for both types of censoring schemes, and the approximate and bootstrap...
### Table III

**Estimated Bias, MSE, Coverage Probabilities (in percentage) and Interval Lengths (in brackets) for Interval Lengths for different values of n and γ and censoring schemes.**

| n   | r   | Cens. scheme | Bias | MSE | 90% CI | 95% CI | 99% CI |
|-----|-----|--------------|------|-----|--------|--------|--------|
| 35  | 14  | (21, 13′0)   | 0.293| 6.985|        |        |        |
|     |     |              | -0.008| 0.006|        |        |        |
|     |     |              | 0.002| 0.011|        |        |        |
|     |     |              | 0.104| 0.068|        |        |        |
|     |     |              | 0.134| 0.065|        |        |        |
|     |     |              | -0.002| 0.000|        |        |        |
|     |     |              | -0.006| 0.004|        |        |        |
|     |     |              | -0.000| 0.000|        |        |        |
| 28  | 7, 27′0 |        | 0.347| 5.115|        |        |        |
|     |     |              | -0.010| 0.004|        |        |        |
|     |     |              | 0.000| 0.001|        |        |        |
|     |     |              | 0.054| 0.001|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
| 75  | 30  | (45, 29′0)   | 0.033| 0.947|        |        |        |
|     |     |              | -0.001| 0.001|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
| 60  | 15, 59′0 |        | 0.145| 1.922|        |        |        |
|     |     |              | -0.004| 0.002|        |        |        |
|     |     |              | 0.000| 0.000|        |        |        |
|     |     |              | 0.014| 0.035|        |        |        |
|     |     |              | -0.006| 0.001|        |        |        |
|     |     |              | -0.001| 0.000|        |        |        |
|     |     |              | 0.203| 1.683|        |        |        |
|     |     |              | 0.006| 0.001|        |        |        |
|     |     |              | -0.001| 0.000|        |        |        |
|     |     |              | 0.257| 1.919|        |        |        |
|     |     |              | -0.007| 0.002|        |        |        |
|     |     |              | -0.002| 0.000|        |        |        |

The table presents the estimated bias, mean square error (MSE), coverage probabilities, and interval lengths for different values of n and r and censoring schemes. It shows that the method provides accurate and almost unbiased estimates, as well as well-performing confidence intervals. Better results are obtained when the number of steps in the model is large (as more precise results are obtained) and complete right censoring is avoided. As usual, the larger number of non-censored units, the more precise are the results.

### Appendix A

**Notation**

- $\gamma_0, \gamma_1$: parameters of the link function
- $\Phi(\cdot)$: standard normal CDF
- $\phi(\cdot)$: standard normal PDF
- $\mu_i$: location parameter of the lognormal distribution
- $\sigma$: common scale parameter of the lognormal distribution
- $\theta$: vector of parameters
- $\tau_i$: time at which stress level is changed from $x_i$ to $x_{i+1}$
- $A, E$: parameters of the Arrhenius law
- $f_i$: PDF for the lognormal distribution at stress level $i$
- $F_i$: CDF for the lognormal distribution at stress level $i$
- $\mathcal{F}$: Fisher information matrix
| $n$ | $r$ | Cens. scheme | $g_0$ | $g_1$ | $\sigma$ | $90\%$ CI | $95\%$ CI | $99\%$ CI |
|-----|-----|-------------|-------|-------|---------|----------|----------|----------|
| 35  | 14  | (21, 13)*0 | 0.148 | 0.007 | 0.003   | 8.079    | 89.6 (8.859) | 91.0 (9.531) | 93.2 (10.557) | 94.9 (11.805) | 98.0 (13.874) | 99.1 (16.925) |
|     |     | (13)*0,21 | 0.141 | 0.007 | 0.003   | 8.129    | 91.0 (9.279) | 93.0 (11.654) | 96.3 (14.122) | 73.4 (11.428) | 60.1 (19.934) |
|     |     | (7)*1,2  | 0.298 | 0.008 | 0.007   | 5.690    | 90.3 (7.511) | 92.1 (8.269) | 94.2 (8.950) | 95.6 (10.097) | 98.3 (11.762) | 98.6 (14.409) |
|     |     | (7)*0,7  | 0.192 | 0.004 | 0.003   | 4.318    | 89.5 (6.459) | 91.1 (7.111) | 93.0 (7.696) | 94.2 (8.781) | 98.3 (10.115) | 98.5 (12.976) |
|     |     | (7)*0,0,1| 0.355 | 0.004 | 0.007   | 4.699    | 87.7 (5.547) | 87.6 (5.101) | 9.7 (8.071) | 91.6 (8.756) | 97.0 (10.252) | 97.5 (12.500) |
|     |     | (29)*0,45| 0.283 | 0.014 | 0.008   | 18.579   | 51.9 (4.810) | 50.3 (8.964) | 55.4 (5.732) | 53.9 (10.427) | 58.3 (7.533) | 57.0 (13.392) |
|     |     | (15)*1,2 | 0.078 | 0.002 | 0.001   | 2.404    | 88.9 (4.982) | 91.3 (5.272) | 95.3 (5.937) | 96.2 (6.280) | 99.2 (7.802) | 99.1 (8.403) |
|     |     | (15)*0,15| 0.094 | 0.001 | 0.003   | 1.773    | 88.7 (4.286) | 89.1 (4.404) | 94.6 (5.107) | 95.9 (5.277) | 99.3 (6.712) | 98.6 (7.111) |
|     |     | (15)*0,1,0| 0.180 | 0.002 | 0.004   | 1.931    | 88.5 (4.344) | 87.6 (4.416) | 93.0 (5.177) | 92.1 (5.289) | 98.1 (6.803) | 97.1 (7.074) |
|     |     | (15)*0,1,0| 0.180 | 0.002 | 0.004   | 1.931    | 88.5 (4.344) | 87.6 (4.416) | 93.0 (5.177) | 92.1 (5.289) | 98.1 (6.803) | 97.1 (7.074) |

Table IV

Estimated Bias, MSE, Coverage Probabilities (in percentage) and Interval Lengths (in brackets) for Confidence Intervals for the three parameters based on 1000 simulations and $B = 500$ replications with $k = 2$, $g_0 = 0.71$, $g_1 = 0.108$, $\sigma = 0.2$ and $\tau = 83$ for different values of $n$ and $r$ and censoring schemes.

---

**g**  PDF for the lognormal $k$-step stress model  
**G**  CDF for the lognormal $k$-step stress model  
**L_{obs}**  observed Fisher information matrix  
**k**  Boltzmann’s constant  
**L(·)**  likelihood function  
**l(·)**  log-likelihood function  
**m**  number of stress levels  
**n**  sample size  
**n_i**  number of failures that occur at stress level $x_i$  
**r**  number of non-censored units  
**R_k**  number of censored units when the $k$-th failure takes place  
**t_{i,j}**  $j$-th ordered failure time of $n_i$ units at stress level $x_i$  
**T_i**  lifetime of a test unit at stress level $x_i$  
**V**  temperature in Kelvin degrees  
**x_i**  stress level at step $i$  

---
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## Table V

Estimated Bias, MSE, Coverage Probabilities (in percentage) and Interval Lengths (in brackets) of Confidence Intervals for the Three Parameters Based on 1000 Simulations and $B = 500$ Replications with $k = 3$, $\gamma_0 = 0.76$, $\gamma_1 = 0.107$, $\sigma = 0.05$, $\tau_1 = 95$ and $\tau_2 = 97.5$ for Different Values of $n$ and $r$ and Censoring Schemes.

| $n$ | $r$ | Cens. scheme | Bias | MSE | Boot. 90% CI | App. 95% CI | Boot. 100% CI | App. 90% CI |
|-----|-----|--------------|------|-----|--------------|-------------|---------------|-------------|
| 35  | 14  | (21,13)*0    | -0.046 | 2.360 | 88.8 (4.901) | 95.2 (5.359) | 94.6 (3.839) | 97.9 (6.449) |
|     |     | (7)*       | 0.001 | 0.002 | 89.0 (0.139) | 95.2 (0.152) | 94.9 (0.165) | 97.9 (0.183) |
|     |     | (13)*0, 21  | -1.477 | 11.004 | 78.0 (5.302) | 80.9 (0.802) | 83.6 (8.701) | 80.5 (11.697) |
|     |     | (7)*,(1,2)  | -0.411 | 3.655 | 92.7 (5.650) | 96.0 (6.890) | 97.2 (7.781) | 98.4 (8.330) |
|     |     | (3)*, (0, 1) | 0.012 | 0.003 | 92.8 (1.184) | 96.1 (0.195) | 97.2 (0.219) | 98.4 (0.236) |
|     |     | (27)*, 7    | 0.159 | 1.356 | 88.2 (3.173) | 90.9 (3.925) | 94.2 (4.425) | 95.4 (6.868) |
|     |     | (27)*, 0    | -0.004 | 0.001 | 88.2 (1.105) | 90.8 (1.111) | 94.1 (1.105) | 96.0 (1.133) |
|     |     | (27)*, 0, 10| 0.076 | 1.544 | 85.5 (5.384) | 89.3 (4.180) | 91.7 (4.592) | 94.0 (9.471) |
|     |     | (45)*, 20*  | 0.085 | 0.975 | 90.7 (3.216) | 92.2 (3.329) | 94.7 (3.832) | 96.1 (3.952) |
|     |     | (29)*, 45   | -0.076 | 6.574 | 61.2 (5.093) | 75.0 (6.069) | 75.0 (6.069) | 87.4 (8.366) |
|     |     | (15)*, 1, 2 | 0.016 | 1.645 | 90.2 (4.107) | 91.4 (4.260) | 94.8 (4.894) | 95.4 (5.083) |
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Table VI
ESTIMATED BIAS, MSE, COVERAGE PROBABILITIES (IN PERCENTAGE) AND INTERVAL LENGTHS (IN BRACKETS) OF CONFIDENCE INTERVALS FOR THE THREE PARAMETERS BASED ON 1000 SIMULATIONS AND $B = 500$ REPLICATIONS WITH $k = 3, \gamma_0 = 0.71, \gamma_1 = 0.108, \sigma = 0.2, \tau_1 = 83$ AND $\tau_2 = 92$ FOR DIFFERENT VALUES OF $n$ AND $\tau$ AND CENSORING SCHEMES.

| $n$ | $\tau$ | Cens. scheme | Bias | MSE | 90% CI | 95% CI | 99% CI |
|-----|--------|--------------|------|-----|--------|--------|--------|
| 35  | 14     | (21, 13)*0   | $\gamma_0$ | 0.080 | 1.858 | 90.3 (4.364) | 94.6 (4.916) | 98.3 (6.661) |
|     |       | $\gamma_1$ | -0.002 | 0.009 | 90.5 (0.128) | 94.5 (0.144) | 98.3 (0.189) |
|     |       | $\sigma$   | -0.003 | 0.008 | 88.3 (0.201) | 91.7 (0.245) | 93.8 (0.310) |
|     |       | (13)*0, 21  | $\gamma_0$ | -2.815 | 20.508 | 66.0 (11.562) | 67.1 (8.776) | 76.2 (11.533) |
|     |       | $\gamma_1$ | 0.078  | 0.016 | 67.6 (0.253) | 87.5 (0.290) | 89.9 (0.337) |
|     |       | $\sigma$   | -0.010 | 0.005 | 81.2 (0.215) | 82.1 (0.229) | 94.3 (0.495) |
|     |       | (7)* (1, 2) | $\gamma_0$ | -0.344 | 4.400 | 95.4 (7.300) | 96.5 (8.129) | 99.4 (10.683) |
|     |       | $\gamma_1$ | 0.010  | 0.004 | 95.4 (0.212) | 98.4 (0.259) | 99.4 (0.310) |
|     |       | $\sigma$   | 0.001  | 0.006 | 87.7 (0.254) | 91.7 (0.316) | 92.0 (0.372) |
| 28  | 7, 27*0 | $\gamma_0$ | 0.032  | 1.858 | 89.4 (4.126) | 94.6 (4.916) | 98.3 (6.661) |
|     |       | $\gamma_1$ | -0.001 | 0.002 | 90.5 (0.128) | 94.5 (0.144) | 98.3 (0.189) |
|     |       | $\sigma$   | 0.001  | 0.005 | 88.3 (0.201) | 91.7 (0.245) | 93.8 (0.310) |
|     |       | (27)*0, 7  | $\gamma_0$ | -1.848 | 5.655 | 94.3 (11.562) | 72.0 (6.444) | 69.7 (8.469) |
|     |       | $\gamma_1$ | 0.054  | 0.005 | 95.9 (0.270) | 92.6 (0.467) | 99.1 (0.423) |
|     |       | $\sigma$   | 0.041  | 0.006 | 97.8 (0.381) | 92.6 (0.467) | 98.4 (0.670) |
|     |       | (7)* (0, 1, 0) | $\gamma_0$ | 0.034 | 1.611 | 92.4 (4.627) | 94.1 (5.081) | 99.0 (6.678) |
|     |       | $\gamma_1$ | -0.001 | 0.001 | 92.0 (0.135) | 94.2 (0.148) | 98.9 (0.195) |
|     |       | $\sigma$   | -0.002 | 0.004 | 88.5 (0.201) | 91.9 (0.243) | 94.1 (0.307) |
| 75  | 30     | (45, 29)*0  | $\gamma_0$ | -0.051 | 1.200 | 90.9 (3.609) | 94.6 (3.401) | 99.1 (5.652) |
|     |       | $\gamma_1$ | 0.002  | 0.001 | 90.9 (0.106) | 95.3 (0.126) | 99.3 (0.166) |
|     |       | $\sigma$   | 0.002  | 0.003 | 88.8 (0.165) | 95.2 (0.203) | 98.4 (0.285) |
|     |       | (29)*0, 45  | $\gamma_0$ | -2.965 | 7.989 | 52.2 (9.537) | 55.3 (10.993) | 57.8 (12.815) |
|     |       | $\gamma_1$ | 0.080  | 0.014 | 84.7 (0.250) | 85.4 (0.260) | 85.8 (0.271) |
|     |       | $\sigma$   | -0.009 | 0.002 | 84.9 (0.147) | 89.6 (0.172) | 94.1 (0.223) |
|     |       | (15)* (1, 2) | $\gamma_0$ | -0.261 | 1.774 | 92.0 (4.345) | 96.7 (5.177) | 99.6 (6.804) |
|     |       | $\gamma_1$ | 0.008  | 0.002 | 92.1 (0.126) | 96.9 (0.150) | 99.6 (0.197) |
|     |       | $\sigma$   | -0.000 | 0.000 | 90.4 (0.156) | 91.7 (0.179) | 96.4 (0.235) |
| 60  | 15, 59*0 | $\gamma_0$ | 0.101  | 0.750 | 89.6 (2.791) | 91.2 (2.832) | 94.8 (3.325) |
|     |       | $\gamma_1$ | -0.003 | 0.001 | 89.6 (0.082) | 94.7 (0.097) | 99.0 (0.128) |
|     |       | $\sigma$   | -0.004 | 0.002 | 87.6 (0.137) | 93.0 (0.163) | 96.2 (0.215) |
|     |       | (59)*0, 15  | $\gamma_0$ | -2.195 | 5.860 | 37.5 (3.637) | 50.8 (4.333) | 79.3 (5.695) |
|     |       | $\gamma_1$ | 0.064  | 0.005 | 38.4 (0.108) | 52.2 (0.128) | 80.6 (0.168) |
|     |       | $\sigma$   | 0.054  | 0.005 | 88.7 (0.186) | 62.3 (0.325) | 99.8 (0.291) |
|     |       | (15)* (0, 0, 1, 0) | $\gamma_0$ | 0.019 | 0.777 | 87.3 (2.811) | 93.8 (3.349) | 97.8 (4.402) |
|     |       | $\gamma_1$ | -0.001 | 0.001 | 87.1 (0.082) | 93.9 (0.098) | 97.8 (0.129) |
|     |       | $\sigma$   | -0.002 | 0.002 | 86.7 (0.131) | 92.2 (0.157) | 95.5 (0.206) |

[26] N. Balakrishnan and R. A. Sandhu, “A simple simulation algorithm for generating progressive type-II censored samples,” vol. 49, no. 2, pp. 229–230, 1995.
Figure 2. Results of the simulation study: Relative Bias comparison between censoring schemes, number of failures (non-censored units) and parameters. The lower figure shows an enlargement of the upper one for values close to 0.

Figure 3. Results of the simulation study: Relative MSE comparison between censoring schemes, number of failures (non-censored units) and parameters. The lower figure shows an enlargement of the upper one for values close to 0.
Figure 4. Results of the simulation study: Relative Bias comparison between number of steps, number of failures (non-censored units) and variability level. The lower figure does not contain the classical type-II censoring scheme.

Figure 5. Results of the simulation study: Relative MSE comparison between number of steps, number of failures (non-censored units) and variability level. The lower figure does not contain the classical type-II censoring scheme.
Figure 6. Results of the simulation study: Coverage probabilities (up) and interval lengths (down) comparison between number of steps, nominal confidence level and number of failures (non-censored units). The lower figure does not contain the classical type-II censoring scheme.

Figure 7. Results of the simulation study: Coverage probabilities (up) and interval lengths (down) comparison between type of interval, nominal confidence level and number of failures (non-censored units). The lower figure does not contain the classical type-II censoring scheme.