Comparison multi-layer perceptron and linear regression for time series prediction of novel coronavirus covid-19 data in West Java
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Abstract. Until now, the pandemic conditions of Covid-19 are still ravaging the world, even in Indonesia and West Java. Various attempts have been made to stop it. West Java implements Large Scale Social Restrictions, is known as Pembatasan Sosial Skala Besar (PSBB). However, over time, a discourse emerged to loosen PSBB. One of the World Health Organization's (WHO) requirements to loosen is the effective reproduction rate of Corona Virus cases below 1. Therefore, this study focuses on predicting the number of cases in West Java. The methods based on multi-layer perception (MLP) and linear regression (LR). The data were obtained from the Covid-19 positive case from March to mid-August 2020 in West Java. The experiments show that MLP reaches optimal if it used 13 hidden layers with learning rate and momentum = 0.1. The MLP had a smaller error than LR. Both of them predict the number of cases in the next 30 days from August 14, 2020. The results show that West Java will still have an increase in the number of new cases of Covid-19.

1. Introduction
China reported many cases of acute respiratory syndrome in China at the end of December 2019 [1]. Chinese scientists immediately identified the new Coronavirus as the leading causative agent. This disease is now referred to as corona virus disease 2019 or Covid-19 [2]. The initial outbreak in Wuhan spread rapidly, affecting other regions in China. Similar cases were immediately detected in several other countries. Almost every continent has countries infected with Coronavirus such as Asia, Europe, Australia, Africa, and America. On March 2nd, 2020, the Indonesian government announced two positive cases of Covid-19 patients [3]. The cases came from West Java. However, the University of Indonesia (UI) Epidemiology expert said that the SARS-CoV-2 Coronavirus as a cause of Covid-19 had entered Indonesia since early January [4]. Indonesia is less responsive so that it allowed the door to Indonesia to be a Covid-19 entry. The Indonesian government did not immediately close direct flight access to and from Wuhan. The cumulative positive case report of Covid-19 shows that from March to June graph data has increased significantly in several regions in Indonesia.

The government handled this virus spreading through PSBB [5]. It is an implementation of restrictions on activities in public places and quarantines themself in the house. The purpose of the PSBB is to prevent the widespread of the Covid-19 virus that is currently happening [6]. The restrictions on activities carried out include the consolation of schools and workplaces, religious, and restrictions on other activities in public places. However, not everything can go well with this policy. Its side effect causes many industries and livelihoods to be hampered [7]. The sectors most affected
are tourism and public transport services. It has stopped the economy [8]. As a result, the finance minister in Indonesia predicts economic growth this year is expected to decline. The condition aroused the discourse to loosen PSBB. However, this easing has several prerequisites by the direction of the World Health Organization (WHO). One of the main requirements is the effective reproduction rate of cases below 1 [9]. Other requirements are that the health service system must have a maximum capacity and adequate supervision and swab test capacity.

In order to support the main requirements, it is necessary to predict new cases. This prediction is useful for determining the preparation needed in facing the new normal. In computer science, forecasting is an activity to predict future events by considering data from the past [10]. Many methods in statistics can be used to forecast data time series. These methods are expected to identify the data used to predict conditions in the future. Holt-Winters is one of the most commonly used methods for prediction of time series [11]. This method can handle seasonal behavior in data based on past data. This method is very good at predicting data patterns with seasonal influences with trend elements that emerge simultaneously. Another prediction method is the Autoregressive Integrated Moving Average (ARIMA). This method produces predictions based on the synthesis of historical data patterns [12]. The ARIMA method will work well if the data in the time series used are dependent or statistically related to each other.

Multi-layer perceptron (MLP) is one of the methods in predicting time series [13]. This method can analyze very complex problems. The training process has goals that are used to generalize well. So during the process, the network changes the weight of the network in shaping the network architecture to get better in each iteration. This method has been successful in predicting various cases, including finance [14], electricity price [15], precipitation [16], and hourly solar radiation forecasting [17]. Therefore, this study proposes MLP to predict Covid-19 data in West Java. The evaluation in this study was based Root Mean Squared Error (RMSE). The analysis is also done by comparing it with linear regression (LR) because new case data in west Java shows an upward trend, such as forming a straight line.

2. Method
The workflow of this is described in Figure 1.

![Workflow Diagram](image)

**Figure 1.** The methodology of Covid-19 prediction

Data comes from https://pikobar.jabarprov.go.id/. This site is the center of information and coordination in West Java. The period is from March 2 to August 14, 2020. Two variables from the dataset are timestamp, which shows the date and newCase, which shows the number of new cases. These two variables are processed so that they become 25 attributes, based on:
1. The correlation with the name of the day so that there were seven attributes obtained.
2. The correlation to the weekend so that there was one attribute that is generated.
3. The linkage timestamp and remapping so that there were three additional attributes.
4. The lag with the window size was seven, so seven attributes are extracted.
5. The linkage between remapping and lag so that seven more attributes will be used.

The total number of attributes of preprocessing is 25. Data from March 2 to August 14, 2020, consisted of 166. The data was divided into two, namely 80% as training data and 20% as testing data. The training process aims to build a prediction model. The models were formed by MLP and LR. They predicted the data. The model evaluation was based on Root Mean Squared Error (RMSE). Both calculations are shown in equation 1.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f(x)_i - x_i)^2}
\]

Where
- \(i\) show index data based on timestamp order,
- \(n\) is the number of data
- \(x_i\) is the \(i\)-th data
- \(f(x_i)\) is the \(i\)-th data prediction.

2.1. Multi-layer perceptron
The artificial neural network (ANN) method has some type. One of them is MLP. It has one or more hidden layers [19], which contains neurons between the input and output layers. For each data in the training data, the input is calculated for the node based on the current input and network values. Initial weights for the input layer, hidden layer, and bias can be initialized. At random, it usually ranges from -0.1 to 1.0. The bias node consists of two, namely, the input layer connected to the nodes in the hidden layer and the hidden layer connected to the output layer. After all initial values are initialized, input, output, and error are calculated. Next, it generates output for the node using the sigmoid activation function. After obtaining the value of the activation function, calculate the error value between the predicted value and the actual value. After the error value is calculated, then reversed to the previous layer (back propagated). The error value generated from the previous step is used to update the relation weight [20].

2.2. Linear regression
Simple linear regression is a linear relationship between the independent (X) and the dependent variable (Y) [21]. It also determines the direction of the relationship between the independent variable with the dependent variable, whether positive or negative. The relationship builds a model which is used to predict the future data. If the value of the independent variable is known that we can calculate value of the dependent variable. The equation is shown in equation 2.

\[
f(x) = ax + b
\]

\[
a = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(f(x)_i - f(\bar{x}))}{\sum_{i=1}^{n} (x_i - \bar{x})^2}
\]

\[
b = f(\bar{x}) - a\bar{x}
\]

Where
- \(a\) is the regression coefficient
- \(b\) is a constant value

3. Result and Discussion
The main objective of various experiments was to find the optimal parameters of MLP, namely the number of hidden layers, the value of learning rate and momentum. The MLP ran for 500 iterations. After the optimal parameters were found, MLP was compared to LR based on RMSE.
3.1. Analysis of hidden layers in MLP
This experiment aim to find the number of hidden layers from MLP that produced the smallest RMSE. Some values were tested as based on:
1. The number of predictive outputs was one
2. Half of the sum of attributes and outputs was 13
3. The number of attributes was 25
4. The number of attributes and classes was 26

The learning rate in this experiment was 0.1, and the momentum was 0.1. The results are shown in Table 1.

Table 1. Analysis of hidden layers

| Hidden layers | RMSE   |
|---------------|--------|
| 1             | 81.01  |
| 13            | 80.52  |
| 25            | 81.28  |
| 26            | 81.37  |

Table 1 shows that MLP has the highest error if the hidden layer used was 26. Decreasing the number of hidden layers showed a decrease in error. On the other hand, the number of hidden layers as much as 13 had a smaller error than 1. It showed that the hidden layer was a generated feature extraction in MLP. Each layer represented a feature. If the number of hidden layers was above the number of features, it caused the feature not to be extracted properly. It became a factor that increased errors.

3.2. Analysis of learning rate in MLP
After the hidden layer parameters were obtained in the previous experiment, the next target was to find the optimal learning rate. The tested values were 0.1, 0.2, and 0.3. The experiments used 13 hidden layers and momentum = 0.1. The learning rate aims to correct the weight during the training process. The values ranged between 0 and 1. The greater the value of the learning rate, the training process would run faster. However, it caused the process to jump over optimal conditions. But if the value was too small, the process runs slowly. Table 2 shows that the most optimal conditions when the learning rate = 0.1. The error got bigger if the value was enlarged.

Table 2. Analysis of learning rate

| Learning rate | RMSE   |
|---------------|--------|
| 0.1           | 80.52  |
| 0.2           | 81.63  |
| 0.3           | 103.59 |

3.3. Analysis of momentum in MLP
The momentum played a role in changing weights. The purpose of momentum in the backpropagation was to launch training and prevent the weight from stopping at a value that was not optimal. Thus, momentum could improve MLP performance when compared to gradient descent. The values ranged from 0 to 1. The experiments of momentum from this study only used three values: 0.1, 0.2, and 0.3, while the number of hidden layers = 13 and learning rate = 0.1. Table 3 shows that the best momentum value was 0.1. The higher the momentum value, the higher the error.

Table 3. Analysis of momentum

| Momentum | RMSE |
|----------|------|
|          |      |
3.4. Comparison of MLP and LR
Tables 1, 2, and 3 show that the optimal condition of MLP when there were 13 hidden layers and the learning rate and momentum is 0.1. The optimal conditions of the MLP were compared to the LR, as shown in Table 4. The difference in error between the two ranged from 2% to RMSE. It shows that MLP was better than LR in this study. The validation process of the test data was visualized by Figure 2, and Figure 3. On the dates when the peak cases were added, the two methods got the most prediction failures. But it seems that LR had failed more than MLP. The data on the peak of cases in July were better modeled by MLP than LR.

**Table 4. Analysis of methods**

| Method | RMSE  |
|--------|-------|
| MLP    | 80.52 |
| LR     | 82.37 |

The data test provided an overview of how the model can be trusted in providing predictions. The purpose of modeling was to predict future data. Through this research, the data from the next 14 days were predicted using both methods. The data prediction from August 15 to 28, 2020, is presented in Table 5. Also, its visualization is presented in Figure 4 and 5. It show that in the next 14 days, West Java has a definite case increase. But, the number of cases predicted by MLP and LR is different. The difference in their predictions ranges from 54 to 163.

![Figure 2. Validation data of MLP](image-url)
Figure 3. Validation data of LR

Table 5. Data prediction of MLP and LR for the next 14 days

| Date         | Prediction data |
|--------------|-----------------|
|              | MLP  | LR   |
| 08-15-2020*  | 219  | 149  |
| 08-16-2020*  | 183  | 128  |
| 08-17-2020*  | 165  | 146  |
| 08-18-2020*  | 229  | 133  |
| 08-19-2020*  | 226  | 150  |
| 08-20-2020*  | 254  | 207  |
| 08-21-2020*  | 294  | 159  |
| 08-22-2020*  | 269  | 157  |
| 08-23-2020*  | 245  | 163  |
| 08-24-2020*  | 217  | 160  |
| 08-25-2020*  | 263  | 169  |
| 08-26-2020*  | 248  | 177  |
| 08-27-2020*  | 262  | 208  |
| 08-28-2020*  | 340  | 177  |

Figure 4. Prediction data of MLP
4. Conclusion

Based on Tables 1, 2, and 3, the optimal conditions were reached if MLP used 13 hidden layers for learning rate and momentum was 0.1, respectively. The hidden layer has a function as a generated feature extraction. The pre-processing produced 25 features so that the optimal conditions were reached if the number of hidden layers is half of the number of attributes. The optimal learning rate in this study was the smallest value in the experiment. If the learning rate was higher, then the optimal conditions were skipped over. The momentum with a value = 0.1 also proved useful in improving the weights in the network.

Table 4 shows that the optimal MLP had a smaller error than the LR. Both methods also indicate that West Java will experience an increase in the number of new cases in the next 14 days from August 15, 2020. It indicates that West Java must be strict in implementing health protocols, especially in the new norm. However, the results cannot be used as the primary reference for Covid-19 handling in West Java because many factors influence the spread of Covid-19. It is not enough to just based on time series data.
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