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Abstract

Contrastive divergence is a popular method of training energy-based models, but is known to have difficulties with training stability. We propose an adaptation to improve contrastive divergence training by scrutinizing a gradient term that is difficult to calculate and is often left out for convenience. We show that this gradient term is numerically significant and in practice is important to avoid training instabilities, while being tractable to estimate. We further highlight how data augmentation and multi-scale processing can be used to improve model robustness and generation quality. Finally, we empirically evaluate stability of model architectures and show improved performance on a host of benchmarks and use cases, such as image generation, OOD detection, and compositional generation.

1 Introduction

Energy-Based models (EBMs) have received an influx of interest recently and have been applied to realistic image generation (Han et al., 2019; Du & Mordatch, 2019), 3D shapes synthesis (Xie et al., 2018b), out of distribution and adversarial robustness (Lee et al., 2018; Du & Mordatch, 2019; Grathwohl et al., 2019), compositional generation (Hinton, 1999; Du et al., 2020a), memory modeling (Bartunov et al., 2019), text generation (Deng et al., 2020), video generation (Xie et al., 2017), reinforcement learning (Haarnoja et al., 2017; Du et al., 2019), continual learning (Li et al., 2020), protein design and folding (Ingraham et al.; Du et al., 2020b) and biologically-plausible training (Scellier & Bengio, 2017). Contrastive divergence is a popular and elegant procedure for training EBMs proposed by (Hinton, 2002) which lowers the energy of the training data and raises the energy of the sampled confabulations generated by the model. The model confabulations are generated via an MCMC process (commonly Gibbs sampling or Langevin dynamics), leveraging the extensive body of research on sampling and stochastic optimization. The appeal of contrastive divergence is its simplicity and extensibility. It does not require training additional auxiliary networks (Kim & Bengio, 2016; Dai et al., 2019) (which introduce additional tuning and balancing demands), and can be used to compose models zero-shot.

Despite these advantages, training EBMs with contrastive divergence has been challenging due to training instabilities. Ensuring training stability required either combinations of spectral normalization and Langevin dynamics gradient clipping (Du & Mordatch, 2019), parameter tuning (Grathwohl et al., 2019), early stopping of MCMC chains (Nijkamp et al., 2019b), or avoiding the use of modern deep learning components, such as self-attention or layer normalization (Du & Mordatch, 2019). These requirements limit modeling power, prevent the compatibility with modern deep learning architectures, and prevent long-running training procedures required for scaling to larger datasets. With this work, we aim to maintain the simplicity and advantages of contrastive divergence training, while resolving stability issues and incorporating complementary deep learning advances.

An often overlooked detail of contrastive divergence formulation is that changes to the energy function change the MCMC samples, which introduces an additional gradient term in the objective function (see Section 2.1 for details). This term was claimed to be empirically negligible in the original formulation and is typically ignored (Hinton, 2002; Liu & Wang, 2017) or estimated via high-variance likelihood ratio approaches (Rui & Titsias, 2019). We show that this term can be efficiently estimated for continuous data via a combination of auto-differentiation and nearest-neighbor entropy estimators. We also empirically show that this term contributes significantly to the overall training gradient and has the effect of stabilizing training. It enables inclusion of self-attention blocks into network architectures, removes the need for capacity-limiting spectral normalization, and
allows us to train the networks for longer periods. We do not introduce any new objectives or complexity - our procedure is simply a more complete form of the original formulation.

We further present techniques to improve mixing and mode exploration of MCMC transitions in contrastive divergence. We propose data augmentation as a useful tool to encourage mixing in MCMC by directly perturbing input images to related images. By incorporating data augmentation as semantically meaningful perturbations, we are able to greatly improve mixing and diversity of MCMC chains. We also leverage compositionality of EBMs to evaluate an image sample at multiple image resolutions when computing energies. Such evaluation and coarse and fine scales leads to samples with greater spatial coherence, but leaves MCMC generation process unchanged. We note that such hierarchy does not require specialized mechanisms such as progressive refinement (Karras et al., 2017)

Our contributions are as follows: firstly, we show that a gradient term neglected in the popular contrastive divergence formulation is both tractable to estimate and is important in avoiding training instabilities that previously limited applicability and scalability of energy-based models. Secondly, we highlight how data augmentation and multi-scale processing can be used to improve model robustness and generation quality. Thirdly, we empirically evaluate stability of model architectures and show improved performance on a host of benchmarks and use cases, such as image generation, OOD detection, and compositional generation.

2 An Improved Contrastive Divergence Framework for Energy-Based Models

Energy-Based Models (EBMs) represent the likelihood of a probability distribution \( p_D(x) \) for \( x \in \mathbb{R}^D \) as \( p_D(x) = \frac{\exp(-E_\theta(x))}{Z(\theta)} \) where the function \( E_\theta(x) : \mathbb{R}^D \to \mathbb{R} \), is known as the energy function, and \( Z(\theta) = \int_x \exp(-E_\theta(x)) \) is known as the partition function. Thus, an EBM can be represented by an neural network that takes \( x \) as input and outputs a scalar.

Training an EBM through maximum likelihood (ML) is not straightforward, as \( Z(\theta) \) cannot be reliably computed, since this involves integration over the entire input domain of \( x \). However, the gradient of log-likelihood with respect to a data sample \( x \) can be represented as

\[
\frac{\partial \log p_D(x)}{\partial \theta} = - \left( \frac{\partial E_\theta(x)}{\partial \theta} - \mathbb{E}_{p_D(x')} \left[ \frac{\partial E_\theta(x')}{\partial \theta} \right] \right). \tag{1}
\]

Note that Equation 1 is still not tractable, as it requires using Markov Chain Monte Carlo (MCMC) to draw samples from the model distribution \( p_D(x) \), which often takes exponentially long to mix. As a practical approximation to the above objective, (Hinton, 2002) proposes the contrastive divergence objective

\[
\text{KL}(p_D(x) \parallel p_\theta(x)) - \text{KL}(\Pi^t \theta(p_D(x)) \parallel p_\theta(x)), \tag{2}
\]

where \( \Pi^t \theta \) represents a MCMC transition kernel for \( p_\theta \), and \( \Pi^t \theta(p_D(x)) \) represents \( t \) sequential MCMC transitions starting from \( p(x) \). In this objective, if we can guarantee that

\[
\text{KL}(p_D(x) \parallel p_\theta(x)) \geq \text{KL}(\Pi^t \theta(p_D(x)) \parallel p_\theta(x)), \tag{3}
\]

then the objective guarantees that \( p_\theta(x) \) converges to the data distribution \( p_D(x) \), since the objective is only zero (at its fixed point) when \( p_\theta(x) = p_D(x) \).

If \( \Pi \) represents a MCMC transition kernel, this property is guaranteed (Lyu, 2011). Note that \( \Pi \) does not need to converge to the underlying probability distribution, and only a finite number of steps of MCMC sampling may be used. In fact, this objective may be utilized to maximize likelihood even if \( \Pi \) is not a MCMC transition kernel, but instead a model such as an amortized generator, as long as we ensure that Equation 3 holds. In the appendix, we show that our approach applies even when MCMC chains are not initialized from the data distribution.

2.1 A Missing Term in Contrastive Divergence

When taking the negative gradient of the contrastive divergence objective (Equation 2), we obtain the expression

\[
-(\mathbb{E}_{p_D(x)} \left[ \frac{\partial E_\theta(x)}{\partial \theta} \right] - \mathbb{E}_{q_\theta(x')} \left[ \frac{\partial E_\theta(x')}{\partial \theta} \right] + \frac{\partial q_\theta(x')}{\partial \theta} \text{KL}(q_\theta(x') \parallel p_\theta(x'))) \tag{4}
\]

where for brevity, we summarize \( \Pi^t \theta(p(x)) = q_\theta(x) \). The first two terms are identical to those of Equation 1 and the third gradient term (which we refer to as the KL divergence term) corresponds to minimizing the divergence between \( q_\theta(x) \) and \( p_\theta(x) \). In practice, past contrastive divergence approaches have ignored the third gradient term, which was difficult to estimate and claimed to be empirically negligible (Hinton, 1999) (which in Figure 9 we show to be non-negligible), leading to the incorrect optimization of Equation 2. To correctly optimize Equation 2, we construct a new joint loss expression \( \mathcal{L}_{\text{Full}} \), consisting of traditional contrastive loss \( \mathcal{L}_{\text{CD}} \) and a new loss expression \( \mathcal{L}_{\text{KL}} \), to accurately exhibit all three gradient terms. Specifically, we have \( \mathcal{L}_{\text{Full}} = \mathcal{L}_{\text{CD}} + \mathcal{L}_{\text{KL}} \), where \( \mathcal{L}_{\text{CD}} \) is

\[
\mathcal{L}_{\text{CD}} = \mathbb{E}_{p_D(x)}[E_\theta(x)] - \mathbb{E}_{\text{stop,grad}(q_\theta(x'))}[E_\theta(x')], \tag{5}
\]

and the ignored KL divergence term corresponding to the following KL loss:

\[
\mathcal{L}_{\text{KL}} = \mathbb{E}_{q_\theta(x)}[E_{\text{stop,grad}(\theta)}(x)] + \mathbb{E}_{q_\theta(x)}[\log(q_\theta(x))]. \tag{6}
\]
Despite being difficult to estimate, we show that \( \mathcal{L}_{\text{KL}} \) is a useful tool for both speeding up and stabilizing training of EBMs. We provide derivations showing the equivalence of gradients of \( \mathcal{L}_{\text{Full}} \) and that of Equation 2 in the appendix, where stop gradient operators are necessary to ensure correct gradients. Figure 2 illustrates the overall effects of both losses. Equation 5 encourage the energy function to assign low energy to real samples and high energy for generated samples. However, only optimizing Equation 5 often leads to an adversarial mode where the energy function learns to simply generate an energy landscape that makes sampling difficult. The KL divergence term counteracts this effect and encourages sampling to closely approximate the underlying distribution \( p(x) \), by encouraging samples to be both low energy under the energy function as well as diverse. Empirically, we find that including for KL term significantly improves both the stability, generation quality, and robustness to different model architectures (Figure 8). Next, we will discuss our approach towards estimating this KL divergence.

### 2.2 Estimating the missing gradient term

Estimating \( \mathcal{L}_{\text{KL}} \) can further be decomposed into two separate objectives, minimizing the energy of samples from \( q_{\theta}(x) \), which we refer to as \( \mathcal{L}_{\text{opt}} \) (Equation 7) and maximizing the entropy of samples from \( q_{\theta}(x) \) which we refer to as \( \mathcal{L}_{\text{ent}} \) (Equation 8).

**Minimizing Sampler Energy.** To minimize the energy of samples from \( q_{\theta}(x) \) we can directly differentiate through both the energy function and MCMC sampling. We follow recent work in EBMs and utilize Langevin dynamics (Du & Mordatch, 2019; Nijkamp et al., 2019b; Grathwohl et al., 2019) for our MCMC transition kernel, and note that each step of Langevin sampling is fully differentiable with respect to underlying energy function parameters. Precisely, gradient of \( \mathcal{L}_{\text{opt}} \), \( \frac{\partial \mathcal{L}_{\text{ent}}}{\partial \theta} \) becomes

\[
\mathbb{E}_{q_{\theta}(x'_0,\ldots,x'_t)} \left[ \frac{\partial E_{\text{opt,grad}(\theta)}(x'_{i-1} - \nabla_{x'_{i-1}} E_{\theta}(x'_{i-1}) + \omega)}{\partial \theta} \right],
\]

where \( \omega \sim \mathcal{N}(0, \lambda) \) and \( x'_i \) represents the \( i \)th step of Langevin sampling. To reduce the memory overhead of this differentiation procedure, we only differentiate through the last step of Langevin sampling as also done in (Vahdat et al., 2020). In the appendix we show that this leads to the same effect as differentiation through Langevin sampling.

**Entropy Estimation.** To maximize the entropy of samples from \( q_{\theta}(x) \), we use a non-parametric nearest neighbor entropy estimator (Beirlant et al., 1997), which is shown to be mean square consistent (Kozachenko & Leonenko, 1987) with root-n convergence rate (Tsybakov & Van der Meulen, 1996). The entropy \( H \) of a distribution \( p(x) \) can be estimated through a set \( X = x_1, x_2, \ldots, x_n \) of \( n \) different points sampled from \( p(x) \) as \( H(p(x)) = \frac{1}{n} \sum_{i=1}^{n} \ln(n \cdot NN(x_i, X)) + O(1) \) where the function \( \text{NN}(x_i, X) \) denotes the nearest neighbor distance of \( x_i \) to any other data point in \( X \). Based off the above entropy estimator, we write \( \mathcal{L}_{\text{ent}} \) as the entropy loss:

\[
\mathcal{L}_{\text{ent}} = \mathbb{E}_{q(x)}[\log(\text{NN}(x, B))]
\]

where we measure the nearest neighbor with respect to a set \( B \) of 100 past samples from MCMC chains. We utilize L2 distance as the metric for computing nearest neighbors. This type of nearest entropy estimator is known to scale poorly...
to high dimensions (requiring an exponential number of samples to yield an accurate entropy estimate). However, in our setting, we do not need an accurate estimate of entropy. Instead, our computation of entropy is utilized as a fast regularizer to prevent sampling from collapsing.

2.3 Data Augmentation Transitions

Langevin sampling, our MCMC transition kernel, is prone to falling into local probability modes (Neal, 2011). In the image domain, this manifests with sampling chains always converging to a fixed image (Du & Mordatch, 2019). A core difficulty is that distances between two qualitatively similar images can be significantly far away from each other in the input domain, on which sampling is applied. While $L_{KL}$ serves as a regularizer to prevent sampling collapse in Langevin dynamics, Langevin dynamics alone is not enough to encourage large jumps in a finite number of steps. It is further beneficial to have an individual sampling chain have the ability to mix between probability modes.

Algorithm 1 EBM training algorithm

**Input:** data dist $p_d(x)$, step size $\lambda$, number of steps $K$, data augmentation $D(\cdot)$, stop gradient operator $\Omega(\cdot)$, EBM $E_\theta(\cdot)$

$B \leftarrow \emptyset$

while not converged do

$\tilde{x}_i^0 \sim p_d$

$\tilde{x}_i^0 \sim B$ with 99% probability and $\mathcal{U}$ otherwise

$X \sim B$ for nearest neighbor entropy calculation

Apply data augmentation to sample:

$\tilde{x}_i^0 = D(\tilde{x}_i^0)$

Generate sample using Langevin dynamics:

for sample step $k = 1$ to $K$ do

$\tilde{x}_i^{k-1} = \Omega(\tilde{x}_i^{k-1})$

$\tilde{x}_i^k \leftarrow \tilde{x}_i^{k-1} - \nabla_x E_\theta(\tilde{x}_i^{k-1}) + \omega, \ \omega \sim \mathcal{N}(0, \sigma)$

end for

Generate two variants of $\tilde{x}_i^k$ with and without gradient propagation:

$x_i^k = \Omega(\tilde{x}_i^k)$

$\tilde{x}_i^k = \tilde{x}_i^k$

Optimize objective $L_{CD} + L_{KL}$ wrt $\theta$:

$L_{CD} = \frac{1}{N} \sum_i (E_\theta(x_i^k) - E_\theta(x_i^0))$

$L_{KL} = E_{\Omega(x_i^0)}( \tilde{x}_i^k ) - \log(\mathcal{N}(x_i^k, X))$

Optimize objective $L_{CD} + L_{KL}$ wrt $\theta$:

$\Delta \theta \leftarrow \nabla_{\theta}(L_{CD} + L_{KL})$

Update $\theta$ based on $\Delta \theta$ using Adam optimizer

Update replay buffer $B$

$B \leftarrow B \cup \tilde{x}_i^k$

end while

To encourage greater exploration between similar inputs in our model, we propose to augment chains of MCMC sampling with periodic data augmentation transitions that encourages movement between “similar” inputs. In particular, we utilize a combination of color, horizontal flip, rescaling, and Gaussian blur augmentations. Such combinations of augmentation has recently seen success applied in unsupervised learning (Chen et al., 2020). Specifically, during training time, we initialize MCMC sampling from a data augmentation applied to an input sampled from the buffer of past samples. At test time, during the generation, we apply a random augmentation to the input after every 20 steps of Langevin sampling. We illustrate this process in the bottom of Figure 2. Data augmentation transitions are always taken.

2.4 Compositional Multi-scale Generation

To encourage energy functions to focus on features in both low and high resolutions, we define our energy function as the composition (sum) of a set of energy functions operating on different scales of an image, illustrated in Figure 3. Since the downsampling operation is fully differentiable, Langevin based sampling can be directly applied to the energy function. In our experiments, we utilize full, half, and quarter resolution image as input and show that this improves the generation performance.

Algorithm 2 EBM sampling algorithm

**Input:** number of data augmentation applications $\bar{N}$, step size $\lambda$, number of steps $K$, data augmentation $D(\cdot)$, EBM $E_\theta(\cdot)$

$\tilde{x}_i^0 \sim \mathcal{U}$

Generate samples through $N$ iterative steps of data augmentation/Langevin dynamics:

for sample step $n = 1$ to $N$ do

Apply data augmentation to samples:

$\tilde{x}_i^0 = D(\tilde{x}_i^0)$

Run $K$ steps of Langevin dynamics:

for sample step $k = 1$ to $K$ do

$\tilde{x}_i^k \leftarrow \tilde{x}_i^{k-1} - \nabla_x E_\theta(\tilde{x}_i^{k-1}) + \omega, \ \omega \sim \mathcal{N}(0, \sigma)$

end for

Iteratively refine samples:

$\tilde{x}_i^0 = \tilde{x}_i^k$

end for

Final output:

$x = \tilde{x}_i^0$
2.5 Training Algorithm and Sampling

We provide an overview of our overall proposed training algorithm in Algorithm 1. Our overall approach is similar to the algorithm presented in (Du & Mordatch, 2019), with two notable differences. First, we apply data augmentation to samples drawn for the replay buffer. Second, we propagate gradients through sampling to efficiently compute $L_{KL}$. We further present the sample generation algorithm for a trained EBM in Algorithm 2. We iteratively apply $N$ steps of data augmentation and Langevin sampling to mimic the replay buffer utilized during training.

3 Experiments

We perform empirical experiments to validate the following set of questions: (1) What are the effects of each proposed component towards training EBMs? (2) Are our trained EBMs able to perform well on downstream applications of EBMs, such as image generation, out-of-distribution detection, and concept compositionality?

3.1 Experimental Setup

We investigate the efficacy of our proposed approach. Models are trained using the Adam Optimizer (Kingma & Ba, 2015), on a single 32GB Volta GPU for CIFAR-10 for 1 day, and for 3 days on 8 32GB Volta GPUs for CelebaHQ, LSUN and ImageNet 32x32 datasets. We provide detailed training configuration details in the appendix.

Our improvements are largely built on top of the EBMs training framework proposed in (Du & Mordatch, 2019). We use a buffer size of 10000, with a resampling rate of 0.1%. Our approach is significantly more stable than IGEBM, allowing us to remove aspects of regularization in (Du & Mordatch, 2019). We remove the clipping of gradients in Langevin sampling as well as spectral normalization on the weights of the network. In addition, we add self-attention blocks and layer normalization blocks in residual networks of our trained models. In multi-scale architectures, we utilize 3 different resolutions of an image, the original image resolution, half the image resolution and a quarter the image resolution. We report detailed architectures in the appendix.

When evaluating models, we utilize the EMA model with EMA weight of 0.9999.

3.2 Image Generation

We evaluate our approach on CIFAR-10, Imagenet 32x32 (Deng et al., 2009), and CelebA-HQ (Karras et al., 2017) datasets. Additional quantitative comparisons, results, and ablations can be found in the appendix of the paper.

Image Quality. We evaluate our approach on unconditional generation in Table 1. We utilize Inception (Salimans et al., 2016) and FID (Heusel et al., 2017) implementations from

| Model                                      | Inception | FID  |
|--------------------------------------------|-----------|------|
| PixelCNN (Van Oord et al., 2016)           | 4.60      | 65.9 |
| Multigrid EBM (Gao et al., 2018)           | 6.58      | 40.1 |
| IGEMB (Ensemble) (Du & Mordatch, 2019)     | 6.78      | 38.2 |
| Short-Run EBM (Nijkamp et al., 2019b)      | 6.21      | 44.5 |
| DCGAN (Radford et al., 2016)               | 6.40      | 37.1 |
| WGAN + GP (Gulrajani et al., 2017)         | 6.50      | 36.4 |
| NCSN (Song & Ermon, 2019)                  | 8.87      | 25.3 |
| Ours                                       | 7.85      | 25.1 |
| SNGAN (Miyato et al., 2018)                | 8.22      | 21.7 |
| SSGAN (Chen et al., 2019)                  |           | 19.7 |

Figure 4: Randomly selected unconditional 128x128 CelebA-HQ images generated from our trained EBM model. Samples are relatively diverse with limited artifacts.

Table 1: Table of Inception and FID scores for generations of CIFAR-10, CelebA-HQ and ImageNet32x32 images. All others numbers are taken directly from corresponding papers. On CIFAR-10, our approach outperforms past EBM approaches and achieves performance close to SNGAN. On CelebA-HQ, our approach achieves performance close to that of SSGAN. On ImageNet 32x32, our approach achieves similar performance to the PixelIQN (large) model with around one tenth the parameters.
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Figure 5: Visualization of Langevin dynamics sampling chains on an EBM trained on CelebA-HQ 128x128. Samples travel between different modes of images. Each consecutive images represents 30 steps of sampling, with data augmentation transitions every 60 steps.

Figure 6: Output samples after running Langevin dynamics from a fixed initial sample (center of square), with or without intermittent data-augmentation transitions. Without data-augmentation transitions, all samples converge to same image, while data augmentations enable chains to separate.

(Du & Mordatch, 2019) to evaluate samples. On CIFAR-10, we find that our approach outperforms many past EBM approaches in both FID and Inception scores using a similar number of parameters. We find that our performance is slightly worse than that of SNGAN and SSGAN. On CelebA-HQ, we find that our approach outperforms our reimplementation of SNGAN using default ImageNet hyperparameters, and is close to the reported numbers of SSGAN. Finally, on Imagenet32x32, we find that our approach outperforms previous EBM models and achieves performance comparable to that of the large PixelIQN model in terms of FID and Inception score. We note, however, that our model is significantly smaller than the PixelIQN model and has one tenth the number of parameters. We present example qualitative images from CelebA-HQ in Figure 4 and present qualitative images on other datasets in the appendix of the paper. While our overall generative performance are not the best reported, we emphasize that it improves existing generative performance of EBMs, which have unique benefits such as compositionality (Section 3.4).

Effect of Data Augmentation. We evaluate the effect of data augmentation on sampling in EBMs. In Figure 5 we show that by combining Langevin sampling with data augmentation transitions, we are able to enable chains to mix across different images, whereas prior works have shown Langevin converging to fixed images. In Figure 6 we show that given a fixed random noise initialization, data augmentation transitions enable to reach a diverse number of different samples, while sampling without data augmentation transitions leads all chains to converge to the same face.

Mode Convergence. We further investigate high likelihood modes of our model. In Figure 7, we compare very low energy samples (obtained after running gradient descent 1000 steps on an energy function) for both our model with data augmentation and KL loss and the IGEBM model. Due to improved mode exploration, we find that low temperature samples under our model with data augmentation/KL loss reflect typical high likelihood “modes” in the training dataset, while our baseline models converges to odd shapes, also noted in (Nijkamp et al., 2019a).

Stability/KL Loss. EBMs are difficult to train and are sensitive to both the exact architecture and to various hyperparameters. We found that the addition of a KL term into our training objective significantly improved the stability of training, by encouraging the sampling distribution to match the model distribution. In Figure 8, we measure training stability by measuring the energy differences between real and generated images. Stable training occurs when the energy difference is close to zero. Without $L_{KL}$, we found that training our model with or without self-attention were both unstable, with differences spiking. Adding spectral normalization stabilizes training, but the addition of self-attention once again destabilizes training. In contrast with $L_{KL}$, the addition of self-attention is also stable. We further compare Inception scores in Figure 8 over training and find that while spectral normalization stabilizes training, it does at the expense of decreased improvement of Inception score. The addition of the KL term itself is not too expensive, simply requiring an additional nearest neighbor computation.
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**Figure 7:** Illustration of very low temperature samples from our model with KL loss and data augmentation compared to those from IGEBM on CIFAR-10 (left) and CelebA-HQ (right). After a large number of sampling steps, IGEBM converges to strange hues in CIFAR-10 and random textures on CelebA-HQ. In contrast, due to better mode exploration, adding both improvements maintains naturalistic image modes on both CIFAR-10 and CelebA-HQ.

**Figure 8:** The KL loss significantly improves the stability of EBM training. Stable EBM training occurs when the energy difference (illustrated in bottom row) is roughly zero. We find that without using the KL loss term (left column), EBM training quickly diverges (bottom left). Spectral normalization prevents divergence of energies, but cannot be combined with self attention without destabilizing training. KL loss (right column) maintains an energy difference to 0 (bottom right), even with the addition of self attention. Inception scores rapidly rise with KL loss (top right), but fall without KL loss (top left) due to destabilized training. Spectral norm prevents the Inception score from falling, but the score also does not increase much due to constraints in the architecture.

Table 2: Ablations of each proposed component on CIFAR-10 generation as well as corresponding stability of training. KL Loss significantly stabilizes EBM training, and enables large boosts in generation performance via longer training.

| KL Loss | KL Loss | Data Aug | Multiscale | Inception Score | FID | Stability |
|---------|---------|----------|------------|-----------------|-----|-----------|
| No      | No      | No       | No         | 3.57            | 169.74 | No       |
| No      | No      | Yes      | No         | 5.13            | 133.84 | No       |
| No      | No      | Yes      | Yes        | 6.14            | 53.78  | No       |
| Yes     | No      | Yes      | Yes        | 6.79            | 32.67  | Yes       |
| Yes     | Yes     | Yes      | Yes        | 7.85            | 25.08  | Yes       |

**Figure 9:** Plots of the gradient magnitude of $L_{KL}$ and $L_{CD}$ across training iterations. Influences and relative magnitude of both loss terms stays constant through training.

KL Gradient. We plot the overall gradient magnitudes of $L_{CD}$ and $L_{KL}$ when training an EBM on CIFAR-10 in Figure 9. We find that relative magnitude of gradients of both training objectives remains constant across training, and that the gradient of the KL objective is non-negligible.

### 3.3 Out of Distribution Robustness

Energy-Based Models (EBMs) have also been shown to exhibit robustness to both out-of-distribution and adversarial samples (Du & Mordatch, 2019; Grathwohl et al., 2019; 2020a). We evaluate out-of-distribution detection of our trained energy function through log-likelihood using...
Table 3: Table of AUROC values in out-of-distribution detection on unconditional models trained on CIFAR-10 using log($p_d(x)$). Our approach performs the best out of all methods. *JEM is not directly comparable as it uses supervised labels.

| Model             | PixelCNN++ | Glow  | IGEBM | JEM* | VERA | Ours |
|-------------------|------------|-------|-------|------|------|------|
| SVHN              | 0.32       | 0.24  | 0.63  | 0.67 | 0.83 | **0.91** |
| Textures          | 0.33       | 0.27  | 0.48  | 0.60 | -    | **0.88** |
| CIFAR10 Interpol  | 0.71       | 0.51  | 0.70  | 0.65 | **0.86** | 0.65 |
| CIFAR100          | 0.63       | 0.55  | 0.50  | 0.67 | 0.73 | **0.83** |
| Average           | 0.50       | 0.39  | 0.57  | 0.65 | -    | **0.82** |

Table 4: Table of compositional generation accuracy across different models trained on the CelebA-HQ dataset. Generation accuracy measured through attribute predictions using a Resnet-18 classifier is trained to regress young, female, smiling, and wavy hair attributes in CelebA-HQ. Our approach achieves best performance.

| Model                         | Young | Female | Smiling | Wavy |
|-------------------------------|-------|--------|---------|------|
| JVAE (Young)                  | 0.543 | -      | -       | -    |
| JVAE (Young & Female)         | 0.440 | 0.554  | -       | -    |
| JVAE (Young & Female & Smiling) | 0.488 | 0.520 | 0.526   | -    |
| JVAE (Young & Female & Smiling & Wavy) | 0.416 | 0.584 | 0.561 | 0.416 |
| IGEBM (Young)                 | 0.506 | -      | -       | -    |
| IGEBM (Young & Female)        | 0.367 | 0.160  | -       | -    |
| IGEBM (Young & Female & Smiling) | 0.604 | 0.648 | 0.625   | -    |
| IGEBM (Young & Female & Smiling & Wavy) | 0.550 | 0.545 | 0.445 | 0.781 |
| Ours (Young)                  | 0.847 | -      | -       | -    |
| Ours (Young & Female)         | 0.779 | 0.583  | -       | -    |
| Ours (Young & Female & Smiling) | 0.906 | 0.718 | 0.968   | -    |
| Ours (Young & Female & Smiling & Wavy) | 0.922 | 0.625 | 0.843 | 0.906 |

Figure 10: Examples of EBM compositional generations across different object attributes. Our model is successfully able to compose attributes and is able to construct high resolution, globally coherent compositional renderings, including fine detail such as lighting and reflections.

**Results.** We present out-of-distribution results in Table 3, comparing with both likelihood models and EBMs using log-likelihood to detect outliers. We find that our approach significantly outperforms other baselines, with the exception of CIFAR-10 interpolations. We note the JEM (Grathwohl et al., 2019) further requires supervised labels to train the energy function, which has to shown to improve out-of-distribution performance. We posit that by more efficiently exploring modes of the energy distribution at training time, we are able to reduce the spurious modes of the energy function and thus improve out-of-distribution performance.

### 3.4 Compositionality

Energy-Based Models (EBMs) have the ability to compose with other models at generation time (Hinton, 1999; Haarnoja et al., 2017; Du et al., 2020a). We investigate to what extent EBMs trained under our new framework can also exhibit compositionality. See (Du et al., 2020a) for a discussion of various compositional operators and applications in EBMs. In particular, we train independent EBMs $E(x|c_1)$, $E(x|c_2)$, $E(x|c_3)$, that learn conditional generative distribution over concept factors $c$ such as facial expression. We test whether we can compose independent energy functions together to generate images with each concept factor simultaneously. We test compositions on the CelebA-HQ dataset, where we train separate EBMs on face attributes of age, gender, smiling, and wavy hair and on a rendered Blender dataset where we train separate EBMs on object attributes of size, position, rotation, and identity.

**Qualitative Results.** We present qualitative results on compositions of energy functions on CelebA-HQ in Figure 11. We consider compositional generation on the factors of young, female, smiling, and wavy hair. Compared to baselines, our approach is able to successfully generate images with each of conditioned factor, with faces being significantly higher resolution than baselines. In Figure 10, we further consider compositions of energy functions over object attributes. We consider compositional generation on factors of size, type, position, and rotation. Again, we find that each associated image generation exhibits the corresponding conditioned attribute. Images are further visually consistent in terms of lighting, shadows and reflections. We note that different from most past work, generations of these combinations of different factors are only specified at generation time, with models being trained independently. Our results indicate that our framework for training EBMs is a promising direction for high resolution compositional visual generation.

**Quantitative Comparison.** We quantitatively compare compositional generations of our model with IGEBM and JVAE (Vedantam et al., 2018) models on the CelebA-HQ dataset. We assess the compositional generation accuracy of different models by measuring the accuracy with which a pretrained ResNet18 classifier can recover the underlying conditioned attributes. In Table 4, we find that our model has significantly higher attribute recovery compared to baselines across all compositions of attributes.
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4 Related Work

Our work is related to a large, growing body of work on different approaches for training EBMs. Our approach is based on contrastive divergence (Hinton, 2002), where an energy function is trained to contrast negative samples drawn from a model distribution and from real data. In recent years, such approaches have been applied to the image domain (Salakhutdinov & Hinton, 2009; Xie et al., 2016; Gao et al., 2018; Du & Mordatch, 2019). (Gao et al., 2018) also proposes a multiscale approach towards generating images from EBMs, but different from our work, uses each sub-scale EBM to initialize the generation of the next EBM, while we jointly sample across each resolution. Our work builds on existing works, and aims to provide improvements in generation and stability.

A difficulty with contrastive divergence training is negative sample generation. To sidestep this issue, a separate line of work utilizes an auxiliary network to amortize the negative portions of the sampling procedure (Kim & Bengio, 2016; Kumar et al., 2019; Han et al., 2019; Xie et al., 2018a; Song & Ou, 2018; Dai et al., 2019; Che et al., 2020; Grathwohl et al., 2020a; Arbel et al., 2020). One line of work (Kim & Bengio, 2016; Kumar et al., 2019; Song & Ou, 2018), utilizes a separate generator network for negative image sample generations. In contrast, (Xie et al., 2018a), utilizes a generator to warm start generations for negative samples and (Han et al., 2019) minimizes a divergence between three models. While such approaches enable better qualitative generation, they also lose some of the flexibility of the EBM formulation. For example, separate energy models can no longer be composed together for generation.

In addition, other approaches towards training EBMs seek instead to investigate separate objectives to train the EBM. One such approach is score matching, where the gradients of an energy function are trained to match the gradients of real data (Hyvärinen, 2005; Song & Ermon, 2019), or with a related denoising (Sohl-Dickstein et al., 2015; Saremi et al., 2018; Ho et al., 2020) approach. Additional objectives include noise contrastive estimation (Gao et al., 2020), learned Stein’s discrepancy (Grathwohl et al., 2020b), and learned F divergences (Yu et al., 2020).

Most prior work in contrastive divergence has ignored the KL term (Hinton, 1999; Salakhutdinov & Hinton, 2009). A notable exception is (Ruiz & Titsias, 2019), which obtains a similar KL divergence term to ours. Ruiz & Titsias (2019) use a high variance REINFORCE estimator to estimate the gradient of the KL term, while our approach relies on auto-differentiation and nearest neighbor entropy estimators. Differentiation through model generation procedures has previously been explored in other models (Finn & Levine, 2017; Metz et al., 2016). Other related entropy estimators include those based on Stein’s identity (Liu et al., 2017) and MINE (Belghazi et al., 2018). In contrast to these approaches, our entropy estimator relies only on nearest neighbor calculation, and does not require the training of an independent neural network.

5 Conclusion

We propose a simple and general framework for improving generation and ease of training of EBMs. We show that the framework enables high resolution compositional image generation and out-of-distribution robustness. In the future, we are interested in further computational scaling of our framework and its applications to additional domains such as text, video, and reasoning.
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In this supplement, we present additional image generation results in Section A. Next we detail experimental settings in Section B. We provide derivations of gradients of $L_{CD}$ and $L_{KL}$ and show there equivalence to the original contrastive divergence objective in Section C. Finally we provide additional analysis of our method in Section D.

A More Image Results

A.1 Nearest Neighbor Generations

We present L2 nearest neighbors in CelebA-HQ training dataset of unconditional image samples from our trained EBM in Figure 13. We find that our approach generates images distinct from the training set.

A.2 Additional Quantitative Results

We further quantitatively compare our generations with those of SNGAN on LSUN 128x128 bedroom scenes. We find that an SNGAN model trained on LSUN 128x128 bedroom scenes obtains an FID of 64.05 compared to our approach, which obtains an FID of 33.46. To report SNGAN scores, we re-implemented the SNGAN model using the default hyper parameters to train models on ImageNet 128x128.

A.3 Additional Qualitative Images

We present qualitative visualizations of unconditional samples generated from an EBM. Figure 14 shows unconditional image generations on the ImageNet 32x32 dataset. In all three different settings, we find that our generated unconditional images are relatively globally coherent.

B Training Details

B.1 Model Architectures

In this part, we provide the model architectures used in our experiments. When training multiscale energy functions, our final output energy function is the sum of energy functions applied to the full resolution image, the half resolution image, and the quarter resolution image. We use the architecture reported in Table 5 for the full resolution image on CIFAR-10 and ImageNet 32x32 (used in the main paper Section 3.2 and 3.3). The model architecture used on the CelebA-HQ and LSUN datasets are reported in Table 6 (used in the main paper Section 3.2 and 3.4). The half-resolution models share the architecture listed in Table 5, but with the first down-sampled residual block removed. Similarly, the quarter resolution models share the architectures listed, but with the first two down-sampled residual blocks removed. We utilize group normalization (Wu & He, 2018) inside each residual block and utilize the Swish nonlinearity (Ramachandran et al., 2018).

B.2 Experiment Configurations For Different Datasets

CIFAR-10/ImageNet 32x32. For CIFAR-10 and ImageNet 32x32, we use 40 steps of Langevin sampling to generate a negative sample. The Langevin sampling step size is set to be 500, with Gaussian noise of magnitude 0.001 at each iteration. The data augmentation transform consists of color augmentation of strength 1.0 from (Chen et al., 2020), a random horizontal flip, and a image resize between 0.02 and 1.0. This is used in the main paper Section 3.2 and 3.3.

CelebA/LSUN Bedroom. For the CelebA-HQ and LSUN bed datasets, we use 40 steps of Langevin sampling to generate negative samples. The Langevin sampling step size is set to be 1000, with Gaussian noise of magnitude 0.001 applied at each iteration. The data augmentation transform consists of color augmentation of strength 1.0 from (Chen et al., 2020), a random horizontal flip, and a image resize between 0.08 and 1.0. This is used in the main paper Section 3.2 and 3.4.

C Loss Gradient Derivation

We show that the gradient of the contrastive divergence objective, $L_{CD, Full}$ is equivalent to that of the $L_{Full} = L_{KL} + L_{CD}$. Recall that the contrastive divergence objective is given by

$$L_{CD, Full} = KL(p_D(x) || p_\theta(x)) - KL(q_\theta(x) || p_\theta(x)).$$

The gradient of the first KL term with respect to $\theta$, $\frac{\partial KL(p_D(x) || p_\theta(x))}{\partial \theta}$ is

$$-E_{p_D(x)} \left[ \frac{\partial E_p(x)}{\partial \theta} \right]$$

while the gradient of the second KL term with respect to $\theta$, $KL(q_\theta(x) || p_\theta(x))$

$$\frac{\partial q(x')}{\partial \theta} \frac{\partial KL(q_\theta(x') || p_\theta(x'))}{\partial q_\theta(x')} - E_{q_\theta(x')} \left[ \frac{\partial E_p(x')}{\partial \theta} \right]$$

with the overall gradient being

$$\frac{\partial L_{CD, Full}}{\partial \theta} = -E_{p_D(x)} \left[ \frac{\partial E_p(x)}{\partial \theta} \right] - E_{q_\theta(x')} \left[ \frac{\partial E_p(x')}{\partial \theta} \right] + \frac{\partial q(x')} {\partial \theta} \frac{\partial KL(q_\theta(x') || p_\theta(x'))} {\partial q_\theta(x')}.$$

We have that

$$L_{CD} = E_{p_D(x)} [E_\theta(x)] - E_{stop_grad(q_\theta(x'))} [E_\theta(x')] ,$$

$$L_{KL} = KL(p_D(x) || p_\theta(x)) ,$$

$$L_{CD} = E_{p_D(x)} [E_\theta(x)] - E_{q_\theta(x')} [E_\theta(x')] .$$
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Figure 12: Inception Score and energy difference plots when $L_{KL}$ is applied to MCMC initialized from random noise.

with corresponding gradients

$$\frac{\partial L_{CD}}{\partial \theta} = E_{P_D(x)} \left( \frac{\partial E_\theta(x)}{\partial \theta} \right) - E_{q_\theta(x')} \left( \frac{\partial E_\theta(x')}{\partial \theta} \right).$$

Furthermore, we have that

$$L_{KL} = E_{q_\theta(x)} [E_{\text{stop_grad}}(\theta)(x)] + E_{q_\theta(x)} [\log(q_\theta(x))].$$

This can be rewritten as

$$L_{KL} = \text{KL}(q_\theta(x) || p_{\text{stop_gradient}}(\theta)(x)).$$

The corresponding gradient of the objective is

$$\frac{\partial L_{KL}}{\partial \theta} = \frac{\partial q_\theta(x)}{\partial \theta} \frac{\partial \text{KL}(q_\theta(x) || p_{\theta}(x))}{\partial q_\theta(x)}.$$ 

Thus the sum of the gradients in $\frac{\partial L_{CD}}{\partial \theta}$ (Equation 14) and $\frac{\partial L_{KL}}{\partial \theta}$ (Equation 18) is equal to the full contrastive divergence gradient $\frac{\partial L_{CD,\text{full}}}{\partial \theta}$ (Equation 12).

D Additional Analysis

D.1 Alternative Sampling Distributions

Instead of utilizing $q_\theta(x)$ as $\Pi_\theta(p_D(x))$, as noted in the method section, our approach can further maximize likelihood as long as $KL(p_D(x) || p_\theta(x))$ is greater $KL(q_\theta(x) || p_\theta(x))$. We test an alternative sampler $q_\theta(x)$ consisting of initializing Langevin dynamics from random noise in Figure 12. We find again that our approach improves the training stability.

D.2 Analysis of Truncated Langevin Backpropagation

To better understand the training effect of $L_{KL}$, we analyze the effect of truncating backpropagation through Langevin sampling. We train two separate models on MNIST, one with backpropagation through all Langevin steps, and one with backpropagation through only the last Langevin step. We obtain an FID of 90.54 with backpropagation through only 1 step of Langevin sampling and an FID of 94.85 with backpropagation through all steps of Langevin sampling. We present illustrations of samples generated with one step in Figure 17 and with all steps in Figure 18. Overall, we find little degradation in performance with the truncation of backpropagation, but note that backpropagation through all steps of sampling is over 3 times slower to train.

D.3 Analysis of Effect of KL Loss on Mode Sampling

We illustrate the effect of $L_{KL}$ as a regularizer to prevent EBM sampling collapse. When training an EBM, $L_{KL}$ serves as a repelling term encouraging MCMC samples from an EBM to both have low energy and exhibit diversity. In the absence of $L_{KL}$, we find that EBM sampling always collapses and eventually always generates samples illustrated in Figure 19. These samples are significantly less diverse than those generated when training with $L_{KL}$ (Figure 5), which never suffers from sampling collapse.

Figure 13: Nearest neighbors in the L2 space of generated images in CelebA-HQ 128x128.
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Figure 14: Randomly selected unconditional LSUN bed 128x128 samples from our trained EBM.

Figure 15: Randomly selected unconditional CIFAR-10 samples from our trained EBM.

Figure 16: Randomly selected unconditional ImageNet 32x32 samples from our trained EBM.

Table 5: The model architecture used for CIFAR-10 and ImageNet-32x32 experiments.

| Layer Type       | Channels |
|------------------|----------|
| 3x3 conv2d, 64   |          |
| ResBlock 64      |          |
| ResBlock Down 64 |          |
| ResBlock 64      |          |
| ResBlock Down 64 |          |
| Self Attention 64|          |
| ResBlock 128     |          |
| ResBlock Down 128|          |
| ResBlock 256     |          |
| ResBlock Down 256|          |
| Global Mean Pooling |        |
| Dense → 1        |          |

Table 6: The model architecture used for CelebA-HQ/LSUN room experiments.

| Layer Type       | Channels |
|------------------|----------|
| 3x3 conv2d, 64   |          |
| ResBlock 64      |          |
| ResBlock Down 64 |          |
| ResBlock 64      |          |
| ResBlock Down 64 |          |
| ResBlock Down 256|          |
| ResBlock 512     |          |
| ResBlock 512     |          |
| Global mean Pooling |      |
| Dense → 1        |          |
Improved Contrastive Divergence Training of Energy-Based Model

Figure 17: Generations on MNIST with backpropagation through 1 step of Langevin sampling.

Figure 18: Generations on MNIST with backpropagation through all steps of Langevin sampling.

Figure 19: Illustration of collapsed sampling from an EBM. Sampling does not collapse with the addition of the KL loss.