Abstract

Whenever we speak, our voice is accompanied by facial movements and expressions. Several recent works have shown the synthesis of highly photo-realistic videos of talking faces, but they either require a source video to drive the target face or only generate videos with a fixed head pose. This lack of facial movement is because most of these works focus on the lip movement in sync with the audio while assuming the remaining facial keypoints’ fixed nature. To address this, a unique audio-keypoint dataset of over 150,000 videos at 224p and 25fps is introduced that relates the facial keypoint movement for the given audio. This dataset is then further used to train the model, Audio2Keypoint, a novel approach for synthesizing facial keypoint movement to go with the audio. Given a single image of the target person and an audio sequence (in any language), Audio2Keypoint generates a plausible keypoint movement sequence in sync with the input audio, conditioned on the input image to preserve the target person’s facial characteristics. To the best of our knowledge, this is the first work that proposes an audio-keypoint dataset and learns a model to output the plausible keypoint sequence to go with audio of any arbitrary length. Audio2Keypoint generalizes across unseen people with a different facial structure allowing us to generate the sequence with the voice from any source or even synthetic voices. Instead of learning a direct mapping from audio to video domain, this work aims to learn the audio-keypoint mapping that allows for in-plane and out-of-plane head rotations, while preserving the person’s identity using a Pose Invariant (PIV) Encoder.

1. Introduction

Recent years have witnessed an increasing attention in the area of deep generative models leading to interesting applications like deep-fakes [5, 36, 27, 37], speech or music synthesis [9, 1, 17], etc. During conversations, human thoughts and expressions are conveyed through both voice and facial movements.

These movements add non-verbal information that helps the listener comprehend the speaker in a better way [28, 5], and also explains a person’s preference for face-to-face conversations [31, 22]. This motivated the present work to develop a system for synthesis of facial keypoint sequence corresponding to an input audio segment and a reference
face image. This keypoint sequence can be used further to generate photo-realistic videos of talking faces by deploying translation networks \([42, 30]\). Such a model can be deployed for a wide range of applications like video conferencing, video transmission in low bandwidth, virtual reality, chat bots, video dubbing, etc.

These applications require the generation of photo-realistic videos with lip movement in sync with the audio while preserving the person’s identity. The synthesis of such photo-realistic talking faces is often challenged by the human observer’s acuteness at identifying subtle abnormalities in the animated face image sequence (uncanny valley effect \([19]\)) and its synchronization with the audio sequence. Another challenge is the incorporation of high geometric and photometric complexities of face models along with other attributes particular to an individual (hairstyle, clothing and accessories).

Facial reenactment is the process of re-animating a target video. Its success depends on the availability of source videos, which may not be always available. Existing works have proposed both video \([35, 45]\) and audio \([6, 29, 36]\) driven facial reenactment approaches. In contrast, methods proposed in \([6, 36]\) are helpful when there is a lack of driving videos. These models end up focusing mostly on preserving the facial characteristics and features and not much on the facial movement, which leads to a lack of video-realism. The focus of such methods on just the mouth region’s movement results in an animated static image rather than a video. Suwajanakorn et al. \([29]\) has shown photo-realistic video generation driven by audio for President Obama. However, such a method requires a person-specific dataset of roughly 17 hours, which limits its scalability and generalization to other people.

Several recent works such as \([33, 14, 26]\) have shown the generation of highly realistic talking head videos, given an audio and a short video of the target identity. However, they primarily focus on realistic lip movement, neglecting facial expressions, and head motion, which often cause in-plane and out-of-plane head rotation. Also, these methods require short video of the target person, however, most of the time for greater generalization of the model, it is required to generate these videos from just a single image of the target identity, given speech as input. Although video-driven reenactment methods such as \([42, 30]\) allow head motion, but these methods require a driving source video to transfer the facial keypoints on the target identity.

Most of these previous works treat the problems of facial motion and facial reconstruction together. However, to the best of our knowledge, for achieving this task, existing works have not explored the correlation between a person’s speech (in any language) and facial movements (characterized by facial key points). Thus, to handle the above mentioned issues, this proposal explicitly focuses on the facial keypoint movement caused by speech production. These two modalities are strongly correlated \([40, 21]\), but lie in different spaces. Thus, a dataset is required to model their correlation. This correlation allows us to consider the complete facial structure and preserve the same (for a target person) while generating the audio guided facial movement (keypoint sequence).

It is evident that most previous works have directly the mapping from audio to video domain. In contrast, this proposal learns the correlation between the audio sequence and the movement of each of the facial key points. Later, these can be used for the generation of photo-realistic videos. Focusing on each facial keypoint allows the generation of smooth and coherent facial keypoint movements, while taking into account both the facial structure and the head movement, even for images and audio outside the training dataset. However, the task of learning this mapping requires a large dataset of audio-keypoint videos and need to consider the different facial keypoint movements due to varying facial structures.

In this context, this work has contributed a new dataset \textit{Vox-KP}, that relates the audio with the facial keypoint movements for over 150,000 videos recorded at 224p and 25fps. The proposed model, \textit{Audio2Keypoint} generates facial keypoint sequence of a target person for his reference image input and an input speech segment. Specifically, given an audio segment and a reference image, the audio is encoded using an audio encoder. From the reference image, first the facial keypoints are extracted and then these are encode using a Pose Variant (PV) encoder and a Pose Invariant (PIV) encoder. These encoding are then passed to the decoder for the synthesis of the keypoint sequence movement. Adversarial learning \([18]\) is used to prevent the convergence of output sequence to mean of the facial key points. This ensures a smooth output that is similar to real sequences.

The significant contributions of the present work are outlined as follows.

1. \textit{Vox-KP}: A new dataset created using over 150,000 videos of over 6000 different identities from \([7]\) to establish the relationship between the audio and the facial keypoint movement.

2. \textit{Audio2Keypoint}: Given an input image and an audio segment, Audio2Keypoint is a novel deep learning method to learn the correlation between the key point movement and the given audio segment, while taking into account the speakers facial structure and characteristics.

3. \textit{PIV Encoder}: The PIV encoder is a novel model ar-
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2.1. Video Driven Reenactment

These methods usually rely on reconstructing a target
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content [11, 38, 35, 15, 20]. Using either the facial land-
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shape is reenacted using the parameters from the video
of the source actor. A warp-guided generative model is
used to transfer the landmarks from a source driv-
ing video to the target face. Expression parameters were
used by estimating a driving vector comprising of desired
facial expressions and head poses to drive the target face
image [38]. While these methods produce frame-wise photo-
realistic images, they suffer from unnatural movements due to
insufficient temporal continuity.
Model-based approaches [35, 15, 20] leverage a para-
metric 3D head model. Using these parametric models, they disentangle the
geometry, expression, and pose of the source model, which are copied to the target video.
Face2Face [35] transfers the source’s expressions to the tar-

target face and uses static skin texture and a data-driven ap-

to synthesize the target mouth region. The GANs
are used in [15] to translate the target actor’s synthetic ren-
dering to a photo-realistic video frame for handling skin de-
formations. However, this approach is person-specific. Al-
though, model-based techniques provide full control over
target video, these methods suffer from audio-video mis-
alignment [35, 15, 20] leading to unrealistic results. Neu-
ral textures along with deferred neural renderer were used to
ates video frames conditioned on these landmarks. Song et al. [27] use a conditional recurrent adversarial network that uses both audio and image features in recurrent units. However, in talking face videos generated by these 2D methods [5, 27], the head pose remains almost fixed during talking. Most of these methods focus on addressing the synchronization of the lip movement with the audio instead of the overall face’s movement to improve realism. In contrast, Audio2Keypoint focuses on the movement of each facial landmarks by learning the correlation between the landmarks and the corresponding audio segments.

3. Dataset: Vox-KP

An audio-keypoint dataset Vox-KP is introduced in this work for learning the correlation between the movement of facial keypoints and audio segments. For the creation of this Vox-KP, around 150,000 videos of 6,112 celebrities (recorded at a frame resolution of 224p and frame rate of 25fps) are used from the VoxCeleb2 [7] dataset. VoxCeleb2 provides us with an audio-keypoint dataset of over 6000 celebrities with wide variety of facial geometry and languages.

Annotations: For a given a video, the speaker’s facial movement over time is represented as an array of 2D facial keypoints) using an off-the-shelf face alignment model [2]. For each video frame, all the 68 keypoints corresponding to chin, nose, eyebrows, eyes, outer and inner lips are saved. For visualization purposes, the obtained keypoints are rasterized into an RGB image using a predefined set of colors to connect the keypoints belonging to the same parts of the face.

Pseudo Ground Truth: State of art face alignment model [2] is used to obtain facial keypoints on each frame. This provides us with the pseudo ground truth annotations.

This strategy is adopted from the work presented in [12]. The use of these pseudo-annotations allows the training on a much larger dataset and eliminates the need of manual annotations.

Results for the model trained using these (obtained) annotations are shown in Figure 3 and 4.

4. Proposed Work

The proposed Audio2Keypoint model aims to generate temporally smooth facial keypoint movement sequences which can be further used to synthesize photo-realistic videos of talking face of a target person. This involves the following inputs.

- Audio segment (need not be of the same person)
- A reference image of the target person, which is also used as the starting frame of the generated video.

The Audio2Keypoint model consists of the following three components. These are (a) Generator, (b) keypoint pose invariant (PIV) encoder, and (c) Discriminator. These are shown in Figure 2 and are described in the following sub-sections.

4.1. Generator

The 2D Log-Mel spectrogram, s is first computed from the input audio segment a. The former is then fed to the generator’s audio encoder.

The 2D facial reference keypoints (more detail in Sub-section 4.5) are further fed to both Pose Variant (PV) and Pose invariant (PIV) encoders.

The generator G(s,k) is a fully convolutional network consisting of an audio encoder, pose variant encoder, and a decoder similar to the UNet [13, 25] translation architecture. The generator’s down-sampling path consists of audio and pose variant encoding. Using an architecture similar to UNet provides the up-sampling path/decoder with past and future temporal context, while the skip connections between the audio encoder and the decoder allow for high-frequency temporal information to flow through.

PV Encoder – The information encoded by facial landmarks can be categorized into Pose Variant (PV) information, which depends on intrinsic Euler angles for the pose (yaw, pitch, roll) of a human face and pose invariant information. PV Encoder takes the landmark k associated with the reference frame r and gives its corresponding latent encoding. Since, r is the first frame of the ground truth video corresponding to audio input a, the generator should also learn to begin the output keypoint sequence starting from k.

Audio Encoder – Any plausible keypoint sequence should be temporally coherent and smooth, i.e., the displacement of each keypoint must be rational. This desired smoothness is attained by learning an audio encoding that represents the complete audio signal by taking into account the full temporal extent of the input a rather than treating the audio signal recurrently. This is achieved by taking a 2D Log-Mel spectrogram of the input audio signal which is then down-sampled into a latent audio encoding using convolutional networks.

Decoder – The decoder forms the up-sampling path of the generator with skip connections with the audio encoder. It
concatenates audio encoder, PV encoder, and the PIV encoder and takes this concatenated vector as an input. The input is then up-sampled layer-by-layer using transposed convolution, which is then followed by convolution blocks to achieve the desired output keypoint sequence.

4.2. Keypoint PIV Encoder

A single encoder followed by a separate network for obtaining the PV and PIV information can be deployed following the proposals in [23, 41]. However, such a method restricts the model’s learning capacity by making it focus on a single encoding which may be sparse and not informative enough of both PV and PIV information for the input of 136-dimensional array \( k \). Using separate encoders make the model focus on generation of compact PV and PIV encoding.

PIV encoder \( E(k) \), takes \( k \) as an input and gives the corresponding latent encoding. To learn pose invariant encoding, both the reference keypoint \( k \) and all the facial key points present in the ground truth keypoint sequence \( y \) must have similar latent encoding vector. To further boost the generator’s training, we use triplet loss function, that uses the output keypoint sequence, \( \hat{y} \), as negative samples (refer Sub-section 4.4 for more details).

4.3. Discriminator

Although the generator learns in a supervised manner using \( L_1 \) regression loss (Sub-section 4.4), the generator may learn the mean of all the keypoint positions, thereby producing overly smooth keypoint movements with minimal lip movement. A discriminator [4] is used to handle this issue and to distinguish between plausible facial keypoint sequence and fake sequences [32, 12].

The discriminator \( D(y) \) consists of a convolution network that takes a plausible keypoint sequence (in the form of the temporal stack) as input, calculates the displacement of each of the facial keypoint in the input sequence, and then predicts a single scalar to score the realism and the consistent nature of the input keypoint sequence. The discriminator takes the whole temporal stack of keypoint sequence as an input to ensure temporal coherence which in turn helps the generator learn to produce smooth and coherent facial keypoint sequences. The PatchGAN [13] architecture is adapted for the discriminator network.

4.4. Loss Functions

During the training stage, the parameters of all three networks are trained simultaneously in an adversarial manner.

**Generator** – The parameters of the generator are optimized to minimize the overall loss function containing adversarial loss, regression loss and PIV encoding loss:

\[
L_{Gen} = L_{Adv} + L_{Reg} + L_{PIV-Gen}
\]

The adversarial loss \( L_{Adv} \) corresponds to the realism score computed by the discriminator, which the generator ties to maximize to encourage the change in facial keypoints to be smooth and coherent.

\[
L_{Adv} = \|1 - D(\hat{y})\|_{L_2}
\]
Regression loss ($L_{\text{Reg}}$), represents the $L_1$ regression that allows the generator to learn to map the audio signal to the temporal stack of pose vectors $y$.

$$L_{\text{Reg}} = \|y - \hat{y}\|_{L_1}$$

The PIV encoding loss ($L_{\text{PIV-Gen}}$) forces the generator to produce output such that each facial keypoint frame in $\hat{y}$ encodes similar PIV information as that encoded by reference frame $k$.

$$L_{\text{PIV-Gen}} = \|e(k) - \text{avg}(e(\hat{y}))\|_{L_2}$$

**PIV Encoder** – The parameters of the PIV encoder are optimized to encode PIV information that eventually helps the generator preserve the characteristics of reference keypoints. The parameters are therefore optimized to minimize the following objective.

$$L_{\text{PIV}} = L_{\text{Reg}} + L_{\text{Adv}} + L_{\text{PIV-PIV}}$$

PIV Encoding loss of PIV Encoder ($L_{\text{PIV-PIV}}$) tries to learn PIV information from the input reference $k$ and ground truth frames $y$. A triplet loss function is employed for this. Specifically, we make the encoding vectors of the reference $k$ and the encoding of each frame in $y$ as close as possible while making the encoding of $k$ and $\hat{y}$ as far apart in terms of root mean squared (RMS) distance.

$$L_{\text{PIV-PIV}} = \|k - y\| + \|k - \hat{y}\| + \epsilon$$

$L_{\text{Reg}}$ and $L_{\text{Adv}}$ makes PIV encoder act as a helper to the generator, encouraging it to match the ground truth performance, while $L_{\text{PIV-PIV}}$ helps it encode the PIV information with $\hat{y}$ acting as negative examples that makes the training faster and more stable by providing an additional constraint on the generator.

**Discriminator** – The discriminator tries to capture the spatial and temporal coherence. It tries to learn to classify whether a given sequence is real or not, thereby forcing the generator to learn to produce real-seeming facial keypoint sequences. The parameters of the discriminator are driven by the minimization of

$$L_D = \|1 - D(y)\| + \|D(\hat{y})\|$$

The objective is to update the discriminator parameters to increase the realism score on ground truth sequence $y$ to $+1$ and decrease the score of synthesized keypoint sequence $\hat{y}$ to $0$.

### 4.5. Implementation

From each keypoint sequence, we treat the first nose keypoint to be the base point, which is then subtracted from all the keypoints in the pseudo ground truth facial landmarks. This ensures that all training keypoint sequences have the same base point $(0,0)$. This ensures translation invariance. All keypoint sequences are then normalized using mean and standard deviation that are computed using first $10k$ sequences of the dataset.

During training, audio of roughly $2.5$ seconds (corresponding to $64$ frames at $25fps$) is taken as input and is used to predict corresponding $68$ facial keypoint positions for each of the $64$ frames. However, no such restrictions are imposed during the testing and the network can operate for arbitrary audio segment duration.

### 5. Experiments

Audio2Keypoint has several use cases such as audio-driven video synthesis for video conferencing and video dubbing. Given the target identity image and audio input, the generated keypoint sequence can be combined with facial landmark driven video synthesis methods [42]. We first demonstrate the experimental setup and then perform a quantitative and qualitative evaluation.

#### 5.1. Experimental Setup

Audio2Keypoint has been trained using Tensorflow and takes approximately two days to train on $100,000$ videos using an Nvidia V100 GPU. We optimize using Adam optimizer [16] with a batch size of $32$, along with a learning rate of $10^{-4}$ for all the three components. The model is trained for $300$ epochs, and we get the lowest validation error at $260$ epoch.

#### 5.2. Ablation Study

As shown in Figure 2, Audio2Keypoint consists of three components – Generator, PIV Encoder, and Discriminator. We have performed an ablation study to evaluate the importance of each of these components. We use the following baselines for comparison.

**Only Audio Input** – This baseline model predicts the facial keypoint sequence given just the audio input. This model is similar to speech2gesture [12] but is not person-specific. Absence of a target identity facial keypoint makes it hard for the model to learn the relative movement of each keypoint as there is no starting reference available. Hence, it learns a fixed starting frame as shown in Figure 4.

**Audio2Keypoint, without PIV encoder** – Given an audio and target identity image input, we use only the Generator and the Discriminator to synthesize the keypoint sequences. However, the model gives a smooth and natural-looking movement but fails to preserve the target identity’s facial structure.

**Audio2Keypoint, without discriminator** – We compare Audio2Keypoint to predict the facial keypoint movement using just the translation architecture alone, without the ad-
Figure 3. Comparison of Audio2Keypoint with various baseline models. In the absence of image input, the model finds it hard to learn the facial geometry and ends up learning a generic face irrespective of the target identity. Without the discriminator, the model learns to synthesize the reference keypoints, but all the facial keypoints remain static for most of the time. Audio2Keypoint, without the use of PIV Encoder performs equally good as Audio2Keypoint. However, it fails to learn the correct starting frame and deviates slightly from the reference facial structure. Finally, Audio2Keypoint overcomes all these shortcomings and generates a smooth and naturally looking keypoint movement sequence, while preserving the target person’s facial structure.

versarial discriminator. Due to the absence of the discriminator, the model fails to learn temporally smooth keypoint movements, leading to static facial keypoints, as shown in Figure 4.

**Audio2Keypoint, the final model**: Finally, we compare all of these models with Audio2Keypoint, which uses all the three components to synthesize the facial keypoint movement sequence.

5.3. Evaluation Metrics

To evaluate the performance of Audio2Keypoint, we mainly use L1 regression loss on the validation dataset for each of the trained models. Apart from L1 regression loss, we also use percent of correct keypoints predicted (PCK) [39], a metric used mainly for pose detection problems. In PCK, a predicted keypoint is considered correct if the distance between the predicted and the ground truth lies within a certain threshold. We use \( \alpha_{max}(h, w) \) as the fixed threshold for all the key points, where \( h \) and \( w \) are the bounding box’s height and width for that particular sequence. Unlike L1 loss, which penalizes a keypoint based on its distance from the ground truth, PCK has a more hard threshold as a keypoint’s contribution falls to zero outside this threshold. Thus, L1 serves as a more suitable measure for our use case as we do not intend to predict the ground truth using Audio2Keypoint, but rather we are using it as a training signal to learn the correlation as there can be several plausible keypoint movements for the same speech utterance. We use \( \alpha = 0.02 \).

5.4. Quantitative Analysis

We measure Audio2Keypoint performance using the metrics defined above and compare it with the baseline models. All the models are trained on 30,000 videos from Vox-KP for 200 epochs with hyper-parameters’ default value for a fair comparison. The results for quantitative comparison are shown in the Table 1. We can see the contribution of each of the components for preserving the facial structure of the target identity and having a temporally smooth keypoint sequence. Frame by frame comparison for all these models is also shown in the Figure 4. Although Audio2Keypoint without discriminator performs slightly better in terms of L1 loss, this is justified as in the absence of the discriminator; the model learns to predict the keypoints’ mean position mostly and hence low deviation from the ground truth. However, in the presence of discriminator, the model is pushed to generate a keypoint sequence that resembles the actual ground truth sequence, and hence the deviation as facial visemes form many-to-many mappings with the audio segments.
5.5. Qualitative Analysis

Audio2Keypoint can successfully generate a temporally smooth and coherent keypoint movement sequence, as shown in Figure 1 and 3. We qualitatively compare Audio2Keypoint synthesized keypoint sequences with baseline models in the Figure 4. Audio2Keypoint focuses on the generation of the keypoint movement sequences and not on photo-realistic videos, we cannot compare with the existing methods. However, for visualization, we take the results from few of these models and compare with them in Figure 4.

6. Conclusion

Human speech is often associated with facial expressions. However, the correlation between the two remains a complex map. This work creates an unique dataset, Vox-KP, that has the facial keypoints movements associated with given audio segments. This dataset is used to for generating a plausible keypoint movement sequence in sync with the given audio. We see this work as a first step towards using facial keypoint movement to generate photo-realistic videos. Although, we learn to synthesize 2D facial keypoints, the model can also be adapted to learn 3D keypoints or to animate 3D head models by predicting each frame’s parameters.

Currently, our method’s key limitation is the lack of a keypoint guided image generation network [42], which prevents us from generating photo-realistic videos. Due to such a model’s unavailability, we could not generate the video. Our immediate future work aims at synthesizing photo-realistic videos of a target person using his/her keypoint sequences generated using the proposed Audio2Keypoint model.

Table 1. Quantitative Evaluation

| Models                                         | Avg. L1 | PCK  |
|------------------------------------------------|---------|------|
| Only Audio Input                               | 1.12    | 6.9  |
| Audio2Keypoint, without PIV encoder            | 0.78    | 22.6 |
| Audio2Keypoint, without Discriminator          | 0.56    | 23.21|
| Audio2Keypoint, final model                    | 0.85    | 22.18|
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