A combination of CSP-based method with soft margin SVM classifier and generalized RBF kernel for imagery-based brain computer interface applications
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Abstract
Several methods utilizing common spatial pattern (CSP) algorithm have been presented for improving the identification of imagery movement patterns for brain computer interface applications. The present study focuses on improving a CSP-based algorithm for detecting the motor imagery movement patterns. A discriminative filter bank of CSP method using a discriminative sensitive learning vector quantization (DFBCSP-DSLVQ) system is implemented. Four algorithms are then combined to form three methods for improving the efficiency of the DFBCSP-DSLVQ method, namely the kernel linear discriminant analysis (KLDA), the kernel principal component analysis (KPCA), the soft margin support vector machine (SSVM) classifier and the generalized radial bases functions (GRBF) kernel. The GRBF is used as a kernel for the KLDA, the KPCA feature selection algorithms and the SSVM classifier. In addition, three types of classifiers, namely K-nearest neighbor (K-NN), neural network (NN) and traditional support vector machine (SVM), are employed to evaluate the efficiency of the classifiers. Results show that the best algorithm is the combination
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of the DFBCSP-DSLQV method using the SSVM classifier with GRBF kernel (SSVM-GRBF), in which the best average accuracy, attained are 92.70% and 83.21%, respectively. Results of the Repeated Measures ANOVA shows the statistically significant dominance of this method at $p < 0.05$. The presented algorithms are then compared with the base algorithm of this study i.e. the DFBCSP-DSLQV with the SVM-RBF classifier. It is concluded that the algorithms, which are based on the SSVM-GRBF classifier and the KLDA with the SSVM-GRBF classifiers give sufficient accuracy and reliable results.
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**Nomenclature**

EEG: electroencephalogram  
BCI: brain computer interface  
CSP: common spatial pattern  
ERD: event related desynchronization  
LDA: linear discriminant analysis  
KLDA: kernel linear discriminant analysis  
PCA: principal component analysis  
KPCA: kernel principal component analysis  
LVQ: learning vector quantization  
DSLQV: discriminative sensitive learning vector quantization  
SSVM: soft margin support vector machine  
GRBF: generalized radial basis function  
RCSP: Regularized CSP  
BL: board learning  
SV: support vector  
K-NN: K-nearest neighbor  
NN: neural network  
Min: minimum  
Max: maximum  
STFT: short-time Fourier transform  
DFBCSP-DSLQV: discriminative filter bank common spatial pattern method using discriminative sensitive learning vector quantization  
DFBCSP-DSLQV-SVM-RBF: DFBCSP method using DSLQV for weighting and SVM classifier with RBF kernel  
DFBCSP-DSLQV-KLDA-SSVM-GRBF: DFBCSP method using DSLQV for weighting, followed by KLDA and SSVM classifier with GRBF kernel  
DFBCSP-DSLQV-KPCA-SSVM-GRBF: DFBCSP method using DSLQV for weighting, followed by KPCA and SSVM classifier with GRBF kernel

1 **Introduction**

In recent years, a number of different strategies have been investigated for the control of robotic limbs such as hand or foot. For instance, the electromyogram (EMG) and the electroencephalogram (EEG) biosignals or a combination of both have been used for limb control. This research focuses on the analysis of the EEG signals to estimate motor imagery.
movement patterns. When actual movements happen in the EEG signals, the event-related desynchronization (ERD) patterns occurs firstly, and then the event-related synchronization (ERS) potential patterns immediately appear in the EEG signal. Various methods using common spatial patterns (CSP) have been developed to detect motor imagery movement patterns in the EEG signals automatically. The CSP is a linear map that maximizes the difference of variances between two classes.

The CSP procedure was first introduced by Ramoser et al. [29] for extracting discriminative features of imaginary hand movements by spatial filters and a linear classifier. The application of the CSP is then extended to detect foot imagery movements; for example, Wang et al. [43] employed the CSP to distinguish the hand and foot imaginary movement patterns. As the CSP method is sensitive to noise [25], various strategies have been investigated to control and reduce the noise before the CSP calculation. Lemm et al. [20] proposed the common spatio-spectral pattern approach to reduce the noise by a time delay embedding method. The time delay embedding method is able to select and adjust the best frequency filter bands for individual electrodes. Dornhege et al. [5] developed the CSP further by optimizing a spectral and spatial filter to improve differentiation rates among multichannel trials; the approach was designated as the common sparse spectral spatial pattern (CSSSP) method. A further method reducing noise is the sub-band common spatial pattern (SBCSP) method developed by Novi et al. [25]. In the SBCSP method, the EEG signal is decomposed into sub-frequencies by the Gabor filter bank. A CSP algorithm is then used on individually filtered sub-frequency bands. The sub-frequency bands are subsequently scored and removed by recursive band elimination method. Finally, a support vector machine (SVM) classifier is utilized to classify the CSP features. Ang et al. [2] developed the FBCSP algorithm and compared with the SBCSP. In the FBCSP method, first a bandpass filter bank is used and, then the CSP approach is applied. Two feature selection algorithms, named as the mutual information best individual feature (MIBIF) and Mutual Information based rough set reduction, are employed to select the most informative pairs of the frequency bands and CSP features. Ang et al. [1] extended the FBCSP by extending the two-class CSP to a four-class method using the Divide-and-Conquer, Pair-Wise, and One-Versus-Rest methods. Thomas et al. [42] developed the discriminative filter bank before the CSP (DFBCSP) method to improve the FBCSP results. In the DFBCSP, a set of nine frequency ranges are employed as a filter bank. The CSP is then applied to extract features. The features are then selected and classified by a mutual information approach and the SVM classifier, respectively. Sun et al. [37] developed a CSP-based method, namely the sliding window discriminative CSP (SWDCSP). The sliding window in the SWDCSP shifts over the range of frequency bands to organize a bandpass filter bank. The CSP is then applied and features are selected using the affinity propagation method. The selected features are finally classified by the SVM method. Jamaloo et al. [16] combined the filter bank common spatial pattern (FBCSP) and DFBCSP methods. Results were improved by utilizing the discrimination sensitive learning vector quantization (DSLVQ) with the DFBCSP (DFBCSP-DSLVQ) to assign weights to the CSP features for discriminant feature scattering. Xu et al. [45] improved the Regularized CSP (RCSP) approach [21] using a transfer learning and cosine similarities methods. For improvement, two RCSP algorithms with a cosine measurements are utilized. The cosine functions are replaced with covariance measurements for estimating the subject’s differences. The cosine computes the similarities of spatial filters among the target subjects and improves the RCSP method results. In the study of Zou et al. [48], a combination of the CSP, the broad learning (BL) and neural network (NN) are employed for multi-classification. With the CSP approach, brain patterns are extracted from the EEG signal, while the BL learning and the NN methods are used for feature extraction and classifications. Another
recent study is performed by Khalaf et al. [17] utilizing a combined of the CSP and wavelets for feature extraction to measure the EEG and cerebral blood velocity within motor imagery task.

The KPCA and KLDA algorithms have been successfully used for feature selection in image processing and signal processing for mapping features into higher feature space dimension for feature selection and classification [14, 22, 32, 46]. Hoffmann et al. [14] used the KPCA algorithm for the breast-cancer cytology and handwritten detection based on the image processing. The KPCA algorithm was found to be more successful than other performed methods for cancer detection. Widjaja et al. [44] successfully used the KPCA approach to extract respiratory signals from an ECG for sleep apnea. Zhao et al. [47] used seven types of feature extraction to extract features and classify female facial expressions. The PCA, LDA, KPCA and KLDA methods are considered as the best ones among the seven considerable methods. Of the four methods listed, the KLDA algorithm has previously been found to give the best results with the lowest dimension. In a classification study based on the BCI, Hoffmann et al. [14] showed that the SVM with a RBF kernel has a greater impact on the classification accuracy than other kernels such as polynomial, linear and Sigmoid. In our previous studies [9, 11–13, 24], the GRBF kernel has higher accuracy and robustness. The procedure of this study is: recording nine EEG data based on the BCI competition III, dataset IVa (the designed task is the same as the BCI Competition III dataset IVa task); implementing the existed DFBCSP-DSLVQ method; applying a frequency sub-band selection method to find the best sub-bands; using the KLDA and KPCA algorithms, in which the kernel is GRBF, to select the features; and finally utilizing different combinations to classify the selected features, namely the SVM with the radial basis function (RBF) kernel (SVM-RBF), SVM with the GRBF kernel (SVM-GRBF), soft margin support vector machine (SSVM) with the RBF kernel (SSVM-RBF), SSVM with the GRBF kernel (SSVM-GRBF), the NN, and the K-nearest neighbor (K-NN). The obtained results are then compared with DFBCSP-DSLVQ method with the SVM-RBF classifier. The diagram of the procedure is presented in Fig. 1.

The structure of the rest of the paper is presented as follows: Section 2 explains the implemented methods individually, such as filter bank, CSP, sub-band selection, DSLVQ, KLDA, KPCA, GRBF, SSVM, NN, and K-NN. Section 3 explains the experimental setup that includes: the number of subjects, task regulations and the procedure of trials. Section 4 includes the obtained results in terms of accuracy, robustness, paired T-test and Repeated
Measures ANOVA with the Post-hoc using Tukey correction evaluations. Section 5 discusses the obtained results. Finally, Section 6, is the conclusion from the discussion and obtained results.

2 Method

The base of the present motor imagery algorithm is the CSP procedure that searches and finds the best projection direction in the feature space to minimize the variance of features in one class and maximize it in the other class [25, 42].

2.1 Filter bank

A filter bank is used to extract six sub-band frequencies from the EEG signal (8-12Hz, 12-16Hz, 16-20Hz, 20-24Hz, 24-28Hz, and 28-32Hz) to enable the CSP procedure to extract imagery movement features [2].

2.2 CSP calculation

In the CSP procedure, the average of normalized EEG covariance for each trial is computed [16]:

\[ U_C = \frac{1}{m} \sum_{i=1}^{m} u_c(i), \]  

(1)

where \( u_c \) is the covariance matrix, which is normalized and averaged in class \( c \); while the number of trials for each class is denoted by \( m \). The covariance matrices of the classes are combined as shown in (2) to compute the superposition of the eigenvalue to whiten the covariance matrix of each class in (3).

\[ U = U_1 + U_2 = Z_0 P Z_0^T, \]  

(2)

where \( Z_0 \) is the eigenvectors matrix, \( P \) is the diagonal eigenvalue matrix and \( T \) is the transpose operator. The whitening transformation matrix is (3):

\[ B = \frac{1}{\sqrt{\lambda}} Z_0^T \]  

(3)

where \( B \) is the whitened matrix and \( \lambda \) is a diagonal eigenvalue matrix of \( U \). The whitening matrix is applied on each covariance class by (4) and sorted in decreasing order:

\[ F_c = B U_c B^T, \]  

(4)

where \( F_c \) is the new eigenvector, in which the smallest eigenvalue is assigned to one class and the largest eigenvalue is assigned to the other class. In order to consider the correctness of calculations, the sum of the eigenvalues of the two classes must be unity (5), (6):

\[ F_c = Z\phi_c Z^T, \]  

(5)

\[ F_1 + F_2 = I \rightarrow \phi_1 + \phi_2 = I, \]  

(6)

where, \( \phi_1 \) and \( \phi_2 \) are the diagonal matrix of eigenvalues for the both classes and \( I \) is identity matrix. Mapping of each movement trial is computed by applying the CSP values \( A_{CSP} = Z^T W \) on the EEG signal \( (X(i)) \) for each trial. The CSP for a new signal is obtained by (7):

\[ Q = A_{CSP}X(i). \]  

(7)
Based on the previous study [16], only the first and last rows of the $Q$ are used for extracting variance features ($W_i = var(Q_i)$). In order to extract the variance features, a procedure of frequency sub-band selection is applied and explained in the following section:

### 2.3 Frequency sub-band selection

The filter bank decomposes the EEG signal into six sub-frequency bands. The most informative frequency sub-bands are distinguished by two differential assessing algorithms. First, the difference between the CSP features across all trails of the imagery right hand and foot movement classes is computed as follows:

$$\text{diff } f_{Hk} = \text{average}(\sum_{i=1}^{l} W_{1Hk}(i) - W_{lHk}(i))$$

$$\text{diff } f_{Nk} = \text{average}(\sum_{i=1}^{l} W_{1Nk}(i) - W_{lNk}(i))$$

where $i$ is the number of the variance features ($W$), $W_{1Hk}$ and $W_{lHk}$ are the first and last rows of each feature from the imagination of right hand and foot movement classes in the $f$ frequency band, respectively; and, $k$ is the index of the selected frequency band. The maximum average of the difference is selected as the informative frequency band. The second differential assessment is the difference between the first and last rows of the CSP features for the six sub-bands. The sub-bands, which has the largest difference, are selected for further computations. The extracted variance features form the selected sub-bands are then weighted by a DSLVQ approach to have more distinct values for classification. The DSLVQ method is presented in the following section:

### 2.4 Discriminative sensitive learning vector quantization

The learning vector quantization (LVQ) is an effective approach to classify single trial patterns [18, 26]. The goal of the LVQ algorithm is to distribute samples in the multi-dimension feature space [3, 28]. The DSLVQ method computes and assigns weights to the features to indicate their importance. Three improvements are employed to improve the generalization of the LVQ: I- weights are calculated by an iterative training algorithm for each dimension based on distances; II- a vector of weights is produced for each feature in (9); and III- the iterative training is used to optimize and select one scalar weight for each feature in (10). The selected optimal weights estimate distances for the iterative learning ($t$) procedure [26]:

$$W(t + 1) = \text{norm}(W(t) + \beta(t)(\text{norm}(W_{\text{new}}(t) - W(t))))$$

where $W(t)$ is the present feature vector and $W(t + 1)$ the shift from present to the new feature vector, respectively. $W_{\text{new}}(t)$ is the new weight vector calculated in (10), and $t$ is the number of the iteration. $\beta(t)$ is the learning rate to find the optimum weight; if it is smaller than one, a decision will then be made between the new and current weights in the specific iteration. The new weight $W_{\text{new}}(t)$ is calculated based on the Euclidean distance between the present and new weight as follows:

$$W_{\text{new}} = \frac{dist_O - dist_C}{\sum_{i=1}^{m} |dist_O(i) - dist_C(i)|}.$$
where \(\text{dist}_O\) is the distance among training data in the individual classes in the feature space, and \(\text{dist}_C\) is the distance of features between classes. For better projection between classes, weighted features are mapped into a higher feature space with the KPCA or KLDA approaches for better separability, which is presented in the following two parts.

### 2.5 Kernel principal component analysis

The KPCA is a method introduced by Schölkopf et al. [33] to solve the principal component analysis (PCA) problem. The PCA is an approach for image processing [33], image compression [27] and bio-signal processing [44]. The PCA method is based on an assumption that only a few principal components are needed to reconstruct the dataset. The principal components are computed by orthogonal mapping from the input space to the feature space and called as factors or latent variables. The PCA is used to extract only those features from the input training data that contains higher amounts of information [35]. Factors are obtained by calculating the orthogonal transformations from the input data in the coordinate system. The PCA is calculated in the following three steps: I- calculation of the covariance matrix by (11); II- Computing the projection of the test data on the largest eigenvectors by (18); and III- calculating eigenvector in the feature space through (11) and (12) as follows [33, 35]:

\[
\text{Cov} = \frac{1}{n} \sum_{j=1}^{n} W_j W_j^T, \tag{11}
\]

where \(n\) is the number of observations. The observations are centered by means of 
\[
\sum_{i=1}^{n} W_j = 0.
\]

\[
\lambda V = \text{Cov} V, \tag{12}
\]

where \(\lambda\) is the eigenvalue for the KPCA, \(\lambda \geq 0\) and \(V\) is the eigenvector for the KPCA. In some applications, the extracted features do not have linear relation to the input data. In order to solve the linearity problem, the PCA is extended with the KPCA. The KPCA algorithm uses a nonlinear map \((\varphi)\) to transfer the training data into a higher dimension \((\varphi(x_j) : R^n \rightarrow S)\) to extract the informative components [44]. In this study, the nonlinear map is the GRBF kernel, as described in part 3.8. The PCA limitation is solved by an integral operator kernel function technique. The procedure uses the covariance \((\overline{\text{Cov}})\) in (13) to compute the eigenvalues and eigenvectors related to the KPCA:

\[
\overline{\text{Cov}} = \frac{1}{n} \sum_{j=1}^{n} \varphi(W_j) \varphi(W_j^T), \tag{13}
\]

\[
\lambda (\varphi(W_j).V) = \varphi(W_j).\overline{\text{Cov}}V, \tag{14}
\]

where \(V\) is the eigenvector \(m\) by \(m\) dimensions.

\[
V = \sum_{j=1}^{n} \alpha_j \varphi(W_j), \tag{15}
\]

where \(\alpha\) is the normalizing coefficient eigenvector that must satisfy the criterion \(\lambda_n(\alpha_i = 1^n, \alpha_j = 1^n) = 1:\)

\[
H_{ij} = (\varphi(W_i) . \varphi(W_j)), \tag{16}
\]

\(H\) is a \(n \times n\) matrix. The (14), (15), and (16) are combined to compute the eigenvalues:

\[
\lambda M \alpha = H \alpha. \tag{17}
\]
Finally, the projection of the sample data $\varphi(x_j)$ on the eigenvector $v^n$ in the computed feature space is obtained as follows:

$$KPCA_n(W) = \sum_{j=1}^{n} \alpha_j^n (\varphi(W_j) \cdot \varphi(W)).$$  \hspace{1cm} (18)

The second method is the KLDA with the same purpose of better projection to have better data separation by increasing the feature space dimension.

### 2.6 Kernel linear discriminant analysis (KLDA)

Similar to the PCA, the LDA is for dimension reduction for classification. In order to solve the linearity limitation of the LDA, Roth et al. and Hastie et al. [8, 31] extended the algorithm by introducing kernel functions. The basic concept of the LDA is to project observations of $c$ classes in $c-1$ dimensions using a maximizing criterion. Maximizing the ratio between $S_b$ and $S_w$ variables that are assigned to between-group scattering and within-group scattering, respectively [30]. In the projection procedure, the eigenvalue of $S_w^{-1} S_b$ is calculated and sorted in decreasing order. The first value is the largest value of the eigenvalues that contain the most informative data. In the LDA, the observations are centered ($\sum_{i=1}^{n} W_j = 0$), and then the $S_b$ and $S_w$ matrices are defined [31]:

$$S_b = \sum_{c=1}^{k} \frac{1}{n_c} \sum_{i,m=1}^{n_c} (W^{(c)}_i)(W^{(c)}_m)^T,$$  \hspace{1cm} (19)

$$S_w = \sum_{c=1}^{k} \sum_{i=1}^{n_c} (W^{(c)}_i) - \frac{1}{n_c} \sum_{i=1}^{n_c} W^{(c)}_i(W^{(c)}_i - \frac{1}{n_c} \sum_{i=1}^{n_c} W^{(c)}_i)^T,$$  \hspace{1cm} (20)

where $n_c$ is the number of the pattern and $W^{(c)}_i$ is the observation parameter. In the second step, the mapping matrix ($\psi$) is formed to maximize the ratio between the $S_b$ and $S_w$ variables (21):

$$KLDA(\psi) = \left| \frac{V^T S_b V}{V^T S_w V} \right|. \hspace{1cm} (21)$$

The optimum result for $V$ is the eigenvalues related to the KLDA, which are computed by $S_b v_i = \lambda_i S_w v_i$. In order to extend the LDA to KLDA as a nonlinear map ($\Gamma$), which is constructed by nonlinear mapping. In this paper, the nonlinear map is the GRBF that is defined in part 3.8. The KLDA is then applied on the feature space ($\Gamma : R^n \rightarrow S, w \rightarrow \Gamma(w)$) and the selected features are centered ($\sum_{i=1}^{n} W_i = 0$). The constructed feature space is finally classified by the SSVM and SVM classifiers with the RBF and GRBF kernels, the NN and K-NN classifiers in the following parts:

### 2.7 Classifiers

The extracted and selected variance features are then classified with different classifiers, namely SVM-RBF, SVM-GRBF, SSVM-GRBF, K-NN, NN [6, 10, 11, 15, 24, 34, 36, 40].
2.8 Generalized radial basis function

For the classification, the SSVM classifier with the GRBF kernel is explained as follows: to overcome the RBF’s limitation, the generalized Gaussian distribution function was proposed based on the Gaussian function [6]. The GRBF approach is more flexible and stable than the RBF and can be applied to behaviors with wider variety and less data. The generalized Gaussian function is presented in (22):

\[ G(W; \text{center}, w, \tau) = \frac{\tau}{2w\gamma^{(1/\tau)}} \exp\left(\frac{-\|W - \text{center}\|}{w^{\tau}}\right), \]  

(22)

where \( w > 0, \tau > 0, \) and \( \text{center} \) are the width, shape and center of the distribution, respectively. \( \gamma \) is a factorial extension function defined as:

\[ \gamma(k) = \int_0^\infty t^{k-1}e^{-k}dk, \quad \text{for } K > 0 \]  

(23)

The width of distribution, \( w \), defined as:

\[ w = \sigma \sqrt{\frac{\gamma^{(1/\tau)}}{\gamma^{(3/\tau)}}}, \]  

(24)

where \( \sigma \) is the standard deviation. The \( \tau \) parameter in (22) is employed to generalize the RBF that should be adjusted. By increasing \( \tau (\tau \to \infty) \), the distribution shape will become the uniform distribution; by decreasing \( (\tau \to 0) \), the shape will become the impulse distribution; and for the two special cases \( \tau = 1 \) and \( \tau = 2 \), the density shape will be the Laplacian and Gaussian distribution, respectively (Fig. 2). The generalized Gaussian distribution function fits better the shape of the kernel with the distributed data (Fig. 3).

Based on the previous studies [10, 14], the integration of the SVM classifier with the GRBF kernel is a powerful method for classification. Regularizing the SVM is highly impressive for controlling the cost function than the traditional SVM [4]. The GRBF is used as a kernel of the SSVM and SVM that computations are presented in the following parts.

![Fig. 2 Different \( \tau \) values for the generalized Gaussian distribution (\( \text{center} = 2, w = 1 \))](image-url)
Fig. 3 The GRBF model with different $\tau$ values (center = 2, $w = 1$)

### 2.9 Soft margin SVM

The SSVM is a modified SVM classifier [4]. In the SSVM a training set ($W_i \in R^n, i = 1, ..., l$) with two classes ($c = [1, 2]$) is utilized. In the basic SVM, a linear hyperplane in the feature space is defined ($W^T x_i + b = 0$) as a decision boundary with two conditions in (25):

$$
\begin{align*}
W^T x_i + b &\geq 1 & \text{if } c_i = 1, \\
W^T x_i + b &\leq -1 & \text{if } c_i = -1,
\end{align*}
$$

where $W$ is the feature weights, and $b$ is the bias. In the basic SVM, the challenge is finding the maximum margin distance between the classes by employing some features that are called support vectors (SVs). The decision function based on the SVs is:

$$
F(x) = \text{sgn}(W^T x + b),
$$

where $x$ is the input of the decision function test data. In the nonlinear cases, a nonlinear map $\phi(x_i)$ is employed to separate the features ($W$) in the high dimension feature space. However, the modified hyperplane has cost in each training iteration. The cost is optimized by a regularization parameter in (27) [41]:

$$
\min_{W,b,\zeta} \left( \frac{1}{2} W^T W + R \sum_{i=1}^{l} \zeta_i \right)
\quad \text{Subject to}
\quad Y_j(W^T \phi(x_i) + b) \geq 1 - \zeta_i \quad \zeta_i \geq 0 \quad i = 1, ..., l,
$$

where $R$ is a positive regularization parameter, $\zeta_i$ is the cost function for the $i^{th}$ training set, and $\zeta(W; x, Y) \equiv (1 - Y W^T x)^2$. By significantly increasing the dimension of $W$, the problem of duality appears and is solved by the Lagrange’s theorem in (28):

$$
\alpha \min \left( \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j Y_i Y_j K(x_i, x_j) - \sum_{i=1}^{N} e^T \alpha_i \right)
\quad \text{Subject to}
\quad Y^T \alpha = 0, \\
\quad 0 \leq \alpha_i \leq R \quad i = 1, ..., l,
$$
where \( e \) is a \( l \times 1 \) identity matrix, \( \alpha \) is the Lagrange coefficient, \( k \) is the kernel function, \( K(x_i, x_j) \equiv \varphi(x_i)^T \varphi(x_j) \), and the optimal value of \( Y \) is obtained by \( W = \sum_{i=1}^{l} Y_i \alpha_i \varphi(x_i) \).

Finally, the decision boundary is altered as follows:

\[
\text{sgn}(W^T \varphi(x) + b) = \text{sgn}(\sum_{i=1}^{l} W_i \alpha_i K(x_i, x) + b).
\]

(29)

### 2.10 K-nearest neighbor

The K-NN is a supervised robust classifier, and is based on the Euclidean distance. The K-NN algorithm is trained by the closest samples in the feature space and tested by votes based on the distance that are assigned to a new data. \( K \) is the number of neighbors that are selected, for instance, \( K = 5 \) means five closest neighbors to the new data in the feature space. If the test data has more than three votes to a specific class, the test data is assigned to that class. In this study, different nearest neighbors are selected experimentally, and the best result was obtained by the 1-nearest neighbor classifier. In this experiment, the dataset is divided into 10 folds. For each training, one fold is selected for testing and the rest are used for training.

### 2.11 Neural network (NN)

The NN is a well-known supervised classifier and is used in various fields and applications. In this study, the implemented NN configuration has 210 input features for training (75% of data), 15 features for cross validation and 55 for testing. The configuration of the NN is 210 inputs; two hidden layers that include 10 and 15 neurons respectively and employed the Sigmoid transfer functions; one linear neuron in the output layer. The NN is trained by back propagation training technique. The number of hidden layers and neurons are achieved experimentally.

![Implemented task based on the BCI Competition III task](image-url)
| Cases     | Methods                          | Subject aa | Subject al | Subject av | Subject aw | Subject ay | Average accuracy |
|-----------|----------------------------------|------------|------------|------------|------------|------------|------------------|
| Case 1    | DFBCSP-DSLQV-SSVM-GRBF          | 93.5%      | 98.57%     | 81.78%     | 93.57%     | 96.07%     | 92.70%           |
| Case 2    | DFBCSP-DSLQV-SVM-GRBF           | 90.05%     | 95.01%     | 60.77%     | 80.80%     | 84.31%     | 82.19%           |
| Case 3    | DFBCSP-DSLQV-SSVM-RBF           | 83.21%     | 96.07%     | 52.14%     | 78.93%     | 89.64%     | 80.00%           |
| Case 4 [16] | DFBCSP-DSLQV-SVM-RBF          | 85.70%     | 96.40%     | 56.40%     | 81.40%     | 83.60%     | 80.70%           |
| Case 5    | DFBCSP-DSLQV-KLDA-SSVM-GRBF     | 88.57%     | 97.5%      | 73.57%     | 82.14%     | 85.00%     | 85.36%           |
| Case 6    | DFBCSP-DSLQV-KLDA-SVM-GRBF      | 88.73%     | 93.31%     | 65.00%     | 83.90%     | 89.56%     | 81.01%           |
| Case 7    | DFBCSP-DSLQV-KLDA-SSVM-RBF      | 86.78%     | 96.07%     | 57.14%     | 75.35%     | 80.71%     | 79.21%           |
| Case 8    | DFBCSP-DSLQV-KLDA-SVM-RBF       | 79.83%     | 89.45%     | 55.68%     | 77.01%     | 80.34%     | 76.42%           |
| Case 9    | DFBCSP-DSLQV-KPCA-SSVM-GRBF     | 76.78%     | 95.71%     | 52.50%     | 53.21%     | 72.85%     | 70.21%           |
| Case 10   | DFBCSP-DSLQV-KPCA-SVM-GRBF      | 85.00%     | 83.21%     | 51.78%     | 69.28%     | 75.00%     | 72.85%           |
| Case 11   | DFBCSP-DSLQV-KPCA-SSVM-RBF      | 80.35%     | 90.35%     | 50.71%     | 78.57%     | 78.92%     | 75.78%           |
| Case 12   | DFBCSP-DSLQV-KPCA-SVM-RBF       | 85.35%     | 88.57%     | 52.14%     | 63.21%     | 79.64%     | 73.78%           |
| Case 13   | DFBCSP-DSLQV-KNN                | 87.50%     | 96.78%     | 49.64%     | 77.50%     | 85.35%     | 79.35%           |
| Case 14   | DFBCSP-DSLQV-NN                 | 71.43%     | 78.42%     | 64.29%     | 72.30%     | 50.00%     | 67.28%           |
3 Experiment setup

The EEG data of five subjects (aa, al, av, aw, ay) from the BCI Competition III, Dataset IVa, were used. The EEG data of every subject contains 280 trials of right hand (140 trials) and foot imagery movements (140 trials), which are recorded by 118 channels in the EEG recorder. The sampling frequency was 100 Hz. In order to extract the CSP features, a window of two-second width i.e., from 0.5 to 2.5 seconds after the cue stimulation, was selected. The stimulation cue was a picture to instigate the subject to imagine the hand or foot movement. Despite the BCI III Dataset IVa EEG data, nine more EEG data sets were recorded ( 9 subjects S1 to S9, the average age of subjects is 27 years old). Ethics approval was obtained from the Research Ethics Committee (REC) of Lappeenranta University of Technology. Subjects signed a letter of satisfaction and they were informed of the experiment before attending it.

The designed task for recording the EEG is depicted in Fig. 4. The task is presented as follows: I- a black page is showed for 500 msec; II- a cross sign is presented at the center to attract the attention of subjects; III- send a marker on the EEG data and show the pictures for imaginary or real movements for 1 sec; IV- a black screen is displayed to imagine a movement; and V- rest for 3.5 to 4 secs. The cycle is displayed for 280 times individually. The utilized portable device is the ENOBIO32, which is suitable for BCI applications. The Enobio32 has 32 channels to record the EEG signal. The sampling frequency was set at 500 Hz, which is down sampled to 100 Hz.

4 Results

Utilizing the sub-band selection approach, the 8-12Hz and 12-16 Hz ranges were found as the most informative frequency ranges. Results based on the DFBCSP-DSLVQ method

| Table 2 | Accuracy results of the 14 methods based on the nine subjects’s EEG using the ENOBIO32, 32 channels |
|---------|--------------------------------------------------------------------------------------------------|
| Cases   | S1   | S2   | S3   | S4   | S5   | S6   | S7   | S8   | S9   | Average accuracy |
| Case 1  | 78.66% | 71.33% | 70.00% | 71.66% | 76.00% | 74.66% | 86.66% | 98.00% | 75.33% | 78.03% |
| Case 2  | 58.00% | 62.00% | 58.33% | 56.66% | 55.66% | 64.00% | 70.66% | 68.00% | 68.00% | 62.73% |
| Case 3  | 57.33% | 68.00% | 54.00% | 58.66% | 50.66% | 72.66% | 76.00% | 96.66% | 72.66% | 67.67% |
| Case 4  | 47.33% | 60.00% | 50.00% | 52.66% | 51.6% | 61.33% | 60.00% | 95.00% | 64.60% | 62.11% |
| Case 5  | 62.12% | 70.56% | 74.33% | 68.66% | 64.66% | 72.33% | 80.67% | 84.86% | 71.87% | 71.85% |
| Case 6  | 58.66% | 65.43% | 67.23% | 67.56% | 59.43% | 69.53% | 77.34% | 75.33% | 65.94% | 66.89% |
| Case 7  | 56.00% | 68.00% | 65.33% | 58.21% | 54.38% | 62.10% | 70.60% | 74.00% | 65.31% | 63.77% |
| Case 8  | 58.90% | 64.11% | 60.12% | 53.8% | 56.00% | 65.00% | 75.33% | 76.66% | 66.66% | 64.06% |
| Case 9  | 58.80% | 66.50% | 70.33% | 63.33% | 59.34% | 69.34% | 78.66% | 72.00% | 64.66% | 60.99% |
| Case 10 | 53.00% | 63.00% | 68.33% | 58.00% | 41.33% | 65.33% | 64.00% | 50.00% | 62.66% | 58.40% |
| Case 11 | 55.55% | 58.55% | 62.00% | 60.50% | 50.66% | 65.33% | 62.00% | 67.33% | 56.55% | 59.83% |
| Case 12 | 53.00% | 55.00% | 66.00% | 58.00% | 50.50% | 60.43% | 66.00% | 56.33% | 51.50% | 57.41% |
| Case 13 | 58.00% | 60.00% | 66.00% | 61.00% | 58.00% | 69.91% | 58.43% | 77.70% | 65.30% | 63.81% |
| Case 14 | 61.00% | 59.10% | 60.00% | 64.79% | 65.00% | 67.77% | 63.43% | 80.13% | 67.67% | 64.68% |
| Cases   | Methods                                      | Min accuracy | Max accuracy | Robustness | Average number of SVs |
|---------|----------------------------------------------|--------------|--------------|------------|-----------------------|
| Case 1  | DFBCSP-DSLQV-SSVM-GRBF                       | 81.78%       | 98.57%       | 83.21%     | 33                    |
| Case 2  | DFBCSP-DSLQV-SVM-GRBF                       | 60.77%       | 95.01%       | 65.76%     | 207                   |
| Case 3  | DFBCSP-DSLQV-SSVM-RBF                       | 52.14%       | 96.07%       | 56.07%     | 53                    |
| Case 4  | DFBCSP-DSLQV-SVM-RBF                        | 56.4%        | 96.4%        | 60.00%     | 98                    |
| Case 5  | DFBCSP-DSLQV-KLDA-SSVM-GRBF                 | 62.5%        | 96.78%       | 76.07%     | 47                    |
| Case 6  | DFBCSP-DSLQV-KLDA-SVM-GRBF                  | 65.00%       | 93.31%       | 71.69%     | 252                   |
| Case 7  | DFBCSP-DSLQV-KLDA-SSVM-RBF                  | 57.14%       | 96.07%       | 61.07%     | 93                    |
| Case 8  | DFBCSP-DSLQV-KLDA-SVM-RBF                   | 55.68%       | 89.45%       | 66.23%     | 122                   |
| Case 9  | DFBCSP-DSLQV-KPCA-SSVM-GRBF                 | 52.50%       | 95.71%       | 56.79%     | 63                    |
| Case 10 | DFBCSP-DSLQV-KPCA-SVM-GRBF                  | 51.78%       | 85.00%       | 66.78%     | 71                    |
| Case 11 | DFBCSP-DSLQV-KPCA-SSVM-RBF                  | 50.71%       | 90.35%       | 60.36%     | 61                    |
| Case 12 | DFBCSP-DSLQV-KPCA-SVM-RBF                   | 52.14%       | 88.57%       | 63.57%     | 143                   |
| Case 13 | DFBCSP-DSLQV-KNN                            | 49.64%       | 96.78%       | 52.86%     | –                     |
| Case 14 | DFBCSP-DSLQV-NN                             | 64.29%       | 78.42%       | 85.87%     | –                     |
Table 4 Minimum and maximum accuracy, robustness (variation) of each method and average number of the SVs in the SVM-based classifiers based on the ENOBIO 32 data

| Cases | Methods                  | Min accuracy | Max accuracy | Robustness | Average number of SVs |
|-------|--------------------------|--------------|--------------|------------|-----------------------|
| Case 1| DFB CSP-DSLQ-SSVM-GRBF   | 71.66%       | 98.00%       | 73.66%     | 77                    |
| Case 2| DFB CSP-DSLQ-SVM-GRBF   | 55.66%       | 70.66%       | 85.00%     | 102                   |
| Case 3| DFB CSP-DSLQ-SSVM-RBF   | 50.66%       | 96.66%       | 54.00%     | 90                    |
| Case 4| DFB CSP-DSLQ-SVM-RBF    | 51.60%       | 95.00%       | 56.60%     | 121                   |
| Case 5| DFB CSP-DSLQ-KLDA-SSVM-GRBF | 62.12%   | 84.86%       | 77.26%     | 52                    |
| Case 6| DFB CSP-DSLQ-KLDA-SVM-GRBF | 58.66%   | 77.34%       | 81.32%     | 160                   |
| Case 7| DFB CSP-DSLQ-KLDA-SSVM-RBF | 54.38%   | 74.00%       | 80.38%     | 80                    |
| Case 8| DFB CSP-DSLQ-KLDA-SVM-RBF | 53.80%   | 76.66%       | 77.14%     | 97                    |
| Case 9| DFB CSP-DSLQ-KPCA-SSVM-GRBF | 58.80%  | 78.66%       | 80.14%     | 78                    |
| Case 10| DFB CSP-DSLQ-KPCA-SVM-GRBF | 41.33%  | 68.33%       | 73.00%     | 91                    |
| Case 11| DFB CSP-DSLQ-KPCA-SSVM-RBF | 50.66%  | 67.33%       | 89.33%     | 82                    |
| Case 12| DFB CSP-DSLQ-KPCA-SVM-RBF | 50.50%  | 66.00%       | 92.00%     | 114                   |
| Case 13| DFB CSP-DSLQ-KNN        | 58.00%       | 77.70%       | 80.30%     | –                     |
| Case 14| DFB CSP-DSLQ-NN         | 58.00%       | 80.13%       | 77.87%     | –                     |
with 12 combinations of the KLDA, KPCA, RBF and GRBF algorithms are presented in Tables 1, 2, 3 and 4. The NN and K-NN classifiers are used for comparison with the 12 combinations. In order to show the most informative frequencies of the selected sub-bands and channels, spectrograms using the short-time fourier transform (STFT) and Welch power spectrum estimates for channel C3 and channel O1 (the most and the least related channels) are used. In the STFT and Welch power, three frequency sub-bands, 8-12Hz, 12-16 Hz and 16-20 Hz, are depicted in Figs. 5 and 6. The KLDA and KPCA approaches are utilized to map the features of the changed projection of coordinates into higher dimension feature space and to enable better scattering for classification with lower feature space dimension. Different combinations of feature selection algorithms and classifiers are implemented to evaluate performance of the algorithms. The results are evaluated with the accuracy and robustness, and presented in Tables 1 to 4. Because the EEG dataset IVa of the BCI competition III has 118 channels and our EEG data has 32 channels, Tables 1 and 2 are formed separately to present the results. Tables 3 and 4 are presented for comparing the robustness and SVs for the two dataset. A statistical paired T-test is applied on the obtained features of the hand and foot imagination movements detection for individuals, and results are presented in the discussion part. The paired T-test gives information on the meaningfulness of the within-group feature changes. Robustness is defined as the variation of accuracies in one method \((100 - (\text{max(accuracy)} - \text{min(accuracy)}))\). Finally, the best accuracy is determined using the Repeated Measures ANOVA statistical analysis \([7]\) with the Post-hoc using Tukey correction test \([38]\). Different combinations of the SVM-based classifiers select different numbers of SVs and these numbers play an important role in selecting decision boundary. The average number of SVs are presented in Tables 3 and 4. In addition, the scatter plot of the features and selected SVs are showed in Figs. 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17.

5 Discussion

One successful method for extracting the imagery movement patterns for controlling an artificial limb based on the EEG biosignals is the CSP. The aim of the CSP algorithm is to search for the best projection direction in the feature space and to minimizes the variance for one class and maximizes for the other class \([23]\). One recent method is the DBCSP-DSLVQ approach, on which this study is based. The aim of this study is to improve the DBCSP-DSLVQ method for the BCI applications. 14 different combinations of algorithms are employed to improve the DBCSP-DSLVQ method with the SVM-RBF classifier \([16]\), namely the KLDA, KPCA, RBF, GRBF, SVM, SSVM, K-NN, and NN. In order to find the most informative frequency sub-bands, the EEG signals are divided into six frequency bands. The CSP with sub-band selection algorithms are applied to select the most informative sub-bands. Then, the sub-bands, 8-12 Hz and 12-16 Hz, were chosen for feature classification. The best channels and frequency sub-bands for detecting the imagery movement patterns were estimated by power spectrum (STFT) and power spectral estimate (Welch) methods, as shown in Figs. 5 and 6. When there is not enough information about data, one effective approach for finding the best channel and frequency range to compute the power spectral density estimate by the Welch method. The Welch method shows the power of signal as frequency and returns the estimation of a one-sided power spectrum density. The one-sided power spectrum density contains the total signal power in half of the Nyquist interval \([19]\). In the Welch procedure, signal is divided into eight segments and
each segment is multiplied by the Hamming window. Channels C3 and O1 were found as the most and the least informative channels, respectively for extracting the imagery right hand movement features. In the case of the aa subject, the most informative frequencies for the hand movement trials were found in the first two sub-bands, which are 8-12 Hz and 12-16 Hz (Figs. 5 and 6). Informative information can be concluded from the amplitude of the frequency bands, when the frequencies reach the maximum values. The maximum power intensities during a 2 secs window for the imagery of right hand movement in the first two sub-bands are -8.44 and -17.68 dB/Hz for channel C3 and -38.89 and the minimum intensity power are -41.15 dB/Hz for channel O1, (Figs. 5 and 6). The spectrogram in Fig. 5 visually shows the maximum power of the EEG signals for the right hand after cue stimulation. In the spectrograms, the observable discontinuous green and blue colors are the frequencies masked with the band pass filter. The brighter colors are interpreted as areas that are more informative. In Figs. 5 and 6, it is observable that power of channel C3 is higher and the spectrogram in that area is brighter. The most informative frequency bands are revealed by two differential assessment methods [16]. In order to find the best sub-bands mathematically, two differential assessments are explained as in (8) in part 2.3. After applying the DFBCSP, the axes projection of the feature space is changed. The DFBCSP produces high discrepancy between the two classes by maximizing the variance of features for one class and minimizing for the second class. As shown in Figs. 7 to 17, the features scattering of the imaginary for right hand movement class is separated from the imaginary foot movement class. Hence, the differential values between the minimum and maximum variances increased. The sub-bands with the largest differential values are selected as the aim frequency band [16]. The most informative frequency bands for the subjects were determined
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**Fig. 5** Welch power spectral estimation for imaginary hand movement in channel C3 in frequency bands of 8–12 Hz, 12–16 Hz and 16–20 Hz for subject aa. The maximum amplitude of the three frequency bands is considered. For channel C3, the highest power intensities for the frequency bands of 8–12 Hz, 12–16 Hz and 16–20 Hz frequency bands are -7.44 dB/Hz and -17.68 dB/Hz and -20.33 dB/Hz, respectively. The spectrum used the STFT method for imaginary hand movement in the channel C3 for a 2-sec window in the three main informative frequency ranges.
as 8–12 Hz and 12–16 Hz. Therefore, the two frequency bands are employed instead of the six frequency bands.

Next, the variance features are obtained from the selected sub-bands (8–12 Hz and 12–16 Hz) and weighted by the DSLVQ, which is a modified LVQ method showing the effectiveness of the features individually. The DSLVQ weights are based on the Euclidean distance and showed as positions of the features in the feature space and the number of times, at

**Fig. 6** Welch power spectral estimation for imaginary hand movement in Channel O1 in frequency bands of 8–12 Hz, 12–16 Hz and 16–20 Hz for subject aa. The maximum amplitude of the three frequency bands is considered. For the channel O1 the highest power intensities for the frequency bands of 8–12 Hz, 12–16 Hz and 16–20 Hz are -38.89 dB/Hz, -41.15 dB/Hz and -44.09 dB/Hz respectively. The spectrum used the STFT method for imaginary hand movement imagination in the channel O1 for a 2-sec window in the three main informative frequency ranges.

**Fig. 7** Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBCSP-DSLVQ features for subject aa. 98 SVs are selected for the SVM with the RBF (SVM-RBF) classifier (the base method case 4 in Table 1).
Fig. 8  Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBCSP-DSLVQ features for subject aa. 170 SVs are selected for the SVM with the GRBF (SVM-GRBF) classifier.

Fig. 9  Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBCSP-DSLVQ features for subject aa. 53 SVs are selected for the SSVM with the RBF (SSVM-RBF) classifier.

Fig. 10  Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBCSP-DSLVQ features for subject aa. 33 SVs are selected for the SSVM with the GRBF kernel (SSVM-GRBF) classifier.
Fig. 11  Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBBCSP-DSLVQ features after KLDA mapping for subject aa. 47 SVs are selected for the SSVM-GRBF classifier.

which each feature is repeated. Weights are then calculated by a weight-learning iteration procedure for each dimension in (9). The weighted values have direct relation with the number of repetitions; the more number of repetitions the smaller the weight. Therefore, the algorithm uses a very small coefficient to reduce the impact of the EEG background (repetitive values) in the calculations. On the other hand, the single trial waves such as the ERDs have different values against the EEG background. Hence, the DSLVQ algorithm generates a greater coefficient value. Additionally, when the features in the training set are classified correctly, the related weights will increase and vice versa. Thus, the effect of the EEG background signal decreases and the effect of the single trial movements increases. Finally, the imaginary hand and foot movement features are well distinguished by the computed weights, and this leads to high accuracies with low variation (robustness). Tables 3 and 4 contain the robustness values for subjects individually. The elapsed time for the DSLVQ processing was 0.050688 seconds that is suggested for the real-time applications.

Fig. 12  Scattering of the first row (Feature 1) versus the last row (Feature 2) of the DFBBCSP-DSLVQ features after KPCA mapping for subject aa. 63 SVs are selected for the SSVM-GRBF classifier.
The KLDA and KPCA algorithms are employed to achieve better data separation by selecting features. The KLDA maximize between-group scattering over within-group scattering, \( \max \left( \frac{\det(S_b)}{\det(S_w)} \right) \), whereas the KPCA procedure seeks a space to maximize the variance direction in the feature space. The KPCA is not sensitive to the number of training dataset [23]. The KPCA- and KLDA-based algorithms have disadvantages of missing the spatial information for classification. In other words, the KPCA causes removal of some projection directions that reject low variance values [10]. The selected kernel for the KLDA and KPCA is the GRBF. In the KLDA and KPCA procedure, the GRBF increase the feature space dimension to separate the data of the classes by the generalized Gaussian function, which is updated automatically for individual subjects.

The results are presented in Tables 1 to 4. Tables 1 and 3 include results based on the EEG data with 118 channels (the BCI competition III, dataset IVa). Tables 2 and 4 include results based on the EEG data with 32 channels that are recorded in our Laboratory. In order to classify the obtained features from the selected channels and sub-bands, the following algorithms are utilized: the SVM-RBF, SSVM-RBF, SVM-GRBF, SSVM-GRBF, K-NN,
and NN. The basic classifier method of this paper is the DFBCSP-DSLVQ with the SVM-RBF kernel (case4). Tables 1 and 3 show that the NN classifier has 13.42% lower accuracy and 25.87% higher robustness in comparison to the case 4. The cause for the low accuracy is the insufficient number of data for training the NN. The next classifier is the K-NN, which is applied on the computed features. This approach is based on the Euclidean distance between the test data and the specified \((k-th)\) neighbors around it. Different neighbors were tested experimentally and the 1-NN algorithm was chosen as the best neighbor. Tables 1 and 3 show 1.35% higher accuracy and 7.14% lower robustness in comparison with the case 4, respectively, whilst Tables 2 and 4 shows 1.70% and 23.70% higher accuracy and robustness, respectively. The next classifiers for imaginary pattern recognition are the SVM-based methods. For improving the basic method, different combinations of the SVM, SSVM, RBF and GRBF algorithms are employed. For instance, the GRBF kernel is used as a kernel of the SVM that needs optimization for the Gaussianity. The parameter’s Gaussianity determines the precise shape of the Gaussian function for the distribution (Figs. 2 and 3).

The cases 1 to 12 are divided into three groups, A (cases 1 to 4), B (cases 5 to 8) and C (9 to 12). The two best methods are compared with the case 4 [16]. Group A results

---

**Fig. 15** Scattering of the DFBCSP-DSLVQ features with the KPCA feature selection that did not separate the features of the classes, S5

**Fig. 16** Scattering of the DFBCSP-DSLVQ features without feature selection for subject aa
in Tables 1 and 3 show that the case 1 is the best improvement of the case 4 with higher accuracy and robustness of 12.00% and 23.21%, respectively. Also, Tables 2 and 4 show the significant increases of 15.92% and 17.06% for accuracy and robustness, respectively. The results of group A in Tables 2 and 4, reveal that the SSVM classifier with the GRBF kernel has the most significant impact on the results. Figures 7 to 10 show the functionality of different classifier combinations on the data scattering of group A. The best classifier is the one that achieves the best accuracy with less number of selected SVs. Figure 10 depicts that the SSVM-GRBF combination with 33 SVs, reaches the average accuracy of 92.70% with robustness of 83.21% in group A (Tables 1 and 3). Group B is the combination of group A with the KLDA feature selection algorithm and the best result is the case 5. The average accuracies in Tables 1 and 3 show the increases of 4.66% and 16.06% in accuracy and robustness, respectively, when compared with the case 4. Results in Tables 2 and 4 show that the case 5 attained higher accuracy and robustness of 9.74% and 20.66%, respectively, when compared with the case 4. Different combinations of the classifiers and kernels are used in the group B. Results in Tables 2 and 4 show that the KLDA with the SSVM-GRBF has the best impacts on the data. Figure 11 shows that the number of selected SVs is 47, which is less than the number of selected SVs in Fig. 7 (case 4). Regarding Tables 1 and 3, the best average of accuracy and robustness in group B are 85.36% and 76.07%, receptively. Group C is the combination of group A with the KPCA feature selection algorithm. Tables 1 and 3 show that the result in the group C is achieved in the case 11 with 75.78% average accuracy and 60.36% robustness, which are lower than case 4. Tables 2 and 4 show that the case 9 is the best method with 60.99% average accuracy and 56.79% robustness in group C.

In consideration among groups, Tables 1 and 2 are used to analyze the impact of the algorithms on the data classification. Tables 1 and 2 show the effectiveness of the KLDA and KPCA algorithms with classifiers in three groups. Classifiers with and without the KLDA or KPCA from different groups are selected for comparison such as cases 1, 5 and 9 from groups of A, B and C, respectively. Table 1 shows that the methods using the classifiers without the KPCA or KLDA feature selection algorithms achieved higher accuracy than the methods with using the feature selection algorithms. This claim is observed in four following categories: cases 1, 5; cases 2, 6, and 10; cases 4, 8 and 12; and cases 3, 7 and 11. The same results are observed in Table 2, except two categories of cases 2, 6 and 10, and cases 4, 8 and 12 that shows higher accuracy for the methods with the
KLDA algorithm. The KLDA improves the accuracy results in comparison with the methods with KPCA algorithm. By comparing the scattering of subject 5 (S5) (Figs. 13 to 15) and the subject aa (Figs. 16 and 17), it is revealed that, the KLDA algorithm does not increase the discrepancy for some features of subjects such as aa, al, aw, etc. But the KLDA increase the feature’s separation such as S5. Therefore, experimentally we can recognize the efficiency of the KLDA or KPCA. Tables 1 and 3 show that Case 1 (group A) has the best average accuracy and robustness of 91.27% and 83.21%, respectively. From Tables 2 and 4, the Case 1 has the best average accuracy and robustness of 78.03% and 73.66%, respectively.

In order to find the best method, statistical analysis are employed. Based on the data distribution, normal or non-normal, parametric or non-parametric statistical methods such as paired T-test and Wilcoxon Signed Rank [39] are used, respectively. Because, before feature extraction the data is normalized between zero and one, the paired T-test is utilized for considering the meaningfulness of the features for individual subjects to figure out if the extracted features are informative for classification. Then, the Repeated Measures ANOVA test with the Post-hoc using Tukey correction algorithm is applied on the accuracies to find the best method. The paired T-test results showed that in total 14 subject’s features were changed significantly (T-test, \( p < 0.05 \)) between the imaginary hand and foot movements. In addition, based on the Repeated Measures ANOVA with the Post-hoc using Tukey correction test the DFBCSP-DSLQV method with the SSVM-GRBF classifier significantly had the best result, Table 1 with 92.07% (ANOVA, \( p < 0.05 \)) and Table 2 with 78.03% (ANOVA, \( p < 0.05 \)). The segregation of the classes is considered by scattering plots of the DFBCSP-DSLQV features. Therefore, three scatter plots for the imaginary hand and foot movements are depicted in Figs. 13 to 15. Figures 13 and 15 show that the aggregation of the computed features based on the DFBCSP-DSLQV algorithm and DFBCSP-DSLQV method with the KPCA is more than the DFBCSP-DSLQV method with the KLDA algorithm. The DFBCSP-DSLQV with the KLDA feature selection method has better effect on the feature’s discrepancy, as shown in Fig. 14. The results in Tables 1 and 2 show that the classification of the DFBCSP-DSLQV features with the SSVM-GRB combination produce better accuracies and robustness than the other combinations. The reason of better result for the SSVM-GRBF method without the KLDA is removing some projection directions that reject low variance values, although increased the discrepancy. The order of classifiers from the best to the worst classifier performance is as follows: the SSVM-GRBF, SVM-GRBF, SSVM-RBF SVM-RBF, NN, and K-NN.

6 Conclusion

In this study, 14 approaches are implemented with the aim of improving the DFBCSP-DSLQV with the SVM-RBF method for recognizing the imagery hand and foot movement patterns. In the processing, the informative frequency sub-bands are selected, variance features are extracted, and then weighted by the DSLQV method. The KLDA and KPCA algorithms are then utilized to map the features into a new feature space for feature selection and better data separation. For classification, different combination of algorithms are then utilized, namely the NN, K-NN, SVM and SSVM with both RBF and GRBF kernels. Results indicate that the SSVM-GRBF classifier brings out the best average accuracy and robustness of 92.70% and 83.21% with ANOVA \( p < 0.05 \), respectively.
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