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1. Introduction

This paper constitutes the first part of a study that is meant to present a new and unified approach to three distinct themes in harmonic analysis that focus on the boundedness properties of

(I) The linear Hilbert transform and maximal operator along variable curves;

(II) Carleson-type operators in the presence of curvature;

(III) The bilinear Hilbert transform and maximal operator along variable curves.

The key underlying concept that governs all of the above topics is that of \textit{curvature}. This will of course be fundamental in terms of the methods that we develop in order to establish the relevant connections among the above three themes and put them under the same umbrella.

The generic formulation of the subject that we intend to address is given by the following:

**Main Problem.** (Informal) For each point \( x \in \mathbb{R} \) we associate a curve \( \Gamma_x = (t, -\gamma_x(t)) \) in the plane, where here \( t \in \mathbb{R} \) and

\[
\gamma_x(\cdot) := \gamma(x, \cdot) : \mathbb{R} \to \mathbb{R},
\]

is a real function obeying some “suitable” smoothness and non-zero curvature conditions in the \( t \)-parameter. Define now the variable family of curves in the plane \( \Gamma = \{ \Gamma_x \}_{x \in \mathbb{R}} \).

**Task:** Under minimal\(^1\) conditions on the curve family \( \Gamma \), study the \( L^p \)-boundedness, \( 1 \leq p \leq \infty \), of the following operators:

- \textbf{the linear Hilbert transform along} \( \Gamma \) defined as

\[
H_{\Gamma} : S(\mathbb{R}^2) \longrightarrow S'(\mathbb{R}^2),
\]

\[
H_{\Gamma}(f)(x,y) := \text{p.v.} \int_{\mathbb{R}} f(x-t, y + \gamma(x,t)) \frac{dt}{t};
\]

- \textbf{the (sub)linear maximal operator along} \( \Gamma \) defined as

\[
M_{\Gamma} : S(\mathbb{R}^2) \longrightarrow L^\infty(\mathbb{R}^2),
\]

\[
M_{\Gamma}(f)(x,y) := \sup_{h>0} \frac{1}{2h} \int_{-h}^{h} |f(x-t, y + \gamma(x,t))| dt ;
\]

- \textbf{the \( \gamma \) - Carleson operator} given by

\[
C_{\gamma} : S(\mathbb{R}) \longrightarrow L^\infty(\mathbb{R}),
\]

\(^1\) The main target is to achieve minimal regularity in the \( x \)-variable.
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\[ C_\gamma f(x) := \text{p.v.} \int_{\mathbb{R}} f(x - t) e^{i\gamma(x,t)} \frac{dt}{t}; \]

- the \( \gamma \)-maximal operator\(^2\) given by

\[ M_\gamma : S(\mathbb{R}) \rightarrow L^\infty(\mathbb{R}), \]

\[ M_\gamma f(x) := \sup_{a>0} \left| \frac{1}{2a} \int_{-a}^{a} f(x - t) e^{i\gamma(x,t)} dt \right|; \]

- the bilinear Hilbert transform along \( \Gamma \) defined as

\[ H^B_\Gamma : S(\mathbb{R}) \times S(\mathbb{R}) \rightarrow S'(\mathbb{R}), \]

\[ H^B_\Gamma(f,g)(x) := \text{p.v.} \int_{\mathbb{R}} f(x - t) g(x + \gamma(x,t)) \frac{dt}{t}; \]

- the (sub)bilinear maximal operator along \( \Gamma \) defined as

\[ M^B_\Gamma : S(\mathbb{R}) \times S(\mathbb{R}) \rightarrow L^\infty(\mathbb{R}), \]

\[ M^B_\Gamma(f,g)(x) := \sup_{h>0} \frac{1}{2h} \int_{-h}^{h} |f(x - t) g(x + \gamma(x,t))| dt. \]

The problem above lies at the interface of several relevant and interconnected topics in the harmonic analysis of the plane:

- the study of singular linear/bilinear/maximal integral operators;
- the boundedness of Carleson-type operators;
- the problem of differentiability of functions along (smooth) variable vector fields.

Before describing the historical evolution of the above themes and their deep connections with our main problem, we make a detour and introduce our main results.

\(^2\)This operator is trivially dominated from above by the standard Hardy-Littlewood operator; hence the \(L^p\)-boundedness of this operator within the range \(1 < p \leq \infty\) is superfluous. However, we choose to mention it in this enumeration for two reasons: 1) an aesthetic one - it preserves a sense of symmetry, corresponding naturally to the maximal operators considered for themes (I) and (III); and 2) a questioning one - its structure includes an oscillatory behavior which makes \(M_\gamma\) susceptible to better \(L^1\)-behavior (i.e. end-point behavior) than its standard counterpart, though we will not analyze this last aspect in our present paper. For more on this, please see the Final Remarks section.
1.1. Main results. In order to visualize the global picture and key message of our main theorem we purposely choose a first more informal presentation of it - in that we will not describe here the precise properties of the class of curves \( \gamma \) for which it holds but defer this more technical aspect of the presentation until Section 2. Our Main Theorem will address the (sub)linear cases (2) - (5) mentioned in our Main Problem, leaving the treatment of the bilinear Hilbert transform and its maximal analogue for the second part of our study in [62].

With these being said, we have:

**Main Theorem.** Let \( \Gamma = \{ \Gamma_x \}_{x \in \mathbb{R}} \) be a family of twisted\(^3\) variable curves defined by \( \Gamma_x = (t, \gamma(x, t)) \) with \( \gamma : \mathbb{R}^2 \to \mathbb{R} \) measurable.

Assume now that

\( \gamma \in M_xNF_t \),

that is, at an informal level\(^4\), one has\(^5\)

\( \gamma \)

\( \gamma_t(\cdot) := \gamma(\cdot, t) \) is \( x \)-measurable for every \( t \in \mathbb{R} \setminus \{ 0 \} \);

\( \gamma_x(\cdot) := \gamma(x, \cdot) \) is finitely piecewise \( t \)-smooth within the class \( C^{2+}(\mathbb{R} \setminus \{ 0 \}) \) for almost every \( x \in \mathbb{R} \);

\( \gamma \) is “non-flat” near the origin and infinity; [In particular, outside of a controlled region, \( \gamma \) can be decomposed into a finite number of pieces on which it has \( x \)-uniform non-vanishing curvature in the \( t \)-variable.]

\( \gamma \) obeys a suitable non-degeneracy condition.

Then, for any \( 1 < p < \infty \), we have that

(I) \( H_\Gamma \) and \( M_\Gamma \) are bounded operators from \( L^p(\mathbb{R}^2) \) to \( L^p(\mathbb{R}^2) \);

(II) \( C_\gamma \) and \( M_\gamma \) are bounded operators from \( L^p(\mathbb{R}) \) to \( L^p(\mathbb{R}) \).

Next, we clarify the extent of generality of our Main Theorem which constitutes in fact one of the main motivations for our program - to unify and extend the existing results in the literature treating operators along curves \( \gamma \) that are polynomial in \( t \) with measurable coefficients in \( x \):

---

\(^3\)We use the term twisted throughout to describe such a family of variable curves for which \( \gamma : \mathbb{R}^2 \to \mathbb{R} \) is a generic measurable function; the most salient point we wish to emphasize is that \( \gamma \) need not necessarily split as an elementary tensor of the form \( \gamma(x, t) = u(x) \tilde{\gamma}(t) \).

\(^4\)For the precise definition of the class \( M_xNF_t \) please see Section 2.

\(^5\)Below, the class \( C^{2+} \) simply means the standard \( C^{2+\delta} \) where here \( \delta \) can be any number strictly greater than zero.
**Theorem 1.** Let $d \in \mathbb{N}$ and $^{6}$

\[
\gamma(x, t) := \sum_{j=1}^{d} a_j(x) t^{\alpha_j},
\]

where here $\{\alpha_j\}_{j=1}^{d} \subset \mathbb{R} \setminus \{0, 1\}$ and $\{a_j\}_{j=1}^{d}$ measurable functions.

Then, one has that

\[
\gamma \in M_N F_{t}.
\]

From the theorems above and their corresponding proofs we deduce the following consequences:

**Corollary 2.** Let $\gamma$ be as in (9) and assume wlog that $\{\alpha_j\}_{j=1}^{d} \subset \mathbb{R} \setminus \{0, 1\}$ strictly increasing. Then, letting $\Gamma = (t, -\gamma(x, t))$ and $1 < p < \infty$, there exists $C(p, d, \{\alpha_j\}_{j=1}^{d}) > 0$ such that

\[
\|C_\gamma\|_{L^p(\mathbb{R}) \to L^p(\mathbb{R})}, \|M_\gamma\|_{L^p(\mathbb{R}) \to L^p(\mathbb{R})} \leq C(p, d, \{\alpha_j\}_{j=1}^{d}),
\]

and

\[
\|H_\Gamma\|_{L^p(\mathbb{R}^2) \to L^p(\mathbb{R}^2)}, \|M_\Gamma\|_{L^p(\mathbb{R}^2) \to L^p(\mathbb{R}^2)} \leq C(p, d, \{\alpha_j\}_{j=1}^{d}).
\]

Moreover, the constant $C(p, d, \{\alpha_j\}_{j=1}^{d})$ depends only on the quantities

\[
C(p, d, \{\alpha_j\}_{j=1}^{d}) = C \left( p, d, \max_{1 \leq j \leq d} |\alpha_j|, \max_{1 \leq j \leq d} \frac{1}{|\alpha_j - 1|}, \max_{1 \leq j < k \leq d} \frac{1}{|\alpha_k - \alpha_j|} \right).
\]

It follows from the above that if

\[
\min_j |\alpha_j|, \min_j |\alpha_j - 1|, \min_{j \neq k} |\alpha_j - \alpha_k| \gtrsim 1,
\]

then the $L^p$ bounds appearing in (11) and (12) are all uniform in $\{\alpha_j\}_{j=1}^{d}$ and depend only on $\sum_{j=1}^{d} |\alpha_j|$ and $p$.

**Corollary 3.** Let $1 < p < \infty$, $d \in \mathbb{N}$ and $\{\alpha_j\}_{j=1}^{d} \subset \mathbb{R} \setminus \{1\}$. Then, the generalized Polynomial Carleson-type operator defined as

\[
C_{a, d, f}(x) := \sup_{\{a_j\}_{j=1}^{d} \subset \mathbb{R}} \left| \text{p.v.} \int_{\mathbb{R}} f(x - t) e^{i \sum_{j=1}^{d} a_j t^{\alpha_j} \frac{dt}{t}} \right|, \quad f \in S(\mathbb{R}),
\]

is a bounded operator from $L^p(\mathbb{R})$ to $L^p(\mathbb{R})$.

**Observation 4.** Notice that if one takes in Corollary 3 the particular values $\alpha_j = j + 1$ for $j \in \{1, \ldots, d\}$ one recovers the by now classical Stein-Wainger result, [88], on the $L^p$ boundedness of the Polynomial Carleson operator with no linear term in one dimension. In a different direction, taking $d = 1$ and thus placing ourselves in the simplified tensor-product case, we get the main result in [36].

---

$^{6}$Throughout the paper, for convenience, we allow a notational abuse and introduce the following convention: given $\alpha, t \in \mathbb{R}$ we let $t^\alpha$ stand for either $|t|^\alpha$ or $\text{sgn}(t) |t|^\alpha$. 
Corollary 5. Assume \( \gamma \) has a tensor-product structure, that is
\[
\gamma(x,t) = u(x) \tilde{\gamma}(t),
\]
with

- \( u \) real measurable;
- \( \tilde{\gamma} \in \text{NF} \). Informally, membership in the class \( \text{NF} \) means that \( \tilde{\gamma} \in C(\mathbb{R} \setminus 0) \) is doubling and “non-flat” near the origin and infinity. Formally, the following two conditions hold:
  - There exists \( j_0 \in \mathbb{N} \) such that letting \( D := \mathbb{R} \setminus \{2^{-j_0} < |t| < 2^{j_0}\} \) one has \( \tilde{\gamma} \in C_2^2(D) \) with \( |\tilde{\gamma}''| > 0 \) on \( D \) and
  - Let \( I := \{s \mid \frac{1}{10} \leq |s| \leq 10\} \) and \( j \in \mathbb{Z} \) with \( |j| \geq j_0 \) and set
\[
\tilde{Q}_j(t) := \frac{\tilde{\gamma}(2^{-j} t)}{2^{-j} \tilde{\gamma}'(2^{-j})} \in C_2^2(I).
\]
Then, uniformly in \( |j| \geq j_0 \), one has that
\[
\sup_{t \in I} |\tilde{Q}_j(t)| < c_1(\gamma),
\]
and
\[
\inf_{t \in I} |\tilde{Q}_j''(t)| > c_0(\gamma),
\]
where \( 0 < c_0(\gamma) \leq c_1(\gamma) \) are constants depending only on \( \gamma \).

Then
\[
\gamma \in M_2\text{NF}_t,
\]
if one of the below conditions is satisfied:
  i) \( u(x) = u_0 \) for almost every \( x \in \mathbb{R} \) (i.e. \( u \) constant), or
  ii) more generally, if \( u(x) \) a generic measurable function, then the curve \( \gamma \) satisfies the non-degeneracy condition
\[
\exists M > 0 \ s.t. \ \forall |j| \geq |j_0| \ \left| \frac{\tilde{Q}_j'(t)}{\tilde{Q}_j'(s)} - \frac{\tilde{Q}_j'(t)}{\tilde{Q}_j'(s)} \right| \geq M |t - s|, \ \forall t, s \in I.
\]

The next corollary was treated as a model case for our Main Theorem, point (I), and was proved by the author in [59].

7The class of curves \( \text{NF} \) serves as an extension of the class \( \text{NF} \) introduced by the author in [64].
8From the first item above we notice that by possibly shrinking the domain \( D \) one can assume wlog that in fact also \( |\tilde{\gamma}'| > 0 \) on \( D \).
9This result was shown in an unpublished note in May 2016 and will be made available soon - in the form of [59] - in order to provide a better understanding of the contrast with our current approach. Strictly speaking the result proved in [59] covers only the case \( p = 2 \). However, this was intentionally meant in order to maintain the simplicity.
Corollary 6. Consider the class of curves $\mathcal{NF}$ introduced in [64]. Then, taking $\tilde{\gamma} \in \mathcal{NF}$ and $\gamma$ as in (16), one has that the corresponding $H_\Gamma$ and $M_\Gamma$ are bounded operators from $L^p(\mathbb{R}^2)$ to $L^p(\mathbb{R}^2)$ for $1 < p < \infty$.

Observation 7. i) Remark that $\mathcal{NF}$ is included in the set of curves that belong to $\mathcal{NF}$ and simultaneously satisfy (22); thus, Corollary 6 is an immediate consequence of Corollary 5.

ii) Recall from [64] that the above set $\mathcal{NF}$ contains, as particular instances, both the class of curves introduced in [55] as well as any generalized polynomial of the form $\tilde{\gamma}(t) = \sum_{j=1}^{d} a_j^\alpha_j$ with $\{a_j\}_{j=1}^{d} \subset \mathbb{R}$, $\{\alpha_j\}_{j=1}^{d} \subset \mathbb{R} \setminus \{0, 1\}$, and $d \in \mathbb{N}$. Consequently, one deduces that the results in [55] as well as the corresponding ones addressing the monomial case $\gamma(x,t) = u(x)t^\alpha$ with $\alpha \in (0, \infty) \setminus \{1\}$ in [39] follow immediately from Corollary 6.

We end our section with the following

Observation 8. In the second part of our study, [62], - under suitable conditions imposed on $\gamma$ - following and further developing some of the key ideas introduced here we will prove the $L^p$ boundedness of the bilinear Hilbert transform and maximal operator corresponding to (6) and (7). Thus, we are able to provide a unified method for all the operators defined in the statement of our Main Problem, and, in particular, to identify and highlight as natural a common approach to both the singular and the maximal operators within the themes (I) and (III). Moreover, as a consequence of these methods, we are able to immediately encompass and generalize the previous results appearing in [56], [57], [64] and [66].

1.2. Main ideas and relevance of our results. By the very nature of this problem that involves the study of a singular/maximal operator with rough $x-$dependence and highly oscillatory phase multiplier, the key stepping stone is given by the discretization of the operator. This is the central element that dictates both the proof’s mechanism and, finally, the strength of the output.

In the present context the discretization of our operator follows three levels:

- The first level focuses on the global analysis of the operator’s multiplier, which is performed in Section 5. Inspired by the author’s work in [64] - though in our present context the extra rough $x-$dependence of the multiplier makes this analysis significantly more subtle - we decompose our multiplier into three components:

and reduce the size of the presentation in [59], leaving the general $L^p$ discussion for the present, more elaborate study.

The description below reflects the treatment of the linear Hilbert and maximal operators along curves defined by (2) and (3). However, at the conceptual level, the same philosophy applies to the other classes of operators introduced in our Main Problem.

For more on this please see Section 1.6.1.
– a low-frequency part - this addresses the situation in which there is virtually no oscillation of the phase of the multiplier and can be dealt with via Taylor series arguments;

– a high-frequency far from diagonal part - this focuses on the region in the time-frequency plane where we have no stationary points of the phase of the multiplier and hence one uses the oscillation to integrate by parts and obtain supplementary decay. A powerful new tool in this context is given by Lemma 30, which appeals to multiple ingredients such as shifted square functions and vector-valued Calderón-Zygmund inequalities and that results in a common treatment of the pieces corresponding to both the singular and the maximal operator. More importantly, Lemma 30 provides an alternative and unified approach to global $L^p$-bounds, $p \neq 2$, for $H_T$ and $M_T$ - this latter aspect being discussed in Section 7.

– a high-frequency close to diagonal part - this is of course the most difficult component to treat, as it refers precisely to the region in the time-frequency plane where the multiplier’s phase has stationary points.

• The second level focuses on the very fine analysis of the high-frequency piece close to diagonal of the multiplier which is performed in two stages:
  – first one needs to address the rough $x-$dependence of the phase of the multiplier - this is the content of (210) via the decomposition offered by (208).
  – the second is to target the $(\xi, \eta)$ - frequency localization of the phase, which has as a key output a linearizing effect on the oscillation of the phase; this operation is performed in (214) and (215), and its specific choice is of fundamental importance for the $L^2$-decay result provided by Theorem 37.

• Finally the third level focuses on the operator’s input - that is, on the function $f$ itself - and appeals to an adapted Gabor frame decomposition of $f$ which of course needs to be synchronized with the discretization of the multiplier (for this, one is invited to see Step 2 in the proof of Theorem 37). This final element brings into the picture genuine manifestations of wave-packet analysis and provides the required smoothness for the kernel of our operator and hence for a successful application of the $TT^*$-method.

With the stage thus set, the strategy of the proof is as follows:

• For the $L^2$ case one proves via orthogonality methods a suitable exponential decay in terms of the height of the multiplier’s phase - this is the content of Theorem 37, which is the central result of the paper.
• For the $L^p$ case with $p \neq 2$ one first proves polynomial growth\(^{12}\) followed in a second stage by a standard interpolation argument. The tame $L^p$–bounds are the content of Theorem 34. A noteworthy aspect here is that we dedicate an entire section - see Section 8 - to various other approaches to Theorem 34 in which one explores ideas that involve further discretization techniques, shifted maximal and square function estimates, etc.

Another interesting aspect of our work is given by the new non-degeneracy condition part of the definition of the class of curves $M_x \mathbf{NF}_t$ - see (69) - which seems to be a very malleable notion that can be verified for a very wide classes of curves as envisaged by Theorem 1.

We end this section by briefly discussing the relevance of our result in the context of the present literature, which manifests in three directions:

• This is the first study for rough\(^{13}\) $x$–dependent curves that presents a unified and new approach to both the Hilbert transform (singular integral) and the maximal operator cases. By contrast, in the literature to date these two types of operators have always been treated with related but distinct methods.

• While treating a situation of non-zero curvature in $t$, we introduce elements of wave-packet analysis (Gabor frames) and then blend them together with orthogonality methods, with the aim of developing a theory that unifies/fills the existing gap between the two different approaches corresponding to the zero/non-zero curvature cases.\(^{14}\) Although our treatment does not yet cover the zero-curvature case (e.g. $\gamma(x,t) := \sum_{j=1}^{d} a_j(x) t^j$ with $d \in \mathbb{N}$ and $\{a_j\}_{j=1}^{d}$ measurable functions - thus allowing the linear term $a_1(x) t$), the methods developed here provide some intuition for the general situation; we hope to return to this topic in the near future.

• The proof of the present result provides a unified perspective on several important directions within Harmonic Analysis, gathering under the same umbrella themes involving maximal and singular oscillatory integrals of Stein-Wainger type, (see [88]); more generally, (Polynomial) Carleson-like operators (with no linear term); boundedness of the bilinear Hilbert and maximal operator along “non-flat” curves (see [56], [57], [64], [66] and [31]); and the boundedness of Hilbert transforms and maximal operators along variable “non-flat” curves (see [39], [55]).

1.3. A fundamental dichotomy: curvature versus modulation invariance symmetry. Before passing to the historical evolution of our three distinct but inter-related themes, we make a brief digression in order to evoke

\(^{12}\)Relative to the height of multiplier’s phase.
\(^{13}\)I.e. no smoothness in the $x$-variable is assumed.
\(^{14}\)For more on the proof dichotomy between the zero and non-zero curvature cases the reader is invited to consult Section 1.3.
a fundamental dichotomy that serves as a cornerstone in the field of harmonic analysis: non-zero versus zero curvature problems.\textsuperscript{15} This dichotomy marks each of our chosen themes and is quintessential to identifying the method of proof in a given problem\textsuperscript{16}:

• (A) \textit{Hilbert transform along curves}: We consider in (2) a generic class of curves with $\gamma(x,t) = \sum_{j=1}^{n} a_j(x) t^j$ and \{a\}\textsubscript{j} arbitrary real measurable functions. Then, one has:

  – the zero-curvature case (prototype: $n = 1$, with $\gamma(x,t) = a_1(x) t$).

  In this situation, letting $M_{1,\alpha}f(x,y) := e^{i\alpha x} f(x,y)$, one has that

  \begin{equation}
  \|H_{\Gamma} M_{1,\alpha} f\|_{L^2(\mathbb{R}^2)} = \|H_{\Gamma} f\|_{L^2(\mathbb{R}^2)}.
  \end{equation}

  – the nonzero-curvature case (prototype: $n > 1$, with $\gamma(x,t) = \sum_{j=2}^{n} \tilde{a}_j(x) t^j$ - no linear term allowed).

  In this situation $H_{\Gamma}$ has no modulation invariance symmetry.

• (B) \textit{Carleson-type operators}: We consider here polynomial Carleson-type operators, which - following Kolmogorov’s linearization - can be written in the form

  \begin{equation}
  C_{\gamma} f(x) := \int_{\mathbb{R}} e^{i\gamma(x,t)} f(x-t) \frac{dt}{t},
  \end{equation}

  with $n \in \mathbb{N}$, $\gamma(x,t) := \sum_{j=1}^{n} a_j(x) t^j$ and \{a\}\textsubscript{j} arbitrary real measurable functions. Now, analogously with the example above, we have:

  – the zero-curvature case (prototype: $n = 1$, i.e. $\gamma(x,t) = a_1(x) t$).

  In this situation, in addition to the standard commutation relations with translation and dilation symmetries the operator $C_{\gamma}$ is invariant under the modulation symmetry $M_{\alpha}f(x) := e^{i\alpha x} f(x)$ with $\alpha \in \mathbb{R}$, i.e.:

  \begin{equation}
  C_{\gamma} M_{\alpha} f = C_{\gamma} f.
  \end{equation}

  – the nonzero-curvature case (prototype: $n > 1$, with $\gamma(x,t) = \sum_{j=2}^{n} \tilde{a}_j(x) t^j$ - no linear term allowed).

  In this situation $C_{\gamma}$ has no modulation invariance symmetry.

\textsuperscript{15}While many of the elements in this section are part of the harmonic analysis folklore, we choose to present them here in order to provide a perspective on our main themes of study.

\textsuperscript{16}Below we are taking as reference point the singular integral variants; however, all of the discussion below has a direct analogue for the maximal case.
• (C) Bilinear Hilbert transform along curves: Taking the generic case
\[ \gamma(x, t) = \gamma(t) = \sum_{j=1}^{n} a_j t^j \] with \( \{a_j\}_j \) real and \( \Gamma = (t, -\gamma(t)) \), we define
\[
H_{\Gamma}^B(f, g)(x) := \int_{\mathbb{R}} f(x - t) g(x + \gamma(t)) \frac{dt}{t}.
\]

- the zero-curvature case (prototype: \( n = 1 \), with \( \gamma(t) = a_1 t \) with \( a_1 \in \mathbb{R} \setminus \{0, 1\} \);
  In this situation we have that
\[
H_{\Gamma}^B(M_{a_1} f, M_{1} g) = M_{1+a_1} H_{\Gamma}^B(f, g).
\]
- the nonzero-curvature case (prototype: \( n > 1 \), with \( \gamma(t) = \sum_{j=2}^{n} a_j t^j \) - no linear term allowed);
  In this situation \( H_{\Gamma}^B \) has no modulation invariance symmetry.

Once we have seen this dichotomy it is important to stress the following:

• In the zero-curvature (flat) case all the above operators obey suitable invariance under modulation symmetry. As a consequence, any method of proof requires an approach based on wave-packet analysis and thus in particular a time-frequency discretization of the corresponding operator; moreover, the proof should involve concepts like mass and/or energy of wave-packets in the spirit of the known proofs of Carleson’s Theorem (see [15], [28] and [51]).

• In the nonzero-curvature (non-flat) case there is no modulation-invariance symmetry, and thus one expects that more standard analysis can be performed on the object under study, involving \( TT^* \) and more general orthogonality methods, the (non)stationary phase principle including Van der Corput estimates, Littlewood-Paley techniques, square-function arguments, etc. While discretization techniques in physical and frequency space are still relevant, the zero frequency plays a favorite role in this discretization, and, usually, one is able to obtain a suitable scale type decay where here the concept of “scale” should be properly adapted to the context.

While both situations are interesting and historically motivated, generically speaking the zero-curvature situation tends to be more difficult and accordingly most of the celebrated problems in this area - some of which remain open - regard precisely this case. The situation of nonzero curvature can also prove challenging, but to a lesser extent. In this context, while often regarded as model problems for the flat case, the corresponding non-flat case problems usually can only provide limited intuition, since, they require yet distinct methods of proof.

This last fact motivates a very interesting further direction of study - that of striving to unify the two approaches corresponding to the zero/non-zero curvature cases, and thus to provide a method of proof for the situation in which \( \gamma \) is given by a polynomial in \( t \) with the linear term included.
At this point, it is worth mentioning that, with the notable exception of the Polynomial Carleson operator proved in [61], no unified treatment is known for the other two fundamental objects: the Hilbert and bilinear Hilbert transform - and their maximal analogues - along curves.

Finally, this paper and its companion [62] can be regarded as a first step into this program by providing a unifying treatment for the non-zero curvature cases of all three themes - and their maximal variants - along curves. Isolating now the first theme represented by $H_{\Gamma}$ and $M_{\Gamma}$, which is also the main focus in our present paper, we hope to return with a unifying approach for the zero/non-zero curvature cases in the near future.

1.4. **Historical background; motivation (I)**. The first theme of our paper has a long and rich history, and, as is the case with many others in harmonic analysis, it originates in the field of partial differential equations. Thus, in what follows, we will start by describing the original PDE motivation for our theme (I) and its initial development within the field of harmonic analysis.

1.4.1. *The original motivation - a PDE quest*. As already noted, the study of the boundedness of the Hilbert transform and maximal operators along curves is part of a larger class of deep and fundamental topics - see e.g. the pointwise convergence of Fourier Series, the Calderón-Zygmund theory, and even the Restriction Problem visualized via Strichartz estimates - that traces back to the area of PDE. More precisely, the relevant starting point in our story pertains to the study of constant coefficient differential operators. Here, in order to provide more context to our description, we choose a parallel and contrasting presentation with the corresponding moment of birth for the Calderón-Zygmund theory.

A. **Constant coefficient elliptic differential operators.**

In this section we take as a main prototype the following:

**Model**: The Laplace/Poisson equation in $\mathbb{R}^d$, $d \geq 2$, given by

\begin{equation}
\triangle u = f,
\end{equation}

where $u, f$ are suitable (smooth) functions.

**Aim**: Understand the $L^p$-boundedness, $1 < p < \infty$, of the second derivatives of our solution $u$ in terms of the $L^p$ bounds of the input function $f$.

Applying now standard PDE techniques, one obtains that the fundamental solution $U^0$ associated to (28), that is, the solution to

\begin{equation}
\triangle U^0 = \delta_0,
\end{equation}

is...
with \( \delta_0 \) the Dirac mass at the origin, is given by

\[
U^0_0(x) := -\frac{1}{2\pi} \log \frac{1}{|x|} \quad \text{if} \quad d = 2,
\]

\[
U^0_0(x) := \frac{1}{(d-2)\omega_d} |x|^{2-d} \quad \text{if} \quad d > 2, \quad (\omega_d = \text{Area}(S^d)).
\]

Thus, for suitable \( f \), the solution to (28) becomes

\[
u(x) := \int_{\mathbb{R}^d} U^0_0(x-y) f(y) \, dy.
\]

Indeed, letting \( k_{ij} := U^0_{x,x_j} \), we have that a.e.

\[
u_{x,x_j}(x) = \frac{1}{d} \delta_{ij} f(x) + \int_{\mathbb{R}^d} k_{ij}(x-y) f(y) \, dy,
\]

and thus one can verify (28) pointwise or in the sense of distributions.

Now the kernel \( K := k_{ij} \) has the following key properties

\[
\sum_{\alpha} K(\delta_{\alpha}(x)) = 0, \quad \alpha > 0.
\]

Now, as it turns out, these particular conditions on the kernel \( K \) associated with an operator \( Tf := K * f \) provide the right framework for developing a seminal new theory of such integral operators more generally, beyond the study of the Laplace and Poisson equations. This fundamental theory developed by Calderón and Zygmund in [11] and [12] had as its main result the fact that any such \( Tf := K * f \) acts boundedly from \( L^p(\mathbb{R}^d) \) to \( L^p(\mathbb{R}^d) \) for any \( 1 < p < \infty \). As an immediate consequence, we thus deduce that

\[
\|u_{x,x_j}\|_{L^p(\mathbb{R}^d)} \lesssim_p \|f\|_{L^p(\mathbb{R}^d)}, \quad 1 < p < \infty,
\]

as desired.

B. Constant coefficient parabolic differential operators.

Proceeding in the mirror with point A above, we now take as a prototype for our discussion the following:

**Model:** The heat equation in \( \mathbb{R}^{d+1}_+ = \mathbb{R}^d \times R_+, \quad d \geq 2; \) this is represented by

\[
\partial_t u - \Delta u = f,
\]

where, as before, \( u, \ f \) are suitable (smooth) functions.
Aim: Control the $L^p$-bounds, $1 < p < \infty$, of the first time derivative and second spatial derivatives of our solution $u$ in terms of the $L^p$ bounds of the input function $f$.

Again applying standard PDE techniques, we obtain that for $t > 0$ and $x \in \mathbb{R}^d$, the fundamental solution of (32) is described by

\[(33) \quad U^0(x,t) := \frac{1}{4\pi} |t|^{-\frac{d}{2}} e^{-\frac{|x|^2}{|t|}}.\]

From this we deduce that for suitable $f \in L^p(\mathbb{R}^{d+1}_+), 1 < p < \infty$, one has that the solution to (32) is given by

\[(34) \quad u(x,t) := \int_0^t \int_{\mathbb{R}^d} U^0(x-y, t-s) f(y,s) \, dy \, ds.

Indeed, one can check this since for $k_{ij} = U^0_{x_i x_j}$ and $k' = U^0_t$

\[u_{x_i x_j}(x,t) = \int_0^t \int_{\mathbb{R}^d} k_{ij}(x-y, t-s) f(y,s) \, dy \, ds,

u_t(x,t) = f(x,t) + \int_0^t \int_{\mathbb{R}^d} k'(x-y, t-s) f(y,s) \, dy \, ds

hold both pointwise and in terms of distributions.

Extracting now the quintessence from the kernels $K := k_{ij}$ or $K = k'$, we have the following properties:

\[(35)\]

- $K$ obeys an anisotropic dilation symmetry, i.e. if $\alpha > 0$, $\delta_\alpha(x,t) = (\alpha x_1, \ldots, \alpha x_d, \alpha^2 t) \Rightarrow K(\delta_\alpha(x,t)) = \alpha^{-d-2} K(x,t)$;
- $K(x,t) = 0$ for $t < 0$;
- $K$ is $C^\infty$ away from the origin or one can ask for less - for example a condition of the type

$$\sup_{|x|, |t| > 0} \int_{\{(y,s) : |s| > 2|t|, |s| > |t| + |x|^2\}} |K(y-x, s-t) - K(y,s)| \, dy \, ds < \infty;$$

- $\int_{\mathbb{R}^d} K(x, 1) \, dx = 0$;
- $\sup_{y \in \mathbb{R}^d} \int_{\mathbb{R}^d} (1 + |x| + \log \frac{|y|}{|x-y|}) |K(x,1)| \, dx < \infty$.

One should notice the similarities between (31) and (35); exploiting these similarities, it turns out that one can combine the method of rotations with Calderón-Zygmund operator techniques in order to show that the operator defined as

\[(36) \quad Tf(x,t) := K * f(x,t),\]

is bounded from $L^p(\mathbb{R}^{d+1})$ to $L^p(\mathbb{R}^{d+1})$ for any $1 < p < \infty$.

Finally, combining the second item above with the trivial extension assumption that $f(x,t) = 0$ for any $(x,t) \in \mathbb{R}^d \times \mathbb{R}_-$, one immediately notices...
that both $u_{x_i x_j}$ and $u_t$ in (34) can be realized as convolution operators of the type (36), and hence we conclude that

$$
\|u_t\|_{L^p(\mathbb{R}^{d+1})} + \|u_{x_i x_j}\|_{L^p(\mathbb{R}^{d+1})} \lesssim_p \|f\|_{L^p(\mathbb{R}^{d+1})}, \quad 1 < p < \infty.
$$

We end this subsection by mentioning that the systematic study of constant coefficient parabolic differential operators was initiated by F. Jones, [43], E. Fabes, [26], and E. Fabes and M. Rivi`ere, [25].

C. Connections between the theme of constant coefficient parabolic differential operators and that of the Hilbert transform along curves.

As we have already expressed earlier, the area of PDE was the source for many interesting problems that later developed into main themes of study within the field of harmonic analysis. To exemplify this, we turn our attention to the two directions described above:

- The study of constant coefficient elliptic differential operators was the starting point for the development of the Calderón-Zygmund theory, which in turn became the central pillar in the theory of singular integral operators - a classical, important branch of harmonic analysis.
- In a parallel setting, the study of constant coefficient parabolic differential operators was the starting point for the theory of Hilbert transform and maximal operators along curves, which later connected naturally with the theory of Radon transforms and that of singular integral operators with anisotropic symmetries - another representative branch within harmonic analysis area.

While the first connection has been already clarified in our point A above, to make transparent the second connection above we proceed as follows:

Assume we want to prove the $L^2$-boundedness of (36) with $K$ obeying (35). Then, in order to avoid the singularity at the origin, we first define a family of kernels $\{K_{\epsilon,R}\}_{0<\epsilon<R<\infty}$ with $K_{\epsilon,R}(x,t) = K(x,t)$ if $\epsilon < t < R$ and 0 otherwise. With this, applying Plancherel and some standard reasoning, we see that the $L^2$-boundedness of $H_{\Gamma}$ along a parabola, $\gamma(x,t) = t^2$, since the corresponding multiplier for $H_{\Gamma}$ is given by

$$
m_{H_{\Gamma}}(\xi,\eta) = \int_{\mathbb{R}} e^{-it\xi} e^{it\eta^2} dt.
$$
This moral equivalence between the (uniform) $L^\infty$-boundedness of the expressions in (38) and (39) is the fundamental observation that effects the successful transition from the realm of PDE toward that of harmonic analysis.

1.4.2. **Harmonic analysis takes over - singular oscillatory integral operators.**

Now that we have gained a better perspective on the origin of theme I (which happens to be our main theme of interest in the present study), it is of no surprise that the first results concerning the Hilbert transform along curves were direct consequences of the work done in the study of constant coefficient parabolic differential operators. Indeed, from the work in [26], one can immediately deduce the $L^2(\mathbb{R}^2)$-boundedness of the Hilbert transform along $\Gamma = (t, t^\alpha)$ with $\alpha > 0$ and $\alpha \neq 1$ ($\gamma(x,y,t) = t^\alpha$). The proof of Fabes relies on complex integration methods.

Departing from this result, E. Stein and S. Wainger initiated a systematic study of singular oscillatory integrals and associated operators. One of their first results, obtained in 1970 in [86], was the following:

If $\{a_j\}_{j=1}^n \subset \mathbb{R}^+$ and $\{b_j\}_{j=1}^n \subset \mathbb{R}, n \in \mathbb{N}$, one has

$$
\left| \int_{\mathbb{R}} e^{i \sum_{j=1}^n b_j t^{a_j}} \frac{dt}{t} \right| < C(a_1, \ldots, a_n),
$$

with $C$ independent of $\{b_j\}_{j=1}^n$.

This result is based on Van der Corput estimates and has as a direct consequence the $L^2(\mathbb{R}^2)$-boundedness of $H_\Gamma$ for $\Gamma = (t, \gamma(t))$ with $\gamma(t) = \sum_{j=1}^n b_j t^{a_j}$, and it can be extended to more general classes called “homogeneous curves”.

An important advance was the passage from the $L^2$ case to the general $L^p$ case with $1 < p < \infty$. Essentially relying on complex interpolation methods, this was achieved by Nagel, Rivi`ere, and Wainger in [69] and [71]. The passage from the Hilbert transform $H_\Gamma$ toward the maximal operator $M_\Gamma$ was first realized in the special case $\gamma(t) = (t, t^2)$ by the same authors in [70]. The useful observation there was the fact that Fourier transform methods can be effective even when dealing with maximal (positive kernel) operators. In the same year, Stein, [81], [82], introduced a method relying on the so-called $g-$function technique, where here the $g-$function is related to the square-function introduced by Littlewood and Paley and with its modified continuous version known as the Luzin area integral. Relying on this approach, Stein proved general $L^p$ bounds for both the Hilbert transform and the maximal operator along homogeneous curves. A bit later, Stein and Wainger, [87], extended these results to more general classes of curves.

1.4.3. **Further connections.** As we have already seen, by comparing (31) with (35) and integrating this into our discussion from Section 1.4.1, point C
above, the anisotropic dilation symmetry plays a fundamental role in the behavior of our convolution operators\footnote{Nowadays there is a well-established theory of so-called anisotropic Hörmander classes of symbols both in homogeneous and inhomogenous forms - for more on this see e.g. \cite{5} and \cite{6} and the bibliography therein.} that is connected to our main theme concerning the Hilbert transform (and maximal operators) along curves. Now, as explained in \cite{87}, anisotropic dilations appear naturally in several other related harmonic analysis problems, among which we mention:

- (a) **Estimates for suitable subelliptic partial differential operators**: anisotropic dilation structures feature prominently in the study of second order hypoelliptic operators of Hörmander type, \cite{40}, or in the related context given by the study of the inhomogeneous Cauchy-Riemann equation for domains in several complex variables, \cite{29}. To exemplify, in the latter case a key role is played by the identification $\mathbb{R}^{2n+1} = \mathbb{C}^n \times \mathbb{R} = \{(z,t) \mid z \in \mathbb{C}^n, t \in \mathbb{R}\}$ with the latter visualized as the Heisenberg group with the standard group multiplication $(z,t) \cdot (z',t') = (z+z', t+t'+2\text{Im}z \cdot \overline{z}')$. Notice that indeed in this situation the natural (i.e. compatible with the structure of the Heisenberg group) class of dilations are anisotropic and are given by $\delta_s(z,t) = (sz, s^2t)$, $s > 0$.

- (b) **Analysis on symmetric spaces**: here we can mention a class of problems that aim to extend Fatou's theorem - i.e. the almost everywhere existence of boundary values of harmonic functions - to the setting of Lie groups/symmetric spaces (see \cite{80}, \cite{46}, \cite{83}).

- (c) **Radon transforms**: the literature here is quite rich; the interested reader may wish to consult \cite{19} for a detailed account and further bibliography. Another, more recent paper, with a different direction of investigation combining Radon singular integral expressions with maximal oscillatory behavior, is given by \cite{76}.

1.4.4. **Zygmund’s differentiation conjecture; other curved models.**

**The zero-curvature case**

This topic originates in Lebesgue’s theory of integration. In \cite{53}, he showed that for any (locally) integrable function over the real line and for almost every point, the value of the integrable function is the limit of infinitesimal averages taken about the point. Given Lebesgue’s result, it is natural to ask about similar differentiability results in higher dimensions, say for functions on $\mathbb{R}^2$. However, as it turns out, this problem is significantly more subtle, in particular due to the existence of “pathological” objects such as Besicovitch sets. Indeed, even the problem of defining an adequate sequence of averages around a point is far from trivial since the geometry of the sets over which we take the averages is critical for the well-posedness of this problem.
In light of these challenging aspects of higher-dimensional differentiation problem, an alternative line of inquiry is offered by studying the problem of differentiation for averages along (variable) one-dimensional sets (curves) in $\mathbb{R}^2$. The most representative example in this context is given by Zygmund’s conjecture, which, informally, asks about differentiability of averages along families of lines whose directions are described by a Lipschitz vector field. The formal statement is given by:

**Conjecture 9. (Zygmund)** Assume one modifies the definition of the variable curve $\Gamma$ as given in (1) by introducing an extra $y-$dependence, i.e. $\gamma(x,y,t) = u(x,y)t$ where here $u: \mathbb{R}^2 \to \mathbb{R}$ is a Lipschitz vector field. Then, taking $\epsilon_0$ small enough depending on $\|u\|_{\text{Lip}}$ and defining the maximal operator

$$(41) \quad M_\Gamma f(x,y) = M_{u,\epsilon_0}f(x,y) := \sup_{0<\epsilon<\epsilon_0} \frac{1}{2\epsilon} \int_{-\epsilon}^{\epsilon} |f(x-t,y-u(x,y)t)| \, dt,$$

we have that $M_\Gamma$ is bounded on $L^p(\mathbb{R}^2)$ for any $1 < p < \infty$.

One can of course formulate a singular integral analogue of the above:

**Conjecture 10. (Stein)** With $\gamma$, $u$ and $\epsilon_0$ as above, let us define the Hilbert transform $H_\Gamma$ along $\Gamma$ as

$$(42) \quad H_\Gamma f(x,y) = H_{u,\epsilon_0}f(x,y) := \text{p.v.} \int_{-\epsilon_0}^{\epsilon_0} f(x-t,y-u(x,y)t) \, \frac{dt}{t}.$$

Then we have that $H_\Gamma$ is bounded on $L^p(\mathbb{R}^2)$ for any $1 < p < \infty$.

At this point, it is worth saying that the Lipschitz condition imposed on the vector field $u$ is in fact required; indeed, a counterexample based on a construction of Besicovitch-Kakeya sets shows that one cannot expect any $L^p$ bounds if $u$ is only assumed to be Hölder continuous of class $C^\alpha$ with any exponent $\alpha$ strictly smaller than one.

It is also important to notice the following: the entire discussion in the above statements focuses on the case $\gamma(x,y,t) = u(x,y)t$, that is, on the situation in which $\gamma$ has no curvature in $t$ - hence, the “flat case”.

Concerning exclusively the historical evolution of this “flat case” we have the following:

The first major contribution was made by Bourgain in [9], where he proved the $L^2$-boundedness of (41) in the case of analytic vector fields $u$. (The $L^p$ case can also be proven with some standard modifications). Further insight for some particular cases of vector fields $u$ is offered in [14] and in [19], with the latter covering many other interesting situations for the non-zero curvature case as well.

The analogue of Bourgain’s result for the Hilbert transform $H_\Gamma$ was proved by Stein and Street in [85].
A key insight into this subject was brought by Lacey and Li in [48]. Indeed, departing from the important observation that the multiplier associated with $H_\Gamma$ has a modulation symmetry similar in nature to that of the Carleson operator, the authors introduced time-frequency methods in their study of $H_\Gamma$. Using wave-packet techniques inspired by the influential work of Lacey and Thiele on the Bilinear Hilbert transform, [49], [50], Lacey and Li proved a conditional result: if a suitable Kakeya type maximal operator obeys some $L^2$ bounds, then, assuming $u$ is $C^{1+\epsilon}$, the corresponding $H_\Gamma$ is $L^2$-bounded. This remains to date the best result in the realm of a genuine two-variable dependent vector field $u$.

In the last decade further model problems, with additional simplifying assumptions on the variable dependence of the underlying vector field have been considered: it is natural to first hope to better understand the situation $u(x,y) = u(x)$, i.e. where the vector field $u$ depends only on a single variable. In this context, first Bateman, [1], - in the single annulus case - and then Bateman and Thiele, [2], proved that $H_\Gamma$ is $L^p$-bounded for $p > \frac{3}{2}$. Similar results were later proved by Guo in [35] and [37] for the case in which $u$ is constant along a Lipschitz curve - i.e. a Lipschitz perturbation of the situation treated in [1] and [2].

Notice finally, that all the progress made since Bourgain’s result in [9] has exclusively addressed the Hilbert transform case rather than that of the maximal operator. This limitation is due to the fact that the techniques in more recent work to date have crucially exploited the linearity of the operator as well as its good properties under commutation with Littlewood-Paley projections - both of which are absent in the case of the maximal operator.

The non-zero curvature case

As already described before, this case originates in the study of constant coefficient parabolic equations and is a further natural development of the work on singular integral operators presented in Section 1.4.2.

All of the existing results presented below required some sort of non-zero curvature in the parameter $t$ for a generic $\Gamma \equiv \Gamma_{x,y} = (t, -\gamma(x,y,t))$ relative to $H_\Gamma$ and $M_\Gamma$ described in (2) - (3) (with the extra $y$-dependence). As one may expect, the historical evolution of this topic slowly transitions from requiring smoothness in all of the three variables $x, y, t$, with successive generalizations over the class of curves $\gamma$ toward very recently imposing smoothness only in $t$ and requesting simply measurable dependence on $x$ and $y$.

A. Smooth $x, y$-dependence. This case is treated in a vast array of papers, and thus we will not aim to be exhaustive but limit ourselves here only to those which are the most relevant for our purposes.
Following the earlier work of Stein, Wainger and Nagel described in Section 1.4.2, the same authors proved in [72] the $L^2$-boundedness of $H_{\Gamma}$ and $M_{\Gamma}$ assuming that $\gamma$ is a globally $C^\infty$ curve and has uniform non-vanishing curvature in $t$.\footnote{I.e., the second-order derivative in $t$ is non-zero for every $x, y$.} Next, in a series of papers [73], [74], [75], Nagel, Vance, Wainger and Weinberg, and in two others also joined by Cordoba, [21], [22], provided various necessary and sufficient conditions (in general dimensions) for the $L^p$ boundedness of $H_{\Gamma}$ and $M_{\Gamma}$ for the case of $\gamma$ smooth, depending only on $t$ and having non-zero curvature. Passing back to the setting of multivariable dependence of $\gamma$, in [13], the authors provided general $L^p$ bounds for both $H_{\Gamma}$ and $M_{\Gamma}$ in the case $\gamma(x, y, t) = x \gamma(t)$, where here $\gamma$ obeys some suitable nonvanishing curvature condition that nonetheless allows the case $\gamma(t) = e^{-\frac{1}{t^2}}$ - that is, vanishing of infinite order at the origin.\footnote{It is worth noticing here that the curve $\gamma(t) = e^{-\frac{1}{t^2}}$ is non-doubling, and thus it cannot belong to the class $NF$ or $NF$. Accordingly, the result in [13] is not covered by our Corollary 5. On the other hand, Corollary 5 holds for any $\gamma(x, t) = u(x) \gamma(t)$ with $\gamma \in NF$ and $u$ only measurable. For more on this, please see the Final Remarks section.}

A very extensive and influential study appears in [19]. There, the authors proved $L^p$ bounds for both singular Radon transforms and their maximal analogues with the integration performed over general differential submanifolds of $\mathbb{R}^d$. A helpful insight into this more general theory had previously been offered by Christ in [17], where he investigated the behavior of the Hilbert transform along curves in the nilpotent setting. Further results were obtained as follows: in [77], the authors proved $L^p$ bounds under some suitable $t$-convexity and doubling hypothesis that are uniform in $x, y$; another direction, extending the work in [13], considers the situation $\gamma(x, y, t) = P(x) \gamma(t)$ with $P$ a polynomial and $\gamma$ a suitable smooth convex curve with some non-zero curvature condition - for this, see [4] and, more recently, [16] and [54].

B. Rough $x, y$-dependence: $\gamma(x, y, t) = u(x, y) t^\alpha$ with $\alpha > 0$, $\alpha \neq 1$, and minimal smoothness assumptions on $u$.

A first result in this setting was obtained in [68] where, in particular, it was proven that for generic $u : \mathbb{R}^2 \to \mathbb{R}$ measurable one has that $M_{\Gamma}$ is $L^p$-bounded if and only if $p > 2$. Further advancements on this topic have only recently been obtained: indeed, the first such result is obtained in [39] where the authors prove the $L^p$-boundedness with $1 < p \leq 2$ of $M_{\Gamma}$ if $u$ is Lipschitz (any less smoothness is known to produce a counterexample). In the same paper, a treatment of the singular integral variant is also provided: preserving the Lipschitz assumption on $u$, one obtains the $L^p$-boundedness, $1 < p < \infty$, for the single annulus case $H_{\Gamma} \circ P_k^2$ with $P_k^2$ the Littlewood-Paley projection in the second variable. Relying on this and on a further square function estimate, global $L^p$ bounds for $H_{\Gamma}$ are proved in [23].

C. Rough (minimal smoothness) $x$-dependence: $\gamma(x, y, t) = \gamma(x, t) = u(x) \tilde{\gamma}(t)$ for $u$ measurable and $\tilde{\gamma}$ smooth and obeying a suitable non-zero curvature.
The first result in this direction is obtained in [39]. There, the authors prove the $L^p$-boundedness of $H_T$ and $M_T$ for $1 < p < \infty$ and $\tilde{\gamma}(t) = t^\alpha$ for $\alpha > 0$, $\alpha \neq 1$. In [54], this result is extended to more general functions $\tilde{\gamma}$ but only for $H_T$. In an unpublished note from 2016, [59], that will soon be made available, we proved a similar result for $H_T$ in the $L^2$ case but for far more general functions $\tilde{\gamma}$.

1.5. Historical background; motivation (II).

1.5.1. Maximal singular oscillatory integral operators. In the 1910’s, Luzin, [67], formulated a foundational conjecture whose impressive history has deeply influenced the evolution of harmonic analysis in the last century: the Fourier series of any $f \in L^2(\mathbb{T})$ converges to $f$ almost everywhere. Within a decade of the formulation of this conjecture, Kolmogorov - who was a Ph.D. student of Luzin’s - proved in [45], [44] that there are functions $f \in L^1(\mathbb{T})$ whose Fourier series diverges (almost) everywhere. From this point on, it was widely believed that by possibly modifying Kolomogorov’s construction (counterexample) one should be able to disprove Luzin’s conjecture. It took another almost fifty years until L. Carleson, [15], surprised the math community by providing the positive answer to this conjecture.

Carleson’s result turns out to be equivalent to the (weak) $L^2$-boundedness of the following maximal singular integral operator - called Carleson’s operator:

$$Cf(x) := \sup_{a \in \mathbb{R}} \left| \int f(x - y) \frac{e^{iy \cdot a}}{y} \, dy \right|.$$  

In 1969, R. Hunt, [42], proved that $C : L^p(\mathbb{R}) \to L^p(\mathbb{R})$ for $1 < p < \infty$ while Sjölin, [78], extended this result to higher dimensions.

Motivated by 1) the work on the Hilbert transform along curves previously discussed in Section 1.4.2 and 2) the study of singular integrals on the Heisenberg group discussed in Section 1.4.3 (a) regarding estimates for suitable subelliptic partial differential operators, E. Stein proposed the following generalization of Carleson’s result:

**Conjecture (Polynomial Carleson operator, [84], [88])** Let $Q_{d,n}$ be the class of all real-coefficient polynomials in $d$ variables with no constant term and of degree less than or equal to $n$, and let $K$ be a suitable Calderón-Zygmund kernel on $\mathbb{R}^d$. Then the Polynomial Carleson operator defined as

$$C_{d,n}f(x) := \sup_{Q \in Q_{d,n}} \left| \int_{\mathbb{R}^d} e^{iQ(y)} K(y) f(x - y) \, dy \right|$$

obeys, for any $1 < p < \infty$, the bound

$$\|C_{d,n}f\|_{L^p(\mathbb{R}^d)} \lesssim \|f\|_{L^p(\mathbb{R}^d)}.$$  

In 2001, relying on Van der Corput estimates and $TT^*$-method, Stein and Wainger, [88], verified the above conjecture in the non-zero curvature case.
- that is, when the supremum in (44) ranges only over polynomials having no linear term. Notice that this result thus does not extend Carleson’s Theorem, which addresses precisely the zero-curvature case (i.e. the linear term). In his PhD thesis, [63], developing an approach for treating the interaction of quadratic wave-packets and adapting to it the time-frequency analysis developed by C. Fefferman in [28], the author settled this conjecture in the affirmative for the case $d = 1$, $n = 2$, $p = 2$. In 2011, [61], we completely solved the one dimensional case by further introducing a new discretization algorithm of the time-frequency plane which in particular had as a consequence the elimination of the so-called exceptional sets appearing in all of the previous approaches regarding the boundedness of the Carleson operator. This elimination of exceptional sets proved in turn quintessential to providing for the first time direct $L^2$ bounds for the Carleson operator - without using interpolation - thus answering an open question raised by Fefferman in [28]. In Fall 2017, based on the methods developed by the author in [63] and [61], Zorin-Kranich, [89], proved the higher dimensional case of this conjecture for $p \geq 2$ and general Calderón-Zygmund kernels that are not necessarily translation invariant. Shortly afterwards, in [58], appealing to quite standard modifications of the one dimensional result, to which we added the Van der Corput estimates proved in [88] and utilized in [89], we provided the full range of $p$ for general $d$ in Stein’s conjecture within the original class of translation invariant Calderón-Zygmuns kernels. Finally, in [89], Zorin-Kranich updated his initial argument using a different $L^p$-interpolation approach completing the case $1 < p < 2$ in the original version of [89].

We end this discussion on the Carleson operator by mentioning one of the most tantalizing open questions in the area of time-frequency analysis, which can be formulated at a heuristic level as follows:

**Open question [Informal].** What is the behavior of the almost everywhere pointwise convergence of Fourier series between the two known cases for the Lebesgue-scale spaces $L^p(\mathbb{T})$, namely: divergence for $p = 1$ (Kolmogorov) and convergence for $p > 1$ (Carleson–Hunt)?

To clarify the connections between this question and our discussion of Carleson operator, one can appeal to Stein’s maximal principle, [79], which allows one to recast questions of pointwise convergence in terms of weak-type bounds for maximal operators:

**Open question [Formal].** (1) Give a satisfactory description of the Lorentz spaces $Y \subseteq L^1(\mathbb{T})$ for which the Carleson operator $C$ obeys the condition

\[
C \text{ maps } Y \text{ boundedly to } L^{1,\infty}(\mathbb{T}).
\]

If such exists, describe the maximal Lorentz $Y$. (2) More generally, let $Y$ be a rearrangement-invariant (quasi-)Banach space. Provide necessary and sufficient conditions on $Y$ under which (46) holds.
This question’s relevance extends far beyond its specific formulation: a successful resolution of this question requires the development of significant new methods and ideas that lie at the interface between additive combinatorics and time-frequency analysis. For more on this and on the rich history of the origin and progress on this question, please consult the most recent results in [65] and [60] and the bibliography therein.

1.5.2. Connections between Hilbert transform along curves and the Polynomial Carleson operator. Departing from the definition of our Hilbert transform along $\Gamma \equiv (t,-\gamma(x,t))$ - see (2) - we choose now a particular form of $\Gamma$ by taking

$$\gamma(x,t) := \sum_{j=1}^{n} a_j(x) t^j,$$

with \{a_j(\cdot)\}_j any real measurable functions.

Next, let us notice the following:

- On the one hand, the $L^2$-boundedness of $H_{\Gamma}$ is equivalent via Parseval to the inequality

$$\int_{\mathbb{R}^2} \left| \int_{\mathbb{R}} f(x - t, \eta) \frac{e^{i \eta \gamma(x,t)}}{t} dt \right|^2 dx d\eta \lesssim \|f(x,\eta)\|_{L^2(\mathbb{R}^2)}^2.$$  

- On the other hand, applying Kolmogorov’s linearization formula, one can rewrite (45) in the setting $d = 1$ and $p = 2$ as

$$\|C_{1,d} f\|_2^2 := \int_{\mathbb{R}} \left| \int_{\mathbb{R}} e^{i Q(x,t)} f(x - t) \frac{dt}{t} \right|^2 dx \lesssim \|f\|_2^2,$$

where here $Q(x,t) := \sum_{j=1}^{n} \tilde{a}_j(x) t^j$ with \{\tilde{a}_j(\cdot)\}_j real measurable functions.

Since the bounds in both (48) and (49) are independent of the choice of \{a_j(\cdot)\}_j and \{\tilde{a}_j(\cdot)\}_j respectively, one immediately notices that the $L^2$ boundedness of $H_{\Gamma}$ with $\Gamma$ derived from (47) is in fact equivalent to the $L^2$ boundedness of the Polynomial Carleson operator in dimension $d = 1$.

Finally, notice that if we modify (47) by taking the linear term to be zero, that is, we take $\gamma(x,t) := \sum_{j=2}^{n} a_j(x) t^j$ with $n \geq 2$ and \{a_j\} as before, then the $L^2$ boundedness of $H_{\Gamma}$ becomes equivalent to the one dimensional version of the result proved by Stein and Wainger in [88].

As part of the refined analysis in the present paper, we will be able to show suitable $L^2$-decay relative to the size of the multiplier’s phase of $H_{\Gamma}$. In view of the aforementioned equivalences, this will suffice in order to provide a new proof for the $L^p$-bounds, $1 < p < \infty$, of the Polynomial Carleson operator with no linear term - see Corollary 3 above.

1.6. Historical background; motivation (III).
1.6.1. Bilinear Hilbert transform and maximal operators along curves.

The original formulation of this third theme, as with those of the previous two, was cast in terms of a single variable dependence, i.e. for curves \( \gamma(x, t) \equiv \gamma(t) \):

General Problem (single variable dependence formulation). Let \( \Gamma := (t, -\gamma(t)) \) be a plane curve with \( \gamma \) a suitable (piecewise) smooth real function. Goal: Understand the conditions on the curve \( \Gamma \) under which one has that

- the bilinear Hilbert transform along the curve \( \Gamma \) denoted by \( H^B_{\Gamma} \) and defined as
  \[
  H^B_{\Gamma}(f, g)(x) := \text{p.v.} \int_{\mathbb{R}} f(x - t) g(x + \gamma(t)) \frac{dt}{t},
  \]
- the (sub)bilinear maximal operator along the curve \( \Gamma \) denoted by \( M^B_{\Gamma} \) and defined as
  \[
  M^B_{\Gamma}(f, g)(x) := \sup_{\epsilon > 0} \frac{1}{2\epsilon} \int_{-\epsilon}^{\epsilon} |f(x - t) g(x + \gamma(t))| dt ,
  \]

each map \( L^p(\mathbb{R}) \times L^q(\mathbb{R}) \rightarrow L^p(\mathbb{R}) \) boundedly for some \( p, q, r \geq 1 \) with \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \).

Early analogues of this problem have been studied in ergodic theory, particularly in relation with the fundamental problem of understanding the \( L^p \)-norm convergence of (non-)conventional bilinear averages. In the harmonic analysis setting we split our discussion of historical evolution and motivation according to our present focus - the key concept of curvature:

The zero-curvature/flat case: \( \gamma(t) = at \) with \( a \in \mathbb{R} \setminus \{-1, 0\} \).

Historically this theme arose in connection with the study of the Cauchy transform along Lipschitz curves, [10], [20]. Indeed, this study led Calderón to conjecture the \( L^p \)-boundedness of the Bilinear Hilbert transform (BHT) \( H^B_{\Gamma^a} \) with \( \gamma(t) = at \) and \( a \in \mathbb{R} \setminus \{-1, 0\} \) for Hölder exponents within the “Banach triangle” \( p, q, r \geq 1 \).

As explained in Section 1.3, in this situation \( H_{\Gamma} \) obeys the modulation symmetry relation given by (27). This invites a method of proof relying on time-frequency analysis; using this key insight, and developing the ideas used by Carleson, [15], and Fefferman, [28], M. Lacey and C. Thiele provided in [49] and [50] the affirmative resolution of Calderón’s conjecture.20 The analogous result for the maximal operator (51) was proved by M. Lacey in [52].

---

20Strictly speaking, the saga of the original Calderón’s conjecture is completed with the publication of [33] in which the authors prove uniform bounds in the parameter \( a \) for the Bilinear Hilbert transform \( H^B_{\Gamma^a} \). Also, there is still an open problem about the maximal range for \( p, q, r \) that guarantees the boundedness of \( H^B_{\Gamma^a} \).
The nonzero-curvature/non-flat case: $\gamma(t) = \sum_{j=2}^{n} a_j t^j$, with $n > 1$.

This direction can be motivated in several ways: i) one route from a pure harmonic analysis perspective is to proceed via analogy with the non-flat case for the linear Hilbert transform; ii) another route, already alluded to at the beginning of this section, arises from ergodic theory and is based on the long-studied problem, [30], [41], of understanding the $L^p$-norm convergence of non-conventional bilinear averages, e.g. $\frac{1}{N} \sum_{n=1}^{N} f_1(T^n) f_2(T^{n^2})$ for $T$ an invertible measure-preserving transformation of a finite measure space and $f_j \in L^p$. This can be interpreted as a discrete version of our non-zero curvature direction here for suitable $\gamma$, although to date there is no satisfactory transference principle between the continuous and discrete cases in this situation; iii) finally, yet another route, is offered by number theory, in relation with various non-linear extensions of Roth’s theorem for sets of positive density - also known in the literature as Ergodic Roth Theorem(s) (see e.g. [7], [8], [24], [47] and the bibliography therein).

Moving now to the concrete harmonic analysis setting offered by (50), the first such result was studied in [56], in the special case $\Gamma(t) = (t, t^d)$, $2 \leq d \in \mathbb{N}$. There, Li proved that $H^B_\Gamma : L^2(\mathbb{R}) \times L^2(\mathbb{R}) \to L^1(\mathbb{R})$ continuously by relying on the concept of $\sigma$-uniformity introduced in [18] and inspired by Gowers’s work in [32].

In [64], [66] the author proved boundedness in the maximal possible range of exponents, excluding potential end-points, for $H^B_\Gamma$ with $\gamma$ belonging to a suitable class of curves $\mathcal{NF}$ that includes in particular any Laurent polynomial with no term of degree $\pm 1$, as well as any finite linear combination of terms $|t|^\alpha \log |t|^\beta$ with $\alpha \notin \{-1, 0, 1\}$. Our results improved over [56] both quantitatively and qualitatively, by providing for the first time a scale-type decay and by significantly extending the class of curves. The proof of our results combines elements of time-frequency analysis (Gabor frames) with orthogonality methods and relies on a subtle discretization procedure for the operator that simultaneously: (1) separates the variables on the frequency side and (2) preserves the high oscillation and smoothness in one variable of the multiplier’s phase function.

Regarding the maximal operator analogue $M^B_\Gamma$, in [57] the authors prove the expected Hölder range in the case $\gamma(t) = \sum_{j=2}^{n} a_j t^j$ with bounds that are uniform in the polynomial’s coefficients. In a joint work with A. Gaitan, [31], by extending the ideas in [64], [66], we prove the boundedness within the maximal range of exponents of $M^B_\Gamma$ for $\gamma \in \mathcal{NF}$. The work in [31] prepares us for the significantly more complex situation that will be treated in the second part of our study in [62]. A key feature of both [31] and [62] is that they bring to light a unitary treatment of both the singular operator $H^B_\Gamma$ and the maximal operator $M^B_\Gamma$.
1.6.2. Connections between the bilinear and linear Hilbert transform along curves. We focus our discussion by presenting an antithesis between the following objects:

- the bilinear Hilbert transform along the curve $\gamma(t)$:

$$H_{\mathbb{R}}^B(f, g)(x) := \text{p.v.} \int_{\mathbb{R}} f(x - t) g(x + \gamma(t)) \frac{dt}{t},$$

which regarded as a multiplier becomes

$$H_{\mathbb{R}}^B(f, g)(x) := \text{p.v.} \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) \left( \int_{\mathbb{R}} e^{-it\xi} e^{i\gamma(t)\eta} \frac{dt}{t} \right) e^{ix\xi} e^{iy\eta} d\xi d\eta.$$

- the Hilbert transform along the curve $\gamma(t)$:

$$H_{\Gamma}(f)(x, y) := \text{p.v.} \int_{\mathbb{R}} f(x - t, y + \gamma(t)) \frac{dt}{t},$$

which regarded as a multiplier becomes

$$H_{\Gamma}(f)(x, y) := \text{p.v.} \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) \left( \int_{\mathbb{R}} e^{-it\xi} e^{i\gamma(t)\eta} \frac{dt}{t} \right) e^{ix\xi} e^{iy\eta} d\xi d\eta.$$

By inspecting (55) and (53) one realizes that these two expressions have the same multiplier. Thus, it comes as no surprise that, from the perspective offered by the analysis of the multiplier, one sees many similarities between the approaches of (54) and (52), respectively. This is indeed the case when comparing our present paper with the corresponding [64], [66], or [62]. However, while helpful in providing some intuition about the subtleties in the oscillatory behavior of the multiplier, these similarities dilute at the moment in which one’s attention shifts from the multiplier towards the input objects(s). On the one hand, on the input side, (53) can be regarded as the tensor-product case of (55), hinting that the treatment of the latter should be more difficult. On the other hand, when focusing on the $\xi, \eta$ characters, one notices that (53) is more singular than (55), with the former playing the role of a diagonal projection of the latter. As a result of these two competing aspects, the resemblance between the corresponding approaches for the two problems transitions from concrete - in the multiplier analysis - to merely philosophical as the proof moves its focus to the input objects.

1.7. Structure of the paper. In this final subsection of the Introduction we present the structure of our paper:

- In Section 2 we detail the definition of the newly introduced class of curves $\mathcal{M}_t\mathbf{NF}$.  

---

$^{21}$The same holds if the curve $\gamma$ depends on both $x$ and $t$ instead of only on the $t$ variable.

$^{22}$A prime example of the latter situation - only philosophical resemblance - would be provided in [62] when antithetically discussing the $L^p$ approach - see also Section 8.2 in our present paper.
Several of the key notations used in this paper are introduced in Section 3.

Sections 4 to 8 focus entirely on the proof of our Main Theorem, Part (I). Thus the most extensive part of the present study is dedicated to analysis of the behavior of $H_\Gamma$ and $M_\Gamma$.

That being said, in Section 4 we remove the trivial components of the curve $\gamma$ and formulate our main task - see Theorem 15.

The analysis of the multiplier is discussed at length in Section 5; this analysis will be performed according to three cases: in Section 5.1 the low frequency case; in Section 5.2 the off-diagonal, non-stationary phase case; and finally in Section 5.3 the diagonal, stationary phase case. Based on this case-discussion we split accordingly each of our operators $H_\Gamma$ and $M_\Gamma$ into three components. The first two components corresponding to the first two cases discussed above are solved in Theorems 20 and 27. Of particular interest here is the unified treatment of the singular and maximal operator via the square function argument provided in Lemma 30.

The control over the main component of our operators resulting from the diagonal case is stated in Theorem 32. Its proof covers the next two sections.

Section 6 treats the $L^2$-bound of the main piece $L_{\Gamma,j,m}$ appearing in the discretization of the diagonal term and is the central pillar in the construction of our paper. The key aspect is the exponential $m-$decay bound stated in Theorem 37. The proof of this result proceeds in three steps and involves an array of techniques that at each stage need to be compatible with one another: from subtle discretization arguments passing through to Gabor frame decompositions, non-stationary phase, orthogonality and $TT^*$-arguments, the implementation of the non-degeneracy condition (68) etc.

The $L^p$-bound, $1 < p < \infty$, providing a unified treatment of both the maximal and the singular operators under discussion is provided in Section 7 and is the content of Theorem 34. The key insight here is provided again by our central Lemma 30, proved in Section 5, that applies immediately to the main desired estimate (284).

Section 8 provides several alternative approaches for the $L^p$ bounds of our operators, unraveling multiple other techniques, many of which rely on the author's work in [66], [59], [62] and jointly [39].

Section 9 treats Part (II) of our Main Theorem and reveals how various topics treated until now separately in the harmonic analysis literature - can be brought under the same umbrella. Thus the techniques provided in this paper offer a universal treatment of topics such as linear and bilinear Hilbert and maximal operators along curves - for the latter this will be shown in the follow up study [62] -
as well as Polynomial Carleson type operators; in particular we obtain a new treatment of Stein and Wainger’s result on the polynomial Carleson operator with no linear term.

- In Section 10 we present the proof of Theorem 1. The central result of this section is represented by Proposition 50. In order to prove the latter, we rely on Lemma 52 - a result that can be of independent interest.
- The proofs of the remaining Corollaries 3, 5 and 6 are provided in Section 11
- Our paper ends with Section 12, in which various final remarks are presented.
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2. Introducing the class of general curves \( M_{x, NF_t} \)

In order to clarify the concept utilized in the statement of our main result we now introduce the following:

**Definition 11.** Given a function

\[
\gamma : \mathbb{R}^2 \rightarrow \mathbb{R}
\]

we say that \( \gamma \) defines a variable \((x\text{-measurable})\) family of twisted non-flat curves and write

\[
\gamma \in M_{x, NF_t},
\]

if \( \gamma \) is measurable on \( \mathbb{R}^2 \) such that\(^{23}\)

\[
\gamma_t(\cdot) := \gamma(\cdot, t) \text{ is } x\text{-measurable for every } t \in \mathbb{R}\setminus\{0\};
\]

\[
\gamma_x(\cdot) := \gamma(x, \cdot) \text{ is } t\text{-smooth within the class } C^{2+}(\mathbb{R}\setminus\{0\}) \text{ for almost everywhere } x \in \mathbb{R},
\]

\(^{23}\)Below, the class \( C^{2+} \) simply means the standard \( C^{2+\delta} \) where here \( \delta \) can be any number strictly greater than zero. During our proof, for convenience and clarity, we will assume in fact that \( \delta = 2 \); however, this extra-assumption can be easily removed as long as we require \( \delta > 0 \). For more on this issue, please see the Final Remarks section.
and\textsuperscript{24} iff there exist $0 < c_0(\gamma) < c_1(\gamma)$, $N(\gamma) \in \mathbb{N}$, $A = A(\gamma) \in \mathbb{N}$ and $B = B(\gamma) \in \mathbb{N}$ such that the following conditions hold:

- \textbf{x-fiber decomposition}

One can partition

\begin{equation}
\mathbb{R} = \bigcup_{\alpha=0}^{A} \mathbb{R}_{\alpha},
\end{equation}

with each $\mathbb{R}_{\alpha}$ (possibly empty) being a Lebesgue measurable set and obeying

(1) if $x \in \mathbb{R}_0$ then

\begin{equation}
\gamma(x, t) \equiv 0 \quad \forall \ t \in \mathbb{R};
\end{equation}

(2) given $1 \leq \alpha \leq A$, then for any $x \in \mathbb{R}_\alpha$ the map

$\gamma_x : \mathbb{R} \rightarrow \mathbb{R}$

defined by $\gamma_x(t) = \gamma(x, t)$ has the following properties:

- smoothness, pointwise non-zero curvature, variation

One can partition\textsuperscript{25}

\begin{equation}
\mathbb{Z} = \bigcup_{\beta=0}^{B} \mathbb{Z}^x_{\beta},
\end{equation}

with the following properties

- the set $\mathbb{Z}^x_0$ has bounded cardinality, i.e.

\begin{equation}
\# \mathbb{Z}^x_0 < N(\gamma).
\end{equation}

- each set $\{\mathbb{Z}^x_\beta\}_{\beta>0}$ is a convex set of integers;

- if we let $\mathbb{Z}^x_\beta = [a^x_\beta, b^x_\beta] \cap \mathbb{Z}$ and set $J^x_\beta = (2^{-(b^x_\beta+10)}, 2^{-(a^x_\beta-10)})$

then, for any $1 \leq \beta \leq B$, one has that\textsuperscript{26}

\begin{equation}
\gamma_x \in C^{2+}(J^x_\beta), \quad \text{with} \quad |\gamma_x''(\cdot)| > 0 \quad \text{on} \ J^x_\beta.
\end{equation}

Moreover, setting $\mathbb{Z}^x = \bigcup_{\beta=1}^{B} \mathbb{Z}^x_{\beta}$, one has

\begin{equation}
\sup_{x \in \mathbb{R}_\alpha} \sup_{c \in \mathbb{R}_+} \# \{j \in \mathbb{Z}^x \mid |2^{-j} \gamma_x'(2^{-j})|\in [c, 2c]\} < N(\gamma).
\end{equation}

- \textbf{doubling, uniform non-zero curvature (non-flatness)}

Fix $1 \leq \alpha \leq A$ and $x \in \mathbb{R}_\alpha$. Take now $1 \leq \beta \leq B$.

\textsuperscript{24}We can make this class translation invariant by adding - for free - $x$-measurable functions, that is, to allow combinations of the form $\gamma(x, t) + \mu(x)$ with $\mu$ measurable and $\gamma \in \mathbb{M}_x \mathbb{NF}_x$. However, one can reduce this case to the non-translation invariant case by a simple change of variable.

\textsuperscript{25}We allow the possibility for some of the components $\mathbb{Z}^x_\beta$ to be empty.

\textsuperscript{26}Deduce immediately from (63) that one can assume wlog that one also has $|\gamma_x'(\cdot)| > 0$ on $J^x_\beta$. 
Then, for any \( t \in I := \{ s \mid \frac{1}{10} \leq |s| \leq 10 \} \) and \( j \in \mathbb{Z}_x^\beta \), we have

\[
Q_j(x, t) := \frac{\gamma_x(2^{-j} t)}{2^{-j} \gamma_x'(2^{-j})} \in L^\infty_x C^2_t(\mathbb{R}_x \times I).
\]

Moreover, one has the uniform bounds

\[
\sup_{t \in I} |Q_j(x, t)| < c_1(\gamma),
\]

and\(^{27}\)

\[
\inf_{t \in I} |Q''_j(x, t)| > c_0(\gamma).
\]

- **non-degeneracy\(^{28}\)**

Let \( \phi \) be a positive Schwartz function supported in \( \{ \frac{1}{4} \leq |\xi| \leq 4 \} \) with \( \sum_{n \in \mathbb{Z}} \phi(\xi/2^n) = 1 \) for all \( \xi \neq 0 \) and set \( |x| := |x| + 1 \). Then, there exists \( \bar{\epsilon} > 0 \) such that for any \( m \in \mathbb{N} \) and \( 1 \leq \alpha \leq A \) one has

\[
\sup_{j, k, n \in \mathbb{Z}} \int_{1 < |s| < 4} \sup_{t \in \mathbb{R}} \left( \frac{1}{2^j} \int_{(k-\frac{1}{2})2^{-j}}^{(k+\frac{1}{2})2^{-j}} \frac{\chi_{\mathbb{R}_x}(x) \chi_{\mathbb{Z}_x}(j) \phi(\gamma_x'(2^{-j}))}{2^m \left( \gamma_x'(2^{-j}t + 2^j x - k) - 2^m \right)} \right)^2 dx \right) ds \lesssim 2^{-2\bar{\epsilon} m}.
\]

**Observation 12.** From (65)-(67) one immediately notices that for \( x \in \mathbb{R}_x \) and \( j \in \mathbb{Z}_x^\beta \), defining

\[
q_j(x, t) := Q'_j(x, t) = \frac{\gamma_x'(2^{-j} t)}{\gamma_x'(2^{-j})},
\]

one has that there exist \( 0 < c'_0(\gamma) \leq c_1'(\gamma) \) depending only on \( c_0(\gamma) \) and \( c_1(\gamma) \) such that for any \( t \in I_0 := \{ s \mid \frac{1}{5} \leq |s| \leq 5 \} \) the following holds:

\[
c'_0(\gamma) < |q_j(x, t)| < c'_1(\gamma).
\]

Deduce thus that on \( I_0 \), there exists the inverse function of \( q_j \), denoted with \( r_j \), such that \( r_j(x, t) \in L^\infty_x C^1_t \) in the corresponding domain of existence.

**Observation 13.** The class \( \mathcal{M}_{\mathcal{X}_{\mathcal{N}} \mathcal{F}_t} \) contains any of the following\(^{29}\):

- the set of all the real polynomial of degree \( \geq 2 \) with no constant and no linear term;
- more generally, any element in \( \mathcal{N}_\mathcal{F} \) (for its definition, see \[64\]);

---

27Throughout the paper, whenever we speak about expressions like \( Q'_j(x, t) \) we only refer to the \( t \)-derivative, that is \( Q'_j(x, t) := \frac{\partial}{\partial t} Q_j(x, t) \). This makes sense since we never assume in this paper any kind of smoothness in the \( x \)-variable but only measurability/boundedness.

28For more on the significance of this condition one is invited to consult the Final Remarks section.

29The first two items are straightforward while the next two are consequences of Theorem 1. The last item is very briefly discussed in the Final Remarks section.
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- any $P(x, t) = \sum_{k=2}^{d} a_k(x) t^k$ with $\{a_k(\cdot)\}_{k=2}^{d}$ measurable where here $d \in \mathbb{N}$ with $d \geq 2$;
- more generally, any $P(x, t) = \sum_{k=1}^{d} a_k(x) t^{\alpha_k}$ with $\{a_k(\cdot)\}_{k=1}^{d}$ measurable and $\alpha_k \in \mathbb{R} \setminus \{0, 1\}$, where $d \in \mathbb{N}$.
- even more so, any $P(x, t) = \sum_{k=1}^{d} a_k(x) t^{\alpha_k} \log |t|$ with $\{a_k(\cdot)\}_{k=1}^{d}$ measurable, $\alpha_k \in \mathbb{R} \setminus \{0, 1\}$ and $\beta_k \in \mathbb{R}$, where $d \in \mathbb{N}$.

3. Notation

For any smooth real function $\phi$ and $j \in \mathbb{Z}$ we set $\phi_j(\xi) := \phi(\frac{\xi}{2^j})$.

We next introduce the following convention: if $f$ is a function of two variables and $\phi$ is a single variable function, we write

$$(71) \quad (f \ast_x \phi)(x, y) := \int_{\mathbb{R}} f(x - s, y) \phi(s) \, ds,$$

and similarly

$$(72) \quad (f \ast_y \phi)(x, y) := \int_{\mathbb{R}} f(x, y - s) \phi(s) \, ds.$$  

Let $M$ be the standard (one-dimensional) Hardy-Littlewood maximal operator defined as

$$(73) \quad Mf(x) := \sup_{I \text{ finite interval}} \frac{1}{|I|} \int_{I} |f(s)| \, ds,$$  

where here $f \in L^1_{\text{loc}}(\mathbb{R})$.

If $\alpha \in \mathbb{R}$ is a given parameter, we set the $(\alpha-)$shifted Hardy-Littlewood maximal operator as

$$(74) \quad M^{(\alpha)} f(x) := \sup_{I \text{ finite interval}} \frac{1}{|I|} \int_{I+\alpha} |f(s)| \, ds,$$  

where as expected $I + \alpha := \{x + \alpha \mid x \in I\}$.

**Definition 14.** If $c > 0$, we introduce the $c$–grand shifted Hardy-Littlewood maximal operator as

$$(75) \quad M[^c] f(x) := \sup_{|\alpha| \leq c} M^{(\alpha)} f(x).$$

We set $M_1$ be the standard Hardy-Littlewood maximal function applied in the first variable and similarly $M_2$ be the standard Hardy-Littlewood maximal function applied in the second variable.

Throughout the paper, unless otherwise specified, the constant $C(\gamma) > 0$ is a constant depending only on the properties of $\gamma$ that is allowed to change from line to line.
4. Preparatives for the Main Theorem, Part (I)

We start the proof our our Main Theorem by focusing on Part (I) - the treatment of this first theme will cover the most consistent part of our paper.

With these said, in this section we perform few reductions in order to isolate the main term(s) for both $H_\Gamma$ and $M_\Gamma$.

We first focus on the Hilbert transform $H_\Gamma$. Observe that the Calderón-Zygmund kernel $\frac{1}{t}$ on $\mathbb{R}$ has two singularities: at zero and at infinity. Using the dilation invariance of our kernel, we apply a Whitney type decomposition relative to our singularities

$$\frac{1}{t} = \sum_{j \in \mathbb{Z}} 2^j \rho(2^j t), \quad t \in \mathbb{R} \setminus \{0\},$$

where here $\rho$ is a smooth, odd, compactly supported function with its support in the set \( \{ t \in \mathbb{R} : \frac{1}{4} < |t| < 1 \} \).

Set now

$$\rho_j(t) := 2^j \rho(2^j t).$$

With this we have

$$H_\Gamma(f)(x, y) := \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}} f(x - t, y + \gamma(x, t)) \rho_j(t) \, dt.$$

In a similar fashion, letting

$$\rho_j(t) := 2^j |\rho(2^j t)|,$$

we deduce that

$$M_\Gamma(f)(x, y) := \sup_{j \in \mathbb{Z}} \int_{\mathbb{R}} |f(x - t, y + \gamma(x, t))| \rho_j(t) \, dt.$$

Now our Main Theorem, part (I), follows from the following

**Theorem 15.** With the above notations, for any $1 < p < \infty$, one has

$$\|H_\Gamma(f)\|_{L^p(\mathbb{R}^2)} \lesssim_{\gamma, p} \|f\|_{L^p(\mathbb{R}^2)},$$

and

$$\|M_\Gamma(f)\|_{L^p(\mathbb{R}^2)} \lesssim_{\gamma, p} \|f\|_{L^p(\mathbb{R}^2)}.$$

With this we appeal to Definition 11: from (59), we know that

$$1 = \sum_{\alpha=0}^A \chi_{\mathbb{R}_\alpha}(x),$$

and thus

$$\|H_\Gamma(f)\|_{L^p(\mathbb{R}^2)}^p = \sum_{\alpha=0}^A \|H_\Gamma(f)\|_{L^p L^p(\mathbb{R}_\alpha \times \mathbb{R})}^p.$$
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and

\[ \| M_\Gamma(f) \|_{L^p(R^2)}^p \leq \sum_{\alpha=0}^{A} \| M_\Gamma(f) \|_{L^p_x L^p_y(R_\alpha \times R)}^p. \]  

From the definition of \( R_0 \), it is trivial to notice that

\[ \| H_\Gamma(f) \|_{L^p_x L^p_y(R_0 \times R)} = \int_{R_0 \times R} \left| \frac{1}{t} \int_{R} f(x - t, y) \, dt \right|^p \, dy \, dx \]

\[ \leq \| H_1 f \|_{L^p_x} \lesssim_p \| f \|_{L^p_x}, \]

as a consequence of the \( L^p \)-boundedness of the (one dimensional) Hilbert transform. Similarly,

\[ \| M_\Gamma(f) \|_{L^p_x L^p_y(R_0 \times R)} = \int_{R_0 \times R} \left( \sup_{j \in \mathbb{Z}} \int_{R} |f(x - t, y)| 2^j \rho(2^j t) \, dt \right)^p \, dy \, dx \]

\[ \leq \| M_1 f \|_{L^p_x} \lesssim_p \| f \|_{L^p_x}, \]

as a consequence of the \( L^p \)-boundedness of the (one dimensional) Hardy-Littlewood maximal function.

Since \( A \) is a fixed natural number depending only on \( \gamma \) it is enough to focus on proving \( L^p \)-bounedness for \( \chi_{R_\alpha}(x) H_\Gamma(f)(x, y) \) and \( \chi_{R_\alpha}(x) M_\Gamma(f)(x, y) \) for a fixed \( 1 \leq \alpha \leq A \). Thus from now on we can assume wlog that \( \alpha = 1 \) and that \( R_\alpha = R \).

Define the following multipliers:

\[ m_j(x, \xi, \eta) := \int_{R} e^{-i\xi 2^{-j} t + i\gamma \eta_x (2^{-j} t)} \rho(t) \, dt, \]

\[ m_j(x, \xi, \eta) := \int_{R} e^{-i\xi 2^{-j} t + i\gamma \eta_x (2^{-j} t)} \rho(t) \, dt, \]

and

\[ m := \sum_{j \in \mathbb{Z}} m_j, \]

or equivalently

\[ m(x, \xi, \eta) := p.v. \int_{R} e^{-i\xi t + i\gamma \eta_x(t)} \frac{1}{t} \, dt. \]

Deduce thus, that if regarded from the Fourier side, our operators are given by

\[ H_\Gamma = \sum_{j \in \mathbb{Z}} H_{\Gamma, j} = \int_{\mathbb{R}^2} e^{i\xi x + i\gamma \eta_y} \hat{f}(\xi, \eta) m(x, \xi, \eta) \, d(\xi, \eta), \]

with

\[ H_{\Gamma, j} f(x, y) = \int_{\mathbb{R}^2} e^{i\xi x + i\gamma \eta_y} \hat{f}(\xi, \eta) m_j(x, \xi, \eta) \, d(\xi, \eta), \]
and, assuming from now on wlog that \( f \geq 0 \), that

(89)

\[
M_{\Gamma,f}(x,y) = \sup_{j \in \mathbb{Z}} L_{\Gamma,j}(x,y) := \sup_{j \in \mathbb{Z}} \left( \int_{\mathbb{R}^2} e^{i:\xi x + i\eta y} \hat{f}(\xi,\eta) m_j(x,\xi,\eta)d(\xi,\eta) \right).
\]

Now, recalling (61), we have that

\[
H_{\Gamma,f}(x,y) = B \sum_{\beta = 0}^{\infty} H_{\Gamma,\beta,f}(x,y),
\]

\[
M_{\Gamma,f}(x,y) \leq B \sum_{\beta = 0}^{\infty} M_{\Gamma,\beta,f}(x,y),
\]

where

\[
H_{\Gamma,\beta,f}(x,y) := \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}_\beta}(j) H_{\Gamma,j,f}(x,y),
\]

and

\[
M_{\Gamma,\beta,f}(x,y) := \sup_{j \in \mathbb{Z}} L_{\Gamma,j}(\chi_{\mathbb{Z}_\beta}(j)f)(x,y).
\]

Let now \( j(\cdot) \) be a real measurable function and set

(90)

\[
L_{\Gamma,j(x)}(x,y) := \int_{\mathbb{R}^2} e^{i:\xi x + i\eta y} \hat{f}(\xi,\eta) m_{j(x)}(x,\xi,\eta)d(\xi,\eta).
\]

**Proposition 16.** With the above notations, for any \( 1 < p < \infty \) and any real measurable function \( j(\cdot) \), one has

(91)

\[
\| L_{\Gamma,j(x)}f(x,y) \|_{L^p(\mathbb{R}^2)} \lesssim_p \| f \|_{L^p(\mathbb{R}^2)}.
\]

**Proof.** Fix \( x \in \mathbb{R} \) and \( 1 < p < \infty \). The key relation to prove is the following inequality:

(92)

\[
\| L_{\Gamma,j(x)}f(x,\cdot) \|_{L^p(\mathbb{R})} \leq M_1 \left( \| f(\cdot,y) \|_{L^p(\mathbb{R})} \right)(x).
\]

Indeed, if we assume for the moment this, then raising (92) to the power \( p \), integrating the result in the \( x \) variable and using the standard Hardy-Littlewood maximal theorem we conclude the veracity of (91).

Returning now to (92), by a simply application of Minkowski inequality we get

\[
\| L_{\Gamma,j(x)}f(x,\cdot) \|_{L^p(\mathbb{R})} \leq \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |f(x-t,y - \gamma(x,t))|^{p} dy \right)^{\frac{1}{p}} 2^{j(x)} \rho(2^{j(x)} t) dt
\]

\[
\leq \sup_{j \in \mathbb{Z}} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} |f(x-t,y)|^{p} dy \right)^{\frac{1}{p}} 2^{j} |\rho(2^{j} t)| dt = M_1 \left( \| f(\cdot,y) \|_{L^p(\mathbb{R})} \right)(x).
\]

Applying now Proposition 16 and appealing to (62), we immediately deduce that
Theorem 17. With the previous notations, we have that
\[ \| H_0^\Gamma f \|_p, \| M_0^\Gamma f \|_p \lesssim_p N(\gamma) \| f \|_p. \]

We are thus left with controlling the \( L^p \) bounds of \( H_\beta^\Gamma \) and \( M_\beta^\Gamma \) for \( 1 \leq \beta \leq B \). Since there are bounded many terms, we can assume wlog that \( \beta = 1 \).

For notational simplicity we set \( H_\Gamma := H^\beta_\Gamma \), \( M_\Gamma := M^\beta_\Gamma \) and \( \mathbb{Z}^x := Z^x_\beta \).

Thus, our Main Theorem follows now from

Theorem 18. For any \( 1 < p < \infty \), one has
\[ \| H_\Gamma (f) \|_{L^p(\mathbb{R}^2)}, \| M_\Gamma (f) \|_{L^p(\mathbb{R}^2)} \lesssim_{\gamma, p} \| f \|_{L^p(\mathbb{R}^2)}. \]

Our entire work within the next four sections will focus on proving Theorem 18.

5. Analysis of the multiplier

In this section our goal is to isolate the main component(s) of our multiplier(s) that will have as a consequence the reduction of our operators \( H_\Gamma \) and \( M_\Gamma \) to their corresponding main terms.

Recalling now (86), we set
\[ m_j(x, \xi, \eta) := \chi_{\mathbb{Z}^x}(j) m_j(x, \xi, \eta) = \chi_{\mathbb{Z}^x}(j) \int e^{-i\xi \cdot t + i\eta \gamma_x(t) t} \rho(t) dt. \]

We start our journey with performing a detailed analysis of the multiplier.

We first notice that we are dealing with a highly oscillatory integrand, and thus it is natural to expect an analysis of the phase appearing in (95) according to the principle of stationary phase.

Denoting the phase function by
\[ \varphi_{x, \xi, \eta, j}(t) := -\frac{\xi}{2^j} t + \eta \gamma_x(t) \left( \frac{t}{2^j} \right), \]
and isolating its derivative
\[ \frac{d}{dt} \varphi_{x, \xi, \eta, j}(t) := -\frac{\xi}{2^j} + \eta 2^{-j} \gamma_x'(t) \left( \frac{t}{2^j} \right), \]
one observes, based on the properties obeyed by \( \gamma \) - in particular that of \( \gamma \) being doubling, that (97) can be regarded at the heuristic level as
\[ \frac{d}{dt} \varphi_{x, \xi, \eta, j}(t) \approx -\frac{\xi}{2^j} + \eta 2^{-j} \gamma_x'(2^{-j}). \]

Thus, in the view of (98), it becomes natural to apply a further decomposition relative to the size of the terms involved in the phase derivative. Concretely, recalling that
\[ \phi \text{ is a positive Schwartz function supported in } \left\{ \frac{1}{4} \leq |\xi| \leq 4 \right\} \]
with \( \sum_{n \in \mathbb{Z}} \phi(\xi/2^n) = 1 \) for all \( \xi \neq 0 \).
we use this partition of unity to write
\begin{equation}
1 = \sum_{m,n,k \in \mathbb{Z}} \phi\left(\frac{\xi}{2^{m+j}}\right) \phi\left(\frac{\gamma_x'(2^{-j})}{2^{n+j-k}}\right) \phi\left(\frac{\eta}{2^k}\right),
\end{equation}

With these done, we notice that writing
\begin{equation}
m_{j,m,n,k}(x,\xi,\eta) := m_j(x,\xi,\eta) \phi\left(\frac{\xi}{2^{m+j}}\right) \phi\left(\frac{\gamma_x'(2^{-j})}{2^{n+j-k}}\right) \phi\left(\frac{\eta}{2^k}\right),
\end{equation}
we have the following equality (in the distributional sense)
\begin{equation}
m_j(x,\xi,\eta) := \sum_{m,n,k \in \mathbb{Z}} m_{j,m,n,k}(x,\xi,\eta).
\end{equation}

In some moments of our analysis it will be convenient to group the terms involved in the summation over \( k \); for such situations it is advantageous to define
\begin{equation}
m_{j,m,n}(x,\xi,\eta) := \sum_{k \in \mathbb{Z}} m_{j,m,n,k}(x,\xi,\eta).
\end{equation}

We notice that \( m_{j,m,n}(x,\xi,\eta) \) can be written as
\begin{equation}
m_{j,m,n}(x,\xi,\eta) = m_j(x,\xi,\eta) \phi\left(\frac{\xi}{2^{m+j}}\right) \phi\left(\frac{\gamma_x'(2^{-j})}{2^{n+j}}\right),
\end{equation}
where above we set
\begin{equation}
\varrho\left(\eta, \frac{\gamma_x'(2^{-j})}{2^{n+j}}\right) := \sum_{k \in \mathbb{Z}} \phi\left(\frac{\gamma_x'(2^{-j})}{2^{n+j-k}}\right) \phi\left(\frac{\eta}{2^k}\right),
\end{equation}
and further notice that \( \varrho \in \mathbb{C}^\infty \) with \( \text{supp} \varrho \subset \{ (t,s) | \frac{1}{100} < |t \cdot s| < 100 \} \).

Following the ideas in [64] and guided by the representation (104), we split our multiplier’s analysis in three regions corresponding to the following situations\(^{30}\):

- **(I) the low frequency case** - no oscillation present:
  \begin{equation}
m_j^L = \sum_{(m,n) \in (\mathbb{Z}_-)^2} m_{j,m,n};
  \end{equation}

- **(II) the high frequency far from diagonal case** - no stationary points present:
  \begin{equation}
m_j^{H \Delta} = \sum_{(m,n) \in \mathbb{Z}^2 \setminus (\mathbb{Z}_-)^2 \cup \Delta} m_{j,m,n},
  \end{equation}

- **(III) the high frequency diagonal case** - stationary points present:
  \begin{equation}
m_j^{H \Delta} = \sum_{(m,n) \in \Delta} m_{j,m,n},
  \end{equation}

\(^{30}\)Throughout the paper \( \mathbb{Z}_- := \mathbb{Z} \setminus \mathbb{N} \) with \( \mathbb{N} := \{ 0, 1, 2 \ldots \} \).
where here $\Delta = \{(n, m) \in \mathbb{Z}^2 : n, m \geq 0, |n - m| \leq C(\gamma)\}$ with $C(\gamma) \geq 1$ a large constant depending only on $\gamma$.

With these, from (102) - (108), we have that

\begin{equation}
(109) \quad m_j = m^L_j + m^{H\Delta}_j + m^H_j.
\end{equation}

Setting $m = \sum_j m_j$ and appealing to the obvious correspondences, we have

\begin{equation}
(110) \quad m = m^L + m^{H\Delta} + m^H,
\end{equation}

and

\begin{equation}
(111) \quad m_j = m^L_j + m^{H\Delta}_j + m^H_j,
\end{equation}

which ends our preliminary decomposition of the multiplier.

**Observation 19.** The only difference between (109) and (111) relies on the mean zero condition, that is $m_j(x, 0, 0) = 0$ derived from $\int \rho = 0$ as opposed to $m_j(x, 0, 0) > 0$. As we will soon see, this difference will be important only at the level of the low-frequency term.

5.1. (I) The low-frequency case. In this section we will prove the following

**Theorem 20.** Set

\begin{equation}
(112) \quad M^L_\gamma(f)(x, y) := \sup_{j \in \mathbb{Z}} \left| \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m^L_j(x, \xi, \eta)d(\xi, \eta) \right|
\end{equation}

and

\begin{equation}
(113) \quad H^L_\gamma(f)(x, y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m^L(x, \xi, \eta) d(\xi, \eta).
\end{equation}

Then, the following holds:

\begin{equation}
(114) \quad |M^L_\gamma(f)(x, y)| \lesssim_{\gamma} M_1 M_2 f(x, y),
\end{equation}

and

\begin{equation}
(115) \quad |H^L_\gamma(f)(x, y)| \lesssim_{\gamma} \left( \sum_{j \in \mathbb{Z}} |\phi(\frac{2^{j-k}}{2^{j-k-1}}) M_1 (f \ast_y \phi_k)(x, y)|^2 \right)^{1/2}.
\end{equation}

This further implies that, for any $1 < p < \infty$, one has

\begin{equation}
(116) \quad \|M^L_\gamma(f)\|_p, \|H^L_\gamma(f)\|_p \lesssim_{\gamma, p} \|f\|_p.
\end{equation}

The proof of the theorem above will be given in several steps below.
5.1.1. Decomposing the low-frequency multiplier(s) into elementary building blocks. As mentioned in the multiplier itemization above, see (106), in the low-frequency situation the phase has essentially no oscillation. Consequently, the main role will be played by the properties of the $t$-integrant in the absence of the complex exponential (phase) - this last step will be rigorously justified via a Taylor series argument.

1. The multiplier $m_j^L$.

In this setting, recalling (85), (106) and (111), we notice that

\[
|\xi| 2^j, \left| \gamma_x'(2^{-j}) \eta \right| 2^j \lesssim 1.
\]

Deduce that in this regime the equality below is well defined

\[
\int_{\mathbb{R}} e^{-i\xi 2^{-j} t + i\eta \gamma_x'(2^{-j}) t} \rho(t) dt = \sum_{p, \ell \in \mathbb{N}} i^{p+\ell} (-1)^{\ell} \left( \frac{\eta \gamma_x'(2^{-j})}{2^j} \right)^p \left( \frac{\xi}{2^j} \right)^\ell \int_{\mathbb{R}} \left( \frac{\gamma_x'(2^{-j}) t}{2^{-j} \gamma_x'(2^{-j})} \right)^p t^\ell \rho(t) dt.
\]

Denote with

\[
C_{p, \ell, j, x} := \int_{\mathbb{R}} \left( \frac{\gamma_x'(2^{-j}) t}{2^{-j} \gamma_x'(2^{-j})} \right)^p t^\ell \rho(t) dt,
\]

and notice that based on the hypothesis imposed on $\gamma$, we have that

\[
\|C_{p, \ell, j, x}\|_{L^\infty_x(\mathbb{R})} \lesssim_{p, \ell, \gamma} 1 \quad \forall p, \ell \in \mathbb{N}, j \in \mathbb{Z}.
\]

Setting $\tilde{\phi}_p(\xi) := \xi^p \phi(\xi)$ and the standard $\tilde{\phi}_{p,j}(\xi) := \phi_p(\frac{\xi}{2^j})$, one concludes that

\[
m_j^L(x, \xi, \eta) = \chi_{\mathbb{Z}^x}(j) \sum_{m,n \in \mathbb{Z}, k \in \mathbb{Z}} \sum_{p, \ell \in \mathbb{N}} 2^{nd} 2^{mp} i^{p+\ell} (-1)^{\ell} \frac{\gamma_x'(2^{-j})}{2^{n+j-k}} \frac{\gamma_x'(2^{-j})}{2^{-j} \gamma_x'(2^{-j})} \frac{\gamma_x'(2^{-j})}{2^{n+j-k}} \tilde{\phi}_p(\frac{\gamma_x'(2^{-j})}{2^{n+j-k}}) \tilde{\phi}_{l,m+j}(\xi) \tilde{\phi}_{p,k}(\eta).
\]

2. The multiplier $m_j^L$.

In this setting, recalling Observation 19, we appeal to (86) and make essential use - the only moment in the present paper - of the mean zero condition $\hat{\rho}(0) = 0$; consequently, in the same regime instituted by (117), we have that as opposed to (121), the $p = l = 0$ term below is trivial:

\[
\int_{\mathbb{R}} e^{-i\xi 2^{-j} t + i\eta \gamma_x'(2^{-j}) t} \rho(t) dt
\]
Using now the same notations as above with the obvious adaptation

\( \gamma \)

5.1.3. This proves (114).

5.1.2. The maximal operator \( M^E_1 \) case. Based on (121) and making use of (120), we deduce that

\[
\sup_{j \in \mathbb{Z}} \left( \sum_{m,n \in \mathbb{Z}_-} \sum_{\ell \in \mathbb{N}} C^{p} \sup_{\ell \in \mathbb{N}} \left( \sum_{k \in \mathbb{Z}} \tilde{\phi}_p (\gamma^j_x (2^{-j} \xi)) \right)^{1/p} \tilde{\psi}_1 M_2 f (x, y) \right)^{1/2} \lesssim \gamma \ M_1 M_2 f (x, y),
\]

where above \( C = C(\gamma) > 0 \) is some fixed positive constant depending only on \( \gamma \) and for the last inequality we used property (64) of \( \gamma \) to deduce that

\[
\left( \sum_{k \in \mathbb{Z}} \tilde{\phi}_p (\gamma^j_x (2^{-j} \xi)) \right)^{1/p} \lesssim \gamma \ C^p .
\]

This proves (114).

5.1.3. The Hilbert transform \( H^E_1 \) case. From (124), we deduce that

\[
m^E_1 (x, \xi, \eta) = \sum_{j \in \mathbb{Z}} m^E_1 (x, \xi, \eta) = \sum_{p+\ell \geq 0} \sum_{p, \ell \in \mathbb{N}} \sum_{k \in \mathbb{Z}} \chi_{\mathbb{Z}_-} (j) \chi_{\mathbb{Z}_-} (k) \frac{(-1)^\ell}{p! \ell!} \frac{2^{-j} \xi}{2^{j}} C_{p, \ell, j, x} \tilde{\phi}_p \left( \frac{\gamma^j_x (2^{-j} \xi)}{2^{m+j-k}} \right) \tilde{\psi}_1 \left( \frac{\eta}{2^k} \right).
\]

Now due to the very fast decay of the coefficients in the above expansion, it becomes transparent that the main two terms to treat are those corresponding to the cases:

**Case 1** \( l = 0, \ p = 1, \ m \in \mathbb{Z}_- \) and \( n = -1 \)

and
Case 2 $l = 1, p = 0, m = -1$ and $n \in \mathbb{Z}_-$

Treatment of Case 1

**Proposition 21.** Set $\psi(\xi) := \sum_{m \in \mathbb{Z}_-} \phi(\xi/m)$ and with the above notations, define the multiplier

$$(127) \quad m^{L,1}(x,\xi,\eta) := \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} C_{1,0,j,x} \psi(\xi) \tilde{\phi}_1(2^{-j}) \tilde{\phi}_1(\eta).$$

Then, for any $1 < p < \infty$, the operator

$$(128) \quad T_{m^{L,1}} f(x,y) := \int_{\mathbb{R}^2} e^{i\xi x + imy} \tilde{f}(\xi,\eta)m^{L,1}(x,\xi,\eta)d(\xi,\eta),$$

obeys the bound

$$(129) \quad \|T_{m^{L,1}} f\|_p \lesssim_{\gamma,p} \|f\|_p.$$

**Proof.** Let

$$(130) \quad \Lambda_{m^{L,1}}(f, g) := \langle T_{m^{L,1}} f, g \rangle,$$

where here $f \in L^p$ and $g \in L^{p'}$ with $\frac{1}{p} + \frac{1}{p'} = 1$.

In light of the above, recalling our notation $\psi_j(\xi) := \psi(\frac{\xi}{2^j})$ and $\tilde{\phi}_{1,k}(\eta) := \tilde{\phi}_1(\frac{\eta}{2^k})$, we rewrite (130) (ignoring conjugation) as

$$(131) \quad \Lambda_{m^{L,1}}(f, g) = \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^2} \chi_{Z^j}(j) C_{1,0,j,x} \tilde{\phi}_1(2^{-j}) (f * x \tilde{\psi}_j * y \tilde{\phi}_{1,k})(x,y) (g * y \tilde{\phi}_{1,k})(x,y) dx dy.$$

Thus, applying (120), Cauchy-Schwarz and Hölder in (131), we deduce that

$$(132) \quad |\Lambda_{m^{L,1}}(f, g)| \lesssim_{\gamma}$$

$$\left\| \left( \sum_{j \in \mathbb{Z}} |\tilde{\phi}_1(2^{-j})| |(f * x \tilde{\psi}_j * y \tilde{\phi}_{1,k})(x,y)|^2 \right)^{1/2} \right\|_p \times$$

$$\left\| \left( \sum_{j \in \mathbb{Z}} |\tilde{\phi}_1(2^{-j})| |(g * y \tilde{\phi}_{1,k})(x,y)|^2 \right)^{1/2} \right\|_{p'}.$$

Now Proposition 21 follows immediately from the two lemmas below. $\square$
Lemma 22. With the previous notations, for any $1 < p < \infty$, one has

$$
\left\| \left( \sum_{k \in \mathbb{Z}} |\hat{\varphi}_1(\gamma_x(2^{-j}-j))| |(g * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right\|_{p} \lesssim_{p,\gamma} \|g\|_p.
$$

Proof. Recalling the definition/properties of $\gamma$ and that $\hat{\varphi}_1$ is compactly supported with $\hat{\varphi}_1(0) = 0$ we immediately deduce that

$$
\sum_{j \in \mathbb{Z}} |\hat{\varphi}_1(\gamma_x(2^{-j}-j))| \lesssim_\gamma 1.
$$

Thus, the LHS of (133) is bounded from above by

$$
\left\| \left( \sum_{k \in \mathbb{Z}} |(g * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right\|_{p},
$$

which in turn, by standard Littlewood-Paley theory is bounded by $\|g\|_p$ proving our lemma.

Lemma 23. With the previous notations, for any $1 < p < \infty$, one has

$$
\left\| \left( \sum_{j \in \mathbb{Z}} \left( \sum_{k \in \mathbb{Z}} |\hat{\varphi}_1(\gamma_x(2^{-j}-j))| |(f * x \hat{\psi}_j * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right) \right\|_{p} \lesssim_{p,\gamma} \|f\|_p.
$$

Proof. The proof of this result is in the same spirit with the lemma above, with one modification. Indeed, recalling the notations in Section 3, one has

$$
\left\| \left( \sum_{j \in \mathbb{Z}} \left( \sum_{k \in \mathbb{Z}} |\hat{\varphi}_1(\gamma_x(2^{-j}-j))| |(f * x \hat{\psi}_j * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right) \right\|_{p} \lesssim_{p,\gamma} \left\| \left( \sum_{k \in \mathbb{Z}} |M_1(f * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right\|_{p},
$$

which, after applying (134), is further dominated from above by

$$
\lesssim_{p,\gamma} \left\| \left( \sum_{k \in \mathbb{Z}} |M_1(f * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right\|_{p}
$$

and that

$$
\lesssim_{p} \left\| \left( \sum_{k \in \mathbb{Z}} |(f * y \hat{\varphi}_{1,k})(x,y)|^2 \right)^{\frac{1}{2}} \right\|_{p} \lesssim \|f\|_p,
$$

□
where for the second to the last relation we used Fefferman-Stein’s inequality ([27]). \qed

Treatment of Case 2

Proposition 24. Define the multiplier

\[(136) \quad m^{L,2}(x, \xi, \eta) := \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \chi_{\mathbb{Z}^x}(j) C_{0,1,j,x} \tilde{\phi}_1 \left( \frac{\xi}{2j-1} \right) \psi \left( \frac{\gamma_j'(2^{-j})}{2j-k} \right) \phi \left( \frac{\eta}{2k} \right) . \]

Then, for any \(1 < p < \infty\), the operator

\[(137) \quad T_{m^{L,2}} f(x, y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m^{L,2}(x, \xi, \eta) d(\xi, \eta), \]

obeys the bound

\[(138) \quad \|T_{m^{L,2}} f\|_p \lesssim_{\gamma, p} \|f\|_p . \]

Proof. As in the proof of Proposition 21, we start by dualizing the problem, and write

\[(139) \quad \Lambda_{m^{L,2}}(f, g) := \langle T_{m^{L,2}} f, g \rangle . \]

Further, we let \(\psi_{\gamma,j,k}(x) := C_{0,1,j,x} \psi \left( \frac{\gamma_j'(2^{-j})}{2j-k} \right) \phi \left( \frac{\eta}{2k} \right) \).

Now, recalling Section 3, we express (139) as

\[(140) \quad \Lambda_{m^{L,2}}(f, g) = \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}^2} \left( \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}^x}(j) \psi_{\gamma,j,k}(x) (f \ast_x \tilde{\phi}_{1,j-1} \ast_y \tilde{\phi}_k)(x, y) \right) (g \ast_y \tilde{\phi}_k)(x, y) \, dx \, dy . \]

Proceeding as in the proof of Proposition 21, we apply Cauchy-Schwarz and Hölder in (140), to deduce that

\[(141) \quad |\Lambda_{m^{L,2}}(f, g)| \lesssim_{\gamma} \left( \sum_{k \in \mathbb{Z}} \| (g \ast_y \tilde{\phi}_k)(x, y) \|^2 \right)^{\frac{1}{2}} \times \left( \sum_{k \in \mathbb{Z}} \left| \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}^x}(j) \psi_{\gamma,j,k}(x) (f \ast_x \tilde{\phi}_{1,j-1} \ast_y \tilde{\phi}_k)(x, y) \right|^2 \right)^{\frac{1}{2}} \|_p . \]

Since we know that \(\phi(0) = 0\), from standard Littlewood-Paley theory we deduce that

\[\left( \sum_{k \in \mathbb{Z}} \| (g \ast_y \tilde{\phi}_k)(x, y) \|^2 \right)^{\frac{1}{2}} \|_p \lesssim_{\gamma} \|g\|_{p'} . \]
Our proposition follows now from Lemma 25 below.

**Lemma 25.** With the previous notations, for any $1 < p < \infty$, one has\(^{31}\)

\[
(142) \quad \left\| \left( \sum_{k \in \mathbb{Z}} \sum_{j = a^x}^{b^x} \psi_{\gamma,j,k}(x) \left( f * x \phi_{1,j-1,y} \phi_k(x,y) \right) \right)^2 \right\|_p^{1/2} \lesssim_{p,\gamma} \| f \|_p.
\]

Proof. First we notice that by a standard density argument we may assume wlog that both sums in $j$ and $k$ are finite. Thus, we will assume that $k$ stays within the set $\{-N, \ldots, N\}$ for some $N \in \mathbb{N}$ and that $a^x, b^x$ are bounded measurable functions and prove that our estimates are independent of $N$, $a^x$ and $b^x$.

Define now $S(\tilde{\phi})_j := \sum_{l = -\infty}^{j} \tilde{\phi}_{l,t-1}$. With this, applying Abel summation for the inner sum in (142), one has

\[
\sum_{j = a^x}^{b^x} \psi_{\gamma,j,k}(f * x \phi_{1,j-1,y} \phi_k) = \sum_{j = a^x}^{b^x} \psi_{\gamma,j,k}(f * x (S(\tilde{\phi})_j - S(\tilde{\phi})_{j-1}) * y \phi_k)
\]

\[
= \psi_{\gamma,b^x,k}(f * x S(\tilde{\phi})_{b^x,y} \phi_k) - \psi_{\gamma,a^x,k}(f * x S(\tilde{\phi})_{a^x-1,y} \phi_k)
\]

\[
+ \sum_{j = a^x}^{b^x-1} (\psi_{\gamma,j,k} - \psi_{\gamma,j+1,k})(f * x S(\tilde{\phi})_j * y \phi_k)
\]

For $N(x), M(x)$ positive integer measurable functions, define now

\[
I(f) := \int_{\mathbb{R}^2} \left( \sum_{k = -N}^{N} \left| \psi_{\gamma,N(x),k}(f * x S(\tilde{\phi})_{M(x),y} \phi_k) \right|^2 \right)^{\frac{1}{2}} \, dx \, dy,
\]

and

\[
II(f) := \int_{\mathbb{R}^2} \left( \sum_{k = -N}^{N} \sum_{j = a^x}^{b^x-1} (\psi_{\gamma,j,k} - \psi_{\gamma,j+1,k})(f * x S(\tilde{\phi})_j * y \phi_k) \right)^2 \, dx \, dy.
\]

Notice now that (142) follows from

\[
(143) \quad I(f) + II(f) \lesssim_{\gamma,p} \| f \|_p^p.
\]

The first term is easy to treat. Indeed, we first notice that

\[
(144) \quad \| \psi_{\gamma,N(x),k} \|_{L^\infty} \lesssim_{\gamma} 1,
\]

and record the key condition $\phi(0) = 0$. Thus, applying standard Littlewood-Paley and Calderón-Zygmund theory (including a variant of Cotlar’s lemma for CZ operators), we have

\[
I(f) \lesssim_{\gamma} \int_{\mathbb{R}^2} \left( \sum_{k = -N}^{N} \left| (f * x S(\tilde{\phi})_{M(x),y} \phi_k) \right|^2 \right)^{\frac{p}{2}} \, dx \, dy.
\]

---

\(^{31}\)Recall that $Z^x = [a^x, b^x)$ with $a^x, b^x \in \mathbb{Z}$ measurable functions in the $x$ parameter.
Next, we claim that

\[ \frac{1}{f \ast x} S(\tilde{\phi})_{M(x)} \leq \int_{\mathbb{R}^2} \left( |M_1(f \ast x S(\tilde{\phi}))|^p + |M_1 f|^p \right) \, dx \, dy \leq_p \| f \|^p_p. \]

Passing now to the second term, we have

\[ II(f) \lesssim \int_{\mathbb{R}^2} \left( \sum_{k=\mathbb{N}}^{N} \left| \psi_{\gamma,j,k} - \psi_{\gamma,j+1,k} \right| M_1(f \ast y \tilde{\phi}_k)^2 \right)^{\frac{2}{p}} \, dx \, dy \]

Next, we claim that

\[ \left\| \sup_k \sum_{j=a^+}^{b^+} |\psi_{\gamma,j,k} - \psi_{\gamma,j+1,k}| \right\|_{L^p} \lesssim \gamma 1. \]

If we believe this for the moment, applying Fefferman-Stein and Littlewood-Paley, we conclude

\[ II(f) \lesssim \int_{\mathbb{R}^2} \left( \sum_{k=\mathbb{N}}^{N} |M_1(f \ast y \tilde{\phi}_k)|^2 \right)^{\frac{2}{p}} \, dx \, dy \lesssim \int_{\mathbb{R}^2} \left( \sum_{k=\mathbb{N}}^{N} |f \ast y \tilde{\phi}_k|^2 \right)^{\frac{2}{p}} \, dx \, dy \leq_p \| f \|^p_p. \]

We are left now with proving (145). As expected, this will be based on the properties of \( \gamma \), specifically (63) - (65). To see this, we use the fundamental theorem of calculus, in order to notice that for \( j \in \mathbb{Z}^d \) one has

\[ \left| \gamma_{\alpha}^j (2^{-j} \psi_{\gamma,j,k} - \gamma_{\alpha}^j (2^{-j-1} \psi_{\gamma,j-1,k}) \right| \]

\[ = \left( \frac{\gamma_{\alpha}^j (2^{-j})}{2^{j-k-1}} - \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k}} \right) \int_0^1 \psi' \left( (1-t) \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k}} + t \frac{\gamma_{\alpha}^j (2^{-j})}{2^{j-k-1}} \right) \, dt \]

\[ = \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k-1}} \left( \frac{2 \gamma_{\alpha}^j (2^{-j})}{\gamma_{\alpha}^j (2^{-j-1})} - 1 \right) \int_0^1 \psi' \left( \gamma_{\alpha}^j (2^{-j}) \, 2^{j-k-1} \left( 1 + t \left( \frac{\gamma_{\alpha}^j (2^{-j})}{\gamma_{\alpha}^j (2^{-j-1})} - 1 \right) \right) \right) \, dt \]

\[ = \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k-1}} \int_0^1 \psi' \left( \frac{\gamma_{\alpha}^j (2^{-j})}{2^{j-k-1}} \left( 1 + (1-t) \left( \frac{\gamma_{\alpha}^j (2^{-j})}{2^{j-k-1}} - 1 \right) \right) \right) \, dt. \]

Adding now the fact that \( |\psi'(t)| \leq \frac{1}{1+t^2} \), one concludes that

\[ \sum_{j=a^+}^{b^+} \left| \psi_{\gamma,j,k} - \psi_{\gamma,j+1,k} \right| \lesssim \gamma 1 + \sum_{j \in \mathbb{Z}} \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k-1}} + \sum_{j \in \mathbb{Z}} \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k-1}} \lesssim \gamma 1 \]

where in the last line we used that

\[ \sup_{t, k \in \mathbb{Z}} \# \{ j \in \mathbb{Z} \} \left| \frac{\gamma_{\alpha}^j (2^{-j-1})}{2^{j-k-1}} \right| \in [2^{-l-1}, 2^{-l}] \lesssim \gamma 1. \]

\[ \square \]
We end this section with a reference to Observation 19 that takes the following form:

**Observation 26.** As mentioned, the mean zero condition of the function $\rho$ appearing in the definition of the multiplier $m_j$ is only used when dealing with the low frequency component $m_j^L$. Once this term is treated, one can completely dismiss this property. As a consequence, from now on, throughout the remaining part of the paper, we will identify the components $m_j^H \equiv \tilde{m}_j^H$ and $m_j^H \equiv \tilde{m}_j^H$ respectively. Alternatively, by decomposing $\rho$ into the positive and negative part, one can consider from now on that $\rho \geq 0$.

5.2. **The off-diagonal, non-stationary phase case:** $m_j^H$. As in the treatment of the Bilinear Hilbert transform along “non-flat” curves, [64], the multiplier $m_j^H$ corresponding to the off-diagonal term deals with the situation when the phase of the $t-$integrant has no stationary points. As a consequence, we expect to see decay in the $m, n$ parameters.

Indeed, in our regime $(m,n) \in \mathbb{Z}^2 \setminus ((\mathbb{Z})^2 \cup \Delta)$, due to the lack of stationary points, we will be able to use a careful integration by parts which will have as a result the following evocative relation\(^{32}\)

\[
(147) \quad m_{j,m,n} = \frac{1}{2\max\{m,n\}} \tilde{m}_{j,m,n},
\]

where here $\tilde{m}_{j,m,n}$ is a multiplier having the same nature as $m_{j,m,n}$.

Based on this observation, we will prove the following

**Theorem 27.** Set

\[
(148) \quad M_j^H (f)(x,y) := \sup_{j \in \mathbb{Z}} \left| \int_{\mathbb{R}^2} e^{ix \xi + i y \eta} \hat{f}(\xi,\eta) m_j^H (x,\xi,\eta) d(\xi,\eta) \right|
\]

and

\[
(149) \quad H_j^H (f)(x,y) := \int_{\mathbb{R}^2} e^{ix \xi + i y \eta} \hat{f}(\xi,\eta) m_j^H (x,\xi,\eta) d(\xi,\eta).
\]

Also, let

\[
(150) \quad \phi_{\gamma,j,k,n}(x) := \phi\left(\frac{\gamma_j (2^{-j})}{2n+j+k}\right) \chi_{\mathbb{Z}^2(j)}.
\]

We then have

\[
(151) \quad \|M_j^H (f)\|_p, \|H_j^H (f)\|_p \lesssim_{\gamma,p} \sum_{(m,n) \in \mathbb{Z}^2 \setminus ((\mathbb{Z})^2 \cup \Delta)} \frac{1}{2\max\{m,n\}} \times \left\| \left( \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \phi_{\gamma,j,k,n}(x) \left( (f \ast_x \phi_{j+m,y} \phi_k) \left(x - \frac{t}{2j}, y + \frac{t}{2j}\right) \right) \right) \right\|_{L^\infty_t L^p_x [\frac{1}{10},10] \times \mathbb{R}^2}.
\]

\(^{32}\)This will be made precise during the proof of Theorem 27 below.
\[ \lesssim_{\gamma,p} \|f\|_p. \]

We start by making precise relation (147).

As in [64], we define the differential operator

\begin{equation}
L := \frac{-i}{\varphi'_{x,\xi,\eta,j}(t)} \partial_t = \frac{-i}{-\frac{\xi}{2\gamma} + \frac{\eta}{2\gamma} \gamma'_x(t)} \partial_t,
\end{equation}

in order to exploit its key feature

\begin{equation}
L(e^{i\varphi_{x,\xi,\eta,j}(t)}) = e^{i\varphi_{x,\xi,\eta,j}(t)}.
\end{equation}

Defining the adjoint of \( L \) as

\[ L^\tau(\rho(t)) := \partial_t \left( \frac{i}{\varphi'_{x,\xi,\eta,j}(t)} \rho(t) \right), \]

we use integration by parts to deduce

\begin{equation}
\int_{\mathbb{R}} L(e^{-i \frac{\xi}{2\gamma} t} e^{i \eta \gamma_x(t)} \rho(t)) dt = \int_{\mathbb{R}} e^{-i \frac{\xi}{2\gamma} t} e^{i \eta \gamma_x(t)} L^\tau(\rho(t)) dt.
\end{equation}

Define

\begin{equation}
A_{j,m,n}(x,\xi,\eta) := \left( \int_{\mathbb{R}} e^{-i \frac{\xi}{2\gamma} t} e^{i \eta \gamma_x(t)} \frac{i \rho'(t)}{-\frac{\xi}{2\gamma} + \frac{\eta}{2\gamma} \gamma'_x(t)} dt \right) \phi(\xi) \sum_{k \in \mathbb{Z}} \phi(\frac{\gamma'_x(2^{-j})}{2n+j-k}) \phi(\frac{\eta}{2k}),
\end{equation}

and respectively

\begin{equation}
B_{j,m,n}(x,\xi,\eta) := \left( \int_{\mathbb{R}} e^{-i \frac{\xi}{2\gamma} t} e^{i \eta \gamma_x(t)} \frac{-i \frac{\eta}{2\gamma} \gamma''_x(t)}{-\frac{\xi}{2\gamma} + \frac{\eta}{2\gamma} \gamma'_x(t)^2} \rho(t) dt \right) \phi(\xi) \sum_{k \in \mathbb{Z}} \phi(\frac{\gamma'_x(2^{-j})}{2n+j-k}) \phi(\frac{\eta}{2k}).
\end{equation}

With this, we have

\[ m_{j,m,n}(x,\xi,\eta) = \chi_{Z^x}(j) A_{j,m,n}(x,\xi,\eta) + \chi_{Z^x}(j) B_{j,m,n}(x,\xi,\eta). \]

**Case 1.** \( m > |n| + C(\gamma). \)

Applying Taylor series, we have

\begin{equation}
-\frac{1}{\frac{\xi}{2\gamma} + \frac{\eta}{2\gamma} \gamma'_x(t)} = -\frac{1}{2^m} \sum_{l=0}^{\infty} \frac{1}{2^{(m-n)}} \left( \frac{\eta}{2^{n+j}} \gamma'_x(t) \right)^l \left( \frac{\gamma'_x(t)}{2^{-j}} \right)^l,
\end{equation}

and

\begin{equation}
\frac{1}{\frac{\xi}{2\gamma} + \frac{\eta}{2\gamma} \gamma'_x(t)^2} = \frac{1}{2^m} \sum_{l=0}^{\infty} \frac{1}{2^{(m-n)}} \left( \frac{\eta}{2^{n+j+k}} \gamma'_x(t) \right)^l \left( \frac{\gamma'_x(t)}{2^{-j}} \right)^l.
\end{equation}
\[
\frac{n}{2m} \gamma_2'(\frac{1}{2m}) = \frac{1}{2m} \frac{1}{2m} \sum_{i=1}^{\infty} \left( \frac{\gamma_2'(\frac{1}{2m})}{2l(m-n)} \right)^l \left( \frac{\gamma_2'(\frac{1}{2m})}{2l} \right)^l.
\]

Deduce that

(159) \quad A_{j,m,n} = \sum_{l \in \mathbb{N}} A_{j,m,n,l} \quad \text{and} \quad B_{j,m,n} = \sum_{l \in \mathbb{N}^*} B_{j,m,n,l},

with

(160) \quad A_{j,m,n,l}(x, \xi, \eta), B_{j,m,n,l}(x, \xi, \eta) \approx \frac{1}{2m} \frac{1}{2l(m-n)} \left( \int_{\mathbb{R}} e^{-i\frac{\xi}{2l} t} e^{i\eta \gamma_2(\frac{1}{2l})} \rho_j(x, t) \, dt \right) \times \tilde{\phi}_{-(l+1)} \left( \frac{\xi}{2m+j} \right) \sum_{k \in \mathbb{Z}} \phi_l \left( \frac{\gamma_2'(2^{-j})}{2n+j-k} \right) \phi_l \left( \frac{\eta}{2k} \right)

where, recalling (65) and assuming \( \chi_{2^j}(\cdot) \neq 0 \), we have

- \( \rho_{j,l}(x, t) := \begin{cases} -i \rho'(t) (q_j(x, t))^l & \text{for } A_{j,m,n,l}, \\ -i \rho(t) q'_j(x, t) (q_j(x, t))^l & \text{for } B_{j,m,n,l}. \end{cases} \)

- from the first item and the properties of \( \gamma \), we deduce that \( \rho_{j,l}(x, \cdot) \) is smooth and compactly supported in \( t \) in the same region as the original function \( \rho(\cdot) \), and is an \( L^\infty \)-function in \( x \) with

\[
\| \rho_{j,l}(x, t) \|_{L^\infty C^l_x} \lesssim (C_\gamma)^l,
\]

for some suitable \( C_\gamma > 0 \) depending only on \( \gamma \).

- \( \phi_l, \tilde{\phi}_l \) smooth, compactly supported away from the origin and \( \| \phi_l \|_{C^\alpha}, \| \tilde{\phi}_l \|_{C^\alpha} \lesssim \alpha! |l|^{\alpha} |C|^l \) for some absolute constant \( C \in \mathbb{R} \).

Inspecting (159) and (160) it is clear that in order to prove (151) for \( \mathcal{H}^{\Gamma, \Delta}_F \), it is enough to show the \( L^p \)-boundedness of the operator whose multiplier is of the form \( \sum_{j \in \mathbb{Z}} A_{j,m,n,0} \) for fixed \( m, n \) with \( m > |n| + C(\gamma) \) with the formula for \( A_{j,m,n,0} \) as described by (160).

In light of the above discussion, fixing \( l \in \mathbb{N} \) and dropping for notational simplicity the sub-index \( l \) (since we anyhow get a fast decay in the parameter \( l \)), we can assume wlog that the multiplier

\[
m_{m,n}(x, \xi, \eta) = \sum_{j \in \mathbb{Z}} m_{j,m,n}(x, \xi, \eta),
\]

is given by the expression

(161) \quad m_{m,n}(x, \xi, \eta) = \frac{1}{2m} \sum_{j \in \mathbb{Z}} \chi_{2^j}(j) \left( \int_{\mathbb{R}} e^{-i\frac{\xi}{2m+j} t} e^{i\eta \gamma_2(\frac{1}{2m+j})} \rho_j(x, t) \, dt \right) \phi \left( \frac{\xi}{2m+j} \right) \phi \left( \frac{\eta}{2k} \right).

Notice that \( m^{\Gamma, \Delta}(x, \xi, \eta) = \sum_{(m,n) \in \mathbb{Z}^2 \setminus (\mathbb{Z}_-)^2} m_{m,n}(x, \xi, \eta) \).

With these, we have the following
Proposition 28. With the previous notations and conventions, let
\[T_{m,n} f(x,y) = T_{m,n} f(x,y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi,\eta) m_{m,n}(x,\xi,\eta) d(\xi,\eta),\]
where here \(m_{m,n}\) is given by (161).

Recalling (150), we have that for any \(1 < p < \infty\) the following holds:
\[
\|T_{m,n} f\|_p \lesssim \gamma, p \max\{m,n\} \|f\|_p,
\]
where here we set \(n_+ = \max\{n,1\}\).

Observation 29. Notice that relation (163) immediately implies our Theorem 27. The proof of (163) will be performed in two stages: the first inequality is detailed immediately below while the second one becomes the content of Lemma 30 afterwards.

Proof. As before, we prefer to dualize our expression and thus define
\[
\Lambda_{m,n}(f,g) := \int_{\mathbb{R}^2} T_{m,n} f(x,y) g(x,y) \, dx \, dy
\]
\[
= \frac{1}{2^{m}} \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}} \int_{\mathbb{R}^2} \phi_{j,k,n}(x) (f \ast_x \tilde{\phi}_{j+m} \ast_y \tilde{\phi}_k) (x - \frac{t}{2^j}, y + \gamma_x \frac{t}{2^j})
\]
\[
\times (g \ast_y \tilde{\phi}_k)(x,y) \rho_j(x,t) \, dx \, dy \, dt,
\]
where above we used the previous notations and conventions (see Section 3).

Using again Cauchy-Schwarz and Hölder we have
\[
|\Lambda_{m,n}(f,g)| \leq \frac{1}{2^{m}} \left( \int_{\mathbb{R}^2} \left( \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^2} \phi_{j,k,n}(x) |(g \ast_y \tilde{\phi}_k)(x,y)|^2 \right)^{\frac{p'}{2}} \, dx \, dy \right)^\frac{1}{p'} \times
\]
\[
\int_{\mathbb{R}} \left( \int_{\mathbb{R}^2} \left( \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^2} \phi_{j,k,n}(x) |(f \ast_x \tilde{\phi}_{j+m} \ast_y \tilde{\phi}_k) (x - \frac{t}{2^j}, y + \gamma_x \frac{t}{2^j})|^2 |\rho_j(x,t)|^2 \right)^{\frac{p'}{2}} \, dx \, dy \right)^\frac{1}{p'} \, dt.
\]
Now the first expression is easy to treat. Indeed, we only need to notice that
\[ \left\| \sup_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \phi_{\gamma, j, k, n}(x) \right\|_{L^\infty_x(\mathbb{R})} \lesssim \gamma \]
and hence, using standard Littlewood-Paley, to conclude
\[
\left( \int_{\mathbb{R}^2} \left( \sum_{j \in \mathbb{Z}} \phi_{\gamma, j, k, n}(x) \right)^{\frac{\nu}{2}} \right)^{\frac{2}{\nu}} dx dy \lesssim \gamma \left( \int_{\mathbb{R}^2} \left( \sum_{k \in \mathbb{Z}} |(g \ast y \check{\phi}_k)(x, y)|^2 \right)^{\frac{\nu'}{2}} dx dy \right)^{\frac{2}{\nu'}} \lesssim \|g\|_{p'}^{p'}.
\]

For the second term we first notice that
\[ \left\| \sup_{j \in \mathbb{Z}} \chi_{\mathbb{Z}^c}(j) |\rho_j(x, t)| \right\|_{L^\infty_x L^1_t} \lesssim \gamma. \]
Once at this point, our proof follows by appealing to the lemma below. \(\square\)

**Lemma 30.** Let \( m, n \in \mathbb{N} \) and \( 1 < p < \infty \). Then, for any \( \frac{1}{10} \leq |t| \leq 10 \), one has that the following inequality holds uniformly in \( t \):
\[
\left( \sum_{j \in \mathbb{Z}} \phi_{\gamma, j, k, n}(x) \left( (f \ast x \check{\phi}_j + m \ast y \check{\phi}_k)(x - \frac{t}{2^j}, y + \gamma x(\frac{t}{2^j})) \right)^2 \right)^{\frac{1}{2}} \lesssim \gamma \left( \sum_{k \in \mathbb{Z}} |(g \ast y \check{\phi}_k)(x, y)|^2 \right)^{\frac{1}{2}} \lesssim \|f\|_p.
\]

**Proof.** In what follows we will make use in an essential way of the result below appearing previously in various, slightly different forms in the math literature. The proof of the precise form displayed below, can be found in [66] - see Lemma 3 therein:

**Lemma 31.** ([66]) Let \( l \in \mathbb{Z} \). We define the \( l \)-shifted square function by
\[
S_l h(x) = \left( \sum_{j \in \mathbb{Z}} \left| (h \ast \check{\phi}_j)(x - \frac{l}{2^j}) \right|^2 \right)^{\frac{1}{2}},
\]
where here \( h \) is a one-variable function and the meaning of \( \phi_j \) is the same as before.

Then one has
\[
\|S_l h\|_p \lesssim \log(|l| + 1) \|h\|_p.
\]

In light of the above quoted result, we can now provide a heuristic for our claim (165). Indeed one should think that
\[
\left( \sum_{j \in \mathbb{Z}} \phi_{\gamma, j, k, n}(x) \left( (f \ast x \check{\phi}_j + m \ast y \check{\phi}_k)(x - \frac{t}{2^j}, y + \gamma x(\frac{t}{2^j})) \right)^2 \right)^{\frac{1}{2}} \lesssim \gamma \left( \sum_{k \in \mathbb{Z}} |(g \ast y \check{\phi}_k)(x, y)|^2 \right)^{\frac{1}{2}} \lesssim \|g\|_{p'}^{p'}.
\]
\[
\bigg( \sum_{j \in \mathbb{Z}} \bigg| \big( f * \phi_{j+m} \big) \big( x - \frac{2^m}{2^j+m} y + \frac{2^n}{2^j} \big)^2 \bigg| \bigg)^{\frac{1}{2}} \bigg|_{L^p}
\]
which, if we believe a vector valued inequality variant of (167), is further bounded from above by

\[
n_+ \bigg( \sum_{j \in \mathbb{Z}} \bigg| \big( f * \phi_{j+m} \big) \big( x - \frac{2^m}{2^j+m} y \big)^2 \bigg| \bigg)^{\frac{1}{2}} \bigg|_{L^p} \lesssim n_+ m \| f \|_p.
\]

Now, in order to rigorously complete our proof, we must show that the following holds:

**Claim.** Let \( 1 < p < \infty \) and \( \{ h_j \}_{j \in \mathbb{Z}} \subset L^p(\mathbb{R}) \). Then, with the above notations, one has uniformly for \( \frac{1}{10} \leq |t| \leq 10 \) and \( x \in \mathbb{R} \) that

\[
\bigg( \sum_{j \in \mathbb{Z}} \bigg| \big( h_j * \phi_{j+m} \big) \big( y + \gamma x (\frac{t}{2^j}) \big)^2 \bigg| \bigg)^{\frac{1}{2}} \bigg|_{L^p} \lesssim_{p, \gamma} n_+ \bigg( \sum_{j \in \mathbb{Z}} |h_j(y)|^2 \bigg)^{\frac{1}{2}} \bigg|_{L^p}.
\]

In order to prove our claim we appeal to a standard vector valued result that appears in several forms in the math literature - and whose most convenient form for us is given by Theorem 1.1. in [34]. Embracing for simplicity the notations from [34], we will now verify the hypothesis in the corresponding theorem.

Firstly, in our setting, the space of homogenous type \((\mathcal{H}, d, \mu)\) stands for \(\mathbb{R}\) with the standard induced metric and Lebesgue measure. The Banach spaces \(B_1, B_2\) correspond in our situation to the (isomorphic) Hilbert spaces \(l^2(\mathbb{Z})\) and \(l^2(\mathbb{Z}^2)\) respectively. Next, we consider a vector valued kernel \(\mathcal{K}\) defined on \(\mathbb{R} \times \mathbb{R}\) and such that \(\mathcal{K}(y, s)\) is an element of \(L(l^2(\mathbb{Z}), l^2(\mathbb{Z}^2))\) - the space of all bounded linear operators from \(l^2(\mathbb{Z})\) to \(l^2(\mathbb{Z}^2)\) - and given in our context by

\[
\mathcal{K}(y, s)(\{a_j\}_{j \in \mathbb{Z}}) := \left\{ a_j \phi_{\gamma,j,k,n}(x) \phi_{k} (y + \gamma x \left(\frac{t}{2^j}\right)) \right\}_{j \in \mathbb{Z}},
\]
where here \(x, t\) are fixed real parameters with \(\frac{1}{10} \leq |t| \leq 10\).

Given \(y \in \mathbb{R}\), we set now

\[
\mathcal{T}(F)(y) := \int_{\mathbb{R}} \mathcal{K}(y, s)(F(s)) \, ds
\]
and notice that this is a well defined element of \(l^2(\mathbb{Z}^2)\) for any \(F \in L^\infty(\mathbb{R}, l^2(\mathbb{Z}))\).
We state now the desired vector-valued result that we want to appeal to:

**Theorem ([34])**. Assume that the operator $\tilde{T}$ defined in (169), (170) is a bounded linear operator from $L^r(\mathbb{R}, l^2(\mathbb{Z}))$ to $L^r(\mathbb{R}, l^2(\mathbb{Z}))$ for some $r \in (1, \infty)$ with norm $A_r > 0$. Assume that $\tilde{K}$ satisfies Hörmander’s condition

$$\int_{|y-s|>2|z-s|} \|\tilde{K}(y,s) - \tilde{K}(z,s)\|_{l^2(\mathbb{Z})} dy \leq C_{\tilde{K}},$$

for some constant $C_{\tilde{K}} > 0$.

Then, for any $1 < p < \infty$, $\tilde{T}$ can be extended to an $L^p$-bounded operator, that is

$$\|\tilde{T}(F)\|_{L^p(\mathbb{R}, l^2(\mathbb{Z}))} \leq C_p(C_{\tilde{K}} + A_r) \|F\|_{L^p(\mathbb{R}, l^2(\mathbb{Z}))},$$

where here $C_p$ is a positive constant depending only on $p$.

Deduce now that (168) follows from the above theorem once we prove uniformly in $x, t$ that

- $\tilde{T}$ is an $L^2$-bounded operator (thus $r = 2$) with $A_r \approx 1$, that is

$$\|\tilde{T}(F)\|_{L^2(\mathbb{R}, l^2(\mathbb{Z}))} \lesssim \|F\|_{L^2(\mathbb{R}, l^2(\mathbb{Z}))}.$$

- in (171) one has

$$C_{\tilde{K}} \lesssim n_+.$$

Now the first item is straightforward from Parseval since

$$\|\tilde{T}(F)\|_{L^2(\mathbb{R}, l^2(\mathbb{Z}))} = \int_{\mathbb{R}} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \phi_{j,k,n}(x) \left| \left( h_j * y \phi_k \right) \left( y + \gamma_x \left( \frac{t}{2j} \right) \right) \right|^2 dy$$

$$\lesssim \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}} \sum_{k \in \mathbb{Z}} \left| \left( h_j * y \phi_k \right) (y) \right|^2 dy \lesssim \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}} \left| h_j(y) \right|^2 dy = \|F\|_{L^2(\mathbb{R}, l^2(\mathbb{Z}))}.$$

We pass now to the proof of (174). In what follows we only discuss the case $n \in \mathbb{N}$ since if $n \in \mathbb{Z}_-$ the reasonings below become much easier.

Based on the translation invariant property of our kernel $\tilde{K}$, we have that the estimate of the LHS of (171) follows from

$$\int_{|y|>2|z|} \|\tilde{K}(y,0) - \tilde{K}(y,z)\|_{l^2(\mathbb{Z})} dy$$

$$= \int_{|y|>2|z|} \left( \sup_{\|\{a_j\}\|_{l^2(\mathbb{Z})} \leq 1} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \left| a_j \right|^2 \left| \phi_{j,k,n}(x) \right|^2 \left| \phi_k(y + \gamma_x \left( \frac{t}{2j} \right)) - \phi_k(y - z + \gamma_x \left( \frac{t}{2j} \right)) \right|^2 \right)^{\frac{1}{2}} dy$$

$$\leq \int_{|y|>2|z|} \left( \sup_{\|\{a_j\}\|_{l^2(\mathbb{Z})} \leq 1} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \left| \phi_{j,k,n}(x) \right| \left| \phi_k(y + \gamma_x \left( \frac{t}{2j} \right)) - \phi_k(y - z + \gamma_x \left( \frac{t}{2j} \right)) \right| \right) dy.$$
where $k_0$.

For the first term we use the decay of $\tilde{\phi}$

$$\left(2^k |\tilde{\phi}(2^k y + \frac{2^k \gamma_j(2^{-j})}{2^j} Q_j(x,t)) - \tilde{\phi}(2^k (y - z) + \frac{2^k \gamma_j(2^{-j})}{2^j} Q_j(x,t))| \right) dy,$$

Next, based on property (65) of $\gamma$, we record that

$$|Q_j(x,t)| \leq C_1(\gamma),$$

for some $C_1(\gamma) > 0$.

The last integral term can be further decomposed in

$$= \int_{|y|>2|z|} \left( \sup_{j \in \mathbb{Z}} \sum_{k > k_0} (\ldots) \right) + \int_{|y|>2|z|} \left( \sup_{j \in \mathbb{Z}} \sum_{k \leq k_0} (\ldots) \right)
+ \int_{|y|>2|z|} \left( \sup_{j \in \mathbb{Z}} \sum_{k < k_1} (\ldots) \right) =: S_0 + S_1 + S_2,$$

where $k_1 \leq k_0 \in \mathbb{Z}$ depend solely on $z$, $n$ and $\gamma$, and are given by

$$2^{n+10} C_1(\gamma) < 2^{k_0} |z| \leq 2^{n+11} C_1(\gamma) \quad \text{and} \quad k_1 = k_0 - n.$$  

For the first term we use the decay of $\tilde{\phi}$ to deduce

$$S_0 \leq \int_{|y|>2|z|} \left( \sum_{k > k_0} \frac{2^k}{2^k (|y| - |z|) - C_1(\gamma) 2^{n+5} k^4} \right) dy$$

$$\lesssim \sum_{k > k_0} \int_{|y|>2|z|} \frac{2^k dy}{2^k |y|^4} \lesssim \sum_{k > k_0} \frac{2^k}{(2^k |z|)^3} \lesssim \frac{1}{(2^{k_0} |z|)^3} \lesssim \frac{1}{2^3 n}.$$  

For the last term we apply the mean value theorem

$$S_2 \leq \int_{|y|>2|z|} \left( \sup_{j \in \mathbb{Z}} \sum_{k \leq k_1} |\phi(2^k \frac{\gamma_j(2^{-j})}{2^j} Q_j(x,t))| \chi_{Z^c(j)} \right.$$

$$\left. \times \left(2^k |\tilde{\phi}^'(2^k y + s2^k z + \frac{2^k \gamma_j(2^{-j})}{2^j} Q_j(x,t))| ds \right) \right) dy$$

$$\leq \sum_{k \leq k_1} \sup_{j \in \mathbb{Z}} \left(|\phi(2^k \frac{\gamma_j(2^{-j})}{2^j} Q_j(x,t))| \chi_{Z^c(j)} \times \right.$$

$$\left. \left(2^k |\tilde{\phi}^'(2^k y + s2^k z + \frac{2^k \gamma_j(2^{-j})}{2^j} Q_j(x,t))| dy ds \right) \right)$$

$$\lesssim \gamma \sum_{k \leq k_1} 2^k |z| \leq 2^k |z| \lesssim (177) \cdot 1.$$  

33 Recall that $x$, $t$ are fixed real parameters with $|t| \approx 1.$
Finally, for the middle term, we have
\[ S_1 \lesssim \int \left( \sup_{j \in \mathbb{Z}} \sum_{k=k_1}^{k_0} |\phi(2^k \gamma_x^{(2-j)}(2^{-j})\chi_{Z^c(j)}(x) \times \right. \\
\left. \left( 2^k |\tilde{\phi}(2^k y + \frac{2^k \gamma_x^{(2-j)}(2^{-j})}{2j} Q_j(x, t))| + |\tilde{\phi}(2^k (y - z) + \frac{2^k \gamma_x^{(2-j)}(2^{-j})}{2j} Q_j(x, t))| \right) \right) dy \]
\[ \lesssim \sum_{k=k_1}^{k_0} \int_{\mathbb{R}} \left( \sum_{j \in \mathbb{Z}} |\phi(2^k \gamma_x^{(2-j)}(2^{-j})\chi_{Z^c(j)}(x) \times \right. \\
\left. \left( 2^k |\tilde{\phi}(2^k y + \frac{2^k \gamma_x^{(2-j)}(2^{-j})}{2j} Q_j(x, t))| \right) \right) dy \]
\[ \lesssim_{\gamma} n. \]

With these, our claim (168) is verified. This ends the proof of Lemma 30. □

**Case 2.** \( n > |m| + C(\gamma) \)

In this situation, our estimates for the terms defined in (155) and (156) change in the obvious fashion. Indeed, applying Taylor series (again only for large values of \( |j| \)), one has
\[ \frac{1}{-\frac{\xi}{2j} + \frac{\eta}{2j} \gamma_x^{(2-j)}(\frac{1}{2j})} = \frac{1}{2^n} \frac{1}{\frac{\eta}{2n+\gamma} \gamma_x^{(\frac{1}{2})}} \sum_{l=0}^{\infty} \frac{1}{2^{l(n-m)}} \left( \frac{\xi}{2l+\gamma} \gamma_x^{(\frac{1}{2})} \right)^l \left( \frac{\gamma_x^{(\frac{1}{2})}}{\gamma_x^{(\frac{1}{2})}} \right)^l, \]
and
\[ \frac{\eta}{2j} \gamma_x^{(\frac{1}{2})} \left( -\frac{\xi}{2j} + \frac{\eta}{2j} \gamma_x^{(\frac{1}{2})} \right)^2 = \frac{1}{2^n} \frac{1}{\frac{\eta}{2n+\gamma} \gamma_x^{(\frac{1}{2})}} \sum_{l=1}^{\infty} \frac{l}{2^{l(n-m)}} \left( \frac{\xi}{2l+\gamma} \gamma_x^{(\frac{1}{2})} \right)^l \left( \frac{\gamma_x^{(\frac{1}{2})}}{\gamma_x^{(\frac{1}{2})}} \right). \]

From here on, one can apply similar methods with the one described at Case 1. We leave further details to the interested reader.

### 5.3. The diagonal, stationary phase case: \( m_j^{H\Delta} \) - main term

This is the central case of our Main Theorem, part (I), due to the presence of the stationary points within the phase appearing in the definition of our multiplier \( m_j^{H\Delta} \).

We will split our section in two subsections:
- the first one addresses the statements of the theorems treating our main terms. Proving these theorems will be our focus for the next four sections.
- the second one describes the analysis/properties of our main multiplier \( m_j^{H\Delta} \).
5.3.1. Stating the key results for the main terms. Based on Theorems 17, 20 and 27, we see that our Main Theorem, part (I), is a direct consequence of the following

**Theorem 32.** Let

\[(180)\]  
\[M_{\Gamma}^{H\Delta}(f)(x,y) := \sup_{j \in \mathbb{Z}} \left| \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m_j^{H\Delta}(x, \xi, \eta) d(\xi, \eta) \right|\]

and

\[(181)\]  
\[H_{\Gamma}^{H\Delta}(f)(x,y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m_j^{H\Delta}(x, \xi, \eta) d(\xi, \eta) .\]

Then, for any \(1 < p < \infty\), we have that

\[(182)\]  
\[\|M_{\Gamma}^{H\Delta}(f)\|_p, \|H_{\Gamma}^{H\Delta}(f)\|_p \lesssim_{\gamma,p} \|f\|_p .\]

Further on, our Theorem 32 will be a direct consequence of Theorems 33 and 34 below. Now, in order to be able to state these last results, we will need to introduce several notations.

We start by recalling the definition of \(m_j^{H\Delta}\) in (108). Since \(\Delta = \{(n,m) \in \mathbb{Z}^2 : n, m \geq 0, |n - m| \leq C(\gamma)\}\), for notational simplicity, we will assume from now on wlog that

\[(183)\]  
\[m_j^{H\Delta} = \sum_{m \in \mathbb{N}} m_{j,m},\]

where here, recalling (103), we set for notational simplicity

\[(184)\]  
\[m_{j,m} := m_{j,m,m}.\]

Let now

\[(185)\]  
\[L_{\Gamma,j,k,m} f(x,y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m_{j,m,m,k}(x, \xi, \eta) d(\xi, \eta) ,\]

and

\[(186)\]  
\[L_{\Gamma,j,m} f(x,y) := \sum_{k \in \mathbb{Z}} L_{\Gamma,j,k,m} f(x,y) .\]

**Theorem 33.** [The \(L^2\)-case] Set

\[(187)\]  
\[M_{\Gamma,m}(f)(x,y) := \sup_{j \in \mathbb{Z}} \left| \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) m_{j,m}(x, \xi, \eta) d(\xi, \eta) \right|\]

and

\[(188)\]  
\[H_{\Gamma,m}(f)(x,y) := \int_{\mathbb{R}^2} e^{i\xi x + i\eta y} \hat{f}(\xi, \eta) \left( \sum_{j \in \mathbb{Z}} m_{j,m}(x, \xi, \eta) \right) d(\xi, \eta) .\]
We then have that there exists $\epsilon = \epsilon(\bar{\epsilon}) > 0$ such that
\begin{equation}
\|M_{\Gamma,m}(f)\|_2, \|H_{\Gamma,m}(f)\|_2 \lesssim_{\gamma} \left( \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}} |L_{\Gamma,j,k,m} f|^2 \right)^{\frac{1}{2}} \lesssim_{\gamma} 2^{-\epsilon m} \|f\|_2.
\end{equation}

**Theorem 34.** (The $L^p$-case) With the previous notations, we have
\begin{equation}
\|M_{\Gamma,m}(f)\|_p, \|H_{\Gamma,m}(f)\|_p \lesssim_{\gamma,p} \left( \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}} |L_{\Gamma,j,k,m} f|^2 \right)^{\frac{1}{p}} \lesssim_{\gamma,p} m^2 \|f\|_p.
\end{equation}

5.3.2. Analysis of $m_{j,m}$: key properties. Our approach will be based on a delicate analysis of our multiplier. The first part of our analysis goes in parallel with the corresponding analysis made in [64]. For this reason we will only outline our approach and invite the interested reader to consult for more details the corresponding steps from [64].

Assume throughout the section that
\begin{equation}
m_{j,m}(x, \xi, \eta) \neq 0.
\end{equation}

After a careful analysis of the multiplier’s phase
\begin{equation}
\varphi_{x,\xi,\eta,j}(t) := -\frac{\xi}{2^j} t + \eta \gamma_x(t)\frac{t}{2^j},
\end{equation}
based on the properties of $\gamma$ and following similar reasonings with the ones in [64], we claim that the following hold:

- for $x, \xi, \eta, j \in \mathbb{Z}^x$ fixed, there exists exactly one critical point
\begin{equation}
t_{c,x} = t_c(x, \xi, \eta, j) \in J := [2^{-k(\gamma)}, 2^{k(\gamma)}]
\end{equation}
with $k(\gamma) \in \mathbb{N}$ depending only on $\gamma$ such that
\begin{equation}
\varphi'_{x,\xi,\eta,j}(t_{c,x}) = -\frac{\xi}{2^j} + \frac{\eta}{2^j} \gamma_x'\left(\frac{t_{c,x}}{2^j}\right) = 0.
\end{equation}

Also,
\begin{equation}
t_{c,x} = 2^j \left( \gamma'_x(2^{-j}) \right)^{-1} \left( \frac{\xi}{\eta} \right) \text{ with } |\gamma'_x(2^{-j})| \approx_{\gamma} \left| \frac{\xi}{\eta} \right|;
\end{equation}

Moreover, one can uniquely extend the functions $q_j(x, \cdot)$ and $r_j(x, \cdot)$ on the interval $[2^{-k(\gamma)}, 2^{k(\gamma)}]$. Then, one can rewrite (195) as
\begin{equation}
q_j(x, t_{c,x}) = \frac{\xi}{\gamma'_x(2^{-j}) \eta} \iff r_j(x, \frac{\xi}{\gamma'_x(2^{-j}) \eta}) = t_{c,x}.
\end{equation}

\footnote{Recall our hypothesis (68).}
• based on (65), we have that
\[ \varphi_{x,\xi,j}(t) = \frac{\eta \gamma_x'(2^{-j})}{2^j} \times q_j'(x,t), \]
and hence, using (67), we further deduce that
\[ |\varphi_{x,\xi,j}(t)| \gtrsim \gamma 2^m \quad \forall (x, \xi, \eta) \in \text{supp } m_{j,m}. \]

• consider wlog \( t > 0; \) also we let \( \vartheta, \tilde{\vartheta} \in C^\infty_0(\mathbb{R}) \) such that \( \text{supp } \vartheta \subseteq \left[-10, 10\right], \text{supp } \tilde{\vartheta} \subseteq \{ t | \frac{1}{100} < |t| < 100 \} \) and
\[ 1 = \vartheta(t) + \sum_{\kappa \in \mathbb{N}} \tilde{\vartheta}(2^{-\kappa} t) \quad \forall t \in \mathbb{R}. \]

Recalling (105), we write now
\[ m_{j,m}(x,\xi,\eta) = \chi_{\mathbb{Z}^+}(j) A_{j,m}(x,\xi,\eta) + \sum_{\kappa=0}^{\infty} \chi_{\mathbb{Z}^+}(j) B_{j,m}^\kappa(x,\xi,\eta), \]
where
\[
A_{j,m}(x,\xi,\eta) := \left( \int_{\mathbb{R}} \vartheta \left( \frac{2^m}{2^m} (s - \frac{\xi}{\gamma_x'(2^{-j}) \eta}) \right) e^{i \varphi_{x,\xi,j}(r_j(x,s)) \rho(r_j(x,s)) r_j'(x,s) ds} \right) \times \phi \left( \frac{\xi}{2^{m+j}} \right) \vartheta \left( \frac{\gamma_x'(2^{-j})}{2^{m+j}} \right), \]
and
\[
B_{j,m}^\kappa(x,\xi,\eta) := \left( \int_{\mathbb{R}} \tilde{\vartheta} \left( \frac{2^m}{2^m} (s - \frac{\xi}{\gamma_x'(2^{-j}) \eta}) \right) e^{i \varphi_{x,\xi,j}(r_j(x,s)) \rho(r_j(x,s)) r_j'(x,s) ds} \right) \times \phi \left( \frac{\xi}{2^{m+j}} \right) \vartheta \left( \frac{\gamma_x'(2^{-j})}{2^{m+j}} \right). \]

• there exist the functions \( \{ \zeta_\kappa \}_{\kappa \geq 0} \) with the properties
\[ \zeta_\kappa : \left[ \frac{1}{10}, 10 \right] \times \left[ \frac{1}{10}, 10 \right] \rightarrow \mathbb{R} \quad \text{with} \quad \| \zeta_\kappa (\cdot, \cdot) \|_{C^1} \lesssim \gamma 2^{-\kappa} \]
such that
\[ m_{j,m,m}(x,\xi,\eta) = \chi_{\mathbb{Z}^+}(j) \times \sum_{\kappa \geq 0} 2^{-\kappa} e^{i \varphi_{x,\xi,j}(r_c,x)} \zeta_\kappa \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma_x'(2^{-j})}{2^{m+j}} \right) \phi \left( \frac{\xi}{2^{m+j}} \right) \vartheta \left( \frac{\gamma_x'(2^{-j})}{2^{m+j}} \right), \]
Observation 35. 1) Strictly speaking, each of the above functions $\zeta_\kappa$ is in fact depending on $j, m$. However we have chosen not to write this explicit dependence, since the norm $\|\zeta_\kappa\|_{C^1}$ is independent of the parameters $j$ and $m$.

2) Based on (184), (201) and (202), we can assume wlog that

$$m_{j,m}(x, \xi, \eta) = \chi_{\mathbb{Z}^2}(j) \times$$

$$2^{-\frac{m}{2}} e^{i \varphi_{x,\xi,\eta,j}(t_c,s)} \zeta \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma_x(2^{-j})}{2^{m+j}} \right) \phi \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma_x'(2^{-j})}{2^{m+j}} \right),$$

where here we set $\zeta := \zeta_0$.

6. Main Term for (I) - The $L^2$-Decay Bound

The core of this section will be to show that that there exists $\epsilon > 0$ depending on $\bar{\epsilon}$ as displayed in (68), such that

$$\| L_{\Gamma, j,m}(f) \|_{L^2(\mathbb{R}^2)} \lesssim \gamma 2^{-\epsilon m} \| f \|_{L^2(\mathbb{R}^2)}.$$

Observation 36. Recall (65), (193) and Observation 12; setting

$$R_j(x, s) := s r_j(x, s) - Q_j(x, r_j(x, s)) \quad \forall \ s \in J,$$

then for any $\xi, \eta \in I$ with $\frac{\xi}{\gamma_x(2^{-j}) \eta} \in J$ we have

$$\varphi_{x, \xi, \eta, j}(t_c, s) = - \frac{\gamma_x'(2^{-j})}{2^j} \eta R_j(x, \frac{\xi}{\gamma_x'(2^{-j}) \eta}).$$

Now, from (203) and the above observation, we need to estimate the $L^2$ bound of

$$L_{\Gamma, j,m}(f)(x, y) = 2^{-\frac{m}{2}} \chi_{\mathbb{Z}^2}(j) \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) e^{-i \frac{\gamma_x'(2^{-j})}{2^j} \eta R_j(x, \frac{\xi}{\gamma_x'(2^{-j}) \eta})}$$

$$e^{ix} e^{i \eta y} \zeta \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma_x(2^{-j})}{2^{m+j}} \right) \phi \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma_x'(2^{-j})}{2^{m+j}} \right) d\xi d\eta$$

Recall now (105) and the properties of the function $\phi$, in particular that $\text{supp } \phi \subset \{ \frac{1}{4} < |x| < 4 \}$; we decompose\(^{35}\)

$$\phi(\frac{\gamma_x'(2^{-j})}{2^{m+j-k}}) = \sum_{p_1=2^m}^{2^{m+1}} \phi(\frac{\gamma_x'(2^{-j})}{2^{m+j-k}} - p_1).$$

Write now

$$\frac{\gamma_x'(2^{-j})}{2^j} \eta R_j(x, \frac{\xi}{\gamma_x'(2^{-j}) \eta}) = \frac{\gamma_x'(2^{-j})}{2^{j-k}} \eta \frac{\xi}{2^{m+j-k}} - \frac{\gamma_x'(2^{-j})}{2^{m+j-k}} \eta \frac{\xi}{2^{m+j-k}}.$$

\(^{35}\)For notational simplicity we will use the same function $\phi$ on both sides of equality (208).
and define
\[ \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}}(s) := -s \frac{\eta}{2^k} R_j \left( x, \frac{\xi}{2^{m+j}}, \frac{2^m s}{\eta} \right). \]

Assuming that \( \frac{\gamma'_f(2^{-j})}{2^j k} - p_1, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k} \in \text{supp} \phi \) and noticing that
\[ \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}} \left( \frac{\gamma'_f(2^{-j})}{2^j k} \right) - \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}}(p_1) = \]
\[ \int_0^1 \left( \frac{\gamma'_f(2^{-j})}{2^j k} - p_1 \right) \Psi'_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}} \left( \frac{\gamma'_f(2^{-j})}{2^j k} t + (1 - t) p_1 \right) dt, \]
with
\[ \left| \Psi'_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}}(s) \right| = \left| \frac{d}{ds} \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}}(s) \right| \lesssim \gamma 1, \]
we deduce that one can decompose our exponential phase into an absolutely convergent (Taylor) series
\[ i \left( \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}} \left( \frac{\gamma'_f(2^{-j})}{2^j k} \right) - \Psi_{x, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k}}(p_1) \right) = \sum_{l=0}^{\infty} \frac{i^l}{l!} \Psi_l \left( x, \frac{\gamma'_f(2^{-j})}{2^j k} - p_1, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k} \right), \]
with each \( \Psi_l(x, \cdot, \cdot, \cdot) \) being a smooth function (relative to the last three variables) with \( \| \Psi_l(x, \frac{\gamma'_f(2^{-j})}{2^j k} - p_1, \cdot, \cdot) \|_{C^{1+\left( \frac{1}{4^l}, 10^{-2} \right)}} \lesssim \gamma l^{1+} \) uniformly in the \( x \)-parameter.

As a consequence, based on (105) and (209), we deduce that
\[ (210) \]
\[ L_{\Gamma, j, m}(f)(x, y) = 2^{-\frac{m}{2}} \chi_\mathbb{Z}(j) \sum_{l \geq 0} \frac{i^l}{l!} \sum_{k \in \mathbb{Z}} \sum_{p_1 = 2^m} \phi \left( \frac{\gamma'_f(2^{-j})}{2^j k} - p_1 \right) \]
\[ \times \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) e^{-ip_1 \frac{\eta}{2^k}} R_j \left( x, \frac{\xi}{2^{m+j}}, \frac{2^m s}{\eta} \right) e^{i \frac{x}{\xi} \xi \phi \left( \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k} \right)} \]
\[ \times \zeta \left( \frac{\xi}{2^{m+j}}, \frac{\eta \gamma'_f(2^{-j})}{2^{m+j}} \right) \Psi_l \left( x, \frac{\gamma'_f(2^{-j})}{2^j k} - p_1, \frac{\xi}{2^{m+j}}, \frac{\eta}{2^k} \right) d\xi d\eta \]
Now due to absolute summability in the \( l \)-parameter, it is enough to treat only one term given say by the value \( l = 1 \) (or \( l = 0 \)) and hence, by abusing the notation (for simplicity) we will refer to \( L_{\Gamma, j, m}(f)(x, y) \) as given by the expression
\[ L_{\Gamma, j, m}(f)(x, y) = \sum_{k \in \mathbb{Z}} L_{\Gamma, j, k, m}(f)(x, y), \]
where
\[ (211) \]
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\[ L_{\Gamma,j,k,m}(f)(x, y) := 2^{-\frac{m}{2}} \chi_{\mathbb{Z}^m}(j) \sum_{p_1 = 2^m}^{2^{m+1}} \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) \times e^{-i p_1 \frac{\eta}{2^k} R_j \left( x \frac{\xi + j}{2^j} \right)} e^{i x \xi} e^{i y \eta} \Phi \left( x, \frac{\gamma_x'(2^{-j})}{2j-k} - p_1, \frac{\xi - \frac{\gamma_x'(2^{-j})}{2j-k}}{2^m}, \frac{\eta}{2^k} \right) \, d\xi \, d\eta, \]

with \( \Phi(x, \cdot, \cdot, \cdot) \) being a smooth compactly supported function, with \( \text{supp} \Phi(x, \cdot, \cdot, \cdot) \subset \{ \frac{1}{10} < |x| < 10 \}^3 \) and

\[ \| \Phi(x, \frac{\gamma_x'(2^{-j})}{2j-k} - p_1, \cdot, \cdot) \|_{C^2((\frac{1}{10}, 10)^2)} \lesssim \gamma \] all uniformly in the \( x \)-parameter. 36

Applying the Fourier transform in the \( y \)-variable we deduce:

\[ \hat{L}_{\Gamma,j,k,m}(f)(x, \eta) := 2^{-\frac{m}{2}} \chi_{\mathbb{Z}^m}(j) \times \]

\[ \sum_{p_1 = 2^m}^{2^{m+1}} \int_{\mathbb{R}} \hat{f}(\xi, \eta) \times e^{-i p_1 \frac{\eta}{2^k} R_j \left( x \frac{\xi + j}{2^j} \right)} e^{i x \xi} \Phi \left( x, \frac{\gamma_x'(2^{-j})}{2j-k} - p_1, \frac{\xi - \frac{\gamma_x'(2^{-j})}{2j-k}}{2^m}, \frac{\eta}{2^k} \right) \, d\xi. \]

It becomes now transparent from Parseval that providing \( L^2 \to L^2 \) bounds for the initial operator \( L_{\Gamma,j,m}f(x, y) \) is in fact equivalent with providing \( L^2 \to L^2 \) bounds for the operator \( \hat{L}_{\Gamma,j,k,m}f(x, \eta) \).

With all these being said, we will prove the following

**Theorem 37.** With the previous notations, there exists \( \epsilon = \epsilon(\bar{\epsilon}) > 0 \) such that the following holds:

\[ \| \hat{L}_{\Gamma,j,k,m} \|_{L^2(\mathbb{R}^2)} \lesssim_{\gamma} 2^{-cm} \| f \|_{L^2(\mathbb{R}^2)}. \]

**Proof.** Our proof is based on three key steps:

- firstly, an adequate discretization in the \( \xi \) and \( \eta \) variables whose main purpose is to localize the multiplier’s phase oscillation and allow a further decomposition into linearized wave-packets;
- a Gabor frame decomposition in both \( \xi \) and \( \eta \) of the function \( \hat{f} \) adapted to the previous discretization;
- a \( TT^* \) argument whose efficiency in applying non/stationary phase methods depends in a crucial fashion on the first two items above.

With these, we now initiate the algorithm described above:

**Step 1** The \( \xi \) and \( \eta \) discretization.

---

36 It is precisely this point that footnote 23 is addressing it by making the choice of \( \delta = 2 \); this is a harmless assumption as condition (58) would transfer in our case into \( \| \Phi(x, \frac{\gamma_x'(2^{-j})}{2j-k} - p_1, \cdot, \cdot) \|_{C^2((\frac{1}{10}, 10)^2)} \lesssim \gamma \), which is in fact all that we need for the proper summability of the bounds in (226).
Recalling the properties of the function $\phi$, we decompose\textsuperscript{37}

\begin{equation}
\phi \left( \frac{\xi}{2^m + j} \right) = \sum_{w=2^m}^{2^{m+1}} \phi \left( \frac{\xi}{2^j + \frac{w}{2^j}} - w \right),
\end{equation}

and

\begin{equation}
\phi \left( \frac{\eta}{2^k} \right) = \sum_{v=2^k}^{2^{k+1}} \phi \left( \frac{\eta}{2k - \frac{v}{2^k}} - v \right).
\end{equation}

Based on (208), (214) and (215), we have that

\begin{equation}
\hat{L}_{\Gamma,j,k,m}(f)(x,\eta) = 2^{-m} \chi_{\mathbb{Z}^2}(j) \sum_{p_1=2^m}^{2^{m+1}} \sum_{v,w=2^m}^{2^{m+1}} \phi \left( \frac{\eta}{2k - \frac{v}{2^k}} - v \right)\phi \left( \frac{\xi}{2^j + \frac{w}{2^j}} - w \right) \int_{\mathbb{R}} \hat{f}^i(x,\eta) e^{-i p_1 \frac{\xi}{2^j}} e^{i s \frac{\eta}{2^k}} d\xi.
\end{equation}

**Step 2** The adapted Gabor frame decomposition.

We first introduce the Gabor frame given by

\begin{equation}
\{ \phi_{l,s}^{w,v}(\xi,\eta) \}_{l,s \in \mathbb{Z}}^{w,v \in \{2^m,\ldots,2^{m+1}\}} := \left\{ \frac{1}{2^j + \frac{w}{2^j}} \phi \left( \frac{\xi}{2^j + \frac{w}{2^j}} - w \right), \frac{i}{2^j + \frac{w}{2^j}} e^{i \frac{\xi}{2^j + \frac{w}{2^j}}} \phi \left( \frac{\eta}{2k - \frac{v}{2^k}} - v \right), e^{i \frac{s}{2^k}} \phi \left( \frac{\xi}{2^j + \frac{w}{2^j}} - w \right) \phi \left( \frac{\eta}{2k - \frac{v}{2^k}} - v \right) \right\}_{l,s \in \mathbb{Z}}^{w,v \in \{2^m,\ldots,2^{m+1}\}}.
\end{equation}

We now decompose the function $\hat{f}(\xi,\eta)$ relative to the above Gabor system, i.e.

\begin{equation}
\hat{f}(\xi,\eta) \sim \sum_{l,s \in \mathbb{Z}}^{w,v \in \{2^m,\ldots,2^{m+1}\}} \langle \hat{f}, \phi_{l,s}^{w,v} \rangle \phi_{l,s}^{w,v}(\xi,\eta),
\end{equation}

and set

\begin{equation}
\mu^{w,v}(x, p_1, \xi, \eta) := \Phi \left( x, \frac{\gamma_{p_1}(2-j)}{2^j-k}, \frac{\xi}{2^j + \frac{w}{2^j}}, \frac{\eta}{2k - \frac{v}{2^k}} \right) \phi(\xi - w) \phi(\eta - v),
\end{equation}

\begin{equation}
\tilde{\mu}_{l,s}^{w,v}(x, p_1, \xi, \eta) := \frac{1}{2^{j+k}} e^{i \frac{\xi}{2^j + \frac{w}{2^j}}} e^{i \frac{s}{2^k}} \mu^{w,v}(x, p_1, \xi, \eta).
\end{equation}

\textsuperscript{37}For simplicity we maintain the same notation/function $\phi$ on both sides of the equalities below.
With these we rewrite (216) as
\[(221)\]
\[
\hat{L}_{\Gamma, j, k, m}(f)(x, \eta) = 2^{-m} \chi_{\mathbb{Z}^e}(j) \sum_{p_1=2^m}^{2m+1} \sum_{l, s \in \mathbb{Z}} \sum_{w, v \in \{2^m \ldots 2^{m+1}\}} \left< \hat{f}, \phi_{l, s}^{w, v} \right> \\
\times \left( \int_{\mathbb{R}} e^{-ip_1 \frac{\eta}{2^m} R_j(x, \frac{\xi}{p_1 \frac{2^m}{2^m}})} e^{ix \xi} \hat{\mu}_{l, s}^{w, v}(x, p_1, \xi, \eta) d\xi \right).
\]

**Step 3** The $TT^*$ argument.

\[(222)\]
\[
\|\hat{L}_{\Gamma, j, k, m}(f)\|_{L^2(\mathbb{R}^2)}^2 \approx 2^{-m} \sum_{p_1=2^m}^{2m+1} \sum_{l, s \in \mathbb{Z}} \sum_{w, v \in \{2^m \ldots 2^{m+1}\}} \int_{\mathbb{R}} \left< \hat{f}, \phi_{l, s}^{w, v} \right> \left< \hat{f}, \phi_{l, s}^{w_1, v_1} \right> \mu_{l, s, w}^{w_1, v_1}(j, p_1, v, x) dx,
\]
where in the last expression
\[(223)\]
\[
\mu_{l, s, w}^{w_1, v_1}(j, p_1, v, x) := \chi_{\mathbb{Z}^e}(j) \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \hat{\mu}_{l, s}^{w_1, v_1}(x, p_1, \xi, \eta) e^{-ip_1 \frac{\eta}{2^m} R_j(x, \frac{\xi}{p_1 \frac{2^m}{2^m}})} e^{ix \xi} d\xi \right)
\times \left( \int_{\mathbb{R}} \hat{\mu}_{l, s}^{w_1, v_1}(x, p_1, \xi_1, \eta) e^{-ip_1 \frac{\eta}{2^m} R_j(x, \frac{\xi_1}{p_1 \frac{2^m}{2^m}})} e^{ix \xi_1} d\xi_1 \right) d\eta.
\]

We rewrite (223) in the explicit form
\[(224)\]
\[
\mu_{l, s, w}^{w_1, v_1}(j, p_1, v, x) = \chi_{\mathbb{Z}^e}(j) \times \\
\frac{1}{2^{j+k}} \int_{\mathbb{R}^3} e^{-ip_1 \frac{\eta}{2^m} R_j(x, \frac{\xi}{p_1 \frac{2^m}{2^m}})} e^{ip_1 \frac{\eta}{2^m} R_j(x, \frac{\xi_1}{p_1 \frac{2^m}{2^m}})} e^{i x \xi} e^{-i x \xi_1} e^{i l \frac{\xi}{2^{j+k}}} e^{-i l_1 \frac{\xi_1}{2^{j+k}}} e^{i s \frac{\eta}{2^{j+k}}} e^{-i s_1 \frac{\eta}{2^{j+k}}} \mu_{l, s}^{w_1, v}(x, p_1, \frac{\xi}{2^j + \frac{1}{2}}, \frac{\eta}{2^{j+k}}) d\xi_1 d\xi d\eta.
\]

At this point, applying the change of variable $\xi \to 2^{j+\frac{m}{2}} \xi$, $\xi_1 \to 2^{j+\frac{m}{2}} \xi_1$ and $\eta \to 2^{k-\frac{m}{2}} \eta$, we notice that
\[(225)\]
Theorem 37.

Lemma 38. Our goal will be to prove the following

\[ K_{l,s,w}^{l_1,s_1,w_1}(j, p_1, v, x) = \]

\[ \chi_{Z^s}(j) \times 2^{j + \frac{m}{2}} \int_{\mathbb{R}^1} e^{-i \frac{2\pi}{2^{j-k}} \eta R_j(x, \frac{2 \mu}{2^{j-k} v})} \times \]

\[ e^{-i 2^{j + \frac{m}{2}} x \xi_1} e^{i l \xi} \theta_1 e^{i s \eta} e^{-i s_1 \eta} \mu^{w,v}(x, p_1, \xi, \eta) \mu^{w_1,v}(x, p_1, \xi_1, \eta) \, d\xi_1 \, d\xi \, d\eta. \]

Our goal will be to prove the following

**Lemma 38.** With the previous notations, we have

\[ |K_{l,s,w}^{l_1,s_1,w_1}(j, p_1, v, x)| \lesssim \gamma 2^{j + \frac{m}{2}} \chi_{Z^s}(j) \phi(\frac{\gamma_{x}(2^{-j})}{2^{j-k}} - p_1) \times \]

\[ \frac{1}{(l + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k} v}))^2 + 1} \times \frac{1}{(l_1 + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k} v}))^2 + 1} \times \frac{1}{(s - s_1 + 2^{j} Q_j(x, r_j(x, \frac{2 \mu}{2^{j-k} v})) - 2^{j} Q_j(x, r_j(x, \frac{2 \mu}{2^{j-k} v})))^2 + 1}. \]

Assuming for the moment that Lemma 38 holds, we proceed with proving Theorem 37.

Based on (65) - (69) and the Mean Value Theorem, we deduce that

\[ \sum_{p_1 = 2^m}^{2^{m+1}} |K_{l,s,w}^{l_1,s_1,w_1}(j, p_1, v, x)| \lesssim \gamma 2^{j + \frac{m}{2}} \chi_{Z^s}(j) \phi(\frac{\gamma_{x}(2^{-j})}{2^{j-k+m}}) \times \]

\[ \frac{1}{(l + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k+m} v}))^2 + 1} \times \frac{1}{(l_1 + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k+m} v}))^2 + 1} \times \frac{1}{(s - s_1 + 2^{j} Q_j(x, r_j(x, \frac{2 \mu}{2^{j-k+m} v})) - 2^{j} Q_j(x, r_j(x, \frac{2 \mu}{2^{j-k+m} v})))^2 + 1}. \]

With \( v \) fixed, for notational convenience we set:

- \( a_v, w(x) := \frac{1}{2^{j-k+m}} \frac{w}{v}; \)

- \( Q_{j,m}(x, w, w_1) := 2^{j} Q_j(x, r_j(x, \frac{w}{2^{j-k+m} v})) - 2^{j} Q_j(x, r_j(x, \frac{w_1}{2^{j-k+m} v})). \)

With these notations, (227) becomes

\[ \sum_{p_1 = 2^m}^{2^{m+1}} |K_{l,s,w}^{l_1,s_1,w_1}(j, p_1, v, x)| \lesssim \gamma 2^{j + \frac{m}{2}} \chi_{Z^s}(j) \phi(\frac{\gamma_{x}(2^{-j})}{2^{j-k+m}}) \times \]

\[ \frac{1}{(l + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k+m} v}))^2 + 1} \times \frac{1}{(l_1 + 2^{j + \frac{m}{2}} x - 2^{j} r_j(x, \frac{2 \mu}{2^{j-k+m} v}))^2 + 1} \times \frac{1}{(s - s_1 + 2^{j} Q_j(x, r_j(x, \frac{w}{2^{j-k+m} v})) - 2^{j} Q_j(x, r_j(x, \frac{w}{2^{j-k+m} v})))^2 + 1}. \]
Using Cauchy-Schwarz, we further have

\[
\left( \left[ l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, a_{v,w}(x)) \right] \right)^2 \left( \left[ l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, a_{v,w}(x)) \right] \right)^2 \times \frac{1}{\left( [s - s_1 + Q_{j,m}(x, w, w_1)] \right)^2}.
\]

Putting now together (222) and (228) we deduce that

\[
\| \hat{\mathcal{L}}_{\gamma,j,k,m}(f) \|^2_{L^2(\mathbb{R}^2)} \lesssim \sum_{v \in \{2^m, \ldots, 2^{m+1} \}} \sum_{\alpha, \beta} \iota_{l_1} \left( f \right) \frac{1}{\left( [s - s_1 + Q_{j,m}(x, w, w_1)] \right)^2} \sum_{s, s_1 \in \mathbb{Z}} \left| \hat{f} \left( \phi_{l,s}^{w,v} \right) \right| \left| \hat{f} \left( \phi_{l_1,s_1}^{w_1,v} \right) \right| \left( [s - s_1 + Q_{j,m}(x, w, w_1)] \right)^2 dx \right)
\]

Using Cauchy-Schwarz, we further have

\[
\sum_{s, s_1 \in \mathbb{Z}} \left| \hat{f} \left( \phi_{l,s}^{w,v} \right) \right| \left| \hat{f} \left( \phi_{l_1,s_1}^{w_1,v} \right) \right| \left( [s - s_1 + Q_{j,m}(x, w, w_1)] \right)^2 \leq \left( \sum_{s \in \mathbb{Z}} \left| \hat{f} \left( \phi_{l,s}^{w,v} \right) \right| ^2 \right)^{\frac{1}{2}} \left( \sum_{s, s_1 \in \mathbb{Z}} \left( \left| \hat{f} \left( \phi_{l_1,s_1}^{w_1,v} \right) \right| ^2 \left( [s - s_1 + Q_{j,m}(x, w, w_1)] \right)^2 \right) \right)^{\frac{1}{2}} \lesssim c_l^{w,v} \cdot c_{l_1}^{w_1,v},
\]

where here we set

\[
c_l^{w,v} = c_l^{w,v}(f) := \left( \sum_{s \in \mathbb{Z}} \left| \hat{f} \left( \phi_{l,s}^{w,v} \right) \right| ^2 \right)^{\frac{1}{2}}.
\]

and notice that for \(c = \{c_l^{w,v}\}\) one has

\[
\|c\|^2 = \sum_{l \in \mathbb{Z}} \sum_{v, w \geq 2^m} |c_l^{w,v}|^2 \lesssim \|f\|_2^2.
\]

With these, defining

\[
\mathcal{N}_{\gamma,\alpha,\beta}^{w}(a(\cdot), c, j, m) := \left( \frac{1}{2^m} \int_{\mathbb{R}^n} 2^{j+\frac{m}{2}} \chi_{Z_{l_1}}^j(j) \phi_{2^{j+1}} \left( \frac{\xi}{2} \right) \left( \sum_{l_1 \in \mathbb{Z}} \sum_{w \geq 2^m} c_{l_1}^{w,v} \left( [l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, a_{v,w}(x))] \right)^2 \right) dx \right)^{\frac{1}{2}}.
\]
we notice from (229) - (233) that we just proved the following\textsuperscript{38}

\begin{equation}
\|\hat{L}_{\gamma,j,k,m}(f)\|_{L^2(\mathbb{R}^2)}^2 \leq \sum_{w \approx 2^{\frac{m}{q}}} \mathcal{N}_{\gamma,1,1}(a(\cdot), c, j, m)^2.
\end{equation}

Deduce now that in order to prove (213), based on (232) and (234), it remains to show the following

**Lemma 39.** There exists \( \epsilon = \epsilon(\delta) > 0 \) such that for any \( m \in \mathbb{N}, j \in \mathbb{Z}, 1 \leq \alpha \leq A \) and \( 1 \leq \beta \leq B \) one has that

\begin{equation}
\mathcal{N}_{\gamma}^w(a(\cdot), c, j, m) \lesssim \gamma 2^{-\epsilon m} \left( \sum_{l \in \mathbb{Z}} \sum_{w \approx 2^{\frac{m}{q}}} |c_l^{w,v}|^2 \right)^{\frac{1}{2}}.
\end{equation}

**Proof.** In what follows, without loss of generality we fix as before \( \alpha = 1 \), and \( \beta = 1 \).

Since for \( x \in \mathbb{R} \) the image of \( |r_j(x, \cdot)| \) is always within \( [C_{1,0}, C_{2,0}] \) with \( C_{2,0} \geq C_{1,0} > 0 \) two absolute constants depending only on \( \gamma \) it is enough to prove our estimate (235) for the integral expression in (233) restricted on compact intervals, i.e. \( x \in [(k - \frac{1}{2}) 2^{-j}, (k + \frac{1}{2}) 2^{-j}] \) with \( k \in \mathbb{Z} \), since one would get almost orthogonality among blocks of coefficients of the form \( \{c_l^{w,v}\}_{(l \in \{-k + \frac{1}{2}, k + \frac{1}{2}\}, 2^{\frac{m}{q}})} \).

These being said, choosing \( k = 0 \), letting \( Z_1^x = Z^x \) and assuming wlog that \( \mathbb{R} \equiv \mathbb{R} \), we remain to study the term

\begin{equation}
\frac{1}{2^m} \int_{-2^{-j-1}}^{2^{-j-1}} \left[ \sum_{l \approx 2^{\frac{m}{q}}} \frac{|c_l^{w,v}|}{|2^{\frac{m}{q}}(l2^{-\frac{m}{q}} + 2^j x - r_j(x, a_{v,w}(x))|^2} \right] dx.
\end{equation}

After some elementary reasonings, taking in account (236), and setting \( n = j - k + m \), one reduces (235) to proving that one has uniformly in \( n \) and \( j \)

\begin{equation}
\frac{1}{2^m} \int_{-2^{-j-1}}^{2^{-j-1}} \left[ \sum_{l \approx 2^{\frac{m}{q}}} \frac{|c_l^{w,v}|}{|2^{\frac{m}{q}}(l2^{-\frac{m}{q}} + 2^j x - r_j(x, a_{v,w}(x))|^2} \right] dx
\end{equation}

\begin{align*}
&\lesssim 2^{-2\epsilon m} \sum_{l \approx 2^{\frac{m}{q}}} |c_l^{w,v}|^2.
\end{align*}

Making now the change of variable \( 2^j x \to x \) and letting \( \mathcal{R}_m \) be a \( 2^{-\frac{m}{q}} \)-refinement of the interval \( [\frac{1}{2}, 2] \) and \( c = \{c_l^{w}\}_{l,w} \) we remark that (237) follows from the uniform estimate

\textsuperscript{38}Recall that throughout this section we considered \( \alpha = 1 \) and \( \beta = 1 \) and that in this setting we often drop the \( \alpha, \beta \)-dependence.
\[
\Lambda(m, \tilde{q}, c) \lesssim 2^{-2cm} \sum_{l,w \in \mathcal{R}_m} |c_l^w|^2,
\]

where here we set
\[
\Lambda(m, \tilde{q}, c) := 2^{-m} \int_{\frac{-1}{2}}^{\frac{1}{2}} \left( \sum_{l,w \in \mathcal{R}_m} \frac{|c_l^w|}{\left[ 2^m (\tilde{q}(x, l+x) - w) \right]^2} \right)^2 dx,
\]

and
\[
\tilde{q}(x, t) := v 2^m \chi_{Z^{x-j}}(j) \tilde{\phi} \left( \frac{2^j x}{2n} \right) q_j(2^j x, t),
\]

with \( \tilde{\phi} \) a smooth compactly supported function that is identically 1 on the support of \( \tilde{\phi} \) and 0 outside twice the support of \( \phi \).

Notice now that

- for each fixed \( x \in [\frac{-1}{2}, \frac{1}{2}] \) and \( l \in \mathcal{R}_m \) one has that
\[
\sum_{w \in \mathcal{R}_m} \frac{1}{\left[ 2^m (\tilde{q}(x, l+x) - w) \right]^2} \lesssim 1;
\]
- for each fixed \( x \in [\frac{-1}{2}, \frac{1}{2}] \) and \( w \in \mathcal{R}_m \) one has that
\[
\sum_{l \in \mathcal{R}_m} \frac{1}{\left[ 2^m (\tilde{q}(x, l+x) - w) \right]^2} \lesssim 1;
\]
- deduce from the above that
\[
\sum_{(l,w) \in \mathcal{R}_m^2} \int_{\frac{-1}{2}}^{\frac{1}{2}} \frac{2^{-m}}{\left[ 2^m (\tilde{q}(x, l+x) - w) \right]^2} dx \lesssim 1.
\]

Take now \( \epsilon = \frac{\bar{\epsilon}}{10} \) a small parameter. We introduce the following:
- for \((l, w) \in \mathcal{R}_m^2\) we define
\[
A_{\tilde{q}, \epsilon}(l, w) := \{ x \in \left[-\frac{1}{2}, \frac{1}{2}\right] \mid |\tilde{q}(x, l+x) - w| \leq 2^{-\epsilon \left( \frac{1}{2} - 2\epsilon \right)^m} \};
\]
- we further define the set of light pairs as
\[
\mathcal{L}_{\tilde{q}, \epsilon} := \{(l, w) \in \mathcal{R}_m^2 \mid |A_{\tilde{q}, \epsilon}(l, w)| \leq 2^{-2cm}\};
\]
- now, the set of heavy pairs are simply given by
\[
\mathcal{H}_{\tilde{q}, \epsilon} := \mathcal{R}_m^2 \setminus \mathcal{L}_{\tilde{q}, \epsilon}.
\]

The key fundamental fact here is that the non-degeneracy condition (68) is essentially equivalent with the requirement that we only have few heavy pairs. Indeed, in order to make this claim precise we first notice that via standard Riemann summation/integral considerations relation (68) is equivalent with
\begin{equation}
2^{-\frac{m}{2}} \sum_{l \in \mathcal{R}_m} \sup_{w \in \mathcal{R}_m} \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1}{\left( |2^m \tilde{q}(x, l + x) - w| \right)^2} dx \right) \lesssim 2^{-2\tilde{\epsilon} m}.
\end{equation}

Set now
\begin{equation}
\mathcal{H}_\tilde{q}^2(l) := \{ w \mid (l, w) \in \mathcal{H}_{\tilde{q}, \epsilon} \},
\end{equation}
and notice that for every \( l \in \mathcal{R}_m \) one has
\begin{equation}
\# \mathcal{H}_\tilde{q}^2(l) \lesssim 2^{4\epsilon m}.
\end{equation}

As a consequence, from (246), we have
\begin{equation}
2^{-\frac{m}{2}} \sum_{(l, w) \in \mathcal{H}_{\tilde{q}, \epsilon}} \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{1}{\left( |2^m \tilde{q}(x, l + x) - w| \right)^2} dx \right) \lesssim 2^{-2\tilde{\epsilon} m} 2^{4\epsilon m},
\end{equation}
from which we deduce
\begin{equation}
\# \mathcal{H}_{\tilde{q}, \epsilon} \lesssim 2^{\frac{1}{2} - 2\tilde{\epsilon} + 8\epsilon} m \lesssim 2^{(1-\tilde{\epsilon}) \frac{m}{2}}.
\end{equation}

We are now ready to prove the veridicity of (238). We start by decomposing
\begin{equation}
\Lambda(m, \tilde{q}, c) \lesssim \Lambda_L(m, \tilde{q}, c) + \Lambda_H(m, \tilde{q}, c),
\end{equation}
where

- the light component
\begin{equation}
\Lambda_L(m, \tilde{q}, c) := 2^{-\frac{m}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{(l, w) \in \mathcal{H}_{\tilde{q}, \epsilon}} \sum_{(l_1, w_1) \in \mathcal{L}_{\tilde{q}, \epsilon}} (\ldots) dx;
\end{equation}

- the heavy component
\begin{equation}
\Lambda_H(m, \tilde{q}, c) := 2^{-\frac{m}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} \sum_{(l, w) \in \mathcal{H}_{\tilde{q}, \epsilon}} \sum_{(l_1, w_1) \in \mathcal{R}_m^2} (\ldots) dx
\end{equation}

**Step 3.1. Treating the light component.**

By a first application of Cauchy-Schwarz, we have
\begin{align*}
\Lambda_L(m, \tilde{q}, c) & \lesssim \\
& \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}, (l_1, w_1) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{|c_{l, w}|^2}{2^m} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left( |2^m \tilde{q}(x, l + x) - w| \right)^2 \left( |2^m \tilde{q}(x, l_1 + x) - w_1| \right)^2 dx \\
& \lesssim \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}, (l_1, w_1) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{|c_{l, w}|^2}{2^m} \int_{A_{\tilde{q}, \epsilon}(l, w)} (\ldots) dx + \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}, (l_1, w_1) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{|c_{l, w}|^2}{2^m} \int_{[-\frac{1}{2}, \frac{1}{2}] \setminus A_{\tilde{q}, \epsilon}(l, w)} (\ldots) dx \\
& =: \Lambda^L_L(m, \tilde{q}, c) + \Lambda^H_L(m, \tilde{q}, c).
\end{align*}
Applying now (242) and (244), we have
\[
\Lambda_L^I(m, \tilde{q}, c) \leq \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{|c_{l, w}|^2}{2^m} \int_{A_{\tilde{q}, \epsilon}(l, w)} \sum_{(l_1, w_1) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{2^m dx}{(2^m (\tilde{q}(x, l_1 + x) - w_1))^2} \leq d \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}} |c_{l, w}|^2 |A_{\tilde{q}, \epsilon}(l, w)| \leq 2^{-2k m} \|c\|_{L^2(R^n)}^2.
\]

For the second term we apply (242) to conclude
\[
\Lambda_L^{II}(m, \tilde{q}, c) \lesssim \sum_{(l, w) \in \mathcal{L}_{\tilde{q}, \epsilon}} \frac{|c_{l, w}|^2}{2^m} \int_{[\frac{1}{2}, \frac{1}{2}], A_{\tilde{q}, \epsilon}(l, w)} \frac{2^m dx}{(2^m (\tilde{q}(x, l_1 + x) - w_1))^2} \lesssim 2^{-4k m} \|c\|_{L^2(R^n)}^2.
\]

**Step 3.2.** Treating the heavy component.

For this term we apply (242) and (250) to deduce
\[
\Lambda_H(m, \tilde{q}, c) \lesssim (\sum_{(l, w) \in \mathcal{H}_{\tilde{q}, \epsilon}} |c_{l, w}|) \left( \sum_{(l_1, w_1) \in \mathcal{R}_n^2} |c_{l_1, w_1}|^2 \right)^\frac{1}{2} \leq \frac{1}{2^m} \int_{\mathbb{R}^m} \left( \sum_{(l_1, w_1) \in \mathcal{R}_n^2} \frac{1}{(2^m (\tilde{q}(x, l_1 + x) - w_1))^2} \right)^\frac{1}{2} dx \lesssim \left( \# \mathcal{H}_{\tilde{q}, \epsilon} \right)^\frac{1}{2} 2^{-\frac{m}{2}} \|c\|_{L^2(R^n)}^2 \leq 2^{-(\epsilon - 4k) m} \|c\|_{L^2(R^n)}^2.
\]

Thus, in order to finish the proof of our theorem, it remains to show Lemma 38.

We recall below (225):
\[
(254) \quad K_{l_1, s_1, w_1}^{j_1}(j, p_1, v, x) = \chi_{\mathbb{R}^3}(j) \times 2^{j_1 + \frac{m}{2}} \int_{\mathbb{R}^3} e^{-i \frac{p_1}{2^m} \eta R_j(x, \frac{\xi}{2^m} \eta)} e^{i \frac{p_1}{2^m} \eta R_j(x, \frac{\xi}{2^m} \eta)} e^{i 2^{j_1} \frac{m}{2} x \xi} x \xi \times e^{-i 2^{j_1} \frac{m}{2} x \xi} e^{i l_1 \xi} e^{-i l_1 \xi_1} e^{i s_1 \eta} e^{-i s_1 \eta} \eta R_j(x, \frac{\xi_1}{2^m} \eta) \mu^{w_1, v}(x, p_1, \xi, \eta) d\xi d\eta.
\]

We first isolate the integrand in the \( \xi \) variable (of course, due to the symmetry, all the reasonings below will apply unchanged to the integrand in the \( \xi_1 \) variable). Thus, we set
\[
(255) \quad I_\eta := \left( \int_{\mathbb{R}} e^{-i \frac{p_1}{2^m} \eta R_j(x, \frac{\xi}{2^m} \eta)} e^{i 2^{j_1} \frac{m}{2} x \xi} e^{i l_1 \xi} \mu^{w_1, v}(x, p_1, \xi, \eta) d\xi \right).
\]
Let the phase in (255) be defined as

\[ \omega_\eta(\xi) := -\frac{P_1}{2^m} \eta R_j(x, \frac{\xi}{2^m} \eta) + 2^{j+\frac{m}{2}} x \xi + l \xi . \]

The phase derivative is now given by

\[ \frac{d}{d\xi} \omega_\eta(\xi) := -2^{\frac{m}{2}} r_j(x, \frac{\xi}{2^m} \eta) + 2^{j+\frac{m}{2}} x + l. \]

We choose now \( \nu_0, \nu_1 \) a smooth partition of unity on the real line such that
- \( \nu_0 + \nu_1 = 1; \)
- \( \nu_0, \nu_1 \in C^\infty(\mathbb{R}) \) with \( \nu_0, \nu_1 \geq 0; \)
- \( \text{supp} \nu_0 \subseteq \{ |s| < C(\gamma) \} \) and \( \text{supp} \nu_1 \subseteq \mathbb{R} \setminus \{ |s| < \frac{C(\gamma)}{2} \} . \)

Notice that for an appropriate choice of \( C(\gamma) > 0 \) above we have that

\[ \nu_1(l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, \frac{w}{2^m v})) > 0 \implies \left| \frac{d}{d\xi} \omega_\eta(\xi) \right| \phi(\xi - w) \phi(\eta - v) > \frac{C(\gamma)}{10}. \]

We have now two cases to discuss:

**Case 1.** \( \nu_0(l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, \frac{w}{2^m v})) > 0. \)

In this situation we might have stationary points of the phase \( \omega_\eta(\xi) \) inside the set \( \{(\xi, \eta) | \phi(\xi - w) \phi(\eta - v) > 0 \} \). As a consequence, we will not perform any operation on \( I_\eta \) but use instead the smallness of the support of the underlying measure.

**Case 2.** \( \nu_0(l + 2^{j+\frac{m}{2}} x - 2^{\frac{m}{2}} r_j(x, \frac{w}{2^m v})) = 0. \)

In this situation, based on (258), we are “far” from the set of stationary points and hence it is advantageous to apply integration by parts. Thus

\[ I_\eta = \int_{\mathbb{R}} \frac{1}{i \omega_\eta(\xi)} \frac{d}{d\xi} \left( e^{i \omega_\eta(\xi)} \right) \mu^{w,v}(x, p_1, \xi, \eta) d\xi \]

\[ = \int_{\mathbb{R}} e^{i \omega_\eta(\xi)} \left( \frac{d}{d\xi} \left( -\frac{1}{i \omega'_\eta(\xi)} \right) \right) \mu^{w,v}(x, p_1, \xi, \eta) d\xi \]

\[ = \int_{\mathbb{R}} e^{i \omega_0(\xi)} \frac{\sigma^{w,v}(x, p_1, \xi, \cdot)}{(\omega'_\eta(\xi))^2} d\xi , \]

where here \( \sigma^{w,v}(x, p_1, \xi, \cdot) \in C^2([2^{\frac{m}{2}} - 1, 2^{\frac{m}{2}} + 1]^2) \) with

(260)

- \( \text{supp} \sigma^{w,v}(x, p_1, \cdot, \cdot) \subseteq \text{supp} \phi(\cdot - w) \times \text{supp} \phi(\cdot - v). \)
- \( ||\partial_\eta^\beta \sigma^{w,v}(x, p_1, \xi, \cdot)||_{L^\infty_{\eta,v}} \lesssim_1 \) for any \( \beta \leq 2. \)
Now on the support of $\sigma_{w,v}$ we write

$$
(261) \quad \frac{1}{(\omega''_v(w))^2} = \frac{1}{(\omega''(w))^2} \left( 1 - \frac{\omega''_v(w) - \omega''_v(\xi)}{\omega''(w)} \right)^2
$$

$$
= \frac{1}{(\omega''(w))^2} \sum_{k \geq 1} k \left( \frac{\omega''_v(w) - \omega''_v(\xi)}{\omega''(w)} \right)^{k-1},
$$

where here $\left| \frac{\omega''_v(w) - \omega''_v(\xi)}{\omega''(w)} \right| \leq \frac{1}{100}$ if $C(\gamma)$ is chosen large enough.

Based on (259) - (261) we can safely rewrite the expression in (260) as

$$
(262) \quad I_\eta = \frac{1}{(\omega''(w))^2} \int_\mathbb{R} e^{i \omega_0(\xi)} \sigma_{0,w,v}(x, p_1, \xi, \eta) \, d \xi,
$$

where here $\sigma_{0,w,v}$ is a function with the same properties as $\sigma_{w,v}$ - see (260).

In conclusion, for both Cases 1 and 2 one has that

$$
(263) \quad I_\eta = \frac{1}{1 + (\omega''(w))^2} \int_\mathbb{R} e^{i \omega_0(\xi)} \sigma_{0,w,v}(x, p_1, \xi, \eta) \, d \xi,
$$

with $\sigma_{0,w,v}$ obeying (260).

Proceeding in the same way, one has that

$$
(264) \quad I_\eta^1 := \int_\mathbb{R} e^{i \omega_0(\xi)} \sigma_{1,w,v}(x, p_1, \xi, \eta) \, d \xi
$$

$$
= \frac{1}{1 + (\omega''(w))^2} \sum_{k \geq 1} k \left( \frac{\omega''_v(w) - \omega''_v(\xi)}{\omega''(w)} \right)^{k-1},
$$

where here

$$
(265) \quad \omega^1_0(\xi) := \frac{p_1}{2 \pi} \eta R_j(x, \frac{\xi_1}{\omega''(w)}) - 2j + \frac{m}{2} x \xi_1 - l_1 \xi_1,
$$

and $\sigma_{1,w,v}$ obeying the same properties as $\sigma_{0,w,v}$.

Inserting now (263) and (264) in (254) we deduce that

$$
(266) \quad |K_{t,s,w,v}(j, p_1, v, x)| \lesssim 2^{j + \frac{m}{2}} \chi_{\mathbb{Z}^v}(j) \frac{1}{1 + (\omega''(w))^2} \frac{1}{1 + (\omega''(w))^2} \times
$$

$$
\left| \int_\mathbb{R} \left| \int_\mathbb{R} e^{i \omega_0(\xi)} e^{i \omega^1_0(\xi)} e^{i s \eta} e^{i s \eta} \sigma_{0,w,v}(x, p_1, \xi, \eta) \sigma_{1,w,v}(x, p_1, \xi, \eta) \, d \eta \right| \, d \xi_1 \, d \xi.
$$

Set now

$$
|I(\xi_1)| := \left| \int_\mathbb{R} e^{i \omega_0(\xi)} e^{i \omega^1_0(\xi)} e^{i s \eta} e^{i s \eta} \sigma_{0,w,v}(x, p_1, \xi, \eta) \sigma_{1,w,v}(x, p_1, \xi, \eta) \, d \eta \right|,
$$

and notice that $I(\xi_1)$ can be written as

$$
I(\xi_1) = \int_\mathbb{R} e^{i \omega_0, \xi_1(\eta)} \sigma_{w,v}(x, p_1, \xi, \eta) \, d \eta,
$$
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\text{A UNIFIED APPROACH TO THREE THEMES IN HARMONIC ANALYSIS (I & II) 69}$$
where
\begin{equation}
\omega_{\xi,\xi_1}(\eta) := -\frac{p_1}{2\pi} \eta R_j(x, \frac{\xi}{2^{m} \eta}) + \frac{p_1}{2\pi} \eta R_j(x, \frac{\xi_1}{2^{m} \eta}) + s \eta - s_1 \eta,
\end{equation}
and \(\tilde{\sigma}^{w,w_1,v}(x, p_1, \xi, \xi_1, \eta) := \sigma_0^{w,v}(x, p_1, \xi, \eta) \sigma_1^{w_1,v}(x, p_1, \xi_1, \eta)\).

Based on (265), it remains now to notice that
\begin{equation}
\frac{d}{d\eta} \omega_{\xi,\xi_1}(\eta) = \frac{p_1}{2\pi} \left( Q_j(x, r_j(x, \frac{\xi}{2^{m} \eta})) - Q_j(x, r_j(x, \frac{\xi_1}{2^{m} \eta})) \right) + s - s_1.
\end{equation}

Repeating now the case discussion from above - that is splitting the domain of integration into two regions close and far from the stationary points - and then, in the latter situation, integrating by parts the resulting components at most twice and using the properties of \(\gamma\) and \(\tilde{\sigma}\) we deduce that
\begin{equation}
|I(\xi, \xi_1)| \lesssim \frac{1}{1 + (\omega^{w,w_1,v}(v))^{2}} \phi(\xi - w) \phi(\xi_1 - w_1) \phi(\gamma'_x (2^{-j} - k) - p_1).
\end{equation}

Putting now together (266) and (269), we deduce that (226) holds, thus ending the proof of our Theorem 37.

**Proof of Theorem 33**

Relying on (213), we have that
\begin{equation}
\|L_{\Gamma,j,k,m} f\|_{L^2(\mathbb{R}^2)} \lesssim \gamma 2^{-\epsilon m} \|f * \tilde{\phi}_{m+j} *_y \tilde{\phi}_k\|_{L^2(\mathbb{R}^2)}.
\end{equation}
Thus, appealing now to duality (as we did several times by now), we deduce that\(^{39}\)
\begin{align*}
&\|M_{\Gamma,m}(f)\|_2, \quad \|H_{\Gamma,m}(f)\|_2 \lesssim \gamma \left( \sum_{j \in \mathbb{Z}} \|L_{\Gamma,j,k,m} f\|_2 \right)^{\frac{1}{2}} \lesssim \gamma 2^{-2\epsilon m} \sum_{j \in \mathbb{Z}} \|f * x \tilde{\phi}_{m+j} * y \tilde{\phi}_k\|_{L^2(\mathbb{R}^2)} \lesssim \gamma 2^{-2\epsilon m} \|f\|_2,
\end{align*}
where in the last line we used the standard Littlewood-Paley theory.

### 7. The \(L^p\) Bound

Our goal in this section is to provide the proof of Theorem 32.

As discussed in Section 5.3, the desired \(L^p\)-bound control in Theorem 32 follows trivially by interpolating our \(L^2\)-case proved in Theorem 33 with

\(^{39}\)For more details on this, one can read the reasonings presented at Stage 1 inside the proof of Theorem 34 below, reasonings that are very similar in nature.
the result stated in Theorem 34. Thus, all that remains is to prove Theorem 34, that is, to show that

\[(271) \quad \| M_{\Gamma,m}(f) \|_p, \| H_{\Gamma,m}(f) \|_p \lesssim_{\gamma,p} \left( \sum_{j \in \mathbb{Z}} \left| L_{\Gamma,j,m} f \right|^2 \right)^{\frac{1}{2}} \| f \|_p.\]

Observation 40. [Fourier $L^2$–methods versus spatial $L^p$–methods] In any of the themes discussed in the present paper, there is an important, philosophical distinction between the $L^2$-approach and the corresponding $L^p$, $p \neq 2$, one, based on the scale-type decay that one needs to extract from the non-zero curvature hypothesis. Indeed, on the one hand, the $L^2$ bound requires a decay in terms of the height of the phase of the multiplier and thus this type of information can only be obtained by appealing to Fourier transform with the aim of exploiting the cancellation captured within the multiplier. Thus, in this situation, one needs to rely on Parseval, frequency discretization of the kernel/operator and ultimately TT*–method. In contrast with this, the $L^p$–bound, $p \neq 2$, does not require a scale-type decay but only a moderate growth in the corresponding parameter as witnessed by (271). This latter bound is much better adapted to spatial methods in which the discretization of our operator moves its weight from the oscillation of the multiplier’s phase to the location of the input function.

Thus, there should come as no surprise that in our $L^p$-approach(es), $p \neq 2$, one starts by performing backwards the frequency decomposition in order to reach to the original spatial localization of the operator.

Proof of Theorem 34.

We split our proof in two components corresponding to the two inequalities in (190). Thus:

Stage 1. The following holds:

\[(272) \quad \| M_{\Gamma,m}(f) \|_p, \| H_{\Gamma,m}(f) \|_p \lesssim_{\gamma,p} \left( \sum_{j \in \mathbb{Z}} \left| L_{\Gamma,j,m} f \right|^2 \right)^{\frac{1}{2}} \| f \|_p.\]

We notice that (272) is trivially true for $M_{\Gamma,m}$ since we have the straightforward pointwise estimate

\[(273) \quad M_{\Gamma,m}(f)(x,y) \lesssim \left( \sum_{j \in \mathbb{Z}} | L_{\Gamma,j,m} f(x,y) |^2 \right)^{\frac{1}{2}}, \]
while for each \((x, y) \in \mathbb{R}^2\) and \(j, m\) fixed at most 10 terms from \(\{\phi(\gamma(2 - j)x^{2m+j-k})\}_{k \in \mathbb{Z}}\) are non-zero and thus one further has

\[
|L_{\Gamma,j,m}f(x,y)| \lesssim \left( \sum_{k \in \mathbb{Z}} |L_{\Gamma,j,k,m}f(x,y)|^2 \right)^{\frac{1}{2}}.
\]

Thus, the entire focus falls onto proving this estimate for \(H_{\Gamma,m}\). For this, given \(m \in \mathbb{N}\) and \(f \in L^p(\mathbb{R}^2), g \in L^{p'}(\mathbb{R}^2)\) with \(1 < p < \infty\) and \(\frac{1}{p} + \frac{1}{p'} = 1\), we define

\[
\Lambda_m(f, g) := \int_{\mathbb{R}^2} H_{\Gamma,m}(f)(x,y) g(x,y) \, dx \, dy.
\]

Recall now, that with the previous notations, we can visualize the following decomposition

\[
H_{\Gamma,m}(f)(x,y) = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} L_{\Gamma,j,k,m}(f)(x,y),
\]

where, recalling (212), one has

\[
L_{\Gamma,j,k,m}(f)(x,y) = 2^{-\frac{m}{2}} \chi_{Z^x}(j) \int_{\mathbb{R}^2} \hat{f}(\xi,\eta) e^{-i \frac{\xi}{2m+j} \cdot \gamma'(x^{2m+j-k})} e^{i \frac{\eta}{2k} \cdot \gamma'(y^{2m+j-k})} \, d\xi \, d\eta,
\]

and \(\Phi(x, \cdot, \cdot, \cdot)\) smooth with \(\text{supp} \Phi(x, \gamma'(x^{2m+j-k}) - p_1, \cdot, \cdot) \subset \{ \frac{1}{10} < |x| < 10 \}^2\) and

\[
\|\Phi(x, \gamma'(x^{2m+j-k}) - p_1, \cdot, \cdot)\|_{C^2(\mathbb{R}^2, (\frac{1}{10},10)^2)} \lesssim \gamma^1.
\]

From (198) - (211), we can assume wlog\(^{40}\) that

\[
L_{\Gamma,j,k,m}(f)(x,y) = 2^{-\frac{m}{2}} \chi_{Z^x}(j) \phi(\gamma'(2 - j)x^{2m+j} - p_1) \int_{\mathbb{R}^2} \hat{f}(\xi,\eta) e^{i \frac{\xi}{2m+j} \cdot \gamma'(2 - j)x^{2m+j} - p_1} \phi \left( \frac{\xi}{2m+j} \phi(\frac{\eta}{2k}) \right) \phi(\frac{\eta}{2k}) \, d\xi \, d\eta,
\]

\(^{40}\)We are simply proceeding backwards in our multiplier decomposition.
and hence by possibly adding similar nature terms we may further assume

\[ \mathcal{L}^{p_1}_{\Gamma, j, k, m}(f)(x, y) \approx \chi_{Z^e(j)} \phi(\frac{\gamma'_{x}(2^{-j})}{2^{j-k}} - p_1) \int_{\mathbb{R}^2} \hat{f}(\xi, \eta) e^{i \xi x} e^{i \eta y} \]

Thus, from now on, we will identify

\[ (281) \]

Thus, from now on, we will identify

\[ \mathcal{L}^{p_1}_{\Gamma, j, k, m}(f)(x, y) \equiv \chi_{Z^e(j)} \phi(\frac{\gamma'_{x}(2^{-j})}{2^{j-k}} - p_1) \int_{\mathbb{R}^2} (f * x \phi_{m+j} * y \phi_k) \left( x - \frac{t}{2^j}, y + \gamma_x \left( \frac{t}{2^j} \right) \right) \rho(t) dt. \]

We now have

\[ |\Lambda_m(f, g)| = \left| \int_{\mathbb{R}^2} \sum_{j, k \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} \mathcal{L}^{p_1}_{\Gamma, j, k, m}(f)(x, y) g(x, y) \, dx \, dy \right| \]

\[ \leq \int_{\mathbb{R}^2} \left( \sum_{j, k \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} |\mathcal{L}^{p_1}_{\Gamma, j, k, m}(f)(x, y)|^2 \right)^{\frac{1}{2}} \]

\[ \times \left( \sum_{j, k \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} \phi(\frac{\gamma'_{x}(2^{-j})}{2^{j-k}} - p_1) \left| (g * \gamma_{y} \phi_k)(x, y) \right|^2 \right)^{\frac{1}{2}} \, dx \, dy \]

\[ \leq A_p(f) B_{p'}(g), \]

where here we set

\[ (282) \quad A_p(f) := \left\| \left( \sum_{j, k \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} |\mathcal{L}^{p_1}_{\Gamma, j, k, m}(f)(x, y)|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R}^2)}, \]

and

\[ (283) \quad B_{p'}(g) := \left\| \left( \sum_{j, k \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} \phi(\frac{\gamma'_{x}(2^{-j})}{2^{j-k}} - p_1) \left| (g * \gamma_{y} \phi_k)(x, y) \right|^2 \right)^{\frac{1}{2}} \right\|_{L^{p'}(\mathbb{R}^2)}. \]

Now the last term is easy to estimate based on the previous considerations about our curve \( \gamma \) together with standard Littlewood-Paley theory; indeed, based on property (64), we know that\(^{41}\)

\[ \sum_{j \in \mathbb{Z}} \sum_{p_1 = 2^m}^{2^{m+1}} \phi(\frac{\gamma'_{x}(2^{-j})}{2^{j-k}} - p_1) \lesssim_{\gamma} 1, \]

\(^{41}\)Compare this relation with the closely related (125) and (134).
and thus
\[ B^{p'}(g) \lesssim \left\| \left( \sum_{k \in \mathbb{Z}} |(g \ast y \phi_k)(x, y)|^2 \right)^{\frac{1}{2}} \right\|_{L^{p'}(\mathbb{R}^2)} \lesssim_{p'} \| g \|_{L^{p'}(\mathbb{R}^2)}. \]

This ends the proof of (272).

**Stage 2.** The following holds:
(284)
\[ A_p(f) := \left\| \left( \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \sum_{p_1=2^m}^{2^{m+1}} |L^{p_1}_{\Gamma,j,k,m}(f)|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R}^2)} \lesssim_{p,m} m^2 \| f \|_{L^p(\mathbb{R}^2)}. \]

Relation (284) is just a direct consequence of Lemma 30 for \( m = n \in \mathbb{N} \).

**8. Other approaches for the \( L^p \)-boundedness**

In this section we want to provide several other perspectives/angles for approaching the problem of providing \( L^p \)-bounds for the operators \( H_{\Gamma} \) and \( M_{\Gamma} \). Each of these other methods comes with its own “personality” and is meant to enrich one’s understanding of the present topic.

In the first two subsections we discuss different routes for proving\(^{42}\) (284), which is the key estimate needed in order to obtain the desired \( L^p \)-control for \( p \neq 2 \). The third subsection treats only the case \( 1 < p < 2 \), while the last one makes the reference to an alternative - but less powerful - route to obtain the fundamental \( m \)-decay in the case \( p = 2 \).

**8.1. Other approaches (I.1) - the case \( 1 < p < \infty \) with \( p \neq 2 \).**

As mentioned in the introduction above, our intention is to provide a different proof for
(285)
\[ \left\| \left( \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \sum_{p_1=2^m}^{2^{m+1}} |L^{p_1}_{\Gamma,j,k,m}(f)|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R}^2)} \lesssim_{p,m} m^c(p) \| f \|_{L^p(\mathbb{R}^2)}, \]

for some \( c(p) > 0 \).

We will show that (285) holds with \( c(p) = 4 \). This is a consequence of Propositions 41 and 42 below.

**Proposition 41.** Let \( c_\gamma > 1 \) be a suitable constant depending only on \( \gamma \). Then, recalling Definition 14 in Section 3, one has the pointwise estimate
(286)
\[ \left( \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \sum_{p_1=2^m}^{2^{m+1}} |L^{p_1}_{\Gamma,j,k,m}(f)|^2 \right)^{\frac{1}{2}} \lesssim_{p,m} m^c(p) \| f \|_{L^p(\mathbb{R}^2)}, \]

---

\(^{42}\) The logarithmic loss in the RHS may have different exponents, that is instead of \( m^2 \) we allow \( m^c(p) \) for some \( c(p) > 0 \).
\[ \left( \sum_{p=2}^{2^{m+1}} |L_{\Gamma,j,k,m}^{p1}(f)(x,y)|^2 \right)^{\frac{1}{2}} \lesssim_{\gamma} M_1^{[c_2,2^m]} M_2^{[c_3,2^m]} (f * x \phi_{m+j} * y \phi_k)(x,y). \]

**Proof.** The proof of this proposition is inspired from the \( L^p \)-approach (\( p \neq 2 \)) developed in [39]. This in turn, was further inspired by the \( L^p \)-Banach case treatment of the Bilinear Hilbert transform along “non-flat” curves in [66]. For more about this connection, the reader is invited to read the next (sub)section and the follow up study [62].

Starting our proof, we first notice that for a fixed point \((x,y) \in \mathbb{R}^2\), at most 10 terms in the LHS of (286) can be nonzero. Assume wlog that \( \phi\left( \frac{\gamma^2}{2^{j-k}} - p_1 \right) \neq 0 \). Notice that

\[ |L_{\Gamma,j,k,m}^{p1}(f)(x,y)| \lesssim \int_{\mathbb{R}} |f * x \phi_{m+j} * y \phi_k| \left( x - \frac{t}{2^j}, y + \gamma_x \left( \frac{t}{2^j} \right) \right) \rho(t) dt. \]

Appealing to the definitions of \( \phi_{m+j} \) and \( \phi_k \), we deduce\(^{43}\)

\[ \int_{\mathbb{R}^2} |f * x \phi_{m+j} * y \phi_k| |x - \frac{t}{2^j} - s, y + \gamma_x \left( \frac{t}{2^j} \right) - u| \rho_m(s) \rho_k(u) ds du \rho(t) dt. \]

From here, we further deduce that

\[ |L_{\Gamma,j,k,m}^{p1}(f)(x,y)| \lesssim \sum_{l=2^{m-2}}^{2^{m+2}} \int_{\mathbb{R}^2} \left( \int_{\mathbb{R}^2} |f * x \phi_{m+j} * y \phi_k|(x - \frac{t}{2^j} - s, y + \gamma_x \left( \frac{t}{2^j} \right) - u) dx \right) \frac{2^{m+j}}{(2^{m+j}s)^2 + 1} \frac{2^k}{(2^k u)^2 + 1} ds du \]

which after making the change of variables \( t \rightarrow \frac{t+1}{2^j}, s \rightarrow \frac{s-1}{2^{m+j}} \) and \( u \rightarrow \frac{u}{2^k} + \gamma_x \left( \frac{1}{2^j} \right) \) becomes equal with

\[ \frac{1}{2^{m+2}} \sum_{l=2^{m-2}}^{2^{m+2}} \int_0^1 \left( \int_{\mathbb{R}^2} |f * x \phi_{m+j} * y \phi_k|(x - \frac{s}{2^{m+j}}, y - \frac{u}{2^k}) dx \right) \frac{1}{(s-t-1)^2 + 1} \frac{1}{(u + 2^k \gamma_x \left( \frac{t+1}{2^j} \right))^2 + 1} ds du \right) dt. \]

Thus, we deduce that

\[ \text{(288)} \]

\(^{43}\)Strictly speaking we should write \( \tilde{\phi}_{m+j}(s) \) instead of \( \phi_{m+j}(s) \) where \( \phi_{m+j}(s) = 1 \) on the support of \( \tilde{\phi}_{m+j}(s) \). However for notational simplicity we drop the symbol \( \tilde{\} \). Same applies to \( \phi_k(u) \).
\[ |L^p_{F,k,m}(f)(x,y)| \lesssim \frac{1}{2^m} \sum_{l=2^{m-2}}^{2^m+2} \int_0^1 M_1^{(l+l)}(f \ast_x \phi_{m+j} \ast_y \phi_{k})(x,y) \, dt. \]

With this, we make now the following observation:

Recall that we are in the setting \( \gamma(\frac{
abla'(x)}{2^j}) - p_1 \neq 0 \) and hence \( |\gamma(\frac{
abla'(x)}{2^j}) - p_1| \lesssim 1 \). Putting this together with (65), we deduce

(289)

\[ |2^k \gamma_x(\frac{t+l}{2^m+j}) - 2^k \gamma_x(\frac{l}{2^m+j})| \lesssim \gamma 1, \]

\[ |2^k \gamma_x(\frac{l}{2^m+j})| \lesssim \gamma 2^m. \]

Now, from (289), we have that there exists \( c_\gamma > 1 \) such that

(290)

\[ |2^k \gamma_x(\frac{t+l}{2^m+j})| \leq c_\gamma 2^m, \]

uniformly for \( t \in [0,1] \).

From (288) and (290) we conclude that (286) holds.

\[ \square \]

**Proposition 42.** Let \( 1 < p < \infty \). Then, with the previous notation, we have

(291)

\[ \left\| \left( \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} \left| M_1^{[2m]} M_2^{[2m]}(f \ast_x \phi_{m+j} \ast_y \phi_{k}) \right|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R}^2)} \lesssim m^4 \| f \|_{L^p(\mathbb{R}^2)}. \]

**Proof.** It is enough to notice that appealing to standard Littlewood-Paley theory, relation (291) follows from the one-dimensional vector-valued inequality

(292)

\[ \left\| \left( \sum_{k \in \mathbb{Z}} \left| M_k^{[2m]}(f_k) \right|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R})} \lesssim m^2 \left\| \left( \sum_{k \in \mathbb{Z}} |f_k|^2 \right)^{\frac{1}{2}} \right\|_{L^p(\mathbb{R})}. \]

Now the proof of the last inequality above follows essentially the same steps as those corresponding to the proof of Theorem 3.1 in [39].  \[ \square \]

8.2. **Other approaches (I.2) - the case \( 1 < p < \infty \) with \( p \neq 2 \).** As already mentioned, the proof of Proposition 41 was inspired by the general \( L^p \)-approach in [39], which was further inspired by the Banach triangle case treatment of the “non-flat” Bilinear Hilbert transform in [66] in which we introduced a shifted square function argument. Due to space limitations concerns, we will leave this enlightening \( L^p \)-parallelism with the corresponding approach for the Bilinear Hilbert transform for the second part of our study - see [62].
8.3. Other approaches (I.3) - the case $1 < p < 2$. In this section we want to provide a different, though indirect route of proving that

\[(293) \| \mathcal{M}_{\Gamma,m}(f) \|_p, \| \mathcal{H}_{\Gamma,m}(f) \|_p \lesssim_p \left( \sum_{j \in \mathbb{Z}} |\mathcal{L}_{\Gamma,j,m}f|^2 \right)^{\frac{1}{2}} \lesssim_{\gamma,p} \| f \|_p, \]

for $1 < p < 2$, where here we set $\mathcal{L}_{\Gamma,j,m}(f) := \sum_{k \in \mathbb{Z}} \mathcal{L}_{\Gamma,j,k,m}(f)$.

**Remark 43.** This indirect approach has the merit of showing that under suitable conditions on the operators under discussion and on the range of $p$, control on maximal operators is in fact equivalent with control over the associated square functions.

In what follows, we will skip the technical considerations that were anyhow presented in great detail in the previous sections, and insist only on the main ideas.

Recalling (277) and (281), we notice that

\[(294) \mathcal{L}_{\Gamma,j,k,m}(f)(x,y) \approx \chi_{\mathbb{Z}^2}(j) \phi((\gamma_x(2^{-j}) \frac{(2m+j-k)}{2}) \int_{\mathbb{R}} (f * x \phi_{m+j} * y \phi_k)(x - \frac{t}{2^j}, y + \gamma_x(\frac{t}{2^j})) \rho(t) dt.

Next, \[44\] we have that

\[(295) \mathcal{L}_{\Gamma,j,m}(f)(x,y) \approx \chi_{\mathbb{Z}^2}(j) \int_{\mathbb{R}} (f * x \tilde{\phi}_{m+j} * y \tilde{\phi}_{m,j,x})(x - \frac{t}{2^j}, y + \gamma_x(\frac{t}{2^j})) \rho(t) dt,

where here we set $\tilde{\phi}_{m,j,x}(\eta) := \phi((\gamma_x(2^{-j}) \eta) \frac{(2m+j-k)}{2n+\eta})$.

Following similar reasonings with those in Section 7, we have that

\[(296) \| \mathcal{M}_{\Gamma,m}(f) \|_p, \| \mathcal{H}_{\Gamma,m}(f) \|_p \lesssim_{\gamma,p} \left( \sum_{j \in \mathbb{Z}} |\mathcal{L}_{\Gamma,j,m}f|^2 \right)^{\frac{1}{2}}.

**Claim.** Assume that, given\[45\] any $\{f_j\}_{j \in \mathbb{Z}} \subset L^r(\mathbb{R}^2)$, the following relation holds:

\[(297) \| \sup_{j \in \mathbb{Z}} |\mathcal{L}_{\Gamma,j,m}f_j| \|_r \lesssim_{\gamma,r} m^2 \| \sup_{j \in \mathbb{Z}} |f_j|\|_r, \quad \forall 1 < r \leq 2.

---

\[44\]For example by possibly slightly modifying the partition of unity in (100) into $1 = \sum_{m,n \in \mathbb{Z}} \phi(\frac{(n \gamma_x(2^{-j}) \eta)}{2n+\eta}) \phi(\frac{(n \gamma_x(2^{-j}) \eta)}{2n+\eta})$.

\[45\]Here $L^p(\mathbb{R}^2)$ is the standard $L^p$-space relative to the Lebesgue measure on $\mathbb{R}^2$. 
Then, for any $1 < p \leq 2$, one has

$$
\left\| \left( \sum_{j \in \mathbb{Z}} |L_{\Gamma,j,m}f|^2 \right)^{\frac{1}{2}} \right\|_p \lesssim_{\gamma,p} m^2 \|f\|_p .
$$

Indeed, to see this, we apply the following vector valued interpolation result: assume we are given a sequence of linear operators $T := \{T_j\}_{j \in \mathbb{Z}}$ such that for any $1 < p \leq 2$ and any $j \in \mathbb{Z}$ the operator $T_j$ is well defined on $L^p(\mathbb{R}^2)$. For $f := \{f_j\}_{j \in \mathbb{Z}} \subset L^p(\mathbb{R}^2)$ we set

$$
T(f) := \{T_j(f_j)\}_{j \in \mathbb{Z}} .
$$

With the above conventions, we have that the following holds

**Proposition 44.** Assume that we are given the following:

- there exists $1 < r \leq 2$ such that

$$
T : L^r(l^\infty(\mathbb{Z})) \to L^r(l^\infty(\mathbb{Z})) ,
$$

with $\|T\|_{L^r(l^\infty(\mathbb{Z})) \to L^r(l^\infty(\mathbb{Z}))} \leq A_r < \infty$,

- there exists $1 < q \leq 2$ such that

$$
T : L^q(l^q(\mathbb{Z})) \to L^q(l^q(\mathbb{Z})) ,
$$

with $\|T\|_{L^q(l^q(\mathbb{Z})) \to L^q(l^q(\mathbb{Z}))} \leq B_q < \infty$.

Then, applying vector valued interpolation, (see [3]), one has that

$$
T : L^p(l^2(\mathbb{Z})) \to L^p(l^2(\mathbb{Z})) ,
$$

with $\|T\|_{L^p(l^2(\mathbb{Z})) \to L^p(l^2(\mathbb{Z}))} \leq C(r, q, A_r, B_q) < \infty$ and $\frac{1}{p} = \frac{1}{2} + (1 - \frac{q}{2}) \frac{1}{r}$.

Take now $T_j := L_{\Gamma,j,m}$. Then, we can place ourselves in the settings offered by our proposition. Indeed, we notice that (297) implies both (300) and (301) for any $1 < r \leq 2$ and $1 < q \leq 2$ respectively, with $A_r \lesssim_{\gamma,r} m^2$ and $B_q \lesssim_{\gamma,q} m^2$.

Conclude thus now based on (300)-(302) that (298) holds. Moreover interpolating (298) with the $p = 2$ case given by (189) we have that (293) follows.

**Observation 45.** 1) It is worth noticing that the assumption (297) holds. Indeed, by following similar steps with those described in either Section 7, Stage 2 or Section 8.2 one can show for a suitable $c_\gamma > 1$ that

$$
\sup_{j \in \mathbb{Z}} |L_{\Gamma,j,m}(f_j)(x,y)| \lesssim_{\gamma} M_1^{[c_\gamma 2^m]} M_2^{[c_\gamma 2^m]} (\sup_{j \in \mathbb{Z}} |f_j|)(x,y) .
$$

However, (303) makes the interpolation argument above superfluous, since (303) trivially implies Theorem 34 via Proposition 42.

It would be interesting to identify a distinct method of proving (297) that does not need pointwise control over the LHS in (303). In connection with this last comment we propose
2) **Open Question.** Does there exist a (less general) theoretical framework that applies to the case $T_j := L_{j,m}$ and such that Proposition 44 above can be strengthened by replacing (300) with the milder assumption that there exists some $1 < r \leq 2$ such that

$$
\sup_{j \in \mathbb{Z}} |T_j(f)|_r \lesssim r^r A_r \|f\|_r.
$$

This strengthening is in fact possible, for example, if each $T_j$ is of the form $K_j * f$ with $K_j$ a positive kernel. The interesting question is whether this remains true for a sufficiently general class of operators $T_j$ that would cover the operators of interest in this paper, i.e. $T_j := L_{j,m}$.

Notice that it is highly unlikely for such a strengthened analogue to apply in full generality. Indeed, assume in what follows that our question has an affirmative answer (AA).

Then, as we will see through a bootstrapping argument, taking $T_j := L_{j,m}$, condition (304) can be further replaced by the estimate

$$
\|L_{j,m}(f)\|_r \lesssim r^r A_r \|f\|_r, \quad \forall 1 < r < \infty;
$$

in other words, if we have (AA) only assuming (304), then the same affirmative answer holds if instead of (304) we only have (305).

Indeed, (305) trivially implies (301) for all $1 < q \leq 2$ (indeed for all $1 < q < \infty$) and also

$$
\|\left(\sum_j |L_{j,m}(f)|^2\right)^{1/2}\|_2 \lesssim \|f\|_2.
$$

Now (306) further implies (304) for $r = 2$.

Based on our assumption provided by (AA) for $r = 2$, we deduce that (302) holds for any $\frac{1}{2} \leq \frac{1}{p} < \frac{3}{4}$. This, however, implies in turn that (304) holds for any $2 \geq r > \frac{4}{3}$, which by another application of (AA) further implies that (302) holds for any $\frac{1}{2} \leq \frac{1}{p} < \frac{7}{8}$. By continuing this bootstrapping algorithm we conclude that (302) and hence (298) holds in the full range $1 < p \leq 2$.

We end this comment by presenting the short proof of (305), as promised above. Indeed, by applying Jensen’s inequality, one immediately has

$$
\|L_{j,m}f\|_r^r \lesssim \int_{\mathbb{R}} \int_{\mathbb{R}^2} \left| (f * \tilde{\phi}_{m,j} \ast y \tilde{\phi}_{m,j,x})(x - \frac{t}{2^j}, y + \gamma_x \left(\frac{t}{2^j}\right)) \right|^r |\rho(t)| \, dx \, dy \, dt
\lesssim \int_{\mathbb{R}} \int_{\mathbb{R}^2} \left| (f * \tilde{\phi}_{m,j} \ast y \tilde{\phi}_{m,j,x})(x, y) \right|^r |\rho(t)| \, dx \, dy \, dt
$$

\[\text{for a proof of this, see (307) below.}\]
8.4. Other approaches (I.4) - the case $p = 2$. In this section, we want to briefly mention a different approach to the $L^2$-case that is explored by the author in [59]. The starting point for both our present approach and the one in [59] is the formula (207). From this on, in order to better understand the main differences and subtleties, we proceed in an antithetical manner:

- the approach developed in Section 6 here focuses on linearization, that is the discretization of our phase is performed such that the localized pieces oscillate at the linear level. This is revealed by 1) the choice of the phase-localization (208) reducing (207) to (211) and 2) the “cuttings” (214) and (215) that further triggers the Gabor frame decomposition (217).
- in contrast with this, the approach in [59] highlights a non-linear analysis, that is the discretization of the phase allows the resulting pieces to oscillate up to the second order. This is reflected by 1) the specific choice of the Gabor frame decomposition whose wave-length oscillation\(^{47}\) is $2^m$ as opposed to $2^{m/2}$ in the first case above; 2) the two required consecutive applications of stationary phase principle as opposed to simple integration by parts (non-stationary phase) in the first case.

Due to space constraints, we defer a more extended discussion to [59]. Here, we will only limit ourselves to say that this second approach developed in [59] was verified only for the tensor-product situation $\gamma(x,t) = u(x) \gamma(t)$ where $u(\cdot)$ is measurable and $\gamma \in \mathcal{NF}$ is a suitable “non-flat” curve as introduced in [64]. It seems however that this second approach has more limitations than the first one detailed in the present paper.

9. Proof of the Main Theorem, Part (II)

In this section, based on the reasonings involved for proving Part (I) and on the heuristic presented in Section 1.5.2, we will provide the proof of Part (II) in our Main Theorem.

Assume thus throughout this section that $\gamma \in M_2\mathcal{NF}_t$. Recalling (99) and taking now in (88)

\[ f(x,y) = h(x,y) := f(x)(g * \hat{\phi})(y) \]

one deduces that

\[ H_\Gamma h(x,y) = \int_{\mathbb{R}} \hat{\hat{g}}(\eta) \hat{\phi}(\eta) e^{-i \eta \gamma} C_\gamma^0 f(x) d\eta, \]

where

\[ C_\gamma^0 f(x) := \sum_{j \in \mathbb{Z}} C_{\gamma,j}^0 f(x) := \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}} f(x - t) e^{i \eta \gamma(x,t)} \rho_j(t) dt. \]

\(^{47}\)Relative to the $m-$parameter.
Using now the fact that the \( \eta \) variable stays within the support of the function \( \phi \), we rewrite (102) in the form
\[
\phi(\eta) m_j(x, \xi, \eta) \approx \sum_{m,n \in \mathbb{Z}} m_{j,m,n,0}(x, \xi, \eta),
\]
and thus we immediately deduce that
\[
\phi(\eta) C^n_{\gamma,j,m,n} f(x) := \int_{\mathbb{R}} \hat{f}(\xi) m_{j,m,n,0}(x, \xi, \eta) e^{ix\xi} d\xi
= \phi(\eta) \phi(\frac{\gamma'_{l}(2^{-j})}{2^{n+j}}) \int_{\mathbb{R}} (f \ast \tilde{\phi}_{m+j})(x-t) e^{i\eta \gamma(x,t)} \rho_{j}(t) dt.
\]
As a consequence, with the obvious correspondences, we are following the same line of thought as in Section 5, see (106) - (111), and decompose
\[
C^n_{\gamma} = C^{L^n}_{\gamma} + C^{H^n}_{\gamma} + C^{H^n}_{\Delta^n}.
\]

9.1. The low-frequency case. In this section we will prove the analogue of Theorem 20:

**Proposition 46.** With the above notations we have
\[
|C^n_{\gamma,j,m,n} f(x)| \lesssim \gamma M H f(x) + M f(x),
\]
uniformly in the parameter \( |\eta| \lesssim 1 \) and thus, for any \( 1 < p < \infty \), one has
\[
\| \sup_{|\eta| \leq 1} |C^n_{\gamma,j,m,n} f(x)| \| \lesssim \gamma, p \| f \|_p.
\]

**Proof.** Applying (126), one deduces that
\[
|C^n_{\gamma,j,m,n} f(x)| \lesssim \sum_{p+\ell \geq 0 \atop p, \ell \in \mathbb{N}} \sum_{j \in \mathbb{Z}} C^p_{\gamma,\ell,j,m,n} f(x) \lesssim \sum_{p+\ell \geq 0 \atop p, \ell \in \mathbb{N}} \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}^+}(j) \sum_{(m,n) \in (\mathbb{Z}_-)^2} \frac{(-1)^\ell}{p! \ell!} 2^{m+p} 2^n \rho_{p,\ell,j,m,n}(x) \tilde{\phi}_{p,\ell,j,m,n}(x) \tilde{\phi}_{p}(\frac{\gamma'_{l}(2^{-j})}{2^{n+j}}) \tilde{\phi}_{p,0}(\eta).
\]
As for \( H^l_1 \), due to the fast coefficient decay, it is enough to discuss only the two extreme cases

**Case 1** \( l = 0, p = 1, m \in \mathbb{Z}_- \) and \( n = -1 \)

In this situation, we have
\[
|C^n_{\gamma,j,m,n} f(x)| := \sum_{j \in \mathbb{Z}} \chi_{\mathbb{Z}^+}(j) \sum_{m \in \mathbb{Z}_-} C_{1,0,j,m,n} f(x) \tilde{\phi}_{1,0,j,m,n}(x) \tilde{\phi}_{1}(\frac{\gamma'_{l}(2^{-j})}{2^{j-1}}) \tilde{\phi}_{1,0}(\eta).
\]
\[ \lesssim M f(x) \sum_{j \in \mathbb{Z}} \left| C_{1,0,j,x} \tilde{\phi}_1 \left( \frac{\gamma_x (2^{-j})}{2^{j-1}} \right) \tilde{\phi}_1(\eta) \right| \lesssim M f(x) . \]

**Case 2** \( l = 1, p = 0, m = -1 \) and \( n \in \mathbb{Z}_- \)

In this second case, we recall that \( C_{0,1,j,x} = C \) and thus we focus on

\[ C_{L,2,\eta}^\gamma f(x) := \sum_{j \in \mathbb{Z}} \chi_{Z^x} (j) \sum_{n \in \mathbb{Z}_-} (f * \tilde{\phi}_{1,j-1})(x) \phi \left( \frac{\gamma_x (2^{-j})}{2^{n+j}} \right) \phi(\eta) \]

\[ = \phi(\eta) \sum_{j \in \mathbb{Z}} \chi_{Z^x} (j) (f * \tilde{\phi}_{1,j-1})(x) \psi \left( \frac{\gamma_x (2^{-j})}{2^j} \right) . \]

Setting now \( S(\tilde{\phi})_j := \sum_{l=-\infty}^{j} \tilde{\phi}_{1,l-1} \) and \( \psi_{\gamma,j}(x) := \psi \left( \frac{\gamma_x (2^{-j})}{2^j} \right) \)

and letting \( Z^x = [a^x, b^x] \cap \mathbb{Z} \) we proceed as in the proof of Lemma 25 and apply an Abel summation argument

\[ \sum_{j=a^x}^{b^x} \psi_{\gamma,j}(x) (f * \tilde{\phi}_{1,j-1})(x) = \sum_{j=a^x}^{b^x} \psi_{\gamma,j}(x) (f * (S(\tilde{\phi})_j - S(\tilde{\phi})_{j-1}))(x) \]

\[ = \psi_{\gamma,b^x}(x) (f * (S(\tilde{\phi})_{b^x}))(x) - \psi_{\gamma,a^x}(x) (f * (S(\tilde{\phi})_{a^x-1}))(x) \]

\[ + \sum_{j=a^x}^{b^x-1} (\psi_{\gamma,j}(x) - \psi_{\gamma,j+1}(x)) (f * (S(\tilde{\phi})_{j}))(x) \]

From (145) and the above chain of equalities, we immediately have that

\[ |C_{L,2,\eta}^\gamma f(x)| \lesssim MH f(x) + M f(x) , \]

thus finishing our proof. \( \square \)

### 9.2. The high-frequency far from diagonal case

In this section we will prove the analogue of Theorem 27:

**Proposition 47.** Let \( 1 < p < \infty \). Then, with the above notations and conventions, we have

\[ \| \sup_{|\eta| \leq 1} |C_{H,\eta}^{\Delta, f}||_p \lesssim_{\gamma,p} \| f \|_p . \]

**Proof.** We start by reminding that from now on we will identify the two multipliers \( m_{j,m,n,0} \) and \( \widetilde{m}_{j,m,n,0} \) since the mean zero condition of \( \rho_j \) will no longer play any role.

Setting (recalling) now

\[ m_{m,n}(x, \xi, \eta) = \sum_{j \in \mathbb{Z}} m_{j,m,n,0}(x, \xi, \eta) , \]

\[ \text{Here we let } a^x, b^x \in \mathbb{Z} \cup \{ \pm \infty \} \text{ with } a^x \leq b^x . \]
\[ m^{j,H}(x,\xi,\eta) = \sum_{(m,n)\in \mathbb{Z}^2 \setminus ((\mathbb{Z}_-)^2 \cup \Delta)} m_{j,m,n,0}(x,\xi,\eta), \]

and

\[ m^H(x,\xi,\eta) = \sum_{j\in \mathbb{Z}} m^{j,H}(x,\xi,\eta), \]

we proceed exactly as in the proof of Theorem 27 and split the discussion in two cases: (I) \( m > |n| + C(\gamma) \) and (II) \( n > |m| + C(\gamma) \). Focusing on the first case - the second one has a similar treating - one applies (161) in order to deduce

\[ m_{m,n}(x,\xi,\eta) = \frac{1}{2m} \sum_{j\in \mathbb{Z}} \chi_{Z^e}(j) \left( \int_{\mathbb{R}} e^{-i \frac{\xi}{2^m} t} e^{i \eta \gamma_x(\frac{t}{2^m})} \rho_j(x,t) \, dt \right) \phi \left( \frac{\xi}{2^m+j} \right) \phi \left( \frac{\gamma_x(2^{-j})}{2^n+j} \right) \phi(\eta). \]

From this, we further have

\[ |C_\gamma^{H,\eta} f(x)| \approx \left| \phi(\eta) \sum_{j\in \mathbb{Z}} \chi_{Z^e}(j) \sum_{(m,n)\in \mathbb{Z}^2 \setminus ((\mathbb{Z}_-)^2 \cup \Delta)} 1 \frac{1}{2m} C_{\gamma,j,m,n}^\eta f(x) \right|. \]

Since taking a supremum in \( \eta \) would have as an effect - after the linearization - the modification of \( \eta \) into \( \eta(x) \) with the latter function being absorbed into the expression \( \gamma(x,t) \) it is enough thus to estimate our expressions for say \( \eta = 1 \). Taking now \( 1 < p < \infty \) and applying a standard square argument, we have thus that

\[ \| C_\gamma^{H,\eta} f \|_p \]

\[ \lesssim_p \sum_{(m,n)\in \mathbb{Z}^2 \setminus ((\mathbb{Z}_-)^2 \cup \Delta)} \frac{1}{2\max\{m,n\}} \left\| \left( \sum_{j\in \mathbb{Z}} \chi_{Z^e}(j) |C_{\gamma,j,m,n}^1 f(x)|^2 \right)^{\frac{1}{2}} \right\|_p \]

\[ \lesssim \sum_{(m,n)\in \mathbb{Z}^2 \setminus ((\mathbb{Z}_-)^2 \cup \Delta)} \frac{1}{2\max\{m,n\}} \left\| \left( \sum_{j\in \mathbb{Z}} |M(f * \tilde{\phi}_{m+j})|^2 \right)^{\frac{1}{2}} \right\|_p \lesssim_p \| f \|_p . \]

\[ \square \]
9.3. The high-frequency close to diagonal case. Finally, in this section we are proving the analogue of Theorem 32:

**Proposition 48.** Let $1 < p < \infty$. Then, we have

\[(321) \quad \| \sup_{|\eta|\leq 1} |C_{\gamma}^{H} f| \|_{p} \lesssim \gamma p \| f \|_{p} .\]

**Proof.** In our setting, we have

\[C_{\gamma}^{H} = \sum_{m \in \mathbb{N}} C_{m,\gamma}^{H} ,\]

with

\[C_{m,\gamma}^{H} \approx \sum_{j \in \mathbb{Z}} C_{\gamma,j,m,m}^{\eta} .\]

Notice now that for any $m \in \mathbb{N}$ and $j \in \mathbb{Z}$ we trivially have

\[(322) \quad |C_{\gamma,j,m,m}^{\eta} f(x)| \lesssim M(f * \check{\phi}_{m+j})(x) .\]

Moreover, following the same argument as in (320), we now get - uniformly in $m \in \mathbb{N}$ - that

\[(323) \quad \| \sup_{|\eta|\leq 1} C_{m,\gamma}^{H} f \|_{p} \lesssim \gamma p \left( \sum_{j \in \mathbb{Z}} |M(f * \check{\phi}_{m+j})|^{2} \right)^{1/2} \lesssim \gamma \| f \|_{p} .\]

Now, our Proposition 48 follows from (320), the result below and a standard interpolation argument

**Proposition 49.** There exists $\bar{\epsilon} > 0$, depending only on $\gamma$, such that, for any $m \in \mathbb{N}$ and $j \in \mathbb{Z}$, the following holds:

\[(324) \quad \| \sup_{|\eta|\leq 1} |C_{\gamma,j,m,m}^{\eta} f| \|_{2} \lesssim 2^{-\bar{\epsilon} m} \| f \|_{2} .\]

This last proposition however is a direct application of Theorem 33 together with the following observation

\[(325) \quad H_{\Gamma,m}^{H} (h)(x,y) = \mathcal{H}_{\Gamma,m} (h)(x,y) = \int_{\mathbb{R}} \hat{g}(\eta) \hat{\phi}(\eta) e^{-i \eta y} C_{m,\gamma}^{H} f(x) d\eta ,\]

from which we deduce after an application of Parseval that

\[(326) \quad \| \sup_{|\eta|\leq 1} |C_{m,\gamma}^{H} f| \|_{L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})} \leq \| H_{\Gamma,m} \|_{L^{2}(\mathbb{R}^{2}) \rightarrow L^{2}(\mathbb{R}^{2})} .\]

$\square$
10. The richness of the class $M_{x}NF_{t}$ - Proof of Theorem 1.

**Theorem 1 - Restatement.** Let $d \in \mathbb{N}$, $d \geq 1$ and assume we are given $\{\alpha_{k}\}_{k=1}^{d} \subset \mathbb{R} \setminus \{0,1\}$. Define

\begin{equation}
\mathcal{P}_{d} := \left\{ \gamma(x,t) \mid \gamma(x,t) = \sum_{k=1}^{d} a_{k}(x) t^{\alpha_{k}} \text{ with } \{a_{k}(\cdot)\}_{k=1}^{d} \text{ real measurable} \right\}.
\end{equation}

Then

\begin{equation}
\mathcal{P}_{d} \subset M_{x}NF_{t}.
\end{equation}

**Proof.**

**Step 1.** Verifying (59)-(64).

Throughout our discussion we fix $\gamma(x,t) \in \mathcal{P}_{d}$ and $x \in \mathbb{R}$ and assume wlog that $\{\alpha_{k}\}_{k=1}^{d} \subset \mathbb{R} \setminus \{0,1\}$ arranged in a strictly increasing order.

We start by defining

$R_{0} := \{x \in \mathbb{R} \mid a_{1}(x) = a_{2}(x) = \ldots = a_{d}(x) = 0\},$

and set $R_{1} := \mathbb{R} \setminus R_{0}$.

Next, based on some elementary reasonings, we can always reduce our discussion to the situation $a_{k}(x) \neq 0$ for all $x \in R_{1}$ and $1 \leq k \leq d$. Given this, we can simply set $A = 1$. Also, in order to avoid the discussion about the definition of $t^{\alpha_{k}}$ for $t < 0$, wlog we can assume throughout this section that $t > 0$.

Now, in order to be able to define the sets $\{Z^{\beta}_{\delta}\}_{\beta}$, we proceed as follows:

Firstly, we notice that

\begin{equation}
\gamma(x,t) = \sum_{k=1}^{d} a_{k}(x) t^{\alpha_{k}},
\end{equation}

\begin{equation}
\frac{d}{dt} \gamma(x,t) := \gamma'(x,t) = \sum_{k=1}^{d} \alpha_{k} a_{k}(x) t^{\alpha_{k}-1},
\end{equation}

and

\begin{equation}
\frac{d^{2}}{dt^{2}} \gamma(x,t) := \gamma''(x,t) = \sum_{k=1}^{d} \alpha_{k} (\alpha_{k} - 1) a_{k}(x) t^{\alpha_{k}-2}.
\end{equation}

Secondly, we fix $x \in R_{1}$ and for $\delta > 0$ properly chosen\(^{49}\) and each pair $(n,k) \in \mathbb{N}^{2}$ with $d \geq n > k \geq 1$, define\(^{50}\)

\begin{equation}
\text{with } \{a_{k}(\cdot)\}_{k=1}^{d} \text{ real measurable} \right\}.
\end{equation}

\begin{equation}
\gamma(x,t) = \sum_{k=1}^{d} a_{k}(x) t^{\alpha_{k}},
\end{equation}

\begin{equation}
\frac{d}{dt} \gamma(x,t) := \gamma'(x,t) = \sum_{k=1}^{d} \alpha_{k} a_{k}(x) t^{\alpha_{k}-1},
\end{equation}

and

\begin{equation}
\frac{d^{2}}{dt^{2}} \gamma(x,t) := \gamma''(x,t) = \sum_{k=1}^{d} \alpha_{k} (\alpha_{k} - 1) a_{k}(x) t^{\alpha_{k}-2}.
\end{equation}

\(^{49}\)For example $\delta = C d$ with $C >> 1$ absolute constant works.

\(^{50}\)Throughout the paper $R^{*}_{+}$ stands for $(0, \infty)$. 

\[ V_{nk}(x) := \left\{ t \in \mathbb{R}_+^+ \mid \frac{1}{\mathcal{R}} \min \left\{ 1, \frac{|a_k|}{|a_n|}, \frac{|a_k (a_k - 1)|}{|a_n (a_n - 1)|} \right\} \leq |t|^{\alpha - \alpha_k} \right\} \]

\[ \cap \left\{ t \in \mathbb{R}_+^+ \mid |t|^{\alpha_n - \alpha_k} \leq \mathcal{R} \max \left\{ 1, \frac{|a_k|}{|a_n|}, \frac{|a_k (a_k - 1)|}{|a_n (a_n - 1)|} \right\} \right\}. \]

Thirdly, we notice that if \( t \in V_{nk}^c(x) := \mathbb{R}_+^+ \setminus V_{nk}(x) \), then we are in one of the two situations below:

(331)

- either \(|t|^{\alpha_n} |a_n(x)| > \mathcal{R} |t|^{\alpha_k} |a_k(x)| \) and \(|\alpha_n| |t|^{\alpha_n} |a_n(x)| > \mathcal{R} |\alpha_k| |t|^{\alpha_k} |a_k(x)| \)
  and \(|\alpha_n| |\alpha_n - 1| |t|^{\alpha_n} |a_n(x)| > \mathcal{R} |\alpha_k| |\alpha_k - 1| |t|^{\alpha_k} |a_k(x)| \);

- or \(|t|^{\alpha_n} |a_n(x)| < \mathcal{R}^{-1} |t|^{\alpha_k} |a_k(x)| \) and \(|\alpha_n| |t|^{\alpha_n} |a_n(x)| < \mathcal{R}^{-1} |\alpha_k| |t|^{\alpha_k} |a_k(x)| \)
  and \(|\alpha_n| |\alpha_n - 1| |t|^{\alpha_n} |a_n(x)| < \mathcal{R}^{-1} |\alpha_k| |\alpha_k - 1| |t|^{\alpha_k} |a_k(x)| \).

Deduce from this that

(332)

\[ \bigcap_{1 \leq k < n \leq d} V_{nk}^c(x) = O(d^2), \]

with each \( J_{\beta}^\ell \) interval so that there exist \( k_{\beta} \in \{1, \ldots, d\} \) and such that for every \( t \in J_{\beta}^\ell \) one has

(333)

- \(|t|^{\alpha_{k_{\beta}}} |a_{k_{\beta}}(x)| > \mathcal{R} \max_{k \neq k_{\beta}} \{|t|^{\alpha_k} |a_k(x)|\}\)
- \(|\alpha_{k_{\beta}}| |t|^{\alpha_{k_{\beta}}} |a_{k_{\beta}}(x)| > \mathcal{R} \max_{k \neq k_{\beta}} \{|\alpha_k| |t|^{\alpha_k} |a_k(x)|\}\)
- \(|\alpha_{k_{\beta}}| |\alpha_{k_{\beta}} - 1| |t|^{\alpha_{k_{\beta}}} |a_{k_{\beta}}(x)| > \mathcal{R} \max_{k \neq k_{\beta}} \{|\alpha_k| |\alpha_k - 1| |t|^{\alpha_k} |a_k(x)|\}\).

Thus, taking now \( J_{\beta}^x := \mathbb{R}_+^+ \setminus \bigcap_{1 \leq k < n \leq d} V_{nk}^c(x) \) and setting \( \mathbb{Z}_{\beta}^x := \log_2(J_{\beta}^x) \cap \mathbb{Z} \), we deduce that

(334)

\[ \# \mathbb{Z}_{\beta}^x \leq \sum_{1 \leq k < n \leq d} \frac{100}{|\alpha_n - \alpha_k|} \left( \log \mathcal{R} + \left| \log \frac{|\alpha_k|}{|\alpha_n|} \right| + \left| \log \frac{|\alpha_k - 1|}{|\alpha_n - 1|} \right| \right), \]

and hence (62) holds.

Next, for \( 1 \leq \beta \leq B = O(d^2) \), we obviously have \( \gamma(x, \cdot) \in C^\infty(J_{\beta}^x) \) and for \( t \in J_{\beta}^x \) one has

(335)

\[ \gamma''(x, t) = \alpha_{k_{\beta}} (\alpha_{k_{\beta}} - 1) t^{\alpha_{k_{\beta}} - 2} a_{k_{\beta}}(x) (1 + O(d \mathcal{R}^{-1})), \]

and hence (63) holds as well.

Finally, recalling that \( \mathbb{Z}^x = \bigcup_{\beta=1}^B \mathbb{Z}_{\beta}^x \), we have

(336)

\[ \sup_{x \in \mathbb{R}_1} \sup_{c \in \mathbb{R}_+} \# \{ j \in \mathbb{Z}^x \mid |2^{-j} \gamma_x'(2^{-j})| \in [c, 2c] \} \leq \]

\[ \sum_{\beta=1}^B \sup_{x \in \mathbb{R}_1} \sup_{c \in \mathbb{R}_+} \# \{ j \in \mathbb{Z}_{\beta}^x \mid |\alpha_{k_{\beta}} (2^{-j}) a_{k_{\beta}}(x)| (1 + O(d \mathcal{R}^{-1})) \in [c, 2c] \}. \]
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\[ \lesssim d + \sum_{k=1}^{d} \frac{1}{|\alpha_k|} = N(\gamma). \]

**Step 2.** Verifying (65)-(67).

Fix \( x \in \mathbb{R} \) and \( 1 \leq \beta \leq B \). For \( \frac{1}{4} \leq |t| \leq 4 \) and \( j \in \mathbb{Z}_\beta \) we have

\[ Q_j(x, t) = \frac{\gamma_x(2^{-j} t)}{2^{-j} \gamma_x'(2^{-j})} = \frac{\ell^{\alpha_k \beta}}{\alpha_k \beta} (1 + O(d R^{-1})), \]

and thus both (65) and (66) are satisfied.

Similarly, we have

\[ Q'_j(x, t) = \frac{2^{-j} \gamma''_x(2^{-j} t)}{\gamma_x'(2^{-j})} = (\alpha_k \beta - 1) \ell^{\alpha_k \beta - 2} (1 + O(d R^{-1})), \]

which implies that (67) holds.

**Step 3.** Verifying (68).

In what follows, without loss of generality we fix \( \alpha = 1 \), and \( 1 = \beta = O(d^2) \). Next, following the same reasonings and notations as in the proof of Lemma 39, we see that our task is to show that there exists \( \bar{\epsilon} \in (0, 1) \) such that (246) holds. Now, linearizing the supremum in \( w \), we would like to show that, for any given map \( l \to w_l \), the following holds\(^{51}\)

\[ I_m := 2^{-m} \sum_{l \in \mathbb{R}_m} \left( \int_{-\frac{1}{2}}^{\frac{1}{2}} \left| \frac{1}{2^m} (\tilde{q}(x, l - x) - w_l) \right|^2 dx \right) \lesssim 2^{-2 \epsilon m}. \]

Fix from now on the map \( l \to w_l \). Next, for a suitable parameter \( \delta \in (0, 1) \) chosen later, recalling the defined concepts in (243) - (245), we have

\[ I_m := 2^{-m} \sum_{l \in \mathbb{R}_m, \ (l, w_l) \in \mathcal{E}_{\tilde{q}, \delta}} (\ldots) + 2^{-m} \sum_{l \in \mathbb{R}_m, \ (l, w_l) \in \mathcal{H}_{\tilde{q}, \delta}} (\ldots) =: I_m^L, \delta + I_m^H, \delta. \]

We now have

\[ I_m^L, \delta \]

\[ \lesssim 2^{-m} \sum_{l \in \mathbb{R}_m, \ (l, w_l) \in \mathcal{E}_{\tilde{q}, \delta}} \left( \int \mathcal{A}_\tilde{q}, \delta(t, w_l) (\ldots) + \int_{[-\frac{1}{2}, \frac{1}{2}] \setminus \mathcal{A}_\tilde{q}, \delta(l, w_l)} (\ldots) \right) \]

\[ \lesssim 2^{-m} \sum_{l \in \mathbb{R}_m, \ (l, w_l) \in \mathcal{E}_{\tilde{q}, \delta}} |\mathcal{A}_\tilde{q}, \delta(l, w_l)| + 2^{-4 \delta m} \lesssim 2^{-2 \delta m}, \]

\(^{51}\)Notice that (246) is equivalent with (339).
while
\begin{equation}
I_m^{H,\delta} = 2^{-\frac{m}{2}} \sum_{l : R_m \cap (l, w_l) \in H_{\delta,\delta}} 1 \lesssim 2^{-\frac{m}{2}} (\#H_{\delta,\delta}).
\end{equation}

For \( X \subseteq \mathbb{R} \) measurable, we now define
\begin{equation}
P_d(X \times I) := \begin{cases} 
q(x, t) = \sum_{k=1}^d a_k(x) t^{\alpha_k} & \text{if } \{a_k(\cdot)\}_{k=1}^d \text{ measurable}, \\
\|a_k\|_{L^\infty(X)} \lesssim 1 & \forall 1 \leq k \leq d, \\
\inf_{x \in X} |\frac{\partial}{\partial t} q(x, t)| \gtrsim \{\alpha_j\}_{j=1}^d, \ d \ 1.
\end{cases}
\end{equation}

where here \( d \in \mathbb{N}, \alpha_1 < \ldots < \alpha_d \) with \( \{\alpha_j\}_{j=1}^d \subset \mathbb{R} \setminus \{0\} \).

Our goal is to show the following

**Proposition 50.** Fix \( \tilde{q} \in \mathbb{P}_d([-\frac{1}{2}, \frac{1}{2}] \times I) \). Then, with the previous notations and for a proper choice of \( \delta \), there exists \( \nu = \nu(\delta, d) \in (0, \frac{1}{2}) \) such that
\begin{equation}
\#H_{\tilde{q},\delta} \lesssim 2^{\left(\frac{1}{2} - \nu\right)m}.
\end{equation}

Notice that if we believe for a moment Proposition 50 above, then from (340) - (342), we deduce that
\begin{equation}
I_m \lesssim 2^{-2\delta m} + 2^{-\nu m},
\end{equation}
which proves (339) for \( \bar{\epsilon} = \min \{\delta, \frac{\nu}{2}\} \).

The proof of Proposition 50.

In what follows we will need the following

**Lemma 51.** Let \( n, N, M \in \mathbb{N} \) with \( n, M \leq N \). Assume we are given \( \{I_l\}_{l=1}^N \) sets such that for any \( 1 \leq l \leq N \) the following properties hold:
\begin{equation}
\bullet \ I_l \subseteq [-\frac{1}{2}, \frac{1}{2}]; \\
\bullet \ |I_l| \geq M^{-1}.
\end{equation}

Then, if
\begin{equation}
N \geq 2^M \leq n^n,
\end{equation}
there exists a subset \( S \subset \{1, \ldots, N\} \) such that
\begin{equation}
\#S = n,
\end{equation}
and
\begin{equation}
\left| \bigcap_{l \in S} I_l \right| \geq \frac{1}{2M^n}.
\end{equation}
Proof. Wlog we can assume \( n \geq 2 \) since the case \( n = 1 \) is trivial.

On the one hand, from Hölder’s inequality, one has

\[
\mathcal{I} := \int_{\frac{1}{2}}^{1} \left( \sum_{l=1}^{N} \chi_{I_l}(x) \right)^n dx \geq \left( \int_{\frac{1}{2}}^{1} \sum_{l=1}^{N} \chi_{I_l}(x) dx \right)^n \geq (\frac{N}{M})^n.
\]

On the other hand

\[
\mathcal{I} = \sum_{S \subseteq \{1, \ldots, N\}} \left| \bigcap_{l \in S} I_l \right| = \sum_{r=1}^{n} \sum_{S \subseteq \{1, \ldots, N\}, \#S = r} \left| \bigcap_{l \in S} I_l \right|,
\]

where here if \( S = (i_1, i_2, \ldots, i_n) \) we let \( \tilde{S} := \bigcup_{l=1}^{n} \{i_l\} \).

It is now simple to notice that

\[
\sum_{S \subseteq \{1, \ldots, N\}, \#S = r} \left| \bigcap_{l \in S} I_l \right| \leq n! N^r.
\]

Thus, based on (350) - (352), we must have

\[
\sum_{S \subseteq \{1, \ldots, N\}} \left| \bigcap_{l \in S} I_l \right| \geq (\frac{N}{M})^n - n! \sum_{r=1}^{n-1} N^r \geq (\frac{N}{M})^n - n^n N^{n-1}
\]

Using now (347) and pigeonhole principle we immediately conclude that (353) implies (349).

\[\square\]

Lemma 52. Let \( d \in \mathbb{N} \) and let \( S, A \) be two collections of strictly increasing real numbers with \( S = \{s_i\}_{i=1}^{d} \subseteq [1, 4] \) and \( A = \{\alpha_j\}_{j=1}^{d} \subseteq \mathbb{R} \). Set \( \|S\| := \min_{1 \leq i < j \leq 2^d} |s_j - s_i| \) and \( \Pi_j A := \prod_{i=1}^{j} |\alpha_j - s_i| \).

Assume we are given \( A > 0 \) and a sequence \( \{a_j\}_{j=1}^{d} \) of real numbers such that

\[
\left| \sum_{j=1}^{d} a_j s^{\alpha_j} \right| \leq A \quad \text{for any } s \in S.
\]

Then, for any \( 1 \leq j \leq d \), we have

\[
|a_j| \leq \frac{4^{d(\alpha_d - \alpha_1) + \max_{1 \leq j \leq d} |\alpha_j| + 2) A}{\|S\|^{d-1} \Pi_j A}.
\]

Proof. We will prove in fact the slightly improved version

\[
|a_j| \leq \frac{4^{d(\alpha_d - \alpha_1) + \min_{1 \leq j \leq d} |\alpha_j| + 2) A}{\|S\|^{d-1} \Pi_j A}.
\]

This last statement will be verified by induction over the values of \( d \).

---

\(^{52}\)By convention, if \( d = 1 \) we set \( \Pi A = 1 \).
The case \( d = 1 \) is trivial. Assume now that (356) holds for 1, 2, \ldots, \( d - 1 \).

We now multiply in (354) by \( s^{-\alpha_1} \) in order to deduce that

\[
\left| \sum_{j=1}^{d} a_j s^{\alpha_j - \alpha_1} \right| \leq 4^{\alpha_1} A \quad \text{for any } s \in S.
\]

Applying now the mean value theorem on each of the intervals \((s_{2i-1}, s_{2i})\) with \( i \in \{1, \ldots, 2^{d-1}\} \) we obtain a collection of intermediate points \( S^1 := \{s_1^1, \ldots, s_{2^{d-1}}^1\} \) such that

\[
\left| \sum_{j=2}^{d} a_j (\alpha_j - \alpha_1)s^{\alpha_j - \alpha_1} \right| \leq \frac{4^{\alpha_1} A}{\|S\|} \quad \text{for any } s \in S^1.
\]

Applying now the induction hypothesis, for any \( 2 \leq j \leq d \), we get that

\[
|a_j| (\alpha_j - \alpha_1) \leq \frac{4^{(d-1)((\alpha_d - \alpha_2) + \min_{2 \leq j \leq d} |\alpha_j - \alpha_1| + 2))} \|S\|^{d-2} \Pi_j A^1 \frac{4^{\alpha_1} A}{\|S\|},
\]

where here we set \( A^1 = \{\alpha_j - \alpha_1\}_{j=2}^d \).

Notice now that from our construction of the sets \( A^1 \) and \( S^1 \) one has that \( \|S^1\| \geq \|S\| \) and that \( (\alpha_j - \alpha_1) \Pi_j A^1 = \Pi_j A \). With these one immediately verifies our induction hypothesis (356) for \( 2 \leq j \leq d \).

Finally, in order to get the similar relation for the term \( a_1 \) it is enough to repeat the above reasoning by replacing the role played by \( \alpha_1 \) with \( \alpha_d \).

\( \square \)

**Observation 53.** [Number of real distinct roots for a generalized polynomial]

Assume we are given a generalized polynomial

\[
P(t) = \sum_{k=1}^{d} a_k t^\alpha,
\]

with \( d \in \mathbb{N} \), \( \{a_k\}_{k=1}^d \) real numbers and \( \{\alpha_k\}_{k=1}^d \) real positive numbers. Then, the number of real distinct roots of \( P \) obeys the following relation

\[
\#\{t \in \mathbb{R}_+ \mid P(t) = 0\} \leq 2d.
\]

Notice that even in the case when \( \{\alpha_k\}_{k=1}^d \) are (strictly increasing) positive integers, (361) is far from obvious, offering a refinement over the information one could get from the fundamental theorem of algebra: indeed, in this latter instance, applying the fundamental theorem of algebra one could only say that the LHS of (361) is bounded by \( \alpha_d \), while (361) states that the relevant information stays in the number of non-zero monomials as opposed to the degree of \( P \) (of course we assume here \( \alpha_d >> d \)).

The proof of this result is done via induction over \( d \), and is inspired from [86]. Moreover, this observation served as a toy model in our approach for the proof of the more involved Lemma 52.

\[53\]Here \( \alpha_- = -\alpha \) if \( \alpha < 0 \) and 0 otherwise.
We pass now to the actual proof of our proposition. This will be based on reductio ad absurdum. Thus, we assume that (344) fails, and hence
\begin{equation}
\# \mathcal{H}_{\tilde{q}, \delta} \geq 2^{\left(\frac{1}{2} - \nu\right)m},
\end{equation}
for a suitable small \( \nu > 0 \).

We now define
\begin{equation}
\mathcal{H}_{\tilde{q}, \delta}^L := \{ l \mid (l, w) \in \mathcal{H}_{\tilde{q}, \delta}\},
\end{equation}
and let
\begin{equation}
\mathcal{H}_{\tilde{q}, \delta}^{L, S} := \text{a maximal separated subset of } \mathcal{H}_{\tilde{q}, \delta}^L,
\end{equation}
such that
\begin{equation}
\# \mathcal{H}_{\tilde{q}, \delta}^{L, S} = 2^{2d \delta m}
\end{equation}
which is possible if \( \frac{1}{2} - \nu - 4\delta > 2d \delta \), since, based on (243) - (245), one has that for any \( l \in \mathcal{H}_{\tilde{q}, \delta}^L \)
\begin{equation}
\# \{ w \mid (l, w) \in \mathcal{H}_{\tilde{q}, \delta}\} \lesssim 2^{4 \delta m}.
\end{equation}

Next, for each \( l \in \mathcal{H}_{\tilde{q}, \delta}^{L, S} \), we let
\begin{equation}
A_l := A_{\tilde{q}}(l, w_l) \text{ with } w_l \text{ defined by } |A_{\tilde{q}}(l, w_l)| = \max_{w: (l, w) \in \mathcal{H}_{\tilde{q}, \delta}} |A_{\tilde{q}}(l, w)|.
\end{equation}

Now, for\(^{54}\) \( n = 2^{2d} \), we apply Lemma 51 for \( I_l := A_l, M = 2^{2\delta m} \) and \( N = \# \mathcal{H}_{\tilde{q}, \delta}^{L, S} = 2^{2d \delta m} \) to deduce that there exist \( \mathcal{H}_{\tilde{q}} \subseteq \mathcal{H}_{\tilde{q}, \delta}^{L, S} \) with \( \# \mathcal{H}_{\tilde{q}} = n \) and a set \( X := \bigcap_{l \in \mathcal{H}_{\tilde{q}}} A_l \) such that
\begin{equation}
\begin{aligned}
\text{• } & |q(x, x + l) - w_l| \leq 2^{-\left(\frac{1}{2} - 2\delta\right)m} \text{ for any } l \in \mathcal{H}_{\tilde{q}} \text{ and } x \in X; \\
\text{• } & |X| \geq 2^{-2^{2d \delta m}}.
\end{aligned}
\end{equation}

First thing to notice is that, from (368) and Lemma 52, one immediately has
\begin{equation}
\max_{1 \leq j \leq d} |a_j(x)| \leq \frac{4^{d(\alpha_d - \alpha_1) + \max_{1 \leq j \leq d} |\alpha_j| + 2}}{\|\mathcal{H}_{\tilde{q}}\|^{d-1} \inf_j \prod_{i \neq j}^d |\alpha_j - \alpha_i|},
\end{equation}
for any \( x \in X \).

Exploiting the first item in (368), we notice that for any \( x, x_0 \in X \) one has
\begin{equation}
|\sum_{j=1}^d a_j(x) (x + l)^{\alpha_j} - \sum_{j=1}^d a_j(x_0) (x_0 + l)^{\alpha_j}| \lesssim 2^{-\left(\frac{1}{2} - 2\delta\right)m} \quad \forall l \in \mathcal{H}_{\tilde{q}}.
\end{equation}

Fix \( x, x_0 \in X \). We now apply Taylor’s formula in order to deduce that
\begin{equation}
(x_0 + s)^{\alpha_j} = (x + s)^{\alpha_j} + \alpha_j (x_0 - x) (x + s)^{\alpha_j - 1} + O(|x - x_0|^2).
\end{equation}

\(^{54}\)Recall here that \( d \) stands for the number of “generalized” monomials (i.e. we allow the power/degree to be an arbitrary real number) of \( q \).
Putting together (369), (370) and (371), we further deduce that
\[
(372) \quad \left| \sum_{j=1}^{d} \left\{ (a_j(x) - a_j(x_0)) (x + l)^{\alpha_j} - \alpha_j (x_0 - x) a_j(x_0) (x + l)^{\alpha_j - 1} \right\} \right| 
\lesssim 2^{-\left(\frac{1}{2} - 2\delta\right) m} + \frac{1}{\|\mathcal{H}_q\|^{d-1}} O_A(|x - x_0|^2) \quad \text{for any } l \in \mathcal{H}_q.
\]

Applying now Lemma 52 for the coefficient of the "lowest degree generalized monomial", we deduce that
\[
(373) \quad |a_1(x)|, |a_1(x_0)| \lesssim \frac{4^{8d(max_{1 \leq j \leq d} |\alpha_j| + 1)}(2^{-\left(\frac{1}{2} - 2\delta\right) m} + \frac{1}{\|\mathcal{H}_q\|^{d-1}} |x - x_0|^2)}{|x - x_0||\alpha_1| \|\mathcal{H}_q\|^{2d-1} \prod_{i=2}^{d} |\alpha_i - \alpha_1|}.
\]

Once at this point we set \(I_1\) be the collection of same length = \(2^{-\frac{2}{d}}\) intervals partitioning the interval \([1, 4]\). Set now \(I_0^1\) be the collection of intervals \(J \in I_1\) for which
\[
(374) \quad |X \cap J| \geq 2^{-5} 2^{-2d} 2\delta m |J|,
\]
and set
\[
(375) \quad X_1 := \bigcup_{J \in I_0^1} X \cap J.
\]

From (368), (374) and (375) one deduces immediately that
\[
(376) \quad |X_1| \geq \frac{|X|}{2} \geq 2^{-2} 2^{-2d} 2\delta m.
\]

Applying now (373) within each set \(X \cap J\) with \(J \in I_1\) we notice for any \(x \in X \cap J\) we can choose \(x_0 \in X \cap J\) such that \(|x - x_0| \geq 2^{-10} 2^{-2d} 2\delta m |J|\) and thus we have that
\[
(377) \quad |a_1(x)| \lesssim \frac{4^{8d(max_{1 \leq j \leq d} |\alpha_j| + 1)}(2^{-\left(\frac{1}{2} - 2\delta\right) m} 2^{2d} 2\delta m)}{|\alpha_1| \|\mathcal{H}_q\|^{3d-2} \prod_{i=2}^{d} |\alpha_i - \alpha_1|} \quad \text{for any } x \in X_1.
\]

Inserting now (377) in (370) we have that for any \(l \in \mathcal{H}_q\) and \(x, x_0 \in X_1\) one has
\[
(378) \quad \left| \sum_{j=2}^{d} a_j(x) (x + l)^{\alpha_j} - \sum_{j=2}^{d} a_j(x_0) (x_0 + l)^{\alpha_j} \right| \lesssim \frac{4^{8d(max_{1 \leq j \leq d} |\alpha_j| + 1)}(2^{-\left(\frac{1}{2} - 2\delta\right) m} 2^{2d} 2\delta m)}{|\alpha_1| \|\mathcal{H}_q\|^{3d-2} \prod_{i=2}^{d} |\alpha_i - \alpha_1|}.
\]

At this point we can repeat the above algorithm to deduce an upper bound for the size of the terms \(a_2(x)\) where here \(x \in X_2\) with \(X_2 \subset X_1\) such that

\[55\text{Here } O_A(B) \text{ designates an expression that is bounded from above by a quantity of the form } C_A \times B \text{ where } C_A > 0 \text{ depends on the properties of the set } A = \{\alpha_j\}_{j=1}^{d}.\]
$|X_d| \geq \frac{1}{2} |X|$. Iterating this argument $d$ times we conclude that for any $1 \leq k \leq d$ and $x \in X_d$ with $X_d \subset X$ and $|X_d| \geq \frac{1}{2^{d+1}} |X|$, one must have

$$|a_k(x)| \lesssim \frac{4^{8d}k(\max_{1 \leq j \leq d} |\alpha_j|+1)(2^{-(\frac{1}{2d+1}-2\delta)m}2^d k \delta m)}{|\alpha_1| \cdots |\alpha_k| \|\bar{H}_q\|^{(3d-2)k} \prod_{j=1}^{k} \prod_{i \neq j}^{d} |\alpha_i - \alpha_j|}.$$  

Notice now that $\|\bar{H}_q\| \geq 2^{-(2^{3d} 2^{d+1}+\nu)m}$. Thus, from (379), we deduce that for any $x \in X_d$ and $1 \leq k \leq d$ one has

$$|a_k(x)| \lesssim \frac{4^{8d^2} (\max_{1 \leq j \leq d} |\alpha_j|+1)}{|\alpha_1| \cdots |\alpha_k| \prod_{j=1}^{k} \prod_{i \neq j}^{d} |\alpha_i - \alpha_j|} 2^{-\left(\frac{1}{2d+1}-2\delta\right)m} 2^{2d d \delta m} 2^{3d^2 (2^{3d} 2^{d+1}+\nu)m}.$$  

Choosing now $\delta, \nu > 0$ small enough such that

$$\frac{1}{2^{d+1}} - 2\delta - 2^{2d} d \delta - 3d^2 (2^{3d} 2^{d+1}+\nu) > 0,$$

we deduce that for any $x \in X_d$ and $l \in \bar{H}_q$ one has

$$\left| \frac{\partial}{\partial t} q(x,t) \bigg|_{t=x+l} \right| \ll 1,$$

which violates the definition in (343).

Thus we reach our desired contradiction in (362) ending the proof of Proposition 50.

**Observation 54.** A simple inspection of the proof of Proposition 50 shows that one can choose the following values for our parameters: $\delta = \frac{1}{2^{d+1}}$ and $\nu = \frac{1}{2^{2d+1}}$. This choice implies the desired exponential decay in $m$ in (339) with $\tilde{\epsilon} = \delta = \frac{1}{2^{d+1}}$. In the case in which $q(x,t)$ is a polynomial in $t$ with no constant coefficient - i.e $\alpha_j \in \mathbb{N}$ in (343) - the optimal dependence in (339) as well as in (213) is in fact linear; that is, instead of the above exponential dependence, with supplementary ideas that we choose not to present here, one can obtain in the polynomial case that in fact $\epsilon, \bar{\epsilon} \approx \frac{1}{d}$.

11. **Proofs of the remaining corollaries**

**Proof of Corollary 2.**

This follows from Main Theorem and the proof of Theorem 1 by inspecting the bound dependencies on the exponents $\{\alpha_j\}_j$. More specifically, the form of (13) follows from tracking the constant/bounds dependencies in (329) - (338), (355) and (380) together with the $L^p$ bound interpolation argument provided in Lemma 30.

**Proof of Corollary 3.**
Corollary 3 is a straightforward application of Corollary 2. For completeness, we provide here the argumentation: from Corollary 2 we know that for \( d \in \mathbb{N}, \{a_j\}_{j=1}^d \subset \mathbb{R} \setminus \{0, 1\} \) and \( \{a_j\}_{j=1}^d \) measurable functions defining \( \gamma(x, t) := \sum_{j=1}^d a_j(x) t^{a_j} \) we have that \( C_{\gamma} \) is \( L^p \) bounded for \( 1 < p < \infty \).

Applying now a standard linearization argument we notice that

\[
C_{\alpha, \delta} f(x) \approx \int_{\mathbb{R}} f(x - t) e^{i \sum_{l=1}^d a_l(x) t^{a_l}} \frac{1}{t} \, dt = C_{\gamma},
\]

finishing our proof.

**Proof of Corollary 5.**

It is straightforward to see that the curve \( \gamma(x, t) = u(x) \tilde{\gamma}(t) \) defined in the statement of Corollary 5, see in particular relations (17) - (20), verifies relations (17) - (20). The only part left is to verify the nondegeneracy of Corollary 2 - which in our present context becomes

\[
\sup_{k, n \in \mathbb{Z}} \int_{1 < |s| < 4} \sup_{t \in \mathbb{R}} \left( \frac{1}{2^j} \int_{(k-\frac{j}{2})2^{-j}}^{(k+\frac{j}{2})2^{-j}} \frac{\chi_{R_n}(x) \chi_{Z^e}(j) \phi(j \frac{\gamma(t)}{2^m})}{\|\tilde{\alpha}_j(s + 2i x - k) - t \frac{2^m}{\gamma(t)}\|^2} \, dx \right) \, ds \lesssim 2^{-2^m},
\]

where here we used that our hypothesis implies \( q_j(x, t) = \tilde{q}_j(t) := \frac{\tilde{\gamma}'(2^{-j} t)}{\tilde{\gamma}'(2^{-j})} \).

Combining the reasoning from the proof of Lemma 39 with those from the proof of Proposition 50 we see that we can reduce (384) to proving the analogue of (250) with \( \mathcal{H}_{\tilde{q}, \epsilon} \) there replaced by \( \mathcal{H}_{\tilde{q}_j, \gamma, \delta} \), where here

\[
\mathcal{H}_{\tilde{q}_j, \gamma, \delta} := \{(l, w) \in \mathcal{R}_m^2 \mid |A_{\tilde{q}_j, \gamma, \delta}(l, w)| > 2^{-2^m}\},
\]

with

\[
A_{\tilde{q}_j, \gamma, \delta}(l, w) := \{x \in [-\frac{1}{2}, \frac{1}{2}] \mid |\tilde{q}_j(l + x) - w a(x)| \leq 2^{-\left(\frac{1}{2} - 2\delta\right) m} \},
\]

and \( a(\cdot) \) a suitable measurable function (depending on \( u \)) with \( \frac{1}{10} \leq |a(x)| \leq 10 \) for any \( x \in [-\frac{1}{2}, \frac{1}{2}] \).

Following now the same steps as in the proof by contradiction of Proposition 50, specifically (362) - (368), by taking there \( d = 1 \), one gets the modified form of (366) as

\[
\begin{align*}
& |\tilde{q}_j(x + l) - w_l a(x)| \leq 2^{-\left(\frac{1}{2} - 2\delta\right) m} \text{ for any } l \in \mathcal{H}_{\tilde{q}_j} \text{ and } x \in X; \\
& \# \mathcal{H}_{\tilde{q}_j} \geq 2 \text{ and } \min_{l_1 \neq l_2 \in \mathcal{H}_{\tilde{q}_j}} |l_1 - l_2| \geq 2^{-\left(16 \delta + \nu\right) m}; \\
& |X| \geq 2^{-8 \delta m};
\end{align*}
\]

where here \( \nu, \delta \in (0, 1) \) suitable chosen obeying (381) for \( d = 1 \).
This immediately implies that there exists \(x, y \in X\) with \(|x - y| \geq 2^{-8\delta m}\) and \(l_1, l_2 \in \mathcal{H}_{\tilde{q}_j}\) with \(|l_1 - l_2| \geq 2^{-(16\delta + \nu)m}\) such that

\[
(388) \quad \left| \frac{\tilde{q}_j(x + l_k)}{a(x)} - \frac{\tilde{q}_j(y + l_k)}{a(y)} \right| \lesssim 2^{-\left(\frac{1}{4} - 2\delta\right)m} \quad \text{for } k \in \{1, 2\}.
\]

Now according to the two cases under discussion we have:

i) if \(u = u_0\) (almost everywhere) constant then \(a = a_0\) constant and then from the mean value theorem and condition (20) we have that (388) can’t hold.

ii) for general measurable \(u\) we deduce from (388) that

\[
(389) \quad \left| \frac{\tilde{q}_j(x + l_1)}{\tilde{q}_j(y + l_1)} - \frac{\tilde{q}_j(x + l_2)}{\tilde{q}_j(y + l_2)} \right| \lesssim 2^{-(\frac{1}{4} - 2\delta)m}.
\]

However, an application of the mean value theorem together with hypothesis (22) gives

\[
(390) \quad \left| \frac{\tilde{q}_j(x + l_1)}{\tilde{q}_j(y + l_1)} - \frac{\tilde{q}_j(x + l_2)}{\tilde{q}_j(y + l_2)} \right| \gtrsim M|l_1 - l_2| |x - y|,
\]

which contradicts (389) for a proper choice of \(\nu, \delta\).

**Proof of Corollary 6.**

This is straightforward based on Corollary 5 above and the fact that \(\mathcal{NF} \subset \mathcal{NF}_t\). The last containment is immediate by just inspecting the definitions of the classes \(\mathcal{NF}\) (in the present paper) and \(\mathcal{NF}_t\) (in [64]); indeed, one has

- condition (17) here is the same as conditions (2) (for \(j \in \mathbb{Z}_+\)) and respectively (8) (for \(j \in \mathbb{Z}_-\)) in [64];
- conditions (19) and (20) here are more general than (but analogues to) conditions (3), (4), (5) and respectively (9), (10), (11) in [64];
- condition (22) is morally equivalent with (6) and respectively (12) in [64].

**12. Final Remarks**

In this section we start by clarifying some aspects related to the newly introduced class of curves \(M \times \mathcal{NF}_t\) and then we end with some open problems that have arisen naturally in the course of the present study.

12.1. **Analyzing the class \(M \times \mathcal{NF}_t\).** As always when introducing a new concept or definition around which an entire paper revolves, an honest discussion is advisable along at least three directions:

- How natural/intuitive is the new definition?
- What are its merits?
- What are its limitations?
12.1.1. The intuition. We first stress that Definition 11 is tailored around the concept of curvature which is the keystone in each of the three themes approached in our study. The prototype that served as an initial model for our class of curves (and hence must end up residing within it) is the set of all $t-$polynomials of a given degree $d \in \mathbb{N}, \ d \geq 2$

\[
P(x, t) = \sum_{k=1}^{d} a_k(x) t^{k+1},
\]

where here $\{a_k(\cdot)\}_{k=1}^{d}$ are only assumed to be real measurable functions.

Two features are quintessential in the above expression: i) one allows only measurability in $x$; ii) one does not allow linear terms, and thus a suitable non-zero curvature must be present.

With this in mind, we can now easily notice that (58) expresses in more specific terms i) while preparing the ground for ii). Conditions (59) - (63) provide a natural splitting of the $(x, t)$-plane into regions where we gain some more structure and control on the properties of $\gamma$ in analogy - it is instructive here to consult Step 1 in Section 10 - with a partition guided by the roots or coefficient localization of a polynomial with variable coefficients given by (391). Within each such region one is able to extract a first, qualitative curvature condition reflected in (63) thus partially fulfilling ii) above.

Condition (64) is necessary in order to impose the standard almost disjointness of the Littlewood-Paley projections in the $t-$variable for a fixed $x$ without which no square-function type argument would be applicable.\(^{56}\)

We pass now to the two fundamental requirements for our class of curves:

- **Doubling and uniform non-zero curvature (non-flatness):** The underlying motivation for the doubling condition (65) stems from the natural desire to exploit the dilation symmetry of the kernel $\frac{1}{t}$ evoked by the Whitney decomposition (76). This in turn invites the multiplier discretization (87) and thus the analysis of its corresponding phase (96), with the preeminent role played by its derivative (97). Indeed, the behavior of (97) is essential for the location of the stationary points, which in turn guides our entire subsequent approach. At this point, we insert a simplification of our analysis by assuming that (98) is a good approximation for (97), or equivalently, by morally rephrasing our doubling condition (65). From this point on, the uniform upper-boundedness condition (66) is the doubling condition extended uniformly across all scales while (67) is the completion of ii) in terms of a uniform - in scale - non-zero curvature condition.

- **Non-degeneracy:** Finally, condition (68) is a dilation invariant way of measuring the “twisted non-zero curvature” of $\gamma(x, t)$. More precisely, in our context it is not enough simply to control the behavior

---

\(^{56}\)This condition is trivially satisfied for any polynomial with variable coefficients - even if allowing constant and linear terms.
and curvature of $\gamma$ in $t$. Rather, we need to consider a relative interplay between $x$, $t$, and how (the derivative of) $\gamma$ varies around a given point.\(^{57}\)

12.1.2. The merits. The primary advantage of the $M_xNF_t$-definition lies within its malleability, demonstrated by the large classes of examples that it subsumes. Indeed, following Corollary 5 and the definition therein, Observation 13, Theorem 1 and its restatement (327) - (328), we do have that

\[
NF \subset M_xNF_t,
\]

\[
M_x \cdot NF := \{ u(x) \gamma(t) \mid u \text{ measurable} \in NF \} \subset M_xNF_t,
\]

\[
P_d \subset M_xNF_t.
\]

Moreover, by repeating step by step the proof in Section 10 - with the obvious analogue of Lemma 52 - one can extend the last inclusion above, by actually showing that any expression of the form

\[
P(x, t) = \sum_{k=1}^{d} a_k(x) t^{\alpha_k} \log^{\beta_k} |t| \in M_xNF_t,
\]

with $d \in \mathbb{N}$, $\{a_k(\cdot)\}_{k=1}^{d}$ measurable, $\{\alpha_k\}_{k=1}^{d} \subset \mathbb{R} \setminus \{0, 1\}$ and $\{\beta_k\}_{k=1}^{d} \subset \mathbb{R}$.

Thus, indeed, many of the most relevant and/or standard examples that one might consider are proven to be part of our newly defined class or curves.

12.1.3. The limitations. The class $M_xNF_t$ has several downsides that will be discussed below:

- **Exclusion of $t$–non-doubling curves**: The doubling condition (65) is clearly restrictive and - unlike the non-zero curvature condition - should not play an important role in the boundedness of the operators that we consider. In fact, it is known that both $H_{\Gamma}$ and $M_{\Gamma}$ are $L^2(\mathbb{R}^2)$-bounded operators for $\Gamma$ corresponding to $\gamma(x, t) = xe^{-\frac{t}{2}}$, ([13]), or more generally $\gamma(x, t) = P(x)e^{-\frac{t}{2}}$ with $P$ polynomial ([4]). Although we believe that our results could in principle be extended to include these latter situations, this would require a non-trivial amount of extra technicalities that would not be justified in the context of our main focus derived from the inclusions in (392) - (395).

- **Absence of non-translation invariance**: A far more consequential restriction is the lack of translation invariance for $M_xNF_t$. While unappealing, this should not be surprising since our definition for the set of curves relies fundamentally on the concept of *non-zero curvature near zero and infinity*, a property that is compatible with

\(^{57}\)For more on this, please see the discussion within the limitations in the definition of our class of curves.
dilation but not with translation symmetry. Consequently, we remark that
\begin{align}
\gamma(x,t) \in M_xNF_t \not\Rightarrow \gamma(x,t-a) \in M_xNF_t & \quad \text{for } a \in \mathbb{R} \setminus \{0\}, \\
\gamma(x,t) \in M_xNF_t \not\Rightarrow \gamma(x,t-x) \in M_xNF_t.
\end{align}

- **Sufficiency versus necessity:** We return to the two key conditions i) doubling, uniform boundedness and non-zero curvature (non-flatness) and ii) non-degeneracy. While sufficient if taken together, neither of these two are necessary conditions. With regard to i), we already clarified this in discussing the first limitation above. Passing now to ii), we exemplify the lack of necessity by appealing to (397): on the one hand, while \(\gamma_0(x,t) = t^2 \in M_xNF_t\) trivially, one can easily check that \(\gamma(x,t) := \gamma_0(x,x-t) = (t-x)^2\) does not satisfy (68) and hence \(\gamma \notin M_xNF_t\); on the other hand, taking as usual \(\Gamma \equiv \{(t, -\gamma(x,t)\}_{x \in \mathbb{R}}\) we have that
\[ H_\Gamma(f)(x,y) = \int_\mathbb{R} f(x-t, y+\gamma(x-t)) \frac{dt}{t} = c.v. \int_\mathbb{R} f(t, y+\gamma(t)) \frac{dt}{x-t} =: \int_R f_y(t) \frac{dt}{x-t} = H(f_y)(x), \]
where here \(H\) stands for the standard one dimensional Hilbert transform.

Thus, for any \(1 < p < \infty\), one deduces that
\[ \int_{\mathbb{R}^2} |H_\Gamma(f)(x,y)|^p \, dx \, dy \leq \int_{\mathbb{R}^2} |H(f_y)(x)|^p \, dx \, dy \lesssim_p \int_{\mathbb{R}^2} |(f_y)(x)|^p \, dx \, dy = \|f\|_p^p. \]

**12.2. More about the non-degeneracy condition (68).** As mentioned earlier, the non-degeneracy condition (68) is a dilation invariant way of measuring the “twisted non-zero curvature” of \(\gamma(x,t)\). Of course, following the proof, one might find various other - essentially equivalent or slightly more general - conditions that could have replaced (68) with the same consequences; indeed one could have asked as an alternative non-degeneracy hypothesis relation (250) or, even more generally, condition (235). However, all of these fundamentally ask for the same type of behavior - a suitable decay condition based on the interplay between the \(x\) and \(t\) parameters.

Passing now to more concrete aspects related to our non-degeneracy condition, we first comment on (242). Although it is tempting to hope that one could replace 1 by a factor of the form \(2^{-cm}\) in the right-hand side of (242), this is in fact impossible in general, as one can simply check for example in the case \(q(x,t) = a(x) t\). This is our motivation for introducing the definitions of light and heavy pairs in (244) and (245).

Finally, we briefly touch on the specific choice of where to place the supremum in \(t\) in (68). Indeed, it would have been natural to try to relax this

\[58\text{In what follows we ignore the principal value symbol.}\]
condition more and move the sup\(_t\) expression in front of the first integral sign; however, it turns out that such a condition would hold for any \(\gamma\) obeying (65) - (67) and even for zero-curvature curves (e.g. \(\gamma(x,t) = a(x)t\) with \(a(\cdot)\) measurable), thus being of no help. In this context, one could have tried to move the sup\(_t\) inside the second integral, but in this situation no decay in \(m\) would be possible. Accordingly, the chosen location of the supremum in \(t\) is the only one possible.

12.3. Some open questions. We end our paper with several open questions starting with the more pedestrian ones and slightly moving towards those with more philosophical content.

12.3.1. An interpolation question - Generalized Vandermonde matrices. A positive answer to the question below provides a more elegant alternative and also more efficient bounds to Lemma 52:

**Open problem** [Control over generalized Vandermonde determinants]

Let \(d \in \mathbb{N}\) and let \(S, A\) be two collections of strictly increasing positive real numbers with \(S = \{s_i\}_{i=1}^d\) and \(A = \{\alpha_i\}_{i=1}^d\). Assume there exists \(C_0 > 0\) such that the following holds:

\[
\|A\|_1, \|S_0\| \geq C_0,
\]

where here \(S_0 = S \cup \{0\}\).

Define the Generalized Vandermonde matrix relative to the sets \(S, A\) as

\[
V_{S,A} = \begin{bmatrix}
    s_1^{\alpha_1} & s_2^{\alpha_1} & \ldots & s_n^{\alpha_1} \\
    s_1^{\alpha_2} & s_2^{\alpha_2} & \ldots & s_n^{\alpha_2} \\
    \vdots & \vdots & \ddots & \vdots \\
    s_1^{\alpha_n} & s_2^{\alpha_n} & \ldots & s_n^{\alpha_n}
\end{bmatrix}.
\]

Is it true that there exists a constant \(C = C(d, C_0) > 0\) depending solely on \(d\) and \(C_0\) but not on the other characteristics of the sets \(S\) and \(A\) such that the following holds

\[
\|V_{S,A}\| \geq C?
\]

12.3.2. In relation with M\(_2\)NF\(_t\). i) Relaxing the requirements (A): It would be interesting to investigate whether the non-degeneracy condition (68) is in fact needed for our Main Theorem to hold. As we have already seen in Subsection 12.1.3 we know that (68) is not a necessary condition; accordingly, conditions (58) - (67) in Definition 11 alone might in fact be sufficient for our main results. A similar question can be addressed towards the - already mentioned as unnecessary - doubling requirement.

ii) Relaxing the requirements (B): As mentioned in Definition 11, it is enough to require \(C^{2+}\)-regularity in \(t\). While our proof was performed assuming \(C^4\)-regularity this was just for exposition purposes - as the only key fact required is the \(L^1\)-summability of each of the components in (226)
relative to the parameters \( l, l_1 \) and \( s \) (or \( s_1 \)) which is satisfied if the power exponent for each of the fractions is any number strictly greater than one (as opposed to two in (226)). In this context, one possible direction of investigation would be to see if one could lower the \( t \)-regularity requirement for our curves to the limiting case 2.

iii) End-point bounds for \( C_\gamma \) and \( M_\gamma \): The presence of non-zero curvature and the highly oscillatory nature of the phase creates a good context for the following natural question: what is the behavior of \( C_\gamma \) and \( M_\gamma \) near \( L^1 \)? For both operators it is expected for one to see an improvement over the known estimates from the flat (zero-curvature) case.

12.3.3. Some final questions. 1) Returning to the historical evolution to of our theme (I), can our main results regarding the \( L^p \)-boundedness of \( H_T \) and \( M_T \) be given any interesting interpretation in terms of parabolic differential operators with variable coefficients?

2) Following the detailed discussion in Section 1.3, it would be of real interest if one could remove the non-zero curvature condition (as well as the non-degeneracy one) in order for our Main Theorem, Part (I) to cover the situation when \( \gamma \) is given by a polynomial with linear term included and having \( x \)-measurable coefficients, i.e. \( \gamma(x, t) = \sum_{j=1}^{n} a_j(x, t^j \) with \( \{a_j(\cdot)\}_{j} \) arbitrary real measurable functions.

3) Finally, one could be tempted to ask even more generally for similar boundedness results for analogous operators \( H_T \) and \( M_T \) in the situation in which we allow an extra \( y \)-dependence, i.e. \( \gamma = \gamma(x, y, t) \), and, as before, impose minimal regularity in \( x, y \) and some suitable non-zero curvature and non-degeneracy conditions in \( t \).
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