Strict dissipativity of Cattaneo–Christov systems for compressible fluid flow
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Abstract

This work considers a compressible, heat-conducting fluid exhibiting thermal relaxation according to Christov’s constitutive heat transfer law (Christov 2009 Mech. Res. Commun. 36 481–6), which is of Cattaneo type. The resulting evolution equations are known as Cattaneo–Christov systems. In this contribution, it is shown that Cattaneo–Christov systems for one-dimensional compressible fluid flow are strictly dissipative in both the viscous and inviscid cases. The proof is based on the verification of a genuine coupling condition for hyperbolic-parabolic systems with viscous and relaxation effects combined as well as on showing the existence of compensating functions of the state variables in the sense of Shizuta and Kawashima (1985 Hokkaido Math. J. 14 249–75). This property is used to obtain linear decay rates for solutions to the linearized equations around equilibrium states.
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1. Introduction

One of the most important constitutive relations in continuum mechanics is Fourier’s law of heat conduction. It states that, in an homogeneous, isotropic and thermally conducting medium, the heat flux $q$ is determined by
where $\theta = \theta(x,t)$ denotes the absolute temperature at a point $x$ of the medium at time $t > 0$ and $\kappa > 0$ is the thermal conductivity. Fourier’s law is also a key ingredient in the compressible Navier–Stokes system of equations that describes the dynamics of a viscous compressible heat-conducting fluid (see [9]), inasmuch as the equation of conservation of energy underlies the heat transfer law proposed by Fourier. One of the main drawbacks of Fourier’s constitutive law, however, is that it predicts infinite speed of propagation of heat, that is, thermal disturbances in a continuous medium will be felt instantly (although unequally) at all other points of the medium no matter how distant they are located. This unphysical behavior violates the well-established principle of causality in continuum mechanics.

Even though Fourier’s law has been widely and successfully used to approximate the phenomenon of heat propagation in continuous media, other models have been proposed to correct this unrealistic feature. One of the best known is the Cattaneo–Maxwell heat transfer law (see, e.g. [18]),

$$\tau \frac{\partial q}{\partial t} + q = -\kappa \nabla \theta, \quad (1.1)$$

where $q = \frac{\partial q}{\partial t}$ denotes the partial time-derivative of the heat flux and $\tau > 0$ is a constant. In the constitutive equation (1.1) (which can be traced back to the work of Maxwell [29] and was later reformulated by Cattaneo [6]), the parameter $\tau$ plays the role of an intrinsic relaxation time, or the time lag required for heat conduction to happen within a volume element once the temperature gradient has been established. Thus, this new term represents some sort of ‘thermal inertia’. Under this modification of Fourier’s law, the flow of heat within the medium does not occur instantaneously but through the propagation of thermal waves with finite speed, a phenomenon known as second sound (see [17, 25, 41]).

Even though Maxwell–Cattaneo heat transfer law preserves the causality principle for heat propagation in steady continuous media, it is incompatible with the Galilean postulate of frame-indifference when the medium is in motion. Christov and Jordan [8] have shown, for instance, that equation (1.1) violates this fundamental principle of classical mechanics and leads to paradoxical descriptions of the evolution of thermal waves. The reason is simple: thermal inertia should be a property of the material point, and the rate of change of the heat flux with respect of time must be the result of a change in the geometrical point (the partial time derivative) plus a change due to the transport of material quantities if the medium is in motion. Consequently, Christov and Jordan propose that the partial time derivative in (1.1) should be replaced by a material derivative. Under this viewpoint, Christov [7] formulated a frame independent (or frame-indifferent) version of the Cattaneo–Maxwell law that replaces the partial time derivative of the heat flux by a Lie-Oldroyd upper convected material (or objective) derivative (see [32]). It reads

$$\tau \left( \frac{\partial q}{\partial t} + (u \cdot \nabla)q + (\nabla \cdot u)q - (q \cdot \nabla)u \right) + q = -\kappa \nabla \theta, \quad (1.2)$$

where the vector $u = u(x,t)$ is velocity field of the medium.

Coupling thermal relaxation of Cattaneo’s type with the description of fluid flow has attracted the attention of the scientific community for a long time (see, e.g. [5, 18, 25, 41]). In the description of moving continuous media, it is fundamental to consider a heat transfer law which, like (1.2), preserves the objectivity principle of Galileo. Hence, it is natural to couple Christov’s constitutive law with the basic balance laws of mass, momentum and energy.

In this paper, we consider a compressible, heat-conducting fluid exhibiting thermal relaxation according to Christov’s constitutive heat transfer law (1.2). We refer to the resulting equations as Cattaneo–Christov systems or, like Straughan suggests [39], as the equations of
a Cattaneo–Christov gas. This system has already been studied in order to deduce useful information on thermo-acoustic waves for a correct form of Cattaneo theory in a moving fluid by Jordan [17] and by Straughan [39] in the inviscid compressible case (see also the recent paper by Bucci and Lasiecka [4]), and by Straughan [40, 42] for viscous incompressible fluids. As Straughan [39] and Christov [7] point out, it is important to test this new model. Here we address both the inviscid [17, 39] and the viscous cases (the former suggested by Jordan; see remark 1 in [17]). It is noteworthy that the system of equations under consideration is of non-conservative type due to the fact that now the heat flux variable \( q \) satisfies an evolutionary equation (the constitutive law) which does not express a balance law.

It is to be observed that, from a modeling viewpoint, there is no consensus about the physical validity of this type of systems, mainly because the heat transfer law, albeit a constitutive equation, is now part of the evolutionary system of equations and it is not in balance form. In mesoscopic physical applications keeping the balance form of the equations is the general rule. We believe, however, that testing the basic mathematical properties of model systems of fluid flow with a Cattaneo–Christov heat flux law is a matter of fundamental importance, in view that they have been already applied to study the propagation of thermal waves in a compressible fluid in the aforementioned references (see [4, 17, 39, 41]), as well as to the analysis of incompressible fluid flow [3, 12, 40, 42], viscoelasticity [13, 30], magnetohydrodynamics [1, 34] and nanofluids [31, 33].

Our investigation focuses on one of the most important features of this type of evolutionary systems of partial differential equations: their strict dissipativity, or, in lay terms, the property that solutions to the linearized problem around equilibrium states show some decay structure (see the precise statement in section 4 below). In physical terms, this property is tantamount to requiring that the dissipation terms do not allow solutions of traveling wave type to be, simultaneously, solutions to the associated hyperbolic system without dissipation. This characterization of strict dissipativity, known as genuine coupling, has been extensively studied by Kawashima, Shizuta and collaborators [21–23, 37]. In the well-known case of the compressible Navier–Stokes system, for example, the terms due to viscosity and to thermal diffusion (Fourier’s law) make the system strictly dissipative (see Shizuta and Kawashima [37]). In the case of Cattaneo–Christov systems, thermal relaxation and viscous terms account for dissipation effects. Are these terms truly dissipative? Our contribution is to answer this question in the positive for one-dimensional (1D) Cattaneo–Christov systems. We establish strict dissipativity in two cases: on one hand, for the system of equations with viscosity and thermal relaxation terms combined, and on the other, for the inviscid counterpart in which thermal relaxation is the only dissipative term and the viscosity coefficients are set to zero. For that purpose, we first recast the system of equations as a quasilinear system for which a symmetrizer can be found. Once the system is put into symmetric form, it is shown that the dissipation and the hyperbolic terms are genuinely coupled. Furthermore, we explicitly show the existence of compensating matrix functions (see [16, 37]) of the state variables which allow, in turn, to verify directly the strict dissipativity of the 1D Cattaneo–Christov system and to establish energy estimates that yield the decay of solutions to the linearized problem around equilibrium states. These results apply to both the thermally relaxed fluid without viscosity and to the case with relaxation and viscosity effects combined.

1.1. Plan of the paper

In section 2 the Cattaneo–Christov model for 1D compressible flow is introduced and recast as a system of equations in quasilinear form. Section 3 contains the verification of the hyperbolicity of the system in the absence of dissipation terms and it is shown that Cattaneo–Christov
systems are symmetrizable in one spatial dimension. In section 4, the genuine coupling condition of Kawashima and Shizuta, as well as the equivalence theorem for symmetric systems, are recalled. Moreover, it is shown that Cattaneo–Christov systems are genuinely coupled. Explicit forms of compensating functions in both the viscous and thermally relaxed cases are also provided via direct inspection. Section 5 contains the derivation of decay rates for solutions to the linearized system around equilibrium states. The paper ends with further discussion on the results and their possible extensions.

2. Cattaneo–Christov systems for compressible fluid flow

Consider the basic equations for a compressible, viscous, heat conducting fluid in one dimensional space,

\[
\begin{align*}
\rho_t &+ (\rho u)_x = 0, \\
(\rho u)_t &+ (\rho u^2)_x = \sigma_x, \\
\left(\rho(e + \frac{1}{2}u^2)\right)_t &+ \left(\rho u(e + \frac{1}{2}u^2)\right)_x = (\sigma u)_x - q_x,
\end{align*}
\]

where \(x \in \mathbb{R}\) and \(t > 0\). According to custom, \(\rho\) and \(u\) denote the mass density and the velocity of the fluid, respectively, whereas \(\sigma\) is the stress and has the form,

\[
\sigma = (2\mu + \Lambda)u_x - p.
\]

\(p\) is the thermodynamic pressure, \(e\) denotes the internal energy density, \(q\) is the heat flux and the viscosity coefficients, \(\Lambda\) and \(\mu\), satisfy the inequalities

\[
\mu \geq 0, \quad \frac{2}{3} \mu + \Lambda \geq 0.
\]

The heat flux satisfies a constitutive relation that has the form of a heat transfer law. Instead of the usual Fourier’s law, namely \(q = -\kappa \theta\), where \(\kappa = \kappa(\rho, \theta) > 0\) is the heat conductivity coefficient, we shall assume that the fluid, along with the property of conducting heat, exhibits thermal relaxation according to the following constitutive equation,

\[
\tau (q_t + u q_x) + q = -\kappa \theta_x,
\]

where \(\tau > 0\) is a constant characteristic relaxation time. Equation (2.4) is a modification of the Cattaneo–Maxwell transfer law, namely, \(\tau q_t + q = -\kappa \theta_x\). It is the 1D version of the frame-indifferent material constitutive law (1.2) proposed by Christov in [7]. The evolution of the flow is thus governed by the three balance laws for mass, momentum and energy (2.1) and the constitutive evolution equation (2.4). Of course, the system should be closed by an equation of the state for the fluid under consideration that determines the form of \(p\) and \(e\). In this paper, we make the following assumptions about the fluid:

The independent thermodynamic quantities are the mass density, \(\rho > 0\), and the absolute temperature, \(\theta > 0\). They vary within the domain

\[
\mathcal{D} := \{(\rho, \theta) \in \mathbb{R}^2 : \rho > 0, \ \theta > 0\}.
\]
The pressure $p$, the internal energy density $e$, the heat conductivity coefficient $\kappa$ and the viscosity coefficients $\Lambda$ and $\mu$ are smooth functions of $(\rho, \theta) \in \mathcal{D}$,

$$p, e, \Lambda, \mu, \kappa \in C^\infty(\mathcal{D}). \quad (2.6)$$

In addition, $\Lambda$ and $\mu$ satisfy inequalities (2.3) and $\kappa > 0$ for all $(\rho, \theta) \in \mathcal{D}$.

The fluid satisfies the following conditions:

$$p > 0, \ p_\rho > 0, \ p_\theta > 0, \ e_\theta > 0, \quad (2.7)$$

for all $(\rho, \theta) \in \mathcal{D}$.

Finally, for convenience in notation we define the combined viscosity coefficient $\nu \in C^\infty(\mathcal{D})$ as

$$\nu(\rho, \theta) := 2\mu + \Lambda.$$ 

Notice that $\nu \geq 0$ on $\mathcal{D}$ in view of (2.3).

**Remark 2.1.** Assumption (2.7) is clearly satisfied by a perfect gas that satisfies the constitutive relation,

$$p(\rho, \theta) = R\rho \theta, \quad e(\rho, \theta) = \frac{R\theta}{\gamma - 1},$$

where $R > 0$ is the universal gas constant and $\gamma > 1$ is the adiabatic exponent. Hypotheses (2.7) are, of course, more general and applicable to compressible fluids satisfying the standard assumptions of Weyl [43], namely, adiabatic increase of pressure effects compression ($p_\rho > 0$), a generalized Gay-Lussac’s law ($p_\theta > 0$) and the increase of internal energy due to an increase of temperature at constant volume ($e_\theta > 0$).

In this work we consider the basic equation (2.1) of conservation of mass, momentum and energy, coupled together with the evolution equation for the heat flux (2.4). As a result, we obtain the following quasilinear system of equations

$$\rho_\tau + (\rho u)_x = 0,$$

$$(\rho u)_\tau + (\rho u^2 + p)_x = (\nu u_x)_x,$$

$$(\rho(e + \frac{1}{2}u^2))_\tau + (\rho u(e + \frac{1}{2}u^2))_x = -(pu + \nu uu_x)_x - q_x, \quad (2.8)$$

$$\tau q_\tau + \tau uu_x + q = -\kappa \theta_x.$$ 

In the case when $\nu > 0$ for all $(\rho, \theta) \in \mathcal{D}$, we call this system the viscous Cattaneo–Christov system for compressible fluid flow. We shall distinguish between the viscous ($\nu > 0$) and the pure thermally relaxed system where $\nu \equiv 0$ for all $(\rho, \theta) \in \mathcal{D}$, that reads,

$$\rho_\tau + (\rho u)_x = 0,$$

$$(\rho u)_\tau + (\rho u^2 + p)_x = 0,$$

$$(\rho(e + \frac{1}{2}u^2))_\tau + (\rho u(e + \frac{1}{2}u^2))_x = -(pu)_x - q_x, \quad (2.9)$$

$$\tau q_\tau + \tau uu_x + q = -\kappa \theta_x.$$
We denote system (2.9) as the \textit{inviscid Cattaneo–Christov system}. These inviscid, thermally relaxed compressible fluids have been coined by Straughan as \textit{Cattaneo–Christov gases} [39].

In this paper we establish that, under the generic assumptions (2.5)–(2.7), both systems are dissipative in a precise sense as we shall see below.

In the sequel, we denote $U = (\rho, u, \theta, q)^\top \in \mathcal{U} \subset \mathbb{R}^4$ as the vector of state variables, defined on the connected, open set

$$\mathcal{U} := \{ (\rho, u, \theta, q)^\top \in \mathbb{R}^4 : \rho > 0, \theta > 0 \}.$$  

known as the \textit{state space}.

Using the well-known thermodynamic relation $\theta p_\theta = p - \rho^2 e_\rho$ (see, e.g. [2], p 42) and after some algebra, we recast (2.8) as the following quasilinear system for the state variables $U \in \mathcal{U}$,

$$\tilde{\mathcal{A}}^0(U) U_t + \tilde{\mathcal{A}}^1(U) U_x = \tilde{\mathcal{B}}(U) U_{xx} + \tilde{\mathcal{Q}}(U) + \tilde{G}(U, U_x),$$  

(2.11)

where

$$\tilde{\mathcal{A}}^0(U) := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \rho & 0 & 0 \\ 0 & 0 & \rho e_\theta & 0 \\ 0 & 0 & 0 & \tau \end{pmatrix}, \quad \tilde{\mathcal{A}}^1(U) := \begin{pmatrix} u & \rho & 0 & 0 \\ p_\rho & \rho u & p_\theta & 0 \\ 0 & \theta p_\theta & \rho u e_\theta & 1 \\ 0 & 0 & \kappa & \tau u \end{pmatrix},$$

$$\tilde{\mathcal{B}}(U) := \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \nu & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \tilde{\mathcal{Q}}(U) := \begin{pmatrix} 0 \\ 0 \\ 0 \\ -q \end{pmatrix},$$

and $\tilde{G}(U, U_x)$ contains higher order (fully nonlinear) terms,

$$\tilde{G}(U, U_x) = \begin{pmatrix} 0 \\ \nu u_x \\ \nu u_x^2 \\ 0 \end{pmatrix} = O(|U_x|^2).$$  

(2.12)

Notice that $\tilde{\mathcal{A}}^0, \tilde{\mathcal{A}}^1, \tilde{\mathcal{B}} \in C^\infty(\mathcal{U}; \mathbb{R}^{4 \times 4}), \tilde{\mathcal{Q}} \in C^\infty(\mathcal{U}; \mathbb{R}^4), \tilde{G} \in C^\infty(\mathcal{U} \times \mathbb{R}^4; \mathbb{R}^4)$. In view of hypotheses (2.5)–(2.7), it is clear that for each $U \in \mathcal{U}$, $\tilde{\mathcal{A}}^0(U) > 0$ is positive definite and hence, invertible, whereas $\tilde{\mathcal{B}}(U) \geq 0$ is positive semi-definite. In the case where $\nu \equiv 0$ for all $(\rho, \theta) \in \mathcal{D}$ we recover the inviscid, thermally relaxed system (2.9), for which $\tilde{\mathcal{B}} \equiv 0$.

\textbf{Remark 2.2.} Observe that the heat flux $q$ is regarded as a state variable and, thus, the constitutive heat transfer law (2.4) is part of the time-dependent equations that determines the evolution of the system. As a result, system (2.11) is not expressed in conservation form. Instead, it is a quasilinear, non-conservative system of equations with dissipation effects represented by viscosity (the term $\tilde{\mathcal{B}}(U) U_{xx}$) and production terms due to relaxation (the thermal relaxation term $\tilde{\mathcal{Q}}(U)$).

As in the study of systems of conservation laws with relaxation [9, 26], the large time behavior of solutions is determined by a ‘relaxed’ structure, chosen so that the dynamics leads solutions towards an \textit{equilibrium manifold}. In quasilinear systems of the form (2.11), the equilibrium manifold $\mathcal{V} \subset \mathbb{R}^4$ is defined as
\[ \mathcal{V} = \{ U \in \mathcal{U} : \tilde{Q}(U) = 0 \}. \]

Mimicking discrete kinetic theory [20], the space of collision invariants is defined as
\[ \mathcal{M} = \{ \psi \in \mathbb{R}^4 : \psi^\top \tilde{Q}(U) = 0, \text{ for any } U \in \mathcal{U} \} \subset \mathbb{R}^4. \]

A solution \( U = U(x,t) \) to system (2.11) is an equilibrium solution (or a Maxwellian) if it lies on the equilibrium manifold, that is, if \( \tilde{Q}(U(x,t)) = 0 \) for all \( x \in \mathbb{R}, t > 0 \). Clearly, any constant state in the equilibrium manifold, \( \mathcal{U} \in \mathcal{V} \), is an equilibrium solution. In the case of the Cattaneo–Christov system (2.11) the equilibrium manifold is given by
\[ \mathcal{V} = \{ (\rho, u, \theta, q)^\top \in \mathbb{R}^4 : \rho > 0, \theta > 0, q = 0 \}, \quad (2.13) \]
that is, it corresponds to the states with zero heat flux. Also particular to the Cattaneo–Christov system is the following property, \( \mathcal{V} = \mathcal{M} \cap \mathcal{U} \), as the reader may easily verify.

3. Hyperbolicity and symmetrizability

3.1. Hyperbolicity

Let us consider the system
\[ \tilde{A}^0(U)U_t + \tilde{A}^1(U)U_x = 0, \quad (3.1) \]
which results from neglecting thermal relaxation and dissipation due to viscosity in (2.11). For any state \( U \in \mathcal{U} \), (3.1) is a quasilinear, strictly hyperbolic first order system. Although hyperbolicity has been mentioned before as a property of this ‘inviscid’ Cattaneo–Christov system in one dimension (see, for instance, [17] and the references therein), for the sake of completeness we verify this fact by computing its characteristic speeds which (apparently) have not been reported before in the literature. For any \( U \in \mathcal{U} \), set
\[ \pi(\zeta) = \det \left( \tilde{A}^1(U) - \zeta \tilde{A}^0(U) \right). \quad (3.2) \]
The roots of \( \pi(\zeta) = 0 \) are called the characteristic speeds of system (3.1). If these roots are all real and different then it is said that the system (3.1) is strictly hyperbolic at \( U \in \mathcal{U} \).

Remark 3.1. We remind the reader that the notion of hyperbolicity is motivated by the existence of traveling wave solutions. Linearize system (3.1) around a constant state \( \mathcal{U} \) to obtain
\[ \tilde{A}^0(\mathcal{U})U_t + \tilde{A}^1(\mathcal{U})U_x = 0, \]
and consider solutions of the form \( U(x,t) = \varphi(x - st)V \), where \( \varphi \) is a scalar phase function, \( V \in \mathbb{R}^n \) is a fixed non-zero vector and \( s \in \mathbb{R} \) is the propagating speed. Then substitution yields
\[ (\tilde{A}^1(\mathcal{U}) - s\tilde{A}^0(\mathcal{U}))V = 0 \]
for any phase function \( \varphi \), leading to the spectral problem
\[ (\tilde{A}^1(\mathcal{U}) - s\tilde{A}^0(\mathcal{U}))V = 0, \]
with eigenvalue \( s \in \mathbb{R} \) and eigenfunction \( V \neq 0 \).
After a straightforward computation we see that
\[
\pi(\zeta) = \det \begin{pmatrix}
\rho(\xi) & 0 & 0 \\
p_\rho & \rho(\xi) & p_\theta \\
0 & \theta p_\theta & \rho e_\theta(\xi)
\end{pmatrix}.
\]
Let us denote \( m = \xi \) and make the computations to arrive at
\[
\pi(\zeta) = \rho(m^2 - p_\rho)(\rho e_\theta m^2 - \xi) - \theta p_\theta^2 m^2.
\]
This is a second order polynomial in \( m^2 \). Therefore, we have that \( \pi(\zeta) = 0 \) if and only if
\[
m^4 + \tilde{b} m^2 + \tilde{c} = 0,
\]
where
\[
\tilde{b} = -\left((\rho^2 e_\theta \tau)^{-1}(\rho \kappa + \rho^2 p_\rho e_\theta \tau + \theta p_\theta^2 \tau)\right), \quad \tilde{c} = \left((\rho^2 e_\theta \tau)^{-1} \rho p_\rho \kappa \right).
\]
Upon inspection of the discriminant
\[
\Delta = \tilde{b}^2 - 4 \tilde{c} = \left( p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} \right)^2 - 4 \kappa p_\rho
\]
\[
= \left( p_\rho - \frac{\kappa}{p e_\theta \tau} \right)^2 + \frac{\theta p_\theta^2}{p^2 e_\theta} \left( 2 p_\rho + \frac{2 \kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} \right) > 0,
\]
we conclude that the \( m^2 \)-roots are real and positive,
\[
0 < m^2 = \frac{1}{2} \tilde{b} - \frac{1}{2} \sqrt{\tilde{b}^2 - 4 \tilde{c}} < m^2_c = \frac{1}{2} \tilde{b} + \frac{1}{2} \sqrt{\tilde{b}^2 - 4 \tilde{c}},
\]
yielding the characteristic speeds
\[
\zeta_1 = u - \sqrt{m_c^2}, \quad \zeta_2 = u - \sqrt{m_c^2}, \quad \zeta_3 = u + \sqrt{m_c^2}, \quad \zeta_4 = u + \sqrt{m_c^2}.
\]
We conclude that system (3.1) is strictly hyperbolic. We gather these observations into the following

**Lemma 3.2.** Under assumptions (2.5)–(2.7) and for each \( U = (\rho, u, \theta, q)^\top \in \mathcal{U} \subset \mathbb{R}^4 \), the first order system (3.1) is strictly hyperbolic at \( U \in \mathcal{U} \) and the characteristic speeds are given by

\[
\zeta_1(U) = u - \frac{1}{\sqrt{2}} \left| p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} + \sqrt{\left( \frac{p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta}}{}\right)^2 - 4 \kappa p_\rho} \right|,
\]
\[
\zeta_2(U) = u - \frac{1}{\sqrt{2}} \left| p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} - \sqrt{\left( \frac{p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta}}{}\right)^2 - 4 \kappa p_\rho} \right|,
\]
\[
\zeta_3(U) = u + \frac{1}{\sqrt{2}} \left| p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} - \sqrt{\left( \frac{p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta}}{}\right)^2 - 4 \kappa p_\rho} \right|,
\]
\[
\zeta_4(U) = u + \frac{1}{\sqrt{2}} \left| p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta} + \sqrt{\left( \frac{p_\rho + \frac{\kappa}{p e_\theta \tau} + \frac{\theta p_\theta^2}{p^2 e_\theta}}{}\right)^2 - 4 \kappa p_\rho} \right|.
\]
In the case of the standard model for inviscid compressible fluid flow (namely, Euler equations), it is well-known \([9, 38]\) that the three characteristic speeds (in one spatial dimension) are \(u - c\), \(u\) and \(u + c\), where the positive quantity \(c = \sqrt{\frac{\rho}{\rho}} > 0\) is known as the speed of sound. In the present case we have two ‘sound speeds’ \(c_1 = \sqrt{\rho m^2 - \rho} > 0\) and \(c_2 = \sqrt{\rho m^2 + \rho} = |m| > c_1\). These sound speeds convey both thermal and mechanical contributions due to the rate of change of the pressure with respect to changes in density and in temperature, respectively. Notice that when thermal effects are neglected, formally, in the limit when \(\kappa \to 0^+\) and \(p_\theta \to 0^+\), we have that \(c_1, c_2 \to \sqrt{\rho}\), and the two sound speeds converge to the sole mechanical sound speed \(c\) (the absence of thermal waves). On the other hand, if we take the (non-rigorous) limit when \(p_\rho \to 0^+\) and \(p_\theta \to 0^+\) then \(c_1 \to 0\) and \(c_2 \to \sqrt{\kappa / (\rho \theta \tau)}\); this last value is the thermal wave speed in the absence of mechanical effects as computed by Lindsay and Straughan (see equation \((4.29)\) in \([25]\); see also \([39]\)). The significance of the characteristic speeds of lemma 3.2 is that they comprise the exact way in which mechanical and thermal effects are combined.

### 3.2. Symmetrizability

We now show that system (2.11) can be put into symmetric form. Let us denote the Jacobian matrix of the relaxation term \(\tilde{Q}(U)\) with respect to the state variables as

\[
\tilde{D}(U) := d_U \tilde{Q}(U) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}, \quad U \in \mathcal{U}.
\]

**Definition 3.3.** We say a quasilinear system of the form (2.11) is **symmetrizable** provided that there exists a matrix function \(\tilde{S} \in C^\infty(\mathcal{U}; \mathbb{R}^{4 \times 4})\), \(\tilde{S} = \tilde{S}(U)\), symmetric and positive definite, such that the matrices \(\tilde{S}(U)\tilde{A}_0(U), \tilde{S}(U)\tilde{A}_1(U), \tilde{S}(U)\tilde{B}(U)\) and \(\tilde{S}(U)\tilde{D}(U)\) are symmetric for all \(U \in \mathcal{U}\).

**Lemma 3.4.** Under assumptions (2.5)–(2.7), Cattaneo–Christov system (2.11) is symmetrizable and the symmetrizer \(\tilde{S} \in C^\infty(\mathcal{U}; \mathbb{R}^{4 \times 4})\) is given by

\[
\tilde{S}(U) := \begin{pmatrix}
pc_p & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{\kappa} & 0 \\
0 & 0 & 0 & \frac{1}{\kappa^2}
\end{pmatrix}, \quad U \in \mathcal{U}.
\]

**Proof.** Clearly, \(\tilde{S}\) is smooth in the connected open set \(\mathcal{U}\). Moreover, \(\tilde{S}\) is symmetric (diagonal) and positive definite in view of (2.5)–(2.7). That \(\tilde{S}\) symmetrizes system (2.11) follows from straightforward computations that yield
\[ \dot{\mathbf{A}}^0(\mathbf{U}) := \mathbf{S}(\mathbf{U})\mathbf{A}^0(\mathbf{U}) = \begin{pmatrix} \frac{p \rho}{p} & 0 & 0 & 0 \\ 0 & \rho & 0 & 0 \\ 0 & 0 & \frac{p \rho}{p} & 0 \\ 0 & 0 & 0 & \frac{\tau}{\kappa \theta} \end{pmatrix}, \quad (3.4) \]

\[ \dot{\mathbf{A}}^1(\mathbf{U}) := \mathbf{S}(\mathbf{U})\mathbf{A}^1(\mathbf{U}) = \begin{pmatrix} \frac{u p \rho}{p} & p_{\rho} & 0 & 0 \\ p_{\rho} & \mu & p_{\theta} & 0 \\ 0 & p_{\theta} & \frac{\rho p_{\theta}}{\rho_{\theta}} & \frac{1}{\rho} & \frac{\tau_\theta}{\kappa \delta} \\ 0 & 0 & \frac{1}{\rho} & \frac{\tau_\theta}{\kappa \delta} \end{pmatrix}, \quad (3.5) \]

\[ \dot{\mathbf{B}}(\mathbf{U}) := \mathbf{S}(\mathbf{U})\dot{\mathbf{B}}(\mathbf{U}) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \kappa & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (3.6) \]

\[ \dot{\mathbf{D}}(\mathbf{U}) := \mathbf{S}(\mathbf{U})\dot{\mathbf{D}}(\mathbf{U}) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\frac{1}{\kappa \theta} \end{pmatrix}, \quad (3.7) \]

which are smooth symmetric matrix functions of \( \mathbf{U} \in \mathcal{U} \).

**Remark 3.5.** It is well-known [9] that symmetrizability implies hyperbolicity of system (3.1). Also, since the works of Friedrichs [10] and Godunov [11], symmetrizability has established itself as an important property. It plays a key role, for example, to perform energy estimates and to study existence and stability of solutions. For systems in conservation form the symmetrizer is usually the Hessian of a convex entropy function. Even in the case of quasilinear systems not in conservation form (where the coefficients \( \mathbf{A}^j \) are not necessarily Jacobians of flux functions \( f^j \)) it is possible to define a convex entropy, as shown by Kawashima and Yong [23]: if the symmetrizer is the Jacobian of a diffeomorphic change of variables, \( \mathbf{S}(\mathbf{U}) = d\mathbf{U} \mathbf{\Psi}(\mathbf{U}) \), then a convex entropy function can be introduced. For Cattaneo–Christov systems, however, the symmetrizer (3.3) is not the Jacobian of a particular diffeomorphism and the system is not necessarily endowed with a convex entropy function.

### 4. The genuine coupling condition

**4.1. Strict dissipativity and genuine coupling**

In order to define the strict dissipativity of the system, let us consider solutions around a constant equilibrium state

\[ \mathbf{U} = (\mathbf{\rho}, \mathbf{\pi}, \mathbf{\theta}, 0) \top \in \mathcal{V}, \]

for which \( \mathbf{Q}(\mathbf{U}) = 0 \). If \( \mathbf{U} + \mathbf{U} \) is a solution to (2.11) then we can recast the system as

\[ \dot{\mathbf{A}}^0(\mathbf{U}) U_t + \dot{\mathbf{A}}^1(\mathbf{U}) U_x = \dot{\mathbf{B}}(\mathbf{U}) U_{xx} + \dot{\mathbf{D}}(\mathbf{U}) U + \mathbf{N}(U, U_x, U_t), \]
where \( \tilde{N} \) comprises the nonlinear terms. Multiply on the left by the constant, symmetric, positive definite matrix \( \tilde{S}(U) \) to arrive at the following symmetric system

\[
A^0 U_t + A^1 U_x + LU = BU_{xx} + N, \tag{4.1}
\]

where,

\[
A^0 := \tilde{S}(U)A^0(\tilde{U}), \\
A^1 := \tilde{S}(U)A^1(\tilde{U}) = \hat{A}(\tilde{U}), \\
B := \tilde{S}(U)B(\tilde{U}) = \hat{B}(\tilde{U}), \\
L := -\tilde{S}(U)D(\tilde{U}) = \hat{D}(\tilde{U}),
\]

and, once again, \( N = \tilde{S}(U)\tilde{N} \) contains the nonlinear terms. Notice that \( A^j, j = 0, 1, B \) and \( L \) are real symmetric constant matrices, with \( A^0 > 0 \) (positive definite) and \( B, L \geq 0 \) (positive semi-definite).

Let us consider the linear part of (4.1), namely, the linear symmetric system

\[
A^0 U_t + A^1 U_x + LU = BU_{xx}, \tag{4.2}
\]

which is the symmetric version of (2.11), linearized around an equilibrium state \( \bar{U} \in \mathcal{V} \). Since it is a system with constant coefficients the solution can be determined by its Fourier transform with respect to the spatial variable \( x \in \mathbb{R} \). The resulting equation is

\[
A^0 \hat{U}_t + i\xi A^1 \hat{U} + L\hat{U} + \xi^2 B\hat{U} = 0, \quad t > 0, \ \xi \in \mathbb{R}, \tag{4.3}
\]

where \( \hat{U} = \hat{U}(\xi,t) \) denotes the Fourier transform of \( U \).

The fact that \( \lambda^0 > 0 \) and \( L, B \geq 0 \) is not enough to guarantee the decay of solutions to the linear problem (4.2). We resort to the following sufficient condition for the essential spectrum of the linear constant coefficient differential operator to be stable. For each \( \xi \in \mathbb{R}, \xi \neq 0 \), let \( \lambda = \lambda(\xi) \in \mathbb{C} \) denote the eigenvalues of the corresponding characteristic equation, namely, the roots of the following dispersion relation,

\[
\det \left( \lambda A^0 + i\xi A^1 + L + \xi^2 B \right) = 0. \tag{4.4}
\]

**Definition 4.1 (Strict dissipativity).** System (4.2) is said to be **strictly dissipative** if \( \text{Re} \lambda(\xi) < 0 \) for all \( \xi \in \mathbb{R}, \xi \neq 0 \).

Closely related to the dissipativity condition is the following

**Definition 4.2 (Genuine coupling).** System (4.2) satisfies the genuine coupling condition at any state \( \bar{U} \in \mathcal{U} \) if for any \( V \in \mathbb{R}^4, V \neq 0 \), with \( BV = LV = 0 \) then we have that \( (\eta A^0 + A^1)V \neq 0 \) for all \( \eta \in \mathbb{R} \).

**Remark 4.3.** This condition basically expresses that no eigenvector of the hyperbolic part of the operator lies in the kernel of the dissipative terms. Such property is physically relevant. For instance, loss of genuine coupling results into hyperbolic directions whereby traveling wave solutions to the linearization and symmetrization of system (3.1) around the equilibrium state \( \bar{U} \in \mathcal{U} \), namely

\[
A^0 U_t + A^1 U_x = 0, \tag{4.5}
\]
are not dissipated by the viscous and relaxation terms. In other words, wave solutions to
\((4.5)\) of the form \(U(x,t) = \varphi(x-st)V\) with \(V \in \mathbb{R}^n\) fixed and satisfying the spectral equation \((A^1 - sA^0)V = 0\) are also solutions to the linearized system \((4.2)\) if the eigenvector \(V\) lies in \(\ker B \cap \ker L\). Genuine coupling has also deep consequences on the time asymptotic smoothing behavior of solutions to viscous and relaxation systems of conservation laws (see, for example, \([15]\)). This condition is also known in the literature as the Kawashima–Shizuta condition, or simply, the Kawashima condition (see \([27, 28, 35]\) and some of the references therein).

Let us now recall the concept of a compensating function in the sense of Kawashima and Shizuta \([37]\), specialized to the present 1D case.

**Definition 4.4.** A matrix \(K\) is a **compensating function** for system \((4.2)\) provided that

(a) \(KA^0\) is skew-symmetric, and
(b) \(\frac{1}{2}(KA^1 + (KA^1)^\top) + B + L\) is positive definite.

In the case of symmetric systems, the properties of genuine coupling, strict dissipativity and the existence of a compensating function are equivalent. This fact was first proved by Shizuta and Kawashima \([37]\) and fully characterizes the stability condition for system \((4.2)\) in the symmetric case (see also Humpherys \([16]\) for an extension to higher order systems).

**Theorem 4.5 (Shizuta–Kawashima \([37]\)).** Assume \(A^j, B, L, j = 0, 1\), are real symmetric matrices, with \(A^0 > 0, B, L \geq 0\). Then the following statements are equivalent:

1. System \((4.2)\) is strictly dissipative.
2. System \((4.2)\) satisfies the genuine coupling condition at \(U \in \mathcal{U}\).
3. There exists a compensating function \(K\) for system \((4.2)\).
4. There exists a positive constant \(k > 0\) such that for any \(\xi \in \mathbb{R}, \xi \neq 0\), and any root \(\lambda = \lambda(\xi)\) of the characteristic equation \((4.4)\) there holds

\[
\text{Re} \lambda(\xi) \leq -\frac{k\xi^2}{1 + \xi^2}.
\]

**Remark 4.6.** Notice that property (4) implies automatically property (1). It is easy to prove that genuine coupling is a necessary condition for strict dissipativity, i.e. that (1) implies (2). Indeed, suppose that \((\eta A^0 + A^1)V = 0\) for some \(\eta \in \mathbb{R}, V \in \mathbb{R}^n, V \neq 0\) with \(BV = LV = 0\). Then clearly \(0 = (\eta A^0 + iA^1)V = -(L + B)V\) and consequently

\[
\det(\eta A^0 + iA^1 + L + B) = 0,
\]

a contradiction with strict dissipativity. The equivalence theorem establishes the existence of a compensating function once the genuine coupling condition has been verified. It is worth mentioning that the general proof in \([37]\) (see also \([16]\)) is constructive. It provides a formula for \(K\) in terms of the eigenprojections of the hyperbolic part \((K\) is, in fact, a Drazin inverse of the commutator operator; see Humpherys \([16]\) for further information).

### 4.2. Genuine coupling of Cattaneo–Christov systems

We now show that Cattaneo–Christov systems are genuinely coupled. In the sequel, for any fixed state \(\overline{U} = (\overline{\rho}, \overline{\varphi}, \overline{\vec{p}}, \overline{\vec{q}})^\top \in \mathcal{U}\) we shall denote
\[ p := \rho(\bar{\eta}, \bar{\theta}), \quad \theta := e(\bar{\eta}, \bar{\theta}), \quad \kappa := \nu(\bar{\eta}, \bar{\theta}), \quad \nu := \nu(\bar{\eta}, \bar{\theta}), \]

\[ \bar{p}_\rho := p_{\rho}(\bar{\eta}, \bar{\theta}), \quad \bar{p}_\theta := p_{\theta}(\bar{\eta}, \bar{\theta}), \quad \bar{\nu} := e(\bar{\eta}, \bar{\theta}). \]

**Lemma 4.7** (Genuine coupling; inviscid case). Let \( \bar{\mathbf{U}} = (\bar{\rho}, \bar{\pi}, \bar{\theta}, \bar{\nu})^\top \in \mathcal{U} \) be a fixed state. Then under assumptions (2.5)–(2.7), the inviscid (\( \nu \equiv 0 \)) linearized Cattaneo–Christov system around \( \bar{\mathbf{U}} \) (system (4.2) with \( B \equiv 0 \)) satisfies the genuine coupling condition at \( \bar{\mathbf{U}} \).

**Proof.** As before, we denote \( A^j = \tilde{A}^j(\bar{\mathbf{U}}) \), \( L = -D(\bar{\mathbf{U}}) \), \( j = 0, 1 \). From the expression for \( L \) in (3.7), we see that any \( V \in \ker L \) is of the form \( V = (v_1, v_2, v_3, 0)^\top \), with \( v_j \in \mathbb{R} \). Therefore, from (3.4) and (3.5) and for any \( \eta \in \mathbb{R} \) we have

\[ (\eta A^0 + A^1)V = \begin{pmatrix} \bar{p}_\rho \eta v_1 + \bar{p}_\rho v_2 \\ \bar{p}_\rho v_1 + \bar{p}(\eta + \bar{\pi})v_2 + \bar{p}_\theta v_3 \\ \bar{p}_\pi (\eta + \bar{\pi})v_3 + \bar{p}_\theta v_2 \\ \bar{\nu} \end{pmatrix}. \]

Suppose that \( V \in \ker L \), \( V \neq 0 \) and \( (\eta A^0 + A^1)V = 0 \) for some \( \eta \in \mathbb{R} \). From \( \bar{\theta} > 0 \) we deduce that \( v_3 = 0 \). This yields \( v_2 = 0 \) as \( \bar{p}_\theta > 0 \). Finally, from \( \bar{p}_\rho > 0 \) we get \( v_1 = 0 \). Thus, we conclude that \( V = 0 \), a contradiction. \( \square \)

**Remark 4.8.** It is to be observed that the genuine coupling condition holds at any state \( \bar{\mathbf{U}} \in \mathcal{U} \) (not necessarily an equilibrium state). Notice as well that the viscous (with \( \nu > 0 \)) thermally relaxed linearized Cattaneo–Christov system (that is, system (4.2) with \( B \geq 0 \)) is also genuinely coupled. Indeed, in the viscous case with \( V \in \ker B \cap \ker L \) the proof is exactly the same. Thus, we can state the following lemma.

**Lemma 4.9** (Genuine coupling; viscous case). Let \( \bar{\mathbf{U}} = (\bar{\rho}, \bar{\pi}, \bar{\theta}, \bar{\nu})^\top \in \mathcal{U} \) be a fixed state. Then under assumptions (2.5)–(2.7), the viscous (\( \nu > 0 \)) linearized Cattaneo–Christov system (4.2) (here with \( B \geq 0 \)) satisfies the genuine coupling condition at \( \bar{\mathbf{U}} \).

Although genuine coupling readily implies the existence of a compensating function (thanks to theorem 4.5), it is often possible to provide a formula for it by direct inspection.

**Lemma 4.10** (Compensating function, viscous case). Under assumptions (2.5)–(2.7) and in the viscous case (\( \nu > 0 \) for all \( (\rho, \theta) \in \mathcal{D} \)), for every equilibrium state \( \bar{\mathbf{U}} \in \mathcal{V} \) there exists a compensating function for system (4.2), which is given explicitly by

\[ K = \delta \begin{pmatrix} 0 & \bar{p}_\rho & 0 & 0 \\ -\bar{p}_\rho & 0 & -\bar{p}_\theta & 0 \\ 0 & \bar{p}_\theta & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} (A^0)^{-1}, \quad (4.7) \]

for some \( 0 < \delta \ll 1 \) sufficiently small.

**Proof.** We verify directly that (4.7) is a compensating function for system (4.2). First observe from expression (4.7) that \( KA^0 \) is clearly skew-symmetric. Let us now compute
\[
KA^1 = \delta \begin{pmatrix}
0 & \rho \phi & 0 & 0 \\
-\rho \phi & 0 & -\rho \theta & 0 \\
0 & \rho \theta & 0 & 0 \\
0 & 0 & 0 & \delta \rho
\end{pmatrix}
\begin{pmatrix}
\rho \phi & 0 & 0 & 0 \\
0 & \frac{1}{\rho} & 0 & 0 \\
0 & 0 & \frac{1}{\rho} & \delta \rho \\
0 & 0 & 0 & \frac{1}{\rho}
\end{pmatrix}
\begin{pmatrix}
\rho \phi & \rho \phi & 0 & 0 \\
-\rho \phi & \rho \theta & \rho \theta & 0 \\
0 & \rho \theta & \rho \theta & 0 \\
0 & 0 & \rho \theta & \rho \theta
\end{pmatrix}
\]
There exists a compensating function for system (4.2), which is given explicitly by

\[ K = \delta \begin{pmatrix}
0 & \frac{\delta^2 \pi^2 p^2}{\rho^2} & 0 & 0 \\
-\frac{\delta^2 \pi^2 p^2}{\rho^2} & 0 & \delta \rho \theta & 0 \\
0 & -\delta \rho \theta & 0 & \frac{\rho \theta}{\rho^2} \\
0 & 0 & -\frac{\rho \theta}{\rho^2} & 0
\end{pmatrix} (A^0)^{-1}, \quad (4.8) \]

for some \(0 < \delta \ll 1\) sufficiently small.

**Proof.** We propose to take \(K\) of the form

\[ K = \begin{pmatrix}
0 & \alpha & 0 & 0 \\
-\alpha & 0 & -\beta & 0 \\
0 & \beta & 0 & -\gamma \\
0 & 0 & \gamma & 0
\end{pmatrix} (A^0)^{-1}, \]

and to appropriately choose constants \(\alpha, \beta\) and \(\gamma\). Performing the product yields the matrix

\[ KA_1 = \begin{pmatrix}
\frac{\alpha \rho \theta}{\rho^2} & \alpha \bar{u} & \frac{\alpha \rho \theta}{\rho^2} & 0 \\
-\alpha \bar{u} & -(\alpha \bar{\rho} + \frac{\beta \rho \theta}{\rho^2}) & -\beta \bar{u} & -\frac{\beta \rho \theta}{\rho^2} \\
\frac{\beta \rho \theta}{\rho^2} & \beta \bar{u} & \frac{\beta \rho \theta}{\rho^2} - \frac{\gamma \bar{u}}{\tau} & -\gamma \bar{u} \\
0 & \frac{\gamma \rho \theta}{\rho^2} & \gamma \bar{u} & \frac{\gamma \rho \theta}{\rho^2}
\end{pmatrix}. \]

whose symmetric part is

\[ \frac{1}{2} \left( KA_1 + (KA_1)^\top \right) = \begin{pmatrix}
\frac{\alpha \rho \theta}{\rho^2} & 0 & \frac{1}{2} (\beta \rho \theta + \alpha \rho \theta) & 0 \\
0 & -(\alpha \bar{\rho} + \frac{\beta \rho \theta}{\rho^2}) & 0 & \frac{1}{2} (\gamma \rho \theta - \beta \rho \theta - \frac{\gamma \bar{\rho}}{\tau}) \\
\frac{1}{2} (\beta \rho \theta + \alpha \rho \theta) & 0 & \frac{\beta \rho \theta}{\rho^2} - \frac{\gamma \bar{u}}{\tau} & 0 \\
0 & \frac{1}{2} (\gamma \rho \theta - \beta \rho \theta - \frac{\gamma \bar{\rho}}{\tau}) & 0 & \frac{\gamma \rho \theta}{\rho^2}
\end{pmatrix}. \]

Thus, in view that \(B = 0\), we have for any \(X = (x_1, x_2, x_3, x_4)^\top, X \neq 0\), that the corresponding quadratic form is

\[ F(X) := X^\top \left( \frac{1}{2} (KA_1 + (KA_1)^\top) + L \right) X \]

\[ = \frac{\alpha \rho \theta}{\rho^2} x_1^2 - \left( \alpha \bar{\rho} + \frac{\beta \rho \theta}{\rho^2} \right) x_2^2 + \left( \frac{\beta \rho \theta}{\rho^2} - \frac{\gamma \bar{\rho}}{\tau} \right) x_3^2 + \left( \frac{\gamma \rho \theta}{\rho^2} + \frac{1}{2} \right) x_4^2 \]

\[ + \frac{1}{2} \left( \beta \rho \theta + \alpha \rho \theta \right) x_1 x_3 + \frac{1}{2} \left( \gamma \rho \theta - \beta \rho \theta - \frac{\gamma \bar{\rho}}{\tau} \right) x_2 x_4. \]

Let us choose \(\alpha, \beta\) and \(\gamma\) such that

\[ \alpha = \delta^3 \alpha_0, \quad \beta = -\delta^2 \beta_0, \quad \gamma = -\delta \gamma_0, \]
where \( \alpha_0, \beta_0, \gamma_0 > 0 \) and \( 0 < \delta \ll 1 \) are constants to be determined. Then the quadratic form reads

\[
F(X) = a_1 x_1^2 + a_2 x_2^2 + a_3 x_3^2 + a_4 x_4^2 + b_{13} x_1 x_3 + b_{24} x_2 x_4,
\]

where,

\[
\begin{align*}
a_1 &= \delta^3 \frac{\alpha_0 p_\rho}{\rho}, \\
a_2 &= \delta^2 \left( \frac{\beta_0 p_\rho}{p e_\theta} - \delta \alpha_0 p_\rho \right), \\
a_3 &= \delta \left( \frac{\gamma_0 \kappa}{\tau} - \delta \frac{\beta_0 p_\rho}{p} \right), \\
a_4 &= \frac{1}{\kappa \theta} - \delta \frac{\gamma_0}{p e_\theta}, \\
b_{13} &= \delta^2 \left( \delta \alpha_0 p_\rho - \beta_0 p_\rho \right), \\
b_{24} &= \delta \frac{\delta}{p e_\theta} \left( \delta \beta_0 - \gamma_0 p_\rho \right).
\end{align*}
\]

Assuming that

\[
a_1 > 0, \quad a_4 > 0, \quad a_2 - \frac{b_{13}^2}{2 a_4} > 0, \quad a_3 - \frac{b_{13}^2}{2 a_4} > 0,
\]

clearly we have

\[
F(X) \geq \frac{1}{2} a_1 x_1^2 + \left( a_2 - \frac{b_{13}^2}{2 a_4} \right) x_2^2 + \left( a_3 - \frac{b_{13}^2}{2 a_4} \right) x_3^2 + \frac{1}{2} a_4 x_4^2 \geq C|X|^2 > 0,
\]

for all \( X \neq 0, X \in \mathbb{R}^4 \) and some positive constant satisfying,

\[
0 < C < \frac{1}{2} \min \left\{ \frac{1}{2} a_1, \frac{1}{2} a_4, a_2 - \frac{b_{13}^2}{2 a_4}, a_3 - \frac{b_{13}^2}{2 a_4} \right\}.
\]

Therefore, we need to find values of \( \alpha_0, \beta_0, \gamma_0 > 0 \) and \( 0 < \delta \ll 1 \) sufficiently small such that conditions (4.9) hold.

First, notice that under assumptions (2.5)–(2.7) and \( \alpha_0 > 0 \), the first condition in (4.9) is already satisfied. If we further choose parameter values \( \alpha_0, \beta_0 \) and \( \gamma_0 \) such that

\[
\frac{\gamma_0 \kappa}{\tau} - \frac{\beta_0 p_\rho}{2 \alpha_0 p_\rho} > 0,
\]

then, for \( \delta > 0 \) sufficiently small such that

\[
0 < \delta < \frac{2 \beta_0 p_\rho}{\alpha_0 p_\rho} \left( \frac{\gamma_0 \kappa}{\tau} - \frac{\beta_0 p_\rho}{2 \alpha_0 p_\rho} \right),
\]

(4.11)
we can assure that the fourth condition in (4.9) also holds, as the reader may easily verify. For small $\delta$ we write

$$
\frac{1}{2a_4} = \frac{1}{2} \left( \frac{1}{\kappa \theta} - \delta \frac{\gamma_0}{\kappa \theta \gamma_0} \right)^{-i} = \frac{1}{2} \bar{\kappa} \theta + \delta \frac{\bar{\kappa}^2 \theta^2}{2 \kappa \theta} + O(\delta^2).
$$

Hence, it suffices to take $\delta$ small enough such that

$$
0 < \delta < \frac{\kappa \theta}{\bar{\kappa} \theta \gamma_0},
$$

(4.12)

and to choose values of $\beta_0$ and $\gamma_0$ satisfying

$$
\frac{\bar{\kappa} \theta}{\kappa \theta \gamma_0} \left( \beta_0 - \frac{\gamma_0}{\gamma_0 \bar{\kappa} \theta} \frac{\bar{\kappa}^2 \theta^2}{2 \kappa \theta} \right) > 0,
$$

(4.13)

in order to obtain

$$
a_2 = \frac{\bar{\kappa}^2 a_4}{2a_4} = \frac{\bar{\kappa} \theta}{\kappa \theta \gamma_0} \left( \beta_0 - \frac{\gamma_0}{\gamma_0 \bar{\kappa} \theta} \frac{\bar{\kappa}^2 \theta^2}{2 \kappa \theta} \right) + O(\delta) > 0,
$$

(4.14)

that is, the third condition in (4.9). Finally, the second inequality in (4.9) follows from (4.12).

Hence, it suffices to choose positive values of $\alpha_0, \beta_0, \gamma_0$ such that conditions (4.13) and (4.10) hold. For instance, we can define

$$
\begin{align*}
\alpha_0 &:= \frac{\gamma_0}{\kappa \theta} \frac{\bar{\kappa}^2 \theta^2}{2 \kappa \theta} > 0, \\
\beta_0 &:= \frac{\bar{\kappa} \theta}{\kappa \theta \gamma_0} > 0, \\
\gamma_0 &:= \frac{\kappa \theta}{\bar{\kappa} \theta} > 0
\end{align*}
$$

(all positive because of (2.5)–(2.7)). Once these values are determined, we can always find $0 < \delta \ll 1$ sufficiently small such that (4.11), (4.12) and (4.14) hold as well. Substitute $\alpha = \delta^3 \alpha_0, \beta = -\delta^2 \beta_0$ and $\gamma = -\delta \gamma_0$ back into the expression of $K$ to obtain the result.

\[\square\]

5. Linear decay rates

In this section we describe how to obtain decay rates for solutions to the linearized system (4.2) using the properties of the compensating function $K$. We gloss over some details, because the arguments are very similar to those in the case of hyperbolic conservation laws with relaxation (see section 3 in [24]), with a slight modification due to the presence of viscous and relaxation terms combined. It is also to be noticed that we are not applying the equivalence result (theorem 4.5) inasmuch we are explicitly providing the form of $K$. The estimates hold for both the pure relaxation ($\nu \equiv 0$) and the viscous with thermal relaxation ($\nu > 0$) cases.

Let us denote the standard inner product in $\mathbb{C}^n$ as $\langle , \rangle$ and let $[A]^s := \frac{1}{2}(A + A^\top)$ be the symmetric part of any real matrix $A$. Under the previous assumptions, namely, that
(i) $A_j, L, B, j = 0, 1,$ are real symmetric matrices;
(ii) $A^0 > 0,$ $L, B \geq 0;$ and
(iii) there exists a compensating function $K,$

let $U$ be the solution to linearized system (4.2).

**Lemma 5.1.** There exists $k > 0$ such that the solutions $U$ to the linear system (4.2) satisfy

$$|\hat{U}(\xi, t)| \leq C|\hat{U}(\xi, 0)| \exp \left( -\frac{k\xi^2 t}{1 + \xi^2} \right),$$  \hspace{1cm} (5.1)

for all $t \geq 0, \xi \in \mathbb{R}$ and some uniform constant $C > 0.$

**Proof.** Take the Fourier transform to get equation (4.3). Since the coefficient matrices are symmetric, if we take the inner product of (4.3) with $\hat{U}$ and take the real part we obtain

$$\frac{1}{2} \partial_t \langle \hat{U}, A^0 \hat{U} \rangle + \langle \hat{U}, L\hat{U} \rangle + \xi^2 \langle \hat{U}, B\hat{U} \rangle = 0. \hspace{1cm} (5.2)$$

Now multiply (4.3) by $-i\xi K$ and take the inner product with $\hat{U}.$ The result is

$$-\langle \hat{U}, i\xi K A^0 \hat{U} \rangle + \xi^2 \langle \hat{U}, K A^1 \hat{U} \rangle - \langle \hat{U}, i\xi K L \hat{U} \rangle - \langle \hat{U}, i\xi^3 K B \hat{U} \rangle = 0.$$ 

Use the fact that $K A^0$ is skew-symmetric to verify that

$$\text{Re} \langle \hat{U}, i\xi K A^0 \hat{U} \rangle = \frac{1}{2} \xi \partial_t \langle \hat{U}, i\xi K A^0 \hat{U} \rangle.$$ 

Thus, taking the real part of the previous equation yields

$$-\frac{1}{2} \xi \partial_t \langle \hat{U}, i\xi K A^0 \hat{U} \rangle + \xi^2 \langle \hat{U}, [K A^1]^\ast \hat{U} \rangle = \text{Re} \langle i\xi (\hat{U}, K L \hat{U}) \rangle + \text{Re} \langle i\xi^3 (\hat{U}, K B \hat{U}) \rangle.$$ 

Since $L, B \geq 0$ and by symmetry, we obtain the estimate

$$-\frac{1}{2} \xi \partial_t \langle \hat{U}, i\xi K A^0 \hat{U} \rangle + \xi^2 \langle \hat{U}, [K A^1]^\ast \hat{U} \rangle \leq \epsilon \xi^2 |\hat{U}|^2 + C_2 \langle \hat{U}, L \hat{U} \rangle + \xi^4 \langle \hat{U}, B \hat{U} \rangle, \hspace{1cm} (5.3)$$

for any $\epsilon > 0$ and where $C_2 > 0$ is a uniform constant depending only on $\epsilon > 0, |K L|^{1/2}$ and $|K B|^{1/2}.$ Now multiply equation (5.2) by $1 + \xi^2,$ equation (5.3) by $\delta > 0$ and add them up. The result is

$$\frac{1}{2} \partial_t \left( (1 + \xi^2) \langle \hat{U}, A^0 \hat{U} \rangle - \delta \langle \hat{U}, i\xi K A^0 \hat{U} \rangle \right) + \langle \hat{U}, L \hat{U} \rangle + \xi^4 \langle \hat{U}, B \hat{U} \rangle$$
$$+ \xi^2 \left( \delta \langle \hat{U}, [K A^1]^\ast \hat{U} \rangle + \langle \hat{U}, L \hat{U} \rangle + \langle \hat{U}, B \hat{U} \rangle \right)$$
$$\leq \epsilon \delta \xi^2 |\hat{U}|^2 + \delta C_2 \langle \hat{U}, L \hat{U} \rangle + \xi^4 \langle \hat{U}, B \hat{U} \rangle. \hspace{1cm} (5.4)$$

Now define

$$M := \langle \hat{U}, A^0 \hat{U} \rangle - \frac{\delta \xi}{1 + \xi^2} \langle \hat{U}, i\xi K A^0 \hat{U} \rangle.$$
Notice that $M$ is real because $A^0$ is symmetric and $KA^0$ is skew-symmetric. Since $A^0 > 0$ there exists $C_0 > 0$ such that $\langle \hat{U}, A^0 \hat{U} \rangle \geq C_0 |\hat{U}|^2$. It is then easy to show that there exists $\delta_0 > 0$, sufficiently small, such that if $0 < \delta < \delta_0$ then

$$
\frac{1}{C_1}|\hat{U}|^2 \leq M \leq C_1 |\hat{U}|^2,
$$

for some uniform $C_1 > 0$.

Now from property (b) of the compensating function $K$ (see definition 4.4), there exists $\gamma > 0$ such that $\langle \hat{U}, ([KA^1] + L + B) \hat{U} \rangle \geq \gamma |\hat{U}|^2$. Therefore, by taking $0 < \delta < 1$ we arrive at

$$
\langle \hat{U}, (\delta [KA^1] + L + B) \hat{U} \rangle \geq \delta \gamma |\hat{U}|^2.
$$

Choose $\epsilon = \gamma/2$ and $0 < \delta < \min\{1, \delta_0, 1/C_1\}$ to obtain

$$
\frac{1}{2} \partial_t M + \frac{1}{2} \left( \frac{\epsilon^2}{1 + \xi^2} \right) \delta \gamma |\hat{U}|^2 + \frac{(1 - \delta C_1)}{1 + \xi^2} \left( \langle \hat{U}, \hat{L} \hat{U} \rangle + \xi^4 \langle \hat{U}, \hat{B} \hat{U} \rangle \right) \leq 0.
$$

This yields

$$
\partial_t M + \frac{k \epsilon^2}{1 + \xi^2} M \leq 0,
$$

with $k = \delta \gamma / C_1 > 0$. This inequality readily implies the desired estimate (5.1).

**Theorem 5.2 (Linear decay rates).** Under the assumptions (i)–(iii) suppose that $U_0 \in H^s(\mathbb{R}) \cap L^1(\mathbb{R})$, with $s \geq 2$. Then the solution to the Cauchy problem for linear system (4.2) with $U(x, 0) = U_0$ satisfies the decay rate

$$
\|\partial_t^l U\|_{L^2}^2 \leq C \left( e^{-\nu t} \|\partial_t^l U_0\|_{L^2}^2 + (1 + t)^{-l(1/2)} \|U_0\|_{L^2}^2 \right),
$$

for $0 \leq l \leq s - 1$ and some uniform $C > 0$.

**Proof.** Multiply estimate (5.1) by $\xi^2$ to obtain

$$
\int_{\mathbb{R}} \xi^2 |\hat{U}(\xi, t)|^2 \, d\xi \leq C \int_{\mathbb{R}} \xi^2 |\hat{U}(\xi, 0)|^2 \exp \left( -\frac{2k \xi^2 t}{1 + \xi^2} \right) \, d\xi =: C(I_1(t) + I_2(t)),
$$

where $I_1$ denotes the integral on the right hand side computed on the set $\xi \in (-1, 1)$ and $I_2$ is the integral on $|\xi| > 1$. Since $\xi^2/(1 + \xi^2) \geq \frac{1}{4} \xi^2$ for $\xi \in (-1, 1)$, we have the estimate

$$
I_1(t) = \int_{-1}^{1} \xi^2 |\hat{U}(\xi, 0)|^2 \exp \left( -\frac{2k \xi^2 t}{1 + \xi^2} \right) \, d\xi \leq \left( \sup_{\xi \in \mathbb{R}} |\hat{U}_0(\xi)|^2 \right) \int_{-1}^{1} \xi^2 e^{-k\xi^2 t} \, d\xi
\leq \|U_0\|_{L^2}^2 \int_{-1}^{1} \xi^2 e^{-k\xi^2 t} \, d\xi.
$$
Using standard calculus tools it is easy to verify that
\[ \Theta(t) := (1 + t)^{l+1/2} \int_{-1}^{1} \xi^2 e^{-k \xi^2} d\xi \]
is continuous and uniformly bounded above for all \( t \geq 0 \). Therefore we arrive at
\[ I_1(t) \leq C (1 + t)^{-((l+1)/2)} \|U_0\|_{L^2}^2, \]
for some \( C > 0 \) and all \( t \geq 0 \). Now, if \( \xi^2 \geq 1 \) then clearly \( \exp(-2k\xi^2/(1 + \xi^2)) \leq e^{-kt} \).
Together with Plancherel’s theorem, this yields the estimate
\[ I_2(t) = \int_{|\xi| \geq 1} \xi^2 |\hat{U}(\xi,0)|^2 \exp\left(-\frac{2k\xi^2}{1 + \xi^2}\right) d\xi \]
\[ \leq e^{-kt} \int_{\mathbb{R}} \xi^2 |\hat{U}_0(\xi)|^2 d\xi \]
\[ \leq e^{-kt} \|\partial_x U_0\|_{L^2}^2. \]
Combining both estimates we arrive at (5.5).

**Corollary 5.3.** Under hypotheses (2.5)–(2.7) for a compressible fluid, let \( U = (p, \pi, \theta, 0)^\top \in \mathcal{V} \) be a constant equilibrium state. If \( U_0 - \overline{U} \in H^s(\mathbb{R}) \cap L^1(\mathbb{R}) \), with \( s \geq 2 \), is an initial perturbation (with finite energy and finite mass) of the equilibrium state \( \overline{U} \) then the solutions \( U - \overline{U} \) to the linearized equations around \( \overline{U} \) satisfy the decay estimates
\[ \|\partial_x(U - \overline{U})\|_{L^2}^2 \leq C \left( e^{-kt} \|\partial_x(U_0 - \overline{U})\|_{L^2}^2 + (1 + t)^{-(l+1/2)} \|U_0 - \overline{U}\|_{L^2}^2 \right), \]
for \( 0 \leq l \leq s - 1 \) and some uniform \( C, k > 0 \). These linear decay rates hold for solutions to the linearization of both the viscous Cattaneo–Christov system (2.8) (for which \( \nu > 0 \)) and the inviscid Cattaneo–Christov model (2.9) (for which \( \nu \equiv 0 \)).

**Proof.** Let \( \overline{U} = (\overline{p}, \overline{\pi}, \overline{\theta}, 0)^\top \in \mathcal{V} \) be a constant equilibrium state for which \( \overline{\Theta}(\overline{U}) = 0 \). Suppose \( U = \overline{U} + W \) is a solution to either the viscous system (2.8) or the inviscid system (2.9). Both systems (2.8) and (2.9) can be recast in the quasilinear symmetric form (4.1):
\[ A^0 W_t + A^1 W_x + LW = BW_{xx} + N', \]
in view that \( \overline{\Theta}(\overline{U}) = 0 \) and where \( N' = \overline{S}(\overline{U})N \) contains the nonlinear terms. Here the variable \( W = U - \overline{U} \) represents perturbations of the equilibrium state. If we discard the nonlinear terms we arrive at the constant coefficient, linearized system (4.2) for the perturbation \( W \), namely at
\[ A^0 W_t + A^1 W_x + LW = BW_{xx}. \]
Under hypotheses (2.5)–(2.7), the coefficients \( A^0, A^1, B \) and \( L \) satisfy assumptions (i)–(iii), where the compensating function \( K \) is given by (4.7) in the viscous case (\( \mathcal{V} > 0 \)), and by (4.8) in the pure thermal relaxation case (\( \mathcal{V} \equiv 0 \)). Thus, the hypotheses of Theorem 5.2 are satisfied and any solution \( W = U - \overline{U} \) of the linearized system (4.2) with initial condition \( W_0 = U_0 - \overline{U} \in H^s(\mathbb{R}) \cap L^1(\mathbb{R}) \) for some \( s \geq 2 \) obeys the desired linear decay rates, as claimed.
6. Discussion

In this paper we have shown that 1D Cattaneo–Christov systems for compressible fluid flow are strictly dissipative. This property holds for the case in which viscous and thermal relaxation effects are combined, as well as for the case where viscosity is neglected and the only dissipation term is due to thermal relaxation. We have proved strict dissipativity for these systems by verifying the genuine coupling condition, as well as by providing explicit forms for the compensating functions which allow, in turn, to establish energy estimates leading to the decay structure of solutions to the linearized problem around equilibrium states.

In the process, we have shown, for instance, that Cattaneo–Christov systems in one dimension are symmetrizable. As we have pointed out, symmetrizability is a fundamental property in the theory. It is natural to ask whether multi-dimensional Cattaneo–Christov systems are strictly dissipative. With respect to this problem, it is important to remark, however, that not even the existence of a symmetrizer in several space dimensions is yet clear. As the seasoned reader might have noticed, the material derivative in Christov’s constitutive law in more than one dimension prevents expression (3.3) to be a symmetrizer for the multi-dimensional case. This is the subject of current investigations.

Finally, even though the estimates performed to obtain the decay rates in theorem 5.2 are very similar (at the linear level) to those for hyperbolic balance laws [24] (see also [19]), we call upon the attention of the reader that the statement of corollary 5.3 should not be taken for granted. For instance, the analyses pertaining to the local existence of solutions for viscous systems of conservation laws [19, 36], the global existence of solutions for hyperbolic balance laws [14, 44], as well as the global stability of constant equilibrium states for dissipative balance laws [35], they all consider the existence of a convex entropy structure which lacks in the present case because the system is not in conservation form. Therefore, the linear decay rates around equilibrium states for Cattaneo–Christov systems constitute the first step to show that constant equilibrium states are asymptotically stable under small perturbations even in the absence of a convex entropy.
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