Abstract

We present a complete theory of higher-order autonomous contact mechanics, which allows us to describe higher-order dynamical systems with dissipation. The essential tools for the theory are the extended higher-order tangent bundles, $T^kQ \times \mathbb{R}$, whose geometric structures are previously introduced in order to state the Lagrangian and Hamiltonian formalisms for these kinds of systems, including their variational formulation. The variational principle, the contact forms, and the geometric dynamical equations are obtained by using those structures and generalizing the standard formulation of contact Lagrangian and Hamiltonian systems. As an alternative approach, we develop a unified description that encompasses the Lagrangian and Hamiltonian equations as well as their relationship through the Legendre map; all of them are obtained from the contact dynamical equations and the constraint algorithm that is implemented because, in this formalism, the dynamical systems are always singular. Some interesting examples are finally analyzed using these geometric formulations.
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1 Introduction

The Hamiltonian formulation for systems described by higher-order regular Lagrangians was first developed by Ostrogradskii in 1850, providing the corresponding Euler-Lagrange and Hamilton equations for the so-called higher-order mechanics. Furthermore, the geometrization of (first-order) classical mechanics occurred a century later, introducing the nowadays called symplectic mechanics, on the cotangent bundle $T^*Q$ of the configuration manifold $Q$ \cite{1, 2, 49}. At about the same time, the Lagrangian geometric description was produced, using the almost tangent geometry of the tangent bundle $TQ$ \cite{19, 20, 61}. However, it took a long time for the symplectic description of higher-order Lagrangians \cite{14, 29, 30, 43, 44}.

In his original paper \cite{52}, M.V. Ostrogradskii stated that a theory including higher-order derivatives should be trivial and do not include new ideas for physics, or fatal, since it will include additional ghost-like degrees of freedom. However, higher-order mechanics is not a simple mathematical extension, and there are many cases with physical relevance that include second (or higher) order derivatives. Indeed, after its geometric description, a lot of work has been developed to understand well and apply these theories. A relevant point that helped a good deal was the theoretical body on the geometry of higher-order tangent bundles. Indeed, if the Lagrangian $L$ depends on derivatives up to order $k$, then it is defined on the tangent bundle of order $k$, $T^kQ$, and the dynamics is developed on the tangent bundle of order $2k - 1$, $T^{2k-1}Q$, giving the Euler-Lagrange equations of order $2k$. In addition, the Hamiltonian description takes place on the cotangent bundle $T^*(T^{k-1}Q)$, and (for regular Lagrangians) both are connected by the Legendre map $\text{Leg}: T^{2k-1}Q \rightarrow T^*(T^kQ)$.
In this paper we consider another kind of higher-order Lagrangian and Hamiltonian systems. The main difference is that we are concerned not only with derivatives of higher order, but also with an extra parameter, $z$, which has a different meaning as a kind of dissipation parameter. So, the Lagrangian function is now defined on the extended higher-order tangent bundle $T^kQ \times \mathbb{R}$. First of all, we were obliged to extend the Herglotz variational principle for higher order Lagrangians, aiming to know the correct equations of motion in this situation, which live on $T^{2k-1}Q \times \mathbb{R}$. Furthermore, the Lagrangian allows us to define a contact structure on $T^{2k-1}Q \times \mathbb{R}$ which gives the corresponding dynamics. Let us remark two important and non-trivial issues: (1) in order to define the contact form we are obliged to introduce a differential operator which is analogous to the total derivative defined by W.M. Tulczyjew for the usual case; and (2) we use the contact Hamiltonian theory. So, we obtain an analog of the Euler-Lagrange vector fields, which are semisprays of type 1, whose integral curves are just the solutions to the motion equations for $L$. An important remark is that, in these semisprays, the Lagrangian appears explicitly as the component in $z$.

Contact geometry \cite{3,10,15,38} is a topic of great interest which is being used to describe mechanical dissipative systems \cite{16,33,50,58}, both in the Hamiltonian and Lagrangian descriptions \cite{6,8,9,18,25,26,31,36,48}; as well as field theories with dissipation \cite{34,35}, and other types of physical systems \cite{4,27,51,57}). Indeed, contact Hamiltonian mechanics is related with the work of G. Herglotz almost 90 years ago \cite{45,46}, who used a generalization of the well-known Hamilton principle (that includes to solve an implicit differential equation before to define the action) that, almost miraculously, provides the same equations that we can obtain using contact geometry. For the present paper, we also have a similar situation, and the equations obtained by the generalized Herglotz principle coincide with the ones given by the geometric approach, showing that both approaches lead to the same result.

We also include an alternative but equivalent geometric formulation of higher-order contact systems which is an extension of the so-called unified Lagrangian–Hamiltonian approach to mechanics, and is especially useful to discuss dynamical systems described by degenerate Lagrangians. It is based in the original work by R. Skinner and R. Rust \cite{63} for first-order autonomous systems. Later on, this framework was generalized in order to describe many different kinds of systems; namely: time-dependent dynamical systems \cite{5,13,41}, vakonomic and nonholonomic mechanics \cite{22}, higher-order autonomous and non-autonomous mechanical systems \cite{43,44,54,55}, control systems \cite{4,21}, and first and higher-order classical field theories \cite{12,28,32,56,59,60,66}.

The method that we use for this unified approach is based and extends the results of \cite{24} for first-order contact dynamical systems. The advantage of this procedure is that, in order to construct the formalism in the higher-order extended unified bundle $W = T^{2k-1}Q \times \mathbb{R}$, it is not necessary to use any of the canonical structures of the higher-order tangent bundles, but only the natural contact structure of the bundle $T^* (T^{k-1}Q) \times \mathbb{R}$ and the natural coupling between elements of the bundles $T (T^{k-1}Q) \times \mathbb{R}$ and $T^* (T^{k-1}Q) \times \mathbb{R}$. Then, the contact dynamical equations in $W$ gives both the Euler-Lagrange and the Hamilton equations and, being the dynamical system singular, the Legendre map and even the extension of the Tulczyjew total derivative are obtained as a result of the constraint algorithm.

The paper is structured as follows: Section 2 is devoted to review the geometric structures of higher-order tangent bundles and the basic foundations on Hamiltonian contact mechanics. The main results of the paper are presented in Sections 3, 4 and 5. In particular, in Section 3 we present the variational formulation which leads to obtain the dynamical equations for higher-order contact systems that we model geometrically in the following sections. Thus, in Section 4 we define and study geometrically higher-order contact Lagrangian systems and the corresponding Hamiltonian formalism; while Section 5 is devoted to introduce the unified
Lagrangian-Hamiltonian description of higher-order contact systems and how the standard Lagrangian and Hamiltonian formalisms described in Section 3 are recovered. Finally, in Section 4 some interesting examples are analyzed: first, a model of the Pais-Uhlenbeck oscillator with dissipation, a higher-order description for a radiating electron, and an academical example of a singular dissipative system.

All the manifolds are real, second countable and $C^\infty$. The maps are assumed to be $C^\infty$. Sum over repeated indices is understood.

2 Preliminary concepts

2.1 Geometric structures in higher-order tangent bundles

(See [14, 30, 33, 54, 62] for details).

Higher-order tangent bundles.

For $k \in \mathbb{N}$, the $k$th-order tangent bundle of an $n$-dimensional manifold $Q$, denoted by $T^k Q$, is the $(k+1)n$-dimensional manifold made of the $k$-jets with source at $0 \in \mathbb{R}$ and target $Q$; that is, $T^k Q = J_0^k(\mathbb{R}, Q)$. There are the canonical projections, for $1 \leq r \leq k$,

$$
\rho^k_0 : T^k Q \rightarrow T^r Q, \quad \rho^k_r : T^k Q \rightarrow Q
$$

Points of $T^k Q$ are equivalence classes of curves $c : I \subset \mathbb{R} \rightarrow Q$ by the following $k$-jet equivalence relation: if $(U, \varphi)$ is a local chart in $Q$, with $\varphi = (\varphi^i)$, $1 \leq i \leq n$, and $c(0) \in U$; by writing $c^i = \varphi^i \circ c$, the $k$-jet $\bar{c}^k(0) \in (\rho^k_0)^{-1}(U) = T^k U$ is given by $(q_0^i, q_1^i, \ldots, q_k^i)$, where $q^i = c^i(0)$ and $q_0^i = \frac{d^i c^i}{dt^0}(0)$, $(1 \leq \alpha \leq k)$. If $(q^i)$ are local coordinates in $Q$, then natural coordinates in $T^k Q$ are denoted $(q_0^i, q_1^i, \ldots, q_k^i)$, and local coordinates in $T(T^k Q)$ are $(q_0^i, q_1^i, \ldots, q_k^i; v_0^i, v_1^i, \ldots, v_k^i)$; where we have made the identification $q^i = q_0^i$. The local expressions of the above projections and their corresponding tangent maps $T \rho^k_r : T(T^k Q) \rightarrow T(T^r Q)$ are

$$
T \rho^k_r (\rho^k_0 (q_0^i, q_1^i, \ldots, q_k^i)) = (q_0^i, q_1^i, \ldots, q_r^i)
$$

Given a curve $c : \mathbb{R} \rightarrow Q$, the canonical lifting of $c$ to $T^k Q$ is the curve $\bar{c}^k : \mathbb{R} \rightarrow T^k Q$ defined as $\bar{c}^k (t) = c^k (0)$, where $c_\epsilon(s) = c(s + \epsilon)$, (the $k$-jet lifting of $c$). If $k = 1$, we write $\bar{c}^1 \equiv c'$.

In coordinates, if $c(t) = (c^i(t))$, then

$$
\bar{c}^k = \left( c^i, \frac{dc^i}{dt}, \ldots, \frac{d^k c^i}{dt^k} \right). \tag{1}
$$

Let $V(\rho^k_{r-1})$ be the vertical subbundle of $T(T^k Q)$. In the above coordinates, for every $p \in T^k Q$ and $u \in V_p(\rho^k_{r-1})$, we have that $u = (0, \ldots, 0, v_r^i, \ldots, v_k^i)$. We have the canonical embeddings $i_{k-r+1} : V(\rho^k_{r-1}) \hookrightarrow T(T^k Q)$ locally given by

$$
i_{k-r+1}(q_0^i, \ldots, q_r^i, v_r^i, \ldots, v_k^i) = (q_0^i, \ldots, q_r^i, 0, \ldots, 0, v_r^i, \ldots, v_k^i),
$$

and the bundle morphisms $s_{k-r+1} : T(T^k Q) \rightarrow T^k Q \times_{T^r Q} T(T^{r-1} Q)$, defined by $s_{k-r+1}(u) := (\tau_{T^k Q}(u), T \rho^k_{r-1}(u))$, for every $u \in T(T^k Q)$. Their local expression are

$$
s_{k-r+1}(q_0^A, \ldots, q_k^A, v_0^A, \ldots, v_k^A) = (q_0^A, \ldots, q_r^A, q_{r-1}^A, \ldots, q_k^A, v_0^A, \ldots, v_{r-1}^A).
$$
Then we can construct the fundamental exact sequence

\[ 0 \rightarrow V(\rho_{r-1}^k) \xrightarrow{i_{k-r+1}} T(T^kQ) \xrightarrow{\delta_{k-r+1}} T^kQ \times_{T^{r-1}Q} T(T^{r-1}Q) \rightarrow 0, \quad r < k, \]  

which, in local coordinates, is given by

\[ 0 \mapsto (q^0_i, \ldots, q^i_k, v^0_i, \ldots, v^i_k) \mapsto (q^0_0, \ldots, q^i_k, 0, \ldots, 0, v^1_i, \ldots, v^i_k) \]

\[ (q^0_0, \ldots, q^i_k, v^0_i, \ldots, v^i_k) \mapsto (q^0_0, \ldots, q^{i-1}_k; q^i_0, \ldots, q^i_k, v^0_i, \ldots, v^{i-1}_k) \mapsto 0. \]

Furthermore, we have the connecting maps \( h_{k-r+1} : T^kQ \times_{T^{k-r}Q} T(T^{k-r}Q) \rightarrow V(\rho_{r-1}^k) \) locally defined as

\[ h_{k-r+1} (q^0_i, \ldots, q^i_k, v^0_i, \ldots, v^i_k) = \left( q^0_0, \ldots, q^i_k, 0, \ldots, 0, \frac{r!}{0!}v^0_i, \frac{(r+1)!}{1!}v^1_i, \ldots, \frac{k!}{(k-r)!}v^{i-r}_k \right), \]

which are globally well-defined and are vector bundle isomorphisms over \( T^kQ \). Finally, the canonical injections are the maps \( j_r : T^kQ \rightarrow T(T^{r-1}Q) \) defined by \( j_r(\mathbf{e}^k(0)) := \gamma'(0) \), for \( \gamma : I \subset \mathbb{R} \rightarrow T(T^{r-1}Q) \) is the canonical lift of the curve \( \gamma(t) = \mathbf{e}^{r-1}(t) \) to \( T(T^{r-1}Q) \). It is locally given by

\[ j_r (q^0_i, \ldots, q^i_k) = (q^0_0, \ldots, q^{i-1}_k; q^i_1, q^i_2, \ldots, q^i_r). \]

**Canonical vector fields, vertical endomorphisms and almost-tangent structures.**

The following composition allows us to define the vector fields \( \Delta_r \in \mathfrak{X}(T^kQ) \), for \( 1 \leq r \leq k \),

\[ T^kQ \xrightarrow{\text{Id} \times j_{k-r+1}} T^kQ \times_{T^{k-r}Q} T(T^{k-r}Q) \xrightarrow{h_{k-r+1}} V(\rho_{r-1}^k) \xrightarrow{i_{k-r+1}} T(T^kQ) \]

such that \( \Delta_r (q^0_i, \ldots, q^i_k) = (q^0_0, \ldots, q^i_k, 0, \ldots, 0, r!q^1_i, (r+1)!q^2_i, \ldots, \frac{k!}{(k-r)!}q^{i-r+1}_k) \); that is

\[ \Delta_r = \sum_{\alpha=0}^{k-r} \frac{\alpha!}{(r+\alpha)!} q^i_\alpha \frac{\partial}{\partial q^i_{r+\alpha}} = r!q^1_i \frac{\partial}{\partial q^i_1} + \ldots + \frac{k!}{(k-r)!}q^{i-r+1}_k \frac{\partial}{\partial q^i_k}. \]

These are the \( r \)th-canonical vector fields in \( T^kQ \) and, in particular,

\[ \Delta_1 = \sum_{\alpha=1}^{k} \alpha q^i_\alpha \frac{\partial}{\partial q^i_\alpha} = q^1_i \frac{\partial}{\partial q^i_1} + 2q^1_i \frac{\partial}{\partial q^i_2} + \ldots + kq^i_k \frac{\partial}{\partial q^i_k} \]

is the so-called Liouville vector field in \( T^kQ \) and generalizes the Liouville vector field in \( TQ \).

In the same way, bearing in mind (2), we can state the compositions

\[ T(T^kQ) \xrightarrow{s_r} T^kQ \times_{T^{k-r}Q} T(T^{k-r}Q) \xrightarrow{h_{k-r+1}} V(\rho_{r-1}^k) \xrightarrow{i_{k-r+1}} T(T^kQ); \]

the map \( J_r \) is called the \( r \)th-vertical endomorphism of \( T(T^kQ) \), and it is locally given by

\[ J_r (q^0_0, \ldots, q^i_k, v^0_i, \ldots, v^i_k) = \left( q^0_0, \ldots, q^i_k, 0, \ldots, 0, r!v^1_i, (r+1)!v^1_i, \ldots, \frac{k!}{(k-r)!}v^{i-r}_k \right); \]
that is,
\[ J_r = \sum_{\alpha=0}^{k-r} \frac{(r + \alpha)!}{\alpha!} dq^i_\alpha \otimes \frac{\partial}{\partial q_{r+\alpha}^i}, \tag{5} \]
(It has constant rank equal to \((k - r + 1)n\)). In particular we have
\[ J_1 = \sum_{\alpha=0}^{k-1} (\alpha + 1) dq^i_\alpha \otimes \frac{\partial}{\partial q_{\alpha+1}^i}, \tag{6} \]
and any other vertical endomorphism \( J_r \) is obtained by composing \( J_1 \) with itself \( r \) times. As a consequence, \( J_1 \) defines an almost-tangent structure of order \( k \) in \( T^k Q \), which is called the canonical almost-tangent structure of \( T^k Q \). We denote by \( J_r^* \) the dual maps of \( J_r \) (which are endomorphisms in \( T^* (T^k Q) \)) and their natural extensions to the exterior algebra \( \bigwedge (T^* (T^k Q)) \).

Their action on differential forms is
\[ J^*_r \omega(X_1, \ldots, X_p) := \omega(J_r(X_1), \ldots, J_r(X_p)) ; \quad \text{for } \omega \in \Omega^p(T^k Q), \ X_1, \ldots, X_p \in \mathfrak{X}(T^k Q), \]
and for \( f \in C^\infty(T^k Q) \) is \( J^*_r(f) = f \). The endomorphism \( J^*_r : \Omega(T^k Q) \to \Omega(T^k Q), 1 \leq r \leq k, \) is called the \( r \)-th-vertical operator, and it is locally given by
\[ J^*_r(f) = f, \ \text{for } f \in C^\infty(T^k Q) ; \quad J^*_r(dq^i_\alpha) = \begin{cases} 0, & \text{if } \alpha < r \\ \alpha! \left(\frac{1}{(\alpha - r)!}\right) dq^i_{\alpha-r}, & \text{if } \alpha \geq r. \end{cases} \]

Finally, the inner contraction of \( J_r \) with \( \omega \in \Omega^p(T^k Q) \) is the form \( i(J_r)\omega \in \Omega^p(T^k Q) \) defined by
\[ i(J_r)\omega(X_1, \ldots, X_p) := \sum_{i=1}^p \omega(X_1, \ldots, J_r(X_i), \ldots, X_p) ; \quad \text{for } X_1, \ldots, X_p \in \mathfrak{X}(T^k Q), \]
and \( i(J_r)f = 0, \) for \( f \in C^\infty(T^k Q) \). This map \( \omega \mapsto i(J_r)\omega \) is a derivation of degree 0 in the \( \mathbb{R} \)-algebra of differential forms \( \Omega(T^k Q) \), which is called the \( r \)-th-vertical derivation, whose local expression is
\[ i(J_r)(dq^i_\alpha) = \begin{cases} 0, & \text{if } \alpha < r \\ \alpha! \left(\frac{1}{(\alpha - r)!}\right) dq^i_{\alpha-r}, & \text{if } \alpha \geq r. \end{cases} \]

Higher-order semisprays.

**Definition** 1 A **semispray of type** \( r \), \( 1 \leq r \leq k \), is a vector field \( X \in \mathfrak{X}(T^k Q) \) such that, for every integral curve \( \sigma \) of \( X \), we have that, if \( \gamma = \rho^k_0 \circ \sigma \), then \( \bar{\gamma}^{k-r+1} = \rho^k_{k-r+1} \circ \sigma \) (where \( \bar{\gamma}^{k-r+1} \) is the canonical lifting of \( \gamma \) to \( T^k_{k-r+1} Q \)).

In particular, \( X \in \mathfrak{X}(T^k Q) \) is a **semispray of type** 1 or a **holonomic vector field** in \( T^k Q \) if, for every integral curve \( \sigma \) of \( X \), we have that, if \( \gamma = \rho^k_0 \circ \sigma \), then \( \bar{\gamma}^k = \sigma \).
So, semisprays of type 1 in $T^kQ$ are the vector fields whose integral curves are the canonical lifts to $T^kQ$ of curves on $Q$ (observe that, if $k = 1, r = 1$, then $\rho^1_{1-1+1} = \text{Id}_{TQ}$, and we recover the definition of the holonomic or SODE vector fields in $TQ$). Thus semisprays of type $r < k$ have integral curves which are only “partially holonomic”.

Obviously, every semispray of type $r$ is of type $s \geq r$. We have the following equivalences for a vector field $X \in \mathfrak{X}(T^kQ)$:

1. $X$ is a semispray of type $r$.
2. $T\rho^k_{k-r} \circ X = j_{k-r+1}$
3. $J_r(X) = \Delta_r$.

The local expression of a semispray of type $r$ is

$$X = q^i_1 \frac{\partial}{\partial q^0_0} + q^i_2 \frac{\partial}{\partial q^1_1} + \ldots + q^i_{k-r+1} \frac{\partial}{\partial q^r_{k-r}} + X^i_{k-r+1} \frac{\partial}{\partial q^r_{k-r+1}} + \ldots + X^i_k \frac{\partial}{\partial q^r_k},$$

and, if $\vec{\gamma}$ is an integral curve of $X$, then its components verify the following system of differential equations of order $k + 1$:

$$\frac{d^{k-r+2}\sigma^i}{dt^{k-r+2}} = X^i_{k-r+1} \left( \sigma^j, \frac{d\sigma^j}{dt}, \ldots, \frac{d^k\sigma^j}{dt^k} \right), \ldots, \frac{d^{k+1}\sigma^i}{dt^{k+1}} = X^i_k \left( \sigma^j, \frac{d\sigma^j}{dt}, \ldots, \frac{d^k\sigma^j}{dt^k} \right).$$

For semisprays of type 1 we have

$$X = q^i_1 \frac{\partial}{\partial q^0_0} + q^i_2 \frac{\partial}{\partial q^1_1} + \ldots + q^i_{k+1} \frac{\partial}{\partial q^k_{k+1}} + X^i_k \frac{\partial}{\partial q^k_k},$$

and its integral curves are solutions to an ordinary differential equation of order $k + 1$.

**Tulczyjew’s total derivative.**

The so-called Tulczyjew’s total derivative can be formally defined as a derivation along curves and its canonical lifts in a higher-order tangent bundle $[30, 64]$. Nevertheless, the simplest way to define and understand it is giving the following equivalent definition:

**Definition 2** The Tulczyjew’s total derivative is the map $d_T: C^\infty(T^rQ) \longrightarrow C^\infty(T^{r+1}Q)$ which, for every $f \in C^\infty(T^rQ)$, is defined by

$$d_T f := L(X)(\rho^r_{r+1})^* f,$$

for any semispray of type 1, $X \in \mathfrak{X}(T^{r+1}Q)$.

Bearing in mind (9), we obtain the coordinate expression

$$d_T f = \sum_{\alpha=0}^r q^\alpha_{\alpha+1} \frac{\partial f}{\partial q^\alpha_\alpha}.$$

Observe that this definition is independent on the choice of the semispray of type 1, $X \in \mathfrak{X}(T^{r+1}Q)$, since $f = f(q_0, \ldots, q_r)$.

As it is defined as a Lie derivative, this map $d_T$ extends in a natural way to a derivation of degree 0 on the differential forms and, as $d_T d = dd_T$, it is determined by its action on functions and by the property $d_T dq^\alpha_\alpha = dq^\alpha_{\alpha+1}$.

**Higher-order Lagrangian systems**
Let $L \in \mathcal{C}^\infty(T^kQ)$ (a Lagrangian function of order $k$). Consider the Tulczyjew’s total derivative $d_T : \Omega^1(T^rQ) \longrightarrow \Omega^1(T^{r+1}Q)$, and denote $d_T^{\alpha} = d_T \circ \cdots \circ d_T$. Then, the Lagrangian 1-form associated with $L$ is the semibasic form of type $k$ in $T^{2k-1}Q$ defined as

$$\theta_L := \sum_{\beta=1}^{k} (-1)^{\beta-1} \frac{1}{\beta!} d_T^{\beta-1} i(J_\beta) dL \in \Omega^1(T^{2k-1}Q),$$

and the corresponding Lagrangian 2-form is $\omega_L := -d\theta_L \in \Omega^2(T^{2k-1}Q)$. Moreover, the Lagrangian energy associated with $L$ is the function defined as

$$E_L := \left( \sum_{\beta=1}^{k} (-1)^{\beta-1} \frac{1}{\beta!} d_T^{\beta-1}(\Delta_\beta(L)) \right) - (\rho_k^{2k-1})^* L \in \mathcal{C}^\infty(T^{2k-1}Q).$$

(It is usual to write $L$ instead of $(\rho_k^{2k-1})^* L$, and we will do this in the sequel).

The coordinate expressions of these elements are

$$\theta_L = \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} (-1)^{\alpha} d_T^{\beta} \left( \frac{\partial L}{\partial q_{\beta+\alpha}} \right) dq_{\beta-1}^\alpha,$$

$$E_L = \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} q_{\beta}^i (-1)^{\alpha} d_T^{\beta} \left( \frac{\partial L}{\partial q_{\beta+\alpha}} \right) - L.$$

A Lagrangian function $L \in \mathcal{C}^\infty(T^kQ)$ is said to be regular if $\omega_L$ is a symplectic form. Otherwise $L$ is a singular Lagrangian. To say that $L$ is a regular Lagrangian is locally equivalent to saying that the Hessian matrix $\left( \frac{\partial^2 L}{\partial q_{\beta}^i \partial q_{\alpha}^j} \right)$ is regular at every point of $T^kQ$.

The couple $(T^{2k-1}Q, \mathcal{L})$ is said to be a Lagrangian system of order $k$, and the dynamical trajectories of the system are the integral curves of any vector field $X_L \in \mathfrak{X}(T^{2k-1}Q)$ such that it is a solution to the equation

$$i(X_L)\omega_L = dE_L .$$

A vector field $X_L$ solution to this equation (if it exists) is called a (higher-order) Lagrangian vector field and if, in addition, it is a semispray of type 1, then it is called a (higher-order) Euler-Lagrange vector field, and its integral curves on the base $Q$ are solutions to the higher-order Euler-Lagrange equations.

**Remark 1** The Euler-Lagrange equations can also be obtained introducing the Lagrange differential $\delta : \Omega(T^kQ) \longrightarrow \Omega(T^{k+1}Q)$, which is defined as

$$\delta = \left( \sum_{\alpha=0}^{\infty} \frac{(-1)^{\alpha}}{\alpha!} d_T^{\alpha} i(J_\alpha) \right) \circ d,$$

where we consider that $i(J_\alpha)(g) = 0$ if $g \in \Omega(T^kQ)$, with $\alpha > k$, and we denote $J_0 = \text{Id}$. Hence, the infinite series defining $\delta g$ has only finitely many non-zero terms. Notice that, given a Lagrangian $L : T^kQ \longrightarrow \mathbb{R}$, we have

$$\delta L = \sum_{\alpha=0}^{k} (-1)^{\alpha} d_T^{\alpha} \left( \frac{\partial L}{\partial q_{\alpha}^i} \right) dq_{\alpha}^i,$$

and then $\delta L = 0$ provides the Euler-Lagrange equations.
2.2 Notions on contact geometry and contact Hamiltonian systems

(See, for instance, [8, 25, 36, 39, 48] for details).

**Definition 3** A contact manifold is a couple $(M, \eta)$, where $M$ is a $(2n + 1)$-dimensional manifold and $\eta \in \Omega^1(M)$ is a differential 1-form such that $\eta \wedge (d\eta)^{\leq n}$ is a volume form in $M$, which is called a contact form in $M$.

As a consequence of this definition, for every contact manifold we have the decomposition $TM = \ker d\eta \oplus \ker \eta \equiv \mathcal{D}^R \oplus \mathcal{D}^C$. Then, if $(M, \eta)$ is a contact manifold, there exists a unique vector field $\mathcal{R} \in \mathfrak{X}(M)$ such that

$$i(\mathcal{R})d\eta = 0 \quad , \quad i(\mathcal{R})\eta = 1.$$  \hspace{1cm} (12)

It is called the Reeb vector field and generates $\mathcal{D}^R$ which is known as the Reeb distribution.

The manifold $T^*Q \times \mathbb{R}$ is the canonical model for contact manifolds since, if $\theta_0 \in \Omega^1(T^*Q)$ and $\omega_0 = -d\theta_0 \in \Omega^2(T^*Q)$ are the canonical forms in $T^*Q$, $z$ is the Cartesian coordinate of $\mathbb{R}$, and $\pi_1: T^*Q \times \mathbb{R} \longrightarrow T^*Q$ is the canonical projection, then $\eta = dz - \pi_1^*\theta_0$ is a contact form in $T^*Q \times \mathbb{R}$, and the Reeb vector field is $\mathcal{R} = \frac{\partial}{\partial z}$. Furthermore, if $(M, \eta)$ is a contact manifold, for every point $p \in M$, there exist a chart $(U; q^i, p_i, z)$, $1 \leq i \leq n$, such that

$$\eta|_U = dz - p_i\, dq^i \quad ; \quad \mathcal{R}|_U = \frac{\partial}{\partial z}.$$  

These are the Darboux or canonical coordinates of the contact manifold $(M, \eta)$.

If $(M, \eta)$ is a contact manifold and $H \in C^\infty(M)$, then there exists a unique vector field $X_H \in \mathfrak{X}(M)$ such that

$$i(X_H)d\eta = dH - (\mathcal{R}(H))\eta \quad , \quad i(X_H)\eta = -H ;$$  \hspace{1cm} (13)

and the integral curves $c: I \subset \mathbb{R} \longrightarrow M$ of $X_H$ are the solutions to the equations

$$i(c')d\eta = (dH - (\mathcal{R}(H))\eta) \circ c \quad , \quad i(c')\eta = -H \circ c ,$$  \hspace{1cm} (14)

where $c': I \subset \mathbb{R} \longrightarrow TM$ is the canonical lift of $c$ to $TM$.

**Definition 4** The vector field $X_H$ is said to be the contact Hamiltonian vector field associated to $H$ and the equations (13) and (14) are the contact Hamiltonian equations for $X_H$ and its integral curves, respectively. Then, the triple $(M, \eta, H)$ is a contact Hamiltonian system.

**Remark 2** The contact Hamiltonian equations (13) can be equivalently written as

$$L(X_H)\eta = -(\mathcal{R}(H))\eta \quad , \quad i(X_H)\eta = -H .$$

In addition, given a contact manifold $(M, \eta)$, there exists the $C^\infty(M)$-module isomorphism

$$\flat : \mathfrak{X}(M) \longrightarrow \Omega^1(M) \quad \quad X \mapsto i(X)d\eta + (i(X)\eta)\eta ,$$

and (13) are also equivalent to

$$\flat(X_H) = dH - (\mathcal{R}(H) + H)\eta .$$
Finally, equations (13) can also be written without making use of the Reeb vector field $\mathcal{R}$ since, if we take $U = \{p \in M; H(p) \neq 0\}$ and $\Omega = -H \, dq + dH \wedge q$ on $U$, the contact Hamiltonian vector field $X_H \in \mathfrak{X}(U)$ is the solution to
$$i(X_H)\Omega = 0 \quad , \quad i(X_H)\eta = -H ,$$
and its integral curves $c: I \subset \mathbb{R} \longrightarrow M$ are solutions to
$$i(c')\Omega = 0 \quad , \quad i(c')\eta = -H \circ c .$$

In Darboux coordinates $(q^i, p_i, z)$,
$$X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \left( \frac{\partial H}{\partial q^i} + p_i \frac{\partial H}{\partial p_i} \right) \frac{\partial}{\partial p_i} + \left( p_i \frac{\partial H}{\partial p_i} - H \right) \frac{\partial}{\partial z} ;$$
and its integral curves $c(t) = (q^i(t), p_i(t), z(t))$ are solutions to the equations (14) which read as
$$\dot{q}^i = \frac{\partial H}{\partial p_i} , \quad \dot{p}_i = - \left( \frac{\partial H}{\partial q^i} + p_i \frac{\partial H}{\partial z} \right) , \quad \dot{z} = p_i \frac{\partial H}{\partial p_i} - H .$$

Unlike in symplectic Hamiltonian systems, the energy and the geometric structure of contact Hamiltonian systems is not conserved. Indeed,
$$L(X_H)H = -\mathcal{R}(H)H \quad , \quad L(X_H)\eta = -\mathcal{R}(H)\eta ,$$
or, what is equivalent,
$$(\phi_t^{X_H})^* H = \sigma_t^H H \quad , \quad (\phi_t^{X_H})^* \eta = \sigma_t^H \eta , \quad (15)$$
where $\phi^{X_H}$ is the flow of $X_H$, and $\sigma_t^H \in C^\infty(M)$ is the so-called dissipation rate of the system.

**Remark 3** If some of the conditions stated in Definition 9 do not hold, then $(M, \eta)$ is said to be a precontact manifold [25]. In this case, Reeb vector fields are not uniquely defined and the map $\flat$ is not an isomorphism.

### 3 Higher-order Herglotz variational principle

The higher-order contact dynamical equations, that allow us to describe geometrically higher-order dynamical systems with dissipation, are derived from a variational principle which is stated as an extension of the classical *Herglotz variational principle* for first-order dynamical systems [15] [40]. In this Section we state this variational formulation, as a previous step and a justification of the geometrical setting of the equations that are presented and applied in the following sections.

If $q_{0,1} \in T^k Q$, with components $(q_{0,\alpha}^0), (q_{1,\alpha}^1)$, we denote by $\Omega(q_{0,1})$ the space of smooth curves $c : [0,1] \longrightarrow Q$ such that their $k$-jet lifts fulfill $\mathcal{c}_k^0(0) = q_{0,\alpha}, \mathcal{c}_k^1(1) = q_{1,\alpha}$, for $0 \leq \alpha \leq k$. The $k$th tangent space of $\Omega(q_{0,1})$ at a curve $c$ is given by sections of the $k$th tangent bundle along $c$ that vanishes at the endpoints; that is,
$$T_c \Omega(q_{0,1}) = \{ \delta c = (c; \delta c_0, \delta c_1, \ldots, \delta c_{k-1}) : [0,1] \longrightarrow T^k Q \mid \rho^k_0 \circ \delta c = c, \delta c_\alpha(0) = 0, \delta c_\alpha(1) = 0 \text{ for } 0 \leq \alpha < k \} .$$

Now, a Lagrangian function of order $k$ is just a function $L : T^k Q \times \mathbb{R} \longrightarrow \mathbb{R}$. We fix $z_0 \in \mathbb{R}$. We define the operator
$$Z_{L,z_0} : \Omega(q_{0,1}) \longrightarrow C^\infty([0,1])$$
which assigns to each curve \( c \) the function \( \mathcal{Z}_{L,z_0}(c) \) that solves the following differential equation

\[
\begin{align*}
\frac{d\mathcal{Z}_{L,z_0}(c)}{dt} &= L(\dot{c}^k, \mathcal{Z}_{L,z_0}(c)), \\
\mathcal{Z}_{L,z_0}(c)(0) &= z_0.
\end{align*}
\]

(16)

**Definition 5** The higher-order contact action functional associated with a Lagrangian function \( L \) is the map which assigns to each curve \( c \), the solution to the equation (16) evaluated at the endpoint:

\[
\mathcal{A}_{L,z_0} : \mathcal{O}(q_0, q_1) \rightarrow \mathbb{R}, \\
c \mapsto \mathcal{Z}_{L,z_0}(c)(1).
\]

**Remark 4** The contact action \( \mathcal{A}_{L,z_0} \) is a generalization of the higher-order Euler-Lagrange action. Indeed, if \( L \) does not depend on \( z \), we can solve the ODE (16), obtaining

\[
\mathcal{A}_{L,z_0}(c) = \int_0^1 L(\dot{c}^k(t))dt + z_0,
\]

which coincides with the Euler-Lagrange action up to the constant \( z_0 \).

We look for the critical points of the functional \( \mathcal{A}_{L,z_0} \) and try to obtain a set of differential equations characterizing them. These equations will be called the (2k)th order Herglotz equations. The proof is a generalization of the one presented in [25] for first-order Lagrangians.

**Theorem 1 (Higher-order Herglotz variational principle)** Let \( L : T^kQ \times \mathbb{R} \rightarrow \mathbb{R} \) be a Lagrangian function and let \( c \in \mathcal{O}(q_0, q_1) \) and \( z_0 \in \mathbb{R} \). Then, \( c \) is a critical point of \( \mathcal{A}_{L,z_0} \) if, and only if, \((\dot{c}, \mathcal{Z}_{L,z_0}(c))\) satisfies the following equations

\[
\sum_{\alpha=0}^k (-1)^{\alpha} \mathcal{D}_{L,z_0}^{\alpha} \left( \frac{\partial L}{\partial q_\alpha^k}(c^k(t), \mathcal{Z}_{L,z_0}(c)(t)) \right) = 0;
\]

(18)

where, for \( f : \mathbb{R} \rightarrow \mathbb{R} \), the operator \( \mathcal{D}_{L,z_0}^{\alpha} \) is defined as

\[
(\mathcal{D}_{L,z_0}^{\alpha} f)(t) := \frac{1}{\sigma_{L,z_0}} \frac{d(\sigma_{L,z_0} f)}{dt}(t) = \frac{df}{dt}(t) - \frac{\partial L}{\partial z}(c^k(t), \mathcal{Z}_{L,z_0}(c)(t)) f(t);
\]

(19)

and \( \sigma_{L,z_0} : \mathbb{R} \rightarrow \mathbb{R} \) is the solution to the Cauchy problem

\[
\begin{align*}
\frac{d\sigma_{L,z_0}}{dt} &= -\frac{\partial L}{\partial z} \sigma_{L,z_0}, \\
\sigma_{L,z_0}(0) &= z_0.
\end{align*}
\]

Equations (18) are called the (2k)th order Herglotz equations.

**(Proof)** Let \( c \in \mathcal{O}(q_0, q_1) \). Then \( c \) is a critical curve of the map \( \mathcal{A}_{L,z_0} \), if and only if \((T_c \mathcal{A}_{L,z_0})(\delta c) = 0 \) for every \( \delta c \in T_c \mathcal{O}(q_0, q_1) \).

First we compute \((T_c \mathcal{Z}_{L,z_0})(\delta c)\). Let \( c_\lambda \in \mathcal{O}(q_0, q_1) \), \( \lambda \in (-\delta, \delta) \subset \mathbb{R} \), be a smoothly parametrized family of curves giving \( \delta c \) are their \( k \)-jets with respect to \( \lambda \) at \( \lambda = 0 \). That is:

\[
\delta c = (c; \delta c_0, \ldots, \delta c_{k-1}) , \\
\delta c_0 = \frac{d}{d\lambda}|_{\lambda=0} c_\lambda, \\
\delta c_1 = \frac{d}{d\lambda}|_{\lambda=0} \dot{c}_\lambda, \\
\ldots \\
\delta c_{k-1} = \frac{d}{d\lambda}|_{\lambda=0} \frac{d^{k-1}}{d\lambda^{k-1}} c_\lambda.
\]
We also denote
\[ \delta c_k = \frac{d}{d\lambda} |_{\lambda=0} \frac{d^k}{dt^k} c_\lambda . \]

Observe that, by direct calculus we obtain
\[ \delta c_\alpha = \frac{d^\alpha}{dt^\alpha} \delta c_0 , \quad (0 \leq \alpha \leq k) . \tag{20} \]

In order to simplify the notation, we write \( \psi = (T c Z_{L,z_0})(\delta c) \). Since \( Z_{L,z_0}(c_\lambda)(0) = z_0 \) for all \( \lambda \), then \( \psi(0) = 0 \). Also notice that \( \psi(1) = (T c Z_{L,z_0})(\delta c)(1) = (T c A_{L,z_0})(\delta c) \). We have that:
\[ \psi = (T c Z_{L,z_0})(\delta c) = \frac{d}{d\lambda} Z_{L,z_0}(c_\lambda) |_{\lambda=0} . \]

Then, computing the derivative of \( \psi \) with respect to \( t \), interchanging the derivatives, we have:
\[ \dot{\psi}(t) = \frac{d}{dt} \frac{d}{d\lambda} Z_{L,z_0}(c_\lambda)(t) |_{\lambda=0} = \frac{d}{d\lambda} |_{\lambda=0} \left( \frac{d}{dt} Z_{L,z_0}(c_\lambda)(t) \right) \]
\[ = \frac{d}{d\lambda} |_{\lambda=0} L(c^k(t), Z_{L,z_0}(c_\lambda)(t)) \]
\[ = \sum_{\alpha=0}^k \frac{\partial L}{\partial q_{\lambda_\alpha}}(c^k(t), Z_{L,z_0}(c)(t)) \delta c^j_\alpha(t) + \frac{\partial L}{\partial z}(c^k(t), Z_{L,z_0}(c)(t)) \psi(t) \]
\[ = A(t) + B(t) \psi(t) . \]

Hence \( \psi \) is the solution to the initial condition problem:
\[ \dot{\psi}(t) = A(t) + B(t) \psi(t) , \quad \psi(0) = 0 . \]

The solution is given by
\[ \psi(t) = \exp \left( \int_0^t B(s) ds \right) \int_0^t du A(u) \exp \left( - \int_0^t B(s) ds \right) ; \]
and writing:
\[ \sigma_{L,z_0}(t) = \exp \left( - \int_0^t \frac{\partial L}{\partial z}(c^k(\tau), Z_{L,z_0}(c)(\tau)) d\tau \right) > 0 , \]
we have:
\[ \psi(t) = \frac{1}{\sigma_{L,z_0}(t)} \int_0^t \sigma_{L,z_0}(\tau) \left( \sum_{\alpha=0}^k \frac{\partial L}{\partial q_{\lambda_\alpha}}(c^k(\tau), Z_{L,z_0}(c)(\tau)) \delta c^j_\alpha(\tau) \right) d\tau . \]

Now integrating by parts, as usually in variational calculus, using equation (20) and taking into account that variations vanish at the extreme points, we have that:
\[ \psi(1) = (T c A_{L,z_0})(\delta c) = \frac{1}{\sigma_{L,z_0}(t)} \int_0^t \sum_{\alpha=0}^k \delta c^j_\alpha(\tau)(-1)^\alpha \frac{d^\alpha}{d\tau^\alpha} \left( \sigma(\tau) \frac{\partial L}{\partial q_{\lambda_\alpha}}(c^k(\tau), Z_{L,z_0}(c)(\tau)) \right) d\tau . \]

We know that \( \psi \) must vanish if the curve \( c \) must be a critical point, then as the variations \( \delta c_0 \) are arbitrary, by the fundamental theorem of calculus of variations, we obtain
\[ \frac{1}{\sigma_{L,z_0}(t)} \sum_{\alpha=0}^k (-1)^\alpha \frac{d^\alpha}{dt^\alpha} \left( \sigma(t) \frac{\partial L}{\partial q_{\lambda_\alpha}}(c^k(t), Z_{L,z_0}(c)(t)) \right) = 0 , \]
where we have used that \( \sigma_{L,z_0} : [0,1] \rightarrow \mathbb{R} \), as it has been defined, satisfies the conditions
\[ \frac{d\sigma_{L,z_0}}{dt} = - \frac{\partial L}{\partial z} \sigma_{L,z_0} , \quad \sigma_{L,z_0}(0) = z_0 . \]

Then, introducing the operator \( \mathcal{D}_{L,z_0,c} \) defined in (12), this equation reduces to (18).
4 Higher-order contact systems

Using the geometric structures of higher-order tangent bundles and bearing in mind the setting of contact mechanics we can establish the Lagrangian and Hamiltonian formalisms for higher-order contact mechanics in a geometrical way.

4.1 Geometric structures in $T^kQ \times \mathbb{R}$

Consider the extended higher-order tangent bundle $T^kQ \times \mathbb{R}$, which has natural coordinates $(q^0, q^1, \ldots, q^i, z)$, and the canonical projections (for $r < k$)

\[
\begin{align*}
z : & T^kQ \times \mathbb{R} \longrightarrow \mathbb{R}, \\
\tau^k_r : & T^kQ \times \mathbb{R} \longrightarrow T^rQ \times \mathbb{R}, \\
\tau^k_0 : & T^kQ \times \mathbb{R} \longrightarrow Q \times \mathbb{R}.
\end{align*}
\]

We denote by $dz$ the volume form in $\mathbb{R}$, and its pull-backs to all the manifolds.

We have that $T(T^kQ \times \mathbb{R}) = T(T^kQ \oplus T^kQ \times \mathbb{R})$; then any operation between tangent vectors to $T^kQ$ can be extended to tangent vectors to $T^kQ \times \mathbb{R}$. In particular, the $r$th-vertical endomorphisms $J_r$ of $T(T^kQ)$ and the $r$th-canonical vector fields $\Delta_r$ on $T^kQ$ yield vertical endomorphisms $J_r : T(T^kQ \times \mathbb{R}) \longrightarrow T(T^kQ \times \mathbb{R})$ and canonical vector fields which are also denoted $\Delta_r \in X(TQ \times \mathbb{R})$ (and, in particular, the Liouville vector field $\Delta_1$ and the almost-tangent structure $\mathcal{J}_1$). Obviously, their expressions in natural coordinates are (3), (4), (5), and (6), again.

If $c : \mathbb{R} \rightarrow Q \times \mathbb{R}$ is a curve, with $c = (c_1, c_0)$; the prolongation of $c$ to $T^kQ \times \mathbb{R}$ is defined as the curve $\tilde{c}^k = (\tilde{c}^k_1, c_0) : \mathbb{R} \rightarrow T^kQ \times \mathbb{R}$, where $\tilde{c}^k_1$ is the prolongation of $c_1$ to $T^kQ$. Then $\tilde{c}$ is said to be a holonomic curve in $T^kQ \times \mathbb{R}$. In coordinates, if $c(t) = (q^i(t), z(t))$, bearing in mind (1), then $\tilde{c}^k = \left( q^i(t), \frac{dq^i}{dt}(t), \ldots, \frac{d^kq^i}{dt^k}(t), z(t) \right)$.

Definition 6 A vector field $\Gamma \in X(T^kQ \times \mathbb{R})$ is a semispray of order $r$ in $T^kQ \times \mathbb{R}$ if its integral curves $\sigma = (\tilde{c}^r, c_0) : \mathbb{R} \longrightarrow T^kQ \times \mathbb{R}$ are such that the curves $\tilde{c}^r : \mathbb{R} \longrightarrow T^kQ$ satisfy the conditions stated in Definition 7. In particular $\Gamma$ is a semispray of order 1 or a holonomic vector field in $T^kQ \times \mathbb{R}$ if its integral curves are holonomic.

Obviously, $\Gamma \in X(T^kQ \times \mathbb{R})$ is holonomic if, and only if, $\mathcal{J}_1(\Gamma) = \Delta_1$.

Taking into account (7), the local expression of a semispray of order $r$ in $T^kQ \times \mathbb{R}$ is

\[
\Gamma = q^i_1 \frac{\partial}{\partial q^0_0} + q^i_2 \frac{\partial}{\partial q^1_1} + \ldots + q^i_{k-r+1} \frac{\partial}{\partial q^r_{k-r}} + X^i_{k-r+1} \frac{\partial}{\partial q^r_{k-r+1}} + \ldots + X^i_k \frac{\partial}{\partial q^r_k} + g \frac{\partial}{\partial z},
\]

and its integral curves are solutions to the system of differential equations (8) together with $\frac{dz}{dt} = g$, with $X^i_\alpha, g \in C^\infty(T^kQ \times \mathbb{R})$. In particular, for semisprays of type 1 we have

\[
\Gamma = q^i_1 \frac{\partial}{\partial q^0_0} + q^i_2 \frac{\partial}{\partial q^1_1} + \ldots + q^i_k \frac{\partial}{\partial q^k_k} + X^i_k \frac{\partial}{\partial q^k_k} + g \frac{\partial}{\partial z}.
\]

4.2 Higher-order contact Lagrangian systems

Let $L : T^kQ \times \mathbb{R} \longrightarrow \mathbb{R}$. We call it a Lagrangian function of order $k$. 
In order to define a suitable contact Lagrangian form associated with a higher-order Lagrangian function, first we need to define the analogous to the total derivative \( d_T \) in the extended higher-order tangent bundles \( T^rQ \times \mathbb{R} \). Unlike what happens in \( T^rQ \), where the total derivative is canonically defined using only semisprays of type 1 (see Definition 2), this is not so in the present situation and, as it is justified in the above Section 3, the corresponding operator is associated with the Lagrangian function.

Thus, if \( L \in C^\infty(T^kQ \times \mathbb{R}) \), for \( k \leq r < 2k - 1 \), we consider the family of vector fields \( \mathfrak{X}_1^L(T^rQ \times \mathbb{R}) \subset \mathfrak{X}(T^rQ \times \mathbb{R}) \) made of the vector fields \( \Gamma \in \mathfrak{X}(T^rQ \times \mathbb{R}) \) such that:

(i) they are semisprays of type 1 in \( \mathfrak{X}(T^rQ \times \mathbb{R}) \),

(ii) the condition \( i(\Gamma)dz = L \) holds.

Their coordinate expressions are

\[
\Gamma = q^i_1 \frac{\partial}{\partial q^i_0} + q^i_2 \frac{\partial}{\partial q^i_1} + \ldots + q^i_{r-1} \frac{\partial}{\partial q^i_{r-1}} + X^i_r \frac{\partial}{\partial q^i_r} + L \frac{\partial}{\partial z} .
\]

**Definition 7**  We introduce the operator \( d_L : C^\infty(T^rQ \times \mathbb{R}) \rightarrow C^\infty(T^{r+1}Q \times \mathbb{R}) \), \( k \leq r < 2k - 1 \), which, for every \( F \in C^\infty(T^rQ \times \mathbb{R}) \), is defined by

\[
d_L F := L(\tau^{r+1}_r)^* F , \quad \text{for any } \Gamma \in \mathfrak{X}_1^L(T^{r+1}Q \times \mathbb{R}) .
\]

Then, the **Lagrangian total derivative** is the map \( D_L : C^\infty(T^rQ \times \mathbb{R}) \rightarrow C^\infty(T^{r+1}Q \times \mathbb{R}) \) which, for every \( F \in C^\infty(T^rQ \times \mathbb{R}) \), is defined by

\[
D_L F := d_L F - \frac{\partial L}{\partial z}(\tau^{r+1}_r)^* F .
\]

(We have denoted by \( L \) the pull-back of \( L \) to any higher-order bundle by the corresponding projection. We will continue to do so in the sequel).

Note that \( D_L \) is well-defined since \( \frac{\partial}{\partial z} \) is a canonical vector field in \( T^rQ \times \mathbb{R} \), and that this definition is independent on the choice of \( \Gamma \in \mathfrak{X}_1^L(T^{r+1}Q \times \mathbb{R}) \). The coordinate expression is

\[
D_L F := \sum_{\alpha=0}^r q^i_{\alpha+1} \frac{\partial F}{\partial q^i_\alpha} + L \frac{\partial F}{\partial z} - \frac{\partial L}{\partial z} F . \quad (21)
\]

**Remark 5** This Lagrangian total derivative \( D_L \) is closely related to the operator \( D_{L,z_0,c} \) introduced in (19). In fact; in Theorem 1 \( D_{L,z_0,c} \) is a differential operator acting on functions of a real variable, since all the functions are evaluated along curves and their canonical liftings. In this way, if \( F \in C^\infty(T^kQ \times \mathbb{R}) \), we can retrieve \( D_L F \in C^\infty(T^{k+1}Q \times \mathbb{R}) \), as it is given in (21) as follows:

\[
D_{L,z_0,c}(F(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c))) = \frac{d}{dt} F(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) - \left( \frac{\partial L}{\partial z} \right)(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) \nonumber
\]

\[
= \sum_{\alpha=0}^r c^i_{\alpha+1} \frac{\partial F}{\partial q^i_\alpha}(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) + \left( \frac{\partial F}{\partial z} \right)(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) - \left( \frac{\partial L}{\partial z} \right)(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) ;
\]

that is,

\[
(D_L F)(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c)) = D_{L,z_0,c}(F(\mathcal{E}^k, \mathcal{Z}_{L,z_0}(c))) .
\]

This fact justifies the definition given for \( D_L \).
Remark 6 Observe that $d_L$ is a derivation but $D_L$ is not; indeed,

$$D_L(fg) = D_L(f)g + fD_L(g) + fg\frac{\partial L}{\partial z}.$$ 

Remark 7 The maps $d_L$ and $D_L$ extend in a natural way to differential forms, $d_L, D_L: \Omega^p(T^rQ\times R) \to \Omega^p(T^{r+1}Q \times R)$, for every $p$; and, for $\xi \in \Omega^p(T^rQ \times R)$, we have that

$$D_L\xi := d_L\xi - \frac{\partial L}{\partial z}(\tau^{r+1})^*\xi := L(\Gamma)(\tau^{r+1})^*\xi - \frac{\partial L}{\partial z}(\tau^{r+1})^*\xi,$$

for any $\Gamma \in \mathfrak{X}_1^L(T^{r+1}Q \times R)$.

Using this Lagrangian total derivative we can define:

Definition 8 The Lagrangian energy associated with $L$ is the function

$$E_L = \sum_{\beta=1}^{k} (-1)^{\beta-1} \frac{1}{\beta!} D_L^{\beta-1}(\Delta_{\beta}(L)) - L \in C^\infty(T^{2k-1}Q \times R).$$

The Cartan Lagrangian forms associated with $L$ are

$$\theta_L = \sum_{\beta=1}^{k} (-1)^{\beta-1} \frac{1}{\beta!} D_L^{\beta-1} \mathfrak{i}(J_\beta) dL \in \Omega^1(T^{2k-1}Q \times R).$$

$$\omega_L = -d\theta_L = \sum_{\beta=1}^{k} (-1)^{\beta} \frac{1}{\beta!} dD_L^{\beta-1} \mathfrak{i}(J_\beta) dL \in \Omega^2(T^{2k-1}Q \times R).$$

The contact Lagrangian form associated with $L$ is

$$\eta_L = dz - \theta_L \in \Omega^1(T^{2k-1}Q \times R).$$

The couple $(T^{2k-1}Q \times R, L)$, endowed with these structures, is a (pre)contact Lagrangian system (of order $k$).

The coordinate expressions of these elements are

$$E_L = \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} (-1)^{\alpha} D_L^{\alpha} \left( \frac{\partial L}{\partial q^{\alpha}_{\beta+\alpha}} \right) - L,$$

$$\theta_L = \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} (-1)^{\alpha} D_L^{\alpha} \left( \frac{\partial L}{\partial q^{\alpha}_{\beta+\alpha}} \right) dq^{i}_{\beta-1},$$

$$\omega_L = \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} (-1)^{\alpha+1} dD_L^{\alpha} \left( \frac{\partial L}{\partial q^{\alpha}_{\beta+\alpha}} \right) \wedge dq^{i}_{\beta-1},$$

$$\eta_L = dz - \sum_{\beta=1}^{k} \sum_{\alpha=0}^{k-\beta} (-1)^{\alpha} D_L^{\alpha} \left( \frac{\partial L}{\partial q^{\alpha}_{\beta+\alpha}} \right) dq^{i}_{\beta-1}.$$

Consider the bundle $T^*(T^{k-1}Q) \times R$ and the natural projections

$$z: T^*(T^{k-1}Q) \times R \to R, \quad \pi_1: T^*(T^{k-1}Q) \times R \to T^*(T^{k-1}Q),$$

$$\pi_{T^{k-1}Q}: T^*(T^{k-1}Q) \to T^{k-1}Q.$$
Definition 9 Let \( L \in C^\infty(T^kQ \times \mathbb{R}) \) be a Lagrangian function. The extended Legendre-Ostrogradskii map associated with \( L \) is the map \( \text{Leg}: T^{2k-1}Q \times \mathbb{R} \longrightarrow T^*(T^{k-1}Q \times \mathbb{R}) \) which is defined as follows [30, 55]: if \( \tau: T(T^{2k-1}Q \times \mathbb{R}) \longrightarrow T^{2k-1}Q \times \mathbb{R} \) is the canonical projection, for every \( u \in T(T^{2k-1}Q \times \mathbb{R}) \) and \( p = \tau(u) \),

\[
(\theta_L)_p(u) := \langle T\rho^{2k-1}_k(u), \text{Leg}(p) \rangle .
\]

Then, if \( \mu: T^*(T^{k-1}Q \times \mathbb{R}) \longrightarrow T^*(T^{k-1}Q) \times \mathbb{R} \) is the canonical projection, the generalized Legendre map associated with \( L \) is the map \( \text{Leg}: T^{2k-1}Q \times \mathbb{R} \longrightarrow T^*(T^{k-1}Q) \times \mathbb{R} \) given by

\[
\text{Leg} := \mu \circ \text{Leg} ;
\]

that is, we have the diagram

\[
\begin{array}{ccc}
T^{2k-1}Q \times \mathbb{R} & \xrightarrow{\text{Leg}} & T^*(T^{k-1}Q \times \mathbb{R}) & \xrightarrow{\mu} & T^*(T^{k-1}Q) \times \mathbb{R} .
\end{array}
\]

These maps are bundle morphisms (on the base \( T^{k-1}Q \times \mathbb{R} \)). Bearing in mind the local expression (23) of the form \( \theta_L \), if \( (q_0^i, q_1^i, \ldots, q_{k-1}^i, p_1^i, \ldots, p_k^i) \) denote the canonical coordinates in \( T^*(T^{k-1}Q) \), after some calculations we obtain that the local expression of the extended Legendre map is

\[
\text{Leg}^* z = z , \quad \text{Leg}^* q_{r-1}^i = q_{r-1}^i , \quad \text{Leg}^* p_i^{r-1} = \sum_{\alpha=0}^{k-r} (-1)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q_r^i + \alpha} \right) \equiv \tilde{p}_i^{r-1} ; \quad (1 \leq r \leq k) .
\]

The functions \( \tilde{p}_i^{r-1} \) are called generalized momenta or Jacobi-Ostrogradskii momenta; they satisfy the relation

\[
\tilde{p}_i^{r-1} = \frac{\partial L}{\partial q_r^i} - D_L(\tilde{p}_i^r) ,
\]

and so, all the momentum coordinates can be obtained recursively from \( \tilde{p}_i^{k-1} \).

Using the local expression of the generalized Legendre map it is immediate to prove that:

Proposition 1 The following conditions for a Lagrangian function \( L \in C^\infty(T^kQ \times \mathbb{R}) \) are equivalent:

1. The generalized Legendre map \( \text{Leg} \) is a local diffeomorphism.
2. \( (T^{2k-1}Q \times \mathbb{R}, \eta_L) \) is a \((2kn + 1)\)-dimensional contact manifold.
3. The Hessian matrix \( W_{ij} = \left( \frac{\partial^2 L}{\partial q_k^i \partial q_k^j} \right) \) is everywhere nonsingular.

Definition 10 A Lagrangian \( L \) is regular if the above equivalent conditions hold; otherwise \( L \) is a singular Lagrangian. In particular, \( L \) is hyperregular if \( \text{Leg} \) is a global diffeomorphism.

A singular Lagrangian is said to be almost-regular if: (i) \( P_0 = \text{Leg}(T^{2k-1}Q \times \mathbb{R}) \) is a closed submanifold of \( T^*(T^{k-1}Q) \times \mathbb{R} \), (ii) \( \text{Leg} \) is a submersion onto its image \( P_0 \), and (iii) for every \( p \in T^{2k-1}Q \times \mathbb{R} \), the fibres \( \text{Leg}^{-1}(\text{Leg}(p)) \) are connected submanifolds of \( T^{2k-1}Q \times \mathbb{R} \).
It is obvious that every regular contact Lagrangian system has associated the contact Hamiltonian system \((T^{2k-1}Q \times \mathbb{R}, \eta_L, E_L)\) whose Reeb vector field \(\mathcal{R}_L \in \mathfrak{X}(T^{2k-1}Q \times \mathbb{R})\) is uniquely determined by the relations
\[
i(\mathcal{R}_L)d\eta_L = 0 \quad , \quad i(\mathcal{R}_L)\eta_L = 1 ,
\]
and its local expression is
\[
\mathcal{R}_L = \frac{\partial}{\partial z} + f^i_\alpha \frac{\partial}{\partial q^\alpha} ,
\]
with \(f^i_\alpha = 0\), for \(0 \leq \alpha \leq k\), and the others given by the recursion formula
\[
f^i_\alpha = (-1)^{\alpha-k}W^{ij}\left(\frac{\partial^2 p^i_{2k-\alpha-1}}{\partial z} + \sum_{r=1}^{\alpha-k} f^l_{\alpha-r} \frac{\partial^2 p^i_{2k-\alpha-1}}{\partial q^l_{\alpha-r}}\right) , \quad (k < \alpha < 2k) ;
\]
where \((W^{ji})\) is the inverse of the Hessian matrix; that is, \(W^{ji}W_{ik} = \delta^j_k\).

Furthermore, a simple calculation shows that
\[
L(\mathcal{R}_L)E_L = - \frac{\partial L}{\partial z} .
\]

### 4.3 Higher-order contact Euler–Lagrange (Herglotz) equations

Next we set the dynamical equations of higher-order Lagrangian systems in a geometrical way.

**Definition 11** Let \((T^{2k-1}Q \times \mathbb{R}, L)\) be a Lagrangian system of order \(k\).

The 2\(k\)th contact Euler–Lagrange or 2\(k\)th order Herglotz equations for a holonomic curve \(\bar{c} : I \subset \mathbb{R} \longrightarrow T^{2k-1}Q \times \mathbb{R}\) are
\[
i(\bar{c}')d\eta_L = \left(dE_L - (\mathcal{R}_L(E_L))\eta_L\right) \circ \bar{c} , \quad i(\bar{c}')\eta_L = -E_L \circ \bar{c} , \quad (28)
\]
where \(\bar{c}' : I \subset \mathbb{R} \longrightarrow T(T^{2k-1}Q \times \mathbb{R})\) denotes the canonical lifting of \(\bar{c}\) to \(T(T^{2k-1}Q \times \mathbb{R})\).

The contact Lagrangian equations for a vector field \(X_L \in \mathfrak{X}(T^{2k-1}Q \times \mathbb{R})\) are
\[
i(X_L)d\eta_L = dE_L - (\mathcal{R}_L(E_L))\eta_L \quad , \quad i(X_L)\eta_L = -E_L . \quad (29)
\]

A vector field which is a solution to these equations is called a (higher-order) contact Lagrangian vector field (it is the contact Hamiltonian vector field for the function \(E_L\)).

**Remark 8** We can define the morphism
\[
b_L : T(T^{2k-1}Q \times \mathbb{R}) \longrightarrow T^*(T^{2k-1}Q \times \mathbb{R})
\]
\[
v \mapsto \iota_v^*d\eta_L + \eta_L(v)\eta_L.
\]
which extends in a natural way to vector fields, \(b_L : \mathfrak{X}(T^{2k-1}Q \times \mathbb{R}) \longrightarrow \Omega^1(T^{2k-1}Q \times \mathbb{R})\), and hence the equations \((29)\) are equivalent to
\[
b_L(\xi_L) = dE_L - (\mathcal{R}_L(E_L) + E_L)\eta_L .
\]
Furthermore, in \(U = \{p \in M; \mathcal{H}(p) \neq 0\}\), if \(\Omega_L = -E_L d\eta_L + dE_L \wedge \eta_L\), the equations \((28)\) and \((29)\) are equivalent to
\[
i(\bar{c}')\Omega_L = 0 \quad , \quad i(\bar{c}')\eta_L = -E_L \circ \bar{c} ,
\]
\[
i(X_L)\Omega_L = 0 \quad , \quad i(X_L)\eta_L = -E_L .
\]
In natural coordinates, for a holonomic curve \( \tilde{\mathbf{c}} = \left( q^i(t), \frac{dq^j}{dt}(t), \ldots, \frac{d^k q^j}{dt^k}(t), z(t) \right) \), the 2k-th order contact Euler-Lagrange or Herglotz equations (28) are

\[
\sum_{\alpha=0}^{k} (-1)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q^\alpha} \right)(\tilde{\mathbf{c}}(t)) = 0 , \tag{30}
\]

\[
\frac{dz}{dt} = L , \tag{31}
\]

Observe that equation (18) is just (30) evaluated along \((\tilde{\mathbf{c}}^k(t), Z_L, z_0(\mathbf{c}))\). On the other hand, for the equations (29), as

\[
dE_L = \sum_{r=1}^{k} \sum_{\alpha=0}^{k-r} (-1)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q^\alpha} \right) dq^r_i + \sum_{r=1}^{k} \sum_{i=0}^{k-r} (-1)^i \sum_{\beta=0}^{k} q^i_r D_L^\beta \left( \frac{\partial^2 L}{\partial q^\beta \partial q^i_r} \right) - \sum_{r=0}^{k} \frac{\partial L}{\partial q^i_r} dq^r_i + \left( \sum_{r=1}^{k} \sum_{\alpha=0}^{k-r} (-1)^\alpha q^i_r D_L^\alpha \left( \frac{\partial^2 L}{\partial z \partial q^i_r} \right) - \frac{\partial L}{\partial z} \right) dz ,
\]

then, if \( X_L = \sum_{\alpha=0}^{2k-1} f^i_\alpha \frac{\partial}{\partial q^i_\alpha} + g \frac{\partial}{\partial z} \), the equations (29) lead to

\[
0 = \left( f^j_0 - q^j_1 \right) \frac{\partial^2 L}{\partial q^j_0 \partial q^j_k} ,
\]

\[
0 = \left( f^j_1 - q^j_2 \right) \frac{\partial^2 L}{\partial q^j_1 \partial q^j_k} - \left( f^j_0 - q^j_1 \right) (\cdot \cdot \cdot \cdot) ,
\]

\[ \vdots \]

\[
0 = \left( f^j_{2k-2} - q^j_{2k-1} \right) \frac{\partial^2 L}{\partial q^j_{k} \partial q^j_k} - \sum_{\alpha=0}^{2k-3} \left( f^j_\alpha - q^j_{\alpha+1} \right) (\cdot \cdot \cdot \cdot) ,
\]

\[
0 = (-1)^k \left( f^j_{2k-1} - D_L(q^j_{2k-1}) \right) \frac{\partial^2 L}{\partial q^j_k \partial q^j_k} + \sum_{\alpha=0}^{k} \left( -1 \right)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q^\alpha} \right) - \sum_{\alpha=0}^{2k-2} \left( f^j_\alpha - q^j_{\alpha+1} \right) (\cdot \cdot \cdot \cdot) ,
\]

\[
0 = g - L - \sum_{\alpha=0}^{2k-2} \left( f^j_\alpha - q^j_{\alpha+1} \right) (\cdot \cdot \cdot \cdot) ,
\]

where the terms inside the brackets \((\cdot \cdot \cdot \cdot)\) contain relations involving partial derivatives of the Lagrangian and applications of \( D_L \) on them, which are omitted for simplicity. Then we have:

**Theorem 2** If \( L \) is a regular Lagrangian, then there exists a unique vector field \( X_L \in \mathfrak{X}(T^{2k-1}Q \times \mathbb{R}) \) solution to (29) and it is a semispray of order 1; that is, a holonomic vector field in \( T^{2k-1}Q \times \mathbb{R} \), which is called the (higher-order) Euler–Lagrange vector field associated with \( L \). Its integral curves are the solutions to equations (30) and (31).

**(Proof)** If \( L \) is regular then the Hessian matrix \( \left( \frac{\partial^2 L}{\partial q^\alpha \partial q^\beta_k} \right) \) is regular, then the first \( 2k-1 \) of the above equations give the conditions for \( X_L \) to be a semispray of order 1 and the last two group of equations allows us to determine univocally the last coefficients \( f^j_{2k-1} \) and \( g \) of \( X_L \). Therefore the integral curves of \( X_L \) are holonomic and solutions to (30) and (31); that is, to (28). 

\[ \blacksquare \]
Remark 9 If \( L \) is singular, as \((T^{2k-1}Q \times \mathbb{R}, \eta_L, E_L)\) is a precontact Lagrangian system, solutions to the Lagrangian equations are not necessarily holonomic vector fields in \( T^{2k-1}Q \times \mathbb{R} \) and the condition \( \mathcal{J}_f(X_L) = \Delta_1 \) must be added to the Lagrangian equations in order to obtain the \( 2k \)-th-order contact Euler-Lagrange or Herglotz equations \((28)\) for the integral curves of \( X_L \). In general, these equations are not compatible everywhere on \( T^{2k-1}Q \times \mathbb{R} \) and a constraint algorithm must be implemented in order to find a submanifold \( S_f \subset T^{2k-1}Q \times \mathbb{R} \) (if it exists) where there are holonomic vector fields \( X_L \in \mathfrak{X}(T^{2k-1}Q \times \mathbb{R}) \), tangent to \( S_f \), which are solutions to the above equations on \( S_f \). Furthermore, although Reeb vector fields are not uniquely determined in precontact manifolds, the constraint algorithm and the final dynamics are independent of the Reeb. (See \[25\] for a discussion on all these topics).

Remark 10 In analogy to the Lagrange differential \((11)\), we can also define the Herglotz differential \( \delta_L : \mathcal{O}^p(T^rQ \times \mathbb{R}) \to \mathcal{O}^{p+1}(T^{2r}Q \times \mathbb{R}) \) as follows:

\[
\delta_L = \left( \sum_{\alpha = 0}^{\infty} \frac{(-1)^\alpha}{\alpha!} D_L^\alpha i(\mathcal{J}_\alpha) \right) \circ d_L.
\]

Again, we consider that \( i(\mathcal{J}_\alpha)(g) = 0 \), if \( g \in \mathcal{O}^p(T^rQ \times \mathbb{R}) \), with \( \alpha > r \), and in this case we identify \( \mathcal{J}_\alpha \) with the natural projection \( T(T^kQ \times \mathbb{R}) \) onto \( T(T^kQ) \). Given a Lagrangian \( L : T^kQ \times \mathbb{R} \to \mathbb{R} \), we have

\[
\delta_L L = \sum_{\alpha = 0}^{k} (-1)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q_i^\alpha} \right) dq_i^\alpha,
\]

and therefore \( \delta_L L = 0 \) provides the Herglotz equations.

Remark 11 The function \( \sigma_{L,z_0} \) introduced in Theorem \[11\] is related with the dissipation rate of the system \((T^kQ \times \mathbb{R}, \eta_L, E_L)\) (as it is defined in \((15)\)) in the following way:

\[
\sigma_{L,z_0}(t) = \sigma_t^E_L(c(t), Z_{L,z_0}(c(t)))\,.
\]

Therefore, as for first-order systems, the following relations hold:

\[
L(X_L)E_L = -R_L(E_L)E_L\,; \quad L(X_L)\eta_L = -R_L(E_L)\eta_L\,; \quad (32)
\]

or, what is equivalent,

\[
(\phi_t^X_L)^* E_L = \sigma_t^E L E_L\,; \quad (\phi_t^X_L)^* \eta_L = \sigma_t^E \eta_L\,.
\]

Notice that \((32)\) expresses the dissipation of the energy of the system.

Remark 12 To appreciate the structure of the higher-order contact Euler-Lagrange equations \((30)\) when expanded, the case \( k = 2 \) could be illustrative. In this situation the Lagrangian depends on \((q_0^2, q_1^2, q_2^2, z)\), which includes accelerations. The associated contact structure and the Lagrangian energy are given by

\[
\eta_L = dz - \frac{\partial L}{\partial q_2^1} dq_1^1 - \left( \frac{\partial L}{\partial q_1^1} - q_3^1 \frac{\partial^2 L}{\partial q_2^1 \partial q_1^1} - q_1^2 \frac{\partial^2 L}{\partial q_1^1 \partial q_2^1} - q_1^3 \frac{\partial^2 L}{\partial q_0^1 \partial q_2^1} - L \frac{\partial^2 L}{\partial z \partial q_2^1} + \frac{\partial L}{\partial z} \frac{\partial L}{\partial q_2^1} \right) dq_0^1;
\]

\[
E_L = q_2^1 \frac{\partial L}{\partial q_2^1} + q_1^1 \left( \frac{\partial L}{\partial q_1^1} - q_3^1 \frac{\partial^2 L}{\partial q_2^1 \partial q_1^1} - q_1^2 \frac{\partial^2 L}{\partial q_1^1 \partial q_2^1} - q_1^3 \frac{\partial^2 L}{\partial q_0^1 \partial q_2^1} - L \frac{\partial^2 L}{\partial z \partial q_2^1} + \frac{\partial L}{\partial z} \frac{\partial L}{\partial q_2^1} \right) - L.
\]
Hence, the second-order contact Euler-Lagrange equations for a holonomic curve are

\[
0 = \frac{\partial L}{\partial q_0^i} - D_L \frac{\partial L}{\partial q_1^i} + D_L D_L \frac{\partial L}{\partial q_2^i} + q_3^i \frac{\partial^2 L}{\partial q_2^i \partial q_1^i} + q_3^j q_3^k \frac{\partial^3 L}{\partial q_2^i \partial q_2^j \partial q_2^k} \\
+ q_3^k \left( -\frac{\partial^2 L}{\partial q_2^k \partial q_1^i} + \frac{\partial^2 L}{\partial q_2^k \partial q_2^j} + 2q_2^j \frac{\partial^3 L}{\partial q_2^k \partial q_2^j \partial q_2^i} + 2q_1^j \frac{\partial^3 L}{\partial q_2^i \partial q_2^k \partial q_2^j} + \frac{\partial L}{\partial q_2^i} \frac{\partial^2 L}{\partial q_2^i \partial q_2^j} + 2L \frac{\partial^3 L}{\partial q_2^i \partial q_2^j \partial q_2^k} \right) \\
- \frac{\partial^2 L}{\partial q_2^k \partial \dot{q}_2^i} \frac{\partial L}{\partial q_2^k \partial q_2^i} - 2\frac{\partial L}{\partial \dot{q}_2^i} \frac{\partial^2 L}{\partial \dot{q}_2^i} \right) \\
+ q_2^k \left( -\frac{\partial^2 L}{\partial q_1^k \partial q_1^i} + q_2^j \frac{\partial^3 L}{\partial q_1^k \partial q_1^j \partial q_2^i} + \frac{\partial^2 L}{\partial q_1^k \partial q_1^j} + 2q_1^j \frac{\partial^3 L}{\partial q_1^k \partial q_1^j \partial q_2^i} + \frac{\partial L}{\partial q_1^i} \frac{\partial^2 L}{\partial q_1^i \partial q_1^j} + 2L \frac{\partial^3 L}{\partial q_1^i \partial q_1^j \partial q_2^k} \right) \\
- \frac{\partial^2 L}{\partial q_1^k \partial \dot{q}_2^i} \frac{\partial L}{\partial q_1^k \partial q_1^i} - 2\frac{\partial L}{\partial \dot{q}_1^i} \frac{\partial^2 L}{\partial \dot{q}_1^i} \right) \\
+ q_1^k \left( -\frac{\partial^2 L}{\partial q_0^k \partial q_1^i} + q_2^j \frac{\partial^3 L}{\partial q_0^k \partial q_0^j \partial q_2^i} + \frac{\partial^2 L}{\partial q_0^k \partial q_0^j} + 2L \frac{\partial^3 L}{\partial q_0^k \partial q_0^j \partial q_2^i} \right) \\
- \frac{\partial^2 L}{\partial q_0^k \partial \dot{q}_2^i} \frac{\partial L}{\partial q_0^k \partial q_0^i} - 2\frac{\partial L}{\partial \dot{q}_2^i} \frac{\partial^2 L}{\partial \dot{q}_2^i} \right) \\
+ L^2 \frac{\partial^3 L}{\partial z \partial \dot{q}_2^i \partial \dot{q}_2^i} - L \frac{\partial^2 L}{\partial \dot{z} \partial \dot{q}_2^i} \frac{\partial L}{\partial \dot{z}} - L \frac{\partial^2 L}{\partial \dot{z} \partial \dot{q}_2^i} \frac{\partial L}{\partial \dot{z}} - \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} - \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} + \frac{\partial L}{\partial \dot{z}} \frac{\partial L}{\partial \dot{z}} .
\]

4.4 Higher-order Hamiltonian description

First, we consider the hyperregular case (the regular case is the same, but restricting on the suitable subsets where Leg is a local diffeomorphism). In this case, the generalized Legendre map Leg is a diffeomorphism between $T^{2k-1}Q \times \mathbb{R}$ and $T^*(T^{k-1}Q) \times \mathbb{R}$.

As it was pointed out at the beginning of section 22, the bundle $T^*(T^{k-1}Q) \times \mathbb{R}$ is endowed with a canonical contact structure which is constructed as follows: if $\vartheta_{k-1} \in \Omega^1(T^*(T^{k-1}Q))$ and $\varpi_{k-1} = -d\vartheta_{k-1} \in \Omega^2(T^*(T^{k-1}Q))$ are the canonical 1 and 2 forms of the cotangent bundle $T^*(T^{k-1}Q)$; we denote $\theta_{k-1} := \pi^* \vartheta_{k-1} \in \Omega^1(T^*(T^{k-1}Q) \times \mathbb{R})$ and $\omega_{k-1} := \pi^* \varpi_{k-1} \in \Omega^2(T^*(T^{k-1}Q) \times \mathbb{R})$; then the canonical contact form on $T^*(T^{k-1}Q) \times \mathbb{R}$ is

\[
\eta_{k-1} = dz - \theta_{k-1} \in \Omega^1(T^*(T^{k-1}Q) \times \mathbb{R}) ,
\]

and $(T^*(T^{k-1}Q) \times \mathbb{R}, \eta_{k-1})$ is a $(2kn + 1)$-dimensional contact manifold with Reeb vector field $R_{k-1} = \frac{\partial}{\partial z} \in \mathfrak{X}(T^*(T^{k-1}Q) \times \mathbb{R})$.

Taking into account the local expressions (22), (23), (24), and (26) we can write

\[
\theta_L = \sum_{\alpha=0}^{k-1} \hat{p}_i^\alpha dq_0^\alpha , \quad \omega_L = \sum_{\alpha=0}^{k-1} d\hat{p}_i^\alpha dq_0^\alpha , \quad \eta_L = dz - \sum_{\alpha=0}^{k-1} \hat{p}_i^\alpha dq_0^\alpha , \quad E_L = \sum_{\alpha=0}^{k-1} \hat{p}_i^\alpha q_{\alpha+1}^i - L , \quad (33)
\]

and then it is obvious that

\[
\theta_L = \text{Leg}^* \theta_{k-1} , \quad \omega_L = \text{Leg}^* \omega_{k-1} , \quad \eta_L = \text{Leg}^* \eta_{k-1} .
\]

In addition, there exists (maybe locally) a unique function $H \in \mathcal{C}^\infty(T^*(T^{k-1}Q) \times \mathbb{R})$ such that $\text{Leg}^* H = E_L$, which is called the Hamiltonian function associated to this system. In coordinates, as $E_L = \sum_{\alpha=0}^{k-1} \hat{p}_i^\alpha q_{\alpha+1}^i - L$, then

\[
H = \sum_{\alpha=0}^{k-1} p_i^\alpha q_{\alpha+1}^i - (L \circ \text{Leg}^{-1}) .
\]
Definition 12 The triad $(T^*(T^{k-1}Q) \times \mathbb{R}, \eta_{k-1}, H)$ is the canonical contact Hamiltonian system associated to the hyperregular Lagrangian system $(T^{2k-1}Q \times \mathbb{R}, L)$.

Now, as a consequence of the general theory of contact Hamiltonian systems (see Section 2.2) we have that:

Theorem 3 There exists a unique vector field $X_H \in \mathfrak{X}(T^*(T^{k-1}Q) \times \mathbb{R})$ such that

\[ i(X_H) \circ d\eta_{k-1} = dH - (\mathcal{R}_{k-1}(H)) \eta_{k-1} , \quad i(X_H) \eta_{k-1} = -H. \tag{34} \]

Then, the integral curves of $X_H$, $c: I \subset \mathbb{R} \longrightarrow T^*(T^{k-1}Q) \times \mathbb{R}$, are the solutions to the equations

\[ i(c') \circ d\eta_{k-1} = (dH - (\mathcal{R}_{k-1}(H)) \eta_{k-1}) \circ c , \quad i(c') \circ \eta_{k-1} = -H \circ c. \tag{35} \]

where $c': I \subset \mathbb{R} \longrightarrow T(T^*(T^{k-1}Q) \times \mathbb{R})$ is the canonical lift of $c$ to $T(T^*(T^{k-1}Q) \times \mathbb{R})$.

Definition 13 The vector field $X_H$ is the higher-order Hamiltonian vector field associated with $H$ and the equations (34) and (35) are the higher-order contact Hamiltonian equations for this vector field and its integral curves, respectively.

In natural coordinates $(q^{\alpha}_i, p^{\alpha}_i, z)$ of $T^*(T^{k-1}Q) \times \mathbb{R}$, $(0 \leq \alpha \leq k - 1; 1 \leq i \leq n)$, taking

\[ X_H = \sum_{i=1}^{n} \left( f^{i}_\alpha \frac{\partial}{\partial q^{\alpha}_i} + g^{i}_\alpha \frac{\partial}{\partial p^{\alpha}_i} + g \frac{\partial}{\partial z} \right), \]

and using the coordinate expressions (33), from (34) we obtain that

\[ f^{i}_\alpha = \frac{\partial H}{\partial p^{\alpha}_i} , \quad g^{i}_\alpha = -\left( \frac{\partial H}{\partial q^{\alpha}_i} + p^{\alpha}_i \frac{\partial H}{\partial z} \right) , \quad g = p^{\alpha}_i \frac{\partial H}{\partial p^{\alpha}_i} - H. \]

Then, if $c: I \subset \mathbb{R} \longrightarrow T^*(T^{k-1}Q) \times \mathbb{R}$ is an integral curve of $X_H$, its components $(q^{\alpha}_i(t), p^{\alpha}_i(t), z(t))$ are the solutions to the equations

\[ \frac{dq^{\alpha}_i}{dt} = \frac{\partial H}{\partial p^{\alpha}_i} , \quad \frac{dp^{\alpha}_i}{dt} = -\left( \frac{\partial H}{\partial q^{\alpha}_i} + p^{\alpha}_i \frac{\partial H}{\partial z} \right) , \quad \frac{dz}{dt} = p^{\alpha}_i \frac{\partial H}{\partial p^{\alpha}_i} - H. \tag{36} \]

which are the local expression of equations (35).

Finally, using the relation $\eta_L = \text{Leg}^* \eta_{k-1}$ and taking into account that $\text{Leg}$ is a diffeomorphism, it is immediate to prove that

\[ \text{Leg}^* X_L = X_H, \]

which establishes the equivalence between the higher-order Lagrangian and Hamiltonian formalisms.

For singular higher-order Lagrangian systems, in general there is no way to associate a canonical Hamiltonian formalism, unless some minimal regularity condition are imposed. In particular these conditions hold when the Lagrangian is almost-regular. In this case, we have the submanifold $j_0: P_0 = \text{Leg}(T^{2k-1}Q \times \mathbb{R}) \rightarrow T^*(T^{k-1}Q) \times \mathbb{R}$. We can define the form $\eta_0 := j_0^* \eta_{k-1}$ and the restriction of the extended Legendre map to this submanifold, $\text{Leg}_0: T^{2k-1}Q \times \mathbb{R} \longrightarrow P_0$, by $\text{Leg} = j_0 \circ \text{Leg}_0$. Obviously we have that $\eta_L = \text{Leg}^* \eta_{k-1} = \text{Leg}_0^* \eta_0$. Furthermore, the Lagrangian energy $E_L$ is a $\text{Leg}_0$-projectable function, and then there exists a unique function $H_0 \in C^\infty(P_0)$ such that $\text{Leg}_0^* H_0 = E_L$. Then:
Definition 14 The triad \((P_0, \eta_0, H_0)\), where \(\eta_0 = j^*_k \eta_{k-1}\), is the canonical precontact Hamiltonian system associated with the almost regular Lagrangian system \((T^{2k-1}Q, L)\).

For this system, if \(\mathcal{R}_0 \in \mathfrak{X}(P_0)\) is a Reeb vector field, and for \(X_{H_0} \in \mathfrak{X}(P_0)\), we have the contact Hamilton equations

\[
i(X_{H_0})d\eta_0 = dH_0 - (\mathcal{R}_0(H_0))\eta_0, \quad i(X_{H_0})\eta_0 = -H_0.
\] (37)

If \(X_{H_0}\) is a solution to these equations, then its integral curves, \(c: I \subset \mathbb{R} \rightarrow P_0\), are the solutions to the equations

\[
i(c')d\eta_0 = (dH - (\mathcal{R}_0(H_0))\eta_0) \circ c, \quad i(c')\eta_0 = -H_0 \circ c,
\] (38)

where \(c': I \subset \mathbb{R} \rightarrow TP_0\) is the canonical lift of \(c\) to the tangent bundle \(TP_0\).

Remark 13 In general, these (pre)contact Hamiltonian equations are not compatible on \(P_0\) and a constraint algorithm must be implemented in order to find a submanifold \(P_f \hookrightarrow P_0\) (when it exists) where there are Hamiltonian vector fields \(X_{H_0} \in \mathfrak{X}(P_0)\), tangent to \(P_f\), solutions to the contact Hamiltonian equations on \(P_f\). These vector fields solution are not unique, in general. As in the Lagrangian formalism, the constraint algorithm and the final dynamics are independent of the Reeb vector field selected in the precontact manifold \((P_0, \eta_0)\) (see [23]).

It can be proved that \(P_f = \text{Leg}(S_f)\), where \(S_f \hookrightarrow T^{2k-1}Q\) is the submanifold where there are vector field solutions to the higher-order Lagrangian equation (29) which are tangent to \(S_f\) (see the above section). Furthermore, as \(\text{Leg}_0\) is a submersion onto \(P_0\), for every vector field \(X_{H_0} \in \mathfrak{X}(P_0)\) which is a solution to the Hamilton equation (37) on \(P_f\), and tangent to \(P_f\), there exists some holonomic vector field \(X_L \in \mathfrak{X}(T^{2k-1}Q \times \mathbb{R})\) which is a solution to the contact Euler-Lagrange equation (29) on \(S_f\), and tangent to \(S_f\), such that \(\text{Leg}_0 \circ X_L = X_{H_0}\). This \(\text{Leg}_0\)-projectable holonomic vector field could be defined, in general, only on the points of another submanifold \(M_f \hookrightarrow S_f\). (See [43] [44] for a detailed exposition of all these topics in the case of higher-order presymplectic systems).

5 Higher-order unified formalism

The standard Lagrangian and Hamiltonian formalisms of higher-order contact systems can be recovered from a single unified geometric framework which is a simpler and elegant way to present this theory. This formulation is an extension of the stated in [24] for first-order contact systems and is inspired in the one presented in [54] [55].

5.1 Unified bundle: precontact canonical structure

Let \((T^{2k-1}Q \times \mathbb{R}, L)\) be a (pre)contact Lagrangian system (of order \(k\)).

Definition 15 We define the higher-order extended unified bundle (or higher-order extended Pontryagin bundle)

\[
\mathcal{W} = T^{2k-1}Q \times Q T^*(T^{2k-1}Q) \times \mathbb{R},
\]

which is endowed with the natural submersions

\[
g_1: \mathcal{W} \rightarrow T^{2k-1}Q \times \mathbb{R}, \quad g_2: \mathcal{W} \rightarrow T^*(T^{2k-1}Q) \times \mathbb{R}, \quad g_0: \mathcal{W} \rightarrow Q \times \mathbb{R}, \quad z: \mathcal{W} \rightarrow \mathbb{R}.
\]
The natural coordinates in \( \mathcal{W} \) are \((q_0^i, \ldots, q_{2k-1}^i, p_0^i, \ldots, p_{k-1}^i, z)\).

**Definition 16** A curve \( \sigma : \mathbb{R} \to \mathcal{W} \) is holonomic in \( \mathcal{W} \) if the path \( \varrho_1 \circ \sigma : \mathbb{R} \to T^{2k-1}Q \times \mathbb{R} \)

is holonomic.

A vector field \( \Gamma \in \mathcal{X}(\mathcal{W}) \) is a semispray of order 1, or also a holonomic vector field in \( \mathcal{W} \), if its integral curves are holonomic in \( \mathcal{W} \).

In coordinates, a holonomic curve in \( \mathcal{W} \) is expressed as

\[
\sigma = \left( q_0^i(t), \frac{dq_0^i}{dt}(t), \ldots, \frac{dq_{2k-1}^i}{dt}(t), p_0^j(t), \ldots, p_{k-1}^j(t), z(t) \right),
\]

and a holonomic vector field in \( \mathcal{W} \) is written as

\[
\Gamma = q_1^i \frac{\partial}{\partial q_0^i} + q_2^i \frac{\partial}{\partial q_1^i} + \ldots + q_{2k-1}^i \frac{\partial}{\partial q_{2k-2}^i} + f_{2k-1} \frac{\partial}{\partial q_{2k-1}^i} + g_0 \frac{\partial}{\partial p_0^0} + \ldots + g_{k-1} \frac{\partial}{\partial p_{k-1}^1}. \tag{39}
\]

**Definition 17** The bundle \( \mathcal{W} \) is endowed with the following canonical structures:

1. The **coupling function** is the map \( \mathcal{C} : \mathcal{W} \times \mathbb{R} \) defined as follows: let \( w = (p, \xi, z) \in \mathcal{W} \), where \( p \in T^{2k-1}Q \), \( q = \varrho_{k-1}^2(p) \) is its projection to \( T^{k-1}Q \), and \( \xi \in T_q^*(T^{k-1}Q) \) is a covector; then

\[
\mathcal{C} : T^{2k-1}Q \times T^{k-1}Q \to \mathbb{R},
\]

where \( j_k : T^{2k-1}Q \to T(T^{k-1}Q) \) is the canonical injection introduced in Section 2.1, \( j_k(p)q \) is the corresponding tangent vector to \( T^{k-1}Q \) in \( q \), and \( \langle \xi | j_k(p)q \rangle = \xi(j_k(p)q) \) denotes the canonical pairing between vectors of \( T_q(T^{k-1}Q) \) and covectors of \( T_q^*(T^{k-1}Q) \).

2. The **canonical 1-form** is the \( q_0 \)-semibasic form \( \Theta := \varrho_{2k-1}^* \in \Omega^1(\mathcal{W}) \).

The **canonical 2-form** is \( \Omega := -d\Theta = \varrho_{2k}^* \omega_{k-1} \in \Omega^2(\mathcal{W}) \).

3. The **canonical precontact 1-form** is the \( q_1 \)-semibasic form \( \eta_{\mathcal{W}} := \varrho_{2k}^* \eta_{k-1} = dz - \Theta \in \Omega^1(\mathcal{W}) \).

In natural coordinates of \( \mathcal{W} \) we have that

\[
\eta_{\mathcal{W}} = dz - \sum_{\alpha=0}^{k-1} p^\alpha q_\alpha^i \quad , \quad d\eta_{\mathcal{W}} = \sum_{\alpha=0}^{k-1} dq_\alpha^i \wedge dp^\alpha_i = \Omega \quad , \quad \mathcal{C} = \sum_{\alpha=0}^{k-1} p^\alpha_i q_{\alpha+1}^i .
\]

**Definition 18** Given a Lagrangian function \( L \in C^\infty(T^kQ \times \mathbb{R}) \), if \( \mathcal{L} = \varrho_1^* L \in C^\infty(\mathcal{W}) \), we define the **Hamiltonian function** as

\[
\mathcal{H} := \mathcal{C} - \mathcal{L} = \sum_{\alpha=0}^{k-1} p^\alpha_i q_{\alpha+1}^i - \mathcal{L}(q_\alpha^i, q_k^i, z) \in C^\infty(\mathcal{W}) .
\]

**Remark 14** As \( \eta_{\mathcal{W}} \) is a precontact form in \( \mathcal{W} \), then \((\mathcal{W}, \eta_{\mathcal{W}})\) is a precontact manifold and \((\mathcal{W}, \eta_{\mathcal{W}}, \mathcal{H})\) is a precontact Hamiltonian system. As a consequence, the Reeb vector fields are not uniquely defined but, as we have pointed out above, the formalism is independent of the choice of the Reeb vector field. In this case, as \( \mathcal{W} = T^{2k-1}Q \times \mathcal{T}(T^{2k-1}Q) \times \mathbb{R} \) is a trivial bundle over \( \mathbb{R} \), we can take the canonical lift to \( \mathcal{W} \) of the canonical vector field \( \frac{\partial}{\partial z} \) of \( \mathbb{R} \) as a representative of the family of Reeb vector fields.
5.2 Higher-order contact dynamical equations

Definition 19 The Lagrangian-Hamiltonian problem for the contact system \((\mathcal{W}, \eta_W, \mathcal{H})\) consists in finding a vector field \(X_H \in \mathfrak{X}(\mathcal{W})\) which is a solution to the contact Hamiltonian equations

\[
i(X_H) d\eta_W = d\mathcal{H} - (\mathcal{R}(\mathcal{H}))\eta_W , \quad i(X_H)\eta_W = -\mathcal{H} ,
\]

and then, the integral curves \(\sigma : I \subset \mathbb{R} \rightarrow \mathcal{W}\) of \(X_H\) are the solutions to the equations

\[
i(\sigma') d\eta_W = (d\mathcal{H} - (\mathcal{R}(\mathcal{H}))\eta_W ) \circ \sigma , \quad i(\sigma')\eta_W = -\mathcal{H} \circ \sigma ,
\]

where \(\sigma' : I \subset \mathbb{R} \rightarrow T\mathcal{W}\) is the canonical lift of \(\sigma\) to \(T\mathcal{W}\).

As \((\mathcal{W}, \eta_W, \mathcal{H})\) is a precontact Hamiltonian system, these equations are not compatible in \(\mathcal{W}\), and we have to implement the constraint algorithm in order to find the final constraint submanifold of \(\mathcal{W}\) where there are consistent solutions to the equations. So, in a natural chart in \(\mathcal{W}\), the local expression of a vector field is

\[
X_H = \sum_{\alpha=0}^{k-1} \left( f^i_{\alpha} \frac{\partial}{\partial q^{\alpha}_i} + f^i_{k+\alpha} \frac{\partial}{\partial q^{k+\alpha}_i} + G^i_{\alpha} \frac{\partial}{\partial p^i_\alpha} \right) + g \frac{\partial}{\partial z} \in \mathfrak{X}(\mathcal{W}) ,
\]

and therefore we obtain that

\[
i(X_H)\eta_W = g - \sum_{\alpha=0}^{k-1} f^i_{\alpha} p^i_\alpha , \quad i(X_H)d\eta_W = \sum_{\alpha=0}^{k-1} (f^i_{\alpha} dp^i_\alpha - G^i_{\alpha} dq^{\alpha}_i) .
\]

Furthermore,

\[
d\mathcal{H} = \sum_{\alpha=0}^{k-1} \left( q^{i+1}_{\alpha} dp^i_\alpha + \left( p^i_\alpha - \frac{\partial L}{\partial q^{i+1}_{\alpha}} \right) dq^{i+1}_{\alpha} \right) - \frac{\partial L}{\partial q^0_\alpha} dq^0_i - \frac{\partial L}{\partial z} dz ,
\]

\[
(\mathcal{R}(\mathcal{H}))\eta_W = -\frac{\partial L}{\partial z} \left( dz - \sum_{\alpha=0}^{k-1} p^i_\alpha dq^\alpha_i \right) .
\]

The second equation \((41)\) gives

\[
g = (f^i_i - q^{i+1}_{\alpha+1}) p^i_\alpha + L ,
\]

and the first equation \((41)\) leads to:

\[
f^i_\alpha = q^{i+1}_{\alpha+1} , \quad p^{k-1}_i = \frac{\partial L}{\partial q^k_i} ,
\]

\[
G^0_i = \frac{\partial L}{\partial q^0_\alpha} + p^i_\alpha \frac{\partial L}{\partial q^0_i} , \quad G^i_r = -p^{r-1}_i + \frac{\partial L}{\partial q^r_i} + p^i_r \frac{\partial L}{\partial z} .
\]

where \(0 \leq \alpha \leq k - 1, 1 \leq r \leq k - 1\), and we have used the relation \((27)\) in the second group of equations \((47)\). Therefore:

- The equations \((45)\) are the conditions assuring that \(X_H\) is a semispray of type \(k\) in \(\mathcal{W}\), regardless the regularity of the Lagrangian function. This condition arises straightforwardly from the unified formalism but, unlike what happens in order \(k = 1\), the unified formalism does not guarantee that \(X_H\) is a holonomic vector field: it is holonomic up to order \(k\) only.
• Using (43), the equation (41) leads to
\[ g = \mathcal{L} \, . \] (48)

• The algebraic equations (46) are compatibility conditions; that is, constraints defining locally a submanifold \( W_0 \hookrightarrow \mathcal{W} \) where the vector fields \( X_{\mathcal{H}} \) solution to (41) are defined.

• The equations (47) allows us to determine all the component functions \( G^i \) in (43).

The component functions \( f_{\alpha+k}^i \) in (43) are still undetermined. Nevertheless, the variational formulation demands the solution to the dynamical equations to be holonomic curves, which implies these vector fields \( X_{\mathcal{H}} \) to be semisprays of type 1 in \( \mathcal{W} \). We can assure it by simply choosing the arbitrary functions

\[ f_{\alpha+k}^i = q_{\alpha+k+1}^i \, , \quad (0 \leq \alpha \leq k - 2) \, . \] (49)

Thus, assuming holonomy, the vector fields solution to (41) are of the form

\[ X_{\mathcal{H}}(\mathcal{W}) = \sum_{\alpha=0}^{k-1} \left( q_{\alpha+1}^i \frac{\partial}{\partial q^\alpha} + q_{\alpha+k+1}^i \frac{\partial}{\partial q^{\alpha+k}} \right) + f_{2k-1}^i \frac{\partial}{\partial q_{2k-1}} \]

\[ \left( \frac{\partial \mathcal{L}}{\partial q_0^i} + p_i^1 \frac{\partial \mathcal{L}}{\partial z} \right) \frac{\partial}{\partial p_i^1} + \sum_{r=1}^{k-1} \left( -p_i^{r-1} + \frac{\partial \mathcal{L}}{\partial q_r^i} + p_i^r \frac{\partial \mathcal{L}}{\partial z} \right) \frac{\partial}{\partial p_i^r} + \mathcal{L} \frac{\partial}{\partial z} \quad \text{(on } W_0) \, . \] (50)

(In the appendix A an alternative to this assumption, which leads to an equivalent development of the constraint algorithm, is discussed).

At this point, the constraint algorithm must continue by demanding that \( X_{\mathcal{H}} \) is tangent to \( W_0 \); that is, we have to impose that \( X_{\mathcal{H}}(p_{k-1}^i - \mathcal{L}) \bigg|_{W_0} = 0 \), then giving the constraints:

\[ p_i^{k-2} = \frac{\partial \mathcal{L}}{\partial q_{k-1}^i} + \frac{\partial \mathcal{L}}{\partial q_k^i} - \sum_{\alpha=0}^{k-1} q_{\alpha+1}^j \frac{\partial^2 \mathcal{L}}{\partial q_\alpha^i \partial q_k^j} - \mathcal{L} \frac{\partial^2 \mathcal{L}}{\partial z \partial q_k^i} \equiv \frac{\partial \mathcal{L}}{\partial q_{k-1}^i} - D_L \left( \frac{\partial \mathcal{L}}{\partial q_k^i} \right) ; \] (51)

where we the operator \( D_L \) is given in (21), thus recovering it also from the constraint algorithm. Now the algorithm continues by demanding the tangency condition on this new constraint submanifold, and repeating the process iteratively \( k - 2 \) times, we get

\[ p_i^r = \frac{\partial \mathcal{L}}{\partial q_{r+1}^i} - D_L (p_i^{r+1}) \, , \quad (0 \leq r \leq k - 3) \, . \] (52)

The constraints (46), (51), and (52) specify completely the generalized momenta as derivatives of the Lagrangian \( \mathcal{L} \), and thus define completely the generalized Legendre map. Geometrically, these relations say that the vector fields \( X_{\mathcal{H}} \) are defined only on a submanifold \( W_1 \hookrightarrow W \) which is the graph of the extended Legendre map.

\[ W_1 = \{ (p, \mathcal{F} \mathcal{L}(p)) \in \mathcal{W} \mid p \in T^{2k-1} Q \} = \text{graph(Leg)} \, . \]

Imposing once again the tangency condition on the constraints obtained in the last step of the algorithm, \( X_{\mathcal{H}}(p_i^0 - \mathcal{L} \bigg|_{W_1} = 0 \), we obtain the equations for the remaining coefficients \( f_{2k-1}^i \) in (50) which are

\[ (-1)^k \left( f_{2k-1}^j - D_L (q_{2k-1}^j) \right) \frac{\partial^2 \mathcal{L}}{\partial q_k^j \partial q_k^i} + \sum_{\alpha=0}^{k} (-1)^\alpha D_L^\alpha \left( \frac{\partial \mathcal{L}}{\partial q_\alpha^i} \right) = 0 \quad \text{(on } W_1) \, . \] (53)
Now, if $\sigma(t) = (q^j_0(t), \ldots, q^j_{2k-1}(t), p^j_0(t), \ldots, p^j_{k-1}(t), z(t))$ is an integral curve of $X_\mathcal{H}$, the equations (53), (55) lead to the coordinate expression of the equations (42) which is (on $\mathcal{W}_1$)

\[
\begin{align*}
\frac{dq^j_\alpha}{dt} &= q^j_{\alpha+1}, \quad (0 \leq \alpha \leq 2k-2), \\
0 &= (-1)^k \left( \frac{dq^j_{2k-1}}{dt} - D_L(q^j_{2k-1}) \right) \frac{\partial^2 L}{\partial q^j_k \partial q^j_k} + \sum_{\alpha=0}^k (-1)^\alpha D^\alpha_L \left( \frac{\partial L}{\partial q^j_\alpha} \right), \\
\frac{dp^j_0}{dt} &= \frac{\partial L}{\partial q^j_0} + p^j_0 \frac{\partial L}{\partial z}, \\
\frac{dp^j_r}{dt} &= -p^j_{r-1} + \frac{\partial L}{\partial q^j_r} + p^j_r \frac{\partial L}{\partial z}, \quad (1 \leq r \leq k-1), \\
\frac{dz}{dt} &= L.
\end{align*}
\]

**Remark 15** If $L$ is regular, the equations (53) are compatible and define a unique vector field $X_\mathcal{H}$ solution to (41) on $\mathcal{W}_1$, and the last system of equations give the dynamical trajectories. If $L$ is singular, the equations (53) can be compatible or not. Eventually, new constraints can appear and, in the most favourable cases, there is a submanifold $\mathcal{W}_f \hookrightarrow \mathcal{W}_1$ (it could be $\mathcal{W}_f = \mathcal{W}_1$) such that there exist holonomic vector fields $X_\mathcal{H} \in \mathfrak{X}(\mathcal{W})$ defined on $\mathcal{W}_1$ and tangent to $\mathcal{W}_f$, which are solutions to the equations (41) at support on $\mathcal{W}_f$.

**Remark 16** Summarizing, the unified formalism assures holonomy up to order $k - 1$ and gives the higher-order momenta from the Lagrangian function. Then, assuming holonomy up to the maximal order $2k - 1$, the constraint algorithm gives completely the extended Legendre map, the final dynamical equations, and also the derivative operator $D_L$.

### 5.3 Recovering the Lagrangian and Hamiltonian formalisms

The Lagrangian and the Hamiltonian formalisms can be recovered from the unified formalism using the natural projections and the extended Legendre map which has been obtained as a consequence of the constraint algorithm. The procedure follows the same pattern as for the unified formalism of first-order contact dynamical systems [24]. (An exhaustive analysis on the equivalence among the Lagrangian, the Hamiltonian and the unified formalisms for higher-order dynamical systems without dissipation is made in [54] and [55]).

Let $P_0 = \text{Leg}(T^{2k-1}Q \times \mathbb{R})$, which is a submanifold of $T^*(T^{k-1}Q) \times \mathbb{R}$ when $L$ is an almost-regular Lagrangian and $P_0 = T^*(T^{k-1}Q) \times \mathbb{R}$ when $L$ is hyperregular (or an open set of $T^*(T^{k-1}Q) \times \mathbb{R}$ if $L$ is regular). If we denote by $j_1 : \mathcal{W}_1 \hookrightarrow \mathcal{W}$ the natural embedding, we have that

$$(q_1 \circ j_1)(\mathcal{W}_1) = T^{2k-1}Q \times \mathbb{R}, \quad (q_2 \circ j_1)(\mathcal{W}_1) = P_1 \subseteq T^*(T^{k-1}Q) \times \mathbb{R}.$$ 

As $\mathcal{W}_1 = \text{graph(Leg)}$, it is diffeomorphic to $T^{2k-1}Q \times \mathbb{R}$; that is, the restricted projection $\rho_1 \circ j_1$ is a diffeomorphism. Analogously, in the almost-regular case, for every submanifold $j_1 : \mathcal{W}_1 \hookrightarrow \mathcal{W}$ obtained from the constraint algorithm we have

$$(q_1 \circ j_1)(\mathcal{W}_1) = S_1 \hookrightarrow T^{2k-1}Q \times \mathbb{R}, \quad (q_2 \circ j_1)(\mathcal{W}_1) = P_1 \hookrightarrow P_0 \hookrightarrow T^*(T^{k-1}Q) \times \mathbb{R},$$

and $\text{Leg}(S_1) = P_1$, since $\mathcal{W}_1 \subseteq \mathcal{W}_1 = \text{graph(Leg)}$. In particular, for the final constraint submanifold, $j_f : \mathcal{W}_f \hookrightarrow \mathcal{W}_1$, we have that $(\rho_1 \circ j_f)(\mathcal{W}_f) = S_f \hookrightarrow T^{2k-1}Q \times \mathbb{R}$ and $(\rho_2 \circ j_f)(\mathcal{W}_f) = P_f \hookrightarrow T^*(T^Q) \times \mathbb{R}$ are the corresponding final constraint submanifolds of the Lagrangian and Hamiltonian constraint algorithms, respectively. The equivalence between the constraint algorithms
in the unified and in the Lagrangian formalism only holds when the holonomy condition is also imposed for the solutions in the Lagrangian case. So we have the diagram

Functions and differential forms in \( \mathcal{W} \) and vector fields in \( \mathcal{W} \) tangent to \( \mathcal{W}_1 \) can be restricted to \( \mathcal{W}_1 \). Then, they can be translated to the Lagrangian or the Hamiltonian side by using the diffeomorphism \( \rho_1 \circ j_1 \), or projecting to \( T^*(T^{k-1}Q) \times \mathbb{R} \). In particular, observe that \( \text{Leg} = (\varrho_2 \circ j_1) \circ (\varrho_1 \circ j_1)^{-1} \), and

\[
\theta_L = \text{Leg}^* \theta_{k-1}, \quad \omega_L = \text{Leg}^* \omega_{k-1}, \quad \eta_L = \text{Leg}^* \eta_{k-1}.
\]

Therefore, the results and the discussion in the above section allows us to state:

**Theorem 4** Every curve \( \sigma : I \subseteq \mathbb{R} \rightarrow \mathcal{W} \), taking values in \( \mathcal{W}_0 \), can be written as \( \sigma = (\sigma_L, \sigma_H) \), where \( \sigma_L = \varrho_1 \circ \sigma : I \subseteq \mathbb{R} \rightarrow T^{2k-1}Q \times \mathbb{R} \) and \( \sigma_H = \text{Leg} \circ \sigma_L : I \subseteq \mathbb{R} \rightarrow P_0 \subseteq T^*(T^{k-1}Q) \times \mathbb{R} \).

If \( \sigma : \mathbb{R} \rightarrow \mathcal{W} \), with \( \text{Im} (\sigma) \subseteq \mathcal{W}_1 \), is a curve fulfilling the equations (12) (at least on the points of a submanifold \( \mathcal{W}_f \hookrightarrow \mathcal{W}_1 \)). Then \( \sigma_L \) is the prolongation to \( T^{2k-1}Q \times \mathbb{R} \) of the projected curve \( c = \varrho_0 \circ \sigma : \mathbb{R} \rightarrow Q \times \mathbb{R} \) (that is, \( \sigma_L \) is a holonomic curve), and it is a solution to the equations (28). Moreover, the curve \( \sigma_H = \text{Leg} \circ \sigma_L \) is a solution to the equations (14) (on \( \mathcal{W}_f \)).

Conversely, if \( c : \mathbb{R} \rightarrow Q \times \mathbb{R} \) is a curve such that \( \overline{c}^k = \sigma_L \) is a solution to the equation (28) (on \( \mathcal{W}_f \)), then the curve \( \sigma = (\sigma_L, \text{Leg} \circ \sigma_L) \) is a solution to the equations (12). In addition, \( \text{Leg} \circ \sigma_L \) is a solution to the equation (14) (on \( P_f \)).

(If \( L \) is an almost-regular Lagrangian, then these results hold on the points of the submanifolds \( \mathcal{W}_f, \mathcal{S}_f \) and \( P_f \)).

In coordinates, \( \sigma(t) = (q_0^i(t), \ldots, q_{2k-1}^i(t), p_0^i(t), \ldots, p_{k-1}^i(t), z(t)) \) and therefore we have that \( \sigma_L(t) = (q_0^i(t), \ldots, q_{2k-1}^i(t), z(t)) \) and \( \sigma_H(t) = (p_0^i(t), \ldots, q_{k-1}^i(t), p_0^i(t), \ldots, p_{k-1}^i(t), z(t)) \). Then, from the equations (53) and using the extended Legendre map, we obtain that the components of \( \sigma_L(t) \) are the solutions to the system

\[
\frac{dq^i}{dt} = q_{\alpha+1}^i, \quad (0 \leq \alpha \leq 2k-2),
\]

\[
0 = (-1)^k \left( \frac{dq^{2k-1}}{dt} - D_L(q^j_{2k-1}) \right) \frac{\partial^2 L}{\partial q_k \partial q^j_k} + \sum_{\alpha=0}^{k} (-1)^\alpha D_L^\alpha \left( \frac{\partial L}{\partial q^i_\alpha} \right),
\]

\[
\frac{dz}{dt} = \mathcal{L}.
\]
or, what is equivalent, to the higher-order Euler-Lagrange or Herglotz equations (30) and (31). On its turn, for the components of $\sigma_H(t)$, from (34) (and using again the extended Legendre map when needed), we have

$$\frac{dp_i}{dt} = \frac{\partial L}{\partial q_i} + p_i \frac{\partial L}{\partial z},$$

$$\frac{dp_r}{dt} = -p_r^{r-1} + \frac{\partial L}{\partial q_r}, \quad (1 \leq r \leq k-1),$$

$$\frac{dz}{dt} = L,$$

which are the last group of Hamilton’s equations (36). The first group of Hamilton’s equations (36) arises straightforwardly deriving the expression of the Hamiltonian function (with respect to the momentum coordinates) and taking into account the holonomy conditions.

As the curves $\sigma: \mathbb{R} \rightarrow W$ solution to the equation (42) are the integral curves of holonomic vector fields $X_H \in \mathcal{X}(W)$ solution to (11), and the curves $\sigma_L: \mathbb{R} \rightarrow T^{2k-1}Q \times \mathbb{R}$ are the integral curves of holonomic vector fields $X_L \in \mathcal{X}(T^{2k-1}Q \times \mathbb{R})$ solution to (28), then as an immediate corollary of the above theorem we obtain:

**Theorem 5** Let $X_H \in \mathcal{X}(W)$ be a solution to the equation (11) (at least on the points of a submanifold $W_f \hookrightarrow W_1$ and tangent to $W_1$ (resp. tangent to $W_f$). Then the vector field $X_L \in \mathcal{X}(TQ \times \mathbb{R})$, defined by $X_L \circ \varphi_1 = T\varphi_1 \circ X_H$, is a holonomic vector field (tangent to $S_f$) solution to the equations (29) (on $S_f$), where $E_L \in C^\infty(T^{2k-1}Q \times \mathbb{R})$ is such that $H = \varphi_1^* E_L$.

Furthermore, every holonomic vector field solution to the equations (29) (on $S_f$) can be recovered in this way from a vector field $X_H \in \mathcal{X}(W)$ (tangent to $W_f$) solution to the equations (11) (on $W_f$).

The Hamiltonian formalism is recovered in a similar way, taking into account that, now, the curves $\sigma_H: \mathbb{R} \rightarrow T^*Q \times \mathbb{R}$ are the integral curves of vector fields $X_H \in \mathcal{X}(T^*Q \times \mathbb{R})$ solution to (13). So, for the regular case we have:

**Theorem 6** Let $X_H \in \mathcal{X}(W)$ be a vector field, tangent to $W_1$, which is solution to the equations (11) (on $W_1$). Then the vector field $X_H \in \mathcal{X}(T^*(T^{k-1}Q) \times \mathbb{R})$, defined by $X_H \circ \varphi_2 = T\varphi_2 \circ X_H$, is a solution to the equations (13), where $H \in C^\infty(T^*(T^{k-1}Q) \times \mathbb{R})$ is such that $H = \varphi_1^* H$. This vector field satisfies that $\text{Leg}_s X_L = X_H$.

**Remark 17** In the almost-regular case, the vector field $X_H \in \mathcal{X}(W)$ is a solution to the equations (11), at least on the points of a submanifold $W_f \hookrightarrow W_1$, and is tangent to $W_f$. Therefore, there exists a vector field $X_{H_0} \in \mathcal{X}(P_0)$ which is a solution to the equations (13) in $P_0$ (with $H \in C^\infty(P_0)$ such that $H = (\text{Leg}_0 \circ \varphi_1)^* H$), at least on the points of a submanifold $P_f \hookrightarrow P_0$, and is tangent to $P_f$. This vector field verifies that $(j_{\omega^*} X_{H_0}) \circ \varphi_2 = T\varphi_2 \circ (j_{\omega^*} X_{H_0})$.

### 6 Examples

#### 6.1 The damped Pais-Uhlenbeck oscillator

The Pais-Uhlenbeck oscillator is a typical example of a higher-order (regular) dynamical system, and has been analyzed in detail in many publications (see, for instance, [51, 53]).
The configuration space for this system is a 1-dimensional smooth manifold $Q$ with local coordinate $(q_0)$. Taking natural coordinates in the higher-order tangent bundles over $Q$, the second-order Lagrangian function for this system is $L_0(q_0, q_1, q_2) = \frac{1}{2}(q_1^2 - \omega^2 q_0^2 - \lambda q_2^2) \in \mathcal{C}^\infty(T^2Q)$; where $\lambda$ is a nonzero real constant, and $\omega$ is another real constant. It is a regular Lagrangian function because its Hessian matrix with respect to $q_2$ is $\left( \frac{\partial^2 L_0}{\partial q_2 \partial q_2} \right) = -\lambda$, which has maximum rank since $\lambda \neq 0$ (if $\lambda = 0$, then $L_0$ becomes a first-order regular Lagrangian). The corresponding 4th-order Euler Lagrange equation is

$$\frac{d^4 q_0}{dt^4} = -\frac{1}{\lambda} \left( \omega^2 q_0 + \frac{d^2 q_0}{dt^2} \right), \quad (55)$$

We can introduce damping in this model by adding a standard dissipation term to the Lagrangian as follows

$$L = L_0 - \gamma z = \frac{1}{2}(q_1^2 - \omega^2 q_0^2 - \lambda q_2^2) - \gamma z \in \mathcal{C}^\infty(T^2Q \times \mathbb{R}) \quad ; \quad \gamma \in \mathbb{R}^+.$$

Next, we study it using the unified formalism. The unified phase space of the system is $T^3Q \times \pi TQ T^*(TQ) \times \mathbb{R}$ and we have the following diagram

$$\begin{array}{ccc}
T^3Q \times \mathbb{R} & \xrightarrow{\pi_1} & TQ \times \mathbb{R} \\
\rho_1^1 \times \text{Id} & & \pi_{\text{TQ}} \times \text{Id}
\end{array}$$

As usual, we denote by $L \in \mathcal{C}^\infty(\mathcal{W})$ the pullback of $L$ to $\mathcal{W}$ (which has the same coordinate expression than $L$). If $\vartheta_1 \in \Omega^1(T^*(TQ))$ is the canonical 1-form, we define the canonical pre-contact structure

$$\eta_\mathcal{W} = \mathcal{W} = (\pi_1 \circ \vartheta_2)^* \vartheta_1 = \mathcal{W} = -p^0 dq_0 - p^1 dq_1 \in \Omega^1(\mathcal{W}),$$

and the local expression of the Hamiltonian function $\mathcal{H} = \mathcal{C} - \vartheta_2^* L = \mathcal{C} - L \in \mathcal{C}^\infty(\mathcal{W})$ is

$$\mathcal{H}(q_0, q_1, q_2, q_3, p^0, p^1, z) = p^0 q_1 + p^1 q_2 - \frac{1}{2}(q_1^2 - \omega^2 q_0^2 - \lambda q_2^2) + \gamma z.$$

A generic vector field $X_\mathcal{H} \in \mathfrak{X}(\mathcal{W})$ is locally given by

$$X_\mathcal{H} = f_0 \frac{\partial}{\partial q_0} + f_1 \frac{\partial}{\partial q_1} + F_2 \frac{\partial}{\partial q_2} + F_3 \frac{\partial}{\partial q_3} + G^0 \frac{\partial}{\partial p^0} + G^1 \frac{\partial}{\partial p^1} + g \frac{\partial}{\partial z};$$

then, taking into account that

$$d\mathcal{H} = \omega^2 q_0 dq_0 + (p^0 - q_1) dq_1 + (p^1 + \lambda q_2) dq_2 + q_1 dp^0 + q_2 dp^1 + \gamma dz,$$

from the contact dynamical equations (51) we obtain

$$\begin{align*}
g &= (f_0 - q_1) p^0 + (f_1 - q_2) p^1 + \mathcal{C}, \\
f_0 &= q_1, \quad f_1 = q_2, \quad p^1 + \lambda q_2 = 0, \quad G^0 = -\omega^2 q_0 - \gamma p^0, \quad G^1 = q_1 - p^0 - \gamma p^1. & (56)
\end{align*}$$

The first two equations in (57) give us the condition of semispray of type 2 for the vector field $X_\mathcal{H}$, and, going to (56), it implies that $g = \mathcal{C}$. The third equation in (57) is a constraint defining
the submanifold $\mathcal{W}_0$ where $X_\mathcal{H}$ exists. If we require $X_\mathcal{H}$ to be a semispray of type 1, then $F_2 = q_3$ and the local expression of $X_\mathcal{H}$, on $\mathcal{W}_0$, is

$$X_\mathcal{H} = q_1 \frac{\partial}{\partial q_0} + q_2 \frac{\partial}{\partial q_1} + q_3 \frac{\partial}{\partial q_2} + F_3 \frac{\partial}{\partial q_3} - (\omega^2 q_0 + \gamma p^0) \frac{\partial}{\partial p^0} + (q_1 - p^0 - \gamma p^1) \frac{\partial}{\partial p_1} + \mathcal{L} \frac{\partial}{\partial z}.$$  

The tangency condition for $X_\mathcal{H}$ on $\mathcal{W}_0$ gives the new constraint

$$0 = L(X_\mathcal{H}) \xi_0 \equiv X_\mathcal{H}(p^1 + \lambda q_3) = q_1 - p^0 - \gamma p^1 + \lambda q_3 \equiv \xi_1 \quad \text{(on $\mathcal{W}_0$)},$$

which defines the submanifold $\mathcal{W}_1 = \{ p \in \mathcal{W} \mid \xi_0(p) = \xi_1(p) = 0 \}$, that we identify with the graph of the extended Legendre map $\text{Leg}: T^3Q \times \mathbb{R} \longrightarrow T^*(TQ) \times \mathbb{R}$ which is given as

$$\text{Leg}^* p^1 = \frac{\partial L}{\partial q_2} = -\lambda q_2, \quad \text{Leg}^* p^0 = \frac{\partial L}{\partial q_1} - D_L \left( \frac{\partial L}{\partial q_2} \right) \equiv \frac{\partial L}{\partial q_1} - D_L (p^1) = q_1 + \lambda q_3 - \gamma p^1,$$

and the identity on the other coordinates $(q_0, q_1, z)$. As $\lambda \neq 0$, we see that $L$ is a regular Lagrangian since Leg is a (local) diffeomorphism. Observe that

$$D_L(F) = q_1 \frac{\partial F}{\partial q_0} + q_2 \frac{\partial F}{\partial q_1} + q_3 \frac{\partial F}{\partial q_2} + \mathcal{L} \frac{\partial F}{\partial z} + \gamma F.$$  

Next we compute the tangency condition for $X_\mathcal{H}$ on $\mathcal{W}_1$ which leads to

$$0 = L(X_\mathcal{H}) \xi_1 = X_\mathcal{H}(q_1 - p^0 - \gamma p^1 + \lambda q_3) = \lambda F_3 + q_2 + \omega^2 q_0 + 2\gamma p^0 - \gamma (q_1 - \gamma p^1) \quad \text{(on $\mathcal{W}_1$)},$$

and this equation allows us to determine $F_3$ univocally. Thus, there is a unique vector field $X_\mathcal{H}$ solution to the equations (31), which is tangent to $\mathcal{W}_1$, and is given locally by

$$X_\mathcal{H} = q_1 \frac{\partial}{\partial q_0} + q_2 \frac{\partial}{\partial q_1} + q_3 \frac{\partial}{\partial q_2} + \frac{1}{\lambda} \left( -\omega^2 q_0 + \gamma q_1 - q_2 - 2\gamma p^0 - \gamma^2 p^1 \right) \frac{\partial}{\partial q_3} - (\omega^2 q_0 + \gamma p^0) \frac{\partial}{\partial p^0} + (q_1 - p^0 - \gamma p^1) \frac{\partial}{\partial p_1} + \mathcal{L} \frac{\partial}{\partial z}.$$  

Now, if $\sigma: \mathbb{R} \longrightarrow \mathcal{W}$, with $\sigma(t) = (q_0(t), q_1(t), q_2(t), q_3(t), p^0(t), p^1(t), z(t))$, is an integral curve of $X_\mathcal{H}$, its component functions are solutions to the system differential equations

\begin{align*}
\dot{q}_0(t) &= q_1(t), & \dot{q}_1(t) &= q_2(t), & q_4(t) &= q_2(t), \quad (58) \\
\dot{q}_2(t) &= q_3(t), & \dot{q}_3(t) &= \frac{1}{\lambda} \left( \gamma q_1(t) - \omega^2 q_0(t) - \omega^2 q_0(t) - 2\gamma p^0(t) - 2\gamma p^1(t) \right) \quad (59) \\
\dot{p}^0(t) &= - (\omega^2 q_0(t) + \gamma p^0(t)), & \dot{p}^1(t) &= q_1(t) - p^0(t) - \gamma p^1(t), \quad (60)
\end{align*}

\begin{align*}
\dot{z} &= \frac{1}{2} \left( q_1(t)^2 - \omega^2 q_0(t)^2 - \lambda q_2(t)^2 \right) - \gamma z(t). \quad (61)
\end{align*}

The final diagram is

\[ \text{Leg} : T^3Q \longrightarrow T^*(TQ). \]
Finally, from the unified formalism, we can recover the Lagrangian and Hamiltonian solutions for this system using the natural projections and the constraints defining $W_1$; that is, the extended Legendre map.

For the Lagrangian formalism, as we have shown in Theorem 5, the Euler-Lagrange vector field solution to (29) is the unique semispray of type 1, $X_L \in \mathfrak{X}(T^3Q)$, such that $X_L \circ \varrho_1 = T\varrho_1 \circ X_H$, and it is locally given by

$$X_L = q_1 \frac{\partial}{\partial q_0} + q_2 \frac{\partial}{\partial q_1} + q_3 \frac{\partial}{\partial q_2} - \frac{1}{\lambda} (\omega^2 q_0 + \gamma q_1 + (1 + \lambda \gamma^2)q_2 + 2\gamma \lambda q_3) \frac{\partial}{\partial q_3} + L \frac{\partial}{\partial z}.$$  

For the integral curves of $X_L$ we have that, if $\sigma(t) = (q_0(t), q_1(t), q_2(t), q_3(t), p^0(t), p^1(t), z(t))$ is an integral curve of $X_H$, then, from Theorem 4, $\sigma_L = \varrho_1 \circ \sigma$ is an integral curve of $X_L$ and its components $\sigma(t) = (q_0(t), q_1(t), q_2(t), q_3(t), z(t))$ are solutions to the equations (58) and (59) which read as

$$\dot{q}_0(t) = q_1(t) , \quad \dot{q}_1(t) = q_2(t) ,$$

$$\dot{q}_2(t) = q_3(t) , \quad \dot{q}_3(t) = -\frac{1}{\lambda} (\omega^2 q_0(t) + \gamma q_1(t) + (1 + \lambda \gamma^2)q_2(t) + 2\gamma \lambda q_3(t)) ,$$

$$\dot{z} = \frac{1}{2} (q_1(t)^2 - \omega^2 q_0(t)^2 - \lambda q_2(t)^2) - \gamma z(t) .$$

and combining the first four equations we arrive to

$$\frac{d^4 q_0}{dt^4} = -\frac{1}{\lambda} \left( \omega^2 q_0(t) + \gamma \frac{dq_0}{dt} + (1 + \lambda \gamma^2) \frac{d^2 q_0}{dt^2} + 2\gamma \lambda \frac{d^3 q_0}{dt^3} \right) ,$$

which is the Euler-Lagrange equation for the damped Pais-Uhlenbeck oscillator. Observe that, if $\gamma = 0$, we recover the dynamical equation for the usual Pais-Uhlenbeck oscillator (65).

For the Hamiltonian formalism, as $L$ is a regular Lagrangian, Theorem 6 states that there exists a unique vector field $X_H = \text{Leg}_L X_L \in \mathfrak{X}(T^\ast(TQ))$ which is solution to (34), and, hence, it is locally given by

$$X_H = \left( \begin{array}{c} q_1 \frac{\partial}{\partial q_0} - \frac{p^1(t)}{\lambda} \frac{\partial}{\partial q_1} - (\omega^2 q_0 + \gamma p^0) \frac{\partial}{\partial p^0} + (q_1 - p^0 - \gamma p^1) \frac{\partial}{\partial p_1} \\
+ \left( \frac{1}{2} q_1^2 - \omega^2 q_0^2 - \frac{(p^1)^2}{\lambda} \right) - \gamma z \end{array} \right) \frac{\partial}{\partial z} .$$

For its integral curves, Theorem 4 states that if $\sigma_L: \mathbb{R} \rightarrow T^3Q$ is an integral curve of $X_L$ related with an integral curve $\sigma$ of $X_H$, then $\sigma_H = \text{Leg}_L \circ \sigma_L$ is an integral curve of $X_H$. Therefore, if $\sigma_H(t) = (q_0(t), q_1(t), p^0(t), p^1(t), z(t))$, its components are solutions to the equations (58), (60), and (61) (with $q_2(t) = -\frac{p^1(t)}{\lambda}$), which are the standard Hamilton equations for this system.

### 6.2 Integrating factors: the radiating electron

A common technique to model a differential equation in a symplectic setting consists in using an integrating factor [58]. This is a non-vanishing function (or positive-definite matrix) which appears multiplying the ODE in the final Euler-Lagrange equations. When a Lagrangian does not require an integrating factor it is called a universal Lagrangian [17].

We will focus in the case of Lagrangians with the form $\hat{L} = \exp(-\gamma t) l(q_0, q_1^i, \ldots, q_k^i)$. In this case the Euler-Lagrange equations are proportional to $\exp(-\gamma t)$. This is a usual integrating factor when modelling systems with dissipation. It turns out that the ODE described by these
Lagrangians can be obtained in the contact setting by the Lagrangian $L = l(q_i^0, q_i^1, \ldots, q_i^k) - \gamma z$. Indeed, the higher-order Euler–Lagrange equations for the symplectic case \((10)\) are

$$
\sum_{\alpha=0}^{k} (-1)^{\alpha} d_T^\alpha \left( \frac{\partial L}{\partial q_\alpha} \right) = 0 \, ,
$$

which have the same structure as the higher-order contact Euler–Lagrange \((30)\), but changing the operator $d_T$ by $D_L$. For the symplectic case, we have:

$$
d_T(\exp(-\gamma t)f(q_i^0, q_i^1, \ldots, q_i^k)) = \exp(-\gamma t) \left( \sum_{\alpha=0}^{k} q_{\alpha+1}^{\beta} \frac{\partial f}{\partial q_{\alpha}^{\beta}} - \gamma f \right) ;
$$

meanwhile, for the contact case,

$$
D_L f(q_i^0, q_i^1, \ldots, q_i^k) = \sum_{\alpha=0}^{k} q_{\alpha+1}^{\beta} \frac{\partial f}{\partial q_{\alpha}^{\beta}} - \gamma f .
$$

Therefore

$$
\sum_{\alpha=0}^{k} (-1)^{\alpha} d_T^\alpha \left( \frac{\partial L}{\partial q_\alpha} \right) = \exp(-\gamma t) \sum_{\alpha=0}^{k} (-1)^{\alpha} D_L^\alpha \left( \frac{\partial L}{\partial q_\alpha} \right) .
$$

Although both formalisms lead to the same dynamical system, they have different geometric structures. The contact approach directly produces the equations, thus $L$ is a sort of universal Lagrangian for the contact setting. Both uses an auxiliary variable to include dissipation. In the symplectic case, the time is used, leading to a non-autonomous system and cosymplectic geometry. On the contact case, the auxiliary variable is $z$. Cosymplectic structures are the natural description for non-autonomous systems \([31]\), while contact geometry describes action-dependent Lagrangians, in particular some cases of dissipation. For these reasons, we argue that contact geometry is more adequate for this kind of systems.

As an example, consider the motion of an electron in a potential $V(q_i^0)$, using a non-relativistic setting but taking into account electrodynamic reaction forces. It can be modelled by \([11, 65]\)

$$
m\tau^2 \frac{q_i^4 - m\tau q_i^2 + m\tau q_i^2}{16} = -\frac{\partial V}{\partial q_i^0} ; \quad i = 1, 2, 3 ,
$$

where $\tau$ is a non-vanishing real constant. This equation can be obtained with the symplectic formalism from the Lagrangian \([11]\)

$$
L' = -\exp\left( -\frac{4}{\tau} t \right) \left( m\frac{\tau^2}{32} \sum_{i=1}^{3} (q_i^2)^2 + V \right) ,
$$

which uses a non-autonomous integrating factor. It can also be obtained using the higher-order contact formalism presented here from the following second-order regular Lagrangian

$$
L = m\frac{\tau^2}{32} \sum_{i=1}^{3} (q_i^2)^2 + V + \frac{4}{\tau} z .
$$

### 6.3 Singular case: $\gamma az$ term

The standard dissipation term added in a mechanical Lagrangian is $\gamma z$, and it is the one used in the previous examples. In \([36]\) a term proportional to velocity times $z$ is used to obtain a
dissipation quadratic in velocities. Here we consider a term proportional to the acceleration times \( z \).

The configuration space for this system is a 1-dimensional smooth manifold \( Q \) with local coordinate \((q_0)\). Taking natural coordinates in the higher-order tangent bundles over \( Q \), we consider the Lagrangian \( L(q_0,q_1,q_2) = \frac{1}{2}m q_1^2 - V(q_0) - \gamma q_2 z \in C^\infty(T^2Q \times \mathbb{R}); \) where \( m \) is a positive real constant and \( \gamma \) is a real constant with units of time over distance. This is a singular second-order Lagrangian. The corresponding contact Euler-Lagrange equation is

\[
\frac{1}{2} \gamma^2 q_1^2 + 2 \gamma q_1 - \frac{\gamma^2}{m} V + 1 + (1 - \gamma q_1) \frac{\partial V}{\partial q_0} = 0 ,
\]

which is a second-order ODE, although we expect it to be 4th-order. This is due to the degeneracy of the Lagrangian with respect to accelerations (see [37] for an study on order reduction in higher-order symplectic mechanics). Now, we apply the unified formalism for this Lagrangian, showing how to compute it for singular Lagrangians.

The unified formalism takes place on the manifold \( W = T^3Q \times \mathbb{T} Q^* (TQ) \times \mathbb{R} \), with natural coordinates \((q_0, q_1, q_2, q_3, p^0, p^1, z)\). It is the same space as the one from the damped Pais-Uhlenbeck oscillator example, and the reader can look there the geometrical details. Over this manifold, we consider the precontact structure given by \( \eta = dz - p^0 dq_1 - p^1 dq_2 \), and pick as Reeb vector field \( R = \frac{\partial}{\partial z} \). The pullback of \( L \) to \( W \) will be denoted \( \mathcal{L} \), and has the same local expression. The corresponding Hamiltonian is

\[
\mathcal{H} = p^0 q_1 + p^1 q_2 - \frac{1}{2} m q_1^2 + V(q_0) + \gamma q_2 z \in C^\infty(W) .
\]

A generic vector field \( X_{\mathcal{H}} \in \mathfrak{X}(W) \) is locally given by

\[
X_{\mathcal{H}} = f_0 \frac{\partial}{\partial q_0} + f_1 \frac{\partial}{\partial q_1} + f_2 \frac{\partial}{\partial q_2} + f_3 \frac{\partial}{\partial q_3} + G^0 \frac{\partial}{\partial p^0} + G^1 \frac{\partial}{\partial p^1} + g \frac{\partial}{\partial z} .
\]

With these elements, the contact dynamical equations (11) become

\[
\begin{align*}
  f_0 &= q_1 , & f_1 &= q_2 , & g &= (f_0 - q_1)p^0 + (f_1 - q_2)p^1 + \mathcal{L} , \\
  p^1 + \gamma z &= 0 , & G^0 &= -V' - \gamma q_2 p^0 , & G^1 &= m q_1 - p^0 - \gamma q_2 p^1 .
\end{align*}
\]

In (63) we partially recover the holonomy of \( X_{\mathcal{H}} \), and derive that \( g = \mathcal{L} \), as expected. The first equation in (64) is a constraint that define the momentum \( p^1 \). The tangency condition on this constraint leads to the second constraint

\[
-\gamma \mathcal{L} = m q_1 - p^0 - \gamma q_2 p^1 \iff p^0 = \frac{\gamma}{2} m q_1^2 - \gamma V + m q_1 ;
\]

which determines the momentum \( p^0 \). The tangency condition on it,

\[
L(X_{\mathcal{H}}) \left( p^0 - \frac{\gamma}{2} m q_1^2 - \gamma V + m q_1 \right) = 0 ,
\]

results in the Euler-Lagrange equations (62).

With the unified algorithm we recover the Legendre transformation from the constraint algorithm. The Euler-Lagrange equation is derived, but they appear as a constraint on the manifold, not all the holonomy is recovered, and \( F_2 \) and \( F_3 \) are not determined. This is due to the projectability of the Lagrangian to a lower-order tangent bundle. If we impose the whole holonomy, \( F_2 = q_3 \), the tangency condition allows us to determine \( F_3 \),

\[
F_3 = \frac{-m \gamma^2 q_1 q_2^2 - 2 m \gamma q_2^2 + \gamma^2 q_1 q_2 \frac{\partial V}{\partial q_0} + \gamma q_2 \frac{\partial V}{\partial q_0} - (q_1 - \gamma q_1) \frac{\partial^2 V}{\partial q_0^2}}{\frac{1}{2} m \gamma^2 q_1^2 + 2 m \gamma q_1 - \gamma^2 V + m} .
\]

\[\]
7 Conclusion and outlook

The standard Lagrangian formalism for systems described by contact Lagrangian functions of order $k$ takes place in the extended higher-order tangent bundle $T^{2k-1}Q \times \mathbb{R}$. First, we have stated the corresponding variational formulation, which is a generalization of Herglotz’s variational principle for first-order contact Lagrangians, and we obtain the dynamical equations for these kinds of systems. Then, in order to construct the geometric setting for this theory, we need to use the canonical geometric structures of higher-order tangent bundles and the basic ideas of contact mechanics. As a previous relevant step, the concept of total derivative in $TQ$, introduced by Tulczyjew, had to be generalized in $T^{2k-1}Q \times \mathbb{R}$. It is noticed that this extension (which is defined using certain kinds of holonomic vector fields in $T^{2k-1}Q \times \mathbb{R}$) is not canonical because depends on the Lagrangian function $L$. With this operator, we can define a contact (or precontact) structure in $T^{2k-1}Q \times \mathbb{R}$, the contact Lagrangian form (which depends on $L$), and allows us to state the geometric dynamical contact equations of the system. Their solutions must be vector fields which are required to be semisprays of type 1 in that bundle and whose integral curves are holonomic paths which are solutions to the higher-order contact Euler-Lagrange (Herglotz) equations obtained from the higher-order Herglotz variational principle. The requirement that vector fields solution must be holonomic (semisprays of type 1) is a condition for the dynamical equations to be variational. The contact Lagrangian form is also used to define the Legendre map $\text{Leg}: T^{2k-1}Q \times \mathbb{R} \rightarrow T^*(T^{k-1}Q) \times \mathbb{R}$ and then to establish the canonical Hamiltonian formalism for these higher-order contact Lagrangian systems. This formalism is just a standard contact Hamiltonian formalism adapted to the cotangent bundle $T^*(T^{k-1}Q)$.

A simpler and elegant equivalent formulation of the theory is based in using an extension of the unified Lagrangian–Hamiltonian formalism of Skinner and Rusk. In this framework, neither the structures of higher-order tangent bundles, nor the extension of the Tulczyjew total derivative are needed, in principle. In fact, the natural coupling between elements of the bundles $T(T^{k-1}Q) \times \mathbb{R}$ and $T^*(T^{k-1}Q) \times \mathbb{R}$ and the Lagrangian can be used to construct a Hamiltonian function which, together with the natural contact form that $T^*(T^{k-1}Q) \times \mathbb{R}$ is endowed with, allows us to define a precontact Hamiltonian system in the unified bundle $\mathcal{W} = T^{2k-1}Q \times \mathbb{R} T^*(T^{k-1}Q) \times \mathbb{R}$. Being this system singular, the constraint algorithm must be implemented to solve the dynamical equations. Then, if we look for holonomic solutions, the algorithm leads to obtain the complete Legendre map (the momentum coordinates are obtained as constraints), the extension of the total derivative and both the Euler–Lagrange (Herglotz) and the Hamilton equations, thus recovering the standard Lagrangian and Hamiltonian formalisms. It is interesting to point out that, alternatively, we can seek for general solutions (non necessarily holonomic vector fields); then the constraint algorithm fixes only partially the holonomy (up to order $k$) and the Legendre map (giving only the higher-order momenta), and the extended total derivative is then needed to complete the Legendre map, but the rest of the holonomy conditions are then given by the constraint algorithm (see the appendix A).

As a first interesting example we have studied a regular system which comes from extending the Lagrangian of the Pais–Uhlenbeck oscillator which introduces damping in the model. The resulting final (4th-order) dynamical equation incorporates additional terms which are responsible for dissipation and that are proportional, not only to velocity (as it is usual in first-order systems with damping) but also to acceleration and its time-derivative (which sometimes is called “jerk” or ‘jolt’). The second example is a modelling of a radiating electron using a second-order Lagrangian which avoids to introduce the usual “exponential factor” in the standard first-order Lagrangian for the system. A final academic example is a system described by a second order singular Lagrangian with a dissipation term of the type $\gamma az$ which illustrates the behaviour of higher-order singular systems.

The results of this paper open many possibilities for future work. One of the subjects to be
investigated are the symmetries of contact higher-order mechanics; indeed, the usual symplectic case has been offered a lot of interesting results by extending Noether’s theorem [23, 42]. The main difference now is that in the contact setting, symmetries of the system produce dissipated quantities [25, 26, 36]. In addition, the study of the momentum map is also relevant for a better understanding of these systems.

Moreover, we can study the extension to higher-order non-autonomous systems, where we have an explicit dependence on time; so, we would need to extend the notion of contact geometry to obtain a proper geometric setting.

Another line of research is the study of the discrete version of the theory. This has a particular interest since it would provide a method to develop geometric integrators.

Of course, the extension to vakonomic systems and the applications to optimal control theory are also part of our plan of research. Let us recall that some of us have recently obtained a Pontryagin Maximum Principle for contact optimal control theories [27].

Finally, we want to explore the possibility to apply all the results in this paper and the new ones that we could obtain to thermodynamical systems.

A Alternative development of the constraint algorithm in the unified formalism

As we have seen in Section 5.2, in the unified Lagrangian-Hamiltonian formalism the use of the constraint algorithm plays a crucial role. In that Section, after obtaining the compatibility conditions (46) that define the submanifold \( W_0 \) where \( X_H \) exist and are semisprays of type \( k \), the holonomy condition for the vector fields was imposed before analysing the tangency condition. Nevertheless, there is an alternative way to proceed which consists in, instead to impose the holonomy of \( X_H \), to complete the generalized Legendre map using the recursive relations (27) as new constraints to define the submanifold \( W_1 = \text{graph}(\text{Leg}) \leftrightarrow W \). In this way, the definition of the extended Legendre map is a consequence of the constraint algorithm and the relations (27). Then, the vector fields solution to (41) are of the form

\[
X_H = \sum_{\alpha=0}^{k-1} \left( q_{i}^{\alpha+1} \frac{\partial}{\partial q_{i}^{\alpha}} + f_{i}^{\alpha+k} \frac{\partial}{\partial q_{i}^{\alpha+k}} \right) + \left( \frac{\partial L}{\partial q_{i}^{0}} + p_{i}^{0} \frac{\partial L}{\partial z} \right) \frac{\partial}{\partial p_{i}^{0}} + \sum_{r=1}^{k-1} \left( -p_{i}^{r-1} + \frac{\partial L}{\partial q_{i}^{r}} + p_{i}^{r} \frac{\partial L}{\partial z} \right) \frac{\partial}{\partial p_{i}^{r}} + L \frac{\partial}{\partial z}, \quad (\text{on } W_1),
\]

where the functions \( f_{i}^{\alpha+k} \) are still undetermined. The constraint algorithm continues by demanding that \( X_H \) is tangent to \( W_1 \); that is, we have to impose that \( X_H(\xi)|_{W_1} = 0 \), for every constraint
function \( \xi \) defining \( \mathcal{W}_1 \). Thus we obtain the following \( kn \) equations (on \( \mathcal{W}_1 \))

\[
0 = \left( f^j_k - q^j_{k+1} \right) \frac{\partial^2 L}{\partial q^j_k \partial q^i_k},
\]

\[
0 = \left( f^j_{k+1} - q^j_{k+2} \right) \frac{\partial^2 L}{\partial q^j_k \partial q^i_k} - \left( f^j_k - q^j_{k+1} \right) D_L \left( \frac{\partial^2 L}{\partial q^j_k \partial q^i_k} \right),
\]

\[
\vdots
\]

\[
0 = \left( f^j_{2k-2} - q^j_{2k-1} \right) \frac{\partial^2 L}{\partial q^j_k \partial q^i_k} - \sum_{\alpha=0}^{k-3} \left( f^j_{k+\alpha} - q^j_{k+\alpha+1} \right) (\cdots),
\]

\[
0 = (-1)^k \left( f^j_{2k-1} - D_L(q^j_{2k-1}) \right) \frac{\partial^2 L}{\partial q^j_k \partial q^i_k} + \sum_{\alpha=0}^{k} (-1)^\alpha D^2_L \left( \frac{\partial L}{\partial q^\alpha} \right) - \sum_{\alpha=0}^{k-2} \left( f^j_{k+\alpha} - q^j_{k+\alpha+1} \right) (\cdots),
\]

where the terms in brackets \((\cdots)\) contain relations involving partial derivatives of the Lagrangian and applications of \( D_L \). The compatibility of these equations depends on the regularity of the Lagrangian function. In particular:

**Proposition 2** If \( L \in C^\infty(T^k Q \times \mathbb{R}) \) is a regular Lagrangian function, then there exists a unique vector field \( X_{\mathcal{H}} \in \mathfrak{X}(\mathcal{W}) \) on \( \mathcal{W}_1 \), which is a solution to the equation \((\text{H})\), it is tangent to \( \mathcal{W}_1 \), and it is a semispray of type 1 in \( \mathcal{W} \).

**(Proof)** The regularity of the Hessian matrix \( \left( \frac{\partial^2 L}{\partial q^j_k \partial q^i_k} \right) \) at every point allows us to determine all the functions \( f^i_\alpha \) uniquely as the solution to the system of equations \((65)\), which leads to \((\text{H})\) and \((52)\). Therefore, the tangency condition holds for \( X_{\mathcal{H}} \) on \( \mathcal{W}_1 \). Furthermore, the equalities \((51)\) show that \( X_{\mathcal{H}} \) is a holonomic vector field in \( \mathcal{W} \) (see the local expression \((39)\)). ■

**Remark 18** If \( L \) is singular, the system of \( kn \) equations \((65)\) can be compatible or not. Eventually, new constraints can appear and, in the most favourable cases, there is a submanifold \( \mathcal{W}_f \hookrightarrow \mathcal{W}_1 \) (it could be \( \mathcal{W}_f = \mathcal{W}_1 \)) such that there exist vector fields \( X_{\mathcal{H}} \in \mathfrak{X}(\mathcal{W}) \) on \( \mathcal{W}_1 \) and tangent to \( \mathcal{W}_f \), which are solutions to the equations \((\text{H})\) on \( \mathcal{W}_f \). These vector fields are semisprays of order \( k \) but not necessarily holonomic in \( \mathcal{W} \) and, in order to obtain holonomic vector fields solution, the equalities \((51)\) must be imposed “ad hoc”. Therefore, the tangency condition could originate new constraints which define another submanifold \( \mathcal{S}_f \hookrightarrow \mathcal{W}_f \) where there are holonomic vector fields \( \Gamma_{\mathcal{H}} \in \mathfrak{X}(\mathcal{W}) \), defined on \( \mathcal{S}_f \) and tangent to \( \mathcal{S}_f \), which are solutions to the equations \((\text{H})\) on \( \mathcal{S}_f \).
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