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In this paper, through an in-depth study and analysis of dance motion capture algorithms in wearable sensor networks, the extended Kalman filter algorithm and the quaternion method are selected after analysing a variety of commonly used data fusion algorithms and pose solving algorithms. In this paper, a sensor-body coordinate system calibration algorithm based on hand-eye calibration is proposed, which only requires three calibration poses to complete the calibration of the whole-body sensor-body coordinate system. In this paper, joint parameter estimation algorithm based on human joint constraints and limb length estimation algorithm based on closed joint chains are proposed, respectively. The algorithm is an iterative optimization algorithm that divides each iteration into an expectation step and a great likelihood step, and the best convergence value can be found efficiently according to each iteration step. The feature values of each pose action are fed into the algorithm for model learning, which enables the training of the model. The trained model is then tested by combining the collected gesture data with the algorithmic model to recognize and classify the gesture data, observe its recognition accuracy, and continuously optimize the model to achieve accurate recognition of human gesture actions.

1. Introduction

Based on human motion capture and recognition, body-sensitive interactive games have revolutionised the traditional game industry. This kind of somatosensory game completely breaks the bondage of the handle button, using the human motion capture device to capture the gamer’s movement and directly use it as the game’s input to control the game character’s movement [1]. This game method greatly enhances the player’s sense of participation, making the game more realistic and interesting, bringing a new game experience to gamers, and promising to become the future direction of game development. Somatosensory games integrate games and fitness into one, allowing gamers to get fit in entertainment and entertain in fitness, killing two birds with one stone. Motion capture is a technology that uses corresponding sensors to sample the motion data of a target object, record its motion process, and then process the data through a computer to finally achieve functions such as restoration display, classification modelling, or analysis research of the object’s motion [2]. In some cases, motion capture treats the target moving object as a whole and records only its movement trajectory in three-dimensional space, so it is also called motion tracking, while in some special application scenarios, it may need to record extremely complex motion information, such as human facial expressions, swelling changes of objects, and it is usually called performance capture when such tiny and precise expressions need to be captured [3].

With the rapid development of computer technology and the rapid change of peripherals for data acquisition, motion capture technology has become increasingly mature, and many consumer-grade products have been successfully used in military, entertainment, medical, sports, and autonomous driving industries, creating huge production and research value [4]. As a frontier technology with great commercial potential and wide application areas, the technical research of motion capture is of great significance. In this paper, the application scenarios of motion capture are broadly classified into two categories, motion analysis and
device interaction, and are briefly introduced separately. Motion analysis allows one to learn the motion patterns of target objects and use them for analytical modelling. For example, in the field of medical rehabilitation, remote monitoring networks can be established for patients to enhance the monitoring of their behaviour and thus provide timely feedback on medical data; in the field of ergonomics, it can also provide sufficiently accurate human posture data for research [5]; in the field of sports, motion analysis technology can be used to simulate training, record athletes’ movement data and compare them with standard templates to generate corrective information for reference; in the entertainment film and television industry, motion analysis technology can be used to record athletes’ movement data and compare them with standard templates to generate corrective information for reference. In the entertainment film and television industry, motion analysis techniques are used in 3D graphics production to restore the movements of the target object, and lifelike character modelling can be obtained [6]. Along with the development of these posture recognition technologies and the national promotion of the Internet of Things, there is a growing need for such wearable posture recognition devices for many jobs in life. On the one hand, outdoor activities are dangerous, and wearable posture recognition devices can predict some dangerous movements to avoid accidents as much as possible and ensure the safety of workers; on the other hand, through the staff’s long-time posture data collection, analysing their various working postures can effectively improve the work efficiency.

In response to the abovementioned needs in terms of posture recognition, new posture recognition technologies are continuously researched and developed, which improve the vacancy of such technologies, improve people’s work efficiency, and greatly reduce the danger in some work, which is of great significance to the development of society. Human motion capture technology can directly obtain the kinematic data and parameters of the human body, and these parameters can be used to assist in the development and design of prostheses and provide the basis for the debugging of motion control parameters of assisted robots and bipedal humanoid robots. The use of human motion can realize remote control of robots, which is flexible in operation compared with traditional remote-control methods, especially for humanoid robotic arms, and can realize fine and complex manipulation operations. In the field of identification and security, human gait recognition based on human motion capture has become a new biometric identification technology. In personal navigation and positioning, personal positioning and navigation are achieved by continuous measurement of human lower limb movement trajectories. This positioning method does not rely on external signals and is highly covert and can be used in confined environments such as indoors, tunnels, and underground cities.

2. Status of Research

Abhinav Gupta et al. proposed a Bayesian network recognition algorithm combining video data and image data, which combines various factors such as scene, object, action, and object response to enhance the global connectivity of different elements, thus improving the recognition performance of the basic elements [7]. St-Onge proposed an algorithm using the 3D angle of human joints algorithm for pose recognition [8]. By mapping the pose information obtained from the stereo camera to a series of discrete symbols required by the implicit Markov model, the trained results show that this method has a better recognition rate than the traditional methods, especially for the poses that cannot be recognized under the traditional methods [9]. Switonski et al. developed a mobile platform that can be used for human pose recognition, solving the problem of device processing power and energy consumption that exists in mobile devices, with the MECLA Cook efficient evaluation of classification algorithms, while the platform is designed with applications dedicated to body domain networks [10]. Malik et al. combined a human kinematic model based on the Kalman filter to separate gravitational and linear accelerations from accelerometer measurements and use gravitational acceleration estimation to calculate the tilt angle of the limb, which is superior to the low-pass filter-based processing [11]. Due to the linear acceleration, accelerometer-based human motion capture systems are only suitable for stationary or slow-moving situations, and the measurement error increases significantly when the human body is moving vigorously [12]. Also, even without the interference of linear acceleration, the accelerometer can only measure two rotational degrees of freedom and cannot be used for the measurement of the multirotational degree of freedom joints [13].

For inertial motion capture systems, the motion capture accuracy is determined by a combination of factors. First, high accuracy and low latency limb pose measurement is the basis of human motion capture and reconstruction. The pose measurement based on MEMS inertial sensors is not only affected by sensor measurement errors and noise, but also by the linear acceleration of human motion and magnetic interference from the surrounding environment [14]. Therefore, a combination of multisensor fusion algorithms is required to obtain accurate and stable pose measurements. Second, due to the irregularity of the human limb surface, it is difficult to ensure that the measurement coordinate system of the sensor coincides exactly with the limb coordinate system of the human body when the sensor is worn, so the sensor measurement needs to be converted to the human body coordinate system by initialization calibration. If there is an error in the initial calibration of the coordinate system, or if the sensor is shifted relative to the human body during the motion, in this case, even if there is no error in the pose measurement of the MEMS inertial sensor, the human motion capture will be distorted. Finally, in human motion reconstruction, the limb parameters of the captured object need to be determined [15]. If the skeletal length of the captured object is different from that of the virtual 3D human, the motion reconstruction will be distorted, for example, if the foot hangs or wears the ground, or if the limb crosses the torso.

The human body is simplified into a hierarchical chain skeletal model consisting of 15 bones and 14 joints based on
3. Analysis of Dance Motion Capture by the Wearable Sensor Network

3.1. Wearable Sensor Network Design. With the increasing maturity of micromechanical electronic system technology, MEMS inertial sensors have obvious progress in size, weight, and price, but in a short period, MEMS inertial sensors are still difficult to obtain a significant improvement in measurement accuracy and stability. According to the cause and nature of the measurement error of MEMS inertial sensor, it can be divided into deterministic error and random error. Deterministic errors are caused by the manufacturing material and processing process of the sensor, for example, measurement axis nonorthogonal error, scale factor error, and zero-bias error [16]. Said data processing platform includes an intelligent mobile terminal device, a personal computer, and a cloud server, said intelligent mobile terminal device and personal computer being connected to said wearable sensor by wireless communication via said wireless communication module, respectively, and said cloud server being connected to said intelligent mobile terminal device and personal computer by network communication, respectively. Uncertainty errors are random drifts caused by uncertainties, such as ambient temperature and humidity, and these errors are difficult to separate from the measurement signal.

Ideally, the three measurement axes of the sensor are orthogonal to each other. In fact, due to various factors in the processing and manufacturing of the sensor as well as in the installation process, the three measurement axes deviate from the orthogonal coordinate axes, and the mathematical model of the nonorthogonal error of the measurement axes is

\[
\begin{bmatrix}
X_1 \\
Y_1 \\
Z_1
\end{bmatrix} = \begin{bmatrix}
\sin \alpha \cos \gamma & \sin \beta & \cos \gamma \sin \alpha \\
0 & \cos \alpha & \cos \beta \sin \alpha \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
X_0 \\
Y_0 \\
Z_0
\end{bmatrix},
\]

where \(\alpha, \beta,\) and \(\gamma\) are the deviation angles of the \(X\)-axis, \(Y\)-axis, and \(Z\)-axis, respectively. Most of the MEMS inertial sensors on the market today are three-axis integrated or even nine-axis integrated sensors, and the nonorthogonal error of the measurement axes caused by the manufacturing process and installation is almost negligible [17]. The scale factor error is the measurement error caused by the inconsistent sensitivity of each measurement axis, mainly caused by the fact that signal conditioning circuit (amplifier) characteristics of each measurement axis are not the same. The scale factor error matrix is a \(3 \times 3\) diagonal matrix, which ideally should be a unit matrix. The mathematical model of the scale factor error is

\[
\begin{bmatrix}
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\]

where \(s_x, s_y,\) and \(s_z\) are the scale factors corresponding to the three measurement axes, respectively. The zero-bias error is the error caused by the nonzero zero points of the sensor’s analog or A/D conversion circuit, and its mathematical model is

\[
\begin{bmatrix}
X \\
Y \\
Z
\end{bmatrix} = \begin{bmatrix}
X_2 \\
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where \(\mathbf{b}_x, \mathbf{b}_y,\) and \(\mathbf{b}_z\) are the zero-bias errors of the \(X\)-axis, \(Y\)-axis, and \(Z\)-axis, respectively. The measurement of the gyroscope is not easily affected by the external environment (magnetic field) and the motion state of the carrier (stationary, uniform motion, nonuniform motion, etc.), with good dynamic performance and high instantaneous accuracy, which can quickly track and measure the change of carrier attitude. Under the condition that the initial attitude of the carrier is known, the integration of the angular rate output from the gyroscope can get the attitude of the carrier. Due to the zero-bias error and random drift of the gyroscope measurement, the accumulated error will become larger and larger over time, which eventually leads to the dispersion of the attitude measurement. Therefore, using a gyroscope alone for attitude estimation can only obtain a more reliable attitude estimation in a very short period and cannot obtain a long time and high accuracy attitude measurement. The main contribution of this manuscript is the new algorithm.

The transport layer refers to the convergence layer that gets all kinds of body domain network information for preliminary processing and then transmits the data to the server for processing carrier. The server is set up at the remote end as the user’s data centre to classify, process, and store the data. The transmission layer is mainly reflected in the transmission mode of data, which can be built by existing
transmission modes such as base station and Wi-Fi to build a bridge between the aggregation layer and the storage layer.

The storage layer is a brand-new challenge for the development of the body area network so far. With the increasing number of users and network complexity, the amount of data becomes huge. How to efficiently, quickly, and accurately complete the process of storing and processing a huge amount of data is the key to realize the application of today’s body domain network system. At the same time, the process can establish a proprietary electronic data file for users and according to the demand can realize the cloud upload and download function, and thanks to the current rapid development of cloud computing and cloud storage technology, users can realize long-term status monitoring following the body area network monitoring data, which undoubtedly extends the richness of wireless body area network, as shown in Figure 1.

WABAN user-side wireless sensor nodes are roughly divided into three types according to their distribution in the human body, as shown in Figure 1, which are sensor nodes implanted in the human body, sensor nodes distributed on the surface of the human body, and sensor nodes located around the human body closer to the human body [18]. Each type of node accomplishes its monitoring function according to different characteristics, and the sensor nodes implanted in the body mainly include insulin pumps and pacemakers; the sensor nodes distributed on the surface of the human body mainly include body temperature, pulse, and heart rate sensors; the sensors located closer to the human body mainly include inhalation pill temperature measurement sensors and EEG scanners.

Although the principle of the six-sided calibration method is simple, it is difficult to operate in practice. Firstly, we need to use the instrumentation to determine the direction of local gravitational acceleration; secondly, it is difficult to ensure that the positive and negative measurement axes coincide exactly with the direction of gravitational acceleration during the placement of the accelerometer. In the calibration process, a single problem will cause the calibration to fail. This calibration method requires high accuracy of the measurement equipment and is complicated to operate, which is counterproductive if the operation is not standard. To improve the accuracy of calibration experiments, this paper adopts an ellipsoid-based accelerometer calibration algorithm, which is simple to operate and does not require additional equipment. In the stationary state, the linear acceleration of the carrier is zero, and the measurement model of the accelerometer in (4) can be simplified as

$$G_p = \frac{S_a g_b - b_m + v_m}{S_a g_b + b_m - v_m},$$

where $G_p$ is the projection of the gravitational acceleration in the sensor measurement coordinate system, i.e., $g_b = R_{bi} g_c$.

Magnetometer measurements are disturbed not only by their instrumentation errors, but also by the interference of the magnetic field generated by the magnetic material around the carrier. According to the nature of the magnetic field, interference sources can be divided into two categories: hard magnetic interference errors and soft magnetic interference errors. To improve the accuracy and reliability of attitude measurement, the instrumentation error of the magnetometer and the hard and soft magnetic interference errors need to be calibrated and compensated before data fusion. Hard magnetic interference error is the error caused by the magnetometer being disturbed by the magnetic field generated by the magnetic substance on the carrier. This magnetic substance has a relatively high remanence and can produce a fixed magnetic field that is not affected by external magnetic fields and does not change with time and position, such as permanent magnets. Since the strength and direction of the interfering magnetic field remain constant, hard magnetic interference causes a fixed bias in the measurement output of the magnetometer, whose value does not change with time and can be considered as a zero-bias error. The soft magnetic material can be excited by an external magnetic field to produce a magnetic field that varies with the size and direction of the external field. This measurement error caused by the magnetic field generated by the soft iron material magnetized by the external magnetic field is called soft magnetic interference error. In general, we assume that the soft magnetic interference error is linear with the external magnetic field and has no hysteresis, so the soft magnetic error matrix is a $3 \times 3$ symmetric matrices, i.e.,

$$C_{si} = \begin{bmatrix}
\alpha_{11} & 0 & 1 \\
1 & \alpha_{22} & 0 \\
0 & 1 & \alpha_{33}
\end{bmatrix}. \quad (5)$$

Considering the scale factor error, zero-bias error, and hard and soft magnetic interference error, the measurement error model of the magnetometer is

$$B_p = \frac{S_m C_{si} \left( B_h + b_{hi} \right) - b_m + v_m}{b_m - v_m}, \quad (6)$$

where $b_{hi}$ is the hard magnetic interference error.

Most of the data transmission modules on the market today are 4G modules because of the fast data transmission speed and the simplicity and convenience of using AT commands in the software design, but the drawback is the large power consumption. The MT2503 supports GPRS/GSM communication, and the main control board is designed with a SIM card module that can send data to the server to save the processed attitude data. As shown in Figure 2, a 6-pin Micro-SIM package is used in the schematic design to save the PCB footprint.

We can add more sensors, because the more the sensors, the smaller the blind spot. But to deal with the large amount of fuzzy data generated, the corresponding mathematical processing becomes more difficult. The emergence of modern sensor fusion algorithms has just solved the problem of multiple sensor data processing. The purpose of the whole set of equipment is to collect human posture information, to avoid affecting the normal posture of the human body; the size of the circuit board should be designed as small as possible circuit board design into a six-layer board, size 5 * 4 cm, respectively: the top layer, bottom
layer, power layer, ground layer, and two signal layers. Components are placed in the top and bottom layers; three antenna holders are designed in the edge part of the board, while the periphery is as far as possible without digital signal lines; MT2503 chip and peripheral crystal circuit design are in the top layer of the board; SIM card holders are designed in the bottom layer of the board, away from the metal part, to avoid interference in the process of sending data, resulting in the loss of data in the upload.

The accelerometer and gyroscope in the ICM-20948 chip can be activated by triggering the self-test register, and the chip will automatically simulate the external force applied to the accelerometer and gyroscope after the self-test. After the self-test, the output value will change compared to the value without the self-test state. When the self-test function is activated, the sensor will generate an output signal to observe the self-test condition, and the self-test response value is equal to the difference between the
sensor output value with self-test and the output value without self-test. When the self-test response value is within a reasonable range, the self-test will pass; when the self-test response value is outside the specified range, it indicates that the self-test has failed.

3.2. Analysis of Dance Motion Capture Algorithm. Different features are also usually extracted for data with different action types. Usually, signal features can be divided into time-domain features and frequency domain features. Time-domain features are features extracted directly from the sequence of acceleration data. This extraction method is simple and effective, with a small computational effort, and commonly used methods include peak-to-peak values, combined acceleration, and waveform information. Frequency domain features are firstly the Fourier transform of the time-domain signal, and then the features are extracted in the frequency domain [19–21]. The commonly used frequency domain features are FFT transform, wavelet transform, and discrete cosine transform. In the complex motion data of the human body, it is necessary to analyse the features of each action to train and recognize each action.

At the stage of double foot support, when ready to start walking, the body tends to walk forward, the acceleration in the vertical up and down direction and the front and back direction is positive, and the acceleration is increasing; when the body is tilted forward to the maximum, the acceleration also reaches the peak; then the right heel is raised, the right knee is bent, the body is in the right foot movement stage, and the acceleration fluctuates in the vertical direction. Now when the right foot is lifted off the ground, it is in the left foot support phase, and when the body is standing vertically, the acceleration in the vertical direction reaches its maximum, and according to the way the human body walks, it will tend to go left or right in the air, and there will be an acceleration generated in the left and right directions [22–25]. When the right foot hits the ground, it will be in the stage of double foot support again, the left foot starts to lift, and the acceleration fluctuates in the vertical direction; when in the stage of standing on the right leg, the acceleration in the vertical direction is changing and gradually restoring the vertical standing, and the acceleration also reaches the maximum. The acceleration of the walking motion will show such a periodic motion pattern.

Running is a state of motion of walking, and when the speed reaches a certain point, walking becomes running. There are both similarities and differences between them. The similarity is that their gait cycles are the same, and the difference is reflected in the fact that both feet cannot be supported at the same time when running and there is a period of vacating. Running is divided into six cycles: left foot support period, right foot vacating period, swing period, right foot support period, left foot vacating period, and swing period. The change of the motion state of running is like that of walking mentioned above, and the posture angle calculated from the posture sensor verifies this theory. As shown in Figure 3, the posture angle graphs of the two motions have similar trends, but the magnitude of the changes is different, which is not enough to characterize both. Therefore, the identification of these two states is not considered in terms of attitude angle for the time being.

According to a large amount of previous experimental data, human gait motion is mainly low-frequency signals, and the signals generated by running and walking are in the low-frequency band. The amplitude of running is higher than that of walking up and down the stairs, and the amplitude of walking is the lowest. Y-axis acceleration signal amplitude is lower after FFT transformation and cannot be distinguished.

The Gaussian mixture model is a mixture model based on Gaussian distribution, which is equivalent to a weighted average of several Gaussian probability density functions, where each Gaussian density function is a model and the parameters are all independent of each other. When each model has enough data, it can approximate an arbitrary random distribution with high accuracy and can describe the distribution properties of the data. When the random variables satisfy the following probability distributions, they can be called Gaussian mixture models.

\[
P(X, \theta) = \lim_{k \to \infty} \sum_{j=1}^{k} \alpha_j \phi(X, \theta_j)^2,
\]

where \( \alpha \) is the probability that the random variable \( X \) obeys the probability density function and satisfies \( \alpha > 0 \) and \( \phi(X, \theta_j) \) is a Gaussian distribution density function consistent with the parameters \( \theta_j = (\mu_j, \sigma_j^2) \); the probability density function is expressed as

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}.
\]

There is also a dirty data phenomenon that is very easy to appear in the combined data, that is, due to the natural flaws in the acquisition principle of one or more characteristic variables in the data, all or a significant proportion of the data in this dimension have the phenomenon of erroneous data. Under the premise that it cannot be processed or the processing cost is huge, the variable type can be considered to be discarded. For example, in this experiment, the
temperature variable output from the IMU device was discarded because the conditions for controlling the temperature variable were not available, and the effect of this part of the data on the action expression was not investigated. Since IMU devices are often used for navigation purposes such as heading reference, they generally output attitude solving results [26, 27]. However, since inertial devices measure the attitude of a moving object indirectly, the gyroscope sensor measures only the relative angular rate, and since the carrier coordinate system itself is constantly changing with rotation, the relative angle obtained by integrating the gyroscope output cannot be used directly as an expression of the attitude in the inertial system. It can only be used as the update data of the attitude matrix to indirectly solve the attitude expression of the carrier in the inertial system. The sampling frequency of digital devices cannot be increased infinitely, so performing discrete integration operations will make the attitude information contain principal errors, and the accumulation of errors will become more serious as the integration time increases [28, 29]. Since the motion durations studied in this project are relatively short and the accumulation of errors is manageable, it can be approximated that the accuracy of the inertial device output is sufficient to accurately describe a small range of human joint motion, as shown in Figure 4.

The processing of human posture data is also implemented in the software side of the upper computer; after the initialization of the upper computer is completed, the receiver side of the communication module begins to receive human action data, first, the data preprocessing process; after the completion of preprocessing, it should be the first time to determine whether this packet is correct; if the packet is the wrong, data is discarded. The correct data packet will continue to the next step of processing; that is, the sensor data is calculated and fused with the angle value; the angle value is an important reference indicator for the update of the human body model. Before sending the angle value to the human body model, we need to judge the source of the packet and distribute it to the corresponding part of the human body model according to the source of the data and re-point and trace the line according to the angle value to complete the real-time update of the human body model.

4. Results and Discussion

4.1. Wearable Sensor Network Performance Results. First, for the process of wearing the motion capture module, according to the system requirements of each module strapped to the corresponding position of the limb, the sensor is located at the wrist and ankle; confirm the orientation of the sensor to ensure the accuracy of data acquisition; four motion-capture modules wearing is completed to turn on the switch, ready to collect posture data. Then open the upper computer software, and click the button “Connect” button to check whether the human stick model is normal and changes in real time with the limb swing. After the motion capture is completed, click the “Disconnect” button to disconnect the sensor unit from the host software. Finally, the motion capture process is completed and the motion capture effect is viewed. In the experiment, the time delay is defined as the time required for the host software to complete the polling of the four nodes after the motion capture unit data is updated. The test scheme is as follows: set the operation mode of the motion capture unit so that it will send 11 bytes of data immediately after receiving the convergence node command (the length of the motion capture unit data packet is 11 bytes). At the same time, a timer is set in the host computer software to start the timer when polling is started, and the timer is stopped and the time is recorded when 100 polls are completed. The average time delay of the system is 258.79 ms, which can be calculated from the test results in Figure 5.

After the hardware circuit and each subroutine design is completed, the overall test of the motion capture system is carried out, which mainly contains five parts: toolbar, main program interface, solution explorer, output box, and property box, after the software engineering is established and the program is written. The left side of the upper computer interface is the human stick model, and the right side is the function buttons and data display window. After testing, the human stick model can reproduce the action of human limbs waving, and the real time is good, and no obvious time delay can be observed by naked eyes. The buttons on the right side of the window are simple, intuitive, and functionally sensitive, and the data display window shows the data of each sensor in real time. Before the sensor is worn, the inertial sensor is first turned on and placed at rest for a period to complete the calibration of the gyroscope, and then the magnetometer is calibrated by drawing the shape in the air, and the attitude of the sensor is collected at 100 Hz. The inertial sensor is fixed to the corresponding limb using an elastic bandage to ensure that no relative movement occurs during human movement. Once everything is ready, the experimenter follows the prompts to perform three calibration poses in sequence, holding each pose for at least three seconds, as shown in Figure 6.

In Figure 6, the topmost is the pose quadratic curve of the right forearm, the middle is the pose fluctuation curve of the right forearm before filtering, and the bottom is the pose fluctuation wireless of the right forearm after filtering. According to the experimental results, the width of the sliding window is set to \( W = 60 \), and the sliding window average can significantly reduce the effect of arm jitter on the calibration pose segmentation. When the amplitude of the human arm jitter is relatively large, the posture fluctuation threshold can be increased to avoid the phenomenon of misclassification.

However, from the actual implementation results, the effect of dimensionality reduction using the PCA method is not very outstanding, and the recognition accuracy has been reduced to about 93% at only 18% feature dimensionality reduction, which shows that the previously obtained streamlined feature combination is already a more compact form of expression for the intrinsic properties of the data. Such experimental results, although not consistent with the prediction, argue against the rigor and reliability of the feature screening scheme introduced in the previous paper.
4.2. Analysis of Dance Motion Capture Algorithm Results.

Repeating this step over and over, the training set data are all input to the environment for model learning training, if the parameters that match the Gaussian distribution function of each data are classified into the relevant gesture actions when a certain data is an input. Inputting a set of 4 data gestures into the Python environment, because the parameters of each gesture data are different, combined with the previous features of each gesture model, the 4 gestures will be roughly distinguished, and although there is some data overlap, the distribution of the 4 gestures is still different, as shown in Figure 7.

To further verify the accuracy of human motion capture, this experiment uses the single-axis rotational motion of the joint to evaluate it. When the joint does uniaxial rotational motion, the joint angles of the other two axes should be close to zero except for a large change in the joint angle of the motion axis. Due to the influence of muscle involvement during human movement, the joint angles of nonmotor axes also fluctuate in small angles, and the smaller value indicates the higher accuracy of human motion capture. Take the elbow joint extension/flexion motion as an example, the upper arm is kept stationary, and the forearm does extension/flexion round-trip motion around the elbow joint, and try to ensure that the elbow joint does not have internal/external abduction motion and internal/external rotation...
motion during the motion. Figure 8 shows the postures of the upper arm and forearm during the extension/flexion round-trip motion of the elbow joint and the three joint angles of the elbow joint during the extension/flexion round-trip motion.

For the same gesture signal, the random template selection method corresponds to the lowest recognition rate and the ADBA time-series averaged template selection method corresponds to the highest recognition rate. The gesture templates selected by the random template selection method cannot fully reflect all the features of the gestures, and therefore their recognition rates are relatively low. The recognition rate based on the time-series averaged template selection method is much higher than that of the random template selection method and the most similar template selection method. Since the ADBA algorithm can average the gesture sequences in both time and space, its recognition rate is much higher than the other two time-series averaging template selection methods.

To evaluate the human action recognition algorithm proposed in this chapter, 3600 gesture samples were collected, all of which were right-handed gestures. Five experimenters participated in this experiment, three of them were male and the remaining two were female. The average age of the experimenters was 24 years old and they had no upper limb motor disorders. Considering the variability of the experimenter’s gestures in different periods, the experiment was divided into six days for data collection, and each gesture was repeated 10 times in each day of the acquisition experiment. During the gesture signal acquisition, information on the posture, linear acceleration, angular velocity, and accelerometer measurements during the arm movement is collected simultaneously. The calibration algorithm also provides feedback on the calibration quality, which is considered unsuccessful when it exceeds a present threshold and reminds the user to recalibrate. For the human parameter estimation problem, two human parameter estimation methods are proposed in this chapter. The first method uses human joint constraints to estimate joint parameters and limb lengths, and the second method estimates limb lengths by forming a closed joint chain with two different limb ends. The experimental results show that the estimation of human parameters based on the closed joint chain is more accurate. In this chapter, a wearable human motion capture system software and hardware platform are built using nine-axis MEMS inertial sensors and UWB sensors. Experimental results show that the wearable human motion capture system designed in this paper can capture and reconstruct human motion accurately and in real time.

5. Conclusions

The inertial sensor is first calibrated and the calibration parameters are used to compensate for the measurement output of the sensor and reduce the impact of sensor measurement errors on attitude measurement. The attitude estimation algorithm proposed in this paper can be divided into two layers: inner and outer. The inner layer calculates the a priori estimate of the attitude quaternion by integrating the angular velocity of the gyroscope output, and the update frequency of the inner layer can be very high due to the high output frequency of the gyroscope combined with the small computation. The outer layer is an extended Kalman filter based on the error quaternion, which first uses the error quaternion process model and gyroscope measurements to calculate the a priori estimate of the error quaternion and then calculates the posteriori estimate of the error quaternion based on accelerometer and magnetometer measurements. To address the many problems faced by optical motion capture systems, this paper uses wearable sensors to build a low-cost, high-precision, easy-to-wear, and simple-to-operate human motion capture system and uses the motion capture data to realize the recognition of human motion. The experimental results of gesture recognition show that the recognition rate based on gesture motion sequences is much higher than that of gesture acceleration sequences and gesture angular rate sequences, and the template creation method proposed in this chapter is significantly better than other template selection methods, and its user-related recognition rate.
and user-irrelevant recognition rate are 99.2% and 96.9%, respectively. In this paper, the research focuses on human motion capture and recognition based on wearable sensors and proposes a multisensor fusion-based pose and position estimation algorithm, an initialization calibration algorithm, and a template matching-based human motion recognition algorithm and builds a wearable human motion capture system hardware and software platform to verify the effectiveness of the above algorithms. Our existing research is not yet applicable to practice, and later, we further optimize the existing research results so that the model can be used in practice.
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