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Abstract. Optical character recognition (OCR) is a widely used pattern recognition application in numerous domains. There are several feature-rich, general-purpose OCR solutions available for consumers, which can provide moderate to excellent accuracy levels. However, accuracy can diminish with difficult and uncommon document domains. Preprocessing of document images can be used to minimize the effect of domain shift. In this paper, a novel approach is presented for creating a customized preprocessor for a given OCR engine. Unlike the previous OCR agnostic preprocessing techniques, the proposed approach approximates the gradient of a particular OCR engine to train a preprocessor module. Experiments with two datasets and two OCR engines show that the presented preprocessor is able to improve the accuracy of the OCR up to 46\% from the baseline by applying pixel-level manipulations to the document image. The implementation of the proposed method and the enhanced public datasets are available for download\textsuperscript{3}.
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1 Introduction

Optical Character Recognition (OCR) is the process of extracting printed or handwritten text from an image into a computer understandable form. Recent OCR engines based on deep learning have achieved significant improvements in both accuracy, and efficiency\textsuperscript{5}. Thanks to these improvements, several commercial OCR solutions have been developed to automate document handling tasks in various fields, including cloud-based OCR services from big names in cloud technologies. This new generation of OCR solutions come with all the benefits of the Software as a Service (SaaS) delivery model where the consumer does not have to think about the hardware and maintenance.

One drawback of commercial OCR solutions is that they are often general-purpose by design, while different domains may have different document types with unique aberrations and degradations, which can hinder OCR performance.

\textsuperscript{3} https://github.com/paarandika/Gradient-Approx-to-improve-OCR
While it is theoretically possible to either train an open-source OCR or to build a new OCR engine from scratch to accommodate the domain shift, these solutions are not realistic in practice for OCR users in the industry, given the amount of resources required for training and the potential degradation of efficiency. Therefore, the more viable approach is to enhance a commercial OCR solution with pre- or post-processing to improve accuracy.

The output of OCR is a text string and can be post-processed using natural language-based techniques [34] or by leveraging outputs from multiple OCR engines [27]. This is beyond the scope of this work. Instead, we focus on preprocessing to enhance input quality prior to the OCR, which usually occurs in the image domain, though earlier hardware-based preprocessors have worked in the signal domain [36,10]. Image preprocessing for OCR includes image binarization, background elimination, noise removal, illumination correction and correcting geometric deformations, all of which aim to produce a simpler and more uniform image that reduces the burden on the OCR engine [31].

In this work, we propose a preprocessing solution which performs pixel-level manipulations that can be tweaked to accommodate any OCR engine, including commercial ‘unknown-box’ OCRs, in which the components are not open-sourced or known to us. To demonstrate the ability of our preprocessor, we use Point of Sales (POS) receipts, which often have poor printing and ink quality, and therefore renders a challenging task for OCR software [12]. Additionally, we include the VGG synthetic word dataset [14] to establish the generality of our solution. Section 2 discusses existing preprocessing techniques used to improve OCR performance. Section 3 presents our approach to the problem, and Section 4 contains the implementation and evaluation of our method. Section 5 discusses the experiment results, and Section 6 concludes the article with future work.

2 Background

Image binarization, which converts a grayscale image into black and white, is one of the most widely used preprocessing techniques for OCR since the 1980s. Otsu [24] is a popular binarization method, which uses the grayscale histogram to find a threshold value. Object Attribute Thresholding [19] uses grayscale and run-length histograms for unconstrained document images with complex backgrounds. O’Gorman proposed a global thresholding method using local connectivity details [23]. Similarly, a five-step document binarization method [21] focuses on connectivity issues in characters. Sauvola and Pietikäinen proposed an adaptive binarization method [31] which classifies the image into subcomponents and assigns different threshold values to pixels based on the component types. The double thresholding method developed by Chen et al. uses edge information to generate a binary image [4]. Some more recent binarization techniques incorporate deep learning. For example, DeepOtsu [9] applies Convolutional Neural Networks (CNN) iteratively, while Vo et al. [35] adopt a CNN-based hierarchical architecture.
Skeletonization is another popular preprocessing technique \cite{15}, which aims to reduce the dimensions of an object \cite{29}. In the context of characters, skeletonization reduces the stroke thickness to 1-D curves. Similar to binarization, there are several existing methods for Skeletonization \cite{29}, some of which are specifically designed for OCR \cite{15}. Other preprocessing approaches exist in addition to binarization and skeletonization. Bieniecki et al. proposed methods to correct geometrical deformations in document images \cite{2}. An independent component analysis-based method has been developed for handheld images of inscriptions \cite{6}. Harraj and Raissouni combined different image enhancement techniques with Otsu binarization \cite{8}. Deep learning-based Super-Resolution (SR) is employed in \cite{16} and \cite{26}. Sporici et al. presented a CNN-based preprocessing method where convolution kernels are generated using Reinforcement Learning (RL) \cite{33}.

Different preprocessing methods address different shortcomings in incoming images for OCR engines. Binarization and skeletonization focus on creating simpler images, while techniques such as super-resolution attempt to add more details. Geometrical correction methods create uniform characters in shape and orientation. The shared goal of these different methods is to produce output images which the OCR engine is more comfortable or familiar with. However, OCR engines have different underlying architectures and mechanisms, which may lead to different expectations for incoming images or tolerance for various defects. Therefore, we hypothesize that a preprocessor optimized for a given OCR engine would be able to produce a better approximation of the optimal images expected by this specific engine, leading to higher OCR accuracy compared to traditional generic preprocessing methods.

3 Proposed Method

The straightforward way to optimize the parameters of a preprocessor, which manipulates images to approximate the optimal input distribution for the OCR, is to use the optimal input distribution as ground truth. However, such intermediate training data are rarely available. Another way of optimizing the parameters of the preprocessor is by calculating the gradient of the OCR error and propagating it to the preprocessor using the backpropagation algorithm and updating the preprocessor parameters to minimize the error. However, the problem with this approach is that the internal mechanisms of the proprietary OCR engines cannot be accessed. Further, OCR engines may contain non-differentiable components for which gradient computation or estimation may not be possible. Therefore, the OCR engine needs to be treated as an unknown-box in the training pipeline.

Since there is no direct way of calculating the gradient of an unknown-box, to utilize the backpropagation algorithm to train the preprocessor component, the gradient of the error produced by the input needs to be estimated. A popular method for estimating the gradient is using the Score-Function Estimator (SFE) \cite{1} \cite{20}:

\[
\nabla_{\theta} E_{x \sim p_{\theta}}[f(x)] = E_{x \sim p_{\theta}}[f(x) \nabla_{\theta} \log p_{\theta}(x)],
\]

(1)
Algorithm 1: Gradient approximation by NN

input: \( \sigma, S, \{ \text{Training Images, Ground Truths} \} \)

for \( I, p_{gt} \in \{ \text{Training Images, Ground Truths} \} \) do

\[ g = \text{Preprocessor}(I); \]

initialize \( s \) to 0;

while \( s < S \) do

sample \( \epsilon_s \sim \mathcal{N}(0, \sigma) \);

\[ M_s = \mathcal{M}(\text{Approximator}(g + \epsilon_s), \text{OCR}(g + \epsilon_s)); \]

\[ s = s + 1; \]

\[ \min_\phi \sum_s M_s; \]

\[ \min_\psi Q(\text{Approximator}(g), p_{gt}); \]

where \( f(x) \) is the unknown-box function and \( p_\theta \) is the input distribution parameterized by \( \theta \). In RL, (1) was developed into the REINFORCE algorithm [37]. Even though this estimator is unbiased, it can have a high variance, especially in higher dimensions [20]. By re-parameterizing \( x \) as \( x = \theta + \sigma \epsilon \) where \( \epsilon \sim \mathcal{N}(0, I) \), the score function can be written in the following format [30]:

\[
\nabla_\theta \mathbb{E}_{\epsilon \sim \mathcal{N}(0, I)}[f(\theta + \sigma \epsilon)] = \frac{1}{\sigma} \mathbb{E}_{\epsilon \sim \mathcal{N}(0, I)}[f(\theta + \sigma \epsilon) \epsilon].
\]

(2)

In the context of medical image analysis, Nguyen and Ray proposed EDPCNN [22] based on the universal function and gradient approximation property of Neural Networks (NN) [11]. EDPCNN estimates the gradient of a non-differentiable dynamic programming (DP) algorithm by training a NN as an approximation for the DP algorithm and uses the approximated gradients to train the learning-based component in the processing pipeline. During inference, the approximating NN is removed, and only the non-differentiable original function is used. Jacovi et al. also proposed the same method under the name ‘Estinet’ and demonstrated its performance with tasks such as answering ‘greater than or less than’ questions written in natural language [13].

In this work, we use the online algorithm proposed by [22] to estimate the gradient of the OCR component. Our approach is detailed in Algorithm 1 which consists of two loops. In the ‘inner loop’, noise is added to ‘jitter’ the input to the OCR, then the error \( \mathcal{M} \) between OCR and the approximator is accumulated as \( \sum_s M_s \). The ‘outer loop’ optimizes approximator parameters (\( \phi \)) by minimizing the accumulated error \( \sum_s M_s \) and freezing the parameters (\( \psi \)) of the preprocessor. The other minimization in the ‘outer loop’ optimizes the parameters (\( \psi \)) of the preprocessor model while the approximator parameters (\( \phi \)) are frozen. For this second minimization, the error \( Q \) is calculated by comparing the approximator output with the ground truth. Note that it is an alternating optimization between the preprocessor and the approximating NN. In its basic components, this algorithm is similar to the DDPG [18] algorithm in RL.
4 Implementation and Experiments

4.1 Implementation

**NN-based Approximation Method** The overview of the proposed training pipeline based on Algorithm 1 is depicted in Figure 1. The loss function used for optimization of approximator parameters is Connectionist Temporal Classification (CTC) loss, which appears as $M$ in Algorithm 1. In addition, mean square error (MSE) loss is calculated by comparing the preprocessor output with a 2-dimensional tensor of ones: $J_{m \times n}$ where $n$ and $m$ are the dimensions of the input image. In this context, it represents a completely white image. Sum of the CTC loss and the MSE loss is used as the loss function (3) to optimize the preprocessor parameters ($\psi$) in Algorithm 1.

$$Q = CTC(Approximator(g), p_{gt}) + \beta \ast MSE(g, J_{m \times n}).$$ (3)

In (3), $g = Preprocessor(Image)$ and $p_{gt}$ is the associated ground truth text for the input Image. MSE loss component in the loss function nudges the preprocessor to produce a white image. A completely white image implies no output or incorrect output from the approximator, which increases CTC error. We hypothesise that this composite loss function will reduce background clutter while preserving the characters. $\beta$ acts as a hyperparameter to control the effect of MSE loss.

The architecture of the preprocessor component is based on the U-Net architecture. We use the U-Net variation with added batch normalization layers. The number of input and output channels is changed to one since we work with greyscale images. The sigmoid function is used as the final activation function to maintain output values in the range $[0, 1]$. Convolutional Recurrent Neural Network (CRNN) model is used as the approximator to simulate the text recognition of OCR. CRNN model is a simple model, which can avoid gradient vanishing problems when training end-to-end with the preprocessor. An OCR contains different components for text detection, segmentation and recognition. However, CRNN only supports text recognition.
Algorithm 2: Gradient approximation by SFE

Function GetGradients(Image, pgt, σ, n):

\[ g = \text{Preprocessor}(\text{Image}); \]
\[ \text{sample } \epsilon_1, \ldots, \epsilon_n \sim N(0, I); \]
\[ \epsilon_{n+i} = -\epsilon_i \text{ for } i = 1, \ldots, n; \]
\[ L_i = \mathcal{L}(\text{OCR}(g + \sigma \epsilon_i), p_{gt}) \text{ for } i = 1, \ldots, 2n; \]
\[ \text{gradient} = \frac{1}{2n\sigma} \sum_{i=1}^{2n} L_i \epsilon_i; \]

return gradient;

SFE-based Method Since the proposed method is based on gradient estimation, we implement the SFE method (2) in Algorithm 2 that can be viewed as a gradient estimation alternative. Unlike the probability distribution output of CRNN in the NN-based method, OCR outputs a text string. CTC loss is not intended for direct string comparison, and there is no need for a differentiable loss function in SFE; hence, Levenshtein distance [17] is used as the loss function, represented by \( \mathcal{L} \) in Algorithm 2. This loss is similar to (4), an evaluation metric discussed in section 4.2, except for the multiplication by a constant. \( n \) perturbations of \( \epsilon \) are sampled from the normal distribution, and the ‘mirrored sampling’ is used to reduce the variance [30]. The generated 2\( n \) samples are sent to the OCR, and the resulting text is evaluated to produce the final loss. The same U-Net model is utilized as the preprocessor, and an adaptation of (3) is used as the compound loss to optimize it by replacing the CTC loss component with Levenshtein distance. The gradient of the Levenshtein distance component of the compound loss is calculated with Algorithm 2.

4.2 Datasets and Evaluation

Document samples from two different domains are used to evaluate the preprocessor. The dataset referred to as ‘POS dataset’ consists of POS receipt images from three datasets: ICDAR SOIR competition dataset [12], Findit fraud detection dataset [1] and CORD dataset [25]. Since the Findit dataset is not intended as an OCR dataset, ground truth text and word bounding boxes are generated using Google Cloud Vision API in combination with manual corrections. Additionally, it contains a fraction of the ICDAR SOIR competition dataset and the entire CORD dataset. Dataset images are patches extracted from POS receipts resized to have a width of 500 pixels and a maximum of 400 pixels height. The complete POS dataset contains 3676 train, 424 validation and 417 test images with approximately 90k text areas. The dataset referred to as the ‘VGG’ dataset is created by randomly selecting a subset of sample images from the VGG synthetic word dataset [14]. The VGG dataset contains 50k train, 5k validation and 5k test images, each containing a word.

4 https://cloud.google.com/vision/
Two free and opensource OCR engines: Tesseract\textsuperscript{5} a popular well established opensource OCR engine and EasyOCR\textsuperscript{6} a newer opensource OCR engine are used to train the preprocessor. Throughout the study, both OCR engines are treated as unknown-box components. Two metrics are used to measure the OCR performance variation with preprocessing. Since word-level ground truth values are available for both datasets, word-level accuracy is measured by the percentage of words matched with the ground truth. As a character-level measurement, Levenshtein distance \cite{Levenshtein} based Character Error Rate (CER) is used. CER is defined as:

\[ \text{CER} = 100 \times \frac{(i + s + d)}{m}, \]

where \(i\) is the number of insertions, \(s\) is the number of substitutions, and \(d\) is the number of deletions done to the prediction to get the ground truth text. \(m\) is the number of characters in the ground truth. The OCR engine’s performance is measured with original images to establish a baseline, and then the OCR engine is rerun with preprocessed images, and the performance is measured again.

### 4.3 Training Details

A set of preprocessors are trained for fifty epochs according to the Algorithm \cite{Algorithm1}. Learning rates used for preprocessor and approximator are \(5 \times 10^{-5}\) and \(10^{-4}\) respectively. The approximator is pre-trained with the dataset for fifty epochs before inserting it into the training pipeline to avoid the cold-start problem. Adam optimizer is used in both training paradigms. We maintained \(\beta = 1\) in \cite{Algorithm3} and \(S = 2\) in Algorithm \cite{Algorithm1}. \(\sigma\) in Algorithm \cite{Algorithm1} is randomly selected from a uniform distribution containing 0, 0.01, 0.02, 0.03, 0.04 and 0.05. Small standard deviation values for noise are used since the images are represented by tensors in the range \([0.0, 1.0]\). POS dataset images are padded to feed into U-Net. To feed into CRNN, words are cropped using bounding-box values and padded to the size of \(128 \times 32\) pixels. Since each VGG sample only contains a single word, the size of \(128 \times 32\) pixels is used for both components. On average, it took 19 hours to train a preprocessor with an Nvidia RTX 2080 GPU, while EasyOCR was running on a different GPU.

A different set of preprocessors (referred to as SFE-preprocessor here onwards) are trained with Algorithm \cite{Algorithm2} using Adam optimizer and a learning rate of \(5 \times 10^{-5}\). To avoid mirrored gradients cancelling each other at the start, the preprocessor is first trained to output the same image as the input. OCR engine output does not vary much with the perturbations of \(\epsilon\) if the \(\sigma\) is too small. If the \(\sigma\) is too large, every perturbation produces empty text. Both of these scenarios lead to 0 gradients. By trial and error, a constant \(\sigma\) of 0.05 is used. The speed bottleneck of the pipeline is at the OCR. To reduce the training time, \(n = 5\) is used. Similar to the previous training scenario, we maintained \(\beta = 1\) (refer to \cite{Algorithm3}), and the same image processing techniques are used for both datasets.

\textsuperscript{5} https://github.com/tesseract-ocr/tesseract
\textsuperscript{6} https://github.com/JaidedAI/EasyOCR
5 Results and Discussion

Results in Table 1 and Table 2 show that the performances of both OCR engines are improved by preprocessing, and NN approximation-based preprocessors outperform SFE-preprocessors. To some extent, the poor performance of the SFE-preprocessor might be attributed to the small number of perturbations. However, when considering computational time, using large $n$ appears unpragmatic. In both cases, gradient approximation has proved to work, and it appears that the NN approximation-based method handles the image domain better than SFE.

Figure 2 and Figure 3 depict sample output images produced by the NN approximation based preprocessors. It can be observed that shadows, complex backgrounds and noise are suppressed to improve the contrast of the text. This provides a clear advantage to the OCR engine. The bleaching of darker text in images can be the effect of MSE loss. Preprocessors have introduced mutations to the characters’ shapes, which is more significant in the POS dataset than in the VGG dataset. In the POS dataset, characters have gained more fluid and continuous strokes, especially low-resolution characters printed with visible ‘dots’. Additionally, the ‘Tesseract preprocessor’ was able to do some level of skew corrections to the text in VGG images. Based on the accuracy improvements and reduction of CER, it can be concluded that these mutations provide extra guidance in character recognition.

Our approach does not require clean document images as labels. The preprocessor is trained directly with the text output omitting the need for intermediate clean data. Due to the lack of clean ground truth images for our dataset, to compare with learning-based methods, we used pre-trained weights. In Table 3, five binarization methods and one SR method are compared against our preprocessor on the POS dataset. Vo, DeepOtsu and robin are originally trained with high resolutions images. Therefore, to mitigate the effect of low-resolution, POS dataset images are enlarged by a factor of 2 before binarization and reduced back to the original size before presenting to the OCR engine. Similarly, with SR method, the images are enlarged by a factor of 2 and presented the same enlarged images to the OCR. According to the results, our method has outperformed all six methods compared. Sauvola, robin, DeepOtsu and SR methods were able to increase the Tesseract accuracy, and the SR method shows the largest improvement. With robin, CER has increased despite the slight accuracy gain. Only the SR method improved EasyOCR accuracy. Furthermore, severe loss of details can be observed in the outputs produced by these methods (Figure 4).

To test the effect of individualized preprocessing, preprocessors trained for one OCR engine is tested with a different OCR engine (Table 4). After the pre-
Table 1. Accuracy and CER before and after proposed NN approximation-based pre-processing.

| OCR used for training and testing | Dataset | Without preprocessing | With preprocessing | Accuracy gain | CER reduction |
|----------------------------------|---------|----------------------|-------------------|---------------|---------------|
| Tesseract                        | POS     | 54.51%               | 83.36%            | 28.86%        | 17.66%        |
| Tesseract                        | VGG     | 18.52%               | 64.94%            | 46.42%        | 49.70%        |
| EasyOCR                          | POS     | 29.60%               | 67.97%            | 38.37%        | 27.81%        |
| EasyOCR                          | VGG     | 44.80%               | 57.48%            | 12.68%        | 9.75%         |

Table 2. Proposed NN approximation-based vs. SFE-based preprocessors.

| OCR used for training and testing | Dataset | NN-based preprocessing | SFE-based preprocessing | Accuracy gain | CER reduction |
|----------------------------------|---------|-----------------------|-------------------------|---------------|---------------|
| Tesseract                        | POS     | 83.36%                | 69.17%                  | 16.62%        |
| Tesseract                        | VGG     | 64.94%                | 27.76%                  | 52.98%        |
| EasyOCR                          | POS     | 67.97%                | 46.63%                  | 28.13%        |
| EasyOCR                          | VGG     | 57.48%                | 47.02%                  | 24.69%        |

Table 3. OCR engine accuracy on POS dataset: comparison with other preprocessing methods.

| Preprocessing Method | Tesseract Accuracy | Tesseract CER | EasyOCR Accuracy | EasyOCR CER |
|----------------------|--------------------|---------------|------------------|-------------|
| OCR (no preprocessing) | 54.51%            | 26.33%        | 29.69%           | 42.27%      |
| Otsu [24]            | 50.98%            | 29.84%        | 16.96%           | 52.30%      |
| Sauvola [31]         | 55.39%            | 25.20%        | 20.19%           | 48.49%      |
| Vo [35]              | 51.72%            | 31.81%        | 21.95%           | 50.07%      |
| robin                | 57.18%            | 28.45%        | 27.59%           | 43.55%      |
| DeepOtsu [9]         | 62.47%            | 21.88%        | 26.33%           | 42.63%      |
| SR [26]              | 67.13%            | 15.90%        | 37.51%           | 31.11%      |
| Ours                 | **83.36%**        | **8.68%**     | **67.97%**       | **16.46%**  |

Table 4. OCR accuracy when trained and tested with different engines.

| Dataset | OCR used for training | OCR used for testing | Test accuracy | Test CER |
|---------|-----------------------|----------------------|---------------|----------|
| POS dataset | Tesseract | EasyOCR        | 40.44%        | 31.28%   |
| VGG dataset | Tesseract | EasyOCR        | 47.14%        | 21.77%   |
| POS dataset | EasyOCR        | Tesseract        | 60.94%        | 21.81%   |
| VGG dataset | EasyOCR        | Tesseract        | 21.64%        | 51.96%   |
Fig. 2. Sample inputs and outputs from the VGG test dataset. Column 1: input images, Column 2: image output produced by the model trained with Tesseract, Column 3: image output produced by the model trained with EasyOCR.

processing, the OCR engine yields better accuracy than the baseline in the test. However, the accuracy gain is lower than the accuracy obtained by the same OCR engine the preprocessor has trained with. Therefore, it is reasonable to assume that preprocessing has added OCR engine specific artifacts or mutations to the image to improve recognition. This behaviour confirms that different OCR engines expect inputs to be optimized differently, thus individualized preprocessing serves better than generic preprocessing. Additionally, Figure 5 shows that the CRNN model has been able to well approximate the recognition capability of the OCR with different dataset sizes. However, given that the CRNN model can only recognize text but does not have text detection capabilities, it cannot fully replace the OCR engine.

6 Conclusion

In this study, we have proposed a novel method to create an individualized preprocessor to improve the accuracy of existing OCR solutions. Two different approaches to the proposed method were tested. One of them, the NN approximation-based training pipeline, was able to improve the performance of two OCR engines on two different datasets, which demonstrates the power and versatility of the proposed preprocessing method based on gradient approximation for OCR tasks. The recognized downside of this approach is the
Fig. 3. Slightly cropped sample inputs and outputs from the POS test dataset. Column one contains the sample input images. Columns two and three contain outputs produced by the proposed NN-based method trained with Tesseract and EasyOCR, respectively.
Fig. 4. Cropped input (POS test dataset) and output images from methods considered in Table 3 and our models. The images in three columns have average CER reductions of 6.5, 61 and 73.5, respectively, from left to right. CER is based on our NN-based models.
Fig. 5. The test set accuracy of OCR engine and CRNN model with different training sizes of VGG dataset. Tesseract accuracy without preprocessing is added for reference.

added complexity in the training regimen and the increased number of hyperparameters, and the need for ground truth text with bounding boxes. Different approximation models can be considered to reduce the need for text bounding boxes in the ground truth as future work. Furthermore, different preprocessor architectures can be investigated in the same setting to see if they yield better results.
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