SOLVING PARABOLIC MOVING INTERFACE PROBLEMS WITH DYNAMICAL IMMERSED SPACES ON UNFITTED MESHES: FULLY DISCRETE ANALYSIS
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Abstract. Immersed finite element (IFE) methods are a group of long-existing numerical methods for solving interface problems on unfitted meshes. A core argument of the methods is to avoid mesh regeneration procedure when solving moving interface problems. Despite the various applications in moving interface problems, a complete theoretical study on the convergence behavior is still missing. This research is devoted to close the gap between numerical experiments and theory. We present the first fully discrete analysis including the stability and optimal error estimates for a backward Euler IFE method for solving parabolic moving interface problems. Numerical results are also presented to validate the analysis.
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1. Introduction. Interface problems raise from various models that involve multiple materials with different chemical or physical properties. In these models, the interface geometry itself may involve certain dynamics, i.e., the whole or portion of the interface evolve. Let \( \Omega \subseteq \mathbb{R}^2 \) be a fixed domain and let \( \Gamma(t) \) be an evolving interface curve partitioning \( \Omega \) into two subdomains \( \Omega^-(t) \) and \( \Omega^+(t) \) on a time interval \([0, T]\). Suppose there is certain velocity field \( \mathcal{V}(X,t) \) guiding the movement of the interface curve, i.e.,

\[
\frac{dX}{dt} = \mathcal{V}(X,t) \quad X \in \Gamma(t).
\]

We further let \( \beta \) be a piecewise constant function such that

\[
\beta(X,t) = \begin{cases} 
\beta^- & \text{for } X \in \Omega^-(t), \\
\beta^+ & \text{for } X \in \Omega^+(t), 
\end{cases}
\]

which is associated with some physical or chemical properties of the materials occupying each subdomain. In this article, we consider the following parabolic interface model

\[
\begin{align*}
\partial_t u - \nabla \cdot (\beta \nabla u) &= f, \quad \text{in } \Omega = \Omega^- \cup \Omega^+, \quad t \in [0, T], \\
u(\cdot, t) &= 0, \quad \text{on } \partial \Omega, \quad t \in [0, T], \\
u(\cdot, 0) &= u_0, \quad \text{in } \Omega = \Omega^- \cup \Omega^+.
\end{align*}
\]

The following jump conditions are imposed on the interface \( \Gamma(t) \):

\[
\begin{align*}
[u]_{\Gamma(t)} := u^-|_{\Gamma(t)} - u^+|_{\Gamma(t)} &= 0, \quad t \in [0, T], \\
[\beta \nabla u \cdot n]_{\Gamma(t)} := \beta^- \nabla u^- \cdot n|_{\Gamma(t)} - \beta^+ \nabla u^+ \cdot n|_{\Gamma(t)} &= 0, \quad t \in [0, T],
\end{align*}
\]

in which \( n \) is the unit normal vector to \( \Gamma(t) \). Here we only discuss the homogeneous jump conditions in the analysis, and the non-homogeneous jumps can be simply handled by the enriched functions as discussed by Babuška et al in [1]. The parabolic interface model in (1.1) and (1.2) widely appear in many applications. A well-known example is the Stefan problem [5, 12] to model solidification process where \( u \) represents the temperature and the velocity \( \mathcal{V} \) is computed by the flux of temperature across the interface. It also appears in the Burton-Cabrera-Frank-type model for epitaxial growth of thin films [11] where \( u \) denotes the adatom density and the velocity \( \mathcal{V} \) depends on the flux of adatom density across the interface. Another example can be found in using shape optimization methodology to reconstruct inclusions governed by heat equations [27]. In this case, the velocity is associated with the direction that shape functional has the greatest descent rate, and computed though adjoint equations.

It is well-known that moving interface problems may cause challenges to simulation since the modeling domain itself is evolving. If traditional finite element methods are applied, meshes have to be generated to fit the interface, and thus have to be moving or regenerated according to interface movement; otherwise the accuracy of the numerical solutions can be destroyed [8]. The general principal is to reduce the frequency of completely remeshing procedure as much as possible, since remeshing could be troublesome, time-consuming and introduce projection or interpolation...
errors. There have been many moving mesh methods proposed in the literature such as the early researches [34] by Winslow based on solving elliptic-type PDEs to generate mapping for mesh generation and [51] based on time-space formulation. Another typical example is the so called arbitrary Lagrangian-Eulerian (ALE) method [33, 34] to solve fluid-structure-interaction (FSI) problems. In addition, we also refer readers to moving mesh methods based on Harmonic mappings [16, 29] applied to diffusive interface models.

Alternatively, in order to completely remove the burden of mesh moving or remeshing procedure in the computation, numerical methods based on interface-independent unfitted meshes have evoked a lot of interests among many researchers in the past decades. To handle interface-cutting elements, a group of methods enforce the jump conditions in the computation scheme such as the immersed interface methods (IIM) [37, 40] based on the finite difference framework, and CutFEM [10, 31] and fictitious domain methods [52] based on the finite element (FE) framework. In the context of FE methods (FEM), another group of methods attempt to use some specially designed shape functions to incorporate the jump information such as generalized FEM [7], multiscale FEM (MsFEM) [15], extended FEM (XFEM) [17] and immersed finite element (IFE) method to be discussed in this article.

It is important to note that the theoretical analysis has been extensively studied for all these unfitted mesh methods on stationary interface problems, but the theoretical work on moving interface problems is rather limited in the literature. When interface evolves, an extra obstacle stems from the variation of approximation spaces and computation schemes in dynamics. For moving mesh methods, the analysis is based on the mesh-generation mapping between the fixed reference domain and the evolving physical domain, see [32] and particularly [22, 34] for interface problems. But this strategy is not suitable for unfitted mesh methods since the dynamics of approximation spaces is independent of the mesh. To address this issue, in [36] the authors considered a space-time discontinuous Galerkin method based on XFEM but only suboptimal convergence with respect to time can be obtained. The author in [55] studied a backward Euler XFEM but the analysis approach depends on certain strong assumptions on the interpolation operators, see (12)-(15) in that article.

The core idea of IFE methods is to use piecewise polynomials on interface elements to capture the jump behavior of the exact solutions. IFE methods are especially attractive for moving interface problems not only because they can be used on unfitted meshes but also the IFE spaces are isomorphic to the standard FE spaces defined on the same mesh, namely the degrees of freedom also keep unchanged in dynamics. Since the IFE method was first introduced in [41], it has been applied to solve various moving interface problems. For instance, the authors in [2, 3] developed the IFE method for incompressible interfacial flows governed by Stokes equations and applied it to simulate drop behavior in shear and extensional flow. The authors in [4] investigated the IFE method for acoustic wave propagation problems where the simulation is conducted for an air bubble moving in water. A simulation for a moving object by IFE methods in electromagnetic field was conducted in [9]. An IFE-based shape optimization method for geometric inverse problems was proposed in [25]. As far as we know, the numerical exploration for convergence behavior, without an error analysis, can be only found in [28, 43] for parabolic interface problems. Despite these applications and numerical exploration, the theoretical analysis still remains open.

Roughly speaking, the key difficulty in the analysis of IFE methods comes from the insufficient regularity of IFE functions including the kink across interface and discontinuities across interface edges. Namely the local IFE spaces on interface elements are only in $H^1$, and the global IFE space is not even $H^1$-conforming which all are weaker than the standard FE spaces. Thus many critical results such as trace/inverse inequalities and interpolation/projection errors can not be proved by standard techniques. For static interface problems (no time), a series of articles have built a systematic analysis framework [1, 24, 42, 44] which can establish those inequalities and estimates for IFE functions. These results are then employed in [45, 46] to analyze the IFE methods for time-dependent problems but with the stationary interface. However there is still a gap between the analysis for stationary and unstationary interface problems due to the discontinuities of IFE spaces not only in spatial direction but also the temporal direction.

Thanks to the isomorphism between the IFE and FE spaces, we are able to construct a uniform weak form throughout the dynamics and restrict all the variations only to the IFE spaces. This idea motivates us to reconsider the discontinuities of IFE spaces along the temporal direction from the perspective of time stepping discontinuous Galerkin method [20], and thus recast the time stepping IFE scheme into the framework of time-dependent adaptive methods [18, 19]. The isomorphism also enables us to show that the IFE spaces share some nice properties of their FE images such as the trace inequality which is non-trivial since the IFE spaces are not $H^1$-conforming. By these preparation we present the first fully discrete optimal error estimates for a backward Euler IFE method solving the parabolic interface model (1.2).

This article consists of five additional sections. In the next section, we set up some basic notations and assumptions. In Section 3, we recall the IFE spatial discretization and develop the backward Euler method. In Section 4 we prepare some fundamental estimates. The fully discrete error estimates are presented in Section 5. Some numerical experiments are shown in the last section to validate the analysis.
2. Notations and Assumptions. Throughout this article, we let $\mathcal{T}_h$ be a family of shape regular and quasi-uniform triangular partition of $\Omega$ which is independent of the evolving interface $\Gamma(t)$. For each $T \in \mathcal{T}_h$, we let $h_T$ be its diameter and define $h = \max_{T \in \mathcal{T}_h} h_T$ as the mesh size. Also we let $\mathcal{E}_h$, $\mathcal{E}_h^i$ and $\mathcal{N}_h$ be the collection of edges, interior edges and mesh nodes, respectively. We denote all the elements intersecting with $\Gamma(t)$ by $\mathcal{T}_h^i(t)$, i.e., the collection of interface elements. Similarly, we define the collection of interface edges as $\mathcal{E}_h^i(t)$. We emphasize that these linear approximation $\Gamma_h(t)$ of interface elements. Similarly, we define the collection of interface edges as $\mathcal{E}_h^i(t)$. We denote all the elements intersecting with $\Gamma(t)$ by $\mathcal{T}_h^i(t)$, i.e., the collection of interface elements. Similarly, we define the collection of interface edges as $\mathcal{E}_h^i(t)$. We define the split Hilbert space $H^k(\omega)$ as the standard Hilbert space with the norm $\| \cdot \|_{H^k(\omega)}$, and define the time-dependent Bochner space $H^1(0,T;H^k(\omega))$ with the norm $\| \cdot \|_{H^1(0,T;H^k(\omega))}$. If $|\omega \cap \Gamma| \neq 0$, we let $\omega^\pm = \Omega^\pm \cap \omega$, define the split Hilbert space $H^k(\omega^- \cup \omega^+)$ and $H^k(\omega^- \cup \omega^+, t) = \{ v : v \in H^k(\omega^\pm(t)) \}$ and further define the space involving the jump conditions:

$$
\tilde{H}^k(\omega, t) = \{ v \in H^k(\omega^\pm(t)) : \left[ v \right]_{\Gamma(t)} = 0, \left[ \beta \nabla v \cdot n \right]_{\Gamma(t)} = 0 \}
$$

(2.1)

where we assume $k > 3/2$ such that the traces are well-defined, and there clearly holds $\tilde{H}^k(\omega) \subseteq H^1(\omega) \cap H^k(\omega^- \cup \omega^+)$. Note that the two spaces above are all time-dependent due to $\Gamma(t)$, but we shall drop $t$ if there is no cause of confusion. Then the norms associated with $\tilde{H}^k(\omega)$ and $H(\omega^- \cup \omega^+)$ are understood as $\| \cdot \|_{\tilde{H}^k(\omega)} = \| \cdot \|_{H^1(\omega)} + \| \cdot \|_{H^k(\omega^- \cup \omega^+)}$. We also denote $H^k_0(\omega)$, $H^k_0(\omega^- \cup \omega^+)$ and $\tilde{H}^k_0(\omega)$ as the subspaces with zero trace on $\partial \omega$. Furthermore, on the mesh $\mathcal{T}_h$, we define a underlying space containing all the approximation spaces considered in this article

$$
W_h = \{ v_h \in L^2(\Omega) : v_h|_T \in H^1(T) \forall T \in \mathcal{T}_h \text{ and } v_h \text{ is continuous at each } X \in \mathcal{N}_h, v_h|_{\partial \Omega} = 0, \nabla v_h \cdot n \text{ is well-defined on each } e \in \mathcal{E}_h \text{ and belong to } L^2(e) \}.
$$

Furthermore we define $\mathbb{P}_k(\omega)$ as the polynomial space with the degree not greater than $k$ where $k$ is any non-negative integer. We also define $\langle \cdot, \cdot \rangle_{L^2(\omega)}$ as the standard $L^2$ inner product on $\omega$.

At each $t \in [0,T]$, we assume $\Gamma(t)$ is a sufficiently smooth simple Jordan curve, namely it does not intersect itself. For simplicity, we also assume $\Gamma(t)$ does not touch the boundary. Furthermore we assume the interface only intersects an element $T$ with exactly two points locating on different edges as shown in Figure 2. This assumption is widely used for many unfitted mesh methods on stationary interface problems, see [10, 23, 37] and the reference therein. We then connect all these intersection points to form a polyline $\Gamma_h(t)$ as the linear approximation to $\Gamma(t)$ shown in Figure 1. An alternative way to construct $\Gamma_h(t)$ employs the level-set method [47] with piecewise linear elements. Namely, for a level-set representation $\varphi(t)$ of $\Gamma(t)$, we let $\varphi_h(t)$ be its continuous piecewise linear approximation computed by some algorithm, and then define $\Gamma_h(t)$ as the zero level-set of $\varphi_h(t)$. Here $\Gamma_h(t)$ exactly satisfies the assumption above since the $\varphi_h(t)$ is piecewise linear; but the intersection points of $\Gamma_h(t)$ are in general different from those of $\Gamma(t)$. We emphasize that these linear approximation $\Gamma_h(t)$ have $O(h^2)$ geometric accuracy to the original interface $\Gamma(t)$ which is sufficient for the linear finite element method considered in this article. As for higher order methods, a higher order geometric approximation is needed and we refer readers to [38] for more details. IFE methods can be also applied to solve stationary interface problems with arbitrary high order accuracy [24].
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To end this section, we recall the Reynolds Transport Theorem [48] in the context of fluid dynamics (a similar one referred as shape derivative formula can be found in the context of shape calculus, see (2.168) in [50]). Suppose the...
velocity \( V(t) \) is sufficiently smooth on \( \Gamma \), then given any differentiable functional defined in terms of integral on \( \Omega^\pm \)

\[
J^\pm(t) = \int_{\Omega^\pm(t)} j(t, X) dX
\]

its temporal derivative with respect to the \( V \) direction can be calculated by

\[
\frac{d}{dt} J^\pm(t) = \int_{\Omega^\pm(t)} \partial_t j(t, X) dX + \int_{\Gamma(t)} j V \cdot n ds,
\]

where \( n \) is the norm vector to \( \Gamma \) and outward to to \( \Omega^\pm \).

3. IFE Discretization. In this section, we first describe a linear IFE method for the spatial approximation, and then present a backward Euler method for the temporal approximation.

3.1. Spatial Discretization. The core of IFE methods is the so called IFE functions to approximate the jump conditions. At each \( t \), let’s define \( \Gamma_h(t) = \Gamma_h(t) \cap T \) for every interface element \( T \in T_h(t) \) which is simply the segment connecting the intersection points shown in Figure 2, and without causing any confusion we let \( \Gamma_h(t) \) divide \( T \) into \( T^\pm(t) \). Then on each interface element \( T \in T_h(t) \) with the vertices \( A_j, \) \( j = 1, 2, 3 \), the linear IFE space consists of piecewise linear polynomials such that they satisfy the jump conditions on \( \Gamma_h(t) \), namely

\[
S_{h,T}(t) = \{ v_h : v_h|_{T^\pm} \in P_1(T^\pm), \; |v_h|_{\Gamma_h^+(t)} = 0, \; [\beta \nabla v_h \cdot n]|_{\Gamma_h^+(t)} = 0 \} \\
= \text{Span}\{ \psi_{1,T}, \psi_{2,T}, \psi_{3,T} \}
\]

where \( n \) is the normal vector to \( \Gamma_h^+(t) \), and \( \psi_{i,T}, i = 1, 2, 3 \) are the Lagrange-type shape functions satisfying

\[
\psi_{i,T}(A_j) = \delta_{ij}, \quad i, j = 1, 2, 3.
\]

The unisolvence of these shape functions is guaranteed regardless of interface location and \( \beta^\pm \), and we refer interested readers to Theorem 5.3 of \cite{23} for more details. On all the non-interface elements, the local IFE spaces are simply linear polynomial spaces, i.e., \( S_h(T) = P_1(T) \). We note that these local IFE spaces vary in dynamics since the interface is evolving. We define the global IFE space

\[
S_h(t) = \{ v_h \in L^2(\Omega) : v_h|_T \in S_{h,T}(t) \; \forall T \in T_h \; v_h \text{ is continuous at } X \in N_h \text{ and } v_h|_{\partial \Omega} = 0 \}.
\]

Clearly we have \( S_{h,T}(t) \subseteq \mathcal{H}^1(T) \) but \( S_h(t) \) is not \( \mathcal{H}^1 \) conforming i.e., \( S_h(t) \not\subseteq \mathcal{H}^1(\Omega) \) because IFE functions may not be continuous across interface edges. We note that the global IFE space in (3.3) is isomorphic to the standard continuous piecewise linear FE space denoted by \( S_h \). To see this, let’s define the standard nodal interpolation operator

\[
I_h(t) : W_h \longrightarrow S_h(t) \text{ such that } I_h(t)v_h(X) = v_h(X) \; \forall X \in N_h.
\]

Here we note that \( I_h(t) \) is time-dependent purely because its range \( S_h(t) \) depends on time, but the manner of the definition itself keeps unchanged. We also define the local interpolation \( I_{h,T} = I_h|_T \). Since \( \tilde{S}_h \subseteq W_h \), we have \( I_h(t) \) restricted on \( \tilde{S}_h \) exactly gives the isomorphism between these two spaces. For example, we plot an IFE function in \( S_h \) in Figure 3a and its isomorphic image in \( \tilde{S}_h \) in Figure 3b. Besides, comparing these two functions, we can clearly see that the IFE function can capture details much better across the interface while the FE function just loses interface information, but away from the interface they are exactly the same. Zooming in the function in Figure 3a we can see the slight discontinuities on some interface edges in Figure 3c. Moreover it has been proved that the IFE functions/spaces share many nice properties similar to the standard FE functions such as optimal approximation capabilities, trace/inverse inequalities and uniform bounds. These properties are presented in a series of articles \cite{23, 39, 44}. For readers’ sake, we shall recall these results here since they will be used for the analysis later.

**Theorem 3.1.** There exists a constant \( C \) such that for every interface \( \Gamma(t) \) and interface element \( T \)

\[
\begin{align}
|u - I_h u|_{L^2(\Omega)} + h|u - I_h u|_{H^1(\Omega)} &\leq Ch^2|u|_{H^2(\Omega)} \; \forall u \in \tilde{H}^2(\Omega), \\
|\nabla v_h|_{L^2(\Omega)} &\leq Ch^{-1}|v_h|_{L^2(\Omega)} \; \forall v_h \in S_h(T), \\
|\nabla v_h|_{L^2(e)} &\leq Ch^{-1/2}|\nabla v_h|_{L^2(\Omega)} \; \forall v_h \in S_h(T), \\
|\psi_{i,T}|_{W^{J,\infty}(T)} &\leq Ch^{-2}, \quad j = 0, 1, \; i = 1, 2, 3.
\end{align}
\]
However since the IFE functions loss the global continuity, the simple continuous Galerkin scheme yields the suboptimal convergence [44]. To address this issue, the authors in [44] added interior penalties on edges to handle the discontinuities. To describe the scheme, we define a symmetric bilinear form $a_h(\cdot, \cdot) : W_h \times W_h \rightarrow \mathbb{R}$ such that

$$
(3.6) \quad a_h(v_h, w_h) := \int_{\Omega} \beta \nabla v_h \cdot \nabla w_h \, dX - \sum_{e \in \mathcal{E}_h} \int_{e} \{ \beta \nabla v_h \cdot \mathbf{n} \}_e [w_h]_e \, ds - \sum_{e \in \mathcal{E}_h} \int_{e} \{ \beta \nabla w_h \cdot \mathbf{n} \}_e [v_h]_e \, ds + \sum_{e \in \mathcal{E}_h} \frac{\sigma_0}{|e|} \int_{e} [v_h]_e [w_h]_e \, ds
$$

where $\sigma_0 = \sigma \tau^{-1}$ is the stability parameter large enough with $\tau$ being the step size specified later, and

$$
(3.7) \quad \{ \beta \nabla v \cdot \mathbf{n} \}_e = \frac{1}{2} (\beta \nabla v|_{T_1} \cdot \mathbf{n} + \beta \nabla v|_{T_2} \cdot \mathbf{n}), \quad [v]_e = v|_{T_1} - v|_{T_2}
$$

with $T_1$ and $T_2$ being the neighbor elements of $e \in \mathcal{E}_h$. Note that $\sigma_0 = \sigma \tau^{-1}$ is so called the super-penalty also used in [55]. Then the semi-discrete IFE scheme to the parabolic interface problem (1.2) is to find $u_h(\cdot, t) \in S_h(t)$ at each $t$ such that

$$
(3.8) \quad (\partial_t u_h, v_h)_{L^2(\Omega)} + a_h(u_h, v_h) = (f, v_h)_{L^2(\Omega)}, \quad \forall v_h \in S_h(t).
$$

We note that (3.6) shares the same format as the symmetric interior penalty discontinuous Galerkin method [6, 49]. But it is essentially not a discontinuous Galerkin method since the degrees of freedom of test and trial spaces (the IFE spaces) are as the same as the continuous piecewise linear finite element spaces, i.e., the isomorphism. Furthermore we highlight that $a_h(\cdot, \cdot)$ only needs to operate on the IFE spaces $S_h(t) \subseteq W_h$, then all the penalties on non-interface edges vanish and only those on interface edges $\mathcal{E}_h^i(t)$ are non-zero due to the discontinuities. Namely $\forall v_h, w_h \in S_h(t)$ there holds

$$
(3.9) \quad a_h(v_h, w_h; t) = a_h(v_h, w_h) = \int_{\Omega} \beta \nabla v_h \cdot \nabla w_h \, dX - \sum_{e \in \mathcal{E}_h^i(t)} \int_{e} \{ \beta \nabla v_h \cdot \mathbf{n} \}_e [w_h]_e \, ds
$$

which exactly reduces to the bilinear form of the so called partially penalized IFE (PPIFE) method introduced in [26, 44] for the elliptic interface problems and [46] for the parabolic interface problem but with the stationary interface. Actually since the bilinear form $a_h$ is only used on the IFE spaces, essentially only (3.9) is required in computation. But here we prefer (3.6) in analysis since it is uniform throughout dynamics independent of interface location. It makes the proposed method distinguished from other unfitted mesh methods requiring penalties on the interface itself [10, 31]. This very unique feature of IFE methods enables us to restrict the variation in the algorithm to only the approximation spaces which suggests the employment of the fundamental framework of time-dependent adaptive finite element method in [18].

Based on the bilinear form $a_h(\cdot, \cdot)$, let’s introduce some useful operators for analysis. At each $t$, we define an elliptic projection $R_h(t)$ and a discrete Laplace operator $L_h(t)$ such that

$$
(3.10) \quad R_h(t) : W_h(\Omega) \rightarrow S_h(t), \quad \text{with} \quad a_h(R_h(t) w_h, v_h) = a_h(w_h, v_h) \quad \forall v_h \in S_h(t),
$$

$$
(3.11) \quad L_h(t) : W_h(\Omega) \rightarrow S_h(t), \quad \text{with} \quad (L_h(t) w_h, v_h)_{L^2(\Omega)} = a_h(w_h, v_h) \quad \forall v_h \in S_h(t),
$$

Fig. 3: Plots of IFE functions
where these two operators are time-dependent since their images are time-dependent. Note that $R_h(t)$ is well defined since $a_h$ is equivalent to the one in (3.9) which is coercive on the IFE spaces (Lemma 4.1 in [44]). The elliptic projection has been widely used in the semi and fully discrete analysis of numerical methods for time-dependent PDEs [18, 49]. Its IFE version in (3.10) has also been used for parabolic interface problems [45, 46] with a stationary interface where the IFE spaces do not evolve so the related elliptic projection stay unchanged. Using Theorem 4.6 in [26] for stationary interface problems, we immediately have the following estimate.

**Theorem 3.2.** There exists a constant $C$ such that for every $u \in \bar{H}^2(\Omega)$ with some interface $\Gamma(t)$

$$
\|u - R_h(t)u\|_{L^2(\Omega)} + h|u - R_h(t)u|_{H^1(\Omega)} \leq C h^2 \|u\|_{H^2(\Omega)}.
$$

(3.12)

Some more delicate results about these operators and the bilinear form $a_h(\cdot, \cdot)$ will be derived in Section 4.

### 3.2. Temporal Discretization

In this subsection, we present a backward Euler time stepping IFE method for the parabolic moving interface model. As usual, we partition $[0, T]$ into $0 = t_0 < t_1 < t_2 < \cdots < t_N = T$ and define subintervals $J_n = (t_{n-1}, t_n]$, $n = 1, 2, \ldots, N$ which have equal length $\tau = |J_n|$. From now on, for simplicity at these discrete time points we shall denote the interpolation $I^n_h = I_h(t_n)$, the elliptic projection $R^n_h = R_h(t_n)$ and the discrete Laplace operator $L^n_h = L_h(t_n)$ as well as the IFE spaces $S^n_h = S_h(t_n)$, $n = 0, 1, \cdots, N$. In addition, for each sequence $v^n_h \in S^n_h$, $n = 0, 1, ..., N$, we define the temporal finite difference operator

$$
\delta_tv^n_h = \frac{v^n_h - v^{n-1}_h}{\tau}, \quad n = 1, 2, ..., N.
$$

Then the proposed backward Euler IFE method is to find a sequence $u^n_h \in S^n_h$ to approximate $u^n := u(t_n)$, such that

$$
(\delta_t u^n_h, \eta^n_h)_L^2(\Omega) + a_h(u^n_h, \eta^n_h) = (f(t_n), \eta^n_h)_L^2(\Omega), \quad \forall \eta^n_h \in S^n_h, \quad n = 1, \cdots, N,
$$

(3.13)

with $u^n_h = R^n_h u_0$. Here we emphasize $a_h(\cdot, \cdot)$ can be understood as the one in (3.9) and only the approximation spaces are changing in (3.14). We note that (3.14) is readily used for computation, however it is not convenient for analysis in the present situation that approximation spaces are evolving at each step. To see this, let’s apply the standard strategy by decomposing the error $u - u_h = u^n - u^n_h$ at $t = t_n$ into

$$
\xi^n_h = R^n_h u - u^n_h \in S^n_h \quad \text{and} \quad \eta^n_h = u^n - R^n_h u \in W_h.
$$

(3.15)

Then subtracting (3.14) from the counterpart for the exact solution $u$ and taking $v^n_h = \xi^n_h$, we obtain

$$
(\delta_t \xi^n_h, \xi^n_h)_L^2(\Omega) + a_h(\xi^n_h, \xi^n_h) = -(\delta_t \eta^n_h, \xi^n_h)_L^2(\Omega) - (\delta_t u^n - \delta_t \eta^n_h, \xi^n_h)_L^2(\Omega).
$$

(3.16)

The key of the standard approach is to estimate each term in the right hand side of (3.16). If the interface is stationary, i.e., $V = 0$, then $R^n_h = R_h$ is independent of time, and thus we obtain $\delta_t \eta^n_h = \delta_t u^n - \delta_t \eta^n_h = \delta_t u^n - \delta_t R^n_h u = (I - R_h)\delta_t u^n$ where $I$ is the identity operator. So the estimate directly follows from the approximation result of the elliptic projection (3.12). However if the interface evolves, $R^n_h$ is not commuting with $\delta_t$ anymore, and one can only obtain suboptimal estimate for $\delta_t \eta^n_h$. This issue is also discussed in Remark 3.1 of [36].

**Remark 3.3.** It is also interesting to note that the continuous temporal differential operator $\delta_t$ is not commuting with $R_h(t)$ either. Actually for $u \in \bar{H}^2(\Omega)$ with some interface $\Gamma(t)$ it is easy to see $R_h(t)\delta_t u \in S_h(t)$ but $\delta_t R_h(t)u(t) \notin S_h(t)$ since the latter one does not satisfy the homogeneous jump conditions on $\Gamma_h(t)$. So let’s define the spaces

$$
W_h = \{ V_h \in L^2(0, T; W_h) : V_h|_{J_n} \in H^1(J_n; W_h), \quad n = 1, 2, ..., N \},
$$

(3.17)

$$
S_h = \{ V_h \in L^2(0, T; W_h) : V_h|_{J_n} := V^n_h \in S^n_h, \quad n = 1, 2, ..., N \},
$$

(3.18)

where functions in $S_h$ are constant with respect to time on each interval $J_n$. In the error analysis, we mainly focus on the spaces in (3.17) and (3.18), and use the capital notations, such as $V_h$, to refer functions in these spaces. For each $V_h \in W_h$, we define $V^n_h = V_h(t^n)$, $n = 0, 1, ..., N$, and in particular if $V_h \in S_h$, we have $V^n_h = V_h(t^n) = V_h(t^n - 1)$. Furthermore, we denote $\lfloor V^n_h \rfloor_{n-1} := V_h(t^n - 1) - V_h(t^n - 1)$ as the jump at $t_{n-1}$, and in particular if $V_h \in S_h$, we have $\lfloor V^n_h \rfloor_{n-1} = V^n_h - V^{n-1}_h$. Then the scheme (3.14) can be equivalently rewritten as finding $U_h \in S_h$ such that for all $n$

$$
(\lfloor U^n_h \rfloor_{n-1}, V^n_h)_{L^2(\Omega)} + \tau a_h(U^n_h, V^n_h) = \tau (f(t_n), V^n_h)_{L^2(\Omega)}, \quad \forall V_h \in S_h.
$$

(3.19)
Note that we indeed have $U^n_h = u^n_h$ where $u^n_h$ are from the scheme (3.14), and in the following discussion we shall focus on $U^n_h$ to avoid confusion of notations. Then summing (3.19) from $n = 1$ to $N$, we have the equivalent time stepping scheme involving time integration: find $U_h \in S_h$ such that

$$A_h(U_h, V_h) = F_h(V_h), \quad \forall V_h \in S_h$$

where the bilinear form $A_h(\cdot, \cdot) : \mathbb{W}_h \times \mathbb{W}_h \to \mathbb{R}$ is defined as

$$A_h(U_h, V_h) = \sum_{n=1}^{N} \int_{t_n}^{t_{n+1}} (\partial_t U_h, V_h)_{L^2(\Omega)} dt + \tau \sum_{n=1}^{N} a_h(U_h(t_n^+), V_h(t_n^+))$$

$$+ \sum_{n=2}^{N} ([U_h]_{n-1}, V_h(t_n^-))_{L^2(\Omega)} + (U_h(t_0^+), V_h(t_0^-))_{L^2(\Omega)}$$

where the term $(\partial_t U_h, V_h)_{L^2(\Omega)}$ is needed due to $\partial_t u$ of the original equation, and the linear functional $F_h : \mathbb{W}_h \to \mathbb{R}$ is

$$F_h(V_h) = \tau \sum_{n=1}^{N} (f(t_n), V_h(t_n^-))_{L^2(\Omega)} + (U_h(t_0^+), V_h(t_0^-))_{L^2(\Omega)}$$

where $U_h(t_0^-) = U_0^h = R_0^h u_0$ is the given initial condition. We emphasize that the bilinear form $A_h$ and the linear form $F_h$ are defined for time-dependent functions not for sequences. Although (3.20) is essentially equivalent to (3.14), (3.20) is more suitable for analysis.

4. Some Fundamental Estimates. In this section, we prepare some fundamental estimates which will be used for stability and error analysis later. Although the IFE spaces $S_h(t)$ are not $H^1$ conforming globally, they are locally $H^1$ functions on each element. This feature enables us to show some nice properties. First of all, we show the following Poincaré-Friedrichs-type inequality.

**Lemma 4.1.** There exists a constant $C$ such that for each element $T$

$$\min_{\chi \in \mathcal{P}_0(T)} \|v_h - \chi\|_{L^2(T)} \leq Ch_T |v_h|_{H^1(T)}, \quad \forall v_h \in S_h(T).$$

**Proof.** On non-interface elements, the result is trivial since $S_{h,T}(t) = \mathbb{P}_1(T)$. The result on interface elements also directly follows from the fact that $\mathcal{P}_0(T) \subset S_{h,T}(t) \subset H^1(T)$. □

Recalling that each interpolation $\bar{T}_h(t)$ is an isomorphism from $\bar{S}_h$ to $S_h(t)$, in the following several results for convenience of presentation, we focus on its inverse $\bar{T}_h^{-1}(t) =: \bar{T}_h(t) : S_h(t) \to \bar{S}_h$. We then show some stability estimates.

**Lemma 4.2.** There exist constants $c$ and $C$ such that for each element $T$

$$c |v_h|_{H^j(T)} \leq \| \bar{T}_h(t) v_h \|_{H^j(T)} \leq C |v_h|_{H^j(T)}, \quad j = 0, 1, \quad \forall v_h \in S_{h,T}(t).$$

**Proof.** Again the results on non-interface elements are trivial since the isomorphism reduces to the identity operator, and we only consider the interface elements. We first show the estimate for $j = 0$. On each element $T$ with the vertices $A_i$ and edges $e_i$, let $\psi_{i,T}$ and $\phi_{i,T}$, $i = 1, 2, 3$, be the Lagrange shape functions of the IFE space $S_{h,T}(t)$ and the FE space $\bar{S}_{h,T}$, respectively. For each $v_h \in S_{h,T}(t)$, noting $v_{h,T} \in H^1(\partial T)$, we let $e$ be one neighbor edge of $A_1$ and obtain

$$v_h(A_1) \leq Ch_T^{-1/2} \|v_h\|_{L^2(e)} + Ch_T^{1/2} \|\partial_t v_h\|_{L^2(e)}$$

$$\leq Ch_T^{-1} \|v_h\|_{L^2(T)} + C \|\nabla v_h\|_{L^2(T)} \leq Ch_T^{-1} \|v_h\|_{L^2(T)}$$

where we have used the standard trace inequality from $A_1$ to $e$ in the first inequality, the trace inequality for IFE functions given by (3.5c) in the second inequality and the inverse inequality for IFE functions given by (3.5b) in the third inequality. Then by the boundedness of $\phi_{i,T}$ and (4.3) we have

$$\| \bar{T}_h(t) v_h \|_{L^2(T)} = \left\| \sum_{i=1}^{3} v_h(A_i) \phi_{i,T} \right\|_{L^2(T)} \leq \|v_h\|_{L^2(T)}$$

which gives the right inequality of (4.2) for $j = 0$. The left inequality can be shown through a similar argument with the help of the boundedness of $\psi_{i,T}$ in (3.5d).
To our best knowledge, these results have not appeared in the literature. The stability in Lemma 4.3 and the estimate in Lemma 4.4 enable us to show that the IFE functions have similar properties as FE functions such as the following global trace inequality.

**Theorem 4.5.** There exists a constant $C$ such that

\[
\|v_h\|_{L^2(\Gamma(t))} \leq C\|v_h\|_{H^1(\Omega)} \quad \forall v_h \in S_h(t).
\]

**Proof.** Note that (4.9) is true for FE functions due to the global $H^1$-conformity. Given each $v_h \in S_h(t)$, by the triangular inequality we have

\[
\|v_h\|_{L^2(\Gamma(t))} \leq \|v_h - \tilde{v}_h v_h\|_{L^2(\Gamma(t))} + \|\tilde{v}_h v_h\|_{L^2(\Gamma(t))}.
\]

Since $\tilde{v}_h v_h \in S_h(t)$, by the trace inequality and Lemma 4.3 we have

\[
\|\tilde{v}_h v_h\|_{L^2(\Gamma(t))} \leq C\|\tilde{v}_h v_h\|_{H^1(\Omega)} \leq C\|v_h\|_{H^1(\Omega)}.
\]

It remains to estimate the first term in the right hand side of (4.10). On each interface element $T$, by the trace inequality Lemma 3.1 in [53], Lemma 4.4 and Lemma 4.3 with $j = 1$ we have

\[
\|v_h - \tilde{v}_h v_h\|_{L^2(\Gamma(t) \cap T)} \leq Ch_T^{-1} \|v_h - \tilde{v}_h v_h\|_{L^2(T)} + Ch_T^{1/2} \|v_h - \tilde{v}_h v_h\|_{H^1(T)} \leq Ch_T^{1/2} \|v_h\|_{H^1(T)}.
\]

Therefore, by the assumption $h_T \leq C$ there holds

\[
\|v_h - \tilde{v}_h v_h\|_{L^2(\Gamma(t))}^2 = \sum_{T \in \mathcal{E}_h} \|v_h - \tilde{v}_h v_h\|_{L^2(\Gamma(t) \cap T)}^2 \leq C \sum_{T \in \mathcal{E}_h} \|v_h\|_{H^1(T)}^2 \leq C\|v_h\|_{H^1(\Omega)}^2.
\]

Putting (4.11) and (4.13) into (4.10) yields the desired result. We emphasize that the results above are basically some delicate estimates on the difference between the IFE functions and their FE isomorphic images. To our best knowledge, these results have not appeared in the literature.

Next we proceed to discuss the coercivity of the bilinear form $a_h(\cdot, \cdot)$ in (3.6). Due to the equivalence in (3.9), the coercivity is already given in Lemma 4.1 in [44] and Theorem 4.3 in [26]. But in order to handle the dynamical IFE spaces, we need more delicate results. For this purpose, we first introduce the uniform energy norm on the general broken space $W_h$:

\[
\|v_h\|_h^2 := \|\sqrt{\beta} v_h\|_{L^2(\Omega)}^2 + \sigma h^{-1} \|v_h\|_{L^2(\Omega)}^2 + \tau \sum_{e \in \mathcal{E}_h} \|\nabla v_h \cdot \mathbf{n}\|_{L^2(e)}^2.
\]
It is easy to see this is a norm on the broken space $W_h$, and we note that this energy norm is widely used in the interior penalty discontinuous Galerkin methods [6]. Here we use it for the IFE spaces and note that all the terms $\|v\|_{L^2(e)}^2$ on non-interface edges just vanish. A similar energy norm is also used in [26] with only the penalty terms on interface edges. Here we add the penalty terms on all the edges such that the norm format also keeps unchanged in the dynamics. This feature is important for the following error analysis. Using (3.5a) and the argument of Theorem 4.5 in [26], we can show the following estimate.

**Theorem 4.6.** Suppose $u \in \widetilde{H}^2(\Omega)$ with some interface $\Gamma(t)$, there exists a constant $C$ such that

$$
(4.15) \quad \|u - J_h(t)u\|_h \leq C h \|u\|_{H^2(\Omega)}.
$$

We also have the following coercivity in terms of the energy norm $\|\cdot\|_h$.

**Theorem 4.7.** Suppose $\sigma$ is sufficiently large, then there exists constants $\kappa_1$ and $\kappa_2$ such that

$$
(4.16a) \quad a_h(v_h, v_h) \geq \kappa_1 \|v_h\|_h^2, \quad \forall v_h \in S_h(t),
$$

$$
(4.16b) \quad a_h(v_h, w_h) \leq \kappa_2 \|v_h\|_h \|w_h\|_h, \quad \forall v_h, w_h \in W_h.
$$

**Proof.** The argument is almost as the same as Theorems 4.3 and 4.4 in [26]. Since $a_h(\cdot, \cdot)$ is coercive, we can define another uniform norm directly induced from $a_h(\cdot, \cdot)$:

$$
(4.17) \quad \|v_h\|_\alpha^2 = a_h(v_h, v_h), \quad \forall v_h \in S_h(t),
$$

which, again, is independent of $\Gamma_h(t)$ during the dynamics. The two inequalities in Theorem 4.7 together show that $\|\cdot\|_\alpha$ is equivalent to $\|\cdot\|_h$ on each $S_h(t)$ where the hidden constant is uniformly bounded. However we emphasize that $a_h(\cdot, \cdot)$ is not coercive on general broken Sobolev spaces such as $W_h$. So in addition to (4.16a), we also need the following weak coercivity of which the underling idea is also used in [14, 21] for error analysis of DG methods on dynamic meshes.

**Theorem 4.8.** Suppose $\sigma$ is sufficiently large, then there exist constants $\delta_0$ and $\delta_1$ such that

$$
(4.18) \quad a_h(v_h, v_h) \geq \delta_0 \|v_h\|_h^2 - \delta_1 h \tau \sigma \sum_{e \in \mathcal{E}_h} \|\{\beta \nabla v_h \cdot n\}_e\|_{L^2(e)}^2, \quad \forall v_h \in W_h.
$$

**Proof.** Let $\delta_0$ be a constant to be determined later. Then the Young’s inequality yields

$$
(4.19) \quad a_h(v_h, v_h) - \delta_0 \|v_h\|_h^2 = (1 - \delta_0) \|\beta \nabla v_h\|_L^2(\Omega) + (1 - \delta_0) \sigma h^{-1} \tau^{-1} \sum_{e \in \mathcal{E}_h} \|v_h\|_{L^2(e)}^2
$$

$$
- \sum_{e \in \mathcal{E}_h} \|\{\beta \nabla v_h \cdot n\}_e\|_{L^2(e)}^2 ds - \delta_0 \sigma^{-1} h \tau \sum_{e \in \mathcal{E}_h} \|v_h\|_{L^2(e)}^2
$$

$$
\geq (1 - \delta_0) \|\beta \nabla v_h\|_L^2(\Omega) + (1 - \delta_0 - \epsilon) \sigma h^{-1} \tau^{-1} \sum_{e \in \mathcal{E}_h} \|v_h\|_{L^2(e)}^2
$$

$$
- \left( \delta_0 + \frac{1}{4\epsilon} \right) \sigma^{-1} h \tau \sum_{e \in \mathcal{E}_h} \|\{\beta \nabla v_h \cdot n\}_e\|_{L^2(e)}^2.
$$

Taking $\delta_0 = \epsilon = 1/4$ and $\delta_1 = \delta_0 + 1/(4\epsilon) = 5/4$ finishes the proof. 

In the discussion below, we always assume $\sigma$ is sufficiently large such that the coercivity above hold without explicitly mentioning again. Then we present a discrete Poincaré inequality and the stability of the elliptic projection $\mathcal{R}_h(t)$.

**Theorem 4.9.** There exists a constant $C$ such that for each $v_h \in W_h$

$$
(4.20) \quad \|v_h\|_{L^2(\Omega)} \leq C \|v_h\|_h.
$$

**Proof.** The proof is in the same spirit of Lemma 2.1 in [6].

**Theorem 4.10.** There exists a constant $C$ such that $\|\mathcal{R}_h(t)v_h\|_h \leq C \|v_h\|_h$.

**Proof.** It immediately follows from Theorem 4.7.
Now let’s go back to the operators $\mathcal{R}_h^n$ and $\mathcal{L}_h^n$ at $t_n$, $n = 0, 1, \ldots, N$, and show the following estimates.

**Theorem 4.11.** There exists a constant $C$ such that

\[
\| \mathcal{R}_h^n v_h - v_h \| \leq C h \| \mathcal{L}_h^n - 1 \|_{L^2(\Omega)} + C \tau^{1/2} \| v_h \|, \quad \forall v_h \in S_h^{n-1}, \ n = 1, \ldots, N.
\]

**Proof.** Using Theorem 4.8, for each $v_h \in S_h^{n-1}$ we have

\[
\| \mathcal{R}_h^n v_h - v_h \| \leq C |a_h(\mathcal{R}_h^n v_h - v_h, \mathcal{R}_h^n v_h - v_h)|^{1/2}
+ C h^{1/2} \tau^{1/2} \sigma^{1/2} \sum_{e \in \mathcal{E}_h} \| \beta \nabla (\mathcal{R}_h^n v_h - v_h) \cdot n \|_{L^2(e)}
\]

where we denote $\chi_1 = |a_h(\mathcal{R}_h^n v_h - v_h, \mathcal{R}_h^n v_h - v_h)|^{1/2}$ and $\chi_2 = \sum_{e \in \mathcal{E}_h} \| \beta \nabla (\mathcal{R}_h^n v_h - v_h) \cdot n \|_{L^2(e)}$, respectively, for the right hand side. For $\chi_1$, inspired by argument of Lemma 2.2 in [18] we obtain:

\[
\chi_1^2 = |a_h(\mathcal{R}_h^n v_h - v_h, \mathcal{R}_h^n v_h - v_h)| = |a_h(\mathcal{R}_h^n v_h - v_h, v_h)| = |a_h(\mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h, v_h)|
\]

where we have used the definition of $\mathcal{R}_h^n$ and $\mathcal{R}_h^{n-1}$ and the fact $v_h \in S_h^{n-1}$. Then since $\mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h \in S_h^{n-1}$, using the discrete Laplace operator (3.11), we have

\[
|a_h(\mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h, v_h)| = |(\mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h, \mathcal{L}_h^n v_h)_{L^2(\Omega)}| \leq \| \mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h \|_{L^2(\Omega)} \| \mathcal{L}_h^{n-1} v_h \|_{L^2(\Omega)}.
\]

We need to estimate the first term in the right hand side of (4.24). For this purpose, we split this term into

\[
\mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h = (\mathcal{R}_h^{n-1} - \mathcal{I})(\mathcal{R}_h^n - \mathcal{I}) v_h + (\mathcal{R}_h^n - \mathcal{I}) v_h.
\]

By the duality argument, we define two auxiliary functions $z_1 \in \mathcal{H}_h^2(\Omega)$ and $z_2 \in \mathcal{H}_h^2(\Omega)$ with the interface $\Gamma(t_{n-1})$ and $\Gamma(t_n)$, respectively, satisfying the equations

\[
\nabla \cdot (\beta \nabla z_1) = (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h,
\]

\[
\nabla \cdot (\beta \nabla z_2) = (\mathcal{R}_h^n - \mathcal{I}) v_h.
\]

For first equation in (4.26), multiplying it by $(\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h$ and noticing the penalties of $a_h$ are added on every interior edge, we use integration by parts to obtain

\[
\| (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h \|_{L^2(\Omega)}^2 = a_h(z_1, (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h)
= a_h(z_1 - \mathcal{I}_h^{n-1} z_1, (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h)
\leq \| z_1 - \mathcal{I}_h^{n-1} z_1 \| \| (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h \|_h.
\]

where $\mathcal{I}_h^{n-1}$ is the interpolation to $S_h^{n-1}$ for the interface $\Gamma(t_{n-1})$. Then Theorem 4.6 and regularity of elliptic interface problems [13, 30] yield

\[
\| z_1 - \mathcal{I}_h^{n-1} z_1 \|_h \leq C h \| z_1 \|_{H^2(\Omega)} \leq C h \| (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h \|_{L^2(\Omega)}.
\]

Putting (4.28) into (4.27), and using the stability of $\mathcal{R}_h^{n-1}$, we have

\[
\| (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h \|_{L^2(\Omega)} \leq C h \| (\mathcal{R}_h^{n-1} - \mathcal{I}) (\mathcal{R}_h^n - \mathcal{I}) v_h \|_h \leq C h \| (\mathcal{R}_h^n - \mathcal{I}) v_h \|_h.
\]

Employing the second equation in (4.26) with the help of the interpolation $\mathcal{I}_h(t_n)$, we can similarly obtain

\[
\| (\mathcal{R}_h^n - \mathcal{I}) v_h \|_{L^2(\Omega)} \leq C h \| (\mathcal{R}_h^n - \mathcal{I}) v_h \|_h.
\]

Combining (4.29) and (4.30) together and using (4.22), we have

\[
\| \mathcal{R}_h^{n-1} \mathcal{R}_h^n v_h - v_h \|_{L^2(\Omega)} \leq C h \| \mathcal{R}_h^n v_h - v_h \|_h \leq C h \chi_1 + C h^{3/2} \tau^{1/2} \sigma^{1/2} \chi_2.
\]

Now substituting (4.24) and (4.31) into (4.23), we obtain

\[
\chi_1^2 \leq C h \| \mathcal{L}_h^{n-1} v_h \|_{L^2(\Omega)} \chi_1 + C h^{3/2} \tau^{1/2} \sigma^{1/2} \| \mathcal{L}_h^{n-1} v_h \|_{L^2(\Omega)} \chi_2.
\]
Note that this quadratic inequality is certainly solvable. Solving this quadratic inequality, we have
\[
\chi_1 \leq C h \|L_h^{n-1} v_h\|_{L^2(\Omega)} + C h^{3/4} \tau^{1/4} \sigma^{1/4} \|L_h^{n-1} v_h\|^2_{L^2(\Omega)}^{1/2}.
\]
Then the arithmetic inequality leads to
\[
C h^{3/4} \tau^{1/4} \sigma^{1/4} \|L_h^{n-1} v_h\|^2_{L^2(\Omega)}^{1/2} \leq C h \|L_h^{n-1} v_h\|_{L^2(\Omega)} + C h^{1/2} \tau^{1/2} \sigma^{1/2} \chi_2.
\]
Combining (4.34) and (4.33) we obtain
\[
\chi_1 \leq C h \|L_h^{n-1} v_h\|_{L^2(\Omega)} + C h^{1/2} \tau^{1/2} \sigma^{1/2} \chi_2
\]
which is then put into (4.22). Now it remains to estimate \(\chi_2\) through the trace inequality (3.5c):
\[
\chi_2 \leq C \sum_{T \in T_h} \left( \|\beta \nabla R^n_h v_h \cdot n\|_{L^2(T)} + \|\beta \nabla v_h \cdot n\|_{L^2(T)} \right)
\leq C \sum_{T \in T_h} \left( h_T^{-1/2} \|\nabla \chi^n_h v_h\|_{L^2(T)} + h_T^{-1/2} \|\nabla v_h\|_{L^2(T)} \right)
\leq C h^{-1/2} (\|\chi^n_h v_h\|_h + \|v_h\|_h) \leq C h^{-1/2} \|v_h\|_h
\]
where in the last inequality we have also use the stability of \(\chi^n_h\) in terms of the norm \(\|\cdot\|_h\). Finally combining (4.35), (4.36) and (4.22), we have the desired result.

**Theorem 4.12.** There exists a constant \(C\) such that
\[
\|R^n_h v_h - v_h\|_{L^2(\Omega)} \leq C h^2 \|L_h^{n-1} v_h\|_{L^2(\Omega)} + C \tau^{1/2} h \|v_h\|_h, \quad \forall v_h \in S_h^{n-1}, \ n = 1, \ldots, N.
\]

**Proof.** By the duality argument similar to (4.26)-(4.29) above we can show
\[
\|R^n_h v_h - v_h\|_{L^2(\Omega)} \leq C h \|R^n_h v_h - v_h\|_h
\]
which gives the desired result by Theorem 4.11. □

**Remark 4.13.** Theorem 4.12 can be understood as a generalized estimate of (2.12) in [18] that a standard continuous Galerkin method is used and the bilinear form is simply the standard \(H^1\) inner product. A similar result is also derived in [55] for the \(H^1\) inner product with discontinuous coefficients. But as the major difference/difficulty, the bilinear form \(a_h(\cdot, \cdot)\) used in the IFE method may not be coercive on the general broken space \(W_h\) which is the essential reason of the extra term \(C \tau^{1/2} h \|v_h\|_h\) appearing in (4.37). This feature also makes the proof much more technical.

5. Error Estimates. In this section, we proceed to estimate the errors of the fully discrete IFE scheme. For simplicity we shall assume \(f = 0\). We begin with the following stability results.

**Theorem 5.1 (Stability).** Given each initial condition \(U_h^0\), let \(U_h^n\), \(n = 1, 2, \ldots, N\) be the solutions to the scheme (3.19) or (3.20), then there exists a constant such that for any integer \(M \leq N\)

\[
\begin{align*}
(5.1a) \quad & ||U_h^M||_{L^2(\Omega)}^2 + 2 \tau K_1 \sum_{n=1}^M ||U_h^n||_h^2 + \sum_{n=1}^M \|[U_h^n]_{n-1}\|_{L^2(\Omega)}^2 \leq ||U_h^0||_{L^2(\Omega)}^2, \\
(5.1b) \quad & t_M ||U_h^M||_{L^2(\Omega)}^2 + 2 \tau K_1 \sum_{n=1}^M t_n ||U_h^n||_h^2 + \sum_{n=1}^M t_n \|[U_h^n]_{n-1}\|_{L^2(\Omega)}^2 \leq C ||U_h^0||_{L^2(\Omega)}^2, \\
\end{align*}
\]

and if \(h^2 \leq \gamma \tau\) for some positive constant \(\gamma\) small enough, then there exists a constant \(C\) such that for any \(M \leq N\)

\[
(5.1c) \quad t_M ||U_h^M||_h^2 + \tau \sum_{n=1}^M t_n ||L_h^n U_h^n||_{L^2(\Omega)}^2 + \tau^{-1} \sum_{n=1}^{M-1} t_n \|[U_h^n]_{n-1}\|_{L^2(\Omega)}^2 \leq C ||U_h^0||_{L^2(\Omega)}^2
\]

**Proof.** We prove each of the inequalities above individually.
Proof of (5.1a). In (3.20), taking $V_h = U_h$, namely in (3.19) setting $V_h^n = U_h^n$, $n = 1, 2, ..., M$, and summing the equalities together, we have
\[
\tau \sum_{n=1}^{M} a_h(U_h^n, U_h^n) + \sum_{n=1}^{M} ([U_h^n]_{n-1}, U_h^n)_{\Omega} = 0 \tag{5.2}
\]
where we have used the identity $2([U_h^n]_{n-1}, U_h^n)_{\Omega} = ||U_h^n||_{L^2(\Omega)}^2 + ||[U_h^n]_{n-1}||_{L^2(\Omega)}^2 - ||U_h^{n-1}||_{L^2(\Omega)}^2$. Then the coercivity (4.16a) finishes the proof.

Proof of (5.1b). The argument is similar. In (3.19) setting $V_h^n = U_h^n$, multiplying it by $t_n$ and summing from $n = 1, 2, ..., M$, we have
\[
\tau \sum_{n=1}^{M} t_n a_h(U_h^n, U_h^n) + \frac{1}{2} \sum_{n=1}^{M} t_n ||[U_h^n]_{n-1}||_{L^2(\Omega)}^2 + \frac{1}{2} \sum_{n=1}^{M} ||U_h^M||_{L^2(\Omega)}^2 = \tau \sum_{n=1}^{M} ||U_h^{n-1}||_{L^2(\Omega)}^2. \tag{5.3}
\]
Then applying the bound of the second term in (5.1a) together with the discrete Poincaré inequality in Theorem 4.9 and the coercivity (4.16a) we have the desired result.

Proof of (5.1c). First of all we observe the following identities
\[
\begin{align*}
a_h(U_h^n, L^h_h U_h^n) &= (L^h_h U_h^n, L^h_h U_h^n)_{L^2(\Omega)} = ||L^h_h U_h^n||_{L^2(\Omega)}^2, \tag{5.4a} \\
(U_h^n, L^h_h U_h^n)_{L^2(\Omega)} &= a_h(U_h^n, U_h^n) = ||U_h^n||_{a}^2, \tag{5.4b} \\
(R_h^n U_h^{n-1}, L^h_h U_h^n)_{L^2(\Omega)} &= a_h(R_h^n U_h^{n-1}, U_h^n). \tag{5.4c}
\end{align*}
\]
Note that $R_h^n U_h^{n-1}$ and $U_h^n$ are both in $S^h$, we have the following identity
\[
a_h(R_h^n U_h^{n-1}, U_h^n) = \frac{1}{2} ||R_h^n U_h^{n-1}||_{a}^2 + \frac{1}{2} ||R_h^n U_h^{n-1}||_{a}^2 - \frac{1}{2} ||U_h^n||_{a} - ||R_h^n U_h^{n-1}||_{a}^2. \tag{5.5}
\]
Setting $V_h^n = L^h_h U_h^n$ in (3.19), we then rewrite
\[
\tau a_h(U_h^n, L^h_h U_h^n) + (U_h^n, L^h_h U_h^n)_{L^2(\Omega)} = (U_h^{n-1}, L^h_h U_h^n)_{L^2(\Omega)}. \tag{5.6}
\]
Subtracting the term $(R_h^n U_h^{n-1}, L^h_h U_h^n)_{L^2(\Omega)}$ from (5.6), and using (5.4) and (5.5), we arrive at the identity
\[
\frac{1}{2} ||R_h^n U_h^{n-1}||_{a}^2 - \frac{1}{2} ||U_h^n||_{a}^2 + \tau ||L^h_h U_h^n||_{L^2(\Omega)}^2 + \frac{1}{2} ||U_h^n - R_h^n U_h^{n-1}||_{a}^2 = (I - R_h^n) U_h^{n-1}, L^h_h U_h^n)_{L^2(\Omega)} + \frac{1}{2} ||R_h^n U_h^{n-1}||_{a}^2 - \frac{1}{2} ||U_h^n||_{a}^2. \tag{5.7}
\]
We need to estimate each term in the right hand side of (5.7). By orthogonality, boundedness (4.16b), the estimate in Theorem (4.11) we have
\[
||R_h^n U_h^{n-1}||_{a}^2 - ||U_h^{n-1}||_{a}^2 = - a_h(R_h^n U_h^{n-1} - U_h^{n-1}, R_h^n U_h^{n-1} - U_h^{n-1}) \leq ||R_h^n U_h^{n-1} - U_h^{n-1}||_{h}^2 \leq C^h ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C \tau ||U_h^{n-1}||_{h}^2 \leq C \gamma \tau ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C \tau ||U_h^{n-1}||_{h}^2. \tag{5.8}
\]
In addition, Theorem 4.12 and Young’s inequality imply
\[
((I - R_h^n) U_h^{n-1}, L^h_h U_h^n)_{L^2(\Omega)} \leq ||(I - R_h^n) U_h^{n-1}||_{L^2(\Omega)} ||L^h_h U_h^n||_{L^2(\Omega)} \leq (C^h ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)} + C \tau^2 ||U_h^{n-1}||_{h}^2) ||L^h_h U_h^n||_{L^2(\Omega)} \leq C \gamma \tau ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C \gamma ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C \tau ||U_h^{n-1}||_{h}^2 \leq C \gamma \tau ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C ||L_h^{n-1} U_h^{n-1}||_{L^2(\Omega)}^2 + C \tau ||U_h^{n-1}||_{h}^2. \tag{5.9}
\]
Putting (5.8) and (5.9) into (5.7), we obtain

\[
\frac{1}{2} \|U_h^n\|^2_a - \frac{1}{2} \|U_h^{n-1}\|^2_a + \tau \|\mathcal{L}_h^n U_h^n\|^2_{L^2(\Omega)} \leq C\gamma \tau \|\mathcal{L}_h^{n-1} U_h^{n-1}\|^2_{L^2(\Omega)} + C\gamma \tau \|\mathcal{L}_h^n U_h^n\|^2_{L^2(\Omega)} + C\tau \|U_h^{n-1}\|^2_h.
\]

Note that \(t_n = t_{n-1} + \tau \leq 2t_{n-1}\) for \(n \geq 2\). Then multiplying (5.10) by \(t_n\) and summing it from \(n = 2\) to \(n = M\) yields

\[
\frac{t_M}{2} \|U_M^n\|^2_a + (1 - C\gamma) \tau \sum_{n=2}^M t_n \|\mathcal{L}_h^n U_h^n\|^2_{L^2(\Omega)} \leq C\gamma \tau \|\mathcal{L}_h^{n-1} U_h^{n-1}\|^2_{L^2(\Omega)} + C\tau \sum_{n=2}^M \|U_h^{n-1}\|^2_h.
\]

Special attention needs for \(n = 1\). Putting (5.4a) and (5.4b) into (5.6) with \(n = 1\), we have

\[
\|U_h^1\|^2_a + \tau \|\mathcal{L}_h^1 U_h^1\|^2_{L^2(\Omega)} = (U_0^0, \mathcal{L}_h^1 U_h^1)_{L^2(\Omega)} \leq \|U_0^0\|^2_{L^2(\Omega)} + \tau \|\mathcal{L}_h^1 U_h^1\|^2_{L^2(\Omega)}.
\]

Multiplying (5.12) by \(t_1 = \tau\) to lead to

\[
\tau \|U_h^1\|^2_a + \frac{3\tau t_1}{4} \|\mathcal{L}_h^1 U_h^1\|^2_{L^2(\Omega)} \leq \|U_0^0\|^2_{L^2(\Omega)}.
\]

Combining (5.13) with (5.11), using the stability (5.1a) (the second term), replacing the norm \(\|\cdot\|_a\) by \(\|\cdot\|_{\Omega}\) through the equivalence, and assuming \(\gamma\) is small enough such that \(1 - C\gamma > 0\) we obtain the bounds for the first two terms on the left side of (5.1c). For the third term on the left of (5.1c), we apply the \(L^2\) projection \(P_h^n : W_h \rightarrow S_h^n\) to write

\[
a_h(U_h^n, P_h^n[U_h^n]_{n-1}) = (\mathcal{L}_h^n U_h^n, P_h^n[U_h^n]_{n-1})_{L^2(\Omega)} = (\mathcal{L}_h^n U_h^n, ([U_h^n]_{n-1})_{L^2(\Omega)}.
\]

Then in (3.19), taking \(V_h^n = P_h^n[U_h^n]_{n-1}\), and using (5.14) we have

\[
\|[[U_h^n]_{n-1}]_{L^2(\Omega)}^2 = ([[U_h^n]_{n-1}], [([U_h^n]_{n-1} - P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)} + ([[U_h^n]_{n-1}, P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)} = ([[U_h^n]_{n-1}], [([U_h^n]_{n-1} - P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)} - \tau (\mathcal{L}_h^n U_h^n, ([U_h^n]_{n-1})_{L^2(\Omega)}.
\]

The first term on the right of (5.15) can be bounded through the Young’s inequality and Theorem 4.12:

\[
\leq \frac{1}{4} \|[[U_h^n]_{n-1}]_{L^2(\Omega)}^2 + \|([U_h^n]_{n-1}, P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)}^2 \leq \|([U_h^n]_{n-1} - P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)}^2 + Ch^2 \|\mathcal{L}_h^n U_h^n_{n-1}]_{L^2(\Omega)}^2 + C\tau h^2 \|U_h^{n-1}\|^2_h
\]

where we have also used the smallest distance property \(\|([U_h^n]_{n-1} - P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)} \leq \|([U_h^n]_{n-1} - P_h^n[U_h^n]_{n-1}]_{L^2(\Omega)}\|^2\). The second term on the right of (5.15) is also bounded through the Young’s inequality:

\[
\tau (\mathcal{L}_h^n U_h^n, ([U_h^n]_{n-1})_{L^2(\Omega)} \leq \frac{1}{4} \|[[U_h^n]_{n-1}]_{L^2(\Omega)}^2 + \tau \|\mathcal{L}_h^n U_h^n_{n-1}]_{L^2(\Omega)}^2.
\]

Substituting (5.16) and (5.17) into (5.15) together with the assumption \(h^2 \leq \gamma\), we obtain

\[
\tau^{-1} \|[[U_h^n]_{n-1}]_{L^2(\Omega)}^2 \leq C\tau \left(\|\mathcal{L}_h^{n-1} U_h^{n-1}]_{L^2(\Omega)}^2 + \|\mathcal{L}_h^n U_h^n_{n-1}]_{L^2(\Omega)}^2 + \|U_h^{n-1}\|^2_h\right).
\]

Now we multiply (5.18) by \(t_{n-1}\) and note \(t_{n-1} \leq t_n\). Then summing the resulted inequalities from \(n = 2\) to \(M\) and using the bounds for second terms in (5.1b) and (5.1c), we arrive at the estimate for the third term in (5.1c).

**Remark 5.2.** We note that one of the keys in the proof of (5.1c) is the employment of the norm \(\|\cdot\|_a\) induced from \(a_h(\cdot, \cdot)\) in the identity (5.7). Roughly speaking if it is replaced by the energy norm \(\|\cdot\|_a\), then the coercivity and boundedness in Theorem 4.7 have to be used to bound \(a_h(U_h^n, U_h^n)\) and \(a_h(U_h^{n-1}, U_h^{n-1})\) which can not give the same coefficients for \(\|U_h^n\|_h\) and \(\|U_h^{n-1}\|_h\) as (5.7), and thus one can not do cancellation when summing these identities as (5.11). Moreover, the estimate (5.8) relies on the orthogonality property of \(a_h(\cdot, \cdot)\), and one order will be lost if \(\|\cdot\|_a\) is replaced by \(\|\cdot\|_h\) in that estimate. So we think the uniform degrees of freedom and weak form in dynamics does not only benefit computation but also analysis.
Remark 5.3. Similar stability results are also derived in [55] to analyze XFEM for moving interface problems. However, their approach relies on certain assumptions on the interpolation errors between the extended finite element spaces and the standard continuous finite element spaces, see (11)-(15) in [55]. As mentioned in the article, the rigorous proof of those assumptions is still an open problem which we think are also difficult to prove even for the IFE spaces.

Next we proceed to estimate the fully discrete errors. Given the IFE solution $U_h$ to the scheme (3.20) or (3.19), we define the total error

$$E_h := u - U_h \in \mathbb{W}_h.$$

We follow the argument of [55] to show the following estimate on the consistency error.

**Theorem 5.4.** Suppose the exact solution has the regularity $u \in L^2(0,T;\bar{H}^2(\Omega)) \cap H^1(0,T;H^1(\Omega - \cup \Omega^i)) \cap H^2(0,T;L^2(\Omega))$, let $U_h$ be the IFE solution to (3.20) or (3.19), and let $V \in L^\infty(\Gamma(t))$ with $\|V(t) \cdot n\|_{L^\infty(\Gamma(t))} \leq K$, $\forall t$, then for any $V_h \in S_h$ and $\epsilon > 0$ there holds

$$A_h(E_h, V_h) \leq C \epsilon^2 \left( \|\partial_t u\|_{L^2(0,T;L^2(\Omega))}^2 + K \|\partial_t u\|_{L^2(0,T;H^1(\Omega))}^2 \right)$$

$$+ \epsilon \left( \max_{n=1}^N \|V_h^n\|_{L^2(\Omega)}^2 + K \epsilon \sum_{n=1}^N \|V_h^n\|_{H^1(\Omega)}^2 \right) + C \epsilon^{-1} h^2 \|u_0\|_{H^2(\Omega)}^2.$$

**Proof.** By the assumption $f = 0$, noticing the regularity of $u$, i.e., $[u]_\epsilon = 0$, $\forall \epsilon \in \mathcal{E}_h$, $[[u]]_{n-1} = 0$ for $n = 2, ..., N$, and using (3.20)-(3.22) we have

$$A_h(E_h, V_h) = A_h(u, V_h) - A_h(U_h, V_h) = A_h(u, V_h) - (U_h^0, V_h^1)_{L^2(\Omega)}$$

$$= \sum_{n=1}^N \left( \int_{J_n} (\partial_t u, V_h)_{L^2(\Omega)} + (\sqrt{\beta} \nabla u(t_n^\pm), \sqrt{\beta} \nabla V_h^n)_{L^2(\Omega)} - \sum_{e \in \mathcal{E}_h} (\beta \nabla u(t_n^\pm) \cdot n, [V_h^n]_e)_{L^2(\Omega)} \right) dt$$

$$+ (u(t_0) - U_h^0, V_h^1)_{L^2(\Omega)}$$

where we denote the first summation above by $I$ and the second term $(u(t_0) - U_h^0, V_h^1)_{L^2(\Omega)}$ by $II$. Using the equation for $u$ and applying integration by parts we have

$$I = \sum_{n=1}^N \int_{J_n} (\beta \Delta u(t), V_h)_{L^2(\Omega)} - \tau (\beta \Delta u(t_n^-), V_h)_{L^2(\Omega)}.$$

We introduce a function $G(t) = (\beta \Delta u(t), V_h)_{L^2(\Omega)}$. By the mean value theorem there exists $z_n \in J_n = [t_{n-1}, t_n]$ such that $I$ in (5.22) can be expressed into

$$I = \sum_{n=1}^N \int_{J_n} (\beta \Delta u(t), V_h)_{L^2(\Omega)} - \tau (\beta \Delta u(t_n), V_h)_{L^2(\Omega)} = \sum_{n=1}^N \tau G(z_n) - \tau G(t_n^-) = \tau \sum_{n=1}^N \int_{J_n} \frac{d}{dt} G(t) dt \leq \tau \sum_{n=1}^N \int_{J_n} \left| \frac{d}{dt} G(t) \right| dt.$$

Now we need to estimate $\left| \frac{d}{dt} G(t) \right|$. For this purpose, we split the integral on $\Omega$ into the integrals on $\Omega^\pm(t)$ which are evolving with respect to time. The temporal derivative of the domain integral is based on the formula (2.4):

$$\left| \frac{d}{dt} G(t) \right| = \sum_{a=\pm} \frac{d}{dt} \int_{\Omega^a(t)} \beta \Delta u V_h dX$$

$$= \sum_{a=\pm} \int_{\Omega^a(t)} \partial_t (\beta \Delta u V_h) dX + \int_{\Gamma(t)} \beta \Delta u V_h \cdot n ds$$

$$= \sum_{a=\pm} \int_{\Omega^a(t)} \partial_t u V_h dX + \int_{\Gamma(t)} \partial_t u V_h \cdot n ds$$

$$\leq \int_{\Omega} |\partial_t u V_h| dX + K \int_{\Gamma(t)} |\partial_t u V_h| ds.$$
Putting \((5.24)\) into \((5.23)\) and applying the Young’s inequality, we first have
\[
\tau \sum_{n=1}^{N} \int_{J_n} \int_{\Omega} |\partial_t u V_h| dX dt \leq \tau \sum_{n=1}^{N} \int_{J_n} \|\partial_t u\|_{L^2(\Omega)} \|V_h\|_{L^2(\Omega)} dt \\
= \tau \sum_{n=1}^{N} \|V_h^n\|_{L^2(\Omega)} \int_{J_n} \|\partial_t u\|_{L^2(\Omega)} dt \\
\leq T^{1/2} \max_{n=1,\ldots,N} \|V_h^n\|_{L^2(\Omega)} \tau \|\partial_t u\|_{L^2(0,T;L^2(\Omega))} \\
\leq T \tau^2 \epsilon^{-1} \|\partial_t u\|^2_{L^2(0,T;L^2(\Omega))} + \frac{\epsilon}{4} \max_{n=1,\ldots,N} \|V_h^n\|^2_{L^2(\Omega)}
\]
where \(T\) is the total time. Using the trace inequality from \(\Gamma(t)\) to \(\Omega\) given by Theorem 4.5 and the standard trace inequality, we can use a similar argument above to get the bound
\[
K \tau \sum_{n=1}^{N} \int_{J_n} \int_{\Gamma(t)} |\partial_t u V_h| ds dt \leq K \sum_{n=1}^{N} \int_{J_n} \tau \|\partial_t u\|_{L^2(\Gamma(t))} \|V_h\|_{L^2(\Gamma(t))} dt \\
\leq K \sum_{n=1}^{N} \int_{J_n} C \tau \|\partial_t u\|_{H^1(\Omega)} \|V_h\|_{H^1(\Omega)} dt \\
\leq K \sum_{n=1}^{N} \int_{J_n} C \tau^2 \epsilon^{-1} \|\partial_t u\|^2_{H^1(\Omega)} + \frac{\epsilon}{4} \|V_h\|^2_{H^1(\Omega)} dt \\
= CK \tau^2 \epsilon^{-1} \|\partial_t u\|^2_{L^2(0,T;H^1(\Omega))} + \frac{K \epsilon \tau}{4} \sum_{n=1}^{N} \|V_h^n\|^2_{H^1(\Omega)}.
\]
\((5.25)\) and \((5.26)\) give the bound of \(I\). In addition, the term \(II\) can be directly bounded by the Young’s inequality and Theorem 3.2:
\[
II = (u_0 - U_h^0, V_h^1)_{L^2(\Omega)} = (u_0 - R_h^0 u_0, V_h^1)_{L^2(\Omega)} \leq \|u_0 - R_h^0 u_0\|_{L^2(\Omega)} \|V_h^1\|_{L^2(\Omega)} \\
\leq \epsilon^{-1} \|u_0 - R_h^0 u_0\|^2_{L^2(\Omega)} + \frac{\epsilon}{4} \|V_h^1\|^2_{L^2(\Omega)} \leq C \epsilon^{-1} h^4 \|u_0\|^2_{H^2(\Omega)} + \frac{\epsilon}{4} \|V_h^1\|^2_{L^2(\Omega)}.
\]
Combing it with the estimate of the term \(II\) we have the desired result.

**Lemma 5.5.** For every \(U_h \in \mathcal{W}_h\) and \(V_h \in \mathcal{S}_h\), there holds
\[
A_h(U_h, V_h) = \tau \sum_{n=1}^{N} a_h(U_h(t_n^-), V_h(t_n^-)) - \sum_{n=1}^{N-1} (U_h(t_n^-), [V_h]_n)_{L^2(\Omega)} + (U_h(t_N^-), V_h(t_N^-))_{L^2(\Omega)}.
\]

**Proof.** Using the integration by parts for the temporal direction, we have
\[
\int_{J_n} \int_{\Omega} \partial_t U_h V_h dX dt = \int_{\Omega} \int_{t_n^-}^{t_n} \partial_t U_h V_h dtdX \\
=(U_h(t_n^-), V_h(t_n^-))_{L^2(\Omega)} - (U_h(t_{n-1}^+), V_h(t_{n-1}^+))_{L^2(\Omega)} - \int_{J_n} (U_h, \partial_t V_h)_{L^2(\Omega)} dt
\]
where the last term vanishes since \(V_h \in \mathcal{S}_h\). Then we note the following identity
\[
\sum_{n=1}^{N} (U_h(t_n^-), V_h(t_n^-))_{L^2(\Omega)} - (U_h(t_{n-1}^+), V_h(t_{n-1}^+))_{L^2(\Omega)} \\
=(U_h(t_N^-), V_h(t_N^-))_{L^2(\Omega)} - (U_h(t_0^+), V_h(t_0^+))_{L^2(\Omega)} \\
- \sum_{n=1}^{N-1} ((U_h(t_n^+), V_h(t_n^+))_{L^2(\Omega)} - (U_h(t_n^-), V_h(t_n^-))_{L^2(\Omega)}) \\
=(U_h(t_N^-), V_h(t_N^-))_{L^2(\Omega)} - (U_h(t_0^+), V_h(t_0^+))_{L^2(\Omega)} \\
- \sum_{n=1}^{N-1} (((U_h)_n, V_h(t_n^+))_{L^2(\Omega)} + (U_h(t_n^-), [V_h]_n)_{L^2(\Omega)}).
\]
In (5.30) we further note $V_h(t^n_+) = V_h(t_{n+1}^-)$ since $V_h \in S_h$. Putting (5.30) into (3.21) yields the desired result. \hfill \Box

Now based on the estimates prepared above, we can use the duality argument to analyze the solution errors. This idea was introduced in [18, 19] for time-dependent adaptive mesh methods.

**Theorem 5.6.** Under the conditions of Theorem 5.1, suppose the exact solution satisfies the regularity $u \in L^2(0, T; H^2(\Omega)) \cap H^1(0, T; H^1(\Omega \cup \Omega^+)) \cap H^2(0, T; L^2(\Omega)) \cap L^\infty(0, T; H^2(\Omega))$, let $U_h$ be the IFE solution to (3.20) or (3.19) and let $V \in L^\infty(\Gamma(t))$ with $\|V(t) \cdot n\|_{L^\infty(\Gamma(t))} \leq K$, $\forall t$, then there holds

$$
\|u(t_N) - U_h^N\|_{L^2(\Omega)} + h\|u(t_N) - U_h^N\|_{H^1(\Omega)} \leq (1 + \sqrt{K})CT\left(\|\partial_t u\|_{L^2(0, T; L^2(\Omega))} + \|\partial_t u\|_{L^2(0, T; H^1(\Omega))}\right)
\leq \sqrt{\log(1 + N)}Ch^2\|u\|_{L^\infty(0, T; H^2(\Omega))}.
$$

**Proof.** First of all, we show the estimate in the $L^2$-norm. By the discrete duality argument to (3.19), since $a_h(\cdot, \cdot)$ is coercive on every $S_h^n$, given each $Z_h^{N+1} \in S_h$, we can define a sequence $Z_h^n \in S_h^n$, $n = N, ..., 1$ such that

$$
\tau a_h(V_h^n, Z_h^n) = (V_h^n, Z_h^{N+1})_{L^2(\Omega)}, \quad \forall V_h^n \in S_h^n.
$$

Using the expression in Lemma 5.5 we can write the equivalent format to (5.32) in terms of the bilinear form $A_h(\cdot, \cdot)$ by summing (5.32) from $n = N, ..., 1$, namely we need to find $Z_h \in S_h$ such that

$$
A_h(V_h, Z_h) = (V_h^N, Z_h^{N+1})_{L^2(\Omega)}, \quad \forall V_h \in S_h.
$$

Let’s employ the error decomposition similar to (3.15), and define the corresponding functions $\xi_h \in S_h$ with $\xi_h|_{J_n} = \xi_h^n$ and $\eta_h \in W_h$ with $\eta_h|_{J_n} = u(t) - R_h^n u$, $n = 1, ..., N$ which leads to $E_h^N = \xi_h + \eta_h$ with $E_h$ defined in (5.19). In particular we also note that $\eta_h(t_n) = u(t_n) - R_h^n u = \eta_h^n$. Letting $Z_h^{N+1} = \xi_h^N$ and $V_h = \xi_h$ in (5.33) and using Lemma 5.5 we have the function $Z_h$ satisfying

$$
\|\xi_h^N\|_{L^2(\Omega)} = A_h(\xi_h, Z_h) = A_h(E_h, Z_h) = A_h(\eta_h, Z_h)
$$

$$= A_h(E_h, Z_h) - \tau \sum_{n=1}^N a_h(\eta_h^n, Z_h^n) + \sum_{n=1}^{N-1} (\eta_h^n, [Z_h]^n)_{L^2(\Omega)} - (\eta_h^N, Z_h^N)_{L^2(\Omega)},
$$

where the terms in the right hand side are denoted by $Q_i$, $i = 1, 2, 3, 4$, respectively. Now we proceed to estimate each term $Q_i$ individually. First of all, we have $\|V_h^N\|_{H^1(\Omega)} \leq C\|V_h^N\|_{H^2(\Omega)}$ by the discrete Poincaré inequality in Theorem 4.9. Then applying the counterpart of (5.1a) in Theorem 5.1 for the sequence $Z_h^n$ together with Theorem 5.4, we obtain

$$
Q_1 = A_h(E_h, V_h) \leq CT^2e^{-1}\left(\|\partial_t u\|_{L^2(0, T; L^2(\Omega))}^2 + K\|\partial_t u\|_{L^2(0, T; H^1(\Omega))}^2\right)
\leq \frac{C(K + 1)}{2}\|Z_h^{N+1}\|_{L^2(\Omega)}^2 + C\epsilon^{-1}h^4\|u_0\|_{H^2(\Omega)}^2,
$$

where $Z_h^{N+1} = \xi_h^N$. Next we note that $Z_h^n \in S_h^n$ and thus

$$
Q_2 = \tau \sum_{n=1}^N a_h(\eta_h^n, Z_h^n) = \tau \sum_{n=1}^N a_h(u(t_n) - R_h^n u, Z_h^n) = 0.
$$

By Schwarz inequality, using the last term in (5.1c) of Theorem 5.1 (also the counterpart for the sequence $Z_h^n$) and applying the estimate for $\eta_h^n$, we can bound $Q_3$ by

$$
Q_3 \leq \sum_{n=1}^{N-1} \|\eta_h^n\|_{L^2(\Omega)} \|[Z_h]^n\|_{L^2(\Omega)}
\leq \left(\sum_{n=1}^{N-1} \tau t_n^{-1}\|\eta_h^n\|_{L^2(\Omega)}^2\right)^{1/2} \left(\sum_{n=1}^{N-1} \tau^{-1}t_n \|[Z_h]^n\|_{L^2(\Omega)}^2\right)^{1/2}
\leq \max_{n=1, ..., N} \|\eta_h^n\|_{L^2(\Omega)} \left(\sum_{n=1}^{N-1} \frac{1}{n} t_n\right)^{1/2}
\leq C\sqrt{\log(1 + N)}h^2\|u\|_{L^\infty(0, T; H^2(\Omega))}\|\xi_h^N\|_{L^2(\Omega)}
\leq C\log(1 + N)h^4\epsilon^{-1}\|u_0\|_{L^\infty(0, T; H^2(\Omega))}^2 + \frac{\epsilon}{4}\|\xi_h^N\|_{L^2(\Omega)}^2.
$$
The last term $Q_4$ can be bounded by the estimate for $\eta_h^N$ and the first term in (5.1a) of Theorem 5.1:

$$Q_4 \leq \|\eta_h^N\|_{L^2(\Omega)} \|Z_h^N\|_{L^2(\Omega)} \leq CH^2\|u\|_{L^\infty(0,T;H^2(\Omega))}\|\xi_h^N\|_{L^2(\Omega)} \leq CH^4\epsilon^{-1}\|u\|_{L^\infty(0,T;H^2(\Omega))} + \frac{\epsilon}{4}\|\xi_h^N\|_{L^2(\Omega)}.$$  

Substituting (5.35)-(5.38) into (5.34), we finally obtain

$$\left(1 - C(K + 1)\epsilon\right)\|\xi_h^N\|_{L^2(\Omega)} \leq C\epsilon^{-1}\left(\|\partial_t u\|_{L^2(0,T;L^2(\Omega))} + K\|\partial_t u\|_{L^2(0,T;H^1(\Omega))}\right) + C\log(1 + N)h^4\epsilon^{-1}\|u\|_{L^\infty(0,T;H^2(\Omega))}.$$

Choosing $\epsilon$ sufficiently small such that $1 - C(K + 1)\epsilon > 0$, we have the error bound for $\xi_h^N$. Combining it with the estimate for $\eta_h^N$, we have the desired estimate for the $L^2$-norm. Finally the $H^1$-norm estimate simply follows from the inverse estimate $|\xi_h^N|_{H^1(T)} \leq \epsilon h^{1}\|\xi_h^N\|_{L^2(T)}$ by (3.5b) for each element $T$ since $\xi_h^N \in S_h^N$.

**Remark 5.7.** On the results of Theorem 5.6 and the standard finite element method solving the stationary parabolic interface problem in [13]. We first note that the regularity assumptions in Theorem 5.6 on the temporal direction are stronger than Theorems 3.2 and 3.3 in [13]. The regularity of parabolic interface problems with a stationary interface is discussed in [30] which is also indeed weaker than those of Theorem 5.6. But we do not know of any literature where the regularity of parabolic equations with moving interface is studied. In addition it is interesting to note that there is also a “log” term in Theorems 3.2 and 3.3 in [13] but on the spatial mesh size $h$, i.e., $\log(h)$, while the “log” term in Theorem 5.6 appears to be on the temporal step size $\tau$, i.e., $|\log(1 + N)| \approx |\log(\tau)|$. In general $\tau$ is taken in some order of $h$ to guarantee convergence, then these two results are actually comparable. However we should also read from these results that for the IFE method based on un fitted meshes the errors in the spatial direction and temporal direction are not completely decoupled due to the bound $\sqrt{\log(1 + N)}h^2$, but as usual $\sqrt{\log(1 + N)}$ has very limited affect on the total error.

**Remark 5.8.** Note that the generic constant in Theorem 5.6 is time-dependent, i.e., $C = C(T)$. The source of the time dependence comes from Theorems 3.2, 4.12 and 4.9 based on the duality argument that involves the constants of the elliptic regularity [15, 30, 35]. The result in [15] states that the regularity constant depends on the distance from the interface to the domain boundary. Moreover, the analysis in [35] shows singularity may occur if the interface touches the boundary. However, to our best knowledge, there is no work in the literature giving detailed analysis on how these regularity constants depend on the interface geometry. Since the geometry can be really arbitrary during the motion of interface which is different from the stationary interface problems, a rigorous geometric analysis on the regularity constants can be important and interesting.

### 6. Numerical Experiments

In this section, we present a group of numerical experiments to validate the theoretical analysis above. Note that some exploratory numerical experiments were given in [28, 43], but the IFE method we used here does not include the penalties on interface edges which is then shown to only produce suboptimal convergent solutions for elliptic interface problems [44] and thus can not be expected to be a good choice for moving interface problems. Here we consider a domain $\Omega = (-1, 1) \times (-1, 1)$ with three types of moving interface:

- (a translating line) $\Gamma_1(t): \phi_1 = 0$ with $\phi_1 = x - (\pi/5 + t)$,
- (a moving circle) $\Gamma_2(t): \phi_2 = 0$ with $\phi_2 = (x - 0.3\cos(\pi t))^2 + (y - 0.3\sin(\pi t))^2 - (\pi/6)^2$,
- (a rotating ellipse) $\Gamma_3(t): \phi_3 = 0$ with $\phi_3 = 16\cos(\pi t)x + \sin(\pi t)y)^2 + 49(-\sin(\pi t)x + \cos(\pi t)y)^2 - \pi^2$,

which are illustrated in Figure 4 where the red solid line is the interface curve and the blue dashed line denotes the trajectory of the center/focus. Here we mention that rotation motion widely appears in fluid-structure-interaction (FSI), for instance the vibration of turbine blades impacted by the fluid flow [34]. The considered situations can be all considered as large rotational/translational motions which in general can cause elements to become ill-shaped and thus reduce the accuracy of numerical solutions for some conventional moving mesh methods. For each of these interfaces and their motions, we define the subdomains $\Omega_i^+(t) = \{X \in \Omega: \phi_i(X, t) > 0\}$ and $\Omega_i^-(t) = \{X \in \Omega: \phi_i(X, t) < 0\}$, $i = 1, 2, 3$, fix $\beta^- = 1$ and $\beta^+ = 10$, and define the corresponding analytical solutions as

- $u_1(x, t) = \sin(x - (\pi/5 + t))/\beta^\pm \in \Omega_i^\pm(t)$,
- $u_2(x, t) = \begin{cases} \frac{(x - 0.3\cos(\pi t))^2 + (y - 0.3\sin(\pi t))^2}{\beta^-} & \text{in } \Omega_2^+(t), \\
\frac{(x - 0.3\cos(\pi t))^2 + (y - 0.3\sin(\pi t))^2}{\beta^+} & \text{in } \Omega_2^-(t), \\
\frac{(\pi/4)^2(\pi/7)^2}{\beta^-} - \frac{\sin(\pi t)x + \cos(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_2^+(t), \\
\frac{(\pi/4)^2(\pi/7)^2}{\beta^+} - \frac{\sin(\pi t)x + \cos(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_2^-(t), \end{cases}$
- $u_3(x, t) = \begin{cases} \frac{(\cos(\pi t)x + \sin(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_3^+(t), \\
\frac{(\pi/4)^2(\pi/7)^2}{\beta^-} - \frac{\sin(\pi t)x + \cos(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_3^-(t), \\
\frac{(\pi/4)^2(\pi/7)^2}{\beta^+} - \frac{\sin(\pi t)x + \cos(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_3^+(t), \\
\frac{(\pi/4)^2(\pi/7)^2}{\beta^-} + \frac{\sin(\pi t)x + \cos(\pi t)y)^2}{(\pi/4)^2} & \text{in } \Omega_3^-(t). \end{cases}$
We generate the mesh by partitioning $\Omega$ into $N \times N$ squares and cutting each square into two triangles. The step size is chosen as $T/N^2$ where $T$ is the total time and $N = 10, 20, ..., 100$. In Figure 5, we plot the errors of the solutions at $T = 1$ gauged by the $L^\infty$, $L^2$ and $H^1$-norm. For each of the error curves, we also plot a reference line which matches the ending point of the error curve and has the expected ratio, i.e., $h^{-2}$, $h^{-2}$ and $h^{-1}$ for $L^\infty$, $L^2$- and $H^1$ errors, respectively. From Figure 5, we can clearly see the optimal convergence, and especially even the error in $L^\infty$-norm converges optimally. In particular, for the linear interface, we can see the error curves almost overlap with the reference lines. These results certainly agree with the theoretical analysis. Furthermore, for unfitted mesh methods solving moving interface problems, since the interface can be really arbitrary relative to the mesh, it is critical that condition numbers of the methods are bounded regardless of the relative location. Here to investigate this issue we also plot the condition numbers of the matrices on $N = 100$ associated with the weak form $\tau a_h(u_h, v_h) + (u_h, v_h)_{L^2(\Omega)}$, $\forall u_h, v_h \in S^h$, $n = 1, 2, ..., $ in Figure 6. We can clearly see all the conditions numbers are uniformly bounded during the dynamics. In particular we note that during the motion of the linear interface, at certain points the linear interface
may cut all the elements with small subelements, but we can see from Figure 6 that this small-subelement issue does not cause blow-up of the condition numbers. Note that it has been theoretically addressed in [1] that IFE methods do not suffer from the small-subelement issue.
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