Abstract: Mechanics, along with electronics, is a basic field for the development of high technologies. However, learning mechanics is not an easy task. To meet and adapt to the requirements of students in the digital age, teachers must provide them significant ways to incorporate the latest technologies and applications for their studies. In this study, we explored the application of augmented reality (AR) to improve the learning of the science of Mechanisms. An AR application was implemented and developed for Android-based devices, followed by a qualitative experiment conducted with a sample of 116 students. The study was based on the technology acceptance model and the students’ attitudes towards learning in AR environments were assessed using the structural equation modeling. The results showed that the didactic potential of this application is promising, which is highlighted by the positive attitude about using the application, as well as by the high values obtained for intention to use.
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1. Introduction

In the field of engineering, the learning process involves completing the theoretical notions with practical works, to fix the knowledge acquired in the courses. In specialized laboratories and seminars, students can benefit from the application of theoretical knowledge, but often they face a lack of understanding or a poor understanding of the theoretical concepts that have been taught in the course. Studies show that traditional learning methods should be re-evaluated so that future engineers can learn various skills and competencies that are indispensable to ever-changing daily life.

Technology has an important role to play in this activity. Various types of technologies are beginning to be used more frequently to facilitate the learning process. Science, by its nature, is difficult to learn and not very attractive. Millar [1] discusses some of the reasons why this happens. Further, the role of teachers has changed over time. They are not only instructors, but also facilitators who provide opinions, scaffolding or feedback [2]. Therefore, many researchers believe that changing teaching techniques would be an effective way to improve understanding and learning of scientific concepts and phenomena, as well as to increase students’ interest and motivation.

One of the techniques based on interaction and visualization that increase motivation in education is augmented reality (AR), a technology that allows real-time visualization of computer-generated objects (graphics, images, videos, 3D objects sound) superimposed in the real world of the user. An AR system can be defined as a new type of human–machine interface that allow “augmented interactions” [3]. Among the benefits that AR has on students, researchers have identified: increased content understanding, long-term memory retention, improved physical task performance, improved collaboration, and increased student motivation [4]. Moreover, AR is a promising opportunity to facilitate the processes of educational inclusion, providing more ways of representation, action, and involvement of students in the learning process [5].
Current studies show that some physical objects tend to be substituted by virtual ones [6]. In addition, according to Gumaelius and Kolmos [7], the future engineering education would need to update the curriculum to consider three current development trends: student-centered learning, contextual and practice experiences, and digital tools. AR would provide a good alternative for those development trends mentioned above. Thus, by introducing this technology in different interactive forms in laboratories, the perception of certain phenomena can be improved.

AR is currently widely used in various fields of engineering education: science, technology, engineering, and mathematics (STEM) [8], geometry [9], finite element simulation [10], and electronics [11]. Due to recent hardware and software innovations, AR has the potential to be a mass market technology [6] and it can already be used on smartphones, devices that have become essential and ubiquitous among students [12]. They can be used as new learning tools, paving the way for the development of new methods of teaching and presenting teaching materials. AR applications developed for mobile devices can be used to motivate students to learn concepts related to mechanics, physics, electricity, and so on.

To meet and adapt to the requirements of students in the digital age, teachers must provide them significant ways to incorporate the latest technologies and applications for their studies [13]. The students should feel motivated and immersed in the learning process [14], thereby allowing them to play a more active role [15]. There are many works that address these new technologies and teaching methods for higher education, in line with current trends: as an educational tool for teaching drone programming [16], as simulation software for designing and testing different types of controllers [17], as a didactical robot environment for robot programming and control [18], or as a new learning program designed for active learning of electronics [19]. Thus, engineering programs should incorporate content that makes the transition from scientific knowledge to modern technologies [20], so that graduates can adapt and learn the skills needed to cope in the industry after becoming employees.

AR could positively affect mechanical engineering (ME) education by improving students’ learning and providing them enriched experiences [21], especially to understand two-dimensional (2D) objects in space [22], to elaborate dynamic spatial representations, and to improve the way of interaction with machines [23]. Students can see the real world through the screen of a mobile device, but the reality is enriched with multimedia content, representing in this way something new and attractive [24].

Along with electronics, ME is still the basis for the development of high technologies [25], but the classic method of teaching courses in various disciplines is a rather difficult task that requires students’ imagination and the use of expensive mechanical installations [26]. The rapid development of society and technology involves the alignment of higher engineering education with the changes taking place in the information environment and the creation of innovative teaching materials [27]. Some studies have shown that the incorporation of new technologies in the learning process increases the results of engineering students and even the motivation to learn [28,29] as the learning environment offers more interactions, increasing the sensations of real-world users [30]. AR technologies can help visualize the principle of operation of a mechanism, by making 3D models of real objects and integrating them on mobile devices [31]. Thus, the student will focus on the specific content of a certain subject, making it easier to avoid situations in which he/she loses his/her interest due to the routine that intervenes in classical teaching [32].

Another advantage of AR technology is that it has an impact on improving students’ spatial skills [33,34]. The ability to understand the shape of a 3D object and to learn the ‘stereognostic sense’ is facilitated by AR-based support systems [35]. In addition, directing attention to an image contributes to learning by involving the higher cortical areas of the brain [36].

The aim of this study is two-fold. The first objective is to determine how AR technology is used in higher education courses and laboratories in specialized disciplines in the field of
Mechanical Engineering (ME). For this, articles on this issue were extracted and reviewed. The results of the implementation of AR in mechanical engineering education have not been reviewed so far. Therefore, we explored these results and developed an application for the Mechanisms discipline to fulfill a second objective—that of obtaining students’ attitudes towards the use of AR and to obtain their feedback.

Considering these things, the present paper aims to create an AR application that will support students in a discipline that is not missing from the curriculum of the faculties of ME. The application is implemented and tested on students’ mobile devices, to help them better understand its components and how it moves, as well as to better correlate the abstract knowledge of the course with animated 3D models, which are superimposed on images in the laboratory guidebook. The evaluation of the application was done by the students through questionnaires distributed through the eLearning platform.

2. Related Work

The use of AR in various fields of education has spread more and more in recent years. It has been integrated as a pedagogical method to teach biology [37,38], physiotherapy [39], mathematics [40], and physics [41]. However, the technology has been used more frequently in engineering disciplines, such as civil engineering [42], electrical engineering [11], or various subfields of mechanical engineering [43–45]. Since we are interested in this last field, we conducted a systematic research to identify the works that focus on the use of AR in disciplines related to mechanical engineering.

For this purpose, we used the already well-known PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) model [46] to select the relevant studies. The search process was performed separately by three reviewers in five databases (Scopus, Web of Science, ScienceDirect, ERIC, and IEEE Explore) using the following keywords: “augmented reality” AND (“mechanical engineering” OR “mechanics”) AND (“higher education” OR “student”) AND (“teaching” OR “learning”). The initial search conducted on 13 June 2020 revealed 826 studies. The next step was to select from these articles only those that meet the criteria presented in Table 1.

Table 1. Inclusion and exclusion criteria.

| Criteria          | Inclusion                       | Exclusion                                                  |
|-------------------|--------------------------------|------------------------------------------------------------|
| Time period       | 1 January 2010–2020             | Items that are outside the selected time period            |
| Language          | English                        | Articles that are written in a language other than English |
| Publication type  | Peer-reviewed journals          | Conference papers, book chapters, review papers, editorial, and short communications |
| Study focus       | Augmented reality (AR) applications in mechanical engineering education | AR applications in other educational fields |
| Educational level | Higher education               | Primary and secondary education                             |

The papers that were considered eligible for analysis were those aimed to present the results of the implementation of AR in mechanical engineering education for undergraduate or graduate students. Only works written in English and published in peer-reviewed journals, published after the beginning of 2010, were considered. The papers found were thoroughly checked in several stages: firstly by title, secondly by abstract, and finally, if after the two stages it was not possible to decide whether the article met the selection criteria, the whole text was checked. This process was done by the three reviewers in parallel, and in the end, the results were compared. The most experienced reviewer decided if there were any doubts about the inclusion or exclusion of a paper. The process of article selection is presented in Figure 1.
From the irrelevant studies, 23 were conference papers, eight were review papers, and 22 dealt with the application of AR in electrical engineering education or physics. Other studies had no results related to AR implementation in education or some contained AR applications for pre-university education. Finally, a total of nine papers were considered eligible for analysis. The list of these works and their characteristics are presented in Table 2. Of these studies, one was conducted in Singapore, two in Taiwan, two in Spain, one in the Republic of North Macedonia, two in Malaysia, and one in the USA.

Table 2. Main characteristics of reviewed studies.

| Study | Subject                          | Participants                                                                 | Variables                                                                 |
|-------|----------------------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------|
| [44]  | Finite Element Analysis (FEA)    | 20 students from mechanical and civil engineering                           | Learning FEA of structures                                                 |
| [47]  | Fundamental Product Design       | 13 second-year industrial design students                                   | Generating new concepts                                                   |
| [45]  | Design                           | 26 second-year, design-major university students                             | Learners’ product innovation capability                                   |
| [48]  | Graphic Engineering              | 24 first-year mechanical engineering students                               | Spatial abilities                                                          |
| [28]  | Graphic Engineering              | 47 first-year students of mechanical engineering                            | Academic performance and student motivation                               |
| [15]  | Graphic Engineering              | 321 students (from mechanical engineering, civil engineering, electrical engineering, architecture, technology and metallurgy, design and technologies of furniture and interior) | Interest, understanding and interiorization of the learning material |
| [30]  | Mechanics                        | 37 first-year mechanical engineering students                               | Visual cues                                                               |
| [49]  | Mechanics                        | 40 third-year mechanical engineering students                               | User interface and usability                                              |
| [43]  | Structural Analysis              | 41 civil and construction engineering students                              | Students’ learning and performance                                         |

Huang et al. [44] conducted a user study with 20 participants to validate an AR system designed to learn finite element analysis (FEA) on structures. The participants were divided into a beginner group and an expert group. The user study consisted of performing some tasks described in the training session. A quality evaluation was performed at the end showing that the developed system is more intuitive and easier to use and learn than conventional FEA software, thus reducing cognitive loads for students. Another observation was that AR encouraged participants to actively exchange ideas and discuss issues, which shows that AR interfaces promote a collaborative learning environment.
Lui et al. [47] performed an experiment with 13 participants to investigate how AR supports novice designers. They developed a solution based on AR to assist students in generating ideas that will help them to formulate more effective design strategies through 3D object observation. The experiment involved 12 mechanical movements and results suggested that 84% of participants improved their knowledge of kinematic mechanisms, alleviating the lack of design experience.

Lui et al. [45] completed the previous study, aiming to bring about a better understanding of how AR technology can enhance the product innovation capabilities of students. The study compared the experimental results for two groups: one group used AR-based aids and the other group used physical-based aids to analyze the movements of a set of 12 mechanisms. The comparative effects of the two types of aids on the acquisition of knowledge and in supporting the ideation (the process generating of new ideas) were achieved by using several types of results. Experimental results, in addition to students' feedback, suggested that AR technology has the potential to support the understanding of the learned mechanism and help the generation of new product design ideas.

Martín-Gutiérrez et al. [48] evaluated the effect of AR technology on the development of spatial abilities of students using an augmented book developed with a self-developed library. The experiment was conducted during five consecutive days and students' spatial abilities were measured with two types of tests: a mental rotation test and a differential aptitude test. The values obtained for the pre- and post-test indicated a significant and positive impact on students' spatial abilities.

Martín-Gutiérrez and Fernandez [28] also studied the benefits of an AR book on learning. The augmented book was designed to help mechanical engineering students to learn about the design and standardization of mechanical elements. The study was conducted by comparing the results obtained by two groups: an experimental group that used AR-based material (25 students) and a control group that used traditional class notes (22 students). The results indicated significant differences in academic performance between the two groups, which were also reflected in passing the final exam (80% of students from the first group passed the exam, while only 50% of students who used traditional notes passed the exam). In addition, considerable differences were reported in terms of the motivation of students in the two groups, with the experimental group showing a higher level of motivation.

Rizov and Rizova [15] published a study involving 321 students to assess the impact of AR in higher education. The research involved the use of two assessment methods: a qualitative, empirical method, which consisted of a skills test for orthogonal solid body projections in AutoCAD, and a quantitative method, that used questionnaires to interview students about the use of AR as a teaching tool. The results showed a positive impact: 84% of students passed the test and the vast majority stated that lectures using AR are interesting (96%), contributing to a better understanding of the material (100%), which can lead, in their opinion, to a higher graduation rate (68%).

Sidhu [30] performed a questionnaire study that included 37 first-year mechanical engineering students. User interviews and questionnaires were used to measure the usefulness of visual cues for students' comprehension of a multi-body mechanism. The results revealed that the developed system has the potential to enhance the learning process and the students showed a high degree of acceptance of new technologies in their learning. They found the system extremely useful, interesting, and helpful in learning engineering concepts more easily.

Sidhu [49] conducted an analysis with 40 students to compare two user interface approaches: single marker-based and multiple function interaction. A four-bar linkage was selected for analysis in terms of user interface and usability using the two interaction techniques. A cross-sectional study design and a Wilcoxon signed-rank test were used to analyze the difference. The results showed that the multiple function interaction technique is more effective than the single marker-based interface, and it was preferred by
students because they focused better on the content while interacting with the four-bar mechanism problem.

Turkan et al. [43] presented an AR application designed to help students to teach structural analysis concepts. The pilot study involved 41 students divided into two groups: an experimental group (22 students), which used the AR application to view and manipulate various variables related to a deflection problem, and a control group, in which the participants assisted in solving the problem in a classical way. In addition, the experimental group completed a survey in which they expressed their opinion about learning structural analysis with the help of AR technology. The results showed that the visualization and interactive features of AR can contribute in a significant way to students’ learning.

The research on the implementation of AR in high-level education in the field of ME has highlighted the fact that the didactic potential of this technology is promising. Although this study is limited in that it explores the role of AR in higher education and focuses solely on ME, it can be seen from the extracted articles that improvements have been found in terms of increasing students’ innovation capability, spatial ability, interest, understanding, learning performance, and motivation. In addition, there are also other benefits found in the literature related to students’ learning outcomes (achievement, attitude), pedagogical contributions (enjoyment, engagement), and interaction [50]. At the same time, AR provides portability and accessibility to learning material. In line with these studies, our work aims to establish students’ feedback on a simple AR application that could foster their understanding in the study of mechanisms.

3. AR Application to Learn Mechanisms

3.1. Structural Analysis

Theory of machines and mechanisms is a course that can be found in all undergraduate training programs within the faculties of ME. In our faculty, the Department of Automotive and Transport Engineering, the course is called simply Mechanism and aims to develop students’ understanding of the fundamentals of kinematics and dynamics of mechanisms. A mechanism is defined as a system connected by elements that ensure the transmission and transformation of mechanical movements [51]. It consists of links and joints (pairs) that connect the links and impose movement constraints on them.

Structural analysis is an essential component in the study of mechanisms. It deals with determining the fundamental relationships between the degrees of freedom and the number of links and joints used in the construction of the mechanism. During the analysis, the number and type of kinematic links and joints and the number of driving links are determined; then the structural diagrams are realized, which decompose the mechanism into kinematic groups. To make a structural diagram, the student needs to have a 3D representation of the mechanism in mind. This will help him/her to intuit its movement and understand how that movement is transmitted through the links.

In the practical applications within the laboratory courses of Mechanism, some 2D images of various mechanisms are given, for which students must identify the links and pairs, build the structural diagram, and calculate the mobility of the mechanism.

The kinematic diagram is a simplified drawing that illustrates the links and their connections, considering the general functional characteristics of a mechanism and not the physical dimensions of the links. In Figure 2b the structural diagram of the mechanism in Figure 2a is realized. The structural diagram shows the essential links needed for structural analysis; the kinematic links are numbered, while the joints are marked with letters. Fixed links are usually denoted by 0.
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Table 3. Joint identification for the mechanism in Figure 2a.

| No. | Joint | Type              | Degree of Freedom (DOF) |
|-----|-------|-------------------|------------------------|
| 1   | 0–1   | Rotation (Revolute)| 1                      |
| 2   | 1–2   | Rotation           | 1                      |
| 3   | 2–3   | Rotation           | 1                      |
| 4   | 3–4   | Rotation           | 1                      |
| 5   | 4–5   | Rotation           | 1                      |
| 6   | 5–0   | Translating (Prismatic) | 1                      |
| 7   | 3–0   | Rotation           | 1                      |

So, \( N = 6, J_1 = 7, J_2 = 0 \).

For the mechanism in Figure 2a, the mobility calculation is performed with the above formula:

\[
\text{DOF} = 3(N - 1) - 2J_1 - J_2 = 3(6 - 1) - 2 \cdot 7 - 0 = 1
\]  

The course of Mechanisms has two main parts—analysis and synthesis of mechanisms, and it covers the structural, kinematical, and dynamical study of linkages, gears, and cams. Mobility computation is an important step in the kinematic analysis of a mechanism because it provides the number of independent parameters. Often, not having the necessary experience, students make mistakes in identifying the links and joints, resulting in a wrong value for mobility. To provide students with a clearer representation of the mechanism, so that they have a better visual understanding and can correctly identify the elements of the studied mechanism, the application “AR Mecs” (Augmented Reality for Mechanisms study) was developed.

In the course syllabus, a main objective of Mechanism discipline is “the transmission of basic knowledge and formation of basic skills in identifying, representing, analyzing and synthesizing fundamental mechanisms.” Therefore, a mechanical engineering qualification provides students with the ability to understand the structure of fundamental mechanisms; “AR Mecs” was designed to serve this purpose. However, is not yet included in the learning program; it is just a tool used in laboratories to facilitate learning.
The mobile application “AR Mecs” was developed for viewing virtual 3D models of mechanisms through AR. The use of the tool will be done inside classrooms to promote understanding and motivation of students for the Mechanisms discipline of university studies. The application is used on the mobile device to see the components and to analyze the movement of some mechanisms presented in the laboratory guidebook.

3.2. AR Mecs

To develop the “AR Mecs” application, various software programs were used, which obtained an open and easy-to-use access tool. Its development process can be divided into four main phases:

- 3D modeling of mechanisms;
- creating animations;
- creating image targets that can be subsequently detected and tracked; and
- joining image targets and 3D models.

3.2.1. 3D Modeling of Mechanisms

Three mechanisms were chosen to be initially included in the “AR Mecs” mobile application. For each of these three mechanisms, the 3D model was created using the 3D CAD design software and SolidWorks 2016 developed by Dassault Systèmes.

The links of the mechanisms were created separately, and then assembled in SolidWorks and tested to match the desired behavior. Each mechanism contains a driving link (e.g., crank, Figure 2a) and driven links. The dimensions of the links were chosen to satisfy a certain condition initially imposed: for example, for the crank-slider mechanisms (Figure 3a,b) it was desired that the crank achieve a 360 degree stroke; for the tilting mechanism (Figure 3c), the condition was that the tilting element rotate 90 degrees from the vertical position to the horizontal position.
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Figure 3. The three models used in the application—2D representation and 3D model: (a) crank slider mechanism 1; (b) crank-slider mechanism 2; (c) tilting mechanism.
3.2.2. Animations Creation

Animations to highlight the movement of each mechanism were made in SolidWorks. There were two types of animations:

- 3D animated model;
- video image with the animated model.

The tool provided in SolidWorks for motion analysis was used to create the animated 3D model. A rotary motor was added and a complete rotation of the crank was performed; then the resulting 3D animation was exported in .fbx format using the SimLab FBX Exporter plugin from SimLab Soft. This was necessary so that the file could then be imported into Unity, a cross-platform game engine developed by Unity Technologies used to create the application.

For the video file to be inserted, a screen capture software was used, and the mechanism was recorded during a complete rotation of crank, then the continuous playback option was selected.

3.2.3. Image Targets Creation

AR is based on the fact that the mobile device recognizes real-world objects and renders computer graphics recorded in the 3D space, giving the illusion that virtual objects are in the same physical space as real ones. The types of targets that AR software can recognize have evolved from simple markers, images, or even 3D objects. In this work, the Vuforia SDK was used to recognize and track image targets from the laboratory guidebook. Vuforia is an AR application development platform, enabling the use of applications on a variety of hardware devices.

The image targets are created on the Vuforia developer’s website, using the Vuforia Target Manager tool. Images are recorded manually, and they must contain distinct shapes or contours to be recognized by the tracking algorithms used in the software (Figure 4). Once the targets are added, the target database is created, and it can be downloaded in specific formats for use with multiple platforms. In our case, we downloaded a Unity package, which can be used further to create the application.

Figure 4. The feature point detected in Vuforia Target Manager for the image of the crank-slider mechanism.

3.2.4. Joining Image Targets and 3D Models

The integration of virtual content (3D models and video images) and image targets, which act as triggers for displaying the virtual content in the application, was done in Unity.

To create the application, the following steps were followed: creating the scene; adding a Vuforia GameObject AR Camera; importing and activating the target database in Unity; importing 3D models; displaying 3D models above the target images; customizing the models (position, size, brightness, etc.); setting the platform configuration; and building the application to be installed on the mobile device.

The result obtained from Unity was an .apk file that was transferred to the memory of a smartphone or tablet, installed, and run like a common application. The application
was developed only for Android devices in the first phase and will be extended to devices that use other operating systems. The .apk file was uploaded to the university’s eLearning platform, where students were able to download and install it on personal mobile devices. We intend to add the application to the Google Play Store to allow for easier download.

Students can use the resulting application to track the movement of the mechanisms by pointing the mobile device to the image presented in the laboratory guidebook from the Mechanisms discipline. The development process is presented in Figure 5.

Figure 5. Block diagram of “AR Mecs” software implementation.

3.3. Technology Acceptance Model

Students’ attitudes towards learning in AR environments were assessed using the technology acceptance model (TAM) [53]. This model is widely used in studies to test the user’s acceptance of new technologies in various fields, such as cultural heritage [54], medical imaging [55], library application [56], and retailing [57]. There are more studies that use the TAM to evaluate the adoption of AR-based devices and applications, such as smart glasses [58], mobile AR in tourism field [59], and maintenance training instruction [60]. TAM is also used in higher education to study the acceptance of innovative methods and tools among students [61,62].

According to the TAM, the acceptance of a system is represented by the intention to use (ItU) of that system, which is determined by the user’s attitude towards using the system (AtU). The attitude or predisposition towards the use of a system is determined by two variables: users’ perceptions of utility (perceived usefulness, PU) and the perceived ease of use (PEoU). PEoU has a causal effect on PU [63]. PU is defined in the context of learning as the user’s belief that a system would produce positive benefits for learning [64], and PEoU refers to the degree to which the user believes that using the system would be effortless [62]. Furthermore, PU and PEoU can be influenced by various external variables, such as system design features, user characteristics, experience in using technologies, and so on [65].

Another construct that favors people’s intention to use a system is the perceived enjoyment (PE) [66], defined as the extent to which the activity of using the system is perceived to be enjoyable on its own. Some researchers have shown that PE and PEoU are stronger determinants of ItU than PU [67].

To understand the role of the individual factors that influence the acceptance of the AR application within the Mechanisms laboratory, we developed a theoretical model based on TAM (Figure 6). Within the model, we proposed the following hypotheses:
Hypothesis 1 (H1). Perceived ease of use (PEoU) will positively affect perceived usefulness (PU).
Hypothesis 2 (H2). Perceived ease of use (PEoU) will positively affect attitude toward using (AtU).
Hypothesis 3 (H3). Perceived ease of use (PEoU) will positively affect perceived enjoyment (PE).
Hypothesis 4 (H4). Perceived usefulness (PU) will positively affect attitude toward using (AtU).
Hypothesis 5 (H5). Perceived usefulness (PU) will positively affect intention to use (ItU).
Hypothesis 6 (H6). Perceived enjoyment (PE) will positively affect usefulness (PU).
Hypothesis 7 (H7). Perceived enjoyment (PE) will positively affect attitude toward using (AtU).
Hypothesis 8 (H8). Perceived enjoyment (PE) will positively affect intention to use (ItU).
Hypothesis 9 (H9). Attitude toward using (AtU) will positively affect intention to use (ItU).

4. User Study

To evaluate the TAM shown in Figure 6 for “AR Mecs” application, a laboratory experiment was performed with students in the second semester of the academic year 2019–2020 (April–June 2020). An online questionnaire was developed to test the hypotheses presented above.

4.1. Participants

The research was conducted with students enrolled in the course “Mechanisms” in the second year of the study programs indicated in Table 4. The course was taught at the Faculty of Mechanical Engineering and Faculty of Electrical Engineering and Computer Science from Transilvania University of Brasov. The total number of participants was 116 students (mean age = 20.47, SD = 0.72), of which only 3.45% were women (n = 4) and 96.55% were men (n = 112). In these undergraduate programs, there is a tendency for a much larger number of men to enroll than women; thus, the proportion of men and women is justified.
Table 4. Participants by subjects and degrees.

| Faculty                        | Bachelor’s Degree Program     | Participants | %  |
|--------------------------------|-------------------------------|--------------|----|
| Mechanical Engineering         | Automotive Engineering        | 76           | 65.52 |
| Mechanical Engineering         | Mechanical Engineering        | 18           | 15.52 |
| Traffic and Transport Engineering | Traffic and Transport Engineering | 16       | 13.79 |
| Electrical Engineering         | Robotics                      | 6            | 5.17  |
| Total                          |                               | 116          | 100   |

From a socio-cognitive point of view, the participants belong to different classes. Roughly 67.24% of participants come from urban areas and most of them (79.31%) graduated from a technical high school. While the vast majority were first-time students, three participants had previously graduated from another faculty or were enrolled in another faculty. One of them was a master’s student at another faculty.

4.2. Methodology

4.2.1. Procedure of Laboratory Experiment

The experiment was performed as follows:

- the students received a 2D image with the representation of the mechanism under study in the laboratory class; they were asked to identify the link and calculate the mobility;
- then, they were able to use the “AR Mecs” application to study the movement of the mechanism;
- students first received a presentation on the application and instructions for downloading and installing it; “AR Mecs” application in .apk format was distributed to students to install on their mobile devices;
- the students tested the application for 10 min, according to the following scenario:
  - they ran the application and directed the mobile device to the specified image from a printed edition of the laboratory guidebook; the application allows viewing two types of content, which are available via the buttons on the bottom left (Figure 7);
  - each participant used the application in the two modes alternately to follow the movement of the mechanism and understand how it works;
- after using the application, they were asked to check if they correctly identified the links in the 2D image and if they had to change the initial values related to the number of links and joints after using the application;
- after testing the application, students were asked to complete a questionnaire regarding its evaluation, which was sent on the university’s eLearning platform.
- the experiment was performed three times, using the three models of mechanisms presented above. Thus, there were three separate cases, one for each mechanism. Some pictures during the experiment are presented in Figure 7a–f).

4.2.2. Questionnaire Design

The questionnaire used for the evaluation of “AR Mecs” was composed of three sections:

- an introductory part, in which the purpose of the questionnaire was described, details related to age and gender, and two questions regarding Augmented Reality technology:
  - Have you ever heard of “Augmented Reality” (AR)?
  - Have you used any systems or applications that use this technology before?
- the 15 items of the TAM, through which information was collected about the 6 variables: PU (7 items), PEOU (5 items), PE (5 items), ATU (3 items), ITU (3 items). They
were measured on a 7-point Likert scale (with “1” = “strongly disagree” to “7” = “strongly agree”);

- the final part included a question related to the 3D content of the application: Which of the two functions provided is most useful (3D model display or video image display)? and asked the participants to write some suggestions for features they think would be useful in improving the “AR Mecs” application.
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**Figure 7.** “AR Mecs” application functions: crank-slider mechanism 1: (a) video, (b) 3D model; crank-slider mechanism 2: (c) video, (d) 3D model; tilting mechanism: (e) video, (f) 3D model.

The questionnaire was developed bilingually: in Romanian for students who followed a bachelor’s program in Romanian and in English for those who followed the program in English. The set of questions were based on the corresponding literature. Their statements were inspired by Rese et al. [57] and Cabero-Almenara and colleagues [65], and adapted for the proposed application.

5. Results

5.1. Data Processing and Analysis

The answers from the questionnaires were centralized using Microsoft Excel. For statistical analysis we used SPSS and SmartPLS. To test the proposed model, we performed a regression analysis using the partial least square (PLS) approach of structural equation modeling (SEM).

Regarding the first two questions addressed to the participants, the proportion of yes or no answers is presented in Figure 8.

Regarding the scores of the TAM, Table 5 presents the 23 statements of the questionnaire and the mean and the standard deviations of the values obtained for each item. The mean values are in the following ranges: 6.20 and 6.54 (Case 1); 6.04 and 6.35 (Case 2); 6.13 and 6.45 (Case 3). The standard deviation varies between 0.88 and 0.97 (Case 1), 0.61 and 0.79 (Case 2), and 0.64 and 0.82 (Case 3). The total average value obtained was 6.15
and SD = 1.05 (Case 1), 6.05 and SD = 0.87 (Case 2), and 6.06 and SD = 0.85 (Case 3). The values far exceed the average of the scale (3.5), showing a high degree of acceptance of the technology used in the laboratory.

![Poll results for the first two items of the questionnaire.](image)

Figure 8. Poll results for the first two items of the questionnaire.

| Questionnaire Items                                      | Case 1          | Case 2          | Case 3          |
|---------------------------------------------------------|-----------------|-----------------|-----------------|
|                                                          | Mean  | SD    | Mean  | SD    | Mean  | SD    |
| Perceived Usefulness (PU)                                |       |       |       |       |       |       |
| 01. The use of the “AR Mecs” application helps to improve the learning performance for the Mechanics discipline. | 6.14   | 1.05  | 6.06  | 0.87  | 6.04  | 0.84  |
| 02. The application “AR Mecs” is useful for a deeper understanding of the functioning of the mechanisms. | 6.224  | 0.943 | 6.190 | 0.768 | 6.129 | 0.840 |
| 03. The application “AR Mecs” helped me to have a spatial perception of the analyzed mechanism. | 6.293  | 0.865 | 6.216 | 0.789 | 6.129 | 0.775 |
| 04. The application “AR Mecs” helped me to realize easier the structural diagram of the analyzed mechanism. | 6.138  | 1.071 | 6.095 | 0.865 | 6.060 | 0.887 |
| 05. Using the “AR Mecs” application is a faster way to understand the structure of the mechanisms. | 5.914  | 1.269 | 5.931 | 0.967 | 5.931 | 0.810 |
| 06. The activity has improved my understanding of the topic addressed. | 6.000  | 1.022 | 6.009 | 0.850 | 6.103 | 0.869 |
| 07. The “AR Mecs” application is useful in the learning process. | 6.241  | 1.060 | 5.974 | 0.937 | 5.991 | 0.818 |
| Ease of use (PEoU)                                       |       |       |       |       |       |       |
| 08. The “AR Mecs” application is easy to use.            | 5.97   | 1.22  | 5.95  | 0.93  | 5.91  | 0.91  |
| 09. Learning how to use the “AR Mecs” application was not a problem for me. | 5.948  | 1.304 | 5.940 | 0.989 | 5.966 | 0.864 |
| 10. Learning how to use the “AR Mecs” application is clear and intelligible. | 6.043  | 1.204 | 5.966 | 1.004 | 6.000 | 0.969 |
| 11. I think most people will learn how to use the app quickly. | 6.000  | 1.201 | 5.914 | 0.938 | 5.802 | 0.925 |
| 12. Changing the ways of displaying virtual information is easy. | 5.871  | 1.248 | 5.948 | 0.873 | 5.888 | 0.882 |
| Perceived enjoyment (PE)                                 |       |       |       |       |       |       |
| 01. The use of the “AR Mecs” application helps to improve the learning performance for the Mechanics discipline. | 6.14   | 1.06  | 5.98  | 0.93  | 6.01  | 0.89  |
From Table 5 the highest values were obtained for “intention to use” in all three cases (6.36, 6.24, and 6.32, respectively), and then “attitude towards using the application” (6.20, 6.06, and 6.11, respectively). Interestingly, the students perceived the application as useful (6.06 and 6.04 in Cases 2 and 3, respectively), but also enjoyed its use (6.14 in Case 1 for both PU and PE).

The values obtained for each item were converted for the 0–100 scale, and the results for the average values on each construct are presented in Figure 9a–c.

In the following, the model is analyzed only for Case 1, because the other two cases were similar in terms of the answers received from the questionnaires.

### 5.1.1. Measurement Model

Several preliminary tests were performed before factor analysis. Kaiser–Meyer–Olkin (KMO) test and Bartlett’s test of sphericity were used to check the appropriateness of the dataset to factor analysis. KMO should have a value greater than 0.7 according to Hair et al. [68]. For our data, the KMO value was 0.854, with a highly significant level for Bartlett’s test of sphericity ($p < 0.001$). Communalities estimates show how much the extracted factors explain the variance of an individual item and can range from 0 to 1 [69]. The extraction communalities for our factors vary between 0.614 and 0.796.

To complete the examination of the measurement model, it is essential to verify the validity and reliability of the collected data. For this purpose, two analysis softwares (SPSS v26 and SmartPLS v.3.3.2) were used. The reliability was evaluated by measuring the composite reliability (CR) values and factor loadings. Table 6 reveals that the CR of each factor is above 0.884, higher than the threshold value of 0.7 [70,71], which defines good reliability among latent variables. The recommended values for rho_A reliability coefficients are at least 0.7 [72]. As provided in Table 6, the rho_A value of all the items is above 0.8. In addition, for good convergent validity, factor loading must be greater than 0.5 [73] and all the items are above 0.7.
Figure 9. (a) Boxplot showing the results for the statements, grouped for the five constructs (Case 1); (b) Boxplot showing the results for the statements, grouped for the five constructs (Case 2); (c) Boxplot showing the results for the statements, grouped for the five constructs (Case 3).
Table 6. Construct reliability and validity. AVE: average variance extracted.

| Construct | Items | Factor Loading | Composite Reliability | AVE | Cronbach’s α | rho_A |
|-----------|-------|----------------|-----------------------|-----|---------------|-------|
| PU        | PU1   | 0.788          | 0.916                 | 0.611 | 0.894         | 0.906 |
|           | PU2   | 0.855          |                       |      |               |       |
|           | PU3   | 0.702          |                       |      |               |       |
|           | PU4   | 0.714          |                       |      |               |       |
|           | PU5   | 0.813          |                       |      |               |       |
|           | PU6   | 0.800          |                       |      |               |       |
|           | PU7   | 0.790          |                       |      |               |       |
| PEoU      | PEoU1 | 0.867          | 0.936                 | 0.745 | 0.915         | 0.923 |
|           | PEoU2 | 0.849          |                       |      |               |       |
|           | PEoU3 | 0.919          |                       |      |               |       |
|           | PEoU4 | 0.842          |                       |      |               |       |
|           | PEoU5 | 0.836          |                       |      |               |       |
| PE        | PE1   | 0.853          | 0.914                 | 0.682 | 0.883         | 0.893 |
|           | PE2   | 0.823          |                       |      |               |       |
|           | PE3   | 0.736          |                       |      |               |       |
|           | PE4   | 0.835          |                       |      |               |       |
|           | PE5   | 0.876          |                       |      |               |       |
| AtU       | AtU1  | 0.881          | 0.884                 | 0.717 | 0.801         | 0.801 |
|           | AtU2  | 0.874          |                       |      |               |       |
|           | AtU3  | 0.782          |                       |      |               |       |
| ItU       | ItU1  | 0.885          | 0.929                 | 0.815 | 0.886         | 0.888 |
|           | ItU2  | 0.918          |                       |      |               |       |
|           | ItU3  | 0.905          |                       |      |               |       |

The internal consistency of the data was measured by calculating Cronbach’s coefficient α for each construct. Cronbach’s coefficient is considered satisfactory for a value greater than 0.7 [74]. As seen from Table 6, the Cronbach coefficients of the variables vary between 0.801 and 0.915, indicating good reliability and a good internal consistency of the questionnaire. Another measure of convergent validity is the average variance extracted (AVE), with a recommended value greater than 0.5 [75]. In this research, all the AVE values are greater than 0.5, ranging from 0.611 to 0.815.

In Table 7, discriminant validity was checked by comparing the square root of AVE to the correlation between constructs. Adequate discriminant validity is obtained if the diagonal values (in bold in Table 7) are greater than the correlation [59]. This criterion was met.

Table 7. Discriminant validity matrix (Fornell–Larcker criterion).

| Construct | PU    | PEoU  | PE    | AtU  | ItU  |
|-----------|-------|-------|-------|------|------|
| AtU       | 0.847 |       |       |      |      |
| ItU       | 0.720 | 0.903 |       |      |      |
| PE        | 0.754 | 0.717 | 0.826 |      |      |
| PEoU      | 0.524 | 0.637 | 0.683 | 0.863|      |
| PU        | 0.665 | 0.694 | 0.687 | 0.577| 0.782|

5.1.2. Structural Model and Hypothesis Testing

Once the analysis that established the reliability and validity of the items was completed, a structural model was analyzed. As mentioned above, we used the PLS-SEM [76] method to validate the proposed model and estimate the relationship among constructs. A bootstrapping procedure with 5000 subsamples was performed in SmartPLS and the results are presented in Table 8 and Figure 10. p-Values represent the level of significance within a hypothesis test. For two-tailed tests, a significance level of 10% (p < 0.1) requires a t-value > 1.65, a significance level of 5% (p < 0.05) requires a t-value > 1.96, and a significance level of 1% (p < 0.001) requires a t-value > 2.58 [77].
Table 8. Structural model results.

| Hypothesis       | β-Values | Sample Mean (M) | SD   | T Statistics (|O/STDEV|) | p-Values | Status  |
|------------------|----------|-----------------|------|----------------|----------|---------|---------|
| H1: PEoU -> PU  | 0.201    | 0.198           | 0.104| 1.933          | 0.053    | Not supported |
| H2: PEoU -> AtU | −0.040   | −0.038          | 0.113| 0.888          | 0.355    | Not supported |
| H3: PEoU -> PE  | 0.683    | 0.683           | 0.062| 11.099         | 0.000    | Supported |
| H4: PU -> AtU   | 0.289    | 0.288           | 0.088| 3.277          | 0.001    | Supported |
| H5: PU -> ItU   | 0.291    | 0.286           | 0.088| 3.304          | 0.001    | Supported |
| H6: PE -> PU    | 0.550    | 0.551           | 0.091| 6.019          | 0.000    | Supported |
| H7: PE -> AtU   | 0.582    | 0.581           | 0.107| 5.422          | 0.000    | Supported |
| H8: PE -> ItU   | 0.279    | 0.285           | 0.113| 2.477          | 0.013    | Supported |
| H9: AtU -> ItU  | 0.316    | 0.311           | 0.113| 2.800          | 0.005    | Supported |

Figure 10 illustrates the β coefficients (path coefficients) and R² values (coefficient of determination) of the latent variables. Path coefficients give the relation between constructs, and R² helps to determine the percentage of the variance in the dependent variable explained by the independent variables [55]. The estimation of the TAM by PLS shows that all the relationships between constructs were confirmed, except for PEoU -> PU and PEoU -> AtU (H1 and H2). Thus, seven of the nine proposed hypotheses were supported: PEoU was found to have a positive effect on PE (H3: $β = 0.683, p < 0.001$); PU had a significant influence on AtU and ItU (H4: $β = 0.289, p < 0.005$; H5: $β = 0.291, p < 0.005$); PE had a positive influence on PU, AtU, and ItU (H6: $β = 0.550, p < 0.001$; H7: $β = 0.582, p < 0.001$; H8: $β = 0.279, p < 0.05$); and AtU had significant effect on ItU (H9: $β = 0.316, p < 0.01$). However, PEoU had a nonsignificant effect on PU and AtU (H1: $β = 0.201, p < 0.1$; H2: $β = −0.040, p = nonsignificant$), so the first two hypotheses are not supported.

The result shows that 61.1% of the variance of the latent variable AtU was explained by the latent variables PU, PEoU, and PE; 49.4% of the variance of the latent variable PU was explained by the latent variables PEoU and PE; 46.6% of the variance of the latent variable PE was explained by the latent variable PEoU; and 63% of the variance of the latent variable ItU was explained by the latent variables AtU, PE, and PU. The direct, indirect, and total effect of all the variables were also calculated (Table 9).
In the final part of the questionnaire, the students were asked about the virtual content of the AR application. For the question—“Which of the two functions provided is most useful?”—most students (79.31%) replied that the 3D model was more appropriate (Figure 11). AR technology brings several benefits compared to watching a traditional video that shows the movement of the mechanism. In accordance with Yip et al. [78], the following advantages can be mentioned: the virtual object is superimposed right above the real image, giving the impression that it is animated and shows a complete and clear movement; in this way, a considerable convenience is offered to students in the learning process and they can easily correlate the information received; interactivity is also a major advantage, as students can interact with virtual content.

![Figure 11. Students’ preference related to virtual content of the application.](image)

The participants were also asked to answer about their learning experience with “AR Mecs”. More specifically, they were urged to write some suggestions about the application and how it could be improved. A relatively small percentage (17.2%) of respondents reported only positive opinions related to the AR application. For instance, some of the participants wrote that it is “good”, “helpful”, “easy to use” or “amazing”, and they were “pleasantly surprised”. Another considerable part of the respondents (30.2%) stated that they had no suggestions, meaning that they were satisfied with the application in its current form and did not want additional improvements.

On the other hand, most of the students (52.6%) made various recommendations, including in their comments certain problems they found during the use of AR technology or indicating certain features that they considered useful to be implemented. The most common issues were that the camera did not focus properly and the image quality and stability of virtual content requires improved. As improvements, the following features have been proposed: adding more mechanisms and an interactive menu; inclusion of user tutorials, detailed instructions, and a home page with history; the possibility of interaction with the 3D object (zoom, rotate) and the ability to view it from different perspectives. In addition, student suggestions commented on the inability to install the application on...
iOS devices or PC and they considered room for improvement in terms of ease of use and interaction facilities.

6. Discussion

This paper aims to study the potential of using AR technology as a learning tool in higher education institutions specializing in Mechanical Engineering. Thus, the first objective was to identify similar works through a systematic search in five databases. The works that met the selection criteria were then analyzed. We found that AR not only facilitates students’ learning but also stimulates students’ ability to innovate [45], spatial skills [48], interest, motivation [28], and academic performance [43], facilitating the understanding of the scientific course [15], reducing the cognitive load of students [79], and encouraging their attention [49].

The second objective of the study was to evaluate the application of AR technology to improve learning in a discipline specific to the field of mechanical engineering. Thus, an AR application was implemented for Android-based devices and was tested by students. The application rendered animated virtual mechanisms over the view of pictures from a laboratory guidebook through the screen of the smartphone or tablet. A total of 116 questionnaires were collected from students and used in the analysis based on the technology acceptance model. The proposed research model was investigated using partial least squares methodology (PLS). The relationships among five constructs were examined: perceived usefulness (PU), perceived ease of use (PEoU), perceived enjoyment (PE), attitude toward using (AtU), and intention to use (ItU). More specifically, the aim was to observe to what extent the intention to use AR technology is affected by the other variables.

The results confirmed that PU and PE play an important role for students to accept the proposed system. This finding is consistent with other works [64,65]. At the same time, PE was a more significant factor for AtU than PU. On the other hand, PEoU did not seem to have much importance on PU and AtU, but it had a positive impact on PE. Interestingly, the obtained results do not seem to be entirely in support of preliminary research studies in this regard, although there are works in the literature in which small values for path significance between PEoU and PU and PEoU and AtU were reported [54,62]. The hypotheses that assert that PE and PU have a significant influence on ItU are supported, in line with previous studies [80,81].

The proposed work has some theoretical and practical implications. Firstly, it summarizes the works that are based on the use of AR technology in the learning program of the faculties with a mechanical engineering profile. The findings were briefly presented to contribute to current scientific knowledge in this regard. In addition, the theoretical implications of the evaluation study are to reinforce what is known about the use of AR systems and to test the application of the TAM on a relatively large number of participants. The practical implications will be quantified after the application is officially used as part of the learning process and we will be able to make a comparison between the results obtained by the students before and after using this support from the laboratory classes. Further, from the experience gained in the user study, we found that students were more receptive, more involved, and better understood the concepts presented.

Given that the AR market continues to grow substantially [82] and has the potential to become mass technology [6], the need to update learning programs in higher education is obvious. Currently, research and practical implementation of AR systems are occurring at an increasingly higher rate. Many companies have already adopted the use of such systems, like AR smart glasses [58], and their continued development and improvement will lead to their integration into our daily lives. In these conditions, the topic of the implementation of AR systems within classes is relevant, and the findings confirm that this revolutionary technology has a positive impact for our society.
7. Conclusions and Future Work

The study aims to broaden the understanding of the use of AR in universities and strengthen the belief that this technology is beginning to arouse real interest in students and has the potential to open new avenues through the curricula of universities through new pedagogical approaches. The factors that influence interest in using the technology were analyzed and the feedback received from the students was positive, showing that they want the AR application to be used in the future, both in the discipline for which the experiment was performed, and in the study of other disciplines.

However, the study has limitations. Firstly, the selection of a limited number of articles according to the selection criteria for the review did not allow the detection and analysis of all papers dealing with the role of AR in Mechanical Engineering education. Secondly, the application is limited to mechanical engineering students and the data were collected from the students chosen only from one university. Furthermore, all participants were Romanians and only about 4% were women. Thus, the results cannot be generalized to other countries, and the gender differences could have a different effect on the analyzed variables. In addition, the research sample was relatively small. Thirdly, the study is exclusively a qualitative one, based on the students’ opinions, and the efficiency of using the application or other parameters was not considered. In the same way, only the students’ attitudes were investigated, not their cognitive and emotional traits. Lastly, the students’ comments suggested that further improvements of the application are expected.

Future research will help us identify other factors that need to be considered in the structural model. We will consider a study with larger sample size, balanced in terms of participants’ gender, and conducted over a longer period. We will try to improve the application following students’ preferences and technological evolution. Thus, we will try to develop a friendlier interface, which is easier to use, with improvements in terms of interaction with the virtual object, camera focus, and accuracy of registration. The use of wearable devices, such as smart glasses (e.g., Microsoft Hololens), will be considered to test the reception of AR through various devices.
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