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Abstract. Though clustering algorithms have long history, nowadays clustering topic still attracts a lot of attention because of the need of efficient data analysis tools in many applications such as social network, electronic commerce, GIS, etc. Recently, semi-supervised clustering, for example, semi-supervised K-Means, semi-supervised DBSCAN, semi-supervised graph-based clustering (SSGC) etc., which uses side information to boost the performance of clustering process, has received a great deal of attention. Generally, there are two forms of side information: seed form (labeled data) and constraint form (must-link, cannot-link). By integrating information provided by the user or domain expert, the semi-supervised clustering can produce expected results of users. In fact, clustering results usually depend on side information provided, so different side information will produce different results. In some cases, the performance of clustering may decrease if the side information is not carefully chosen. This paper addresses the problem of choosing seeds for semi-supervised clustering, especially for graph based clustering by seeding (SSGC). The properly collected seeds can boost the quality of clustering and minimize the number of queries solicited from users. For this purpose, we propose an active learning algorithm (called SKMMM) for the seeds collection task, which identifies candidates to solicit users by using the K-Means and min-max algorithms. Experiments conducted on some real data sets from UCI and a real collected document data set show the effectiveness of our approach compared with other methods.
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1. INTRODUCTION

Recently, semi-supervised clustering (seed based clustering or constraints based clustering) has received a great deal of attention in researcher communities [1, 2, 8, 13, 14, 15, 21, 25, 28]. The advantage of semi-supervised clustering consists in possibility to use a small set of side information to improve clustering results. There are two kinds of side information including constraints and seeds (see Figure 1). Constraints include must-link and cannot-link pairwise dependencies in which must-link constraint between two objects x and y means that x and y
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should be grouped in the same cluster, and cannot-link constraint means that $x$ and $y$
should not be grouped in the same cluster. In the case of using seeds, a small set of labeled
data will be provided from users/experts for semi-supervised clustering algorithms. In real
applications, we hypothesize that the side information is available or can be collected from
users.

Generally, semi-supervised clustering algorithms have two following important properties: (1) ability to integrate side information and (2) ability to boost the performance of clustering. Some principle techniques used in constraint based clustering include metric learning [9, 27], embedding constraints, kernel method, graph based method, etc. [13, 21]. In seed based clustering, a set of seeds can be used for initializing cluster centers in $K$-Means and Fuzzy C-Means [4], for automatically evaluating parameters in semi-supervised density-based clustering [10, 15], or identifying connected components for the partitioning process in semi-supervised graph based clustering (SSGC) [21]. The applications of semi-supervised clustering appear in many domains which include computer vision [8], Mining GPS Traces for Map Refinement [17], detecting fast transient radio anomalies [19], face grouping in video [26], deriving good partitioning that satisfies various forms of constraints in the $k$-anonymity model for privacy-preserving data publishing [8], and clustering medical publications for Evidence Based Medicine [16], etc.

In fact, seeds or constraints are randomly chosen for soliciting label from users. However, defining the label is a time consuming process, e.g., in speech recognition, annotating gene and disease [18], and the performance of clustering may decrease if the side information is not carefully chosen [15, 24]. The purpose of this paper is to develop an active learning method to collect seeds for semi-supervised graph based clustering. The active learning process is used along with semi-supervised clustering as shown in the Figure 2. Note that the active learning for semi-supervised classification has a long history but in a different context [18]. The seeds collected by our method can boost the performance of SSGC and minimize user queries compared with other methods. The idea of our method is to use a $K$-Means clustering algorithm in the first step and in the second step the min-max method will be used to select the candidates for getting labels from users. In summary, the contributions of this paper are

---

*Figure 1.* Two kinds of side information: (left) seeds are illustrated by red star points; (right) must-link and cannot-link constraints are respectively presented by solid and dash lines.
We survey some principle methods about seed based clustering and active seed selection methods for seed based clustering algorithms.

We propose a simple but efficient method for collecting seeds applied for semi-supervised graph based clustering.

We have conducted experiments for 8 data sets for comparing the proposed method with some reference methods. Moreover, we also create a Vietnamese document data set and propose to use it in an information extraction system. Finally, the effect of the parameter has also been analyzed for the proposed algorithm.

The rest of paper is organized as follows. Section 2 presents some related works. Section 3 introduces our new method for seeds collection. Section 4 describes the experiments that have been conducted on benchmark and real data sets. Finally, section 5 concludes the paper and discusses several lines of future researches.

2. RELATED WORK

2.1. Seed based clustering algorithms

As mentioned in the previous section, there are two kinds of semi-supervised clustering, in this section we focus on the seed based clustering. Generally, the seeds based clustering algorithms integrate a small set of seeds (labeled data points) in the process of clustering to improve clustering results. We will present some main works of seed based clustering hereafter.

In [15], a semi-supervised density based clustering algorithm named SSDBSCAN is presented. The SSDBSCAN extends the original DBSCAN algorithm by using a small set of labeled data to cope with the problem of finding clusters in distinct densities data. The objective of SSDBSCAN is to overcome this problem by using seeds to compute an adapted
radius \( \epsilon \) for each cluster. To do this, the data set is represented as a weighted undirected graph where each vertex corresponds to an unique data point and each edge between objects \( p \) and \( q \) has a weight defined by the \( rDist() \) measure presented hereafter (see equation 1). The \( rDist(p, q) \) measure illustrates the smallest radius value for which \( p \) and \( q \) are core points and directly density connected with respect to \( MinPts \). Thus, \( rDist() \) can be formalized as in the equation 1
\[
 rDist(p, q) = \max\{cDist(p), cDist(q), d(p, q)\},
\]
where \( d() \) is the metric used in the clustering, \( o \in X \) and \( cDist(o) \) is the minimal radius such that \( o \) is a core-point and has \( MinPts \) nearest-neighbors.

Given a set of seeds \( D \), the process of constructing clusters in SSDBSCAN is as follows. Using the distance \( rDist() \), it is possible to construct a cluster \( C \) that contains the first seed point \( p \), by first assigning \( p \) to \( C \) and then adding the next closest point in term of \( rDist() \) measure to \( C \). The process will continue until there is a point \( q \) having a different label from \( p \). At that time, the algorithm backtracks to the point \( o \) that has the largest value of \( rDist() \) before adding \( q \). The current expansion process stops and includes all points up to but excluding \( o \), having a cluster \( C \) containing \( p \). Conceptually, this is the same as the constructing a minimum spanning tree (MST) in a complete graph where the set of vertices is equal \( X \) and the edge weights are given by \( rDist() \). The complexity of SSDBSCAN is higher than that of DBSCAN, however, SSDBSCAN can detect the clusters in different densities.

In [21], the semi-supervised graph based clustering is proposed. In the algorithm, seeds are mainly used for helping in the partition step to form connected components. The SSGC includes two steps as follows:

Step 1: Graph partitioning by a threshold based on seeds: This step aims to partition a graph into connected components by using a threshold \( \theta \) in a loop: all edges which have weight less than \( \theta \) will be removed to form connected components at each step. The value of \( \theta \) is assigned to 0 at first step and is incremented by 1 after each step. This loop will stop when the cut condition is satisfied as follows: each connected component contains at most one type of seeds. After finding the connected components, main clusters are constructed by propagating label in the obtained components.

Step 2: Detecting noises and constructing final clusters: The remaining points (graph nodes) that are not any main clusters will be put into two sets: Points that have edges assigned to related to one or more clusters and others points which can be considered as isolated points. In the first case, points are assigned to main clusters with the largest related weight. For the isolated points in the second case, two choices are possible depending on the users expectation: Either removing them as noises or labeling them.

In [7], the authors use some seeds to help the \( K \)-Means clustering in the step of finding \( k \) centers, named SSK-Means (see Algorithm 1). Although the proposed method is simple, however the clustering results are stable and SSK-Means overcome the effect of the choosing \( k \) centers at the initial step as the traditional \( K \)-Means algorithm.

In [13], the seed based on fuzzy C-Means is introduced. There seeds are used in the step of calculating the cluster memberships and object function to converge a good value.
Algorithm 1 The algorithm SSK-Means

Input: Data set $X = \{x_i\}_{i=1}^N$, number of clusters $K$, set of seeds $S = \{S_l\}_{l=1}^k$

Output: $k$ clusters of $X = \bigcup_{l=1}^k X_l$

Process:
1. Initializing: $\mu_h^{(0)} \leftarrow \frac{1}{|S_h|} \sum_{x \in S_h} x$, for $h = 1, ..., K; t \leftarrow 0$
2. repeat
3. Assigning cluster: Identify the cluster for $x$: $h^* \ (i.e. \ set \ X_h^{(t+1)})$, $h^* = \arg\min \|x - \mu_h^{(t)}\|^2$
4. estimating means: $\mu_h^{(t+1)} \leftarrow \frac{1}{|X_h^{(t+1)}|} \sum_{x \in X_h^{(t+1)}} x$
5. $t \leftarrow (t + 1)$
6. until (Convergence)
7. Return $k$ clusters;

2.2. Active learning for semi-supervised clustering

While active learning algorithms for supervised classification has been investigated for a long period of time [18], the problem of active learning for semi-supervised clustering was mentioned for the first time in the research on integrating prior knowledge in clustering proposed in 2002 [14]. Recently a great number of research results on constraint clustering are reported. The principle idea is to select the most useful constraints/seeds so that they not only boost the clustering performance but also minimize the number of queries to the user. In [6], Basu et al. proposed a method based on min-max strategy for constrained K-Means clustering. In [23], Vu et al. proposed a graph-based method to collect constraints for any kind of semi-supervised clustering algorithms, in [2, 3], Abin et al. introduced a kernel-based sequential approach for active constraint selection for K-Means and DBSCAN.

In [22], a seed collection method based on min-max have been proposed, we refer as the SMM method. SMM collects the seeds based on the min-max strategy. The idea of SMM is to find a set of points which can cover the distribution of input data. Given a data set $X$, SMM uses an iterative approach to collect a set of seed candidates $Y$. At step 1, the $y_1$ is randomly chosen from $X$ and $Y = \{y_1\}$, at step $t$ ($t > 1$), a new seed candidate $y_t$ is selected and labeled by users/experts according to the equation 2:

$$y_t = \arg\max_{x \in X} (\min \{d(x, y_i)\}, i = 1 \ldots t - 1) \quad (2)$$

where $d(., .)$ denotes the distance defined in the space of the objects. After that, $y_t$ will be added in the set $Y$.

The SMM has been shown to be efficient for semi-supervised K-Means clustering algorithm, the clustering based on partition. However, for the algorithms that can detect cluster with different densities, it does not work well. Figure 3 shows an example of the SMM method.

In [22], a graph based method for seeds collecting has been introduced (SkNN). The method uses a $k$-nearest neighbor graph to express the data set and each point in data set is assigned by a local density score using the graph. SkNN can collect seeds for any kind of
semi-supervised clustering algorithms. However, the complexity of the SkNN is $O(n^2)$.

3. THE PROPOSED METHOD

The SMM method is efficient when collecting seeds for the partition clustering, i.e. $K$-Means, Fuzzy C-Means, it does not work well for the semi-supervised clustering algorithms that produce clusters with arbitrary shapes such as SSDBSCAN, SSGC, etc. To overcome this limitation, in this section we propose a new algorithm combining the $K$-Means algorithm and the SMM method for Seed collecting problem, named SKMMM.

Given a data set $X$ with $n$ points, at first step, we use $K$-Means algorithm to partition $X$ into $c$ clusters. The number of clusters in this step is chosen big enough, i.e. up to $\sqrt{n}$ [29]. In the second step, we use the min-max method to choose seed candidates to get label from users. In the step 9, with the active learning context, we always assume that the users/expert can respond all the questions proposed by the system. The detail steps of the SKMMM algorithm are presented in Algorithm 2.

The complexity of the using $K$-Means algorithm is $O(n \times c)$, the complexity of the process of choosing an initial $y_t$ seed that is nearest the center of an arbitrary cluster is $O(n/c)$, assume that, we need to collect $v$ seeds, so the total complexity of the KMMFFQS is $O(n \times c) + O((v \times n)/c)$.

We also note that, in some recent works, the idea of using $K$-Means in the step of reducing the size of data set has been applied in many ways such as finding clusters with arbitrary shape [11], finding minimum spanning tree [29], and collecting constraints for semi-supervised clustering [20]. Figure 3 shows an example of the seed candidates selected by the SKMMM method. At first step, the data set will be partitioned by $K$-Means to form $c$ small clusters. Based on the obtained clusters, the min-max strategy will identify the candidates to get label from users. By this way, the users question can significantly reduce and the
Algorithm 2 SKM MMM

**Input:** A set of data points $X$, number of clusters $c$ for $K$-Means

**Output:** The collected seeds set $Y$

1. $Y = \emptyset$
2. Using $K$-Means for partitioning $X$ into $c$ clusters
3. Choosing an initial $y_1$ seed that is nearest the center of an arbitrary cluster
4. $Y = Y \cup \{label(y_1)\}$
5. $t = 1$
6. repeat
7. $t = t + 1$
8. Using min-max method to find the candidate cluster $c_t$; $y_t$ is chosen as the nearest point of the selected cluster
9. Querying to users to get label for $y_t$
10. $Y = Y \cup \{label(y_t)\}$
11. until user_stop = true
12. Return $Y$

The process of collecting seeds do not depend on the shape of clusters.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{seed_candidates.png}
\caption{Example of seed candidates (red stars) selected by SKM MMM method}
\end{figure}

4. EXPERIMENT RESULTS

4.1. Experiment setup

To evaluate our new algorithm, we have used 7 data sets from UCI machine learning [5] and one document data set collected from Vietnamese journal named $D1$. These UCI data sets have been chosen because they facilitate the reproducibility of the experiments and
because some of them have already been used in semi-supervised clustering algorithms [8]. The details of these data sets are shown in Table 1 in which \( n, m, \) and \( k \) respectively are the number of data points, the number of attributes, and the number of clusters. The \( D1 \) data set consists 4000 documents in some topic such as sport, car, education, etc. getting from some Vietnamese journals. For the feature extraction of \( D1 \) data set, following the method presented in [12], the document is transformed into a vector using the TF-IDF method.

**Table 1.** Details of the data sets used in experiments

| ID | Data  | #Objects | #Attributes | #Clusters |
|----|-------|----------|-------------|-----------|
| 1  | Ecoli | 336      | 7           | 8         |
| 2  | Iris  | 150      | 4           | 3         |
| 3  | Protein | 115      | 20          | 6         |
| 4  | Soybean | 47       | 35          | 4         |
| 5  | Zoo   | 101      | 16          | 7         |
| 6  | Haberman | 306      | 3           | 2         |
| 7  | Yeast | 1484     | 8           | 10        |
| 8  | \( D1 \) | 4000     | 30          | 10        |

**Figure 5.** Rand Index measure for three seed collection methods with SSGC

To estimate the clustering efficiency we have used the Rand Index (RI) measure, which is widely used for this purpose in different researches [8]. The RI calculates the matching between the true partition \((P_1)\) and the obtained partition \((P_2)\) of each data set by the evaluated clustering algorithm. To compare two partitions \( P_1 \) and \( P_2 \), let \( u \) be the number of decisions where \( x_i \) and \( x_j \) are in the same cluster in both \( P_1 \) and \( P_2 \). Let \( v \) be the number of decisions, where the two points are put in different clusters in both \( P_1 \) and \( P_2 \). The RI measure is calculated using the following equation

\[
RI(P_1, P_2) = \frac{2(u + v)}{n(n - 1)}.
\]
The value of $RI$ is in the interval $[0..1]$; $RI = 1$ when the clustering result corresponds to the ground truth or user expectation. The higher the $RI$, the better the result.

4.2. Experiment results

In this section, we present clustering results by using the SKMMM, SMM and the random method. Two aspects examined to get labels are: The quality of clustering and the number of queries needed. We note that, for each method, the process of collecting seeds will stop when at least one seed had chosen for each cluster.

Figure 5 shows the results of clustering using the seeds of three methods, respectively. It can be seen from the figure that using seeds collected by SKMMM, the quality of SSGC clustering is better than using seeds collected by other methods. It can be explained by the fact that when we use the $K$-Means algorithm at the first step, the number of candidate is decrease and the seeds collected by the SKMMM are all near the center of each cluster so it is good for the propagation process in the SSGC algorithm. With the random method, the candidates are randomly chosen to get label from users. So, the results is always not stable.

![Figure 6. Information extraction schema](image)

For the $D1$ data set, that is the document data set collected from Vietnamese journals, as we can see, documents now have been increasing very fast and hence the problem of document mining/processing is a crucial task. Clustering algorithms can be used to discover latent concepts in sets of unstructured text documents, and to summarize and label such collections. In the information extraction problem, in which we need to extract information from a large of document data sets, we can apply the clustering to partition documents in topics and after that each topic will be used for the information extraction task. This idea of using the clustering step can reduce the size of data set that we want to analysis when working with large scale data sets. For real applications, we propose to use a clustering algorithm in a schema of an information extraction system as illustrated in the Figure 6.

Figure 7 illustrates the number of queries used in active learning process with three methods. As shown in the figure, the SKMMM method needs fewer queries than the SMM and the random method. This is a significant advantage for the actual problem when getting label takes a lot of time and effort [18]. We can explain by the fact that using the $K$-Means at the first step is a good way for sampling the data.
Another experiment that we did is to analyse the effect of the number of clusters $c$ in the query selection step to the quality of clustering. Figure 8 shows the results of clustering for 7 data sets; in this experiment we choose the value of $c$ is in the range of $[\sqrt{n} - 3, \ldots, \sqrt{n}]$. We can see from these results, the best results for each data set can be obtained with $c$ selected in these intervals. We also note that, the process of reducing candidates to get label from data do not depends on the size, shape, and density of clusters.

5. CONCLUSIONS

Active learning for semi-supervised clustering has received a lot of attention in the past two decades. In this paper, we present a new SKMMM algorithm for collecting seeds applied
for the semi-supervised graph based clustering. Experiments conducted on some UCI data
sets and a real collected document data set show that the proposed method is an efficient
method which not only increases the clustering quality of SSGC algorithm but also decreases
the number of user queries compared with several reference methods. In future work, we
aim to develop other seed collection algorithms together with their practical applications
and also to test with other kinds of semi-supervised clustering.
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