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Abstract

The popularity of microservices architecture in building software for the distributed environment leave some problem, such as configuration, orchestration, and monitoring. Some technology and software had been built and implemented, but it has certain constraints for implementation such as its complexity in configuration and needs many components for running. The aim of this research is to propose the conceptual model of a dashboard for monitoring. The model consists of components, the interaction between components, and the requirements for each component. We used Model Driven Architecture (MDA) for describing the model and building the visual prototype based on the model. We used a black-box approach and monitored the microservices through its endpoint. We also propose a simple algorithm for determining endpoint status. We argue that our model will provide flexibility on implementation and can be implemented in a small or medium microservices environment.
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1. Introduction

The popularity of microservices technology keeps arising since it appeared on the internet in the middle of 2013 (according to google trends) or as mentioned on James Lewis and Martin Fowler’s blog posting [1]. Discussion about microservices is usually often compared with monolithic technology, such as the advantage of microservices in increasing the performance of application dramatically, regardless of the scale of a user on the application. Another benefit of using microservices is flexibility in the development process, both technology and programming language, as long as they can communicate. Many companies are transforming their software architecture from monolithic into microservices. Some popular names such as Netflix, Amazon, eBay, and Soundcloud have promoted the success of microservices implementation [2].

Despite these benefits, there are lots of challenges in implementing microservices that can be categorized into two groups which are technical and organizational challenges. In technical challenges, we can determine some cases such as testing, infrastructure, integration, logging, and monitoring. [3] The problem of monitoring microservices also becomes a significant finding on the pain of microservices [4]. The problem of monitoring exists on the operation stage from design-development-operation cycle.

We also know that there are some tools for monitoring microservices such as Raygun APM, Zipkin, Apache Kafka, Grafana, and Prometheus. The tools mentioned above are usually complex and suitable for monitoring large and complex microservices systems. All the tools need to be configured and usually runs on complex architecture. The dashboard is also too complex so it makes the tools not easy to understand for the novice users for simple monitoring purposes. To resolve this problem, we propose a conceptual model for building the dashboard for monitoring microservices that can run in a simple environment and can be used as a simple tool for monitoring microservices.
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Architecture (MDA) approach as a modelling tool to help us to define the composition of the model.

The goal of this article is to gather, analyse, and propose the conceptual model of a dashboard for monitoring microservices that were inspired by existing systems and try to address the complexity of system monitoring.

The contribution of this research is explained below:
1. Propose the conceptual and generic model for monitoring microservices.
2. Identify the significant features and process of monitoring.
3. Propose the practical approach of defining the status of microservices through endpoints.

The remainder of the article is structured as follows: Section 2 describes the fundamental concept of microservices architectures and basic concept of monitoring; section 3 presents the research questions and the method for resolving it; section 4 shows the result of the concept; section 6 shows the related works and its difference with the model we proposed and section 7 is the summary and conclusion.

2. Microservices Architecture

In this section, we will describe the overview of microservices architecture, its benefits, components, the steps of development and problems that can arise, and how to monitor them.

2.1. Overview of Microservices

Microservices is considered a new architecture style on software engineering that consists many small units called microservices which each of them can provide specific services. The microservices solution arose from problems that came from previous application styles, monolithic in nature, which is large, and become complex and not easy to maintain [5]. On a microservices architecture, the modules have to be identified and packaged into a service. The service should be designed in appropriate granularity and implementing microservices needs careful planning and design [6].

The differences between monolithic and microservices architecture can be described based on five aspects [7]: basic architecture principles, scale, database, deployment, and coupled properties. We can see the differences as shown in Table 1.

The gateway will provide some services such as routing the message, balancing the load, or forwarding the response from microservices. Figure 1 shows the example of accessing microservices using API-Gateway. In the figure, we can see that the API-Gateway becomes a single-entry point for accessing the services. By implementing a single-entry point, it will be easy for us to monitor and control the services.

![Figure 1. API-Gateway on Microservices [9]](image-url)

Table 1. Differences between Microservices and Monolithic architecture [8].

| Aspect       | Monolithic architecture                                                                 | Microservices architecture                      |
|--------------|-----------------------------------------------------------------------------------------|--------------------------------------------------|
| Basic principles | Built as a large system and usually one code-base                                         | Built as a small component based on business functionality |
| Scale        | Hard to scale based on demand                                                            | Easy to scale based on demand                     |
| Database     | Uses a shared database                                                                  | Each module has its database                      |
| Deployment   | Larger code base using single IDE                                                       | Small size code and independent                   |
| Coupled      | Tightly coupled, so it is difficult to change technology, code language, or framework. | Loosely coupled, easy to change the technology or framework because every module is independent. |

We can illustrate the architecture of microservices from the perspective of the way of communication and coordination, as explained by Taibe et al. [8]. Generally, the microservices stand behind a “gateway” that can be an API-Gateway, Service Discovery (client-side), or Service Discovery (Server-side). Regardless of the form of the gateway we choose from Taibe et al., [8] we can conclude that for accessing the microservices, we need to access the gateway first.
monitored to avoid the failure, and to understand the behaviour that exists across hundreds of services.

The microservices also can be arranged into some containers that run in certain environments. Figure 2 shows the illustration of microservices that run under the container, in which one container will handle one service. The container can be clustered to become a pod, the pod then can be grouped into a node, and the node can also be grouped into clusters. The project is an application-level [12].

Figure 2. Encapsulation of Microservices inside the Container [12]

2.2. Monitoring Microservices

Monitoring microservices can be done in several ways. Turnbull [13] defines a general framework for monitoring which consists of two things: events and metrics. Both of them will provide the state of our environment and its performance. Turnbull proposed the framework as shown in figure 3. On Turnbull’s framework, the monitoring process can be done by implementing events, logs, and metrics. The log will record the events based on its metrics and it can be recorded from the targeted system, which also can be divided into 3 layers: business logic, applications, and operating system. Using an event router, this log can be presented on a destination dashboard using a store, graph, or alert.

Regarding the architecture of microservices, the monitoring process also can be done for each level of microservices layer such as node layer, container layer, application layer, and dependent service layer [14]. Accessing the node layer and container layer needs permission from the system monitored and can be done by inserting the code to explore the value of monitored parameters.

3. Study Design

To build the conceptual model of the dashboard for monitoring microservices, we followed the modification of Design Research Methodology [16] for addressing our goal and answering the research questions. The following subsections describe in detail the study design and its execution.

3.1. Goal and Research Questions

This study’s goal is to propose a simple and easy to implement model of a dashboard for monitoring microservices. We present the model as generic as possible so it can be implemented in any technology and environment. Based on this goal, we defined the following research questions:

1. **RQ1**: What is the generic component for monitoring microservices
2. **RQ2**: What is the simple approach to developing a microservices monitoring system.
3. **RQ3**: How can we present the simple model for monitoring microservices.

3.2. Research Methodology

The research was conducted with Design Research Methodology (DRM) [15] that consists of 4 stages: research clarification, a descriptive study I, prescriptive
study, and a descriptive study II. There were some modifications and enhancements of DRM in the field of software engineering, such as making a design cycle [15]. In this study, we adopted the DRM that was modified by Tuffley [16] for building a process reference model (PRM). Tuffley modified the design research methodology making it 5 steps: awareness of the problem, suggestion (literature review), development, evaluation, and conclusion. Figure 4 shows the steps of DRM as proposed by Tuffley.

| Knowledge Flows | Process Steps | Outputs |
|-----------------|---------------|---------|
| Awareness of Problem | Global enterprise, Multidisciplinary issues | Proposal |
| Suggestion Literature Review | | Tentative Design |
| Development | | Artifact |
| Evaluation Model validation | | Performance Measures |
| Conclusion | | Results |

Figure 4. Adaptation of Design Research Methodology in Software Engineering by Tuffley [16]

According to the approach, we implemented the research methodology as follows:

1. Awareness of the problem: at this stage, we discussed the importance of monitoring issues in a microservices architecture. We already discussed this topic in the introduction section of this article that mentions the existing monitoring system usually comes with complex interfaces and not suitable for monitoring a simple microservices system.

2. Suggestion or literature review: We discussed basic principles of microservices architecture and general framework for monitoring by Turnbull [13], in section 2 and also discussed some related works on monitoring in section 6. In building the model, we also considered the MDA approach for defining the component in the hierarchical structure.

3. Development: We build the conceptual model of a dashboard for monitoring microservices using the MDA approach and limited the implementation to 2 layers, CIM and PIM. We do not cover the implementation of the concept on PSM because it is out of our scope and it will drive the concept into complexity.

4. Evaluation: We did not use a specific method for evaluation of the model due to some constraints for implementing the model in a real environment. We replaced this topic by showing how to implement the model using simple interfaces. We described the result and future issues in section 5.

5. Conclusion: We summarized the result and its implementation in section 7.

3.3. Limitation and constraints

We set some limitations and constraints for our study, based on our goal and research questions, as follow:

1. The target of monitoring is limited to small to medium scale of microservices, so the model will be suitable for organizations that are in the early stage of microservices implementation.

2. The model focuses on monitoring the performance of microservices and does not include the security aspects.

3. We proposed the model for designing the dashboard, which includes the component that should appear on the dashboard based on minimum requirements of monitoring microservices, and we did not include the detailed mechanism for logging or information retrieval from a log.

4. We used MDA for the modelling approach and limit it to the first two layers: Computational Independent Model (CIM) and Platform Independent Model (PIM).

4. Results

In this section, we discuss the result of our study that consists of components we need to identify and the modelling approach.

4.1. Components of Monitoring Model

Before we identify the model, we need to identify the component of the monitoring model. Adopting the framework from Turnbull, we proposed a framework to help us identify the component of monitoring, as shown in figure 5.

Figure 5. Framework for Monitoring Microservices System

The components of the framework can be defined as follow:

(i) The object is the thing we want to monitor. In this case, the object is the microservices itself.

(ii) The access point is the way we access the object to be monitored. In this case, we assume that the microservices are placed beside the gateway and we
could not access them directly, so we chose to access them through endpoints. Let us assume that one microservice can have some endpoints, so we need to address each endpoint to check the availability of the service.

(iii) The monitoring system is one that can monitor, which consists of several elements such as:
- a. Reader, the element on the system that can read the parameter value from the object through the access point.
- b. Logger, the place for storing the parameter value.
- c. Checker, the element on the system that checks the value from the logger and compares it with a certain standard and sends the result to the dashboard.

Turnbull also defines 3 important components of monitoring, which are event, log, and metric.

Metric is the parameter we want to measure. Metric consists of the parameter and the threshold. The parameter is something we can measure, and the threshold is the minimum quality standard that should be met by the parameters. In our proposed system, we defined the parameters and threshold as below:

(i) Parameters: We will use four parameters which are: failed requests, server response time, server requests, and availability. The four parameters were chosen based on consideration of easiness on data collecting. The reason why we chose these parameters because we accessed the microservices through endpoints, the we used the four golden signals (Latency, Traffic, Errors, and Saturation) [17] to identify the status of endpoints. Each signal can consist of several parameters.

(ii) The threshold is the limit value of each parameter we decided to show that the endpoints failed. The threshold depends on the type of parameters, such as seconds for response time, frequency (events per certain period) for failed requests, and server requests.

The log is the place we stored the data. The log can be a text file or database file that arranges the data into a certain format.

The event is the time when we get the value of the parameter. Sample of an event such as a failed event that can be generated from error handling, or alert is generated based on consideration of easiness to data collecting.

The reason why we chose these parameters because we accessed the microservices through endpoints, the we used the four golden signals (Latency, Traffic, Errors, and Saturation) [17] to identify the status of endpoints. Each signal can consist of several parameters.

4.2. Modelling Approach

Some aspects need to be considered before defining the model, which are: monitoring mode (black-box vs white-box), level of metric we want to collect (application level), type of display, and display journey. Table 2 below shows the option for each aspect and the shadowed area is our chosen solution.

| Table 2. Options for Design Aspect |
|-------------------------------|
| **Aspect** | **Options** |
| Monitoring-mode | Black box | White box |
| Level of metric | Node | Container | Application | Dependant services |
| Type of display | Counter | Gauge | Timer |
| Display journey | General | Specific |

Monitoring mode has two options, which are black-box and white-box. In this model, we chose black-box since we only accessed the microservices through its endpoint and would not modify the code inside the microservices so it could report itself. On the level of metric, we chose application level since for monitoring the first 2 options (node and container), we needed direct access to the environment where microservices was running. Type of parameter’s display: we could implement 2 types which are score metric (number) or gauge. Display journey was chosen because first it would display all selected microservices and then we could choose specific microservices for detailed information. We will use DMM as a short name for the dashboard for monitoring microservices.

We used the MDA approach in defining the conceptual model of DMM. In MDA, the model consists of Computational Independent Model (CIM), Platform Independent Model (PIM), Platform Specific Model (PSM), and Implementation Specific Model (ISM) [18] that can be considered as model layering. The lower the model, the more detailed and specific the result, so it can be said that PSM is more detailed than CIM and PSM is more specific than PIM. According to our research goal, we chose the layer of MDA for describing our conceptual model, which were CIM and PIM. Each layer consists of several processes and the output for each process can be seen in Table 3 below.

| Table 3. Process and Output in Modelling Activity |
|----------------|
| **Model** | **Process** | **Output** |
| CIM | Define the requirement | List of requirements |
| | Identify the functions of the system | Use case diagram |
| | Identify the system architecture | Architectural diagram |
| | Define activity in a certain function | Activity diagram |
| PIM | Define system specification | System specification |
| | Define data/class model | Class diagram |
4.3. Model of Dashboard for Monitoring Microservices

A. Computational Independence Model (CIM)

Since the objective of this research was to propose a simple and generic model of DMM, we defined the requirements as follow:

(i) The system should be able to display the status of microservices based on their end-point condition.
(ii) The system should be able to display the status of each monitored parameter for each endpoint.
(iii) The user can customize the period of reporting in the display area.
(iv) The system can send alerts to a specific address on a specific parameter, as defined by the user.
(v) The system can produce a report based on user requests.

Based on the list of requirements above, we could draw the use case for DMM as shown in figure 6.

As we can see from the use case diagram, there are five main features of this system. Set configuration will be used for registering microservices, define for setting the reporting period, and account for sending notification. The feature of check endpoint status will run the checker function because all the output in DMM will depend on this function. We describe the process of check endpoint status using an activity diagram as shown in figure 7.

Based on the requirements mentioned above and the activity diagram, we could identify the component of the DMM system using the ArchiMate approach, which are actor, services, application, and its component, data, and technology. Since we were in the CIM stage, we did not include data and technology on the architecture model. The components needed for building the DMM are:

(i) Actor: User
(ii) Business services and process:
   a. Display the status of microservices, get a notification, and produce reports.
   b. The process for delivering the services above are set configuration, read the log, display the data, send a notification, and create a report.
(iii) Application component and process:
   a. The main component of DMM is the dashboard itself. Inside the dashboard, there are some processes such as: setting the configuration, reading the data from log, processing, and displaying the data, setting and sending the alert and generating reports based on user requests.
   b. The Read process can consist of sub-processes such as: sending requests and recording the response, sending data and recording the result, and so on. The response is recorded on a log file.
(iv) Data component:
   The data component for the system is a log file. The log file is generated by the sub-process in reading. The log file consists of a time series of recorded values for each parameter, written by sub-process.
(v) External component:
   The external component is the microservices itself which can be accessed using its endpoint. The DMM system will identify the microservices endpoint and register it into the DMM catalogue.
B. Platform Independent Model

Platform Independent Model describes the specification of the system based on its business requirement. As derived from the previous section, DMM should have some features such as setting the configuration, reading the log, displaying, sending alerts, and generating reports. Based on this requirement, we can define the detail specification of DMM as follows:

DMM should have three main functions which are: create the log, analyse the log, and visualize the log. For each function, we can define the process as shown in Table 3.

| Function          | Process                                                                 |
|-------------------|-------------------------------------------------------------------------|
| 1. Create the log | Send request directly to an endpoint Accept the response Write the response to the log file |
| 2. Analyse the log| Read the values for each parameter’s status on the log Compare the value to threshold values Set status for each endpoint. |
| 3. Visualize the status | Visualize the status for each endpoint by set the colour for each status. Visualize the status for the services by displaying the recapitulation of status for each endpoint that exists on each service |

Before the system can perform its function, the user needs to set up some configuration such as:

- (i) Registering the services as an object for a monitor.
- (ii) Setting the period of monitor, or cut-off for reading the log and displaying the result, for example, every 10 minutes.
- (iii) Defining the threshold for each parameter, or using the default value, for example, we can set the threshold of response time to 5 seconds. If the response is more than 5 seconds than we can set the status as fail.
- (iv) Setting the time range for sending the request to the endpoint, for getting the response such as every 5 seconds.
- (v) Setting the account for sending the notification.

As we can derive from the specification above, we can identify the class data for DMM such as service_catalog, service_endpoint, parameters, log, notification, and configuration. Figure 9 shows the class diagram for DMM.

Figure 8 shows the architectural model of DMM.

![Figure 8. Architectural Model of DMM](image)

Figure 9. Class Diagram for DMM Model

The main information that will be displayed on the dashboard is the status of the object observed. On our proposed model approach, we determined the status of microservices by exploring the status of endpoints. We chose this approach because the model we built is based on black box monitoring approach, where the monitor system accesses the microservices by accessing the endpoint. One microservice can have lots of endpoints based on their functions, such as to get, post, put, and delete. Failure in one of these endpoints can cause the failure of the microservices. The four parameters on examining the state of the endpoint, are failed response, server response time, server request, and availability. The four parameters we derived from four golden signals for monitoring distributed system which are latency, traffic, error, and saturation [19]. For each parameter as mentioned, we can define the threshold values, which depend on the organization’s condition or previous experience of the users. On setting status process, we propose to use the algorithm as shown in pseudocode below. The pseudocode is
written for setting a status of one endpoint for a certain time. So, we defined:

(i) Four parameters as an array of P\[n\], each for failed response, server response time, server request, and availability,

(ii) Threshold (T) as an array of T\[1\], T\[2\], T\[3\], and T\[4\], for each parameter in P\[n\],

(iii) The status = Success, Warning, Danger and Off. The criteria for defining status is as follow:
1. Success: if count of (P\[n\] > T\[n\]) = 4
2. Warning: if count of (P\[n\] < T\[n\]) = 1
3. Danger: if count of (P\[n\] < T\[n\]) = 2
4. Off: if count of (P\[n\] < T\[n\]) = 4

Based on assumption above, we can define the pseudocode for defining status as below:

```
// Value of Parameter P\[n\] on certain time t
var P = []; // Value of P\[n\] read from log file
// Threshold
var T = []; // Threshold T\[n\]
// Counter
var count = 0;

checkCount() {
  P = readLog(); //reading the log file
  for (i = 1; i <= 4; i++) {
    if (P\[i\] > T\[i\]) {
      count = count + 1;
    }
  }
  return count;
}

setStatus(count) {
  switch (count) {
    case (count == 4):
      return "Success";
    case (count == 3):
      return "Warning";
    case (count == 2):
      return "Danger";
    default:
      return "Off";
  }
}
```

5. Implementation and Discussion

5.1. Interface Design

To show that the model can work, we implement it in a prototype for small e-commerce site that consist 4 services: user, post, product and analytic. We pick the name of our DMM model is Monitorifix. Figure 10 shows the main menu of the Monitorifix DMM model.

The dashboard will display the categories of services on the left bar and a list of services including the recap of endpoint status in the right bar. The system will have 4 main menus which are services, endpoint, reports, and configuration. Figure 11 displays the list of endpoints that are available in services we monitored. It gives us an overview of all endpoints and the user can choose to display a certain status or all statuses.

Other features that are available on Monitorifix are report and configuration. The report can be used for generating custom reports such as the status of certain endpoints in a certain period, or comparing some services in one sheet, and much more. Monitorifix also provides a detailed status for each parameter for one endpoint as shown in figure 12. The status will be displayed based on the time period chosen by the user in the configuration menu.
The options of technology stack can be customized depends on the environment capability of supporting the monitoring systems.

5.3. Discussion and future opportunities

The DMM model is suitable to be applied in a small or medium microservices environment and focuses on profiling services as a single unit. Although it seems so simple, the dashboard can help the user and developer in monitoring the services without setting lots of configuration that might not be necessary to set for the early stage of microservices implementation. Users can add and remove certain microservices and it can give the user the scalability of monitoring systems.

As mentioned in the previous section, the ability for monitoring systems supported by microservices architecture is a mandatory requirement. The Monitoring system can give us a warning and take important action to keep business services running. We can monitor the system easily if the system has the ability for reporting itself periodically and automatically, by creating a log of its activities. We can implement a good logging system if we can define the most critical parameters to be recorded. It indicates that we need to consider the monitoring process since the beginning process of the analysis and design of a system that runs based on a microservices architecture. It means that we have to define whether the microservices can report themselves or we need to install a specific component for monitoring and logging.

Along with the growth of microservices in the organization, it will face some critical issues according to monitoring such as:

1. Portability: the monitor should be independent of the microservice, so it will lead to an idea of a detachable component for monitoring.
2. Interoperability: the monitor can run in any certain technology stack, and can support a variety of components and types of microservices.
3. The complexity of the system: It would be better for organizations to prepare their strategy on adopting microservices, together with monitoring strategy so they can provide the services and at the same time keep the performance of the services.
4. The needs of closer monitoring: a sensor for monitoring can be attached to the microservices component for closer monitoring, and it can give the microservices additional load. There is a consideration about the trade-off on each approach, such as setting the priority of microservices, and it can lead us to choose what strategy we need to implement for logging and monitoring.
5. System security: The more complex the system, the more issues of security need to be addressed. The microservices that can be built by the different groups need standards on security requirements and protocols, and also need a way to monitor security.
The next step after we can monitor the performance, is to monitor the security of the systems.

(vi) Failure preparation: We can set some warnings for parameters to define the failed status of the system and it can be part of an early warning system. The information on the dashboard can help users in anticipating the failure and implement a certain strategy for recovery, such as failover or graceful degradation.

Future opportunities in this research are to identify other parameters for monitoring endpoints and how to set the status of microservices based on endpoints or any parameter.

6. Related Works on Monitoring

The issue of monitoring microservices is covered in some related works such as the needs of control loops for a runtime that includes monitoring, analysis, planning, and execution [20]. The previous works on monitoring microservices are varied from using a specific software, proposed dashboard model or proposed model for decision guide in microservices system. We can summarize the comparison of related works in monitoring with our work in table 4 below.

| Articles | Key point | Comparing with our works |
|----------|-----------|--------------------------|
| Monitoring and Analysis of Microservices Performance [21] | Uses Keiker framework, collect data and store it locally | Utilizes the log data that can be generated and stored anywhere, no need additional software. |
| A Dashboard for Microservice Monitoring and Management [22] | Emphasizes the discussion on component information that should exist on the dashboard, not including the approach for gathering the information | Proposed black-box approach on monitoring and the mechanism how to gather information from existing microservices |
| Decision Guidance Models for Microservices – Service Discovery and Fault Tolerance | Proposed a decision model for services discovery, service registration, versioning, caching, load balancing, and fault tolerance. No decision model for assigning the parameter compared with its threshold. The system was modelled using the MDA approach and implemented as an interface prototyping using static webpages. The monitoring model we proposed focuses on profiling the status and condition of each service and does not provide information about dependent services. It uses a black-box approach so the system can access all the microservices as is, regardless of the inner structure of microservices, as long as the microservices have the endpoint to access. |

7. Conclusion

In this research, we proposed a simple model for building a dashboard for monitoring microservices. We proposed the components of a monitoring framework that consists of an object to be monitored, access point, and the system monitoring itself that contains the reader, the logger, and the checker. The system can access the microservices that are usually placed behind the gateway, through its endpoints. The status of each endpoint can be used for showing the status of services. We use four parameters for detecting the endpoint condition and generated the status of endpoint based on the combination status of each parameter compared with its threshold. The system was modelled using the MDA approach and implemented as an interface prototyping using static webpages. The monitoring model we proposed focuses on profiling the status and condition of each service and does not provide information about dependent services. It uses a black-box approach so the system can access all the microservices as is, regardless of the inner structure of microservices, as long as the microservices have the endpoint to access.
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