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Abstract

With the advancement of technology for artificial intelligence (AI) based solutions and analytics compute engines, machine learning (ML) models are getting more complex day by day. Most of these models are generally used as a black box without user interpretability. Such complex ML models make it more difficult for people to understand or trust their predictions. There are variety of frameworks using explainable AI (XAI) methods to demonstrate explainability and interpretability of ML models to make their predictions more trustworthy. In this manuscript, we propose a methodology that we define as Local Interpretable Model Agnostic Shap Explanations (LIMASE). This proposed ML explanation technique uses Shapley values under the LIME paradigm to achieve the following (a) explain prediction of any model by using a locally faithful and interpretable decision tree model on which the Tree Explainer is used to calculate the shapley values and give visually interpretable explanations. (b) provide visually interpretable global explanations by plotting local explanations of several data points. (c) demonstrate solution for the submodular optimization problem. (d) also bring insight into regional interpretation e) faster computation compared to use of kernel explainer.

Keywords: LIME, SHAP, Base value, Tree Explainer, Kernel Explainer, Explainable AI
Significance
Shapley value is a concept from game theory which has many desirable properties useful in XAI methods but its computation for most of the complex ML models is slow with accuracy issues. Tree explainer algorithm introduced by Lundberg et. al. computes exact shapley values efficiently and accurately on tree-based models. Our proposed method leverages this algorithm using a decision tree and calculate shapley values to interpret any model hence observed to be much faster as it is locally faithful following the LIME paradigm. The method also helps in global interpretation following the SP-LIME paradigm and additionally gives insight into regional interpretation.

1. Introduction
Nowadays, we find in almost all domains Machine Learning is used. Due to the increase in computation power, cloud technologies and its availability to more people, domains every day, ML methods are being used extensively not only by individuals or industries but also in significant domains like defense, healthcare, finance etc [1-2]. These domain users have little freedom for error from ML models hence it is worth a discussion how much of a black box ML model could be used for such decision making [3]. In view of this growing discussion for the ML models, XAI techniques tries to bring many solutions to these questions [4-5]. Machine learning research in the area of XAI is evolving rapidly [6-8].

There are many XAI methods evolved in past and continual research discussion in this area recently for better model development to make it more explainable, interpretable and universal [9-11]. Considerable research is being done to evaluate various XAI methods [12-14]. Local interpretable model agnostic explanations (LIME) is a popular XAI method proposed by Marco et al. [15]. It trains an easily interpretable model \( g \) to be locally faithful to the predictions of a complex model \( f \) where \( g \) is further interpreted for local explanations. As \( g \) has the knowledge of the decision boundary around the point it was trained in an example of a classification problem thus interpreting \( g \) is same as interpreting \( f \) locally. \( g \) was taken as a simple logistic regressor in this work with its weights giving the explanations. This method is simple yet very effective.

Shapley values is another XAI method with its roots from the game theory. It was introduced by Lloyd Shapley in 1951 for which he later got a Nobel prize in year 2012. Shapley value is known to have many desirable properties that many other methods lack hence it’s the most used XAI method [16-18] but calculating them has been a problem in the field of AI. There were no methods to calculate shapley values on complex models accurately and efficiently for ML Models until 2020 when Lundberg et al. proposed the Tree Explainer algorithm [19] that computes shapley value exactly on any Tree based model efficiently.

In this paper, we propose a methodology to make use of LIME approach while leveraging the goodness of shapley value simultaneously. A simple decision tree is trained to be locally faithful
for any complex model $f$. The tree explainer algorithm is used to give shapley explanation values for any local point. With use of shapley and LIME, our method is also model-agnostic hence it works without any knowledge about the model. Model-agnostic methods generally need a black box machine learning model which could predict from a desired input. This is not only convenient for the user but also helps in protecting the confidentiality of those complex model $f$ when needed. When an important decision to be made in domains like health, finance or defense, individual interpretation is important to trust the decision of models. Our proposed method compliments such scenario by calculating the contributions of different features that makes the decision while demonstrating explainability. The proposed method helps in visualizing [20] these contributions and hence could help establish trust of end user for the ML model prediction, decision.

Many a times individual interpretation is not enough when a model needs to be field deployed. It is important that we have a global understanding of the model. The proposed method also helps in visualizing the global explanations by plotting local explanations of several points. Local interpretation of all the samples gives a global inference of the model but it may not be efficient repetitively in all scenarios. We also demonstrate our method usability in implementing Submodular Pick (SP). SP algorithm helps in selecting samples as diverse as possible based on the budget and thus efficiently perform global interpretation using those samples. The manuscript is organized with section 2 describing details of the materials used in our proposed methodology while section 3 details the results and discussions using LIMASE. The section 4 of the manuscript discusses about our inference and future scope.

2. Methods and Materials:

Let $f$ be the complex machine learning model that needs to be interpreted and $g$ be the simple interpretable model we chose, to mimic $f$ locally following the LIME paradigm. In our proposed methodology $g$ is a decision tree that we used.

2.1 Choice of using Shapley Values

Shapley value concept from game theory has been very reliable, desirable in XAI methods ever since it was recently proposed [16, 21-22]. Some of its desirable properties are listed below:

Here $V$ denotes the value function which when given a feature returns its importance. $S$ is the set of features while $N$ is the total number of features. $\phi(V, i)$ denotes the Shapley value of $i$ th feature when value function $V$ is used. In our case $V$ is the ML predictor $f$. We compute shapley values as:

$$\phi(V, i) = \sum_{s \subseteq S/\{i\}} \frac{|s|! \cdot (N-|s|-1)!}{N!} \cdot (V(s \cup i) - V(s))$$ (1)
1) Efficiency: The sum of the contribution i.e the shapley value of each feature must add up to the model’s prediction subtracting the average prediction of the model i.e the base value in SHAP.

\[ \sum_{i \in N} \emptyset(V, i) = V(N) - V(\emptyset) \]  

(2)

2) Consistency: If a feature A is consistently contributing more to the prediction than feature B, then shapley values faithfully reflects it hence the shapley value of A will be higher than that of B.

\[ V_1(S \cup i) - V_1(S) \geq V_2(S \cup i) - V_2(S) \forall S \]

\[ \Rightarrow \emptyset(V_1, i) \geq \emptyset(V_2, i) \]  

(3)

3) Missingness: A feature that does not contribute to the prediction must be attributed a zero value.

\[ Axiom \ 3: \ V(S \cup i) = V(S) \forall S \]

\[ \Rightarrow \emptyset(V, i) = 0 \]  

(4)

4) Symmetry: Symmetric features contribute equivalently to the final prediction and hence have the same contribution values.

All these desirable properties of Shapley values makes it one of the most important methods suitable for explainable AI. Calculating exact shapley values has been difficult. Many methods were proposed to calculate approximate shapley values. Recently, it was demonstrated Tree Explainer could calculate exact shapley values efficiently. To leverage these awesome features, our architecture uses shapley in LIME paradigm with decision tree as the underlying tree explainer model.

2.2 Choice of using Decision Tree

In LIME, \( g \) was either a logistic regressor in case of classification or a linear regressor in case of regression which were interpretable by themselves. In our proposed method, we chose decision tree as \( g \) to use the tree explainer. Decision trees are known to perform well both in regression and classification tasks. They are robust and less sensitive to outliers. They are not only capable of giving a well fitted model but also works well with the tree explainer.

In LIME the Fidelity-Interpretability trade-off was discussed where fidelity is the measure of how faithful \( g \) is to \( f \) locally and interpretability is a measure of how easy it is to interpret \( g \). In our proposed method, the interpretability of \( g \) comes from the fact that it is a decision tree, and we use tree explainer to calculate the exact shapley values efficiently. Fidelity comes from how well \( g \) fits \( f \) locally. Decision trees are known to work well with less data which was observed in our
implementation as well. Decision trees mimic the actual network very well locally. The trade-off is discussed more in section 2.3.1.

2.3 Local Interpretation

**Algorithm 1**

| Shapley Explanation Value computation for Proposed Method |
|-----------------------------------------------------------|
| **Inputs:** Model f, Number of samples N, sample x, weight definition w. |
| P ← {} |
| for i ∈ {1, 2, 3, …. N}; |
| p_i ← sample_around(x) |
| P ← P ∪ {p_i, f(p_i), w(p_i)} |
| End for |
| Train a decision tree g on P. |
| Shapley Values ← Tree Explainer(g, x) |
| Return Shapley Values |

**Algorithm 1 Explanation**

Let x be the point where we wish to interpret f. N is the number of perturbations around x that we use to train our decision tree g. Then we sample N points around x with x’ be one of them and obtain f(x’) for all these points to build a dataset D = {(xi’, f(xi’), w(xi’))}. Here w is the weight function that calculate weights of the samples in D based on their distance from x. Now train g on D. Calculate shapley values on g at x using SHAP’s Tree Explainer. These values give an inference about how different features contribute to predict f(x) for x. SHAP Force plot helps towards visual interpretation of these values. The above method is repeated for multiple x’s and plotted a SHAP summary plot for all the values by providing a global interpretation on model f. The steps are:

1. Select the sample x where we wish to explore local interpretation.
2. Sample N points around x using any distribution and get Z_x.
3. Construct array of weights
4. Then, calculate f(z) for every z in Z_x and get Z_y.
5. Now train a Decision Tree (g) with Z = (Z_x, Z_y) as train data and W as sample weights.
6. Use Tree Explainer on g to calculate shapley values at sample x.
7. Draw force plot using shapley values and interpret the contributions of various features for predicting f(x).
8. Repeat above steps for multiple points and draw the summary plot for all the values for the global interpretation.

**2.3.1 Kernel Width(σ) and Local Fidelity-Interpretability tradeoff:**

A popular choice of w is to reduce the weights exponentially with 1 at x and 0 at infinite distance from x which we practice in our experimentation too. w could be expressed as \(\exp(-d(x, x')^2 /\sigma^2)\)
where \(d\) is the distance function and \(\sigma\) is the kernel width. The Kernel width decides how the weights are distributed across different perturbations based on their distance from \(x\). For a small kernel width, the weights are more concentrated around \(x\) and as we increase the kernel width, these weights are slowly diluted, increasing the weights of farther points. Higher the kernel width, closer the base value of \(g\) to \(f\). When the kernel width is infinite, training \(g\) on \(D\) is equivalent to mimic \(f\) globally. For our shapley values of \(g\) to be closer to that of which would be calculated on \(f\), kernel width needs to be high. But increasing the kernel width makes \(g\) lose its local faithfulness. Hence, there is a tradeoff between interpretability and local fidelity. It was observed that taking the kernel width five times the standard deviation of the data across different dimensions, gave the best result.

**Analysis:** Though the interpretability and fidelity tradeoff is a problem it could be still used to our advantage in different use cases. By varying the kernel width as required, we could find out how the prediction of \(x\) is different from its local neighborhood by restricting the training of \(g\) to a smaller area around \(x\). For example, when predicting the GDP of different cities across the country based on some features, using shapley values directly on \(f\) shows the features of a city \(x\) that drives its prediction with respect to the whole country’s average GDP. When we wish to know the features of the city that is driving its predictions with respect to the state’s average GDP, we could achieve it by varying the kernel width suitably again.

### 2.4 Submodular Pick:

With explanation of local interpretation in the previous sub section, here we explain the submodular optimization problem that could be solved using our proposed method. Submodular pick helps in global interpretation of the model by selecting individual instances that are diverse in their dependence on the features hence gives non redundant information. Generally, one would not require interpreting all the instances for a global understanding of the model.

**Algorithm 2**

Submodular pick implementation in proposed algorithm

| Inputs | Samples X, Budget G |
|--------|---------------------|
| for all \(x_i \in X\) do |
| \(S_i \leftarrow \text{Shap\_explain}(x_i)\) |
| end for |
| for \(j \in \{1 \ldots d\}\) do |
| \(I_j \leftarrow \sqrt{\sum_{i=1}^{n} |S_{ij}|} \) |
| End for |
| \(SP \leftarrow \{\}\) |
| While | \(|SP| < G\) do |
| \(SP \leftarrow SP \cup \text{argmax}_i q(SP \cup \{i\}, S, I)\) |
| End while |
| Return \(SP\) |
Algorithm 2 explanation
The algorithm takes instances X, predictor f and budget G as inputs where X is taken to be a random subset of the available data. G denotes the number of individual instances that we wish the algorithm to return. First, we compute the shapley explanation values for all the instances of X and then calculate the importance value $I_j$ for all features as shown in Algorithm 2. Then similar approach like LIME is used to select G instances from the function q as shown in Algorithm 2.

$$q(SP, S, I) = \sum_{j=1}^{d} 1_{\exists i \in SP: S_{ij} > 0} I_j$$  \hspace{1cm} (5)

SHAP summary plots give better visualization and a global idea of the model when drawn.

3. Results and Discussion
To demonstrate efficacy of the proposed method, we have considered public available dataset for our model and discussed its results. We have discussed in this section the importance of various plots before showcasing results from our proposed method for the ease of understanding.

3.1 SHAP Plots
We make use of the following two plots to visualize the results from our implementation.

- Force Plot: SHAP force plot shows the features that pushes the prediction of an input away or towards the base value of the predictor and also further quantify it. This plot helps in understanding the contribution of different features in predicting a certain value for a single input. Bigger arrow for a feature indicates bigger contribution of the feature in pushing the prediction in the direction of that arrow. Refer figure 1.

- Summary plot: SHAP summary plot has the shapley values on the x-axis with the features on the y-axis while the color of a point gives its feature value. This plot helps us to understand how shapley values change with the values of different features. Refer figure 2.

3.2 Dataset
We have considered two datasets a classification and a regression data to demonstrate efficacy of our proposed method in achieving its objective.

Classification data
For classification, we make use of the public available data of mobile price in our analysis [23]. This is a multi-class classification data with label 0 for low cost, label 1 for medium cost, label 2 for high cost and label 3 for very high cost with features of the mobile are ram size, battery power, height and width, etc.
Figure 1: SHAP Force Plot for local interpretation using Tree Explainer. From the figure, we observe the feature ram size contributed the most in forcing the prediction to the positive direction followed by the height feature.
Figure 2: SHAP summary plot for 100 randomly selected training samples using Tree Explainer demonstrating shapley value contribution on feature importance.
Figure 3: SHAP Force Plot for local interpretation using proposed method LIMASE showing results as in case of the tree explainer method.
Figure 4: SHAP summary plot for 100 training samples using proposed method.

Figure 5: SHAP Force Plot for local interpretation using kernel explainer on a MLP Classifier. It shows the feature ram contributed the most in forcing the prediction to the positive direction followed by the feature battery power.
Figure 6: SHAP summary plot for 100 training samples using tree explainer on the MLP Classifier.
Figure 7: SHAP Force Plot for local interpretation using our proposed method on MLP Classifier. It shows the feature ram size contributed the most in forcing the prediction in the negative direction followed by the feature battery power.

Figure 8: SHAP summary plot for 100 training samples using our proposed method on the MLP Classifier.
Form the results, it is observed that the proposed method performed well on both tree-based models and neural networks. First, we trained a random forest classifier on the mobile price classification data. The generated force plots as in Figure 1 and 3 are similar. Also, the summary plot generated using 100 random points on these ML model using proposed method as in Figure 4 is similar to the one generated by the tree explainer method as in Figure 2. Secondly, an MLP Classifier was trained on the mobile price classification data and the obtained force plots by the kernel explainer as in Figure 5 is similar to our proposed method as in Figure 7. The summary plot generated using 100 random points on this model using the proposed method as in Figure 8 is not only at par with the kernel explainer method in Figure 6 but also was computationally faster. The kernel explainer took 79.934 seconds of computation while the proposed method achieved in 1.52 seconds in a same computing device for same dataset.

**Regression data**
Regression analysis and its implementations for the proposed method was performed using a molded case circuit breaker (MCCB) electrical data of a three-phase electrical distribution system. Thirty features were considered including current, voltage, active power, etc of the system with its energy consumption of energy as the output label. This data is available on request.

![Figure 9: SHAP Force Plot for local interpretation using tree explainer on a Random Forest Regressor. It shows the feature avg total active power contributed the most in forcing the prediction in the negative direction followed by the feature avg total apparent power.](image)
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Figure 10: SHAP summary plot for 100 randomly selected samples using Tree Explainer on the Random Forest Regressor.

Figure 11: SHAP Force Plot for local interpretation using proposed method on a random forest regressor. We observe that the force plot drawn using proposed method is similar the tree explainer method.
Figure 12: SHAP summary plot for 100 samples using the proposed method on random forest regressor shows the top 3 features are same as in the tree explainer.

Figure 13: SHAP Force Plot for local interpretation using kernel explainer method on neural network. The computation time taken was 6.9 seconds.
Figure 14: SHAP summary plot for 100 samples using kernel explainer method on the neural network. The computation time taken was 391.5 seconds.

Figure 15: SHAP Force Plot for local interpretation using the proposed method on neural network. The computation time taken was 0.08 seconds.
Figure 16: SHAP summary plot for 100 samples using the proposed method on the neural network. The computation time taken was 6.83 seconds.

4. Conclusion
In conclusion, the proposed LIMASE method was found to be capable of giving shapley explanation values on different models faster than the kernel explainer while being on par performance compared to SHAP tree explainer and the kernel explainer. The proposed method achieves it by training a locally faithful decision tree under the LIME paradigm and then uses the tree explainer on it to compute the Shapley explanation values. We also explained the proposed method ability to solve the submodular optimization problem for more efficient global interpretation and also its insight into regional interpretation.
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