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ABSTRACT

I describe the design, implementation, and usage of galpy, a python package for galactic-dynamics calculations. At its core, galpy consists of a general framework for representing galactic potentials both in python and in C (for accelerated computations); galpy functions, objects, and methods can generally take arbitrary combinations of these as arguments. Numerical orbit integration is supported with a variety of Runge–Kutta-type and symplectic integrators. For planar orbits, integration of the phase-space volume is also possible. galpy supports the calculation of action–angle coordinates and orbital frequencies for a given phase-space point for general spherical potentials, using state-of-the-art numerical approximations for axisymmetric potentials, and making use of a recent general approximation for any static potential. A number of different distribution functions (DFs) are also included in the current release; currently, these consist of two-dimensional axisymmetric and non-axisymmetric disk DFs, a three-dimensional disk DF, and a DF framework for tidal streams. I provide several examples to illustrate the use of the code. I present a simple model for the Milky Way’s gravitational potential consistent with the latest observations. I also numerically calculate the Oort functions for different tracer populations of stars and compare them to a new analytical approximation. Additionally, I characterize the response of a kinematically warm disk to an elliptical $m = 2$ perturbation in detail. Overall, galpy consists of about 54,000 lines, including 23,000 lines of code in the module, 11,000 lines of test code, and about 20,000 lines of documentation. The test suite covers 99.6\% of the code. galpy is available at http://github.com/jobovy/galpy with extensive documentation available at http://galpy.readthedocs.org/en/latest.
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1. INTRODUCTION

Galactic dynamics is an old and venerable subject in astrophysics and a mainstay in the Astronomy and Astrophysics graduate-school curriculum. While many good textbooks are devoted to the topic (e.g., Binney & Tremaine 2008), very few software tools designed to aid in galactic-dynamics computations are currently available (with the notable exception of $N$-body codes, for which there are many publicly accessible packages, e.g., Springel 2005). One of the only such software packages is the NEMO Stellar Dynamics Toolbox (Teuben 1995), which is a collection of various programs to set up, evolve, and analyze $N$-body systems, but that can also be used for more basic computations involving orbits in galactic potentials. NEMO follows a UNIX-like workflow of pipes and filters and various programs can be strung together in the terminal to create very powerful workflows.

In this paper, I introduce a new, modern software toolbox for galactic dynamics that is wholly focused on the dynamics and distributions of orbits in external gravitational potentials: galpy. The galpy package is largely written in the python programming language and combines the flexibility and ease-of-use of a high-level, object-oriented language with the speed of the lower level C language to resolve speed bottlenecks. The basic functionality of galpy only depends on the scientific software python libraries numpy (Oliphant 2006), scipy (Jones et al. 2001), and matplotlib (Hunter 2007) and is therefore straightforward to install. galpy’s interface is designed to be simple, intuitive, and easily extensible.

At its core galpy contains Potential objects and Orbit objects that can represent a variety of galactic potentials and orbits in those potentials. galpy contains a large number of functions to characterize arbitrary combinations of basic potentials contained in galpy as well as user-specified potentials, to integrate and characterize orbits in these potentials, and to work with distributions of orbits. While being generally useful in the study of galactic dynamics, galpy’s powerful framework will be especially useful in aiding in the interpretation of the exquisite kinematic data from the astrometric Gaia satellite scheduled to appear soon (Perryman et al. 2001).

This paper describes the basic functionality of galpy contained in the v1.0 release. As with most software, galpy’s development is ongoing and features are being added regularly. galpy is an open-source code that is being developed under the git version-control system on GitHub: http://github.com/jobovy/galpy and the latest documentation can be found at http://galpy.readthedocs.org/en/latest/

The outline of this paper is as follows. In Section 2, I give a general overview of the structure and design of galpy. In Section 2.2, I discuss the units that galpy uses and how to convert to and from these units. Section 3 introduces the Potential object, its various methods, and how it can be used and extended. In Section 3.4, I describe a few non-axisymmetric potentials that are implemented and in Section 3.5 I introduce a fiducial model for the gravitational potential of the Milky Way that is included in galpy and that can be used when interpreting Milky-Way data. In Section 4, I present Orbit objects and their instance methods that can be used to extract orbital characteristics. Orbital actions, frequencies, and angles are particularly informative attributes of an orbit and their calculation within the galpy framework is discussed in detail in Section 5: Section 5.2 describes the action–angle calculations for the isochrone potential and other spherical potentials, Section 5.3 conveys how two approximations for axisymmetric potentials are implemented, and Section 5.5
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discusses the implementation of a general method for calculating actions, angles, and frequencies.

I describe various distribution functions (DFs) contained in galpy in Section 6: this includes two-dimensional DFs for the mid-plane of a disk galaxy as well as a three-dimensional DFs that are based on actions. The two-dimensional DFs include a module for non-axisymmetric DFs and I give examples of the response of a kinematically warm stellar disk to elliptical perturbations as well as to the influence from a central bar in Section 7. Some aspects related to the structure of the galpy codebase and its development are described in Section 8.1 and the test suite and corresponding test coverage statistics are presented in Section 8.2. Finally, in Section 9, I look ahead to upcoming additions to the galpy codebase. An Appendix discusses various coordinate transformations that are implemented in galpy.

Self-contained code to reproduce all of the plots in this paper except for those in Section 7 (which require a very large amount of time to run) is available in a git repository associated with this particular paper. This repository is separate from the galpy repository and can be found on GitHub as well as at http://github.com/jobovy/galpy-paper-figures.

2. GENERAL galpy OVERVIEW

2.1. Package Structure

The overall structure of the galpy package is illustrated in Figure 1, where the package and its main subpackages are imported in a typical python session. These subpackages have fairly obvious names: galpy.potential contains classes and functions related to gravitational potentials, galpy.orbit consists of the Orbit class and all of the functionality related to it, galpy.actionAngle has specialized classes and functions for dealing with action–angle coordinates, and galpy.df is composed of classes and functions related to DFs. The galpy.util subpackage collects a large variety of utility functions related to plotting, coordinate transformations, and unit conversions.

As described in more detail in Section 3, specific potentials are included as sub-classes of a general galpy.potential. Potential class under galpy.potential. For example, galpy.potential contains a Navarro–Frenk–White potential (NFW; Navarro et al. 1997), which can be imported and used as

```python
from galpy.potential import NFWPotential np= NFWPotential(normalize=1. )
```

This initialization is explained further below. Potential objects form the basis of almost all of the galpy functionality. The Orbit object is another central part of galpy’s infrastructure. It can be set up in a variety of flexible ways that are described in Section 4. For the general overview, we note that Orbit instances can be initialized as

```python
from galpy.orbit import Orbit o= Orbit(vxv=[1.,0.1,1.1,1,0.02,0.1])
```

which sets up an Orbit instance o that represents the initial conditions of an orbit. This orbit can then be integrated and its orbital characteristics can be evaluated using member functions.

The galpy.actionAngle module contains classes that represent different ways of calculating action–angle coordinates. These are always set up for a specific potential and can then be used to calculate actions, frequencies, and angles for specific orbits. A quick example that illustrates this using the NFW potential and Orbit instance defined above is

```python
from galpy.actionAngle import actionAngleSpherical aA= actionAngleSpherical(pot=np)
aA(o) (array([ 0.00980542]), array([-1.1]), array([ 0.00553155]))
```

where the output are the radial, azimuthal, and vertical action of the orbit. The galpy.actionAngle module is described further in Section 5.

The galpy.df subpackage contains a few classes that represent different DFs. These typically depend on Potential and Orbit instances and in some cases they use actionAngle instances when the DF depends on the actions. For example, one action-based DF that is included in galpy is the quasi-isothermal DF (Binney 2010; Binney & McMillan 2011), which can be used as follows:

```python
from galpy.df import quasiisothermaldf qdf= quasiisothermaldf(1./3.,0.2,0.1,1.,1.,
pot=np, aA=aA)
qdf(o) array([ 6.157476085] )
```

where the output is the value of the DF for this orbit. The various DF classes currently included in galpy are discussed in Section 6.

Finally, the utility subpackage galpy.util contains plotting utilities in galpy.util.bovy_plot, coordinate-transformation routines in galpy.util.bovy_coords, and unit-conversion functions in galpy.util.bovy_conversion.

The latter are presented in the next subsection, as they relate to the system of units used preferentially by galpy. The coordinate transformations are those between equatorial and Galactic coordinates, Galactic coordinates and Galactocentric coordinates, and uncertainty propagation between some of these coordinate systems. These are discussed in some detail in the Appendix. The plotting routines are simple wrappers of matplotlib plotting functions; these are documented at http://galpy.readthedocs.org/en/latest/reference/bovyplot.html.

2.2. Units in galpy

While generally galpy does not care about the units of its inputs (as long as they are consistent), some of the functionality will work best when using natural units. These are normalized units where the circular velocity is one at a cylindrical radius of one and height zero. Positions are therefore scaled to the physical radius that is defined to be “1” and velocities are scaled to the physical velocity at that radius. For example, for the Milky Way a reasonable choice is to normalize positions by 8 kpc and
velocities by 220 km s\(^{-1}\) in a model where the Sun is assumed to be at 8 kpc from the Galactic center and the circular velocity at the Sun is 220 km s\(^{-1}\) (e.g., Bovy et al. 2012). Potential instances can easily be set up in this system of units by using the \texttt{normalize=} keyword when initializing (see below).

Functions to translate between physical units and the natural units defined above are contained in the \texttt{galpy.util.bovy_conversion} module. This module only contains non-trivial conversions; conversions of positions, velocities, energies, and actions are straightforward and therefore not included. Some of the conversion functions are illustrated in Figure 2. Further conversions to alternative units are also included: For example, \texttt{force_in_10msunKpc2} to convert forces to 10\(^{-13}\) km s\(^{-2}\); \texttt{dens_in_gevcc} to convert densities to GeV cm\(^{-3}\) (useful for dark-matter detection work); and \texttt{dens_in_mammatterdens} to express densities in units of the mean-matter density in the universe (useful for dealing with virial quantities).

As mentioned before, \texttt{galpy} will work in different units than natural units as well, as long as the system of units is consistent (e.g., the forces have to be in units consistent with the positions and velocities for the orbit integration to work). Natural units are only really dependent on in situations where numerical determinations of zeros of a function or of integrals are difficult and approximations are made. An example is the evaluation of actions and frequencies, which often involve integrals that can be difficult to evaluate for close-to-circular or very eccentric orbits. In the code, approximations are made that depend in some cases on quantities being expressed in natural units. Even if most \texttt{galpy} functions work well in any system of units, because \texttt{galpy} is being developed and tested primarily in natural units, it is recommended to use these units when using \texttt{galpy}.

3. \texttt{galpy's POTENTIAL FRAMEWORK}

At the heart of \texttt{galpy} are Potential objects. These come in three flavors: one dimensional, two dimensional, and three dimensional. The one-dimensional Potential classes only have limited use. Their main application is to serve as the vertical potential at a given location in the disk of a galaxy when orbits in the disk are approximated as separating into planar and vertical motions (see the discussion of the adiabatic approximation in Section 5.3 below). Because they are not more generally useful, we will not discuss them further here.

Two-dimensional Potential classes are designed to model the potential in the plane of a disk galaxy. For example, all of \texttt{galpy}'s current non-axisymmetric potentials are two-dimensional models. These models can be used in exactly the same way as three dimensional Potential classes, except for methods that are specific to three-dimensional models. We will focus the discussion in this section on the full, three-dimensional Potential class and instances of it.

3.1. General Framework

All three-dimensional Potential classes inherit from the general \texttt{Potential} class. (Two-dimensional Potential classes inherit from a general \texttt{planarPotential} class and one-dimensional classes inherit from a general \texttt{linearPotential} class). Typically, library-use of any Potential instance is through methods that are defined in the general \texttt{Potential} class. For basic functionality such as evaluating the potential or its forces at a point, this general \texttt{Potential} routine multiplies the subclass routines with an \texttt{amplitude} parameter; for more complicated routines such as calculating the circular velocity or the location of Lindblad frequencies, more work is done by the general class. The philosophy behind this implementation is that it allows users to implement additional potentials with a minimum of effort, only requiring the basic properties of a potential to be implemented. Allowing the general \texttt{Potential} class to multiply in an amplitude is helpful for using the natural units described above.

A basic implementation of a new specific potential in \texttt{galpy} requires the user to write a class that inherits from the general \texttt{galpy.potential.Potential} class and that has methods \texttt{evaluate}, \texttt{Rforce}, and \texttt{zforce}. Any new class should take an \texttt{amp} parameter upon initialization and pass this to the general \texttt{Potential} class’ initializer, by calling \texttt{galpy.potential.Potential.__init__} (self, \texttt{amp=amp}) within the new class’ \texttt{__init__} function. More advanced functionality or non-axisymmetric potentials require additional functions to be implemented specifying the second derivatives and derivatives with respect to azimuth. All of the pure-python functionality of \texttt{galpy} can then be applied to the new potential. While the forces and second derivatives could be obtained by taking numerical derivatives of the potential, such a new potential could be defined using only the \texttt{evaluate} function, this is not currently supported. The test suite described in Section 8.2 automatically checks for new potentials defined at the top-level of \texttt{galpy} that the forces are the negative derivative of the potential and that the second derivatives are correct, by using numerical derivatives. The density can be explicitly implemented using the \texttt{dens} method; if it is not included then the density is computed by using the Poisson equation if all of the relevant second derivatives are implemented.

Many of the methods available for any Potential instance are illustrated in Figure 3, using a double-exponential disk potential as an example. In this example, we use the \texttt{normalize=} keyword to normalize the potential such that it has a circular velocity of 1 at \(R = 1\) and \(z = 0\), the preferred set of units in \texttt{galpy} (see Section 2.2). The \texttt{normalize=} keyword in general normalizes the potential such that minus the radial force at \(R = 1\) is equal to \(X\). This can be used to normalize a sum of potentials to have a circular velocity of 1 at \(R = 1\), by making sure that the individual potentials \(i's\) \(X,\) sum to 1.

I give an example of a new \texttt{Potential} class in Figure 4. This class implements a potential that smoothly interpolates between two given potentials as a function of time. We will use it in Section 5 to look at changes to orbits when the potential is changed adiabatically. Once this new \texttt{Potential} class is defined, it can be used like any other potential (note that use of
Bovy

Figure 3. Methods of Potential instances in galpy, illustrated using a double-exponential disk potential with \( \ln(\rho(R,z)) = -\frac{R}{hr} - \frac{|z|}{hz} + \text{constant} \), normalized to have a circular velocity of 1 at \( R = 1 \). All of the outputs are in natural units (see Section 2.2). The flattening is defined as \( q = \sqrt{\frac{zF(R)}{RF(z)}} \).

In certain parts of the codebase, galpy uses C to speed up computations. Currently, this is limited to orbit integration and the calculation of certain types of action–angle coordinates. To make use of this functionality, Potential classes implemented in Python need to also be explicitly implemented in C by the user and this needs to be registered by setting the hasC attribute of the Python Potential subclass to True. This procedure is illustrated in Figure 5 in the case of LogarithmicHaloPotential, a simple logarithmic potential contained in galpy. This minimal implementation only implements the potential itself and the force components; glue is written to make it possible to call this function from within Python. By following the procedure given in Figure 5, new, user-contributed potentials will be automatically incorporated into the galpy framework: wherever the code automatically switches to C routines to speed up the code, this will be done for the new Potential subclass as well, whether it is used on its own or whether it is contained in a list of Potential instances, all of which have their own C implementation.

```python
from galpy.potential import Potential

def smoothInterp(t,dt,tform):
    """Smooth interpolation in time, following Dehnen (2000)"""
    if t < tform: smooth= 0.
    else:
        t > (tform+dt): smooth= 1.
    else:
        xi= 2.*((t-tform)/dt-1)
        smooth= (3./16.*xi**5.-5./8.*xi**3.+15./16.*xi+5)
    return smooth

class TimeInterpPotential(Potential):
    """Potential that smoothly interpolates in time between two static potentials"""
    def _init_(self,pot1,pot2,dt,gtform=50):
        """gtform1= potential for i < tform, pot2= potential for t > tform+dt, dt: time over which to turn on pot2, tform: time at which the interpolation is switched on"""
        Potential._init_(self,amp=1.)
        self.pot1= pot1
        self.pot2= pot2
        self.tform= tform
        self.dt= dt
        return None

def _Rforce(self,R,z,phi=0.,t=0.):
    smooth= smoothInterp(t,dt,amt)
    return (1.-smooth)*self.pot1._Rforce(R,z)+smooth*self.pot2._Rforce(R,z)

def _zforce(self,R,z,phi=0.,t=0.):
    smooth= smoothInterp(t,dt,amt)
    return (1.-smooth)*self.pot1._zforce(R,z)+smooth*self.pot2._zforce(R,z)

Figure 4. Example of a new Potential class: a potential that smoothly interpolates between two given potentials over time. We will use this potential in the example in Figure 21 in Section 5 to investigate adiabatic changes to orbits.

Figure 3. Methods of Potential instances in galpy, illustrated using a double-exponential disk potential with \( \ln(\rho(R,z)) = -\frac{R}{hr} - \frac{|z|}{hz} + \text{constant} \), normalized to have a circular velocity of 1 at \( R = 1 \). All of the outputs are in natural units (see Section 2.2). The flattening is defined as \( q = \sqrt{\frac{zF(R)}{RF(z)}} \).
Figure 5. Minimal C implementation of galpy’s LogarithmicHaloPotential. This figure illustrates the steps necessary for implementing a potential in C in such a way that it can automatically be used in the galpy framework. The top file is a new C file that has the implementation of the potential and its radial and vertical force law. These new C functions need to be declared in the general galpy_potentials.h header file on line 42. The following two files that require editing provide the glue between C and python:

```c
// Arguments: amp, c2, and q
double LogarithmicHaloPotentialEval(double R, double Z, double phi,
double t, struct potentialArg *potentialArgs){
   double *argv = potentialArgs->argv;
   double amp = *argv;
   double q = *(argv+1);
   double c2 = *(argv+2);
   double zq = Z/q;
   return 0.5 * amp + log(R+R+zq+zq*c2);
}
```

```c
double LogarithmicHaloPotentialRforce(double R, double Z, double phi,
double t, struct potentialArg *potentialArgs){
   double *argv = potentialArgs->argv;
   double amp = *argv++;
   double q = *argv++;
   double c2 = *argv--;
   double zq = Z/q;
   return -amp * R/(R+R+zq+zq*c2);
}
```

```c
double LogarithmicHaloPotentialzforce(double R, double z, double phi,
double t, struct potentialArg *potentialArgs){
   double *argv = potentialArgs->argv;
   double amp = *argv++;
   double q = *argv++;
   double c2 = *argv--;
   double zq = z/q;
   return -amp = z/q/(R+R+zq+zq*c2);
}
```

```c
# In galpy/potential_c_ext/galpy_potentials.h

... // LogarithmicHaloPotential
double LogarithmicHaloPotentialEval(double , double , double , double,
struct potentialArg *);
double LogarithmicHaloPotentialRforce(double , double , double , double,
struct potentialArg *);
double LogarithmicHaloPotentialzforce(double , double , double , double,
struct potentialArg *);
```

```c
# In galpy/orbit_c_ext/integrateFullOrbit.c’s parse_leapFuncArgs_Full

... case 0: //LogarithmicHaloPotential, 3 arguments, unique case integer should match the integer in line 64 below
   potentialArgs->Rforce = &LogarithmicHaloPotentialRforce;
   potentialArgs->zforce = &LogarithmicHaloPotentialzforce;
   potentialArgs->phiforce = &ZeroForce;
   potentialArgs->nargs= 3;
   break;
...```

```c
# In galpy/orbit_c_ext/galpy/orbit.py’s _parse_pot

... if isinstance(p, potential.LogarithmicHaloPotential):
   pot_type.append(C) # See line 48 above
   pot_args.extend([p.amp, p.q, p.core2])
... # In galpy/potential_c_ext/LogarithmicHaloPotential.py’s __init__

... self.hasC= True
```
3.3. Axisymmetric Potentials

galpy contains a large number of axisymmetric, three-dimensional potentials that can be combined to form a realistic model for a galaxy. Many of the methods that are defined for each potential are illustrated in Figure 3. The rotation curves for a subset of the axisymmetric potentials are shown in Figure 6. Some of the potentials in this figure are implemented as special cases of more general potential classes. This is the case in particular for the KeplerPotential, which is a special case of general PowerSphericalPotentials with density $\rho \propto r^{-\alpha}$; the $\rho \propto r^{-1} e^{-r^2}$, which is a special case of the PowerSphericalPotentials wCutoff potential with density $\rho \propto r^{-\alpha} \exp(-r/rc)^2$; and the triplet of Hernquist, Jaffe, and NFW potentials, which are subclasses of a general TwoPowerSphericalPotential with density $\rho \propto (r/a)^{-\alpha} (1 + r/a)^{-\beta}$.

Because some of the axisymmetric potentials’ evaluation of the potential itself or of the derivatives is computationally expensive, a general class interpRZPotential is provided that tabulates the potential and its forces on a grid for a given axisymmetric potential and uses spline interpolation to evaluate the potential. This is implemented simply by interpolating separately the potential itself, the forces and second derivatives, and the circular velocity curve, its derivative, and the various frequencies (epicycle and vertical). That is, no effort is made to calculate the forces using derivatives of the splines interpolating the potentials, etc. Therefore care should be taken to build a dense enough interpolation grid to avoid large inconsistencies between the potential and its forces and derivatives.

Interpolated potentials implemented through interpRZPotential can be used wherever Potential instances can be used anywhere in galpy. This includes functions that use C to speed up computations; to use the latter feature one needs to specify enable_c=True when setting up the interpRZPotential instance, which stores the potential and force tabulations in a way in which it can be used in C and sets the hasC attribute (see Section 3.2) to True to register that the instance has a C interface.

3.4. Non-axisymmetric Potentials

galpy contains a number of non-axisymmetric potentials that can be used to investigate the effect of non-axisymmetry on the dynamical structure of galaxies. Currently, all of these are two-dimensional potentials with a single exception. Primarily, these potentials represent simple parametric forms to represent perturbations to the potential of disk galaxies. galpy contains a general $\cos m \phi$ perturbation as CosmphiDiskPotential with potential $\Phi(R, \phi) \propto R^p \cos (m (\phi - \phi_0))$. The special cases corresponding to a lopsided disk (LopsidedDiskPotential; $m = 1$) and an elliptical disk (EllipticalDiskPotential; $m = 2$; Kuijken & Tremaine 1994) are also included; these two are also implemented in C, while the more general version currently is not. These models can all be turned on smoothly in time by specifying a time tform when the perturbation starts growing and a time period tsteady over which it is fully grown; the growth function is that of Dehnen (2000).

galpy also contains models for the time-dependent perturbations coming from spiral structure and the bar. For spiral structure this is a simple logarithmic spiral model $\Phi(R, \phi, t) \propto \cos(\sigma m \ln R - m (\phi - \Omega_p t - \gamma))$ that can either be steady (SteadyLogSpiralPotential) or transient (TransientLogSpiralPotential). The steady model can be turned on slowly in a similar way as the $\cos m \phi$ perturbations above, to allow for adiabatic growth of the spiral. The transient spiral has an amplitude $\alpha \exp(-(t - t_0)^2/2 \sigma^2)$. The bar potential that is contained in galpy is the simple rotating quadrupole of Dehnen (2000): DehnenBarPotential.

The one non-axisymmetric potential that is not limited to two dimensions is the potential corresponding to a moving object, MovingObjectPotential. This potential is initialized by giving an integrated Orbit instance (see below) and a mass. This potential can then be added to the potential that the moving object was integrated in to include the gravity from the moving object on test particles. This can be used, for example, to simulate the impact of molecular clouds on stellar orbits in the disk.

3.5. Example: Milky-Way-like Potentials

The galpy.potential module also contains a model MWPotential2014 for the Milky Way’s gravitational potential that is designed to provide a simple, easy-to-use model in cases where a realistic model for the Milky Way is required. This model is fit to some of the dynamical data on the Milky Way as described in this section. However, it is important to keep in mind that this model is merely provided for convenience and that it is not designed to provide the best possible current model for the Milky Way’s gravitational forces. Any application that is significantly affected by the current uncertainty in the potential should use the various tools in the galpy library to explore the
The local dark-matter density $\rho$ and 9 kpc, which is compared to the scale length obtained using an exponential scale length of the vertical force at 1 kpc from the plane.

Section 5 of Bovy & Rix (2013), but uses some additional data to provide a more realistic description of the Milky Way on small and large scales. The potential model is a simplified version of that in Bovy & Rix (2013) and consists of a bulge modeled as a power-law density profile that is exponentially cut-off (PowerSphericalPotentialWCutOff) with a power-law exponent of $-1.8$ and a cut-off radius of 1.9 kpc; a MiyamotoNagaiPotential disk; and a dark-matter halo described by an NFWPotential. The relative amplitudes of these three components, the scale length and height of the halo described by an exponential halo, the scale length and height of the disk, and the scale radius of the NFW halo are fit to the following data:

1. the velocity dispersion $\sigma_\sun = 117 \pm 15 \, \text{km s}^{-1}$ in Baade’s window (Dehnen & Binney 1998; Binney & Tremaine 2008);
2. the vertical force at the solar circle at 1.1 kpc from the plane $|F_z| = 67 \pm 6 \, (2\pi G M_\sun \, \text{pc}^{-2})$ and the local visible surface density $\Sigma = 55 \pm 5 \, M_\sun \, \text{pc}^{-2}$ from Zhang et al. (2013);
3. the vertical force measurements at 1.1 kpc from the plane of Bovy & Rix (2013);
4. the terminal-velocity measurements of Clemens (1985) and McClure-Griffiths & Dickey (2007), modeled in the same way as in Bovy & Rix (2013);
5. the measurement of the mid-plane density at the solar circle of Holmberg & Flynn (2000): $\rho(R_0, Z = 0) = 0.10 \pm 0.01 \, M_\sun \, \text{pc}^{-3}$;
6. the constraint on the logarithmic slope of the rotation curve from Bovy et al. (2012), represented in the same way as in Equation (41) in Bovy & Rix (2013);
7. the measurement of the total mass within 60 kpc from Xue et al. (2008): $M(< 60 \, \text{kpc}) = 4.0 \pm 0.7 \times 10^{11} \, M_\sun$.

In addition to these constraints, we set the solar distance to the Galactic center to $R_0 = 8 \, \text{kpc}$ and the circular velocity at the Sun to $V_\sun = 220 \, \text{km s}^{-1}$ (Bovy et al. 2012). We fit the potential model to these data and then adjust the parameters to a close, simple number. The parameters of the resulting MWPotential2014 are shown in Table 1.

We compare the properties of MWPotential2014 to the data that it was fit to in the second part of Table 1 and in Figure 7. The “$F_z$ scale length” that is shown in Table 1 is an approximate exponential scale length of the vertical force at 1.1 kpc between 4 and 9 kpc, which is compared to the scale length obtained from an exponential fit to the data of Bovy & Rix (2013), which are also displayed in Figure 7.

Other properties of MWPotential2014 are shown in Figures 8 and 9 and in the third part of Table 1. Figure 8 displays the rotation curve and its decomposition into bulge, disk, and dark-halo contributions. The masses of the three components are given in Table 1; the virial properties (radius, mass, and concentration) of the NFW halo are also presented there. $R_d$ is an approximate exponential scale length from a fit to the Miyamoto–Nagai-disk density, which is compared to the determination of $R_d = 2.15 \pm 0.14 \, \text{kpc}$ of Bovy & Rix (2013). The local dark-matter density $\rho_{DM} = 0.008 \, M_\sun \, \text{pc}^{-3}$ is in good agreement with current constraints (e.g., Bovy & Tremaine 2012; Zhang et al. 2013; Pfiffel et al. 2014) as is the escape velocity (e.g., Smith et al. 2007). Figure 9 shows contours of the potential and the density of MWPotential2014 in the region close to the disk.

### Table 1

| Parameter | MWPotential2014 | Constraint |
|-----------|-----------------|------------|
| $R_0$ (kpc) | 8 | Fixed |
| $v_\sun(R_0)$ (km s$^{-1}$) | 220 | Fixed |
| $f_b$ | 0.05 | ... |
| $f_d$ | 0.60 | ... |
| $f_h$ | 0.35 | ... |
| Bulge power–law exponent | $-1.8$ | Fixed |
| Bulge cut–off radius (kpc) | 1.9 | Fixed |
| $a$ (kpc) | 3.0 | ... |
| $b$ (pc) | 280 | ... |
| Halo $r_s$ (kpc) | 16 | ... |
| $\sigma_\sun$ (km s$^{-1}$) | 109 | 117 $\pm$ 15 |
| $F_z(R_0, 1.1 \, \text{kpc}) (2\pi G M_\sun \, \text{pc}^{-2})$ | 72 | 67 $\pm$ 6 |
| $\Sigma_{\sun}(R_0) (M_\sun \, \text{pc}^{-2})$ | 53 | 55 $\pm$ 5 |
| $F_z$ scale length (kpc) | 3.2 | 2.7 $\pm$ 0.1 |
| $\rho(R_0, z = 0) (M_\sun \, \text{pc}^{-3})$ | 0.10 | 0.10 $\pm$ 0.01 |
| $M(< 60 \, \text{kpc}) (10^{11} M_\sun)$ | 4.1 | 4.0 $\pm$ 0.7 |

Notes. The top part of this table gives the explicit parameters of the MWPotential2014 model: the relative contribution from the bulge ($f_b$, disk ($f_d$), and halo ($f_h$) to the radial force at $R_0$; the power-law exponent and the exponential cut-off radius of the bulge density; the scale length $a$ and scale height $b$ of the Miyamoto–Nagai disk model; and the scale radius $r_s$ of the NFW halo model. The second section displays MWPotential2014’s values for some of the constraints that the parameters of the model are fit to. The final part of this table gives some additional properties of the potential.

MWPotential2014 does not contain the supermassive black hole at the center of the Milky Way. If the black hole’s gravity needs to be included, e.g., for tracing the orbits of stars or pulsars kicked out from the Galactic center (e.g., Dexter & O’Leary 2013), a KeplerPotential can be added with a mass of $4 \times 10^6 M_\sun$ (e.g., Gillessen et al. 2009) as

MWPotential2014.append(KeplerPotential($amp=4*10**6./bovy_conversion.msun_in_msol(220.,8.)$))

Finally, note that galpy contains an older version of a similar potential: MWPotential. This model was not fit to data on the Milky Way (although it is close to a good model) and is now superseded by MWPotential2014.

### 4. ORBIT INTEGRATION

#### 4.1. General Framework

The integration and characterization of orbits is an essential part of galpy. Orbit integration is supported through a number of different integrators (see Section 4.2 below) and for phase-space dimensionalities from two through six. These five flavors of orbits are (1) linearOrbit for the integration of orbits in one-dimensional potentials, (2) planarOrbit and planarROrbit for orbits in non-axisymmetric and axisymmetric two-dimensional potentials, and (3) FullOrbit and RZOrbit for three-dimensional orbits. The linearOrbits are
Figure 7. Radial properties of MWPotential2014. The top panel shows the radial profile of the vertical force at 1.1 kpc above the mid-plane and compares it to the measurements of Bovy & Rix (2013; black points) and of Zhang et al. (2013; gray diamond). The bottom panel displays the terminal-velocity curve of MWPotential2014 and compares it to the data from Clemens (1985) and McClure-Griffiths & Dickey (2007).

Figure 8. Rotation curve of MWPotential2014 out to 32 kpc and its decomposition into bulge, disk, and halo contributions.

Figure 9. Contours of the potential and density profile of MWPotential2014 in the region of the disk. Potential contours are linearly spaced and density contours use logarithmic spacing.

useful for investigating motions perpendicular to the mid-plane of a disk galaxy, when these motions are assumed to decouple from the motions in the plane. The axisymmetric two- and three-dimensional orbits planarOrbit and RZOrbit assume conservation of angular momentum and do not keep track of the azimuthal angle. planarOrbit and FullOrbit do keep track of the azimuthal angle and integrate the equations of motions without assuming any symmetry.

While the different flavors of orbits are all implemented as different classes deriving from a superclass OrbitTop, this structure is entirely hidden from the user and all public interfacing with instances of these classes is through a general Orbit class. All types of orbits are instantiated through this class by providing the initial conditions of the orbit and the type of orbit is determined from the dimensionality of this initial condition. Typically the initial condition is specified by an array of positions and velocities in the cylindrical Galactocentric coordinate frame \((R, v_R, v_T, v_z, \phi)\) or lower-dimensional projections of this: \((x, v_x)\) for linearOrbit instances; \((R, v_R, v_T[\phi])\) for planarOrbit and planarROrbit objects (the latter do not specify \(\phi\)); and \((R, v_R, v_T, v_z[\phi])\) for FullOrbit and RZOrbit objects. For data analysis in the Milky Way, Orbit instances can also be specified in close-to-observable coordinates: \((\alpha, \delta, D, \mu_\alpha, \mu_\delta, v_{\text{los}})\) or RA, Dec, distance, proper motions in \((\alpha, \delta)\), and line-of-sight velocity (where \(\mu_\alpha, \mu_\delta = \mu_\alpha \cos(\delta)\)); initial conditions may also similarly be specified using Galactic coordinates and velocities can be given as \((U, V, W)\). To use this functionality, the coordinate transformation between heliocentric and Galactocentric coordinates needs to be specified by the user by giving the Sun’s distance to the Galactic center \(R_0\)
and the mid-plane $z_0$ and the Sun's velocity with respect to the Galactic center. The latter is split into the Sun's motion with respect to the circular velocity $v_c(R_0)$ and $v_c(R_0)$ itself. This way $R_0$ and $v_c(R_0)$ can be used to normalize the coordinates to \texttt{galpy}'s natural coordinates (see Section 2.2); this is done automatically. An example \texttt{Orbit} instantiation from observed coordinates looks like

\begin{verbatim}
from galpy.orbit import Orbit
o= Orbit([25.,10.,2.5,0.0,60.0], radec=True, ro=8., vo=220., solarmotion=[-11.1,25.7,25])
\end{verbatim}

where the solar motion is such that the Sun's rotational velocity with respect to Sgr A* is 245 km s$^{-1}$ (Bovy et al. 2012).

The initial conditions can be integrated in time in any of the potentials by calling the \texttt{integrate} method. Figure 10 demonstrates orbit integration in \texttt{galpy}: the two orbits displayed in the top panel of this figure have the same energy and angular momentum and are integrated in the \texttt{MWPotential2014} potential; the python code that produces the top panels is given in the bottom panel as an illustration of the use of \texttt{galpy}. This figure is similar to Figure 3.4 in Binney & Tremaine (2008).

After orbit integration, the orbit's characteristics and time dependence can be accessed through a variety of instance methods, which are illustrated in Figure 11. One property of \texttt{Orbit} instance methods is that they can produce output in physical coordinates rather than natural coordinates by specifying a distance and velocity scale through $r_0$ and $v_0$, respectively. If these scales are set as keywords during the \texttt{Orbit} initialization, they are automatically used for any output; if not they can be specified for each individual method, which also overrides the values set at initialization. This behavior can be turned off by calling the \texttt{turn_physical_off()} method; this

\begin{verbatim}
from galpy.orbit import Orbit
from galpy.potential import MWPotential2014
o= Orbit([0.5,0.3,0.75,0.2,0.2]) # setup R,vR,vT,z,vphi
times= nump.linspace(0.,10.,1001) # Output times
o.integrate(times,MWPotential2014) # Integrate
o.E() # Energy
-1.25747650668697966
o.L() # Angular momentum
-3.3201759647760197
o.Jz() # z component of angular momentum
0.051350432307582196
o.z() # z coordinate of the orbit
0.022319931888097
o.vxv() # Current velocity vector
array([0.00174408, 0.00000000, 0.00000000, 0.00000000, 0.00000000])
\end{verbatim}

Figure 11. Methods of \texttt{Orbit} instances, illustrated using an orbit similar to the one at the right in Figure 10. The radial energy (rad. $E$) is given by $E_R = \Phi(R,0) + v_R^2/2 + v_T^2/2$; the vertical energy (vert. $E$) is defined as $E_z = \Phi(R,z) - \Phi(R,0)/z^2$. All outputs are in natural units (see Section 2.2), except for those with a physical distance or velocity scale set through $r_0=v_0$.
is necessary in particular for orbits initialized from observed coordinates, as these always require \( \mathbf{r}_0 \) and \( \mathbf{v}_0 \) to be set when initializing.

Another example of how galpy’s orbit routines can be used is shown in Figure 12, where the Poincaré section of the two orbits displayed in Figure 10 is computed to demonstrate that these orbits have a third integral of motion in addition to the energy and angular momentum. Calculating Poincaré sections is not currently supported by galpy, but the code in the bottom panel of Figure 12 makes clear how simple it is to extend galpy to calculate other properties of orbits.

### 4.2. Supported Integrators

Orbit integration in galpy is supported using eight different integration methods, specified using the method= keyword of the integrate method. Two of these are pure Python based methods. The first of these is odeint, which corresponds to scipy’s ordinary-differential-equation solver of the same name. This solver uses the lsoda routine in the FORTRAN library odepack (Hindmarsh 1983). The second is leapfrog, which is a custom implementation of a leapfrog integrator, a second-order symplectic integrator (e.g., Binney & Tremaine 2008). These integrators can be used to integrate orbits in any potential implemented in the galpy Potential framework.

For faster orbit integration, higher-order solvers are implemented in C and these can be used to integrate orbits in all galpy potentials that have C implementations (see Section 3.2). Three of these integrators are Runge–Kutta solvers: the classical fourth-order Runge–Kutta method rk4_c, a fifth-order Dormand–Prince 5(4) method dopr54_c (Dormand & Prince 1980), and a sixth-order method rk6_c. galpy also contains C implementations of three symplectic integrators. The first is the same as leapfrog, but coded in C: leapfrog_c. The others are a fourth-order symplectic integrator from Forest & Ruth (1990; that corresponding to their Equation (4.9)) and the Sl6A sixth-order symplectic integrator from Kinoshita et al. (1991).

All of the integrators except for odeint use a constant stepsize that is set at the initial condition to produce a relative and absolute error smaller than \( 10^{-8} \) (combining the relative and absolute error into an overall error as abs. err. + rel. err. \( (\mathbf{x}, \mathbf{v}) \)). For this combination of position and velocity to be meaningful, use of galpy’s natural coordinates (see Section 2.2) is again recommended.

The relative-energy error during the orbit integration in MWPotential2014 of the orbit displayed on the right in Figure 10 is shown in Figure 13. The energy error remains small for all of the integrators for thousands of orbits, with only odeint and rk4_c approaching relative-energy errors of \( 10^{-5} \) after 2000 periods. The energy error for the symplectic integrators does not grow with time as expected for phase-space-volume-conserving integrators. Because most of the phase-space of galaxies is at most a few hundred orbital times old at the present time, these energy errors are innocuous.

galpy also has the ability to integrate phase-space volumes \( (\Delta \mathbf{x}, \Delta \mathbf{v}) \) rather than just positions \( (\mathbf{x}, \mathbf{v}) \) through the Orbit method integrate_dxdv. The phase-space volume is integrated directly, that is, by integrating the equations of motion for the phase-space volume. This requires the second derivatives of the potential to be implemented for the potential in which the volume is being integrated. This functionality is currently only supported for two-dimensional orbits, because it is used for calculating the properties of two-dimensional DFs (see Section 6.1). Extending this functionality to three-dimensional orbits would be straightforward and is planned for a future version of the code. As an example of this, Figure 14 shows how well the phase-space volume is conserved (Liouville’s theorem) for the four non-symplectic integrators (symplectic integrators cannot be used for integrating \( (\Delta \mathbf{x}, \Delta \mathbf{v}) \) as the forces involved are not conservative). What is shown is the determinant of the Jacobian of the transformation between \( (\Delta \mathbf{x}, \Delta \mathbf{v})(t = 0) \) and \( (\Delta \mathbf{x}, \Delta \mathbf{v})(t) \); this determinant should be one if phase-space volume is conserved by the integrator. The fourth- and sixth-order Runge–Kutta order methods perform best for the orbit displayed in Figure 14, with much faster-growing deviations for the dopr54_c and odeint solvers. The latter in particular performs poorly.

The various integrators contained in galpy are accessed in a uniform way (particularly the C solvers) and it is therefore easy to implement alternative methods. If these routines are cast in the same form as the currently implemented methods, adding them to the galpy framework is only a matter of adding and editing a few lines of code.

### 5. ACTION–ANGLE COORDINATES

#### 5.1. Generalities

The calculation of action–angle coordinates is an integral part of galpy. They can be calculated for Orbit instances using a variety of approximations for different kinds of potentials and are used as part of some of the DFs described in Section 6. Action–angle routines are available in the galpy.actionAngle module. Each different method is implemented as a class, e.g., actionAngleSpherical (see...
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Figure 13. Fractional energy error as a function of the length of the integration for the orbit on the right in Figure 10 in MWPotential2014 for the eight orbit integrators contained in galpy. The top two integrators are pure python implementations: odeint is scipy’s ordinary-differential-equation solver and leapfrog is a python implementation of the leapfrog integrator. The other six integrators are written in C: second-(leapfrog_c), fourth-(symplec4_c), and sixth-(symplec6_c) order symplectic integrators; fourth-, fifth-, and sixth-order Runge–Kutta solvers (rk4_c, dopr54_c, and rk6_c). The length of the integration is specified in units of the rotational period $T_\phi$ of the orbit. The energy error remains constant for the symplectic integrators while it increases in time for the other integrators.

Figure 14. Error in the conservation of phase-space volume for the four non-symplectic integrators in galpy. The Jacobian of the volume transformation is computed by integrating $(dx, dv)$ for an orbit with energy $-1.25$ and angular momentum $0.6$ in the mid-plane of the MWPotential2014. All integrators except for odeint use a constant time step determined at the initial condition to provide a relative and absolute accuracy equal to or less than $10^{-8}$. The scipy integrator odeint leads to large errors in the volume integration, even for moderate numbers of orbital periods (note the different range on the y axis for odeint). The rk4_c and rk6_c solvers have small volume errors, even for hundreds of orbital periods; they are also the fastest for this particular orbit.

below) that has the following methods: (1) __call__, which computes the actions only, (2) actionsFreqs for calculation of the actions and the orbital frequencies, and (3) actionsFreqsAngles, which also computes the angles. The methods are arranged in this way, because the calculation of the frequencies typically involves the computation of the actions and, similarly, computing the angles typically requires the frequencies. Grouping the outputs as is done in the three methods therefore minimizes unnecessary duplication in computations. Unless stated otherwise, all of the different types of action–angle calculations described below support all three of these methods.

The input to all three basic action–angle methods is the phase-space position $(x, v)$. This can be specified in two different ways. The first is to pass an Orbit instance. The initial condition of this instance will be used as the phase-space position, unless a time is specified as well; in that case, the phase-space position at that time (if the orbit was integrated) will be used instead. Phase-space positions can also be specified directly in cylindrical Galactocentric coordinates. In this way, multiple phase-space positions can be passed at the same time, which is especially useful for those action–angle routines that are implemented in C, for which passing multiple points at once is more efficient.

galpy currently does not contain any methods for calculating positions and velocities for a given set of action–angle coordinates in a given potential.

5.2. Isochrone and Spherical Potentials

Action–angle coordinates and orbital frequencies for the isochrone potential, which can be calculated analytically, and for spherical potentials, which can be calculated using a few simple numerical integrals, are implemented in galpy. The isochrone routines are contained in the actionAngleIsochrone class.
The radial action is computed by using the analytic formulae for an isochrone potential (Binney & Tremaine 2008) using an actionAngleIsochrone instance and by numerical integration using an actionAngleSpherical object. The radial and vertical actions for this orbit are 0.05 and 0.025, respectively. The radial action is conserved to 1 part in $10^{-8}$, which is initialized using a specific isochrone potential. This can be done either by specifying the scale parameter of the isochrone potential, in which case the potential is assumed to be in natural coordinates (i.e., the circular velocity of the isochrone potential is 1 at $R = 1$). Alternatively, an instance of IsochronePotential can be passed.

Action–angle coordinates for spherical potentials are contained in the actionAngleSpherical class. Instances of this class are initialized by specifying a spherical potential. Note that whether or not the potential is actually spherical is not explicitly checked by the code, so care must be taken not to use it with axisymmetric potentials. The numerical integrals can be computed either by using scipy's integrate.quad function or by using scipy's integrate.fixed_quad routine; the latter uses Gaussian quadrature and is much faster.

The performance of the isochrone and spherical action–angle methods is demonstrated in Figures 15 and 16. Figure 15 shows the radial action computed using actionAngleIsochrone and actionAngleSpherical for a similar orbit as the one displayed on the right in Figure 10. The orbit is similar in that it has the same initial condition, but it is integrated in an isochrone potential with scale parameter 0.3; this isochrone potential is similar to MWPotential2014 over the radial range covered by the orbit in Figure 10. The radial action is conserved to 1 part in $10^{-8}$ using both approximations. Figure 16 displays the error in the radial and vertical angles. What is shown is the difference between the angle at time $t$ and the angle predicted from the linear increase of initial angle at time $t = 0$ with the frequency calculated as the average frequency over the orbit. Thus, this error shows how consistent angles calculated at a later time are with the initial angle and frequency. The angle error itself is $\approx 10^{-8}$; the frequency error of $\approx 2 \times 10^{-9}$ leads to a linear rise in the angle error after more than a few orbital times, when frequency errors have had time to build up.

5.3. Action–Angle Coordinates for Axisymmetric Potentials

galpy also contains multiple approximations to the actions, angles, and frequencies for axisymmetric potentials. The first of these is the adiabatic approximation (e.g., Binney 2010). In this approximation, the motion of a star near the $z = 0$ symmetry plane of an axisymmetric potential is approximated as being decoupled oscillators in the radial and vertical part of the effective potential. This is a good approximation for stars on nearly circular orbits that do not stray too far from the mid-plane of the potential; it is implemented as the actionAngleAdiabatic class, which is initialized using a potential instance and the specification of the $\gamma$ “fudge” factor of Binney & McMillan (2011).

The second approximation for axisymmetric potentials is the Stäckel approximation of Binney (2012). This method calculates action–angle coordinates by locally approximating the potential as a Stäckel potential specified by the focal length $\delta$ of a prolate spheroidal coordinate system. As shown by Binney (2012), by specifying $\delta$, one can calculate approximate actions, frequencies, and angles without explicitly fitting a Stäckel potential to the axisymmetric potential in question. This allows action–angle coordinates to be calculated as efficiently as for the adiabatic approximation, using just a few one-dimensional numerical integrals. This Stäckel method is implemented as the actionAngleStaeckel class, which is instantiated by giving a potential instance and a focal length $\delta$. See Section 3.1 of Bovy & Rix (2013) for further information on the Stäckel approximation and how it is implemented in galpy.

Both the adiabatic and Stäckel approximations are implemented (partially) in python as well as in C. The actions can be
calculated in python using scipy’s integrate.quad function or by using scipy’s integrate.fixed_quad routine; the latter is again much faster. The actions for both methods can also be computed in C, using Gaussian quadrature with 20 points. The frequencies and angles are currently not implemented for actionAngleAdiabatic, but they are available for actionAngleStaeckel. However, they are only implemented in C, and can therefore only be used with potentials that have C implementations. An interpolated potential that can be passed to C can be built using interpRZPotential (see Section 3.3) if frequencies and angles are desired for axisymmetric potentials without C implementations.

The performance of the axisymmetric approximations are demonstrated in Figures 17 and 18 for the orbit shown on the right in Figure 10 in the MWPotential2014 potential. For this orbit, actionAngleAdiabatic conserves the radial and vertical actions to a few percent, while the more precise actionAngleStaeckel display action fluctuations that are less than one percent. The consistency of the angles along the orbit with the initial angle plus the linear frequency×time increase is given in Figure 18. The angle error itself is ≈10^{-3}; the inconsistency between the initial angle and the angle at time t grows with time, but only becomes of the order of one after a few hundred periods. These errors are typical for disk orbits near the Sun in the Milky Way.

As described above, actionAngleStaeckel requires the user to specify the focal length of a prolate spheroidal coordinate system. An appropriate value for this focal length can be calculated using Equation (9) in Sanders (2012), which gives the focal length of a true St¨ackel potential in terms of the forces and second derivatives of the potential. If this is computed for a non-St¨ackel potential, then an approximate value is found. A function estimateDeltaStaeckel included in galpy.actionAngle calculates this approximate focal length for a given position in an axisymmetric potential. If multiple positions are given, e.g., positions along an orbit, then the median of the individual focal lengths is returned. This function can be used to establish an approximate focal length for the St¨ackel approximation for a given (orbit,potential) pair. In Figure 19, the approximate focal length thus computed for a wide range of orbits in MWPotential2014 is shown as a function of energy and angular momentum. This figure can be used pick δ when using actionAngleStaeckel for MWPotential2014. Very close to and very far from the center, the potential is approximately spherical, because the bulge and halo are represented with spherical models; therefore the focal length is close to zero. In regions where the disk dominates, δ ≈ 0.3 to 0.6. It is clear that δ does not vary strongly between nearby orbits, such that a single δ often suffices for a wide range of orbits near a given position.
use third-degree bivariate spline interpolation to interpolate the normalized $J_R$ and third-degree one-dimensional spline interpolation to interpolate $E_R, \max(L_z), J_R, \max(L_z, z)$ as functions of $L_z$. To evaluate $J_R$ for a new orbit (essentially $[\tilde{R}, \tilde{v}_R, \tilde{v}_T]$), we calculate $L_z$ as $\tilde{R} \tilde{v}_T + \gamma J_z$ using the fudge parameter $\gamma$ and $\tilde{E}_R$ and then follow a procedure similar to that above for $J_z$. The size of the grid is controlled by the parameters $\eta R$ and $\eta L_z$.

To interpolate the Stäckel method, we roughly follow the procedure described in Section 2.2 of Binney (2012) with some tweaks for efficiency. Because it is beyond the scope of this paper to fully describe the Stäckel method, I will employ the terminology of Binney (2012); the reader should refer to that paper for full details. We build a regular three-dimensional grid, starting with $L_z$ over $0.01 \leq L_z \leq v_z(R, \max)R, \max$, where $R, \max$ is again set as an input parameter. We also calculate the radius $R_t$ of a circular orbit with angular momentum $L_z$ at each grid point $L_z, i$. At each $L_z, i$, we then compute the energy of a circular orbit $E_z(L_z, i)$ and the energy $E_z(\max(L_z, i))$ of an orbit with $z = v_z = v_R = 0$ and $R = 25$ similar to how this is done for the adiabatic grid above (this arbitrary $R = 25$ constant assumes that we are working in galpy’s natural coordinates; see Section 2.2) and we build a logarithmic grid between these extreme energies to accurately capture orbits ranging from very-close-to-circular to radial. The Stäckel algorithm uses a reference value $u_0$ for the equivalent of the radial coordinate in the prolate spheroidal coordinate system. While the value of $u_0$ does not matter for direct evaluations of the Stäckel algorithm, it does matter for the gridded evaluation below. This is essentially because we build the grid in approximate integrals of the motion and for a good value of $u_0$, these integrals are better. We determine $u_0$ by minimizing the expression in Equation (20) of Binney (2012) on the grid in $L_z$ and $E$ described above and interpolate its natural logarithm using third-degree bivariate spline interpolation.

We then determine the speed $v$ that a phase-space point at $(L_z, E)$ and $(\mu, v) = (\mu_0, \pi/2)$ has (where $v$ is the “vertical” coordinate in the spheroidal coordinate system) and calculate the radial and vertical action on a three-dimensional grid in $(L_z, E, \psi)$, where $L_z$ and $E$ are the same grid as above and $\psi$ is a regular grid between 0 and $\pi/2$. These actions are calculated for a phase-space point $(R, v_R, v_T, z, \psi) = (\Delta \sinh u_0, w \cos \psi, L_z/\Delta \sinh u_0, 0, w \sin \psi)$ similar to the adiabatic grid above, we divide each $J_R$ and $J_z$ two-dimensional sub-grid at $L_z, i$ by its maximum and we then use three-dimensional third-degree spline interpolation to interpolate these normalized actions and one-dimensional spline interpolation to interpolate the maxima as a function of $L_z$. This gridding approach is slightly different from that of Binney (2012), who uses a grid in $(L_z, E, E_z)$, where $E_z$ is a radial energy given by Equation (18) of Binney (2012).

To evaluate the actions for a new position $(\tilde{R}, \tilde{v}_R, \tilde{v}_T, \tilde{z}, \tilde{v}_z)$, we first calculate $\tilde{L}_z$ and $\tilde{E}$ and use the interpolation grid for $u_0$ to determine $\tilde{u}_0$. We then need to determine an appropriate value of $\psi$ to use the interpolation grid in $(L_z, E, \psi)$. We determine two separate values for $\psi$ for the purpose of evaluating $J_R$ and $J_z$. We compute $\tilde{\psi}_R$ by calculating $\tilde{E}_r$ and the velocity $\tilde{w}$ of the phase-space point at $(\tilde{L}_z, \tilde{E})$ and $(\mu, v) = (\tilde{u}_0, \pi/2)$ and determining $\tilde{\psi}_R$ from

$$ \cos^2 \tilde{\psi}_R = \frac{2\tilde{E}_r}{\tilde{w}^2 \cosh^2 \tilde{u}_0}. $$

5.4. Grid-based Action–Angle Coordinates for Axisymmetric Potentials

To speed up action calculations, both the adiabatic and the Stäckel methods can be used to tabulate the values of the radial and vertical actions on a grid in (approximate) integrals of the motion that can be interpolated for subsequent action evaluations. These grid-based methods are available as actionAngleAdiabaticGrid and actionAngleStaackelGrid.

For actionAngleAdiabaticGrid, two separate grids for $J_z$ and $J_R$ are formed. The former is a grid in $(R, E_z)$, where $E_z$ is the vertical energy (see the caption of Figure 11 for a precise definition), because $J_z$ only depends on $R$ and $E_z$ in the adiabatic approximation. The grid in $R$ is regular over $0.01 \leq R \leq R, \max$. At each $R, i$, we then calculate $E_z, \max(R, i) = E_z(z, \max; R, i)$, evaluate $J_z$ on a regular grid between zero and $E_z(z, \max; R, i)$, and divide by $J_z, \max(R, i) = J_z(R, i, E_z(z, \max; R, i))$. We then employ third-degree bivariate spline interpolation of this normalized $J_z$ and third-degree one-dimensional spline interpolation to interpolate the functions $E_z, \max(R)$ and $J_z, \max(R)$ as a function of $R$. To evaluate $J_z$ for a given orbit (essentially $[R, \tilde{z}, \tilde{v}_z]$) using this grid, we compute $\tilde{E}_z(\tilde{R}, \tilde{z}, \tilde{v}_z)$, divide by the appropriate $E_z, \max(\tilde{R})$, and evaluate $J_z(\tilde{R}, \tilde{E}_z/E_z, \max(\tilde{R}))$ using this grid, finally obtaining the expression.

The keyword parameters $\eta R$ and $\eta L_z$ set the parameters $R, \max$ and $E_z, \max$ and the size of the grid.

$J_R$ only depends on $L_z$ and $E_R$—the radial energy, see the caption of Figure 11—in the adiabatic method. We build a regular grid in $L_z$ over $0.01 \leq L_z \leq v_z(R, \max)R, \max$, using the same $R, \max$ as above. We also calculate the radius $R_t$ of a circular orbit with angular momentum $L_z$ at each grid point $L_z, i$. Similar to the $J_z$ grid above, at each $L_z, i$, we then compute $E_R, \min(L_z, i) \equiv E_R(v_R = 0, v_T = L_z, i/R, \max, R = L_z, i)$ and $E_R, \max(L_z, i) \equiv E_R(v_R = 0, v_T = L_z, i/R, \max, R = R, \max)$ and form a regular grid in $E_R$ at each $L_z, i$ between $E_R, \min(L_z, i)$ and $E_R, \max(L_z, i)$. We subsequently evaluate $J_R$ on this regular grid and divide by $J_R, \max(L_z, i) = J_R(L_z, i, E_R, \max, i)$. We again

Figure 19. Approximate focal length of a Stäckel approximation to MWPotential2014 computed using the relation in Equation (9) in Sanders (2012). The focal length is shown on a grid in angular momentum and random energy over a large range of relevant orbits. The guiding-star radii for the range of angular momenta shown range from 0.2 kpc to 117 kpc; the energy for each angular momentum ranges from that of the circular orbit with that angular momentum to the escape energy. This figure can be used to establish an approximate focal length for using the Stäckel approximation for MWPotential2014.
\( J_R \) is then found using the interpolated \( J_R \) grid evaluated at \((L_z, \bar{E}, \bar{\psi}_R)\).

For \( J_z \), we proceed similarly, but we use a vertical energy \( E_z \), similar to the radial energy \( E_r \), defined as

\[
E_z = \frac{p_z^2}{2\Delta^2} + \frac{L_z^2}{2\Delta^2} \left( \frac{1}{\sin^2 v - 1} \right) - E(\sin^2 v - 1) - \delta V(v),
\]

using the same notation as Binney (2012). We compute this \( \bar{E}_z \), find \( \bar{\psi}_z \)

\[
\sin^2 \bar{\psi}_z = \frac{2\bar{E}_z}{u^2 \cosh^2 u_0},
\]

and use \((L_z, \bar{E}, \bar{\psi}_z)\) to evaluate \( J_z \).

The actions along the orbit displayed on the right in Figure 10 computed with the direct adiabatic and Stäckel methods and with their grid-based-interpolation versions are demonstrated in Figure 20.

If the potential were an exact Stäckel potential, \( E_r \) and \( E_z \) would both be exact integrals of the motion and \( \psi_R \) would be exactly equal to \( \psi_z \). Typical galactic potentials are not exact Stäckel potentials, so this will only hold approximately. The reason that \( \psi_z \) is a better \( \psi \) to use in the interpolation of \( J_z \) is because \( E_z \) is closely related to the constant of the motion \( I_3 + V(\pi/2) \) used in the direct calculation of \( J_z \) using the Stäckel method. \( E_r \) has the same relation to the constant \( I_3 + U(u_0) \), used in the direct calculation of \( J_R \). For non-Stäckel potentials, these two constants are not interchangeable, such that using \( \psi_z \) in the interpolation gives a more accurate value of \( J_z \). As a specific example, if we had used \( \psi_R \) instead of \( \psi_z \) to compute \( J_z \) in the bottom panel of Figure 20, the interpolated \( J_z \) would follow a straight line from the top-left to the bottom-right, because errors in \( J_R \) would directly propagate into errors in \( J_z \), leading to a complete degeneracy.

5.5. Action–Angle Coordinates for General Static Potentials

A general method for calculating action–angle coordinates for a static potential is contained in the \texttt{actionAngleIsochroneApprox} class. This method works by calculating action–angle coordinates in an auxiliary isochrone potential at each point along the orbit. Actions, frequencies, and angles are then obtained by fitting—implicitly for the actions—a generating function between the (incorrect) action–angle coordinates of the isochrone potential and the (correct) action–angle coordinate of the potential of interest (see the Appendix of Bovy 2014 for full details). The \texttt{actionAngleIsochroneApprox} methods are built entirely on the framework provided by \texttt{galpy.potential}, \texttt{galpy.orbit}, and \texttt{galpy.actionAngle}.\texttt{actionAngleIsochrone}.

The performance of \texttt{actionAngleIsochroneApprox} is demonstrated in Figures 17 and 18 for the orbit in \texttt{MWPotential2014} on the right in Figure 10. The actions are conserved to better than 1 part in \(10^{-3}\). The error in the angle with respect to the initial angle plus linear increase remains small for hundreds of periods. This is essentially due to the fact that the frequency is fit simultaneously with the initial angle to the angles in the auxiliary isochrone potential over many orbital periods. The stability of the \texttt{actionAngleIsochroneApprox} algorithm makes it ideal for investigating the behavior of the angles over many orbital periods, such as for tidal streams (Bovy 2014).

The \texttt{actionAngleIsochroneApprox} method for calculating frequencies and angles is not implemented for non-axisymmetric potentials in the current version of \texttt{galpy}.
Figure 21. Adiabatic invariance of the actions. This figure uses galpy's action–angle routines to demonstrate that the actions are conserved when adiabatically deforming one isochrone potential into another, using TimeInterpPotential defined in Figure 4. In the figures, the blue lines display the orbit in the first potential, the green lines the orbit while the potential is being changed, and the red lines the orbit in the second potential. The top figure shows the orbit projected onto the mid-plane and the bottom figure shows the orbit in the meridional plane.

5.6. Example: Adiabatic Invariance of the Actions

To illustrate the use of the action–angle routines in practice, Figure 21 demonstrates that the actions are conserved when adiabatically changing the potential. The code is given in the bottom part of the figure; it makes use of TimeInterpPotential of Figure 4 to perform the smooth change between two isochrone potentials. The energy, mean radius, and maximum height reached above the plane clearly change, but the actions are conserved.

6. DISTRIBUTION FUNCTIONS FOR DISKS

Three classes of DFs for axisymmetric disks are currently included in galpy. Two of these are purely two-dimensional models: the classical Shu distribution (Shu 1969) and the "new" disk DF of Dehnen (1999; which we refer to as a Dehnen DF). These are described in Section 6.1. The third family of disk DFs are the quasi-isothermal DFs first proposed by Binney (2010) and later refined by Binney & McMillan (2011); this is a family of fully three-dimensional DFs. The Shu and Dehnen DFs use the energy $E$ and $z$-component of the angular momentum $L_z$ as the arguments of the DF, while the quasi-isothermal DF uses the orbital actions.

6.1. Two-dimensional Distribution Functions

galpy contains both the Shu and Dehnen DFs described in Dehnen (1999) under galpy.df; both are implemented as subclasses of a general galpy.df.diskdf. These are two-dimensional, steady-state, axisymmetric DFs that use $E$ and $L_z$ as the sole arguments of the DF. They are both warmed-up versions of a kinematically cold disk DF consisting of circular orbits only with some surface-density profile $\Sigma(R)$; they differ in how this cold DF is warmed-up, i.e., generalized to include non-circular orbits.

The classical Shu DF is given by

$$f_{\text{Shu}}(E, L_z) = \frac{\Omega(RL)\Sigma(RL)}{\pi\kappa(RL)\sigma_R^2(RL)} \exp \left[ \frac{E_c(L_z) - E}{\sigma_R^2(RL)} \right],$$

where $\Omega$ is the rotational frequency, $\kappa$ is the epicycle frequency, $\Sigma(R)\sigma_R^2(R)$ are scale surface-density and radial-velocity-dispersion profiles; all of these functions are evaluated at $R_L$, the radius of a circular orbit with angular momentum equal to $L_z$. The quantity $E_c(L)$ is the energy of this circular orbit. The Shu DF is available as galpy.df.shudf.

The Dehnen DF has the following form

$$f_{\text{Dehnen}}(E, L_z) = \frac{\Omega(R_E)\Sigma(R_E)}{\pi\kappa(R_E)\sigma_R^2(R_E)} \times \exp \left[ \frac{\Omega(R_E)(L - L_c(E))}{\sigma_R^2(R_E)} \right].$$

Here, $R_E$ is the radius of a circular orbit with energy $E$ and all of the functions appearing in this DF, which are the same as those appearing in the Shu DF, are evaluated at $R_E$ rather than at $R_L$. The Dehnen DF is available as galpy.df.dehndf.

We refer the reader to Dehnen (1999) for a detailed discussion of the advantages and disadvantages of these two DFs and of their properties. As discussed by Dehnen (1999), the surface-density $\Sigma_{DF}$ and radial-velocity-dispersion profile $\sigma_R^{DF}$ corresponding to the Shu and Dehnen DFs differ from the scale profiles $\Sigma(R)$ and $\sigma_R(R)$ that appear in the definitions of these DFs. In Section 3.2 of Dehnen (1999), a procedure is given to correct the scale profiles to obtain a desired set of $(\Sigma_{\text{out}}(R), \sigma_R^{\text{out}}(R)^2)$—typically these are exponential profiles characterized by a scale length and normalization.
at $R_0$—using an iterative procedure that starts with $\Sigma(R) = \Sigma_{\text{out}}$ and $\sigma_R = \sigma_{R,\text{out}}$ and applies multiplicative corrections to these based on the difference $\Sigma_{\text{DF}}/\Sigma_{\text{out}}$ and $\sigma_{R,\text{DF}}/\sigma_{R,\text{out}}$. This procedure is implemented in galpy in a DFcorrection class. The user can specify the number of iterations to use and correction factors are calculated and stored automatically for reuse. Corrections are stored, because the iterative procedure is quite slow. A large number of correction factors stored in the galpy format are available for download online for a few profiles ($\Sigma_{\text{out}}(R)$, $\sigma_{R,\text{DF}}(R)^2$). Instructions on how to download and install these are given in the online documentation.

Figure 22 demonstrates how the procedure of correcting the $\Sigma(R)$ and $\sigma_R(R)$ profiles in the DF leads to the desired set of ($\Sigma_{\text{out}}(R)$, $\sigma_{R,\text{out}}(R)^2$) for $\Sigma_{\text{out}}(R) \propto \exp[-R/h_R]$ and $\sigma_{R,\text{out}}(R) = \sigma_R(R_0)\exp[-(R - R_0)/h_\sigma]$, with $h_R = R_0/3$, $h_\sigma = R_0$, and $\sigma_R(R_0) = 0.2$ (in natural coordinates). This figure shows that the correction factors are highly effective in making the differences $\Sigma_{\text{DF}}/\Sigma_{\text{out}}$ and $\sigma_{R,\text{DF}}/\sigma_{R,\text{out}}$ extremely small.

The initialization of a shudf or a dehnendf instance requires one to specify the potential (through the beta= keyword that sets the logarithmic slope of the rotation curve, see below), the surface-density and radial-velocity-dispersion profiles $\Sigma(R)$ and $\sigma_R(R)$, and whether or not to apply corrections. When applying corrections, some keywords related to the iterative calculation of the correction factors can also be specified.

Many properties of the Shu and Dehnen DFs can be calculated by galpy. This includes the surface-density, mean velocities, velocity dispersions, as well as higher-order moments of the velocity DF. We can also calculate the Oort functions $A(R)$, $B(R)$, $C(R)$, and $K(R)$ (see, e.g., Kuijken & Tremaine 1994 for a definition of these in terms of mean velocities and their derivatives; this definition can be applied to kinematically warm populations). These are calculated by integration over the DF and radial derivatives of the DF. As an axisymmetric DF, $C(R)$ and $K(R)$ should be exactly zero everywhere, but they are calculated by explicit integration as a check on the DF implementation. We can further sample from the DF in a variety of ways: sampling (1) $(E, L_z)$ or full $(R, v_R, v_T, \phi)$ phase-space coordinates with or without a restriction in radius (following the procedure given in Section 5 of Dehnen 1999), (2) distances along a given line of sight, (3) $(v_R, v_T)$ velocities at a given position, or (4) full $(R, v_R, v_T, \phi)$ phase-space coordinates along a given line of sight. Most of the methods available for dehnendf and shudf instances are demonstrated in Figure 23. A limitation of the current diskdf implementation is that it only supports power-law or logarithmic potentials, i.e., power-law rotation curves (including a flat rotation curve). While it would be relatively straightforward to generalize the code to

---

3 Note that this is partially because galpy calculates the surface-density and radial-velocity dispersion at $R$ by direct two-dimensional integration of the DF over the velocity. However, in the case of the Shu DF these integrals could be re-written as one-dimensional integrals (see Sharma & Bland-Hawthorn 2013) and thus sped up.
from galpy.df import dehnendf
# Int: dehnendf w/ flat rot., ho=4/3, hs=1, and sr(1)=0.2
def dehnen(df=profileParams(1.3, 1.0, 0.2))
# Same, w/ correction factors to scale profiles
def dehnen(c=profileParams(1.3, 1.0, 0.2),
           correct=True, niter=20)
# Log. diff. between scale and DF surf. dens.
numpy.log(df.surfacebrightness(0.5)/targetSurface brightness(0.5))
# Same for corrected DF
numpy.log(df.surfacebrightness(0.5)/targetSurface brightness(0.5))
-4.1449772060268404e-06
# Log. diff. between scale and DF surf.
numpy.log(df.sigmaR2(0.5)/targetSigma2(0.5))
-0.1278608030183127
# Same for corrected DF
numpy.log(df.sigmaR2(0.5)/targetSigma2(0.5))
-8.06600125211486e-06
# Evaluate DF w/ R,vR,vT
from galpy.df import Orbit
from galpy.df import dehnendf
# df=numpy.array([9.0,1.0,0.0])
array(0.1740247264180417)
# Evaluate corrected DF w/ Orbit instance
from galpy.df import Orbit
from galpy.df import dehnendf
# n=100, returnOrbit=True, nphii=1
os=numpy.array([R,Os for R in os])
assert numpy.fabs(numpy.mean(rs-2.0)) < 0.1
assert numpy.fabs(numpy.mean(vR-vT)) < 0.05
assert numpy.fabs(numpy.mean(vT)) < 0.01
# Sample Orbits along a given line-of-sight
os=numpy.array([R\dots\ for R in os])

Figure 23. Methods of diskdf instances (shudf or dehnendf), illustrated using a Dehnen DF with a flat rotation curve ($\beta = 0$ in $v_c(R) = v_c(R_0)(R/R_0)^\beta$) with $\Sigma(R) \propto R^{-\beta} (R/R_0)^{\beta}$ and $\sigma_\perp(R) = 0.2 \exp[-(R-R_0)/R_0]$. The df object does not apply corrections to these profiles, while the shudf object does, with 20 iterations of the correction procedure (see text). The results on the moments of the uncorrected DF can be directly compared to Figure 4 of Dehnen (1999).

use any Potential instance, this has not been done so far. As the main purpose of the Shu and Dehnen DFs is to provide simple models for the kinematics of a disk galaxy, this is not a serious limitation.

6.2. Example: Oort Functions for Different Tracer Populations of Stars

As an example of the functionality in the galpy.df.diskdf module, I compute the Oort functions $A(R)$ and $B(R)$ at the solar radius $R_0$ for populations with different radial-velocity dispersions and investigate how they depend on the asymmetric drift, i.e., the offset between the mean rotational velocity of a kinematically warm population and the circular velocity (Binney & Tremaine 2008). This can be achieved in galpy by running

cdf=dehnendf(beta=0,correct=True,niter=20,
           profileParams(1.3, 1.0, 0.2))
va=1.-df.meanV(1.) # asymmetric drift
A=df.oortA(1.)
B=df.oortB(1.)

for a fiducial model of a dehnendf with an exponential surface-density profile with scale length $h_R = R_0/3$, an exponential radial-velocity-dispersion profile with scale $h_\sigma = R_0$, and a flat rotation curve ($\beta = 0$ for $v_c(R) = v_c(R_0)(R/R_0)^\beta$). As usual, we work in natural units in which $R_0$ and $v_0 = v_c(R_0)$ are both equal to one. This specific example calculates $A$ and $B$ for a population with a radial velocity dispersion at the Sun of $\sigma_\perp(R_0) = 0.1v_0$ and by varying this parameter we can investigate $A(\sigma_\perp(R_0))$.

I compare $A(\sigma_\perp(R_0))$ and $B(\sigma_\perp(R_0))$ with the Oort constants, that is, $A(\sigma_\perp(R_0)) = 0$ and $B(\sigma_\perp(R_0)) = 0$, as a function of the asymmetric drift of the population. For the power-law rotation curve used here $A(\sigma_\perp(R_0)) = (1 - \beta)/2$ and $B(\sigma_\perp(R_0)) = -(1 + \beta)/2$. This comparison is presented in Figure 24 for DFs with different surface-density and velocity-dispersion profiles and with different forms (the shudf).

It is clear from Figure 24 that both $A$ and $B$ depend linearly on the asymmetric drift and that $A$ is much more affected by the kinematic temperature of the population than $B$. The effect of varying the DF form or parameters is much less pronounced than it is on $B$, with the only parameter making a large difference for $A$ being $h_\sigma$. The behavior of $AB$ for the Shu DF is more erratic than for the Dehnen DF, but $AB$ remains small.

We can understand all of this behavior by calculating the dependence of $A$ and $B$ on the asymmetric drift using the radial, cylindrical Jeans equation. This equation for exponential surface-density and velocity-dispersion profiles can be written as

$$v_c^2 - v_T^2 = \frac{\sigma_\perp^2}{R} \left( \frac{v_c^2}{h_R} + \frac{2}{h_\sigma} \right) - 1,$$

where $\gamma^2 = \sigma_T^2/\sigma_\perp^2$. Taking the derivative of this, we find using (1) that $\gamma^2 - 1$ is typically much smaller than the other term in the parentheses and (2) that $v_c + v_T \approx 2v_c$

$$\frac{dv_T}{dR} = -\frac{v_\sigma}{\sigma_\perp} \left( \frac{1}{h_R} \frac{2}{h_\sigma} \right) + \frac{dv_c}{dR}.$$

Therefore, we find that

$$\Delta A \approx \frac{v_\sigma}{h_\sigma},$$

$$\Delta B \approx \frac{v_\sigma}{R} \left( \frac{1}{\sigma_\perp} \frac{1}{h_\sigma} \right).$$

These simple relations are to the author's knowledge not present in the literature. Olling & Dehnen (2003) use the Jeans equation

Because there is no absolute scale in any of the ingredients of this calculation, the ratios $R_0/h_R$ and $R_0/h_\sigma$ are all that matters and the results below can be rescaled to other radii.
Equation (9) shows why $\Delta B$ is much smaller than $\Delta A$: for our fiducial model, $\Delta B$ vanishes in this approximation. When $h_\sigma \neq R_0$, $\Delta B$ is much larger, as is seen in Figure 24. As for the fiducial model $\Delta B$ vanishes in the simple approximation, the actual (small) value of $\Delta B$ is determined by other factors such as the slope of the rotation curve (which affects $\gamma^2$) or the scale length. The sign of $\Delta B$ can therefore be both positive and negative. In the simple approximation above, $|\Delta B| < |\Delta A|$ as long as $h_\sigma < 2R_0$. While the velocity-dispersion profile in the Milky Way is likely quite flat (e.g., Bovy et al. 2012), $h_\sigma$ probably does not actually exceed $2R_0$, such that we should expect $\Delta B$ to be smaller than $\Delta A$. This implies that measurements of $B$ in the solar neighborhood are much less affected by the effects due to non-circular motions than determinations of $A$ (see also Olling & Dehnen 2003 who reach a similar conclusion).

6.3. Three-dimensional Distribution Functions

A three-dimensional disk DF that is included in galpy is the quasi-isothermal DF (qDF) of Binney (2010), including the improvements made by Binney & McMillan (2011). This qDF is a steady-state, axisymmetric DF that is a function of all three of the orbital actions $(J_r, L_z, J_z)$, where we denote the azimuthal action $J_\phi$ by $L_z$, as this action is equal to the $z$-component of the angular momentum for an axisymmetric potential (with rotational symmetry around the $Z$ unit vector).

The quasi-isothermal DF is given by

$$ qDF(J_r, L_z, J_z) = f_{\sigma_R}(J_r, L_z) \times \frac{v}{2\pi \sigma_z^2} \exp \left( -\frac{v J_z}{\sigma_z^2(R_L)} \right), $$

where $f_{\sigma_R}$ is given by

$$ f_{\sigma_R}(J_r, L_z) = \frac{\Omega_0 R_L}{\pi \sigma_R(R_L)^2 \kappa} \left| \frac{J_r}{R_L} \right| \exp \left( -\frac{\kappa J_r}{\sigma_R^2(R_L)} \right). $$

The functions $\kappa$, $\Omega_0$, and $v$ are the epicycle, circular, and vertical frequencies (Binney & Tremaine 2008) evaluated at $R_L$, where $R_L$ is again the radius of the circular orbit with angular momentum $L_z$. We include the factor in Equation (11) containing the tanh to eliminate stars on counter-rotating orbits following Binney & McMillan (2011), but there is also an initialization option to explicitly set the qDF to zero for counter-rotating orbits. The functions $\sigma_R$, $\kappa$, and $\sigma_z$ are free functions of $R_L$, which indirectly determine the radial profiles of the tracer density, the radial velocity dispersion, and the vertical dispersion. However, these are merely scale profiles, as opposed to the actual, physical profiles that can be calculated by taking the appropriate moments of the DF (similar to the difference between the scale profiles and the actual profiles for the two-dimensional DFs above). In principle these three functions can take any form, but currently galpy only supports setting each of these to an exponential an exponential

$$ n(R_L) \propto \exp(-R_L/h_R), $$

$$ \sigma_R(R_L) = \sigma_{R,0} \exp(-[R_L - R_0]/h_{\sigma_R}), $$

$$ \sigma_z(R_L) = \sigma_{z,0} \exp(-[R_L - R_0]/h_{\sigma_z}). $$

The qDF is available as galpy.df.quasiisothermaldf.
The quasiosothermaldf class in galpy.df can be used with any Potential instance or list of such instances in galpy. The necessary action–angle calculations are provided by an instance of one of the subclasses of actionAngle in galpy that is provided at the initialization of the quasiosothermaldf instance. Any actionAngle instance can be used, but for the disk orbits that are represented by a qDF, primarily the actionAngleAdiabatic and actionAngleStaeckel as well as their gridded versions are useful.

The quasiosothermaldf implementation was extensively in the analysis of Bovy & Rix (2013). That paper contains some details of the implementation of some of the instance methods. In Figure 25, I provide examples of some of the instance methods to illustrate the use of quasiosothermaldf instances. These include methods to evaluate the qDF itself, the DF marginalized over one or two of the velocity components, and moments of the DF such as the density, mean velocities, and velocity dispersions. A method for sampling velocities from the DF at a given position is also included to aid in generating mock data from the qDF.

7. THE RESPONSE OF A KINEMATICALLY WARM DISK TO NON-AXISYMMETRIC PERTURBATIONS

7.1. Methodology

To demonstrate the use of the galpy modules with a larger example, I describe in this section the implementation in galpy of a general method for calculating the response of the stellar disk to non-axisymmetric perturbations. This method was proposed by Dehnen (2000) and consists of assuming that the DF was axisymmetric and time-independent with a known DF $f_0$ some time in the past and that this initially axisymmetric was then acted on by the non-axisymmetric perturbations. With these assumptions, the DF at a phase-space point $(R, \phi, v_R, v_T)$—all of the discussion here is limited to two-dimensional DFs in the mid-plane of a galaxy—can be evaluated by integrating an orbit launched at this phase-space point backward in time until the time at which the DF was axisymmetric was reached; at this time, the orbit is at the point $(R', \phi', v_R', v_T')$. By Liouville’s theorem, we can then evaluate the DF $f_{\text{m}}(R, \phi, v_R, v_T)$ today as

$$f_{\text{m}}(R, \phi, v_R, v_T) = f_0(R', \phi', v_R', v_T').$$

This simple procedure is implemented in the evolveddiskdf class in galpy.df. In its current implementation, it uses one of the galpy.df.diskdf, i.e., shudf or dehnenfd, as $f_0$ and is therefore limited to power-law models of the axisymmetric part of the potential (see discussion in Section 6.1). The expression in Equation (15) allows for straightforward evaluation of the DF and its moments at a particular location, such as the mean velocities, velocity dispersions, and the vertex deviation.

evolveddiskdf also contains methods to evaluate the Oort functions at a given position. In general, the Oort functions can be defined in terms of radial and azimuthal derivatives of the mean velocity (e.g., Kuijken & Tremaine 1994) and we therefore need to evaluate derivatives of $f_{\text{m}}$. These are calculated directly using the chain rule. For example,

$$\frac{\partial f_{\text{m}}}{\partial R}(R, \phi, v_R, v_T) = \frac{\partial f_0}{\partial R}(R', \phi', v_R', v_T') \frac{\partial R'}{\partial R} + \frac{\partial f_0}{\partial v_R}(R', \phi', v_R', v_T') \frac{\partial v_R'}{\partial v_R} + \frac{\partial f_0}{\partial v_T}(R', \phi', v_R', v_T') \frac{\partial v_T'}{\partial v_T} \quad (16)$$

where there is no $\partial f_0/\partial \phi'$ term, because the initial DF is axisymmetric. The expression for $\partial f_{\text{m}}/\partial \phi$ is similar, replacing $\partial R$ with $\partial \phi$. The partial derivatives of $f_0$ with respect to $R, v_R$, and $v_T$ can be computed directly from the form of the initial DF. The derivatives $\partial R'/\partial R, \partial \phi'/\partial \phi$ etc., are computed by integrating a small phase-space volume $(dx, dv)$ along the orbit, using the integrate_dxdv Orbit method, described in Section 4.2.

The methods of evolveddiskdf objects are similar to those of diskdf objects. One major difference is that $f_{\text{m}}$ and its derivatives can be easily evaluated on a grid in $(v_R, v_T)$ at a given $(R, \phi)$, allowing for quick evaluation of the moments and Oort functions.

7.2. Response to an $m = 2$ Mode

As an example of the functionality of evolveddiskdf objects, we investigate the response of a stellar disk to an non-rotating $m = 2$ mode (an elliptical perturbation; Kuijken &
This is a perturbation of the form
\[ \phi(R, \phi) = \phi_0(R) + \frac{\epsilon(R)v^2(R)}{2}\cos(2(\phi - \phi_0)), \]  
where \( \phi_0(R) \) is the axisymmetric part of the potential, here modeled as a power law or a logarithm (for a flat rotation curve). With this definition, the equipotential contours are approximately elliptical with axis ratio \( 1 - \epsilon \). When assuming a radial profile for the perturbation, we use \( \epsilon(R) \propto R^{p-2\beta} \), where \( \beta \) is the power-law exponent of the rotation curve. The fiducial model below has \( p = \beta = 0 \).

The response of a cold disk, i.e., one with \( \sigma_R = 0 \), is straightforward to calculate using the method in Section 6.2.2 of Binney & Tremaine (2008). This was first done by Kuijken & Tremaine (1994) and we repeat the “cold response” here, as all of our \( \sigma_R \neq 0 \) results will be with respect to the cold response. The cold response is
\[ \bar{v}_R = -\frac{1}{2} \left( \frac{p + 2}{1 - \beta} \right) \epsilon v_c \sin(2(\phi - \phi_0)), \]  
\[ \bar{v}_T - v_c = -\left( \frac{1 + p(1 + \beta)/4}{1 - \beta} \right) \epsilon v_c \cos(2(\phi - \phi_0)), \]  
\[ l_c = \frac{(p + 2)(4 + (1 + \beta)(3p - 2\beta))}{4(1 - \beta)^2(1 + 2\beta)} \epsilon \sin(2(\phi - \phi_0)), \]
where \( l_c \) is the vertex deviation.

Figure 26 displays the result from a numerical calculation of the response at \( R_0 \) using the methods in evo1veddiskdf. The fiducial model used in this figure is that of a flat perturbation (\( p = 0 \)) with an amplitude of \( \epsilon = 0.05 \) in a background potential with a flat rotation curve (\( \beta = 0 \)) that is slowly grown in an initially steady-state disk with a Dehnen DF with \( h_R = R_0/3 \) and \( h_\sigma = R_0 \). From Equations (18)–(20), we can calculate that the cold response has an amplitude in \( \bar{v}_R, \bar{v}_T - v_c \), and \( l_c \) of \( \epsilon, \epsilon, \) and \( 2\epsilon = 5.73 \), respectively. The blue line, which has \( \sigma_R = 0.0125v_c \), is very close to this cold prediction, with the only exception that the vertex deviation does not behave exactly sinusoidally. The response of warmer populations is smaller than the cold response in \( \bar{v}_R \) and \( \bar{v} \) and larger in \( l_c \). The response in \( \bar{v}_T \) for populations with \( \sigma_R > 0 \) is measured against the mean rotational velocity \( v^0_T \) of the initial DF, i.e., taking into account the asymmetric drift. Figure 26 clearly demonstrates that the response in the mean velocities remains sinusoidal, while the \( l_c \) response also keeps approximately the same shape (see below).

To further characterize the response of a warm disk to an elliptical perturbation, we have repeated the calculation displayed in Figure 26 for variations on the fiducial model. The results from this are shown in Figure 27. This figure shows the main Fourier modes of the response normalized by the cold response as a function of \( \sigma_R \). As discussed above, for \( \bar{v}_R \) and \( \bar{v}_T \) the only significant modes are the \( \sin 2(\phi - \phi_0) \) and \( \cos 2(\phi - \phi_0) \) modes, respectively. For \( l_c \), we find that we also need to include the \( \sin(4(\phi - \phi_0)) \) component, as this typically contributes about 10%.

From linear perturbation theory, we expect the dependence of the response on \( \sigma_R \) to be of the form \( \mathcal{F} = 1 - f(\sigma_R/v_c)^2 \) to lowest order in \( \sigma_R \) and we fit this to the fiducial model. This gives
\[ \mathcal{F}_{v_R} = 1 - 8(\sigma_R/v_c)^2, \]  
\[ \mathcal{F}_{v_T} = 1 - 2.5(\sigma_R/v_c)^2, \]  
\[ \mathcal{F}_{l_c} = 1 + 20(\sigma_R/v_c)^2, \]  
where the index in \( \mathcal{F} \) indicates the quantity that this factor applies to. For the mean velocities, reasonable variations in the DF and rotation curve only leads to corrections that are typically \( \lesssim 10\% \); for \( \bar{v}_R \) variations in the radial profile of the ellipticity parameterized by \( p \) are also small. The warm response in \( l_c \) is typically larger than the cold response and the magnitude of this increase depends more strongly on all of the parameters of the model. Its higher-order Fourier mode (that \( \propto \sin 4(\phi - \phi_0) \)) also strongly depends on the model and is not linear in \( \epsilon \), as shown in the bottom two panels of the fourth column. Interpretations of the vertex deviation in terms of non-axisymmetric perturbations should therefore be treated with caution.

Finally, we also calculate the dependence of the Oort functions at \( R_0 \) on \( \phi - \phi_0 \) and \( \sigma_R \). The cold response can be computed from Equations (18)–(20) and is given explicitly in Kuijken & Tremaine (1994); we do not repeat it here. For the fiducial model, the response in all Oort functions has an amplitude of \( \epsilon/2 \) and
Figure 27. Detailed characterization of the response of a kinematically warm stellar disk to an elliptical potential perturbation. This figure displays the main non-zero Fourier components of the mean velocity and vertex-deviation response as a function of velocity dispersion $\sigma_R$. The response is normalized by the response of a cold disk ($\sigma_R = 0$; see Equations (18)–(20)). The mean radial-velocity and rotational-velocity response are well-described by a sine and cosine, respectively, of $2(\phi - \phi_0)$, while the vertex deviation has a substantial $\sin 4(\phi - \phi_0)$ component as well (shown in the last column; this column uses the tick marks on the right $y$ axis). All other Fourier components are negligible (that is, they amount to less than one percent of the cold response. The top panel displays the response for the fiducial model of Figure 26: a perturbation with constant ellipticity with radius, a flat rotation curve, and an initial Dehnen DF with $h_R = R_0/3$ and $h_\sigma = R_0$. The lower rows demonstrate the effect of varying the parameters of this model: the second row varies the DF parameters ($h_R$ and $h_\sigma$); the third row shows the effect of changing the shape of the rotation curve; the fourth row varies the radial profile of the ellipticity (which is $\propto R^p$). Rows two through four are normalized by the curves in the top row (except for the last column). The fifth row varies the form of the DF by showing the response for a Shu DF instead of a Dehnen DF as the initial DF; this is done for three different values of the magnitude of the perturbation. The bottom panel finally varies the magnitude of the perturbation for the Dehnen DF fiducial model. These two bottom rows demonstrate that the response is very close to linear in $\epsilon$. 
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Figure 28. Effect of the same elliptical perturbation to the potential as in Figure 26 on the Oort functions measured at $R_0$, as a function of azimuth and initial velocity dispersion $\sigma_R$. The difference between the Oort functions and their axisymmetric value is shown ($C = K = 0$ for an axisymmetric disk). As for a cold disk, the Oort functions depend almost-perfectly sinusoidally on $\phi - \phi_b$, with $A$ and $B$ $90^\circ$ out of phase and $C$ and $K$ $-45^\circ$ and $45^\circ$ out of phase with respect to $A$. While $A$ and $B$ are closer to their axisymmetric values for warmer populations, $C$ responds more strongly the larger $\sigma_R$. Remarkably, $K$ is independent of $\sigma_R$.

The result from this calculation is displayed in Figure 28. This figure demonstrates that the response for warmer populations stays sinusoidal, as expected from the sinusoidal velocity response of warm populations. The warm response in $A$ and $B$ is suppressed compared to the cold response and somewhat more strongly so for $B$. The warm response in $C$ is stronger than the cold response. Remarkably, the response in $K$ is independent of $\sigma_R$. Using the response factors in Equations (21)–(23) and assuming that the only radial dependence of the warm-response/cold-response is in the $\sigma_R^2$ term, we can understand these trends. The warm-response factors for the Oort functions that one computes in this way are $F_A = 1 - 8.5(\sigma_R/v_c)^2$, $F_B = 1 - 18.5(\sigma_R/v_c)^2$, $F_C = 1 + 19(\sigma_R/v_c)^2$, and $F_K = 1 - 13(\sigma_R/v_c)^2$. For $A$, $B$, and $C$ these agree reasonably well with the numerical calculations displayed in Figure 28, but this estimate entirely fails to explain the lack of $\sigma_R$ dependence for $K$. This is not due to unmodeled radial derivatives of $\mathcal{F}_R$, as from Figure 28 it can be seen that these would predict an even stronger suppression. It is likely due to higher-order terms in $\epsilon$, because these do not need a large prefactor to become important.

As discussed by Minchev et al. (2007) and Minchev & Quillen (2007), the dependence of the Oort constants on $\sigma_R$—foremost $C$ and $K$, as these are zero for an axisymmetric disk—can be used to constrain the type of non-axisymmetry perturbing the velocity field. Minchev & Quillen (2007) demonstrate that $|C|$ for spiral structure is smaller for warmer populations, while Minchev et al. (2007) find that $|C|$ is larger in the case of a bar (a rotating $m = 2$ perturbation). Here I have explicitly demonstrated that this is also the case for a non-rotating $m = 2$ mode. Tentative evidence that $|C|$ is larger for warmer populations was presented by Olling & Dehnen (2003). Gaia will allow the Oort functions to be measured with exquisite accuracy for various stellar populations and the tools in evolveddf will be useful for determining the expected response and its dependence on $\sigma_R$ of different non-axisymmetric agents.
7.3. Response to a Weak Bar

As a final example of the use of evolveddiskdf, I investigate the response of the stellar disk to a weak bar. The bar model that we consider here is that of Dehnen (2000), who demonstrated that this model can explain the Hercules stream seen in the local velocity distribution. The response of the disk was further discussed in Mühlbauer & Dehnen (2003). I do not attempt as detailed a characterization as in the previous section on non-rotating $m = 2$ modes, but just show the response for a fiducial model.

The bar potential is modeled as a simple rotating quadrupole in DehnenBarPotential:

$$\Phi_b(R, \phi) = A_b(t) \cos[2(\phi - \Omega_b t)] \times \begin{cases} -\left(R_0/R\right)^3, & R \geq R_0, \\ \left(R/R_0\right)^3 - 2, & R \leq R_0, \end{cases}$$

(24)

Here $\Omega_b$ is the pattern speed of the bar and $R_0$ is the bar radius, chosen to be 80 percent of the bar’s corotation radius. The bar amplitude is parameterized by the dimensionless parameter $\alpha$, defined as

$$\alpha \equiv \frac{3 A_b}{v_c^2} \left(\frac{R_b}{R}\right)^3,$$

(25)

and this amplitude can be increased smoothly from zero to a given bar strength. We again use a Dehnen DF with parameters $h_R = R_0/3$ and $h_\sigma = R_0$ to model the initial state and a logarithmic background potential with $v_c(R) = v_0$. We only consider the case of a disk with $\sigma_R = 0.2 v_c$. We consider the bar model with $\Omega_b = 1.9 \Omega_0$, $\alpha = 0.01$, and a bar angle of 25°.

Figure 29 shows the response in $\bar{v}_R$, $\bar{v}_T$, and $\bar{u}_c$ over a large part of the disk when the bar is grown adiabatically. The radial velocity responds more strongly than the rotational velocity, with a maximum response of 0.04 $v_0$ for $\bar{v}_R$ versus a maximum of 0.03 $v_0$ for $\bar{v}_T$, both of which are obtained near the outer Lindblad resonance ($R_{OLR} = 0.9 R_0$). The vertex deviation is typically $\lesssim 15^\circ$, with the largest values near the outer Lindblad resonance and near $R = 1.3 R_0$.

Figure 30 shows the same as Figure 29, but for a bar that is grown over two bar periods and evolved for two more bar periods (the model of Dehnen 2000). The rapid growth of the bar induces spiral-like features in the $v_T$ response over a large part of the disk that are largely absent in the adiabatically grown case. The amplitude of the response is approximately the same as in the adiabatic case.
8. galpy DEVELOPMENT

I briefly discuss aspects related to the galpy codebase and its development in this section, to clarify how the code is structured, documented, and tested.

8.1. Source Code

All of galpy’s source code is public and has been so since it was first started, in 2010 July. The source code is currently hosted in a git repository on GitHub at http://github.com/jobovy/galpy. There is no private development version. GitHub provides issue tracking that is used extensively to keep track of open issues and feature requests. Users are encouraged to report bugs through this issue tracker. As a git repository, it is easy for other users to copy the repository and create their own version of the code (and store it on GitHub); changes to the main repository are then merged through “pull requests,” which is the preferred method for contributing to the codebase. galpy is released under the three-clause BSD license.

Overall, galpy consists currently of about 23,000 lines of code, with about 16,750 lines in python and 6,000 lines in C. The sizes of the major submodules are quite similar, with about 5,000 lines for each of the five main modules (actionAngle, df, orbit, potential, and util). While not incredibly large, a codebase of this size inevitably has hard-to-follow dependencies. Below I describe the automated testing framework that makes sure that changes to one part of the code do not break other parts.

galpy has an extensive set of documentation. This documentation is produced using Sphinx, which generates documentation in various format, and hosted by Read the Docs, which automatically builds the documentation upon each push to GitHub. Therefore, the documentation is always up to date. About 14,000 lines of documentation are contained in the source code, most of which are documentation of function inputs and outputs that are automatically placed in an API section of the online documentation by Sphinx. Apart from these, galpy contains another 5,500 lines of reStructuredText in various tutorials. A PDF version of the online documentation currently weighs in at 283 pages.

8.2. Automated Testing and Code Coverage

Much effort has been put into creating a useful and meaningful test suite to ensure the reliability of the galpy code and to maintain the integrity of the code as it is extended. To do this, galpy uses the nose test environment for python. The test suite, which we discuss in more detail below, is automatically run using the Travis CI continuous integration service. This online service detects pushes to the GitHub repository and downloads the code upon each push, galpy's dependencies and galpy itself are then compiled and the test suite is run. This automatic procedure ensures that the code always compiles properly (at least on the Travis CI setup) and that all tests of the code are satisfied. The status of the code (whether it currently compiles and passes the test suite) can be checked on the galpy GitHub page.

The test suite currently consists of 500 test functions consisting of about 11,000 lines of code. These tests overall check the truth of about 20,000 assertions about the behavior of the code. All but 1,600 of these assertions are in tests of the potential and orbit-integration capabilities, because some of these tests are performed on grids of a large number of points.

Tests of galpy.potential functions are, for example, that the forces are correctly implemented as the negative derivatives of the potential and that the second derivatives of the potential are consistent with the forces (this is done using numerical differentiation). I also test that the Poisson equation is satisfied in cases where the density is implemented independently from the potential derivatives. All of these tests are automatically performed for all potentials contained in galpy. User-contributed new potentials that are registered in galpy.potential are also automatically subjected to these tests (without any need for the user to do anything). The potential test module further contains a variety of tests related to the mass, that the circular velocity and epicycle frequencies behave as expected, that the dfPotential2014 of Section 3.5 is implemented as specified in that section, etc.

Tests of the orbit-integration routines make up a significant chunk of the galpy test suite. I test energy conservation for all time-independent potentials and for all integrators and test that the Jacobi integral is conserved for the potentials with a fixed pattern speed. I further test that the energy error does not increase secularly for the symplectic integrators, by integrating orbits in a Kepler potential for 1600 periods and asserting that the slope of a linear fit to the energy errors is close to zero. I also test that Liouville’s theorem is satisfied to test integrate_dxdv. Further there are various tests of the peri/apocenters, eccentricity, and maximum height of orbits in many of the potentials and of their analytical calculation, of the approximate conservation of the radial and vertical energy for orbits close to the galactic plane, of the interpolation of the orbit, and of the projection of the orbit in various coordinate and unit systems.

The methods of actionAngle instances are tested by checking that actions are conserved along orbits in static potentials, that the radial and vertical actions are very small for close-to-circular orbits, that the frequencies of close-to-circular orbits are approximately the epicycle frequencies (radial, rotational, and vertical), that the angles increase linearly in time, and that the slope of this increase is given by the frequencies. We further test that the action–angle coordinates computed by all methods agree for an isochrone potential, by checking that the actions, frequencies, and angles are the same when calculated by the method in question and actionAngleIsochrone. Thus, we know that all different methods are implemented consistently.

The methods in galpy.df.diskdf are tested by calculating moments of the DF and the Oort functions for very cold populations and comparing them to analytical predictions. This is done at a few different positions and for rotation curves that are flat, falling, and rising. We also check that the surface-density routines work as expected, both for cold and warm populations, and that the sampling methods return Monte Carlo samples that are consistent with the moments of the DF. The methods in galpy.df.quasisothermaldf are also tested against analytical predictions for an axisymmetric DF and, for orbits close to the plane, against the calculations in galpy.df.diskdf (which should be similar). We also test that the sampling routine is consistent with the moments of the DF and that the methods that compute the DF marginalized over one or two velocity components are consistent with a simple Riemann sum of the DF. The methods in galpy.df.evolveddiskdf are primarily tested for potentials that are very close to axisymmetric: for such potentials the moments of the DF should agree with those of the initial diskdf. We also check the computations for an
elliptical-disk perturbation applied to a very cold population against the analytical predictions (see Section 7 above).

The utility functions in galpy.util are also well tested. All of the coordinate transformations contained in bovy_coords are tested for various points (such as the North Galactic Pole for radec_to_lb). The conversion factors in bovy_conversion are tested by checking that they scale correctly with the distance and velocity scales. The plotting routines in bovy_plot are not tested, because it is hard to meaningfully test plotting routines. Plotting routines in the rest of the galpy module are tested by making sure that they run without raising exceptions.

Finally, tests are run that all of the code examples given in this paper produce the output given here, such that these examples will remain valid in future updates to the code (or at least that any changes will be known).

The amount of the galpy code that is covered by all of these tests is tracked using coverage tools (coverage.py for the python code and gcov for the C code) and automatically reported online after Travis CI runs the test suite. The coverage of the code is currently 99.6%, that is, 14,166 of 14,220 relevant lines are touched by the test code (relevant lines here indicates individual statements and combines multi-line statements into one relevant line; this is one of the main reasons for the discrepancy between this number of lines and the number of 23,000 lines of code quoted above for the whole code module). All python files are covered at more than 99%. The only lines that are not covered in the whole codebase are related to special cases that are very unlikely to come up in practice and paths through the code that are currently impossible to access through the user interface (but are left for completeness).

9. FUTURE OUTLOOK

galpy is under continuous development and will be extended with more potentials, action–angle methods, DFs, etc., in the future. One extension that has not been discussed here is a dynamical modeling framework for tidal streams, contained in galpy.df.streamdf, that is described in detail in Bovy (2014). Further support for dealing with tidal streams will be added soon. Other DFs that will likely be added in the near future are DFs for spheroidal systems, such as the local stellar halo, to aid in dynamical modeling of the Gaia data.

One major extension that has already started being developed is extensive support for dealing with the outputs from $N$-body simulations. Work has been started, primarily by Rok Roškar, on implementing a SnapshotRZPotential class that allows the potential of a snapshot from an $N$-body simulation to be evaluated at an arbitrary point using direct summation. Such an instance can be used by an InterpSnapshotRZPotential—a subclass of interpRZPotential—to tabulate the snapshot’s potential on a grid. This instance of an interpolated potential can then be used anywhere in galpy like any other potential. For example, one can integrate test-particle orbits in this static snapshot potential, evaluate the integrals of the motion, or the actions.

Further small and large possible extensions of the galpy codebase are described on galpy’s GitHub page.
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APPENDIX

COORDINATE TRANSFORMATIONS IN galpy

galpy contains a number of utility modules to help with sampling one-dimensional DFs (galpy.util.bovy_ars), plotting (galpy.util.bovy_plot), unit conversions (see Section 2.2; galpy.util.bovy_conversion) and coordinate transformations (galpy.util.bovy_coords). We discuss the latter here briefly, because it is generally useful and contains some transformations not commonly found in coordinate-transformation python packages.

The coordinate transformations supported by galpy are those between (1) equatorial, (2) Galactic (both spherical and rectangular), and (3) Galactocentric coordinates (rectangular and cylindrical). Transformations for both positions and velocities in these different coordinate systems are implemented. All transformations work for scalar and array input (for multiple points) and only rely on numpy functions; array operations are therefore very fast.

Celestial positions and proper motions can be converted between equatorial and Galactic coordinates using the functions radec_to_lb, pmrapmdec_to_pmllpmbb, and similar functions for the inverse transformations. Spherical Galactic coordinates can be transformed to rectangular coordinates using lb_to_XYZ, vzvpmllpmbb_to_vxvyvz, sphergal_to_rectgal, and the inverse transformations are implemented under similar names. Angles are input in degrees or radians, distances in kpc, proper motions in mas yr$^{-1}$, and line-of-sight velocities in km s$^{-1}$. galpy can also convert uncertainties in the equatorial proper motions to uncertainties in Galactic proper motions using cov_pmrapmdec_to_pmllpmbb and can transform the uncertainty covariance matrix in Galactic coordinates to that of the velocities in the rectangular frame with cov_dvzpmllpmbb_to_vxvyvz.

As galpy primarily works in Galactocentric cylindrical coordinates, Galactic coordinates can be further transformed to the Galactocentric restframe. This functionality is contained in the functions XYZ_to_galcencyl, XYZ_to_galcenrect, vxvyvz_to_galcenrect, vxvyvz_to_galcencyl, and similar inverse transformations. To make use of these transformations, the user needs to specify the Sun’s position and velocity with respect to the Galactic center. A typical workflow to transform an observed position and velocity to the Galactocentric cylindrical frame is
As also discussed in Section 8.2, the bovy_coords functions have 100% test coverage from 30 test functions and 272 test assertions (individual tests).
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