Nonequilibrium thermodynamics of light–induced reactions
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Current formulations of nonequilibrium thermodynamics of open chemical reaction networks only consider chemostats as free-energy sources sustaining nonequilibrium behaviours. Here, we extend the theory to include incoherent light as a source of free energy. We do so by relying on a local equilibrium assumption to derive the chemical potential of photons relative to the system they interact with. This allows us to identify the thermodynamic potential and the thermodynamic forces driving light-reacting chemical systems out of equilibrium. We use this framework to treat two paradigmatic photochemical mechanisms describing light-induced unimolecular reactions — namely the adiabatic and diabatic mechanisms — and highlight the different thermodynamics they lead to. Furthermore, using a thermodynamic coarse-graining procedure, we express our findings in terms of commonly measured experimental quantities such as quantum yields.

I. INTRODUCTION

The importance of physicochemical processes involving light is hard to overstate. They are ubiquitous in nature and constitute the prime mechanism driving our planet out of equilibrium. They power for instance the climate dynamics [1] as well as photosynthesis [2, 3]. The former example is mostly due to photophysical processes [4], as molecules absorb high frequency photons coming from the sun and decay back to the original ground state by emitting photons in the form of heat. Photosynthesis instead is a photochemical process [4] since it involves chemical reactions powered by light. Here, the energy of photons is transduced into chemical free energy as molecules with a high chemical potential are synthesised from low-chemical-potential reactants (e.g. glucose from carbon dioxide and water) [5]. The opposite process where light is generated from chemical reactions can also happen, as in bioluminescence [6]. Another crucial photochemical reaction senses light in animal vision: the photoisomerization of the 11-cis retinal chromophore to its all-trans form in rhodopsin [7, 8]. Nowadays, photochemical reactions are also commonly used to power synthetic molecular machines and devices [9]. Examples include: the first synthetic molecular motor [10]; one of the few examples of a synthetic bimolecular motor [11]; early experimental demonstrations of the ability of molecular motors to move macroscopic objects [12, 13]; the first material performing macroscopic work thanks to molecular motors [14, 15]; and the first experimental design of a molecular Maxwell–Demon [16]. Breakthrough experiments in the field of artificial photosynthesis also showed the possibility of using photochemical reactions to harvest free energy from a light source and transduce it into a gradient of ions across a membrane [17–19].

It comes therefore as no surprise that light-reacting matter has long intrigued scientists. But it is only during the Nineteenth Century that photophysics and photochemistry started to be systematically investigated by pioneers like von Grotthuss [20], Draper [21], Lemoine [22], and Ciamiclan [23]. In the Twentieth Century, the development of modern physics spurred further investigations. The concept of photon allowed to formulate the so-called Stark–Einstein law [4, 24], thus initiating the efforts to establish a correspondence between the number of reacting molecules and the number of photons absorbed in a photochemical reaction. Moreover, electronic structure theory [25] laid the basis for both the interpretation of absorption spectra of organic molecules and the mechanistic understanding of chemical processes involving light [26, 27]. Nowadays, a theory describing photophysical and photochemical processes is well established [28, 29] and allows for computational studies [30, 31] and the accurate interpretation of ultra-fast spectroscopic experiments able to unveil mechanistic details [8].

Focusing on energetic aspects, equilibrium thermodynamic descriptions of light-matter interactions were first formulated by Kirchhoff [32], Wien [33], Rayleigh [34] and Plank [35] for black body radiation and by Einstein [36] for the photoelectric effect. Nonequilibrium aspects only started to be investigated in the second half of the last Century [37], often in the context of photosynthesis [38, 39]. The concept of a chemical potential quantifying the amount of free energy entering the system upon the absorption of a photon was however first introduced in context of semiconductor solid state physics [40–42]. Later on, this chemical potential was recognized as the maximal amount of reversible work that may be done by a photon which is absorbed by a chemical system [43, 44]. However, a nonequilibrium thermodynamic description of how light can drive photophysical and/or photochemical reactions out of equilibrium is still lacking. While progress has been made in recent years in describing the nonequilibrium thermodynamics of chemical reactions (in ideal [45–51] and non-ideal solutions [52], and even with diffusion [53, 54]), no free-energy sources other than chemical potentials gradients (which can be maintained by chemostatting some species) have been considered.

In this paper, we establish the foundations of a nonequilibrium thermodynamic description of elementary chemical processes coupled to incoherent radiation. We show that the concept of chemical potential of the photons nat-
urally emerges from the assumption of local equilibrium, which lays at the core of the modern formulations of nonequilibrium thermodynamics of chemical reactions [49, 55, 56]. Einstein’s relations between absorption and emission coefficients [57] provide a local detailed balance principle connecting thermodynamic quantities to dynamical ones. This leads to an explicit expression for the entropy production rate of elementary photochemical processes which allows to unambiguously identify the thermodynamic potentials at work in photochemical systems and the forces driving them out of equilibrium. The outcome is a thermodynamic description of how light and reactions relax to equilibrium when interacting in a closed box or how radiations sources can drive reactions out-of-equilibrium in an open system scenario. We also connect our theory to quantities commonly measured experimentally such quantum yields [58] using a thermodynamically consistent coarse-graining [59, 60]. A key finding is that photochemical processes with the same coarse-grained reaction fluxes may have different dissipation rates depending on the underlying elementary mechanism.

This work lays the basis for quantitative energetic considerations in light-powered chemical systems. A direct application could be to evaluate the thermodynamic efficiency of light-driven molecular motors, whose performance has been assessed just from a dynamical standpoint [61, 62]. In the long run, our results pave the way for a unified thermodynamic perspective on free-energy transduction from different sources (e.g. light, electricity, chemostats) mediated by chemical reactions.

The content of the paper is organized as follows. In Sec. II, we introduce our thermodynamic description on a simple model of elementary photophysical reaction. In Sec. III, we apply our theory to two common schemes of photochemical reactions, adiabatic and diabatic mechanisms [4]. The practical relevance of our theoretical results is discussed in Sec. IV. Throughout the paper, we consider homogeneous ideal dilute solutions interacting with monochromatic light. This allows us to keep the mathematical treatment simple. Future extensions are outlined in Sec. V.

II. ELEMENTARY PHOTOPHYSICAL PROCESSES

The aim of this section is to build the nonequilibrium thermodynamic description of the prototypical photophysical process, which is depicted in Figure 1. To do so, we adopt the approach developed in [47, 49, 51] for purely thermal chemical processes. In § II A we introduce the kinetics of the model. We then discuss how thermodynamic state functions can be specified for chemical species and radiation in far-from-equilibrium regimes, § II B. The connection between dynamics and thermodynamics is made in § II C through the condition of local detailed balance. This condition ensures that a closed system made of light-reacting chemicals relaxes to equilibrium and does so by minimizing a suitable thermodynamic potential, § II D. Instead, in the presence of external light sources, nonequilibrium steady states can be maintained by flows of free energy crossing the system.

FIG. 1. | Elementary photophysics of a two-level molecule. a) Schematic representation (also known as Jablonski diagram [4]) of a two level molecule undergoing radiative and non-radiative transitions (quenching) among ground (E) and excited (E*) electronic states. b) Absorption, spontaneous emission and stimulated emission. c) Quenching transitions.

§ II E.

A. Kinetics

We consider the photophysical mechanism depicted in Figure 1. It comprises the so-called primary events in experimental photochemistry [4, 63], i.e. transitions between different electronic states, here denoted as E and E*.

Among such transitions, those highlighted in Figure 1b involve light in the form of a photon of frequency ν — denoted γν. Their kinetics is characterized by the Einstein coefficients [57, 64]:

\[
E + γν \xrightarrow{k_a} E^* \quad \text{absorption} \quad (1)
\]

\[
E^* \xrightarrow{k_e} E + γν \quad \text{spontaneous emission} \quad (2)
\]

\[
E^* + γν \xrightarrow{k_{se}} E + 2γν \quad \text{stimulated emission.} \quad (3)
\]

Taken together, these three transitions constitute the elementary photophysical reaction. Its net current reads

\[
J_ν = J_{ν+} - J_{ν-}, \quad (4)
\]

where

\[
J_{ν+} = k_a n_ν [E] \quad (5a)
\]

\[
J_{ν-} = (k_e + k_{se} n_ν) [E^*], \quad (5b)
\]

denote the directed fluxes and \( n_ν \) the molar concentration of photons of frequency ν or angular frequency \( ω_ν = 2πν \).

In addition to the photophysical transitions, we also consider a nonradiative thermal pathway connecting the ground and the excited states, as depicted in Figure 1c,

\[
E^* \xrightarrow{k_{qE}} E. \quad (6)
\]

This is usually called quenching reaction and we assume it to be elementary. This implies that its current follows mass action kinetics

\[
J_q = J_{q+} - J_{q-}, \quad (7)
\]

with

\[
J_{q+} = k_{q+} [E^*] \quad (8a)
\]

\[
J_{q-} = k_{q-} [E]. \quad (8b)
\]

Overall, the dynamics of the elementary photophysical and quenching reactions described in terms of concentrations reads

\[
d_t [E^*] = -d_t [E] = J_ν - J_q, \quad (9a)
\]

\[
d_t n_ν = -J_ν. \quad (9b)
\]
As a consequence, the total concentration of E-molecules, denoted $E_0 = [E] + [E^*]$, is conserved

\[
d_E E_0 = d_E ([E] + [E^*]) = 0, \tag{10}
\]

but not the concentration of photons $n_\nu$.

**B. Thermodynamics**

Nonequilibrium thermodynamics of chemical reactions crucially relies on the local equilibrium assumption. This means that all degrees of freedom other than those involved in reactions (i.e. concentrations) are considered to be at equilibrium [55, 56]. As a result, (i) the temperature $T$ is well defined and it is set by the solvent, which acts as a thermal reservoir, and (ii) the chemical potentials of all chemical species are evaluated using their equilibrium expression in solution (expressed as energy minus temperature multiplying entropy) but evaluated at the nonequilibrium values of the concentrations [56].

By focusing first on the chemical species, we recall that, for an ideal dilute and homogeneous solution, the total internal energy $U_{ch}$ and entropy $S_{ch}$ per unit volume read [49]:

\[
U_{ch} = u_E^0 [E] + u_{E^*}^0 [E^*], \tag{11}
\]

\[
S_{ch} = (s_E + R)[E] + (s_{E^*} + R)[E^*], \tag{12}
\]

where

\[
s_E := s_E^0 - R\ln[E], \quad s_{E^*} := s_{E^*}^0 - R\ln[E^*], \tag{13}
\]

denote the molar entropy of formation carried by the chemical species in the solution. Also, $R$ denotes the gas constant while $N_A$ the Avogadro’s number. Note that we assumed that the energy difference between the ground and the excited state is exactly the energy carried by a photon of frequency $\nu$, i.e. $u_E^0 - u_{E^*}^0 = N_A \hbar \nu$. In Eq. (13), the $s^0$ terms take into account the possible degeneracy of the states, usually denoted $g$ (i.e., $s^0 = R\ln g$). The total free energy per unit volume of the chemical species consequently reads

\[
F_{ch} = U_{ch} - TS_{ch}. \tag{14}
\]

From this expression, the chemical potentials ensue,

\[
\mu_E = \partial_{[E]} F_{ch} = u_E^0 - T s_E^0 - T s_{E^*}, \tag{15a}
\]

\[
\mu_{E^*} = \partial_{[E^*]} F_{ch} = u_{E^*}^0 - T s_{E^*}^0, \tag{15b}
\]

\[
\mu_{E^*} = \partial_{[E^*]} F_{ch} = u_{E^*}^0 - T s_{E^*}^0 - T s_{E^*}^0, \tag{15c}
\]

where the standard chemical potentials are given by

\[
\mu_E^0 = u_E^0 - T s_E^0, \quad \mu_{E^*}^0 = u_{E^*}^0 - T s_{E^*}^0. \tag{16a}
\]

We now extend this local equilibrium reasoning to the radiation. We thus introduce the equilibrium expressions for the thermodynamic potentials of radiation, but evaluate them at arbitrary photons’ concentration. The energy per unit volume and frequency carried by photons thus reads

\[
U_{ph} = N_A \hbar \nu, \tag{17}
\]

and the entropy per unit volume and frequency (obtained using the expression derived for equilibrium Bose gases [56]) reads

\[
S_{ph} = R \left[ (f_\nu + n_\nu) \ln (f_\nu + n_\nu) - n_\nu \ln n_\nu - f_\nu \ln f_\nu \right]. \tag{18}
\]

Note that this local equilibrium assumption is equivalent to neglecting eigenstates coherences from the von Neumann entropy of the radiation. As further discussed in Sec. IV, it implies that the radiation may be out-of-equilibrium with respect to the thermal reservoir but incoherent. For large photon numbers — the limit of interest for this paper — the corresponding molar quantities are obtained as derivatives with respect to $n_\nu$:

\[
u_\nu = \partial_{n_\nu} U_{ph} = N_A \hbar \nu, \tag{19}
\]

\[
u_\nu = \ln \left[ (f_\nu + n_\nu) / n_\nu \right]. \tag{20}
\]

The energy of a photon is an intrinsic property which only depends on its frequency, while for chemical species the same quantity must be specified with respect to some reference condition (symbol $^\circ$ is used to indicate standard temperature and pressure).

In analogy with Eq. (15), we introduce the chemical potential of a mole of photons with frequency $\nu$ with respect to the temperature $T$ of the solvent

\[
\mu_\nu = \nu_\nu - T s_\nu = N_A \hbar \nu - RT \ln \frac{f_\nu + n_\nu}{n_\nu}. \tag{21}
\]

It measures the free energy carried by the photons with respect to the molecules in solution.

For thermal radiation at temperature $T_i$, we get that

\[
\mu_\nu^{th} = \nu_\nu \left( 1 - \frac{T}{T_i} \right), \tag{22}
\]

since in that case [56, 65]:

\[
n_\nu^{th} = \frac{f_\nu \langle n_\nu \rangle}{N_A}, \tag{23}
\]

where

\[
f_\nu = \frac{2 \omega_\nu^2}{\pi c^3} \quad \text{and} \quad \langle n_\nu \rangle = \frac{1}{e^{N_A \hbar \nu / R T_i} - 1} \tag{24}
\]

denote the density of photon states associated with the radiation and the Bose–Einstein distribution, respectively. When the temperature of radiation and solvent coincide, $T_i = T$, the chemical potential of the photons vanishes, in line with the fact that photons are not conserved in physical systems in contact with a thermal reservoir [41]. Instead, in the limit of $T_i \to \infty$ the chemical potential of thermal photons coincides with the energy they carry. We note that the expression (22) for chemical potential of thermal photons is consistent with previous formulations [42–44, 65, 66]. Differently from these, our formulation explicitly leverages on the condition of local-equilibrium, in analogy with the approach of nonequilibrium thermodynamics of chemical reactions [49, 52].
C. Local Detailed Balance

We now make use of local detailed balance [67–69] to ensure the thermodynamic consistency of our kinetic modelling. This concept was first proposed in [70] to ensure that the stochastic dynamics of an open system correctly describes the effect of multiple reservoirs. For elementary chemical reactions, it stipulates that the log-ratio of forward and backward rate constants is proportional to the difference of standard-state chemical potentials between products and reagents [46, 49]. For closed systems, this relation is essentially the law of mass action. Its extension to open systems [71–73] ensures that microscopic reversibility holds at equilibrium [74–77].

For the quenching reaction (6), local detailed balance implies that
\[
\frac{k_{q+}}{k_{q-}} = \exp \left\{ \frac{\mu_{E^*} - \mu_{E}}{RT} \right\},
\]
and, using (7) and (15), it enables us to identify the quenching affinity as
\[
A_q \equiv \mu_{E^*} - \mu_{E} = RT \ln \frac{f_{q+}}{f_{q-}}.
\]

This last relation binds the affinity to the reaction fluxes, and implies that chemical forces and reaction currents are always aligned. We emphasize that Eqs. (25) and (26) hold for elementary reactions but not necessarily for coarse-grained processes, as we will see (see also Refs. [59, 60]).

For the photophysical reaction, the local detailed balance is essentially the Einstein relations, which were explicitly derived to ensure thermodynamic consistency in kinetic models [57]
\[
\frac{k_a}{k_{se}} = \exp \left\{ \frac{\nu_{\text{eq}} - \nu_{n_{\text{eq}}}}{R} \right\},
\]
and
\[
\frac{k_e}{k_{se}} = f_v.
\]

Substituting them into Eq. (4), we can express the forward and backward currents as
\[
J_{+v} = k_a n_v [E] = e^{(\nu_{\text{eq}} - \nu_{n_{\text{eq}}})/R} k_{se} n_{\text{eq}} [E]
\]
\[
J_{-v} = (k_e + k_{se} n_v) [E^*] = k_{se} (f_v + n_v) [E^*],
\]
and using Eqs. (15), (20), we find
\[
A_v \equiv \mu_{E} + \mu_{v} - \mu_{E^*} = RT \ln \frac{f_{+v}}{f_{-v}},
\]
where $A_v$ is the affinity of the photophysical reaction.

From a thermodynamic standpoint, equilibrium is reached when all affinities vanish
\[
A_{q}^\text{eq} = \mu_{E^*}^\text{eq} - \mu_{E}^\text{eq} = 0
\]
\[
A_{v}^\text{eq} = \mu_{E}^\text{eq} + \mu_{v}^\text{eq} - \mu_{E^*}^\text{eq} = 0.
\]

D. Molecules and radiation in a closed box

Consider the situation where the radiation and the molecules in solution at temperature $T$ are enclosed in a box with walls perfectly reflecting at frequency $\nu$, as depicted in Figure 2. The system is thus closed with respect to both matter and photons, but can still exchange heat with the solvent via the non-radiative quenching reaction. Its state is defined by the concentrations of photons and chemical species $n_v$, $[E]$ and $[E^*]$, which obey the nonlinear dynamics (9). The condition of steady state implies equilibrium between the photophysical and quenching reactions, see Eq. (31). This also implies that
\[
\frac{[E^*]\text{eq}}{[E]\text{eq}} = \frac{k_{-q}}{k_{+q}} = \frac{k_a n_v\text{eq}}{k_e + k_{se} n_v\text{eq}},
\]
and more explicitly that
\[
[E]\text{eq} = E_0 - [E^*]\text{eq} = \frac{k_{-q} E_0}{k_{+q} + k_{-q}} = \frac{(k_e + k_{se} n_v\text{eq}) E_0}{k_e + k_{se} n_v\text{eq} + k_a n_v\text{eq}},
\]
where the total concentration of chemicals $E_0$ is set by the initial condition.

Turning to energetic considerations, the first law of thermodynamics expresses the fact that the change in internal energy of the system per unit time — evaluated using (11) and (17) with (9) — is due to the heat flow $\dot{Q}$ entering the system
\[
d_t (U_{\text{ch}} + U_{\text{ph}}) = -N_A \hbar \omega J_q = \dot{Q}.
\]

The second law states that the entropy production — defined as the entropy change in the system and in the reservoir (viz. the solvent) — must always be greater or equal than zero. This is verified as
\[
\dot{S} = d_t (S_{\text{ch}} + S_{\text{ph}}) - \frac{\dot{Q}}{T} = J_v \frac{A_v}{T} + J_q \frac{A_q}{T} \geq 0,
\]
where we used (12) and (18) with (9) and the affinities (26) and (29). In particular, the inequality readily follows from Eq. (26).
We now show that this system relaxes to equilibrium and its relaxation is well characterized by the nonequilibrium total free energy

$$F = F_{\text{ch}} + F_{\text{ph}},$$

with

$$F_{\text{ch}} = U_{\text{ch}} - T S_{\text{ch}} = (\mu_A - R)[E] + (\mu_{E^*} - R)[E^*]$$

and

$$F_{\text{ph}} = U_{\text{ph}} - T S_{\text{ph}} = \mu_v n_v - R T f_v \ln (f_v + n_v),$$

where the temperature $T$ of the solution has been used as reference in the expression of both $F_{\text{ch}}$ and $F_{\text{ph}}$. Indeed, from Eqs. (34) and (35) this total free energy can only decrease:

$$\dot{d}_T F = \dot{d}_t (F_{\text{ch}} + F_{\text{ph}}) = - T \dot{\Sigma} \leq 0.$$  \hfill (38)

Also, the total free energy is lower bounded by its equilibrium value:

$$(F_{\text{ch}} + F_{\text{ph}}) - (F_{\text{eq}}_{\text{ch}} + F_{\text{eq}}_{\text{ph}}) =$$

$$[E^*] R T \ln \frac{[E^*]}{[E^*]_\text{eq}} - R T ([E^*] - [E^*]_\text{eq})$$

$$+ [E] R T \ln \frac{[E]}{[E]_\text{eq}} - R T ([E] - [E]_\text{eq})$$

$$+ f_v R T \ln \frac{f_v + n_v^{\text{eq}}}{f_v + n_v} + n_v R T \ln \frac{n_v (f_v + n_v^{\text{eq}})}{n_v^{\text{eq}} (f_v + n_v)} \geq 0.$$  \hfill (39)

The first equality follows from

$$([E^*]_\text{eq} - [E^*]) \mu_{E^*}^{\text{eq}} = ([E]_\text{eq} - [E]) \mu_{E}^{\text{eq}} + (n_v^{\text{eq}} - n_v) \mu_v^{\text{eq}},$$

which holds at any time by virtue of the equilibrium condition (30) and the conservation law (10). The inequality is set by the properties of logarithms (log inequality). Overall, Eqs. (38) and (39) show that the total free energy acts as a Lyapunov function: for any initial condition, the radiation will eventually thermalize with the solution by minimizing $F_{\text{ch}} + F_{\text{ph}}$.

We note that this treatment can be straightforwardly extended to a multi-frequency situation by including more chemical species or more photophysical and quenching transitions in the model.

E. Molecules and radiation in a transparent box

FIG. 3. Transparent box. Radiation interacting with species $E$ and $E^*$ via the scheme of Figure 1 in an ideal dilute solution at temperature $T$ inside a box with perfectly transparent walls. The system is closed to exchanges of molecules but is open to photons, which can freely enter and exit the system. Photons’ concentration is controlled by a radiostat.

We now turn to the situation where an external mechanism keeps the concentration of photons $n_v$ constant inside the system, as illustrated in Figure 3. We will refer to such mechanism as radiostat, in analogy with thermostats and chemostats. As $n_v$ is not anymore a dynamical variable, only equation (9a) defines the dynamics, which is now linear and can be easily solved analytically. Equation (9b) only defines the rate at which photons must enter the system to keep their concentration constant. The steady-state condition will now generically produce nonvanishing currents $\dot{J}_v = J_q$ corresponding to a nonequilibrium steady state

$$[E] = E_0 - [E^*] = \frac{(k_{q+} + k_e + k_{se} n_v) E_0}{k_{q+} + k_{q-} + k_{e} + k_{se} n_v + k_a n_v}.$$  \hfill (41)

From now on, overbars will denote quantities at steady state. We also note that the ratio of out-of-equilibrium steady-state concentrations is governed by the relative magnitude of the kinetic rate constants rather than the relative thermodynamic stability of the molecules — as it is at equilibrium —,

$$\frac{[E^*]}{[E]} = \frac{k_{q-} + k_a n_v}{k_{q+} + k_e + k_{se} n_v}.$$  \hfill (42)

As a special case, we consider the limit of very bright light: $n_v \to \infty$, which, for thermal radiation, corresponds to $T \to \infty$. In this case, the steady-state ratio (42) is governed by the ratio between the Einstein coefficients for absorption and stimulated emission, and therefore by the ratio of the degeneracy between the ground and excited states, see Eq. (27a).

We now proceed with thermodynamics. As the radiation inside the box is held constant by the radiostat, the only contribution to the change in the system’s internal energy per unit time comes from the molecules in solution and can be decomposed — using (11) with (9), (4) and (7) — as

$$\dot{d}_t U_{\text{ch}} = \dot{U}_v + \dot{Q},$$  \hfill (43)

where

$$\dot{Q} = - N_A \hbar \omega J_q$$  \hfill (44)

is the rate of heat absorbed by the molecules, and

$$\dot{U}_v = J_v u_v$$  \hfill (45)

is the rate of energy absorbed by the molecules from the photons. The entropy production rate now reads

$$\dot{\Sigma} = \dot{d}_t S_{\text{ch}} - \frac{\dot{Q}}{T} - \dot{S}_v = J_v \frac{A_v}{T} + J_q \frac{A_q}{T} \geq 0.$$  \hfill (46)

In contrast to Eq. (35), $\dot{\Sigma}$ now accounts for the rate of entropy exchanged with the radiostat, $\dot{S}_v = J_v s_v$. To obtain the second equality ensuring the non-negativity of the entropy production, we used (12) with (9) and the affinities (26) and (29).

By combining eqs. (43) and (46), we get the free-energy balance

$$T \dot{\Sigma} = \dot{F}_v - \dot{d}_t F_{\text{ch}} \geq 0,$$  \hfill (47)
where
\[ \dot{F}_v = J_v \mu_v \] (48)
represents the rate of free energy absorbed by the molecules in solution from the radiation. This result shows that the variation of free energy in the system (e.g. the free energy stored) is upper bounded by the free energy absorbed from the photons.

We consider now the special case where the radiostat is a black body emitting thermal radiation at temperature \( T_r \) (e.g. a lamp). From Eqs. (20) and (23), and as expected from a thermal object, \( U_v = T_v \dot{S}_v \). As a consequence, the term describing radiation absorption in the energy balance \( (U_v) \) enters the entropy balance as energy over the radiation temperature \( (\dot{S}_v = U_v / T_v) \). In other words, the radiostat acts as a thermal reservoir — at temperature \( T_r \) — that exchanges heat with the systems through photons. The free energy carried by photons is given by the chemical potential \( \mu^{\text{th}}_v \), Eq. (22). Hence, the rate of radiation free energy entering the system, Eq. (48), becomes
\[ \dot{F}_v = J_v \mu^{\text{th}}_v = U_v \left( 1 - \frac{T}{T_r} \right) . \] (49)

When \( T_r = T \), we have \( \dot{F}_v = 0 \) and the system relaxes to equilibrium by minimizing \( \dot{F}_{\text{ch}} \), as in the closed case, see Eq. (47). But whenever there is a mismatch between the temperature of the radiation reservoir and the temperature of the thermal reservoir, the system will be driven out of equilibrium, and eventually reach a nonequilibrium steady state. At steady state, if \( T_r > T \), the heat flows from the radiation to the solvent, and vice versa if \( T_r < T \). If one starts from an equilibrium solution at temperature \( T \) and turns on the radiation temperature \( T_r > T \), the radiation heat flow can be used as a resource to drive and sustain accumulation of free energy in the system. Such energy storage phenomena is reminiscent of what happens in photosynthetic systems, as sunlight can be regarded as black body radiation at a temperature of about 5800 Kelvin.

When the temperature of the black body radiation becomes very large, \( T_r \to \infty \), (more realistically when \( \lambda_0 \to \infty \) or \( RT_r \) is large), spontaneous emission becomes negligible compared to absorption and stimulated emission, and the entropy of the radiation vanishes: \( s_r \to 0 \). As a consequence, the free energy absorbed is exclusively made of energy
\[ \dot{F}_v = J_v \mu_v \to J_v u_v = U_v, \] (50)
and the radiation can be regarded as work source.

### III. BASIC PHOTOCHEMICAL MECHANISMS

So far, we neglected the possibility that additional excited-state reactive events convert the species \( E^* \) into a different one, \( Z \). The net effect, \( E \to \text{light} \to Z \), is in fact the crux of photochemistry. Often, the details of such excited-state dynamics are not explicitly specified in the kinetic descriptions [61, 62].

![FIG. 4. | Adiabatic mechanism.](image)

However, as we will see in this section, distinct mechanisms lead to different thermodynamics. We will consider two of the most common models for photochemical unimolecular reactions, namely the adiabatic mechanism (§ III A) and the diabatic one (§ III B) [4, 78]. To connect our results to experimental observations, we derive the coarse-grained description of both mechanisms in § III C. Such description does not require a detailed knowledge of excited state dynamics.

#### A. Adiabatic mechanism

Consider the photoisomerization scheme in Figure 4. It comprises two elementary photophysical reactions,
\[ E \xrightarrow{v} E^*, \quad \text{and} \quad Z \xrightarrow{v'} Z^*, \] (51)
and two thermally-induced non-radiative reactions,
\[ E \xrightarrow{\Delta} Z, \quad \text{and} \quad E^* \xrightarrow{\Delta'} Z^*, \] (52)
which connect species in the same electronic state. Note that (i) the two photophysical reactions are activated by photons of different frequencies, \( v \) and \( v' \), and (ii) we disregard the quenching reactions associated to the photophysical reactions (51).

For the moment, we consider the concentrations of photons \( n_v \) and \( n_{v'} \) as controlled by two different radiostats (see discussion in § II E). The system's dynamics is ruled by the net absorption current of photons \( \gamma_v \) going from \( E \) to \( E^* \) and the one of photons \( \gamma_{v'} \) going from \( Z \) to \( Z^* \),
\[ J_v = k_{e}^{v} n_{v} [E] - (k_{e}^{v'} + k_{\text{se}}^{v}) n_{v'} [E^*] \] (53a)
\[ J_{v'} = k_{e}^{v'} n_{v'} [Z] - (k_{e}^{v} + k_{\text{se}}^{v'}) n_{v} [Z^*] , \] (53b)
and by the reaction currents from \( E^* \) to \( Z^* \) and from \( Z \) to \( E \),
\[ J_{\Delta^*} = k_{+\Delta^*} [E^*] - k_{-\Delta^*} [Z^*] \] (54a)
\[ J_{\Delta} = k_{+\Delta} [Z] - k_{-\Delta} [E] . \] (54b)
It is easy to realize that, at the steady state, the currents must satisfy the following relations:
\[ \dot{J} = J_v = J_{\Delta^*} = -J_{v'} = J_{\Delta}, \] (55)
with the special case \( \dot{J} = 0 \) describing equilibrium.

The total internal energy and entropy of the system are given by the expressions in Eqs. (11) and (12), respectively,
but summed over all chemical species:

\[ U_{\text{ch}} = \sum_{\chi, E} u_{\chi}^E [X], \quad S_{\text{ch}} = \sum_{\chi, E} (s_{\chi} + R) [X]. \] (56)

The total free energy is thus given by \( F_{\text{ch}} = U_{\text{ch}} - T S_{\text{ch}} \). Based on the results from the previous section, Eq. (46), the entropy production can be expressed as the sum of currents times affinities,

\[ \dot{\Sigma} = \sum_{\rho, \nu, \lambda} J_{\rho} \frac{A_{\rho}}{T} = R \sum_{\rho, \nu, \lambda} J_{\rho} \ln \frac{J_{\rho}}{J_{-\rho}} \geq 0, \] (57)

where the sum runs over all the reactions, Eqs. (53) and (54). As before \( (\text{Eq. (47)}) \), by combining Eqs. (57) and (56) we get the free-energy balance as

\[ T \dot{\Sigma} = -dF_{\text{ch}} + \dot{F}_v + \dot{F}_{\nu'}, \] (58)

where the free-energy absorbed has contributions from both the light sources: \( \dot{F}_v = J_{\nu} \mu_v \) and \( \dot{F}_{\nu'} = J_{\nu'} \mu_{\nu'} \).

We now focus to steady states. Using Eq. (55), we can rewrite the entropy production (58) as

\[ T \dot{\Sigma} = \dot{J}[\mu_v - \mu_{\nu'}]. \] (59)

This result demonstrates that the adiabatic mechanism at steady state always converts photons with high chemical potential into photons with a lower one, and thus the sign of the current \( \dot{J} \) determined by the relative magnitude of \( \mu_v \) and \( \mu_{\nu'} \). Equation (59) shows that when the photons have the same chemical potential the system is detailed balanced, i.e. the unique steady state of the dynamics is an equilibrium state, where all currents in the system vanish according to condition (31). When combined with Eqs. (55) and (57), Eq. (59) yields the following relation

\[ \frac{k^E_{\nu} n_{\nu} k_{\lambda}'}{k^E_{\nu'} n_{\nu'} k_{\lambda}} \left( \frac{k^E_{\nu} + k^Z_{\nu} n_{\nu}}{k^E_{\nu'} + k^Z_{\nu'} n_{\nu'}} \right) \frac{k_{\lambda}}{k_{\lambda}'} = \exp \left\{ \frac{\mu_v - \mu_{\nu'}}{RT} \right\}, \] (60)

which is a consequence of the local detailed balance property discussed in § II C. Importantly, this relation can be seen as a generalization of the concept known as Föster cycle [4, 80].

Indeed, by using Eqs. (21) and (29), we can further recast Eq. (60) as

\[ \ln \frac{k^E_{\lambda} n_{\lambda} k_{\lambda}'}{k^E_{\lambda} n_{\lambda} k_{\lambda}} = \ln \frac{k^E_{\lambda} k_{\lambda}'}{k^E_{\lambda} k_{\lambda}} = \frac{u_v - u_{\nu'}}{RT} + \frac{s^E_v - s^E_{\nu'}}{R} = -\frac{s^E_v - s^E_{\nu'}}{R}. \] (61)

Föster’s relation is recovered when assuming that \( s^E_{\nu'} = s^E_v \) [4, 80, 82], i.e. the excess of entropy of one molecule over the other is conserved between the two electronic states. It allows to determine the equilibrium distribution of the excited state \( \{ k_{\lambda} / k_{\lambda}' \} = [Z^*]/[E^*] \) from the equilibrium distribution of the ground state and the excitation frequencies \( \nu \) and \( \nu' \), see discussion in § IV for further remarks.

We conclude the discussion of the adiabatic mechanism by considering the case where photons \( \nu \) and \( \nu' \) comes from two different thermal sources with temperatures \( T_v \) and \( T_{\nu'} \), respectively. In such a case, by virtue of the expression (22) for the photons chemical potentials, the steady state entropy production in equation (59) takes the following form

\[ \dot{\Sigma} = \dot{J} \left[ u_v \left( \frac{1}{T_v} - \frac{1}{T_{\nu'}} \right) - u_{\nu'} \left( \frac{1}{T_v} - \frac{1}{T_{\nu'}} \right) \right]. \] (62)

This illustrates that the system may reach equilibrium \( \dot{\Sigma} = 0 \) even in the presence of a temperature difference between the two light sources \( (T_v \neq T_{\nu'}) \). For this to happen, it suffices that the ratio of photons energies \( (u_v / u_{\nu'}) \) makes the term in square brackets vanish. We note that detailed-balanced systems with temperature gradients are generally possible in tightly-coupled (also referred to as strongly-coupled) systems, where a single steady-state current (here \( \dot{J} \), see Eq. (55)) is responsible for the whole dissipation [83]. Back to Eq. (62), when the two temperatures are equal \( (T_v = T_{\nu'}) \) — which happens when all the photons come from the same thermal source — the entropy production further reduces to

\[ \dot{\Sigma} = \dot{J} N_a (h \omega_{\nu} - h \omega_{\nu'}) \left( \frac{1}{T_v} - \frac{1}{T_{\nu'}} \right). \] (63)

This shows that a nonequilibrium steady state may arise only if and only if \( T \neq T_v \) and the two radiative transitions couple photons with different frequencies, i.e. \( u_v \neq u_{\nu'} \). If either of these conditions is not met, the system remains detailed balanced.

\section*{B. Diabatic mechanism}

We now consider the photoisomerization scheme in Figure 5. As before, the excited states of \( E \) and \( Z \) are reached through elementary photophysical reactions, see Eqs. (51) and (53). But in contrast to the adiabatic mechanism, the diabatic one includes a so-called conical intersection [28, 29], i.e. the ground and excited potential energy surfaces cross each other, as in Figure 5a. Hence, multiple quenching thermal transitions connect excited and ground state species,

\[ E^* \overset{q}{\rightarrow} E, \quad Z^* \overset{q}{\rightarrow} Z \] (64)

\[ E^* \overset{q}{\rightleftarrows} Z, \quad \text{and} \quad Z^* \overset{q}{\rightleftarrows} E. \] (65)
whose currents read

\[ j_{q+}^* - E = k_{q+}^E - E [E^*] - k_{q-}^E - E [E] \]  
\[ j_{q-}^* - Z = k_{q-}^Z - Z [Z^*] - k_{q+}^Z - Z [Z] \]  
\[ j_{q+}^E - Z = k_{q+}^E - Z [E^*] - k_{q-}^E - Z [E] \]  
\[ j_{q-}^Z - E = k_{q-}^Z - E [Z^*] - k_{q+}^Z - E [Z]. \]  

(66a)  
(66b)  
(66c)  
(66d)  

On top of these, another non-radiative thermal reaction (represented by the dashed line in scheme 5) converts Z into E. This conversion happens along a reaction coordinate other than the photochemical one, and its current reads

\[ J_{\Delta} = k_{\Delta} [Z] - k_{-\Delta} [E]. \]  

(67)

Note that, because of the local detailed balance property for thermal reactions (Eq. (26)), the kinetic constants appearing in Eqs. (66) and (67) are not all independent from each other, and must satisfy

\[ \frac{k_{E^+ - E}^E - E - Z k_{E^-}^{Z - E} - E - Z}{k_{E^-}^E - E - Z k_{E^+}^{Z - E} - E - Z} = 1. \]  

(68)

If such relations were violated, then nonphysical cyclic currents would originate, thus preventing the reactions from reaching detailed balance in closed systems.

The entropy production rate of the diabatic mechanism can be formally written as in Eq. (58). However, in contrast to the adiabatic mechanism, the steady-state currents now must satisfy

\[ \bar{J}_v = \bar{J}_q^E - E + \bar{J}_q^E - Z \]  
\[ \bar{J}_{\nu'} = \bar{J}_q^Z - Z + \bar{J}_q^Z - E \]  
\[ \bar{J}_\Delta = \bar{J}_q^E - Z - \bar{J}_q^E - Z = \bar{J}_q^E - Z - \bar{J}_q^Z - E. \]  

(69a)  
(69b)  
(69c)

In particular, the two currents \( \bar{J}_v \) and \( -\bar{J}_{\nu'} \) are not constrained to be equal. As a result, nonequilibrium steady states may arise also when the photons have the same chemical potential, giving rise to a steady-state entropy production of the form

\[ T \dot{\Sigma} = \bar{F}_v + \bar{F}_{\nu'} = \bar{J}_v \mu_v + \bar{J}_{\nu'} \mu_{\nu'}. \]  

(70)

As we did for the adiabatic case (§ III A), we conclude this discussion by considering the case of photons \( \gamma_v \) and \( \gamma_{\nu'} \) coming from two different thermal sources—with temperatures \( T_v \) and \( T_{\nu'} \), respectively. In such a case, by virtue of expression (22) for the chemical potentials of the photons, the steady-state entropy production (70) takes the following form

\[ \dot{\Sigma} = \bar{J}_v u_v \left( \frac{1}{T_v} - \frac{1}{T_v'} \right) - \bar{J}_{\nu'} u_{\nu'} \left( \frac{1}{T} - \frac{1}{T_{\nu'}} \right). \]  

(71)

As the diabatic mechanism is not tightly coupled — note two distinct current–force contribution at steady state —, \( \dot{\Sigma} \) never vanishes if the radiation temperatures are different \( (T_v \neq T_{\nu'}). \) When these two temperatures are equal \( (T_v = T_{\nu'}), \) then all the photons come from the same thermal source with temperature \( T_v, \) then the entropy production further reduces to

\[ \dot{\Sigma} = \bar{J}_v N_v \hbar \omega_v + \bar{J}_{\nu'} N_{\nu'} \hbar \omega_{\nu'} \left( \frac{1}{1 - \frac{T_v}{T}} \right). \]  

(72)

This relationship shows that a photochemical process following the diabatic mechanism is detailed balanced (i.e., relaxes to equilibrium) only when all interacting photons have null chemical potential, namely they are in thermal equilibrium with the solution at temperature \( T \) (see § II C).

C. Coarse-grained description

To make contact with common experimental characterizations of photochemical mechanisms [58], one should not rely on the detailed knowledge of the excited states dynamics [4]. Hence, we now derive effective reactions for the photochemical mechanisms which only involve the species in the ground state, \( E \) and \( Z. \) This is achieved using a thermodynamically-consistent coarse-graining procedure specifically developed for chemical reactions networks [59, 60] and based on a standard steady-state treatment of fast processes [85]. The underlying assumption is that the species in the excited state are sufficiently reactive for their concentrations to be considered small and always in a steady state, \( i.e., \)

\[ d_v[E^*] = 0 \]  
\[ d_{\nu'}[Z^*] = 0. \]  

(73a)  
(73b)

This time-scale-separation approximation is well justified as the life time of an excited intermediate is typically of \( 10^{-8} \) seconds in the absence of phosphorescent states (which are not taken into account in schemes 4 and 5) [4, 63]. Imposing Eqs. (73), implies that the concentrations of the excited species \( ([E^*] \) and \( [Z^*]) \) become functions of the concentrations of the ground state species \( ([E] \) and \( [Z]), \) which thus remain the only dynamical variables in the model [85]. Therefore, photochemical processes are described as effective reactions involving ground state species only, and whose kinetics is given by combinations of the kinetic constants of the elementary reactions. Standard experiments access precisely these effective kinetic parameters [58] and we will show that their thermodynamic properties will depend on the underlying elementary models.

Coarse-grained adiabatic mechanism

In the adiabatic mechanism depicted in Figure 4, conditions (73) allow the coarse-graining of the photochemical pathway \( E \rightleftharpoons E^* \rightleftharpoons Z^* \rightleftharpoons Z \) into an effective reaction of the kind \( E \rightleftharpoons Z, \) whose current reads

\[ \Psi = k_{+\Delta} [E^*] - k_{-\Delta} [Z^*] - \Phi^{E-Z} k_{\Delta}^E N_v [E] - \Phi^{Z-E} k_{\Delta}^Z N_{\nu'} [Z], \]  

(74)

where

[Here the expressions for \( k_{+\Delta} \) and \( k_{-\Delta} \) are given.]

\[ \Phi^{E-Z} = \frac{k_{+\Delta} [E^*] - k_{-\Delta} [Z^*]}{k_{+\Delta} N_v [E] - k_{-\Delta} N_{\nu'} [Z]} \]  

and

\[ \Phi^{Z-E} = \frac{k_{+\Delta} [Z^*] - k_{-\Delta} [E^*]}{k_{+\Delta} N_v [E] - k_{-\Delta} N_{\nu'} [Z]} \]  

are the strong-signal components of the radiative transfer rates of the effective reactions. The kinetic constant \( k_{+\Delta} \) is determined by the rate of the valid diabatic reaction \( E \rightleftharpoons E^* \), while \( k_{-\Delta} \) is that of the reverse reaction \( E^* \rightleftharpoons E. \)
Together with the current of the non-radiative thermal reaction (54b), the current (74) fully determines the coarse-grained dynamics. The constants $\Phi$ in Eqs. (75) express the probability that, once a photon is absorbed, the photoisomerisation happens. Importantly, these constants coincide with the “quantum yields” measured in experimental photochemistry, as discussed in Appendix A.

The single effective reaction obeys local detailed balance, as can be seen using Eqs. (60) and (75):

$$\frac{k_a^E n_v \Phi^{E-Z}}{k_a^Z n_v \Phi^{Z-E}} = \exp \left\{ -\Delta \nu \right\}.$$  

This is due to the fact the adiabatic mechanism is tightly coupled, as it was shown for simple thermal reaction schemes [59]. As a consequence, the coarse-grained photochemical affinity can be written as

$$A \equiv \mu_E + \Delta \nu - \mu_Z = \frac{RT \ln \left\{ k_a^E n_v \Phi^{E-Z} [E] \right\}}{k_a^Z n_v \Phi^{Z-E} [Z]}. \tag{76}$$

Hence, also at the coarse-grained level, we correctly predict that the system reaches equilibrium (i.e. where all currents in the system vanish according to condition (31)) when the photons have the same chemical potential. When this is not the case, the system reaches a nonequilibrium steady state with current

$$J = \Psi = J_\Delta \tag{78}$$

and, combining Eqs. (54b), (74), (78) and (76), concentration distribution given by

$$[Z] = \frac{k_a^E n_v \Phi^{E-Z} + k_{-\Delta}}{k_a^Z n_v \Phi^{Z-E} + k_{+\Delta}} = \mathcal{K} \exp \left\{ \frac{\mu_E - \mu_Z}{RT} \right\}.$$  

With

$$\mathcal{K} = \frac{1 + \frac{k_{+\Delta}}{k_a^Z n_v \Phi^{Z-E}}}{\frac{k_{-\Delta}}{k_a^E n_v \Phi^{E-Z}}}.$$  

As in the case of Eq. (42), the ratio between steady-state concentrations in Eq. (79) is governed by the relative magnitude of the coarse-grained rate constants. In particular, it can be expressed as the product of the equilibrium ratio \([Z]_{eq}/[E]_{eq} = \exp \left\{ (\mu^o_E - \mu^o_Z)/RT \right\}\) and a kinetic asymmetry factor \(\mathcal{K}\), as also found for molecular machine driven by ATP hydrolysis [86]. As expected from the discussion in section § III A, when photons $\nu$ and $\nu'$ have the same chemical potential $\Delta \nu - \Delta \nu' = 0$, the kinetic asymmetry factor is equal to one, and the ratio between steady-state concentrations coincides with the equilibrium ratio. Whether the steady-state ratio is larger or smaller than the equilibrium one is exclusively determined by $\mu_\nu$ being larger or smaller than $\mu_\nu'$, respectively. As a consequence, consistently with Eq. (59), the sign of the steady-state current $J$ in the adiabatic mechanism is only determined by the relative magnitude of $\mu_\nu$ and $\mu_\nu'$ and not by the relative stability of species $E$ and $Z$.

When all the photons come from the same thermal source at temperature $T_i$, the kinetic factor reads

$$\mathcal{K} = \frac{1 + \frac{k_{+\Delta}}{k_a^Z n_v \Phi^{Z-E}}}{\frac{k_{-\Delta}}{k_a^E n_v \Phi^{E-Z}}}, \tag{80}$$

In analogy with previous analysis of light-driven nonequilibrium chemical systems [87], in the limit where photochemical steps are much faster than thermally-induced ones ($k_{+\Delta} \ll k_a^Z n_v \Phi^{Z-E}$), we find that the steady-state concentration distribution is controlled by the Carnot efficiency factor $1 - T_i/T$:

$$\frac{[Z]}{[E]} \approx \exp \left\{ \frac{\mu_E - \mu_Z}{RT} \right\} \exp \left\{ \frac{\mu_\nu - \mu_\nu'}{RT} \left( 1 - \frac{T_i}{T} \right) \right\}. \tag{82}$$

When $T_i = T$, the systems stays in thermal equilibrium, while in the limit of $T_i \rightarrow \infty$ the concentration distribution depends on the energy difference between the photons $\nu$ and $\nu'$ (i.e., on the energy differences between the species in the ground and in the excited state) [87]. Instead, when the thermally-induced processes are much faster than the light-induced ones (e.g. $k_{+\Delta} \gg k_a^Z n_v \Phi^{Z-E}$ and $k_{-\Delta} \gg k_a^E n_v \Phi^{E-Z}$), the concentration distribution at steady state approximates the equilibrium one, $\mathcal{K} \approx 1$.

Turning to thermodynamics, the coarse-grained entropy production for the coarse-grained adiabatic mechanism reads

$$\Sigma^{cg} = \Psi \frac{A}{T} + J_\Delta \frac{A_\Delta}{T} \tag{83}.$$  

Provided that the time scale separation hypothesis leading to condition (73) holds, Eq. (83) coincides with Eq. (57), and the full entropy production can be quantified from the coarse-grained description: $\Sigma^{cg} = \hat{\Sigma}$ [60]. At steady state, where
Eq. (78) applies, we find

$$T \Sigma_{\nu'}^{cg} = \Sigma_{\nu} = \bar{J}(\mu_{\nu} - \mu_{\nu'}) ,$$

(84)

which exactly coincides with Eq. (59) regardless of how good is the time scale separation hypothesis [59].

**Coarse-grained diabatic mechanism**

In the diabatic mechanism depicted in Figure 5, conditions (73) allow the coarse-graining of the four photochemical pathways $E \rightarrow E^* \rightarrow Z, E \rightarrow E^* \rightarrow E, Z \rightarrow Z^* \rightarrow Z$ into four effective reactions of the kind $E \rightarrow Z, E \rightarrow E, Z \rightarrow E,$ and $Z \rightarrow Z,$ respectively. The corresponding coarse-grained currents read

$$\psi_{\nu}^{E-Z} = \Phi^{E^* - E} k_{a}^{E} n_{\nu}[E] - \Phi^{E^* - Z} k_{a}^{E} n_{\nu}[Z] ,$$

(85a)

$$\psi_{\nu}^{E-E} = \Phi^{E^* - E} k_{a}^{E} n_{\nu}[E] - \Phi^{E^* - E} k_{a}^{E} n_{\nu}[E] ,$$

(85b)

$$\psi_{\nu'}^{Z-Z} = \Phi^{Z^* - Z} k_{a}^{Z} n_{\nu}[Z] - \Phi^{Z^* - Z} k_{a}^{Z} n_{\nu}[Z] ,$$

(85c)

$$\psi_{\nu'}^{Z-E} = \Phi^{Z^* - E} k_{a}^{Z} n_{\nu}[Z] - \Phi^{Z^* - E} k_{a}^{Z} n_{\nu}[Z] .$$

(85d)

All these four effective reactions coarse-grain pathways in which either $E$ or $Z$ absorb a photon and then thermally quench towards either the same or the isomeric ground state. As before, the $\Phi$ terms express the quantum yields of the various processes, while the $\Gamma$ terms are proportional to the (very small) backward-quenching thermal rates and are therefore experimentally negligible. Expressions of both $\Phi$s and $\Gamma$s are reported in Appendix B. The overall net rate of $E$ to $Z$ conversion due to photochemical processes is given by the difference

$$\psi_{\nu}^{E-Z} - \psi_{\nu'}^{Z-E} \approx \Phi^{E^* - Z} k_{a}^{E} n_{\nu}[E] - \Phi^{Z^* - E} k_{a}^{E} n_{\nu}[Z] ,$$

(86)

while the net absorption currents can be expressed as

$$J_{\nu} = \psi_{\nu}^{E-Z} + \psi_{\nu}^{E-E} \approx (\Phi^{E^* - Z} + \Phi^{E^* - E}) k_{a}^{E} n_{\nu}[E] ,$$

(87a)

$$J_{\nu'} = \psi_{\nu'}^{Z-E} + \psi_{\nu'}^{Z-Z} \approx (\Phi^{Z^* - E} + \Phi^{Z^* - Z}) k_{a}^{Z} n_{\nu}[Z] .$$

(87b)

At steady state, the following equality holds

$$\bar{J}_{\Delta} = \bar{\psi}_{\nu}^{E-Z} - \bar{\psi}_{\nu'}^{Z-E}$$

(88)

and the concentration distribution is approximated by

$$\frac{[Z]}{[E]} \approx \frac{k_{a}^{E} n_{\nu} \Phi^{E^* - Z} + \kappa_{\Delta}}{k_{a}^{Z} n_{\nu} \Phi^{Z^* - E} + \kappa_{\Delta}} .$$

(89)

We do not report the full analytical expression, which can be obtained from Eqs. (67), (85) and (88).

In contrast to the adiabatic mechanism, coarse-grained reactions (85) for the diabatic mechanism do not satisfy any local detailed balance property. This is due to the fact that the diabatic mechanism is not tightly coupled, in analogy to what was shown for reaction schemes modeling active membrane transport [59]. As a consequence, in the diabatic mechanism the steady-state distribution in Eq. (89) cannot be rewritten as the product of the equilibrium distribution times a kinetic asymmetry factor independent of the relative stability of $E$ and $Z$, cf. Eq. (79). In fact, the steady-state distribution in equation (89) depends on many details of the systems (states stability included) and it is not solely controlled by the relative magnitude of the photons’ chemical potentials. Moreover, thermodynamic affinities can be solely defined in terms of chemical potentials, since they do not equate the log ratio of forward and backward currents, cf. Eq. (77):

$$A_{\nu}^{E-Z} = \mu_{E} + \mu_{\nu} - \mu_{Z} , A_{\nu}^{E-E} = \mu_{\nu}$$

$$A_{\nu'}^{Z-E} = \mu_{Z} + \mu_{\nu'} - \mu_{E} , A_{\nu'}^{Z-Z} = \mu_{\nu'} .$$

(90)

In analogy with Eq. (83), the entropy production at the coarse-grained level reads [59, 60]

$$\Sigma_{\nu}^{cg} = \bar{J}_{\Delta} \frac{A_{\Delta}}{T} + \psi_{\nu}^{E-Z} \frac{A_{\nu}^{E-Z}}{T} + \psi_{\nu}^{Z-E} \frac{A_{\nu}^{Z-E}}{T}$$

$$+ \psi_{\nu'}^{Z-E} \frac{A_{\nu'}^{Z-E}}{T} + \psi_{\nu'}^{Z-Z} \frac{A_{\nu'}^{Z-Z}}{T} .$$

(91)

At the steady state, using Eqs. (87) and (88), we find

$$\bar{T} \Sigma_{\nu}^{cg} = (\bar{\psi}_{\nu}^{E-Z} + \bar{\psi}_{\nu}^{E-E}) \mu_{\nu} + (\bar{\psi}_{\nu'}^{Z-E} + \bar{\psi}_{\nu'}^{Z-Z}) \mu_{\nu'}$$

$$= \bar{J}_{\nu} \mu_{\nu} + \bar{J}_{\nu'} \mu_{\nu'} .$$

(92)

As for the adiabatic mechanism, the steady-state coarse-grained entropy production (Eq. (92)) coincides with the fine-grained one (Eq. (70)) [59], while in transient regimes the effectiveness of the coarse-grained estimation depends on the validity of the time scale separation approximation, Eq. (73) [60].

**IV. CONCLUSIONS AND DISCUSSION**

In this paper, we introduced a modern formulation of nonequilibrium thermodynamics for systems made of chemicals interacting with incoherent radiation. Our description leverages the advances made for purely-thermal chemical-reactions systems in isothermal ideal dilute solutions [47, 49].

In Sec. II, we focused on a simple photophysical mechanism in which photons may excite a chemical species. By using the property of local detailed balance, viz. Einstein relations, we established a rigorous and thermodynamically-consistent description of such excitation dynamics. The main outcome of our description follows as we show that the nonequilibrium free energy of chemicals plus radiation $F$, Eq. (36), acts as a Lyapunov function for a closed system relaxing to thermal equilibrium, §IVD: $F$ never increases and reaches its minimum at thermal equilibrium. Mathematically, this proves that the equilibrium state is globally stable.

While we focused on chemical systems, the approach developed in § II B is general and can be used to study the thermodynamics of any kind of light-reacting matter, provided
that the local equilibrium assumption holds. This means that the sole mechanism generating dissipation are the re-
acting events mediating changes in the molar concentration of photons and molecules. In absence of reacting events the
molecules are at equilibrium in solution and the photons are at (possibly another) equilibrium in the volume occupied
by the solution. Our treatment is also consistent with previous results obtained in more specific contexts, including
semiconductor physics [42, 44].

The results derived in Sec. III on basic photochemical mechanisms describing light-induced conversion of a chem-
ical species \( E \) into another one \( Z \) are compatible with both experimental observations and previous theoretical descrip-
tions. The adiabatic mechanism analyzed in § III A is usually employed to model excited-state proton-transfer reactions,
where \( E, Z \) and their excited counterparts differ by the location of an acidic proton [4, 80, 81]. As first pointed out by
Förster [82], a shift in the acid-base equilibrium distribution between \( E \) and \( Z \) under light irradiation from a single source
cannot be reached if the two excitation frequencies \( \nu \) and \( \nu' \) are equal [4, 80, 81]. This observation is predicted by Eq. (59)
in the general case and by Eq. (63) when the light source is a thermal one. Indeed, in both cases there’s no steady-
state entropy production when \( \nu = \nu' \), meaning that the system will stay at the acid-base equilibrium when irradiated.
Also, a generalization of the well-known concept of Förster cycle [80, 82] is offered by Eq. (60), which allows to link ratios
between the kinetic constants of the thermally-induced non-
radiative steps with the differences in excitation frequencies and standard entropies of the chemical species involved.

The diabatic mechanism analyzed in § III B models the
most common mechanism for photochemical \( E \rightleftharpoons Z \) isomer-
izations, where \( E \) and \( Z \) are for instance two stable configu-
trations of an alkene or an azobenzene derivative [4, 28, 29].
A major biological example of this kind of processes is the
primary event in vision [8]. For an example drawn from
synthetic chemistry, we refer to the minimalist two-steps
light-driven molecular motor proposed in Ref. [84], whose
first experimental implementation is based on imine groups
[88, 89] and for which the scheme in Fig. 5 is a realistic model.
Contrary to the adiabatic case, we demonstrated that a pho-
toisomerization following the diabatic mechanism can be
driven out of equilibrium with only one frequency of light.
This is in line with common models describing synthetic
light-driven molecular motors [61, 62].

The typically very high reactivity of excited intermediates
in fine-grained photochemical reaction schemes makes the
coarse-grained level of description developed in § III C the
most natural framework to compare theory with experiments.
Indeed, coarse-grained expressions (74) and (86) are usually
employed to fit experimental data and measure quantum
yields [58]. Crucially, despite the fact that the coarse-grained
currents (74) and (86) read identically, only for the adiabatic
mechanism one can estimate its dissipative contribution —
the affinity —— using the local detailed balance property at
the level of coarse-grained fluxes, see Eq. (77). Contrary, for
photochemical processes following the diabatic mechanism
(the most common mechanism for photo-isomerizations [4,
28]), the sole knowledge of the quantum yields appearing in
the coarse-grained net current (86) is not enough to estimate
the dissipation. Instead, one needs to measure also the net
absorption currents in Eq. (87), which allow to apply either
Eq. (91) or Eq. (92) for computing the dissipation.

V. PERSPECTIVES

Our results constitute a step forward towards a unified
nonequilibrium thermodynamics for chemical systems pow-
ered by different free-energy sources such as chemostats and
light. They also open the way to performance studies on
free-energy transduction and storage in finite-time and far
from equilibrium which were inaccessible before.

Building on the results developed in this paper, we plan
next to generalize our thermodynamic theory to continuous
absorption/emission spectra, as well as elementary bimolec-
ular photophysical (e.g. bimolecular quenchings) and photo-
chemical (e.g. photodissociations) light-induced processes.
Another limitation to overcome in order to model real ex-
periments is to go beyond the assumption that the radiostats
are able to fix the same molar concentration of photons in
the whole system. While this is a good approximation for
ideal dilute solutions irradiated uniformly, photochemical
experiments are usually conducted with light coming from
one side of the system. This may give rise to nonlinear shield-
ing effect [90]. We anticipate that such extensions will al-
low to study interesting nonequilibrium phenomena such as
bistability and oscillations in photochemical systems [90–92],
whose thermodynamic cost and constraints have never been
compared with the cost of chemically driven oscillations [54].
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Appendix A: On the quantum yield

The standard textbook definition [4, 58] of quantum yield
for the direct \( E^* \rightarrow Z^* \rightarrow Z \) process reads:

\[
\Phi_{E^* \rightarrow Z} = \frac{k_{E^*}^+}{k_{E^*}^- + (k_{E^*}^+ + k_{E^*}^- n_{\nu})} \frac{(k_{Z^*}^+ + k_{Z^*}^- n_{\nu})}{k_{Z^*}^- + (k_{Z^*}^+ + k_{Z^*}^- n_{\nu})},
\]

(A1)
but we can also consider an indirect process of the kind $E^* \rightarrow Z^* \rightarrow E^* \rightarrow Z^* \rightarrow Z$, for which the quantum yield reads

$$\Phi_{E^* \rightarrow Z} = \frac{k^*_q}{k^*_q + (k^*_E + k^*_q n_v) (k^*_E + k^*_q n_v)}.$$  

(A2)

The global quantum yield of the photoisomerisation is therefore the sum of the quantum yields of all the possible paths going from $E^*$ to $Z$. By taking all of them into account, we correctly find:

$$\Phi_{E^* \rightarrow Z} = \sum_{i=0}^{\infty} \Phi_{i}^{E^* \rightarrow Z} = \Phi_{0}^{E^* \rightarrow Z} \sum_{i=0}^{\infty} \left( \frac{k^*_q}{k^*_q + (k^*_E + k^*_q n_v) (k^*_E + k^*_q n_v)} \right)^i,$$

(A3)

**Appendix B: Coarse-grained $\Phi$'s and $\Gamma$'s terms for the diabatic mechanism**

The quantum yields in the coarse-grained version of the diabatic mechanism read

$$\Phi_{E^* \rightarrow Z} = \frac{\Gamma_{E^* \rightarrow Z} \Gamma_{Z^* \rightarrow E}}{\Gamma_{E^* \rightarrow Z} + \Gamma_{Z^* \rightarrow E} + (k^*_E + k^*_q n_v)},$$

(B1a)

$$\Phi_{E^* \rightarrow E} = \frac{\Gamma_{E^* \rightarrow E} \Gamma_{Z^* \rightarrow E}}{\Gamma_{E^* \rightarrow Z} + \Gamma_{Z^* \rightarrow E} + (k^*_E + k^*_q n_v)},$$

(B1b)

$$\Phi_{Z^* \rightarrow E} = \frac{\Gamma_{Z^* \rightarrow E} \Gamma_{Z^* \rightarrow Z}}{\Gamma_{Z^* \rightarrow E} + \Gamma_{Z^* \rightarrow Z} + (k^*_E + k^*_q n_v)},$$

(B1c)

$$\Phi_{Z^* \rightarrow Z} = \frac{\Gamma_{Z^* \rightarrow Z} \Gamma_{Z^* \rightarrow E}}{\Gamma_{Z^* \rightarrow E} + \Gamma_{Z^* \rightarrow Z} + (k^*_E + k^*_q n_v)},$$

(B1d)

where $k_q$'s are the quenching thermal rates going from one exited species to its ground state isomer. Quantum yields here express the probabilities that, given that either $E$ or $Z$ absorbed a photon, the photoisomerisation happens or the excited state quenches back to the initial ground state. The $\Gamma$ terms are proportional to the (very small) backward quenching thermal rates:

$$\Gamma_{E^* \rightarrow Z} = \frac{[Z] k^*_q - \Gamma_{E^* \rightarrow E}}{[E] k^*_q - \Gamma_{E^* \rightarrow Z} + \Gamma_{E^* \rightarrow E} + (k^*_E + k^*_q n_v)},$$

(B2a)

$$\Gamma_{E^* \rightarrow E} = \frac{[E] k^*_q - \Gamma_{E^* \rightarrow E}}{[E] k^*_q - \Gamma_{E^* \rightarrow Z} + \Gamma_{E^* \rightarrow E} + (k^*_E + k^*_q n_v)},$$

(B2b)

$$\Gamma_{Z^* \rightarrow E} = \frac{[E] k^*_q - \Gamma_{Z^* \rightarrow Z}}{[E] k^*_q - \Gamma_{Z^* \rightarrow E} + \Gamma_{Z^* \rightarrow Z} + (k^*_E + k^*_q n_v)},$$

(B2c)

$$\Gamma_{Z^* \rightarrow Z} = \frac{[Z] k^*_q - \Gamma_{Z^* \rightarrow Z}}{[Z] k^*_q - \Gamma_{Z^* \rightarrow Z} + \Gamma_{Z^* \rightarrow Z} + (k^*_E + k^*_q n_v)}.$$
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