Bayesian deep learning for reliable oral cancer image classification
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Abstract: In medical imaging, deep learning-based solutions have achieved state-of-the-art performance. However, reliability restricts the integration of deep learning into practical medical workflows since conventional deep learning frameworks cannot quantitatively assess model uncertainty. In this work, we propose to address this shortcoming by utilizing a Bayesian deep network capable of estimating uncertainty to assess oral cancer image classification reliability. We evaluate the model using a large intraoral cheek mucosa image dataset captured using our customized device from high-risk population to show that meaningful uncertainty information can be produced. In addition, our experiments show improved accuracy by uncertainty-informed referral. The accuracy of retained data reaches roughly 90% when referring either 10% of all cases or referring cases whose uncertainty value is greater than 0.3. The performance can be further improved by referring more patients. The experiments show the model is capable of identifying difficult cases needing further inspection.
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1. Introduction

Deep neural networks have gained attention in the field of medical imaging and diagnosis [1] and have been proven to be successful in detecting skin cancer [2], breast cancer [3], lung cancer [4] and oral cancer [5]. These methods are now being considered for integration into diagnostic systems [6], especially for disease screening in resource-limited settings where there is a severe shortage of trained doctors and specialists [7,8]. The reliability of automated decisions must be high for practical clinical applications [9]. However, despite the promising performance, traditional deep learning-based classification still lacks the ability of human physicians to quantify decision uncertainty. Without uncertainty measurements, clinicians cannot rely on decisions from deep learning based automatic systems in practical clinic routines. No matter how powerful
a deep learning classifier is, difficult diagnostic cases are inevitable and may lead to potentially severe consequences for patients if the model does not refer them for further inspection.

Machine learning based automatic oral cancer diagnostic systems are typically evaluated by accuracy, sensitivity, specificity, receiver operating characteristic (ROC) curve, and area under ROC curve (AUC) [10–12], but less attention has been paid to assessing confidence in neural network decisions. Previous models fail to know how confident the model is about a specific output. In this work, we propose a deep learning oral cancer image classification framework that can quantify the model’s output uncertainty and suggest that difficult cases with high uncertainty value be referred for further examination. This deep learning classifier with uncertainty estimations could be integrated to assist and accelerate traditional clinical workflows, not replace them. Deep learning approaches are often seen as a ‘black-box’, but the methods could become more reliable and trustable by providing uncertain information and potentially increasing overall performance. If so, the automatic classifier could be considered as a tireless front-line doctor that needs no rest, directly providing diagnoses when confident and referring difficult cases to experienced specialists when uncertain.

Bayesian deep learning integrates deep learning with Bayesian probability theory. Bayesian neural networks provide a prediction and an uncertainty value by imposing prior distributions on the model parameters (weights) to obtain a posterior distribution of these parameters [13]. The uncertainty is estimated through a probability density over outcomes, while traditional deep learning only produces a deterministic output. Bayesian neural networks (BNN) have been studied for a long time [14,15] but are not widely used because of massive training times and implementation difficulties. Gal et al. [16] proposed a new framework that takes Monte Carlo samples of the prediction by training a dropout network that approximates Bayesian inference in deep Gaussian processes. This approach produces the posterior distribution of the network weights and estimates uncertainty in a more straightforward way. Some pioneering works in the emerging field of Bayesian deep learning in imaging systems [17,18] demonstrate that uncertainty analysis is necessary for scientific imaging and diagnosis where critical assessment is essential.

Oral cancer is one of the most common cancers, especially in low- and middle-income countries like India [19]. Early detection is the most effective way to reduce the mortality rate [20], but unfortunately, most high-risk populations lack healthcare infrastructure and doctors. Therefore, there is an urgent need for a reliable automatic detection system for large-scale, high-risk population screening. In this work, we developed a Bayesian deep neural network for oral cancer detection and trained it using our intraoral image dataset collected from a high-risk population in India. The results show that meaningful uncertainty information can be obtained and used to identify difficult cases in need of further examination effectively. By referring these cases for review, the overall detection performance of the trained network can be further improved.

2. Material and methods

Bayesian deep learning is an effective method to add uncertainty handling in deep learning models. It combines Bayesian probability theory with deep learning to extend standard neural networks by assigning distributions to their weights. Traditional deep networks have fixed weights, while the weights of Bayesian networks are assigned a probability distribution. Therefore, a standard deep network with fixed weights will always give the same outputs, but a Bayesian neural network will deliver stochastic outputs.

When conventional deep neural networks trained with cross-entropy loss classify $N$ instances $\{x_1, x_2, \ldots, x_N\}$ with corresponding labels $\{y_1, y_2, \ldots, y_N\}$ to $K$ classes using the Softmax model, cross-entropy minimizes the distance between the true class label distribution and the approximating distribution from the model, resulting in a single best set of parameters $\omega$ and a network function $q$ correlated with those parameters. The probability that the instance $x_i$ belongs to class...
k is calculated as:

\[ p(y_i = k | x_i, \omega) = \frac{\phi(x_i)}{\sum_{j=1}^{k} \phi(x_j)} \]

The probability value generated by softmax could be considered as the multiplication of features extracted by the convolutional layers and the weight for the features of each category. The result compares how many features are found within each category, and the sum of all probability values is 1.

Bayesian deep neural networks consider a distribution over network parameters instead of a single best set. The predictive posterior probability distribution calculated using the Bayesian deep learning model for a new instance \( x^* \) is:

\[ p(y| x^*, X, Y) = \int p(y| x^*, \omega)p(\omega| X, Y) d\omega \]

The probability that a case belongs to a specific class is a single value produced by Eq. (1), while the predictive posterior defined by Eq. (2) is a distribution that describes all possible predictions given the network weights and test instance \( x^* \). The width of the predictive posterior distribution would be able to reflect the model’s confidence about a specific prediction.

Dropout is a well-established procedure to regularize a deep learning model and reduce overfitting by randomly dropping neurons in a neural network layer. Since this technique can also be interpreted as a Bayesian approximation of a Gaussian process, model uncertainty can be obtained from dropout neural network models. This approach, called Monte Carlo (MC) dropout, mitigates the problem of representing uncertainty in deep learning without sacrificing either computational complexity or test accuracy. By running the Monte Carlo dropout model multiple \( (\rho) \) times to obtain several stochastic outputs, the final prediction on a test instance (predictive mean) can be calculated using a Monte Carlo integration over \( \rho \) samples:

\[ p(y| x^*, X, Y) \approx \frac{1}{\rho} \sum_{\rho=1}^{\rho} p(y| x^*, \omega^{(\rho)}) \]

The variance of the distributions from the ensembles will be considered as the model uncertainty on the prediction:

\[ v = \frac{1}{\rho} \sum_{\rho=1}^{\rho} (p(y| x^*, \omega^{(\rho)}) - p(y| x^*, X, Y))^2 \]

The intraoral dataset used in this study contains 2350 cheek mucosa images that were captured using a smartphone-based intraoral screening device we developed [21], and among patients attending the outpatient clinics of the Department of Oral Medicine and Radiology at KLE Society Institute of Dental Sciences, Head and Neck Oncology Department of Mazumdar Shaw Medical Center (MSMC), and Christian Institute of Health Sciences and Research (CIHSR), India. Oral oncology specialists from MSMC, KLE and CIHSR labeled all the dual-modality image pairs and separated them into two categories: A) ‘Normal’ which contains normal and benign mucosal lesion images, and B) ‘suspicious’ which contains OPML and malignant lesion images. In a previous study, we show that oral oncology specialists’ interpretation of classifying normal/benign vs. OPML/malignant has high accuracy with biopsy-confirmed cases [22]. The intraoral cheek mucosa dataset (normal/benign: 1510; suspicious: 840) were randomly split to training, validation, and standalone test. We used 1979 (normal/benign: 1272; suspicious: 707) images for training and validation (randomly split where 75% was allocated to training and 25% was allocated to validation) and another 371 (normal/benign: 238; suspicious: 133) images for the standalone test. The proposed Bayesian deep learning model for oral cancer detection is shown in Fig. 1.
3. Experiments and results

We trained the Bayesian deep neural network for oral cancer images using VGG19 as a base network; the initial weights of the network were obtained from training the ImageNet dataset. Two dropout layers with a 0.5 rate were applied to the fully connected layers, which means half of the units in these layers were turned off during training and inference. The dropout in the network not only can be treated as a Bayesian approximation of a Gaussian process, but also as a means to reduce overfitting. Data augmentation was applied to the training set to over-sample the dataset based on the ratios of imbalanced classes by flipping horizontally and vertically, random rotating, and shearing. Our augmentation strategy increased the instances number of minority classes and could reduce the model bias toward the majority groups.

Adam optimizer was used to minimize the Focal loss function. Focal loss can reduce the class imbalance problem and hard sample issues. The initial learning rate was 1e-4 and decay 5 times by every 20 epochs. The experiment was run for 300 epochs, and the batch size was set to 32. The model with the best validation accuracy was saved. The model was trained on the high-performance computing platform of the University of Arizona [23]. The predictive means calculated by Eq. (3) will be used as final predictions by the Bayesian neural network. The predictive standard deviation calculated by Eq. (4) is the associated uncertainty value; we set $\rho$ as 50 in our experiments. The structure of our proposed architecture and was shown in Fig. 2.

We evaluated the Bayesian deep neural network's intraoral cancer image classification accuracy using a standalone dataset containing 371 intraoral cheek mucosa images in the test set. The results were compared with a conventional network with standard dropout. The BDNN achieved 85.6% accuracy, while the accuracy of the traditional network with standard dropout was 85.1%. The result shows good classification performance of the Bayesian network and indicates the BNN didn’t sacrifice accuracy but slightly improved the performance by ensemble learning.

Figure 3 shows examples of the BNN prediction with uncertainty estimation. For a specific input case, the network can be certain (Fig. 3(a) and 3(b)) or uncertain (Fig. 3(c) and 3(d)) about its prediction, as indicated by the standard deviation of the predictive posterior distribution calculated with Eq. (4). The image of Fig. 3(a) was confidently classified as non-suspicious by the BNN since all the sampled probability (suspicious) predictions are near 0.0, and the uncertainty value (standard deviation) is 0.0232. The image of Fig. 3(b) was confidently classified as suspicious by the BNN since all the sampled probability (suspicious) predictions are near...
1.0, and the uncertainty value is 0.0200. Whereas Fig. 3(c) shows an example of the model is uncertain: the predicted label (predictive mean) is correct, but with wider posterior distribution, and the uncertainty value is 0.3766, which may be because the lesion is not obvious in this case. Figure 3(d) shows another example where the BNN is highly uncertain: the uncertainty value is 0.3407, caused by image quality (over-exposed). These examples indicate the BNN can produce informative uncertainty estimation.

We were also curious if most misclassified cases have higher model uncertainty values than correct predictions, in which case they could be flagged for further inspection. The uncertainty values for all 371 standalone test images were plotted using Kernel Density Estimation with a Gaussian kernel and grouped by correct and incorrect predictions (see Fig. 4). The result shows incorrect cases have higher model uncertainty. Therefore, the correlated uncertainty value could be used to find difficult cases in need of further examination to improve the overall accuracy. The results also indicate the BNN model has the potential to mimic the human clinical workflow and be integrated into diagnostic systems.

We then sorted the predictions of the test images according to the uncertainty value from high to low and measured the change of accuracy when referring cases with uncertainty values higher than a specific level. By switching the level of uncertainty thresholding, we plotted the change of accuracy in Fig. 5(a). We used this experiment to test whether the proposed method could refer uncertain patients for further inspection and therefore mimic the clinic workflow. From the figure, we can see a continuous increase of accuracy in response to a decrease of uncertainty thresholding. The accuracy will be around 90% if the model refers cases with uncertainty higher than 0.3. We wanted to verify this increase in accuracy was not simply due to the model referring too many cases, which would render it effectively useless. Therefore, we monitored the change of accuracy when referring different proportions of cases (cases with larger uncertainty values were referred first). With the increase of referral proportion thresholding, we also observed an increase in prediction performance (see Fig. 5(b)). The figure shows the accuracy will be around 90% if the model refers 10% of the cases.

In addition, we noticed that there are cases where the probability value is distributed around 0.5 with low uncertainty, indicating that the network has extracted features correlated to both

![Fig. 3. Examples of intraoral images and corresponding approximate predictive probability (suspicious) posteriors distribution produced by the Bayesian neural network. (The density (vertical axis) is based on Gaussian kernel density estimates.)](image-url)
Fig. 4. Distribution of uncertainty value for all test data grouped by correct and incorrect model predictions. (The density (vertical axis) is based on Gaussian kernel density estimates.)

Fig. 5. The change of accuracy correlated to the tolerated (a) model uncertainty value, (b) referral proportion.

categories (See Fig. 6(a)). Although the network is certain about the result (low uncertainty value), it cannot provide a precise diagnosis (probability value around 0.5). Therefore, we tried to combine the uncertainty and mean probability values for the referral strategy and re-drew Fig. 5(b). We tried to refer cases with high uncertainty values and mean probability values between 0.4 to 0.6, and monitored the change of accuracy by referring varying proportions of cases. The results (Fig. 6(b)) show that this new referral strategy achieves higher accuracy for the same referral proportion. But no difference was observed with increasing proportion, because the cases referred due to the mean probability value are included in the uncertainty value referral.

Theoretically, the Bayesian neural network should produce higher uncertainty values on unfamiliar data. The model uncertainty should be able to identify data different from the training dataset to sort out abnormal or unusable data. We ran the model trained with intraoral cheek mucosa images on another cheek mucosa test dataset which was captured using a smartphone’s built-in camera (n=351). The uncertainty values for both the intraoral cheek mucosa test dataset and the dataset captured with smartphone built-in camera were plotted using Kernel Density Estimation with a Gaussian kernel in Fig. 7. We can see the intraoral cheek mucosa test dataset had lower average uncertainty. This result indicates the model was more confident with a familiar dataset.
Fig. 6. (a) Example of intraoral image and corresponding approximate predictive probability (suspicious) posteriors distribution with low uncertainty value and probability values are distributed around 0.5. (b) The change of accuracy correlated to the tolerated referral proportion with two referral strategies.

Fig. 7. Distribution of uncertainty value for familiar intraoral probe test dataset and unfamiliar test data captured with smartphone built-in camera. (The density (vertical axis) is based on Gaussian kernel density estimates.)

4. Conclusion

We have presented a Bayesian deep learning-based framework to estimate model uncertainty for intraoral cancer images. The classification accuracy achieved by the proposed model was about 85% on the standalone test dataset, which is comparable to results from a traditional deep learning framework. The model was able to measure the uncertainty of each prediction and identify difficult cases in need of further examination. In other words, the reliability of BNN predictions could be assessed. Therefore, the reliability and overall performance of the model were improved. Our experimental results show that this model produced higher uncertainty values on incorrect predictions and achieved higher accuracy by referring cases with low confidence. We have monitored the change of accuracy with different levels of tolerated model uncertainty and different levels of referral proportion. In this process of imitating traditional medical workflow, we have observed a continuous improvement. In addition, we have shown that the model can sort out unfamiliar and difficult data. The method enables users to know when they can trust the output of a network. We believe this framework is a step forward in establishing accurate and reliable deep learning-based oral cancer detection and increasing the acceptance of deep learning integration into clinical practice in high-risk population screening.
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