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Abstract—In recent years, the use of cloud computing has increased exponentially to satisfy computing needs in both big and small organizations. However, the high amounts of power consumed by cloud data centres have raised concern. A major cause of power wastage in cloud computing is inefficient utilization of computing resources. In Infrastructure as a Service, the inefficiency is caused when users request for more resources for virtual machines than is required. In this paper, we propose a technique for automatic virtual machine sizing and resource usage prediction using neural networks, for multi-tenant Infrastructure as a Service cloud service model. The proposed technique aims at reducing energy wastage in data centres by efficient resource utilization. An evaluation of our technique on CloudSim Plus cloud simulator and WEKA shows that effective VM sizing not only achieves energy savings but also reduces the cost of using cloud services from a customer perspective.

Index Terms—Cloud computing, virtual machine sizing, IaaS cloud, multi-tenant public cloud, energy efficiency, CloudSim plus, neural networks.

I. INTRODUCTION

The growth of appetite to cloud computing by small and big enterprises has resulted in setting up of many data centres. Unfortunately, data centres consume a lot of energy and this a concern. According to [1] and [2], power bills have been the largest commodity service expenditure in CSPs. Moreover, data centre electricity usage was about 3% by 2012 and now it is expected to triple by 2020 [1]. In addition, high power usage has a negative environmental implication, which is the release of CO$_2$ to the environment. In 2013 alone, the US data centres consumed 91 billion kWh of electricity [3]. This amount of electricity is enough to power New York City’s households for a full 2 years and is expected to rise to 140 billion kWh by 2020, which can in turn release 150 million tons of CO$_2$.

Some of the energy consumed in data centres does not perform useful processing and thus is wasted [4]. The major causes of data centre power wastage are low server utilization and idle power wastage, which is caused by inefficient resource utilization [4,5]. An example of inefficient resource utilization is where excessive resources are provisioned than is required. This means that many PMs are used to run workloads, which would actually be executed by less PMs. Idle power wastage is caused by non-proportional computing, where energy consumed by data centre servers is high even at low server load. A survey involving 5000 servers revealed that although servers are generally not idle, their utilization never reaches 100% [6]. An analysis by [7] on Google Cluster Trace (GCT), 65 % of CPU and 45 % of memory go to waste.

Virtualization technology is poised to address the problem of resource wastage in cloud computing [8]. Virtualization provides a way of independently hosting applications that share resources in the same PM and thus improves the energy efficiency of data centres through consolidation. Consolidation allows packing many VMs in the one PM so that other PMs can be shut down thus achieving energy savings. However, this technique may not useful in some circumstances. For instance, in Infrastructure as a service (IaaS), which is the most promising cloud model among small organizations [9], [10], customers are allowed to pick VM sizes from CSPs’ list of available VM types without the knowledge of the actual amount of resources their applications need [11]. A VM size or type is the amount of each computing resources assigned to a VM such as memory, CPU, hard disk and network bandwidth [12]. More often, the resources are over-provisioned and thus goes to waste. From this viewpoint, resources not performing useful work consume energy and the customer has to pay for them.

In order to determine the actual amount of resources used by a VM, data about a particular VM has to be
collected and analyzed and this has to be done by the CSP. From a CSP’s point of view, applications running in a particular customer VM are a black box hosted in a VM [13]. Fortunately, the CSP has access to the virtualization layer, where they can monitor resource usage for each hosted VM. From this viewpoint, there are many attempts that have made by the large organization to address the problem of VM sizing, which include ParkMyCloud [14] for Windows Azure Cloud service customers, VM sizing recommendation service for Google customers [15] and Amazon’s CloudWatch [16]. All the methods provided by Azure, Google and AWS cloud services have to be manually completed by customers and seems to fit customers who already have knowledge in cloud computing.

To address the problem of non-proportional computing, Dynamic Voltage and Frequency Scaling (DVFS) has been used. DVFS is an energy saving technique in computer architecture that is used to save energy when the server load is low [4]. In this technique, the frequency and voltage of the CPU are scaled dynamically to relate with the amount of server load. The power, $P$, of the CPU is computed as shown in equation (1) [17] where $V$ is the voltage, $F$ is the frequency and $C$ is the capacitive load on the system. It is observed that if voltage and frequency are lowered, there will be a significant reduction in power consumption. However, DVFS is hardware-based technique and works well only on CPU bound tasks because dynamic power ranges for other components (memory, disk and network) are much narrower [6].

$$P = V^2 \cdot F \cdot C,$$

Another technique for managing dynamic resource management is dynamic memory allocation known as Memory Ballooning [18, 19, 20, 21]. This technique allows the hypervisor to reclaim unused memory from one VM to share it with another.

VM trace logs collected from VMs can be analyzed or characterized using statistical techniques such as mean, quartiles and correlations [22]. This analysis can be used as insights to address the problems of VM sizing for efficient resource utilization. Moreover, other considerations such as industry standards can affect how VM sizing is achieved. For instance, the Data Center Maturity Model (DCMM) is a best practice reference model used for evaluating data centres. According to DCMM, the highest level, otherwise known as Visionary, is achieved if the average monthly CPU utilization is above 60% [23]. Another reference model is a threshold setting for physical CPU and memory known as VMware Knowledge Base (VMware KB) [21]. According to VMware KB, 80% CPU utilization is considered a ceiling and a warning if CPU utilization is 90% for 5 minutes. Thresholds set by such reference models can be used for scaling [24]. All these techniques can be completed by using automatic resource allocation, resource provisioning and resource monitoring by designing Autonomous Resource Management System (ARMS) [25].

In this paper, we propose an architecture for VM sizing in IaaS multi-tenant public cloud based on historical resource usage. Because of the dynamic nature of cloud workload, static resources assigned to VM may not be accurate. Thus the fixed thresholds resource values can trigger unnecessary migrations, which will, in turn, increase energy consumption [26]. Therefore, we extend our architecture to predict resource usage so that, at VM peak resource usage, resources from host reserves can be provisioned.

In order to apply our technique using real workload traces, we have utilized GWA-T-13 Materna dataset, which contains information about VMs hosted in a data centre that supports business-critical workloads in Germany. The dataset structure and format is explained in [27].

II. RELATED WORK

Efficient management of power usage in data centres through prediction and VM sizing is on the rise [11,28,29]. However, the approaches used have not attempted to combine VM sizing and resource usage prediction. Moreover, there are gaps that can be exploited when it comes to multi-tenant IaaS cloud models.

The work in [30] in one of the earliest attempts to introduce VM sizing. The authors’ attempts to give a VM its size (resource demand) based on its contribution to the aggregate resource of the host server. An overall outcome is a function of the VMs own resource demand and that of its co-located VMs along the time. Based on this effective size, a VM placement algorithm is developed, which reduces chances of VM migration.

In [11] the authors have described an architecture for customizing VMs to match workload task characteristics in container-based virtualization. Their approach clusters job tasks based on resource usage and other characteristics such as task length, priority and submission rate, which are then mapped to appropriate VM types (VM sizes). They have used GCT to evaluate their technique, which they conclude achieves their goal - to reduce energy consumption in data centres by efficient utilization of resources.

In [31] the authors have proposed a VM resizing strategy with the aim of matching VM capacity with VM load in IaaS cloud. Their approach proposes a new VM capacity through time division multiplexing and adjustments proposed can be completed by existing virtualization technologies. The authors have compared their strategy with migration and they have reported that performance degradation resulting from their approach is much lower and for a short time as compared to VM migration.

In [32] a framework is presented for predicting performance loss and energy consumption caused by VM live migration. This framework is used to support decisions on auto-scaling and solve two VM consolidation sub-problems 1) VM selection and 2) VM
allocation. VM selection for migration and host selection to host the migrated VM is decided after forecasting the resource usage and energy consumption before and after the live migration. This framework uses ARIMA model for prediction. ARIMA models have also been used in [33] to predict workload for achieving QoS.

Finally, in [29] the authors propose a data centre resource usage prediction that is based on either Autoregressive Integrated Moving Average (ARIMA) or Autoregressive Neural Network (AR-NN). Real-time resources usage in a server is monitored at intervals and is used to forecast future resource demands. If the resource usage collected over time follows Gaussian distribution, ARIMA is used to forecast, otherwise, AR-NN is used. The authors report that AR-NN performs better than ARIMA on a number of accuracy metrics such as Mean Error (ME), Mean Absolute Error (MAE) and Mean Absolute Percentage Error (MAPE). A similar conclusion has also been made in [34,35]. Neural network techniques have been successful in predicting cloud resource usage as seen in [36,37,38,39,40,41].

III. CLOUD MODEL, SYSTEM ARCHITECTURE AND RESOURCE PREDICTION MODEL

In this section, we describe the target cloud service model for this work and the system components of our proposed solution.

A. Cloud service model

The target cloud service model in this paper is a public IaaS multi-tenant cloud, which offers service to the public. In this cloud model, users request a VM to be created by selecting predefined machine types (sizes) such those provided by Google cloud [42]. The VMs are then created and place on available PMs the hypervisor.

The user has full control of the VM and can run any type of applications in the VM. From the CSP point of view, applications are a black box host in a VM. However, in public clouds, users do not have access to VMM, only the CSPs do [13]. We assume that the CSP has put in place an effective real-time system for monitoring VM resource usage. We also propose a change to the default hypervisor resource scheduling policies such that a VM is allocated a specific CPU core until when migration is needed. This is feasible because a customer specifies the number of CPU cores before a VM is created. This idea is different from CPU affinity [43] but it is close to the technique proposed in [44]. The reason for having a fixed core for each VM is to achieve per-core DVFS [45] for each VM.

B. System architecture

Our proposed architecture is shown in Fig. 1 and its components are explained in this section. Our system components are separate from the core datacenter infrastructure to avoid unnecessary overhead on the core datacenter resources.

1) VM size calculator: this component receives resource usage harvested from the VM. It then analyzes VM resource usage and then determines the right size of the VM (VM fixed size). We have adopted VMware KB threshold setting for VM resource usage. We set CPU usage ceiling $CPU_{ceiling}$ and memory usage ceiling, $MEM_{ceiling}$ to represent the percentage of resource usage instances that were below $MEM_{ceiling}$% and $CPU_{ceiling}$% for memory and CPU respectively. The resource warnings for these resources are set at 5% above the ceiling. The percentile rankings, $R_{cpu}$ and $R_{ram}$, for the effective VM size is given by;

![Fig.1. Proposed Architecture](image-url)
where $N$ is the total number of observations for either CPU or memory. The ranking, $R_{cpu}$ and $R_{ram}$, are then used to get values, which are 80% of effective VM sizes. We have preferred to consider a ceiling for $R_{cpu}$ and $R_{ram}$ because resource warning is set above resource usage ceiling and not below and thus this is an advantage. If a function $f(.)$ gives the values at rank $R_{cpu}$ and $R_{ram}$ the effective new values for VM CPU, CPU, and memory, MEM, are given in equations (4) and 5 below.

$$CPU = \frac{5}{4} f(R_{cpu})$$ (4)  

$$MEM = \frac{5}{4} f(R_{ram})$$ (5)  

2) VM analysis results history: this is a database that stores the results from VM resource usage analysis.

3) Customer right-sizing recommendations: after VM size calculator generates new VM sizes, they are stored in this component for the customer to access.

4) VM sizer: this is a very important component in this architecture because it is responsible for implementing VM size recommendations from VM sizer. Recommended VM sizes are used to resize a particular VM according to Algorithm 1 if the recommended size is not equal or close to current VM size. A VM to be used to resize a current VM is considered close to it if its size is not more than 5% of the current VMs. If memory or vCPU core addition or removal is required, we propose the use of CPU hot-plug for CPU and dynamic memory management for memory. In case a full vCPU core is not necessary, we propose per-core DVFS. The required CPU core frequency DVFS process, $f_{\text{core}}$, is determined according to equation (6) [46]. Any time a VM size is adjusted, billing for that VM is also adjusted.

$$f_{\text{core}} = \min\left(\frac{f_{\text{high}} + t_{\text{high}}}{t_{\text{high}}}, \frac{f_{\text{low}} + t_{\text{low}}}{t_{\text{low}}}, \frac{f_{\text{low}}}{t_{\text{low}}} \right)$$ (6)  

where $f_{\text{high}}$ the highest frequency, $t_{\text{high}}$ the number of occurrences of the high frequency and similarly for the low frequency.

5) VM type/size repository: this is a database of all VM types that have been preconfigured by the CSP. The customer picks a VM type for this repository first time they request VM creation.

6) CSP VM size recommendation repository: if the VM sizer cannot get a VM type/size from VM type/size repository as recommended by VM size calculator, it will recommend that this VM type is availed. This recommendation will be stored in this repository for CSP's access.

7) Resource usage predictor: This component is used to predict future VM resource usage. In the next subsection, we have used artificial neural networks (ANN) and not ARIMA for resource usage prediction because our time series data does not follow a normal distribution. ANN has been elaborated in subsection (d) of this section. The aim of this component is to solve a problem, which can be stated as follows; for a VM, given a time $t$ and a history of VM resource utilization before $t$, we can forecast resource utilization of the VM at time $t$. In this paper, we focus on one resource, CPU, for simplicity. The CPU capacity, $CPU_{\text{util}_{\text{def}}}$, which needs to be added to the VM at time $t$ is determined according to Equation (7).

$$CPU_{\text{add}(t)} = CPU_{\text{utilization}(t)} + CPU_{\text{fixed}}$$ (7)  

where $CPU_{\text{utilization}(t)}$ is the total CPU capacity required by the VM at time $t$ and $CPU_{\text{fixed}}$ is the fixed CPU capacity of the VM. Prediction results are stored in a Prediction results buffer.

8) Billing: this component is used to calculate and report the cost of running a VM. The cost of running a VM, $C_{\text{total}}$, is determined according to equation (8).

$$C_{\text{total}} = C + (\alpha_{\text{util}} - \beta_{\text{util}}) + \mu$$ (8)  

where $C$ is the cost of the fixed size VM, $\alpha_{\text{util}}$ is the cost of resources borrowed at spiky times, $\beta_{\text{util}}$ is the cost of resources lent to other VMs and $\mu$ is other costs associated with the VM such choice of operating system,
data centre region, extra services like use of snapshot and multiple Internet Protocol (IP) address.

9) **PM controller**: this component runs in the physical machine and is responsible for monitoring resource usage of the VM via the virtualization layer and stores it in the **VM monitoring database**. This component can also give the **resource usage predictor** and **power calculator** access to PM real-time resource usage in the PM.

10) **Power calculator**: this is a simple component that estimates the power consumed by all active hosts at any given time \( t \) during execution of an application. Total power is given by a model shown in equation (9).

\[
P_{\text{total}} = \sum_{i=1}^{k} \left( P_i - P_i^{\prime} \right) \left( \frac{n_i}{100} \right) + P_i^{\prime}
\]

where \( k \) is the number of active hosts at any time, \( P' \) is the maximum power consumption of the \( i^{th} \) host, \( P \) is the power consumed by the host when completely idle and \( n \) is the percentage CPU utilization of the host. Energy, \( E \), can be calculated as shown in equation (10).

\[
E = PT
\]

where \( P \) is average power consumption (in watts) and \( T \) is a time (in seconds) interval.

11) **Prediction results buffer**: this component is used to hold output results, which are prediction values from the **Resource usage predictor**.

**C. Workload data cleaning, preprocessing and initial characterization**

In this subsection, we present selected useful statistics about the dataset we will use in this paper. The complete workload description and nature of the workload can be found in [27]. The first set of Materna dataset shows resource provisioned and used for a total of 520 VMs.

Before characterization, data has to be cleaned. In this paper, we have cleaned our data because of the following reasons;

1) **Wrong data format**: some columns in the VM data had formats that could not work for our architecture. For instance, the columns showing percentage CPU and memory usage had values with a comma in place of a decimal point. In addition, the timestamp column had a date and time format that could not be used in the Waikato Environment for Knowledge Analysis (WEKA). The date format was has been converted to WEKA’s data and time format and commas replaced with decimal points in CPU and memory usage percentages. Normally, WEKA works well with csv files, but due to format issues with some columns, we have converted all our CSV files into WEKA’s ARFF file format.

2) **Missing information**: for some reasons, such as errors in computer program that generated CSV files or lack of system monitoring, some data may be missing. In our workload data, some column’s data was missing and thus indicated as zero. In our case, for some VM CSV, the column showing CPU capacity provisioned in MHz had zeros. This was obviously an omission since the VM had executed workloads and its CPU usage had consistent values. This column values, \( CPU_{\text{provisioned}} \), is calculated according to equation (11).

\[
CPU_{\text{provisioned}} = \frac{CPU_{\text{used}}}{CPU_{\%}} \times 100
\]

where \( CPU_{\text{used}} \) is the value in the ‘CPU usage’ column and \( CPU_{\%} \) is the value in ‘CPU [%]’ column.

In **Fig. 2**, we have shown a time series for VM 405 in our dataset. Because of the time series has a higher frequency, we apply a 150-point simple moving average (SMA), filter to remove the higher noise frequency.

The resultant SMA filtered time series is shown in **Fig. 3**. We have noticed that the resource usage of almost all VMs is very low. For instance, **Fig. 4** shows memory provisioned and normalized that was used to execute workloads for VM 01. It is clear that the VMs’ memory usage was extremely low as compared to allocated memory. Summarily, the average CPU and memory usage for the 520 VMs is 4.5% and 8.3% respectively. In fact, the percentage of VMs with CPU and memory utilization below 20% is 96.3% and 90.6% respectively. The average highest VM CPU and memory usage stand at 69.3 % and 82.2 % respectively.

The CPU cores provisioned to the VMs are 1, 2, 4, 6 and 8. 78.8% of the VMs have either 1 or 2 cores and the rest have 4 or 6 or 8 cores. Average resource usage peak to mean ration, which can be used to show dynamicity [22] is 16:1 for CPU and 10:1 for memory. **Fig. 5-8** shows CPU and memory usage’s 90th percentile for various VMs (01, 45, 467 and 492). We have shown these because we had indicated earlier that our VM sizing techniques use percentiles. In **Fig. 9**, we have shown a frequency distribution plot of memory usage for VM 172. It is seen that the distribution has a positive skewness (skew value = 1.9021426). Skew values for VM 45 CPU usage, VM 172 CPU usage, VM 45 memory usage are 5.2309817, 2.670302 and 1.6542248 respectively. We have computed autocorrelation for CPU and memory for a lag value ranging from 5 minutes (lag 1) to 2 hours and all were very low except for lags that are multiples of 3 minutes (lag 3, lag 6, lag 9,...), which had a value of 0.3 to 0.4.
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Fig. 2. CPU usage time series for VM 405

Fig. 3. CPU usage Simple Moving Average (window=150) filter series for VM 405

Fig. 4. A plot of memory allocated, and memory used for VM 01

Fig. 5. A plot of memory usage showing 90th percentile for VM 45

Fig. 6. A plot of CPU usage showing 90th percentile for VM 01

Fig. 7. A plot of memory usage showing 90th percentile for VM 492

Fig. 8. A plot of CPU usage showing 90th percentile for VM 467

Fig. 9. Frequency distribution of memory usage for VM 172
Additionally, Table 1 shows Jarque-Bera results for memory usage from VM 172. The computed p value is less than the alpha value (0.05), thus we conclude that the variable is not normally distributed.

Table 1. Jarque-Bera (JB) test results for memory usage of VM 172

| Item     | Value          |
|----------|----------------|
| JB       | 3802.958114    |
| p value  | 0              |
| Alpha    | 0.05           |

Furthermore, for each of the 520 VMs, we have identified all peak points, their corresponding timestamps and if there are peaks in other VM, which occur at the same time (see algorithm 2). We define a peak point of a VM as any point whose value is higher than a 90th percentile value. We have shown that, indeed, there are peaks happening simultaneously but their percentage is very low, which opens the opportunity of using statistical multiplexing [47], exploiting where unutilized resources of one VM can be borrowed by a co-located VMs. For instance, out of the 520 VMs (with over 4.3 million data points), a memory peak at timestamp 1.447967e+09 happened simultaneously only in 25% of the VMs and it was the highest. For CPU, a peak at timestamp 1.449137e+09 happened simultaneously only in 24% of the VMs and it was the highest. Other peaks for CPU and memory occur simultaneously in less than 24% and 25% respectively. These results mean that resource over-commitment is never a problem with workloads, which do not peak simultaneously.

Algorithm 2: Finding the number of VM peaks that occur simultaneously

```
    Input: # of VMs n, a set of time series for each VM Y = {Y_1,…, Y_N}
    Output: uniquePeakCountList // a list of the frequency of ‘peak points’
    // foreach y in Y set do
      percentileValue = get90thPercentileForY()
      foreach value in y do
        if the value is greater than percentileValue then
          get timestamp for this value
          add timestamp to list timestampList variable
        endif
      end if
    end for
    uniquePeakCountList = timestampList.getUnique //get all unique timestamps from list
    foreach unique in uniquePeakCountList do
      count = timestampList.count(unique) //the frequency of unique in timestampList
      uniquePeakCountList.add(count)
    end for
    return uniquePeakCountList
```

D. Datacenter resource prediction using neural networks

ANN is a suitable method of prediction in our case because we have shown that it data has a non-Gaussian distribution. It has also shown good performance than other prediction models [29,38]. Moreover, ANN has a great ability to model a non-linear function thus able to handle complex time series [39,48,49]. Our ANN architecture has three layers, which are an input layer, hidden layer and an output layer as shown in Fig. 10.

1) Input layer: the input layer receives a multivariate time series – each input variable is a time series. These attributes are contained in VM data in our dataset in CSV format. The inputs used include CPU usage (x_cpu), memory usage (x_mem), Disk read throughput (x_d), Disk write throughput (x_w), Network received throughput (x_net) and network transmitted throughput (x_net) represented as

\[
X_{\text{inputs}} = \{ x_{\text{cpu}}, x_{\text{mem}}, x_{\text{diskread}}, x_{\text{diskwrite}}, x_{\text{net}} \}.
\]

Feature reduction has been accomplished by using WEKA machine learning tool taking CPU usage as the target class [50,51]. The least correlated attributes to the target class are eliminated: CPU capacity provisioned, memory capacity provisioned, disk size, memory usage %, and CPU usage %. A bias node is also included in this layer to ensure that the network will be able to fit that data by avoiding null values.

2) Hidden layer: the hidden layer serves to improve prediction accuracy and consists of nodes with activation functions.

3) Output layer: the output layer is used to produce outputs from ANN.

For our inputs from above, the output, \( O_j \) of node \( j \) in our hidden layer at a time, \( t \), is given by;

\[
O_{i,t} = \sum_{j=1}^{p} W_{i,j} X_{\text{input}} \tag{12}
\]

Thus, the relationship between the output, \( y_t \), at time \( t \), and input is given by;
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where \( g(.) \) is a logistic function, \( \epsilon_t \) is an error of the model, \( w_{ij}(i=1,2,...,p, j=1,2,...,q) \) and \( w_{0j}(j=0,1,2,...,q) \) are connection weights, which are parameters of the model, \( p \) is the number of input nodes and \( q \) is the number of hidden nodes. Specifically, \( w_{0j} \) is the bias included to the input nodes and \( w_{ij} \) is the bias added to the output of hidden nodes. The initial values to the parameters represent a state of knowledge. We partition our input data so that 90% of input is used for training and 10% is used for testing. We use a 90:10 ratio because we have a substantive amount of data points – each VM has at least 8352 points. The predicted values in our model have been evaluated using WEKA. An ANN model is trained using the following parameters: number of hidden layers = 1, learning rate = 0.3, momentum = 0.2 and training time or epoch = 1000. The model prediction performance has been tested using the accuracy metrics described in section III (A) above.

Next, we present and explain the evaluation results of our VM sizing and VM resource usage approaches.

**V. RESULTS AND DISCUSSION**

As a result of VM sizing, Table 2 shows that we have theoretically reduced CPU cores from 1298 cores to 535 cores and memory from 6780 GB to 4142 GB for processing workloads for the 520 VMs. Consequently, the number of VM hosts in the datacenter has reduced from 49 to 28. The reduction of the amount of resources required to process workloads definitely reduces the fixed cost of running VM workloads in the cloud. This cost is the component \( C \) from equation (8). Assuming \( \mu \) does not change after VM sizing, \( (\alpha-\beta) \) cancels out within the multitenant cloud from the CSP point of view. In addition, the reduction in the number of hosts in the datacenter reduces the amount of energy consumed. Fig. 11 shows the amount of energy consumed when using WF, BF and FF VM allocation algorithms before and after VM sizing.

![Fig.10. Neural network architecture](image)

![Fig.11. A comparison of energy consumption in datacenter before and after VM sizing using WF, BF and FF VM allocation algorithms](image)
More inquiries to design more techniques on the same.

Table 3. ANN prediction performance metrics on VM 01, VM 172, VM 405, VM 467 and VM 492

| VM No. | Performance metrics | Resource considered | CPU | Memory |
|--------|---------------------|---------------------|-----|--------|
| 01     | MAE                 | CPU                 | 23.1| 183012.5|
|        | MAPE                | CPU                 | 13.8| 17.9   |
|        | RMSE                | CPU                 | 109.4| 219973.7|
|        | SR                  | CPU                 | 61.1| 72.5   |
| 172    | MAE                 | CPU                 | 6.7 | 142359 |
|        | MAPE                | CPU                 | 5.8 | 58.9   |
|        | RMSE                | CPU                 | 17.7| 201971 |
|        | SR                  | CPU                 | 31  | 39.8   |
| 405    | MAE                 | CPU                 | 198.9| 518969.5|
|        | MAPE                | CPU                 | 9.5 | 24.6   |
|        | RMSE                | CPU                 | 265.8| 742942.4|
|        | SR                  | CPU                 | 87.3| 36.6   |
| 467    | MAE                 | CPU                 | 7.5 | 106509 |
|        | MAPE                | CPU                 | 6.1 | 28.7   |
|        | RMSE                | CPU                 | 13.4| 143803 |
|        | SR                  | CPU                 | 43  | 57.6   |
| 492    | MAE                 | CPU                 | 34.7| 158126.8|
|        | MAPE                | CPU                 | 31.9| 20.4   |
|        | RMSE                | CPU                 | 66.1| 232459.2|
|        | SR                  | CPU                 | 90.4| 67.7   |

Our ANN model is evaluated by predicting future 835 instances. We have evaluated the performance of the model on actual values and predicted values on a number of performance metrics and on 5 different VMs (VM 01, VM 172, VM 405, VM 467 and VM 492). Table 3 summarizes the performance metrics.

For all the VMs that we considered, the MAPE of is below 32%, which shows a good prediction performance considering the dynamic nature of the cloud. In fact, the MAPE of the model for CPU on VM 01, VM 172, VM 405 and VM 467 is below 14%, which is impressive. The MAE for the prediction memory shows a good performance – the values for memory seems bigger but it is because the memory unit of measurement is in Kilobytes.

We have also computed SR, which measures the degree to which a VM is likely not to borrow resources from other neighbouring VMs. This is not a problem because, if a VM demands more resources than was predicted, it can use resources from other more idle VMs. This is called statistical multiplexing and is possible as seen from algorithm 2.

We have also presented graph plots that visually compare predicted and actual values of CPU and memory for different VMs (Fig. 12 - 14). The graph plots only show a portion of the predicted values with the order of observations is preserved. The results from Fig. 14 – 16 and those from Table 3 shows that the model performs differently on the different VMs. For instance, CPU prediction for VM 172 (Fig. 14) is more accurate than that of VM 01 (Fig. 12). This means that each VM’s model will be generated independently.
VI. CONCLUSION

In this paper, we have proposed an approach for automatic VM sizing and VM resource usage prediction for multitenant IaaS cloud. In our proposed architecture, historical resource usage for a VM are extracted and are used to determine a fixed size for that VM. Due to the dynamicity of the cloud, we have proposed an approach for future resource usage prediction using the ANN model to foresee resource usages that may exceed the fixed ones.

Since VM resource usage does not peak at the same time, VM resources for one VM can be borrowed by another VM, a technique known as statistical multiplexing. We have evaluated our VM sizing on Cloudsim Plus cloud simulator using real workload trace and results show that VM sizing can improve resource utilization and thus reduce cloud costs as well as energy wastage. Additionally, we have evaluated our ANN model on WEKA using real workload trace and results show that ANN model can achieve good levels accuracy even on a time series data that does not follow a normal distribution. As future work, we wish to increase the scope to cover techniques such as deep learning and applying our technique on a wider range of cloud workloads harvested from different infrastructures.
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