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Abstract

In this paper we consider utilizing a residual neural network (ResNet) to solve ordinary differential equations. Stochastic gradient descent method is applied to obtain the optimal parameter set of weights and biases of the network. We apply forward Euler, Runge-Kutta2 and Runge-Kutta4 finite difference methods to generate three sets of targets training the ResNet and carry out the target study. The well trained ResNet behaves just as its counterpart of the corresponding one-step finite difference method. In particular, we carry out (1) the architecture study in terms of number of hidden layers and neurons per layer to find the optimal ResNet structure; (2) the target study to verify the ResNet solver behaves as accurate as its finite difference method counterpart; (3) solution trajectory simulation. Even the ResNet solver looks like and is implemented in a way similar to forward Euler scheme, its accuracy can be as high as any one step method. A sequence of numerical examples are presented to demonstrate the performance of the ResNet solver.
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1. Introduction

In recent years, there is a rapid growth in the study of theory and applications of machine learning with neural networks. This growth has been driven by advances in deep learning, which have achieved tremendous success such as large-scale image classification, text, videos and speech recognition, see [1, 2, 3, 4, 5]. In the last few years, exciting new works explore the connection between differential equations and machine learning. For example, the works of [6, 7, 8, 9] relate deep learning problems for general data to ordinary differential equations; we have the partial differential equations (PDEs) motivated deep neural networks architecture study of [10]; multi step method motivated architecture study of [11] and multi-grid method motivated convolutional neural network of [12].

Very recently, neural networks have also been explored to numerically solve PDEs. One popular class is to use neural network to represent the solution and take advantage of the approximation power of neural networks, for which we refer to classical results of [13, 14, 15, 16]. Here we list the early works of [17, 18], the popular physics-informed methods of [19] and recent works of [20, 21, 22], etc. They have the neural network input vector as the independent variables \((t,x)\)
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and output vector as the approximation of PDEs solution \( u(t, x) \). Loss function usually involve the mean square error of sample collocation points satisfying the PDEs and have initial value and boundary conditions errors included also to increase the accuracy. Such methods have advantages of automatic differentiation and mess free, thus can be adapted to solve high dimensional PDEs [20, 23].

On the other hand, time \( t \) and spatial \( x \) variables are not treated differently in the neural networks and the data are trained over a specific window of time and spatial domain. Thus the neural network solution can not be used to evolve approximation at a later time that is out of the domain of training data. Such methods are more suitable for elliptic type PDEs, see [24, 25, 26]. For time dependent parabolic and hyperbolic PDEs with solution evolution in time, neural networks may be designed on or relate to traditional numerical methods such as finite difference and finite element methods. For numerical methods solving time dependent PDEs, we usually apply the method of lines and consider discretization in space first, then discretize in time after to obtain an explicit or implicit method. We are interested in applying neural networks solving PDEs. In this paper, we first explore neural networks to solve ordinary differential equations (ODE) without spatial variables.

In this article, we consider following autonomous ordinary differential equation system initial value problem

\[
\frac{dx}{dt} = F(x(t)), \quad x(t_0) = x_0,
\]

(1.1)

where \( x \in \mathbb{R}^n \) are the state variables. Integrate the dynamic system (1.1) from \( t_0 \) to \( t_0 + \Delta \), where \( \Delta \) is an increment or time lag, we obtain the following integral format of the ODE system

\[
x(t_0 + \Delta) - x(t_0) = \int_{t_0}^{t_0+\Delta} F(x(t)) \, dt.
\]

(1.2)

We consider \( x(t_0) \) as the neural network input and have the network output to approximate \( x(t_0 + \Delta) \). And we apply a simple feed-forward network to approximate the integral \( \int_{t_0}^{t_0+\Delta} F(x(t)) \, dt \) or the integral of the dynamics of the ODE system. The format exactly matches the well known residual neural networks (ResNets) of [27]. In a word, we train the network to obtain an optimal set of weight matrices and biases such that we can repeatedly call the ResNet solver to generate a discrete set of points values \( \{p_k \approx x(t_k)\}_{k=0}^m \), which approximates the solution curve \( x(t) \) or trace just as a finite difference method of forward Euler or Runge-Kutta scheme.

Even the format of (1.2) directly connects to the forward Euler scheme. It turns out applying Resnet to solve ODE system (1.1) can be as accurate as any high order methods. For example, with \( \Delta = 0.1 \) we observe the error of one step ResNet can be as small as \( O(\Delta^5) \approx 10^{-5} \), even the ResNet solver is implemented in the way similar to first order forward Euler scheme. Numerical tests show the accuracy of the ResNet solver is more related to the quality of the target training the network.

Ever since its introduction, residual networks become more and more popular and are considered as state-of-the-art models in numerous machine learning tasks, e.g. we have the Wide ResNets [28], the DenseNets [29], the ResNeXt [30] and many others. With the development of ResNet and its variants on various applications, several attempts are carried out to explain ResNets through theoretical analysis and empirical results [31, 6]. Compared to the practical success of ResNets, there is little discussion on the architecture studies of ResNets. It remains a mystery whether there is a general principle to guide the design of number of hidden layers and neurons per layer of an effective network.

In this paper, we consider simple feed forward network to approximate the integral \( \int_{t_0}^{t_0+\Delta} F(x(t)) \, dt \) of (1.2) in terms of rectangular arrangements with width as the number of hidden layers and height
as the number of neurons per layer. One objective is to vary the number of layers and neurons per layer and numerically find out the optimal architecture setting, for which the measurement is based on the error between ResNet output and the reference solution. In Figure 1 we list the architecture study of a linear ODE system (subfigure (a)) and a nonlinear ODE system (subfigure (c)). Based on the mean $L_2$ error, we pick the setting of one hidden layer and six neurons as the optimal architecture for the linear nodal sink ODE and pick the setting of two hidden layers and forty neurons per layer as the optimal architecture for the nonlinear damping pendulum ODE.

The second goal is to investigate the accuracy of ResNet solver. For nonlinear ODE system dynamics learning, it turns out taking square error as the loss function and applying stochastic gradient descent method can train the ResNet network very well. To find out the effectiveness of the ResNet solver, we consider two errors. The first group of errors compute the mean $L_2$ errors between ResNet output and the reference solution, denoted as the solid curves (subfigure (b) and (d) for sample linear and nonlinear ODE systems) in Figure 1. The second group of errors calculate the mean $L_2$ errors between the training targets and the reference solution, represented as the dashed straight lines in Figure 1. We observe the solid curves merge into dashed lines over the number of iterations, which imply the convergence of ResNet learning process.

In this paper, we consider three resources to generate the targets used in training the ResNet. Specifically We study first order forward Euler, second order Runge-Kutta2 and fourth order Runge-Kutta4 methods with mesh size $\Delta$ to generate the targets. The ResNet can be trained very well to learn the dynamics and the accuracy of ResNet ODE solver is dominated by the accuracy of the target used in training. If the ODE solutions are regular and smooth, we obtain the error orders of $O(\Delta^2)$, $O(\Delta^3)$ and $O(\Delta^5)$ for the ResNet solvers trained from first order forward Euler, second order Runge-Kutta2 and fourth order Runge-Kutta4 methods with mesh size $\Delta$, see the right two figures in Figure 1 with $\Delta = 0.1$. In a word, the ResNet ODE solver can be successfully trained.
and replicate the three finite difference methods.

For decades neural networks have been used to model dynamical systems [32, 33, 34]. Recent advances in deep learning improve the capability of neural network methods and attract new studies in the field. For example, we have recent works of [35, 36] exploring recurrent neural networks from time series data to capture dynamic system chaotic behavior for forecasting; and [37, 38] on nonlinear systems approximation with Koopman operator theory.

Another group of articles that are closely related to ours focus on applying neural networks to recover the dynamic system (the expression of $F(\cdot)$ in (1.1)) from observed data [39, 40, 41, 42, 43, 44, 45], in which points values data on one trajectory $x(t)$ are collected and used in training. Classical numerical ODE solvers such as Runge-Kutta methods or Adam-version multistep methods are used in the definition of loss function to train the feed forward neural networks. In our work, learning data are the collection of short segments with time lag $\Delta$ passed and initial locations $x(t_0)$ randomly generated over a domain of interest. Our work is similar to [46] by Qin. et. al. such that the neural network is applied to approximate the integral $\int_{t_0}^{t_0+\Delta} F(x(t)) \, dt$ instead of $F(\cdot)$ and the network parameters are trained from supervised learning.

Since the integral format of (1.2) is the weak formulation of the ODE system (1.1), the accuracy of the neural network solver depends how well the feed forward network approximates $\int_{t_0}^{t_0+\Delta} F(x(t)) \, dt$. It turns out the accuracy of the ResNet ODE solver is more related to the quality of the training target. Even the ResNet ODE solver looks like and is implemented as a first order forward Euler scheme, its accuracy can be as high as any order. Thus we can not simply treat ResNet as a discrete version of forward Euler scheme [11].

The organization of the paper is as follows. In §2, we present the problem setup, notations and residual neural network as an ODE solver. In §3, we revisit the errors between training targets and exact solution to obtain error orders of $O(\Delta^2)$, $O(\Delta^3)$ and $O(\Delta^5)$ for targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 methods. Sequence of numerical experiments are presented in §4 to verify the observed behavior of ResNet solvers. Finally, we end in §5 for conclusion.

2. Problem setup, notations and residual neural network

2.1. Setup and notations

We consider solving following ordinary differential equation (ODE) system initial value problem

$$\frac{dx}{dt} = F(x(t)), \quad x(t_0) = x_0, \quad (2.1)$$

where $x \in R^n$ are the state variables. We assume the right hand side vector function $F(x(t))$ is Lipschitz continuous, with

$$\|F(x^1) - F(x^2)\|_2 \leq L\|x^1 - x^2\|_2. \quad (2.2)$$

Here $\| \cdot \|_2$ denotes the vector $L^2$ norm. Integrating the dynamic system (2.1) from $t_0$ to $t_0 + \Delta$, where $\Delta$ is an increment or time lag, we obtain the following integral format of the ODE system

$$x(t_0 + \Delta) - x(t_0) = \int_{t_0}^{t_0+\Delta} F(x(t)) \, dt. \quad (2.3)$$

In this paper, we apply residual neural network as an solver to approximate (2.3).
The learning data are collected in the form of pairs. Each data pair refers to the solution states at two different time locations along one trajectory. The learning data set is given as

\[ S = \{ (y_1^j, y_2^j) \mid y_1^j \in D \} \]

where \( J \) denotes the total number of data pairs and \( D \) is the domain of interest, from which the initial states of the learning data pairs are collected. For each pair, we have

\[ y_1^j = x_j(t_0), \quad y_2^j \approx x_j(t_0 + \Delta), \quad j = 1, \ldots, J. \]  

(2.5)

Again, we have \( \Delta \) denote the time lag between the two states, and taken as a constant for all \( j \) throughout this paper. Initial state of the learning data \( y_1^j \) can be randomly generated from the domain of interest \( D \), i.e., generated with uniform distribution. We have \( y_2^j \) denoting the learning target, which is obtained from finite difference scheme approximation with time step size \( \Delta \). In this article, we study three explicit methods of forward Euler, Runge-Kutta 2 and Runge-Kutta 4 to generate the target data.

2.2. One-step Residue Network (ResNet)

In this section, we present the residual neural network (ResNet) as a one-step method solving the ordinary differential equation system (2.1). The abstract goal of machine learning is to find a function \( N : R^n \rightarrow R^n \) such that \( N(\cdot; \Theta) \) accurately predicts the state \( x(t_0 + \Delta) \), given the initial state \( x(t_0) \) and the time lag \( \Delta \). The function \( N(\cdot; \Theta) \) is parameterized by weight matrices and biases. The optimal parameter set \( \Theta \) will be obtained by training the network intensively over the given data set.

In this paper, we consider a standard fully connected feedforward neural network (FNN) [47, 48, 16] with \( M \) layers. We have \( M \geq 3 \), since the input and output vectors of the network are considered as the first and last layer. Among the total \( M \) layers, the interior \( (M - 2) \) are the hidden layers. Thus the minimum structure of the neural network involves one hidden layer with \( M = 3 \). We refer to Figure 2 for the structure of a standard feedforward neural network. Having \( n_i \) \( (i = 1, \ldots, M) \) denote the number of neurons in each layer. The first layer is the input vector with \( n_1 \) as its dimension and the last layer is the output vector with \( n_M \) as its dimension. With the input and output vectors as either the state or the approximation of the state \( x(\cdot) \) of the ODE system (2.1), we have \( n_1 = n_M = n \). Given the network input \( p^{in} \in R^n \), the output of the FNN network is denoted as

\[ p^{out} = N(p^{in}; \Theta), \]

where \( \Theta \) is the parameter set including all parameters in the network, i.e., weight matrices and biases connecting all layers.

The idea of residual neural network (ResNet) is to further introduce an identity operator and have the network effectively approximate the “residue” of the input-output map. The structure of ResNet is also illustrated in Figure 2 to compare with feedforward neural network. Now the ResNet consists of \( M \) fully connected layers and an identity operator that further "adds" the input \( p^{in} \) vector into the output \( p^{out} \). With the identity operator introduced, the resulting ResNet produces the following neural network

\[ p^{out} = p^{in} + N(p^{in}; \Theta), \]  

(2.6)

where \( \Theta \) again denotes the collection of weight matrices and bias parameters.
The core residual neural network $\mathcal{N}(\cdot; \Theta)$ still consists of $M$ layers. Each two consecutive layers is connected with an affine linear transformation and a point-wise nonlinear activation function. The function or the mapping $\mathcal{N}(\cdot; \Theta)$ is a composition of following operators,

$$\mathcal{N}(\cdot; \Theta) = (\sigma_M \circ W_{M-1}) \circ \cdots \circ (\sigma_2 \circ W_1). \quad (2.7)$$

Here $\circ$ stands for operator composition. We have $W_i$ denoting the linear transformation operator or the weight matrix connecting the neurons from $i$-th layer to $(i + 1)$-th layer. The parameter set is further augmented with the biases vectors. We have $\sigma_i : R \to R$ denoting the activation function ($i \geq 2$), which is applied to each neuron of the $i$-th layer in a component-wise fashion. There are many activation functions available and widely used, e.g., the sigmoid functions, the ReLU (rectified linear unit), etc. In this paper we apply ReLU function as the activation function. Specifically $\sigma_i = \max(0, x)$ is applied between all layers, except to the output layer for which we have $\sigma_M(x) = x$. This is a common choice for deep learning neural network. Notice the activation function starts its application from the second layer $i = 2$, since the input vector is regarded as the first layer.

The goal is to train the network to obtain an optimal parameter set $\Theta$, such that the ResNet can accurately approximate the $\Delta$-lag flow map $x(t) \to x(t + \Delta)$. This is achieved by applying (2.6)-(2.7) with $p^{in}_j = y^1_j$ to obtain the network output $p^{out}_j$, comparing with the target $y^2_j$, and then looping among the data set $S$ to minimize the error or the squared loss function

$$L(\Theta) = \|p^{out}_j - y^2_j\|_2^2, \quad \forall j = 1, \cdots, J. \quad (2.8)$$

The notation of (2.6) is abused here. We have $p^{out}_j$ referring to the $j$-th output corresponding to its input $p^{in}_j = y^1_j$, where $j$ is the index of the data pair in the learning data set $S$ of (2.4). Usually the mean squared error

$$L(\Theta) = \frac{1}{J} \sum_{j=1}^{J} \|p^{out}_j - y^2_j\|_2^2,$$

is applied as the loss function, referred as the gradient descent method. To be more efficient, we apply (2.8) instead, which is referred as the stochastic or approximate gradient descent method. Finally, we minimize the error (2.8) iteratively to obtain the optimal parameter set $\Theta$, corresponding to a given tolerance $\epsilon$

$$\Theta_i \longrightarrow \Theta_{i+1}, \quad i = 1, \cdots, K. \quad (2.9)$$

Here $K$ is the total number of iterations involved in the training. Again, we go through the whole data set of (2.2) over each iteration to update the parameter set.
With the optimal parameter set \( \Theta^* \) determined and the well trained neural network \( \mathcal{N}(\cdot; \Theta^*) \) available, the ResNet (2.6) can be viewed as an accurate ODE system (2.1) solver with time step size \( \Delta \). In a word, we can apply \( p^0 = x(t_0) \), and repeatedly call the ResNet (2.6) to generate a discrete set of points values approximating the ODE system

\[
p^{k+1} = p^k + \mathcal{N}(p^k; \Theta^*), \quad p^0 = x(t_0). \tag{2.10}
\]

The ResNet neural network (2.10) can be considered as an ODE solver to approximate the solution trajectory, which is similar to an explicit finite difference scheme. Comparing the one-step ResNet (2.6) and the integral format of the ODE system (2.3), it is easy to see that a well trained network operator \( \mathcal{N}(\cdot; \Theta^*) \) is an approximation to the effective increment

\[
\mathcal{N}(x(t_0); \Theta^*) \approx \int_{t_0}^{t_0+\Delta} F(x(t)) \, dt. \tag{2.11}
\]

The initial states in the learning data set \( S \) are randomly generated from the domain of interest. There is no error for the ResNet input \( p^j_{\text{in}} = y^1_j \), since we have \( y^1_j = x_j(t_0) \) with \( x_j(t_0) \) being the initial condition of the dynamic system (2.3), where \( j \) is the integer index of the learning data set \( S \). Thus the error of the ResNet ODE solver mainly comes from the target \( y^2_j \), see (2.8). In the following section, we carry out fundamental analysis and show the accuracy of the ResNet depends on the accuracy or the quality of the target from the data pair (2.4).

3. Error estimate and objective of numerical studies

In this section, we first estimate the error between the target \( y^2_j \) and the exact solution \( x_j(t_0+\Delta) \) or the state after time lag \( \Delta \) passed, which turns out to be the dominant error for the ResNet solver. Then we describe the objective of numerical experiments in section 4.

3.1. Error estimate

The target \( y^2_j \) is obtained from an explicit one-step method such as Runge-Kutta methods. To better illustrate the error behavior of the target, which is obtained from a multi-stage method, we write out the none autonomous format of the ODE system (2.1). In this section, we include the explicit dependence of \( F(x(t), t) \) on \( t \) and consider following general format of the ODE. For convenience of analysis, none autonomous format is adapted in the section.

\[
\frac{dx}{dt} = F(x(t), t), \quad x(t_0) = x_0.
\]

The integral version of the corresponding ODE system is rewritten as

\[
x_j(t_0 + \Delta) - x_j(t_0) = \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt. \tag{3.1}
\]

The relation between training data pair \( (y^1_j, y^2_j) \) of (2.4) and the solution of (3.1) is

\[
y^1_j = x_j(t_0), \quad y^2_j \approx x_j(t_0 + \Delta), \quad j = 1, \ldots, J.
\]

In this paper, we investigate the error performance of the ResNet solver (2.6) based on the targets \( y^2_j \) obtained from following forward Euler, Runge-Kutta2, and Runge-Kutta4 methods.
1. First order forward Euler method

\[ y_j^2 = y_j^1 + \Delta \times F(y_j^1, t_0). \]  

(3.2)

2. Second order Runge-Kutta2 method

\[
\begin{align*}
 k_1 &= F(y_j^1, t_0); \quad k_2 = F(y_j^1 + \Delta k_1, t_0 + \Delta); \\
 y_j^2 &= y_j^1 + \Delta \times \left( \frac{1}{2} k_1 + \frac{1}{2} k_2 \right). 
\end{align*}
\]

(3.3)

3. Fourth order Runge-Kutta4 method

\[
\begin{align*}
 k_1 &= F(y_j^1, t_0); \quad k_2 = F(y_j^1 + \Delta k_1, t_0 + \Delta); \\
 k_3 &= F \left( y_j^1 - \frac{\Delta}{3} k_1 + \Delta k_2, t_0 + \frac{2\Delta}{3} \right); \quad k_4 = F \left( y_j^1 + \Delta k_1 - \Delta k_2 + 2 \Delta k_3, t_0 + \Delta \right) \\
 y_j^2 &= y_j^1 + \Delta \times \left( k_1 + 3 k_2 + 3 k_3 + k_4 \right). 
\end{align*}
\]

(3.4)

**Lemma 1.** Given the ResNet training target \( y_j^2 \) of (2.4) obtained from a one-step method with \( k \)-th order local truncation error, the error between the target and the exact solution \( x_j(t_0 + \Delta) \) of the ODE system (2.3) is of \((k + 1)\)th order

\[
\| y_j^2 - x_j(t_0 + \Delta) \|_2 \leq C \Delta^{k+1}, \quad (3.5)
\]

where constant \( C = C(F) \) depends on the Lipschitz constant of \( F \) and the regularity of the solution.

**Proof.** Suppose \( y_j^2 \) is obtained from a one-step method

\[
y_j^2 = y_j^1 + \Delta \times \Phi \left( t_0, y_j^1, F(y_j^1), \Delta \right),
\]

(3.6)

with \( y_j^1 = x_j(t_0) \) and step size of \( \Delta \). Denote \( \tau_j(\Delta) = O(\Delta^k) \) as the local truncation error of the one-step method (3.6). We have

\[
x_j(t_0 + \Delta) = x_j(t_0) + \Delta \times \Phi \left( t_0, x_j(t_0), F(x_j(t_0)), \Delta \right) + \Delta \times \tau_j(\Delta). \]

(3.7)

Subtract (3.6) from (3.7) and apply the fact of \( y_j^1 = x_j(t_0) \), we have

\[
\| x_j(t_0 + \Delta) - y_j^2 \|_2 \leq \Delta \| \Phi \left( t_0, y_j^1, F(y_j^1), \Delta \right) - \Phi \left( t_0, x_j(t_0), F(x_j(t_0)), \Delta \right) \|_2 + \Delta \times \tau_j(\Delta) \leq C \Delta^{k+1},
\]

where \( C = C(F) \) depends on the regularity of the system.

**Remark 1.** The target \( y_j^2 \) is obtained with one step and with step size of \( \Delta \) ONLY, thus its error to the exact solution is one order higher than the \( k \)-th order.

Next, we apply the idea of interpolation polynomial and its approximation to integration to find out the errors between the target and the exact solution. Specifically we obtain the orders of errors of \( O(\Delta^2) \), \( O(\Delta^3) \) and \( O(\Delta^5) \) for the first order forward Euler method (3.2), second order Runge-Kutta2 method (3.3) and fourth order Runge-Kutta4 method (3.4) respectively.

**Case I:** \( y_j^2 \) obtained from Forward Euler method (3.2)
Given $y_j^1 = x_j(t_0)$, subtract the exact solution $x_j(t_0 + \Delta)$ of (3.1) from $y_j^2$ of the forward Euler method (3.2), we have

$$\|y_j^2 - x_j(t_0 + \Delta)\|_2 = \left\|y_j^1 + \Delta \times \left(\frac{k_1 + k_2}{2}\right) - \left(x_j(t_0) + \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt\right)\right\|_2$$

$$= \left\|\Delta \times \left(\frac{k_1 + k_2}{2}\right) - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt\right\|_2$$

$$\leq \left\|\Delta \times \left(\frac{k_1 + k_2}{2}\right) - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt\right\|_2 + \frac{\Delta}{2} \|k_2 - \tilde{k}_2\|_2,$$

where $k_2 = F(y_j^1 + \Delta k_1, t_0 + \Delta)$, $k_1 = F(y_j^1, t_0)$ and $\tilde{k}_2 = F(x_j(t_0 + \Delta), t_0 + \Delta)$. With the $O(\Delta)$ local truncation error of the forward Euler method approximating $x_j(t_0 + \Delta)$ and applying the Lipschitz continuity of $F$ of the dynamic system, we have

$$\|k_2 - \tilde{k}_2\|_2 = \|F(y_j^1 + \Delta k_1, t_0 + \Delta) - F(x_j(t_0 + \Delta), t_0 + \Delta)\|_2$$

$$\leq L \|y_j^1 + \Delta k_1 - x_j(t_0 + \Delta)\|_2 \leq C \Delta^2.$$

Here $C$ represents a generic constant. The error from the two-points quadrature rule can be estimated as

$$\left\|\Delta \times \left(\frac{k_1 + \tilde{k}_2}{2}\right) - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt\right\|_2$$

$$= \left\|\int_{t_0}^{t_0+\Delta} (G_1(t) - F(x_j(t), t)) \, dt\right\|_2$$

$$\leq \frac{1}{2} \frac{d^2}{dt^2} \|F(x_j(\eta), \eta)\|_2 \left\|\int_{t_0}^{t_0+\Delta} (t - t_0)(t - (t_0 + \Delta)) \, dt\right\|_2$$

$$= \frac{\Delta^3}{12} \frac{d^2}{dt^2} \|F(x_j(\eta), \eta)\|_2 \leq C \Delta^3.$$
Combine the above arguments, we have
\[ \|y_j^2 - x_j(t_0 + \Delta)\|_2 \leq C\Delta^3. \] (3.9)

Here \( G_1(t) \) denotes the linear interpolation polynomial that interpolates \( F(x(t), t) \) at \( t_0 \) and \( t_0 + \Delta \). And \( \frac{d^5}{dt^5} F(x(\cdot), \cdot) \) denotes the complete second derivative of \( F(x(t), t) \) to \( t \). This 2-stage Runge-Kutta method can be considered as a trapezoidal quadrature rule approximating the integration.

**Case III: \( y_j^2 \) obtained from 4th order Runge-Kutta method (3.4)**

With \( y_j^1 = x_j(t_0) \) and subtract \( x_j(t_0 + \Delta) \) of (3.1) from \( y_j^2 \) of the fourth order Runge-Kutta method (3.4), we have
\[
\|y_j^2 - x_j(t_0 + \Delta)\|_2 = \left\| \frac{\Delta(k_1 + 3k_2 + 3k_3 + k_4)}{8} - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt \right\|_2 \\
\leq \left\| \frac{\Delta(k_1 + 3\tilde{k}_2 + 3\tilde{k}_3 + \tilde{k}_4)}{8} - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt \right\|_2 + \left\| \frac{\Delta(k_1 + 3k_2 + 3k_3 + k_4)}{8} - \frac{\Delta(k_1 + 3\tilde{k}_2 + 3\tilde{k}_3 + \tilde{k}_4)}{8} \right\|_2.
\]

Terms of \( k_2, k_3 \) and \( k_4 \) are from the Runge-Kutta4 method (3.4), with \( k_1 = F(y_j^1, t_0) = F(x_j(t_0), t_0) \). We have \( k_2 = F(x_j(t_0 + \Delta/3), t_0 + \Delta/3), k_3 = F(x_j(t_0 + 2\Delta/3), t_0 + 2\Delta/3) \) and \( k_4 = F(x_j(t_0 + \Delta), t_0 + \Delta) \) introduced that \( k_2, k_3 \) and \( k_4 \) approximate. Rewrite the Runge-Kutta4 method of (3.4) as a one-step method, \( y_j^2 = y_j^1 + \Delta \Phi \left( t_0, y_j^1, F(y_j^1), \Delta \right) \), we have
\[
\left\| \frac{\Delta(k_1 + 3\tilde{k}_2 + 3\tilde{k}_3 + \tilde{k}_4)}{8} - \frac{\Delta(k_1 + 3\tilde{k}_2 + 3\tilde{k}_3 + \tilde{k}_4)}{8} \right\|_2 = \Delta \left\| \Phi \left( t_0, y_j^1, F(y_j^1), \Delta \right) - \Phi \left( t_0, x_j(t_0), F(x_j(t_0)), \Delta \right) \right\|_2 \leq C\Delta^5.
\]

Here \( C \) represents a generic constant. The error from the four-points quadrature rule can be estimated as
\[
\left\| \Delta \times \left( \frac{k_1 + 3\tilde{k}_2 + 3\tilde{k}_3 + \tilde{k}_4}{8} \right) - \int_{t_0}^{t_0+\Delta} F(x_j(t), t) \, dt \right\|_2 \\
= \left\| \int_{t_0}^{t_0+\Delta} (G_3(t) - F(x_j(t), t)) \, dt \right\|_2 \\
\leq C \left\| \frac{d^4F}{dt^4} \right\|_2 \int_{t_0}^{t_0+\Delta} (t-t_0)(t-(t_0+\frac{\Delta}{3}))(t-(t_0+\frac{2\Delta}{3}))(t-(t_0+\Delta)) \, dt \leq C\Delta^5.
\]

Again \( C \) represents a generic constant. Summarize the above arguments, we have
\[ \|y_j^2 - x_j(t_0 + \Delta)\|_2 \leq C\Delta^5. \] (3.10)

Here \( G_3(t) \) denotes the cubic interpolation polynomial that interpolates \( F(x(t), t) \) at \( t_0, t_0 + \Delta/3, t_0 + 2\Delta/3 \) and \( t_0 + \Delta \). And \( \frac{d^4F}{dt^4} \) denotes the complete fourth derivative of \( F(x(t), t) \) to \( t \) variable at somewhere. This version of 4-stage Runge-Kutta method can be considered as the three-eighth Simpson quadrature rule approximating the integration.
Theorem 1. Have \( x_j(t_0 + \Delta) \) denote the solution of the ODE system (2.3) with initial \( x_j(t_0) \). Suppose the parameter set \( \Theta \) of the ResNet (2.6) is well trained such that the error between the output \( p_j^{out} \) and its target \( y_j^2 \) is on machine round-off error level. Given the target \( y_j^2 \) obtained from a \( k \)-th order one-step method, we have

\[
\| p_j^{out} - x_j(t_0 + \Delta) \|_2 \leq C \Delta^{k+1},
\]

where constant \( C = C(F) \) depends on the regularity of the ODE system.

Proof. Apply triangle inequality and we have

\[
\| p_j^{out} - x_j(t_0 + \Delta) \|_2 = \| p_j^{out} - y_j^2 + y_j^2 - x_j(t_0 + \Delta) \|_2 \\
\leq \| p_j^{out} - y_j^2 \|_2 + \| y_j^2 - x_j(t_0 + \Delta) \|_2 \\
= \text{Training error + Target error.} \\
\leq C \Delta^{k+1}.
\]

The ResNet (2.6) can be trained very well to obtain an optimal parameter set of weight matrices and biases. Numerical experiments show the training errors of \( \| p_j^{out} - y_j^2 \|_2 \) are small or trained to the tolerance error level and can be ignored when comparing to the target error of \( \| y_j^2 - x_j(t_0 + \Delta) \|_2 \). Tests show ResNet neural network does a very good job approximating the target \( y_j^2 \) with stochastic gradient descent method and can be used as an accurate solver for the ODE system.

3.2. Objective and implementation setup

Now we describe the objective of studies for the rest of the article mainly through numerical tests. For each ODE system or in each numerical example, we conduct following three studies:

1. Neural network architecture study in terms of numbers of layers and neurons;
2. Training targets study in terms of error behavior;
3. Solution trajectory approximation.

In the first architecture study, we vary the number of layers and neurons per layer and observe how the rectangular arrangements of neurons affects the performance of the network. The specific arrangement of neurons and layers is called the architecture of the network. For each neural network with an architecture setting, we train the network with a highly accurate training target \( z_i^2 \) generated from a refined mesh Runge-Kutta4 method (mesh size \( h = \Delta/1000 \)), and will be trained long enough for the error curve to be almost flat. Once the training is finished for this network, we then use a test set of \( J \) pairs of data \( (z_1^i, z_2^i)_{i=1}^J \) with \( p_i^{in} = z_1^i \) as the ResNet input and compare the ResNet output \( p_i^{out} \) to the reference solution \( z_2^i \) to calculate the error. The following two error norms are computed to measure the worst case and the average case of errors among the total \( J \) pairs of data.

\[
\text{Max}(L_\infty) = \max_{1 \leq i \leq J} \| p_i^{out} - z_i^2 \|_{\infty},
\]

\[
\text{Mean}(L_2) = \frac{1}{J} \sum_{i=1}^J \| p_i^{out} - z_i^2 \|_2.
\]

To avoid the influence from the initialization of weights and biases, which are generated from a normal distribution around zero, we apply a total ten runs of random initialization of the parameter set and average the output errors of (3.12) and (3.13) as the performance measurement of that
specific ResNet. Notice that same learning data set and same number of iterations (i.e. $K = 500$ of (2.9)) as the stopping condition are applied for each neural network architecture study. Furthermore, we do not differentiate the learning data set and the test set, since no difference is observed. We simply apply the learning data set to calculate the errors of (3.12) and (3.13).

The goal of the second study is to verify the result of Theorem 1 that the ResNet solver error $\|p_{j}^{out} - x_{j}(t_0 + \Delta)\|_2$ is dominated by the target error $\|y_j^2 - x_j(t_0 + \Delta)\|_2$. Following the architecture study, we pick one efficient and accurate ResNet network architecture on which we run the subsequent tests. A deeper neural network with many hidden layers has many more parameters than a simpler network, so is computationally more expensive to train. The computational cost and the accuracy measured by (3.12) and (3.13) together are considered as metrics by which we select the one ResNet architecture that will be used for the target study and solution trajectory simulation.

In the second target study, we adopt three different target data $y_j^2$ as learning data sets to obtain three independent ResNet networks. We then evaluate the performance of the three networks separately. This study involves the target $y_j^2$ computed from the forward Euler method (3.2), Runge-Kutta2 method (3.3) and Runge-Kutta4 method (3.4) with mesh size $\Delta$. We measure the following mean $L_2$ error between the target and the reference solution $z_i^2$.

$$\text{Target Mean}(L_2)\text{ error} = \frac{1}{J} \sum_{i=1}^{J} \|y_i^2 - z_i^2\|_2. \quad (3.14)$$

For each target generated from one of the three finite difference methods, we also calculate the mean $L_2$ error of (3.13) between the ResNet output and the reference solution after every iteration. Numerical tests show that the ResNet output error curve converges to the target error as the number of iterations increases. In a word, the ResNet solver error $\|p_{j}^{out} - x_{j}(t_0 + \Delta)\|_2$ is dominated by its target error $\|y_j^2 - x_j(t_0 + \Delta)\|_2$. Neural network can successfully learn and replicate the three finite difference methods.

Finally in the solution trajectory simulation, we call the ResNet solvers repeatedly to generate a discrete set of points approximating the continuous reference solution curve as a standard one step finite difference method. All three ResNet solvers trained from forward Euler method, Runge-Kutta2 method and Runge-Kutta4 method are applied and compared to the reference solution to further check the accuracy and capability of the neural network solvers.

Throughout all numerical examples, constant time lag of $\Delta = 0.1$ or smaller, due to stability restriction of the finite difference methods, is applied. For the learning data set, a total number of $J = 500$ data pairs are applied to the linear ODE systems (Example 1) and a total number of $J = 2000$ data pairs are applied to nonlinear ODE systems (all other examples).

4. Numerical experiments

In this section, we consider a sequence of ordinary differential equation systems and carry out the objective of architecture study, target study and solution curve simulation listed in section 3.2.

Example 4.1. Linear ODE systems

In this example we consider six linear ODE systems of the form

$$\dot{x} = Ax + b, \quad (4.1)$$
Linear ODE system | domain of interest
--- | ---
Saddle point | \( A = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} -2 \\ 0 \end{bmatrix}, \quad D = [0, 2] \times [0, 2] \)
Nodal sink | \( A = \begin{bmatrix} -2 & 1 \\ 1 & -2 \end{bmatrix}, \quad b = \begin{bmatrix} -2 \\ 1 \end{bmatrix}, \quad D = [-2, 0] \times [-1, 1] \)
Improper node | \( A = \begin{bmatrix} 1 & -4 \\ 4 & -7 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad D = [-1, 1] \times [-1, 1] \)
Star point | \( A = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad D = [-1, 1] \times [-1, 1] \)
Center point | \( A = \begin{bmatrix} 1 & 2 \\ -5 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad D = [-1, 1] \times [-1, 1] \)
Spiral point | \( A = \begin{bmatrix} -1 & -1 \\ 2 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} -1 \\ 5 \end{bmatrix}, \quad D = \{x|(x_1 + 2)^2 + (x_2 - 1)^2 \leq 1\} \)

Table 1: Example 4.1 linear ODE systems coefficients matrices.

where \( A \in \mathbb{R}^{2 \times 2} \) and \( b \in \mathbb{R}^2 \), see [49]. The system coefficients matrices \( A \), the non-homogeneous vectors \( b \) and domains of interest from which learning data are drawn are outlined in Table 1.

We apply a training set of \( J = 500 \) data pairs with a time lag of \( \Delta = 0.1 \) in this example, and each network is trained for a total of \( K = 500 \) iterations. To save space, we only present the results of the Saddle point and Nodal sink systems, with the other four linear ODE systems behaving similarly. In Figure 3 we list the architecture studies of the two systems, with architectures running between 1 to 4 hidden layers and 2 to 10 neurons per layer. We find that 1 hidden layer has a high degree of accuracy and efficiency for all the linear ODE systems. For the saddle point system, one hidden layer of two neurons is the optimal architecture, while for the nodal sink system, one hidden layer of six neurons is the optimal. We now use these two ResNet networks for the target study and the solution curve approximations.

For the target study we have \( y_j^2 \) generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 methods with mesh size \( \Delta = 0.1 \), and compare the ResNet output error of (3.13) to the target error of (3.14). In Figures 4 part (a) and part (b) we present the target study for the Saddle point and Nodal sink systems. Dashed lines are for target errors and solid curves are for ResNet output errors corresponding to iterations. We observe the solid curves converging into the dashed lines with enough iterations, which implies that the ResNet output errors become dominated by the target errors. Furthermore we observe the errors reach \( 10^{-2} \) for forward Euler target, to \( 10^{-3} \) for Runge-Kutta2 target and to \( 10^{-5} \) for Runge-Kutta4 target, which perfectly corresponds to the results of \( O(\Delta^2) \), \( O(\Delta^3) \) and \( O(\Delta^5) \) with \( \Delta = 0.1 \), as derived in section 3.1.

Finally, we apply the well trained networks to simulate solution trajectories in the phase plane, and compare against the highly accurate reference solution. In Figure 4 part (c) and (d), we present the saddle point system trajectory simulation with initial position \( x = (1.5, 0) \) and up to final time \( T = 2.0 \), while the nodal sink system trajectory has initial position \( x = (0, -0.5) \) and final time \( T = 2.0 \). The ResNet solver trained on forward Euler data quickly generates large errors, while the other two ResNet solvers agree very well with the reference solution trajectory.

**Example 4.2. Damped oscillating pendulum**

In this example, we consider the motion of a damped oscillating pendulum modeled by the
Figure 3: Example 4.1 of linear ODE systems architecture studies

Figure 4: Example 4.1 of linear ODE systems target studies and trajectory approximations.
following ODE system.

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -\gamma x_2 - \omega^2 \sin(x_1).
\end{align*}
\]  

(4.2)

Coefficient $\omega^2$ is related to the local gravitational acceleration and the length of the pendulum, and determines the frequency $\omega$ of the oscillation. Coefficient $\gamma$ is a linear drag coefficient, which serves to gradually decrease the magnitude of oscillations. Here we have $\omega^2 = 8.91$ and $\gamma = 0.2$. The domain of interest is taken as $D = [-\pi, \pi] \times [-2\pi, 2\pi]$.

Before our three studies, we use this nonlinear ODE system to demonstrate the learning data set density problem. For deeper neural networks with more unknowns, the $J = 500$ training data pairs used in the previous example may not be enough to prevent sizable generalization errors. The density test is based on a neural network structure of six hidden layers and forty neurons per layer. We vary the number of training pairs from $J = 100$ to $J = 10000$ and observe how the mean square errors evolve over iterations for each $J$ value. A total fixed number of $10^6$ updates is applied for each $J$, leading to a total number of iterations that depends on the $J$ value. Error curves with different $J$ values are displayed in Figure 5. This test gives us a guideline for what density obtains the smallest error with approximately the same computational time. We pick the candidate of $J = 2000$ data pairs and apply this learning data pair set value in the rest examples of the section.

For the architecture study, each network is trained with $K = 500$ iterations and the measured maximum $L_\infty$ error of (3.12) and mean $L_2$ error of (3.13) for each architecture setting are outputted and illustrated in Figure 6 part (a) and part (b). The optimal neural network we choose has 2 hidden layers and 40 neurons per layer.

For the target study, ResNet output errors of (3.13) and target errors of (3.14) with targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size $\Delta = 0.1$ are displayed in Figure 6 part (c). For this nonlinear problem, the target errors are consistent to the analyzed error orders of $O(\Delta^2)$, $O(\Delta^3)$ and $O(\Delta^5)$ for the three finite difference schemes. Solid curves of ResNet errors merge into the dashed lines of target errors over iterations. ResNet networks are very well trained and the network errors are dominated by the errors from targets.

In part (d) of Figure 6 we present the phase plane trajectory simulation by the well trained three neural networks. The solution curve starts at $x = (2, 0)$ and runs up to final time $T = 10.0$. The ResNet solver trained from forward Euler with relatively large mesh size $\Delta = 0.1$ quickly diverges after one cycle of oscillation. Yet the ResNet solvers trained from same mesh size Runge-Kutta2 and Runge-Kutta4 methods behave well and almost exactly match the reference solution after several rounds of oscillations.
Example 4.3. Nonlinear ODE system with four critical points

In this example, we consider the nonlinear ODE system
\[
\begin{aligned}
\dot{x}_1 &= -(x_1 - x_2)(1 - x_1 - x_2), \\
\dot{x}_2 &= x_1(2 + x_2),
\end{aligned}
\]  

(4.3)

with its solutions’ qualitative behavior explained in [50]. The domain of interest is taken as \( D = [-4, 4] \times [-3, 3] \), which contains four critical points. The origin \((0, 0)\) is an unstable saddle point and \((0, 1)\) is an asymptotically stable spiral point. Node \((-2, -2)\) is an asymptotically stable point and point \((3, -2)\) is an unstable node.

Time lag of \( \Delta = 0.05 \) is used in this example. For the architecture study, maximum \( L_\infty \) error of (3.12) and mean \( L_2 \) error of (3.13) for each architecture setting are illustrated in Figure 7 of part (a) and part (b). Mean \( L_2 \) error is one order of magnitude smaller than the \( L_\infty \) error. We find the optimal choice for the network is hidden 2 layers and 64 neurons per layer.

For the target study, both network output and target errors of (3.13) and (3.14) with targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size \( \Delta = 0.05 \) are displayed in Figure 7 part (c). ResNet networks are very well trained and the network errors are dominated by target errors.

Solutions of the given problem are not regular enough, thus no difference is observed for the target error between Runge-Kutta2 and Runge-Kutta4 methods. The simulated solution trajectory starts at \((2, 1)\) and runs up to final time \( T = 4.0 \). In Figure 7 part (d) we present the three well trained ResNet approximations of the curve. ResNet solver trained from forward Euler gives larger error over the trace, yet the error becomes smaller when the solution curve gets close to the asymptotically stable node \((-2, -2)\).
Example 4.4. **Cubic power ODE system with unit disk barrier**

In this example, we consider the nonlinear ODE system

\[
\begin{align*}
\dot{x}_1 &= x_2 - x_1(x_1^2 + x_2^2 - 1), \\
\dot{x}_2 &= -x_1 - x_2(x_1^2 + x_2^2 - 1),
\end{align*}
\]

with the unit disk \(D_b = \{ x : \|x\|_2 = 1 \}\) as a barrier. We consider the square domain of \(D = [-2,2] \times [-2,2]\) as the domain of interest, which includes the barrier \(D_b\).

Time lag of \(\Delta = 0.1\) is used in this example. For the architecture study, maximum \(L_\infty\) error of (3.12) and mean \(L_2\) error of (3.13) for each architecture setting are computed and illustrated in Figure 7 of part (a) and part (b). The chosen optimal network architecture has 3 hidden layers and 80 neurons per layer in the network.

For the target study, ResNet output and target errors of (3.13) and (3.14) are displayed in Figure 7 part (c), where the training targets are generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 methods with mesh size \(\Delta = 0.1\). Solid curves of ResNet errors merge into the dashed lines of target errors over iterations. Networks are well trained and ResNet errors are dominated by target errors.

The initial condition of the simulated solution curve on the phase plane is set as \(x = [2,0]\) and we run the simulation to final time \(T = 7.0\). Figure 8 part (c) show the three well trained ResNet approximations of the trajectory. Even though the forward Euler ResNet network error is on the level of \(10^{-1}\), its simulation matches well with the reference solution, which goes into the barrier and circulates around \(D_b\) as \(t \to \infty\).

Example 4.5. **Modified Lotka-Volterra Predator-Prey model**
In this example we consider the modified Lotka-Volterra model

\[
\begin{align*}
\dot{x}_1 &= x_1 \left(1 - 0.2x_1 - \frac{2x_2}{x_1 + 6}\right), \\
\dot{x}_2 &= x_2 \left(-0.25 + \frac{x_1}{x_1 + 6}\right),
\end{align*}
\]

from [50]. Time lag of \(\Delta = 0.1\) is applied and all learning data pairs are taken from the domain of interest \(D = [0, 5] \times [0, 5]\). For the architecture study, maximum \(L_\infty\) error of (3.12) and mean \(L_2\) error of (3.13) for each architecture setting are calculated and illustrated in Figure 9 part (a) and part (b). The optimal architecture of the network is 2 hidden layers with 128 neurons per layer.

For the target study, ResNet output and target errors of (3.13) and (3.14) are calculated and displayed in Figure 7 part (c), with the training targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 methods correspondingly with mesh size \(\Delta = 0.1\). Solid curves of ResNet errors tend to merge into the dashed lines of target errors over iterations. For this example, errors of Runge-Kutta2 is smaller than that of Runge-Kutta4.

The simulated solution trajectory starts at \(x = (3, 3)\) and runs up to final time \(T = 20.0\). In Figure 9 part (d) we present the three well trained ResNet solvers approximations of the trajectory. For visualization purpose, every six output points are skipped when drawing the results of part (d) of Figure 9. The target study shows the ResNet trained from Runge-Kutta2 gives smaller error in terms of one step implementation with time lag \(\Delta = 0.1\). However, the three ResNet solvers all agree well with the reference solution after long time run of \(T = 20.0\).

Example 4.6. **Non-autonomous ODE system**
In this example we consider the following non-autonomous ODE system involving three unknowns and right hand side that depends on $t$ explicitly

\[
\begin{align*}
\dot{x}_1 &= x_1 + x_3 - t + e^{-t}, \\
\dot{x}_2 &= x_1 + x_2 + 5, \\
\dot{x}_3 &= -2x_1 - x_3 - 2t - e^{-t}.
\end{align*}
\] (4.6)

The ResNet solver can not handle the non-autonomous ODE system directly, since the time variable $t$ changes at each time step and should be treated as an input in the neural network. Thus we introduce auxiliary variable $x_4 = t$ and rewrite the system of (4.6) into the following autonomous system with four variables

\[
\begin{align*}
\dot{x}_1 &= x_1 + x_3 - x_4 + e^{-x_4}, \\
\dot{x}_2 &= x_1 + x_2 + 5, \\
\dot{x}_3 &= -2x_1 - x_3 - 2x_4 - e^{-x_4}, \\
\dot{x}_4 &= 1.
\end{align*}
\]

Notice the system of (4.6) is equivalent to the above autonomous ODE system. For this example we adapt the domain of interest of $D = [-5, 5] \times [-10, 0] \times [-6, 4] \times [1, 2]$ and time lag of $\Delta = 0.05$. We still apply $J = 2000$ training data pairs which are sufficient for the autonomous system since the major body of the system is linear. The architecture study shows the optimal choice is 1 layer with 8 neurons per layer, according to the errors of (3.12) and (3.13). Again, errors with different arrangement of architecture settings are illustrated in Figure 11 of part (a) and part (b).

For the target study, network output and target errors of (3.13) and (3.14) with training data generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size $\Delta = 0.05$ are
Figure 10: Example of 4.6 of none autonomous ODE system

displayed in Figure 10 part (c). Solid curves of ResNet errors merge into the dashed lines of target errors over iterations. For this example, target and ResNet errors from Runge-Kutta2 are smaller than that of Runge-Kutta4. The networks are still well trained and ResNet errors are dominated by target errors.

Regarding solution curve approximation, we have the trajectory initial location set at $(2, -9, 0)$ with initial time $t_0 = 1.1$ and run up to final time $T = 2.0$. The three well trained ResNet simulations accompanied with the reference solution are presented in Figure 10 part (d). The three ResNet solvers all agree well with the reference solution.

Example 4.7. Van der Pol oscillator

In this example, we consider the following second order ODE

$$u'' - \mu(1 - u^2)u' + u = 0,$$  \hspace{1cm} (4.7)

that describes the current $u$ in an electric circuit involving a triode. Parameter $\mu > 0$ is a constant that determines the sharpness of the oscillatory limit cycle. Here we have $\mu = 0.2$. We introduce variable $x_2(t)$ to approximate $u'(t)$, with $x_1(t) = u(t)$ we rewrite the second order ODE of (4.7) into the following first order system

$$\begin{cases}
\dot{x}_1 = x_2, \\
\dot{x}_2 = -x_1 + \mu(1 - x_1^2)x_2.
\end{cases}
$$

Since the second variable $x_2$ represents the solution slope that changes dramatically over the limit cycle, we adapt the domain of interest as $D = [-3, 3] \times [-20, 20]$ to accommodate the $x_2$ variable. Time lag of $\Delta = 0.05$ is applied.
For the architecture study, maximum $L_\infty$ error of (3.12) and mean $L_2$ error of (3.13) for each architecture setting are calculated and illustrated in Figure 11 of part (a) and part (b). The optimal architecture we find for the network is 2 hidden layers with 64 neurons per layer.

For the target study, network output and target errors of (3.13) and (3.14) with training targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size $\Delta = 0.05$ are displayed in Figure 11 part (c). Solid curves of ResNet errors merge into the dashed lines of target errors over iterations. Networks are well trained and ResNet errors are dominated by target errors.

The simulated solution curve initial conditions are picked as $u(0) = -3$ and $u'(0) = 2$ and runs up to final time $T = 10$. In Figure 11 part (d) we present the three well trained ResNet approximations of the curve. The output symbols are drawn with a few points skipped to avoid dense representation of the curve. The three ResNet solvers behave similarly and all agree well with the reference solution.

**Example 4.8. Fitzhugh–Nagumo equation**

In this example we study the following ODE system

$$
\begin{align*}
\dot{x}_1 &= 3(x_1 + x_2 - \frac{1}{3}x_1^3 - k), \\
\dot{x}_2 &= -\frac{1}{3}(x_1 + 0.8x_2 - 0.7),
\end{align*}
$$

which models the transmission of neural impulses along an axon. Coefficient $k$ is the external stimulus. We have $k = 0.5$ taken in this example which leads to the critical point as an unstable spiral point.

Time lag of $\Delta = 0.05$ is applied and domain of interest is taken as $D = [-5, 5] \times [-5, 5]$. For the architecture study, maximum $L_\infty$ error of (3.12) and mean $L_2$ error of (3.13) for each architecture
setting are calculated and illustrated in Figure 12 of part (a) and part (b). The optimal network architecture picked has 2 hidden layers and 64 neurons per layer.

For the target study, network output and target errors of (3.13) and (3.14) with training targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size $\Delta = 0.05$ are displayed in Figure 12 part (c). ResNet errors match well with the target errors over iterations.

The approximated curve starts at $(-1,2)$ and we run the simulation to $T = 1.0$. In Figure 12 part (d) the three well trained ResNet solvers are applied to approximate the curve. All three ResNet output agree well with the reference solution.

Example 4.9. Genetic toggle switch

In this example, we consider the following nonlinear differential-algebraic equation

$$
\begin{align*}
\dot{x}_1 &= \frac{\alpha_1}{1 + x_2^\beta} - x_1, \\
\dot{x}_2 &= \frac{\alpha_2}{1 + z^\gamma} - x_2, \\
z &= \frac{x_1}{(1 + [IPTG]/K)^\eta},
\end{align*}
$$

which is used to model a genetic toggle switch in Escherichia coli. It is composed of two repressors and two constitutive promoters, where each promoter is inhibited by the repressor that is transcribed by the opposing promoter. Details of experimental measurement can be found in [51].

Variables $x_1$ and $x_2$ denote the concentration of the two repressors. Coefficients $\alpha_1$ and $\alpha_2$ are the effective rates of the synthesis of the repressors. We have $\beta$ and $\gamma$ represent cooperativity of repression of the two promoters, respectively. We have $[IPTG]$ as the concentration of IPTG, the
chemical compound that induces the switch, with $K$ the dissociation constant of IPTG. In this example, we take $\alpha_1 = 156.25$, $\alpha_2 = 15.6$, $\gamma = 1$, $\beta = 2.5$, $K = 2.9618 \times 10^{-5}$ and $[IPDG] = 10^{-5}$.

Domain of interest is $D = [0, 20] \times [0, 20]$. We observe that because points in $D$ can have a large magnitude, networks tend to fail during training. To remedy this, we scale the training set down by a factor of twenty, so that the network will be effectively trained on the domain $D' = [0, 1]^2$.

We conclude that 2 layers of 40 neurons is our optimal architecture. Target study results are displayed for in Figures 13(c) and (d). Trajectory study is done with initial condition of $x = [19, 17]$ for a total time interval of $T = 5.0$. For clarity, we only display every fourth network output.

Example 4.10. **Nonlinear electric network**

In this example we consider another nonlinear differential-algebraic equation modeling a nonlinear electric network [52]

$$\begin{align*}
\dot{x}_1 &= v_2/C, \\
\dot{x}_2 &= x_1/L, \\
0 &= v_1 - (G_0 - G_\infty)U_0 \tanh(x_1/U_0) - G_\infty x_1, \\
0 &= v_2 + x_2 + v_1. 
\end{align*}$$

(4.10)

Here $x_1$ represents the node voltage and $x_2$, $v_1$ and $v_2$ are branch currents. Following [52], the physical parameters are specified as $C = 10^{-2}$, $L = 1$, $U_0 = 1$, $G_0 = -0.1$ and $G_\infty = 0.25$. All learning data pairs are taken from the domain of interest of $D = [-2, 2] \times [-0.2, 0.2]$. Time lag is taken as $\Delta = 0.05$.

For the architecture study, maximum $L_\infty$ error of (3.12) and mean $L_2$ error of (3.13) for each architecture setting are calculated and illustrated in Figure 14 of part (a) and part (b). The optimal network has 2 hidden layers and 64 neurons per layer.
For the target study, network output and target errors of (3.14) and (3.13) with training targets generated from forward Euler, Runge-Kutta2 and Runge-Kutta4 with mesh size $\Delta = 0.05$ are displayed in Figure 14 part (c). ResNet errors match well with the target errors over iterations. Target errors tend to be consistent to the analyzed error orders of $O(\Delta^2)$, $O(\Delta^3)$ and $O(\Delta^5)$ of the three finite difference schemes, even though the ODE system is nonlinear.

The displayed trajectory starts at $\mathbf{x} = (1, 0.15)$ and runs up to $T = 0.5$. In Figure 14 part (d) the three well trained ResNet solvers are applied to approximate the curve. The trajectory changes quickly with $\Delta = 0.05$. ResNet solver from forward Euler gives large error and ResNet from Runge-Kutta4 agrees the best with the reference solution.

5. Conclusions

In this article, we consider the integral or weak formulation of ordinary differential equations and apply residual neural networks solving the ODEs. Specifically we investigate the optimal choice of hidden layers and neurons per layer as the ResNet architecture study. We also investigate the accuracy of ResNet solvers approximating the ODE solutions. Numerical tests show the accuracy of ResNet solver is dominated by the quality of the training target. Sequence of numerical examples verify the ResNet solver can be as accurate as any high order one step method, even the ResNet is implemented similarly to the first order forward Euler scheme.
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