ON THE UNIQUE ERGODICITY FOR A CLASS OF 2 DIMENSIONAL
STOCHASTIC WAVE EQUATIONS

JUSTIN FORLANO AND LEONARDO TOLOMEO

Abstract. We study the global-in-time dynamics for a stochastic semilinear wave equation with cubic defocusing nonlinearity and additive noise, posed on the 2-dimensional torus. The noise is taken to be slightly more regular than space-time white noise. In this setting, we show existence and uniqueness of an invariant measure for the Markov semigroup generated by the flow over an appropriately chosen Banach space. This extends a result of the second author [24] to a situation where the invariant measure is not explicitly known.
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1. Introduction

Given \( s > 0 \) and \( \gamma \in \mathbb{R} \), we consider here the following stochastic damped nonlinear wave equation (SDNLW):

\[
\begin{aligned}
\partial_t^2 u + \partial_t u + u - \Delta u + u^3 - 3\gamma u &= \sqrt{2} \langle \nabla \rangle^{-s} \xi \\
(u, \partial_t u)|_{t=0} &= (u_0, u_1)
\end{aligned}
\]

\((t, x) \in \mathbb{R}_+ \times \mathbb{T}^2, \quad (1.1)\)
where $\xi$ is a space-time white noise, and $\langle \nabla \rangle^{-s}$ denotes the smoothing operator

$$
\langle \nabla \rangle^{-s} := \left( \frac{3}{4} - \Delta \right)^{-\frac{s}{2}}.
$$

We consider (1.1) as a first-order system in the variable $u := \left( \begin{array}{c} u \\ u_t \end{array} \right)$,

$$
\begin{cases}
\partial_t u = \left( \begin{array}{c} u \\ u_t \end{array} \right) = -\left( \begin{array}{cc} 0 & -1 \\ 1 - \Delta & 1 \end{array} \right) \left( \begin{array}{c} u \\ \partial_t u \end{array} \right) - \left( \begin{array}{c} 0 \\ 0 \end{array} \right) + \left( \begin{array}{c} \sqrt{2}\\ 0 \end{array} \right) \langle \nabla \rangle^{-s} \xi,
\\ u_t|_{t=0} = u_0 = \left( \begin{array}{c} u_0 \\ u_1 \end{array} \right).
\end{cases}
$$

(1.2)

Our goal is to prove the following theorem.

**Theorem 1.1.** Given $s > 0$ and $\gamma \in \mathbb{R}$, there exists a measure $\rho_s$ concentrated on a suitable Banach space $X^\alpha$ which is invariant for the Markov process associated to the flow $\Phi_t(\cdot, \xi)$ of (1.2), in the sense that for every function $F$ measurable and bounded,

$$
\int \mathbb{E}[F(\Phi_t(u_0, \xi))] d\rho_s(u_0) = \int F(u_0) d\rho_s(u_0), \text{ for every } t > 0.
$$

Moreover, $\rho_s$ is the only invariant measure concentrated on $X^\alpha$.

By Birkhoff’s ergodic theorem, Theorem 1.1 implies that the dynamics are converging to the invariant measure $\rho_s$, in the sense that for every $u_0 \in X^\alpha$,

$$
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[F(\Phi_t(u_0, \xi))] dt = \int F(u) d\rho_s(u) \quad \text{a.s.} \quad (1.3)
$$

The definition of the space $X^\alpha$ will be provided in Section 2, however, we point out that the space $X^\alpha$ is rich enough to contain smooth functions (see Lemma 2.2). In particular, this implies that the convergence result (1.3) holds for every smooth choice of the initial data $u_0$, thus allowing to obtain very precise information about the long time behaviour of the flow of (1.1).

Our interest for the equation (1.1) arises from the recent results pertaining to the PDE construction of the Euclidean $\Phi^4$ quantum field theory. Namely, if one considers the stochastic quantisation equation

$$
\partial_t u + u - \Delta u = u^3 - C_d \cdot u + \sqrt{2} \xi,
$$

(1.4)

where $C_d$ is a constant depending on the dimension $d$, and $C_d = \infty$ for $d \geq 2$, then, as time goes to infinity, a generic solution to (1.4) should converge to the (massive) $\Phi^4$-measure. A result about existence (and uniqueness) of an invariant measure for (1.4) would provide a new construction of the $\Phi^4$-measure, completing the project started by Parisi and Wu in their influential work [21]. This has recently been achieved on the torus in (fractional) dimension $d < 4$ in the papers [18, 27, 19, 6], that show the relevant estimates to ensure the existence of an invariant measure via a Krylov-Bogolyubov argument. Together with the abstract ergodicity result of [15], this also allows to show an analogous version of Theorem 1.1 for the equation (1.4). We also point out the papers [10, 11], which provide a construction of the $\Phi^4_3$-model on the Euclidean space $\mathbb{R}^3$.

In the above context, the stochastic wave equation

$$
\partial_t^2 u + \partial_t u + u - \Delta u = u^3 - C_d \cdot u + \sqrt{2} \xi,
$$

(1.5)
UNIQUE ERGODICITY FOR SDNLW ON $T^2$

corresponds to the so-called canonical stochastic quantisation equation, or equivalently, to the Langevin equation for the $\Phi^4$-measure with momentum $v = \partial_t u$. Therefore, it is natural to ask if similar results to the long-time behaviour of solutions to (1.4) hold for the equation (1.5) as well. However, due to the worse analytical properties of the wave propagator $(\partial_t^2 - \Delta)^{-1}$ compared to those of the heat propagator $(\partial_t - \Delta)^{-1}$, there are far fewer results available. Indeed, ergodicity for the equation (1.5) on the one-dimensional torus has only recently been proved by the second author in [24]. The approach in [24] though heavily uses some structural property of the $\Phi^4_1$-measure and is thus not applicable when the limiting measure is unknown.

Following the approach suggested by [6], where $\gamma = C_d$ is an appropriate constant, the equation (1.1) corresponds to (1.5) for fractional dimension $d = 2 - s$. Equations of the form of (1.1) have already been considered in the literature by Barbu and Da Prato in [1], and Brzeźniak, Ondreját and Seidler in [3]. However, when applying the results of [1, 3] to (1.1), we obtain Theorem 1.1 only for $s > 1$, which would correspond to an ergodicity result for (1.5) in fractional dimensions $d < 1$. Therefore, our result extends the convergence of (1.5) to the $\Phi^4$-measure to the full non-singular regime $d < 2$.

Remark 1.2. The equation (1.5) for $d = 2$ (without the damping term) has first been considered in [12], where Gubinelli, Koch, and Oh showed local well-posedness for smooth initial data. In the following paper [13], Gubinelli, Koch, Oh and the second author showed global well-posedness for the same equation, and proved that the $\Phi^4_2$-measure is invariant for the semigroup generated by the flow of (1.5). However, the estimate for the growth of the solution grows with a double exponential in time. Compare this with the estimate (3.10), which is bounded as time goes to infinity. The lack of such a good estimate makes the arguments of this paper break down, with the main culprit being the $L^2$-estimate (5.35).

These issues have recently been solved in the work in preparation [26], where building upon both the techniques of [24] and the techniques developed in this paper, the second author proves ergodicity of the measure $P(\Phi)_2$ for the equation

$$\partial_t^2 u + \partial_t u + u - \Delta u + p(u) = \sqrt{2} \xi,$$

where $p(u)$ is any (appropriately renormalised) polynomial with odd degree and positive leading coefficient.

1.1. Mild formulation and construction of the flow. In order to construct the flow of the equation (1.1), we need to define what we mean by a solution of (1.1). If one considers the linear equation,

$$\begin{cases} 
\partial_t^2 u + \partial_t u + u - \Delta u = f(t) \\
(u, \partial_t u)|_{t=0} = u_0^T = (u_0, u_1)
\end{cases} (t, x) \in \mathbb{R}_+ \times T^2,$$

by variation of constants, it is easy to show that the solution to (1.6) satisfies

$$u(t) = S(t)u_0 + \int_0^t S(t - t') \left( \begin{array}{c} 0 \\ f(t') \end{array} \right) dt',$$
where \( S(t) \) is the linear propagator for the (damped) wave equation, and it is given by the formula
\[
e^{-\frac{t}{2}} \begin{pmatrix}
\cos(t\langle \nabla \rangle) + \frac{1}{2} \frac{\sin(t\langle \nabla \rangle)}{\langle \nabla \rangle} & \frac{\sin(t\langle \nabla \rangle)}{\langle \nabla \rangle} \\
-\left(\langle \nabla \rangle + \frac{1}{4t}\langle \nabla \rangle \right) \sin(t\langle \nabla \rangle) & \cos(t\langle \nabla \rangle) - \frac{1}{2} \frac{\sin(t\langle \nabla \rangle)}{\langle \nabla \rangle}
\end{pmatrix}.
\] (1.7)

Motivated by this, we expect the solution to (1.1) to be given by
\[
u = S(t)\mu_0 + \int_0^t S(t-t') \left( \sqrt{2\langle \nabla \rangle}^{-s} \xi(t') \right) dt' - \int_0^t S(t-t') \left( \pi_1(u^3(t') - 3\gamma u(t')) \right) dt',
\] (1.8)

where \( \pi_1 \) denotes the projection to the first coordinate. We see from (1.8) that a natural object to study is
\[
\Psi_t(\xi) := \int_0^t S(t-t') \left( \sqrt{2\langle \nabla \rangle}^{-s} \xi(t') \right) dt',
\] (1.9)

which is a (random) space-time distribution known as the stochastic convolution. It is the solution to the linear damped wave equation (1.6) with \( f = \xi \) and \( \mu_0 = 0 \). Since \( \xi(t') \) is only a space-time distribution, the definition (1.9) does not immediately make sense. We will define the object \( \Psi_t(\xi) \) precisely and prove its relevant properties in Section 2. We will sometimes write \( \Psi_t \) in place of \( \Psi_t(\xi) \), where confusion will not arise. We point out that, for each fixed \( t \geq 0 \), the stochastic convolution \( \Psi_t \) belongs to the H"older space \( C^{\alpha} \times C^{\alpha-1} \) only for \( \alpha < s \). Therefore, the solution \( \nu \) to (1.1) will also be a low-regularity function, with \( \nu(t) \in H^{\alpha} \times H^{\alpha-1} \) only for \( \alpha < s \). We note that due to the unboundedness of the linear propagator \( S(t) \), it is not possible to develop a solution theory in Hölder spaces \( C^{\alpha} \times C^{\alpha-1} \).

Motivated by (1.8) and these considerations about the stochastic convolution (1.9), we define a solution of (1.1) in terms of the first-order expansion (1.7) as follows:
\[
u(t) = \Phi_t(\mu_0, \xi) = S(t)\mu_0 + \Psi_t(\xi) + \xi(t),
\] (1.10)

where \( \xi = \left( \begin{array}{c} v \\ \partial_t v \end{array} \right) \) solves the equation
\[
\xi(t) = -\int_0^t S(t-t') \left( N[\pi_1(S(t')\mu_0 + \Psi_t(\xi) + \xi(t'))] \right) dt',
\] (1.11)

with
\[
N[\xi] := v^3 - 3\gamma v.
\]

After appropriately defining the space \( X^\alpha \) in Section 2, this decomposition allows us to prove local well-posedness of (1.1) on the space \( X^\alpha \), while providing at the same time the extra information that \( \xi \) belongs to the Sobolev space \( H^1 \times L^2 \). See Proposition 3.1 for a precise statement. In Section 3.2, we show the following global well-posedness result.

**Theorem 1.3.** Let \( \mu_0 \in X^\alpha \). Then for every \( T > 0 \), there exists a unique function \( \nu : [0, T] \to X^\alpha \) such that \( \nu \) solves (1.1) in the sense of (1.10), and moreover
\[
\sup_{0 \leq t \leq T} \| \xi(t) \|_{H^1 \times L^2} < +\infty \quad a.s.
\] (1.12)
See Proposition 3.5 for a more precise statement. Following the techniques introduced by [4], the proof of this theorem will rely on an energy estimate based on the functional
\[ E(v) := \frac{1}{2} \int (\partial_t v)^2 + \frac{1}{2} \int v^2 + \frac{1}{2} \int |\nabla v|^2 + \frac{1}{4} \int v^4 + \frac{1}{8} \int (v + \partial_t v)^2, \]
together with an integration by part tricks introduced in [20]. Similar techniques are used in the paper by the second author [24]. However, we point out that due to the lack of the Sobolev embedding \( H^1 \hookrightarrow L^\infty \) (or similarly, of the embedding \( X^\alpha \hookrightarrow L^\infty \)) the analysis will be more complicated than the one in [24].

1.2. **Existence and uniqueness of the invariant measure.** Due to the actual definition of the solutions to (1.1), i.e. the decomposition (1.10), it is a priori unclear if the operators
\[ \mathcal{P}_t F(u_0) := \mathbb{E}[F(\Phi_t(u_0, \xi))] \]
actually define a Markov semigroup on bounded functions \( F : X^\alpha \rightarrow \mathbb{R} \). The proof of this is carried out in Section 4 (see Proposition 4.1). This allows us to use standard arguments to show the existence of an invariant measure \( \rho_s \). Indeed, in Proposition 4.3 we implement the estimate coming from (1.12), together with some considerations expressed in Section 2, into a Krylov-Bogolyubov argument.

However, similarly to what happens in [24], the flow does not satisfy the strong Feller property (see Proposition 5.1). This is due to the fact that the operator \( S(t) \) is invertible on the Sobolev spaces \( H^\sigma \times H^{\sigma-1} \), which is a big difference with the case of parabolic stochastic equations. Therefore, the techniques of [27] [15] are not available to us. In order to deal with this problem, we adapt the approach of the work [14]. In this influential paper, Hairer and Mattingly introduced the concept of “asymptotic strong Feller”, exactly to deal with Markov semigroups that do not have the strong Feller property. For two probabilities \( \mu_1, \mu_2 \), we consider the family of distances
\[ d_\alpha(\mu_1, \mu_2) := \inf_{\pi \in \Pi(\mu_1, \mu_2)} \int_{X^\alpha \times X^\alpha} 1 \wedge n \|x - y\|_{X^\alpha} d\pi(x, y), \tag{1.13} \]
where \( \Pi(\mu_1, \mu_2) \) is the family of probability measures on \( X^\alpha \times X^\alpha \) with marginals given by \( \mu_1 \) and \( \mu_2 \), respectively. In order to build a plan \( \pi \) to test the infimum in (1.13), we construct a so-called asymptotic coupling. More precisely, we adapt the strategy delineated in [15] in order to prove the strong Feller property, and show that for every \( u_1^0, u_2^0 \in X^\alpha \), there exists a shift \( h \in L^2_{\mathbb{P}_t}(\mathbb{R}_+ \times T^2) \), adapted with respect to the filtration induced by \( \xi \), such that
\[
\|\Phi_t(u_1^0, \xi) - \Phi_t(u_2^0, \xi + h)\|_{X^\alpha} \leq e^{-ct}\|u_1^0 - u_2^0\|_{X^\alpha},
\]
\[
\mathbb{E}[\|h\|^2_{L^2_{\mathbb{P}_t}(\mathbb{R}_+ \times T^2)}] \leq C(u_1^0, u_2^0)\|u_1^0 - u_2^0\|_{X^\alpha}.
\]
This is carried out in Proposition 5.7 and Lemma 5.8. In Section 5.3 we rewrite (1.13) using Kantorovich duality, and we use the existence of such an \( h \) to show unique ergodicity for the measure \( \rho_s \). Moreover, adapting the arguments of [16], we can show the following convergence result.

**Theorem 1.4.** For every \( u_0 \in X^\alpha \), and for every \( n \in \mathbb{N} \), we have that
\[
\lim_{t \to \infty} d_n(\mathcal{P}_t^s \delta_{u_0}, \rho_s) = 0. \tag{1.14}
\]
The limit (1.14) can be rewritten in the following suggestive way: for every \( u_0 \in X^\alpha \), there exists a stochastic process \( X_{u_0}(t) \) such that \( \mathcal{L}(X_{u_0}(t)) = \rho_s \), and
\[
\lim_{t \to \infty} \left\| \Phi_t(u_0, \xi) - X_{u_0}(t) \right\|_{X^\alpha} = 0 \quad \text{a.s.}
\]
We point out that the convergence in (1.14) is not quantitative. While it would be a priori possible to obtain quantitative estimates for it, because of the exponential term in the long time estimate (3.10), we do not expect such estimates to be very strong, with the resulting convergence rate being at best sub-polynomial (see Remark 5.13). Compare this with the results of papers such as [16, 27], that show exponential convergence to equilibrium. Because of the damping term in the equation (1.1), we would expect the convergence rate to be exponential in this case as well, however, because of the low regularity of the problem (when \( s \) approaches 0), we consider this to be out of reach with the current techniques. Therefore, we decided to limit the technical complexity of the paper, and not to pursue quantitative estimates for (1.14).

**Remark 1.5.** Despite heavily relying on the techniques of [14, 16], we do not explicitly prove the asymptotic strong Feller property for the semigroup \( \mathcal{P}_t \), nor irreducibility of the flow. The asymptotic strong Feller property is an easy consequence of Proposition 5.10 while irreducibility can be proven with similar arguments to the ones used in this paper. However, as it turns out, the estimate (5.39) in Proposition 5.10 is enough for the proofs of Theorems 1.1 and 1.4. Therefore, we decided to follow a more direct approach, and not to refer explicitly to these concepts.

**Remark 1.6.** In [24], the second author studied a class of stochastic damped wave equations with cubic defocusing nonlinearity and space-time white noise forcing. In particular, the following equations were considered on \( T^2 \):
\[
\partial_t^2 u + \partial_t u + u + (-\Delta)^{1+\frac{\sigma}{4}} u + u^3 = \sqrt{2} \xi,
\]
where \( s > 0 \), the initial data is distributed according to the invariant Gibbs measure
\[
d\rho(u, u_t) = Z^{-1} \exp \left( -\frac{1}{2} \int u^2 + u_t^2 + |(-\Delta)^{1+\frac{\sigma}{4}} u|^2 dx - \frac{1}{4} \int u^4 dx \right) dudu_t,
\]
and we have restricted to two spatial dimensions for easier comparison to (1.1). The main result in [24] is the uniqueness of the Gibbs measure (1.10) under the flow of (1.15). We note that the approach in this paper provides an alternative proof of this result; see Remark 5.14 for more details. However, this argument crucially relies on the good long time bounds for the flow given in Proposition 3.5 whilst the approach in [24] proves ergodicity of the invariant measure (1.16) without the need of such quantitative bounds.

**Notations.** For a function \( f : T^2 \sim [0,1]^2 \to \mathbb{C} \), its Fourier series is given by \( \hat{f} : \mathbb{Z}^2 \to \mathbb{C} \), where
\[
\hat{f}(n) := \int_{T^2} f(x) e^{-2\pi in \cdot x} dx.
\]
This leads to the inversion formula
\[
f(x) := \sum_{n \in \mathbb{Z}^2} \hat{f}(n) e^{2\pi in \cdot x}.
\]
Moreover, for a function $F : \mathbb{C}^2 \to \mathbb{C}$, the expression $F(\nabla)u$ will denote the distribution with Fourier series given by

$$
\hat{F(\nabla)}u(n) := F(2\pi in)\hat{u}(n).
$$

For $x \in \mathbb{R}^n$, we denote

$$
\langle x \rangle := \left(\frac{3}{4} + |x|^2\right)^{\frac{1}{2}}.
$$

In order to make many of the computations of this paper rigorous, it is necessary to consider a suitable finite dimensional truncation of (1.2). Given $N \in \mathbb{N} \cup \{0\}$, we define $P_{\leq N}$ as the sharp projection onto frequencies in the square $[-N, N]^2$, that is,

$$
P_{\leq N}u(x) = \frac{1}{(2\pi)^n} \sum_{n \in \mathbb{Z}^2, \max_{j} |n_j| \leq N} \hat{u}(n)e^{in \cdot x}.
$$

We also define $P_{> N} := \text{Id} - P_{\leq N}$ and for $N = -1$, extend these projections to $P_{\leq -1} = 0$ and $P_{> -1} = \text{Id}$. With a slight abuse of notation, we define the truncated system of (1.2) by

$$
\begin{cases}
\partial_t\left( \frac{u}{\partial_t u} \right) = -\left(\begin{array}{cc}
0 & -1 \\
1 - \Delta & 1
\end{array}\right) \left(\begin{array}{c}
u \\
\partial_t u
\end{array}\right) - P_{\leq N}\left( 0 \right) \\ (\partial_t u)(0) = (u_0, u_1)
\end{cases}.
$$

Writing solutions $u_N$ to (1.17) as

$$
u_N = S(t)u_0 + \mathbf{1}_t(\xi) + \nu_N,$$

we see that $\nu_N$ solves

$$
\nu_N(t) = -\int_0^t S(t - t')P_{\leq N}\left( N_\gamma[\pi_1P_{\leq N}(S(t')u_0 + \mathbf{1}_t(\xi) + \nu_N(t'))] \right) dt'.
$$

2. Preliminaries

We recall the following version of the fractional Leibniz inequality, which will be useful throughout the paper.

**Lemma 2.1** (Lemma 3.4, [12]). Let $0 \leq \sigma \leq 1$. Suppose that $1 < p_j, q_j, r < \infty, \frac{1}{p_j} + \frac{1}{q_j} = \frac{1}{r}$, $j = 1, 2$. Then, we have

$$
\|\langle \nabla \rangle^\sigma (fg)\|_{L^r(\mathbb{T}^2)} \lesssim \|\langle \nabla \rangle^\sigma f\|_{L^{p_1}(\mathbb{T}^2)}\|g\|_{L^{q_1}(\mathbb{T}^2)} + \|f\|_{L^{p_2}(\mathbb{T}^2)}\|\langle \nabla \rangle^\sigma g\|_{L^{q_2}(\mathbb{T}^2)}.
$$

2.1. Function spaces. We define the Sobolev spaces $W^{\alpha,p}$ and $W^{\alpha,p} := W^{\alpha,p} \times W^{\alpha-1,p}$ via the norms

$$
\|u\|_{W^{\alpha,p}} := \|\langle \nabla \rangle^\alpha u\|_{L^p} \quad \text{and} \quad \|u\|_{W^{\alpha,p}}^p := \|\langle \nabla \rangle^\alpha u\|_{L^p}^p + \|\langle \nabla \rangle^\alpha - 1 u\|_{L^p}^p,
$$

with the usual modification when $p = \infty$. Moreover, when $p = 2$, we write $H^{\alpha} := W^{\alpha,2}$, and when $p = \infty$, $C^\alpha := C^\alpha \times C^{\alpha-1} := W^{\alpha,\infty} \times W^{\alpha-1,\infty}$. With this definition and recalling the formula (1.17), it is easy to check that

$$
\|S(t)u\|_{H^\alpha} \lesssim e^{-\frac{t}{2}}\|u\|_{H^\alpha}.
$$
In order to prove the result of Theorem 1.1 we need $X^\alpha$ to be a suitable space, such that the invariant measures for the flow of (1.1) concentrate on $X^\alpha$. Motivated by the choice of spaces introduced in [24], we define, for $0 < \alpha < 1$, the space
\[
X^\alpha := \{ u \in H^\alpha : S(t)u \in C([0, +\infty); W^{\alpha, \frac{d}{d}}, \| S(t)u \|_{W^{\alpha, \frac{d}{d}}} \lesssim e^{-\frac{t}{\alpha}} \},
\]
with the norm
\[
\| u \|_{X^\alpha} := \sup_{t \geq 0} e^{\frac{t}{\alpha}} \| S(t)u \|_{W^{\alpha, \frac{d}{d}}}.
\] (2.3)
We note here that later on we will further restrict the upper bound on $\alpha$. The space $X^\alpha$ is a Banach space (see [24, Lemma 1.2]), however, it is unclear if $X^\alpha$ is separable or not. In order to avoid this problem, we simply define $X^\alpha$ to be the closure of trigonometric polynomials in $\overline{X}^\alpha$ under the norm $\| \cdot \|_{X^\alpha}$. Note that for any $t \geq 0$,
\[
\| S(t) \|_{X^\alpha \to X^\alpha} \leq e^{-\frac{t}{\alpha}}.
\] (2.4)
To be consistent with the Sobolev embedding $H^1 \hookrightarrow L^6$, which will be useful for analysing (1.1), we will further restrict to $0 < \alpha < \frac{1}{3}$. Note, however, that the following result is true for any $0 < \alpha < 1$.

**Lemma 2.2.** For any $0 < \alpha < \frac{1}{3}$, $H^1 \hookrightarrow X^\alpha$ and the embedding $H^{1+\alpha} \hookrightarrow X^\alpha$ is compact.

**Proof.** For $u \in H^1$ and any $t \geq 0$, Sobolev embedding and (2.2) imply
\[
\| S(t)u \|_{W^{\alpha, \frac{d}{d}}} \lesssim \| S(t)u \|_{H^1} \lesssim e^{-\frac{t}{\alpha}} \| u \|_{H^1}.
\]
Then, for any $t_0 \geq 0$, since $S(t)u \in C([0, \infty); H^1)$, we have
\[
\lim_{t \to t_0} \| S(t)u - S(t_0)u \|_{W^{\alpha, \frac{d}{d}}} \lesssim \lim_{t \to t_0} \| S(t)u - S(t_0)u \|_{H^1} = 0.
\]
Moreover, since the embedding $H^{1+\alpha} \hookrightarrow H^1$ is compact, we have that $H^{1+\alpha} \hookrightarrow H^1 \hookrightarrow X^\alpha$ is compact as well, by composition. \qed

**Remark 2.3.** One might wonder if the definition of the space $X^\alpha$ is truly necessary, and if it would suffice to work with a standard Sobolev space instead. However, as it will be clear from the arguments in Section 3, any candidate space $X$ must satisfy the inequalities
\[
\| S(t)u \|_{L^6} \lesssim \| u \|_X \quad \text{and} \quad \| S(t)u \|_X \lesssim \| u \|_X.
\]
By the properties of the linear propagator for the wave equation, if we were to use standard Sobolev spaces, the second inequality would force $X = H^{\alpha'}$ for some $\alpha' \in \mathbb{R}$, and the first inequality then forces $\alpha' \geq \frac{5}{3}$. However, as already mentioned in the introduction, we expect the solution to (1.1) to be a relatively rough function, namely, $u \notin H^\alpha$ for every $\alpha \geq s$. Therefore, our space $X$ must be big enough to contain truly rough functions. By the same argument as in [24, Lemma 1.4], we have for every $0 < \alpha < 1$, that there exists $u_0 \in X^\alpha$ such that $u_0 \notin H^{\alpha_1}$, so at least from this point of view, the spaces $X^\alpha$ appear as a natural candidate for our well-posedness theory.

Similar to the spaces $\overline{X}^\alpha$ and $X^\alpha$, for $0 < \alpha < 1$, we define
\[
\overline{Z}^\alpha := \{ u \in H^\alpha : S(t)u \in C([0, +\infty); C^\alpha), \| S(t)u \|_{C^\alpha} \lesssim e^{-\frac{t}{\alpha}} \},
\]
and define $Z^\alpha$ to be the closure of trigonometric polynomials in $\overline{Z}$ under the norm
\[
\|u\|_{Z^\alpha} = \sup_{t \geq 0} e^{\frac{1}{8}t} \|S(t)u\|_{C^\alpha}.
\]
Now, $Z^\alpha$ is separable and is a Banach space (see [24, Lemma 1.2]) and clearly $Z^\alpha \hookrightarrow X^\alpha$.

Notice that, by definition of the operator $S(t)$ in (1.7) and of the Sobolev spaces $W^{\alpha,p}$, we have that
\[
\left\| \partial_t S(t)u \right\|_{W^{\alpha,q}} \lesssim \|S(t)u\|_{W^{\beta+1,q}}.
\]
Therefore, for $0 \leq t_1 \leq t_2$,
\[
\left\| (\nabla)^{-1} S(t_1) - S(t_2) \right\|_{W^{\beta,q}} \lesssim \sup_{t_1 \leq t \leq t_2} \|S(t)u\|_{W^{\beta,q}},
\]
and by interpolation, for every $0 < \theta < 1$ and $\varepsilon > 0$, we have that
\[
\left\| \frac{S(t_1) - S(t_2)}{|t_1 - t_2|^{\theta}} u \right\|_{W^{\beta,q}} \lesssim \sup_{t_1 \leq t \leq t_2} \|S(t)u\|_{W^{\beta+\theta,q}},
\]
\[
\left\| \frac{S(t_1) - S(t_2)}{|t_1 - t_2|^{\theta}} u \right\|_{C^\beta} \lesssim \sup_{t_1 \leq t \leq t_2} \|S(t)u\|_{C^{\beta+\theta+\varepsilon}}.
\]

We have the following compactness property.

**Lemma 2.4.** Let $0 < \alpha < \sigma < 1$. Then, the embedding $Z^\alpha \hookrightarrow X^\alpha$ is compact.

**Proof.** Let $\{u_n\}_{n \in \mathbb{N}}$ be a sequence in $Z^\alpha$ such that $\sup_{n \in \mathbb{N}} \|u_n\|_{Z^\alpha} \leq C$. Then, we have
\[
\sup_{n \in \mathbb{N}} \|S(t)u_n\|_{C^\sigma} \leq Ce^{\frac{1}{8}t},
\]
for every $t \geq 0$. By compactness of the embedding $C^\sigma \hookrightarrow W^{\alpha,\frac{2}{\alpha}}$, for every $t \geq 0$, there exists $v(t) \in W^{\alpha,\frac{2}{\alpha}}$ such that, up to subsequences, $S(t)u_n$ converges to $v(t)$ in $W^{\alpha,\frac{2}{\alpha}}$. Now, by (2.2) and (2.7), we have
\[
\|u_n\|_{H^\sigma} \lesssim e^{\frac{1}{8}t} \|S(1)u_n\|_{H^\sigma} \lesssim e^{\frac{1}{8}t} C,
\]
and hence, up to further subsequences, there exists $u \in H^\sigma$ such that $u_n \rightharpoonup u$ in $H^\sigma$ and thus, also $S(t)u_n \rightharpoonup S(t)u$ in $H^\sigma$, for every $s \leq \sigma$ and $t \geq 0$. Note that (2.8) implies
\[
\|u\|_{H^\sigma} \lesssim e^{\frac{1}{8}t} C.
\]
Meanwhile, from (2.7), there exists $w(t) \in C^\sigma$ such that, up to further subsequences, $S(t)u_n$ converges in the weak-* topology to $w(t)$ in $C^\sigma$ and thus also converges weakly in $H^\sigma$. Identifying limits implies $v(t) = w(t) = S(t)u$ and thus $S(t)u \in C^\sigma$ and $S(t)u_n$ converges to $S(t)u$ in $W^{\alpha,\frac{2}{\alpha}}$. By weak-* lower semicontinuity of $C^\sigma$, we also have
\[
\|S(t)u\|_{C^\sigma} \leq Ce^{-\frac{1}{8}t}.
\]
for any $t \geq 0$. It remains to show $u \in X^\alpha$ and $u_n \rightharpoonup u$ in $X^\alpha$. By interpolation, (2.6), (2.7), (2.8), (2.9) and (2.10), for any $t_2 \geq t_1 > 0$,
\[
\|S(t_2)u - S(t_1)u\|_{W^{\alpha,\frac{2}{\alpha}}} \lesssim \|S(t_2)u - S(t_1)u\|_{C^\sigma}^{1-\alpha} \|S(t_2)u - S(t_1)u\|_{H^\sigma}^\alpha
\]
\[
\lesssim C^{1-\alpha}|t_2 - t_1|^{\alpha} \|u\|_{H^\sigma+\varepsilon}^\alpha
\]
\[
\lesssim C|t_2 - t_1|^\varepsilon,
\]
where \(0 < \varepsilon < \sigma - \alpha\). This shows that \(S(t)u \in C([0, +\infty); \mathcal{W}^{\alpha, \frac{2}{\alpha}})\). Applying this same reasoning to \(\{S(t)u_n\}_{n \in \mathbb{N}}\), we get

\[
\sup_{n \in \mathbb{N}} \|S(t_2)u_n - S(t_1)u_n\|_{\mathcal{W}^{\alpha, \frac{2}{\alpha}}} \lesssim C|t_2 - t_1|^{\varepsilon/\alpha},
\]

which implies that \(S(t)u_n\) converges to \(S(t)u\) in \(\mathcal{W}^{\alpha, \frac{2}{\alpha}}\) uniformly on compact sets. Now for any fixed \(T > 0\), \((2.7), (2.8), (2.9)\) and \((2.10)\) imply

\[
e^T\|S(t)u_n - S(t)u\|_{\mathcal{W}^{\alpha, \frac{2}{\alpha}}} \\
\lesssim e^T \sup_{\tau \in [0, T]} \|S(t)u_n - S(t)u\|_{\mathcal{W}^{\alpha, \frac{2}{\alpha}}} + \sup_{t \in (T, +\infty)} e^T\|S(t)u_n - S(t)u\|_{\mathcal{W}^{\alpha, \frac{2}{\alpha}}} \\
\lesssim e^T \sup_{\tau \in [0, T]} \|S(t)u_n - S(t)u\|_{\mathcal{W}^{\alpha, \frac{2}{\alpha}}} + Ce^{-\frac{3\alpha T}{4}}.
\]

Thus, taking \(T \gg 1\) and \(n \gg 1\) sufficiently large, depending on \(T\), the above shows that \(u_n \to u\) in \(X^\alpha\), which completes the proof. \(\square\)

**Lemma 2.5.** For any \(u_0 \in X^\alpha\), let

\[
O_{u_0} := \{S(t)u_0 : t \geq 0\} \cup \{0\} \subset X^\alpha.
\]

Then \(O_{u_0}\) is compact in \(X^\alpha\).

**Proof.** We first show that the map \(t \mapsto S(t)u_0\) is continuous in \(t\). If \(u_0\) is a trigonometric polynomial, this follows easily from the embedding \(\mathcal{H}^1 \hookrightarrow X^\alpha\). If \(u_0\) is not a trigonometric polynomial, we take a sequence of trigonometric polynomials \(u_n\) which is converging to \(u_0\) in \(X^\alpha\). Notice that trigonometric polynomials are dense in \(X^\alpha\) by definition. For \(t_1, t_2 \geq 0\), using \((2.4)\), we have

\[
\|S(t_1)u_0 - S(t_2)u_0\|_{X^\alpha} \\
\leq \|S(t_1)u_n - S(t_2)u_n\|_{X^\alpha} + \|S(t_1)(u_0 - u_n)\|_{X^\alpha} + \|S(t_2)(u_0 - u_n)\|_{X^\alpha} \\
\leq \|S(t_1)u_n - S(t_2)u_n\|_{X^\alpha} + 2\|u_0 - u_n\|_{X^\alpha}.
\]

Therefore,

\[
\lim_{n \to \infty} \sup_{t_2 \to t_1} \|S(t_1)u_0 - S(t_2)u_0\|_{X^\alpha} \leq 2\|u_0 - u_n\|_{X^\alpha} \to 0
\]
as \(n \to \infty\).

We now move to proving compactness of \(O_{u_0}\). We notice that \(O_{u_0}\) is the image of the interval \([0, 1]\) under the map

\[
g(\tau) = \begin{cases} 
S\left(\tan\left(\frac{\pi \tau}{2}\right)\right)u_0 & \text{if } 0 \leq \tau < 1, \\
0 & \text{if } \tau = 1.
\end{cases}
\]

Therefore, it is enough to show that \(g\) is continuous. Continuity for \(0 \leq \tau < 1\) follows from the continuity of \(t \mapsto S(t)u_0\). Continuity in \(\tau = 1\) follows from the estimate

\[
\|S(t)u_0\|_{X^\alpha} \leq e^{-\frac{3\alpha T}{4}}\|u_0\|_{X^\alpha} \to 0
\]
as \(t \to \infty\). \(\square\)
2.2. The stochastic convolution. In this section, we establish regularity properties of the stochastic convolution $\mathcal{I}_t(\xi)$. To this end, we will use the following result, a proof of which can be found in \cite[Proposition A.3.1 and A.3.2]{25}.

**Proposition 2.6.** Let $M = \mathbb{T}^d \times \mathbb{R}^{d-k}$ and $X$ be a distribution-valued random variable on $\mathbb{R}^t \times M$. Let $I \subset \mathbb{R}$ be a closed interval and let $B \subset M$ be a ball of radius 1. Suppose the following statement holds:

(i) there exist constants $A_B, C_p > 0$, independent of $t \in I$, and $s \in \mathbb{R}$ such that for every test function $\phi : M \to \mathbb{R}$ supported in $B$, we have

\[
\mathbb{E}[\langle X(t), \phi \rangle^p] \leq A_B^p \|\phi\|^p_{H^{-s}},
\]

\[
\mathbb{E}[\langle X(t), \phi \rangle^p] \leq C_p^p \mathbb{E}[\|X(t), \phi\|^2]^\frac{p}{2},
\]

for every $p \geq 2$.

Then, for every compact $K \subset M$, for every $\varepsilon > 0$ and for each fixed $t \in I$, $X(t) \in C^{s-\frac{d}{2}-\varepsilon}(K)$ almost surely. Suppose, in addition, the following holds:

(ii) there exist $0 < \theta < 1$ and constants $\tilde{A}_B, \tilde{C}_p > 0$, independent of $t \in I$, and $s \in \mathbb{R}$ such that for every test function $\phi : M \to \mathbb{R}$ supported in $B$ and for every $t_1, t_2 \in I$ such that $t_1 \leq t_2$, we have

\[
\mathbb{E}[\langle X(0), \phi \rangle^p] \leq \tilde{A}_B^p \|\phi\|^p_{H^{-s}},
\]

\[
\mathbb{E}[\langle X(0), \phi \rangle^p] \leq \tilde{C}_p^p \mathbb{E}[\|X(0), \phi\|^2]^\frac{p}{2},
\]

\[
\mathbb{E}[\|X(t_2) - X(t_1), \phi\|^p] \leq \tilde{A}_B^p \|t_2 - t_1\|^{2\theta} \|\phi\|^2_{H^{-s}},
\]

\[
\mathbb{E}[\|X(t_2) - X(t_1), \phi\|^p] \leq \tilde{C}_p^p \mathbb{E}[\|X(t_2) - X(t_1), \phi\|^2]^\frac{p}{2},
\]

for every $p \geq 2$.

Then, for every compact $K \subset M$ and $\varepsilon > 0$, $X \in C(I; C^{s-\frac{d}{2}-\varepsilon}(K))$ almost surely. Moreover, if $X$ is supported in a single ball, then we have

\[
\mathbb{E} \left[ \left\|X \right\|^p_{C^{s-\frac{d}{2}-\varepsilon}(K)} \right] \leq C \tilde{A}_B
\]

(2.18)

for every $p > \frac{2d}{\varepsilon}$, where $C$ depends only on $p$ and $|I|$, the length of the interval $I$.

The space-time white noise $\xi$ is the random distribution such that $\{\langle \xi, \phi \rangle\}_{\phi \in L^2(\mathbb{R} \times \mathbb{T}^d)}$ is a family of centred Gaussian random variables with variance $\|\phi\|^2_{L^2(\mathbb{R} \times \mathbb{T}^d)}$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and with the property that

\[
\mathbb{E}[\langle \xi, \phi \rangle \langle \xi, \psi \rangle] = \langle \phi, \psi \rangle_{L^2(\mathbb{R} \times \mathbb{T}^d)}
\]

(2.19)

for any $\phi, \psi \in L^2(\mathbb{R} \times \mathbb{T}^d)$. For $t \geq 0$, we set $\tilde{\mathcal{F}}_t = \sigma\{\langle \xi, \phi \rangle : \phi_{(t, +\infty) \times \mathbb{T}^d} \equiv 0, \phi \in L^2(\mathbb{R} \times \mathbb{T}^d)\}$ and we denote by $\{\mathcal{F}_t\}_{t \geq 0}$ the usual augmentation of the filtration $\{\tilde{\mathcal{F}}_t\}_{t \geq 0}$ (see \cite[p. 45]{22}).

We now verify the regularity properties of the stochastic convolution $\mathcal{I}_t(\xi)$. In order to contain $\mathcal{I}_t(\xi)$ within the space $X^{\alpha}$, we will further restrict to $0 < \alpha < s \wedge \frac{1}{2}$.

**Proposition 2.7.** For every $\alpha < s$,

\[
\mathcal{I}_t(\xi) \in C([0, +\infty); C^{\alpha}(\mathbb{T}^d))
\]
almost surely. In particular, $\mathbf{1}_t(\xi) \in C([0, +\infty); W^{\alpha,p}(T^2))$ for any $1 \leq p \leq \infty$, almost surely.

Proof. We verify conditions (i) and (ii) in Proposition 2.4 for $\pi_1 \mathbf{1}_t(\xi)$ and $\pi_2 \mathbf{1}_t(\xi)$. For any test function $\phi$ and $0 \leq t_1 \leq t_2 \leq T$, $\langle \pi_j \mathbf{1}_t(\xi), \phi \rangle$ and $\langle \pi_j (\mathbf{1}_{t_2}(\xi) - \mathbf{1}_{t_1}(\xi)), \phi \rangle$, $j = 1, 2$, are Gaussian and hence satisfy (2.13) and (2.17) with $C_p = \tilde{C}_p = (p - 1)\frac{1}{2}$. As $\mathbf{1}_0(\xi) = 0$, (2.14) and (2.15) hold trivially. It remains to verify (2.12) and (2.16). We begin with the former.

Fix $t > 0$ and let $\phi_1$ and $\phi_2$ be test functions with support in a ball $B$ of radius 1 and let $\phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix}$. Then, from (1.9), we have

$$\langle \mathbf{1}_t(\xi), \phi \rangle_{L^2_\xi} = \sqrt{2} \langle \xi(t'), 1_{0 \leq t' \leq t} \rangle \langle \nabla \rangle^{-s} \pi_2 S(t - t')^s \phi \rangle_{L^2_\xi}.$$ 

Thus, by (2.19),

$$\mathbb{E}[|\langle \mathbf{1}_t(\xi), \phi \rangle_{L^2_\xi}|^2] = 2 \int_0^t \|\langle \nabla \rangle^{-s} \pi_2 S(t - t')^s \phi \|_{L^2_\xi}^2 dt' = 2 \int_0^t e^{-(t-t')} \left\| \frac{\sin((t-t')(\nabla))}{\langle \nabla \rangle} \langle \nabla \rangle^{-s} \phi_1 + \left( \cos((t-t')(\nabla)) - \frac{\sin((t-t')(\nabla))}{2\langle \nabla \rangle} \right) \langle \nabla \rangle^{-s} \phi_2 \right\|_{L^2_\xi}^2 dt' \leq C(\|\phi_1\|^2_{H^{-\theta-s}} + \|\phi_2\|^2_{H^{-\theta-s}}),$$

where the constant $C$ is independent of $t > 0$. By setting $\phi_2 \equiv 0$, we obtain (2.12) for $\pi_1 \mathbf{1}_t(\xi)$ which shows $\pi_1 \mathbf{1}_t(\xi) \in C^{s-\theta}(T^2)$, for any fixed $t > 0$. By setting $\phi_1 \equiv 0$, we obtain (2.12) for $\pi_2 \mathbf{1}_t(\xi)$ which shows $\pi_2 \mathbf{1}_t(\xi) \in C^{-1+s-\theta}(T^2)$, for any fixed $t > 0$. We now establish the temporal regularity of $\mathbf{1}_t(\xi)$; namely, we verify (2.16). Let $0 \leq t_1 \leq t_2$ and $\phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix}$ where $\phi_1, \phi_2$ are test functions with support in $B$. We have

$$\langle \mathbf{1}_{t_2}(\xi) - \mathbf{1}_{t_1}(\xi), \phi \rangle_{L^2_\xi} = \langle \xi, 1_{t_1 \leq t \leq t_2} \rangle \langle \nabla \rangle^{-s} \pi_2 S(t_2 - t')^s \phi \rangle_{L^2_\xi} \quad + \langle \xi, 1_{0 \leq t \leq t_1} \rangle \langle \nabla \rangle^{-s} \pi_2 S(t_2 - t')^s \pi_2 S(t_1 - t')^s \phi \rangle_{L^2_\xi}. \quad (2.20)$$

Note that the test functions in the two terms on the right hand side of (2.20) have (essentially) disjoint supports in time. Thus, (2.19), (2.20) and (2.5) imply

$$\mathbb{E}[|\langle \mathbf{1}_{t_2}(\xi) - \mathbf{1}_{t_1}(\xi), \phi \rangle_{L^2_\xi}|^2] = \int_{t_1}^{t_2} \|\langle \nabla \rangle^{-s} \pi_2 S(t_2 - t')^s \phi \|_{L^2_\xi}^2 dt$$

$$+ \int_0^{t_1} \|\langle \nabla \rangle^{-s} \pi_2 S(t_2 - t)^s - \pi_2 S(t_1 - t)^s \phi \|^2_{L^2_\xi} dt \leq |t_2 - t_1| \|\phi_1\|^2_{H^{-\theta-s}} + \|\phi_2\|^2_{H^{-\theta-s}} + |t_2 - t_1| 2^\theta (\|\phi_1\|^2_{H^{-1-s+\theta}} + \|\phi_2\|^2_{H^{-s+\theta}}) \quad (2.21)$$

Hence, putting $\phi_2 = 0$ (respectively, $\phi_1 = 0$), we obtain for $\theta \leq \frac{1}{2}$,

$$\mathbb{E}[|\langle \pi_1 \mathbf{1}_{t_2}(\xi) - \pi_1 \mathbf{1}_{t_1}(\xi), \phi_1 \rangle|^2] \leq |t_2 - t_1| 2^\theta \|\phi_1\|^2_{H^{-1-s+\theta}},$$

$$\mathbb{E}[|\langle \pi_2 \mathbf{1}_{t_2}(\xi) - \pi_2 \mathbf{1}_{t_1}(\xi), \phi_2 \rangle|^2] \leq |t_2 - t_1| 2^\theta \|\phi_2\|^2_{H^{-s+\theta}},$$
which imply
\[ \pi_1 I_t(\xi) \in C([0, +\infty); C_{\alpha-th-\varepsilon}(\mathbb{T}^2)) \quad \text{and} \quad \pi_2 I_t(\xi) \in C([0, +\infty); C_{-1-\alpha-th-\varepsilon}(\mathbb{T}^2)) \]
for any \( 0 < \theta \leq \frac{1}{2} \).

\[ \square \]

**Proposition 2.8.** Let \( 0 < \alpha < s \). Then,
\[ I_t(\xi) \in C([0, +\infty); Z^\alpha) \subset C([0, +\infty); X^\alpha) \]
almost surely. In particular,
\[ \sup_{\tau \geq 0} e^{\tau} \| S(\tau) I_t(\xi) \|_{C^\alpha} < +\infty \]
almost surely for every \( t > 0 \) and for any \( 1 \leq p < +\infty \). Moreover, for every \( t > 0 \),
\[ \mathbb{E}[\| I_t(\xi) \|_{L^p_{Z^\alpha}}]^\frac{1}{p} \leq C_p, \quad (2.22) \]
where \( C_p > 0 \) is independent of \( t \).

**Proof.** We begin with showing, for any fixed \( t > 0 \), \( I_t(\xi) \in Z^\alpha \). The argument here follows \[25\] Proposition 2.2.3. Fix \( t \geq 0, T \geq 1 \) and let \( t_1, t_2 \in [T - 1, T] \) such that \( t_1 \leq t_2 \). Then, we have
\[ \mathbb{E}[\| (S(t_2) I_t(\xi) - S(t_1) I_t(\xi), \phi \|)^2] \]
\[ = 2\mathbb{E}[\int_0^T \langle \xi(t'), \nabla \rangle^{-s} \pi_2(S(t + t_2 - t')^* - S(t + t_1 - t')^*) \phi \rangle dt'] \]
\[ = \int_0^T \| \nabla \rangle^{-s} \pi_2(S(t + t_2 - t')^* - S(t + t_1 - t')^*) \phi \|^2_{L^2} dt' \]
\[ \lesssim e^{-T} \int_0^T e^{-(t-t')} |t_2 - t_1|^{2\theta}(\| \phi_1 \|^2_{H_{-1-s}+\alpha} + \| \phi_2 \|^2_{H_{-s}+\alpha}) dt' \]
\[ \lesssim e^{-T} |t_2 - t_1|^{2\theta}(\| \phi_1 \|^2_{H_{-1-s}+\alpha} + \| \phi_2 \|^2_{H_{-s}+\alpha}). \]

Given any \( \phi = \left( \begin{array}{c} \phi_1 \\ \phi_2 \end{array} \right) \), where \( \phi_1 \) and \( \phi_2 \) are test functions with support in a ball of unit radius, we have
\[ \mathbb{E}[\| (S(T-1) I_t(\xi), \phi \|)^2] = \mathbb{E}[\| I_t(\xi), S(T-1)^* \phi \|)^2] \]
\[ = \| \pi_1 S(T-1)^* \phi \|^2_{H_{-1-s}} + \| \pi_2 S(T-1)^* \phi \|^2_{H_{-s}} \]
\[ \lesssim e^{-T}(\| \phi_1 \|^2_{H_{-1-s}+\alpha} + \| \phi_2 \|^2_{H_{-s}+\alpha}). \]

Thus, by Proposition \[2.0\] we have
\[ S(\tau) I_t(\xi) \in C_\tau([T - 1, T]; C^\alpha) \quad (2.23) \]
for every \( t \geq 0 \). From \[2.18\], we have
\[ \mathbb{E}[\| S(\tau) I_t(\xi) \|^p_{C_\tau([T-1,T];C^\alpha)}]^{\frac{1}{p}} \lesssim e^{-\frac{T}{p}} \quad (2.24) \]
for \( p \) sufficiently large, which by Chebyshev’s inequality implies
\[ \mathbb{P}(\| S(\tau) I_t(\xi) \|_{C_\tau([T-1,T];C^\alpha)} > e^{-\frac{T}{p}}) \lesssim e^{-\frac{T}{p}}. \]
This is summable over \( T \in \mathbb{N} \) so that by the Borel-Cantelli lemma, we have
\[
\limsup_{T \to \infty} e^{\frac{T}{p}} \| S(\tau) \mathbf{t}_t(\xi) \|_{C_r([T-1,T];C^\alpha)} \leq 1.
\]
Then, (2.23) implies
\[
\sup_{T \in \mathbb{N}} e^{\frac{T}{p}} \| S(\tau) \mathbf{t}_t(\xi) \|_{C_r([T-1,T];C^\alpha)} < +\infty
\]
and hence, \( \mathbf{t}_t(\xi) \in Z^\alpha \). Furthermore, by (2.24) and Minkowski’s inequality, we have
\[
\mathbb{E} \left[ \| \mathbf{t}_t(\xi) \|_{Z^\alpha}^p \right] \leq \sum_{T \in \mathbb{N}} \mathbb{E} \left[ \left( \sup_{\tau \in [T-1,T]} e^{\frac{\tau}{p}} \| S(\tau) \mathbf{t}_t(\xi) \|_{C^\alpha} \right)^p \right]^{\frac{1}{p}} \leq \sum_{T \in \mathbb{N}} Ce^{-\frac{2T}{p}} \leq C,
\]
which verifies (2.22). Now we show \( \mathbf{t}_t(\xi) \in C([0, +\infty); Z^\alpha) \). We fix \( T \geq 1 \), let \( \tau_1, \tau_2 \in [T-1, T] \) and \( t_2 \geq t_1 \geq 0 \). Following the same lines as above and using the computations as in (2.21), we have
\[
\mathbb{E} \left[ \| \langle S(T-1)\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi) \rangle - S(\tau_1)(\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi)), \phi \| \right]^2
\neq \mathbb{E} \left[ \| \mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi), S(T-1)^*\phi \| \right]^2
\leq |t_2 - t_1|^{2\theta} \left( \| \pi_1 S(T-1)^*\phi \|_{H^{-1-s+\theta}} + \| \pi_2 S(T-1)^*\phi \|_{H^{-1-s+\theta}} \right)
\leq e^{-T} |t_2 - t_1|^{2\theta} \left( \| \phi_1 \|_{H^{-1-s+\theta}} + \| \phi_2 \|_{H^{-1-s+\theta}} \right).
\]
Also,
\[
\mathbb{E} \left[ \| \langle S(\tau_2)\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi) \rangle - S(\tau_1)(\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi)), \phi \| \right]^2
\leq \int_{t_1}^{t_2} \| \langle \nabla \rangle^{-s} \pi_2 (S(\tau_2 + t_2 - t') - S(\tau_1 + t_2 - t'))^* \phi \|_{L^2} \, dt'
+ \int_0^{t_1} \| \langle \nabla \rangle^{-s} \pi_2 (S(\tau_2 + t_2 - t') - S(\tau_1 + t_1 - t'))^* \phi \|_{L^2} \, dt'
=: I + II.
\]
By (2.3), we have
\[
I \lesssim e^{-T} |\tau_2 - \tau_1|^{2\theta} \left( \int_{t_1}^{t_2} e^{-(t_2-t')} \, dt' \right) \| \phi \|_{H^{-1-s+\theta}}^2 \lesssim e^{-T} |\tau_2 - \tau_1|^{2\theta} |t_2 - t_1|^{2\theta} \| \phi \|_{H^{-1-s+\theta}}^2.
\]
By similar computations but using the double mean value theorem (see [7] Lemma 2.3), we obtain
\[
II \lesssim e^{-T} |\tau_2 - \tau_1|^{2\theta} |t_2 - t_1|^{2\theta} \| \phi \|_{H^{-1-s+2\theta}}^2,
\]
and thus,
\[
\mathbb{E} \left[ \| \langle S(\tau_2)\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi) \rangle - S(\tau_1)(\mathbf{t}_{t_2}(\xi) - \mathbf{t}_{t_1}(\xi)), \phi \| \right]^2
\lesssim e^{-T} |\tau_2 - \tau_1|^{2\theta} |t_2 - t_1|^{2\theta} \| \phi \|_{H^{-1-s+2\theta}}^2.
\]
We let
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We have the following local well-posedness result for the

\[ \text{Well-posedness theory for (SDNLW).} \]

Throughout the rest of this article, we fix the value of \( \alpha \in (0, s \wedge \frac{1}{2}) \).

3. Well-posedness theory for (SDNLW)

3.1. Local well-posedness. We have the following local well-posedness result for the equation (1.1).

**Proposition 3.1.** Let \( N \in \mathbb{N}, s > 0, \gamma \in \mathbb{R} \) and \( u_0 \in X^\alpha \). Then, the equations

\[
\begin{align*}
\mathbf{v}(t) &= S(t)v_0 - \int_0^t S(t - t') \left( N_\gamma [\pi_1 (S(t')u_0 + \mathbf{t}_{t'}(\xi) + \mathbf{v}(t'))] \right) dt', \\
\mathbf{v}_N(t) &= S(t)v_0 - \int_0^t S(t - t') P_{\leq N} \left( N_\gamma [\pi_1 P_{\leq N} (S(t')u_0 + \mathbf{t}_{t'}(\xi) + \mathbf{v}_N(t'))] \right) dt'.
\end{align*}
\]

are almost surely locally well-posed in \( H^1(T^2) \) in the following sense: For every \( v_0 \in H^1 \), there exists \( T(\|v_0\|_{H^1}, \|u_0\|_{X^\alpha}, \|\mathbf{t}_t(\xi)\|_{C([0,1],W^{\alpha,0})}) > 0 \) such that there exists a unique solution \( \mathbf{v}_N(t; v_0, u_0, \xi) \in C_t H^1 \) and \( \mathbf{v}(t; v_0, u_0, \xi) \in C_t H^1 \), to (3.2) and (3.1), respectively on a maximal time interval \([0, T^*(v_0, u_0, \xi)) \), \([0, T_N^*(v_0, u_0, \xi)) \) respectively, with \( T^*, T_N^* > T \) almost surely. Moreover, we have the following blow-up criterion: if \( T^* < +\infty \), then

\[ \lim_{t \to T^*} \| \mathbf{v}(t) \|_{H^1} = +\infty, \]

or if \( T_N^* < +\infty \), then

\[ \lim_{t \to T_N^*} \| \mathbf{v}_N(t) \|_{H^1} = +\infty. \]

**Proof.** We let

\[
\begin{align*}
\mathbf{G}[\mathbf{v}(t)] &= S(t)v_0 - \int_0^t S(t - t') (v(t')^3 + Q(v(t'))) dt', \\
\mathbf{G}_N[\mathbf{v}_N(t)] &= S(t)v_0 - \int_0^t S(t - t') P_{\leq N} \left( (P_{\leq N}v_N(t'))^3 + Q_N(P_{\leq N}v_N(t')) \right) dt'.
\end{align*}
\]
where $Q_N$ is the quadratic polynomial
\[ Q_N(x) = a_N x^2 + b_N x + c_N, \]  
and we define
\[ a_N = a_N(t) = 3u_{0,N} + 3\pi_1 t_N^1(\xi), \]
\[ b_N = b_N(t) = 3(u_{0,N}^2 + 2u_{0,N}\pi_1 t_N^1(\xi) + :\langle t_N^1(\xi)\rangle^2 :\gamma), \]
\[ c_N = c_N(t) = u_{0,N}^3 + 3u_{0,N}^2\pi_1 t_N^1(\xi) + 3u_{0,N} :\langle t_N^1(\xi)\rangle^2 :\gamma + :\langle t_N^1(\xi)\rangle^3 :\gamma, \]
where we have also defined
\[ u_{0,N} = \pi_1 P_{\leq N}(S(t)u_0), \]
\[ t_N^1(\xi) = \pi_1 P_{\leq N} t_t(\xi), \]
\[ :\langle t_N^1(\xi)\rangle^2 :\gamma = (\pi_1 P_{\leq N} t_t(\xi))^2 - \gamma, \]
\[ :\langle t_N^1(\xi)\rangle^3 :\gamma = (\pi_1 P_{\leq N} t_t(\xi))^3 - 3\gamma \pi_1 P_{\leq N} t_t(\xi). \]

The above definitions clearly extend to the case when $N = +\infty$ in view of the notation $P_{\leq +\infty} = \operatorname{Id}$.

From the boundedness of $P_{\leq N}$ and Young’s inequality, for any $t \in [0,1]$, we have
\[ \|a_N(t)\|_{L^2} \lesssim \|u_0\|_{X^\alpha} + \|t_N^1(\xi)\|_{W^{\alpha,0}}, \]
\[ \|b_N(t)\|_{L^2} \lesssim \|u_0\|^3_{X^\alpha} + \|t_N^1(\xi)\|^2_{W^{\alpha,0}} + \|:\langle t_N^1(\xi)\rangle^2 :\gamma\|_{L^2}, \]
\[ \|c_N(t)\|_{L^2} \lesssim \|u_0\|^3_{X^\alpha} + \|t_N^1(\xi)\|^3_{W^{\alpha,0}} + \|:\langle t_N^1(\xi)\rangle^3 :\gamma\|_{L^2}. \]

We will show $T$ and $T_N$ are strict contractions on a ball
\[ B_R = \{ u : \|u\|_{C([0,T];H^1)} \leq R \} \subset C([0,T];H^1) \]
for a time $T(\|v_0\|_{H^1}, \|u_0\|_{X^\alpha}, \|t_t(\xi)\|_{C([0,1];W^{\alpha,0})})$ which is positive almost surely. For $v \in B_R$, the boundedness of $S(t)$ on $H^1$, $P_{\leq N}$ on $H^1$ and $L^3$, Sobolev embeddings and (3.7), (3.8) and (3.9) imply
\[ \|T[v_N(t)]\|_{H^1} \leq \|v_0\|_{H^1} + T \sup_{0 \leq t \leq T} \left( \frac{0}{(P_{\leq N}v_N(t'))^3 + Q_N(P_{\leq N}v_N(t'))} \right)_{H^1} \]
\[ \leq \|v_0\|_{H^1} + T \sup_{0 \leq t \leq T} \|\langle P_{\leq N}v_N(t')\rangle^3 + Q_N(P_{\leq N}v_N(t'))\|_{L^2} \]
\[ \leq \|v_0\|_{H^1} + T \sup_{0 \leq t \leq T} \left( \|v_N\|^3_{H^1} + \|a_N\|_{L^6} \|v_N\|^2_{H^1} + \|b_N\|_{L^3} \|v_N\|_{H^1} + \|c_N\|_{L^2} \right) \]
\[ \leq \|v_0\|_{H^1} + T \sup_{0 \leq t \leq T} \left( \|a_N\|^3_{L^6} + \|b_N\|^3_{L^3} + \|c_N\|_{L^2} \right) + TR^3 \]
\[ \leq \|v_0\|_{H^1} + T \left( \|u_0\|^3_{X^\alpha} + \|t_t(\xi)\|^3_{C([0,1];W^{\alpha,0})} + :\langle t_N^1(\xi)\rangle^2 :\gamma\|_{C([0,1];L^3)} \right) + TR^3. \]
Thus, choosing $R = 2C(1 + \|v_0\|_{\mathcal{H}^1})$ and
\[
T < 1 \wedge R[2C(\|u_0\|_{X^\alpha}^3 + \|\mathfrak{f}(\xi)\|_{C([0,1];W^{\alpha,6})}^3) + \|:((\mathfrak{f}^N(\xi))^2 \gamma C([0,1];L^3) + \|:((\mathfrak{f}^N(\xi))^3 : \gamma C([0,1];L^2) + R^3)]^{-1},
\]
shows $\Gamma$ maps $B_R$ into itself. For $v_N, w_N \in B_R$ with $v_N(0) = w_N(0) = v_0$, (3.7) and (3.8) yield
\[
\|\Gamma[v_N(t)] - \Gamma[w_N(t)]\|_{\mathcal{H}^1} 
\leq T \sup_{0 \leq t \leq T} \left\| \left( P_{\leq N} v_N(t')^3 + Q_N(P_{\leq N} v_N(t')) - (P_{\leq N} w_N(t'))^3 - Q_N(P_{\leq N} w_N(t')) \right) \right\|_{\mathcal{H}^1} 
\leq T \sup_{0 \leq t \leq T} \| (P_{\leq N} v_N(t')^3 + Q_N(P_{\leq N} v_N(t') - (P_{\leq N} w_N(t'))^3 - Q_N(P_{\leq N} w_N(t'))) \|_{L^2} 
\leq T \sup_{0 \leq t \leq T} (\|v_N\|_{\mathcal{H}^1}^2 + \|w_N\|_{\mathcal{H}^1}^2 + \|a_N\|_{L^6} (\|v_N\|_{\mathcal{H}^1} + \|w_N\|_{\mathcal{H}^1}) + \|b_N\|_{L^3}) \|v_N - w_N\|_{\mathcal{H}^1} 
\leq T(R^2 + \|u_0\|_{X^\alpha}^3 + \|\mathfrak{f}(\xi)\|_{C([0,1];W^{\alpha,6})}^2 + \|((\mathfrak{f}^N(\xi))^2 : \gamma C([0,1];L^3)) \|v_N - w_N\|_{C([0,T];\mathcal{H}^1)}.
\]
Thus reducing $T$ further, if necessary, we have
\[
\|\Gamma[v_N(t)] - \Gamma[w_N(t)]\|_{C([0,T];\mathcal{H}^1)} \leq \frac{1}{2} \|v_N - w_N\|_{C([0,T];\mathcal{H}^1)}.
\]
\[
\square
\]

**Remark 3.2.** Following the argument in [12], we expect to be able to extend the local well-posedness statement to $v \in \mathcal{H}^\sigma, \sigma > \frac{1}{2}$. However, in view of the global well-posedness result given by Proposition 3.5, we decided not to pursue this improvement, since we will always work with $v \in \mathcal{H}^1$.

We also have the following continuity and convergence results, the proofs of which follow from Proposition 3.1 and standard arguments. See for instance the proofs of Proposition 3.2 and Lemma 3.3 in [24].

**Lemma 3.3.** Given $u_0 \in X^\alpha$, let $v(u_0)$ denote the solution to (1.11) on the time interval $[0, T^*)$ and let $T < T^*$. Then, there exists a neighbourhood $U \subset X^\alpha$ of $u_0$ such that for every $\tilde{u}_0 \in U$, $v(\tilde{u}_0)$ is the solution to (1.11) on $[0, T]$ and we have
\[
\lim_{\|\tilde{u}_0 - u_0\|_{X^\alpha} \to 0} \|v(\tilde{u}_0) - v(u_0)\|_{C([0,T];\mathcal{H}^1)} = 0.
\]

**Lemma 3.4.** Let $v_0 \in \mathcal{H}^1, u_0 \in X^\alpha$ and $v_N$ the solution to (3.2). Suppose
\[
\sup_{N \in \mathbb{N}} \sup_{0 \leq t \leq T} \|v_N(t)\|_{\mathcal{H}^1} \leq K < +\infty.
\]
Then, the solution $v$ to (3.1) satisfies $T^* \geq T$, 
\[
\sup_{0 \leq t \leq T} \|v(t)\|_{\mathcal{H}^1} \leq K,
\]
and
\[
\lim_{N \to \infty} \|v - v_N\|_{C([0,T];\mathcal{H}^1)} = 0.
\]
3.2. Global well-posedness. For fixed $N \in \mathbb{N} \cup \{0\}$, let $v_N$ be a solution to (1.18) and write $v_N = \left( \frac{u_N}{\partial_t v_N} \right)$. The goal in this section is to prove the following result:

**Proposition 3.5.** Let $N \in \mathbb{N}$ and $v_N$ solve (1.18). Then, for $0 < \alpha < s \wedge \frac{1}{3}$, we have

$$
\|v_N(t)\|_{\dot{H}^1}^2 \lesssim \eta(t; \|u_0\|_{X^\alpha}) \left(1 + \|P_{\leq N} u_0\|_{X^\alpha}^{13} + \|\pi_1 P_{\leq N} v_t\|_{L^6}^6 \right)
+ \int_0^t e^{-c(t-t')} \left(\|P_{\leq N} v_t\|_{W^{0, \frac{3}{8}}}^8 + \|P_{\leq N} v_t\|_{L^4}^7 \gamma_1^2 + \|P_{\leq N} v_t\|_{L^2}^2 \right) dt',
$$

which is finite almost surely, where for some $c > 0$,

$$
\eta(t; \|u_0\|_{X^\alpha}) := e^{32C|\|u_0\|_{X^\alpha}} 1_{\{t \leq \tau\}} + (e^{32C\|u_0\|_{X^\alpha} - ct} + 1) \mathbf{1}_{\{t > \tau\}},
$$

and $\tau = \tau(\|u_0\|_{X^\alpha}) := 8 \log (20C \|u_0\|_{X^\alpha} \vee 10)$. Furthermore, denoting $v$ the solution to (1.11), then $v$ exists on $[0, \infty)$, and satisfies

$$
\|v(t)\|_{\dot{H}^1}^2 \lesssim \eta(t; \|u_0\|_{X^\alpha}) \left(1 + \|u_0\|_{X^\alpha}^{13} + \|\pi_1 v(t)\|_{L^6}^6 \right)
+ \int_0^t e^{-c(t-t')} \left(\|v(t)\|_{W^{0, \frac{3}{8}}}^8 + \|v(t)\|_{L^4}^7 \gamma_1^2 + \|v(t)\|_{L^2}^2 \right) dt',
$$

and for every $T < \infty$, we have

$$
\lim_{N \to \infty} \|v - v_N\|_{C([0,T]; \dot{H}^1)} = 0 \text{ a.s.}
$$

In particular, for every $p < \infty$, there exists $C_p > 0$ such that

$$
\left( \mathbb{E} \left[ \|v(t)\|_{\dot{H}^1}^p \right] \right)^\frac{1}{p} \leq \eta(t; \|u_0\|_{X^\alpha})^\frac{1}{2} \left( C_p + \|u_0\|_{X^\alpha}^\frac{7}{2} \right).
$$

We define the energy

$$
E(v_N) := \frac{1}{2} \int \left(\partial_t P_{\leq N} v_N\right)^2 + \frac{1}{2} \int \left(P_{\leq N} v_N\right)^2 + \frac{1}{2} \int |\nabla P_{\leq N} v_N|^2
+ \frac{1}{4} \int (P_{\leq N} v_N)^4 + \frac{1}{8} \int (P_{\leq N} v_N + \partial_t P_{\leq N} v_N)^2.
$$

The brunt of the work will be to obtain the following energy estimate.

**Proposition 3.6.** Let $0 < \alpha < s \wedge \frac{1}{3}$. Then, there exists $c > 0$ such that for $v_N$ a solution to (1.18), we have

$$
E(v_N(t))
\lesssim \eta(t; \|u_0\|_{X^\alpha}) \left(1 + \|P_{\leq N} u_0\|_{X^\alpha}^{13} + \|\pi_1 v_N(t)\|_{L^6}^6 \right)
+ \int_0^t e^{-c(t-t')} \left(\|\pi_1 v_N(t)\|_{W^{0, \frac{3}{8}}}^8 + \|\pi_1 v_N(t)\|_{L^4}^7 \gamma_1^2 + \|\pi_1 v_N(t)\|_{L^2}^2 \right) dt'.
$$

In view of (3.11) and Lemma 3.4, Proposition 3.5 now follows from Proposition 3.6.

Let $w_N := P_{\leq N} v_N$ and note $E(v_N) = E(w_N)$. Furthermore, $w_N$ satisfies

$$
w_N(t) = S(t) P_{\leq N} v_0 - \int_0^t S(t-t') P_{\leq N} \left( w_N^{3} + Q_N(w_N) \right) dt',
$$

(3.12)
Lemma 3.7. If $w_N$ solves (3.12), then

$$(3.15) = 0. \quad \square$$

Proof. By definition, $P_{>N}w_N = 0$. Hence,

$$(3.15) = \int w_N^3 P_{>N} \left( \frac{1}{4} w_N + \partial_t w_N \right) = 0. \quad \square$$

Lemma 3.8. For any $0 < \alpha < s \wedge \frac{1}{3}$, we have

$$\left| \int w_N Q_N(w_N) \right| \lesssim (\|P_{\leq N} u_0\|_{X^\alpha} + \|I_0^N(\xi)\|_{W^{\alpha,4}}) E(w_N)^3 + (\|P_{\leq N} u_0\|_{X^\alpha}^2 + \|I_0^N(\xi)\|_{W^{\alpha,6}}^2 + \| : (I_0^N(\xi))^2 : \gamma \|_{L^4}) E^{1/2}(w_N)$$

$$+ (\|P_{\leq N} u_0\|_{X^\alpha}^3 + \|I_0^N(\xi)\|_{W^{\alpha,6}}^3 + \| : (I_0^N(\xi))^3 : \gamma \|_{L^4}^2) E^{1/2}(w_N)$$

$$+ \| (I_0^N(\xi))^3 : \gamma \|_{L^2} E(w_N)^{1/2}. $$

Proof. From (3.3) and Hölder’s inequality, we have

$$\left| \int w_N Q_N(w_N) \right| \lesssim a_N L^4 E^{\frac{3}{4}}(w_N) + (b_N L^2 + c_N L^2) E^{1/2}(w_N).$$

By (3.11), we have

$$\|a_N\|_{L^4} \lesssim \|P_{\leq N} u_0\|_{X^\alpha} + \|\pi_1 P_{\leq N} I(\xi)\|_{L^4}. $$
Similarly, \((3.3)\) and Hölder’s inequality imply
\[
\|b_N\|_{L^2} \lesssim \|\pi_s P_{\leq N} S(t) u_0\|_{L^4}^2 + \|\pi_s t N(\xi)\|_{L^4}^2 + \|t N(\xi)\|^2 \gamma\|_{L^2}.
\]
Recalling the formula \((3.6)\) for \(c_N\), by Hölder’s and Young’s inequalities, we obtain
\[
\|c_N\|_{L^2} \lesssim \|P_{\leq N} u_0\|_{X^s}^3 + \|t N(\xi)\|_{Y^s}^3 + \|t N(\xi)\|^2 \gamma\|_{L^4}
\]
\[
+ \|t N(\xi)\|^3 \gamma\|_{L^2}.
\]
(3.18)

\[
\square
\]

Using \((3.3)\), we write
\[
(3.17) = -\int a_N w_N^2 \partial_t w_N - \int b_N w_N \partial_t w_N + \int c_N \partial_t w_N.
\]
However, we cannot directly estimate the first term. To get around this, we employ an integration by parts trick; namely, we write
\[
-\int a_N w_N^2 \partial_t w_N = -\frac{1}{3} \int a_N \partial_t (w_N^3) = -\frac{1}{3} \partial_t \left( \int a_N w_N^3 \right) + \frac{1}{3} \int (\partial_t a_N) w_N^3.
\]
(3.20)

**Lemma 3.9.** For every \(0 < \alpha < s \wedge \frac{1}{q}\), we have
\[
\left| \int b_N w_N \partial_t w_N \right| \lesssim \left( \|P_{\leq N} u_0\|_{X^\alpha}^2 + \|t N(\xi)\|_{Y^s}^2 \right) E^{\frac{6}{5}}(w_N),
\]
\[
\left| \int c_N \partial_t w_N \right| \lesssim \left( \|P_{\leq N} u_0\|_{X^\alpha}^2 + \|t N(\xi)\|_{Y^s}^2 \right) E^{\frac{6}{5}}(w_N),
\]
\[
\left| \int (\partial_t a_N) w_N^3 \right| \lesssim e^{-\frac{q}{5}} \|P_{\leq N} u_0\|_{X^\alpha} E(w_N) + \|t N(\xi)\|_{Y^s} \alpha E^{1-\frac{q}{5}}(w_N),
\]
\[
\left| \int a_N w_N^3 \right| \lesssim \left( \|P_{\leq N} u_0\|_{X^\alpha} + \|t N(\xi)\|_{Y^s} \right) E^{\frac{6}{5}}(w_N).
\]

Proof. The second estimate follows from Cauchy-Schwarz and \((3.18)\). By interpolation \((\frac{1}{6} = \frac{1-\theta}{4} + \frac{\theta}{q})\) and Sobolev embedding, for \(4 \ll q < \infty\), we have
\[
\|w_N\|_{L^6} \lesssim \|w_N\|_{L^4}^{1-\theta} \|w_N\|_{L^4}^\theta \lesssim E^{\frac{1}{4} + \frac{1}{24}}(w_N).
\]
(3.21)

Thus, by Hölder’s inequality and \((3.21)\),
\[
\left| \int b_N w_N \partial_t w_N \right| \lesssim \|b_N\|_{L^4} \|w_N\|_{L^6} \|\partial_t w_N\|_{L^2} \lesssim \|b_N\|_{L^3} E^{\frac{2}{3}}(w_N).
\]

By choosing \(q\) big enough, we obtain the first inequality.

Clearly,
\[
\|w_N^3\|_{W^{1,1}} \lesssim \|w_N\|_{H^1} \|w_N\|_{L^4}^2 \lesssim E(w_N),
\]
\[
\|w_N^3\|_{L^4} \lesssim E^\frac{1}{4}(w_N),
\]
so by Gagliardo-Nirenberg
\[
\|w_N^3\|_{W^{-\alpha, (1-\frac{q}{4})^{-1}}} \lesssim \|w_N^3\|_{L^4}^\alpha \|w_N^3\|_{W^{1,1}} \lesssim E(w_N)^{1-\frac{q}{4}},
\]
(3.22)
Hence, duality and (3.22) give
\[
\left| \int (\partial_t \pi_1^N (\xi)) w_N^3 \right| \lesssim \| \partial_t \pi_1^N (\xi) \|_{W^{-1+\alpha, \frac{3}{2}}} \| w_N^3 \|_{W^{1-\alpha, (1-\frac{3}{2})}^{-1}} \\
\lesssim \| \pi_1^N (\xi) \|_{W^{\alpha, \frac{3}{2}}} E^{1-\frac{3}{2}}(w_N).
\]

By fractional Leibniz (Lemma 2.1) and Sobolev embeddings, we have
\[
\| w_N^3 \|_{W^{1-\alpha, (1-\frac{3}{2})}^{-1}} \lesssim \| w_N \|_{W^{1-\alpha, \frac{2}{3}}} \| w_N \|_{L^4}^2 \lesssim \| w_N \|_{H^1} \| w_N \|_{L^4}^2 \lesssim E(w_N).
\]

and hence
\[
\left| \int \partial_t (\pi_1 P_{\leq N} S(t) u_0) w_N^3 \right| = \left| \int (\pi_2 P_{\leq N} S(t) u_0) w_N^3 \right| \\
\leq \| \pi_2 P_{\leq N} S(t) u_0 \|_{W^{-1+\alpha, \frac{3}{2}}} \| w_N^3 \|_{W^{1-\alpha, (1-\frac{3}{2})}^{-1}} \\
\lesssim e^{-\frac{t}{4}} \| P_{\leq N} u_0 \|_{X^\alpha} E(w_N).
\]

Finally, by Hölder’s inequality and interpolation, we have
\[
\left| \int a_N w_N^3 \right| \leq \| a_N \|_{L^6} \| w_N \|_{L^6}^\frac{3}{2} \lesssim \| a_N \|_{L^6} \| w_N \|_{L^2} \| w_N \|_{L^4}^\frac{1}{2} \lesssim \| a_N \|_{L^6} E_{\frac{5}{6}}(w_N).
\]

□

**Proof of Proposition 3.6.** Define
\[
F(w_N) = E(w_N) - \frac{1}{8} \int (\partial_t w_N)^2 + \frac{1}{3} \int a_N w_N^3,
\]
and from (3.11) and Lemma 3.9 there exists a constant $C > 0$ such that
\[
F(w_N) \leq \frac{5}{4} E(w_N) + C(\| P_{\leq N} u_0 \|_{X^\alpha} + \| \pi_1 \pi_1^N (\xi) \|_{L^6})^6, \quad (3.23)
\]
\[
E(w_N) \leq 2F(w_N) + 2C(\| P_{\leq N} u_0 \|_{X^\alpha} + \| \pi_1 \pi_1^N (\xi) \|_{L^6})^6. \quad (3.24)
\]

From (3.13), (3.14), (3.15), (3.16), (3.17), Lemma 3.7, (3.19) and (3.20), we have
\[
\partial_t F(w_N) = -\frac{1}{4} \left( 3 \int (\partial_t w_N)^2 + \int w_N^2 + |\nabla w_N|^2 + w_N^4 \right) \\
- \frac{1}{4} \int w_N P_{\leq N} Q_N(w_N) \\
+ \frac{1}{3} \int (\partial_t a_N) w_N^3 - \int b_N w_N \partial_t w_N + \int c_N \partial_t w_N.
\]
Thus, by Lemma 3.8, Lemma 3.9, (3.23) and Young’s inequality, we have (where the constant $C > 0$ can change from line to line)

$$
\partial_t F(w_N) \leq -\frac{1}{2} E(w_N) + CE^\frac{2}{3}(w_N)(\|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,4}})
+ CE^\frac{2}{3}(w_N)(\|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
+ CE^\frac{2}{3}(w_N)(\|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
+ CE^\frac{2}{3}(w_N)(\|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
\leq -\frac{1}{2} E(w_N) + \frac{1}{4} E(w_N) + Ce^{-\frac{t}{5}}\|P_{\leq N}u_0\|_{X^0}E(w_N)
+ C(1 + \|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
\leq -\frac{1}{5} F(w_N) + 2Ce^{-\frac{t}{5}}\|P_{\leq N}u_0\|_{X^0}F(w_N)
+ C(1 + 2e^{-\frac{t}{5}}\|P_{\leq N}u_0\|_{X^0})(\|P_{\leq N}u_0\|_{X^0} + \|\pi_1\dot{t}^N(\xi)\|_{L^6})^6
+ C(1 + \|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
\leq -\frac{1}{5} F(w_N) + 2Ce^{-\frac{t}{5}}\|u_0\|_{X^0}F(w_N) + C(1 + \|P_{\leq N}u_0\|_{X^0} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})
+ \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2} + \|:(\dot{t}^N(\xi))^3 : \xi\|_{L^2}).
$$

For

$$
t \leq \tau(\|u_0\|_{X^0}) := 8 \log (20C\|u_0\|_{X^0} \lor 10),
$$

Gronwall’s inequality implies

$$
F(w_N(t)) \leq e^{-2ct}e^{16C\|u_0\|_{X^0}F(w_N(0)) + Ce^{32C\|u_0\|_{X^0}(1 + \|P_{\leq N}u_0\|_{X^0}^{13})
+ e^{32C\|u_0\|_{X^0}}\int_0^t e^{-2c(t-t')}\|:(\dot{t}^N(\xi))^2 : \xi\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2} + \|:(\dot{t}^N(\xi))^3 : \xi\|_{L^2})dt'.
$$

Hence, by (3.23) and (3.24), we have

$$
E(w_N(t)) \leq e^{32C\|u_0\|_{X^0}(1 + \|P_{\leq N}u_0\|_{X^0}^{13} + \|\pi_1\dot{t}^N(\xi)\|_{L^6}
+ \|:(\dot{t}^N(\xi))^2 : \xi\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2})' + \int_0^t e^{-2c(t-t')}\|:(\dot{t}^N(\xi))^2 : \xi\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2} dt'.
$$

For $t \geq \tau$, we have

$$
\partial_t F(w_N) \leq -\frac{1}{10} F(w_N) + C\big(1 + \|P_{\leq N}u_0\|_{X^0}^{13} + \|\dot{t}^N(\xi)\|_{W^{0,6}} + \|:(\dot{t}^N(\xi))^2 : \xi\|_{L^2} + \|:(\dot{t}^N(\xi))^3 : \xi\|_{L^2}\big).
$$
Applying Gronwall’s inequality with \( c := \frac{1}{10} \), we obtain
\[
F(w_N(t + \tau)) \leq e^{-c \tau} F(w_N(\tau)) + C(1 + \| P_{\leq N} u_0 \|_{X^\alpha}^{13})
\]
\[+ \int_0^t e^{-c(t-t')} (\| \mathbb{T}^N_{t'}(\xi) \|_{Y_{\alpha,0,4}} + \| (\mathbb{T}^N_{t'}(\xi))^2 : \gamma \|_{L^4} + \| (\mathbb{T}^N_{t'}(\xi))^3 : \gamma \|_{L^2}^2) \, dt'.\]
Therefore, by (3.23) and (3.24),
\[
E(w_N(t)) \leq F(w_N(t)) + (\| P_{\leq N} u_0 \|_{X^\alpha} + \| \pi_1 \mathbb{T}^N_{t'}(\xi) \|_{L^6})^6
\]
\[\leq e^{-ct} F(w_N(\tau)) + \int_0^t e^{-c(t-t')} (\| \mathbb{T}^N_{t'}(\xi) \|_{Y_{\alpha,0,4}} + \| (\mathbb{T}^N_{t'}(\xi))^2 : \gamma \|_{L^4} + \| (\mathbb{T}^N_{t'}(\xi))^3 : \gamma \|_{L^2}^2) \, dt'
\]
\[+ 1 + \| P_{\leq N} u_0 \|_{X^\alpha}^{13} + \| P_{\leq N} u_0 \|_{X^\alpha}^6 + \| \pi_1 \mathbb{T}^N_{t'}(\xi) \|_{L^6}^6 \]
\[\leq (e^{-ct} e^{32C\|u_0\|_{X^\alpha} + 1})
\]
\[\times \left( \int_0^t e^{-c(t-t')} (\| \mathbb{T}^N_{t'}(\xi) \|_{Y_{\alpha,0,4}} + \| (\mathbb{T}^N_{t'}(\xi))^2 : \gamma \|_{L^4} + \| (\mathbb{T}^N_{t'}(\xi))^3 : \gamma \|_{L^2}^2) \, dt' \right)
\]
\[+ 1 + \| P_{\leq N} u_0 \|_{X^\alpha}^{13} + \| P_{\leq N} u_0 \|_{X^\alpha}^6 + \| \pi_1 \mathbb{T}^N_{t'}(\xi) \|_{L^6}^6 \]
\[\leq \eta(t; \|u_0\|_{X^\alpha}) \left( 1 + \| P_{\leq N} u_0 \|_{X^\alpha}^{13} + \| \pi_1 \mathbb{T}^N_{t'}(\xi) \|_{L^6}^6 \right)
\]
\[+ \int_0^t e^{-c(t-t')} (\| \mathbb{T}^N_{t'}(\xi) \|_{Y_{\alpha,0,4}} + \| (\mathbb{T}^N_{t'}(\xi))^2 : \gamma \|_{L^4} + \| (\mathbb{T}^N_{t'}(\xi))^3 : \gamma \|_{L^2}^2) \, dt'.\]
\[\square\]

4. Semigroup Property of the Flow and Existence of an Invariant Measure

Given \( u_0 \in X^\alpha \), we write \( \Phi_t(u_0; \xi) = S(t)u_0 + \mathbb{T}_t(\xi) + v \), where \( v \) solves (1.11). We denote by \( B_0(X^\alpha) \) the space of measurable, bounded functions from \( X^\alpha \) to \( \mathbb{R} \), and by \( C_0(X^\alpha) \) the space of bounded continuous functions from \( X^\alpha \) to \( \mathbb{R} \), both endowed with the norm
\[ \| F \|_{L^\infty} := \sup_{u_0 \in X^\alpha} |F(u_0)|. \]

Given \( F \in B_0(X^\alpha) \), we define the family of bounded linear operators \( P_t : F \mapsto P_t F \)
for \( t \geq 0 \), by
\[ P_t F(u_0) := \mathbb{E}[F(\Phi_t(u_0; \xi))], \] (4.1)
for every \( u_0 \in X^\alpha \). We will show that \( \{ \Phi_t \}_{t \geq 0} \) is a Markov process and \( \{ P_t \}_{t \geq 0} \) is a Markov semigroup with respect to the filtration \( \{ F_t \}_{t \geq 0} \).

**Proposition 4.1.** Let \( u_0 \in X^\alpha \) and \( \Phi_t(u_0; \xi) \) be as given above. Then for every \( F \in B_0(X^\alpha) \) and \( t \geq 0 \), we have
\[ \mathbb{E}[F(\Phi_{t+h}(u_0; \xi))|F_t] = P_h F(\Phi_t(u_0; \xi)) \] (4.2)
for all \( h \geq 0 \). In particular, \( \{ \Phi_t \}_{t \geq 0} \) is a Markov process and \( \{ P_t \}_{t \geq 0} \) is a Markov semigroup.

**Proof.** We use the same argument as in [27] Section 4.1. We first introduce some notation. Given \( h > 0 \), we define
\[ \mathbb{T}_{t,t+h}(\xi) := \int_t^{t+h} S(t + h - t') \left( \sqrt{2(\nabla^{-s})} \xi(t') \right) dt', \] (4.3)
which is the solution to the linear damped wave equation (1.2) started from time \( t \) with zero initial data, and similarly,

\[
v_{t,t+h} := v_{t,t+h}(\Phi_t(u_0; \xi), \int_{t,t+h}(\xi)) = -\int_t^{t+h} S(t + h - t') \left( \mathcal{N}_\gamma[S(t' - t)\Phi_t(u_0) + \mathbf{1}_{t,t+h}(\xi) + v_{t,t+h}](\xi) + v_{t,t+h}(\xi) \right) dt',
\]

(4.4)

which is the solution to (1.11) starting at time \( t \), driven by \( S(\cdot)\Phi_t(u_0) \) and \( \int_{t,t+h} \). We first claim that

\[
\Phi_{t+h}(u_0, \xi) = S(h)\Phi_t(u_0, \xi) + \int_{t,t+h}(\xi) + v_{t,t+h}(u_0, \xi), \int_{t,t+h}(\xi).
\]

(4.5)

From (4.3), we have

\[
\mathbf{1}_{0,t+h}(\xi) = \int_{t,t+h}(\xi) + S(h)\mathbf{1}_{0,t}(\xi),
\]

(4.6)

while from (4.4), we have

\[
v_{0,t+h}(u_0, \mathbf{1}_{0,t+h}) = S(h)v_{0,t}(u_0, \mathbf{1}_{0,t}) + \int_t^{t+h} S(t + h - t') \left( \mathcal{N}_\gamma[S(t' - t)u_0 + \mathbf{1}_{0,t}(\xi) + v_{0,t'}](\xi) \right) dt'.
\]

(4.7)

Using (4.6), we have

\[
S(t')u_0 + \mathbf{1}_{0,t'}(\xi) + v_{0,t'} = S(t' - t)\Phi_t(u_0, \xi) + \mathbf{1}_{t,t'}(\xi) + v_{0,t'} - S(t' - t)v_{0,t},
\]

so by (4.7),

\[
v_{0,t+h}(u_0, \mathbf{1}_{0,t+h}) = S(h)v_{0,t}(u_0, \mathbf{1}_{0,t}) + \int_t^{t+h} S(t + h - t') \left( \mathcal{N}_\gamma[S(t' - t)\Phi_t(u_0, \xi) + \mathbf{1}_{t,t'}(\xi) + v_{0,t'} - S(t' - t)v_{0,t}] \right) dt'.
\]

This shows that \( v_{0,t+h}(u_0, \mathbf{1}_{0,t+h}) - S(h)v_{0,t}(u_0, \mathbf{1}_{0,t}) \) solves the equation (4.4). Therefore, by uniqueness of solutions (see Proposition 3.1), we have that

\[
v_{0,t+h}(u_0, \mathbf{1}_{0,t+h}) = S(h)v_{0,t}(u_0, \mathbf{1}_{0,t}) + v_{t,t+h}(\Phi_t(u_0), \int_{t,t+h}),
\]

so (4.5) holds. Now, (4.5) allows us to view \( \Phi_{t+h}(u_0, \xi) \) as a function of \( \int_{t,t+h} \) and \( \Phi_t(u_0, \xi) \), where the former is independent from \( \mathcal{F}_t \), and the latter is \( \mathcal{F}_t \)-measurable. Therefore, by [9] Proposition 1.12], we have

\[
\mathbb{E}[F(\Phi_{t+h}(u_0; \xi))|\mathcal{F}_t] = \Psi(\Phi_t(u_0, \xi)),
\]

(4.8)

where

\[
\Psi(u_0) = \mathbb{E}[F(S(h)u_0 + \mathbf{1}_{t,t+h} + v_{t,t+h}(u_0, \mathbf{1}_{t,t+h})].
\]

By performing the change of variable \( t' = t + s' \) in (4.4), we see that \( v_{t,s'}(u_0, \mathbf{1}_{t,t+s'}) \) solves (3.1) with \( \mathbf{1}_t \) replaced by \( \mathbf{1}_{t,s'} \) and \( v_0 = 0 \). Therefore, by uniqueness of solutions to (3.1) (see Proposition 3.1), we have that \( v_{t,s'}(u_0, \mathbf{1}_{t,t+s'}) = v_{0,t}(u_0, \mathbf{1}_{t,t+s'}) \). Recalling that
$\mathcal{L}(I_{t_0, t_0 + t}) = \mathcal{L}(I_t)$, we have that

$$
\Psi(u_0) = \mathbb{E}[F(S(h)u_0 + \xi_{t,t+h} + v_{t,t+h}(u_0, \xi_{t,t+h}))]
= \mathbb{E}[F(S(h)u_0 + \xi_h + v_{0,h}(u_0, \xi_{0,h}))]
= \mathbb{E}[F(\Phi_h(u_0, \xi))]
= \mathcal{P}_h(u_0).
$$

By plugging this into (4.8), we obtain (4.2). Finally, the semigroup property for $\mathcal{P}_t$ follows from (4.2) since for any $u_0 \in X^\alpha$ and $F \in \mathcal{B}(X^\alpha)$, we have

$$
\mathcal{P}_{t+h}F(u_0) = \mathbb{E}[F(\Phi_{t+h}(u_0; \xi))]
= \mathbb{E}[\mathbb{E}[F(\Phi_{t+h}(u_0; \xi))|\mathcal{F}_t]]
= \mathbb{E}[\mathcal{P}_tF(\Phi_t(u_0; \xi))]
= \mathcal{P}_t\mathcal{P}_hF(u_0).
$$

\[ \square \]

**Proposition 4.2.** The Markov semigroup $\{\mathcal{P}_t\}_{t \geq 0}$ in (1.1) is Feller on $X^\alpha$. More precisely, if $F \in \mathcal{C}_b(X^\alpha)$, then $\mathcal{P}_tF \in \mathcal{C}_b(X^\alpha)$ for any $t \geq 0$.

**Proof.** It follows from Lemma 3.3 and (2.4) that the map $u_0 \mapsto \Phi_t(u_0, \xi)$ is continuous. The claim then follows from the dominated convergence theorem. \[ \square \]

**Proposition 4.3.** For every $u_0 \in X^\alpha$, there exists a probability measure $\mu$ on $X^\alpha$ and a sequence $t_k \to \infty$ such that

$$
\frac{1}{t_k} \int_0^{t_k} \mathcal{P}_s^* \delta_{u_0} \, ds \to \mu.
$$

In particular, $\mu$ is invariant for the semigroup $\{\mathcal{P}_t\}_{t \geq 0}$ on $X^\alpha$.

**Proof.** We write $\Phi_t(u_0, \xi) = S(t)u_0 + \xi_t + v(t)$, where $v$ solves (1.11) and by (2.2) and (1.11) satisfies

$$
\|v(t)\|_{\mathcal{H}^{\alpha+1}} \leq C \int_0^t e^{-\frac{t-t'}{2}} \left( \|S(t')u_0\|_{X^\alpha} + \|\xi_{t'}\|_{X^\alpha} + \|v(t')\|_{\mathcal{H}^\alpha} \right) dt'.
$$

(4.9)

Let $\sigma := \frac{\alpha + s}{2} \in (\alpha, s)$. Given $R > 0$, let $B_R$ denote the closed ball of radius $R$, centred at zero in $Z^\sigma + \mathcal{H}^{\alpha+1} \subset X^\alpha$. From Lemma 2.2 and Lemma 2.3, $B_R \subset Z^\sigma + \mathcal{H}^{\alpha+1}$ is compact in $X^\alpha$. Moreover, by Lemma 2.5, the set $O_{u_0} = \{S(t)u_0 : t \geq 0\} \cup \{0\}$ defined in (2.11) is also compact in $X^\alpha$. Then,

$$
\mathcal{P}_t^* \delta_{u_0}((O_{u_0} + B_R)^c)
= \mathcal{L}(\Phi_t(u_0, \xi))(O_{u_0} + B_R)^c
\leq \mathbb{P}(\|I_t(\xi)\|_{Z^\sigma} + \|v(t)\|_{\mathcal{H}^{\alpha+1}} > R)
\leq 2R^{-1} \mathbb{E}[\|I_t(\xi)\|_{Z^\sigma}] + 2R^{-1} \mathbb{E}[\|v(t)\|_{\mathcal{H}^{\alpha+1}}].
$$

The bound (3.10) from Proposition 3.5 and (2.22) imply $\mathbb{E}[\|v(t)\|_{\mathcal{H}^\alpha}^3] \leq C = C(u_0)$, uniformly in $t \geq 0$. Thus, by (2.22) and (4.9), we have

$$
\mathcal{P}_t^* \delta_{u_0}((O_{u_0} + B_R)^c) \leq \frac{C'}{R}.
$$
For every \( \varepsilon > 0 \), there exists \( R_\varepsilon \) such that

\[
\mathcal{P}_t^* \delta_{u_0} \left( (Ou_0 + BR_e)^c \right) < \varepsilon
\]

for any \( t > 0 \). Therefore, \{\mathcal{P}_t^* \delta_{u_0}\}_{t \geq 0} \) is tight in \( X^\alpha \) and so to is the family of probability measures

\[
\mu_t := \frac{1}{t} \int_0^t \mathcal{P}_s^* \delta_{u_0} \, ds.
\]

Prokhorov’s theorem implies there exists a probability measure \( \mu \) and a sequence \( t_k \to \infty \) such that \( \mu_{t_k} \) converges weakly to \( \mu \) as \( k \to \infty \). Given \( \phi \in C_b(X^\alpha) \), Proposition 4.2 implies \( \mathbb{P}_t \phi \in C_b(X^\alpha) \) for any \( t > 0 \). Thus for any \( t > 0 \), we have

\[
\langle \mathcal{P}_t^* \mu, \phi \rangle = \lim_{k \to \infty} \frac{1}{t_k} \int_0^{t_k} \langle \mathcal{P}_t^* P_s^* \delta_{u_0}, \phi \rangle \, ds
\]

since the last two terms in the third equality above can be bounded by \( \frac{2\varepsilon}{t_k} \| \phi \|_{L^\infty} \to 0 \) as \( k \to \infty \). This shows that \( \mu \) is invariant for \{\mathcal{P}_t\}_{t > 0} \).

5. Uniqueness of the invariant measure

As discussed in the introduction, the semigroup \( \mathcal{P}_t \) defined in (4.1) is not strong Feller. Indeed, the following holds.

**Proposition 5.1.** Let \( \alpha < \alpha' < s \land 1 \). Let \( F(u_0) := 1_{\{u_0 \in \mathcal{H}^{\alpha'}\}} \). For every \( t \geq 0 \), we have that

\[
\mathbb{E}[F(\Phi_t(u_0, \xi))] = F(u_0).
\]

In particular, \( \mathcal{P}_t F(u_0) \) is an everywhere discontinuous function of \( u_0 \in X^\alpha \).

**Proof.** By Proposition 2.3, we have that for every \( t \geq 0 \), \( \Phi_t(\xi) \in \mathcal{Z}^{\alpha'} \subset \mathcal{H}^{\alpha'} \). Therefore, by the decomposition (1.10) and the fact that \( v(t) \in \mathcal{H}^1 \subset \mathcal{H}^{\alpha'} \) for every \( t \geq 0 \), we have that a.s.

\[
\Phi_t(u_0, \xi) \in \mathcal{H}^{\alpha'} \iff S(t)u_0 \in \mathcal{H}^{\alpha'}.
\]

Since the operator \( S(t) \) is invertible on \( \mathcal{H}^\sigma \) for every \( \sigma \in \mathbb{R} \), this implies that

\[
\Phi_t(u_0, \xi) \in \mathcal{H}^{\alpha'} \iff S(t)u_0 \in \mathcal{H}^{\alpha'} \iff u_0 \in \mathcal{H}^{\alpha'} \text{ a.s.,}
\]

or equivalently,

\[
\mathcal{P}_t F(u_0) = \mathbb{E}[F(\Phi_t(u_0, \xi))] = F(u_0).
\]

As discussed in Remark 2.3, \( X^\alpha \nsubseteq \mathcal{H}^{\alpha'} \), and \( \mathcal{H}^{\alpha'} \cap X^\alpha \) contains the trigonometric polynomials. Therefore, \( \mathcal{H}^{\alpha'} \cap X^\alpha \) is a nontrivial dense subspace of \( X^\alpha \), so \( F \) is discontinuous everywhere.
Therefore, in order to show uniqueness of the invariant measure, we follow the strategy introduced by Hairer and Mattingly in [14], and further developed by the same authors and Scheutzow in [16]. We also refer to [5] for a general approach in the abstract setting. While it is possible for the proof of Theorem 1.1 to be included in the framework of [5], we believe that pursuing a direct proof is both simpler and would be better for the exposition. For the same reason, we will try to keep the proof as self-contained as possible.

5.1. Abstract definitions. We recall the following definitions from [14, Section 3.1]. Let $X$ be a Polish space (i.e. complete, separable and metrizable). A pseudo-metric on $X$ is a map $d : X \times X \to \mathbb{R}$ such that $d(x, x) = 0$ and $d$ satisfies the triangle inequality. For a sequence $\{d_n\}_{n \in \mathbb{N}}$ of (pseudo)-metrics on $X$, we say that $\{d_n\}_{n \in \mathbb{N}}$ is totally separating if for every $x, y \in X$ with $x \neq y$,

$$\lim_{n \to \infty} d_n(x, y) = 1.$$  

Given a pseudo-metric $d$, we define the following seminorm on the set of $d$–Lipschitz continuous functions from a Polish space $X$ to $\mathbb{R}$:

$$\|F\|_d = \sup_{x, y \in X, x \neq y} \frac{|F(x) - F(y)|}{d(x, y)}.$$  

This defines a dual seminorm on the space of finite signed Borel measures on $X$ with vanishing integral by

$$\|\nu\|_d = \sup_{\|F\|_d \leq 1} \int_X F(x) d\nu(x).$$  

In the following, we will consider $\{d_n\}_{n \in \mathbb{N}}$ to be the following totally separating system of pseudo-metrics on $X$:

$$d_n(x, y) = 1 \land n \|x - y\|_X.$$  

Notice that for any $x, y \in X$ and $n \in \mathbb{N}$, $d_n(x, y) \leq 1$.

When we work with the metrics $d_n$, we can further restrict the space of test functions $F$ in the definition of the norm in (5.2).

Lemma 5.2. Fix $n \in \mathbb{N}$ and let $\nu$ be a finite signed Borel measure on $X$ with vanishing integral. Then

$$\|\nu\|_{d_n} = \sup_{\|F\|_{d_n} \leq 1} \int_X F(x) d\nu(x),$$  

where the norm on the left hand side of (5.4) is defined in (5.2).

Proof. We first show that

$$\sup_{\|F\|_{d_n} \leq 1} \int_X F(x) d\nu(x) = \sup_{\|F\|_{d_n} \leq 1, \|F\|_{L^\infty} \leq 1} \int_X F(x) d\nu(x).$$  

It suffices to show

$$\sup_{\|F\|_{d_n} \leq 1} \int_X F(x) d\nu(x) \leq \sup_{\|F\|_{d_n} \leq 1, \|F\|_{L^\infty} \leq 1} \int_X F(x) d\nu(x).$$  

(5.6)
Let $F$ be such that $\|F\|_{d_n} \leq 1$. Given any $x_0 \in \mathcal{X}$, set $\tilde{F}(x) := F(x) - F(x_0)$. Then, for $x \neq x_0$,
\[
|\tilde{F}(x)| = |F(x) - F(x_0)| \leq \|F\|_{d_n}(x, x_0) \leq 1,
\]
since $d_n(x, x_0) \leq 1$. Therefore, $\|\tilde{F}\|_{L^\infty} \leq 1$. Since $\nu$ has vanishing integral,
\[
\int_{\mathcal{X}} F(x)d\nu(x) = \int_{\mathcal{X}} \tilde{F}(x)d\nu(x) \leq \sup_{\|\tilde{F}\|_{d_n} \leq 1} \int_{\mathcal{X}} \tilde{F}(x)d\nu(x).
\]
As this is true for any such $F$, this proves (5.6) and so also (5.5). In order to show (5.4), it suffices to show
\[
\sup_{\|F\|_{d_n} \leq 1} \int_{\mathcal{X}} F(x)d\nu(x) \leq \sup_{\|F\|_{L^\infty} \leq \frac{1}{2}} \int_{\mathcal{X}} F(x)d\nu(x). \tag{5.7}
\]
To this end, let $F$ be such that $\|F\|_{d_n} \leq 1$ and $\|F\|_{L^\infty} \leq 1$. We have that
\[
\sup F - \inf F = \sup_{x,y \in \mathcal{X}} F(x) - F(y) \leq \sup_{x,y \in \mathcal{X}} \|F\|_{d_n}(x, y) \leq 1.
\]

Now, $\tilde{F}(x) := F(x) - \frac{\sup F + \inf F}{2}$ satisfies $\|\tilde{F}\|_{d_n} \leq 1$ and $\|\tilde{F}\|_{L^\infty} \leq \frac{1}{2}$. We show the latter inequality. Indeed, since $\sup F - \inf F \leq 1$, we have
\[
\tilde{F}(x) \geq \inf F - \frac{\sup F + \inf F}{2} = - \frac{(\sup F - \inf F)}{2} \geq - \frac{1}{2}
\]
and
\[
\tilde{F}(x) \leq \sup F - \frac{\sup F + \inf F}{2} = \frac{\sup F - \inf F}{2} \leq \frac{1}{2}.
\]
Finally, (5.7) follows from $\int_{\mathcal{X}} Fd\nu = \int_{\mathcal{X}} \tilde{F}d\nu$. \hfill \Box

Given $\mu_1$ and $\mu_2$, two positive finite Borel measures on $\mathcal{X}$ of equal mass, we denote by $\Pi(\mu_1, \mu_2)$ the set of positive measures on $\mathcal{X}^2$ with marginals $\mu_1$ and $\mu_2$. We define
\[
\|\mu_1 - \mu_2\|_d = \inf_{\pi \in \Pi(\mu_1, \mu_2)} \int_{\mathcal{X}^2} d(x, y)d\pi(x, y).
\]

**Lemma 5.3.** Let $d$ be a continuous pseudo-metric on a Polish space $\mathcal{X}$ and let $\mu_1$ and $\mu_2$ be two positive measures on $\mathcal{X}$ with equal mass. Then, $\|\mu_1 - \mu_2\|_d = \|\mu_1 - \mu_2\|_d$.

See [14] Lemma 3.3] for a proof which is based on the Monge-Kantorovich duality.

**Lemma 5.4.** Let $\mathcal{X}$ be a Polish space and let $\{d_n\}_{n \in \mathbb{N}}$ be a totally separating system of pseudo-metrics for $\mathcal{X}$. Then,
\[
\|\mu_1 - \mu_2\|_{TV} = \lim_{n \to \infty} \|\mu_1 - \mu_2\|_{d_n},
\]
for any two positive measures $\mu_1$ and $\mu_2$ with equal mass on $\mathcal{X}$.

Similarly, see [14] Corollary 3.5] for the proof of this statement.
5.2. Construction of the Girsanov shift. In the following, we define $p_t$ to be the heat kernel at time $t$ on the torus $\mathbb{T}^2$, i.e.

$$(e^{t\Delta}f)(x) = \int_{\mathbb{T}^2} p_t(x-y)f(y)dy.$$ 

We recall the following regularisation effect of the heat kernel.

**Lemma 5.5.** Let $1 \leq p \leq \infty$ and $0 \leq \theta \leq 2$. We have

$$\|f - f \ast \rho_{\varepsilon}\|_{L^p(\mathbb{T}^2)} \leq C\varepsilon^{\frac{\theta}{2}} \|f\|_{W^{\theta,p}(\mathbb{T}^2)},$$

where $C = C(\theta) > 0$ is independent of $\varepsilon$. Moreover, for $\theta \geq 0$, we have

$$\|f \ast \rho_{\varepsilon}\|_{L^p(\mathbb{T}^2)} \lesssim \varepsilon^{\frac{-\theta}{2}} \|f\|_{W^{-\theta,p}(\mathbb{T}^2)}. \quad (5.8)$$

Our main goal in this Subsection is to prove Proposition 5.7 and Proposition 5.8 below. To this end, we first prove an auxiliary estimate. We define

$$Q(u, v) := 3((\pi_1 u)^2 - \gamma) + 3\pi_1 u \pi_1 v + (\pi_1 v)^2, \quad (5.9)$$

so that

$$\mathcal{N}_\gamma(u + v) - \mathcal{N}_\gamma(u) = Q(u, v) \pi_1 v.$$ 

**Lemma 5.6.** Let $s > 0, \gamma \in \mathbb{R}$, $u^0_1, u^0_2 \in X^\alpha$ and $u_1$ be the global solution to (1.8) with $u_1|_{t=0} = u^0_1$ and of the form

$$u_1(t) = S(t)u^0_1 + \mathbf{1}_t(\xi) + \mathbf{v}_1(t; u^0_1, \xi). \quad (5.10)$$

Let $z \in L^p(\Omega; \mathcal{H}^1)$. Then, there exists $C = C(\|u^0_1\|_{X^\alpha}, \|u^0_2\|_{X^\alpha}) > 0$ such that for any $1 \leq p < \infty$, we have

$$\mathbb{E}[\|Q(u_1(t), z + S(t)u^0_2)\|_{H^1}^p]^{\frac{1}{p}} \leq C + \mathbb{E}[\|z\|_{H^1}^p]^{\frac{1}{p}}, \quad (5.11)$$

uniformly in $t \geq 0$.

**Proof.** We begin by proving some basic, but useful, estimates. Given $f \in X^\alpha$ and $g, g_1, g_2 \in \mathcal{H}^1$, we have

$$\|(\pi_1 S(t)f)^2\|_{W^{\alpha, \frac{2}{1+\alpha}}} \lesssim e^{-\frac{t}{\gamma}} \|f\|_{X^\alpha}^2, \quad (5.12)$$

$$\|(\pi_1 S(t)f)\pi_1 g\|_{W^{\alpha, \frac{2}{1+\alpha}}} \lesssim e^{-\frac{t}{\gamma}} \|f\|_{X^\alpha} \|g\|_{\mathcal{H}^1}, \quad (5.13)$$

$$\|(\pi_1 S(t)f)\pi_1 \mathbf{1}_t(\xi)\|_{W^{\alpha, \frac{2}{1+\alpha}}} \lesssim e^{-\frac{t}{\gamma}} \|f\|_{X^\alpha} \|\mathbf{1}_t(\xi)\|_{W^{\alpha, \frac{2}{1+2\alpha}}}, \quad (5.14)$$

$$\|\pi_1 g_1 \pi_1 g_2\|_{W^{\alpha, \frac{2}{1+\alpha}}} \lesssim \|g_1\|_{\mathcal{H}^1} \|g_2\|_{\mathcal{H}^1}. \quad (5.15)$$

for any $t > 0$. Using (2.1), Hölder’s inequality (since $\alpha < \frac{1}{3}$) and (2.3), we have

$$\|(\pi_1 S(t)f)^2\|_{W^{\alpha, \frac{2}{1+\alpha}}} \lesssim \|\langle\nabla\rangle^\alpha \pi_1 S(t)f\|_{L^{\frac{2}{1+\alpha}}} \|\pi_1 S(t)f\|_{L^{\frac{2}{1+\alpha}}} \lesssim e^{-\frac{t}{\gamma}} \|f\|_{X^\alpha}^2. \quad (5.12)$$

This shows (5.12). To show (5.13) and (5.15), we proceed in the same way, recalling the embedding $\mathcal{H}^1 \hookrightarrow X^\alpha$ (see Lemma 2.2). Finally, for (5.14), we use (2.1) and Sobolev
embedding to obtain
\[ \| (\pi_1 S(t)f)\pi_1 \mathfrak{f}(\xi) \|_{W^\alpha, T} \]
\[ \lesssim \| \langle \nabla \rangle^\alpha \pi_1 S(t)f \|_{L^2_t} \| \pi_1 \mathfrak{f}(\xi) \|_{L^2_{T-x_0}} + \| \pi_1 S(t)f \|_{L^2_t} \| \langle \nabla \rangle^\alpha \pi_1 \mathfrak{f}(\xi) \|_{L^2_{T-x_0}} \]
\[ \lesssim e^{-\frac{t}{\gamma}} \| f \|_{X^\alpha} \| \mathfrak{f}(\xi) \|_{W_{T-x_0, T-x_0}}. \]

It follows from (5.9), (5.10), (5.12), (5.13), (5.14), (5.15),
\[ \| Q(u_1(t), z + S(t)u_2^0) \|_{W^\alpha, T} \lesssim \| z \|_{\mathcal{H}^1} + \| v_1(t) \|_{\mathcal{H}_{\tilde{t}}} + e^{-\frac{t}{2}} (\| u_0^0 \|_{X^\alpha} + \| u_2^0 \|_{X^\alpha}) \]
\[ + \| \mathfrak{f}(\xi) \|_{W_{T-x_0, T-x_0}} + : (\mathfrak{f}(\xi)) :^2 \gamma \| \alpha \|_{W_{T-x_0, T-x_0}}. \]

Now, (5.11) follows from the above estimate combined with (2.22) and (3.10).

**Proposition 5.7.** Let \( s > 0, \gamma \in \mathbb{R} \) and \( u_1^0, u_2^0 \in X^\alpha \), and \( u_1 \) be the global solution to (1.8) with \( u_1|_{t=0} = u_1^0 \) of the form
\[ u_1(t) = S(t)u_1^0 + \mathfrak{f}(\xi) + v_1(t; u_1^0, \xi). \]

Let \( w^0 \in \mathcal{H}^1 \). Then, the equation
\[ w(t) = S(t)w^0 - \int_0^t S(t-t') \left( Q(u_1, w + S(t)(u_2^0 - u_1^0)) (\pi_1 w + \pi_1 S(t)(u_2^0 - u_1^0)) \right) dt' \]
\[ + \int_0^t S(t-t') \left( Q(u_1, w + S(t)(u_2^0 - u_1^0)) * \rho_{\varepsilon(w)} (\pi_1 w + \pi_1 S(t)(u_2^0 - u_1^0) * \rho_{\varepsilon(w)}) \right) dt', \]

where, for \( C \geq 1 \) a universal constant,
\[ \varepsilon(w)(t) := C^{-\frac{2}{\gamma}} (1 + \| w(t) \|_{\mathcal{H}^1} + \| (u_2^0 - u_1^0) \|_{X^\alpha}) \]
\[ + \| u_1(t) \|_{X^\alpha} + \| Q(u_1(t), w(t) + S(t)(u_2^0 - u_1^0)) \|_{W_{T-x_0, T-x_0}^{\frac{2}{\alpha}}} \]
\[ \lesssim e^{-\frac{t}{\gamma}} \| u_2^0 - u_1^0 \|_{X^\alpha} + e^{-\frac{t}{\gamma}} \| w^0 \|_{\mathcal{H}^1}. \]

**Proof.** For simplicity, we introduce the shorthands \( Q_w \) for \( Q(u_1, w + S(t)(u_2^0 - u_1^0)) \) and \( \tilde{u}^0 := u_2^0 - u_1^0 \). Let \( Y \subset C([0, +\infty); \mathcal{H}^1) \) be the Banach space
\[ Y = \{ w \in C([0, +\infty); \mathcal{H}^1) : \| w(t) \|_{\mathcal{H}^1} \lesssim e^{-\frac{t}{\gamma}}, \| w \|_{Y} := \sup_{t \geq 0} e^{\frac{t}{\gamma}} \| w \|_{\mathcal{H}^1} \}. \]

Define the operator \( \Gamma : Y \to C([0, +\infty); \mathcal{H}^1) \) by
\[ \Gamma[w](t) := S(t)w^0 - \int_0^t S(t-t') \left( Q(u_1, w + S(t)(u_2^0 - u_1^0)) (\pi_1 w + \pi_1 S(t)(u_2^0 - u_1^0)) \right) dt' \]
\[ + \int_0^t S(t-t') \left( Q(u_1, w + S(t)(u_2^0 - u_1^0)) * \rho_{\varepsilon(w)} (\pi_1 w + \pi_1 S(t)(u_2^0 - u_1^0) * \rho_{\varepsilon(w)}) \right) dt'. \]
We want to show that if $C$ is a big enough constant, then $\Gamma$ is a contraction on $Y$ with Lip($\Gamma$) $\leq \frac{1}{2}$. We write

$$F(w) := Q_w(\pi_1 w + \pi_1 S(t)\bar{u}^0) - Q_w * \rho_{\varepsilon(w)}(\pi_1 w + \pi_1 S(t)\bar{u}^0 * \rho_{\varepsilon(w)}).$$

We want to estimate $F(w) - F(w')$. We can assume without loss of generality that $\varepsilon(w)(t) \leq \varepsilon(w')(t)$. We have that

$$F(w) - F(w') = \left[(Q_w - Q_w') - (Q_w - Q_w') * \rho_{\varepsilon(w)}\right](\pi_1 w + \pi_1 S(t)\bar{u}^0) \tag{5.20}$$

$$+ \left[Q_w' * \rho_{\varepsilon(w)} - Q_w' * \rho_{\varepsilon(w)}\right](\pi_1 w' + \pi_1 S(t)\bar{u}^0) \tag{5.21}$$

$$+ \left[Q_w' - Q_w' * \rho_{\varepsilon(w)}\right](\pi_1 w - \pi_1 w') \tag{5.22}$$

First of all, notice that

$$Q_w - Q_w' = (3\pi_1 u + \pi_1 (w + w') + 2\pi_1 S(t)\bar{u}^0)\pi_1 (w - w'),$$

so

$$\|Q_w - Q_w'\|_{W^{\alpha, \frac{2}{\alpha}}} \lesssim \left(\|u_1\|_{L^\alpha} + \|w\|_{H^1} + \|w'\|_{H^1} + \|\bar{u}_0\|_{X^0}\right)\|w - w'\|_{H^1}. \tag{5.26}$$

Therefore, by definition of $\varepsilon$, we have

$$\|\varepsilon(w') - \varepsilon(w)\|^\frac{1}{2} \lesssim \|w - w'\|_{H^1} \left(1 + \|u_1\|_{L^\alpha} + \|w\|_{H^1} + \|w'\|_{H^1} + \|\bar{u}_0\|_{X^0}\right)$$

$$\times \left(1 + \|u_1\|_{L^\alpha} + \|w\|_{X^0} + \|\bar{u}_0\|_{X^0} + \|Q_w\|_{W^{\alpha, \frac{2}{\alpha}}}\right)^{-1} \tag{5.27}$$

Therefore, by Lemma 5.5 and definition of $\varepsilon$, we have

$$\|\varepsilon(w') - \varepsilon(w)\|_{L^2} \lesssim \left(\|Q_w - Q_w'\|_{W^{\alpha, \frac{2}{\alpha}}} + \|\pi_1 w + \pi_1 S(t)\bar{u}^0\|_{L^2}\right)$$

$$\lesssim e^{-\frac{1}{2} \pi \varepsilon(w)} \|Q_w - Q_w'\|_{W^{\alpha, \frac{2}{\alpha}}} \left(\|w\|_{Y} + \|\bar{u}_0\|_{X^0}\right) \tag{5.28}$$

Similarly, recalling that $f * \rho_{\varepsilon_1 + \varepsilon_2} = f * \rho_{\varepsilon_1} * \rho_{\varepsilon_2}$ and (5.27), we have

$$\|\varepsilon(w') - \varepsilon(w)\|_{L^2} \lesssim \left(\|Q_w' * \rho_{\varepsilon(w)} - Q_w' * \rho_{\varepsilon(w)}\|_{L^2} + \|\pi_1 w + \pi_1 S(t)\bar{u}^0\|_{L^2}\right)$$

$$\lesssim e^{-\frac{1}{2} \pi (\varepsilon(w') - \varepsilon(w))} \|Q_w'\|_{W^{\alpha, \frac{2}{\alpha}}} \left(\|w'\|_{Y} + \|\bar{u}_0\|_{X^0}\right) \tag{5.29}$$

By Lemma 5.5 we have

$$\|\varepsilon(w') - \varepsilon(w)\|_{L^2} \lesssim \left(\|Q_w' - Q_w' * \rho_{\varepsilon(w)}\|_{L^2} + \|\pi_1 w - \pi_1 w'\|_{L^2}\right)$$

$$\lesssim e^{-\frac{1}{2} \pi (\varepsilon(w') - \varepsilon(w))} \|Q_w'\|_{W^{\alpha, \frac{2}{\alpha}}} \left(\|w'\|_{Y} + \|\bar{u}_0\|_{X^0}\right) \tag{5.30}$$

$$\lesssim C^{-1} e^{-\frac{1}{2} \pi} \|w - w'\|_{Y}.$$
Proceeding analogously,
\[
\| \alpha \| L^2 \lesssim e^{-\frac{1}{\pi} e(w)^2} \| Q_w - Q_{w'} \| H^{\alpha}, \frac{s}{1-\alpha} \| u^0 \| X^\alpha, \tag{5.31}
\]
\[
\lesssim e^{-\frac{1}{\pi} C^{-1}} \| w - w' \| Y,
\]
\[
\| \alpha \| L^2 \lesssim e^{-\frac{1}{\pi} e(w)^2} \| Q_w - Q_{w'} \| H^{\alpha}, \frac{s}{1-\alpha} \| u^0 \| X^\alpha
\]
\[
\lesssim C^{-1} e^{-\frac{1}{\pi} \| e(w') - e(w) \| X^\alpha}
\]
\[
\lesssim e^{-\frac{1}{\pi} C^{-1}} \| w - w' \| Y,
\]
and finally,
\[
\| \alpha \| L^2 \lesssim e^{-\frac{1}{\pi} (e(w') - e(w))^2} \| Q_w - Q_{w'} \| H^{\alpha}, \frac{s}{1-\alpha} \| u^0 \| X^\alpha
\]
\[
\lesssim e^{-\frac{1}{\pi} C^{-1}} \| w - w' \| Y. \tag{5.33}
\]

By putting together (5.28), (5.29), (5.30), (5.31), (5.32), (5.33), we obtain
\[
\| F(w) - F(w') \| L^2 \lesssim e^{-\frac{1}{\pi} C^{-1}} \| w - w' \| Y,
\]
so
\[
\| \Gamma[w](t) - \Gamma[w'](t) \| H^1 \lesssim \int_0^t e^{-\frac{1}{\pi} \| F(w)(t') - F(w')(t') \| L^2} dt'
\]
\[
\lesssim C^{-1} \int_0^t e^{-\frac{1}{\pi} \| w - w' \| Y} dt'
\]
\[
\lesssim e^{-\frac{1}{\pi} C^{-1}} \| w - w' \| Y.
\]

Therefore, if \( C \) is big enough, we obtain that
\[
\| \Gamma[w] - \Gamma[w'] \| Y \leq \frac{1}{2} \| w - w' \| Y.
\]

In particular, by Banach’s fixed point theorem, we have that the equation (5.17) is globally well-posed in \( H^1 \). Moreover, since \( \Gamma \) is a contraction with \( \text{Lip}(\Gamma) \leq \frac{1}{2} \), we have
\[
\| w \| Y \lesssim \| \Gamma[0] \| Y
\]
\[
\lesssim \| w^0 \| H^1 + \sup_t e^{\frac{1}{2} \frac{1}{\pi} \int_0^t \| F(0) \| L^2}
\]
\[
\lesssim \| w^0 \| H^1 + \sup_t e^{\frac{1}{2} \frac{1}{\pi} \int_0^t e^{-\frac{1}{\pi} \| e(0)^2 \| e(w)^2} \| \| Q_0 \| W^{\alpha}, \frac{s}{1-\alpha} \| u^0 \| X^\alpha)
\]
\[
\lesssim \| w^0 \| H^1 + \| u^0 \| X^\alpha,
\]
which proves (5.19).

\[\square\]

**Proposition 5.8.** Let \( s > 0, \gamma \in \mathbb{R}, u^0_1, u^0_2 \in X^\alpha \) and \( u_1 \) be the unique global solution of (1.8) with \( u|_{t=0} = u^0_1 \) and of the form (5.16). Let \( w \) be the unique global solution to (5.17) with \( w^0 = 0 \). Then, the function
\[
h(t) := \frac{1}{\sqrt{2}} (\nabla)^s \left[ Q(u_1(t), w(t)) + S(t)(u_1^0 - u_1^0) * \rho_\varepsilon(w) \right]
\]
\[
\times (\pi_1 w(t) + \pi_1 S(t)(u_1^0 - u_1^0) * \rho_\varepsilon(w)), \tag{5.34}
\]

is well-posed in \( H^1 \).
is adapted to the filtration \( \{ \mathcal{F}_t \}_{t \geq 0} \). Moreover, \( \| h(t) \|_{L^2} \) is a continuous function of \( t \), and
\[
\mathbb{E} \left[ \| h(t) \|_{L^2([0, \infty); L^2)}^2 \right] \leq C \| u_1^0 - u_2^0 \|_{X^\alpha}^2 < +\infty, \tag{5.35}
\]
where \( C = C(\| u_1^0 \|_{X^\alpha}, \| u_1^0 - u_2^0 \|_{X^\alpha}) > 0 \) is a nondecreasing function of its arguments.

**Proof.** Since \( w \) and \( u_1 \) are adapted to the filtration \( \{ \mathcal{F}_t \}_{t \geq 0} \), it is easy to see from (5.34) that \( h \) is also adapted. Let \( Q_w = Q(u_1(t), w(t) + S(t)(u_2^0 - u_1^0)) \), \( \tilde{u}^0 := u_2^0 - u_1^0 \). By (5.8) with \( \theta = s \), we see that \( h(t) \) is a continuous function of time with values in \( L^2 \) and
\[
\| h(t) \|_{L^2} \lesssim \varepsilon(w)^{-\frac{1}{2}} \| Q_w \|_{W^{\alpha}; \frac{2}{\alpha}} (\| w \|_{\mathcal{M}} + \| S(t) \tilde{u}^0 \|_{X^\alpha})
\lesssim e^{-\frac{\mu t}{2}} (1 + \| \tilde{u}^0 \|_{X^\alpha} + \| u_1^0 \|_{X^\alpha} + \| Q_w \|_{W^{\alpha}; \frac{2}{\alpha}})^{k(s, \alpha)} \| \tilde{u}^0 \|_{X^\alpha}, \tag{5.36}
\]
where we used (5.18) and (5.19) in the last inequality, and \( k(s, \alpha) \) is an appropriate constant. Therefore, by (5.11), (5.19) and (3.10),
\[
\mathbb{E} \left[ \int_0^{+\infty} \| h(t) \|_{L^2}^2 dt \right] \lesssim \mathbb{E} \left[ \int_0^{+\infty} e^{-\frac{\mu t}{2}} (1 + \| \tilde{u}^0 \|_{X^\alpha} + \| u_1^0 \|_{X^\alpha} + \| Q_w \|_{W^{\alpha}; \frac{2}{\alpha}})^{2k(s, \alpha)} \| \tilde{u}^0 \|_{X^\alpha}^2 dt \right]
\lesssim \| \tilde{u}^0 \|_{X^\alpha}^2 \int_0^{+\infty} e^{-\frac{\mu t}{2}} \left[ 1 + \| u_1^0 \|_{X^\alpha}^2 + \| \tilde{u}^0 \|_{X^\alpha}^2 + \eta(t; \| u_0^0 \|_{X^\alpha})^{k(s, \alpha)} \right] dt
\leq C(\| u_1^0 \|_{X^\alpha}, \| u_1^0 - u_2^0 \|_{X^\alpha}) \| \tilde{u}^0 \|_{X^\alpha}.
\]

For \( u_1^0, u_2^0 \in X^\alpha \), we define
\[
u_0^0 := w + u_1 + S(t)(u_2^0 - u_1^0),
\]
where \( u_1(t) = \Phi_t(u_1^0; \xi) \), and \( w \) is the solution to (5.17) with \( w^0 = 0 \). For \( h \) as in (5.34), comparing (5.17) with (1.11) we obtain that
\[
u_0^0 = \Phi_t(u_2^0; \xi + h) = \Phi_t(u_1^0; \xi) + S(t)(u_2^0 - u_1^0) + w(t). \tag{5.37}
\]

**Remark 5.9.** Note that if \( L_t \) is the linear flow; namely, \( L_t(u_0; \xi) = S(t)u_0 + \mathbf{1}_t(\xi) \), then we can choose \( h = 0 \) and \( w = 0 \) and obtain the analogous version of (5.37)
\[
L_t(u_2^0; \xi) = L_t(u_1^0; \xi) + S(t)(u_2^0 - u_1^0). \tag{5.37}
\]

We then have for any \( \mu_1 \) and \( \mu_2 \) invariant,
\[
\| \mu_1 - \mu_2 \|_{\mathcal{D}_n} \leq \int \mathbb{E}[d_n(S(t)(u_2^0 - u_1^0), 0)]d\mu_1(u_1^0)d\mu_2(u_2^0)
\leq \int (ne^{-\frac{\mu t}{2}} \left[ \| u_2^0 - u_1^0 \|_{X^\alpha} \wedge 1 \right] \| \mu_1(u_1^0)d\mu_2(u_2^0) \to 0
\]
as \( t \to \infty \), which implies that \( \| \mu_1 - \mu_2 \|_{\mathcal{D}_n} = 0 \) for every \( n \in \mathbb{N} \). In particular, we have that \( \mu_1 = \mu_2 \), i.e. uniqueness of the invariant measure.
5.3. **Proof of Theorem 1.1 and Theorem 1.4.** Given \( n \in \mathbb{N} \), recall that

\[
d_n(x, y) = 1 \wedge n\|x - y\|_{X^\alpha},
\]

and denote by \( \text{Lip}_{d_n} \) the set of \( d_n \)-Lipschitz continuous functions \( F : X^\alpha \to \mathbb{R} \) such that \( \|F\|_{d_n} \leq 1 \) and \( \|F\|_{L^\infty} \leq \frac{1}{2} \).

**Proposition 5.10.** Let \( n \in \mathbb{N} \) and \( R > 0 \) be fixed. Given any \( u_1^0, u_2^0 \in B_R(0) \), there exist \( t_0 = t_0(n, R) > 0 \) and \( K(R) > 0, K'(R) > 0 \) such that, for every \( t \geq t_0 \),

\[
\mathbb{E}[F(\Phi_t(u_1^0, \xi))] - \mathbb{E}[F(\Phi_t(u_2^0, \xi))] \leq (1 - K(R))(1 \wedge K'(R))\|u_1^0 - u_2^0\|^2_{X^\alpha},
\]

for any \( F \in \text{Lip}_{d_n} \).

We postpone the proof of this proposition to the end of the section, and proceed to the proofs of Theorem 1.1 and Theorem 1.4.

**Proof of Theorem 1.1** Suppose, in order to obtain a contradiction, that there exist probability measures \( \mu_1 \) and \( \mu_2 \), \( \mu_1 \not\equiv \mu_2 \), which are both invariant under the flow of \( \{\Phi_t\}_{t \geq 0} \).

We first suppose that \( \mu_1 \perp \mu_2 \). We will return to the case when they are not mutually singular at the end of the proof. We fix \( n \in \mathbb{N} \). Let \( R > 0 \) be large enough so that \( \min_{j=1,2} \mu_{j,R} > \frac{1}{2} \), where \( \mu_{j,R} := \mu_j(B_R(0)) \) and let \( t = t(n, R) > 0 \) and \( K(R) > 0 \) be given by Proposition 5.10. By Lemma 5.3, Lemma 5.2 and the invariance of \( \mu_1 \) and \( \mu_2 \), we have

\[
\|\mu_1 - \mu_2\|_{d_n} = \sup_{F \in \text{Lip}_{d_n}} \left| \int_{X^\alpha} F(u_1^0) d\mu_1(u_1^0) - \int_{X^\alpha} F(u_2^0) d\mu_2(u_2^0) \right|
\]

\[
= \sup_{F \in \text{Lip}_{d_n}} \left( \frac{1}{2} \int_{X^\alpha \times X^\alpha} \mathbb{E}[F(\Phi_t(u_1^0, \xi))] - \mathbb{E}[F(\Phi_t(u_2^0, \xi))] d\mu_1(u_1^0)d\mu_2(u_2^0) \right).
\]

Using that \( F \in \text{Lip}_{d_n} \) and Proposition 5.10 we have

\[
\|\mu_1 - \mu_2\|_{d_n} \leq \left( \frac{1}{2} \right) \left( \int_{B_R(0) \times B_R(0)} \mathbb{E}[F(\Phi_t(u_1^0, \xi))] - \mathbb{E}[F(\Phi_t(u_2^0, \xi))] d\mu_1(u_1^0)d\mu_2(u_2^0) \right)
\]

\[
+ \mu_1,R(1 - \mu_2,R) + (1 - \mu_1,R)\mu_2,R + (1 - \mu_1,R)(1 - \mu_2,R)
\]

\[
\leq (1 - K(R))\mu_1,R\mu_2,R + 1 - \mu_1,R\mu_2,R
\]

\[
= 1 - K(R)\mu_1,R\mu_2,R
\]

\[
\leq 1 - \frac{1}{4}K(R).
\]

Note that the right hand side of the above inequality is independent of \( n \in \mathbb{N} \). Now, taking \( n \to \infty \) using Lemma 5.4 we have shown

\[
\|\mu_1 - \mu_2\|_{TV} \leq 1 - \frac{1}{4}K(R) < 1,
\]
which is a contradiction to the fact that $\mu_1 \perp \mu_2$. Thus, $\mu_1 = \mu_2$. If instead $\mu_1$ and $\mu_2$ are not mutually singular, then we consider the measures

$$\rho_1 = \frac{1}{(\mu_1 - \mu_2)_+} (X^\alpha) (\mu_1 - \mu_2)_+, \quad \rho_2 = \frac{1}{(\mu_2 - \mu_1)_+} (X^\alpha) (\mu_2 - \mu_1)_+.$$

These are probability measures which are invariant under the flow of \([1.8]\) and moreover, $\rho_1 \perp \rho_2$. By the same argument as above with $(\rho_1, \rho_2)$ replacing $(\mu_1, \mu_2)$ we would obtain $\|\rho_1 - \rho_2\|_{TV} < 1$, which is a contradiction. Hence, we again conclude that $\mu_1 = \mu_2$. \(\square\)

**Proof of Theorem 1.4** Fix $\varepsilon > 0$, and let $\xi, \xi'$ be two independent copies of space-time white noise. Let $u_1^0, u_2^0 \in X^\alpha$, and fix $R \gg 1$. We want to show that the stopping time

$$\tau(u_1^0, u_2^0) = \min\{t : \Phi_t(u_0, \xi), \Phi_t(u_1^0, \xi') \in B_R(0), ||\Phi_t(u_0, \xi) - \Phi_t(u_1^0, \xi')||_{X^\alpha} > \varepsilon\}$$

is finite a.s. Let $\nu_t = \nu_t(u_1^0, u_2^0)$ be the law of the process $(\Phi_t(u_1^0, \xi), \Phi_t(u_2^0, \xi'))$, which takes values in $X^\alpha \times X^\alpha$. By Theorem 1.1 and Proposition 4.3 we have that

$$\frac{1}{T} \int_0^T \nu_t dt \to \rho_s \otimes \rho_s$$

weakly. For $R \gg 1$, let $f_{R,\varepsilon} : X^\alpha \times X^\alpha \to \mathbb{R}$ be given by

$$f_{R,\varepsilon}(x, y) = \left(1 - 1 - \frac{\|x - y\|_{X^\alpha}}{\varepsilon}\right) \left(1 - 1 - \frac{\|x\|_{X^\alpha}}{R}\right) \left(1 - 1 - \frac{\|y\|_{X^\alpha}}{R}\right).$$

Therefore, we have that

$$\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[f_{R,\varepsilon}(\Phi_t(u_1^0, \xi), \Phi_t(u_2^0, \xi'))] dt = \int f_{R,\varepsilon}(x, y) d\rho_s(x) d\rho_s(y) = 2\gamma_{R,\varepsilon}. \quad (5.40)$$

Suppose that $\gamma_{R,\varepsilon} > 0$. Since $f_{R,\varepsilon} \leq 1$ and $f_{R,\varepsilon}(\Phi_t(u_1^0, \xi), \Phi_t(u_2^0, \xi')) = 0$ for $t < \tau$, by (5.40) we can deduce that there exists $T(u_1^0, u_2^0)$ such that

$$\mathbb{P}(\{\tau(u_1^0, u_2^0) \leq T(u_1^0, u_2^0)\}) \geq \gamma_{R,\varepsilon}.$$ 

Define recursively the stopping time $\tau_k$ with $\tau_0 = T(u_1^0, u_2^0)$, and

$$\tau_{k+1} = \tau_k + T(\Phi_{\tau_k}(u_1^0, \xi), \Phi_{\tau_k}(u_2^0, \xi')).$$

We have that

$$\mathbb{P}\{\tau > \tau_k\}$$

$$= \mathbb{P}\{\tau(\Phi_{\tau_{k-1}}(u_1^0, \xi), \Phi_{\tau_{k-1}}(u_2^0, \xi')) > T(\Phi_{\tau_k}(u_1^0, \xi), \Phi_{\tau_k}(u_2^0, \xi')) | \tau > \tau_{k-1}\} \mathbb{P}\{\tau > \tau_{k-1}\}$$

$$\leq (1 - \gamma_{R,\varepsilon})^{k+1} \to 0 \text{ as } k \to \infty,$$

where we used the (strong) Markov property for the penultimate inequality, and a simple induction for the last inequality. Therefore, $\tau$ is finite a.s., as long as $\gamma_{R,\varepsilon} > 0$. We notice that

$$f_{R,\varepsilon} \geq \frac{1}{8} \quad \text{for} \quad \|x - y\|_{X^\alpha} \leq \frac{\varepsilon}{2}, \|x\|_{X^\alpha} \leq \frac{R}{2}, \|y\|_{X^\alpha} \leq \frac{R}{2}.\]
Let $R$ be such that $\rho_s(B_{\frac{R}{4}}(0)) > 0$, and let $x_0 \in B_{\frac{R}{4}}(0)$ be such that $\rho_s(B_{\frac{R}{4}}(x_0)) > 0$. Such an $x_0$ must exist because countably many such balls cover $B_{\frac{R}{4}}(0)$. Therefore,

$$\gamma_{R,\varepsilon} = \frac{1}{2} \int \int f_{R,\varepsilon}(x,y)d\rho_s(x)d\rho_s(y) \geq \frac{1}{16} \int \int 1_{\|x-y\|_{X^\alpha} \leq \frac{R}{4}, \|x\|_{X^\alpha} \leq \frac{R}{4}, \|y\|_{X^\alpha} \leq \frac{R}{4}}(x,y)d\rho_s(x)d\rho_s(y) \geq \frac{1}{16} \rho_s(B_{\frac{R}{4}}(x_0))^2 > 0.$$

We now move to proving (1.14). Fix $u_0 \in X^\alpha$, and let $F \in \text{Lip}_{d_n, \frac{1}{2}}$. By Proposition 5.10 and the (strong) Markov property, we have that

$$\int \text{E}[F(\Phi_t(u_0, \xi))] - \text{E}[F(\Phi_t(u_0^0, \xi'))]d\rho_s(u_0^0)$$

\begin{align*}
&\leq \int \mathbb{P}(|\tau(u_0, u_0^0) > t - t_0(n, R))d\rho_s(u_0^0) \\
&\quad + \int \text{E}[1_{\{\tau(u_0, u_0^0) \leq t - t_0(n, R)\}} F(\Phi_{t-\tau}(\Phi_t(u_0, \xi), \xi''), F(\Phi_{t-\tau}(\Phi_t(u_0^0, \xi'), \xi'')))d\rho_s(u_0^0) \\
&= \int \mathbb{P}(|\tau(u_0, u_0^0) > t - t_0(n, R))d\rho_s(u_0^0) \\
&\quad + \int \text{E}_{\xi', \xi''}[1_{\{\tau(u_0, u_0^0) \leq t - t_0(n, R)\}} (\text{E}_\xi''[F(\Phi_{t-\tau}(\Phi_t(u_0, \xi), \xi'')] - \text{E}_\xi''[F(\Phi_{t-\tau}(\Phi_t(u_0^0, \xi'), \xi''))])d\rho_s(u_0^0) \\
&\leq \int \mathbb{P}(|\tau(u_0, u_0^0) > t - t_0(n, R))d\rho_s(u_0^0) + K'(R)\varepsilon^{\frac{1}{2}},
\end{align*}

where $\xi'', \xi'''$ are copies of space-time white noise (that correspond to $\xi(t - \tau), \xi'(t - \tau)$ respectively). Therefore, by Lemma 5.2 and since $\tau$ is finite a.s., by dominated convergence we have

$$\limsup_{t \to \infty} \|P^*_t \delta_{u_0} - \rho_s\|_d \leq \limsup_{t \to \infty} \int \mathbb{P}(|\tau(u_0, u_0^0) > t - t_0(n, R))d\rho_s(u_0^0) + K'(R)\varepsilon^{\frac{1}{2}} \leq K'(R)\varepsilon^{\frac{1}{2}}.$$ 

Since $\varepsilon > 0$ was arbitrary, we deduce (1.14). \hfill \Box

Before proceeding to the proof of Theorem 5.10 we need the following estimate.

**Lemma 5.11.** Let $X \geq 0$ be a random variable such that $\text{E}[X] = 1$. Then, for any $0 \leq \theta \leq 1$, we have

$$\text{E}[|X - 1|] \leq 2[1 - \theta \mathbb{P}(X \geq \theta)].$$

**Proof.** We write

$$\text{E}[|X - 1|] = \text{E}[(X - 1)1_{\{X > 1\}}] + \text{E}[(1 - X)1_{\{X \leq 1\}}]$$

$$= \text{E}[X 1_{\{X > 1\}}] - \mathbb{P}(X > 1) + \text{E}[(1 - X)1_{\{X \leq 1\}}]$$

$$= 1 - \text{E}[X 1_{\{X \leq 1\}}] - \mathbb{P}(X > 1) + \text{E}[(1 - X)1_{\{X \leq 1\}}]$$

$$= 2(1 - \text{E}[X 1_{\{X \leq 1\}}] - \mathbb{P}(X > 1)).$$
Using that
\[ E[X1_{\{X \leq 1\}}] \geq E[X1_{\{X \geq \theta\} \cap \{X \leq 1\}}] \geq \theta P(\{X \geq \theta\} \cap \{X \leq 1\}) \]
and that \( 0 \leq \theta \leq 1 \) implies
\[ P(X > 1) \geq \theta P(X > 1) = \theta P(\{X > 1\} \cap \{X \geq \theta\}), \]
we therefore have
\[ E[|X - 1|] \leq 2[1 - \theta P(\{X \geq \theta\} \cap \{X \leq 1\}) - \theta P(\{X > 1\} \cap \{X \geq \theta\})] \]
\[ = 2[1 - \theta P(X \geq \theta)]. \]
\hfill \Box

**Remark 5.12.** We will make use of the following consequence of Lemma 5.11: Let \( 1 \leq p < \infty \), and let \( X \) be a random variable such that \( E[e^X] = 1 \) and \( E[|X|^p] < +\infty \). Then, for any \( L > 0 \), we have
\[ E[|e^X - 1|] \leq 2 \left( 1 - e^{-L} + e^{-L} L^{-p} E[|X|^p] \right) \quad (5.41) \]
This follows from Lemma 5.11 by putting \( \theta = e^{-L} \) and applying Chebyshev’s inequality to
\[ P(e^X \geq e^{-L}) \geq P(L \geq \log e^X \geq -L) = P(|X| \leq L) = 1 - P(|X| > L). \]

**Proof of Proposition 5.10.** Fix \( u^0_1, u^0_2 \in X^\alpha \) and \( t > 0 \). For \( M \gg 1 \) to be chosen later, let
\[ \tau_M = \tau_M(\xi) = \inf_{t > 0} \{ \|\Phi_t(u^0_j, \xi)\|_{C([0, t]; H^1) \cap H^2} > M \} \]
Then, \( \tau_M \) is a stopping time. Moreover, by Proposition 2.7, we have that \( \tau_M \to \infty \) a.s. as \( M \to \infty \). Proposition 5.5 implies that the processes
\[ \Phi_t(u^0_j, \xi) = S(t)u^0_j + \mathbb{I}_t(\xi) + v_j(t; u^0_j, \xi), \quad j = 1, 2, \]
are a.s. well-defined, where \( v_j(t; u^0_j, \xi) \) are the unique solutions to (3.1), for \( j = 1, 2 \), and moreover there exists \( C_1 = C_1(M, R) > 0 \) such that
\[ \max_{j = 1, 2} \|v_j(t; u^0_j, \xi)\|_{C([0, t \land \tau_M]; H^1)} \leq C_1. \quad (5.42) \]
By Proposition 5.7, we can define \( w \in C([0, \infty); H^1) \) as the unique solution to (5.17) with \( w^0 = 0 \) and with respect to the stochastic flow \( \Phi_1(t; u^0_1, \xi) \), and \( w \) satisfies
\[ \|w(t)\|_{H^1} \lesssim e^{-ct} \|u^0_2 - u^0_1\|_{X^\alpha}, \quad (5.43) \]
where the implicit constant is independent of \( t, R, \) and \( M \). From Lemma 5.8, we form the function \( h \) according to (5.34) and denote by \( h_M \) the process \( h \) stopped at time \( \tau_M \), that is, \( h_M(t) := h(t \land \tau_M) \). We have that \( h_M \) is adapted, and by (5.30) and (5.42), it satisfies
\[ \|h_M(t)\|_{L^2} \leq C_2(M, R). \]
This implies that \( h_M \) satisfies the Novikov condition
\[ E \left[ \exp \left( \frac{1}{2} \int_0^t \|h_M(t')\|_{L^2}^2 dt' \right) \right] \leq e^{C_2^2(M, R)} < +\infty. \]
for any $t > 0$. For $f \in L^2_{t,x}$, we define

$$
\mathcal{E}(f) := \exp \left( -\frac{1}{2} \int_0^t \|f(t')\|^2_{L^2_x} dt' + \int_0^t \langle f(t'), \xi(t') \rangle_{L^2_x} dt' \right).
$$

By (5.37), we have that

$$
\Phi_{t \wedge \tau_M}(u_2^0, \xi + h_M) = \Phi_{t \wedge \tau_M}(u_1^0, \xi) + r_M(t),
$$

where

$$
r_M(t) := S(t \wedge \tau_M)(u_2^0 - u_1^0) + w(t \wedge \tau_M).
$$

We have

$$
\mathbb{E}[F(\Phi_t(u_1^0, \xi)) - F(\Phi_t(u_2^0, \xi))] = \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} \{F(\Phi_{t \wedge \tau_M}(u_1^0; \xi)) - F(\Phi_{t \wedge \tau_M}(u_2^0; \xi))\}] + \mathbb{E}[\mathbf{1}_{\{t > \tau_M(\xi)\}} \{F(\Phi_t(u_1^0; \xi)) - F(\Phi_t(u_2^0; \xi))\}].
$$

Using (5.44), we have

$$
\mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} \{F(\Phi_{t \wedge \tau_M}(u_1^0; \xi)) - F(\Phi_{t \wedge \tau_M}(u_2^0; \xi + h_M))\}] + \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} \{F(\Phi_{t \wedge \tau_M}(u_2^0; \xi + h_M)) - F(\Phi_{t \wedge \tau_M}(u_2^0; \xi))\}].
$$

Using (5.1), (5.38), (2.4) and (5.43), we have

$$
\mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} d_n(S(t)(u_0^0 - u_1^0), 0) + \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} d_n(w(t), 0)]
\leq 2\|F\|_{d_n}(1 \wedge Cn^{e-ct}\|u_2^0 - u_1^0\|_{X^n}).
$$

Meanwhile, by Girsanov’s theorem,

$$
\mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} F(\Phi_{t \wedge \tau_M}(u_2^0; \xi + h_M)) - \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} F(\Phi_{t \wedge \tau_M}(u_2^0; \xi))] + \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} F(\Phi_t(u_2^0; \xi)) - \mathbb{E}[\mathbf{1}_{\{t \leq \tau_M(\xi)\}} F(\Phi_t(u_2^0; \xi))]
= \mathbb{E}\left[\left(\Phi_t(u_2^0; \xi + h_M) - F(\Phi_t(u_2^0; \xi))\right)\right]
- \mathbb{E}\left[\left(\Phi_t(u_2^0; \xi + h_M) - F(\Phi_t(u_2^0; \xi))\right)\right]
+ \mathbb{E}\left[\left(\Phi_t(u_2^0; \xi) - F(\Phi_t(u_2^0; \xi))\right)\right]
= \mathbb{E}[\mathbf{1}_{\{t > \tau_M(\xi)\}} (F(\Phi_t(u_2^0; \xi + h_M)) - F(\Phi_t(u_2^0; \xi)))]
+ \mathbb{E}[\mathbf{1}_{\{t > \tau_M(\xi)\}} (F(\Phi_t(u_2^0; \xi)) - F(\Phi_t(u_2^0; \xi)))]
= \mathbb{E}[\mathbf{1}_{\{t > \tau_M(\xi)\}} (F(\Phi_t(u_2^0; \xi)) - F(\Phi_t(u_2^0; \xi)))]
$$

We bound the second term by

$$
\|F\|_{L^\infty} \mathbb{P}(t \geq \tau_M(\xi)).
$$
We now consider (5.51). For $L > 0$ to be chosen later, let $E := \{ \mathcal{E}(h_M) \geq e^{-L} \}$. Since $\mathbb{E}[\mathcal{E}(h_M)] = 1$, (5.41), Ito’s isometry and (5.35) imply

$$
|5.51| \leq 2\|F\|_{L^\infty}\left[1 - e^{-L} + e^{-L}L^{-1}\mathbb{E}[\|\log \mathcal{E}(h_M)\|]\right]
$$

$$
\leq 2\|F\|_{L^\infty}\left[1 - e^{-L} + e^{-L}L^{-1}\mathbb{E}\left[\|h\|^2\|h\|_{L^2_{t,x}}^2\right]\right]
$$

$$
\leq 2\|F\|_{L^\infty}\left[1 - (1 - C(R)\|u_1^0 - u_2^0\|_{X^\alpha}L^{-1})e^{-L}\right] \tag{5.54}
$$

Finally, combining (5.47), (5.50), (5.53) and (5.54), we have

$$
\mathbb{E}[F(\Phi_t(u_1^0, \xi)) - F(\Phi_t(u_2^0, \xi))]
$$

$$
\leq 2\|F\|_{L^\infty}\left(1 - (1 - C(R)\|u_1^0 - u_2^0\|_{X^\alpha}L^{-1})e^{-L}\right) + 4\|F\|_{L^\infty}\mathbb{P}(t > \tau_M(\xi))
$$

$$
+ 2\|F\|_{d_u}(1 \wedge Cne^{-ct}\|u_2^0 - u_1^0\|_{X^\alpha}).
$$

Using that $F \in \text{Lip}_{d_u, \frac{s}{4}}$, we get

$$
\mathbb{E}[F(\Phi_t(u_1^0, \xi)) - F(\Phi_t(u_2^0, \xi))]
$$

$$
\leq 1 - (1 - C(R)\|u_1^0 - u_2^0\|_{X^\alpha}L^{-1})e^{-L} + 2\mathbb{P}(t > \tau_M(\xi)) + 2(1 \wedge Cne^{-ct}\|u_2^0 - u_1^0\|_{X^\alpha}) \tag{5.55}
$$

Now, by Chebyshev’s inequality and (2.20),

$$
\mathbb{P}(t > \tau_M(\xi)) \leq \frac{\mathbb{E}\left[\max \left\{ \|\mathbf{i}_t(\xi)\|^2_{C([0, t]; W^\infty, \mathbf{P})}, \|\mathbf{i}_t(\xi)\|^2_{C([0, t]; L^4)}, \|\mathbf{i}_t(\xi)\|^2_{C([0, t]; L^4)} \right\}\right]}{M^2}
$$

$$
\leq \frac{C(t)}{M^2}.
$$

Inserting this bound into (5.55) yields

$$
\mathbb{E}[F(\Phi_t(u_1^0, \xi)) - F(\Phi_t(u_2^0, \xi))]
$$

$$
\leq 1 - (1 - C(R)\|u_1^0 - u_2^0\|_{X^\alpha}L^{-1})e^{-L} + \frac{2C(t)}{M^2} + 2(1 \wedge Cne^{-ct}\|u_2^0 - u_1^0\|_{X^\alpha}) \tag{5.56}
$$

We first choose $L = L(R) \gg 1$, so that $2C(R)RL^{-1} < \frac{1}{4}$. Next, we choose $t_R = t_R(n, R, L) = t_R(n, R) > 0$ so that

$$
2(1 \wedge Cne^{-ct_R}\|u_2^0 - u_1^0\|_{X^\alpha}) \leq 2(1 \wedge 2CRne^{-ct_R}) \leq \frac{1}{8}e^{-L}. \tag{5.57}
$$

Then, we choose $M = M(R, t, L) \gg 1$ so that

$$
\frac{2C(t)}{M^2} < \frac{1}{2}e^{-L}.
$$

Hence we have, for every $t \geq t_R$,

$$
\mathbb{E}[F(\Phi_t(u_1^0, \xi)) - F(\Phi_t(u_2^0, \xi))] \leq 1 - \frac{1}{4}e^{-L} + 2(1 \wedge Cne^{-ct}\|u_2^0 - u_1^0\|_{X^\alpha}).
$$

Therefore,

$$
(5.58) \leq 1 - \frac{1}{8}e^{-L(R)} =: 1 - K(R). \tag{5.58}
$$
Let now $L = R^{-\frac{1}{2}}\|u^0_1 - u^0_2\|_{X^\alpha}$. Then, let $t_1 = t_1(C,n)$ be such that

$$2(1 \wedge C_n e^{-ct_1(1+|\alpha|)}) \leq \|u^0_2 - u^0_1\|_{X^\alpha} \leq \|u^0_2 - u^0_1\|_{X^\alpha},$$

and for $t \geq t_1$, let $M = M(R,t,u^0_1,u^0_2) \gg 1$ so that

$$\frac{2C(t)}{M^2} \leq \|u^0_2 - u^0_1\|_{X^\alpha}.$$

By our choice of $L$, we have that $L \leq \sqrt{2}$, so $e^{-L} \geq 1 - L = 1 - R^{-1}\|u^0_2 - u^0_1\|_{X^\alpha}$. We obtain that, for some constant $C'(R)$,

$$\leq C'(R)\|u^0_2 - u^0_1\|_{X^\alpha}. \tag{5.59}$$

Therefore, (5.39) follows from (5.58) and (5.59), with $K'(R) = \frac{C'(R)}{1 - K(R)}$. \hfill $\square$

**Remark 5.13.** We would like provide some heuristic about our claim that the estimates in this paper can provide at best a sub-polynomial rate of convergence. Fix $\varepsilon > 0$. We want to estimate the first time $t$ such that

$$\|P_t \delta u_1^0 - \rho_s\|_{d_1} \lesssim \varepsilon.$$ 

Since the estimate (5.39) does not provide any information about what happens outside of a ball with radius $R$, we need to fix $R$ with $\rho_s(B_R(0)) \lesssim \varepsilon$. In view of Proposition 5.33, this requires us to take $R \geq \left| \log \varepsilon \right|^A$, for some $A > 1$. We notice that by (5.57), we have

$$t_0 \geq L \succeq RC(R).$$

The quantity $C(R)$ in this inequality comes from (5.54), which in turn depends on (5.35). From the proof of Proposition 5.38 we see that the constant $C$ in (5.35) satisfies

$$C \gtrsim \int_0^{+\infty} \eta(t,R)^{k(\alpha)} dt \gtrsim \exp(cR),$$

for some constant $c > 0$, and a similar estimate holds for the quantity $C(R)$. Recalling that $R \gtrsim \left| \log \varepsilon \right|^A$, we obtain that

$$t_0 \gtrsim \exp(c' R) \gtrsim \exp\left(c' \left| \log \varepsilon \right|^A \right),$$

which is a function of $\varepsilon^{-1}$ with super-polynomial growth.

**Remark 5.14.** In this remark, we let $\Phi_t$ denote the global-in-time flow of the equation (1.15) defined $\rho$ a.s., for $\rho$ in (1.16); see [24]. Then, we have $\Phi_t(u^0_1; \xi) = S(t)u^0_1 + \tilde{f}_t(\xi) + v(t;u^0_1,\xi)$, where $S(t)$ is the solution operator for the linear homogeneous equation associated to (1.15). $\tilde{f}_t(\xi)$ is the corresponding stochastic convolution

$$\tilde{f}_t(\xi) = \int_0^t S(t-t') \left( \begin{array}{c} 0 \\ \sqrt{2\xi(t')} \end{array} \right) d't',$$

and $v$ solves

$$v(t) = -\int_0^t S(t-t') \left( \pi_1(S(t')u^0_1 + \tilde{f}_t(\xi) + v(t'))^3 \right) d't'.$$

With $w = 0$ and

$$h = \pi_1(\Phi_t(u^0_1; \xi) + S(t)(u^0_2 - u^0_1))^3 - \pi_1(\Phi_t(u^0_1; \xi))^3,$$
we obtain

\[ \Phi_t(u_0^2, \xi + h) = \Phi_t(u_0^1, \xi) + S(t)(u_0^2 - u_0^1) \]

as the analogue of (5.37). This choice of \( h \) satisfies a corresponding estimate as in (5.35) since samples of the Gibbs measure \( \rho \) and \( t(\xi) \) belong to \( C^2(T^2) \) a.s. and \( v(t) \in H^1(T^2) \). The uniqueness of the Gibbs measure (1.16) under the flow of (1.15) then follows from the arguments in the proofs of Proposition 5.10 and Theorem 1.1 along with good long time bounds for \( v \) which follow from the arguments in [24].
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