Joint Representation of Temporal Image Sequences and Object Motion for Video Object Detection
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Abstract—In this paper, we propose a new video object detector (VoD) method referred to as temporal feature aggregation and motion-aware VoD (TM-VoD), which produces a joint representation of temporal image sequences and object motion. The proposed TM-VoD aggregates visual feature maps extracted by convolutional neural networks applying the temporal attention gating and spatial feature alignment. This temporal feature aggregation is performed in two stages in a hierarchical fashion. In the first stage, the visual feature maps are fused at a pixel level via gated attention model. In the second stage, the proposed method aggregates the features after aligning the object features using temporal box offset calibration and weights them according to the cosine similarity measure. The proposed TM-VoD also finds the representation of the motion of objects in two successive steps. The pixel-level motion features are first computed based on the incremental changes between the adjacent visual feature maps. Then, box-level motion features are obtained from both the region of interest (RoI)-aligned motion features and the sequential changes of the box coordinates. Finally, all these features are concatenated to produce a joint representation of the objects for VoD. The experiments conducted on the ImageNet VID dataset demonstrate that the proposed method outperforms existing VoD methods and achieves a performance comparable to that of state-of-the-art VoDs.

I. INTRODUCTION

In the field of robot vision, the performance of object detectors, including SSD [20], YOLO [22], RetinaNet [19], Faster R-CNN [23], and Mask R-CNN [14], has been improved dramatically since convolutional neural network (CNN) [15], [16], [18], [25] have been adopted for feature extraction of images. These well-known object detectors detect the objects based on a single image. When object detection is performed on video data that contains a sequence of image frames, the traditional approach is to perform detection for each image frame and to associate objects across frames in the subsequent object tracking stage. However, this approach does not exploit the temporal information in the image sequence, thereby limiting the detection performance. In addition, video images often suffer from degraded image quality due to motion blur, camera defocusing, anomalous poses, and object occlusion. Since this gives inconsistent detection results over time, and consequently burdens the object trackers, the object detectors should be designed to exploit temporal information to achieve the robust performance.

Recently, object detectors, referred to as video object detectors (VoD), have been proposed, which use multiple consecutive video frames for object detection. Thus far, various VoD methods have been proposed in the literature [2], [3], [6], [12], [27]–[29]. In [2], [12], [28], [29], CNN feature maps were fused to produce an enhanced representation of objects for object detection. In particular, the methods in [3], [6], [27] associated the object proposals found in each video frame and fused the associated features to enhance the quality of the object features. In [8] and [26], the motion of objects and the variation of camera position and angle were exploited to extract the representation of the moving objects.

In this paper, we present a novel VoD algorithm, referred to as temporal feature aggregation and motion-aware VoD (TM-VoD), which can construct robust and reliable features on objects using image sequences of finite length. We aim to design a VoD algorithm that achieves the following two objectives of VoD. First, the VoD algorithm should aggregate common, yet diverse representations of objects over multiple video frames. Since the location and the quality of object features change in time, the aggregation strategy should be adapted to such temporal variations. Next, the VoD algorithm should exploit the temporal motion patterns of objects to find rich and discriminative representations. Since objects of different classes exhibit distinctive motion patterns, the respective motions provide useful contextual cues for identifying the objects better.

The proposed TM-VoD method detects objects based on \(M\) past images, \(N\) future images, and present image as illustrated with the setup \(N = M = 2\) in Fig. 1. First, the TM-VoD fuses the visual feature maps obtained by the CNN backbone networks. To maximize the effect of feature aggregation, TM-VoD aligns and weights the feature maps to be aggregated in two stages. In the first stage, the pixel-level gated feature aggregation performs a weighted aggregation of the CNN feature maps based on their relevance to the detection task at hand. In the second stage, the box proposals obtained by the region proposal network (RPN) are aligned by temporal box offset calibration (TBOC) and weighted according to the cosine similarity between the present and adjacent frame features. TM-VoD also finds the representation of object motion in two stages. In the first stage, the pixel-level motion features are obtained by capturing incremental changes of adjacent visual feature maps. In the second stage, box-level motion features are extracted from the region of interest (RoI)-aligned motion features and the sequence of
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the corresponding box coordinates. Finally, both temporally aggregated features and box-level motion features are merged to generate a joint representation of the objects. Note that the entire network is end-to-end trainable.

The key contributions of our study are summarized as follows.

- We propose a new VoD method, which exploits both the temporal redundancy of object features over adjacent video frames and the contextual information captured in the motion of objects. We particularly focus on aggregating only the relevant and well-aligned regions of the visual feature maps, extracting the effective representation of object motion from the image sequence, and integrating them to the VoD. Note that the feature aggregation and motion feature extraction are performed sequentially in a hierarchical manner, both at the pixel level and at the box level.
- We propose an efficient box regression method for aligning box proposals over multiple video frames. Instead of associating all pairs of box proposals over adjacent frames [3], [6], [27], the proposed method uses the initial box proposals obtained by the RPN as anchors and predicts the box offsets relative to the anchors for all video frames.
- We evaluate the performance of the proposed method on the publicly available video object detection dataset, ImageNet VID dataset [24]. Our experiments demonstrate that the proposed ideas offer significant performance improvement over the baseline algorithms. Furthermore, the proposed TM-VoD method outperforms existing VoD methods and achieves a performance comparable to that of state-of-the-art methods.
- The source code will be publicly available.

II. RELATED WORK

Object detection techniques based on still images [4], [9], [10], [14], [19], [20], [22], [23] have been rapidly advanced owing to the use of CNN. However, the performance of these object detectors is limited because temporal information in image sequences is not exploited. VoD methods have been recently proposed, which uses the sequence of the video frames for object detection.

Thus far, various VoD algorithms have been proposed [2], [6], [8], [11]–[13], [26]–[28]. In [2], [12], [28], the visual feature maps obtained for multiple video frames were fused to exploit the temporal redundancy of the representation. FGFA [29] aggregates feature maps using the guidance of the optical-flow map extracted by FlowNet [7]. STMN [28] modifies the ConvGRU module [1] to build the spatio-temporal memory and aggregate the spatial features across adjacent frames. PSLA [12] uses the spatial correspondence between adjacent features to align the feature maps for fusion. In [3], [6], [27], the local features on the objects extracted from each video frame were fused to improve the detection accuracy further. STCA [21] and RDN [6] enhance the features in the region proposals by exploring semantic and spatio-temporal relationships among the region proposals. MEGA [3] employs a spatio-temporal relation module to find the relation between the box-level features over adjacent frames. SELSA [27] also aggregates features in region proposals based on the semantic similarity measures. However, calculating the similarity measure for all possible pairs of proposals requires high computational complexity.

In [8], [26], the features capturing the motion of objects was extracted from the image sequence and used to find better representation of the objects. D&T [8] predicts bounding box offsets using the correlation map between adjacent frames. MANet [26] extracts motion features based on an optical flow map.

The proposed TM-VoD method is different from these methods in that it utilizes both temporal redundancy and contextual motion information to improve VoD performance. The distinct feature of the TM-VoD is that the joint representation of the image sequence and object motion is found by aggregating the aligned and weighted features over two successive stages of object detection and extracting the object motion features effectively both at the pixel level and at the box level.

III. PROPOSED TM-VoD METHOD

A. Overview

The overall architecture of TM-VoD is depicted in Fig. [1] TM-VoD consists of three main blocks: 1) temporally gated RPN (TG-RPN) block, 2) motion-aware temporal box refinement (MTBR) block, and 3) joint temporal and motion feature generation (JTMG) block. The TG-RPN is performed in the first detection stage and both MTBR and JTMG are performed in the second detection stage.

CNN backbone networks with shared weights are applied to \((M + N + 1)\) video frames to generate visual feature maps \(F_{t-M:t+M} = \{F_{t-M},...,F_{t+M}\}\). The TG-RPN block produces the enhanced feature map \(F_{t}^{(A)}\) by aggregating \(F_{t-M:t+M}\) using the attention weights determined by the gated attention model (GAM). Based on the feature map \(F_{t}^{(A)}\), the RPN produces the box proposals \(b_{t}^{(A)}\). In addition to temporal feature aggregation, the TG-RPN block extracts the pixel-level motion feature maps \(M_{t-M:t+M} = \{M_{t-M},...,M_{t+M}\}\) based on the incremental changes in the visual feature maps \(F_{t-M:t+M}\).

Next, MTBR block pools the box-level visual and motion features from \(F_{t-M:t+M}\) and \(M_{t-M:t+M}\). For this goal, the TBOC block predicts the box coordinates \(b_{t-M:t+M}^{(A)}\) for \((M + N + 1)\) video frames. Instead of adopting computationally-demanding association approach, the MTBR uses \(b_{t}^{(A)}\) as reference boxes (called anchors) and predicts the coordinate offsets for \(b_{t-M:t+M}^{(A)}\) based on the features pooled from \(F_{t-M:t+M}\) and \(M_{t-M:t+M}\). Then, based on the predicted box coordinates \(b_{t-M:t+M}^{(A)}\), the MTBR pools box-level features \(r_{t}^{(A)}, r_{t-M:t+M}^{(A)}, r_{t-M:t+M}^{(M)}\) from \(r_{t}^{(A)}, F_{t-M:t+M}, M_{t-M:t+M}\) respectively. This processing is called Rol alignment.

Finally, the JTMB composes the joint representation of the objects using \(r_{t}^{(A)}, r_{t-M:t+M}^{(F)}, r_{t-M:t+M}^{(M)}\). First,
maps A

B. Temporally Gated RPN (TG-RPN)

The first role of TG-RPN is to fuse the visual feature maps \( F_{t-M:t+N} \) obtained by CNN backbone networks. To achieve the weighted fusion, the GAM computes the attention weight maps \( A_t \) and \( A_{t-i} \) and multiplies them to \( F_t \) and \( F_{t-i} \) as

\[
F_{t-i}^{(G)} = A_t \otimes F_t + A_{t-i} \otimes F_{t-i}, \tag{1}
\]

where the operation \( \otimes \) denotes pixel-wise multiplication, and \( A_t \) and \( A_{t-i} \) have channel dimension of 1 and the same spatial size as \( F_t \) and \( F_{t-i} \). Note that \( A_t \) and \( A_{t-i} \) gate the contributions of \( F_t \) and \( F_{t-i} \), respectively. \( A_t \) and \( A_{t-i} \) are obtained from

\[
\begin{align*}
A_t &= \sigma(\text{conv}_{3 \times 3}(F_t \oplus F_{t-i})) \tag{2} \\
A_{t-i} &= 1 - A_t, \tag{3}
\end{align*}
\]

where \( \sigma(\cdot) \) is the logistic-sigmoid function, the operation \( \oplus \) denotes concatenation, and \( \text{conv}_{3 \times 3} \) is the convolutional layers with \( 3 \times 3 \) kernels. Note that \( A_t \) and \( A_{t-i} \) have a value between 0 and 1. The aggregated feature map \( F_t^{(A)} \) is obtained from the pixel-wise sum of \( F_{t-M}^{G} \ldots F_{t-1}^{G} \), \( F_{t+1}^{G} \ldots F_{t+N}^{G} \).

Then the box proposals \( b_t^{(A)} \) for the \( t \)th frame is obtained from \( F_t^{(A)} \) using RPN.

The second role of TG-RPN is to produce the pixel-level motion features \( M_{t-M:t+N} \). We employ a motion attention model (MAM), which computes the temporal change of two adjacent visual feature maps, i.e., \( S_{t-i} = F_{t-i} - F_t \) and applies the channel-wise attention (CWA) of SENet [17] to \( S_{t-i} \)

\[
M_{t-i} = \text{CWA}(\text{conv}_{3 \times 3}(S_{t-i})), \tag{4}
\]

where global average pooling is used for CWA.

C. Motion-aware Temporal Box Recomfiguration (MTBR)

The role of MTBR is to find the box proposals linked over multiple video frames and pools the box-level features from \( F_{t}^{(A)} \), \( F_{t-M:t+N} \), and \( M_{t-M:t+N} \). Fig. 2 depicts the structure of the TBOC, which predicts the box proposals \( b_{t-M:t+N} \) based on the motion-aware feature maps \( F_{t-M:t+N}^{(M)} \) obtained by adding \( F_{t-M:t+N} \) and \( M_{t-M:t+N} \). As mentioned, the box proposals \( b_{t}^{(A)} \) obtained in the TG-RPN are used as anchors and the box offsets are predicted relative to the anchors for all video frames. Specifically, the box offset for the \( (t+i) \)th frame is predicted based on \( F_{t+i}^{(M)} \), which is pooled from \( F_{t+i}^{(M)} \) according to \( b_{t}^{(A)} \). Though not being used for the inference step, the object class is also predicted from the element-wise average, \( \sum_{t=-M}^{N} f_{t+i}^{(M)} / M+N+1 \) for training purpose only.

Next, the \textit{RoI alignment} block pools the features \( r_t^{(A)} \), \( r_{t-M:t+N}^{(F)} \), and \( r_{t-M:t+N}^{(M)} \) from \( F_{t}^{(A)} \), \( F_{t-M:t+N} \), and \( M_{t-M:t+N} \) based on the box proposals \( b_{t-M:t+N} \) obtained by the TBOC.
A. Dataset and Evaluation

In this section, we present the experimental results to evaluate the performance of the proposed TM-VoD method. We trained the proposed network with both the ImageNet VID dataset and the ImageNet DET dataset following the method suggested in [8], [26], [29]. The ImageNet DET dataset contains 350k still images with 200 object classes. The ImageNet VID dataset [24] contains 3,862 training images and 898 test images per object class and 30 object classes. The ImageNet DET dataset contains 350k still images with 200 object classes. The 30 object classes of the ImageNet VID dataset are a subset of the 200 object classes of the ImageNet DET dataset.

We subsampled each video by choosing 15 key frames from each video and collected 5 consecutive frames around each key frame. We also collected about 2k images per class from each video and collected 5 consecutive frames around each key frame.

The ImageNet VID dataset [24] contains 3,862 training images and 898 test images per object class and 30 object classes. The ImageNet DET dataset contains 350k still images with 200 object classes. The 30 object classes of the ImageNet VID dataset are a subset of the 200 object classes of the ImageNet DET dataset.

We subsampled each video by choosing 15 key frames from each video and collected 5 consecutive frames around each key frame. We also collected about 2k images per class from each video and collected 5 consecutive frames around each key frame.

The ImageNet VID dataset [24] contains 3,862 training images and 898 test images per object class and 30 object classes. The ImageNet DET dataset contains 350k still images with 200 object classes. The 30 object classes of the ImageNet VID dataset are a subset of the 200 object classes of the ImageNet DET dataset.

We subsampled each video by choosing 15 key frames from each video and collected 5 consecutive frames around each key frame. We also collected about 2k images per class from each video and collected 5 consecutive frames around each key frame.
the same image to generate more class-balanced training data. We tested the VoD methods under consideration on the ImageNet VID validation dataset. We used mean average precision (mAP) metric to evaluate the detection accuracy. We also followed the evaluation protocol in [29], which divided the objects into three groups, i.e., those with slow, medium, and fast motions. Slow motion refers to the case where intersection over union (IoU) score measured between the present and past frames is higher than 0.9, and fast motion means that the IoU score is lower than 0.7. Medium motion indicates the rest.

B. Implementation Details

We used the Faster R-CNN detector [23] as the baseline network and built our TM-VoD based on it. We used both ResNet-101 [15] and ResNeXt-101-32×4d as a backbone network and employed a deformable convolution network [5] to ResNeXt-101. Following [8], we first trained the proposed network using the ImageNet DET dataset. Initializing the model with these weights, we finetuned the whole network with the ImageNet VID dataset and a part of the ImageNet DET dataset sharing the same 30 object categories with the ImageNet VID dataset. We conducted the data augmentation methods including random flipping, photometric distortion, and random crop and expansion. The length of the input image sequence was set to 5, i.e., $M = N = 2$. The proposed network was trained over 8 epochs with a mini-batch size of 8 on 4 NVIDIA TITAN RTX GPUs. The stochastic gradient descent (SGD) algorithm was used for optimization. The initial learning rate was set to 0.001 and reduced by a factor of 10 at the 4th epoch and 6th epoch. The input images were resized such that the length of a shorter side becomes 600 pixels maintaining the same aspect ratio.

C. Ablation Study

In this section, we present an ablation study to demonstrate the effectiveness of the ideas used for the proposed method. We compared the performance of the proposed algorithm under the following setups:

- Method (a): Faster R-CNN baseline [23] with ResNet-101.
- Method (b): The TG-RPN block was added to method (a). The object detection was performed based on the aggregated feature map $F_t^{(A)}$.
- Method (c): The MTBR block was added to method (b). Object detection was performed based on the element-wise sum of $r_t^{(A)}, r_{t-2:t+2}^{(F)}$, and $r_{t-2:t+2}$.
- Method (d): Box-level gated feature aggregation was only added to method (c).
- Method (e): The JTMG block was added to method (c).
- Method (f): Seq-NMS [13] was used to post-process the output of the method (e).

Table I presents an mAP achieved by each method. As a baseline, the method (a) achieves the mAP of 75.45% in the baseline detector. The method (b) improves by 1.65% over that of the method (a). This shows that pixel-level gated feature aggregation yields the enhanced feature maps for object detection. Aligning the object features associated with the box proposals using the TBOC, the method (c) achieves a performance gain of 3.72% over the baseline detector. This shows that aligning the box-level features for aggregation has a significant impact. The method (d) selectively aggregates the RoI-aligned visual features achieving 0.46% improvement over the method (c). Using all TG-RPN, MTBR, and JTMG blocks together, the method (e) can achieve up to 5.06% performance gain over the baseline, yielding 80.51% mAP. The Seq-NMS post-processing offers the further performance improvement from 80.51% to 83.07%. Note that this amounts to 7.62% improvement over the baseline.

The mAP performance was also evaluated for slow, medium, fast moving objects. We observe that the baseline achieves the worst mAP performance for the fast moving objects. Note that the proposed method offers the largest performance gain (12.98%) for the fast moving objects as compared to 3.24% gain for the slow moving objects.

D. Performance Analysis

Fig. H presents the detection results obtained by the baseline (Faster R-CNN) and the TM-VoD for the examples of fox and bear video sequences. We see that these two video sequences exhibit motion blur and object occlusion, which
Fig. 4. **Comparison of TM-VoD and baseline for the fox and bear videos:** The results of two object detectors (TM-VoD versus Faster R-CNN) are shown for the five video frames of fox and bear videos. While Faster R-CNN misses the objects for some video frames due to motion blur or occlusion, TM-VoD yields reliable detection results for all five video frames.

| Network  | Backbone   | Post-Processing | mAP (%) |
|----------|------------|-----------------|---------|
| D&T [8]  | Inception v-4 | -               | 82.0    |
| FGFA [29]| ResNet-101 | -               | 76.3    |
| MANet [26]| ResNet-101 | -               | 78.1    |
| RDN [6]  | ResNeXt-101| -               | 83.2    |
| SELSA [27]| ResNeXt-101| -               | 83.1    |
| MEGA [3] | ResNeXt-101| -               | **84.5**|
| **Ours** | ResNeXt-101| -               | 83.6    |

| Network  | Backbone   | Post-Processing | mAP (%) |
|----------|------------|-----------------|---------|
| D&T [8]  | Inception v-4 | Viterbi         | 82.1    |
| FGFA [29]| ResNet-101 | Seq-NMS         | 78.4    |
| MANet [26]| ResNet-101 | Seq-NMS         | 80.3    |
| STMN [28]| ResNet-101 | Seq-NMS         | 80.5    |
| RDN [6]  | ResNeXt-101| BLR             | 84.7    |
| SELSA [27]| ResNeXt-101| Seq-NMS         | 83.7    |
| MEGA [3] | ResNeXt-101| BLR             | 85.4    |
| **Ours** | ResNeXt-101| Seq-NMS         | **85.5**|

TABLE II

**Performance comparison of several VoD methods evaluated on the ImageNet VID validation set**

prevents the baseline detector from detecting the objects particularly for the degraded images. In contrast, the TM-VoD produces the accurate detection results for all image frames provided. Even when the detection results from both detectors are correct, the TM-VoD outputs much higher confidence score than the baseline.

Table II compares the performance of the proposed TM-VoD with the existing VoD methods when evaluated on the ImageNet VID validation set. The performance evaluation is separately performed with and without the post-processing technique. Without the post-processing technique, the proposed TM-VoD achieves 83.6% mAP, which is higher than other VoD methods except MEGA [3]. Note that the MEGA uses 25 consecutive frames as input and thus is required to perform box association for all pairs of box proposals between the adjacent frames. When the Seq-NMS is employed as post-processing method, the TM-VoD outperforms all other VoD methods of interest. The detection accuracy achieved by the TM-VoD (i.e., 85.5 %) is significantly higher than most VoD methods and the performance of the TM-VoD is comparable to that of the current state-of-the-art, MEGA [3].

V. CONCLUSIONS

In this paper, we presented a novel VoD method, which can produce the joint representation of temporal image sequences and object motion for object detection. First, the hierarchical feature aggregation method was proposed to exploit the temporal redundancy between the video frames. The visual feature maps obtained by the CNN were selectively aggregated using the gated attention weights. In the subsequent detection stage, the box level features were aligned using the box proposals predicted by the TBOC and were also selectively fused based on the cosine similarity-based weights. Second, the features capturing object motion were obtained in two successive steps. The pixel-level motion feature maps were obtained from the sequence of the visual feature maps. Then, box-level motion features were obtained by applying bi-GRU to the RoI-aligned motion features and extracting the box displacement features. The box-level visual features and motion features were combined to produce the final joint representation of the objects. The experiments conducted on ImageNet VID dataset showed that our method achieved the significant performance gain over the baseline and outperformed the existing video object detectors.
