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Abstract. This work studies an explicit embedding of the set of probability measures into a Hilbert space, defined using optimal transport maps from a reference probability density. This embedding linearizes to some extent the 2-Wasserstein space, and enables the direct use of generic supervised and unsupervised learning algorithms on measure data. Our main result is that the embedding is (bi-)Hölder continuous, when the reference density is uniform over a convex set, and can be equivalently phrased as a dimension-independent Hölder-stability results for optimal transport maps.

1. Introduction

Numerous problems involve the comparison of point clouds, i.e. sets of points that lie in a metric space and for which the spatial distribution is of interest. Seeing the point clouds as discrete probability measures in a metric space, it is natural to compare them using Wasserstein distances defined by the optimal transport theory [37]. These distances have indeed been successfully used in a variety of applications in machine learning [11, 3, 25, 23, 19, 1] and in statistics [39, 12, 8, 35]. In the discrete setting, many efficient algorithms have been proposed to compute or approximate the Wasserstein distances, such as Sinkhorn-Knopp and auction algorithms – see [34] and references therein. However efficient these algorithms are, they still represent a high computational costs when dealing with large databases of point clouds. For instance, when there are $k$ point clouds, $\frac{1}{2}k(k-1)$ optimal transport problems must be solved to get the distance matrix of the database. In addition, such methods provide good approximations of Wasserstein distances but they do not allow for the direct use of machine learning algorithms based on the Wasserstein geometry. In this work, we leverage the semi-discrete formulation of optimal transport to build an explicit embedding of finitely supported probability measures over $\mathbb{R}^d$ into a Hilbert space. This linear embedding allows one to directly apply supervised and unsupervised learning methods on point clouds datasets consistently with the Wasserstein geometry, thus alleviating the non-Hilbertian nature of Wasserstein spaces in dimensions greater than 2 (see for instance Section 8.3 in [34]).

1.1. Optimal transport and Monge maps. Let $\mathcal{X}, \mathcal{Y}$ be two compact and convex subsets of $\mathbb{R}^d$. Let $\rho$ be a probability density on $\mathcal{X}$ and $\mu$ be a probability measure on $\mathcal{Y}$. We consider the squared Euclidean cost $c(x,y) := \|x - y\|^2$ for all $x, y \in \mathbb{R}^d$. Monge’s formulation of the optimal transport problem consists in minimizing the transport cost over all transport maps between $\rho$ and $\mu$, that is

$$\min_T \left\{ \int_{\mathcal{X}} c(x, T(x))\rho(x)\,d(x) \mid T : \mathcal{X} \to \mathcal{Y}, T_#\rho = \mu \right\},$$

where $T_#\rho$ is the pushforward measure, defined by

$$\forall B \subseteq \mathcal{Y}, \quad T_#\rho(B) = \rho(T^{-1}(B)).$$
By the work of Brenier [9], this problem admits a solution that is uniquely defined as the gradient $T = \nabla \phi$ of a convex function $\phi$ on $X$ referred to in what follows as a *Brenier potential*. Here, we will refer to the map $T$ as the *Monge map*. In this work, the source probability density $\rho \in P(X)$ is fixed once and for all.

**Definition 1.1** (Monge embedding). Given any probability measure $\mu$ on $Y$, we denote $T_\mu$ the solution of the optimal transport problem (1) between $\rho$ and $\mu$. We call *Monge embedding* the mapping

$$P(Y) \to L^2(\rho, \mathbb{R}^d),$$

$$\mu \mapsto T_\mu,$$

where $P(Y)$ is the set of probability measures over $Y$.

An attractive feature of the Monge embedding is that the map $T_\mu$ can be efficiently computed when $\mu$ is finitely supported on $\mathbb{R}^2$ or $\mathbb{R}^3$ [27], see also references in Remark 1.2. In higher dimension, they can also be estimated using stochastic optimization methods [22].

1.2. **Contributions.** Our main interest in this work is the regularity properties of the Monge embedding (3), or equivalently the stability of the optimal transport map in terms of the target measure. Our main theorem shows that the Monge map is a bi-Hölder embedding of $P(Y)$ endowed with the Wasserstein distance $W_p$ (defined in equation (10)) into the Hilbert space $L^2(\rho, \mathbb{R}^d)$. More importantly, we show that the Hölder exponent does not depend on the ambient dimension $d$.

**Theorem** (Theorem 3.1). Let $\rho$ be the Lebesgue measure on a compact convex subset $X$ of $\mathbb{R}^d$ with unit volume, and let $Y$ be a compact convex set. Then, for all $\mu, \nu \in P(Y)$, and all $p \geq 1$,

$$W_2(\mu, \nu) \leq \|T_\mu - T_\nu\|_{L^2(\rho)} \leq C W_p(\mu, \nu)^{\frac{2}{15}},$$

where the constant $C$ depends on $d$, $X$ and $Y$.

The upper bound of this theorem should be compared to Theorem 2.3 (similar to a result of Ambrosio reported in [24]), which shows a $\frac{1}{2}$-Hölder behaviour under a very strong regularity assumption on $T_\mu$, and to Corollary 2.6 (from Berman, see [7]), which holds without assumption on $\mu, \nu$, but whose exponent scales exponentially badly with the dimension $d$. We conclude the article by illustrations of the behavior of this embedding, and we showcase a few applications.

**Remark 1.1** (Geometric interpretation). Similarly to [38, Eq. (3)] or [2, §10.2], one can define a distance on $P(Y)$ using the formula

$$W_{2,\rho}(\mu, \nu) := \|T_\mu - T_\nu\|_{L^2(\rho)},$$

and our main results reads as a bi-Hölder equivalence between this distance and the 2-Wasserstein distance:

$$W_2(\mu, \nu) \leq W_{2,\rho}(\mu, \nu) \leq C W_2(\mu, \nu)^{\frac{2}{15}}.$$  

**Remark 1.2** (Numerical analysis interpretation). The second inequality in (4) (and similar stability results for optimal transport maps) also has consequences in numerical analysis. Indeed, a natural way to approximate the solution of the optimal transport problem between a probability density $\rho$ and a measure $\mu$ consists in approximating $\mu$ by a sequence of measures $(\mu_N)_{N \geq 1}$ with finite support such that $\lim_{N \to +\infty} W_1(\mu, \mu_N) = 0$, and to approximate $T_\mu$ by $T_{\mu_N}$. This is the so-called *semi-discrete approach*, which can be traced back to Minkowski and Alexandrov and developed in many works from the 1990s [13, 21, 32, 10].
This approach was revisited and popularized by recent development of efficient algorithms to solve semi-discrete optimal transport problems \cite{3,17,29,27,22}. The convergence of $T_{\mu_N}$ to $T_{\mu}$ is well-known in optimal transport, but it usually follows from an abstract and general stability results for optimal transport maps (see Proposition \ref{prop:stability}), which uses compactness arguments and is therefore non-quantitative. Our main theorem gives Hölder convergence rates for the convergence of $T_{\mu_N}$ to $T_{\mu}$, which are in addition dimension independent.

1.3. Related work in statistics and learning. The Monge embedding \cite{3} was introduced in \cite{38} in the context of pattern recognition in images, where the problem of computing a distance matrix based on transportation metrics over a possibly large dataset of images is tackled. The approach proposed in \cite{38} computes a reference image as a mean image (for the 2-Wasserstein distance) of the whole dataset and then computes the OT maps between this reference image $\rho$ and each image $\mu_i$ of the training set. Distances between images are then defined based on Euclidean distances between these maps.

The geometric idea comes from a Riemannian interpretation of the Wasserstein geometry \cite{33,2}. In this interpretation, the tangent space to $\mathcal{P}(\mathbb{R}^d)$ at $\rho$ is included in $L^2(\rho, \mathbb{R}^d)$. The optimal transport map $T_{\mu_i}$ between $\rho$ and $\mu_i$ can then be regarded as the vector in the tangent space at $\rho$ which supports the Wasserstein geodesic from $\rho$ to $\mu_i$. Thus Monge’s embedding sends any probability measure $\mu_i$ in the (curved) manifold $\mathcal{P}(\mathbb{R}^d)$ to a vector $T_{\mu_i}$ belonging to the linear space $L^2(\rho, \mathbb{R}^d)$, which retain some of the geometry of the space. In the Riemannian language again, the map $\mu \mapsto T_{\mu}$ would be called a logarithm, i.e. the inverse of the Riemannian exponential map. This establishes a connection between this idea and similar strategies used to extend statistical inference notions (such as PCA) to manifold-valued data, e.g. \cite{20,12}.

The work in \cite{14} also proposes to use OT maps in a statistical context to overcome the lack of a canonical ordering in $\mathbb{R}^d$ for $d > 1$. Notions of vector-quantile, vector-ranks and depth are defined based on the transport maps (and their inverses) between a reference measure defined as the uniform distribution on the unit hyperball and the $d$-dimensional samples of interest. Monge maps are also studied in \cite{26} where an estimator for such maps between population distributions is proposed when only samples from the distributions of interest are available. Minimax estimation rates for (very) smooth transport maps in general dimension are given and the proposed estimator is shown to achieve near minimax optimality.

2. Known properties of the Monge embedding

2.1. Assumptions and notations. From now on, we fix two compact convex subsets $\mathcal{X}, \mathcal{Y}$ of $\mathbb{R}^d$, and we fix once and for all a probability density $\rho$ on $\mathcal{X}$. For simplicity, we assume that the support of $\rho$ equals $\mathcal{X}$. We also denote $M_\mathcal{X} \geq 0$ the smallest positive real such that $\mathcal{X} \subset B(0, M_\mathcal{X})$, and diam($\mathcal{X}$) the diameter of the set $\mathcal{X}$, and similarly for $\mathcal{Y}$.

We will use the notion of potentials associated to the optimal transport problem throughout the article.

**Definition 2.1** (Potentials). Given a measure $\mu$, we denote $T_{\mu}$ the Monge map, we denote $\phi_{\mu}$ the convex Brenier potential so that $T_{\mu} = \nabla \phi_{\mu}$. We define the dual potential $\psi_{\mu}$ on $\mathcal{Y}$ as the Legendre transform of $\phi_{\mu}$:

$$\psi_{\nu}(y) = \max_{x \in \mathcal{X}} \langle x | y \rangle - \phi_{\nu}(x).$$

(7)

Adding a constant to $\phi_{\nu}$ if necessary, we assume that $\int \psi_{\nu} \, d\nu = 0$. 
Remark 2.1 (Uniqueness and estimates). The two potentials \( (\phi_\mu, \psi_\mu) \) are closely related the Kantorovich potentials associated to the optimal transport problem \([1]\). In our setting, where the support of \( \rho \) is the whole domain \( \mathcal{X} \), these potentials are unique up to addition of a constant \([36] \text{ Proposition 7.18} \), and the constant is fixed using the condition \( \int \psi_\mu d\nu = 0 \).

By Eq. (7), we have the following Lipschitz estimate on \( \psi_\mu \),

\[
\text{Lip}(\psi_\mu) \leq M_X,
\]

where \( \text{Lip}(f) \) denotes the Lipschitz constant of \( f \). The assumption \( \int \psi_\mu d\mu = 0 \) implies that \( \psi_\mu \) takes non-negative and non-positive values, implying that

\[
\|\psi_\mu\|_\infty \leq \text{Lip}(\psi_\mu) \text{diam}(\mathcal{Y}) = M_X \text{diam}(\mathcal{Y}).
\]

2.2. Elementary properties. A first obvious property of the embedding \( \mu \mapsto T_\mu \) is its injectivity: if \( \mu \) and \( \nu \) are measures on \( \mathcal{Y} \) such that \( T_\mu = T_\nu \), then \( (T_\mu)\# \rho = \mu = (T_\nu)\# \rho = \nu \).

This injectivity ensures that the Monge embedding preserves the discriminative information about the measures it embeds. A stronger formulation of this injectivity property can be made using Wasserstein distance.

Definition 2.2 (Wasserstein distance). The Wasserstein distance of exponent \( p \) between \( \mu, \nu \in \mathcal{P}(\mathcal{Y}) \) is defined by

\[
W_p^p(\mu, \nu) = \inf_{\gamma \in \Pi(\mu, \nu)} \int_{\mathcal{Y} \times \mathcal{Y}} \|y - y'\|^p d\gamma(y, y')
\]

where \( \Pi(\mu, \nu) = \{ \gamma \in \mathcal{M}(\mathcal{Y} \times \mathcal{Y}) \mid \forall A \subset \mathcal{Y}, \gamma(A \times \mathcal{Y}) = \mu(A), \gamma(\mathcal{Y} \times A) = \nu(A) \} \).

Remark 2.2. Jensen’s inequality gives \( W_1 \leq W_p \), showing that \( W_1 \) is the weakest Wasserstein distance. On the other hand, since \( \mathcal{Y} \) is bounded, \( W_p \) can also be bounded in terms of \( W_1 \) (see \([36] \text{ Eq. (5.1)} \)):

\[
\forall \mu, \nu \in \mathcal{P}(\mathcal{Y}), W_1(\mu, \nu) \leq W_p(\mu, \nu) \leq \text{diam}(\mathcal{Y})^\frac{p-1}{p} W_1(\mu, \nu)^\frac{1}{p},
\]

showing that all Wasserstein distances are in fact bi-Hölder equivalent.

Proposition 2.1. The following properties hold:

(i) The Monge embedding is reverse-Lipschitz:

\[
\forall \mu, \nu \in \mathcal{P}(\mathcal{Y}), W_2(\mu, \nu) \leq \|T_\mu - T_\nu\|_{L_2(\rho)}.
\]

(ii) The Monge embedding is in general not better than \( \frac{1}{2} \)-Hölder wrt \( W_2 \).

Proof of Proposition 2.1. If we denote \( \gamma := (T_\mu, T_\nu)\# \rho \), then \( \gamma \in \Pi(\mu, \nu) \). The change of variable formula gives

\[
W_2^2(\mu, \nu) \leq \int_{\mathcal{Y} \times \mathcal{Y}} \|y - y'\|_2^2 d\gamma(y, y') = \int_\mathcal{X} \|T_\mu(x) - T_\nu(x)\|_2^2 \rho(x) dx = \|T_\mu - T_\nu\|_{L_2(\rho)}^2,
\]

showing (i). The continuity (ii) of the map \( \mu \mapsto T_\mu \) follows from e.g. Exercise 2.17 in \([37] \).

To prove (iii), we use the following lemma.
Lemma 2.2. Let $\rho$ be uniform on the unit disc $X \subseteq \mathbb{R}^2$. Then, there is a curve $\theta \in [0, 2\pi] \rightarrow \mu_\theta \in \mathcal{P}(X)$ and $C > 0$ such that $\|T_{\mu_\theta} - T_{\mu_0}\|_{L^2(\rho)} \geq CW_2(\mu_0, \mu_0)^{1/2}$.

Proof. Given $\theta \in \mathbb{R}$, we denote $x_\theta = (\cos \theta, \sin \theta)$ and $\mu_\theta = \frac{1}{2}(\delta_{x_\theta} + \delta_{-x_\theta})$. Then, the optimal transport map between $\rho$ and $\mu_\theta$ is given by

$$T_{\mu_\theta}(x) = \begin{cases} x_\theta & \text{if } \langle x|x_\theta \rangle \geq 0 \\ -x_\theta & \text{if not.} \end{cases}$$  \hspace{1cm} (13)$$

One can easily check that for $\theta$ one has $W_2(\mu_0, \mu_\theta) \leq |\theta|$. For $\theta > 0$ we set

$$D_\theta = \{ x \in \mathbb{R}^2 \mid \langle x|x_0 \rangle \geq 0 \text{ and } \langle x|x_\theta \rangle \leq 0 \}. $$  \hspace{1cm} (14)$$

Then, on $D_\theta$, $T_{\mu_\theta} \equiv x_{-\theta}$ and $T_{\mu_0} \equiv x_0$, giving

$$\|T_{\mu_\theta} - T_{\mu_0}\|_{L^2(\rho)}^2 \geq \int_{D_\theta} \|x_{-\theta} - x_0\|^2 \, dx = |D_\theta| \|x_{-\theta} - x_0\|^2.$$  \hspace{1cm} (15)$$

Moreover, if $|\theta| \leq \frac{\pi}{2}$ one has $\|x_{-\theta} - x_0\|^2 \geq 2$. This gives

$$\|T_{\mu_\theta} - T_{\mu_0}\|_{L^2(\rho)}^2 \geq 2 |D_\theta| \geq \frac{|\theta|}{\pi}.$$

\hfill $\square$

2.3. Hölder-continuity near a regular measure. We state a first result, which is a slight variant of a known stability result due to Ambrosio and reported in [24]. While [24] shows a local 1/2-Hölder behaviour for regular enough source and target measures along a curve in the 2-Wasserstein space, we show the same Hölder behaviour near a probability measure $\mu$ whose Monge map $T_\mu$ is Lipschitz continuous, but with respect to the 1-Wasserstein distance.

Theorem 2.3. Let $\mu, \nu \in \mathcal{P}(Y)$ and assume that $T_\mu$ is $K$-Lipschitz. Then,

$$\|T_\mu - T_\nu\|_{L^2(\rho)} \leq 2\sqrt{M_XK}W_1(\mu, \nu)^{1/2}. $$  \hspace{1cm} (16)$$

We deduce this theorem from the following elementary lemma.

Lemma 2.4. Under the assumptions of Theorem 2.3

$$\|T_\mu - T_\nu\|_{L^2(\rho)}^2 \leq 2K \int_Y (\psi_\nu - \psi_\mu) \, d(\mu - \nu) $$  \hspace{1cm} (17)$$

Proof. From convex analysis, we know that the map $T_\mu = \nabla \phi_\mu$ is $K$-Lipschitz if and only if $\psi_\mu$ defined in (7) is $\frac{1}{K}$-strongly convex. We denote $A = \int_Y \psi_\nu \, d(\mu - \nu)$ and $B = \int_Y \psi_\mu \, d(\nu - \mu)$. Using that $(\nabla \phi_\mu)_{\#} \rho = \mu$ and $(\nabla \phi_\nu)_{\#} \rho = \nu$, we get

$$A = \int_X (\psi_\nu(\nabla \phi_\mu) - \psi_\nu(\nabla \phi_\nu)) \, d\rho$$

$$= \int_X (\psi_\nu(\nabla \psi_\mu^*) - \psi_\nu(\nabla \psi_\nu^*)) \, d\rho $$  \hspace{1cm} (18)$$

We now use the inequality $\psi_\nu(y) - \psi_\nu(z) \geq \langle y - z|v \rangle$, which holds for all $v$ in the subdifferential $\partial \psi_\nu(z)$. The convex functions $\psi_\nu, \psi_\mu^*$ are differentiable $\rho$-almost everywhere. Taking $z = \nabla \psi_\nu^*(x)$ and $y = \nabla \psi_\mu^*(x)$, and using $x \in \partial \psi_\nu(z)$, we obtain

$$A \geq \int_X \langle \text{id}, \nabla \psi_\mu^* - \nabla \psi_\nu^* \rangle \, d\rho$$  \hspace{1cm} (19)$$
Using the strong convexity of \( \psi_\mu \), we get a similar lower bound on \( B \), with an extra quadratic term

\[
B = \int_X (\psi_\mu(\nabla \psi_\nu^*) - \psi_\mu(\nabla \psi_\mu^*)) d\rho \\
\geq \int_X (\langle id, \nabla \psi_\nu^* - \nabla \psi_\mu^* \rangle + \frac{1}{2K} \|\nabla \psi_\nu^* - \nabla \psi_\mu^*\|_2^2) d\rho. \tag{20}
\]

Summing up the lower bounds on \( A \) and \( B \), we get:

\[
\int_Y (\psi_\nu - \psi_\mu) d(\mu - \nu) \geq \frac{1}{2K} \int_X \|\nabla \psi_\nu^* - \nabla \psi_\mu^*\|_2^2 d\rho \\
= \frac{1}{2K} \|T_\nu - T_\mu\|_{L^2(\rho)}^2. \tag{21}
\]

**Proof of Theorem 2.3.** Combining the Lipschitz estimate (8) with Lemma 2.4,

\[
\|T_\mu - T_\nu\|_{L^2(\rho)} \leq 2K \int_Y (\psi_\nu - \psi_\mu) d(\mu - \nu) \\
\leq 2K \max_{\text{Lip}(f) \leq M_X} \int_Y f d(\mu - \nu) \\
= 2K M_X \max_{\text{Lip}(f) \leq 1} \int_Y f d(\mu - \nu) \\
= 2K M_X W_1(\mu, \nu), \tag{23}
\]

where we used Kantorovich-Rubinstein’s theorem to get the last equality.

**2.4. Dimension-dependent Hölder continuity.** Here we assume that \( \rho \equiv 1 \) on a compact convex set \( X \) with unit volume. With no assumption on the embedded measures \( \mu \) and \( \nu \), another Hölder-continuity result for Monge’s embedding, can be derived from the following theorem of Berman [7].

**Theorem 2.5** ([7] Proposition 3.4). For any measures \( \mu \) and \( \nu \) in \( P(Y) \),

\[
\|\nabla \psi_\mu - \nabla \psi_\nu\|_{L^2(Y)} \leq C \left( \int_Y (\psi_\nu - \psi_\mu) d(\mu - \nu) \right)^{\frac{1}{2(d-1)}} \tag{22}
\]

where \( C \) depends only on \( \rho, X \) and \( Y \).

We deduce a global Hölder-continuity result for the Monge embedding [3]. Note however that the Hölder exponent depends on the ambient dimension \( d \), and the dependence is exponential. The proof of this corollary is in the appendix.

**Corollary 2.6.** For any measures \( \mu \) and \( \nu \) in \( P(Y) \),

\[
\|T_\mu - T_\nu\|_{L^2(\rho)} \leq C W_1(\mu, \nu)^{\frac{1}{2(d-1)(d+2)}} \tag{23}
\]

where \( C \) depends only on \( \rho, X \) and \( Y \).

**3. Dimension-independent Hölder-continuity of the Monge embedding**

This section is devoted to a global stability result for the Monge map embedding. As in [2.4] we require that the source measure is the Lebesgue measure \( \rho \equiv 1 \) on some compact convex domain \( X \) with unit volume, and that \( Y \) is bounded. Unlike Theorem 2.3, this stability result does not make any regularity assumption on the measures \( \mu, \nu \). In addition, the Hölder exponent does not depend on the ambient dimension, unlike Corollary 2.6 of the
previous section. We also report a stability of $\mu \mapsto T_\mu$ with respect to the total variation (TV) distance. This distance is much stronger than the Wasserstein distance, but the Hölder-exponent we obtain is slightly better.

**Theorem 3.1 (Stability of Monge maps).** The following inequalities hold for all probability measures $\mu, \nu$ on a bounded set $\mathcal{Y}$

\[
\|T_\nu - T_\mu\|_{L^2(\mathcal{X})} \leq C \|\nu - \mu\|_{TV}^{1/5},
\]

\[
\|T_\nu - T_\mu\|_{L^2(\mathcal{X})} \leq CW_1(\mu, \nu)^{2/15},
\]

where $C$ only depend on $d, \mathcal{X}$ and $\mathcal{Y}$.

The proof of this stability theorem is deduced from the stability of dual potentials, which may be interesting in its own.

**Theorem 3.2 (Stability of dual potentials).** Let $\mu^0, \mu^1 \in \mathcal{P}(\mathcal{Y})$ and let $\psi^0, \psi^1$ be the associated dual potentials (see Def. 2.1). Then,

\[
\|\psi^1 - \psi^0\|_{L^2(\mu^0 + \mu^1)} \leq C \|\mu^1 - \mu^0\|_{TV}^{1/5},
\]

\[
\|\psi^1 - \psi^0\|_{L^2(\mu^0 + \mu^1)} \leq CW_1(\mu^1, \mu^0)^{1/3},
\]

where $C$ only depends on $d, \mathcal{X}$ and $\mathcal{Y}$

**Remark 3.1 (Non-optimality).** The Hölder-exponent $\frac{2}{15}$ in Theorem 3.1 comes from the proof, but we see no reason why it should be the optimal exponent. Combining Theorem 3.1 with Proposition 2.1.(iii), we see that the best exponent belongs to the range $[\frac{2}{15}, \frac{1}{2}]$.

**Remark 3.2 (Brenier embedding).** Instead of working with the optimal transport maps $T_\mu$, one could also directly work with the Brenier potentials $\phi_\mu \in L^2(\mathcal{X})$. A straightforward modification of the proof of Theorem 3.1 shows Hölder-continuity of the map $\mu \in \mathcal{P}(\mathcal{Y}) \mapsto \phi_\mu \in L^2(\mathcal{X})$, with slightly improved exponents: the exponent would be $1/3$ with respect to the Wasserstein distance and $2/9$ with respect to the TV distance.

**Remark 3.3 (McDiarmid’s inequality).** Assume that $\mu_N, \nu_N$ are uniform on point clouds with $N$ points, and that their support has $N-1$ common points, i.e.

\[
\mu_N = \frac{1}{N} \sum_{1 \leq i \leq N} \delta_{y_i}, \quad \nu_N = \frac{1}{N} \sum_{2 \leq i \leq N+1} \delta_{y_i}.
\]

Then, the theorem gives $\|T_{\mu_N} - T_{\nu_N}\| \leq CN^{-1/5}$. This shows that if one considers the function

\[
f(y_1, \ldots, y_N) = \|T_\mu - T_\frac{1}{N} \sum_{i} \delta_{y_i}\|_{L^2(\rho)},
\]

then,

\[
|f(y_1, \ldots, y_{i-1}, y_i, y_{i+1}, \ldots, y_N) - f(y_1, \ldots, y_{i-1}, \hat{y}_i, y_{i+1}, \ldots, y_N)| \leq C \frac{1}{N^{1-1/5}}.
\]

This bound is in $N^{-1/5}$, which ensures some statistical consistency but is not enough to get concentration results with a direct use of McDiarmid’s inequality – one would need a bound in $N^{-\alpha}$ with $\alpha > \frac{1}{2}$ to use this inequality and deduce concentration results from it.
3.1. From the semi-discrete to the general case. We will establish Theorem 3.2 in the case where both measures \( \mu^0 \) and \( \mu^1 \) are supported on the same set, which is finite. We show in this section that the general case can be deduced. This follows from a simple density argument, which is summarized in the following lemma.

**Lemma 3.3.** Given any \( \mu^0, \mu^1 \in \mathcal{P}(\mathcal{Y}) \), there exists sequences \( (\mu^k_N)_{N \geq 1} \) such that

- \( \mu^k_N \) and \( \mu^k_N \) have the same support, which is finite,
- \( \limsup_{N \to +\infty} \| \mu^0_N - \mu^1_N \|_{TV} \leq \| \mu^0 - \mu^1 \|_{TV} \),
- \( \lim_{N \to +\infty} W_1(\mu^0_N, \mu^1_N) = W_1(\mu^0, \mu^1) \),
- Denote \( \psi^k = \psi^k_{\mu^k_N} \) and \( \psi^k_N = \psi^k_{\mu^k_N} \). Then,

\[
\lim_{N \to +\infty} \| \psi^1_N - \psi^0_N \|_{L^2(\mu^0_N + \mu^1_N)} = \| \psi^1 - \psi^0 \|_{L^2(\mu^0 + \mu^1)}.
\]

**Proof.** For any \( N > 0 \), we consider a finite partition \( \mathcal{Y} = \bigcup_{1 \leq i \leq N} \mathcal{Y}^i \), we let \( \varepsilon_N = \max_i \text{diam}(\mathcal{Y}^i) \) and we assume that \( \lim_{N \to +\infty} \varepsilon_N = 0 \). Then, we define

\[
\mu^k_N = \sum_{1 \leq i \leq N} \left[ \left( 1 - \frac{1}{N} \right) \mu^k(\mathcal{Y}^i) + \frac{1}{N^2} \right] \delta_{y^i_N},
\]

where \( y^i_N \in \mathcal{Y}^i \). Then, it is easy to check that the support of the measures \( \mu^0_N \) and \( \mu^1_N \) is the set \( \{y^1_N, \ldots, y^N_N\} \). Moreover,

\[
\| \mu^1_N - \mu^0_N \|_{TV} \leq \| \mu^1 - \mu^0 \|_{TV}.
\]

In addition, \( W_1(\mu^k_N, \mu^k_N) \leq \varepsilon_N \mathop{\rightharpoonup^{N \to +\infty}} 0 \). Combined with the triangle inequality, we deduce

\[
|W_1(\mu^0_N, \mu^1_N) - W_1(\mu^0, \mu^1)| = |W_1(\mu^0_N, \mu^0_N) - W_1(\mu^0_N, \mu^1) + W_1(\mu^0_N, \mu^1) - W_1(\mu^0, \mu^1)|
\leq |W_1(\mu^0_N, \mu^0_N) - W_1(\mu^0_N, \mu^1)| + |W_1(\mu^0_N, \mu^1) - W_1(\mu^0, \mu^1)|
\leq W_1(\mu^0_N, \mu^1) + W_1(\mu^0_N, \mu^0)
\leq 2\varepsilon_N \mathop{\rightharpoonup^{N \to +\infty}} W_1(\mu^0, \mu^1)
\]

The last statement also follows from standard arguments from optimal transport, which we summarize now. By \([3] - [9]\), we know that the sequences \( (\psi^k_N) \) are uniformly bounded and uniformly Lipschitz. By Arzelà-Ascoli’s theorem, this implies that the sequence \( (\psi^k_N) \) admits a subsequence converging uniformly to some \( \tilde{\psi}^k \). By \([33]\) Theorem 1.51, \( \psi^k \) is a Kantorovich potential for the optimal transport problem between \( \rho \) and \( \mu^k \). Since in addition,

\[
0 = \lim_{N \to +\infty} \int \psi^k_N \, d\mu^k_N = \int \tilde{\psi}^k \, d\mu^k,
\]

we obtain, by Remark 2.1 that \( \tilde{\psi}^k = \psi^k \). This shows that the whole sequence \( \psi^k_N \) converges uniformly to \( \psi^k \). This implies as desired

\[
\lim_{N \to +\infty} \int (\psi^1_N - \psi^0_N)^2 \, d(\mu^0_N + \mu^1_N) = \int (\psi^1 - \psi^0)^2 \, d(\mu^0 + \mu^1).
\]

3.2. Semi-discrete optimal transport. In the remaining of this section, we work in the semi-discrete setting, assuming that all measures are supported on a (fixed) set \( \{y_1, \ldots, y_N\} \).
Assuming that \( \mu = \sum_{1 \leq i \leq N} \mu_i \delta_{y_i} \), the Kantorovich dual to the optimal transport problem between \( \rho \) and \( \mu \) problem can be written as (e.g. [26, Eq. (2.6)]):

\[
(D) = \min_{\psi} \int_{\mathcal{X}} \psi^* d\rho + \int_{\mathcal{Y}} \psi d\mu
\]

(36)

where the minimum is taken among functions \( \psi \) on \( \{y_1, \ldots, y_N\} \). To simplify notations, we will often conflate the function \( \psi \) with the vector \( \psi \in \mathbb{R}^N \) defined by \( \psi_i = \psi(y_i) \). This vector \( \psi \) is also referred to as a (dual) potential and defines a partition of the domain \( \mathcal{X} \) into so-called Laguerre cells, described for all \( 1 \leq i \leq N \) by

\[
V_i(\psi) = \{ x \in \mathcal{X} \mid \forall j, \psi_j \geq \psi_i + \langle y_j - y_i | x \rangle \},
\]

(37)

so that

\[
(D) = \min_{\psi \in \mathbb{R}^N} \mathcal{K}(\psi)
\]

(38)

where\[
\mathcal{K}(\psi) = \sum_{i=1}^{N} \int_{V_i(\psi)} (\langle x | y_i \rangle - \psi_i) d\rho(x) + \sum_{i=1}^{N} \mu_i \psi_i.
\]

(39)

By Theorem 1.1 in [27] (see also [5]),

\[
\nabla \mathcal{K} = G(\psi) - \nu
\]

(40)

where

\[
G_i(\psi) = \rho(V_i(\psi))
\]

(41)

\[
G(\psi) = (G_i(\psi))_{1 \leq i \leq N} \in \mathbb{R}^N.
\]

(42)

Therefore, a potential \( \psi \) solves problem (38) if and only if \( G(\psi) = \nu \). The optimal potential \( \psi \) in (38) then defines a Monge map \( T : \mathcal{X} \to \mathcal{Y} \) that is piecewise constant, sending each point \( x \) in \( V_i(\psi) \) to \( y_i \). Alternatively, one can define \( T = \nabla \phi \) where \( \phi = \psi^* \) is the Legendre transform of the function \( \psi \) defined by \( \psi(y_i) = \psi_i \). Given a potential \( \psi \in \mathbb{R}^N \), we denote

\[
\mu_\psi = \sum_{1 \leq i \leq N} G_i(\psi) \delta_{y_i}.
\]

(43)

**Jacobian of \( G \).** We consider the set \( S_+ \subseteq \mathbb{R}^N \) of potentials such that all Laguerre cells \( V_i(\psi) \) contain some mass, defined by

\[
S_+ = \{ \psi \in \mathbb{R}^N \mid \forall i, G_i(\psi) > 0 \}.
\]

(44)

From Theorems 1.3 and 4.1 in [27], we know that the map \( G \) is \( \mathcal{C}^1 \) on the set \( S_+ \). By Theorem 1.3 in [27], if \( \psi \in S_+ \), the partial derivatives of \( G \) are given by

\[
\begin{align*}
\frac{\partial G_j}{\partial \psi_i}(\psi) &= \frac{\text{vol}^{d-1}(V_i(\psi) \cap V_j(\psi))}{\| y_j - y_i \|} \\
\frac{\partial G_i}{\partial \psi_i}(\psi) &= -\sum_{j \neq i} \frac{2G_j}{\partial \psi_i}(\psi)
\end{align*}
\]

for \( i \neq j \)

(45)
3.3. **Proof of Theorem 3.2 (Stability of potentials)** in the semi-discrete case. In this section, we prove Theorem 3.2 when the measures $\mu, \nu$ have the same finite support. This version of Theorem 3.2 is rephrased as Theorem 3.4.

**Theorem 3.4.** Let $\psi^0, \psi^1$ be two potentials in $S_+$ satisfying

$$\langle (\psi^1 - \psi^0)^2 | G(\psi^0) + G(\psi^1) \rangle_{\mathbb{R}^N} = 0.$$  

Then, with $\mu^k = \mu_{\psi^k},$

$$\langle (\psi^1 - \psi^0)^2 | G(\psi^0) + G(\psi^1) \rangle_{\mathbb{R}^N} \leq C \|\mu^1 - \mu^0\|_{TV}.$$  

$$\langle (\psi^1 - \psi^0)^2 | G(\psi^0) + G(\psi^1) \rangle_{\mathbb{R}^N} \leq CW_1(\mu^1, \mu^0)^2,$$

where $C$ depends only on $d, X$ and $Y.$

We will require two preliminary results. The next lemma follows from Brunn-Minkowski’s inequality. This inequality has already appeared in the numerical analysis of Monge-Ampère equations, see [6, 31].

**Lemma 3.5.** Let $\psi^0, \psi^1 \in S^+$ and consider $\psi^t = (1 - t)\psi^0 + t\psi^1.$ Then,

$$\forall i, G_i(\psi^t)^{\frac{1}{d}} \geq (1 - t)G_i(\psi^0)^{\frac{1}{d}} + tG_i(\psi^1)^{\frac{1}{d}}.$$  

In particular, $\psi^t \in S^+.$ Moreover,

$$\|G(\psi^t) - G(\psi^0)\|_1 \leq \|G(\psi^1) - G(\psi^0)\|_1,$$

$$\|G(\psi^t) - G(\psi^0)\|_1 \leq 2(1 - (1 - t)^d).$$  

**Proof.** Let $x^0 \in V_i(\psi^0)$ and $x^1 \in V_i(\psi^1).$ Then, for all $j \in \{1, \ldots, N\},$

$$\begin{cases}
\psi^0_j \geq \psi_i^0 + (y_j - y_i|x^0) \\
\psi^1_j \geq \psi_i^1 + (y_j - y_i|x^1).
\end{cases}$$

Taking the convex combination of these inequalities we get for all $j \in \{1, \ldots, N\},$

$$\psi^t_j \geq \psi^0_j + (y_j - y_i)(1 - t)x^0 + tx^1.$$  

This shows that $(1 - t)x^0 + tx^1 \in V_i(\psi^t)$ (note that we use the convexity of $X$ here). Thus,

$$(1 - t)V_i(\psi^0) + tV_i(\psi^1) \subseteq V_i(\psi^t).$$  

Taking the Lebesgue measure on both sides and applying Brunn-Minkowski’s inequality gives

$$G_i(\psi^t)^{1/d} = \rho(V_i(\psi^t))^{1/d} \geq \rho((1 - t)V_i(\psi^0) + tV_i(\psi^1))^{1/d}$$

$$\geq (1 - t)^{1/d} \rho(V_i(\psi^0))^{1/d} + t\rho(V_i(\psi^1))^{1/d}$$

$$\geq (1 - t)G_i(\psi^0)^{1/d} + tG_i(\psi^1)^{1/d}.$$  

This inequality directly implies

$$G_i(\psi^t) \geq \min(G_i(\psi^0), G_i(\psi^1)),$$

i.e. $\min(G_i(\psi^t), G_i(\psi^0)) \geq \min(G_i(\psi^0), G_i(\psi^1)).$
Using the following equivalent formulation of the TV distance between probability measures we get (50):

\[
\frac{1}{2} \| G(\psi^t) - G(\psi^0) \|_1 = 1 - \sum_i \min(G_i(\psi^t), G_i(\psi^0)) \leq 1 - \sum_i \min(G_i(\psi^0), G_i(\psi^1)) = \frac{1}{2} \| G(\psi^t) - G(\psi^0) \|_1.
\]

To prove (51), we first remark that by (49),

\[
G_i(\psi^t) \geq (1 - t)^d G_i(\psi^0),
\]

i.e. \( \min(G_i(\psi^t), G_i(\psi^0)) \geq (1 - t)^d G_i(\psi^0) \).

We conclude using the same formula as above:

\[
\frac{1}{2} \| G(\psi^t) - G(\psi^0) \|_1 = 1 - \sum_i \min(G_i(\psi^t), G_i(\psi^0)) \leq 1 - \sum_i (1 - t)^d G_i(\psi^0) = 1 - (1 - t)^d.
\]

\[\Box\]

The next proposition gives an explicit lower bound on the smallest non-zero eigenvalue of the opposite of Jacobian matrix of the map \( G \). Its proof follows from the stability analysis of finite volumes discretization of elliptic PDEs, see Lemma 3.7 in \[18\]. We report this proof (with very minor adaptations to our case) in the appendix.

**Proposition 3.6** (Discrete Poincaré-Wirtinger inequality). Consider \( \psi \in S_+ \) and \( v \in \mathbb{R}^N \). Then,

\[
\langle v^2 |G(\psi)\rangle_{\mathbb{R}^N} - \langle v |G(\psi)\rangle_{\mathbb{R}^N}^2 \leq - C \langle DG(\psi) v |v \rangle_{\mathbb{R}^N}
\]

where \( C = C(d) \text{diam}(\mathcal{Y}) \text{diam}(\mathcal{X})^{d+1} > 0 \).

**Remark 3.4.** In particular, \(-DG(\psi)\) is semidefinite positive, since its smallest non-zero eigenvalue is greater than a variance. This can also be seen from the definition of \( DG(\psi) \) as a Laplacian matrix, or simply from Gershgorin’s circle theorem and the explicit formula for \( DG(\psi) \) recalled in [45].

With these two results at hand, we show \( L^2 \) stability of the dual potentials in the semi-discrete case.

**Proof of Theorem 3.4.** In this proof, \( A \lesssim B \) means that \( A \leq CB \) for a constant \( C \) depending only on \( d \), the diameters of \( \mathcal{X} \) and \( \mathcal{Y} \), \( M_\mathcal{X} \) and \( M_\mathcal{Y} \). Denote \( \psi^t = (1 - t)\psi^0 + t\psi^1 \) and \( v = \psi^1 - \psi^0 \). By Taylor’s formula,

\[
\langle G(\psi^1) - G(\psi^0) |v \rangle_{\mathbb{R}^N} = \int_0^1 \langle DG(\psi^t) v |v \rangle_{\mathbb{R}^N} dt
\]

Moreover, Proposition 3.6 gives

\[
\langle v^2 |G(\psi^t)\rangle_{\mathbb{R}^N} - \langle v |G(\psi^t)\rangle_{\mathbb{R}^N}^2 \lesssim - \langle DG(\psi^t) v |v \rangle_{\mathbb{R}^N}
\]

Let us restrict to \( t \in [0, \frac{1}{4}] \). Then, by Eq. (49), one has

\[
G_i(\psi^t) \geq (1 - t)^d G_i(\psi^0) \gtrsim G_i(\psi^0),
\]

\[\Box\]
Thus, on the interval \( t \in [0, \frac{1}{4}] \),
\[
\langle v^2 | G(\psi^0) \rangle \lesssim \langle v^2 | G(\psi^t) \rangle. \tag{64}
\]
On the other hand, using the assumption \( (50) \), we get
\[
\langle v | G(\psi^t) \rangle_{\mathbb{R}^N} = \langle \psi^1 - \psi^0 | G(\psi^t) \rangle_{\mathbb{R}^N}
= \langle \psi^1 - \psi^0 | G(\psi^t) - G(\psi^0) \rangle_{\mathbb{R}^N} + \langle \psi^1 - \psi^0 | G(\psi^0) \rangle_{\mathbb{R}^N}
= \langle \psi^1 - \psi^0 | G(\psi^t) - G(\psi^0) \rangle_{\mathbb{R}^N} + \langle \psi^1 | G(\psi^0) - G(\psi^1) \rangle_{\mathbb{R}^N} \tag{65}
\]
thus implying
\[
\| \langle v | G(\psi^t) \rangle \| \leq \| \psi_1 - \psi_0 \|_\infty \| G(\psi^t) - G(\psi^0) \|_1 + \text{Lip}(\psi_1) W_1(\mu_0, \mu_1)
\lesssim \| G(\psi^t) - G(\psi^0) \|_1 + W_1(\mu_0, \mu_1) \tag{66}
\]
where we used Kantorovich-Rubinstein’s theorem to get the first inequality and that \( \| \psi_1 - \psi_0 \|_\infty \) is bounded by a constant depending on \( X \) and \( Y \), as in \( (50) \). Using Kantorovich-Rubinstein’s theorem again, we also get
\[
\| G(\psi^1) - G(\psi^0) \|_1 \lesssim W_1(\mu^0, \mu^1) \tag{67}
\]
Proposition 3.6 implies that \( \langle \text{D} G(\psi^t) v | v \rangle \leq 0 \) for all \( t \in [0, 1] \). Combining \( (61), (62), (64), (66) \) and \( (67) \) gives us
\[
T \langle v^2 | G(\psi^0) \rangle \lesssim W_1(\mu^0, \mu^1) + \int_0^T \left( \| G(\psi^t) - G(\psi^0) \|_1 + W_1(\mu_0, \mu_1) \right)^2 dt \tag{68}
\]
To conclude the proof of the stability with respect to the total variation norm \( (47) \), we simply note that thanks to Lemma 3.5 \( (50) \), we have \( \| G(\psi^t) - G(\psi^0) \|_1 \leq \| G(\psi^1) - G(\psi^0) \|_1 \). Combining with the comparison \( W_1 \lesssim \| - \|_\text{TV}, (68) \) with \( T = \frac{1}{4} \) yields
\[
\langle v^2 | G(\psi^0) \rangle \lesssim \| \mu^1 - \mu^0 \|_\text{TV}. \tag{69}
\]
Note that thanks to symmetry, we get the same upper bound with \( G(\psi^0) \) replaced by \( G(\psi^1) \). Summing these bounds thus concludes the proof of \( (47) \).

To get the second stability inequality \( (48) \), with respect to the Wasserstein distance, we use Lemma 3.5 \( (51) \), which gives for \( t \in [0, T] \),
\[
\| G(\psi^t) - G(\psi^0) \|_1 \lesssim 2(1 - (1 - t)^d) \lesssim T. \tag{70}
\]
Combining this inequality with Eq. \( (68) \) we get for \( T \leq \frac{1}{4} \),
\[
T \langle v^2 | G(\psi^0) \rangle \lesssim W_1(\mu^0, \mu^1) + T(T + W_1(\mu_0, \mu_1))^2. \tag{71}
\]
If \( W_1(\mu^0, \mu^1) \frac{T}{4} \leq \frac{1}{4} \), we can choose \( T = W_1(\mu^0, \mu^1) \frac{T}{4} \) to obtain the desired inequality \( (48) \). On the other hand, if \( W_1(\mu^0, \mu^1) \frac{T}{4} \geq \frac{1}{4} \), taking \( T = \frac{1}{4} \) gives us
\[
\langle v^2 | G(\psi^0) \rangle \lesssim W_1(\mu^0, \mu^1) = D \frac{W_1(\mu, \nu)}{D} \leq D \left( \frac{W_1(\mu, \nu)}{D} \right)^{2/3} \tag{72}
\]
with \( D := \max_{\mu, \nu \in \mathcal{P}(Y)} W_1(\mu, \nu) \leq \text{diam}(Y) \) thus also proving \( (48) \) in that case. \( \Box \)
3.4. Proof of Theorem 3.1 (Stability of optimal transport maps). We need a result from [13], providing an upper bound on the $L^2$ norm between gradients of convex functions.

**Proposition 3.7** ([13] Theorem 22). Let $f$ and $g$ be convex functions on a bounded convex set $\mathcal{X}$, then

$$
\|\nabla f - \nabla g\|_{L^2} \leq 2C_\mathcal{X}\|f - g\|_{L^\infty}^{1/2}(\|\nabla f\|_{L^\infty}^{1/2} + \|\nabla g\|_{L^\infty}^{1/2})
$$

where $C_\mathcal{X}$ depends only on $\mathcal{X}$.

The stability of potentials (Theorem 3.4) implies that

$$
\|\psi^0 - \psi^1\|_{L^2(\mu^0 + \mu^1)} \lesssim \varepsilon
$$

with $\varepsilon = \|\mu^0 - \mu^1\|_{TV}$ or $\varepsilon = W_1(\mu^0, \mu^1)^{1/2}$.

In practice, these $L^2$ estimates are not sufficient to conclude, and we need to translate them into a $L^\infty$ estimate in order to apply Proposition 3.7. For this purpose, we consider $\alpha \in (0, 1)$, and we define

$$
\mathcal{Y}_\alpha = \{y \in \mathcal{Y} \mid |\psi^0(y) - \psi^1(y)| \leq \varepsilon^\alpha\}.
$$

By Chebyshev’s inequality, we deduce from (74) that for $k \in \{0, 1\}$,

$$
\varepsilon^{2\alpha}\mu^k(\mathcal{Y} \setminus \mathcal{Y}_\alpha) \leq \|\psi^0 - \psi^1\|_{L^2(\mu^k)}^2 \lesssim \varepsilon,
$$

which gives

$$
1 - \mu^k(\mathcal{Y}_\alpha) \lesssim \varepsilon^{1-2\alpha}.
$$

We construct the Legendre transform of the functions $\psi^k$ on the whole set $\mathcal{Y}$, and of the restrictions of $\psi^k$ to the set $\mathcal{Y}_\alpha$:

$$
\phi^k(x) = \max_{y \in \mathcal{Y}} \langle x | y \rangle - \psi^k(y),
$$

$$
\phi^{k,\alpha}(x) = \max_{y \in \mathcal{Y}_\alpha} \langle x | y \rangle - \psi^k(y).
$$

Comparing Eqs. (78) and (79), one sees that $\phi^{k,\alpha} \leq \phi^k$. Moreover, if $\nabla \phi^k(x) \in \mathcal{Y}_\alpha$, then using the Fenchel-Young (in)equality,

$$
\phi^k(x) + \psi^k(\nabla \psi^k(x)) = \langle x | \nabla \psi^k(x) \rangle \leq \phi^{k,\alpha}(x) + \psi^{k,\alpha}(\nabla \psi^k(x)),
$$

so that $\phi^k(x) = \phi^{k,\alpha}(x)$. In other words, $\phi^{k,\alpha} \equiv \phi^k$ on the set

$$
\mathcal{X}_\alpha = (\nabla \phi^k)^{-1}(\mathcal{Y}_\alpha).
$$

Note also that this set $\mathcal{X}_\alpha^k$ is "large", in the sense that

$$
1 - \rho(\mathcal{X}_\alpha^k) = 1 - \rho((\nabla \phi^k)^{-1}(\mathcal{Y}_\alpha))
$$

$$
= 1 - \mu^k(\mathcal{Y}_\alpha) \lesssim \varepsilon^{1-2\alpha},
$$

where we used $\nabla \phi^k \# \rho = \mu^k$. As in (8), the gradients $\nabla \phi^{k,\alpha}$ and $\nabla \phi^k$ are uniformly bounded by $M_\mathcal{Y}$ (by Eqs. (78) and (79)) and they coincide on the "large" set $\mathcal{X}_\alpha^k$. This directly implies that they are close in $L^2$ norm:

$$
\|\nabla \phi^{k,\alpha} - \nabla \phi^k\|_{L^2(\mathcal{X})} = \|\nabla \phi^{k,\alpha} - \nabla \phi^k\|_{L^2(\mathcal{X} \setminus \mathcal{X}_\alpha^k)}
$$

$$
\leq (1 - \rho(\mathcal{X}_\alpha^k))(\|\nabla \phi^{k,\alpha}\|_{L^\infty} + \|\nabla \phi^k\|_{L^\infty}) \lesssim \varepsilon^{1-2\alpha}.
$$
On the other hand, by definition of $\mathcal{Y}_\alpha$ (see Eq. (75)), the functions $\psi^0$ and $\psi^1$ are uniformly close on the set $\mathcal{Y}_\alpha$. This implies that the Legendre transforms $\phi^{0,\alpha}$ and $\phi^{1,\alpha}$, defined in (79), are also close. Indeed,

$$
\phi^{0,\alpha}(x) = \max_{y \in \mathcal{Y}_\alpha} \langle x | y \rangle - \psi^0(x) \\
\leq \max_{y \in \mathcal{Y}_\alpha} \langle x | y \rangle - \psi^1(x) + \varepsilon^\alpha \\
= \phi^{1,\alpha}(x) + \varepsilon^\alpha,\tag{84}
$$

thus giving by symmetry

$$
\|\phi^{1,\alpha} - \phi^{0,\alpha}\|_\infty \leq \varepsilon^\alpha. \tag{85}
$$

Combining this inequality with Proposition 3.7, we obtain

$$
\|\nabla \phi^{1,\alpha} - \nabla \phi^{0,\alpha}\|_{L^2(\mathcal{X})} \lesssim 2(\|\nabla \phi^{0,\alpha}\|_\infty + \|\nabla \phi^{1,\alpha}\|_\infty)^{1/2}\|\phi^{1,\alpha} - \phi^{0,\alpha}\|_\infty^{1/2} \lesssim \varepsilon^{\alpha/2}. \tag{86}
$$

Using the triangle inequality and the two previous estimations (83)–(86), we obtain

$$
\|\nabla \phi^{1} - \nabla \phi^{0}\|_{L^2(\mathcal{X})} \\
\leq \|\nabla \phi^{1} - \nabla \phi^{1,\alpha}\|_{L^2(\mathcal{X})} + \|\nabla \phi^{1,\alpha} - \nabla \phi^{0,\alpha}\|_{L^2(\mathcal{X})} + \|\nabla \phi^{0,\alpha} - \nabla \phi^{0}\|_{L^2(\mathcal{X})} \\
\lesssim \varepsilon^{1-2\alpha} + \varepsilon^{\alpha/2}. \tag{87}
$$

The best exponent is obtained when $1 - 2\alpha = \alpha/2$ i.e. $1 = \frac{5\alpha}{2}$, giving

$$
\|\nabla \phi^{1} - \nabla \phi^{0}\|_{L^2(\mathcal{X})} \lesssim \varepsilon^{\frac{1}{5}}, \tag{88}
$$

which implies the desired estimates if one replaces $\varepsilon$ with the possible values (74).

4. Experiments

In this last section, we briefly illustrate the behaviour of the Monge map embeddings and we mention potential use of these embeddings in machine learning. In what follows, we consider that $d = 2$ and that $\rho$ is the Lebesgue measure on the unit square $\mathcal{X} = [0,1]^2$. For simplicity, the discrete measures $\mu$ and $\nu$ are also supported on $\mathcal{Y} = \mathcal{X}$, for which algorithms readily give approximates of $W_\rho(\mu, \nu)$ and of $T_\mu$ or $T_\nu$. The Wasserstein distance $W_\rho(\mu, \nu)$ is approximated using Sinkhorn’s algorithm [16] while $T_\mu$ and $T_\nu$ are approximated with a damped Newton’s algorithm [27].
4.1. Vectorization of the Monge maps. The Hilbert space $H = L^2(\rho, \mathbb{R}^2)$, which contains the Monge maps $T_\mu, T_\nu$ is infinite dimensional. We therefore project the maps on the finite dimensional subspace $H_m \subseteq H$ of piecewise constant maps, defined for any $m \in \mathbb{N}$ by

$$H_m = \{ T \in L^2(\rho, \mathbb{R}^2) \mid \forall s, t \in \{0, \ldots, m-1\}, T|_{X_{s,t}} = \text{cst} \},$$

where $X_{s,t} = [\frac{s}{m}, \frac{s+1}{m}) \times [\frac{t}{m}, \frac{t+1}{m})$. The orthogonal projection $\Pi_m : H \to H_m$ can be computed using

$$\Pi_m T|_{X_{s,t}} = m^2 \int_{X_{s,t}} T.$$

As the projection on a close subspace, the mapping $\Pi_m$ is 1-Lipschitz. This implies that the vectorized Monge embedding $\mu \mapsto \Pi_m \circ T_\mu$ satisfies the same Hölder-continuity results as the Monge embedding since

$$\|\Pi_m T_\mu - \Pi_m T_\nu\|_{L^2(\rho)} \leq \|T_\mu - T_\nu\|_{L^2(\rho)}.$$

In practice, $\Pi_m T_\mu$ is represented by the $m^2d$-dimensional vector

$$T_\mu := \left( \int_{X_{s,t}} T_\mu d\rho \right)_{1 \leq s, t \leq m}.$$ 

4.2. Distance approximation. We first compare $W_{2,\rho}(\mu, \nu) = \|T_\mu - T_\nu\|_{L^2(\rho)}$ against $W_2(\mu, \nu)$ in specific settings to illustrate Equation (6). We consider three different settings corresponding to three different families of distributions. In each setting, 50 point clouds of 300 points are sampled, each from a random distribution that belongs to the given family, and pairwise $W_2$ and $W_{2,\rho}$ distances on the 50 point clouds are computed. $W_2$ is approximated with Sinkhorn’s algorithm while the transport maps $T_\mu$ are approximated using [27]. The distances $\|T_\mu - T_\nu\|_{L^2(\rho)}$ are approximated with $\|T_\mu - T_\nu\|_2$ with $m = 200$.

The three families of distributions we consider are: Gaussian, Mixture of 4 Gaussians and Uniform. Note that for each point cloud sampling in the two first settings the parameters of the sampled distribution are selected randomly. We report in Figure 1 the comparisons between $W_{2,\rho}$ and $W_2$. We observe that $W_{2,\rho}$ behaves like $W_2$ when the target measure are concentrated (Gaussian and Mixture of Gaussians distributions) and that this proximity of the two distances fades when the target measures have less concentrated or are drawn from the same distribution (Uniform).
4.3. **Sampling approximation.** In practice, the population distribution $\mu$ is often unknown and one can only access to samples $(x_i)_{i=1,\ldots,N}$ from this distribution, yielding the empirical distribution $\mu_N = \frac{1}{N} \sum_{i=1}^N \delta_{x_i}$. One can thus wonder how well $T_{\mu_N}$ represents $T_\mu$ in function of the number of samples $N$. We illustrate the sampling approximation of $T_{\mu_N}$ by observing the quantity $\|T_\mu - T_{\mu_N}\|_{L^2(\rho)}$ as a function of $N$ in again 3 different settings where the "ground truth map" $T_\mu$ is prescribed. The 3 maps are chosen as gradients of convex functions and transport the unit square to measures resembling a disk, a cross and a square (Figure 2). For the different values of $N$ the experiments are repeated 25 times and the standard deviations define the shaded areas surrounding the curves. We can observe a slightly better sampling behavior for the identity map (defining the square measure), which might be due to the regularity of the transport map.

In a more statistical context, we observe in Figure 3 the same quantities when the target measures are a Gaussian, a Mixture of 4 Gaussians and the uniform distribution on $\mathcal{X}$. Since the "ground truth" maps $T_\mu$ are unknown in these case, we approximate them with the map $T_{\mu_M}$ for $M = 10000$. Again, the measures that have the most concentrated support seem to have a better sampling behavior.
4.4. Barycenter approximation and clustering. Computing means and barycenters is often necessary in unsupervised learning contexts. For point cloud data, the Wasserstein distance is a natural choice to define such barycenters. For \((\mu_s)_{s=1,\ldots,S}\) discrete probability measures (corresponding to \(S\) point clouds), the barycenter of \((\mu_s)\) with non-negative weights \((\lambda_s)_{s=1,\ldots,S}\) is the solution of the following minimization problem:

\[
\min_{\mu} \sum_{s=1}^{S} \lambda_s W_2^2(\cdot, \mu_s).
\]

This problem does not have an explicit solution, and an optimization algorithm must be run every time the weights are changed. Using transport maps from a reference measure \(\rho\), it is natural to consider instead

\[
\mu = \left( \sum_{s=1}^{S} \lambda_s T_{\mu_s} \right) \frac{\#}{\rho}
\]

as the barycenter of the \((\mu_s)\), and one can indeed check that the measure \(\mu\) defined by this formula minimizes \(\sum_{s=1}^{S} \lambda_s W_2^2(\cdot, \mu_s)\). We illustrate this idea with the computation of barycenters of 4 point clouds in Figure 4. Again, in practice operations are performed on the vectorized Monge maps \(T_{\mu}\).

These barycenters are in general not equal to their Wasserstein counterparts but they seem to retain the geometric information contained in the point clouds. This idea can be used to extend unsupervised learning algorithms such as \(k\)-Means to family of point clouds. As a toy example, we perform a clustering on the images of the MNIST dataset \[28\]. We convert the 60,000 images of the training set into point clouds of \(\mathcal{X} = [0, 1]^2\) using a simple thresholding on the pixels intensity and we compute for each point cloud its Monge map embedding. We then perform a clustering with the \(k\)-means++ algorithm \[4\] on the vectorized Monge maps, looking for \(k = 20\) clusters. Figure 5 shows the push-forwards of the 20 centroids in \(L^2(\rho, \mathbb{R}^d)\).

5. CONCLUSION

We have shown that measures can readily be embedded explicitly in a Hilbert space by their optimal transport map between an arbitrary reference measure and themselves. These embeddings are shown to be injective and bi-Hölder continuous w.r.t the Wasserstein distance. They enable the definition of distances between measures and the use of generic machine learning algorithms in a computationally tractable framework.
Future work will focus on the extension of the stability theorem to more general sources and costs, to the improvement of the Hölder exponent and to statistical properties of transport plans, including concentration bounds and sample complexity of the distance they define.
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Appendix A. Proof

Proof of Corollary 2.6. We first state a simple lemma that links the uniform norm of Lipschitz function to its $L^2(\rho)$ norm:

Lemma A.1. If $f$ is $L$-Lipschitz on a convex bounded domain $\mathcal{X}$, then

$$\|f\|_{\infty} \leq C \|f\|_{L^2(\mathcal{X})}^{\frac{2}{2+L^2}}$$  \hspace{1cm} (95)

for some $C$ depending on $L$, $d$ and $\mathcal{X}$ only.
Proof of Corollary 2.6. Theorem 2.5 implies
\[ \|\nabla \psi_\mu - \nabla \psi_\nu\|_{L^2(\mathcal{Y})} \leq C \left( \int_\mathcal{Y} (\psi_\nu - \psi_\mu) d(\mu - \nu) \right)^{\frac{1}{2}}, \] (96)
and as in Theorem 2.3, the quantity in the parenthesis can be upper bounded by \( 2M_XW_1(\mu, \nu) \).
Adding a constant to \( \psi_\mu \) if necessary, we can assume that \( \int_\mathcal{Y} \psi_\mu(y) dy = \int_\mathcal{Y} \psi_\nu(y) dy \). The Poincaré-Wirtinger inequality on \( \mathcal{Y} \) then implies
\[ \|\psi_\mu - \psi_\nu\|^2_{L^2(\mathcal{Y})} \leq C'W_1(\mu, \nu)^{\frac{1}{d+1}}, \] (97)
for some \( C' \) depending only on \( \rho, \mathcal{X} \) and \( \mathcal{Y} \).
We reuse the fact that \( \psi_\mu - \psi_\nu \) is Lipschitz with constant \( \leq 2M_X \) to use Lemma A.1
\[ \|\psi_\mu - \psi_\nu\|_{\infty} \leq CW_1(\mu, \nu)^{\frac{2}{d+1}}. \] (98)
Since \( \phi_\mu = \psi_\mu^*_\) and \( \phi_\nu = \psi_\nu^*_\), the definition of the Legendre transform (7) yields
\[ \|\phi_\mu - \phi_\nu\|_{\infty} \leq \|\psi_\mu - \psi_\nu\|_{\infty} \leq CW_1(\mu, \nu)^{\frac{2}{d+1}}. \] (99)
We conclude using Proposition 3.7 and the fact that \( \phi_\mu \) is \( \text{diam}(\mathcal{Y}) \)-Lipschitz: there exists a constant \( C \) depending only on \( \rho, \mathcal{X} \) and \( \mathcal{Y} \) such that
\[ \|T_\mu - T_\nu\|_{L^2(\rho)} \leq CW_1(\mu, \nu)^{\frac{1}{d+1}}. \] □

Proof of Proposition 3.6. This proof is a straightforward adaptation of a stability result for finite volume discretization of elliptic PDEs, see Lemma 3.7 in [18]. We consider the function \( u \) on \( \mathcal{X} \) defined a.e. by \( u|_{V_i(\psi)} = v_i \). Then,
\[ \langle v^2 - \langle v|G(\psi)\rangle^2|G(\psi)\rangle = \int_\mathcal{X} u^2 - \left( \int_\mathcal{X} u \right)^2 = \frac{1}{2} \int_\mathcal{X} \chi_{ij} (u(x) - u(y))^2 dy dx \] (100)
so it suffices to control the right hand side of this equality. Given \( (i, j) \in \{1, \ldots, N\} \) and \( (x, y) \in \mathcal{X} \), we denote
\[ \chi_{ij}(x, y) = \begin{cases} 1 & \text{if } V_i(\psi) \cap V_j(\psi) \cap [x, y] \neq \emptyset \text{ and } \langle x - y \rangle \neq \emptyset \text{ and } \langle y_j - y_i \rangle \neq \emptyset \geq 0 \\ 0 & \text{if not.} \end{cases} \] (101)
Then, \( u(y) - u(x) = \sum_{i \neq j} \langle v(y_j) - v(y_i) \rangle \chi_{ij}(x, y) \). We introduce
\[ d_{ij} = \|y_j - y_i\|, \quad c_{ij,z} = \langle \frac{z}{\|z\|} \frac{y_j - y_i}{\|y_j - y_i\|} \rangle, \] (102)
and we apply Cauchy-Schwarz's inequality to get
\[ (u(y) - u(x))^2 \leq \sum_{i \neq j} (v(y_j) - v(y_i))^2 \chi_{ij}(x, y) \sum_{i \neq j} d_{ij} c_{ij,y-x} \chi_{ij}(x, y) \] (103)
In addition, when \( \chi_{ij}(x, y) = 1 \), we have \( \langle x - y \rangle \langle y_j - y_i \rangle \geq 0 \) so that
\[ d_{ij} c_{ij,y-x} = \|y_j - y_i\| \langle \frac{y_j - y_i}{\|y_j - y_i\|} \rangle \geq 0 \] (104)
and
\[ \sum_{i \neq j} d_{ij} c_{ij,y-x} \chi_{ij}(x, y) = \sum_{i \neq j} \left( \frac{y - x}{\|y - x\|} \right) \chi_{ij}(x, y) \leq \text{diam}(\mathcal{Y}). \] (105)

Therefore,
\[ \int_{X \times X} (u(y) - u(x))^2 \, dx \, dy \leq \text{diam}(\mathcal{Y}) \int_{X \times X} \sum_{i \neq j} \left( \frac{v(y_j) - v(y_i)}{d_{ij} c_{ij,y-z}} \right)^2 \chi_{ij}(x, y) \, dx \, dy \]
\[ = \text{diam}(\mathcal{Y}) \int_{B(0, \text{diam}(\mathcal{X}))} \sum_{i \neq j} \left( \int_{X} \chi_{ij}(x, x + z) \, dx \right) \, dz \] (106)

Moreover, denoting \( m_{ij} = \text{vol}^{d-1}(V_i(\psi) \cap V_j(\psi)) \) we get
\[ \int_{X} \chi_{ij}(x, x + z) \, dx \leq m_{ij} \|z\| c_{ij,z} \] (107)

thus giving
\[ \int_{X \times X} (u(y) - u(x))^2 \, dx \, dy \leq C(d) \text{diam}(\mathcal{Y}) \text{diam}(\mathcal{X})^{d+1} \sum_{i \neq j} \frac{m_{ij}}{d_{ij}} (v(y_j) - v(y_i))^2 \] (108)

Define \( H_{ij} = \frac{m_{ij}}{d_{ij}}, \, H_{ii} = -\sum_{j \neq i} H_{ij}. \) Then, \( DG(\psi) = H, \) and
\[ \langle DG(\psi) v | v \rangle = \sum_{i,j} H_{ij} v_i v_j \]
\[ = \sum_{i} \left( H_{ii} v_i v_i + \sum_{j \neq i} H_{ij} v_i v_j \right) \]
\[ = \sum_{i} \sum_{j \neq i} H_{ij} v_i (v_j - v_i) \]
\[ = \sum_{j \neq i} H_{ij} v_i (v_j - v_i) := A. \] (109)

And
\[ \sum_{i \neq j} H_{ij} (v(y_j) - v(y_i))^2 = \sum_{i \neq j} H_{ij} v_j (v_j - v_i) - \sum_{i \neq j} H_{ij} v_i (v_j - v_i) = -2A. \] (110)

We finally obtain
\[ \iint (u(y) - u(x))^2 \, dx \, dy \leq -C_{d,X,Y} \langle DG(\psi) v | v \rangle. \] (111)