Is It Biased? Empirical Analysis of Various Phenomena That Affect Survey Results
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ABSTRACT

It is often assumed that survey results reflect only the quality of the sample and the underlying measuring instruments used in the survey. However, various phenomena can affect the results, but these influences are often neglected when conducting surveys. This study aimed to test the influences of various method effects on survey results. We tested the influences of the following method effects: item wording, confirmatory bias, careless responding, and acquiescence bias. Using a split-ballot survey design with online questionnaires, we collected data from 791 participants. We tested if these method effects had an influence on mean values, item correlations, construct correlations, model fits, and construct measurement invariance. The instruments used to test these influences were from the domain of personality and gender inequality, and their items were adapted based on the method effect tested. All tested method effects, except careless responding, had a statistically significant effect on at least one component of the analysis. Item wording and confirmatory bias affected mean values, model fit, and measurement invariance. Controlling for acquiescence bias improved the fit of the model. This paper confirms that the tested method effects should be carefully considered when using surveys in research, and suggests some guidelines on how to do so.
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INTRODUCTION

The survey method is one of the most commonly used research methods in social sciences. It is an unavoidable tool with which social scientists and experts gain new insights into the world we live in. But the validity and reliability of the results collected by survey questionnaires depend on a number of factors that scientists designing and conducting such research need to consider while interpreting their results. Different types of bias, i.e., systematic errors that occur when measuring objects of interest, can be the function of the research method used. Therefore, a better understanding of the impact that method effects may have on research results is of great importance for successful preparation and implementation of social research using the survey method. One of the key goals of social research is to produce valid results, which can be reproduced using a different, independent sample. To accomplish this, some basic criteria are usually followed: using a representative sample, unbiased results based on some predefined criteria and their clear presentation, etc. As it is often difficult and expensive to obtain a representative sample, samples used in scientific research are often not representative. This is seen as the main reason why generalisation to the population from which the sample was obtained is not possible: due to sample unrepresentativeness, there is an (unknown) possibility that the results show a distorted picture of the population. In other words, nonprobability sampling cannot guarantee that the sample we observed is representative of the whole population, while probability samples are generally more representative than other types of samples, although never perfectly so (Babbie, 2013). But some of the phenomena that have the power to influence research results are not always so obvious and are hard to detect using traditional methods in social research.

One group of such effects is called method effects. Method effects are often thought to represent an undesirable variance in collected data which is unrelated to the variance of the instrument used and consequently affects the results (Maul, 2013). For example, the results on a scale that measures aggression are generally viewed as a result of the respondents’ level of aggression and some amount of measurement error. Furthermore, the variance of the scale is viewed in the same way. This approach can be viewed as somewhat outdated, as numerous recent research papers have looked into the impact of method effects on scale results and their variance, finding a statistically significant impact that method effects exert on survey results. This means that the understanding of the final scores is now more detailed and more complex (e.g., Arias, Garrido, Jenaro, Martínez-Molina and Arias, 2020; Kam and Meyer, 2015). In general, the term “method effect” refers to any phenomenon that influences the measurement results, so that the measurement...
result is a combination of the scale, error, and method effect. Within the domain of survey questionnaires, some method effects that may affect the results and on which the present paper focuses are: a) item wording, b) confirmatory bias, c) careless responding, and d) acquiescence bias.

A growing number of researchers have been looking into the possible negative effects of item wording (e.g., Weijters and Baumgarter, 2012; Suárez-Alvarez et al., 2018). Despite the known influence of combining both regular and reversed items in measuring scales, both types of items are present in most scales used in different areas of sociology and psychology. Reversed items are items that need to be recoded so that all of the items included in the scale have the same directional relationship with the underlying construct being measured. For example, if the measured construct is that of extraversion, items such as “I am the life of the party” and “I start conversations” should be viewed as regular items, while items such as “I keep in the background” and “I don’t talk a lot” should be viewed as reversed items. This means that, even if the item contains negations, it can still be viewed as a regularly keyed one, and items that contain no negations can still be viewed as reversed. For instance, the item “I don’t mind being the centre of attention” starts with a negation, but it is still considered a regular item as it does not have to be recoded when measuring extraversion.

The use of measuring scales consisting of an equal number of regular and reversed items, called balances scales, was first introduced to reduce response style bias (Nunnally, 1978; Paulhus, 1991). Response style bias is often referred to as any individual tendency which leads participants to respond to an item independently of its content, somewhat distorting the results in the process (Cronbach, 1946). Balanced scales were thought to handle response style bias much better than scales consisting of only regular or only reversed items. Despite this possible advantage, research has shown that balanced scales tend to have less discriminant power, provide a worse model fit to the data, and can often lead to problems in analysis, such as rejection of unidimensional models in favour of a multidimensional solution, because of the appearance of an artificial factor caused by item wording (Suárez-Alvarez et al., 2018; Marsh, 1986). For example, a scale that measures job satisfaction consisting of only regular or only reversed items could yield a one-dimensional solution, while a balanced scale measuring the same construct could yield a two-dimensional one, as they would distinguish job satisfaction as a construct separate from job dissatisfaction. If not familiar with the effects of item wording, this could lead to a disagreement over the dimensionality of a theoretical construct. Whilst recent researchers have identified a growing list of disadvantages regarding the use of reversed items, their use is still recommended when measuring scales, as they are thought to reduce response bias and improve
construct validity by broadening the belief sample on which the participants’ answers are based (Weijters and Baumgartner, 2012). Item wording is only one of many elements that affect and distort research results, which are often overlooked in traditional research.

**Confirmatory bias** is another phenomenon that influences survey results, whose effects we investigated in this study. When participants answer a question, beliefs that are in line with the way the item is stated tend to activate. These beliefs can influence the results of subsequent items (Kunda, Fong, Santioso and Reber, 1993). For example, if we ask a participant if he or she is happy, they are likely to activate a belief system linked with happiness, which could alter responses to subsequent items. Likewise, if we ask a participant if he or she is sad, a belief system linked with sadness is more likely to activate. Given this, the direction of the first item presented in a scale could influence the results of all subsequent scale items. Past surveys, in which participants were randomly assigned to one of two versions of an item that were polar opposites of each other, i.e., extraversion versus introversion, showed that responses are likely to be biased in the direction of the first item (Andrews, Logan and Sinkley, 2015; Kunda et al., 1993; Johnson and Miles, 2011). These findings show the power of confirmatory bias, and ways of controlling for this effect should be addressed in survey research, especially if it uses Likert-type scales. The issue with Likert-type scales regarding confirmatory bias is that the first item has to be directed and is either regular or reversed. Given the definition of confirmatory bias, the effect is somewhat unavoidable in various scale-type questions.

**Careless responding** is a term that has been predominantly used to describe a type of responding pattern in which participants do not pay enough attention to item content (Schmitt and Stults, 1985; Woods, 2006). Some researchers attribute it to a lack of attention or motivation, or the participants’ tendency to form expectations about subsequent items based on the previous ones (Weijters, Baumgartner and Schillewaert, 2013). Regardless of the cause, it can lead to self-contradictory responses (throughout or in parts of the survey) and careless responding, both of which can consequently skew results. In fact, some simulation studies have shown that if as little as 10% of the participants respond carelessly, an additional, artifact factor appears, with one factor containing regular items, and the other reversed ones (Schmitt and Stults, 1985; Woods, 2006). This can cause misleading rejections of one-factor solutions for some constructs, as careless responding is hard to detect using more traditional factor retention criteria used in methods like exploratory factor analysis. There is a noticeable variability in the way careless responding has been operationalised, which undeniably affects reported evaluations of its presence in research (Kam and Meyer, 2015).
One of the most commonly used methods of evaluating careless responding is the Instructional manipulation check (or simply IMC), which represents a specific type of item that contains a direct instruction set by the researcher, that can be used to determine if a participant was careless while filling out a survey (e.g., Arias et al., 2020; Beck, Albano and Smith, 2018). For example, the item used could be formulated as either “Skip this item” or, in terms of a Likert-type response scale, “Select the ‘completely agree’ option for this item”. Also, the IMC item could be formulated as “Tick the empty square on the upper right corner of this page”. Participants who do not follow these instructions are considered careless. It is important to mention that the IMC item should be placed prior to a scale of interest so to enable the distinction between careful and careless respondents.

Acquiescence bias refers to the participants’ preference for the positive side of the scale. It can be described as a tendency to agree with items regardless of their content (Bentler, Jackson and Messick, 1971; Weijters et al., 2013). It can occur when participants carelessly agree with the scale items, never engaging in a more effortful reconsideration phase regarding its content (Knowles and Condon, 1999). Acquiescence is thought to distort correlations among construct measures (Bentler et al., 1971). Specifically, it can inflate positive correlations between similarly keyed items and deflate negative correlations between opposite-keyed items (Kam and Meyer, 2015). One fact that should be of particular interest to social scientists is that Likert-type scales, the most commonly used scale type in social science research, can be particularly susceptible to acquiescence bias (McClendon, 1991). Generally, acquiescence is viewed as an individual trait, separate from and mostly unaffected by the underlying construct being measured (Weijters, Geuens and Schillewaert, 2010). One method of measuring acquiescence is based on the degree to which participants agree with a group of heterogeneous items on a scale, with the assumption that items contained in the scale share no common content. This method, also known as Net acquiescence response style (or simply NARS), fits acquiescence bias into a single index, represented by the participants’ mean results across all items in the heterogeneous scale (e.g., Weijters et al., 2013).

This study aims to explore the possible effects of all four described method effects. To our best knowledge, no such study has yet been conducted with a questionnaire in Croatian and including all four method effects on the same data. Comparing the results of different method effects on the same sample, as well as testing certain method effect influences (e.g., item wording) in Croatian presents a contribution to the validation process of any future scale dimensionality studies. If researchers are not wary of their possible implications, their results could be grossly biased. Using samples suitable to the survey needs, as well as being aware
of the potential influences of method effects, could help social sciences fight the ongoing replication crisis.

METHOD

Survey and Sample

Data were collected through two versions of an online survey questionnaire (split-ballot survey design). The invitation for study participation with the link to access the questionnaire was distributed through various social networks, which makes the sample in this study non-probabilistic and convenient. The survey was primarily shared through Facebook and we assume that the bulk of the sample was recruited through this platform, although others were also used: WhatsApp, Instagram and email. The survey questionnaire was written in Croatian and the data were collected during March 2020. The study was approved by an institutional research ethics board.

The first question in the questionnaire was a filter variable used to simulate random assignment of participants into one of the questionnaire versions. This question asked if the participants' birth month is an even or odd number. Participants born in an even month were assigned one version of the questionnaire and those born in an odd month another.

The sample containing odd birth month participants included N = 391 participants and the sample that contained even birth month participants included N = 400 participants. Of the 791 total participants that completed the survey, 97% had at most 3.4% of missing data, and none of the rest had more than 10% of the data missing. No statistical differences were found between the two samples regarding the variables sex, age, and education. Therefore, the average age of all respondents was 30 years (Min = 15; Max = 83; SD = 12.9). Seventy-one point five per cent of participants were male, 45.3% of participants (including students) had a higher education, that is, education beyond the secondary level.

Analytical Approach

We chose to test the effect of the four previously discussed method effects using the Mini-IPIP scales (Donellan, Oswald, Baird and Lucas, 2006), mainly because of the domain of personality being widely empirically tested, but also because of the practicality of the scales’ length. We also used two scales concerning gender inequality (Inglehart and Norris, 2003; Tougas, Brown, Beaton and Jolly, 1995).
The scales were adapted to the needs of this study (specific adaptations of individual scales are explained in subsequent paragraphs). All items in the survey were ranked on 5-point Likert-type response scales in order to ensure comparable variances. Each personality facet scale was located on a separate screen in an attempt to minimise potential “spillover” effects of the survey design. Besides, all other question groups were shown on separate screens that appeared in the same order regardless of the survey version.

1. Item Wording

To test the effects of item wording, and specifically the effect of changing a reversed item to a regular one (or vice versa), we selected two factors from the Mini-IPIP, conscientiousness and agreeableness, which were then used for data comparison. In our opinion, reversing items in those scales resulted in the most natural wordings, compared to the other three possible factors. Regarding this, we decided that in order to test the effects of item wording effectively, one version of the scale should consist of only regular items and the second one of only reversed items. We tested the difference in item means after recoding all the items in the same direction, as we predicted that item wording would have a significant effect on it. Using a confirmatory factor analysis (CFA), we tested if a unidimensional model regarding one facet of the MINI-IPIP (e.g., agreeableness) fit the data well. Besides, a test of measurement invariance between the two versions of a single construct included in both samples was conducted to gain further insight into the effects of item wording.

In addition to personality scales, we included two scales on gender inequality, including one identical item between them (Inglehart and Norris, 2003; Tougas et al., 1995). One scale was placed prior to all acquiescence and personality scales, and the other one after. We chose one item that was identical in both scales and reversed it in one so that we could have an indicator that directly tests the effects of item wording on the same sample. The chosen item was ”A woman has to have a child to be fulfilled” in one version, and ”A woman doesn’t need to have a child to be fulfilled” in the reversed version. If both versions are clear polar opposites of each other, and if the participants interpret them as such, we should see a correlation close to -1. In order to ensure further validity regarding this reversal, returning to a previous page was not allowed in the survey. The scale measuring intellect was identical in both samples and was used as a sort of a control construct to which other results would be compared.
2. Confirmatory Bias

We decided to test the effects of confirmatory bias in the same manner we tested the effects of item wording. For instance, we separated two other factors, *emotional stability* and *extraversion*, because they consisted of two regular and two reversed items in their original format. In one version, the scale started with regular items (p1, p2, n3, n4), and in the other, it started with reversed ones (n3, n4, p1, p2). In the latter case, n3-n4 represents reverse items and p1-p2 regular items. For the purpose of the analysis, the items were recoded to have the same directional relationship with the construct being measured. This means that in one version, a scale measuring extraversion started with items measuring extraversion. Conversely, in the other version, the scale started with items measuring its opposite, introversion. This strategy allows a direct comparison between the results in both samples, which should indicate the effects of confirmatory bias. To further ensure this, all of the personality scales were shown on separate screens. Additionally, means were tested between the same items in the two versions (e.g., a mean comparison between p1 in both versions), a test of a unidimensional model fit to the data was conducted (e.g., *extraversion* separately for each sample data), as well as measurement invariance tests between the same construct in the two samples.

3. Careless Responding

In order to measure careless responding, we included one IMC item which was placed prior to all relevant scales. Given the relatively short length of the survey, we chose not to include more IMC items, as they could become too apparent or could possibly irritate participants. The item “Select the ‘completely disagree’ option for this item” instructed participants to choose a specific option on a Likert-type response scale. All of those who did not follow this instruction were considered careless responders. We tested the effects of careless responding by comparing correlation results between careful and careless respondents on one item that was present in a regular and reversed version, personality scales, and acquiescence indicators.

4. Acquiescence Bias

In order to effectively model acquiescence, an explicit net acquiescence index (NARS) was specified. The index result is the mean of all responses on a scale of 17 heterogeneous items used in the survey, for which we assume to have no common content. The scale is a slightly modified version of the one Greenleaf (1992)
used to measure extreme response style, as it consists of heterogeneous items. To implement acquiescence into our design, we constructed a model that contains a method factor. It resembles the one used by Kam and Meyer (2015), with the exception that ours contains only one content factor. Additionally, we used four item parcels as indicators of acquiescence to avoid the estimation of a large number of additional parameters (e.g., Kam and Meyer, 2015; Weijters et al., 2010). We created parcels by averaging the scores on acquiescence indicators. The acquiescence latent factor included was set to be uncorrelated with the personality content factor, and one factor loading of the content factor was set to 1 to set its variance. All item factor loadings of the acquiescence (method) factor were set to 1, and because of that, it can be considered a random intercept factor model (Maydeu-Olivares and Coffman, 2006). We recoded all items to have the same directional relationship with the underlying construct being measured. The proposed model is presented in Figure 1.

Statistical analysis

The analyses were performed using the R system for statistical calculation 3.6.2. (R Development Core Team, 2019). All univariate tests were conducted using the additional statistical package psych, developed by Revelle (2019). All structural models and all metric invariance tests were conducted using the additional statistical package lavaan, developed by Rosseel (2012).

In the CFA stages, we used a set of common fit indices to determine the fit of the constructed models. Generally, when using comparative fit indices (CFI; Bentler, 1990; TLI; Tucker and Lewis, 1973) the values of TLI and CFI in the range of .90–.95 may be indicative of an acceptable model fit (Bentler, 1990). The root mean square error of approximation (RMSEA; Steiger and Lind, 1980) is one of the most used parsimony correction indices. Hu and Bentler (1999) suggest that an adequate model fit has an RMSEA value less than .06, or that at least its 90% confidence interval (90% CI) value has to be less than .06, although some authors suggest that these parameters are too strict (Marsh, Hau and Wen, 2004).
Figure 1. Graphical depiction of the proposed model that includes an acquiescence method factor. \( \eta_1 = \) substantive construct of one of the personality scales; \( \eta_2 = \) a method factor of acquiescence. \( a_1-a_4 = \) indicators of acquiescence made by parcelling the 17 items of the scale measuring acquiescence bias. \( y_1-y_4 = \) indicators of an underlying construct measuring an aspect of personality. \( \eta_1 \) and \( \eta_2 \) are set to be uncorrelated.
RESULTS

Effects of Item Wording and Confirmatory Bias

We tested the effects of both item wording and confirmatory bias using the same methods. First, we compared the means of item pairs that were either polar opposites of each other or were placed in different positions in the underlying construct being measured. For example, a regular item in the even month sample became a reversed item in the odd month sample when measuring for the effects of item wording and a regular item placed first in the even month sample scale became a regular item placed third in the odd month sample scale when measuring for confirmatory bias. Given that all the personality scales were shown in the same order for both samples and were on separate screens, we believe that we controlled for any spillover effects of the survey design. The results were mostly as expected and are presented in Table 1. The only scale that has not been changed in any sample, intellect, showed mean invariance in both samples for every item, which supports the validity of the following results.

Seven out of the eight item pairs that were mutually reversed show a statistical difference in the value of their means. This is a clear indicator that reversing items affects item means. The reversed items mostly showed higher item means. When we took a closer look at the data distribution for these items, we found that in six out of the eight items used to test the effects of item wording, a higher percentage of respondents selected the “completely agree” option for the reversed items, when compared to the regular items. The “completely agree” option for the reversed items was selected by 27.2% of respondents, as opposed to 15.6% of respondents that selected the same option for the regular items. This could be attributed to some form of careless responding and/or acquiescence bias because of the following reasons: the cognitive process used by respondents to respond to regular items is not necessarily the same as the one used to respond to reversed items, as the latter require better linguistic skills and more effort (Suárez-Alvarez et al., 2018). Because of this, respondents with lower linguistic skills and fewer skills could become susceptible to careless responding and contradictory results. We urge researchers to be wary of the effect of item wording when considering reversing some scale items, as it could affect scale results. The effects of positional changes in which the direction of the first item is changed can lead to differences in results, due to the presence of confirmatory bias in the survey (Kunda et al., 1993). Our results showed that, in six out of the eight item pairs, making positional changes resulted in a statistical difference in item means, confirming the presence of confirmatory bias.
The changes in means always followed the confirmatory bias principle: if the scale started with an item measuring emotional stability, all subsequent emotional stability item means increased, while all subsequent emotional instability item means decreased. Some form of confirmatory bias is unavoidable when using Likert-type scales since it is an inevitable source of error in human judgment (Erard, 2016). Besides, this is hard to detect using more traditional methods if there are no polar opposite items to which the results can be compared. Even more sophisticated methods that include confirmatory bias in SEM models use some form of a split ballot survey (e.g., Weijters et al., 2013).

Table 1. A Presentation of the Effects of Item Wording and Confirmatory Bias on Means of Item Pairs

| ITEM WORDING EFFECTS | Even Month Sample (N = 400) | Change from Even to Odd | Odd Month Sample (N = 391) | p value |
|----------------------|-----------------------------|-------------------------|-----------------------------|---------|
| Conscientiousness Item 1 | 3.01 | Reversed to Regular | 3.22 | .007 |
| Conscientiousness Item 2 | 3.42 | Reversed to Regular | 3.76 | < .001 |
| Conscientiousness Item 3 | 3.80 | Reversed to Regular | 3.65 | .008 |
| Conscientiousness Item 4 | 4.02 | Reversed to Regular | 4.02 | .974 |
| Agreeableness Item 1 | 3.82 | Regular to Reversed | 4.13 | < .001 |
| Agreeableness Item 2 | 4.07 | Regular to Reversed | 4.28 | < .001 |
| Agreeableness Item 3 | 3.37 | Regular to Reversed | 3.95 | < .001 |
| Agreeableness Item 4 | 2.98 | Regular to Reversed | 3.69 | < .001 |

| CONFIRMATORY BIAS EFFECTS | Even Month Sample (N = 400) | Positional Change from Even to Odd | Odd Month Sample (N = 391) | p value |
|-----------------------------|-----------------------------|-------------------------------------|-----------------------------|---------|
| Emotional Stability Item 1 | 3.36 | 1st to 3rd | 3.03 | < .001 |
| Emotional Stability Item 2 | 3.04 | 2nd to 4th | 2.86 | .020 |
| Emotional Stability Item 3 | 3.08 | 3rd to 1st | 3.36 | < .001 |
| Emotional Stability Item 4 | 2.82 | 4th to 2nd | 3.07 | .001 |
| Extraversion Item 1 | 3.26 | 1st to 3rd | 2.54 | < .001 |
| Extraversion Item 2 | 3.12 | 2nd to 4th | 3.17 | .518 |
| Extraversion Item 3 | 2.54 | 3rd to 1st | 3.27 | < .001 |
| Extraversion Item 4 | 3.19 | 4th to 2nd | 3.32 | .088 |
To gain further insight into the effects of item wording and confirmatory bias on research results, we decided to test for measurement invariance without modelling for acquiescence. It could be argued that this is somewhat problematic, as some of the models from the two samples did not fit the data well, but we still thought that it would provide additional instructive insight. To do this, we merged the data from the even and odd month sample while containing the birth month variable (1 = even, 2 = odd). First, we specified the models on which the invariance tests would be carried out. The specified models were identical to the ones used to measure acquiescence bias prior to the inclusion of the method factor, which means every model had four indicators. While specifying the model for agreeableness, the add-on package lavaan reported negative variances. As a negative variance is indicative of a misspecification of the model (Browne, 2015), we can assume that reversing items could have possibly resulted in skewing the data to such a degree that the model was deemed misspecified, although this cannot be confirmed.

Because of the gross misspecification of this model that reported negative variances, we chose not to test it for measurement invariance. Three out of the four remaining merged models resulted in a bad fit, which is not too surprising considering that those models consisted of scales used to measure the effects of item wording or confirmatory bias, for which we expected to skew the results. In regards to testing measurement invariance, most researchers have shifted from $\chi^2$ results to alternative fit indices, such as $\Delta$CFI, because $\chi^2$ is overly sensitive to small, unimportant differences (Chen, 2007; Putnick and Bornstein, 2016). We have chosen to follow Cheung and Rensvold’s (2002) criterion of a -.01 change in CFI for nested models. If a change greater than .01 occurs between two invariance steps, a higher measurement invariance level is not achieved. The merged extraversion configural model did not show adequate fit parameters [$\chi^2 = 45.82$, df = 4, RMSEA = .194, CFI = .672], and neither did the emotional stability configural model [$\chi^2 = 117.09$, df = 4, RMSEA = .268, CFI = .856], nor the conscientiousness configural model [$\chi^2 = 19.08$, df = 4, RMSEA = .098, CFI = .760]. This means that the effects of
item wording and confirmatory bias skewed the data in such a way that configural invariance could not be achieved. On the other hand, the merged intellect configural model showed adequate fit parameters [$\chi^2 = 5.14$, df = 4, RMSEA = .027, CFI = .998], and the intellect model achieved maximum invariance, which is evident in the results presented in Table 2. This furthers the validity of our findings. Although we did not use any independent personality scales, the adapted scales did not achieve even the lowest type of invariance, configural, while the intellect model, whose scales were not adapted, achieved the maximum type of invariance, latent mean invariance.

Table 2. Measurements of Invariance

|                      | $\chi^2$ (df) | p value | BIC      | AIC      | RMSEA | CFI    | $\Delta$CFI |
|----------------------|---------------|---------|----------|----------|-------|--------|-------------|
| **EXTRAVERSION**     |               |         |          |          |       |        |             |
| Configural Invariance| 45.824 (4)    |         | 10547    | 10436    | .167  |        | 672         |
| **CONSCIENTIOUSNESS**|              |         |          |          |       |        |             |
| Configural Invariance| 19.08 (4)     |         | 8236.2   | 8124     | .098  |        | .760        |
| **EMOTIONAL STABILITY**|             |         |          |          |       |        |             |
| Configural Invariance| 117.09 (4)    |         | 6433.4   | 6321.3   | .268  |        | .856        |
| **INTELLECT**        |               |         |          |          |       |        |             |
| Configural Invariance| 5.15 (4)      |         | 8726.6   | 8614.5   | .027  | .998   |             |
| Metric Invariance     | 7.17 (7)      | .569    | 8708.6   | 8610.5   | .008  | 1.000  | .002        |
| Scalar Invariance     | 8.12 (10)     | .813    | 8689.6   | 8605.5   | .000  | 1.000  | .000        |
| Residual Invariance   | 9.21 (14)     | .895    | 8664     | 8598.6   | .000  | 1.000  | .000        |
| Latent Mean Invariance| 10.65 (15)    | .231    | 8658.7   | 8598     | .000  | 1.000  | .000        |

AIC = Akaike information criterion; BIC = Bayesian information criterion. Note: If $\Delta$CFI < .01, then the higher measurement invariance level is achieved.

Effects of Careless Responding

In both samples, 74.5% of all respondents successfully followed the IMC item check instruction. We hypothesised that those who respond carelessly to a survey item affect item correlations, somewhat skewing the results in the process. To test that, we first compared the correlations between the two polar opposite items: "A woman has to have a child to be fulfilled" and "A woman doesn’t need to have a child to
be fulfilled” between careful and careless respondents. After conducting Williams’ test, the results showed that the between-item correlations were not statistically different in the two separate samples and nor in a merged one [Odd: $r_{\text{careless}} = -.644; r_{\text{careful}} = -.616$; Even: $r_{\text{careless}} = -.569; r_{\text{careful}} = -.641$; Merged: $r_{\text{careless}} = -.599; r_{\text{careful}} = -.632$]. More concerning, the correlations were nowhere near -1, which seriously challenged the validity of the IMC item used in this particular survey. Had the IMC item proven to be valid, the between-item correlations of the careful respondent group should have approached -1 or were at least supposed to be statistically different from the between-item correlations of the careless respondent group. Furthermore, we tested the mean difference in NARS between careful and careless respondents, as a difference was also expected to occur there. Instead of only testing the mean difference of NARS, we decided to test mean differences for the 17 acquiescence indicators in both samples to understand better if there is a difference between careless and careful respondents. Out of the 34 total acquiescence indicators (17 indicators per sample), t-tests showed a statistically significant difference in only two indicators, with NARS being invariant, which further challenged the validity of the IMC item. Then we decided to test if careless responding led to expected differences in correlations between personality scales. We did this separately for both samples instead of merging them because in the case of sample merging item wording and confirmatory bias would also play an effect.

Out of the twenty total correlations between personality scales, only three have proven to be significantly different using Williams’s test. The results are presented in Table 3. Based on these results, we conclude that that the IMC item used in this survey did not distinguish careless from careful respondents effectively. The relatively low regular-reversed item correlations [-.599 to -.644] lead us to believe that careless responding is present in the survey assuming that the reversed item is a clear opposite of the regular one used in this research. We believe that wording an IMC item in a way that instructs respondents to select an option on a Likert-type scale (e.g., “Select the ‘completely agree’ option on this item”) may lead them to believe that the item measures some type of obedience or conformity, and could cause trouble understanding what is expected of them. For these reasons, we recommend using IMC items such as “Tick the empty square on the upper right corner of this page” over the type we used in this survey.
Table 3. Construct Correlations for Between Careless (Careful) Respondents

|                      | ODD MONTH SAMPLE (N = 391; N_{careless} = 97; N_{careful} = 294) | EVEN MONTH SAMPLE (N = 400; N_{careless} = 103; N_{careful} = 297) |
|----------------------|---------------------------------------------------------------|---------------------------------------------------------------|
|                      | 1. Intellect                                                  | 1. Intellect                                                  |
|                      | 2. Emotional Stability                                      | 2. Emotional Stability                                      |
|                      | 3. Extraversion                                              | 3. Extraversion                                              |
|                      | 4. Conscientiousness                                        | 4. Conscientiousness                                        |
|                      | 5. Agreeableness                                            | 5. Agreeableness                                            |
| 1. Intellect         | -                                                            | -                                                            |
| 2. Emotional Stability| .08 (.12*)                                                   | -.02 (.04)                                                   |
| 3. Extraversion      | .04 (.19**)                                                 | .16 (.12*)                                                  |
| 4. Conscientiousness | .09 (.09)                                                   | -.09 (-.07)                                                 |
| 5. Agreeableness     | .09 (.17**)                                                 | .32** (.18**)                                               |

* denotes correlations significant at p < 0.05, ** denotes correlations significant at p < 0.01
Note: bolded pairs indicate a statistical difference in correlations between the samples using Williams's (correlation equality) test ($\Delta \chi^2$)

Effects of Acquiescence Bias

To test if modelling for acquiescence had improved the overall model fit, we chose to conduct a separate CFA for each construct in the two samples. One model was a simple unidimensional model with just a content factor, while the other one had an additional method factor of acquiescence. Then, we decided to specify nested models which could be directly compared. One model had specified paths between $\eta_2$ and indicators y1-y4 constrained to zero, and in the other model, they were left free to vary, so a comparison could be made (see Figure 1). All models tested if the unidimensional personality scale had a good fit for the data. The results of multivariate normality tests show that variables used in both models are not normally distributed but are highly asymmetric. Due to the asymmetric nature of the variables and the presence of some amount of missing data, we used MLR = the maximum
likelihood estimator with robust standard errors (White, 1980) and a scaled statistic that is asymptotically equal to the Yuan-Bentler (2007) test statistic.

Before presenting the results of modelling acquiescence into personality scales, we want to remind readers that the scales measuring conscientiousness and agreeableness were modified for the needs of this study so that one version of the scale consisted of only regular items and the other one of only reversed items. Due to this, we did not necessarily expect a good fit regarding these constructs, as we cannot precisely estimate the effect item wording had on model fit. All results are presented in Tables 4 and 5. In Table 4, we have presented the fit indices of a model with and without the acquiescence factor, where any direct comparison is not possible because the models are not nested within one another. Although direct testing between these models is impossible, the results we get from fitting them are informative prior to the nested model tests. In most cases, the results show that the model fit was better when modelling for acquiescence. The intellect and conscientiousness scales had a good fit in both samples prior to modelling, and the same argument could be made for extraversion in both samples although this is up for some debate.

When a method factor was introduced to models, including the mentioned scales, comparative fit indices (CFI; Bentler, 1990; TLI; Tucker and Lewis, 1973) mostly took a minor hit but were still in the range that indicated an adequate fit [CFI: .966–.988; CFI_{acq} = .890–.976] [TLI: .898–.963; TLI_{acq} = .838–.965]. Generally, the values of TLI and CFI in the range of .90–.95 may be indicative of an acceptable model fit (Bentler, 1990). The root mean square error of approximation (RMSEA; Steiger and Lind, 1980) is one of the most used parsimony correction indices. Hu and Bentler (1999) suggest that an adequate model fit has an RMSEA value less than .06, or that at least its 90% confidence interval (90% CI) lower bound value has to be less than .06, although some authors suggest that these parameters are too strict (Marsh, Hau and Wen, 2004). RMSEA values for the intellect, conscientiousness and extraversion models without a method factor show that they do not necessarily fit the data well, although their 90% CI lower bound value always meets the criteria value of less than .06. However, after modelling for acquiescence, all RMSEA values and its 90% CI values improve, and after all combining all indicators it becomes clear that the intellect, conscientiousness and extraversion models with a method factor adequately fit the data. Models with a method factor of acquiescence also reveal better results regarding modification indices when compared to models without a method factor.
Table 4. Model Fit Indices with and without Modelling for Acquiescence

|                  | EVEN MONTH SAMPLE (N = 400) | ODD MONTH SAMPLE (N = 391) |
|------------------|-----------------------------|-----------------------------|
|                  | $\chi^2$         | df | p     | CFI  | TLI  | RMSEA | 90% CI   | SRMR | $\chi^2$       | df | p     | CFI  | TLI  | RMSEA | 90% CI  | SRMR |
| Intellect        | 6.07            | 2  | .048  | .967 | .901 | .084  | .007–.164 | .034 |
| Intellect + Acquiescence | 38.82         | 19 | .005  | .923 | .887 | .056  | .030–.073 | .045 |
| Conscientiousness| 6.41            | 2  | .041  | .966 | .898 | .082  | .015–.158 | .033 |
| Conscientiousness + Acquiescence | 35.98        | 19 | .011  | .931 | .899 | .051  | .024–.076 | .050 |
| Extraversion     | 6.42            | 2  | .040  | .988 | .963 | .096  | .017–.184 | .028 |
| Extraversion + Acquiescence | 32.33       | 19 | .029  | .976 | .965 | .047  | .017–.065 | .054 |
| Agreeableness    | 77.07           | 2  | < .001 | .764 | .293 | .379  | .309–.453 | .115 |
| Agreeableness + Acquiescence | 176.16      | 19 | < .001 | .811 | .721 | .124  | .107–.141 | .070 |
| Em. Stability    | 39.47           | 2  | < .001 | .894 | .683 | .229  | .170–.294 | .058 |
| Em. Stability + Acquiescence | 56.42        | 19 | < .001 | .917 | .877 | .075  | .053–.098 | .044 |

Note: “+ Acquiescence” indicates that the model contains a method factor of acquiescence. All indicators are robust approximations calculated using the MLR estimator.
Table 5. Results of Tests Between Nested Models

|                      | df | AIC     | BIC     | \( \Delta \chi^2 \) | p    |
|----------------------|----|---------|---------|--------------------|------|
| **EVEN MONTH SAMPLE (N = 400)** |    |         |         |                    |      |
| Intellect            | 23 | 6323.1  | 6374.7  |                    |      |
| Intellect + Acquiescence | 19 | 6312.5  | 6380    | 12.648             | .013 |
| Conscientiousness    | 23 | 6460.9  | 6512.5  |                    |      |
| Conscientiousness + Acquiescence | 19 | 6457.6  | 6525    | 9.206              | .056 |
| Extraversion         | 23 | 6128.2  | 6179.8  |                    |      |
| Extraversion + Acquiescence | 19 | 6134.1  | 6201.5  | 1.876              | .759 |
| Agreeableness        | 23 | 6017.8  | 6069.4  |                    |      |
| Agreeableness + Acquiescence | 19 | 5992.8  | 6060.3  | 9.271              | .055 |
| Em. Stability        | 23 | 6551    | 6602.6  |                    |      |
| Em. Stability + Acquiescence | 19 | 6539.2  | 6606.7  | 12.011             | .017 |
| **ODD MONTH SAMPLE (N = 391)** |    |         |         |                    |      |
| Intellect            | 23 | 6529.5  | 6311.4  |                    |      |
| Intellect + Acquiescence | 19 | 6255.6  | 6323.5  | 10.939             | .027 |
| Conscientiousness    | 23 | 5894.5  | 5946.4  |                    |      |
| Conscientiousness + Acquiescence | 19 | 5884.7  | 5952.5  | 15.020             | .005 |
| Extraversion         | 23 | 6107.2  | 6159.1  |                    |      |
| Extraversion + Acquiescence | 19 | 6112.4  | 6180.2  | 2.779              | .595 |
| Agreeableness        | 23 | 6003.6  | 6055.5  |                    |      |
| Agreeableness + Acquiescence | 19 | 6007.1  | 6075    | 1.521              | .823 |
| Em. Stability        | 23 | 6443.9  | 6495.8  |                    |      |
| Em. Stability + Acquiescence | 19 | 6438.8  | 6506.7  | 10.710             | .030 |
The scales measuring emotional stability and agreeableness showed a different pattern than other personality scales used in this survey. As we already mentioned, the items measuring agreeableness were adapted to suit the needs of measuring the effects of item wording, which could have potentially affected the models’ initial fit without a method factor. The effect of the scale adaptation in both samples resulted in models that grossly departed from the required values of an adequate fit. Even though modelling for acquiescence resulted in a “better” fit, it was still far from adequate and the models had to be rejected. The rejection could be due to the items making up the agreeableness scale not being adequate candidates for polar reversing in Croatian. However, the other scale that received the same adaptation, the one measuring conscientiousness, resulted in an adequate fit in both samples after modelling for acquiescence, which could mean that its items were better suited for polar reversals. The scale measuring emotional stability provided a poor fit in both samples and would result in the rejection of the model. But, after the inclusion of a method factor, the fit improved in both samples and it could be argued that the fit is now adequate, although most of the values fall just short of the needed criteria. But, as Marsh et al. (2004) argued that the provided criteria are too strict for most standard research, we think that a legitimate argument could be made for retaining the models.

After the initial screening of the models with and without the acquiescence factors, we decided to specify nested models which could be mutually compared. One model had specified paths between $\eta_2$ and indicators $y_1$-$y_4$ constrained to zero, and in the other model, they were left free to vary, so a comparison could be made (see Figure 1). After conducting tests between nested models, things became clearer. The implementation of the acquiescence factor resulted in a statistically better fit in only half of the tests. We expected the acquiescence model to be an improvement for models that used the scales adapted for testing the effects of item wording, which was the case three out of four times. Specifically, the conscientiousness model with an acquiescence factor resulted in a better fit in just one sample, although the addition of an acquiescence factor resulted in a better fit for the agreeableness models in both samples. Generally, because the models with an acquiescence factor resulted in a statistically better fit in only half of the tests, we are forced to conclude that the acquiescence factor we specified does not result in an improvement in the models’ fit indices, which means it should be rejected for a simpler specification. There is a limitation regarding this way of comparing models. The initial model does not contain an acquiescence factor, and although the specification of paths between the acquiescence factor and the content factors indicators to zero does follow this logic, it results in a worse fit than the model that
contains only four indicators. Nevertheless, we were forced to conclude that adding an acquiescence factor resulted in no improvement of the models.

DISCUSSION AND CONCLUSIONS

The results of this study aspire to make a methodological contribution in the field of social research methodology in two ways. First, they contribute to a body of empirical evidence regarding the method effects that can have a statistically significant effect on the results of survey research and, accordingly, provide a distorted picture of the results in the population of interest. Second, based on these findings, we are providing some recommendations for controlling the analysed method effects, which would enable greater transparency and validity of future survey results.

The survey design itself has a flaw that needs to be addressed. Any differences found between the samples on the personality scales could just be a result of actual differences between them and not the adaptations that we used. Because the length of the questionnaire was an issue, we did not use any independent personality scale, which could have helped in better understanding the differences. We did, however, use a facet of the Mini-IPIP scales, which was not adapted and was identical in both samples, as this should enhance the validity of the results. To further ensure validity, each personality facet scale was located on a separate screen, in an attempt to minimise the potential “spillover” effects of the flawed survey design. Besides, all other question groups were shown on separate screens that appeared in the same order regardless of the survey version or the sample. Although the survey design has limitations, we believe that the collected results will be useful for any future researchers who plan to test multiple method effects simultaneously.

The findings of this study confirmed the majority of the initial hypotheses. First, both item wording and confirmatory bias affected the results in some form on a univariate level. Most item pairs reported a statistical difference in their means, showing that the effect does exist. Additionally, after merging the data from the two samples, a specified model of the scale measuring agreeableness converged with negative variances, which are mostly indicative of model misspecification (Browne, 2015). From that, we concluded that the effects of reversing items could be detrimental to the results. To test just how far these effects go, tests of measurement invariance were conducted. The only scale that achieved any form of invariance was the intellect scale, which was not adapted in any way. All other scales, which were adapted to test for the effects of confirmatory bias and item wording, did not achieve configural invariance, which showed the influence of those method effects. One limitation of this approach is that adjusting the scales for measuring item
wording or acquiescence bias can cause the unidimensional model to be rejected, which could affect the validity of the measurement invariance tests. Confirmatory bias can be a random research error, as there are some survey software applications available that enable randomising the order of items for each participant. This means that the effects of placing regular or reversed items at the beginning of the scale should negate each other, making confirmatory bias a random error. This is by far the easiest way of battling confirmatory bias, and we highly encourage all researchers to implement this in their survey designs.

Second, the IMC item used in this survey to test for careless responding has a low discriminant validity, as it did not perform well enough distinguishing careful from careless respondents. The polar item pair correlations did not show a statistical difference between careful and careless responders in either sample. Construct correlations and NARS were also indicative of problems with the IMC items’ validity. We hypothesise that this could be due to the item formulation, which instructs the participants to select an option on a 5-point Likert-type response scale. We believe that this could lead participants to believe that the item measured obedience or conformity, which would cause them to select an option other than the one instructed. Therefore, to distinguish careful from careless respondents we suggest using different IMC items, for example: “Tick the empty square on the upper right corner of this page”. We believe that future methodological studies need to further investigate the relationship between the tendency towards conformism and the style of responding to statements that serve to identify careless responding. Based on the results of these studies it would be possible to determine which version of statements is most acceptable for measuring careless responding.

Third, we speculated that acquiescence bias is a phenomenon that, in some amount, is present in most surveys. It can affect and skew results, as it is hard to detect using more traditional methods. When a method factor of acquiescence was introduced to the model, the fit to the data improved in only half of the tests conducted, forcing us to conclude that this type of measuring acquiescence was not effective. An additional limitation of our approach is the sheer length of the scale measuring acquiescence, as it contained 17 items. We recommend attempts to implement shorter scales because reducing the instruments could increase the frequency of their use, and thus improve the control of acquiescence bias in social research.

The purpose of this study was to make researchers aware of the effects of the tested phenomena while conducting survey research. The instruments used to test these effects were from the domain of personality and gender inequality. Item wording and confirmatory bias affected the mean values, model fit, and measure-
ment invariance, while the control for acquiescence bias did not improve the model fit, which points to a need for further research of controlling for acquiescence.

If researchers are unwary of the possible effects of either of them, research results could be biased, skewed and misleading. When constructing survey research, it is advisable to consider these effects or at least some of them. For example, an IMC check could only consist of one item, and it would bring additional insight considering the type of survey participants regarding their carelessness in answering survey questions. Being warier about the possible influences of method effects in the process of constructing the survey and interpreting the results could help social sciences fight the ongoing replication crisis.
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SAŽETAK

Često se implicira da su rezultati anketnih istraživanja isključivo odraz kvalitete uzorka na kojemu je istraživanje provedeno i korištenih mjernih instrumenata u anketnom upitniku. No, postoje različiti fenomeni koji mogu utjecati na rezultate, a koji se često zanemaruju pri provedbi anketnih istraživanja. Ova se studija bavi ispitivanjem utjecaja različitih efekata metode koji mogu iskriviti rezultate anketnih upitnika. Testirali smo utjecaje formulacije iskaza, potvrdena pristranost, nemarnog odgovaranja te pristranosti slaganja. Koristeći se dvjema inačicama online anketnog upitnika, prikupili smo rezultate 791 korisnika društvenih mreža. Testirali smo jesu li navedeni efekti metode imali utjecaja na aritmetičke sredine čestica, korelacije čestica, korelacije konstrukata, pristajanje metrijskih modela podatcima te na invarijsnost mjerenja. Instrumenti putem kojih su efekti metode bili testirani bili su iz sfere ličnosti i rodne nejednakosti te su njihove čestice bile izmijenjene shodno potrebama mjerenja utjecaja pojedinog efekta metode. Svi testirani efekti metode, osim nemarnog odgovaranja, pokazali su statistički značajne utjecaje na rezultate na barem jednoj razini analize. Formulacija iskaza i potvrdna pristranost utjecali su na aritmetičke sredine čestica, na pristajanje modela podatcima te na invarijsnost mjerenja. Kontroliranje pristranosti slaganja rezultiralo je modelima koji su bolje pristajali podatcima. Ovaj rad potvrđuje da istraživane efekte metode treba uzeti u obzir prilikom provedbe istraživanja metodom ankete, ujedno dajući određene konkretno preporuke istraživačima na koje načine to učiniti.

Ključne riječi: efekti metode, formulacija iskaza, nemarno odgovaranje, potvrdna pristranost, pristranost slaganja