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Abstract

We investigate quantitative estimates in homogenization of the locally periodic parabolic operator with multiscales
\[ \partial_t - \text{div}(A(x, t, x/\varepsilon, t/\kappa^2)\nabla), \quad \varepsilon > 0, \kappa > 0. \]

Under proper assumptions, we establish the full-scale interior and boundary Lipschitz estimates. These results are new even for the case \( \kappa = \varepsilon \), and for the periodic operators \( \partial_t - \text{div}(A(x/\varepsilon, t/\varepsilon^\ell)\nabla), 0 < \varepsilon, \ell < \infty \), of which the large-scale Lipschitz estimate down to \( \varepsilon + \varepsilon^{\ell/2} \) was recently established by the first author and Shen in Arch. Ration. Mech. Anal. 236(1): 145–188 (2020). Due to the non-self-similar structure, the full-scale estimates do not follow directly from the large-scale estimates and the blow-up argument. As a byproduct, we also derive the convergence rates for the corresponding initial-Dirichlet problems, which extend the results in the aforementioned literature to more general settings.

1 Introduction

We investigate quantitative estimates in homogenization of the following second order parabolic operator in \( \mathbb{R}^{d+1} \)
\[ \partial_t + \mathcal{L}_\varepsilon = \partial_t - \partial_{x_i}\left(A^{A\beta}_{ij}(x, t, x/\varepsilon, t/\kappa^2)\partial_{x_j}\right), \quad (1.1) \]
where \( \varepsilon > 0, \) and \( \kappa = \kappa(\varepsilon) > 0 \) satisfies the assumption
\[ \kappa \to 0 \text{ as } \varepsilon \to 0, \quad \text{and} \quad \lim_{\varepsilon \to 0} \frac{\kappa}{\varepsilon} = \rho. \quad (1.2) \]
The coefficient matrix $A(x, t, y, s) = (A_{ij}^\alpha(x, t, y, s)), 1 \leq i, j \leq d, 1 \leq \alpha, \beta \leq n$, is real, bounded measurable with
\[
\mu |\xi|^2 \leq A_{ij}^\alpha(x, t, y, s) \xi_i \xi_j, \quad \|A\|_{L^\infty(\mathbb{R}^{2d+2})} \leq \frac{1}{\mu}
\] for a.e. $(x, t), (y, s) \in \mathbb{R}^{d+1}$ and any $\xi = (\xi_i) \in \mathbb{R}^{n \times d}$, where $\mu > 0$. We also assume that $A$ is 1-periodic in $(y, s)$, i.e.,
\[
A(x, t, y + z, s + \tau) = A(x, t, y, s)
\] for any $(z, \tau) \in \mathbb{Z}^{d+1}$ and a.e. $(x, t), (y, s) \in \mathbb{R}^{d+1}$, and $A$ satisfies the Hölder continuity condition in $(x, t)$: there exist $L > 0$ and $\theta \in (0, 1]$ such that
\[
|A(x, t, y, s) - A(x', t', y, s)| \leq L \left\{ |x - x'| + |t - t'|^{1/2} \right\}^\theta,
\] for any $x, x', y \in \mathbb{R}^{d}$ and $t, t', s \in \mathbb{R}$. Note that no smoothness assumption is made on $(y, s)$.

Quantitative homogenization of partial differential equations has witnessed a fast growth in the past decades. As the main issues of the quantitative theory, convergence rates and uniform regularity estimates have been widely studied for elliptic equations and systems in various contexts, see [4, 5, 18, 19, 16, 3, 17, 27, 29] and a great number of references in [28, 2]. Quantitative homogenization of parabolic problems has also aroused great interest in recent years. As the prototype, quantitative estimates in homogenization of the following operator
\[
\partial_t - \text{div} \left( A(x/\varepsilon, t/\varepsilon^2) \nabla \right)
\] have been largely studied. The uniform interior and boundary Lipschitz estimates were established in [11] and [15], while the convergence rates have been studied in different contexts in [12, 32, 23]. See also [20, 22, 1, 13] for more related results.

Very recently, quantitative estimates in periodic homogenization of the following parabolic operator with non-self-similar scales
\[
\partial_t - \text{div} \left( A(x/\varepsilon, t/\varepsilon^\ell) \nabla \right), \quad 0 < \ell < \infty,
\] were studied by the first author and Shen in [14]. Since the scaling of $\varepsilon$ in the coefficients $A(x/\varepsilon, t/\varepsilon^\ell)$ does not agree with the intrinsic scaling of the second order parabolic operators. Homogenization of the operator (1.7) is much more involved than (1.6). One might get some insights from the qualitative theory in the celebrated monograph [7], which shows that the temporal and spatial variables do not homogenize simultaneously for $\ell \neq 2$, and particularly the homogenized operator depends on $\ell$ in three cases: $0 < \ell < 2; \ell = 2; \text{and } 2 < \ell < \infty$. By introducing a proper family of $\lambda$-dependent equations, the authors in [14] developed an effective approach and conducted a systematic study on quantitative homogenization of (1.7). In particular, they derived the interior and boundary Lipschitz estimates uniform down to the scale $\varepsilon + \varepsilon^{\ell/2}$. However, the uniform Lipschitz estimates in the small scale remain
unknown. Due to the non-self-similar structure, the small-scale estimates do not follow directly from the large-scale estimates and the blow-up argument as the classical elliptic or parabolic operators considered in [4, 11, 27, 28], and therefore require more efforts.

The primary aim of this paper is to establish the full-scale (both the large-scale and the small-scale) uniform interior and boundary Lipschitz estimates for the locally periodic parabolic operator (1.1), which, as a special case, provide the small-scale Lipschitz estimates for the non-self-similar operator (1.7). Qualitative theory in homogenization of locally periodic parabolic operators has been widely studied, see [7, 6, 10, 31, 26] and the large amount of references therein. However, the corresponding quantitative results are very limited. In [25, 24] the optimal convergence rates in homogenization of some locally periodic parabolic operators with time-independent coefficients were considered. In [33] the sharp convergence rate was obtained for the locally periodic operator (1.1) with $\kappa = \varepsilon$. To our best knowledge, very few results have been obtained on uniform regularity estimates in homogenization of locally periodic parabolic operators even for the operator (1.1) with $\kappa = \varepsilon$.

To present our main results, we use the following notations. For $(x_0, t_0) \in \mathbb{R}^{d+1}$, let $Q_r(x_0, t_0) = B(x_0, r) \times (t_0 - r^2, t_0)$, where $B(x_0, r) = \{x \in \mathbb{R}^d : |x - x_0| < r\}$. Let $\Omega$ be a bounded domain in $\mathbb{R}^d$. For $x_0 \in \partial \Omega$ and $t_0 \in \mathbb{R}$, define the sets $D_r(x_0, t_0)$ and $\Delta_r(x_0, t_0)$ as follows,

$$ D_r(x_0, t_0) = (B(x_0, r) \cap \Omega) \times (t_0 - r^2, t_0), \quad \Delta_r(x_0, t_0) = (B(x_0, r) \cap \partial \Omega) \times (t_0 - r^2, t_0). $$

For $E \subseteq \mathbb{R}^{d+1}$, we use $C^{1+\alpha}(E), 0 < \alpha \leq 1$, to denote the parabolic Hölder space with scale-invariant norm

$$ \| f \|_{C^{1+\alpha}(E)} = \| f \|_{L^\infty(E)} + r \| \nabla f \|_{L^\infty(E)} + r^{1+\alpha} \| \nabla f \|_{C^{\alpha/2}(E)} + r^{1+\alpha} \| f \|_{C^{1+\alpha/2}(E)}, $$

where $\| \cdot \|_{C^{\alpha/2}(E)}$ and $\| \cdot \|_{C^\alpha(E)}$ are the parabolic Hölder seminorms defined as follows

$$ \| u \|_{C^{\alpha/2}(E)} = \sup_{(x, t) \neq (y, s), (x, t), (y, s) \in E} \frac{|u(x, t) - u(y, s)|}{(|x - y| + |t - s|^{1/2})^{\alpha}}, $$

$$ \| u \|_{C^\alpha(E)} = \sup_{t \neq s} \frac{|u(x, t) - u(x, s)|}{|t - s|^{\alpha}}. $$

Our first two results provide the uniform interior and boundary Lipschitz estimates for the operator (1.1).

**Theorem 1.1.** Suppose $A(x, t, y, s)$ satisfies (1.3)-(1.5). Assume that $\partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F$ in $Q_1 = Q_1(x_0, t_0)$ with $F \in L^p(Q_1)$ for some $p > d + 2$. Then for any $0 < \varepsilon + \kappa \leq r < 1$,

$$ \left( \int_{Q_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\}, $$

(1.10)
where $C$ depends only on $d$, $n$, $p$, $\mu$, and $(\theta, L)$ in (1.5).

If, in addition, (1.2) holds and there exist $M > 0$ and $\vartheta \in (0, 1]$ such that
\[
|A(x, t, y, s) - A(x', t', y', s')| \leq M \{ |x - x'| + |y - y'| + |t - t'|^{1/2} + |s - s'|^{1/2} \}^\vartheta \tag{1.11}
\]
for any $x, x', y, y' \in \mathbb{R}^d$ and $t, t', s, s' \in \mathbb{R}$. Then for any $\varepsilon, \kappa > 0$ and $0 < r \leq 1$, we have
\[
|\nabla u_\varepsilon(x_0, t_0)| \leq C \left\{ \left( \int_{Q_r} |\nabla u_\varepsilon|^2 \right)^{1/2} + r \left( \int_{Q_r} |F|^p \right)^{1/p}, \right\} \tag{1.12}
\]
where $C$ depends only on $d$, $n$, $p$, $\mu$, $\alpha$, $\Omega$, and $(\vartheta, M)$ in (1.11), and $\rho$ as well as the convergence rate of $\kappa/\varepsilon$ to $\rho$ in (1.2).

**Theorem 1.2.** Let $\Omega$ be a bounded $C^{1,\alpha}(0 < \alpha < 1)$ domain in $\mathbb{R}^d$. Suppose $A(x, t, y, s)$ satisfies (1.3)-(1.5). Assume that $\partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F$ in $D_1 = D_1(x_0, t_0)$ with $F \in L^p(D_1)$ for some $p > d + 2$, and $u_\varepsilon = g$ on $\Delta_1 = \Delta_1(x_0, t_0)$ with $g \in C^{1+\alpha}(\Delta_1)$. Then for any $0 < \varepsilon + \kappa \leq r < 1$,
\[
\left( \int_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{D_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \|g\|_{C^{1+\alpha}(\Delta_1)} + \left( \int_{D_1} |F|^p \right)^{1/p} \right\} \tag{1.13}
\]
where $C$ depends only on $d$, $n$, $p$, $\mu$, $\alpha$, $\Omega$, and $(\vartheta, L)$ in (1.5).

If in addition (1.2) holds and $A$ satisfies (1.11). Then for any $\varepsilon, \kappa > 0$ and $0 < r \leq 1$,
\[
|\nabla u_\varepsilon(x_0, t_0)| \leq C \left\{ \left( \int_{D_r} |\nabla u_\varepsilon|^2 \right)^{1/2} + r \left( \int_{D_r} |F|^p \right)^{1/p} + r^{-1} \|g\|_{C^{1+\alpha}(\Delta_r)} \right\}, \tag{1.14}
\]
where $C$ depends only on $d$, $n$, $\mu$, $p$, $\alpha$, $\Omega$, and $(\vartheta, M)$ in (1.11), and $\rho$ as well as the convergence rate of $\kappa/\varepsilon$ to $\rho$ in (1.2).

The estimates in (1.10) and (1.13) provide the large-scale uniform interior and boundary Lipschitz estimates for the operator $\partial_t + \mathcal{L}_\varepsilon$, which are totally induced by the homogenization process. The scale $\varepsilon + \kappa$, which is composed of the scales of temporal and spatial oscillations, is more or less optimal. On the other hand, the estimates (1.12) and (1.14) give the uniform interior and boundary Lipschitz estimates in the small scale, which is attributed to the smoothness of the coefficients. These estimates, on the one hand, provide the full-scale Lipschitz estimates for the locally periodic operator $\partial_t - \text{div}(A(x, t, x/\varepsilon, t/\varepsilon^2) \nabla)$. On the other hand, they imply the uniform interior and boundary Lipschitz estimates in the small scale for the non-self-similar operator (1.7), which were left out in [14].

The proof of (1.10) and (1.13) is motivated by [14] and [21]. First, we follow the idea of [14] to introduce a family of $\lambda$-dependent operators
\[
\partial_t + \mathcal{L}^\lambda_\varepsilon = \partial_t - \text{div}(A^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \nabla)
\]
with $A^\lambda(x, t, y, s) = A(x, t, y, s/\lambda)$. This in some sense is a kind of scale-reduction argument, as formally the resulting operator has only scale $\varepsilon$, and the scale $\kappa$ has gone. In particular, for fixed $0 < \lambda < \infty$ the resulting operator is self-similar as the one in (1.6). Then by adapting the approach developed for studying the large-scale regularity in homogenization of elliptic problems in [3, 27], we establish the large-scale interior and boundary Lipschitz estimates for $\partial_t + \mathcal{L}^\lambda_{\varepsilon}$ with bounding constant independent of $\lambda$. As a result, the large-scale estimates for $\partial_t + \mathcal{L}^\lambda_{\varepsilon}$ follows by setting $\lambda = \kappa^2/\varepsilon^2$. To carry out the plan above, we use some ideas in [21] to deal with the locally periodic operators. In particular, we derive some estimates with sharp bounding constants depending explicitly on $\|\nabla_x A\|_\infty$ and $\|\partial_s A\|_\infty$, which allow us to quantify the smooth approximation of the coefficients, and are essential in the derivation of the large-scale estimates of $\partial_t + \mathcal{L}^\lambda_{\varepsilon}$. See Sections 2, 3 and 4 for the details.

Armed with (1.10) and (1.13), we then perform the blow-up analysis to establish the full-scale interior and boundary Lipschitz estimates for the operators with only spatial or temporal oscillations, i.e.,

$$\partial_t - \text{div}(A(x, t, x/\varepsilon)\nabla), \quad \partial_t - \text{div}(A(x, t, t/\varepsilon^2)\nabla).$$

Finally, by performing proper rescaling argument according to the value of $\rho$, we prove the desired estimates (1.12) and (1.14).

As a byproduct of the above process, we also derive the convergence rates for the initial-Dirichlet problem

$$\partial_t u_\varepsilon + \mathcal{L}^\varepsilon u_\varepsilon = F \text{ in } \Omega_T, \quad u_\varepsilon = g \text{ on } \partial_p \Omega_T,$$

where $\Omega$ is a bounded domain in $\mathbb{R}^d$, $\Omega_T = \Omega \times (0, T)$, and $\partial_p \Omega_T$ is the parabolic boundary of $\Omega_T$.

**Theorem 1.3.** Let $\Omega$ be a bounded $C^{1,1}$ domain in $\mathbb{R}^d$. Suppose (1.2) holds, and $A$ satisfies (1.3), (1.4) and (1.5) with $\theta = 1$. Moreover, assume that $\|\nabla^2_x A\|_{L^\infty(\mathbb{R}^{2d+2})} < \infty$ if $\rho = 0$, and $\|\partial_s A\|_{L^\infty(\mathbb{R}^{2d+2})} < \infty$ if $\rho = \infty$. Let $u_\varepsilon$ be a weak solution to (1.16) and $u_0$ the solution to the homogenized problem. Then

$$\|u_\varepsilon - u_0\|_{L^2(\Omega_T)} \leq \left\{ \begin{array}{ll}
C_1 \left\{ \kappa + \varepsilon + (\varepsilon \kappa^{-1})^2 \right\} & \text{if } \rho = \infty, \\
C_2 \left\{ \kappa + \varepsilon + \rho^{-2} |(\kappa \varepsilon^{-1})^2 - \rho^2| \right\} & \text{if } 0 < \rho < \infty, \\
C_3 \left\{ \kappa + \varepsilon + (\kappa \varepsilon^{-1})^2 \right\} & \text{if } \rho = 0,
\end{array} \right.$$  

(1.17)

where $C_1$ depends only on $d, n, \mu, L, T,$ and $\Omega$, and $\|\partial_s A\|_{L^\infty(\mathbb{R}^{2d+2})}$, $C_2$ depends only on $d, n, \mu, L, T,$ and $\Omega$, and $C_3$ depends only on $d, n, \mu, L, T,$ and $\Omega$, and $\|\nabla^2_x A\|_{L^\infty(\mathbb{R}^{2d+2})}$.

There are three terms in the convergence rate (1.17). The first two terms $\kappa, \varepsilon$ represent respectively the scales of the space and time variables. The last term might be understood as
the product of the competition in homogenization between the temporal and spatial variables. Note that these two variables do not homogenize simultaneously if \( \kappa \neq c \varepsilon \). Finally, we remark that for the case \( \kappa = \varepsilon \) the estimate (1.17) gives the sharp \( O(\varepsilon) \)-order convergence rate for the locally periodic parabolic operator \( \partial_t - \text{div}(A(x, t, x/\varepsilon, t/\varepsilon^2) \nabla) \), which has recently been studied in [33]. And for the case \( \kappa = \varepsilon^{\ell/2} \), (1.17) reduces to

\[
\|u_\varepsilon - u_0\|_{L^2(\Omega_T)} \leq C \left\{ \|u_0\|_{L^2(0,T;H^2(\Omega))} + \|\partial_t u_0\|_{L^2(\Omega_T)} \right\} \cdot \begin{cases} 
\varepsilon^{\ell/2} + \varepsilon^{2-\ell} & \text{if } 0 < \ell < 2, \\
\varepsilon & \text{if } \ell = 2, \\
\varepsilon + \varepsilon^{\ell-2} & \text{if } 2 < \ell < \infty,
\end{cases}
\]

which extends Theorem 1.3 in [14] to the locally periodic case.

The remaining parts of the paper is arranged as follows. In Section 2, we provide the qualitative homogenization of the locally periodic operator \( \partial_t + \mathcal{L}_\varepsilon^\lambda \). Particularly, the estimates of the correctors and flux correctors, as well as some useful estimates of the smoothing operators are presented. In Section 3, we perform the two-scale expansion to approximate the solution of \( \partial_t u_\varepsilon + \mathcal{L}_\varepsilon^\lambda u_\varepsilon = F \) by solutions of the homogenized problem \( \partial_t u_0 + \mathcal{L}_0^\lambda u_0 = F \), based on which, in Section 4 we establish the uniform large-scale interior Lipschitz estimate for the operator \( \partial_t + \mathcal{L}_\varepsilon \). Moreover, we prove the full-scale Lipschitz estimates for the operators with only spatial and temporal oscillations in (1.15). Section 5 is devoted to the uniform boundary Lipschitz estimates for the operators in (1.1) and (1.15). Armed with the results above, we complete the proof of Theorems 1.1 and 1.2 in Section 6. Finally, in Section 7 we discuss the convergence rates and provide the proof of Theorem 1.3.

Throughout the paper, we use \( \bar{f}_E u \) to denote the \( L^1 \) average of \( u \) over the set \( E \), i.e., \( \bar{f}_E u = \frac{1}{|E|} \int_E u \). To simplify the notation, we assume \( n = 1 \) hereafter. Yet, all our analysis extends directly to the case \( n > 1 \) (parabolic systems), since no particular result affiliate to the scalar case is ever used.

## 2 Preliminaries

### 2.1 Homogenization of \( \partial_t + \mathcal{L}_\varepsilon^\lambda \)

We investigate qualitative homogenization for the operator \( \partial_t + \mathcal{L}_\varepsilon \) in (1.1). Consider the operator

\[
\partial_t + \mathcal{L}_\varepsilon^\lambda = \partial_t - \text{div}(A^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \nabla),
\]

where \( A^\lambda = A^\lambda(x, t, y, s) = A(x, t, y, s/\lambda) \) for any \( x, y \in \mathbb{R}^d \) and \( t, s \in \mathbb{R} \). Assume that \( A = A(x, t, y, s) \) satisfies (1.3) and (1.4). Then the matrix \( A^\lambda \) satisfies (1.3) with the same constant, and is \( (1, \lambda) \)-periodic in \( (y, s) \), i.e.,

\[
A^\lambda(x, t, y, s) = A^\lambda(x, t, y + z, s + \lambda \tau)
\]

(2.2)
for any \((z, \tau) \in \mathbb{Z}^{d+1}\) and a.e. \(x, y \in \mathbb{R}^d, s, t \in \mathbb{R}\).

For \(1 \leq i, j \leq d\), let \(\chi^\lambda(x, t, y, s) = (\chi^\lambda_j(x, t, y, s))\) be the weak solution of the following cell problem

\[
\begin{cases}
\partial_s \chi^\lambda_j(x, t, y, s) - \partial_y(A^\lambda_{ij} \partial_y \chi^\lambda_j(x, t, y, s)) = \partial_{y_j} A^\lambda_{ij}(x, t, y, s) & \text{in } \mathbb{R}^{d+1}, \\
\chi^\lambda_j(x, t, y, s) & \text{is } (1, \lambda)\text{-periodic in } (y, s), \\
\int_0^\lambda \int_{\mathbb{T}^d} \chi^\lambda_j(x, t, y, s) \, dy \, ds = 0, & 1 \leq j \leq d.
\end{cases}
\]  

(2.3)

Standard energy estimate and Poincaré’s inequality imply that

\[
\int_0^\lambda \int_{\mathbb{T}^d} |\nabla_y \chi^\lambda(x, t, y, s)|^2 \, dy \, ds + \int_0^\lambda \int_{\mathbb{T}^d} |\chi^\lambda(x, t, y, s)|^2 \, dy \, ds \leq C.
\]  

(2.4)

Define

\[
\widehat{A^\lambda}(x, t) = \int_0^\lambda \int_{\mathbb{T}^d} \left( A^\lambda(x, t, y, s) + A^\lambda(x, t, y, s) \nabla_y \chi^\lambda(x, t, y, s) \right) \, dy \, ds.
\]  

(2.5)

In view of (2.4), we know that \(\|\widehat{A^\lambda}\|_\infty = \|\widehat{A^\lambda}(x, t)\|_{L^\infty(\mathbb{R}^{d+1})} \leq C\) for some \(C\) depending only on \(d, \mu\). Moreover, it is not difficult to prove that

\[
\mu |\xi|^2 \leq \widehat{A^\lambda}_{ij}(x, t) \xi_i \xi_j \quad \text{for any } \xi \in \mathbb{R}^d \text{ and a.e. } (x, t) \in \mathbb{R}^{d+1}.
\]  

(2.6)

Thanks to [7], for each fixed \(\lambda > 0\) the homogenized operator of \(\partial_t + \mathcal{L}^\lambda\) is given by

\[
\partial_t + \mathcal{L}^\lambda = \partial_t - \text{div}(\widehat{A^\lambda}(x, t) \nabla).
\]  

(2.7)

**Lemma 2.1.** Suppose \(A = A(x, t, y, s)\) satisfies (1.3) and (1.4). Let \(\chi^\lambda\) be given by (2.3). Then there exists \(q > 2\), depending on \(d, \mu, \theta\), such that

\[
\left( \int_0^\lambda \int_{\mathbb{T}^d} |\nabla_y \chi^\lambda(x, t, y, s)|^q \, dy \, ds \right)^{1/q} \leq C
\]  

(2.8)

for a.e. \((x, t) \in \mathbb{R}^{d+1}\), where \(C\) depends only on \(d, \mu, \theta\).

**Proof.** The desired estimate is a consequence of the Meyers-type estimates for parabolic systems (see e.g. [1, Appendix]). We refer [14] for the detailed proof. \(\square\)

**Lemma 2.2.** Assume that \(A\) satisfies conditions (1.3), (1.4), and (1.5) for some \(\theta \in (0, 1]\) and \(L > 0\). Then

\[
\int_0^\lambda \int_{\mathbb{T}^d} |\nabla_y \chi^\lambda(x, t, y, s) - \nabla_y \chi^\lambda(x', t', y, s)|^2 \, dy \, ds \leq CL^2(|x - x'| + |t - t'|^{1/2})^{2\theta}.
\]  

(2.9)

\[
|\widehat{A^\lambda}(x, t) - \widehat{A^\lambda}(x', t')| \leq CL(|x - x'| + |t - t'|^{1/2})^\theta.
\]  

(2.10)

for any \(x, x' \in \mathbb{R}^d\) and \(t, t' \in \mathbb{R}\), where \(C\) depends only on \(d, \mu\).
Proof. Note that if $A$ satisfies (1.5), $A^\lambda$ satisfies (1.5) with the same constant. The estimate (2.9) follows from (1.5) and the standard energy estimates for

$$
\partial_s \left( \chi_j^\lambda(x, t, y, s) - \chi_j^\lambda(x', t', y, s) \right) - \text{div}_y \left\{ A^\lambda(x, t, y, s) \nabla_y \left( \chi_j^\lambda(x, t, y, s) - \chi_j^\lambda(x', t', y, s) \right) \right\}
$$

$$
= \text{div}_y \left\{ \left( A^\lambda(x, t, y, s) - A^\lambda(x', t', y, s) \right) \nabla_y \left( \chi_j^\lambda(x', t', y, s) \right) \right\},
$$

while (2.10) is a direct consequence of the definition of $\hat{A}^\lambda(x, t)$ and (2.9). □

To define the homogenized operator of (1.1), for $1 \leq j \leq d$ we introduce the correctors $\chi^\infty_j = \left( \chi^\infty_j(x, t, y, s) \right)$ and $\chi^0_j = \left( \chi^0_j(x, t, y, s) \right)$ given respectively by

\[
\begin{cases}
-\text{div}_y \left( A(x, t, y, s) \nabla_y \chi^\infty_j(x, t, y, s) \right) = \text{div}_y \left( A(x, t, y, s) \nabla_y y_j \right) & \text{in } \mathbb{R}^d, \\
\chi^\infty_j(x, t, y, s) \text{ is 1-periodic in } (y, s), \\
\int_{\mathbb{T}^d} \chi^\infty_j(x, t, y, s) \, dy = 0,
\end{cases}
\]

(2.11)

and

\[
\begin{cases}
-\text{div}_y \left( \overline{A}(x, t, y) \nabla_y \chi^0_j(x, t, y) \right) = \text{div}_y \left( \overline{A}(x, t, y) \nabla_y y_j \right) & \text{in } \mathbb{R}^d, \\
\chi^0_j(x, t, y) \text{ is 1-periodic in } y, \\
\int_{\mathbb{T}^d} \chi^0_j(x, t, y) \, dy = 0,
\end{cases}
\]

(2.12)

where $\overline{A}(x, t, y) = \int_0^1 A(x, t, y, s) \, ds$. By standard energy estimates and Poincaré’s inequality,

\[
\int_{\mathbb{T}^d} \left( |\nabla_y \chi^\infty_j(x, t, y, s)|^2 + |\chi^\infty_j(x, t, y, s)|^2 \right) \, dy \leq C,
\]

(2.13)

\[
\int_{\mathbb{T}^d} \left( |\nabla_y \chi^0_j(x, t, y)|^2 + |\chi^0_j(x, t, y)|^2 \right) \, dy \leq C
\]

(2.14)

for a.e. $(x, t) \in \mathbb{R}^{d+1}$ and $s \in \mathbb{R}$. Define

\[
\overline{A}^\infty(x, t) = \int_0^1 \int_{\mathbb{T}^d} \left( A(x, t, y, s) + A(x, t, y, s) \nabla_y \chi^\infty_j(x, t, y, s) \right) \, dy \, ds,
\]

(2.15)

\[
\overline{A}^0(x, t) = \int_0^1 \int_{\mathbb{T}^d} \left( A(x, t, y, s) + A(x, t, y, s) \nabla_y \chi^0_j(x, t, y) \right) \, dy \, ds.
\]

(2.16)

In view of (2.13) and (2.14), we know that $\| \overline{A}^\infty \|_\infty \leq C$ and $\| \overline{A}^0 \|_\infty \leq C$, where $C$ depends only on $d, \mu$; and similar to (2.6), one has

\[
\overline{A}^\infty_{ij}(x, t) \xi_i \xi_j \geq \mu |\xi|^2 \quad \text{and} \quad \overline{A}^0_{ij}(x, t) \xi_i \xi_j \geq \mu |\xi|^2
\]

(2.17)

for any $\xi \in \mathbb{R}^d$ and a.e. $(x, t) \in \mathbb{R}^{d+1}$.
Lemma 2.3. Suppose $A = A(x,t,y,s)$ satisfies (1.3) and (1.4). Let $\hat{A}^\lambda$ be defined as in (2.5). Then

$$\|\hat{A}^\lambda - \hat{A}^{\infty}\|_\infty \leq C \lambda^{-1}\|\partial_s A\|_\infty \text{ for } 1 \leq \lambda < \infty, \text{ if } \|\partial_s A\|_\infty < \infty,$$

$$\|\hat{A}^{\lambda_1} - \hat{A}^{\lambda_2}\|_\infty \leq C |1 - \lambda_2 \lambda_1^{-1}| \text{ for } 0 < \lambda_1, \lambda_2 < \infty,$$

$$\|\hat{A}^\lambda - \hat{A}^0\|_\infty \leq C \lambda(\|\nabla_y^2 A\|_\infty + \|\nabla_y A\|_\infty^2) \text{ for } 0 < \lambda \leq 1, \text{ if } \|\nabla_y^2 A\|_\infty < \infty,$$

where $C$ depends only on $d$ and $\mu$.

Proof. The results in (2.18) and (2.20) correspond to Theorems 2.3 and 2.5 in [14], and the proofs are almost the same. We provide the proof of (2.19) for the convenience of the reader. Note that

$$\begin{align*}
|\hat{A}^{\lambda_1}(x,t) - \hat{A}^{\lambda_2}(x,t)| & = \int_{T^{d+1}} A(x,t,y,s) \nabla_y \{\chi^{\lambda_1}(x,t,y,\lambda_1 s) - \chi^{\lambda_2}(x,t,y,\lambda_2 s)\} dyds \\ & \leq C \left( \int_{T^{d+1}} \left| \nabla_y \{\chi^{\lambda_1}(x,t,y,\lambda_1 s) - \chi^{\lambda_2}(x,t,y,\lambda_2 s)\} \right|^2 dyds \right)^{1/2}.
\end{align*}$$

By the definition of $\chi^\lambda$,

$$\begin{align*}
\text{div}_y \{A(x,t,y,s)\nabla_y (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s))\} & = \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \partial_s (\chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) + \frac{1}{\lambda_1} \{\partial_s (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s)) - \partial_s (\chi^{\lambda_2}_j(x,t,y,\lambda_2 s))\}
\end{align*}$$

in $T^{d+1}$. By (1.3) and the fact that

$$\int_{T^{d+1}} \partial_s (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) \cdot (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) dyds = 0,$$

we deduce that

$$\begin{align*}
\mu \int_{T^{d+1}} \left| \nabla_y (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) \right|^2 dyds & \leq \left| \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \int_{T^{d+1}} \partial_s \chi^{\lambda_2}_j(x,t,y,\lambda_2 s) \cdot (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) dyds \right|.
\end{align*}$$

Since

$$\int_{T^d} \chi^{\lambda_i}_j(x,t,y,\lambda_i s) dy = 0, \quad i = 1, 2,$$

By Poincaré’s inequality and the Cauchy inequality,

$$\left( \int_{T^{d+1}} \left| \nabla_y (\chi^{\lambda_1}_j(x,t,y,\lambda_1 s) - \chi^{\lambda_2}_j(x,t,y,\lambda_2 s)) \right|^2 dyds \right)^{1/2}$$
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\[ \leq C|\lambda_1^{-1} - \lambda_2^{-1}| \left( \int_0^1 \| \partial_x \chi^{\lambda_2}(x, t, y, \lambda_2 s) \|_{L^2(H^{-1}\per(\mathbb{T}^d))}^2 ds \right)^{1/2}. \]

In view of (2.21), this implies that
\[ |\hat{A}^{\lambda_1}(x, t) - \hat{A}^{\lambda_2}(x, t)| \leq C|\lambda_2^{-1} - \lambda_1^{-1}| \| \partial_x \chi^{\lambda_2}(x, t) \|_{L^2(0, \lambda_2; H^{-1}\per(\mathbb{T}^d))}, \tag{2.24} \]
for any \((x, t) \in \mathbb{R}, \) where \(C\) depends only on \(d\) and \(\mu.\) Thanks to (2.3), we have
\[ \| \partial_x \chi^{\lambda_2}(x, t) \|_{L^2(0, \lambda_2; H^{-1}\per(\mathbb{T}^d))} \leq C \| A^{\lambda_2}(x, t) \|_{L^2(0, \lambda_2; L^2(\mathbb{T}^d))} \]
\[ + C \| A^{\lambda_2}(x, t) \nabla_y \chi^{\lambda_2}(x, t) \|_{L^2(0, \lambda_2; L^2(\mathbb{T}^d))}, \tag{2.25} \]
which, combined with (2.4) and (2.24), gives (2.19).

Define
\[
\hat{A}(x, t) = \begin{cases} 
\hat{A}^0(x, t) & \text{if } \rho = 0, \\
\hat{A}^\rho(x, t) & \text{if } 0 < \rho < \infty, \\
\hat{A}^\infty(x, t) & \text{if } \rho = \infty.
\end{cases}
\tag{2.26}
\]

**Lemma 2.4.** Suppose \(A = A(x, t, y, s)\) satisfies (1.3) and (1.4). Then \(\| \hat{A}^\lambda - \hat{A} \|_\infty \to 0\) as \(\lambda \to \rho.\)

**Proof.** The result for the case \(0 < \rho < \infty\) is a direct consequence of (2.19), while the results for the cases \(\rho = 0\) and \(\rho = \infty\) can be proved by smooth approximation as Theorems 2.3 and 2.5 in [14].

The following theorem provides the homogenized operator of \(\partial_t + \mathcal{L}_x\) in (1.1).

**Theorem 2.1.** Suppose (1.2) holds and \(A = A(x, t, y, s) \in C(\mathbb{R}^{d+1}; L^\infty(\mathbb{R}^{d+1}))\) satisfies (1.3) and (1.4). Let \(\Omega \subseteq \mathbb{R}^d\) be a bounded Lipschitz domain, and \(u_\varepsilon\) a weak solution to \(\partial_t u_\varepsilon + \mathcal{L}_x u_\varepsilon = F\) in \(\Omega \times (T_1, T_2),\) where \(F \in L^2(T_1, T_2; \mathcal{L}^{-1,2}(\Omega)).\) Then as \(\varepsilon\) tends to zero, \(u_\varepsilon\) converges to \(u_0\) weakly in \(L^2(T_1, T_2; \mathcal{L}^{-1,2}(\Omega))\) and strongly in \(L^2(\Omega \times (T_1, T_2)),\) where \(u_0\) is the solution to
\[ \partial_t u_0 - \text{div}(\hat{A}(x, t) \nabla u_0) = F \quad \text{in } \Omega \times (T_1, T_2), \]
with \(\hat{A}\) being given by (2.26).

This theorem has been proved in [26] by using the multi-scale convergence method. Based on Lemma 2.4, one can also prove the theorem by using Tartar’s test function method. Yet we shall not provide the details, as our analysis does not rely on the qualitative result above, and moreover by proper approximation our quantitative estimate (1.17) provides an alternative proof for it.
2.2 Flux correctors

For $1 \leq \tilde{i} \leq d + 1$, define

$$B_{ij}^\lambda(x, t, y, s) = \begin{cases} A_{ij}^\lambda + A_{ik}^\lambda \partial_y \chi_j^\lambda - \hat{A}_{ij}^\lambda, & \text{if } 1 \leq \tilde{i} \leq d, \\ -\chi_j^\lambda, & \text{if } \tilde{i} = d + 1. \end{cases}$$

(2.27)

In view of (2.3) and (2.4), we have

$$\partial_y B_{ij}^\lambda(x, t, y, s) + \partial_s B_{(d+1)j}^\lambda(x, t, y, s) = 0.$$  

(2.28)

**Lemma 2.5.** Let $1 \leq \tilde{i}, \tilde{j} \leq d+1$ and $1 \leq i, j, k \leq d$. There exist functions $\mathcal{B}_{ijk}^\lambda(x, t, y, s)$ in $\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}$, which are $(1, \lambda)$-periodic in $(y, s)$, such that

$$\mathcal{B}_{ijk}^\lambda = -\mathcal{B}_{ijk}^\lambda, \quad \partial_y \mathcal{B}_{ijk}^\lambda(x, t, y, s) + \partial_s \mathcal{B}_{(d+1)jk}^\lambda(x, t, y, s) = B_{jk}^\lambda(x, t, y, s),$$

(2.29)

$$\int_0^\lambda \int_{\mathbb{T}^d} (|\mathcal{B}_{ijk}^\lambda(x, t, y, s)|^2 + |\nabla_y \mathcal{B}_{ijk}^\lambda(x, t, y, s)|^2) dy ds \leq C,$$  

(2.30)

$$\int_0^\lambda \int_{\mathbb{T}^d} |\mathcal{B}_{(d+1)jk}^\lambda(x, t, y, s)|^2 dy ds \leq C(1 + \lambda)^2.$$  

(2.31)

Moreover, if $\|DA^\lambda\|_\infty = \|\mathcal{D}A^\lambda\|_{L^\infty(\mathbb{R}^{2d+2})} < \infty$, for $\mathcal{D} = \nabla_x$ or $\partial_t$. Then

$$\int_0^\lambda \int_{\mathbb{T}^d} (|\mathcal{D}\nabla_y \mathcal{B}_{ijk}^\lambda(x, t, y, s)|^2 + |\mathcal{D}\mathcal{B}_{ijk}^\lambda(x, t, y, s)|^2) dy ds \leq C \|DA^\lambda\|^2_\infty,$$  

(2.32)

$$\int_0^\lambda \int_{\mathbb{T}^d} |\mathcal{D}\mathcal{B}_{(d+1)jk}^\lambda(x, t, y, s)|^2 dy ds \leq C(1 + \lambda)^2 \|DA^\lambda\|^2_\infty$$

for any $(x, t) \in \mathbb{R}^{d+1}$, where $C$ depends only on $d, \mu$.

**Proof.** The construction of functions $\mathcal{B}_{ijk}^\lambda$ is completely the same as the case $A^\lambda = A^\lambda(y, s)$ in [12]. The key idea is to solve

$$(\Delta_y + \partial_s^2)^{\lambda} f_{ik}^\lambda(x, t, y, s) = B_{ik}^\lambda(x, t, y, s) \quad \text{in } \mathbb{T}^d \times (0, \lambda),$$

$$f_{ik}^\lambda(x, t, y, s) \text{ is } (1, \lambda)\text{-periodic in } (y, s)$$

for fixed $(x, t) \in \mathbb{R}^{d+1}$, and to set for $1 \leq i, j, k \leq d$,

$$\begin{cases} \mathcal{B}_{ijk}^\lambda = \partial_y f_{jk}^\lambda - \partial_y f_{ik}^\lambda, \\ \mathcal{B}_{(d+1)jk}^\lambda = \partial_s f_{jk}^\lambda - \partial_s f_{(d+1)k}^\lambda, \text{ and } \mathcal{B}_{(d+1)jk}^\lambda = -\mathcal{B}_{j(d+1)k}^\lambda. \end{cases}$$

(2.33)

It is not difficult to verify that $\mathcal{B}_{ijk}^\lambda$ satisfy (2.29). To prove (2.30) and (2.31), we use the Fourier series to write for fixed $i, j$,

$$B_{ij}^\lambda(x, t, y, s) = \sum_{n \in \mathbb{Z}^d, m \in \mathbb{Z}} b_{n,m}(x, t) e^{-2\pi i n \cdot y - 2\pi ims\lambda^{-1}}.$$
Then
\[ f_{ij}^\lambda(x, t, y, s) = -\frac{1}{4\pi^2} \sum_{n \in \mathbb{Z}^d, m \in \mathbb{Z}} \frac{b_{n, m}(x, t)}{|n|^2 + |m|^2 \lambda^{-2}} e^{-2\pi in \cdot y - 2\pi ism \lambda^{-1}}. \]

By Parseval’s Theorem, it is not difficult to see that
\[ \int_{\mathbb{T}^d} |\partial_s f_{ij}^\lambda(x, t, y, s)|^2 dyds \leq C \lambda^2, \tag{2.34} \]
and
\[ \int_{\mathbb{T}^d} \left( |\nabla_y f_{ij}^\lambda|^2 + |\nabla_y^2 f_{ij}^\lambda|^2 + |\partial_s^2 f_{ij}^\lambda|^2 + |\nabla_y \partial_s f_{ij}^\lambda|^2 \right) dyds \leq C \sum_{n,m} |b_{n,m}|^2 = C \int_{\mathbb{T}^d} |B_{ij}^\lambda(x, t, y, s)|^2 dyds \leq C \tag{2.35} \]
for any \((x, t) \in \mathbb{R}^{d+1}\), where \(C\) depends only on \(d\) and \(\mu\). Likewise, by (2.4) we obtain that
\[ \int_{\mathbb{T}^d} \left( |\nabla_y f_{(d+1)j}^\lambda|^2 + |\nabla_y^2 f_{(d+1)j}^\lambda|^2 + |\partial_s^2 f_{(d+1)j}^\lambda|^2 + |\nabla_y \partial_s f_{(d+1)j}^\lambda|^2 \right) dyds \leq C \tag{2.36} \]
for any \((x, t) \in \mathbb{R}^{d+1}\). In view of (2.33), one derives (2.30) and (2.31) from (2.34)-(2.36) immediately.

We now turn to (2.32). Note that if \(\|D^A\|_\infty < \infty\) for \(D = \nabla_x\) or \(\partial_t\), instead of (2.9) and (2.10) we have
\[ \int_{\mathbb{T}^d} \left( |\nabla_y \chi^\lambda(x, t, y, s)|^2 + |\nabla_x \chi^\lambda(x, t, y, s)|^2 \right) dyds \leq C \|D^A\|_\infty^2 \tag{2.37} \]
where \(C\) depends only on \(d, \mu\). By the definition of \(\hat{\chi}^\lambda\), we have
\[ \|D\hat{\chi}^\lambda\|_\infty \leq C \|DA\|_\infty, \tag{2.38} \]
which, by the definition of \(B^\lambda\) in (2.27), implies that
\[ \int_{\mathbb{T}^d} |D^{B_{ij}^\lambda(x, t, y, s)}|^2 dyds \leq C \|DA\|_\infty^2 \tag{2.39} \]
Note that
\[ \int_{\mathbb{T}^d} |B_{ij}^\lambda(x, t, y, s)|^2 dyds \leq C. \]
By using Parseval’s theorem, it is not difficult to derive (2.32) in the same manner as (2.30) and (2.31).\qed
2.3 An \( \varepsilon \)-smoothing operator

Let \( \varphi_1(t) \in C_c^\infty((-1, 1)) \), \( \varphi_2(x) \in C_c^\infty(B(0, 1)) \) be fixed nonnegative functions such that

\[
\int_{\mathbb{R}} \varphi_1(t)dt = 1 \quad \text{and} \quad \int_{\mathbb{R}^d} \varphi_2(x)dx = 1.
\]

Set \( \varphi_{1, \varepsilon}(t) = \frac{1}{\varepsilon} \varphi_1(t/\varepsilon^2) \), \( \varphi_{2, \varepsilon}(x) = \frac{1}{\varepsilon} \varphi_2(x/\varepsilon) \). For functions of form \( f^\varepsilon(x, t) = f(x, t, x/\varepsilon, t/\varepsilon^2) \), we define

\[
\tilde{S}_\varepsilon(f^\varepsilon)(x, t) = \int_{\mathbb{R}^d} f(z, t, x/\varepsilon, t/\varepsilon^2) \varphi_{2, \varepsilon}(x - z)dz,
\]

\[
S_\varepsilon(f^\varepsilon)(x, t) = \int_{\mathbb{R}^{d+1}} f(z, \tau, x/\varepsilon, t/\varepsilon^2) \varphi_{1, \varepsilon}(t - \tau) \varphi_{2, \varepsilon}(x - z)dzd\tau.
\]

By the definition, it is obvious that

\[
S_\varepsilon(f^\varepsilon)(x, t) = \int_{\mathbb{R}} \tilde{S}_\varepsilon(f^\varepsilon)(x, \tau, x/\varepsilon, t/\varepsilon^2) \varphi_{1, \varepsilon}(t - \tau)d\tau.
\]

Lemma 2.6. Let \( g = g(x, t, y, s) \in L^\infty(\mathbb{R}^{d+1}; L^p_{\text{loc}}(\mathbb{R}^{d+1})) \) and \( f \in L^p(\mathbb{R}^{d+1}) \). Then for \( \ell = 0 \) or \( 1 \), and any \( 1 \leq p < \infty \), we have for \( \delta, \varepsilon > 0 \),

\[
\|S_\delta(g^\varepsilon \nabla^\ell f)\|_{L^p(\mathbb{R}^{d+1})}
\leq C\|f\|_{L^p(\mathbb{R}^{d+1})} \left\{ \delta^{-\ell} \sup_{(x, t) \in \mathbb{R}^{d+1}} \sup_{(y', s') \in \mathbb{R}^{d+1}} \left( \int_{Q_{\delta/\varepsilon}(y', s')} |g(x, t, y, s)|^p dyds \right)^{1/p} \right\},
\]

\[
\|\nabla(S_\delta(g^\varepsilon f))\|_{L^p(\mathbb{R}^{d+1})}
\leq C\|f\|_{L^p(\mathbb{R}^{d+1})} \left\{ \delta^{-1} \sup_{(x, t) \in \mathbb{R}^{d+1}} \sup_{(y', s') \in \mathbb{R}^{d+1}} \left( \int_{Q_{\delta/\varepsilon}(y', s')} |g(x, t, y, s)|^p dyds \right)^{1/p} \right\}
\]

where \( g^\varepsilon = g(x, t, x/\varepsilon, t/\varepsilon^2) \), \( Q_r(x, t) = B(x, r) \times (t - r^2, t + r^2) \), and \( C \) depends only on \( d \) and \( p \).

Proof. For (2.40), we provide the proof for the case \( \ell = 1 \), and omit the details for the simpler case \( \ell = 0 \). Note that

\[
|S_\delta(g^\varepsilon \nabla f)| = \left| \int_{\mathbb{R}^{d+1}} g(z, \tau, x/\varepsilon, t/\varepsilon^2) \nabla f(z, \tau) \varphi_{2, \delta}(x - z) \varphi_{1, \delta}(t - \tau)dzd\tau \right|
\leq \left| \int_{\mathbb{R}^{d+1}} \nabla g(z, \tau, x/\varepsilon, t/\varepsilon^2) f(z, \tau) \varphi_{2, \delta}(x - z) \varphi_{1, \delta}(t - \tau)dzd\tau \right|
By Hölder’s inequality and Fubini’s theorem,
\[ \|S_\delta(g^\varepsilon \nabla f)\|_{L^p(\mathbb{R}^{d+1})}^p \]
\[ \leq C \left( \int_{\mathbb{R}^{d+1}} \int_{B(x,\delta)} \int_{I(t,\delta^2)} |\nabla_z g(z, \tau, x/\varepsilon, t/\varepsilon^2)|^p |f(z, \tau)|^p dz \, d\tau \, dx \, dt \right)^{\frac{p}{p}}
\]
\[ + C \delta^{-p} \left( \int_{\mathbb{R}^{d+1}} \int_{B(x,\delta)} \int_{I(t,\delta^2)} |g(z, \tau, x/\varepsilon, t/\varepsilon^2)|^p |f(z, \tau)|^p dz \, d\tau \, dx \, dt \right)^{\frac{p}{p}}
\]
\[ \leq C \sup_{(z,\tau) \in \mathbb{R}^{d+1}} \sup_{(y,s) \in \mathbb{R}^{d+1}} \int_{Q_{\delta/\varepsilon}(y',s')} |\nabla_z g(z, \tau, y, s)|^p dy ds \int_{\mathbb{R}^{d+1}} |f(z, \tau)|^p dz \, d\tau
\]
\[ + C \delta^{-p} \sup_{(z,\tau) \in \mathbb{R}^{d+1}} \sup_{(y,s) \in \mathbb{R}^{d+1}} \int_{Q_{\delta/\varepsilon}(y',s')} |g(z, \tau, y, s)|^p dy ds \int_{\mathbb{R}^{d+1}} |f(z, \tau)|^p dz \, d\tau,
\]
where \( I(t, \delta^2) = (t - \delta^2, t + \delta^2) \). From the above inequality (2.40) follows directly.

It remains to prove (2.41). Observe that
\[ |\nabla(S_\delta(g^\varepsilon f))| \leq \varepsilon^{-1} \left| \int_{\mathbb{R}^{d+1}} \nabla_y g(z, \tau, x/\varepsilon, t/\varepsilon^2) f(z, \tau) \varphi_{2,\delta}(x-z) \varphi_{1,\delta}(t-\tau) dz \, d\tau \right|
\]
\[ + \left| \int_{\mathbb{R}^{d+1}} g(z, \tau, x/\varepsilon, t/\varepsilon^2) f(z, \tau) \nabla \varphi_{2,\delta}(x-z) \varphi_{1,\delta}(t-\tau) dz \, d\tau \right|.
\]
The desired estimate then follows by Hölder’s inequality and Fubini’s theorem as above.

**Lemma 2.7.** Let \( S_\delta \) be defined as in (2.39). Assume that \( g = g(x, t, y, s) \in L^\infty(\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}) \) and \( \nabla_x g(x, t, y, s), \partial_t g(x, t, y, s) \in L^\infty(\mathbb{R}^{d+1} \times \mathbb{R}^{d+1}) \). Then for any \( f \in L^p(\mathbb{R} ; W^{2,p}(\mathbb{R}^d)) \cap W^{1,p}(\mathbb{R} ; L^p(\mathbb{R}^d)) \),
\[ \|g^\varepsilon \nabla f - S_\delta(g^\varepsilon \nabla f)\|_{L^p(\mathbb{R}^{d+1})} \]
\[ \leq C \|\nabla f\|_{L^p(\mathbb{R}^{d+1})} \left\{ \delta^2 \|\partial_t g\|_\infty + \delta \|\nabla_x g\|_\infty \right\}
\]
\[ + C \delta \left\{ \delta \|\nabla_x g\|_\infty + \|g\|_\infty \right\} \left\{ \|\nabla^2 f\|_{L^p(\mathbb{R}^{d+1})} + \|\partial_t f\|_{L^p(\mathbb{R}^{d+1})} \right\}, \tag{2.42}
\]
where \( C \) depends only on \( d \) and \( p \).

**Proof.** Observe that
\[ |g^\varepsilon(x, t) \nabla f(x, t) - S_\delta(g^\varepsilon \nabla f)(x, t)|
\]
\[ \leq |g^\varepsilon(x, t) \nabla f(x, t) - \tilde{S}_\delta(g^\varepsilon \nabla f)(x, t)| + |\tilde{S}_\delta(g^\varepsilon \nabla f)(x, t) - S_\delta(g^\varepsilon \nabla f)(x, t)|
\]
\[ \leq C \int_{B(x,\delta)} |g(x, t, x/\varepsilon, t/\varepsilon^2) \nabla f(x, t) - g(z, t, x/\varepsilon, t/\varepsilon^2) \nabla f(z, t)| dz
\]
\[ + C \int_{\mathbb{R}} \varphi_1(\tau) |\tilde{S}_\delta(g^\varepsilon \nabla f)(x, t, x/\varepsilon, t/\varepsilon^2) - \tilde{S}_\delta(g^\varepsilon \nabla f)(x, t - \delta^2 \tau, x/\varepsilon, t/\varepsilon^2)| d\tau
\]
\[ \leq I_1 + I_2.
\]
By the inequality,
\[
\int_{B(x,\delta)} |u(x) - u(z)|dz \leq C \int_{B(x,\delta)} \frac{\|\nabla u(z)\|}{|z - x|^{d-1}}dz,
\]
where \(C\) depends only on \(d\), we deduce that
\[
I_1 \leq C\|\nabla x g\|_{\infty} \int_{B(x,\delta)} \frac{\|\nabla f(z, t)\|}{|z - x|^{d-1}}dz + C\|g\|_{\infty} \int_{B(x,\delta)} \frac{\|\nabla^2 f(z, t)\|}{|z - x|^{d-1}}dz.
\]
Note that the operator
\[
\mathcal{T}h = \int_{B(x,\delta)} \frac{h(z)}{|z - x|^{d-1}}dz
\]
is bounded in \(L^p(\mathbb{R}^d)\) with \(\|\mathcal{T}h\|_{L^p(\mathbb{R}^d)} \leq C\|h\|_{L^p(\mathbb{R}^d)}\) for any \(1 \leq p \leq \infty\). Therefore,
\[
\|I_1\|_{L^p(\mathbb{R}^{d+1})} \leq C\delta \left\{ \|\nabla x g\|_{\infty} \|\nabla f\|_{L^p(\mathbb{R}^{d+1})} + \|g\|_{\infty} \|\nabla^2 f\|_{L^p(\mathbb{R}^{d+1})} \right\}. \tag{2.44}
\]
To deal with \(I_2\), we note that
\[
|\tilde{S}_\delta(g^s\nabla f)(x, t, x/\varepsilon, t/\varepsilon^2) - \tilde{S}_\delta(g^s\nabla f)(x, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2)|
\leq \left| \int_{\mathbb{R}^d} \left[ g(z, t, x/\varepsilon, t/\varepsilon^2) - g(z, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2) \right] \nabla f(z, t)\varphi_{2,\delta}(x - z)dz \right|
+ \left| \int_{\mathbb{R}^d} g(z, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2) \left[ \nabla f(z, t) - \nabla f(z, t - \delta^2\tau) \right] \varphi_{2,\delta}(x - z)dz \right|
\leq \left| \int_{\mathbb{R}^d} \int_0^{\delta^2\tau} (\partial_t g)(z, t - s, x/\varepsilon, t/\varepsilon^2) \nabla f(z, t)\varphi_{2,\delta}(x - z)dsdz \right|
+ \left| \int_{\mathbb{R}^d} \int_0^{\delta^2\tau} g(z, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2) \nabla \partial_t f(z, t - s)\varphi_{2,\delta}(x - z)dsdz \right|.
\]
By integration by parts and Fubini’s theorem, we deduce that
\[
\|\tilde{S}_\delta(g^s\nabla f)(x, t, x/\varepsilon, t/\varepsilon^2) - \tilde{S}_\delta(g^s\nabla f)(x, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2)\|_{L^p(\mathbb{R}^{d+1})}^p
\leq \int_{\mathbb{R}^{d+1}} \left| \int_{\mathbb{R}^d} \int_0^{\delta^2\tau} (\partial_t g)(z, t - s, x/\varepsilon, t/\varepsilon^2) \nabla f(z, t)\varphi_{2,\delta}(x - z)dsdz \right|^p dxdt
+ \int_{\mathbb{R}^{d+1}} \left| \int_{\mathbb{R}^d} \int_0^{\delta^2\tau} (\nabla x g)(z, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2) \partial_t f(z, t - s)\varphi_{2,\delta}(x - z)dsdz \right|^p dxdt
+ \int_{\mathbb{R}^{d+1}} \left| \int_{\mathbb{R}^d} \int_0^{\delta^2\tau} g(z, t - \delta^2\tau, x/\varepsilon, t/\varepsilon^2) \partial_t f(z, t - s)\varphi_{2,\delta}(x - z)dsdz \right|^p dxdt
\leq C \left\{ (\delta^2\tau\|\partial_t g\|_{\infty}\|\nabla f\|_{L^p(\mathbb{R}^{d+1})})^p + (\delta^2\tau\|\nabla x g\|_{\infty}\|\partial_t f\|_{L^p(\mathbb{R}^{d+1})})^p + (\delta\tau\|g\|_{\infty}\|\partial_t f\|_{L^p(\mathbb{R}^{d+1})})^p \right\},
\]
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which, combined with Minkowski’s inequality, implies that

\[
\|I_2\|_{L^p(\mathbb{R}^{d+1})} \leq \int_{\mathbb{R}} \varphi_1(t) \| \tilde{S}_\delta(g^\varepsilon \nabla f)(x, t, x/\varepsilon, t/\varepsilon^2) - \tilde{S}_\delta(g^\varepsilon \nabla f)(x, t-\delta^2, x/\varepsilon, t/\varepsilon^2) \|_{L^p(\mathbb{R}^{d+1})} d\tau \\
\leq C(\delta^2 \| \nabla \phi \|_\infty + \delta \| g \|_\infty) \| \partial_t f \|_{L^p(\mathbb{R}^{d+1})} + C\delta^2 \| \partial_t g \|_\infty \| \nabla f \|_{L^p(\mathbb{R}^{d+1})},
\]

(2.45)

By taking (2.44) and (2.45) into (2.43), one derives (2.42) immediately.

\[\square\]

3 Approximation of \( \partial_t + L_c^\lambda \)

In this section, we investigate the approximation of solutions to \( \partial_t u^\lambda + L_c^\lambda u^\lambda = F \) by solutions to \( \partial_t u^\lambda_0 + L_c^\lambda u^\lambda_0 = F \), where \( L_c^\lambda, L_c^0 \) are given by (2.1) and (2.7).

Let \( u^\lambda_\varepsilon \) be a weak solution to

\[
\partial_t u^\lambda_\varepsilon + L_c^\lambda u^\lambda_\varepsilon = F \quad \text{in } Q_2,
\]

(3.1)

and \( u^\lambda_0 \) the weak solution to

\[
\partial_t u^\lambda_0 + L_c^\lambda u^\lambda_0 = F \quad \text{in } Q_1, \quad \text{and } \quad u^\lambda_0 = u^\lambda_\varepsilon \text{ on } \partial_p Q_1.
\]

(3.2)

Here and after \( Q_r = Q_r(0, 0) \). Let \( \chi^\lambda \) and \( B^\lambda \) be the matrices of correctors and flux correctors given by (2.3) and Lemma 2.5. Let \( \delta = (1 + \sqrt{\lambda})\varepsilon \) and assume that \( \delta < 1/20 \). Define

\[
w^\lambda_\varepsilon = u^\lambda_\varepsilon - u^\lambda_0 - \varepsilon S_\delta((\chi^\lambda)^\varepsilon \nabla u^\lambda_0)\eta_\delta + \varepsilon^2 S_\delta((\partial_{x_i} B^\lambda_{i(d+1)j})^\varepsilon \partial_{x_j} u^\lambda_0)\eta_\delta + \varepsilon^2 S_\delta((B^\lambda_{i(d+1)j})^\varepsilon \partial_{x_i} u^\lambda_0)\eta_\delta,
\]

(3.3)

where \( f^\varepsilon(x, t) = f(x, t, x/\varepsilon, t/\varepsilon^2) \), and \( \eta_\delta \in C^\infty(\mathbb{R}^{d+1}) \) is a cut-off function such that \( 0 \leq \eta_\delta \leq 1 \) and

\[
\eta_\delta = 1 \quad \text{in } Q_{1-4\delta}, \quad \eta_\delta = 0 \quad \text{in } Q_1 \setminus Q_{1-3\delta}, \\
|\nabla \eta_\delta| \leq C\delta^{-1}, \quad |\partial_t \eta_\delta| + |\nabla^2 \eta_\delta| \leq C\delta^{-2}.
\]

(3.4)

**Lemma 3.1.** Assume that \( A \) satisfies conditions (1.3), (1.4) and

\[
\| \nabla_x A \|_\infty + \| \partial_t A \|_\infty < \infty.
\]

(3.5)

Let \( w^\lambda_\varepsilon \) be defined as in (3.3). Then we have

\[
\| \nabla w^\lambda_\varepsilon \|_{L^2(Q_1)} \leq C(\delta \| \nabla_x A^\lambda \|_\infty + 1) \| \nabla u^\lambda_0 \|_{L^2(Q_1 \setminus Q_{1-5\delta})} + C\delta \| \nabla^2 u^\lambda_0 \|_{L^2(Q_1)} + C\delta \| \nabla_x A^\lambda \|_\infty + 1) \| \nabla^2 u^\lambda_0 \|_{L^2(Q_1 \setminus Q_{1-5\delta})} + \| \partial_t u^\lambda_0 \|_{L^2(Q_1 \setminus Q_{1-5\delta})},
\]

(3.6)

where \( C \) depends only on \( d \) and \( \mu \).
Proof. By the definition of $A^\lambda$, it is obvious that $\|\nabla_x A\|_\infty = \|\nabla_x A^\lambda\|_\infty$ and $\|\partial_t A\|_\infty = \|\partial_t A^\lambda\|_\infty$. By (2.27) and direct calculations,

$$(\partial_t + L^\lambda_\varepsilon)w^\lambda_\varepsilon = -\text{div}\{((A^\lambda - (A^\lambda)^\varepsilon)\nabla u^\lambda_0 - S_\delta((A^\lambda - (A^\lambda)^\varepsilon)\nabla u^\lambda_0)\eta_\delta) + \text{div}\{S_\delta((B^\lambda)^\varepsilon\nabla u^\lambda_0)\eta_\delta\} + \varepsilon\text{div}\{((A^\lambda)^\varepsilon\nabla u^\lambda_0)^2\nabla u^\lambda_0)\eta_\delta\} + \varepsilon\text{div}\{(A^\lambda)^\varepsilon S_\delta((\nabla_x A^\lambda)^\varepsilon\nabla u^\lambda_0)\eta_\delta\} + \varepsilon\partial_t\{S_\delta((A^\lambda)^\varepsilon\nabla u^\lambda_0)\eta_\delta\} + (\partial_t + L^\lambda_\varepsilon)\{\varepsilon^2 S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + (\partial_t + L^\lambda_\varepsilon)\{\varepsilon^2 S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + (\partial_t + L^\lambda_\varepsilon)\{\varepsilon^2 S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\partial_{x_k} \eta_\delta\},$$

where $(B^\lambda)^\varepsilon(x, t) = B^\lambda(x, t, x/\varepsilon, t/\varepsilon^2)$ is defined in (2.27). By (2.27) and (2.29), we have

$$\partial_t\{S_\delta((A^\lambda)^\varepsilon\nabla u^\lambda_0)\eta_\delta\} = -\partial_t\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} = -\varepsilon\partial_t x^\lambda_0 \{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + \varepsilon\partial_t\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + \varepsilon\partial_t\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_k} \partial_{x_j} x^\lambda_0)\eta_\delta\} + \varepsilon\partial_t\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_k} \partial_{x_j} x^\lambda_0)\partial_{x_k} \eta_\delta\}$$

and

$$\text{div}\{S_\delta((B^\lambda)^\varepsilon\nabla u^\lambda_0)\eta_\delta\} = \partial_{x_j}\{S_\delta((\mathcal{B}^\lambda_{k})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + \partial_{x_j}\{S_\delta((\mathcal{B}^\lambda_{k})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + \varepsilon^2 \partial_{x_j}\partial_{x_k}\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\eta_\delta\} + \varepsilon^2 \partial_{x_j}\partial_{x_k}\{S_\delta((\mathcal{B}^\lambda_{k(d+1)j})^\varepsilon\partial_{x_j} x^\lambda_0)\partial_{x_k} \eta_\delta\}.$$
By taking (3.8) and (3.9) into (3.7), and using the skew-symmetry of $\mathfrak{B}^\lambda$, we derive that

$$(\partial_t + L^\lambda_\varepsilon)w^\lambda_\varepsilon = -\text{div}\{ (\hat{A}^\lambda - (A^\lambda)^\varepsilon)\nabla u^0_\delta - S_\delta((\hat{A}^\lambda - (A^\lambda)^\varepsilon)\nabla u^0_\delta)\eta_\delta \}
- \text{div}\{ S_\delta((A^\lambda)^\varepsilon(\nabla_y \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta - (A^\lambda)^\varepsilon S_\delta((\nabla_y \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta \}
+ \varepsilon\text{div}\{ (A^\lambda)^\varepsilon S_\delta((\nabla_x \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta \} + \varepsilon\text{div}\{ (A^\lambda)^\varepsilon S_\delta((\chi^\lambda)^\varepsilon \nabla^2 u^0_\delta)\eta_\delta \}
+ \varepsilon\text{div}\{ (A^\lambda)^\varepsilon S_\delta((\chi^\lambda)^\varepsilon \nabla u^0_\delta)\nabla \phi \}
- \varepsilon\frac{\partial}{\partial x_i} \left\{ S_\delta((\partial_i \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j u^0_\delta)\eta_\delta \right\}
- \varepsilon\frac{\partial}{\partial x_i} \left\{ S_\delta((\partial_i \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j \partial_k u^0_\delta)\eta_\delta \right\}
- \varepsilon^2\frac{\partial}{\partial x_i} \left\{ S_\delta((\partial_i \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j \partial_k \partial_l u^0_\delta)\eta_\delta \right\}$$

(3.10)

As a result,

$$\left| \int_{-1}^0 \langle (\partial_t + L^\lambda_\varepsilon)w^\lambda_\varepsilon, \phi \rangle \, dt \right|
\leq \int_{Q_1} \left| (\hat{A}^\lambda - (A^\lambda)^\varepsilon)\nabla u^0_\delta - S_\delta((\hat{A}^\lambda - (A^\lambda)^\varepsilon)\nabla u^0_\delta)\eta_\delta \right| \nabla \phi
+ \int_{Q_1} \left| S_\delta((A^\lambda)^\varepsilon(\nabla_y \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta - (A^\lambda)^\varepsilon S_\delta((\nabla_y \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta \right| \nabla \phi
+ C\varepsilon \int_{Q_1} \left| S_\delta((\nabla_x \chi^\lambda)^\varepsilon \nabla u^0_\delta)\eta_\delta \right| \left| \nabla \phi \right|
+ C\varepsilon \int_{Q_1} \left| S_\delta((\chi^\lambda)^\varepsilon \nabla^2 u^0_\delta)\eta_\delta \right| \left| \nabla \phi \right|
+ \varepsilon \int_{Q_1} \left| S_\delta((\partial_x \mathfrak{B}^\lambda_{kij})^\varepsilon \partial_j u^0_\delta)\eta_\delta \partial_x \phi \right|
+ \varepsilon \int_{Q_1} \left| S_\delta((\partial_k \mathfrak{B}^\lambda_{kij})^\varepsilon \partial_j u^0_\delta \partial_x \eta_\delta \partial_x \phi \right|
+ \varepsilon^2 \int_{Q_1} \left| S_\delta((\partial_k \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j u^0_\delta \partial_x \eta_\delta \partial_x \phi \right|
+ \varepsilon^2 \int_{Q_1} \left| S_\delta((\partial_k \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j \eta_\delta \partial_x \phi \right|
+ \varepsilon^2 \int_{Q_1} \left| S_\delta((\partial_k \mathfrak{B}^\lambda_{(d+1)ij})^\varepsilon \partial_j \partial_k \eta_\delta \partial_x \phi \right|
+ C\varepsilon^2 \int_{Q_i} \left| \nabla \left\{ S_\delta((\mathfrak{B}^\lambda_{(d+1)j})^\varepsilon \partial_{x_i} \partial_{x_j} u_0^\lambda) \eta_\delta \right\} \right| |\nabla \phi| \\
+ C\varepsilon^2 \int_{Q_i} \left| \nabla \left\{ S_\delta((\mathfrak{B}^\lambda_{(d+1)j})^\varepsilon \partial_{x_j} u_0^\lambda) \partial_{x_i} \eta_\delta \right\} \right| |\nabla \phi| \\
+ C\varepsilon^2 \int_{Q_i} \left| \nabla \left\{ S_\delta((\partial_{x_i} \mathfrak{B}^\lambda_{i(d+1)j})^\varepsilon \partial_{x_j} u_0^\lambda) \eta_\delta \right\} \right| |\nabla \phi| \\
= I_1 + \cdots + I_{12}. 

(3.11)

Next let us estimate $I_1-I_{12}$ one by one. Note that

$$\left| (\widehat{A}^\lambda - (A^\lambda)^\varepsilon) \nabla u_0^\lambda - S_\delta((\widehat{A}^\lambda - (A^\lambda)^\varepsilon) \nabla u_0^\lambda) \eta_\delta \right|$$

$$= \left| (\widehat{A}^\lambda - (A^\lambda)^\varepsilon) \nabla u_0^\lambda(1 - \eta_\delta) \right| + \left| S_\delta((\widehat{A}^\lambda - (A^\lambda)^\varepsilon) \nabla u_0^\lambda) \eta_\delta - (\widehat{A}^\lambda - (A^\lambda)^\varepsilon) \nabla u_0^\lambda \eta_\delta \right|.$$

By the Cauchy inequality and Lemma 2.7,

$$I_1 \leq C \| \nabla \eta_\delta \|_{L^2(Q_1 \setminus Q_{1-5\delta})} \| \nabla \phi \|_{L^2(Q_1 \setminus Q_{1-5\delta})}$$

$$+ C\delta(\| \partial_\lambda A^\lambda \|_\infty + \| \nabla_x A^\lambda \|_\infty) \| \nabla u_0^\lambda \|_{L^2(Q_{1-2\delta})} \| \nabla \phi \|_{L^2(Q_1)}$$

$$+ C\delta(\| \nabla_x A^\lambda \|_\infty + 1) \{ \| \nabla^2 u_0^\lambda \|_{L^2(Q_{1-2\delta})} + \| \partial_\lambda u_0^\lambda \|_{L^2(Q_{1-2\delta})} \} \| \nabla \phi \|_{L^2(Q_1)},$$

where we have also used the observation (see (2.10))

$$\| \partial_\lambda \widehat{A}^\lambda \|_\infty \leq C \| \partial_\lambda A^\lambda \|_\infty \quad \text{and} \quad \| \nabla \widehat{A}^\lambda \|_\infty \leq C \| \nabla_x A^\lambda \|_\infty.$$

To estimate $I_2$, we observe that

$$|S_\delta((A^\lambda)^\varepsilon (\nabla y \chi^\lambda)^\varepsilon \nabla u_0^\lambda) - (A^\lambda)^\varepsilon S_\delta((\nabla y \chi^\lambda)^\varepsilon \nabla u_0^\lambda)|$$

$$\leq C \left| \int_{B(x,\delta)} \int_{I(t,\delta^2)} \left[ (\nabla y \chi^\lambda)^\varepsilon (\nabla y \chi^\lambda)^\varepsilon \nabla u_0^\lambda) - (A^\lambda)^\varepsilon S_\delta((\nabla y \chi^\lambda)^\varepsilon \nabla u_0^\lambda) \right] \right| dzd\tau$$

$$\leq C\delta \{ \| \nabla_x A^\lambda \|_\infty + \delta \| \partial_\lambda A^\lambda \|_\infty \} \left| \int_{B(x,\delta)} \int_{I(t,\delta^2)} |\nabla y \chi^\lambda(z, \tau, x/\varepsilon, t/\varepsilon^2)||\nabla u_0^\lambda(z, \tau)| \right| dzd\tau,$$

where $I(t, \delta^2) = (t - \delta^2, t + \delta^2)$. By Cauchy’s inequality and Fubini’s theorem,

$$I_2 \leq C\delta \{ \| \nabla_x A^\lambda \|_\infty + \delta \| \partial_\lambda A^\lambda \|_\infty \} \| \nabla \phi \|_{L^2(Q_1)}$$

$$\times \| \eta_\delta \|_{L^2} \int_{B(x,\delta)} \int_{I(t,\delta^2)} |\nabla y \chi^\lambda(z, \tau, x/\varepsilon, t/\varepsilon^2)||\nabla u_0^\lambda(z, \tau)| |dzd\tau|$$

$$\leq C\delta \{ \| \nabla_x A^\lambda \|_\infty + \delta \| \partial_\lambda A^\lambda \|_\infty \} \| \nabla u_0^\lambda \|_{L^2(Q_1)} \| \nabla \phi \|_{L^2(Q_1)}.$$

For the last step, we have used the estimate

$$\int_{Q_{1+\sqrt{x}}} |\nabla y \chi^\lambda(x, t, y, s)|^2 + |\chi^\lambda(x, t, y, s)|^2 dyds \leq C,$$

(3.12)
which is direct consequence of (2.4).

We pass to $I_3 - I_6$. Note that (2.37) implies

$$\int_{Q_{1+\sqrt{x}}} |D\nabla_y \lambda(x, t, y, s)|^2 + |D\nabla \lambda(x, t, y, s)|^2 \, dy \, ds \leq C \|DA\|_\infty \tag{3.13}$$

for $D = \nabla_x$ or $\partial_t$. By using (3.12), (3.13) and similar estimates for $\mathcal{B}^\lambda$ (which can be deduced from (2.30)-(2.32)), and Lemma 2.6, we deduce that

$$I_3 + \ldots + I_6 \leq C\varepsilon \left\{ \|\nabla_x A\|_\infty \|\nabla u_0\|_{L^2(Q_1)} + \|\nabla^2 u_0\|_{L^2(Q_1)} \right\} \|\nabla \phi\|_{L^2(Q_1)}$$

$$+ C\|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}.$$ \hfill (3.14)

In a similar way, we can bound $I_7 - I_9$ as following

$$I_7 + I_8 + I_9 \leq C\delta^2 \|\partial_t A\|_\infty \|\nabla u_0\|_{L^2(Q_1)} \|\nabla \phi\|_{L^2(Q_1)}$$

$$+ C\|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}$$

$$+ \delta (1 + \delta \|\nabla_x A\|_\infty) \|\partial_t u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1)}.$$ \hfill (3.15)

where we have used the observation $(1 + \lambda)\varepsilon^2 \leq \delta^2$.

For $I_{10}$, we use Lemma 2.6 and the estimates similar to (3.12) and (3.13) for $\mathcal{B}^\lambda$, to deduce that

$$I_{10} \leq C\varepsilon \left\{ \|S\delta((\mathcal{B}_{(d+1)/2})^2\partial_x \partial_j u_0^\lambda) \nabla \eta \|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \right\}$$

$$+ C\varepsilon^2 \|\nabla_x \left\{ S\partial_x (\mathcal{B}_{(d+1)/2})^2 \partial_x \partial_j u_0^\lambda \right\} \eta \|_{L^2(Q_1)} \|\nabla \phi\|_{L^2(Q_1)}$$

$$\leq C(1 + \delta \|\nabla_x A\|_\infty) \|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}$$

$$+ C\delta \|\nabla^2 u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1)}.$$ \hfill (3.16)

Likewise, we can bound $I_{11}$ and $I_{12}$ as follows,

$$I_{11} \leq C(1 + \delta \|\nabla_x A\|_\infty) \|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})},$$

$$I_{12} \leq C\delta \|\nabla_x A\|_\infty \|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}$$

$$+ C\delta \|\nabla^2 u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}.$$ \hfill (3.17)

Finally, taking the estimates for $I_{1} - I_{12}$ into (3.11), it follows that

$$\left| \int_{-1}^{0} \langle (\partial_t + L_{\varepsilon}^\lambda) w_\varepsilon^\lambda, \phi \rangle \, dt \right|$$

$$\leq C \left\{ \delta \|\nabla_x \lambda\|_\infty + 1 \right\} \|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}$$

$$+ C\delta \|\partial_t \lambda\|_\infty + \|\nabla_x \lambda\|_\infty \|\nabla u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})}$$

$$+ C\delta \left\{ \|\nabla^2 u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} + \|\partial_t u_0\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})} \right\} \|\nabla \phi\|_{L^2(Q_1 \setminus Q_{1 - 5\varepsilon})},$$ \hfill (3.18)

which gives (3.6) by setting $\phi = w_\varepsilon^\lambda$. \hfill (3.19)
Lemma 3.2. Assume that $A$ satisfies conditions (1.3), (1.4) and (3.5). Let $u_\varepsilon^\lambda$ be a weak solution to (3.1) and $u_0^\lambda$ the weak solution to (3.2). Then for $\delta = (1 + \sqrt{\lambda})\varepsilon$,

$$
\left( \int_{Q_1} |u_\varepsilon^\lambda - u_0^\lambda|^2 \right)^{1/2} \leq C \left( \delta^\sigma + \delta \| \nabla_x A^\lambda \|_{\infty} + \delta^2 \| \partial_t A^\lambda \|_{\infty} \right) \left( \delta \| \nabla_x A^\lambda \|_{\infty} + 1 \right) \times \left\{ \left( \int_{Q_2} |u_\varepsilon^\lambda|^2 \right)^{1/2} + \left( \int_{Q_2} |F|^2 \right)^{1/2} \right\},
$$

(3.15)

where $0 < \sigma < 1$ and $C$ depend only on $d$ and $\mu$.

Proof. Note that

$$(\partial_t + \mathcal{L}_0^\lambda)(u_\varepsilon^\lambda - u_0^\lambda) = (\mathcal{L}_\varepsilon^\lambda - \mathcal{L}_0^\lambda)u_\varepsilon^\lambda \text{ in } Q_1 \text{ and } u_0^\lambda - u_\varepsilon^\lambda = 0 \text{ on } \partial_t Q_1.$$

By the $W^{1,p}$ estimate of parabolic systems (see e.g., [8]), we have for any $q \geq 2$,

$$
\int_{Q_1} |\nabla u_0^\lambda|^q \leq C \int_{Q_1} |\nabla u_\varepsilon^\lambda|^q,
$$

(3.16)

where $C$ depends only on $d$ and $\mu$. Moreover, by Meyer’s estimates of parabolic systems (see e.g. [1]), there exists some $q > 2$ such that

$$
\left( \int_{Q_1} |\nabla u_\varepsilon^\lambda|^q \right)^{2/q} \leq C \left\{ \int_{Q_{3/2}} |\nabla u_\varepsilon^\lambda|^2 + \int_{Q_{3/2}} |F|^2 \right\}.
$$

This, combined with (3.16) and Caccioppoli’s inequality, gives

$$
\left( \int_{Q_1} |\nabla u_0^\lambda|^q \right)^{2/q} \leq C \left\{ \int_{Q_{3/2}} |\nabla u_\varepsilon^\lambda|^2 + \int_{Q_{3/2}} |F|^2 \right\}
$$

$$
\leq C \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\}
$$

(3.17)

for some $q > 2$, where $C$ depends only on $d$ and $\mu$.

To move on, let $w_\varepsilon^\lambda$ be defined as in (3.3) with $\delta = (1 + \sqrt{\lambda})\varepsilon$. We also assume that $\delta < 1/20$, for otherwise the estimate (3.15) is trivial. Observe that

$$
\| \nabla (u_\varepsilon^\lambda - u_0^\lambda - \varepsilon S_\delta((\lambda^\lambda)^\varepsilon \nabla u_0^\lambda) \eta_\delta) \|_{L^2(Q_1)}
$$

$$
\leq \| \nabla w_\varepsilon^\lambda \|_{L^2(Q_1)} + \varepsilon^2 \| \nabla \left( S_\delta((\partial_x \mathcal{B}_{i(d+1)j}^\lambda)^\varepsilon \partial_x u_0^\lambda) \partial_x \eta_\delta \right) \|_{L^2(Q_1)}
$$

$$
+ \varepsilon^2 \| \nabla \left( S_\delta((\partial_x \mathcal{B}_{i(d+1)j}^\lambda)^\varepsilon \partial_x \partial_x u_0^\lambda) \partial_x \eta_\delta \right) \|_{L^2(Q_1)}
$$

(3.18)
An inspection of the estimates $I_{10} - I_{12}$ shows that
\[
\varepsilon^2 \| \nabla (S_\delta((\partial_{x_j} \mathbf{\Psi}^j_{d+1})) \varepsilon \partial_{x_j} u_0^\lambda) \eta_\delta \|_{L^2(Q_1)} \leq C \delta \| \nabla_x A^\lambda \|_\infty \| \nabla u_0^\lambda \|_{L^2(Q_1)},
\]
\[
\varepsilon^2 \| \nabla (S_\delta((\mathbf{\Psi}^j_{d+1})) \varepsilon \partial_{x_j} u_0^\lambda) \eta_\delta \|_{L^2(Q_1)} \leq C (1 + \delta \| \nabla_x A^\lambda \|_\infty) \| \nabla u_0^\lambda \|_{L^2(Q_1 \setminus Q_{1-55})},
\]
and
\[
\varepsilon^2 \| \nabla (S_\delta((\mathbf{\Psi}^j_{d+1})) \varepsilon \partial_{x_j} u_0^\lambda) \eta_\delta \|_{L^2(Q_1)} \leq C (1 + \delta \| \nabla_x A^\lambda \|_\infty) \| \nabla u_0^\lambda \|_{L^2(Q_1 \setminus Q_{1-55})} + C \delta \| \nabla^2 u_0^\lambda \|_{L^2(Q_{1-26})},
\]
which, together with (3.6), (3.18) and (3.19), gives
\[
\| \nabla (u_\varepsilon^\lambda - u_0^\lambda - \varepsilon S_\delta((\chi^\lambda)^\varepsilon \nabla u_0^\lambda)) \eta_\delta \|_{L^2(Q_1)} \leq C' \delta \| \nabla_x A^\lambda \|_\infty + 1 \| \nabla u_0^\lambda \|_{L^2(Q_1 \setminus Q_{1-55})} + C \delta \| \nabla^2 u_0^\lambda \|_{L^2(Q_{1-26})} + \| \partial_t u_0^\lambda \|_{L^2(Q_{1-26})}.
\]

To bound the right hand side of (3.21), we first note that (3.17) and Hölder’s inequality imply that
\[
\int_{Q_1 \setminus Q_{1-55}} |\nabla u_0^\lambda|^2 \leq C \delta^{1-\frac{2}{5}} \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\},
\]
\[
\int_{Q_1} |\nabla u_0^\lambda|^2 \leq C \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\}.
\]
On the other hand, thanks to the interior estimates of parabolic systems with Lipschitz coefficients, one has
\[
\int_{Q_{2r}(x,t)} (|\partial_t u_0^\lambda|^2 + |\nabla^2 u_0^\lambda|^2)
\leq C (\| \nabla_x A^\lambda \|_\infty^2 + 4r^{-2}) \int_{Q_{2r}(x,t)} |\nabla u_0^\lambda|^2 + C \int_{Q_{2r}(x,t)} |F|^2
\]
for any $Q_{2r}(x,t) \subseteq Q_2$. By integration, this implies that
\[
\int_{Q_{1-25}} (|\nabla^2 u_0^\lambda|^2 + |\partial_t u_0^\lambda|^2) \leq C \| \nabla_x A^\lambda \|_\infty^2 \int_{Q_1} |\nabla u_0^\lambda|^2 + C \int_{Q_1} |F|^2
\]
\[
+ C \int_{Q_{1-\delta}} |\nabla u_0^\lambda(y,s)|^2 dyds \left/ \text{dist}_p((y,s),\partial_p Q_1) \right|^2,
\]
where $\text{dist}_p((y,s),\partial_p Q_1)$ denotes the parabolic distance from $(y,s)$ to the parabolic boundary $\partial_p Q_1$. By Hölder’s inequality and (3.17), we deduce from (3.23) that
\[
\int_{Q_{1-25}} (|\nabla^2 u_0^\lambda|^2 + |\partial_t u_0^\lambda|^2) \leq C (\delta^{-1-\frac{2}{5}} + \| \nabla_x A^\lambda \|_\infty^2 + 1) \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\}.
\]
By taking (3.22) and (3.24) into (3.21), we get
\[
\left( \int_{Q_1} |\nabla (u_\varepsilon^\lambda - u_0^\lambda) - \varepsilon S_\delta( (\lambda^\varepsilon)^2 \nabla u_0^\lambda) \eta |^2 \right)^{1/2} \\
\leq C (\delta^{1/2} + \delta \| \nabla_x A^\lambda \|_\infty + \delta^2 \| \partial_t A^\lambda \|_\infty) \left( \delta \| \nabla_x A^\lambda \|_\infty + 1 \right) \\
\times \left\{ \left( \int_{Q_2} |u_\varepsilon^\lambda|^2 \right)^{1/2} + \left( \int_{Q_2} |F|^2 \right)^{1/2} \right\}.
\]
Finally, note that by Lemma 2.6 and the second inequality in (3.22),
\[
\int_{Q_1} |\varepsilon S_\delta( (\lambda^\varepsilon)^2 \nabla u_0^\lambda) \eta |^2 \leq C \varepsilon \int_{Q_1} |\nabla u_0^\lambda|^2 \leq C \varepsilon \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\}.
\]
We then derive (3.15) with \( \sigma = \frac{1}{2} - \frac{1}{q} > 0 \) from (3.25) and Poincaré’s inequality immediately.

**Theorem 3.1.** Assume that \( A \) satisfies conditions (1.3), (1.4) and (1.5) for some \( \theta \in (0, 1] \) and \( L > 0 \). Let \( \delta = (1 + \sqrt{\lambda}) \varepsilon \) and \( u_\varepsilon^\lambda \) be a solution to \( \partial_t u_\varepsilon^\lambda + \mathcal{L}_\varepsilon^\lambda u_\varepsilon^\lambda = F \) in \( Q_{2r} \), where \( F \in L^2(Q_{2r}) \) and \( \delta \leq r \leq 1 \). Then there exist a solution to \( \partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F \) in \( Q_r \), such that
\[
\left( \int_{Q_r} |u_\varepsilon^\lambda - u_0^\lambda|^2 \right)^{1/2} \leq C \{ (\delta r^{-1})^\sigma + \delta^\theta L \} \left\{ \left( \int_{Q_{2r}} |u_\varepsilon^\lambda|^2 \right)^{1/2} + r^2 \left( \int_{Q_{2r}} |F|^2 \right)^{1/2} \right\},
\]
where \( 0 < \sigma < 1 \) and \( C \) depend only on \( d \) and \( \mu \).

**Proof.** It suffices to consider the case \( \delta^\theta L < 1 \), for otherwise the inequality is trivial. We first consider the case \( r = 1 \). Let \( S_\delta \) be the smoothing operator defined as in (2.39). Denote \( S_\delta( (A^\varepsilon)^2)(x, t, x/\varepsilon, t/\varepsilon^2) \) as \( \tilde{A}^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \). It is not difficult to see that
\[
\| A^\lambda - \tilde{A}^\lambda \|_\infty \leq CL\delta^\theta, \quad \| \nabla_x \tilde{A}^\lambda \|_\infty \leq CL\delta^{\theta - 1} \quad \text{and} \quad \| \partial_t \tilde{A}^\lambda \|_\infty \leq CL\delta^{\theta - 2}.
\]
Let \( v_\varepsilon^\lambda \) be the weak solution to
\[
\partial_t v_\varepsilon^\lambda - \text{div}(\tilde{A}^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \nabla v_\varepsilon^\lambda) = F \quad \text{in} \quad Q_{3/2}
\]
with \( v_\varepsilon^\lambda = u_\varepsilon^\lambda \) on \( \partial_p Q_{3/2} \). Note that
\[
\partial_t (u_\varepsilon^\lambda - v_\varepsilon^\lambda) - \text{div} \left\{ \tilde{A}^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \nabla (u_\varepsilon^\lambda - v_\varepsilon^\lambda) \right\} \\
= \text{div} \left\{ [A^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) - \tilde{A}^\lambda(x, t, x/\varepsilon, t/\varepsilon^2)] \nabla u_\varepsilon^\lambda \right\}
\]
in $Q_{3/2}$. By Poincaré’s inequality and standard energy estimates,

$$\int_{Q_{3/2}} |v_\varepsilon^\lambda - u_\varepsilon^\lambda|^2 \leq C \int_{Q_{3/2}} |\nabla (v_\varepsilon^\lambda - u_\varepsilon^\lambda)|^2 \leq CL^2 \delta^{2\theta} \int_{Q_{3/2}} |\nabla u_\varepsilon^\lambda|^2 \leq CL^2 \delta^{2\theta} \left\{ \int_{Q_2} |u_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\},$$  

(3.29)

where Caccioppoli’s inequality has been used for the last step. Let $\partial_t - \text{div}(\tilde{A}_\varepsilon^\lambda (x,t) \nabla) = F$ be the homogenized operator of $\partial_t - \text{div}(A^\lambda (x,t, x/\varepsilon, t/\varepsilon^2) \nabla)$, and $u_0$ the solution to

$$\partial_t v_\varepsilon^\lambda - \text{div}(\tilde{A}_\varepsilon^\lambda (x,t) \nabla v_\varepsilon^\lambda) = F \quad \text{in } Q_{5/4}, \quad v_\varepsilon^\lambda = \tilde{v}_\varepsilon^\lambda \quad \text{on } \partial_p Q_{5/4}.$$

By Lemma 3.2, (3.27) and (3.29),

$$\left( \int_{Q_{5/4}} |v_\varepsilon^\lambda - v_\varepsilon^\lambda_0|^2 \right)^{1/2} \leq C (\delta^\sigma + \delta^\theta) \left\{ \left( \int_{Q_{3/2}} |v_\varepsilon^\lambda|^2 \right)^{1/2} + \left( \int_{Q_{3/2}} |F|^2 \right)^{1/2} \right\} \leq C (\delta^\sigma + \delta^\theta) \left\{ \left( \int_{Q_2} |u_\varepsilon^\lambda|^2 \right)^{1/2} + \left( \int_{Q_2} |F|^2 \right)^{1/2} \right\}. \quad (3.30)$$

Let $u_0^\lambda$ be the solution to

$$\partial_t u_0^\lambda - \text{div}(\tilde{A}_\varepsilon^\lambda (x,t) \nabla u_0^\lambda) = F \quad \text{in } Q_1, \quad u_0^\lambda = v_0^\lambda \quad \text{on } \partial_p Q_1.$$

Since $\|A^\lambda - \tilde{A}_\varepsilon^\lambda\|_\infty \leq CL\delta^\theta$, similar to (2.10) it is not difficult to verify that $\|\tilde{A}_\varepsilon^\lambda - \tilde{A}_\varepsilon^{\lambda'}\|_\infty \leq CL\delta^\theta$. Therefore, as (3.29) by standard energy estimates and Caccioppoli’s inequality, we deduce that

$$\int_{Q_1} |v_\varepsilon^\lambda - u_0^\lambda|^2 \leq C \int_{Q_1} |\nabla (v_\varepsilon^\lambda - u_0^\lambda)|^2 \leq CL^2 \delta^{2\theta} \int_{Q_1} |\nabla v_\varepsilon^\lambda|^2 \leq CL^2 \delta^{2\theta} \left\{ \int_{Q_{5/4}} |v_\varepsilon^\lambda|^2 + \int_{Q_2} |F|^2 \right\} \quad (3.31)$$

where we have used (3.30) for the last step. In view of (3.29)-(3.31), we obtain (3.26) with $r = 1$ immediately.

For general $\delta \leq r \leq 1$, we set $\tilde{u}_\varepsilon^\lambda (x,t) = u_\varepsilon^\lambda (rx, r^2 t)$. Then $\tilde{u}_\varepsilon^\lambda$ is a solution to

$$\partial_t \tilde{u}_\varepsilon^\lambda - \text{div}(A^\lambda (x,t, x/\varepsilon^2, t/\varepsilon^2) \nabla \tilde{u}_\varepsilon^\lambda) = \tilde{F} \quad \text{in } Q_2,$$

where $A^\lambda (x,t, y,s) = A^\lambda (rx, r^2 t, y, s), \varepsilon' = \varepsilon/r$ and $\tilde{F}(x,t) = r^2 F(rx, r^2 t)$. Observe that

$$|A^\lambda (x,t, y,s) - A^\lambda (x', t', y,s)| \leq r^\theta L \{ |x - x'| + |t - t'|^{1/2} \}^\theta.$$
Therefore, there exists a solution \( \tilde{u}_0^\lambda \) to \( \partial_t \tilde{u}_0^\lambda - \text{div}(\tilde{A}^\lambda(x, t) \nabla \tilde{u}_0^\lambda) = \tilde{F} \) in \( Q_1 \) such that

\[
\left( \int_{Q_1} |\tilde{u}_0^\lambda - \tilde{u}_0^\lambda|^2 \right)^{1/2} \leq C((\delta/r)^\sigma + \delta^\theta L) \left\{ \left( \int_{Q_2} |\tilde{u}_0^\lambda|^2 \right)^{1/2} + \left( \int_{Q_2} |\tilde{F}|^2 \right)^{1/2} \right\}.
\] (3.32)

Setting \( u_0^\lambda(x, t) = \tilde{u}_0^\lambda(x/r, t/r^2) \), then \( u_0^\lambda \) is a solution to \( \partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F \) in \( Q_r \). By rescaling, one obtains (3.26) from (3.32) immediately. The proof is complete. \( \square \)

4 Interior Lipschitz estimates for \( \partial_t + \mathcal{L}_\varepsilon^\lambda \)

This part is devoted to the uniform interior Lipschitz estimate for the operator \( \partial_t + \mathcal{L}_\varepsilon^\lambda \) defined in (2.1), i.e.,

\[ \partial_t + \mathcal{L}_\varepsilon^\lambda = \partial_t - \text{div}(A^\lambda(x, t, x/\varepsilon, t/\varepsilon^2) \nabla). \]

Throughout the section, we always assume that \( A(x, t, y, s) \) satisfies (1.3), (1.4) and (1.5) for some \( \theta \in (0, 1] \) and \( L \geq 0 \). Note that thanks to Lemma 2.2 the coefficient matrix \( A^\lambda(x, t) \) of the homogenized operator \( \partial_t + \mathcal{L}_0^\lambda \) also satisfies (1.5).

**Lemma 4.1.** Let \( u_0^\lambda \) be a weak solution to \( \partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F \) in \( Q_r \), where \( 0 < r \leq 1 \), \( F \in L^p(Q_r) \) for some \( p > d + 2 \). Define

\[
G(r; u_0^\lambda) = \frac{1}{r} \inf_{P \in \mathcal{P}} \left\{ \left( \int_{Q_r} |u_0^\lambda - P|^2 \right)^{1/2} + r^{1+\nu} |\nabla P| + r^2 \left( \int_{Q_r} |F|^p \right)^{1/p} \right\},
\] (4.1)

where \( \nu = \min\{\theta, 1 - (d + 2)/p\} \), and \( \mathcal{P} \) denotes the set of linear functions \( Ex + b \) with \( E \in \mathbb{R}^d \) and \( b \in \mathbb{R}^1 \). Then there exists \( \zeta \in (0, 1/4) \), depending only on \( d, \mu, p \), and \( (\theta, L) \) in (1.5), such that

\[
G(\zeta r; u_0^\lambda) \leq \frac{1}{2} G(r; u_0^\lambda).
\] (4.2)

**Proof.** Taking \( P_0 = \nabla u_0^\lambda(0,0)x + u_0^\lambda(0,0) \), we deduce that

\[
G(\zeta r; u_0^\lambda) \leq (\zeta r)^\nu \left\{ \|\nabla u_0^\lambda\|_{C^\theta(Q_\zeta r)} + \|u_0^\lambda\|_{C^{(1+\nu)/2}(Q_\zeta r)} \right\} + (\zeta r)^\nu |\nabla u_0^\lambda(0,0)|
\]

\[
\leq (\zeta r)^\nu \left\{ \|\nabla(u_0^\lambda - P)\|_{C^\theta(Q_\zeta r)} + \|u_0^\lambda - P\|_{C^{(1+\nu)/2}(Q_\zeta r)} \right\}
\]

\[
+ r^{1-(d+2)/p} \left( \int_{Q_r} |F|^p \right)^{1/p} + (\zeta r)^\nu |\nabla u_0^\lambda(0,0)|,
\] (4.3)
where \( \| \cdot \|_{C^\alpha_r(Q_r)} (0 < \alpha < 1) \) is given by (1.9), and \( \| \cdot \|_{C^2_r(Q_r)} \) is defined as following,
\[
\|u\|_{C^2_r(Q_r)} = \sup_{(x,t),(y,t)\in Q_r, x\neq y} \frac{|u(x,t) - u(y,t)|}{|x-y|^\alpha}.
\]

Since \( \hat{A}^\lambda \) satisfies (1.5). The interior \( C^{1,1/2} \) estimate of \( \partial_t + L^\lambda_0 \) gives
\[
|\nabla u_0^\lambda(0,0)| \leq C \left( \int_{Q_r} |u_0^\lambda - P(0)|^2 \right)^{1/2} + Cr \left( \int_{Q_r} |F|^p \right)^{1/p} \\
\leq C \left( \int_{Q_r} |u_0^\lambda - P|^2 \right)^{1/2} + C|\nabla P| + Cr \left( \int_{Q_r} |F|^p \right)^{1/p}.
\]

(4.4)

Furthermore, since
\[
\partial_t(u_0^\lambda - P) - \operatorname{div}(\hat{A}^\lambda(x,t)\nabla (u_0^\lambda - P)) = F + \operatorname{div}((\hat{A}^\lambda(x,t) - \hat{A}^\lambda(0,0))\nabla P) \quad \text{in } Q_r.
\]

Schauder estimates of \( \partial_t + L^\lambda_0 \) imply for \( 0 < \zeta < 1/2 \),
\[
\|\nabla (u_0^\lambda - P)\|_{C^\alpha_r(Q_{\zeta r})} + \|u_0^\lambda - P\|_{C^{1+\alpha/2}_1(Q_{\zeta r})} \\
\leq \|\nabla (u_0^\lambda - P)\|_{C^{\nu,\nu/2}_1(Q_{\zeta r})} + \|u_0^\lambda - P\|_{C^{(1+\nu)/2}_1(Q_{\zeta r})} \\
\leq \frac{C}{r^{1+\nu}} \left( \int_{Q_r} |u_0^\lambda - P|^2 \right)^{1/2} + Cr^{-\nu} \|((\hat{A}^\lambda - \hat{A}^\lambda(0,0))\nabla P)\|_{L^\infty(Q_r)} \\
+ C\|((\hat{A}^\lambda - \hat{A}^\lambda(0,0))\nabla P\|_{C^{\nu,\nu/2}_1(Q_{\zeta r})} + Cr^{1-\nu} \left( \int_{Q_r} |F|^p \right)^{1/p} \\
\leq \frac{C}{r^{1+\nu}} \left( \int_{Q_r} |u_0^\lambda - P|^2 \right)^{1/2} + C|\nabla P| + Cr^{1-\nu} \left( \int_{Q_r} |F|^p \right)^{1/p}.
\]

(4.5)

By taking (4.4) and (4.5) into (4.3), we get (4.2) immediately for \( \zeta \) small enough. \( \square \)

**Lemma 4.2.** Let \( u^\lambda_\varepsilon \) be a solution to \( \partial_t u^\lambda_\varepsilon - \operatorname{div}(A^\lambda(x,t,x/\varepsilon,t^2/\varepsilon^2)\nabla u^\lambda_\varepsilon) = F \) in \( Q_1 \) with \( F \in L^p(Q_1), p > d+2 \) and \( 0 < \varepsilon < 1 \). Let \( \delta = (1 + \sqrt{\lambda})\varepsilon \), and \( \zeta \in (0,1/4) \) be given by Lemma 4.1. Then for any \( \delta \leq r \leq 1 \), we have
\[
G(\zeta r; u^\lambda_\varepsilon) \leq \frac{1}{2} G(r; u^\lambda_\varepsilon) + C \left( \frac{\delta}{r} \right)^\sigma \left\{ \frac{1}{r} \left( \int_{Q_{2r}} |u^\lambda_\varepsilon|^2 \right)^{1/2} + r \left( \int_{Q_{2r}} |F|^p \right)^{1/p} \right\}
\]

(4.6)

for some \( \sigma \) depending only on \( d, \mu, \) and \( \theta \) in (1.5), where \( C \) depends only on \( d, \mu, p, \) and \( (\theta, L) \) in (1.5).

**Proof.** The proof is the same as that of Lemma 8.4 in [27]. By Lemma 4.1,
\[
G(\zeta r; u^\lambda_\varepsilon) \leq G(\zeta r; u^\lambda_0) + \frac{C}{\zeta r} \left( \int_{Q_r} |u^\lambda_\varepsilon - u^\lambda_0|^2 \right)^{1/2}
\]
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and gives the interior Lipschitz estimate for the locally periodic \( \partial_t u^\lambda \) and the abstract iteration lemma in (4.2), which is new to our best knowledge.

Based on Lemmas 4.1 and 4.2, we give the interior Lipschitz estimate uniform down to the scale \((1 + \sqrt{\lambda})\varepsilon\) for the operator \( \partial_t + \mathcal{L}_\varepsilon^\lambda \).

**Theorem 4.1.** Let \( u_\varepsilon^\lambda \) be a solution to \( \partial_t u_\varepsilon^\lambda - \text{div}(A^\lambda(x,t,x/\varepsilon,t/\varepsilon^2)\nabla u_\varepsilon^\lambda) = F \) in \( Q_1 \) with \( F \in L^p(Q_1) \), \( p > d + 2 \). Then for any \((1 + \sqrt{\lambda})\varepsilon \leq r < 1\), we have

\[
\left( \int_{Q_r} |\nabla u_\varepsilon^\lambda|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon^\lambda|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\},
\]

(4.7)

where \( C \) depends only on \( d, \mu, p \) and \((\theta, L)\) in (1.5).

**Proof.** The proof, based on Lemma 4.2 and the abstract iteration lemma in [27] (Lemma 8.5), is almost the same as that for Theorem 6.1 in [14], where the Lipschitz estimate uniform down to the scale \( \varepsilon + \varepsilon^{\ell/2} \) for the operator \( \partial_t - \text{div}(A(x/\varepsilon,t/\varepsilon^\ell)\nabla) \) was established. Let us omit the details here for concision. \( \square \)

For case \( \kappa = \varepsilon \), Theorem 4.1 gives the interior Lipschitz estimate for the locally periodic operator \( \partial_t + \mathcal{L}_\varepsilon = \partial_t - \text{div}(A(x,t,x/\varepsilon,t/\varepsilon^2)\nabla) \) uniform down to the scale \( \varepsilon \). Precisely speaking, let \( u_\varepsilon \) be a weak solution to \( \partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F \) in \( Q_1 \) with \( F \in L^p(Q_1) \), \( p > d + 2 \). Then for any \( \varepsilon \leq r < 1 \),

\[
\left( \int_{Q_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\},
\]

(4.8)

where \( C \) depends only on \( d, \mu, p \) and \((\theta, L)\) in (1.5). Under additional smoothness assumption on \( A \), one can get the uniform Lipschitz estimate in the small scales for the operator \( \partial_t + \mathcal{L}_\varepsilon \), which is new to our best knowledge.

**Theorem 4.2.** Assume that \( A(x,t,y,s) \) satisfies (1.3), (1.4) and (1.11). Let \( u_\varepsilon \) be a solution to \( \partial_t u_\varepsilon - \text{div}(A(x,t,x/\varepsilon,t/\varepsilon^2)\nabla u_\varepsilon) = F \) in \( Q_1 \) with \( F \in L^p(Q_1) \), \( p > d + 2 \). Then for any \( 0 < \varepsilon < \infty \),

\[
|\nabla u_\varepsilon(0,0)| \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\},
\]

(4.9)

where \( C \) depends only on \( d, \mu, p \), and \((\theta, M)\) in (1.11).
\textbf{Proof.} It suffices to consider the case $0 < \varepsilon < 1/4$, for otherwise $A(x, t, x/\varepsilon, t/\varepsilon^2)$ is uniformly H"older continuous in $(x, t)$. Then the estimate (4.9) follows from the well-known Schauder estimates of parabolic systems with H"older continuous coefficients.

To handle the case $0 < \varepsilon < 1/4$, we set $w_\varepsilon = \varepsilon^{-1}u(\varepsilon x, \varepsilon^2 t)$. It is obvious that $\nabla w_\varepsilon(0, 0) = \nabla u_\varepsilon(0, 0)$, and $w_\varepsilon$ satisfies the equation

$$\partial_t w_\varepsilon - \text{div}(A(\varepsilon x, \varepsilon^2 t, x, t) \nabla w_\varepsilon) = \varepsilon F(\varepsilon x, \varepsilon^2 t).$$

Since $A(\varepsilon x, \varepsilon^2 t, x, t)$ is uniformly H"older continuous in $(x, t)$. By the interior Lipschitz estimates of parabolic systems with H"older continuous coefficients, we have

$$|\nabla w_\varepsilon(0, 0)| \leq C \{ \left( \int_{Q_1} |\nabla w_\varepsilon|^2 \right)^{1/2} + \varepsilon \left( \int_{Q_1} |F(\varepsilon x, \varepsilon^2 t)|^p \right)^{1/p} \}$$

$$\leq C \{ \left( \int_{Q_\varepsilon} |\nabla u_\varepsilon|^2 \right)^{1/2} + \varepsilon^{1-(d+2)/p} \left( \int_{Q_1} |F(x, t)|^p \right)^{1/p} \},$$

which, together with (4.8), gives (4.9). \hfill \Box

As direct consequences of Theorem 4.2, we have the following two corollaries, which provide the Lipschitz estimates for the locally periodic parabolic operators with only spatial or temporal oscillations.

\textbf{Corollary 4.1.} Let $v_\varepsilon$ be a weak solution to $\partial_t v_\varepsilon - \text{div}(A(x, t, x/\varepsilon) \nabla v_\varepsilon) = F$ in $Q_1$, where $F \in L^p(Q_1)$ with $p > d + 2$, $A = A(x, t, s)$ is 1-periodic in $s$ and satisfies (1.3). Assume that

$$|A(x, t, s) - A(x', t', s')| \leq L \left( |x - x'| + |t - t'|^{1/2} + |s - s'|^{1/2} \right)^{\theta}$$

(4.10)

for some $\theta \in (0, 1]$ and $L > 0$. Then for any $0 < \varepsilon < \infty$,

$$|\nabla v_\varepsilon(0, 0)| \leq C \{ \left( \int_{Q_1} |\nabla v_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \},$$

where $C$ depends only on $d$, $\mu$, $p$, and $(\theta, L)$ in (4.10).

\textbf{Corollary 4.2.} Let $v_\varepsilon$ be a weak solution to $\partial_t v_\varepsilon - \text{div}(A(x, t, x/\varepsilon) \nabla v_\varepsilon) = F$ in $Q_1$, where $F \in L^p(Q_1)$ with $p > d + 2$, $A = A(x, t, y)$ is 1-periodic in $y$ and satisfies (1.3). Assume that

$$|A(x, t, y) - A(x', t', y')| \leq L \left( |x - x'| + |y - y'| + |t - t'|^{1/2} \right)^{\theta}$$

(4.11)

for some $\theta \in (0, 1]$ and $L > 0$. Then for any $0 < \varepsilon < \infty$,

$$|\nabla v_\varepsilon(0, 0)| \leq C \{ \left( \int_{Q_1} |\nabla v_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \},$$

(4.12)

where $C$ depends only on $d$, $\mu$, $p$, and $(\theta, L)$ in (4.11).
5 Boundary Lipschitz estimates for $\partial_t + \mathcal{L}_\varepsilon^\lambda$

Now let us consider the large-scale boundary Lipschitz estimates for the operator $\partial_t + \mathcal{L}_\varepsilon^\lambda$ in (2.1). As in Section 4, if not stated $A(x,t,y,s)$ is always assumed to satisfy (1.3), (1.4), and (1.5) for some $0 < \theta \leq 1$ and $L > 0$.

Let $\psi : \mathbb{R}^{d-1} \to \mathbb{R}$ be a $C^{1,\alpha}(0 < \alpha < 1)$ function such that $\psi(0) = 0$ and $\|\psi\|_{C^{1,\alpha}(\mathbb{R}^{d-1})} \leq M_0$. For $0 < r < \infty$, set

$$ Z_r = Z(r, \psi) = \{(x', x_d) : |x'| < r \text{ and } \psi(x') < x_d < \psi(x') + 10(M_0 + 1)r \} \times (-r^2, 0), $$

$$ I_r = I(r, \psi) = \{(x', x_d) : |x'| < r \text{ and } x_d = \psi(x')\} \times (-r^2, 0). $$

Let $C^{1+\alpha}(I_r)$ be the parabolic Hölder space with the scale-invariant norm

$$ \|f\|_{C^{1+\alpha}(I_r)} = \|f\|_{L^\infty(I_r)} + r\|\nabla f\|_{L^\infty(I_r)} + r^{1+\alpha}\|\nabla f\|_{C^{\alpha}(I_r)} + r^{1+\alpha}\|f\|_{C^{1+\alpha}(I_r)}. $$



\textbf{Theorem 5.1.} Let $u_\varepsilon^\lambda$ be a solution to

$$ \partial_t u_\varepsilon^\lambda + \mathcal{L}_\varepsilon^\lambda u_\varepsilon^\lambda = F \text{ in } Z_{2r}, \text{ and } u_\varepsilon^\lambda = g \text{ on } I_{2r} $$

with $(1 + \sqrt{\lambda})\varepsilon = \delta \leq r \leq 1$, and $F \in L^2(Z_{2r}), f, g \in C^{1+\alpha}(I_{2r})$. Then there exist a solution to $\partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F$ in $Z_r$, such that

$$ \left(\int_{Z_r} |u_\varepsilon^\lambda - u_0^\lambda|^2 \right)^{1/2} \leq C\left(\left(\frac{\delta}{r}\right)^{2\sigma} + \delta^\theta L\right) \left(\int_{Z_{2r}} |u_\varepsilon^\lambda|^2 \right)^{1/2} + r^2 \left(\int_{Z_{2r}} |F|^2 \right)^{1/2} + \|g\|_{C^{1+\alpha}(I_{2r})}, $$

where $0 < \sigma < 1$ and $C$ depend only on $d, \mu, \alpha$, and $M_0$.

\textbf{Proof.} The proof is completely parallel to that of Theorem 3.1. We just sketch it. By rescaling, it suffices to consider the case $r = 1$.

\textbf{Step 1.} Assume that $A = A(x,t,y,s)$ satisfies (1.3), (1.4) and (3.5). Let $u_0^\lambda$ be the solution to $\partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F$ in $Z_1$, and $u_\varepsilon^\lambda = u_0^\lambda$ on $\partial_y Z_1$, where $\partial_t + \mathcal{L}_0^\lambda$ is the homogenized operator of $\partial_t + \mathcal{L}_\varepsilon^\lambda$. Let $w_\varepsilon^\lambda$ be defined as in (3.3) with the cut-off function $\eta_\delta \in C^\infty(\mathbb{R}^{d+1})$, $0 \leq \eta_\delta \leq 1$ and

$$ \eta_\delta = 1 \text{ in } Z_{1-6\delta}, \quad \eta_\delta = 0 \text{ in } Z_1 \setminus Z_{1-4\delta}, $$

$$ \nabla \eta_\delta \leq C\delta^{-1}, \quad |\partial_t \eta_\delta| + |\nabla^2 \eta_\delta| \leq C\delta^{-2}. $$

By performing similar analysis as in Lemma 3.1, we can prove that

$$ \|\nabla w_\varepsilon^\lambda\|_{L^2(Z_1)} \leq C\left\{\delta\|\nabla_x A^\lambda\|_{L^\infty} + 1\right\}\|\nabla u_0^\lambda\|_{L^2(Z_1 \setminus Z_{1-\delta})} $$

$$ + C\delta\left(\|\nabla_x A^\lambda\|_{L^\infty} + \delta\|\partial_t A\|_{L^\infty}\right)\|\nabla u_0^\lambda\|_{L^2(Z_1)} $$

$$ + C\delta\left(\|\nabla_x A^\lambda\|_{L^\infty} + 1\right)\left(\|\nabla^2 u_0^\lambda\|_{L^2(Z_{1-\delta})} + \|\partial_t u_0^\lambda\|_{L^2(Z_{1-\delta})}\right). $$
which, together with Poincaré’s inequality and estimates (3.19) and (3.20) on $Z_1$ instead of $Q_1$, implies that

$$
\|u_\varepsilon^\lambda - u_0^\lambda\|_{L^2(Z_1)} \leq C\{\delta \|\nabla_x A^\lambda\|_{\infty} + 1\}\|\nabla u_0^\lambda\|_{L^2(Z_1 \setminus Z_{1-\delta})} + C\delta(\|\nabla_x A^\lambda\|_{\infty} + \delta\|\partial_t A^\lambda\|_{\infty})\|\nabla u_0^\lambda\|_{L^2(Z_1)} + C\delta(\|\nabla_x A^\lambda\|_{\infty} + 1)(\|\nabla^2 u_0^\lambda\|_{L^2(Z_{1-\delta})} + \|\partial_t u_0^\lambda\|_{L^2(Z_{1-\delta})}).
$$

By the Meyer’s estimate, the interior $H^2$ estimate, and Caccioppoli’s inequality, we can deduce that

$$
\|u_\varepsilon^\lambda - u_0^\lambda\|_{L^2(Z_1)} \leq C(\delta^\sigma + \delta\|\nabla_x A^\lambda\|_{\infty} + \delta^2\|\partial_t A^\lambda\|_{\infty})(\delta\|\nabla_x A^\lambda\|_\infty + 1) \times \left\{\|u_\varepsilon^\lambda\|_{L^2(Z_2)} + \|F\|_{L^2(Z_2)} + \|g\|_{C^{1+\alpha}(I_2)}\right\}
$$

for some $0 < \sigma < 1$, where $C$ depends only on $d, \mu, \alpha$ and $M_0$.

**Step 2.** Now we assume that $A = A(x, t, y, s)$ satisfies (1.3)-(1.5). By approximating $A$ with matricial smooth in the $x, t$ variables as in Theorem 3.1, one can prove the desired estimate accordingly. We omit the details and close the proof here. 

**Lemma 5.1.** Let $u_0^\lambda$ be a weak solution to $\partial_t u_0^\lambda + L_\lambda^0 u_0^\lambda = F$ in $Z_r$, and $u_0^\lambda = g$ on $I_r$, where $0 < r \leq 1$, $F \in L^p(Z_r)$ for some $p > d + 2$ and $g \in C^{1+\alpha}(I_r)$. Define

$$
\mathcal{G}(r; u_0^\lambda) = \frac{1}{r} \inf_{P \in \mathcal{P}} \left\{\left(\int_{Z_r} |u_0^\lambda - P|^2 \right)^{1/2} + \|g - P\|_{C^{1+\alpha}(I_r)}\right\} + r^\nu |\nabla P| + r\left(\int_{Z_r} |F|^p\right)^{1/p},
$$

where $\nu = \min\{\theta, \alpha, 1 - (d + 2)/p\}$, and $\mathcal{P}$ denotes the set of linear functions $Ex + b$ with $E \in \mathbb{R}^d$ and $b \in \mathbb{R}$. Then there exists $\tau \in (0, 1/4)$, depending only on $d, \mu, p, \alpha, M_0$, and $(\theta, L)$ in (1.5), such that

$$
\mathcal{G}(\tau r; u_0^\lambda) \leq \frac{1}{2} \mathcal{G}(r; u_0^\lambda).
$$

**Proof.** Take $P_0 = \nabla u_0^\lambda(0, 0)x + u_0^\lambda(0, 0)$. Similar to (4.3) we deduce that

$$
\mathcal{G}(\tau r; u_0^\lambda) \leq \frac{1}{\tau r}\|u_0^\lambda - P_0\|_{L^\infty(Z_{\tau r})} + \frac{1}{\tau r}\|g - P_0\|_{C^{1+\alpha}(I_{\tau r})} + (\tau r)^\nu |\nabla u_0^\lambda(0, 0)| + \tau r\left(\int_{Z_{\tau r}} |F|^p\right)^{1/p}
\leq (\tau r)^\nu \|\nabla u_0^\lambda - P\|_{C^{\nu/2}(Z_{\tau r})} + \|u_0^\lambda - P\|_{C^{(1+\nu)/2}(Z_{\tau r})} + \frac{\tau^\alpha}{r}\|g - P\|_{C^{1+\alpha}(I_r)}
+ (\tau r)^\nu |\nabla u_0^\lambda(0, 0) - \nabla P| + (\tau r)^\nu |\nabla P| + r\tau^{1-(d+2)/p}\left(\int_{Z_r} |F|^p\right)^{1/p}.
$$

Since $u_0^\lambda - P = g - P$ on $I_r$ and

$$
\partial_t(u_0^\lambda - P) - \text{div}(\widehat{A^\lambda(x, t)}\nabla(u_0^\lambda - P)) = F + \text{div}((\widehat{A^\lambda(x, t)} - \widehat{A^\lambda(0, 0)})\nabla P)
$$

in $Z_r$. 
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By using Schauder estimates of the operator \( \partial_t + L_\varepsilon^\lambda \), we have for \( 0 < \tau < 1/2 \),
\[
\| \nabla (u_0^\lambda - P) \|_{C^{\nu}/2}(Z_{\tau r}) + \| u_0^\lambda - P \|_{C^{\nu}(Z_{\tau r})} \leq \| \nabla (u_0^\lambda - P) \|_{C^{\nu}/2}(Z_{\tau r}) + \| u_0^\lambda - P \|_{C^{\nu}(Z_{\tau r})}
\]
\[
\leq \frac{C}{r^{1+\nu}} \left( \int_{Z_r} |u_0^\lambda - P|^2 \right)^{1/2} + C r^{-\nu} \| (\hat{A}_\lambda - \hat{A}_\lambda(0,0)) \nabla P \|_{L^\infty(Z_r)}
\]
\[
+ C \| (\hat{A}_\lambda - \hat{A}_\lambda(0,0)) \nabla P \|_{C^{\nu}/2(Z_r)} + C r^{1-\nu} \left( \int_{Z_r} |F|^p \right)^{1/p} + \frac{1}{r^{1+\nu}} \| g - P \|_{C^{1+\alpha}(I_r)}
\]
\[
\leq \frac{C}{r^{1+\nu}} \left( \int_{Z_r} |u_0^\lambda - P|^2 \right)^{1/2} + C \| \nabla P \| + C r^{1-\nu} \left( \int_{Z_r} |F|^p \right)^{1/p} + \frac{1}{r^{1+\nu}} \| g - P \|_{C^{1+\alpha}(I_r)},
\]
from which and (5.7), the desired result follows for \( \tau \) small enough. \( \square \)

**Lemma 5.2.** Let \( u_{\varepsilon}^\lambda \) be a weak solution to \( \partial_t u_{\varepsilon}^\lambda + \mathcal{L}_\varepsilon^\lambda u_{\varepsilon}^\lambda = F \) in \( Z_r \), and \( u_{\varepsilon}^\lambda = g \) on \( I_r \) where \( 0 < r \leq 1 \), \( F \in L^p(Z_r) \) for some \( p > d+2 \) and \( g \in C^{1+\alpha}(I_r) \). Let \( \tau \in (0, 1/4) \) be given by Lemma 5.1. Then for any \((1 + \sqrt{\lambda})\varepsilon \leq \delta \leq r \leq 1\), we have
\[
\mathcal{G}(\tau r; u_{\varepsilon}^\lambda) \leq \frac{1}{2} \mathcal{G}(r; u_{\varepsilon}^\lambda) + C \left( \frac{\delta}{r} \right)^{\sigma} \left\{ \left( \int_{Z_r} |u_{\varepsilon}^\lambda|^2 \right)^{1/2} + r^2 \left( \int_{Z_r} |F|^p \right)^{1/p} + \| g \|_{C^{1+\alpha}(I_r)} \right\}
\]
for some \( \sigma \) depending only on \( d, \mu, \) and \( \theta \) in (1.5), where \( C \) depends only on \( d, \mu, p, \alpha, M_0, \) and \( (\theta, L) \) in (1.5).

**Proof.** The proof, which relies on Theorem 5.1 and Lemma 5.1, is completely the same as (4.2). \( \square \)

**Theorem 5.2.** Let \( u_{\varepsilon}^\lambda \) be a solution to \( \partial_t u_{\varepsilon}^\lambda + \mathcal{L}_\varepsilon^\lambda u_{\varepsilon}^\lambda = F \) in \( Z_1 \), and \( u_{\varepsilon}^\lambda = g \) on \( I_1 \), where \( F \in L^p(Z_1) \) with \( p > d+2 \), and \( g \in C^{1+\alpha}(I_1) \). Then for any \( 0 < (1 + \sqrt{\lambda})\varepsilon \leq r < 1 \), we have
\[
\left( \int_{Z_r} |\nabla u_{\varepsilon}^\lambda|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Z_1} |\nabla u_{\varepsilon}^\lambda|^2 \right)^{1/2} + \left( \int_{Z_1} |F|^p \right)^{1/p} + \| g \|_{C^{1+\alpha}(I_1)} \right\}
\]
where \( C \) depends only on \( d, \mu, p, \alpha, M_0 \) and \( (\theta, L) \) in (1.5).

**Proof.** Parallel to Theorem 4.1, the proof is based on Lemma 5.2 and Lemma 8.5 in [27]. Let us omit the details. \( \square \)

In the case \( \kappa = \varepsilon \), we can take \( \lambda = 1 \) in Theorem 5.2 and derive the boundary Lipschitz estimate for \( \partial_t + L_\varepsilon = \partial_t - \text{div}(A(x, t, x/\varepsilon, t/\varepsilon^2)\nabla) \) uniform down to scale \( \varepsilon \). Indeed, let \( u_{\varepsilon} \) be a weak solution to \( \partial_t u_{\varepsilon} + L_\varepsilon u_{\varepsilon} = F \) in \( Z_1 \), and \( u_{\varepsilon} = g \) on \( I_1 \), where \( F \in L^p(Q_1) \), \( p > d+2 \), and \( g \in C^{1+\alpha}(I_1) \), \( 1 < \alpha < 1 \). Then, similar to (4.8), we have
\[
\left( \int_{Z_r} |\nabla u_{\varepsilon}|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Z_1} |\nabla u_{\varepsilon}|^2 \right)^{1/2} + \left( \int_{Z_1} |F|^p \right)^{1/p} + \| g \|_{C^{1+\alpha}(I_1)} \right\}
\]
for any \( \varepsilon \leq r < 1 \). Under additional smoothness assumption on \( A \), one can derive the uniform boundary Lipschitz estimates in the small scales for \( \partial_t + L_\varepsilon \).
Theorem 5.3. Assume that $A(x,t,y,s)$ satisfies (1.3), (1.4) and (1.11). Let $u_\varepsilon$ be a solution to $\partial_t u_\varepsilon - \text{div}(A(x,t,x/\varepsilon,t/\varepsilon^2)\nabla u_\varepsilon) = F$ in $Z_1$, and $v_\varepsilon = g$ on $I_1$, where $F \in L^p(Z_1)$ with $p > d + 2$, and $g \in C^{1+\alpha}(I_1)$. Then for any $0 < \varepsilon < \infty$,

$$|\nabla u_\varepsilon(0,0)| \leq C \left\{ \left( \int_{Z_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Z_1} |F|^p \right)^{1/p} + \|g\|_{C^{1+\alpha}(I_1)} \right\}, \quad (5.11)$$

where $C$ depends only on $d$, $\mu$, $p$, $\alpha$, $M_0$, and $(\partial, M)$ in (1.11).

Proof. The proof, based on standard blow-up argument, is the same as that for Theorem 4.2. We therefore omit the details.

As direct consequences of Theorem 5.3, the following two corollaries are completely parallel to Corollaries 4.1 and 4.2.

Corollary 5.1. Let $A = A(x,t,s)$ be 1-periodic in $s$ and satisfy (1.3) and (4.10). Let $v_\varepsilon$ be a weak solution to $\partial_t v_\varepsilon - \text{div}(A(x,t,t/\varepsilon)\nabla v_\varepsilon) = F$ in $Z_1$, and $v_\varepsilon = g$ on $I_1$, where $F \in L^p(Z_1)$, $p > d + 2$, and $g \in C^{1+\alpha}(I_1)$. Then for any $0 < \varepsilon < \infty$,

$$|\nabla v_\varepsilon(0,0)| \leq C \left\{ \left( \int_{Z_1} |\nabla v_\varepsilon|^2 \right)^{1/2} + \left( \int_{Z_1} |F|^p \right)^{1/p} + \|g\|_{C^{1+\alpha}(I_1)} \right\}, \quad (5.12)$$

where $C$ depends only on $d$, $\mu$, $p$, $\alpha$, $M_0$, and $(\theta, L)$ in (4.10).

Corollary 5.2. Let $A = A(x,t,y)$ be 1-periodic in $y$ and satisfy (1.3) and (4.11). Let $v_\varepsilon$ be a weak solution to $\partial_t v_\varepsilon - \text{div}(A(x,t,x/\varepsilon)\nabla v_\varepsilon) = F$ in $Z_1$, and $v_\varepsilon = g$ on $I_1$, where $F \in L^p(Z_1)$ for some $p > d + 2$, and $g \in C^{1+\alpha}(I_1)$. Then for any $0 < \varepsilon < \infty$,

$$|\nabla v_\varepsilon(0,0)| \leq C \left\{ \left( \int_{Z_1} |\nabla v_\varepsilon|^2 \right)^{1/2} + \left( \int_{Z_1} |F|^p \right)^{1/p} + \|g\|_{C^{1+\alpha}(I_1)} \right\}, \quad (5.12)$$

where $C$ depends only on $d$, $\mu$, $p$, $\alpha$, $M_0$, and $(\theta, L)$ in (4.11).

6 Proof of Theorems 1.1 and 1.2

We are now ready to prove the uniform Lipschitz estimates for the operator

$$\partial_t + \mathcal{L}_\varepsilon = \partial_t - \text{div}(A(x,t,x/\varepsilon,t/\kappa^2)\nabla), \quad 0 < \varepsilon, \kappa < 1.$$  

Proof of Theorem 1.1. By translation, it suffices to consider the case $(x_0,t_0) = (0,0)$. Let $u_\varepsilon$ be a weak solution of $\partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F$ in $Q_1 = Q_1(0,0)$ with $F \in L^p(Q_1)$, $p > d + 2$. Note that $\partial_t + \mathcal{L}_\varepsilon = \partial_t + \mathcal{L}_{\varepsilon,1}$ and $(1 + \sqrt{\varepsilon}) = \varepsilon + \kappa$ when $\lambda = \kappa^2/\varepsilon^2$. By taking $\lambda = \kappa^2/\varepsilon^2$ in Theorem 4.1, it follows that for any $\varepsilon + \kappa \leq r < 1$,

$$\left( \int_{Q_r} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} \right. \left. + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\}, \quad (6.1)$$
which is exactly (1.10).

To verify (1.12), we may assume that $0 < \varepsilon, \kappa < c_0$ for some small constant $c_0 \in (0, 1)$, for otherwise we have $\varepsilon \geq c_0, \kappa \geq \varepsilon$ or $\varepsilon \geq c_0, \kappa < c_0$; or $\kappa \geq c_0, \varepsilon < c_0$. For the first case, the coefficient $A(x, t, x/\varepsilon, t/\kappa^2)$ is uniformly Hölder continuous in $(x, t)$. One can derive (1.12) from the standard Lipschitz estimates for parabolic equations with Hölder continuous coefficients. For the other two cases, the operator $\partial_t + \mathcal{L}_\varepsilon$ simply reduces to the operators with only temporal or spatial oscillations considered in Corollaries 4.1 and 4.2, from which (1.12) follows directly. Therefore, it suffices to consider the case $0 < \varepsilon, \kappa < c_0$. Let $\rho$ be given by (1.2). We divide the remaining proof into three cases: $\rho = 0$; $0 < \rho < \infty$; and $\rho = \infty$.

**Case 1:** $0 < \rho < \infty$. Assume that $(\rho/2) \leq \kappa/\varepsilon \leq 2\rho$ for $0 < \varepsilon < c_0 < 1$. Then estimate (6.1) implies that

$$
\left( \int_{Q_1} |\nabla u| \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla w| \right)^{1/2} + \left( \int_{Q_1} |F| \right)^{1/p} \right\},
$$

(6.2)

where $C$ depends only on $d$, $\mu$, $p$, $\rho$, and $(\theta, L)$ in (1.5). Let $w(x, t) = \varepsilon^{-1} u(\varepsilon x, \varepsilon^2 t)$, it follows that

$$
\partial_t w - \text{div}(A(\varepsilon x, \varepsilon^2 t, x, t\varepsilon^2/\kappa^2) \nabla w) = \tilde{F} \quad \text{in } Q_{\varepsilon^{-1}},
$$

where $\tilde{F}(x, t) = \varepsilon F(\varepsilon x, \varepsilon^2 t)$. Note that $(\rho/2) \leq \kappa/\varepsilon \leq 2\rho$, (1.11) implies that $A(x, t) = A(\varepsilon x, \varepsilon^2 t, x, t\varepsilon^2/\kappa^2)$ is uniformly Hölder continuous in $(x, t)$. Thanks to the standard Lipschitz estimates of parabolic equations with Hölder continuous coefficients,

$$
|\nabla u(0, 0)| = |\nabla w(0, 0)| \leq C \left\{ \left( \int_{Q_1} |\nabla w| \right)^{1/2} + \left( \int_{Q_1} |\tilde{F}| \right)^{1/p} \right\},
$$

(6.3)

for some positive constant $C$ depending only on $d, \mu, p, \rho$, and $(\theta, L)$ in (1.11), from which and (6.2), the desired estimate (1.12) follows directly.

**Case 2:** $\rho = 0$. In this case, $\varepsilon + \kappa \simeq \varepsilon$ for $\varepsilon < c_0$. Thus (6.1) also reduces to (6.2). Let $w(x, t) = \varepsilon^{-1} u(\varepsilon x, \varepsilon^2 t)$, it follows that

$$
\partial_t w - \text{div}(A(\varepsilon x, \varepsilon^2 t, x, t/(\varepsilon')^2) \nabla w) = \tilde{F} \quad \text{in } Q_{\varepsilon^{-1}},
$$

where $\tilde{F}(x, t) = \varepsilon F(\varepsilon x, \varepsilon^2 t)$ and $\varepsilon' = (\kappa/\varepsilon)^2$. Note that $B(x, t, s) = A(\varepsilon x, \varepsilon^2 t, x, s)$ satisfies the condition (4.10). We therefore conclude from Corollary 4.1 that

$$
|\nabla u(0, 0)| = |\nabla w(0, 0)| \leq C \left\{ \left( \int_{Q_1} |\nabla w| \right)^{1/2} + \left( \int_{Q_1} |\tilde{F}| \right)^{1/p} \right\},
$$

(6.4)
which, together with (6.2), gives (1.12).

**Case 3:** \( \rho = \infty \). Now estimate (6.1) reduces to

\[
\left( \int_{Q_\varepsilon} |\nabla u_\varepsilon|^2 \right)^{1/2} \leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\}.
\]  

(6.5)

By setting \( w(x, t) = \kappa^{-1} u_\varepsilon(\kappa x, \kappa^2 t) \), we get

\[
\partial_t w - \text{div}(A(\kappa x, \kappa^2 t, x/(\varepsilon/\kappa)^2, t) \nabla w) = \tilde{F} \quad \text{in } Q_{\kappa^{-1}}
\]

(6.6)

with \( \tilde{F}(x, t) = \kappa F(\kappa x, \kappa^2 t) \). Since \( B(x, t, y) = A(\kappa x, \kappa^2 t, y, t) \) satisfies (4.11). Corollary 4.2, together with (6.5), implies that

\[
|\nabla u_\varepsilon(0, 0)| = |\nabla w(0, 0)| \leq C \left\{ \left( \int_{Q_1} |
abla w|^2 \right)^{1/2} + \left( \int_{Q_1} |\tilde{F}|^p \right)^{1/p} \right\}
\]

\[
\leq C \left\{ \left( \int_{Q_\varepsilon} |\nabla u_\varepsilon|^2 \right)^{1/2} + \kappa^{-1} \left( \int_{Q_1} |F|^p \right)^{1/p} \right\}
\]

\[
\leq C \left\{ \left( \int_{Q_1} |\nabla u_\varepsilon|^2 \right)^{1/2} + \left( \int_{Q_1} |F|^p \right)^{1/p} \right\},
\]

(6.7)

which is exactly (1.12). By combining the estimates from Case 1 to Case 3, one derives (1.12) immediately. The proof is complete. \( \square \)

**Proof of Theorem 1.2.** Since \( \partial_t + \mathcal{L}_\varepsilon = \partial_t + \mathcal{L}_\varepsilon^\lambda \) and \((1 + \sqrt{\lambda})\varepsilon = \varepsilon + \kappa \) when \( \lambda = \kappa^2/\varepsilon^2 \). The large scale estimate (1.13) follows directly from (5.3) by setting \( \lambda = \kappa^2/\varepsilon^2 \). The proof of (1.14), based on Corollaries 5.1 and 5.2, is almost the same as the proof of (1.12). We therefore omit the details. \( \square \)

### 7 Proof of Theorem 1.3

To begin with, we consider the convergence rate for the initial-Dirichlet problem

\[
\partial_t u_\varepsilon^\lambda + \mathcal{L}_\varepsilon^\lambda u_\varepsilon^\lambda = F \quad \text{in } \Omega_T, \\
u_\varepsilon^\lambda = g \quad \text{on } \partial_p \Omega_T,
\]

(7.1)

where \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^d \), \( \Omega_T = \Omega \times (0, T) \), and \( \partial_p \Omega_T \) is the parabolic boundary of \( \Omega_T \). Let \( \partial_t + \mathcal{L}_0^\lambda \) be the homogenized operator of \( \partial_t + \mathcal{L}_\varepsilon^\lambda \), and \( u_0^\lambda \) the solution to

\[
\partial_t u_0^\lambda + \mathcal{L}_0^\lambda u_0^\lambda = F \quad \text{in } \Omega_T, \\
u_0^\lambda = g \quad \text{on } \partial_p \Omega_T.
\]

(7.2)

Similar to (3.3), define

\[
\tilde{w}_\varepsilon^\lambda = u_\varepsilon^\lambda - u_0^\lambda - \varepsilon S_\delta((\chi^\varepsilon)^\varepsilon \nabla u_0^\lambda)\eta_\delta + \varepsilon^2 S_{\delta}((\partial_x, \mathfrak{B}_{i(d+1)j}^\lambda)^\varepsilon \partial_x, \partial_x u_0^\lambda)\eta_\delta
\]

\[
+ \varepsilon^2 S_{\delta}((\mathfrak{B}_{i(d+1)j}^\lambda)^\varepsilon \partial_x, \partial_x u_0^\lambda)\eta_\delta + \varepsilon^2 S_{\delta}((\mathfrak{B}_{i(d+1)j}^\lambda)^\varepsilon \partial_x, u_0^\lambda) \partial_x, \eta_\delta.
\]

(7.3)
where \( f^\varepsilon(x, t) = f(x, t, x/\varepsilon, t/\varepsilon^2) \), \( \delta = (1 + \sqrt{\lambda})\varepsilon \), \( \chi^\lambda \) and \( \mathcal{B}^\lambda \) are the matrices of correctors and flux correctors defined in Section 2. The cut-off function \( \eta_\delta \in C^\infty(\mathbb{R}^{d+1}) \) satisfies
\[
0 \leq \eta_\delta \leq 1, \quad \text{and} \quad \eta_\delta = 1 \text{ in } \Omega_T \setminus \Omega_{T,\delta}, \quad \eta_\delta = 0 \text{ in } \Omega_{T,2\delta},
\]
where \( \Omega_{T,\delta} \) denotes the (parabolic) boundary layer
\[
\Omega_{T,\delta} = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \delta \} \times (0, T) \cup (\Omega \times (0, \delta^2))
\]
for \( 0 < \delta < c \).

**Theorem 7.1.** Assume that \( A \) satisfies (1.3), (1.4) and (1.5) with \( \theta = 1 \). Let \( \tilde{w}_\varepsilon^\lambda \) be defined as (7.3). Then, for any \( \psi \in L^2(0, T; H^1_0(\Omega)) \),
\[
\left| \int_0^T \langle (\partial_t + \mathcal{L}_\varepsilon^\lambda) \tilde{w}_\varepsilon^\lambda, \psi \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} \, dt \right|
\leq C \{ \| u_0^\lambda \|_{L^2(0, T; H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \} \{ \delta \| \nabla \psi \|_{L^2(\Omega_T)} + \delta^{1/2} \| \nabla \psi \|_{L^2(\Omega_{T,5\delta})} \},
\]
where \( C \) depends only on \( d, \mu, L, \Omega \) and \( T \). In particular,
\[
\| \nabla \tilde{w}_\varepsilon^\lambda \|_{L^2(\Omega_T)} \leq C \delta^{1/2} \{ \| \nabla^2 u_0^\lambda \|_{L^2(\Omega_T)} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} + \| \nabla u \|_{L^2(\Omega_T)} \}.
\]

**Proof.** Performing similar analysis as in Lemma 3.1, parallel to (3.14), it is not difficult to prove that
\[
\left| \int_0^T \langle (\partial_t + \mathcal{L}_\varepsilon^\lambda) \tilde{w}_\varepsilon^\lambda, \psi \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} \, dt \right|
\leq C \| \nabla u_0^\lambda \|_{L^2(\Omega_{T,5\delta})} \| \nabla \psi \|_{L^2(\Omega_{T,5\delta})} + C \delta \| \nabla u_0^\lambda \|_{L^2(\Omega_T)} \| \nabla \psi \|_{L^2(\Omega_T)}
+ C \delta \{ \| \nabla^2 u_0^\lambda \|_{L^2(\Omega_T)} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \} \| \nabla \psi \|_{L^2(\Omega_T)}.
\]

Thanks to Lemma 7.1 in [14], we know that
\[
\| \nabla u \|_{L^2(\Omega_{T,\delta})} \leq C \delta^{1/2} \left\{ \| \nabla^2 u \|_{L^2(\Omega_T)} + \| \partial_t u \|_{L^2(\Omega_T)} + \| \nabla u \|_{L^2(\Omega_T)} \right\},
\]
which, together with (7.8), gives (7.6). Note that \( \int_0^T \langle \partial_t \tilde{w}_\varepsilon^\lambda, \tilde{w}_\varepsilon^\lambda \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} \, dt \geq 0 \). By taking \( \psi = \tilde{w}_\varepsilon^\lambda \) in (7.8), and using (7.9), one gets (7.7) immediately. The proof is complete. \( \square \)

**Theorem 7.2.** Assume that \( A \) satisfies (1.3), (1.4) and (1.5) with \( \theta = 1 \). Let \( \Omega \) be a bounded \( C^{1,1} \) domain in \( \mathbb{R}^d \). Let \( u_\varepsilon^\lambda, u_0^\lambda \) be respectively the solutions to (7.1) and (7.2). Then
\[
\| u_\varepsilon^\lambda - u_0^\lambda \|_{L^2(\Omega_T)} \leq C \delta \left\{ \| u_0^\lambda \|_{L^2(0, T; H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \right\},
\]
where \( C \) depends only on \( d, \mu, L, \Omega \) and \( T \).
Proof. The proof is based on (7.6), (7.7) and the standard duality argument initiated in [30], see also [12] for the parabolic settings. For \( G \in L^2(\Omega_T) \), let \( v_\varepsilon^\lambda(x,t) \) and \( v_0^\lambda(x,t) \) be respectively the solutions to

\[-\partial_t v_\varepsilon^\lambda + \mathcal{L}^\lambda_* v_\varepsilon^\lambda = G \quad \text{in} \ \Omega_T, \quad v_\varepsilon^\lambda = 0 \quad \text{on} \ \Gamma_T \cup (\Omega \times \{t=T\}),\]

and

\[-\partial_t v_0^\lambda + \mathcal{L}^\lambda_* v_0^\lambda = G \quad \text{in} \ \Omega_T, \quad v_0^\lambda = 0 \quad \text{on} \ \Gamma_T \cup (\Omega \times \{t=T\}),\]

where \( \Gamma_T = \partial \Omega \times (0,T) \), and \( \mathcal{L}^\lambda_* = -\text{div}(\mathcal{A}^\lambda(x,t)\nabla) \) with \( \mathcal{A}^\lambda \) being the adjoint of \( \mathcal{A}^\lambda \). Then \( v_\varepsilon^\lambda(x,T-t), v_0^\lambda(x,T-t) \) satisfy (7.1) and (7.2) with \( g \equiv 0 \), and \( \mathcal{A}^\lambda, \mathcal{A}^\lambda_* \) replaced by \( \mathcal{A}^\lambda(x,T-t, x/\varepsilon, (T-t)/\varepsilon^2) \) and \( \mathcal{A}^\lambda(x,T-t) \) respectively. Let \( \tilde{\chi}^\lambda, \tilde{\mathcal{B}}^\lambda \) be respectively the correctors and flux correctors of the operators \( \partial_t - \text{div}(\mathcal{A}^\lambda(x,T-t, x/\varepsilon, (T-t)/\varepsilon^2)\nabla) \).

Define

\[
z_\varepsilon^\lambda(x,t) = v_\varepsilon^\lambda(x,T-t) - v_0^\lambda(x,T-t) - \varepsilon S_\delta((\tilde{\chi}^\lambda)^c \nabla v_0^\lambda(x,T-t))\tilde{\eta}_\delta + \varepsilon^2 S_\delta((\partial_{x_i} \tilde{\mathcal{B}}_i^{(d+1)j})^c \partial_{x_j} v_0^\lambda(x,T-t))\tilde{\eta}_\delta + \varepsilon^2 S_\delta((\tilde{\mathcal{B}}_i^{(d+1)j})^c \partial_{x_i} v_0^\lambda(x,T-t))\tilde{\eta}_\delta, \tag{7.11}
\]

where \( \delta = (1 + \sqrt{\lambda})\varepsilon \), the cut-off function \( \tilde{\eta}_\delta \in C^\infty_c(\mathbb{R}^{d+1}) \) satisfies

\[
0 \leq \tilde{\eta}_\delta \leq 1, \quad \text{and} \quad \tilde{\eta}_\delta = 1 \quad \text{in} \ \Omega_T \setminus \Omega_{T,10\delta}, \quad \tilde{\eta}_\delta = 0 \quad \text{in} \ \Omega_{T,8\delta}, \quad |\nabla \tilde{\eta}_\delta| \leq C\delta^{-1}, \quad |\partial_t \tilde{\eta}_\delta| + |\nabla^2 \tilde{\eta}_\delta| \leq C\delta^{-2}.
\]

In view of (7.7), we have

\[
\|\nabla z_\varepsilon^\lambda\|_{L^2(\Omega_T)} \leq C\delta^{1/2} (\|\nabla^2 v_0^\lambda\|_{L^2(\Omega_T)} + \|\partial_t v_0^\lambda\|_{L^2(\Omega_T)} + \|\nabla v_0^\lambda\|_{L^2(\Omega_T)}) \leq C\delta^{1/2} \|G\|_{L^2(\Omega_T)}, \tag{7.12}
\]

where we have used the \( H^2 \) estimate for parabolic systems with Lipschitz coefficients [9].

We now perform the duality argument. Let \( \tilde{w}_\varepsilon^\lambda \) be given by (7.3). Observe that

\[
|\int_{\Omega_T} \tilde{w}_\varepsilon^\lambda G \, dx \, dt| = \left| \int_0^T \langle (\partial_t + \mathcal{L}^\lambda_*) \tilde{w}_\varepsilon^\lambda, v_\varepsilon^\lambda(t) \rangle \, dt \right|
\leq \left| \int_0^T \langle (\partial_t + \mathcal{L}^\lambda_*) \tilde{w}_\varepsilon^\lambda, z_\varepsilon^\lambda(T-t) \rangle \, dt \right| + \left| \int_0^T \langle (\partial_t + \mathcal{L}^\lambda_*) \tilde{w}_\varepsilon^\lambda, v_0^\lambda(t) \rangle \, dt \right|
\leq \left| \int_0^T \langle (\partial_t + \mathcal{L}^\lambda_*) \tilde{w}_\varepsilon^\lambda, v_\varepsilon^\lambda(t) - v_0^\lambda(t) - z_\varepsilon^\lambda(T-t) \rangle \, dt \right|
\]

36
\[ J_1 + J_2 + J_3. \] (7.13)

Thanks to (7.6) and (7.12), we have
\[ J_1 \leq C \delta \left\{ \| u_0^\lambda \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \right\} \| G \|_{L^2(\Omega_T)} . \]

By (7.6), and (7.9) for \( v_0^\lambda \), we obtain that
\[ J_2 \leq C \delta \left\{ \| u_0^\lambda \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \right\} \| G \|_{L^2(\Omega_T)} . \]

Finally, in view of (7.11) and Lemma 2.6, we know that \( v_\varepsilon^\lambda(t) - v_0^\lambda(t) - v_\varepsilon^\lambda(T-t) \) is supported in \( \Omega_T \setminus \Omega_{T,\delta} \) and
\[ \| \nabla (v_\varepsilon^\lambda(t) - v_0^\lambda(t) - v_\varepsilon^\lambda(T-t)) \|_{L^2(\Omega_T)} \leq C \| \nabla v_0^\lambda \|_{L^2(\Omega_T)} \leq C \| G \|_{L^2(\Omega_T)} . \]

This, together with (7.6), implies that
\[ J_3 \leq C \delta \left\{ \| u_0^\lambda \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \right\} \| G \|_{L^2(\Omega_T)} . \] (7.14)

By taking the estimates for \( J_1 - J_3 \) into (7.13), we derive that
\[ \| \tilde{u}_\varepsilon^\lambda \|_{L^2(\Omega_T)} \leq C \delta \left\{ \| u_0^\lambda \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0^\lambda \|_{L^2(\Omega_T)} \right\} \| G \|_{L^2(\Omega_T)} , \]

which, combined with the estimate
\[ \| u_\varepsilon^\lambda - u_0^\lambda - \tilde{u}_\varepsilon^\lambda \|_{L^2(\Omega_T)} \leq C \delta \| \nabla u_0^\lambda \|_{L^2(\Omega_T)} , \] gives (7.10). \( \square \)

Now we are ready to prove Theorem 1.3.

**Proof of Theorem 1.3.** Let \( u_\varepsilon \) be the weak solution of \( \partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F \) in \( \Omega_T \) with \( u_\varepsilon = g \) on \( \partial_p \Omega_T \), and \( u_0 \) the solution of the homogenized problem \( \partial_t u_0 - \text{div}(\hat{A}(x,t) \nabla u_0) = F \) in \( \Omega_T \) with \( u_0 = g \) on \( \partial_p \Omega_T \). Let \( \lambda = \kappa^2/\varepsilon^2 \). Then \( \partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = \partial_t u_\varepsilon + \mathcal{L}_\varepsilon u_\varepsilon = F \) in \( \Omega_T \). Let \( u_0^\lambda \) be the solution of \( \partial_t u_0^\lambda - \text{div}(\hat{A}(x,t) \nabla u_0^\lambda) = F \) in \( \Omega_T \) with \( u_0^\lambda = g \) on \( \partial_p \Omega_T \). Note that
\[ \| u_\varepsilon - u_0 \|_{L^2(\Omega_T)} \leq \| u_\varepsilon - u_0^\lambda \|_{L^2(\Omega_T)} + \| u_0^\lambda - u_0 \|_{L^2(\Omega_T)} \leq C(\kappa + \varepsilon) \left\{ \| u_0 \|_{L^2(0,T;H^2(\Omega))} + \| \partial_t u_0 \|_{L^2(\Omega_T)} \right\} + \| u_0^\lambda - u_0 \|_{L^2(\Omega_T)} , \] (7.15)

where we have used Theorem 7.2 for the last inequality. To estimate \( u_0^\lambda - u_0 \), we observe that \( u_0^\lambda - u_0 = 0 \) on \( \partial_p \Omega_T \) and
\[ \partial_t (u_0^\lambda - u_0) - \text{div}(\hat{A}(\lambda) \nabla (u_0^\lambda - u_0)) = \text{div}((\hat{A}(\lambda) - \hat{A}) \nabla u_0) \quad \text{in} \quad \Omega_T . \]

By energy estimates,
\[ \| \nabla u_0 - \nabla u_0^\lambda \|_{L^2(\Omega_T)} \leq C \| \hat{A}(\lambda) - \hat{A} \|_{\infty} \| \nabla u_0 \|_{L^2(\Omega_T)} , \]
where \( C \) depends only on \( d, \mu, \Omega, \) and \( T \). This, together with Lemma 2.3, (7.15) and Poincaré’s inequality, gives (1.17). \( \square \)
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