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Abstract

We provide new insight into the convergence properties of the Douglas-Rachford algorithm for the problem $\min_x \{ f(x) + g(x) \}$, where $f$ and $g$ are convex functions. Our approach relies on and highlights the natural primal-dual symmetry between the above problem and its Fenchel dual $\min_u \{ f^*(u) + g_*(u) \}$ where $g_*(u) := g^*(-u)$. Our main development is to show the linear convergence of the algorithm when a natural error bound condition on the Douglas-Rachford operator holds. We leverage our error bound condition approach to show and estimate the algorithm’s linear rate of convergence for three special classes of problems. The first one is when $f$ or $g$ and $f^*$ or $g_*$ are strongly convex relative to the primal and dual optimal sets respectively. The second one is when $f$ and $g$ are piecewise linear-quadratic functions. The third one is when $f$ and $g$ are the indicator functions of closed convex cones. In all three cases the rate of convergence is determined by a suitable measure of well-posedness of the problem. In the conic case, if the two closed convex cones are a linear subspace $L$ and $\mathbb{R}^n_+$, we establish the following stronger finite termination result: the Douglas-Rachford algorithm identifies the maximum support sets for $L \cap \mathbb{R}^n_+$ and $L^\perp \cap \mathbb{R}^n_+$ in finitely many steps. Our developments have straightforward extensions to the more general linearly constrained problem $\min_{x,y} \{ f(x) + g(y) : Ax + By = b \}$ thereby highlighting a direct and straightforward relationship between the Douglas-Rachford algorithm and the alternating direction method of multipliers (ADMM).
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1 Introduction.

We provide new insight into the convergence properties of the Douglas-Rachford algorithm for the problem

$$\min_x \{ f(x) + g(x) \}. \quad (1)$$

where $f$ and $g$ are convex functions.

The Douglas-Rachford algorithm is based on a fixed point iteration of a canonical mapping associated to (1) that we refer to as the Douglas-Rachford operator (see (13)). Our main development (Theorem 1) is to show the linear convergence of the Douglas-Rachford algorithm when the Douglas-Rachford operator satisfies a natural error bound condition (see (20)). Our results rely on
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and highlight the following primal-dual symmetry (see Propositions 1 and 2): the Douglas-Rachford operator for (1) is the same as the Douglas-Rachford operator for its Fenchel dual [see, e.g., 19]

\[
\max_u \{-f^*(u) - g^*(-u)\} \Leftrightarrow \min_u \{f^*(u) + g_*(u)\}.
\] (2)

For notational convenience in (2) and throughout the paper we write \(g_*\) to denote the function \(u \mapsto g^*(-u)\). In particular, the Douglas-Rachford algorithm implicitly solves both (1) and (2) and generates identical iterates if we swap the primal and dual roles of these problems (Proposition 2).

The Douglas-Rachford algorithm was introduced in [5] to solve heat equations. It was initially proposed and studied in [15] as a splitting algorithm to find the zero sum of two maximally monotone operators. The seminal work in [15] has led to a very rich and widespread related literature [see, e.g., 3, 6, 7, 17, just to name a few]. In particular, the linear convergence of the Douglas-Rachford algorithm was first studied in [15], and since then, linear convergence of the algorithm has been proved in different settings [8, Sec. 1]. Our approach to the linear convergence of the Douglas-Rachford is inspired by linear convergence results for the alternating direction methods of multipliers (ADMM) algorithm, which is known [see, e.g., 3] to be equivalent to applying the Douglas-Rachford algorithm to (2). In particular, consider the work of [22, Lem. 5] that proves that the linear rate of convergence of the ADMM algorithm for feasible linear optimization problems can be obtained in terms of an error bound on the distance to the problem’s optimality set [22, Lem. 2 and 3]; and the work of [13] who characterize the cases in which an error bound condition [13, Lem. 2.3] is satisfied to show the linear convergence of the ADMM algorithm in the cases when the combined function \(f^* + g_*\) is not necessarily strongly convex.

In contrast with these previous results, our error bound condition (20) directly concerns the set of fixed points of the Douglas-Rachford operator (see (2)). The set of fixed points reflects the primal-dual symmetry of the the Douglas-Rachford operator, as it is the sum of the primal and dual optimal sets (Proposition 1). Therefore our error bound incorporates the distance to the solution sets of both problem (1) and its dual (2), which allows us to take full advantage of the algorithm’s symmetry properties. This perspective enables us to derive sufficient conditions for linear convergence and also a mechanism to estimate the linear rate of convergence in terms of different joint conditioning properties of the functions \(f\) and \(g\).

We leverage the error bound condition (20) to show and estimate the linear rate of convergence of the Douglas-Rachford algorithm for three special classes of problems. The first class is when one of \(f\) or \(g\) is strongly convex and also one of \(f^*\) or \(g_*\) is strongly convex (Theorem 2). This result is inspired by and extends the result in [8, Thm. 1] that only considers the case when \(f\) is both strongly convex and smooth, that is, when \(f\) and \(f^*\) are both strongly convex. Furthermore, the strong convexity assumption can be relaxed to a context that is relative to the optimal solution sets. In this case the rate of convergence of the Douglas-Rachford algorithm is determined by two measures of well-posedness; namely, the relative strong convexity constants of \(f\) or \(g\) and of \(f^*\) or \(g_*\) (see (27) and Theorem 2).

The second class is when both \(f\) and \(g\) are piecewise linear-quadratic (Theorem 3). In this case, the rate of convergence of the algorithm is determined by the maximum of a finite collection of relative Hoffman constants [18]. This case covers a number of interesting problem classes including linear and quadratic programming, support-vector machines, and ridge and LASSO regression.

The third class is when \(f\) and \(g\) are the indicator functions of closed convex cones \(C \subseteq \mathbb{R}^n\) and \(K \subseteq \mathbb{R}^n\) respectively. In this case the problems (1) and (2) correspond to the conic feasibility problem

\[
\text{find } x \in C \cap K
\]
and its alternative
\[ \text{find } u \in C^\circ \cap K^*, \]
where \((\cdot)^\circ\) and \((\cdot)^*\) respectively denote the associated polar and dual cones. We show that in this case the convergence properties of the Douglas-Rachford algorithm are determined by some \textit{relative subtransversality} constants of the above two feasibility problems (Theorem 4). In the particular case when \(C = L\) is a linear subspace and \(K = \mathbb{R}_n^+\), we establish the following stronger \textit{finite termination} properties (Theorem 5). If either \(L \cap \mathbb{R}_n^+ \neq \emptyset\) or \(L^\perp \cap \mathbb{R}_n^+ \neq \emptyset\), then the Douglas-Rachford algorithm terminates after finitely many steps. More generally, for any subspace \(L \subseteq \mathbb{R}^n\) the algorithm identifies the maximum support sets for both \(L \cap \mathbb{R}_n^+\) and \(L^\perp \cap \mathbb{R}_n^+\) after finitely many steps. The latter result provides a partial answer to the open question posed by Dadush, Végh, and Zambelli [4] concerning maximum support sets for the feasibility problems \(L \cap \mathbb{R}_n^+\) and \(L^\perp \cap \mathbb{R}_n^+\).

Our finite termination result (Theorem 5) is inspired by and related to the pioneering work of Spingarn [21] and the more recent work of Bauschke et al. [1]. Indeed, [1, Thm. 3.7] establishes the finite convergence of the Douglas-Rachford algorithm in the case when the function \(f\) is the indicator function of an affine subspace \(A\), the function \(g\) is the indicator function of a closed convex set \(B\) that is polyhedral at every point in \(A \cap \text{bdry} B\), and the \textit{Slater} condition \(A \cap \text{int} B \neq \emptyset\) is satisfied. The latter work in turn can be seen as a refinement of the earlier result in [21, Thm. 2] that shows the finite convergence of the method of partial inverses for solving a system of linear inequalities provided the system is strictly feasible. In contrast to [1, 21], our approach is specialized to the problems \(L \cap \mathbb{R}_n^+\) and \(L^\perp \cap \mathbb{R}_n^+\). This in turn yields a finite termination result in full generality that does not require a Slater condition. Furthermore, although similar in spirit, our proof of finite termination is substantially more succinct than the proofs of finite termination in [1, 21]. We also extend these results to the more general case in which \(L\) is an affine subspace (Proposition 6).

All of our developments have a straightforward extension (Proposition 8) to the more general, linearly constrained problem
\[
\min_{x,y} f(x) + g(y) \quad Ax + By = b,
\]
after noting that the latter can be reformulated as \(\min_{z} \{ \tilde{f}(z) + \tilde{g}(z) \}\) for the functions \(\tilde{f}(z) = \min_{x} \{ f(x) : Ax = z \}\) and \(\tilde{g}(z) := \min_{y} \{ g(y) : b - By = z \}\). We show that this extended version of the Douglas-Rachford algorithm is indeed \textit{equivalent} to the alternating direction method of multipliers (ADMM) (Proposition 9). The latter fact provides an interesting complement to the well-known equivalence between the Douglas-Rachford algorithm applied to the dual problem (2) and the ADMM algorithm applied to the primal problem (1) [see, e.g., 3].

The rest of the article is organized as follows. In Section 2, we introduce most of the notation and terminology used throughout the article, well-known facts related to optimality conditions of the primal-dual convex minimization problems (1) and (2), as well as the Douglas-Rachford operator and the Douglas-Rachford algorithm for problems (1) and (2). Section 3 presents our main development, namely error bound condition (20). This condition ensures the linear convergence of the Douglas-Rachford algorithm, and can be used to estimate its rate of convergence in straightforward fashion (Theorem 1). We then apply this result to obtain and estimate the linear rate of convergence of the Douglas-Rachford algorithm for two special cases. The first one is when one of the functions \(f\) or \(g\) is strongly convex relative to the primal optimal set and also \(f^*\) or \(g^*\) is strongly convex relative to the dual optimal set (see Section 3.1). The second one is when \(f\) and \(g\), or equivalently \(f^*\) and \(g^*\), are piecewise linear-quadratic functions (see Section 3.2). In Section 4, we consider a third special case; namely, when \(f\) and \(g\) are the indicator functions of convex cones.
In this case the problems (1) corresponds to the feasibility problem of finding a point in the intersection of the two convex cones and (2) corresponds to the alternative feasibility problem defined by the polar and dual cones. In this case, besides estimating the rate of linear convergence of the Douglas-Rachford algorithm, we establish stronger finite convergence properties of the algorithm. In Section 5, we discuss how our results extend in straightforward fashion to the case in which problem (1) has additional linear constraints. We finish in Section 6 with some conclusions and directions of future work.

2 Preliminaries.

Throughout the article, we use standard notation and results from [2, 19, 20]. Let \( \mathbb{R} \) denote the real numbers and \( \bar{\mathbb{R}} = \mathbb{R} \cup \{+\infty\} \) denote the extended real numbers. We denote by \( \langle \cdot, \cdot \rangle \) the standard inner product on \( \mathbb{R}^n \) and by \( \|\cdot\| \) the corresponding standard (Euclidean) norm. Also, we will denote by \( \Gamma_0 := \Gamma_0(\mathbb{R}^n) \) the class of closed, proper, convex functions \( f : \mathbb{R}^n \to \bar{\mathbb{R}} \). In particular, \( \text{dom}(f) := \{x \in \mathbb{R}^n : f(x) \neq +\infty\} \) is non-empty for all \( f \in \Gamma_0 \). Given \( f \in \Gamma_0 \), the convex conjugate of \( f \) is the function \( f^* \in \Gamma_0 \) defined by

\[
 f^*(u) = \sup_{x} \{ \langle u, x \rangle - f(x) \}. 
\]

For notational convenience, we will sometimes write \( f^*(-u) \).

The construction of the convex conjugate readily implies the following Fenchel-Young inequality for all \( x, u \in \mathbb{R}^n \)

\[
 f^*(u) + f(x) \geq \langle u, x \rangle. 
\]

Furthermore, equality holds in (3) if and only if \( u \in \partial f(x) \).

Let \( \text{graph}(\partial f) := \{(x, u) : u \in \partial f(x)\} \). For all \( f \in \Gamma_0 \), the subdifferential of \( f \) is monotone, that is,

\[
 \langle v - u, y - x \rangle \geq 0 \text{ for all } (x, u), (y, v) \in \text{graph}(\partial f). 
\]

The monotonicity of the subdifferential implies Fermat’s rule,

\[
 \text{argmin}_{x \in \mathbb{R}^n} f(x) = \{x \in \mathbb{R}^n : \partial f(x) = 0\}. 
\]

Further, the subdifferentials of a closed convex function and its conjugate are related by the relationship

\[
 u \in \partial f(x) \text{ if and only if } x \in \partial f^*(u). 
\]

The proximal mapping of \( f \), \( \text{prox}_f : \mathbb{R}^n \to \mathbb{R}^n \), is defined by

\[
 \text{prox}_f(x) := \text{argmin}_{y \in \mathbb{R}^n} \left\{ f(y) + \frac{1}{2} \|y - x\|^2 \right\}. 
\]

If \( f \in \Gamma_0 \) then the proximal mapping is defined everywhere and the following Moreau decomposition holds for any \( x \in \mathbb{R}^n \)

\[
 \text{prox}_f(x) + \text{prox}_{f^*}(x) = x. 
\]

The proximal mapping and the subdifferential are closely linked via the relationship

\[
 u \in \partial f(x) \text{ if and only if } x = \text{prox}_f(x + u), 
\]
which is equivalent to
\[ s = \text{prox}_f(x) \text{ if and only if } x - s \in \partial f(s). \] 
(8)

Let \( x, \hat{x} \in \mathbb{R}^n \) be given. From (8) and the monotonicity of the subdifferential (4) we obtain
\[ \langle x - \text{prox}_f(x) - (\hat{x} - \text{prox}_f(\hat{x})) \rangle, \text{prox}_f(x) - \text{prox}_f(\hat{x}) \rangle \geq 0 \] 
which in turns implies,
\[ \langle \text{prox}_f(x) - \text{prox}_f(\hat{x}), x - \hat{x} \rangle \geq \| \text{prox}_f(x) - \text{prox}_f(\hat{x}) \|^2. \] 
(9)

That is, the proximal mapping \( \text{prox}_f \) is firmly non-expansive. Applying Cauchy-Schwarz inequality, from (9) we obtain
\[ \| \text{prox}_f(x) - \text{prox}_f(\hat{x}) \| \leq \| x - \hat{x} \|. \] 
(10)

That is, the proximal mapping \( \text{prox}_f \) is also Lipschitz continuous with parameter one.

With these preliminary facts at hand, we can now present the well-known Douglas-Rachford algorithm [5, 15]. Let \( f, g \in \Gamma_0 \). Consider the problem
\[ \min_x \{ f(x) + g(x) \} \iff \min_{x,y} f(x) + g(y) \quad x - y = 0 \] 
and its Fenchel dual [see, e.g., 19]
\[ \max_u \{ -f^*(u) - g^*(u) \} \iff \min_u f^*(u) + g^*(u) \iff \min_{u,v} f^*(u) + g^*(v) \quad u - v = 0. \] 
(12)

Define the one-step Douglas-Rachford operator \( F : \mathbb{R}^n \to \mathbb{R}^n \) as follows
\[ F(w) = w + \text{prox}_g(2 \text{prox}_f(w) - w) - \text{prox}_f(w). \] 
(13)

Observe that \( F \) in (13) is defined everywhere since \( f, g \in \Gamma_0 \). The following proposition states some fundamental properties of the Douglas-Rachford operator.

**Proposition 1.** Let \( f, g \in \Gamma_0 \). Consider the problems (11), (12), and the Douglas-Rachford operator \( F \) defined via (13). The optimal values of (11) and (12) are the same and they are both attained if and only if the set of fixed points \( \overline{W} = \{ w \in \mathbb{R}^n : w = F(w) \} \) of \( F \) is nonempty. When this is the case, the corresponding correspondences between the optimal solution sets \( \overline{X} := \arg\min_x \{ f(x) + g(x) \}, \overline{U} := \arg\max_u \{ -f^*(u) - g^*(u) \} \), and the fixed point set \( \overline{W} \) of \( F \) hold. On the one hand,
\[ \overline{X} = \{ \text{prox}_f(\bar{w}) : \bar{w} \in \overline{W} \} \text{ and } \overline{U} = \{ \text{prox}_{f^*}(\bar{w}) : \bar{w} \in \overline{W} \}. \] 
(14)

On the other hand,
\[ \overline{W} = \overline{X} + \overline{U}. \] 
(15)

**Proof.** The Fenchel-Young inequality (3) implies that the optimal values of (11) and (12) are the same and attained at \( \bar{x} \) and \( \bar{u} \) if and only if \( (\bar{x}, \bar{u}) \) solves the optimality conditions
\[ \bar{u} \in \partial f(\bar{x}) \text{ and } -\bar{u} \in \partial g(\bar{x}). \] 
(16)

Using (7), these optimality conditions can be equivalently stated as
\[ \bar{x} = \text{prox}_f(\bar{x} + \bar{u}), \bar{x} = \text{prox}_g(\bar{x} - \bar{u}). \]

The latter conditions in turn can be rewritten as follows
\[ \bar{x} = \text{prox}_f(\bar{w}), \bar{u} = \text{prox}_{f^*}(\bar{w}), \bar{w} = F(\bar{w}), \bar{w} = \bar{x} + \bar{u}. \] 
(17)

The if and only if statement in the proposition as well as the identities (14) and (15) readily follow from the equivalence between (16) and (17). □
Algorithm 1 describes the Douglas-Rachford algorithm [5, 15] for solving problem (11). As Proposition 2 below shows, Algorithm 1 implicitly solves (12) as well.

Algorithm 1 Douglas-Rachford
1: Pick $w_0 \in \mathbb{R}^n$
2: for $k = 0, 1, 2, \ldots$ do
   $x_{k+1} := \text{prox}_f(w_k)$
   $y_{k+1} := \text{prox}_g(2x_{k+1} - w_k)$
   $w_{k+1} := w_k + y_{k+1} - x_{k+1}$
3: end for

Observe that the last update in Step 2 of Algorithm 1 can also be written as the fixed point iteration

$$w_{k+1} := F(w_k).$$

Proposition 2 formalizes the following primal-dual symmetry that permeates throughout the paper: the Douglas-Rachford algorithm implicitly yields the same sequence of iterates if we swap the roles of the problems (11) and (12).

Proposition 2. Suppose $f, g \in \Gamma_0$ and $w_0 \in \mathbb{R}^n$. Let $\{(x_k, y_k, w_k) : k = 1, 2, \ldots\}$ denote the sequence of iterates generated by Algorithm 1 applied to (11) starting from $w_0$. Likewise, let $\{(u_k, v_k, \tilde{w}_k) : k = 1, 2, \ldots\}$ denote the sequence of iterates generated by Algorithm 1 applied to

$$\max_u \{-f^*(u) - g^*(-u)\} \Leftrightarrow \min_u \{f^*(u) + g^*(u)\} \Leftrightarrow \min_{u,v} f^*(u) + g^*(v)$$

$$u - v = 0.$$ 

starting from $\tilde{w}_0 := w_0$. Then for $k = 0, 1, \ldots$

$$\tilde{w}_{k+1} = w_{k+1}, \quad u_{k+1} = w_k - x_{k+1}, \quad v_{k+1} = 2y_{k+1} - x_{k+1} + w_k.$$

Proof. Let $F$ denote the Douglas-Rachford operator (13) for problem (11) and let $\tilde{F}$ denote the the Douglas-Rachford for problem (19). We first show that $\tilde{F} = F$. Indeed, we have

$$\tilde{F}(w) = w + \text{prox}_{g^*}(2\text{prox}_{f^*}(w) - w) - \text{prox}_{f^*}(w)$$

$$= w - \text{prox}_{g^*}(w - 2\text{prox}_{f^*}(w)) - \text{prox}_{f^*}(w)$$

$$= w - (2\text{prox}_f(w) - w - \text{prox}_g(2\text{prox}_f(w) - w)) - (w - \text{prox}_f(w))$$

$$= F(w).$$

The second step above follows from the construction of $g^*$. The third one follows from (6). The fourth one follows from (13). Since $F = \tilde{F}$ and $\tilde{w}_0 = w_0$, it follows that $\tilde{w}_{k+1} = w_{k+1}, k = 0, 1, \ldots$. To conclude the proof observe that for $k = 0, 1, \ldots$ the Moreau decomposition identity (6) implies that

$$u_{k+1} = \text{prox}_{f^*}(w_k) = w_k - x_{k+1}$$

$$v_{k+1} = \text{prox}_{g^*}(2u_{k+1} - \tilde{w}_k) = -\text{prox}_{g^*}(2x_{k+1} - w_k) = y_{k+1} - 2x_{k+1} + w_k.$$ 

To conclude this section, we state some well-known basic properties of the mapping $F$.

Lemma 1. Let $f, g \in \Gamma_0$ and $F$ be defined by (13). Then,
(i) the mapping $F$ is firmly non-expansive; that is, $\langle F(w) - F(\hat{w}), w - \hat{w} \rangle \geq \|F(w) - F(\hat{w})\|^2$ for all $w, \hat{w} \in \mathbb{R}^n$.

(ii) the mapping $F$ is Lipschitz continuous with parameter one; that is, $\|F(w) - F(\hat{w})\| \leq \|w - \hat{w}\|$ for all $w, \hat{w} \in \mathbb{R}^n$.

Proof. (i) Let $w$ and $\hat{w}$ be given. Let $x = \text{prox}_f(w)$ and $\hat{x} = \text{prox}_f(\hat{w})$, $y = \text{prox}_g(2x - w)$ and $\hat{y} = \text{prox}_g(2\hat{x} - \hat{w})$. Thus $F(w) = w + y - x$, $F(\hat{w}) = \hat{w} + \hat{y} - \hat{x}$, and

\[
\langle F(w) - F(\hat{w}), w - \hat{w} \rangle - \|F(w) - F(\hat{w})\|^2 \\
= \langle (F(w) - F(\hat{w})), (w - F(w)) \rangle - \langle \hat{F}(w) - \hat{F}(\hat{w}) \rangle \\
= \langle (F(w) - F(\hat{w})), (w - \hat{w}) \rangle - \langle \hat{y} - y, x - \hat{x} \rangle + \langle (x - \hat{x}) - (F(w) - F(\hat{w})), y - \hat{y} \rangle \\
= \langle (w - x) - (\hat{w} - \hat{x}), x - \hat{x} \rangle + \langle (2x - w - y) - (2\hat{x} - \hat{w} - \hat{y}), y - \hat{y} \rangle \\
= \langle x - \hat{x}, w - \hat{w} \rangle - \|x - \hat{x}\|^2 + \langle y - \hat{y}, (2x - w) - (2\hat{x} - \hat{w}) \rangle - \|y - \hat{y}\|^2.
\]

To finish, observe that the last two terms are non-negative, as the proximal mappings $\text{prox}_f$ and $\text{prox}_g$ are firmly non-expansive (9) and $x = \text{prox}_f(w), \hat{x} = \text{prox}_f(\hat{w}), y = \text{prox}_g(2x - w), \hat{y} = \text{prox}_g(2\hat{x} - \hat{w})$. (ii) This follows from (i) after applying Cauchy-Schwarz inequality. \(\square\)

### 3 Linear Convergence of the Douglas-Rachford algorithm.

This section presents our main development. Theorem 1 shows the linear convergence of Algorithm 1 provided the following error bound condition holds on a suitable set $S \subseteq \mathbb{R}^n$.

There exists a finite constant $H > 0$ such that $\text{dist}(w, \overline{W}) \leq H \cdot \| (I - F)(w) \|$ for all $w \in S$. (20)

This error bound approach is inspired by linear convergence results for the ADMM algorithm [see, e.g., 3, 13, 22]. However, in contrast with these previous approaches, our error bound condition (20) concerns the set of fixed points of the Douglas-Rachford operator (13). The set of fixed points reflects the primal-dual symmetry of the the Douglas-Rachford operator, as $\overline{W} = \overline{X} + \overline{U}$. Therefore the error bound (20) takes into account the distance to the solution sets of both problem (1) and its dual problem (2).

**Theorem 1** (Linear convergence of Douglas-Rachford algorithm). Let $f, g \in \Gamma_0$ and $F$ be defined by (13). If $\overline{W} := \{ w \in \mathbb{R}^n : w = F(w) \} \neq \emptyset$ then there exists $\bar{w} \in \overline{W}$, $\bar{x} \in \text{argmin} \{ f(x) + g(x) \}$, and $\bar{u} \in \text{argmax} \{-f^*(u) - g^*(-u)\}$ such that the iterates $(x_k, y_k, w_k)$ generated by Algorithm 1 satisfy $w_k \to \bar{w}$, $x_k \to \bar{x}$ and $u_k := w_{k-1} - x_k \to \bar{u}$. Furthermore, if the error bound condition (20) holds on the set $S := \{ w \in \mathbb{R}^n : \text{dist}(w, \overline{W}) \leq \text{dist}(w, \overline{W}) \}$, then $\text{dist}(w_k, \overline{W}) \to 0$ linearly, more precisely,

\[
\text{dist}(w_k, \overline{W})^2 \leq (1 - \frac{1}{H^2}) \cdot \text{dist}(w_{k-1}, \overline{W})^2.
\]

Additionally, $w_k \to \bar{w}$, $x_k \to \bar{x}$, and $u_k \to \bar{u}$ $R$-linearly. If $\overline{W}$ is a singleton, then $w_k \to \bar{w}$ linearly.

Proof. For any $\bar{w} \in \overline{W}$, Lemma 1(i) applied to $w := w_{k-1}$ implies that $\langle w_k - \bar{w}, w_{k-1} - \bar{w} \rangle \geq \langle w_k - \bar{w}, w_{k-1} - \bar{w} \rangle$ or equivalently $\langle w_k - \bar{w}, w_{k-1} - w_k \rangle \geq 0$. Therefore, for all $\bar{w} \in \overline{W}$

\[
\|w_k - \bar{w}\|^2 = \|w_{k-1} - \bar{w}\|^2 - \|w_k - w_{k-1}\|^2 - 2 \langle w_k - \bar{w}, w_{k-1} - w_k \rangle \leq \|w_{k-1} - \bar{w}\|^2 - \|w_k - w_{k-1}\|^2.
\]

(22)
From (22) it follows that \( \{w_k : k = 0, 1, \ldots \} \) is bounded and \( \|w_k - w_{k-1}\| \to 0 \). Thus, there exists \( \bar{w} \in \mathbb{R}^n \) such that \( w_{k_j} \to \bar{w} \) for some subsequence \( \{w_{k_j} : j = 0, 1, \ldots \} \) of \( \{w_k : k = 0, 1, \ldots \} \). We next show that indeed \( \bar{w} \in \overline{W} \) and \( w_{k} \to \bar{w} \).

Since \( w_{k_j} \to \bar{w} \), the continuity of \( F \) implies that \( w_{k_{j+1}} = F(w_{k_j}) \to F(\bar{w}) \). In addition, since \( \|w_k - w_{k-1}\| \to 0 \) and \( w_{k_j} \to \bar{w} \), it follows that \( w_{k_{j+1}} \to \bar{w} \). Therefore \( \bar{w} = F(\bar{w}) \), that is, \( \bar{w} \in \overline{W} \).

Since (22) holds for \( \bar{w} \in \overline{W} \), in particular it holds for \( \bar{w} = \bar{w} \) and so \( \|w_k - \bar{w}\| \) is monotonically decreasing. Since \( \|w_{k_j} - \bar{w}\| \to 0 \) it follows that \( \|w_k - \bar{w}\| \to 0 \), that is, \( w_{k} \to \bar{w} \).

Since \( \bar{w} \in \overline{W} \), it follows that \( \bar{x} := \text{prox}_f(\bar{w}) \in \text{argmin}\{f(x) + g(x)\} \) and \( \bar{u} := \text{prox}_f(\bar{w}) \in \text{argmax}\{-f^*(u) - g^*(-u)\} \). Also, as the proximal mapping is Lipschitz continuous with parameter one (10), it follows that \( \|\text{prox}_f(w_k) - \text{prox}_f(\bar{w})\| \leq \|w_k - \bar{w}\| \to 0 \). Thus, \( x_{k+1} = \text{prox}_f(w_k) \to \text{prox}_f(\bar{w}) = \bar{x} \) and \( u_{k+1} = w_k - x_{k+1} = \text{prox}_f(w_k) - \text{prox}_f(\bar{w}) = \bar{u} \).

Next, we show (21) when (20) holds on \( \{w \in \mathbb{R}^n : \text{dist}(w, \overline{W}) \leq \text{dist}(w_0, \overline{W})\} \). From (22) it follows that the sequence \( \{\text{dist}(w_k, \overline{W}) : k = 0, 1, \ldots \} \) is decreasing in \( k \). Thus the error bound condition (20) on \( \{w \in \mathbb{R}^n : \text{dist}(w, \overline{W}) \leq \text{dist}(w_0, \overline{W})\} \) implies that for \( k = 1, 2, \ldots \)

\[
\text{dist}(w_{k-1}, \overline{W}) \leq H \cdot \|(I - F)(w_{k-1})\| = H \cdot \|w_k - w_{k-1}\|.
\]

Combining this inequality and inequality (22) and letting \( \bar{w}_k := \text{argmin}_{w \in \overline{W}} \|w_k - w\|, k = 0, 1, \ldots \) we get

\[
\|w_k - \bar{w}_k\|^2 \leq \|w_k - \bar{w}_{k-1}\|^2 \\
\leq \|w_{k-1} - \bar{w}_{k-1}\|^2 - \|w_k - w_{k-1}\|^2 \\
\leq \left( 1 - \frac{1}{H^2} \right) \cdot \|w_{k-1} - \bar{w}_{k-1}\|^2.
\]

In particular, (21) follows. If \( \overline{W} \) is a singleton then \( \bar{w}_k = \bar{w} \) for all \( k \) and equation (23) shows that \( w_k \to \bar{w} \) linearly. Otherwise, to finish the proof it suffices to show \( w_k \to \bar{w} \) R-linearly when (23) holds. To that end, observe that (23) implies that for \( r := \sqrt{1 - \frac{1}{H^2}} < 1 \) and \( k, j = 1, 2, \ldots \)

\[
\|\bar{w}_{k+j} - \bar{w}_{k+j-1}\| \leq \|\bar{w}_{k+j} - w_{k+j}\| + \|w_{k+j} - \bar{w}_{k+j-1}\| \leq 2r^{j+1}\|w_{k-1} - \bar{w}_{k-1}\|.
\]

In addition, \( \bar{w}_k \to \bar{w} \) because \( w_k \to \bar{w} \) and \( \|w_k - \bar{w}_k\| \to 0 \). Thus

\[
\|w_k - \bar{w}\| \leq \|w_k - \bar{w}_k\| + \sum_{j=1}^{\infty} \|\bar{w}_{k+j} - \bar{w}_{k+j-1}\|
\]

\[
\leq \left( r + 2 \sum_{j=1}^{\infty} r^{j+1} \right) \cdot \|w_{k-1} - \bar{w}_{k-1}\|
\]

\[
\leq \left( 2 \sum_{j=0}^{\infty} r^{j+1} \right) \cdot \|w_{k-1} - \bar{w}_{k-1}\|
\]

\[
= \frac{2r}{1 - r} \|w_{k-1} - \bar{w}_{k-1}\|
\]

and so \( w_k \to \bar{w} \) R-linearly since \( \|w_{k-1} - \bar{w}_{k-1}\| = \text{dist}(w_{k-1}, \overline{W}) \to 0 \) linearly. \( \square \)

Theorem 1 allows us to recast the problem of proving and estimating the rate of linear convergence of the Douglas-Rachford algorithm as the problem of computing the constant \( H \) in the
generic error bound condition (20). We will exemplify this procedure by estimating the rate of linear convergence of the Douglas-Rachford algorithm for problems (11) and (12) when the functions \( f \) and \( g \) or their Fenchel duals belong to well-known classes of functions in \( \Gamma \). In particular, we next consider two very relevant cases. First, in Section 3.1 we will consider the case when one of \( f \) or \( g \) is strongly convex relative to the primal optimal set and also \( f^* \) or \( g_* \) is strongly convex relative to the dual optimal set. Second, in Section 3.2 we will consider the case when both functions \( f \) and \( g \), or equivalently \( f^* \) and \( g_* \), are piecewise linear-quadratic. In both cases we will show the error bound condition (20) holds and compute an estimate of \( H \) in terms of the properties of \( f \) and \( g \).

In the separate Section 4, we further specialize our developments to the case when \( f \) and \( g \) are indicator functions of convex cones. Namely, when (11) and (12) correspond to a pair of alternative feasibility problems associated with finding a point in the intersection of the two convex cones. In this case, we show that the error bound condition (20) is satisfied with a constant \( H \) that is determined by an interesting geometric property of the intersection of the cones. We also establish stronger finite termination properties of the Douglas-Rachford algorithm in the particular case when one of the cones is a linear subspace and the other one is the non-negative orthant.

### 3.1 Strong convexity and smoothness.

Suppose \( \mu > 0 \). Recall that a convex function \( f \) is \( \mu \)-strongly convex if \( f(\cdot) - \frac{\mu}{2} \| \cdot \|^2 \) is convex, or equivalently if \( \partial f \) satisfies the following \( \mu \)-strong monotonicity (compare to (4)):

\[
\langle v - u, y - x \rangle \geq \mu \| y - x \|^2 \text{ for all } (x, u), (y, v) \in \operatorname{graph}(\partial f).
\]  

The dual concept of strong convexity is smoothness. A convex function \( f \) is \( L \)-smooth if \( \frac{L}{2} \| \cdot \|^2 - f(\cdot) \) is convex, or equivalently

\[
\langle v - u, y - x \rangle \leq L \| y - x \|^2 \text{ for all } (x, u), (y, v) \in \operatorname{graph}(\partial f),
\]

or equivalently

\[
\langle v - u, y - x \rangle \geq \frac{1}{L} \| v - u \|^2 \text{ for all } (x, u), (y, v) \in \operatorname{graph}(\partial f).
\]

We refer the reader to [e.g., 23] for additional details on these relationships. From (24) and (26) it follows that \( f \) is \( L \)-smooth if and only if \( f^* \) is \( 1/L \)-strongly convex. To highlight the primal-dual symmetry of our next results, we state them in terms of strong convexity of the function \( f, g \) or of their conjugates \( f^*, g_* \).

Recently, [8, Thm. 1 and 2], study the rate of linear convergence of the Douglas-Rachford algorithm in the case when \( f \) is strongly convex and smooth, that is, when both \( f \) and \( f^* \) are strongly convex. As Theorem 2 below shows, our error bound approach (see (20) and Theorem 1) allows us to extend their results to the case when \( f \) or \( g \) and \( f^* \) or \( g_* \) are strongly convex relative to the optimal sets of (11) and (12), for the concept of relative strong convexity that we describe next.

Suppose \( f \in \Gamma_0 \) and \( X \subseteq \operatorname{dom}(\partial f) \) is a nonempty closed convex set. Let \( \Pi_X : \mathbb{R}^n \to X \) denote the orthogonal projection onto \( X \), that is, the mapping defined as follows

\[
y \mapsto \Pi_X(y) := \arg\min_{x \in X} \| y - x \|.
\]

We shall say that \( f \) is \( \mu \)-strongly convex relative to \( X \) if for all \( (y, v) \in \operatorname{graph}(\partial f) \) and all \( u \in \partial f(\Pi_X(y)) \)

\[
\langle v - u, y - \Pi_X(y) \rangle \geq \mu \| y - \Pi_X(y) \|^2.
\]  

(27)
It is evident that if $f$ is $\mu$-strongly convex then $f$ is $\mu$-strongly convex relative to any nonempty closed convex set $X \subseteq \text{dom}(\partial f)$. More generally, Lemma 4 in Section 5 below shows that if $f$ is of the form $f = h \circ A$ where $h$ is strongly convex and $A$ is a linear mapping, then $f$ is strongly convex relative to $A^{-1}(X) \subseteq \text{dom}(\partial f)$ for any nonempty closed convex set $X \subseteq \text{dom}(\partial h)$.

The above concept of relative strong convexity is closely related to and inspired by recent developments in [10].

**Theorem 2.** Let $f, g \in \Gamma_0$ be such that (11) and (12) have the same optimal values and they are both attained. Let $\overline{X} = \text{argmin}_x \{f(x) + g(x)\}$ and $\overline{U} := \text{argmin}_u \{f^*(u) + g^*(-u)\} = \text{argmin}_u \{f^*(u) + g_*(u)\}$ and $F$ be defined via (13). Suppose $f$ or $g$ is $\mu$-strongly convex relative to $\overline{X}$ for some $\mu > 0$, and $f^*$ or $g_*$ is $\mu^*$-strongly convex relative to $\overline{U}$ for some $\mu^* > 0$. Then $F$ satisfies the error bound condition (20) on $S := \mathbb{R}^n$ for $H = 4(1 + \max(1/\mu, 1/\mu^*))$.

*Proof.* On the one hand, for $w \in \mathbb{R}^n$ let $x, u, y, v$ be as follows

$$x := \text{prox}_f(w), u := \text{prox}_{f^*}(w), y := \text{prox}_{g^*}(2x - w), v := \text{prox}_{g_*}(2x - w).$$

From (6) and (13), it follows that

$$w = x + u \quad \text{and} \quad F(w) = w + y - x = u + y = x + v. \quad (28)$$

On the other hand, Proposition 1 implies that for any $(\bar{x}, \bar{u}) \in \overline{X} \times \overline{U}$ we have $\bar{x} = \text{prox}_f(\bar{w})$ and $\bar{u} = \text{prox}_{f^*}(\bar{w})$ for $\bar{w} := \bar{x} + \bar{u} \in \overline{W} = \{w : w = F(w)\}$. Thus from (28) it follows that

$$\langle F(w) - \bar{w}, w - F(w) \rangle = \langle u + y - \bar{x} - \bar{u}, x - y \rangle = \langle u - \bar{u}, \bar{x} - \bar{y} \rangle + \langle y - x, \bar{x} - y \rangle + \langle u - \bar{u}, x - \bar{x} \rangle = \langle u + y - x - \bar{u}, \bar{x} - y \rangle + \langle u - \bar{u}, x - \bar{x} \rangle. \quad (29)$$

Observe that $(x, u) \in \text{graph}(\partial f)$ or equivalently $(u, x) \in \text{graph}(\partial f^*)$, and $(y, -v) \in \text{graph}(\partial g)$ or equivalently $(v, -y) \in \text{graph}(\partial g^*)$. Also $(\bar{x}, \bar{u}) \in \text{graph}(\partial f)$ or equivalently $(\bar{u}, \bar{x}) \in \text{graph}(\partial f^*)$, and $(\bar{x}, -\bar{u}) \in \text{graph}(\partial g)$ or equivalently $(\bar{u}, -\bar{x}) \in \text{graph}(\partial g^*)$. Thus the convexity of $f$ and $g$, the relative $\mu$-strong convexity of $f$ or $g$, and the relative $\mu^*$-strong convexity of $f^*$ or $g_*$ imply that if we judiciously choose $(\bar{x}, \bar{u}) \in \overline{X} \times \overline{U}$ with either $\bar{x} = \Pi_{\overline{X}}(x)$ or $\bar{x} = \Pi_{\overline{X}}(y)$ and with either $\bar{u} = \Pi_{\overline{U}}(u)$ or $\bar{u} = \Pi_{\overline{U}}(v)$ then

$$\langle v - \bar{u}, \bar{x} - \bar{y} \rangle + \langle u - \bar{u}, x - \bar{x} \rangle \geq \frac{1}{2}(\mu_1 \|x - \bar{x}\|^2 + \mu_2 \|y - \bar{x}\|^2 + \mu_3 \|v - \bar{u}\|^2 + \mu_4 \|u - \bar{u}\|^2) \quad (30)$$

for some $\mu_i \geq 0$, $i = 1, 2, 3, 4$ with $\mu_1 + \mu_2 \geq \mu$ and $\mu_3 + \mu_4 \geq \mu^*$. Combining (29) and (30) we obtain

$$\langle F(w) - \bar{w}, w - F(w) \rangle \geq \frac{1}{2}(\mu_1 \|x - \bar{x}\|^2 + \mu_2 \|y - \bar{x}\|^2 + \mu_3 \|v - \bar{u}\|^2 + \mu_4 \|u - \bar{u}\|^2) \quad (29)$$

$$= \frac{1}{2}(\mu_1 \|x - \bar{x}\|^2 + \mu_2 \|F(w) - w + x - \bar{x}\|^2 + \mu_3 \|F(w) - x - \bar{w} + \bar{x}\|^2 + \mu_4 \|w - x - \bar{w} + \bar{x}\|^2) \quad (30)$$

for some $\mu_i \geq 0$, $i = 1, 2, 3, 4$ with $\mu_1 + \mu_2 \geq \mu$ and $\mu_3 + \mu_4 \geq \mu^*$. Hence by applying the technical Lemma 2 below with $a := F(w) - \bar{w}$, $b := w - F(w)$, $c := x - \bar{x}$, we conclude that

$$\|w - \bar{w}\| \leq 4\left(1 + \max(1/\mu, 1/\mu^*)\right)\|w - F(w)\|.$$ 

Therefore the error bound condition (20) holds on $S := \mathbb{R}^n$ for $H = 4(1 + \max(1/\mu, 1/\mu^*))$. \qed
Lemma 2. Let $a, b, c \in \mathbb{R}^n$, and $\mu_i \geq 0$ for $i = 1, \ldots, 4$ be such that

$$
\langle a, b \rangle \geq \frac{1}{2}(\mu_1\|c\|^2 + \mu_2\|c - b\|^2 + \mu_3\|a - c\|^2 + \mu_4\|a + b - c\|^2).
$$

Then

$$
\|a + b\| \leq 4(1 + 1/\mu) \|b\|
$$

for $\mu := \min(\mu_1 + \mu_2, \mu_3 + \mu_4)$.

Proof. Notice that $\langle a, b \rangle \geq 0$ and thus $\|a + b\|^2 \geq \|a - b\|^2$. We have

$$
\langle a, b \rangle \geq \frac{1}{2}(\mu_1\|c\|^2 + \mu_2\|c - b\|^2 + \mu_3\|a - c\|^2 + \mu_4\|a + b - c\|^2)
\geq \frac{\mu}{2}(\min(\|c\|^2, \|c - b\|^2) + \min(\|a - c\|^2, \|a + b - c\|^2))
= \frac{\mu}{2}\min(\|c\|^2 + \|a - c\|^2, \|c\|^2 + \|a + b - c\|^2, \|c - b\|^2 + \|a - c\|^2, \|c - b\|^2 + \|a + b - c\|^2)
\geq \frac{\mu}{4}\min(\|a\|^2, \|a + b\|^2, \|a - b\|^2)
= \frac{\mu}{4}\min(\|a\|^2, \|a - b\|^2).
$$

We now consider two cases separately. If $\|a\| \leq \|a - b\|$, using Cauchy-Schwarz inequality we obtain $\|a\|\|b\| \geq \langle a, b \rangle \geq \frac{\mu}{4}\|a\|^2$ and so $\|b\| \geq \frac{\mu}{4}\|a\|$. The latter inequality in turn implies that

$$
\|a + b\| \leq \|a\| + \|b\| \leq (1 + 4/\mu)\|b\| \leq 4(1 + 1/\mu)\|b\|
$$

and thus (31) holds in this case.

If $\|a\| \geq \|a - b\|$, we obtain $\langle a, b \rangle \geq \frac{\mu}{4}\|a - b\|^2 = \frac{\mu}{4}(\|a + b\|^2 - 4\langle a, b \rangle)$. Hence

$$
\|a + b\|^2 \leq 4(1 + 1/\mu)\langle a, b \rangle \leq 4(1 + 1/\mu)\langle a + b, b \rangle \leq 4(1 + 1/\mu)\|a + b\|\|b\|,
$$

and thus (31) follows in this case as well. \hfill \square

3.2 Piecewise linear-quadratic functions.

Another interesting subclass of $\Gamma_0$ (see Section 2) is the class of piecewise linear-quadratic (PLQ) functions. A function in $\Gamma_0$ is PLQ if there exists a finite polyhedral partition of its domain such that in each of its parts the function is quadratic [see, e.g., 20, Sec. 10.E]. Further, if in each polyhedral partition the PQL function is affine, the function is piecewise linear. The class of PLQ functions is closed under composition with piecewise linear functions and thus problem (11) restricted to PLQ functions $f$ and $g$ encompasses several important optimization models such as linear optimization, (convex) quadratic optimization, least squares, and some of its variations such as LASSO, elastic net, and support vector machines (SVM).

The class of PLQ functions is also closed under several important convex operators, such as the Moreau envelope and the Fenchel conjugates (see, e.g., [20], [16, Prop. 5.1]). It can also be seen that the gradient and proximal operators map the class of PLQ functions to the class of piecewise linear operators (see, e.g., [20], [16, Sec. 5]).

Since the class of PLQ functions is closed under composition with piecewise linear functions, then when both $f$ and $g$ are PLQ, the mapping $F$ defined via (13) as well as the mapping $I - F$ are piecewise linear mappings. Thus the generic property of piecewise linear mappings stated in
Lemma 3 below automatically implies that $F$ satisfies the error bound condition (20) on any set of the form \( \{w : \text{dist}(w, W) \leq R\} \) when $f$ and $g$ are PLQ.

Lemma 3 relies on the following kind of relative Hoffman constant. Suppose $P \subseteq \mathbb{R}^n$ is a polyhedron and $G : P \to \mathbb{R}^m$ is affine on $P$ and such that $G^{-1}(0) \cap P \neq \emptyset$. Then Hoffman’s Lemma \[11, 12\] implies that

$$H(G|P) := \sup_{x \in P \setminus G^{-1}(0)} \frac{\text{dist}(x, G^{-1}(0) \cap P)}{\|G(x)\|} < \infty$$

with the convention that $H(G|P) = 0$ when $P \subseteq G^{-1}(0)$. We call $H(G|P)$ the relative Hoffman constant of $G$ relative to $P$. To cover the case $G^{-1}(0) \cap P = \emptyset$ we extend (32) as follows. For $R > 0$ let

$$H^R(G|P) := \sup_{x \in P \setminus G^{-1}(0)} \min \left\{ \frac{\text{dist}(x, G^{-1}(0) \cap P)}{\|G(x)\|} \right\}$$

with the convention that $\text{dist}(x, G^{-1}(0) \cap P) = \infty$ when $G^{-1}(0) \cap P = \emptyset$. It is easy to see that

$$H^R(G|P) = \begin{cases} H(G|P) < \infty & \text{when } G^{-1}(0) \cap P \neq \emptyset \\ \frac{H_R}{\min_{x \in P} \|G(x)\|} < \infty & \text{when } G^{-1}(0) \cap P = \emptyset. \end{cases}$$

We will also rely on the following notation and terminology. Suppose $P_1, \ldots, P_k$ are nonempty polyhedra and $G_i : \mathbb{R}^n \to \mathbb{R}^n$, $i = 1, \ldots, k$ are affine mappings. We shall say that $(G_1, P_1), \ldots, (G_k, P_k)$ is a compatible collection if the following two conditions hold:

(i) $\mathbb{R}^n = P_1 \cup \cdots \cup P_k$

(ii) $G_i(x) = G_j(x)$ for all $i, j \in \{1, \ldots, k\}$ and all $x \in P_i \cap P_j$.

When the above two conditions hold, we shall write $G = \bigcup_{i=1}^k G_i|P_i$ to denote the piecewise linear mapping defined via $x \in P_i \mapsto G_i(x)$. Note that every piecewise linear mapping $G$ is of the form $G = \bigcup_{i=1}^k G_i|P_i$ for some compatible collection $(G_1, P_1), \ldots, (G_k, P_k)$.

**Lemma 3.** Suppose $(G_1, P_1), \ldots, (G_k, P_k)$ is a compatible collection and $G = \bigcup_{i=1}^k G_i|P_i$. If $G^{-1}(0) := \{w \in \mathbb{R}^n : G(w) = 0\} \neq \emptyset$ then for all $w \in \mathbb{R}^n$ with $\text{dist}(w, G^{-1}(0)) \leq R$ we have

$$\text{dist}(w, G^{-1}(0)) \leq \left( \max_{j=1, \ldots, k} H^R(G_j|P_j) \right) \cdot \|G(w)\|. \quad (33)$$

Furthermore, for $R > 0$ sufficiently small, the following sharper bound holds

$$\text{dist}(w, G^{-1}(0)) \leq \left( \max_{j : P_j \cap G^{-1}(0) \neq \emptyset} H(G_j|P_j) \right) \cdot \|G(w)\|. \quad (34)$$

**Proof.** The construction of $H^R(G_j|P_j)$, $j = 1, \ldots, k$ readily implies that for all $w \in P_j$ with $\text{dist}(w, G^{-1}(0)) \leq R$

$$\text{dist}(w, G^{-1}(0)) \leq H^R(G_j|P_j) \cdot \|G(w)\|.$$  

Therefore (33) follows. Furthermore, observe that

$$\max_{j=1, \ldots, k} H^R(G_j|P_j) = \max \left\{ \max_{j : P_j \cap G^{-1}(0) \neq \emptyset} H(G_j|P_j), \max_{j : P_j \cap G^{-1}(0) = \emptyset} R \right\}$$

\[12\]
for $\epsilon_j := \min_{w \in P_j} \|G(w)\|$ which is strictly positive whenever $P_j \cap G^{-1}(0) = \emptyset$. Hence for $R > 0$ sufficiently small we have
\[
\max_{j=1,\ldots,k} H^R(G_j|P_j) = \max_{j : P_j \cap G^{-1}(0) \neq \emptyset} H(G_j|P_j)
\]
and thus (34) follows.

The following result is an immediate consequence of Lemma 3.

**Theorem 3.** Suppose $f, g$ are PLQ. Consider the problems (11), (12), and the Douglas-Rachford operator $F$ defined via (13). If $\overline{W} = \{w : w = F(w)\} \neq \emptyset$ then $I - F = \bigcup_{i=1}^k G_i|P_i$ for a compatible collection $(G_1, P_1), \ldots, (G_k, P_k)$. Consequently for all $R > 0$ the error bound condition (20) holds on $S := \{w \in \mathbb{R}^n : \text{dist}(w, \overline{W}) \leq R\}$ for
\[
H = \max_{j=1,\ldots,k} H^R(G_j|P_j)
\]
and for
\[
H = \max_{j : P_j \cap \overline{W} \neq \emptyset} H(G_j|P_j)
\]
when $R > 0$ is sufficiently small.

The following example gives explicit expressions for the compatible collection and relative Hoffman constants in Theorem 3 for a special case.

**Example 1.** Suppose $Q \in \mathbb{R}^{n \times n}$ is symmetric positive definite and consider the problem
\[
\min_x \frac{1}{2} x^T Q x + c^T x \quad \text{s.t.} \quad x \geq 0. \tag{35}
\]
This is a particular instance of (1) for $f(x) = \delta_{\mathbb{R}^n_+}$ and $g(x) = \frac{1}{2} x^T Q x + c^T x$. In this case some straightforward calculations show that
\[
(I - F)(w) = (I + Q)^{-1}(w^- + Qw^+ + c).
\]
where $w^+ = \max(w, 0)$ and $w^- = w - w^+ = \min(w, 0)$. In particular,
\[
\overline{W} = \{w \in \mathbb{R}^n : w^- + Qw^+ + c = 0\}
\]
Thus $I - F = \bigcup_{J \subseteq \{1, \ldots, n\}} G_J|P_J$ where $P_J$ and $G_J$ are as follows. For each $J \subseteq \{1, \ldots, n\}$ let $P_J := \{w \in \mathbb{R}^n : w_J \geq 0, w_{J^c} \leq 0\}$ and let $G_J(w) := (I + Q)^{-1}(M_J w + c)$ where $M_J \in \mathbb{R}^{n \times n}$ is
\[
M_J := \begin{bmatrix} 0 & 0 \\ 0 & I_{J^c} \end{bmatrix} + \begin{bmatrix} Q_J & 0 \\ 0 & 0 \end{bmatrix}.
\]

Theorem 3 implies that for (35) the error bound condition (20) holds on $\{w : \text{dist}(w, \overline{W}) \leq R\}$ for
\[
H := \max_{J \subseteq \{1, \ldots, n\}} H^R(G_J|P_J).
\]

It is easy to see that when $P_J \cap \overline{W} \neq \emptyset$
\[
H^R(G_J|P_J) = H(G_J|P_J) \leq \|((I + Q)^{-1}M_J)^{-1}\| = \|M_J^{-1}(I + Q)\| \tag{36}
\]
Similarly, when $P_J \cap \overline{W} = \emptyset$ we can bound $H^R(G_J|P_J)$ in terms of the gap between (35) and its dual

$$\max_s -\frac{1}{2}(s + c)^T Q^{-1}(s + c) \quad \text{s.t.} \quad s \leq 0. \quad (37)$$

To that end, for $J \subseteq \{1, \ldots, n\}$ let

$$\text{gap}_J := \min \left\{ \frac{1}{2}(w^- + Qw^+ + c)^T Q^{-1}(w^- + Qw^+ + c) : w \in P_J \right\}$$

$$= \min \left\{ \frac{1}{2}\|Q^{-1/2}(M_Jw + c)\|^2 : w \in P_J \right\}. \quad (38)$$

Observe that $\text{gap}_J$ is the smallest duality gap between (35) and (37) when $x$ and $s$ are restricted to be of the form $x = w^+$ and $s = w^-$ for $w \in P_J$. In particular, $P_J \cap \overline{W} \neq \emptyset$ if and only if $\text{gap}_J = 0$. Thus when $P_J \cap \overline{W} = \emptyset$ we readily get $\|Q^{-1/2}(M_Jw + c)\|^2 \geq 2 \cdot \text{gap}_J > 0$ for $w \in P_J$ and consequently

$$H^R(G_J|P_J) = \max_{w \in P_J} \frac{R}{\|G_J(w)\|} \leq \max_{w \in P_J} \frac{R}{\|(I + Q)^{-1/2}Q^{1/2} - 1/2(M_Jw + c)\|} \leq \|Q^{-1/2}(I + Q)\| \cdot \frac{R}{\sqrt{2 \cdot \text{gap}_J}}. \quad (39)$$

Consider the special case when $Q = \text{diag}(d)$ for some $d \in \mathbb{R}^n_{++}$. For $J \subseteq \{1, \ldots, n\}$ we have $P_J \cap \overline{W} \neq \emptyset$ if and only if $\{j : c_j < 0\} \subseteq J \subseteq \{j : c_j \leq 0\}$ and equation (36) yields

$$H(G_J|P_J) \leq 1 + \max \left\{ \max_{j \in J} \frac{1}{d_j}, \max_{j \notin J} d_j \right\}. \quad (40)$$

and a more detailed calculation shows that indeed the equality holds. On the other hand, $P_J \cap \overline{W} = \emptyset$ if and only if either $c_j > 0$ for some $j \in J$ or $c_j < 0$ for some $j \notin J$ and in that case (38) yields

$$H^R(G_J|P_J) \leq \max_{j=1, \ldots, n} \frac{1 + d_j}{\sqrt{d_j}} \cdot \max \left\{ \frac{R \cdot \sqrt{d_j}}{|c_j|} : (j \in J \text{ and } c_j > 0) \text{ or } (j \notin J \text{ and } c_j < 0) \right\}. \quad (41)$$

In this special case the diagonal structure of $Q$ allows us to compute the sharper expression

$$H^R(G_J|P_J) = \max_{w \in P_J} \frac{R}{\|G_J(w)\|} = \max \left\{ \frac{R \cdot (1 + d_j)}{|c_j|} : (j \in J \text{ and } c_j > 0) \text{ or } (j \notin J \text{ and } c_j < 0) \right\}. \quad (42)$$

4 Intersection of closed convex sets.

This section develops our linear convergence approach to the Douglas-Rachford algorithm when applied to the following feasibility problem

$$\text{find } x \in A \cap B, \quad (39)$$

where $A, B \subseteq \mathbb{R}^n$ are non-empty closed convex sets. Problem (39) can be written in form (11) as

$$\min_x \delta_A(x) + \delta_B(x),$$
where $\delta_A$ and $\delta_B$ respectively denote the indicator functions of $A$ and $B$. Note that if $S \subseteq \mathbb{R}^n$ is a non-empty closed convex set, then $\delta_S \in \Gamma_0$. Further, for any convex set $S \subseteq \mathbb{R}^n$ we have $\text{prox}_{\delta_S}(w) = \Pi_S(w)$, where $\Pi_S$ denotes the orthogonal projection onto $S$. Furthermore, for any convex set $S \subseteq \mathbb{R}^n$ we have $R_S(w) = 2\Pi_S(w) - w$, where $R_S$ denotes the reflection mapping in $S$. It thus follows from (13), that the one-step iteration mapping $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ of the Douglas-Rachford algorithm applied to (39) is

$$F(w) = \frac{1}{2}(w + R_B(R_A(w))). \quad (40)$$

We next establish the error bound condition (20) for $F$ as in (40) and thereby the linear convergence of the Douglas-Rachford algorithm for the feasibility problem (39) for three special cases. First, we consider the case when $A$ and $B$ are non-empty closed convex cones (see Section 4.1). Second, we strengthen these results to the case when $A$ is a linear subspace and $B = \mathbb{R}^n_+$ (see Section 4.2). Third, we derive analogous results for the case in which $A$ is an affine subspace, and $B = \mathbb{R}^n_+$ (see Section 4.3).

We will rely on the following measure of well-posedness of problem (39). Suppose $A, B \subseteq \mathbb{R}^n$ are closed convex sets such that $A \cap B \neq \emptyset$. We shall say that $B$ is subtransversal relative to $A$ if

$$S(B|A) := \sup_{x \in A \setminus B} \frac{\text{dist}(x, A \cap B)}{\text{dist}(x, B)} < \infty \quad (41)$$

with the convention that $S(B|A) = 0$ when $A \subseteq B$. When $S(B|A) < \infty$, we call $S(A|B)$ the modulus of subtransversality of $B$ relative to $A$. The above terminology is motivated by the concept of subtransversality as discussed in [14, Chapter 7]. We will rely on the next proposition that gives generic sufficient conditions for $S(B|A)$ to be finite.

**Proposition 3.** Suppose $A, B \subseteq \mathbb{R}^n$ are closed convex sets such that $A \cap B \neq \emptyset$. Then $S(B|A) < \infty$ in the following cases:

(i) If $A$ and $B$ are polyhedra.

(ii) If $A$ and $B$ are cones and $\text{relint}(A) \cap \text{relint}(B) \neq \emptyset$.

(iii) If $A$ and $B$ are cones and $A \cap B = \{0\}$.

**Proof.** We prove each of the cases next.

(i) This is an immediate consequence of Hoffman’s Lemma [11, 12].

(ii) Since $A$ and $B$ are cones and $\text{relint}(A) \cap \text{relint}(B) \neq \emptyset$, it follows that

$$A - B := \{x - y : (x, y) \in A \times B\}$$

is a linear subspace. Consequently there exists $\rho > 0$ such that

$$z \in A - B, \|z\| \leq \rho \Rightarrow z \in \{x - y : (x, y) \in A \times B, \|x\| \leq 1\}.$$  

To finish, it suffices to show that $\text{dist}(x, A \cap B) \leq \text{dist}(x, B)/\rho$ for all $x \in A \setminus B$. Suppose $x \in A \setminus B$ and let $x^B := P_B(x)$ and $z = x - x^B$. Observe that $\|z\| = \|x - x^B\| = \text{dist}(x, B)$ and thus there exists $(\bar{x}, \bar{y}) \in A \times B$ such that $-z = \bar{x} - \bar{y}$ and $\|\bar{x}\| \leq \text{dist}(x, B)/\rho$. Hence $0 = z - z = x - x^B + \bar{x} - \bar{y} = (x + \bar{x}) - (x^B + \bar{y})$ with $(x + \bar{x}, x^B + \bar{y}) \in A \times B$. Therefore $x + \bar{x} \in A \cap B$ and $\|\bar{x}\| \leq \text{dist}(x, B)/\rho$. Thus $\text{dist}(x, A \cap B) \leq \|\bar{x}\| \leq \text{dist}(x, B)/\rho$. 


(iii) Since \( A \cap B = \{0\} \) it follows that
\[
\rho := \min_{x \in A : \|x\| = 1} \text{dist}(x, B) > 0.
\]
Therefore for all \( x \in A \)
\[
\text{dist}(x, A \cap B) = \text{dist}(x, \{0\}) = \|x\| \leq \frac{\text{dist}(x, B)}{\rho}.
\]
and consequently \( S(B|A) \leq 1/\rho \).

\( \square \)

### 4.1 Intersection of closed convex cones.

We next discuss the case when the two sets in (39) are closed convex cones \( C, K \subseteq \mathbb{R}^n \). Consider the feasibility problem
\[
\text{find } x \in C \cap K.
\]
This problem can be rewritten as
\[
\min_x \delta_C(x) + \delta_K(x).
\]
In what follows, for any cone \( S \subseteq \mathbb{R}^n \), the set \( S^* := \{ x \in \mathbb{R}^n : \langle x, x' \rangle \geq 0 \text{ for all } x' \in S \} \) denotes the dual cone of \( S \), and \( S^o = -S^* \) denotes the polar of \( S \). Then, the Fenchel dual of (43) is
\[
\max_u -\delta_C^*(u) - \delta_K^*(-u) \iff \min_u \delta_{C^o}(u) + \delta_{K^o}(u),
\]
which is equivalent to the following alternative feasibility problem
\[
\text{find } u \in C^o \cap K^*.
\]

The primal-dual symmetry between problems (42) and (44) and the primal-dual of the Douglas-Rachford algorithm (Proposition 2) is reflected in the properties and results developed below.

Each iteration of the Douglas-Rachford algorithm applied to the pair of feasibility problems (42) and (44) performs a reflection in \( C \) and a reflection in \( K \). This sequence of operations is equivalent to a reflection in \( C^o \) and a reflection in \( K^o \). All of these reflections are defined by projections onto the pairs \( (C, C^o) \) and \( (K, K^o) \) as we detail next.

For \( z \in \mathbb{R}^n \) let \( z^C := \Pi_C(z) \) and \( z^{C^o} := \Pi_{C^o}(z) \). From (6), it follows that for all \( z \in \mathbb{R}^n \) we have
\[
z = z^C + z^{C^o} = z^{C^o} + z^C
\]
and thus, the reflection of \( z \) in \( C \) is \( R_C(z) = z^C - z^{C^o} \). Likewise for the cone \( K \).

The Douglas-Rachford algorithm applied to the above problems (42) and (44) can be written as
\[
w_{k+1} = F(w_k),
\]
where it follows from (40), that the one-step iteration mapping \( F : \mathbb{R}^n \to \mathbb{R}^n \) is given by
\[
F(w) = \frac{1}{2}(w + R_K(R_C(w))) = \frac{1}{2}(w + (w^C - w^{C^o})K - (w^C - w^{C^o})K^o).
\]

**Proposition 4.** Let \( C, K \subseteq \mathbb{R}^n \) be closed convex cones. Then the set of fixed points of the mapping \( F \) in (46) is
\[
\bar{W} = (C \cap K) + (C^o \cap K^*).
\]
In particular, \( \bar{W} = C \cap K \) if \( \text{relint}(C) \cap \text{relint}(K) \neq \emptyset \) and \( \bar{W} = C^o \cap K^* \) if \( \text{relint}(C^o) \cap \text{relint}(K^*) \neq \emptyset \).
Proof. Identity (47) readily follows from (15) because $C \cap K = \operatorname{argmin}_x \{ \delta_C(x) + \delta_K(x) \}$ and $C^* \cap K^* = \operatorname{argmin}_u \{ \delta_{C^*}(u) + \delta_{K^*}(u) \} = \operatorname{argmax}_u \{ -\delta_C^*(u) - \delta_K^*(-u) \}$. The second statement follows from (47) and the fact that $\operatorname{relint}(C) \cap \operatorname{relint}(K) \neq \emptyset \Leftrightarrow C^o \cap K^* = \{0\}$, the latter in turn being a consequence of the Proper Separation Theorem [19, Thm. 11.3].

We next show that the error bound (20) holds for the mapping $F$ in (46) provided that $\max \{ S(K|C), S(K^*|C^o) \} < \infty$. Proposition 3 implies that the latter condition holds when $C$ and $K$ are polyhedral, $\operatorname{relint}(C) \cap \operatorname{relint}(K) \neq \emptyset$, or $\operatorname{relint}(C^o) \cap \operatorname{relint}(K^*) \neq \emptyset$.

**Theorem 4.** Let $C, K \subseteq \mathbb{R}^n$ be closed convex cones. If $\max \{ S(K|C), S(K^*|C^o) \} < \infty$ then the mapping $F$ in (46) satisfies the error bound condition (20) on $S := \mathbb{R}^n$ with $H = S(K|C) + S(K^*|C^o)$.

**Proof.** Suppose $w \in \mathbb{R}^n$. Then

$$
\text{dist}(w, \mathcal{W}) = \text{dist}(w^C + w^{C^o}, (C \cap K) + (C^o \cap K^*))
\leq \text{dist}(w^C, (C \cap K)) + \text{dist}(w^{C^o}, (C^o \cap K^*))
\leq S(K|C)\|w^C - (w^C)^K\| + S(K^*|C^o)\|w^{C^o} - (w^{C^o})^K\|
= S(K|C) \cdot \|(w^C)^{K^o}\| + S(K^*|C^o) \cdot \|(w^{C^o})^{-K}\|
\leq (S(K|C) + S(K^*|C^o)) \cdot \max \{ \| (w^C)^{K^o} \|, \| (w^{C^o})^{-K}\| \}
= H \cdot \max \{ \| (w^C)^{K^o} \|, \| (w^{C^o})^{-K}\| \}.
$$

To finish, it is enough to show that for all $w \in \mathbb{R}^n$

$$
\| w - F(w) \| \geq \max \{ \| (w^C)^{K^o} \|, \| (w^{C^o})^{-K}\| \}. \quad (48)
$$

To that end, use the identities (recall (45)) $w = w^C + w^{C^o}$ and $(w^C - w^{C^o})^K + (w^C - w^{C^o})^{K^o} = w^C - w^{C^o}$ to write $w - F(w)$ in the following two different ways

$$
w - F(w) = w^C - (w^C - w^{C^o})^K = w^{C^o} - (w^{C^o} - w^C)^{K^o}.
$$

The construction of the projection mappings implies that

$$
\| w - F(w) \| = \| w^C - (w^C - w^{C^o})^K \| \geq \| w^C - (w^C)^K \| = \| (w^C)^{K^o} \|
$$

and

$$
\| w - F(w) \| = \| w^{C^o} - (w^{C^o} - w^C)^{K^o} \| \geq \| w^{C^o} - (w^{C^o})^{K^o} \| = \| (w^{C^o})^{-K}\|.
$$

Thus (48) follows.

**Proposition 5.** Let $C, K \subseteq \mathbb{R}^n$ be closed convex cones. Suppose the Douglas-Rachford algorithm is applied to the pair of feasibility problems (42) and (44). Then

(i) If $K$ is pointed and the algorithm starts from some $w_0 \in \operatorname{relint}(K) \cap \operatorname{relint}(K^*)$ then $w_k \to \bar{w}$ for some $\bar{w} \in \mathcal{W}$ such that $\bar{w}^C \in C \cap K \setminus \{0\}$ if $C \cap K \neq \{0\}$ and $\bar{w}^{C^o} \in C^o \cap K^* \setminus \{0\}$ if $C^o \cap K^* \neq \{0\}$.

(ii) If $C$ is pointed and the algorithm starts from some $w_0 \in \operatorname{relint}(C) \cap \operatorname{relint}(C^*)$ then $w_k \to \bar{w}$ for some $\bar{w} \in \mathcal{W}$ such that $\bar{w}^C \in C \cap K \setminus \{0\}$ if $C \cap K \neq \{0\}$ and $\bar{w}^{C^o} \in C^o \cap K^* \setminus \{0\}$ if $C^o \cap K^* \neq \{0\}$.
Proof. We prove statement (i) only, as statement (ii) follows via a similar argument. First, Theorem 1 implies that \( w_k \to \mathbf{w} \in \mathbb{W} \). Second, for any \( \hat{x} \in C \cap K \) we have

\[
\langle \hat{x}, w_{k+1} - w_k \rangle = \frac{1}{2} \left( \langle \hat{x}, (w_k^C - w_k^{C^0})^K - (w_k^C - w_k^{C^0})^0 \rangle \right) \\
\geq \frac{1}{2} \left( \langle \hat{x}, (w_k^C - w_k^{C^0})^K - (w_k^C - w_k^{C^0})^0 \rangle \right) \\
= - \langle \hat{x}, (w_k^C - w_k^{C^0})^0 \rangle \\
\geq 0.
\]

The second step above follows from \( \hat{x} \in C \) and \( w_k^{C^0} \in C^0 \). The third step follows from the identity \( w_k^C - w_k^{C^0} = (w_k^C - w_k^{C^0})^K + (w_k^C - w_k^{C^0})^K^c \). The fourth step follows from \( \hat{x} \in K \) and \( (w_k^C - w_k^{C^0})^K^c \in K^0 \). Thus \( \langle \hat{x}, w_k \rangle \geq \langle \hat{x}, w_0 \rangle \) for all \( k = 0, 1, \ldots \). In particular, if \( \hat{x} \in C \cap K \setminus \{0\} \) then \( \langle \hat{x}, w_k \rangle \geq \langle \hat{x}, w_0 \rangle > 0 \) where the last inequality holds because \( \hat{x} \in K \setminus \{0\} \), \( w_0 \in \text{relint}(K^*) \), and \( K \) is pointed, and it follows that \( \langle \hat{x}, w_k \rangle \), \( k = 1, \ldots \), is bounded away from zero. Therefore \( C \cap K \neq \{0\} \) and \( w_0 \in \text{relint}(K) \cap \text{relint}(K^*) \) imply that \( w_k^C \to \mathbf{w}^C \in C \cap K \setminus \{0\} \). A symmetric argument shows that if \( \text{relint}(C^0) \cap \text{relint}(K^*) \neq \emptyset \) then \( w_k^{C^0} \to \mathbf{w}^{C^0} \in C^0 \cap K^* \setminus \{0\} \). \( \square \)

4.2 Intersection of a linear subspace and \( \mathbb{R}_+^n \).

Suppose \( L \subseteq \mathbb{R}^n \) is a linear subspace and consider the feasibility problem

\[
\text{find } x \in L \cap \mathbb{R}_+^n. \quad (49)
\]

This problem can be written in form (11) as

\[
\min_x \delta_L(x) + \delta_{\mathbb{R}_+^n}(x).
\]

Its Fenchel dual is equivalent to the following alternative feasibility problem

\[
\text{find } u \in L^\perp \cap \mathbb{R}_+^n. \quad (50)
\]

The pair of problems (49) and (50) are special cases of (42) and (44) when \( C = L, K = \mathbb{R}_+^n \). Thus Proposition 4, Theorem 4, and Proposition 5(i) hold. Furthermore, Proposition 3(i) implies that for this choice of \( C \) and \( K \) the condition \( \max\{S(\mathbb{R}_+^n | L), S(\mathbb{R}_+^n | L^\perp)\} < \infty \) in Theorem 4 automatically holds for any linear subspace \( L \subseteq \mathbb{R}_+^n \).

Theorem 5 below shows that the Douglas-Rachford algorithm applied to (49) and (50) also satisfies an interesting finite termination property. To formalize this statement, we rely on the canonical maximum support sets \( \text{supp}(L) \) and \( \text{supp}(L^\perp) \) defined next.

For \( x \in \mathbb{R}_+^n \) let the support of \( x \) be defined as

\[
\text{supp}(x) := \{ i : x^{(i)} > 0 \}.
\]

Define the maximum support set of a linear subspace \( L \subseteq \mathbb{R}^n \) as follows

\[
\text{supp}(L) := \{ i : x^{(i)} > 0 \text{ for some } x \in L \cap \mathbb{R}_+^n \}.
\]

It is easy to see that \( \text{supp}(L) = \text{supp}(x) \) for any \( x \in L \cap \mathbb{R}_+^n \) such that the set \( \text{supp}(x) \) is maximal. It is also easy to see that \( \text{supp}(L) \cap \text{supp}(L^\perp) = \emptyset \). Furthermore, the classic Goldman-Tucker
Theorem [9] implies that \( \text{supp}(L) \cup \text{supp}(L^\perp) = \{1, \ldots, n\} \). In other words, the maximum support sets \( \text{supp}(L) \) and \( \text{supp}(L^\perp) \) partition the index set \( \{1, \ldots, n\} \).

To ease notation in Theorem 5, we adopt the following notational convention throughout the rest of this section. For \( w \in \mathbb{R}^n \), we let \( x := \Pi_L(w) \) and \( u := \Pi_{L^\perp}(w) \) respectively denote the orthogonal projections of \( w \) onto \( L \) and \( L^\perp \). Notice that the reflection of \( w = x + u \) in \( L \) is \( R_L(w) = x - u \). Also, given any vector \( z \in \mathbb{R}^n \), the reflection of \( z \) in \( \mathbb{R}_+^n \) is \( R_{\mathbb{R}_+^n}(z) = |z| \). Thus, the Douglas-Rachford algorithm applied to (49) and (50) can be written as

\[
w_{k+1} = F(w_k)
\]

where it follows from (40), that the Douglas-Rachford operator \( F : \mathbb{R}^n \to \mathbb{R}^n \) is

\[
F(w) = \frac{1}{2}(x + u + |x - u|) = \max(x, u).
\]  

**Theorem 5.** Let \( L \subseteq \mathbb{R}^n \) be a linear subspace. Suppose that the Douglas-Rachford algorithm is applied to the pair of feasibility problems (49) and (50) starting from some \( w_0 \in \mathbb{R}_+^n \). Then

(i) The algorithm identifies the maximum support index sets \( \text{supp}(L) \) and \( \text{supp}(L^\perp) \) after finitely many steps. That is, there exists \( k_0 \) such that both \( \text{supp}(L) = \{i : x_k^{(i)} > u_k^{(i)}\} \) and \( \text{supp}(L^\perp) = \{i : x_k^{(i)} < u_k^{(i)}\} \) for \( k > k_0 \).

(ii) If \( L \cap \mathbb{R}_+^n \neq \emptyset \) or \( L^\perp \cap \mathbb{R}_+^n \neq \emptyset \) then the algorithm terminates after finitely many steps. That is, there exists \( k_0 \) such that either \( w_k = \bar{w} \in L \cap \mathbb{R}_+^n \) or \( w_k = \bar{w} \in L^\perp \cap \mathbb{R}_+^n \) for \( k > k_0 \).

**Proof.** First, observe that statement (ii) is a consequence of statement (i). Indeed, \( L \cap \mathbb{R}_+^n \neq \emptyset \) precisely when \( \text{supp}(L) = \{1, \ldots, n\} \). Hence, if \( L \cap \mathbb{R}_+^n \neq \emptyset \), for \( k > k_0 \) statement (i) implies that \( x_k > u_k \) and thus \( w_{k+1} = \max(x_k, u_k) = x_k \), which implies \( x_{k+1} = x_k, v_{k+1} = 0 \). We have then \( w_k = x_k = u_{k_0} \) for all \( k > k_0 \). A similar argument holds when \( L^\perp \cap \mathbb{R}_+^n \neq \emptyset \). Therefore it suffices to prove statement (i).

Proposition 5(i) implies that \( w_k \to \bar{w} = \bar{x} + \bar{u} \in (L \cap \mathbb{R}_+^n) + (L^\perp \cap \mathbb{R}_+^n) \setminus \{0\} \) with \( \text{supp}(\bar{x}) \subseteq \text{supp}(L) \) and \( \text{supp}(\bar{u}) \subseteq \text{supp}(L^\perp) \). Let \( y_k := w_k - w_{k+1} \) and \( z_k := w_{k+1} - \bar{w} \) for \( k = 0, 1, \ldots \). The proof is based on the four claims below. Statement (i) follows by combining Claim 3 and Claim 4. Claim 3 in turn follows from Claim 1 and Claim 2.

**Claim 1:** \( \langle z_k - z_\ell, y_k - y_\ell \rangle \geq 0 \) for all \( k, \ell \geq 0 \).

**Claim 2:** There exists \( k_0 \) such that \( \langle z_k, y_k \rangle = 0 \) for \( k \geq k_0 \).

**Claim 3:** Suppose \( n_0 \geq k_0 \) and \( \lambda_k \geq 0 \) for \( k = k_0, \ldots, n_0 \) are such that \( \sum_{k=k_0}^{n_0} \lambda_k = 1 \). Then

\[
\left\langle \sum_{k=k_0}^{n_0} \lambda_k z_k, \sum_{k=k_0}^{n_0} \lambda_k y_k \right\rangle \leq 0.
\]

**Claim 4:** There exist \( n_0 \geq k_0 \) and \( \lambda_k > 0 \) for \( k = k_0, \ldots, n_0 \) such that for all \( \ell \geq k_0 \)

\[
\left\langle z_\ell, \sum_{k=k_0}^{n_0} \lambda_k y_k \right\rangle \geq 0.
\]

Furthermore, if statement (i) does not hold, then the inequality is strict for some \( \ell_0 \geq k_0 \).
To complete the proof, we next prove each of the four claims above.

**Claim 1:** Observe that
\[
\langle z_k - z_\ell, y_k - y_\ell \rangle = \langle w_{k+1} - w_{\ell+1}, w_k - w_{k+1} - (w_\ell - w_{\ell+1}) \rangle \\
= \langle F(w_k) - F(w_\ell), w_k - F(w_k) - (w_\ell - F(w_\ell)) \rangle \\
= \langle F(w_k) - F(w_\ell), w_k - w_\ell \rangle - \|F(w_k) - F(w_\ell)\|^2.
\]
Thus Claim 1 follows from Lemma 1(i) applied to \( w := w_k \) and \( \hat{w} := w_\ell \).

**Claim 2:** Let \( I := \text{supp}(\hat{w}) = \text{supp}(\hat{x}) \cup \text{supp}(\tilde{u}) \). Proposition 5(i) implies that \( \hat{w} \neq 0 \) and thus \( I \neq \emptyset \). Let \( \epsilon := \min_{i \in I} \hat{w}^{(i)} > 0 \), and \( k_0 \) be such that \( \|w_k - \hat{w}\| < \epsilon/3 \) for all \( k \geq k_0 \). Suppose \( k \geq k_0 \). Since orthogonal projections are non-expansive, it follows that \( \|x_k - \hat{x}\| < \epsilon/3 \) and \( \|u_k - \tilde{u}\| < \epsilon/3 \). For \( i \in \text{supp}(\hat{x}) \subseteq \text{supp}(\hat{w}) \) we have \( \hat{w}^{(i)} \geq \epsilon \) and \( \hat{u}^{(i)} = 0 \). Thus, \( u_k^{(i)} > 2\epsilon/3 \) and \( |u_k^{(i)}| < \epsilon/3 \). Hence for \( i \in \text{supp}(\hat{x}) \) we have \( x_k^{(i)} = u_k^{(i)} > 2\epsilon/3 - \epsilon/3 = \epsilon/3 \geq \|u_k - \tilde{u}\| \geq |u_k^{(i)} - \hat{u}^{(i)}| = |u_k^{(i)}| \) and thus \( \max(x_k^{(i)}, u_k^{(i)}) = u_k^{(i)} \). Likewise, for \( i \in \text{supp}(\hat{u}) \) we have \( \max(x_k^{(i)}, u_k^{(i)}) = u_k^{(i)} \). Since \( \hat{w} = \hat{x} + \tilde{u} \), for \( x_k \in L \) and \( u_k \in L^\perp \), it follows that
\[
\langle \hat{w}, w_{k+1} - w_k \rangle = \langle \hat{x} + \tilde{u}, \max(x_k, u_k) - x_k - u_k \rangle \\
= \langle \hat{x}, \max(x_k, u_k) - x_k \rangle + \langle \tilde{u}, \max(x_k, u_k) - u_k \rangle \\
= \sum_{i \in \text{supp}(\hat{x})} \hat{x}^{(i)} \max(x_k^{(i)}, u_k^{(i)}) - x_k^{(i)} + \sum_{i \in \text{supp}(\tilde{u})} \tilde{u}^{(i)} \max(x_k^{(i)}, u_k^{(i)}) - u_k^{(i)} \\
= 0.
\]
Claim 2 then follows by observing that \( \langle w_{k+1}, w_k - w_{k+1} \rangle = \langle \max(x_k, u_k), \min(x_k, u_k) \rangle = \langle x_k, u_k \rangle = 0 \) and thus \( \langle z_k, y_k \rangle = \langle w_{k+1} - \hat{w}, w_k - w_{k+1} \rangle = 0 \).

**Claim 3:** Let \( k_0 \) be as in Claim 2. Claim 1, Claim 2, and some straightforward algebraic manipulations show that if \( n_0 \geq k_0 \) and \( \lambda_k \geq 0 \) for \( k = k_0, \ldots, n_0 \) are such that \( \sum_{k=k_0}^{n_0} \lambda_k = 1 \) then
\[
0 = \sum_{k=k_0}^{n_0} \lambda_k \langle z_k, y_k \rangle \\
= \left[ \sum_{k=k_0}^{n_0} \lambda_k z_k, \sum_{k=k_0}^{n_0} \lambda_k y_k \right] + \frac{1}{2} \sum_{k=k_0}^{n_0} \sum_{\ell=k_0}^{n_0} \lambda_k \lambda_\ell \langle z_k - z_\ell, y_k - y_\ell \rangle \\
\geq \left[ \sum_{k=k_0}^{n_0} \lambda_k z_k, \sum_{k=k_0}^{n_0} \lambda_k y_k \right].
\]

**Claim 4:** Suppose \( k_0 \) is as in Claim 2 and let
\[
K := \left\{ \sum_{k=k_0}^{n_0} \lambda_k y_k : n_0 \geq k_0 \text{ and } \lambda_k > 0 \text{ for } k = k_0, \ldots, n_0 \right\}.
\]
Since \( K \) is a convex cone, by the Proper Separation Theorem [19, Thm. 11.3], we have \( \text{relint}(K) \cap \text{relint}(K^*) \neq \emptyset \). Therefore there exist \( n_0 \geq k_0 \) and \( \lambda_k > 0 \) for \( k = k_0, \ldots, n_0 \) such that \( \sum_{k=k_0}^{n_0} \lambda_k y_k \in \text{relint}(K) \).
relint($K^* \subseteq K^*$. For $\ell \geq k_0$ we have $z_{\ell} = w_{\ell+1} - \bar{w} = \sum_{k=\ell+1}^{\infty} (w_k - w_{k+1}) = \sum_{k=\ell}^{\infty} y_k \in \text{cl}(K)$ and thus 
\[
\left\langle z_{\ell}, \sum_{k=k_0}^{\infty} \lambda_k y_k \right\rangle \geq 0.
\]

Suppose statement (i) does not hold. Then there exists $\ell_0 \geq k_0$ such that either $x^{(i)}_{\ell_0+1} < u^{(i)}_{\ell_0+1}$ for some $i \in \text{supp}(L)$ or $x^{(i)}_{\ell_0+1} > u^{(i)}_{\ell_0+1}$ for some $i \in \text{supp}(L^\perp)$. Let $\hat{x} \in L \cap \mathbb{R}^n_+$ and $\hat{u} \in L^\perp \cap \mathbb{R}^n_+$ be such that $\text{supp}(\hat{x}) = \text{supp}(L)$ and $\text{supp}(\hat{u}) = \text{supp}(L^\perp)$. Then for $\hat{w} := (\hat{x} + \hat{u})$ and $k \geq k_0$ we get
\[
\langle \hat{w}, y_k \rangle = \frac{1}{2} \langle \hat{x}, |x_k - u_k| - (x_k + u_k) \rangle
\]
\[
= \frac{1}{2} \langle \hat{x}, |x_k - u_k| - (x_k - u_k) \rangle + \frac{1}{2} \langle \hat{u}, |u_k - x_k| - (u_k - x_k) \rangle
\]
\[
= \sum_{i \in \text{supp}(L)} \hat{x} \max\{u_k^{(i)} - x_k^{(i)}, 0\} + \sum_{i \in \text{supp}(L^\perp)} \hat{u} \max\{x_k^{(i)} - u_k^{(i)}, 0\}
\geq 0,
\]
and the inequality is strict for $k = \ell_0 + 1$. Therefore,
\[
\langle \hat{w}, z_{\ell_0} \rangle = \sum_{k=\ell_0+1}^{\infty} \langle \hat{w}, y_k \rangle \geq \langle \hat{w}, y_{\ell_0+1} \rangle > 0.
\]
Inequality (52) also implies that $\hat{w} \in K^*$. Hence, since $\sum_{k=k_0}^{\infty} \lambda_k y_k \in \text{relint}(K^*)$, there exists $\epsilon > 0$ such that $\sum_{k=k_0}^{\infty} \lambda_k y_k - \epsilon \hat{w} \in K^*$. Therefore,
\[
\left\langle z_{\ell_0}, \sum_{k=k_0}^{n_0} \lambda_k y_k - \epsilon \hat{w} \right\rangle \geq 0 \Rightarrow \left\langle z_{\ell_0}, \sum_{k=k_0}^{n_0} \lambda_k y_k \right\rangle \geq \epsilon \langle \hat{w}, z_{\ell_0} \rangle > 0.
\]

Theorem 5(i) shows that the Douglas-Rachford algorithm provides a partial answer to the open question posed by Dadush, Végh, and Zambelli [4, Sec. 5] concerning an algorithm that simultaneously finds the maximum support sets for the feasibility problems $L \cap \mathbb{R}^n_+$ and $L^\perp \cap \mathbb{R}^n_+$.

Further, Theorem 5(ii) is inspired by and related to the pioneering work of Spingarn [21] and the more recent work of Bauschke et al. [1]. Indeed, [1, Thm. 3.7] establishes the finite convergence of the Douglas-Rachford algorithm in the case when the function $f$ is the indicator function of an affine subspace $A$, the function $g$ is the indicator function of a closed convex set $B$ that is polyhedral at every point in $A \cap \text{bdry} B$, and the Slater condition $A \cap \text{int} B \neq \emptyset$ is satisfied. The latter work in turn can be seen as a refinement of the earlier result in [21, Thm. 2] that shows the finite convergence of the method of partial inverses for solving a system of linear inequalities provided the system is strictly feasible. In contrast to [1, 21], Theorem 5(ii) is specialized to the problems $L \cap \mathbb{R}^n_+$ and $L^\perp \cap \mathbb{R}^n_+$. This in turn yields a finite termination result in full generality that does not require a Slater condition. Furthermore, although similar in spirit, our proof of finite termination is substantially more succinct than the proofs of finite termination in [1, 21]. We also extend these results to the more general case in which $L$ is an affine subspace in the next section (Proposition 6).
4.3 Intersection of an affine subspace and $\mathbb{R}^n_+$.

The previous approach can be extended to the following more general feasibility problem. Suppose $\tilde{L} \subseteq \mathbb{R}^{n-1}$ is an affine subspace and consider the feasibility problem

$$\text{find } \tilde{x} \in \tilde{L} \cap \mathbb{R}^{n-1}. $$

Via homogenization, this problem can be recast as

$$\text{find } x \in L \cap \mathbb{R}^n_+, \quad x^{(1)} \geq 1 \iff \text{find } x \in L \cap P$$

Problem (53) can be written in form (11) as

$$\min_x \delta_L(x) + \delta_P(x)$$

Each iteration of the Douglas-Rachford algorithm applied to the problem (53) performs a reflection in $L$ and a reflection in $P$. For $z \in \mathbb{R}^n$ the reflection of $z$ in $P$ is $|z - e^1| + e^1$, where $e^1 \in \mathbb{R}^n$ is the vector with first component equal to one and all others equal to zero. Thus the Douglas-Rachford algorithm applied to (53) can be written as

$$w_{k+1} = F(w_k)$$

where it follows from (40), that the Douglas-Rachford operator $F: \mathbb{R}^n \to \mathbb{R}^n$ is given by

$$F(w) = \frac{1}{2}(x + u + |x - u - e^1| + e^1) = \max(x, u + e^1).$$

(54)

Straightforward modifications of the proofs of Proposition 4, Theorem 4, and Theorem 5 yield the following properties of the Douglas-Rachford algorithm when applied to (53).

**Proposition 6.** Suppose $L \subseteq \mathbb{R}^n$ is a linear subspace and $P = [1, \infty) \times \mathbb{R}^{n-1}_+$ are such that $L \cap P \neq \emptyset$.

(i) The set of fixed points of the mapping $F$ in (54) is

$$W = (L \cap P) + (L^\perp \cap \mathbb{R}^n_+).$$

(ii) The mapping $F$ in (54) satisfies the error bound condition (20) on $S := \mathbb{R}^n$ for $H = S(P|L) + S(\mathbb{R}^n_+|L^\perp)$.

(iii) Suppose that the Douglas-Rachford algorithm is applied to (53) starting from some $w_0 \in P$. If $L \cap \mathbb{R}^n_+ \neq \emptyset$ then the algorithm terminates after finitely many steps. That is, there exists $k_0$ such that $w_k = \bar{w} \in L \cap P$ for $k \geq k_0$.

5 Linearly Constrained Case.

Consider the more general, linearly constrained problem

$$\min_{x,y} f(x) + g(y)$$

$$Ax + By = b.$$
and its Fenchel dual
\[
\max_u -f^*(A^*u) - g^*(B^*u) + \langle b, u \rangle
\]  
(57)

where \( f \in \Gamma_0(\mathbb{R}^n), g \in \Gamma_0(\mathbb{R}^m), b \in \mathbb{R}^k, \) and \( A : \mathbb{R}^n \to \mathbb{R}^k, B : \mathbb{R}^m \to \mathbb{R}^k \) are linear mappings.

We can rewrite these two problems in the unconstrained primal-dual format of problems (11) and (12) as
\[
\min_z \tilde{f}(z) + \tilde{g}(z) 
\]  
(58)

and
\[
\max_u -\tilde{f}^*(u) - \tilde{g}^*(-u) 
\]  
(59)

where
\[
\tilde{f}(z) := \min_x \{ f(x) : Ax = z \} \quad \text{and} \quad \tilde{g}(z) := \min_y \{ g(y) : b - By = z \}. 
\]  
(60)

Observe that
\[
z = \text{prox}_f(w) \iff z = Ax_+ \quad \text{for some } x_+ \in \text{argmin}_x \left\{ f(x) + \frac{1}{2} \| Ax - w \|^2 \right\},
\]
and similarly,
\[
z = \text{prox}_g(w) \iff z = b - By_+ \quad \text{for some } y_+ \in \text{argmin}_y \left\{ g(y) + \frac{1}{2} \| b - By - w \|^2 \right\}.
\]

Since \( f \in \Gamma_0(\mathbb{R}^n) \) and \( g \in \Gamma_0(\mathbb{R}^m) \) the above minimizers exist for all \( w \in \mathbb{R}^k \). In particular, the mappings \( \text{prox}_f \) and \( \text{prox}_g \) are defined everywhere.

Algorithm 1 applied to \( \min_z \{ \tilde{f}(z) + \tilde{g}(z) \} \) can be rewritten as Algorithm 2 for the problems (56) and (57). In this case the Douglas-Rachford operator \( F \) can be written as
\[
F(w) = w - Ax_+ - By_+ + b 
\]  
(61)

where
\[
x_+ \in \text{argmin}_x \left\{ f(x) + \frac{1}{2} \| Ax - w \|^2 \right\}, \quad y_+ \in \text{argmin}_y \left\{ g(y) + \frac{1}{2} \| b - By - 2Ax_+ + w \|^2 \right\}.
\]

Algorithm 2 Douglas-Rachford general case

1: Pick \( w_0 \in \mathbb{R}^q \)
2: for \( k = 0, 1, 2, \ldots \) do
   \( x_{k+1} := \text{argmin} \left\{ f(x) + \frac{1}{2} \| Ax - w_k \|^2 \right\} \)
   \( y_{k+1} := \text{argmin} \left\{ g(y) + \frac{1}{2} \| b - By - 2Ax_{k+1} + w_k \|^2 \right\} \)
   \( w_{k+1} := w_k - Ax_{k+1} - By_{k+1} + b \)
3: end for

Proposition 1 and Theorem 1 extend in a straightforward fashion to this more general context as follows.

**Proposition 7.** Let \( f \in \Gamma_0(\mathbb{R}^n), g \in \Gamma_0(\mathbb{R}^m), b \in \mathbb{R}^k, \) and \( A : \mathbb{R}^n \to \mathbb{R}^k, B : \mathbb{R}^m \to \mathbb{R}^k \) be linear mappings. Consider the problems (56), (57) and the Douglas-Rachford operator \( F \) defined via (61). The optimal values of (56) and (57) are the same and they are both attained if and only if the set of fixed points \( \overline{W} = \{ w \in \mathbb{R}^n : w = F(w) \} \) of \( F \) is nonempty. When this is the case, the
following correspondences between the optimal sets \( \overline{XY} := \arg\min_{x,y} \{ f(x) + g(y) : Ax + By = b \} \), \( \overline{U} := \arg\max_u \{ -f^*(A^*u) - g^*(B^*u) + \langle b, u \rangle \} \), and the fixed point set \( \overline{W} \) of \( F \) hold. On the one hand,

\[
\overline{XY} = \{ (\bar{x}, \bar{y}) \in \mathbb{R}^n \times \mathbb{R}^m : \bar{x} \in \arg\min \{ f(x) + \frac{1}{2} \| Ax - \bar{w} \| ^2 \} \text{ and } \bar{y} \in \arg\min \{ g(y) + \frac{1}{2} \| b - By - 2\bar{x} + \bar{w} \| ^2 \} \text{ for some } \bar{w} \in \overline{W} \}. \tag{62}
\]

On the other hand,

\[
\overline{W} = \overline{Z} + \overline{U} \tag{63}
\]

for \( \overline{Z} = \{ A\bar{x} : (\bar{x}, \bar{y}) \in \overline{XY} \} = \{ b - B\bar{y} : (\bar{x}, \bar{y}) \in \overline{XY} \} \).

**Proof.** This is a straightforward modification of the proof of Proposition 1. The Fenchel-Young inequality (3) implies that the optimal values of (56) and (57) are the same and attained at \( (\bar{x}, \bar{y}) \) and \( \bar{u} \) if and only if \( (\bar{x}, \bar{y}, \bar{u}) \) solves the optimality conditions

\[
A\bar{x} + B\bar{y} = b, \ A^*\bar{u} \in \partial f(\bar{x}), \ B^*\bar{u} \in \partial g(\bar{x}). \tag{64}
\]

These optimality conditions can be equivalently stated as

\[
A\bar{x} + B\bar{y} = b, \ A^*(\bar{w} - A\bar{x}) \in \partial f(\bar{x}), \ B^*(b - B\bar{y} - 2A\bar{x} + \bar{w}) \in \partial g(\bar{y}), \bar{w} = A\bar{x} + \bar{u}.
\]

The latter conditions in turn can be rewritten as follows

\[
\begin{align*}
\bar{x} &\in \arg\min \{ f(x) + \frac{1}{2} \| Ax - \bar{w} \| ^2 \} \\
\bar{y} &\in \arg\min \{ g(y) + \frac{1}{2} \| b - By - 2A\bar{x} + \bar{w} \| ^2 \} \\
\bar{w} &\equiv F(\bar{w}) \\
\bar{w} &\equiv A\bar{x} + \bar{u}.
\end{align*} \tag{65}
\]

The if and only if statement in the proposition as well as the identities (62) and (63) readily follow from the equivalence between (64) and (65). \( \square \)

A straightforward modification of the proof of Theorem 1 yields the following result.

**Proposition 8.** Let \( f \in \Gamma_0(\mathbb{R}^n), g \in \Gamma_0(\mathbb{R}^m), b \in \mathbb{R}^k \), and \( A : \mathbb{R}^n \to \mathbb{R}^k, B : \mathbb{R}^m \to \mathbb{R}^k \) be linear mappings. Consider the problems (56), (57) and the Douglas-Rachford operator \( F \) defined via (61). If \( \overline{W} := \{ w \in \mathbb{R}^k : w = F(w) \} \neq \emptyset \) then there exists \( \bar{w} \in \overline{W}, \bar{z} \in \overline{Z} := \{ A\bar{x} = b - B\bar{y} : (\bar{x}, \bar{y}) \in \arg\min_{x,y} \{ f(x) + g(y) : Ax + By = b \} \} \) and \( \bar{u} \in \overline{U} := \arg\max_u \{ -f^*(A^*u) - g^*(B^*u) + \langle b, u \rangle \} \) such that the iterates \( (x_k, y_k, w_k) \) generated by Algorithm 2 satisfy \( w_k \to \bar{w}, \ Ax_k \to \bar{z}, \ b - By_k \to \bar{z}, \) and \( u_k := u_{k-1} - Ax_k \to \bar{u} \).

Furthermore, if \( F \) satisfies the error bound condition (20) on \( \{ w \in \mathbb{R}^k : \text{dist}(w, \overline{W}) \leq \text{dist}(w_0, \overline{W}) \} \), then \( \text{dist}(w_k, \overline{W}) \to 0 \) linearly, more precisely,

\[
\text{dist}(w_k, \overline{W})^2 \leq (1 - \frac{1}{\ell^2}) \cdot \text{dist}(w_{k-1}, \overline{W})^2. \tag{66}
\]

Additionally, \( w_k \to \bar{w}, \ Ax_k \to \bar{z}, \ b - By_k \to \bar{z}, \) and \( u_k \to \bar{u} \) \( R \)-linearly. If \( \overline{W} \) is a singleton, then \( w_k \to \bar{w} \) linearly.

Notice that Proposition 8 does not include a convergence statement for the primal sequence \( (x_k, y_k) \).

This is due to the fact that for each \( w_k \in \overline{W} \) the set \( \arg\min \{ f(x) + \frac{1}{2} \| Ax - w_k \| ^2 \} \) is not necessarily a singleton and neither is the set \( \arg\min \{ g(y) + \frac{1}{2} \| b - By - 2Ax_k + w_k \| ^2 \} \). It is
easy to see that under some additional mild assumptions on \( f, g \) and/or \( A, B \) these two sets are singletons and thus \((x_k, y_k) \to (\tilde{x}, \tilde{y}) \in \arg\min_{x,y} \{ f(x) + g(y) : Ax + By = b \} \).

It is well known [see, e.g., 3] that the alternating direction method of multipliers (ADMM) applied to the unconstrained problem (11) is equivalent to applying the Douglas-Rachford algorithm to its Fenchel dual problem (12). To conclude this section, we show that the Douglas-Rachford algorithm is indeed equivalent to the ADMM in the more general linearly constrained setting. Namely, we next show that Algorithm 2 is equivalent to the ADMM as described in Algorithm 3, when applied to the linearly constrained problem (56). For ease of notation, the description in Algorithm 3 includes a lag in the index of the sequence \( \tilde{y}_k, k = 0, 1, \ldots \).

**Algorithm 3** ADMM

1: Pick \( \bar{x}_0 \in \text{dom}(f), \bar{u}_0 \in \mathbb{R}^n \)

2: for \( k = 0, 1, 2, \ldots \) do

   \[
   \tilde{y}_k := \arg\min \{ g(y) - \langle \bar{u}_k, Ax + B\tilde{y}_k - b \rangle + \frac{1}{2}\|Ax + B\tilde{y}_k - b\|^2 \}
   \]

   \[
   \tilde{x}_{k+1} := \arg\min \{ f(x) - \langle \bar{u}_k, Ax + B\tilde{y}_k - b \rangle + \frac{1}{2}\|Ax + B\tilde{y}_k - b\|^2 \}
   \]

   \[
   \bar{u}_{k+1} := \bar{u}_k - A\tilde{x}_{k+1} - B\tilde{y}_k + b
   \]

3: end for

**Proposition 9.** The sequence \( \{ (\tilde{x}_{k+1}, \tilde{y}_{k+1}, \bar{u}_{k+1}) \}, k = 0, 1, \ldots \) generated by Algorithm 3 starting from \( (\bar{x}_0, \bar{u}_0) \) is identical to the sequence \( \{ (x_{k+1}, y_{k+1}, w_k - Ax_{k+1}) \}, k = 0, 1, \ldots \) generated by Algorithm 2 starting from \( w_0 := b - B\bar{y}_0 + \bar{u}_0 \).

*Proof.* For ease of exposition, let \( u_{k+1} := w_k - Ax_{k+1}, \ k = 0, 1, \ldots \). The identity \( w_{k+1} = w_k - Ax_{k+1} - B\bar{y}_{k+1} + b \) in Algorithm 2 implies that \( w_{k+1} = u_{k+1} - B\bar{y}_{k+1} + b \) for \( k = 0, 1, \ldots \). Thus by letting \( u_0 := \bar{u}_0 \) and \( y_0 := \bar{y}_0 \) we have

\[
\ w_k = u_k - B\bar{y}_k + b \ \text{ for } \ k = 0, 1, \ldots
\]

Therefore after some straightforward algebra, the update rules in Algorithm 2 can be rewritten as follows

\[
\ x_{k+1} = \arg\min \{ f(x) + \frac{1}{2}\|Ax - u_k + B\bar{y}_k - b\|^2 \}
\]

\[
\ = \arg\min \{ f(x) - \langle u_k, Ax + B\bar{y}_k - b \rangle + \frac{1}{2}\|Ax + B\bar{y}_k - b\|^2 \}
\]

\[
\ u_{k+1} = u_k - Ax_{k+1} - B\bar{y}_k + b
\]

\[
\ y_{k+1} = \arg\min \{ g(y) + \frac{1}{2}\|b - By - Ax_{k+1} + u_{k+1}\|^2 \}
\]

\[
\ = \arg\min \{ g(y) - \langle u_{k+1}, Ax_{k+1} + By - b \rangle + \frac{1}{2}\|Ax_{k+1} + By - b\|^2 \}
\]

Since \( u_0 = \bar{u}_0 \) and \( y_0 = \bar{y}_0 \), it follows by induction and the update rules in Algorithm 3 that for \( k = 0, 1, \ldots \)

\[
\tilde{x}_{k+1} = x_{k+1}, \ \tilde{u}_{k+1} = u_{k+1}, \ \tilde{y}_{k+1} = y_{k+1}.
\]

The linear convergence results from Section 3 have straightforward extensions to the context of this section. More precisely, if both \( f \) and \( g \) in (56) are PLQ, then so are \( \tilde{f} \) and \( \tilde{g} \) as defined in (60). Thus Theorem 3 implies that the Douglas-Rachford operator (61) satisfies the error bound condition (20) on any set of the form \( \{ w \in \mathbb{R}^k : \text{dist}(w, W) \leq R \} \).
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In analogous fashion, Lemma 4 below shows that if \( f \) or \( g \) is strongly convex then so is \( \tilde{f} \) or \( \tilde{g} \). Lemma 4 also shows that if \( f^* \) or \( g^* \) is strongly convex then \( \tilde{f}^* \) or \( \tilde{g}^* \) is strongly convex relative to suitable subsets of their domains. Therefore if \( f \) or \( g \) and \( f^* \) or \( g^* \) are strongly convex and in addition (56) and (57) have the same optimal values and they are both attained then Lemma 4 and Theorem 2 imply that the Douglas-Rachford operator (61) satisfies the error bound condition (20) on \( \mathbb{R}^k \).

**Lemma 4.** Suppose \( h \in \Gamma_0(\mathbb{R}^n) \) and \( A : \mathbb{R}^m \rightarrow \mathbb{R}^n \) is a non-zero linear mapping such that \( \text{dom}(h \circ A) \neq \emptyset \).

(i) If \( h \) is \( L \)-smooth for some \( L > 0 \) then \( h \circ A \) is \( L \cdot \|A\|^2 \)-smooth.

(ii) If \( h \) is \( \mu \)-strongly convex for some \( \mu > 0 \) then \( h \circ A \) is \( \mu \cdot (\sigma^+_{\min}(A))^2 \)-strongly convex relative to \( A^{-1}(X) \subseteq \text{dom}(\partial(h \circ A)) \) for any nonempty closed convex \( X \subseteq \text{dom}(\partial h) \) where \( \sigma^+_{\min}(A) \) denotes the smallest positive singular value of \( A \), that is,

\[
\sigma^+_{\min}(A) := \min \{\|Az\| : \|z\| = 1 \text{ and } z \in \ker(A)^\perp\}.
\]

**Proof.** Recall that \( \partial(h \circ A)(x) = A^* \partial h(Ax) \) for all \( x \in \text{dom}(\partial(h \circ A)) \).

(i) Suppose \( (x, u), (y, v) \in \text{graph}(\partial(h \circ A)) \). Then \( u = A^* w \) and \( v = A^* z \) for some \( w \in \partial h(Ax) \) and \( z \in \partial h(Ay) \). Since \( h \) is \( L \)-smooth we have

\[
\langle v - u, y - x \rangle = \langle A^* z - A^* w, y - x \rangle = \langle z - w, Ay - Ax \rangle \leq L \cdot \|A(y - x)\|^2 \leq L \cdot \|A\|^2 \cdot \|y - x\|^2.
\]

Since this holds for all \( (x, u), (y, v) \in \text{graph}(\partial(h \circ A)) \) it follows that \( h \circ A \) is \( L \cdot \|A\|^2 \)-smooth.

(ii) Suppose \( X \subseteq \text{dom}(\partial h) \) is a nonempty closed convex set and \( (y, v) \in \text{graph}(\partial(h \circ A)) \). Thus \( v = A^* z \) for some \( z \in \partial h(Ay) \). Let \( \bar{y} := \Pi_{A^{-1}(X)}(y) \). Since \( h \) is \( \mu \)-strongly convex, for all \( w \in \partial h(A\bar{y}) \) we have

\[
\langle A^* z - A^* w, y - \bar{y} \rangle = \langle z - w, Ay - A\bar{y} \rangle \geq \mu \cdot \|A(y - \bar{y})\|^2.
\]

Since \( \bar{y} = \Pi_{A^{-1}(X)}(y) \), it follows that \( y - \bar{y} \in N_{A^{-1}(X)}(\bar{y}) \). In particular, \( y - \bar{y} \in \ker(A)^\perp \) because \( A(\bar{y} \pm z) = Ay \in X \) and thus \( \bar{y} \pm z \in A^{-1}(X) \) for all \( z \in \ker(A) \). Therefore for all \( w \in \partial h(A\bar{y}) \) we have

\[
\langle A^* z - A^* w, y - \bar{y} \rangle \geq \mu \cdot (\sigma^+_{\min}(A))^2 \cdot \|y - \bar{y}\|^2.
\]

Since this holds for all \( w \in \partial h(A\bar{y}) \), and we have \( v = A^* z \) and \( \partial(h \circ A)(\bar{y}) = A^* \partial h(A\bar{y}) \), it follows that

\[
\langle v - u, y - \bar{y} \rangle \geq \mu \cdot (\sigma^+_{\min}(A))^2 \cdot \|y - \bar{y}\|^2
\]

for all \( u \in \partial(h \circ A)(\bar{y}) \). Therefore \( h \circ A \) is \( \mu \cdot (\sigma^+_{\min}(A))^2 \)-strongly convex relative to \( A^{-1}(X) \subseteq \text{dom}(\partial(h \circ A)) \).

\[\square\]

6 Final Remarks.

We establish the linear convergence of the Douglas-Rachford algorithm for the problem \( \min_{x} \{f(x) + g(x)\} \) and its Fenchel dual \( \max_{u} \{-f^*(u) - g^*(-u)\} \equiv \min_{u} \{f^*(u) + g_*(u)\} \) for convex functions \( f \) and \( g \) (Theorem 1) via a generic error bound condition (20). We subsequently leverage this error bound condition to show and estimate the linear convergence of the Douglas-Rachford algorithm in
terms of some suitable measure of well-posedness of the primal and dual problems for three classes of problems. The first class is when $f$ or $g$ and $f^*$ or $g^*$ are strongly convex relative to the optimal primal and dual sets (Theorem 2). The second class is when both $f$ and $g$, or equivalently both $f^*$ and $g^*$, are piecewise linear-quadratic (Theorem 3). The third class is the conic feasibility problem when the functions $f$ and $g$ are the indicator functions of closed convex cones (Theorem 4). We also establish stronger finite termination properties when the cones are a linear subspace and the non-negative orthant (Theorem 5). Our results in the special conic feasibility problem naturally suggest two directions for future work. We conjecture that the finite termination property also holds when $f$ and $g$ are the indicator functions of closed convex cones as long as the relative interiors of the cones have a nonempty intersection. We also conjecture that the finite termination result for the case of a linear subspace and the non-negative orthant can be strengthened by showing that the number of iterations until termination depends on some suitable condition measure of the problem.
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