A screening assistance system for cervical cytology of squamous cell atypia based on a two-step combined CNN algorithm with label smoothing
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Abstract

Background: Although many cervical cytology diagnostic support systems have been developed, it is challenging to classify overlapping cell clusters with a variety of patterns in the same way that humans do. In this study, we developed a fast and accurate system for the detection and classification of atypical cell clusters by using a two-step algorithm based on two different deep learning algorithms.

Methods: We created 919 cell images from liquid-based cervical cytological samples collected at Sapporo Medical University and annotated them based on the Bethesda system as a dataset for machine learning. Most of the images captured overlapping and crowded cells, and images were oversampled by digital processing. The detection system consists of two steps: (1) detection of atypical cells using You Only Look Once v4 (YOLOv4) and (2) classification of the detected cells using ResNeSt. A label smoothing algorithm was used for the dataset in the second classification step. This method annotates multiple correct classes from a single cell image with a smooth probability distribution.

Results: The first step, cell detection by YOLOv4, was able to detect all atypical cells above ASC-US without any observed false negatives. The detected cell images were then analyzed in the second step, cell classification by the ResNeSt algorithm, which exhibited average accuracy and F-measure values of 90.5% and 70.5%, respectively. The oversampling of the training image and label smoothing algorithm contributed to the improvement of the system’s accuracy.

Conclusion: This system combines two deep learning algorithms to enable accurate detection and classification of cell clusters based on the Bethesda system, which has been difficult to achieve in the past. We will conduct further research and development of this system as a platform for augmented reality microscopes for cytological diagnosis.
1 | INTRODUCTION

The Cytoanalyzer\(^1\) was developed in the United States as the first automated diagnostic support system for cytology in 1957. This system classified cells into two classes based on nuclear size and density. However, this system detected clumps of blood cells, connections between tissues and mucosa, and overlapping epithelial cells as abnormalities and thus had a low accuracy of 36.6%.\(^1\) Thereafter, there were attempts to develop similar systems in the UK\(^2\) and Japan,\(^3\) but neither were put into clinical use. In the 1990s, the importance of obtaining specimens with minimized cell overlap for the establishment of automated screening systems was emphasized, and the ThinPrep\(^4\) and SurePath\(^5\) systems were developed. These systems use a method called liquid-based cytology (LBC). The AutoPap system (BD Tripath Imaging), an automatic cytological diagnostic system that received FDA approval for smear use in 1998, was approved for use with SurePath slides in 2002.\(^6\) In 2003, the FDA approved TIS (Hologic) as the primary screener for ThinPrep Pap slides, and in 2008, the FDA approved the FocalPoint Guided Screening (GS) imaging system. However, LBC performed so well in clinical trials against smears that it also found a market apart from automated screening.\(^6\)

In LBC, unlike conventional smears, cytology slides have a clean and uniform background, which is essential for the construction of an automatic cytological diagnostic system. Since the development of LBC, research on automated cytological classification has progressed dramatically. Two-class classification (normal or cancer cells) for single-cell images is the easiest and most accurate classification approach reported in the literature. A classification method based on estimating the width and center of gravity of cytoplasm and inputting values using support vector machine (SVM) methods has reached 98.61% accuracy in classification.\(^7\) A previous study using the AlexNet convolutional neural network (CNN) achieved classification with 99.3% accuracy, and the same study classified samples into seven classes with 93.75% accuracy using a unique CNN architecture for the Herlev dataset.\(^8,9\) The Herlev dataset is a Pap-smear dataset of cases from the University Hospital (Denmark) and consists of single cell images with nuclear positions. The C-means method implementations have exhibited 98.88% accuracy\(^10\) and 99.6% accuracy in an algorithm using a unique CNN architecture.\(^11\) Other studies have reported accuracies of approximately 99%.\(^12-14\) Furthermore, multiclass classification for single-cell images has also been reported to be highly accurate. A classification system constructed by inputting feature values, such as the ratio of nucleus and cytoplasm areas, into an SVM achieved 93.7% accuracy in seven-class classification for single-cell images.\(^15\) Other SVM-based methods have successfully classified samples as negative for intraepithelial lesion or malignancy (NILM) or low- or high-grade squamous intraepithelial lesions (LSIL or HSIL, respectively) with 88.8% accuracy.\(^16\) This indicates that it is possible to classify single-cell images with high accuracy using existing techniques.

However, even though LBC specimens are ideally processed, the existence of crowded and overlapping cells in cell images is inevitable. Therefore, there is a serious need for an algorithm that can classify overlapping cell clusters accurately to enable the implementation of a human-like automatic diagnostic system. As a classification method for multiple-cell images, most two-class classification methods obtain high accuracy by separating multiple-cell images into single-cell images. Zhang et al. simply divided multiple-cell images into grids, automatically determined whether each grid contained background or not, and then extracted non-background images.\(^17\) They used the features obtained from the wavelet transform of the non-background images as input to classify normal and abnormal cells using an SVM method. They succeeded in classifying samples into two classes with an accuracy of 86–99% based on the true positive rate.\(^17\) In another study, Zhao et al. divided multiple cell images into a grid in the same way and classified each grid image into two classes with an accuracy of 98.98% using SVM.\(^18\) However, they did not try to classify the grade of atypia, and cell clusters were excluded from the determination of atypia before classification. Although SVM-based systems are considered to be limited in detailed classification, these results indicate that two-class classification for multiple-cell images can also be achieved with high accuracy. However, two-class classification alone is insufficient for applications in actual clinical practice, and multi-class classification is thus required. However, the accuracy of multi-class classification for multiple-cell images is still insufficient. For example, Gautam et al. proposed a method for segmenting the nuclear region of each single cell and inputted the obtained nuclear regions into AlexNet-based CNNs.\(^8\) An accuracy of 78.25% was obtained in four-class classifications of NILM, LSIL, HSIL, and SCC. In recent years, general object detection methods have been proposed for detecting abnormal cells from multiple-cell images and classifying them into multiple cytological classes based on CNN. For example, Xu et al. used Faster R-CNN to classify samples into five classes,\(^19\) namely atypical squamous...
cells of undetermined significance (ASC-US), LSIL, HSIL, endocervical cells (EC), and mesenchymal stromal cells (MSC), achieving 87.52% precision (i.e., positive predictive value) and 44.46% recall (i.e., sensitivity) on average. The low recall value indicates that atypical cells were often missed in their system. Because cervical cytology tests are generally performed as a cancer screening method, a high recall value is the most important performance requirement of the system. Therefore, the diagnostic accuracy of previous studies is insufficient for clinical use.

In the present study, we developed an automated method for detecting and classifying squamous atypical cells from overlapping and crowded multiple-cell images with high diagnostic accuracy using a two-step detection and classification system. The algorithm consisted of a first-step location detector of atypical cells using You Only Look Once v4 (YOLOv4) and a second-step detailed classifier using ResNeSt. The developed algorithm enables highly sensitive and near real-time diagnosis support of cervical cytology.

2 | MATERIALS AND METHODS

2.1 | Ethics approval and consent to participate

Informed consent was obtained via opt-out on the website of Sapporo Medical University. Those who opted out of the study were excluded. This investigation of the deep learning-based cytological diagnosis assistance system was approved by the Ethics Committee of Sapporo Medical University.

2.2 | Image preparation and processing

For machine learning with YOLOv4 and ResNeSt, image datasets of cervical cytology samples were constructed. The cytological images of LBC specimens (Cellprep®, Roche Diagnostics, Basel Switzerland) were acquired using a Nikon ECLIPSE Ci upright microscope (Nikon) and DS-Ri2 digital camera (16.25 megapixels; Nikon). The focus was manually adjusted, and the depth of focus was searched for to best fit the entire area of each cell cluster. A total of 919 cell clusters of cytological images were captured to be classified into six cervical cytological classes based on the Bethesda classification system (NILM, ASC-US, LSIL, ASC-H, HSIL, and squamous cell carcinoma [SCC]). This study was limited to cervical squamous atypia, and the Bethesda classifications of atypical glandular cells, such as AGC and Adenocarcinoma, were excluded from the scope of this study. The specimens were randomly selected from cases of Pap tests performed at Sapporo Medical University between 2015 and 2018. The distribution of the datasets is summarized in Table 1.

The magnification was 400×, and the size of the captured cell image was 1636 × 1088 pixels. Two specialists in cytology (one obstetrician and one pathologist) and one cytologist discussed and annotated the images of each Bethesda class. An estimated Bethesda classification was assigned to each cell group as an annotation. Of the annotated datasets, 70% were used as a training dataset, 15% as a validation dataset, and 15% as a test dataset. In applying the YOLOv4 algorithm, the NILM classification was included only in the test dataset because it is exclusively determined based on a sample result not being classified into any of the five atypical cell classes. YOLOv4 is based on a single image containing multiple cell clusters, whereas ResNeSt is based on the same image, though the number of datasets differs because they were constructed for each cell cluster. We oversampled the training dataset to improve the learning accuracy. Oversampling is the process of padding the amount of data to increase the learning accuracy by processing images with various filters when there are not enough images to serve as training data. First, both vertical and horizontal inversion as well as nine types of image filtering were performed (Figure 1A). These filters are intended to increase the robustness of the model by mimicking the light exposure and diverse specimen states across a variety of image capture environments.

| Bethesda classification | Number of cases | YOLOv4 datasets | ResNeSt datasets |
|-------------------------|----------------|-----------------|-----------------|
|                         |                | Training datasets | Post data augmentation | Validation datasets | Test datasets | Training datasets | Post data augmentation | Validation datasets | Test datasets |
| NILM                    | 26             | 0               | 0               | 0               | 100           | 118             | 4248             | 30               | 26           |
| ASC-US                  | 35             | 104             | 3744            | 22              | 22            | 121             | 4356             | 32               | 26           |
| LSIL                    | 33             | 123             | 4428            | 26              | 26            | 114             | 4104             | 29               | 25           |
| ASC-H                   | 29             | 138             | 4968            | 29              | 29            | 131             | 4716             | 34               | 28           |
| HSIL                    | 24             | 119             | 4284            | 26              | 26            | 201             | 7236             | 51               | 44           |
| SCC                     | 14             | 91              | 3276            | 19              | 19            | 267             | 9612             | 68               | 58           |
In addition, we used Scale Augmentation (Figure 1B)\textsuperscript{22} and Random Erasing (Figure 1C)\textsuperscript{23} together only for the ResNeSt training data. Scale Augmentation is performed by randomly enlarging the input image to a predetermined range of sizes and then randomly cropping out an image of the original size as the input image from that image. Random Erasing is a technique that conceals pixels in a portion of the input image. These two techniques have been shown to improve the accuracy of CNN-based image classification models.

\subsection*{2.3 Two-step diagnosis based on a combination of CNN algorithms}

We used a computer with an accelerated computing unit (NVIDIA GeForce RTX 2070 super GPU) for machine learning calculation. Training, validation, and testing were performed using the constructed image dataset. The investigated system consists of two CNNs, YOLOv4\textsuperscript{20} and ResNeSt,\textsuperscript{21} corresponding to the detection step and classification step, respectively (Figure 2A). In this system, we decided to use individual learning of each CNN, YOLOv4 and ResNeSt, instead of end-to-end learning for efficiency of both memory usage and learning. If end-to-end learning had been used, YOLOv4 and ResNeSt would have needed to be loaded into memory at the same time. Then, the ResNeSt parameters would have needed to be frozen for YOLOv4 learning, while the YOLOv4 parameters would have needed to be frozen for ResNeSt learning. For the detection of atypical cells using YOLOv4, training was performed using the Darknet machine learning library.\textsuperscript{20} All hyperparameters in the training were set as recommended by the developers of YOLOv4. Clusters of atypical cells were detected within boundary boxes (Figure 2B–D). In the second step, the detailed classifier using ResNeSt was trained using the Tensorflow machine learning library. The parameters image size, number of channels, and learning rate were set to their default values, and the batch size was set to 16, which is the maximum value that can be loaded on the graphics processing unit (GPU) used in the study. The maximum number of iterations was set to 10,000 as recommended by the Darknet manual. During the iterations, the mean average precision (mAP) for the validation dataset was evaluated, and the model parameter obtaining the highest value before overfitting was saved. The training loss and validation mAP plots in this process are shown in Figure S1. Figure S1A shows that the decrease in loss slowed down and the accuracy of mAP did not improve from about 2300 batches in training without oversampling. Additionally, the same trend was observed in training with oversampling from about 6400 batches in Figure S1B, and this was determined to be the boundary for overfitting. In this algorithm, the model with oversampling is used because mAP increased from 49.3% without oversampling to 57.1% with oversampling. For ResNeSt, we used accuracy instead of mAP for the evaluation of the learning process (Figure S1C). Similarly, training was terminated when the training loss became flat and an increase in accuracy was no longer observed. We chose the model at 300 batches as the final model for ResNeSt.

Because the progression of cervical cancer from a healthy cervix is a continuous process, atypical cells at the boundary of Bethesda classifications are often visually similar. Therefore, when classifying crowded images of multiple cells, it is not suitable to make a single absolute classification. In this study, we used a “label smoothing” algorithm\textsuperscript{24} for the ResNeSt training data to achieve a smooth classification. The Cross Entropy function, used as the loss function of ResNeSt, is defined as

\[
\text{Loss} = - \sum_{i=1}^{c} y_i \log \hat{y}_i,
\]

where \(c\) is the number of classes, \(y_i \in \mathbb{R}^c\) is the one-hot-encoded label data, and \(\hat{y} \in \mathbb{R}^c\) is the output vector of the model. This loss function allows the output of unreasonable predictions for classes that are not the correct answer class and does not consider the co-occurrence between each class.

When considering a sample for which the correct answer is \(k \in [1, c]\),

\[
\text{Loss} = - \sum_{i=1}^{c} y_i \log \hat{y}_i = -(0 \cdot \log \hat{y}_1 + 0 \cdot \log \hat{y}_2 + \cdots + 1 \cdot \log \hat{y}_k + \cdots + 0 \cdot \log \hat{y}_c) = -\log \hat{y}_k.
\]

This means that only the prediction \(\hat{y}_k\) for the correct answer class is evaluated independently. In general object detection, the co-occurrence between objects is unknown, so this is not a problem. However, there is room for improvement in the case in which obvious co-occurrence could be inferred, such as in this study, where HSIL and SCC are likely to co-occur, but NILM and SCC are not. Therefore, we performed co-occurrence-based learning by smoothing the correct label \(y_i = n^{-|k-i|}\), where \(n\) is an arbitrary positive integer and a hyperparameter. From this definition, we can see that

\[
\text{Loss} = - \sum_{i=1}^{c} y_i \log \hat{y}_i = -(n^{-|k-1|} \cdot \log \hat{y}_1 + n^{-|k-2|} \cdot \log \hat{y}_2 + \cdots + n^{-|k-k|} \cdot \log \hat{y}_k + \cdots + n^{-|k-c|} \cdot \log \hat{y}_c).
\]
and all the terms are evaluated. Here, \( n^{-|k-i|} \) behaves as a weight, with \( n^{-|k-i|} = 1 \) for the correct class; the further the class is from the index of the correct class, the smaller the weight. This makes it easier for the output probabilities of neighboring classes to co-occur. This label smoothing assumes that the correct class is assigned in the following order: NILM, ASC-US, LSIL, ASC-H, HSIL, and SCC. This approach was chosen based on the definition of the Bethesda classification system, such that classes with similar progression levels are visually similar. After training the algorithm, the contribution of each oversampling method to the improvement in diagnostic ability was checked, and then, the model that showed the highest F-measure in the validation was used for testing. As system performance indicators, we used the following statistically calculated parameters: accuracy = \( \frac{TP + TN}{(TP + FP + FN + TN)} \); precision = \( \frac{TP}{(TP + FP)} \); recall = \( \frac{TP}{(TP + FN)} \); and F-measure = \( 2 \times \text{precision} \times \text{recall} / (\text{precision} + \text{recall}) \). In the equations used for calculating these parameters, TN, TP, FN, and FP represent the numbers of true-negative, true-positive, false-negative, and false-positive images, respectively. Recall is synonymous with sensitivity, and precision is the positive predictive value.

3 | RESULTS

Table 2 summarizes the results of the system performance evaluation of each step of YOLOv4-based cell detection and ResNeSt-based classification.

3.1 | Atypical cell detection by the YOLOv4 algorithm

For NILM, ASC-US, HSIL, and SCC, recall was higher than precision, whereas for LSIL and ASC-H, recall was lower than precision. Because there is a trade-off between precision and recall, a comparison among these six classes should be based on the F-measure. The F-measure of NILM, HSIL, and SCC detection was about 65%, while the F-measure of ASC-US, LSIL, and ASC-H was approximately 40%. The average detection speed was 47.8 ms per image. The average recall, which is an important measure of performance in the first step of atypical cell screening, was 72.5%. Although this average recall value seemed to be low, this may not be the case when considering the

**FIGURE 1** Oversampling methods applied to training data. (A) An example of data augmentation with nine patterns of filtering. The datasets were further increased by 36x by adding patterns to horizontal and vertical reverse images. (B, C) Scale Augmentation (B) and Random Erasing (C) applied for ResNeSt training.
sensitivity of detection of all atypical cells. Table 3 shows the confusion matrix of the results.

YOLOv4 had a particularly difficult time with the classification of ASC-US, exhibiting a precision of only 27.9%. This result is elucidated by inspection of the confusion matrix because many of the other classes were classified as ASC-US. However, the positive predictive rates for HSIL and SCC were extremely high in the first step conducted with YOLOv4. In addition, there were no cases of atypical cells over ASC-US that were underestimated as NILM. Therefore, when the cutoff was set as atypical cells above ASC-US, the recall of the algorithm was 100%. Therefore,
we consider that the system exhibits the necessary performance to function as a detector of atypical cells.

### 3.2 Precise classification by the ResNeSt algorithm

The second step, classification using the ResNeSt algorithm, was performed for the atypical cells detected in the first step. In the second step, we examined the contribution of each oversampling method on the validation results. Overall, the highest diagnostic performance was obtained when all oversampling methods and label smoothing were used. Compared with the model without oversampling (average F-measure, 44.0 ± 3.3%), a combination of oversampling methods improved the average F-measure by 10.0%. Furthermore, a combination of label smoothing improved the F-measure by 7.1%, and the average F-measure reached 61.1 ± 3.6% in the validation phase. Following this result, we tested the model trained with all oversampling methods; the results are summarized on the right side of Table 2, and the corresponding confusion matrix is shown in Table 3.

NILM showed the highest F-measure of 92.3%, followed by SCC, with 78.9%. Because the sensitivity for atypical cells of the YOLOv4 was tuned higher to avoid missing atypical classes, there were many cases for which NILM was classified to be atypical. Therefore, the highest F-measure for NILM was essential for the classification step of ResNeSt. The average of F-measures for all classes was 70.5%, showing a marked improvement in diagnostic performance compared with the first step, YOLOv4. The differences between precision and recall were small for NILM and SCC and larger for ASC-US, LSIL, and ASC-H. The average classification speed was 77.6 ms per image in the developer’s environment for the second step. In other words, a total of 122.2 ms per image was required for this two-step cell diagnosis algorithm. Assuming that the system is applied to a whole slide image (WSI) that has already been captured, we calculated the time required. If the WSI of a slide is captured at 400x magnification using Nanozoomer (Hamamatsu Photonics K.K.), the total number of images is 224 given the input image size assumed in this method, which means that the method can be executed in 27.4 s. However, we expect that this result can easily be improved by using a faster GPU.

| Predicted class in YOLOv4 (first step) | Predicted class in ResNeSt (second step) |
|----------------------------------------|------------------------------------------|
| True class                             | NILM ASC-US LSIL ASC-H HSIL SCC          |
| True class                             | NILM ASC-US LSIL ASC-H HSIL SCC          |
| NILM 49 13 5 1 15 17 24 1 0 0 0 1      | 0 12 4 6 4 3 0 1 28 2 0                  |
| ASC-US 0 19 0 1 2 0 0 12 4 6 4 3        | 2 4 16 3 1 1 0 2 13 2 2                  |
| LSIL 0 16 0 0 1 0 0 16 9 1 1 1          | 0 2 1 3 22 8 0 0 0 2 9 45                |
| ASC-H 0 18 0 9 2 0 0 18 23 0            | 0 0 0 0 2 9 45                           |
| HSIL 0 2 0 0 1 23 0 23 0 0 0 1           | 0 0 0 0 2 9 45                           |
| SCC 0 0 0 0 1 18 0 0 0 0 0 1             | 0 0 0 0 2 9 45                           |

**Table 3** Confusion matrix of atypical cell detection in each step

### 4 DISCUSSION

In developing our system, we placed the greatest emphasis on the accurate determination of multiple crowded cells. Previous assessments of classification algorithms have often used the Herlev dataset as a unified dataset for method comparison. One feature of this dataset is that the images are well suited for mechanical classification because they have been carefully captured and sorted and adjusted in order to reduce noise. However, comparisons of classification algorithms for single cells based on the Herlev dataset are not applicable to real clinical specimens. This is because not only are actual specimens of cervical cytology often captured as multi-cell images but also background noise cannot be completely removed, even by LBC processing. To solve these problems, we used a combination of two CNN algorithms in this study, namely, YOLOv4 and ResNeSt. We selected YOLOv4 as the detector for several key reasons. First, object detection methods based on deep learning can directly detect objects in an image, thus eliminating the need for pre-processing, such as noise removal and single-cell segmentation. Additionally, among object detection methods, YOLOv4 achieves a good balance between detection speed and detection accuracy and is suitable as the first step in a multi-step system. However, the most important reason is that the architecture of YOLOv4 is able to identify atypical cells among many other normal cells.

From the perspective of screening, it is important to be able to not only detect abnormal cells but also correctly recognize normal cells and ignore them in an algorithm. The architecture of YOLOv4 meets this performance requirement. YOLOv4 divides the entire target image into grids and then calculates the probability of belonging to one...
of the classification classes for each grid. In other words, YOLOv4 learns to set the probability to zero for regions in which there are no objects to be detected. Therefore, if the number of detected cells is zero for a model that has only been trained on atypical cells, the result is interpreted as the absence of atypical cells, and the cytological image is thus classified as NILM. This exclusive detection of normal cells eliminates the need to include normal cells in the training dataset. This is a great advantage because cervical cytology is highly variable, even for normal cells, and annotation of cells is a very time-consuming process. This advantage is difficult to obtain with R-CNNs, SPPnet, and Faster R-CNNs, among other methods, in which the region extraction and classification algorithms are split. These machine learning methods do not have a way to reduce their sensitivity to normal cells.

We chose ResNeSt as the classifier for the second stage because of its high accuracy in analyzing the ImageNet dataset. There are six types of ResNeSt algorithms, which differ in their number of layers: ResNeSt14, ResNeSt26, ResNeSt50, ResNeSt101, ResNeSt200, and ResNeSt269. ImageNet is customarily used as a benchmark for image classification methods, and ResNeSt269 shows the highest accuracy in analyzing the ImageNet dataset (https://cv.glouon.ai/model_zoo/classification.html). However, as the number of layers increases, it has the disadvantages of slow detection speed and high memory usage. Therefore, we decided to use ResNeSt50 to achieve a balance among accuracy, detection speed, and machine memory usage. Our objective is to develop a system that can detect atypical cancer cells in real-time and assist in the decision-making process immediately, motivating our selection of an algorithm that balances the trade-off between speed and accuracy. The average accuracy of 90.5% and F-measure of 70.5% for our algorithm are relatively high compared with those for previously reported methods, but further improvement in diagnosis performance is needed for clinical use. In a systematic review, the sensitivity of Pap test screening by human cytoscreeners in detecting cervical dysplasia was 30% to 87%, and the specificity was 86% to 100%. Therefore, we consider it necessary to aim for a value close to 100% accuracy in automated diagnostic algorithms.

To improve the accuracy, flexible assignment of data labels and increasing the amount of training data may be beneficial. Flexible assignment of correct labels means that label smoothing should be conducted to more closely resemble real images. In this study, we made the label smoothing criterion mountainous. A visualization of our label smoothing of $n^{-[k-l]}$ for $c = 6$ and $n = 2, 3$ is shown in Figure S2. For example, if HSIL is the most suspicious diagnosis ($k = 4$), we have implemented gentle labeling throughout such that the next highest probability is associated with the neighboring classes, ASC-H ($i = 3$) and SCC ($i = 5$). This is only a hypothetical model, and the distribution of the Bethesda classification is not necessarily mountainous when considering the actual cell clusters. The label smoothing method alone contributed to a 7.1% F-measure improvement, but further parameter adjustments specific to cell diagnosis may be necessary. It is possible that some improvement could be made in the implementation of label smoothing, such as considering the distribution of the cytodiagnostic classifications according to their approximation and frequency.

There are several limitations to our study. The first is the small size of the dataset used for training. Generally, more training datasets improve accuracy because they increase the coverage for the population in machine learning. The number of images analyzed in our study was about one-hundredth of the number utilized in a previous study using Faster R-CNN. This is because we created a high-quality training dataset by taking pictures of cervical cell clusters with characteristic findings, determining the boundary region, and discussing the annotation with multiple experts. Thus, in this study, we used oversampling. Because oversampling can improve accuracy in machine learning, it is a method that is actively used in medical research, where training data tends to be scarce. In the sense that it can handle various imaging conditions, oversampling is a useful method because it is expected to improve robustness. However, oversampling can occasionally produce images that are very dissimilar from the original image, which may reduce accuracy. Consequently, there are some areas in which the achieved accuracy is not sufficient. In using this system for cervical screening, we are most concerned about false negatives. Although the first step by YOLOv4 successfully detects atypical cells, there are some classes that are underestimated by ResNeSt. It is important to note that there are cases of underestimation below ASC-H classes, where surgical treatment is actively considered, such as HSIL and SCC (Table 3). An additional algorithm may need to be constructed to identify these cases individually if no improvement is achieved by increasing the number of dataset images. Furthermore, there are still difficulties in classifying borderline classes such as ASC-US and ASC-H. Clinically, the diagnosis of these classes is the basis for HPV testing or biopsy, and we need to consider how to classify them correctly. We assume that the difficulty is specific to each ASC class because we used almost the same amount of training data for all classes. Because these classes are not likely to consist of large cell clusters, it may be effective to use an ordinary machine learning algorithm established for single cells. In addition, atypical glandular cells were not included in the dataset analyzed. The main reason for this exclusion was
that the number of cases of atypical glandular cells was small compared with atypical squamous cells, making it difficult to obtain an adequate dataset. Furthermore, because cell clusters of glandular cells have a more obvious three-dimensional structure compared with squamous cell clusters, we are investigating other approaches that can classify three-dimensional structures correctly.

As a second important limitation, the evaluation of learning accuracy may be insufficient. In this study, we captured images of the ideal field of view and annotated them with characteristic cell clusters. When evaluating these datasets, YOLOv4 can detect characteristic cell populations, and the classification by ResNeSt must ultimately produce the final accuracy. However, YOLOv4 may detect some extraneous objects as suspected atypical cells when the system is applied to suboptimal images. If end-to-end evaluation is to be done properly, all these potential false positives must be annotated. As mentioned above, we took great care in creating this dataset, and it was difficult to create additional datasets for further evaluation of suboptimal cytological images.

To pursue clinical use of this system, we propose continued research and development in the form of an augmented reality microscope (ARM). The ARM reported by Google in 2019 enabled detection of breast cancer metastasis sites and prostate cancer in real time during speculum examination by using a system based on deep learning. We believe that our YOLO-based assistance system with high detection rate and real-time performance will be a good match for the ARM concept. We hope that its combined use with ARM in cytological screening will reduce the risk of missing atypical cells and reduce the workloads of cytoscreeners.

5 | CONCLUSION

This two-step algorithm was determined to provide highly sensitive classification results with clear potential to support near real-time diagnosis in clinical cervical cytology. In future research, we will focus on the continued development of this system in conjunction with an augmented reality microscope for cytological screening assistance.
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