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Abstract: Deep neural networks are powerful tools for approximating functions, and they are applied to successfully solve various problems in many fields. In this paper, we propose a neural network-based numerical method to solve partial differential equations. In this new framework, the method is designed on weak formulations, and the unknown functions are approximated by deep neural networks and test functions can be chosen by different approaches, for instance, basis functions of finite element methods, neural networks, and so on. Because the spaces of trial function and test function are different, we name this new approach by Deep Petrov-Galerkin Method (DPGM). The resulted linear system is not necessarily to be symmetric and square, so the discretized problem is solved by a least-square method. Take the Poisson problem as an example, mixed DPGMs based on several mixed formulations are proposed and studied as well. In addition, we apply the DPGM to solve two classical time-dependent problems based on the space-time approach, that is, the unknown function is approximated by a neural network, in which temporal variable and spatial variables are treated equally, and the initial conditions are regarded as boundary conditions for the space-time domain. Finally, several numerical examples are presented to show the performance of the DPGMs, and we observe that this new method outperforms traditional numerical methods in several aspects: compared to the finite element method and finite difference method, DPGM is much more accurate with respect to degrees of freedom; this method is mesh-free, and can be implemented easily; mixed DPGM has good flexibility to handle different boundary conditions; DPGM can solve the time-dependent problems by the space-time approach naturally and efficiently. The proposed deep Petrov-Galerkin method shows strong potential in the field of numerical methods for partial differential equations.
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1 Introduction

Deep neural networks (DNNs) have achieved great success in artificial intelligence, scientific computing and other machine learning tasks ([31, 41, 59, 25, 58, 67, 71, 74]). DNNs produce a large class of nonlinear functions through compositional construction. Due to their powerful universal approximation ability, in recent years, DNNs have been applied for solving partial differential equations (PDEs), and several DNN-based methods ([21, 5, 28, 29, 22, 56, 16, 23, 37, 45, 42, 44]) were proposed to overcome the difficulty
so-called the “curse of dimensionality” of the traditional PDE solvers such as finite element method (FEM),
which requires a discretization of the interested domain, while the number of the mesh points will increase
exponentially fast with respect to the problem dimension and make it quickly become computationally
intractable. In such a situation, the generation of meshes is very time-consuming as well.

Among these DNN-based methods, one approach is to establish the algorithm with the strong form
and minimize the residual of the original PDEs, such as physical informed neural networks (PINNs), deep
Galerkin method (DGM), mixed residual method (MIM), local extreme learning machines (locELM) and so
on. Specifically, PINN was proposed in [56] to use neural networks to approximate the solution of PDEs,
and the neural networks are trained by minimizing the mean squared errors of the residual of the observed
data, the differential equation, boundary conditions, and/or initial conditions. After that, some other model
variants, like fractional PINNs and nonlocal PINNs are put forward in [55, 54, 73]. DGM designs the loss
function as PDE residual in the least-square sense to measure how well the approximate solution satisfies
the differential operator and boundary conditions ([64]). MIM rewrites the PDE into a lower-order system
and then uses the system residual as the loss function ([49]). Combining the ideas of domain decomposition
and extreme learning machines (ELM), locELM achieves high-precision results by solving the parameters of
the neural network with least-square computations rather than training by an optimizer ([19]).

Another approach focuses on the weak formulations of the PDEs. Based on the variational principle, the
deep Ritz method (DRM) uses the variational formulation of symmetric PDEs and integral of the boundary
residual as the loss function, and the DNNs are trained by minimizing the numerical quadrature of the loss
function ([22]). The deep Nitsche method ([13]) adopts Nitsche’s formulation as the loss function to deal
with the essential boundary conditions rather than a penalty in DRM. Based on the Euler-Lagrange equation
of the energy functional, a penalty-free neural network method ([61]) is proposed to solve the second-order
boundary-value problems on complex geometries. Weak adversarial networks ([72]) reformulate the PDEs
as a saddle-point problem in the weak formulation and approximate trial and test functions by two neural
networks and then train them alternately as an operator norm minimization problem.

These DNN-based methods have made achievements in some aspects, such as being able to solve problems
in high dimensions or on irregular domains, including the observed data into the loss function so that it can
handle inverse problems easily. However, some difficulties arise and need to be explored further. One of
the biggest problems is the accuracy limitation of the numerical solutions obtained by these methods due to
the weakness of the optimizer for the training process, even DNNs have very nice approximation properties ([34]).
Meanwhile, the training process could cost a huge amount of time. For example, a DNN-based method may
take hours to train the neural network to reach a certain accuracy, and it just takes a few seconds for FEM.
They are not sufficiently efficient in solving general PDEs, and more researches need to be explored further.

On the other hand, providing rigorous error analysis like FEM is a very challenging task for these DNN-
based methods. For PINNs, the convergence analysis is provided in [51, 62, 63], and a PINN with ReLu³
network is analyzed and the convergence rate was given in C² norm ([35]). The error analysis of DRM
was established in [47, 68, 32, 46] via assuming that the exact solution is contained in the spectral Barron
space which has the property of being approximated by a two-layer neural network. The convergence rate
of DRM with smooth activation functions like logisitic or hyperbolic tangent was derived in H¹ norm for
elliptic equations ([20, 36]). Such analysis can help us comprehend the convergence property with respect to
the depth, width, and parameters in the neural networks.

Least-square methods have been studied for solving partial differential equations as well ([1, 15, 6, 8, 65,
9, 7]). By employing the least-square functional as its loss function, a least-square neural network method
(LSNN) is proposed to solve the advection-reaction problem with discontinuous solution ([13]), and deep
least-square method based on the least-square functional of the first-order system is studied in [11]. It is
worth mentioning that the locELM can be regarded as a least-square method by obtaining the parameters of the neural network through solving a least-square problem, and it appears to be more accurate and computationally efficient ([19]).

In this paper, based on variational principle, we proposed a Deep Petro-Galerkin Method (DPGM) in which the numerical solutions are approximated by DNNs while test functions can be chosen by different approaches. The parameters of the neural network are given randomly and fixed except for the last layer, which not only reduces the parameters that need to be trained but also facilitates the assembling process of the linear system, then we solve it by a least-square method. This approach indeed improves the accuracy of the numerical solution and reduces the computational cost as well. Meanwhile, for solving time-dependent problems, temporal and spatial variables are treated jointly and equally, and we adopt the space-time approach in the DPGM framework so that the initial conditions are treated as boundary conditions. Therefore, DPGM can solve time-dependent problems without any iteration steps, and the resulted neural networks can supply the value of the numerical solution at any given space-time point without interpolation as the traditional numerical methods do.

To deal with the boundary conditions, one approach is the penalty method adopted by PINNs, DRM, DGM, and some other methods, and another way is to construct a special neural network satisfying the boundary condition intentionally ([38, 39, 48, 5, 37]). However, the first approach is suffering difficulty of choice of penalty parameters, which is crucial for balancing the residual of the interior and boundary items; and the second one is not practical for the domain with complicated boundary geometry. Instead, in DPGM, we adopt the ideas of the least-square method by assembling the boundary conditions and variational formulation to the linear systems simultaneously and solving it by a least-square method to determine the unknown parameters. In this way, no penalty parameter is involved and the boundary conditions can be satisfied easily. Furthermore, DPGM maintains the advantages of the DNN-based methods, for example, the computation for the numerical quadrature can be adopted by quasi-Monte Carlo method ([52, 12, 18, 16]), which produces a mesh-free method and is essential for high-dimensional PDEs, and thus DPGM can be used to solve the PDEs on complicated geometries. The proposed DPGMs have the following advantages: neural networks are used to approximate the numerical solution to guarantee excellent approximation property; the ideas of extreme learning machine and least-square method are adopted so that the resulted discrete problem can be solved efficiently; both the essential and natural boundary conditions can be treated easily; DPGM can be applied with mixed formulations without worrying the stability issues through solving the discrete problem by the least-square method; time-dependent problems can be solved by DPGM in space-time approach efficiently.

The rest of this paper is organized as follows. In Section 2, we introduce the basic ideas of the DPGM for solving an elliptic partial differential equation. In Section 3, taking the Poison problem as an example, we establish mixed-DPGM with four mixed formulations. Then we consider solving time-dependent problems by DPGM in the space-time approach in Section 4. In Section 5, numerical examples are provided to show the efficiency and accuracy of the proposed DPGM. Finally, conclusions and discussions are drawn in the last section.

2 Deep Petrov-Galerkin Method

In this section, we introduce the basic ideas of the deep Petrov-Galerkin method and show how to apply it to solve an elliptic partial differential equation.

Consider a partial differential equation
\[ Au = f \quad \text{in } \Omega, \]
\[ Bu = g \quad \text{on } \Gamma, \]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^d \), and its boundary \( \Gamma \) is split as \( \Gamma = \Gamma_D \cup \Gamma_N \) with \( \Gamma_D \cap \Gamma_N = \emptyset \). For example, when the differential operator \( A \) is given by

\[ A := -\nabla \cdot (\alpha(x)\nabla) + \delta(x), \]

where \( \alpha_0 \geq \alpha(x) \geq \alpha_0 > 0, \delta_1 \geq \delta(x) \geq \delta_0 > 0 \), (2.1) is a diffusion-reaction equation. Here, \( \alpha_0, \alpha_1, \delta_0 \) and \( \delta_1 \) are constants. The boundary condition (2.2) can be Dirichlet, Neumann and Robin types. In this paper, we consider the following mixed boundary conditions:

\[ u = g_D \quad \text{on } \Gamma_D, \]
\[ \alpha(x)\nabla u \cdot n = g_N \quad \text{on } \Gamma_N. \]

2.1 Petrov-Galerkin method

Under proper conditions, the PDE (2.1) with boundary conditions (2.4)–(2.5) has the weak formulation: Find \( u \in U_{D,gD} = \{ u \in U; u|_{\Gamma_D} = g_D \} \) such that

\[ a(u, v) = l(v) \quad \forall v \in V_{D,0} = \{ v \in V; v|_{\Gamma_D} = 0 \}, \]

for a constant \( M > 0 \). By Babuška Theorem ([3, 2]), the problem (2.6) has a unique solution if and only if the following conditions hold

\[ \inf_{u \in U} \sup_{v \in V} \frac{a(u, v)}{\|u\|_U \|v\|_V} = \inf_{v \in V} \sup_{u \in U} \frac{a(u, v)}{\|u\|_U \|v\|_V} = \beta > 0, \]

which is known as the Babuška–Brezzi or inf-sup condition ([10]). If we choose \( A \) as (2.3), the bilinear form and linear form in (2.6) are given by

\[ a(u, v) = \int_{\Omega} (\alpha(x)\nabla u \cdot \nabla v + \delta(x)uv) \, dx, \]
\[ l(v) = \int_{\Omega} f v \, dx + \int_{\Gamma_N} g_N v \, ds, \]

and the bilinear form \( a(u, v) \) satisfies the conditions (2.7) and (2.8).

To numerically solve the problem (2.6), one can apply the Petrov-Galerkin (PG) method: Find \( u_h \in U_h \subset U_{D,gD} \) such that

\[ a(u_h, v_h) = l(v_h) \quad \forall v_h \in V_h \subset V_{D,0}. \]
Here, $U_h$ and $V_h$ are finite-dimensional function spaces, and usually consist of piecewise polynomial functions. By (2.8), we know that the problem (2.9) is well-posed if and only if the following conditions hold
\[
\inf_{u_h \in U_h} \sup_{v_h \in V_h} \frac{a(u_h, v_h)}{\|u_h\|_U \|v_h\|_V} = \inf_{v_h \in V_h} \sup_{u_h \in U_h} \frac{a(u_h, v_h)}{\|u_h\|_U \|v_h\|_V} = \beta_h > 0.
\] (2.10)

Furthermore, when $U_h$ and $V_h$ are finite-dimensional, the above two conditions are reduced to one (2.9). Then the fundamental result for the PG method is given as follows.

**Theorem 2.1** ([3]) If the conditions (2.8) and (2.10) hold, and $u$ and $u_h$ are the solutions of the problems (2.6) and (2.9), respectively, then
\[
\|u - u_h\|_U \leq (1 + \frac{M}{\beta_h}) \inf_{w_h \in U_h} \|u - w_h\|_U.
\] (2.11)

**Remark 2.2** Note that the finite element pair of $U_h$ and $V_h$ needs to be elaborately designed for the PG method, and the inf-sup condition (2.10) has to be verified carefully, which are very challenging and technical tasks for general users. Can we avoid these difficulties? Let us try to do something different in this paper.

### 2.2 Neural networks

There are a variety of neural network structures, let us introduce the neural networks used in this paper as follows. Let $D, n_i \in \mathbb{N}^+$, and $n_i$ is the number of neurons in the $i$-th layer, $\rho$ is the activation function. A fully connected neural network with the depth of $D$ is a function $\Phi: \mathbb{R}^{n_0} \to \mathbb{R}^{n_D}$ defined by
\[
\begin{align*}
\Phi_0(x) &= x, \\
\Phi_l(x) &= \rho(W_l \Phi_{l-1} + b_l) \quad \text{for } l = 1, \ldots, D - 1, \\
\Phi := \Phi_D(x) &= W_D \Phi_{D-1} + b_D,
\end{align*}
\] (2.12)

where $W_l = (w_{ij}^{(l)}) \in \mathbb{R}^{n_i \times n_{l-1}}$ and $b_l = (b_i^{(l)}) \in \mathbb{R}^{n_i}$, $\phi_l = \{W_l, b_l\}$ are called the weight parameters in $l$-th layer. In this paper, we set $n_0 = d$ for stationary problems and $n_0 = d + 1$ for time-dependent problems.

In addition, we also adopt the ResNet ([30]), in which the input layer is a fully-connected layer with the number of neurons $n_0 = d$, each layer of this network is constructed by stacking several blocks, each block consists of two linear transformations, two activation functions, and a residual connection. Thus a ResNet $\Psi$ with $D$ layers takes the form as:
\[
\begin{align*}
\Psi_0(x) &= \rho(W_0 x + b_0), \\
\Psi_l(x) &= \rho(W_{l,2} \rho(W_{l,1} \Psi_{l-1} + b_{l,1}) + b_{l,2}) + \Psi_{l-1} \quad \text{for } l = 1, \ldots, D - 1, \\
\Psi := \Psi_D(x) &= W_D \Psi_{D-1} + b_D,
\end{align*}
\]

where $\{W_{l,1}, b_{l,1}\}$ and $\{W_{l,2}, b_{l,2}\}$ are the weight parameters of the first and second linear transformation in the $l$-th layer, respectively.

Denote the number of nonzero entries of a matrix $W_k$ by
\[
\|W_k\|_0 := \left| \{(i, j) : w_{ij}^{(k)} \neq 0\} \right|,
\]
then
\[
N_D := \sum_{j=1}^{D} (\|W_j\|_0 + \|b_j\|_0)
\]
is the total number of nonzeros weights of the neural network $\Phi$. For two positive constant integers $M_D$ and $B_D$, we give a class of neural network functions as follows

$$N_p(D, M_D, B_D) := \{ \Phi \text{ defined by } (2.12) \text{ with depth } D, N_D \leq M_D \text{ and } |w_{ij}^{(l)}| \leq B_D, |b_i^{(l)}| \leq B_D \}.$$  

The universal approximation theorem ([17, 34]) clarifies that every continuous function on a compact domain can be uniformly approximated by shallow neural networks with continuous, non-polynomial activation functions. The relationship between ReLU-DNN and linear finite element function was studied in [29]. More results have been established in [4, 50, 60, 11, 66] for activation functions with a certain regularity, and these approximation errors were given in the sense of $L^p$ norm. Then the error bounds for Hölder functions and functions in the Sobolev space $W^{n, \infty}$ were given under $L^\infty$ norm ([70, 53]). Finally, the error bounds for ReLU neural networks and ELU-neural networks are derived in Sobolev norms ([26, 27]), and it holds for many practically used activation functions such as the logistic function, tanh, arctan, and others, which offers us a powerful tool to study the error analysis for those DNN-based methods.

**Theorem 2.3 (Proposition 4.8 in [27], Theorem 4.1 in [36])** Given $p \geq 1$, $s, k, d \in \mathbb{N}^+$, $s \geq k + 1$. Let $\rho$ be the logistic function $\frac{1}{1 + e^{-x}}$ or tank function $\frac{e^x - 1}{e^x + 1}$. For any $\epsilon > 0$ and $f \in F_{s,p,d}$, there exists a neural network $f_\rho \in N_p(D, M_D, B_D)$ with depth $D \leq C \log(d + s)$, $M_D \leq C \cdot (1 + e^{-x})$, and $B_D \leq C \cdot C \cdot \epsilon^{-\theta}$ such that

$$\|f - f_\rho\|_{W^{s,p}((0,1]^d)} \leq \epsilon,$$

where $C, \theta$ are constants depending on $d, s, p, k$; $\mu$ is an arbitrarily small positive number and $F_{s,p,d} := \{ f \in W^{s,p}((0,1]^d) : \|f\|_{W^{s,p}((0,1]^d)} \leq 1 \}$.

**Remark 2.4** The bounds in the above theorem can be found in the proof of Proposition 4.8 in [27], and the bound on the depth was given in Theorem 4.1 in [36] explicitly. With these results, we see that the solutions of PDEs can be approximated very well by neural networks with a sufficient number of layers and nonzero weights.

### 2.3 Deep Petrov-Galerkin method

Instead of approximating the exact solution $u(x)$ by a piecewise polynomial function $u_h$, in this paper, we try to search a neural network $u_\rho(x; \theta)$ to approximate $u(x)$ with proper parameters $\theta$. Let us propose a numerical scheme: Find $u_\rho \in U_\rho \subset N_\rho(D, M_D, B_D) \subset U$ such that

$$a(u_\rho, v_h) = l(v_h), \quad \forall v_h \in V_h \subset V_{D,0},$$

$$u_\rho(x_k) = g_D(x_k), \quad \text{for some points } x_k \in \Gamma_D, \quad k = 1, 2, \ldots, N_b,$$

which is named by Deep Petrov-Galerkin Method (DPGM). Here, the trial function space $U_\rho$ refers to a class of neural network functions with the activation function $\rho$, and the structure is introduced in the previous subsection. In addition, the test function space $V_h$ can be chosen as any proper finite-dimensional function space, which should be a good approximation of $V_{D,0}$. In this paper, we choose $V_h$ as finite element spaces, and mainly use the bilinear finite element space for 2D problems and trilinear finite element space for 3D problems. Without loss of generality, we assume that $\{v_j\}_{j=1}^G$ is a group of functions belonging to $V_{D,0}$ and $\bigcup_{j=1}^G \text{supp}\{v_j\} = \Omega$, then we choose $V_h := \text{span}\{v_j\}_{j=1}^G$.

Notice that $N_\rho(D, M_D, B_D)$ is not a function space in general, so we did not choose it as $U_\rho$, instead, we choose a function space, a subset of $N_\rho(D, M_D, B_D)$ as $U_\rho$, which is constructed as follows and showed in
Figure 1: Network structure of \( u_\rho : \mathbb{R}^3 \to \mathbb{R} \), the solid blue line represents the parameters of the neural network that are randomly initialized and fixed afterwards, the dotted red line refers to the parameters that need to be solved.

For any \( u_\rho \in U_\rho \subset \mathcal{N}_\rho(D, M_D, B_D) \), we choose the initial weights \( \phi_l \) with values drawn from the uniform distribution \( \mathcal{U}(-r, r) \) for each layer and fixed them except for the last layer, where \( r \in \mathbb{R} \). Let \( \Phi_{D-1}^j \) denote the output of the \( j \)-th neuron in the \( D-1 \) layer (\( j = 1, 2, \cdots, n_{D-1} \)), \( W_D = (w_{ij}^{(D)}) \in \mathbb{R}^{n_D \times n_{D-1}} \) with \( n_D = 1 \), and \( b_D = 0 \). Then the output of the neural network

\[
\Phi := \Phi_D(x) = W_D \Phi_{D-1} + b_D = \sum_{j=1}^{n_{D-1}} w_{ij}^{(D)} \Phi_{D-1}(x).
\]

For simplicity, we denote \( \Phi_j^u := \Phi_{D-1}^j \) and \( u_\rho := w_{ij}^{(D)} \) for \( j = 1, \cdots, n_{D-1} \). Then

\[
u_\rho(x) = \sum_{j=1}^{n_{D-1}} w_{ij}^u \Phi_j^u(x).
\]

Notice that the values of the initial weights \( \phi_l \) (\( l = 1, \cdots, n_{D-1} \)) are given randomly and fixed, so these weights do not need to be trained or solved, then \( \{ \Phi_j^u(x) \}_{j=1}^{n_{D-1}} \) can be regarded as a group of basis functions. Hence,

\[ U_\rho = \text{span}\{ \Phi_1^u(x), \cdots, \Phi_{n_{D-1}}^u(x) \}. \]

We see that the degrees of freedom for the DPGM is the number of neurons in \( D-1 \) layer, that is, \( n_{D-1} \).

Then, the problem (2.13) becomes: Find \( u_j^\rho, j = 1, \cdots, n_{D-1}, \) such that

\[
\sum_{j=1}^{n_{D-1}} w_{ij}^\rho a(\Phi_j^u(x), v_i) = l(v_i) \quad \forall v_i \in V_h \subset V_{D,0}.
\]

The above equation gives

\[ AU = L, \]
where \( A_{i,j} = a(\Phi_j^u(x), v_i) \), \( U = (u_1^l, \cdots, u_{n^D-1}^l)^T \), and \( L = (l_1, \cdots, l_{N_h})^T \) with \( l_i = l(v_i) \) \((i = 1, \cdots, N_h)\). Note that the Neumann boundary condition (2.5) is included in the weak formulation. However, we need to enforce the Dirichlet boundary condition (2.14). To do so, we take some random samples \( \{x_k\}_{k=1}^{N_b} \) according to the uniform distribution \( U(\Gamma_D) \), and set \( u_\rho(x_k) = g_D(x_k) \) for all \( x_k \in \Gamma_D \), i.e.,
\[
\sum_{j=1}^{n^D-1} u_j^\rho \Phi_j^u(x_k) = g_D(x_k) \quad \text{for } k = 1, \cdots, N_b.
\]

Similarly, the above equation implies \( BU = G \), where \( B_{k,j} = \Phi_j^u(x_k) \) and \( G = (g_1, \cdots, g_{N_b})^T \) with \( g_k = g_D(x_k) \). Thus, we can obtain the solution \( u_\rho \) by solving a least-square problem with the linear system
\[
\begin{bmatrix}
A \\
B
\end{bmatrix} U =
\begin{bmatrix}
L \\
G
\end{bmatrix}.
\]

The algorithm for the DPGM is summarized as follows.

Algorithm 1 Deep Petrov-Galerkin Method

1. Initialize network architecture \( u_\rho : \Omega \to \mathbb{R} \) with depth \( D \) and parameters \( \phi_l \) for \( l = 1, \cdots, D \).
2. Fix the parameters \( \phi_l \) for \( l = 1, \cdots, D-1 \) of \( u_\rho \) and rewrite \( u_\rho \) as (2.15).
3. Choose \( v_i \in V_h, i = 1, \cdots, N_h \) and assemble the linear system \( AU = L \) w.r.t. (2.16).
4. Take random samples \( \{x_k\}_{k=1}^{N_b} \) according to \( U(\Gamma_D) \) and obtain \( BU = G \) w.r.t. (2.17).
5. Obtain \( U \) by solving the least-square problem w.r.t. (2.18).
6. Update the network parameters \( \phi_D \) of \( u_\rho \).

Remark 2.5 Most of the DNN-based numerical methods train neural networks by solving an optimization problem even the original problem may be a linear PDE, so the training process cost a large amount of computation time, and the precision of the results is less satisfied because it is very hard to find good solver for such optimization problems. If we want to avoid such a situation and also use powerful neural networks to approximate the solutions of PDEs, then the idea of ELM can be adopted so that we only need to solve a linear system. Note that the matrix \( A \) is not square and symmetric, so we cannot solve the discrete problem by usual linear system solvers. In addition, the essential boundary condition is not easy to be built into the structure of the neural networks, and the penalty method of enforcing the boundary condition may bring unexpected errors. By using the least-square method, we can get around these problems, and solve the linear system. The numerical experiments display that the hybrid of ELM and least-square approaches in Petrov-Galerkin formulation produces a highly efficient numerical method.

3 Mixed DPGM

Similar to the mixed finite element method ([57]), we can construct a Mixed DPGM (M-DPGM) by approximating more than one unknown functions by one or more neural networks, simultaneously.

Take the Poisson equation with the mixed boundary conditions as an example
\[
\begin{cases}
-\nabla \cdot (\nabla u) = f & \text{in } \Omega, \\
u = g_D & \text{on } \Gamma_D, \\
\nabla u \cdot n = g_N & \text{on } \Gamma_N,
\end{cases}
\]

\( \nabla u \cdot n = g_N \) on \( \Gamma_N \).
Set \( p = \nabla u \), we have the following first-order system
\[
\begin{align*}
  p - \nabla u &= 0 \quad \text{in } \Omega, \\
  -\nabla \cdot p &= f \quad \text{in } \Omega, \\
  u &= g_D \quad \text{on } \Gamma_D, \\
  p \cdot n &= g_N \quad \text{on } \Gamma_N.
\end{align*}
\] (3.22) – (3.25)

On both sides of the equations (3.22) – (3.23), multiplying proper test functions, we can obtain the following mixed formulations by integration by parts and the boundary conditions (3.24) – (3.25).

**Mixed Formulation 1:** Find \((p, u) \in (L^2(\Omega))^d \times H^1_{D,gD}(\Omega)\) such that
\[
\left\{ \begin{array}{l}
  \int_{\Omega} p \cdot q \, dx - \int_{\Omega} \nabla u \cdot q \, dx = 0 \\
  \int_{\Omega} p \cdot v \, dx = \int_{\Omega} f v \, dx + \int_{\Gamma_N} g_N v \, ds
\end{array} \right. \quad \forall q \in (L^2(\Omega))^d, \forall v \in H^1_{D,gD}(\Omega).
\]

**Mixed Formulation 2:** Find \((p, u) \in H_{N,gN}(\text{div, } \Omega) \times L^2(\Omega)\) such that
\[
\left\{ \begin{array}{l}
  \int_{\Omega} p \cdot q \, dx + \int_{\Omega} u \nabla \cdot q \, dx = \int_{\Gamma_D} g_D q \cdot n \, ds \\
  -\int_{\Omega} \nabla \cdot p \, dx = \int_{\Omega} f v \, dx
\end{array} \right. \quad \forall q \in H_{N,0}(\text{div, } \Omega), \forall v \in L^2(\Omega).
\]

**Mixed Formulation 3:** Find \((p, u) \in H_{N,gN}(\text{div, } \Omega) \times H^1_{D,gD}(\Omega)\) such that
\[
\left\{ \begin{array}{l}
  \int_{\Omega} p \cdot q \, dx - \int_{\Omega} \nabla u \cdot q \, dx = 0 \\
  -\int_{\Omega} \nabla \cdot p \, dx = \int_{\Omega} f v \, dx
\end{array} \right. \quad \forall q \in (L^2(\Omega))^d, \forall v \in L^2(\Omega).
\]

**Mixed Formulation 4:** Find \((p, u) \in (L^2(\Omega))^d \times L^2(\Omega)\) such that
\[
\left\{ \begin{array}{l}
  \int_{\Omega} p \cdot q \, dx + \int_{\Omega} u \nabla \cdot q \, dx = \int_{\Gamma_D} g_D q \cdot n \, ds \\
  \int_{\Omega} p \cdot v \, dx = \int_{\Omega} f v \, dx + \int_{\Gamma_N} g_N v \, ds
\end{array} \right. \quad \forall q \in H_{N,0}(\text{div, } \Omega), \forall v \in H^1_{D,0}(\Omega).
\]

Here,
\[
H^1_{D,0}(\Omega) = \{ v \in H^1(\Omega) ; \ v|_{\Gamma_D} = 0 \},
\]
\[
H^1_{D,gD}(\Omega) = \{ v \in H^1(\Omega) ; \ v|_{\Gamma_D} = g_D \},
\]
\[
H_{N,0}(\text{div, } \Omega) = \{ q \in H(\text{div, } \Omega) ; \ (q \cdot n, v) = 0 \ \forall v \in H^1_{D,0}(\Omega) \},
\]
\[
H_{N,gN}(\text{div, } \Omega) = \{ q \in H(\text{div, } \Omega) ; \ (q \cdot n, v) = g_N \ \forall v \in H^1_{D,0}(\Omega) \},
\]

and \(<\cdot, \cdot>\) denotes the duality between \(H^{-1/2}(\Gamma)\) and \(H^{1/2}(\Gamma)\). Under proper regularity assumptions, the above mixed formulations are equivalent to each other, and each one can be adopted to construct Mixed DPGM. Notice that the boundary conditions are naturally built-in Mixed Formulation 4, and there is no need to calculate the derivatives for \(u\) and \(p\), which is an advantage for implementing the M-DPGM. Now,
let us consider Mixed Formulation 4 to implement M-DPGM, and other mixed formulations can be applied similarly.

The Mixed Formulation 4 can be rewritten as: Find \((p, u) \in (L^2(\Omega))^d \times L^2(\Omega)\) such that

\[
\mathcal{L}(p, u; (q, v)) = \mathcal{F}(q, v) \quad \forall (q, v) \in H_{N,0}(\text{div}, \Omega) \times H^1_D(0, \Omega).
\]

where

\[
\mathcal{L}(p, u; (q, v)) = \int_{\Omega} (p \cdot q + u \nabla \cdot q + p \cdot \nabla v) \, dx,
\]

\[
\mathcal{F}(q, v) = \int_{\Omega} f \, dx + \int_{\Gamma} g_N v \, ds + \int_{\Gamma_D} g_D q \cdot n \, ds.
\]

Similar to the DPGM introduced in Section 2, we need to find two neural networks to approximate the variables \(u\) and \(p\), separately. Therefore, the M-DPGM is: Find neural networks \(u_\rho \in U_\rho \subset N_\rho(D, M_D, B_D)\) and \(p_\rho \in Q_\rho \subset N_\rho(D, N_D, B_D)\) such that

\[
\mathcal{L}(p_\rho, u_\rho; (q_i, v_k)) = \mathcal{F}(q_i, v_k) \quad \forall (q_i, v_k) \in Q_h \times V_h,
\]

where \(Q_h\) and \(V_h\) can be chosen as any proper finite-dimensional function spaces. We construct \(u_\rho \in U_\rho\) same as the one in (2.15), i.e.,

\[
u_\rho(x) = \sum_{j=1}^{n_D-1} w_{ij}^\rho \Phi^\rho_j(x).
\]

Let us construct \(p_\rho\) slightly different from \(u_\rho\). Specifically, the number of neurons in the last layer for \(p_\rho\) is \(n_B = d\). Here, let us consider 2-dimensional case, i.e., \(n_B = 2\), then the output of the neural network for \(p_\rho\) is

\[
\Phi^p := \Phi^p_D(x) = W_D \Phi^p_{D-1} = \left[ \sum_{j=1}^{n_D-1} p_{1j}^\rho \Phi^p_j(x) \right]_{j=1}^{n_D-1} \left[ \sum_{j=1}^{n_D-1} p_{2j}^\rho \Phi^p_j(x) \right]_{j=1}^{n_D-1}.
\]

Here, we denote \(w_{1ij}^\rho\) and \(w_{2ij}^\rho\) by \(p_{1j}^\rho\) and \(p_{2j}^\rho\), respectively. Therefore, the problem (3.27) becomes: Find \(u_j^\rho\) with \(j = 1, \cdots, n_D-1\), and \(p_{1j}^\rho, p_{2j}^\rho\) with \(j = 1, \cdots, n_B-1\) such that

\[
\mathcal{L}\left( \left[ \sum_{j=1}^{n_D-1} p_{1j}^\rho \Phi_j^p(x), \sum_{j=1}^{n_D-1} p_{2j}^\rho \Phi_j^p(x) \right]^T, \sum_{j=1}^{n_D-1} u_j^\rho \Phi_j^p(x) \right) : (q_i, v_k) = \mathcal{F}(q_i, v_k) \quad \forall (q_i, v_k) \in Q_h \times V_h.
\]

Denote \(q_i = [q_i^1, q_i^2]^T\), and we can take \((q_i, v_k) \in Q_h \times V_h\) in the forms of \(((0, q_i^1), 0), ([0, 0], q_i^2), ([0, 0], v_k)\), separately. Of course, other forms of the test functions can be used as well. Finally, we need to solve a least-square problem with the linear system generated by (3.28).

**Remark 3.1**

1. Note that different neural network gives a different group of bases, if one wants to approximate several unknown functions in the same function space, one neural network can be used to approximate all the unknown functions at the same time, but the number of neurons in the last layer needs to be changed accordingly.

2. For mixed finite element methods, the finite element pair \(Q_h \times V_h\) needs to be carefully chosen so that the discrete problem is well-posed. Because the resulted linear system is solved by the least-square method, M-DPGM does not need to worry about the inf-sup condition, so it is very flexible on the choice of \(Q_h \times V_h\).
4 DPGM for time-dependent problems

In this section, we extend the ideas of DPGM to solve time-dependent PDEs. Instead of doing temporal and spatial discretization separately, we apply DPGM to solve time-dependent problems under the space-time approach, so the initial conditions will be treated as boundary conditions of the space-time domain. Let us consider the following time-dependent problem

\[ A u = f \quad \text{in } \Omega \times I, \]  \hspace{1cm} (4.29)
\[ B u = g \quad \text{on } \Gamma \times I, \]  \hspace{1cm} (4.30)
\[ C u = h \quad \text{in } \Omega \times \{0\}, \]  \hspace{1cm} (4.31)

where \( \Omega \subset \mathbb{R}^d \) is a bounded domain with \( \Gamma = \Gamma_D \cup \Gamma_N \) and \( \Gamma_D \cap \Gamma_N = \emptyset \), and \( I = (0, T) \) is the time interval of interest. For example, when the differential operator \( A \) is given by

\[ A := \frac{\partial}{\partial t} - \nabla \cdot (\alpha(x) \nabla), \]  \hspace{1cm} (4.32)

(4.29) is a heat equation. Here, \( \alpha_1 \geq \alpha(x) \geq \alpha_0 > 0 \) with some constants \( \alpha_0, \alpha_1 \). The boundary condition (4.30) can be Dirichlet, Neumann and Robin types, and the initial condition (4.31) is given by

\[ u(x, 0) = h_0(x) \quad \text{in } \Omega. \]  \hspace{1cm} (4.33)

Unlike the traditional approach, for example, finite difference method, discretizing the time interval as \( 0 = t_0 < t_1 < \cdots < t_N = T \) and sequentially solving \( u(x; t_n) \) for \( n = 1, \cdots, N \), we adopt space-time approach, i.e., temporal and spatial variables are treated jointly and equally.

4.1 DPGM for a heat equation

First, we consider to solve a heat equation as follows

\[ \frac{\partial u}{\partial t} - \nabla \cdot (\alpha(x) \nabla u) = f \quad \text{in } \Omega \times I, \]  \hspace{1cm} (4.34)
\[ u(x, t) = g_D(x, t) \quad \text{on } \Gamma_D \times I, \]  \hspace{1cm} (4.35)
\[ \alpha(x) \nabla u(x, t) \cdot n = g_N(x, t) \quad \text{on } \Gamma_N \times I, \]  \hspace{1cm} (4.36)
\[ u(x, 0) = h_0(x) \quad \text{in } \Omega. \]  \hspace{1cm} (4.37)

The weak formulation of the problem is to find \( u \in L^2(I; H^1_{D,0}(\Omega)) \) with \( \partial_t u \in L^2(I; L^2(\Omega)) \) such that

\[ a_t(u, v) = l_t(v) \quad \forall v \in L^2(I; H^1_{D,0}(\Omega)), \]  \hspace{1cm} (4.38)
\[ u(x, 0) = h_0(x) \quad \text{in } \Omega, \]  \hspace{1cm} (4.39)

where

\[ a_t(u, v) = \int_0^T \int_\Omega \left( \frac{\partial u}{\partial t} v + \alpha(x) \nabla u \cdot \nabla v \right) \, dx \, dt, \]
\[ l_t(v) = \int_0^T \int_\Omega f v \, dx \, dt + \int_0^T \int_\Gamma_N g_N v \, ds \, dt. \]
Here, $L^2(I; H^{1}_{D, gO}(Ω))$ is a Banach space of all measurable functions $v : I \to H^{1}_{D, gO}$ such that
\[
\left[ \int_0^T \|v(t)\|_{H^1(I)}^2 \, dt \right]^{1/2} < \infty.
\]

The DPGM for solving the problem (4.38) is to find a neural network $u_\rho(x, t) \in U_\rho \subset \mathcal{N}_\rho(D, M_D, B_D) \subset L^2(I; H^{1}(Ω))$ such that
\[
a_t(u_\rho, v) = I_t(v) \quad \forall v \in V_h \subset L^2(I; H^{1}_{D, 0}(Ω)), \tag{4.40}
\]
\[
u_\rho(x_k, t_k) = g_D(x_k, t_k) \quad \text{for some points } (x_k, t_k) \in \Gamma_D \times I, \quad k = 1, 2, \ldots, N_b, \tag{4.41}
\]
\[
u_\rho(x_m, 0) = h_0(x_m) \quad \text{for some points } x_m \in Ω, \quad m = 1, 2, \ldots, N_c, \tag{4.42}
\]

Let us construct $u_\rho \in U_\rho$ same as the one in (2.15) except for the input dimension $n_0 = d + 1$, i.e.,
\[
u_\rho(x, t) = \sum_{j=1}^{n_{D-1}} u_\rho^j \Phi_j^u(x, t).
\]

Similarly, the equation (4.40) becomes: Find $u_\rho^j, \, j = 1, \ldots, n_{D-1}$, such that
\[
\sum_{j=1}^{n_{D-1}} u_\rho^j a_t(\Phi_j^u(x, t), v_i) = I_t(v_i) \quad \forall v_i \in V_h,
\]
which gives
\[
AU = L,
\]
where $A_{i, j} = a_t(\Phi_j^u(x, t), v_i)$, $U = (u_\rho^1, \ldots, u_\rho^{n_{D-1}})^T$, and $L = (l_1, \ldots, l_{N_h})^T$ with $l_i = I_t(v_i)$ ($i = 1, \ldots, N_h$).

Note that $\{\Phi_j^u(x, t)\}_{j=1}^{n_{D-1}}$ can be regarded as a group of bases in space-time domain.

To deal with the boundary condition (4.41) and the initial condition (4.42), we still need to take some random samples $\{(x_k, t_k)\}_{k=1}^{N_b}$ and $\{x_m\}_{m=1}^{N_c}$ according to the uniform distribution $\mathcal{U}(\Gamma_D \times I)$ and $\mathcal{U}(Ω)$, separately. Then set $\nu_\rho(x_k, t_k) = g_D(x_k, t_k)$ for all $(x_k, t_k) \in \Gamma_D \times I$ and $\nu_\rho(x_m, 0) = h_0(x_m)$ for all $x_m \in Ω$, i.e.,
\[
\sum_{j=1}^{n_{D-1}} u_\rho^j \Phi_j^u(x_k, t_k) = g_D(x_k, t_k) \quad \text{for } k = 1, \ldots, N_b,
\]
\[
\sum_{j=1}^{n_{D-1}} u_\rho^j \Phi_j^u(x_m, 0) = h_0(x_m) \quad \text{for } m = 1, \ldots, N_c.
\]

Thus, the above equations imply $BU = G$ and $CU = H$, where $B_{k, j} = \Phi_j^u(x_k, t_k)$, $C_{m, j} = \Phi_j^u(x_m, 0)$, $G = (g_1, \ldots, g_{N_b})^T$ with $g_k = g_D(x_k, t_k)$ and $H = (h_1, \ldots, h_{N_c})^T$ with $h_m = h_0(x_m)$.

Finally we can obtain the solution $u_\rho$ by solving a least-square problem with the linear system
\[
\begin{bmatrix}
A \\
B \\
C
\end{bmatrix}
\begin{bmatrix}
U
\end{bmatrix}
= 
\begin{bmatrix}
L \\
G \\
H
\end{bmatrix}.
\tag{4.43}
\]
4.2 DPGM for a wave equation

In this subsection, we consider the following wave equation

\[
\frac{\partial^2 u}{\partial t^2} - \nabla \cdot (\alpha(x) \nabla u) = f \quad \text{in } \Omega \times I, \tag{4.44}
\]

\[
u(x,t) = g_D(x,t) \quad \text{on } \Gamma_D \times I, \tag{4.45}
\]

\[
\alpha(x) \nabla u(x,t) \cdot n = g_N(x,t) \quad \text{on } \Gamma_N \times I, \tag{4.46}
\]

\[
u(x,0) = h_0(x) \quad \text{in } \Omega, \tag{4.47}
\]

\[
\frac{\partial u(x,0)}{\partial t} = w_0(x) \quad \text{in } \Omega. \tag{4.48}
\]

The weak form of the wave equation is: Find \( u \in L^2(I; H^1_D, g_D(\Omega)) \) with \( \partial_t u \in L^2(I; L^2(\Omega)) \) such that

\[
a_w(u,v) = l_w(v) \quad \forall v \in L^2(I; H^1_D(\Omega)), \tag{4.49}
\]

\[
u(x,0) = h_0(x) \quad \text{in } \Omega, \tag{4.50}
\]

where

\[
a_w(u,v) = \int_0^T \int_\Omega \left( -\frac{\partial u}{\partial t} \frac{\partial v}{\partial t} + \alpha(x) \nabla u \cdot \nabla v \right) \, dx \, dt + \int_\Omega \frac{\partial u(x,T)}{\partial t} v(x,T) \, dx,
\]

\[
l_w(v) = \int_0^T \int_\Omega f v \, dx \, dt + \int_0^T \int_{\Gamma_N} g_N v \, ds \, dt + \int_\Omega w_0 v(x,0) \, dx.
\]

Note that the initial condition (4.48) becomes a natural boundary condition of the domain \( \Omega \times I \), and it is built into the weak formulation (4.49).

The DPGM for solving the wave equation is to find a neural network \( u_\rho \in U_\rho \subset \mathcal{N}_\rho(D, M_D, B_D) \subset L^2(I; H^1(\Omega)) \) such that

\[
a_w(u_\rho, v) = l_w(v) \quad \forall v \in V_h \subset L^2(I; H^1_D(\Omega)),
\]

\[
u_\rho(x_k, t_k) = g_D(x_k, t_k) \quad \text{for some points } (x_k, t_k) \in \Gamma_D \times I, \ k = 1, 2, \ldots, N_b,
\]

\[
u_\rho(x_m, 0) = h_0(x_m) \quad \text{for some points } x_m \in \Omega, \ m = 1, 2, \ldots, N_c.
\]

By constructing \( u_\rho(x,t) \) and making restrictions on the boundary and initial conditions in a similar way for the heat equation, we obtain a similar linear system as (4.43), then solve the least-square problem to get solution \( u_\rho \).

**Remark 4.1** Usually, one prefers dividing a big problem into some small problems and solving them one by one so that memory cost is low and total computation time is saved. For example, finite difference discretization for the temporal variable is the most popular choice for the time-dependent problem because it follows this divide and conquers strategy. However, one drawback is the accumulation of errors during this step-by-step process. If we can solve the problem at just one time, this issue can be avoided, but large computation ability is needed to support this approach, for example, the space-time FEM is used to solve the time-dependent problem with the help of domain decomposition. In light of the strong approximation ability of neural networks, DPGM can solve time-dependent problems by the space-time approach efficiently and accurately.
5 Numerical examples

In this section, we present three examples, a Poisson equation, a heat equation, and a wave equation for demonstrating the performance of the DPGM. In these examples, we consider $d = 2$ and choose basis functions of finite element method as the test functions, specifically, the domain $\Omega$ and $\Omega \times I$ are decomposed into the square and cubic elements, respectively, and corresponding bilinear functions and trilinear functions are adopted as test functions. Other types of test functions can be considered as well in the future.

For the calculation of $\nabla u_\rho$, one can adopt the automatic differentiation, which allows the calculation of derivatives for a broad range of functions. However, in order to obtain the fast computation of derivatives, we employ the difference method, for example, the central difference for a first-order derivative is

$$
\frac{\partial u_\rho(x, y)}{\partial x} = \frac{u_\rho(x + h_x, y) - u_\rho(x - h_x, y)}{2h_x}.
$$

In numerical experiments, we find that it saves lots of computation time with less loss of accuracy by choosing $h_x = h_y = 10^{-6}$.

Initializing the network with the right weights is crucial for us, once the weight parameters are initialized, they will be fixed in DPGM except for the last layer. We must make sure that these weights are in a reasonable range before the solving process. In practical experiments, one may choose proper initialization from $\text{torch.nn.init}$ in Pytorch. In the following examples, we use the uniform distribution for the fully connected network, and Xavier uniform distribution is chosen for ResNet based on its property of remaining variance the same during each passing layer ([24]). The activation function $\rho = \tanh$ is used in the fully connected network and ResNet as it leads to a smooth $u_\rho$ for approximating the solution of PDEs.

Example 5.1 In this example, we solve a 2-dimensional Poisson equation with a smooth solution $u = \cos(\pi x)\sin(\pi y)$ under the mixed boundary conditions

$$
\begin{align*}
-\Delta u(x, y) = 2\pi^2 \cos(\pi x)\sin(\pi y) & \quad \text{in } \Omega, \\
u(x, y) = \cos(\pi x)\sin(\pi y) & \quad \text{on } \Gamma_D, \\
abla u(x, y) \cdot n = 0 & \quad \text{on } \Gamma_N,
\end{align*}
$$

where $\Omega = [0, 1]^2$, $\Gamma_D = (0, 1) \times \{0, 1\}$, $\Gamma_N = \{0, 1\} \times (0, 1)$.

For DPGM, we use a two-layer fully connected neural network with uniform distribution $\mathcal{U}(-1, 1)$ as initialization, $D = 2$, $n_0 = 2$, $n_2 = 1$, and we choose $n_1 = 50, 100, 200$, separately. We know that the degrees of freedom (dof) for the DPGM is the number of neurons in the first layer, that is, $n_1$. Test functions are chosen as bases of bilinear finite element on a family of square meshes with mesh size $h = 2^{-n}$ ($n = 2, 3, 4, 5$), thus the result will be related to $h$. We calculate the numerical integration by Gauss-Legendre quadrature with 25 points inside of each square, and randomly sample 100 points on each edge of $\Gamma_D$. For solving the resulted linear system, we adopt the least-square solver $\text{scipy.linalg.lstsq}$ in Python.

To demonstrate the accuracy of the DPGM, we give the numerical solution $u_\rho$, the exact solution $u$, and their difference $|u - u_\rho|$ in Figure 2. The Figure 2(a) shows the numerical solution $u_\rho$ solved by the DPGM with $h = 2^{-5}$ and dof = 200, and its relative $L^2$ error and $H^1$ error are $9.651 \times 10^{-10}$ and $5.167 \times 10^{-9}$, respectively. The exact solution $u$ is given in Figure 2(b), and the absolute value of their difference $|u - u_\rho|$ is displayed in Figure 2(c), which shows that the maximum error is around $10^{-8}$. We see that the DPGM gives highly accurate numerical solution.
In addition, in Table 1, we report the relative $L^2$ and $H^1$ errors denoted by $e_{L^2}$ and $e_{H^1}$, respectively, with $h = 2^{-n}$ ($n = 2, 3, 4, 5$) and dof = 50, 100, 200. With fixed $h$, i.e., given the same data of test functions to the neural network, DPGM offers more accurate numerical solutions with a larger number of dof = $n_1$. If we fix the number of dof, and change the mesh size $h$ for the test functions, we observe that the errors decrease as $h$ becomes smaller, that is, more test functions are fed into the system, the neural networks supply more accurate numerical solutions.

Of course, we want to know the performance of this new DPGM compared with the finite element method, so we compute some numerical solutions by FEM through Fenics ([40]). On a family of uniform triangulation with mesh size $h = 2^{-n}$ ($n = 2, 3, 4, 5$), we use the standard triangle Lagrange elements $P_k$ ($k = 1, 2, 3$) for solving the problem. Here, $k$ denotes the degree of the polynomials, and the degrees of freedom for $P_k$ FEM in this example is $\text{dof} = (k/h)^2 - 1$). The numerical errors are listed in Table 2. In view of Table 1 and Table 2, comparing the dof and accuracy, we observe that the DPGM outperforms over FEM, that is, DPGM can obtain more accurate numerical solution with much less degrees of freedom.

| $h$ | dof | $e_{L^2}$ | $e_{H^1}$ | $e_{L^2}$ | $e_{H^1}$ | $e_{L^2}$ | $e_{H^1}$ |
|-----|-----|-----------|-----------|-----------|-----------|-----------|-----------|
| $2^{-2}$ | 50 | 1.829e-1 | 3.990e-1 | 63 | 8.878e-3 | 5.615e-2 | 143 | 6.626e-4 | 5.724e-3 |
| $2^{-3}$ | 100 | 4.399e-2 | 1.934e-1 | 255 | 1.102e-3 | 1.456e-2 | 575 | 3.958e-5 | 7.202e-4 |
| $2^{-4}$ | 200 | 1.091e-2 | 9.601e-2 | 1023 | 1.375e-4 | 3.683e-3 | 2303 | 2.417e-6 | 9.004e-5 |

Table 1: Relative $L^2(\Omega)$ and $H^1(\Omega)$ errors of the DPGM with different $h$ and dof in Example 5.1

| $h$ | $e_{L^2}$ | $e_{H^1}$ | $e_{L^2}$ | $e_{H^1}$ | $e_{L^2}$ | $e_{H^1}$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|
| $2^{-2}$ | 15 | 1.829e-1 | 3.990e-1 | 63 | 8.878e-3 | 5.615e-2 | 143 | 6.626e-4 | 5.724e-3 |
| $2^{-3}$ | 63 | 4.399e-2 | 1.934e-1 | 255 | 1.102e-3 | 1.456e-2 | 575 | 3.958e-5 | 7.202e-4 |
| $2^{-4}$ | 255 | 1.091e-2 | 9.601e-2 | 1023 | 1.375e-4 | 3.683e-3 | 2303 | 2.417e-6 | 9.004e-5 |
| $2^{-5}$ | 1023 | 2.721e-3 | 4.792e-2 | 4095 | 1.718e-5 | 9.246e-4 | 9215 | 1.495e-7 | 1.125e-5 |

Table 2: Relative $L^2(\Omega)$ and $H^1(\Omega)$ errors of the $P_k$ FEM with different $h$ in Example 5.1
Furthermore, we study the relationship between data and networks in the DPGM. Specifically, data is determined by the test functions, changing the mesh size or choosing different numbers of the test functions will generate different data, while the network can be formed by different depth and width, which means the number of neurons in each year. Now, let us fix the mesh size as $h = 2^{-5}$, and report the relative errors $L^2(\Omega)$ and $H^1(\Omega)$ for different number of unfixed neurons (dof) and the numbers of the test functions (nv) in Table 3. We see that the more data information is supplied, the more accurate solution the DPGM will offer. Then we adopt the ResNet with Xavier uniform distribution $\tilde{U}(-1, 1)$ as initialization and change the number of layers $D$ from 2 to 5, report the relative errors $L^2(\Omega)$ and $H^1(\Omega)$ for different neurons (dof) in each layer in Table 4, and we find that the deeper neural network would give us a better numerical solution.

| nv  | dof  | $e_{L^2}$  | $e_{H^1}$  | $e_{L^2}$  | $e_{H^1}$  | $e_{L^2}$  | $e_{H^1}$  |
|-----|------|-----------|-----------|-----------|-----------|-----------|-----------|
| 200 | 50   | 1.274e-4  | 1.861e-4  | 3.043e-7  | 8.408e-7  | 1.364e-7  | 1.570e-7  |
| 400 | 100  | 1.244e-4  | 2.093e-4  | 1.440e-7  | 3.028e-7  | 1.364e-7  | 1.570e-7  |
| 600 | 200  | 1.005e-6  | 2.881e-4  | 8.909e-8  | 1.387e-8  | 1.364e-7  | 1.570e-7  |
| 800 | 50   | 7.368e-5  | 2.020e-4  | 4.091e-8  | 1.065e-8  | 9.651e-9  | 1.387e-8  |
| 1023| 100  | 3.914e-5  | 1.437e-4  | 2.597e-8  | 1.065e-8  | 9.651e-9  | 1.387e-8  |

Table 3: Relative $L^2(\Omega)$ and $H^1(\Omega)$ errors of the DPGM with respect to dof and the number of test functions (nv) for a fixed mesh size $h = 2^{-5}$ in Example 5.1.

| D   | dof  | $e_{L^2}$  | $e_{H^1}$  | $e_{L^2}$  | $e_{H^1}$  | $e_{L^2}$  | $e_{H^1}$  |
|-----|------|-----------|-----------|-----------|-----------|-----------|-----------|
| 2   | 50   | 1.178e-5  | 4.100e-5  | 5.827e-6  | 1.405e-5  | 9.318e-5  | 2.054e-4  |
| 3   | 100  | 1.093e-5  | 3.165e-5  | 1.661e-6  | 4.765e-6  | 1.342e-6  | 3.937e-6  |
| 4   | 200  | 1.302e-5  | 4.786e-5  | 1.857e-7  | 7.485e-7  | 1.240e-7  | 4.744e-7  |
| 5   | 50   | 6.548e-5  | 2.674e-4  | 4.485e-8  | 2.093e-7  | 4.629e-8  | 2.108e-7  |

Table 4: Relative $L^2(\Omega)$ and $H^1(\Omega)$ errors of the DPGM with respect to dof and the depth $D$ for a fixed mesh size $h = 2^{-5}$ in Example 5.1.

Finally, under the same condition, we consider the mixed DPGM with different formulations, which show nice performance in Table 5. We can see that all four schemes get better results with higher degrees of freedom. The relative $L^2$ error of M-DPGM-4 can even reduce to $1.395 \times 10^{-10}$, which shows its high accuracy, and note that M-DPGM-4 do not need the calculation of the derivatives for $u$ and $p$, and boundary conditions are naturally built in the formulation, so no boundary restriction is needed.

Example 5.2 Given $\Omega = (0, 1)^2$ with $\Gamma_D := \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \cup \Gamma_4$, we consider the the following heat equation
\[
\begin{aligned}
&\begin{cases}
&u_t(x, y, t) - \Delta u(x, y, t) = f(x, y, t) \quad \text{in } \Omega \times I, \\
&u(x, y, t) = g(x, y, t) \quad \text{on } \Gamma_D \times I, \\
&u(x, y, 0) = h_0(x, y) \quad \text{in } \Omega,
\end{cases}
\end{aligned}
\]
with $I = (0, 1)$. The exact solution $u(x, y, t) = 2e^{-t}\sin(\frac{\pi}{2}x)\sin(\frac{\pi}{2}y)$ and the right-hand term $f(x, y, t)$ is given accordingly.
Table 5: Relative $L^2(\Omega)$ and $H^1(\Omega)$ errors of different formulation of Mixed DPGM with different $h$ and dof in Example 5.1.

As we mentioned in Section 4, we do not discretize the temporal variable by finite difference method, instead, DPGM solves the above equation directly in the space-time domain, that is, we treat this 2-dimensional heat equation as a 3-dimensional problem with 2-dimensional spatial variables and 1-dimensional temporal variable. In the test, we use a two-layer fully connected neural network with uniform distribution $U(-1,1)$ as initialization, $D = 2$, $n_0 = 3$, $n_2 = 1$, and we choose $n_1 = 200, 400, 800$, separately. The test functions are chosen by trilinear functions on cubic meshes and numerical integration is calculated by Gauss-Legendre quadrature with 1000 points inside of each cubic. Note that this space-time domain has 6 faces, to enforce the Dirichlet and initial condition, we randomly sample 100 points on each face, i.e., $\Gamma_1 \times I$, $\Gamma_2 \times I$, $\Gamma_3 \times I$, $\Gamma_4 \times I$, and $\Omega \times \{0\}$. The $L^2$ errors and $H^1$ errors at the ending time $T = 1$ are reported in Table 6. We observe that the DPGM works very well for solving heat equation, and still reach high accuracy.

To compare the performance of DPGM with traditional numerical methods, we consider a numerical scheme that is constructed with the $P_2$ finite element discretization for the spatial variable and the back Euler finite difference approximation for the temporal variable. We choose the time-steps $\Delta t = 10^{-3}, 2 \times 10^{-4}, 5 \times 10^{-5}$ and the mesh-size $h = 2^{-5}, 2^{-6}, 2^{-7}$, then report the $L^2$ errors and $H^1$ errors at the ending time $T = 1$. Compared to FEM, DPGM can obtain more accurate numerical solutions, furthermore, the time cost of DPGM is much less than the traditional approaches.

Table 6: $L^2(\Omega)$ and $H^1(\Omega)$ errors of the DPGM with different $h$ and dof in Example 5.2

Table 7: $L^2(\Omega)$ and $H^1(\Omega)$ errors of the $P_2$ FEM for spatial discretization with different $h$ and back Euler scheme for temporal discretization with different time-step $\Delta t$ in Example 5.2
Example 5.3 Consider the following wave equation

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2}(x,y,t) - \Delta u(x,y,t) &= f(x,y,t) \quad \text{in } \Omega \times (0,1), \\
u(x,y,t) &= g(x,y,t) \quad \text{on } \Gamma_D \times (0,1), \\
u(x,y,0) &= h_0(x,y) \quad \text{in } \Omega, \\
\frac{\partial u}{\partial t}(x,y,0) &= w_0(x,y) \quad \text{in } \Omega,
\end{align*}
\]

with the exact solution \( u(x,y,t) = \sin(\frac{\pi}{2}x)\sin(\frac{\pi}{2}y)\sin(\frac{\pi}{2}t) \) over \( \Omega = (0,1)^2 \subset \mathbb{R}^2 \) and \( \Gamma_D = \partial \Omega \). The right-hand term \( f(x,y,t) \) is given accordingly.

In this example, we apply the DPGM based on the space-time approach to solve the wave equation. we use a two-layer fully connected neural network with uniform distribution \( U(-1,1) \) as initialization, \( D = 2, \ n_0 = 3, \ n_2 = 1, \) and we choose \( n_1 = 200, 400, 800, \) separately. Same as the case of the heat equation in Example 5.2, the test functions are chosen as trilinear functions on cubic meshes. Same as Example 5.2, we randomly sample 100 points on each faces enforcing the Dirichlet boundary and the initial conditions. The \( L^2 \) and \( H^1 \) errors at the ending time \( T = 1 \) are shown in Table 8, and we can see that the DPGM still obtain very accurate numerical solutions.

| \( h \)  | \( dof \) | \( 200 \) | \( 400 \) | \( 800 \) |
|-------|-------|-------|-------|-------|
|       | \( L^2 \) error | \( H^1 \) error | \( L^2 \) error | \( H^1 \) error | \( L^2 \) error | \( H^1 \) error |
| \( 2^{-2} \) | 5.818e-5 | 8.190e-4 | 5.461e-5 | 7.700e-4 | 4.672e-5 | 6.525e-4 |
| \( 2^{-3} \) | 1.015e-5 | 1.085e-4 | 6.175e-8 | 1.760e-6 | 4.796e-9 | 1.446e-7 |
| \( 2^{-4} \) | 1.839e-5 | 2.412e-4 | 5.632e-8 | 1.018e-6 | 7.290e-10 | 2.495e-8 |

Table 8: \( L^2(\Omega) \) and \( H^1(\Omega) \) errors of the DPGM with different \( h \) and \( dof \) in Example 5.3

6 Summary

This new framework, the deep Petrov-Galerkin method, uses neural networks to approximate solutions of partial differential equations, then solve the resulting linear system by the least-square method. The DPGM is based on variational formulation, the trial function space is approximated by neural networks and test function space can be flexibly given by other numerical methods or neural networks. The resulted linear system is not symmetric and square, so the discretized problem has to be solved by the least-square method. Compared with other numerical methods, for example, finite element method, finite difference method, DPGM has the following advantages: (i) it supplies much more accurate numerical solution with respect to degrees of freedom due to the powerful approximation property of neural networks; (ii) this method is mesh-free and the choice of test functions is flexible; (iii) boundary conditions can be treated easily in this framework; (iv) mixed DPGM can be easily constructed to approximate several unknown functions simultaneously, and it has good flexibility to handle different boundary conditions; (v) DPGM can solve the time-dependent problems by space-time approach naturally and efficiently.

We believe that this new numerical framework has a strong potential for solving various partial differential equations, however, this newborn baby is immature, and needs to be taken care of carefully in many aspects. What is the performance if other neural networks and test functions are used? The resulted linear system may
have a large condition number, how do we design neural networks and choose proper test functions to avoid this situation? We know that there are many finite-dimensional function spaces used in the spectral method, like Fourier basis functions for periodic problems, Chebyshev or Legendre polynomials for problems defined in bounded domains, Lagrange polynomials for problems in semi-bounded domains, Hermite polynomials for problems in an unbounded domain, could we use these basis functions in the DPGM? The numerical analysis of this method is quite open and needs to be explored further. How to design adaptive DPGM to improve its efficiency? What is the performance of this method for solving other more complex problems? Can we implement this method in parallel for solving large-scale problems? Many works related to this method are waiting for us to explore.
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