THE SMALLEST SINGULAR VALUES AND VECTOR-VALUED JACK POLYNOMIALS

CHARLES F. DUNKL

Abstract. There is a space of vector-valued nonsymmetric Jack polynomials associated with any irreducible representation of a symmetric group. Singular polynomials for the smallest singular values are constructed in terms of the Jack polynomials. The smallest singular values bound the region of positivity of the bilinear symmetric form for which the Jack polynomials are mutually orthogonal. As background there are some results about general finite reflection groups and singular values in the context of standard modules of the rational Cherednik algebra.

1. Introduction

Suppose $W$ is the finite reflection group generated by the reflections in the reduced root system $R$. This means $R$ is a finite set of nonzero vectors in $\mathbb{R}^N$ such that $u, v \in R$ implies $\mathbb{R}u \cap R = \{ \pm u \}$ and $\sigma_u \in R$ where $\sigma_u$ is the reflection $x \mapsto x - 2\langle x, v \rangle v$ and $\langle \cdot, \cdot \rangle$ is the standard inner product. For a fixed vector $b_0$ such that $\langle u, b_0 \rangle \neq 0$ for all $u \in R$, there is the decomposition $R = R_+ \cup R_-$ with $R_+ := \{ u \in R : \langle u, b_0 \rangle > 0 \}$. The set $R_+$ serves as index set for the reflections in $W$. The group $W$ is represented on the space $P$ of polynomials in $x = (x_1, \ldots, x_N)$ by $wp(x) = p(xw)$ for $w \in W$. Denote $\mathbb{N}_0 := \{ 0, 1, 2, \ldots \}$ and for $\alpha \in \mathbb{N}_0^N$ let $|\alpha| := \sum_{i=1}^N \alpha_i$ and $x^\alpha := \prod_{i=1}^N x_i^{\alpha_i}$, a monomial. Then $P := \text{span} \{ x^\alpha : \alpha \in \mathbb{N}_0^N \}$ and $P_n := \text{span} \{ x^\alpha : \alpha \in \mathbb{N}_0^N, |\alpha| = n \}$ the space of polynomials homogeneous of degree $n$. Let $\kappa$ be a parameter (called multiplicity function), a function on $R$ constant on $W$-orbits. For indecomposable groups $W$ there are at most two orbits in $R$ (two for types $B_N, F_4$ and $I(2k)$, otherwise one for type $A_N, D_N, E_6, I(2k + 1)$) then the Dunkl operators $\{ D_i : 1 \leq i \leq N \}$ are defined by

$$D_i p(x) = \frac{\partial p(x)}{\partial x_i} + \sum_{v \in R_+} \kappa(v) \frac{p(x) - p(x\sigma_v)}{\langle x, v \rangle} v_i.$$ 

Then $D_i D_j = D_j D_i$ for $1 \leq i, j \leq N$, $D_i$ maps $P_n$ to $P_{n-1}$, and the Laplacian $\Delta_\kappa := \sum_{i=1}^N D_i^2$ satisfies

$$\Delta_\kappa f(x) = \Delta f(x) + \sum_{v \in R_+} \kappa(v) \left( \frac{2\langle \nabla f(x), v \rangle}{\langle x, v \rangle} - |v|^2 \frac{f(x) - f(x\sigma_v)}{\langle x, v \rangle^2} \right).$$

The abstract algebra generated by $W, D_i$, and multiplication by $x_i$ ($1 \leq i \leq N$) acting on $P$ is the rational Cherednik algebra. There are two $W$-invariant bilinear symmetric forms of interest here, denoted $\langle \cdot, \cdot \rangle_\kappa$ and $\langle \cdot, \cdot \rangle_{\kappa, G}$. The first one satisfies
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\[ \langle \mathcal{D}_i f, g \rangle_{\kappa} = \langle f, x_i g \rangle_{\kappa} \] for all \( i \) and \( f, g \in \mathcal{P} \) and \( \langle f, g \rangle_{\kappa} = 0 \) if \( f, g \) are homogeneous of different degrees; also \( \langle 1, 1 \rangle_{\kappa} = 1, \langle w f, w g \rangle_{\kappa} = \langle f, g \rangle_{\kappa} \) for \( w \in W \). The Gaussian form is derived from the first one by \( \langle f, g \rangle_{\kappa, G} := \langle e^{\Delta_{\kappa}/2} f, e^{\Delta_{\kappa}/2} g \rangle_{\kappa} \). This form satisfies \( \langle \mathcal{D}_i f, g \rangle_{\kappa, G} = \langle f, (x_i - \mathcal{D}_i) g \rangle_{\kappa, G} \) for all \( i \), and thus multiplication by \( x_i \) is self-adjoint because \( \langle f, x_i g \rangle_{\kappa, G} = \langle \mathcal{D}_i f, g \rangle_{\kappa, G} + \langle f, \mathcal{D}_i g \rangle_{\kappa, G} \). For certain constant values of \( \kappa \) the Gaussian form is realized as an integral with respect to a finite positive measure on \( \mathbb{R}^N \), in fact

\[ \langle f, g \rangle_{\kappa, G} = c_\kappa \int_{\mathbb{R}^N} f(x) g(x) \prod_{v \in \mathcal{R}_+} |\langle x, v \rangle|^{2\kappa} e^{-|x|^2/2} dm_N(x), \]

where \( m_N \) is Lebesgue measure on \( \mathbb{R}^N \) (see [2] Thm. 3.10]). The constant \( c_\kappa \) is a normalizing constant to match \( \langle 1, 1 \rangle_{\kappa, G} = 1 \). The explanation of the value of \( c_\kappa \) is in terms of the fundamental degrees of \( W \). By a theorem of Chevalley the ring of \( W \)-invariant polynomials is generated by \( N \) algebraically independent homogeneous polynomials of degrees \( d_1 \leq d_2 \leq \cdots \leq d_N \) (generally \( \langle \kappa, \rangle \) holds), and these are the fundamental degrees (see [10] Sec. 3.5]). They satisfy \( \prod_{i=1}^N d_i = \#W \) and \( \sum_{i=1}^N (d_i - 1) = \#\mathcal{R}_+ \). The Macdonald-Mehta-Selberg integral formula is

\[ \int_{\mathbb{R}^N} \prod_{v \in \mathcal{R}_+} |\langle x, v \rangle|^{2\kappa} e^{-|x|^2/2} dm_N(x) = c \prod_{i=1}^N \frac{\Gamma(1 + d_i \kappa)}{\Gamma(1 + \kappa)}, \]

where \( c \) is independent of \( \kappa \). There is a version of this for the \( B_N \) and \( F_4 \) types. Etingof [6] Thm. 3.1] gave a proof of the formula valid for all finite reflection groups. The integral shows that the measure is finite and positive for \( \kappa > -\frac{1}{d_N} \).

This number appears in another context. Suppose for some specific rational value of \( \kappa \) in the one-orbit case, or some linear equation satisfied by the values \( \kappa(v) \), there exists a nonconstant polynomial \( p \) for which \( \mathcal{D}_i p = 0 \) for \( 1 \leq i \leq N \), then \( p \) is called a singular polynomial and \( \kappa \) is a singular value. We can assume that \( p \) is homogeneous. In this case \( \langle x^\alpha, p(x) \rangle_{\kappa} = \langle 1, \prod_{i=1}^N \mathcal{D}_i^\alpha p(x) \rangle_{\kappa} = 0 \) for all \( \alpha \in \mathbb{N}_0^N \) with \( \alpha \neq (0, \ldots, 0) \) and thus \( \langle f, p \rangle_{\kappa} = 0 \) for all \( f \in \mathcal{P} \). Furthermore \( \Delta_{\kappa} p = 0 \) implying \( e^{\Delta_{\kappa}/2} p = p \) and \( \langle p, p \rangle_{\kappa, G} = 0 \). It follows that \( \kappa \leq -\frac{1}{d_N} \) (taking \( \kappa \) constant). In fact the smallest (in absolute value) singular value is indeed \( -\frac{1}{d_N} \) ([11] Thm. 4.9]). The theory can be extended to polynomials taking values in modules of \( W \). Suppose \( \tau \) is an irreducible orthogonal representation of \( W \) on a (finite-dimensional) real vector space \( V \) with basis \( \{ u_i : 1 \leq i \leq \dim V \} \). The space \( \mathcal{P}_\tau := \mathcal{P} \otimes V \) has the basis \( \{ x^\alpha \otimes u_i : \alpha \in \mathbb{N}_0^N, 1 \leq i \leq \dim V \} \). There is a representation of \( W \) on \( \mathcal{P}_\tau \) defined to be the linear extension of

\[ w \mapsto w(\langle p(x) \otimes u \rangle := p(xw) \otimes (\tau(u)) \), p \in \mathcal{P}, u \in V. \]

The associated Dunkl operators are the linear extension of

\[ \mathcal{D}_i (p(x) \otimes u) = \frac{\partial p(x)}{\partial x_i} \otimes u + \sum_{v \in \mathcal{R}_+} \kappa(v) \frac{p(x) - p(x\sigma_v)}{\langle x, v \rangle} v_i \otimes (\tau(\sigma_v) u). \]

The two forms can be defined just as in the scalar case, and the definition of singular polynomials is the same. The interesting question is for what \( \kappa \) the Gaussian form is given by a positive measure. Shelley-Abrahamson [12] proved there is a small interval for \( \kappa \) about zero for which this occurs. It is the purpose of this note to show that this neighborhood is bounded by the smallest singular values, and to construct
vector-valued Jack polynomials which specialize to singular polynomials in the case of the symmetric groups. In this situation the representation is determined by a partition $\tau$ of $N$ and the smallest singular values are $\pm \frac{1}{h_{\tau}}$ where $h_{\tau}$ is the longest hook-length of the Ferrers diagram of $\tau$ (see Etingof and Stoica [7, Sect. 5]). There are two ways of finding singular polynomials, either define them directly or describe the nonsymmetric Jack polynomials which become singular when specialized to the appropriate parameter value. Feigin and Silantyev [8] found explicit formulas for all singular polynomials which span a $W$-module isomorphic to the reflection representation of $W$. We will construct the lowest degree singular polynomials for the exterior powers of the reflection representation of $W$, and then concentrate on Jack polynomials.

The presentation starts with the result on the positivity of the Gaussian form, then the definition and properties of $P_{\tau}$, the nonsymmetric Jack polynomials, results about the action of $D_i$ and the construction of the singular polynomials. The theory of vector-valued nonsymmetric Jack polynomials, originated by Griffeth [9], allows detailed analyses of $P_{\tau}$.

2. Region of Positivity of the Gaussian Form

Fix an irreducible representation $\tau$ of $W$. The form $\langle \cdot, \cdot \rangle_{\kappa}$ is normalized by $\langle 1 \otimes u_1, 1 \otimes u_2 \rangle_{\kappa} = \langle u_1, u_2 \rangle_V$ where $\langle \cdot, \cdot \rangle_V$ is a $W$-invariant bilinear positive symmetric form on $V$ (it is unique up to a multiplicative constant).

Definition 1. Let $\Omega$ denote the region of $\{ \kappa(v) : v \in R \} \subset \mathbb{R}^m$ for which $\langle f, f \rangle_{\kappa} \geq 0$ for all $f \in P_{\tau}$ where $m$ is the number of $W$-orbits of $R$.

The following is due to Shelley-Abrahamson [12].

Theorem 1. The region $\Omega$ contains a neighborhood of $\kappa = 0$.

This result includes the existence of a matrix measure on $\mathbb{R}^N$ which realizes the Gaussian form.

Lemma 1. Suppose for some $\kappa \in \Omega$ there is a polynomial $f \in P_{\tau}$ such that $f \neq 0$ and $\langle f, f \rangle_{\kappa} = 0$ then the space $X_f := \text{span}\{wf : w \in W\}$ can be decomposed as a sum of irreducible $W$-modules and $g \in X_f$ implies $\langle g, p \rangle_{\kappa} = 0$ for all $p \in P_{\tau}$.

Proof. The decomposability is a group-theoretic property. By the $W$-invariance property of $\langle \cdot, \cdot \rangle_{\kappa}$ it follows that $\langle wf, wf \rangle_{\kappa} = 0$ for all $w$. The Cauchy-Schwartz inequality for $\langle \cdot, \cdot \rangle_{\kappa}$ is valid because $\kappa \in \Omega$ thus $|\langle wf, p \rangle_{\kappa}|^2 \leq \langle wf, wf \rangle_{\kappa} \langle p, p \rangle_{\kappa} = 0$ for all $w \in W$ and $p \in P_{\tau}$. In particular $\langle w_1 f + w_2 f, p \rangle_{\kappa} = 0$ for any $w_1, w_2$ and thus $g \in X_f$ implies $\langle g, g \rangle_{\kappa} = 0$. □

For the sake of simplicity we restrict our consideration to groups with a single conjugacy class of reflections. It is not hard to extend the arguments to the other groups. We will show that the set of singular values is a subset of a set of rational numbers with no accumulation point, that is, there is a minimum nonzero distance between elements.

Proposition 1. The eigenvalues of the class $\sum_{v \in R_+} \sigma_v \rho_v$ considered as a (central) transformation of the group algebra $\mathbb{R}W$ are integers in the interval $[-\#R_+, \#R_+]$.

Proof. The basic idea is that the solutions of the characteristic equation are algebraic integers. The details are in [5] p. 194]. □
Because the right regular representation of \( W \) on \( \mathbb{R}W \) is a direct sum of all irreducible representations of \( W \) the integer property of eigenvalues applies to \( \sum_{v \in \rho_v} \rho_v(\sigma_v) \) for any irreducible representation \( \rho \). Since \( \rho \) is irreducible and \( \sum_{v \in \rho_v} \rho_v(\sigma_v) \) is central there is just one eigenvalue, denoted by \( \varepsilon(\rho) \).

**Proposition 2.** Suppose \( f \in \mathcal{P}_\tau \) then \( \sum_{i=1}^N x_i \mathcal{D}_i f = \sum_{i=1}^N x_i \frac{\partial f}{\partial x_i} + \kappa \left( \varepsilon(\tau) f - \sum_{v \in R_+} \sigma_v f \right) \).

If \( f \) is singular and homogeneous of degree \( n \) then \( \kappa = \frac{\varepsilon(\tau) - \varepsilon(\rho)}{\varepsilon(\rho) - \varepsilon(\tau)} \) where \( \rho \) is some irreducible representation of \( W \).

**Proof.** Let \( p \in \mathcal{P}_n \) and \( u \in V \) then

\[
\sum_{i=1}^N x_i \mathcal{D}_i (p(x) \otimes u) = \sum_{i=1}^N x_i \frac{\partial p(x)}{\partial x_i} \otimes u + \kappa \sum_{v \in R_+} (p(x) - p(x \sigma_v)) \otimes (\sigma_v u)
\]

\[
= np(x) \otimes u + \kappa \left( \varepsilon(\tau) p(x) \otimes u - \sum_{v \in R_+} \sigma_v (p(x) \otimes u) \right).
\]

The relation is extended to all of \( \mathcal{P}_\tau \) by linearity. If \( f \) is singular then the space span \( \{wf : w \in W\} \) consists of singular polynomials (same \( \kappa \) of course) and can be decomposed into irreducible \( W \)-submodules, giving rise to the eigenvalues \( \varepsilon(\rho) \). Singularity of \( f \) implies \( 0 = nf + \kappa(\varepsilon(\tau) - \varepsilon(\rho)) f \). (The case \( \varepsilon(\tau) = \varepsilon(\rho) \) is impossible.)

We suspect that only one \( \rho \) can appear for any singular polynomial. The minimum distance between two singular values is bounded below by \( \left( \max_{\rho} |\varepsilon(\tau) - \varepsilon(\rho)| \right)^{-1} \).

Recall \( \{\varepsilon(\rho)\} \) is a set of integers contained in \([-\#R_+, \#R_+]\).

For each \( n \geq 1 \) restrict the form \( \langle \cdot, \cdot \rangle_\kappa \) to \( \mathcal{P}_n \otimes V \). The condition that the form is positive-definite is that the leading principal minors of the Gram matrix are positive (for example use the basis \( \{x^a \otimes u_i : |a| = n, 1 \leq i \leq \dim V\} \)). The minors are polynomials in \( \kappa \) and are positive in a neighborhood of 0. Let \( z_n \) denote the positive zero of any of the minors closest to 0, that is the form is positive for \( 0 \leq \kappa < z_n \) and is positive-semidefinite for \( \kappa = z_n \) and there exists \( f_n \in \mathcal{P}_n \otimes V \) such that \( f_n \neq 0 \) and \( \langle f_n, f_n \rangle_\kappa = 0 \). If there are no positive zeros set \( z_n = \infty \).

(The reason for the following careful argument is to avoid the hypothetical situation \( z_n = 1 + \frac{1}{n} \), min \( z_n = 1 \) and there is no nonzero polynomial \( f \) with \( \langle f, f \rangle_\kappa = 0 \) for \( \kappa = 1 \).)

**Lemma 2.** Suppose \( z_n > z_{n+1} \) then \( z_{n+1} \) is a singular value.

**Proof.** Set \( \kappa = z_{n+1} \). By the definition of \( z_{n+1} \) and properties of the form

\[
0 = \langle f_{n+1}, \sum_{i=1}^N x_i \mathcal{D}_i f_{n+1} \rangle_\kappa = \sum_{i=1}^N \langle \mathcal{D}_i f_{n+1}, \mathcal{D}_i f_{n+1} \rangle_\kappa.
\]

By hypothesis the form is positive-definite on \( \mathcal{P}_n \otimes V \) for \( \kappa = z_{n+1} < z_n \). Thus \( f \) is singular.
Define the subsequence \( \{z_n\} \) by \( n_1 = \min \{ n : z_n < \infty \} \) and \( n_{i+1} = \min \{ n : n > n_i, z_n < z_{n-1} \} \) (essentially the points of decrease of the sequence). If there are no positive eigenvalues then each \( z_n = \infty \) and the form is positive-definite for \( \kappa \geq 0 \). Now assume there is at least one \( z_n < \infty \). Each \( z_n \geq z_{n_i} \) for some \( i \).

**Theorem 2.** Let \( z_0 = \min \{ z_n : i \geq 1 \} \) then \( z_0 = z_{n_j} \) for some \( j \), the form \( \langle \cdot, \cdot \rangle_\kappa \) is positive-definite for \( 0 \leq \kappa < z_0 \) and \( z_0 \) is a singular value.

**Proof.** By the Lemma the subsequence consists of singular values. The spacing of singular values implies there is no accumulation point thus the minimum \( z_0 \) is achieved at one of the values \( z_{n_j} \). Hence there exists \( f \in \mathcal{P}_{n_j} \otimes V \) such that \( f \neq 0 \) and \( f \) is singular for \( \kappa = z_0 \).

The same argument can be applied to negative \( \kappa \): let \( z'_n \) be the negative zero closest to 0 of the leading principal minors of the form restricted to \( \mathcal{P}_n \otimes V \) so the form is positive-definite for \( z'_n < \kappa \leq 0 \); if \( z'_{n+1} > z'_n \) then \( z'_{n+1} \) is a singular value and so is \( z'_0 = \max \{ z'_n \} \) (excluding the situation of no negative singular values where \( z'_0 = -\infty \)).

To summarize there is an interval \( z'_0 < \kappa < z_0 \) for which \( \langle \cdot, \cdot \rangle_\kappa \) is positive-definite and \( z_0, z'_0 \) are singular values if finite, respectively.

### 3. Exterior Powers of the Reflection Representation

Suppose \( W \) has only one conjugacy class of reflections and \( \text{span}_\mathbb{R} (R) = \mathbb{R}^N \). Specialize \( \tau \) to the reflection representation of \( W \) on \( V = \mathbb{R}^N \). Let \( \wedge^m (V) = V \wedge V \cdots \wedge V \) (\( m \) factors) with \( 1 \leq m \leq N \). We will show that \( \mathcal{P}_1 \otimes \wedge^m (V) \) has singular polynomials for \( \kappa = \pm \frac{1}{d_N} \), where \( d_N \) is the largest fundamental degree of \( W \) (also see \cite{7, Cor. 4.2}), and \( 1 \leq m < N \). Let \( \{ u_i : 1 \leq i \leq N \} \) be the standard orthonormal basis of \( V \), and let \( \mathbf{x} = \sum_{i=1}^N x_i \otimes u_i \).

**Lemma 3.** For \( a, b \in V \) the symmetric bilinear form \( \sum_{v \in R_+} \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} = \frac{#R_+}{N} \langle a, b \rangle \).

In particular \( \sum_{v \in R_+} \frac{v_i v_j}{|v|^2} = \frac{#R_+}{N} \delta_{ij} \).

**Proof.** By hypothesis \( \tau \) is irreducible and \( \sum_{v \in R_+} \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} = \sum_{v \in R_+} \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} \) for all \( u \in R_+ \) thus \( \sum_{v \in R_+} \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} \) is a \( W \)-invariant polynomial of degree two. By the classification of finite reflection groups \( \sum_{v \in R_+} \frac{\langle a, v \rangle^2}{|v|^2} = c |a|^2 \) for some constant and thus \( \sum_{v \in R_+} \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} = c \langle a, b \rangle \) for all \( a, b \in V \). The matrix representing the form \( \frac{\langle a, v \rangle \langle b, v \rangle}{|v|^2} \) has trace 1 thus the trace for the sum over \( v \in R_+ \) is \( \#R_+ \).

The form \( \langle a, b \rangle \) corresponds to the identity matrix and has trace \( N \). The other conclusion follows from \( v_i v_j = \langle u_i, v \rangle \langle u_j, v \rangle \).

Henceforth assume \( |v|^2 = 2 \) for all \( v \in R_+ \), and set \( \gamma := 2 \frac{\#R_+}{N} \); thus \( \sum_{v \in R_+} v_i v_j = \gamma \delta_{ij} \). The computations use a boundary operator.

**Definition 2.** Suppose \( a, b_1, b_2, \ldots, b_m \in V \) then

\[
\partial (a) (b_1 \wedge b_2 \wedge \cdots \wedge b_m) := \sum_{i=1}^m (-1)^{i-1} \langle a, b_i \rangle b_1 \wedge b_2 \wedge \cdots \wedge \hat{b}_i \wedge \cdots \wedge b_m,
\]
Proposition 3. Suppose \( W \), in fact \( \langle \cdot \rangle \) where the caret indicates the omitted factor. The operator \( \partial \langle a \rangle \) is extended to all of \( \wedge^m(V) \) by linearity.

It can be checked that \( \partial \langle a \rangle \) is well-defined, for example suppose that \( b_m = \sum_{i=1}^{m-1} c_i b_i \) then \( \partial \langle a \rangle (b_1 \wedge b_2 \wedge \cdots \wedge b_m) = (-1)^{m-1} (\langle a, b_m \rangle - \sum_{i=1}^{m-1} c_i \langle a, b_i \rangle) b_1 \wedge \cdots \wedge b_{m-1} = 0 \).

Lemma 4. Suppose \( a, b_0 \in V \) and \( b \in \wedge^m(V) \) then \( \partial \langle a \rangle (b_0 \wedge b) = \langle a, b_0 \rangle b - b_0 \wedge \partial \langle a \rangle b \) and \( \partial \langle a \rangle^2 (b_0 \wedge b) = 0 \).

Proof. The first part follows directly from the definition. Apply \( \partial \langle a \rangle \) to both sides of the equation: \( \partial \langle a \rangle^2 (b_0 \wedge b) = \langle a, b_0 \rangle \partial \langle a \rangle b - \{ \langle a, b_0 \rangle \partial \langle a \rangle b - b_0 \wedge \partial \langle a \rangle^2 b \} = b_0 \wedge \partial \langle a \rangle^2 b \). Set \( b = b_1 \wedge \cdots \wedge b_m \) and repeatedly use this relation to show \( \partial \langle a \rangle^2 b = b_1 \wedge \cdots \wedge \partial \langle a \rangle^2 b_m = 0 \). □

Denote the exterior power of \( \tau \) on \( \wedge^m(V) \) by \( \tau_m \). The operator \( \sum_{\nu \in R_+} \tau_m (\sigma_v) \) acts as multiplication by \( \varepsilon(\tau_m) = \left( \frac{\chi}{\gamma} - m \right) \gamma \) on \( \wedge^m(V) \).

Proposition 3. Suppose \( v \in R \) and \( b \in \wedge^m(V) \) then \( \tau_m (\sigma_v) b = b - v \wedge \partial(v) b \).

Proof. Let \( b = b_1 \wedge b_2 \wedge \cdots \wedge b_m \). By definition

\[
\tau_m (\sigma_v) b = (b_1 \sigma_v) \wedge \cdots \wedge (b_m \sigma_v) = (b_1 - (b_1, v) v) \wedge \cdots \wedge (b_m - (b_m, v) v) = b - (b_1, v) v \wedge b_2 \wedge \cdots \wedge b_m - (b_2, v) b_1 \wedge v \wedge b_3 \wedge \cdots = b - v \wedge (b_1, v) b_2 \wedge \cdots b_m - (b_2, v) b_1 \wedge b_3 \wedge \cdots = b - v \wedge \partial(v) b.
\]

To compute the terms in \( D_{\gamma} \) we find \( \frac{x_i - (x \sigma_v)}{x, v} = v_i \) and \( \frac{(a, x) - (a, x \sigma_v)}{x, v} = \langle a, v \rangle \). Note \( x \) and \( x_\sigma \) are different objects, with different transformation rules for \( W \), in fact \( \sigma \in \mathbf{x} = \mathbf{x} \), because

\[
\sigma \mathbf{x} = \sum_{i=1}^{N} (x_i - \langle x, v \rangle v_i) \otimes (u_i - v_i v) = \mathbf{x} - 2\langle x, v \rangle v + \langle x, v \rangle |v|^2 v = \mathbf{x}.
\]

Theorem 3. Suppose \( b \in \wedge^m(V) \) then \( \mathbf{x} \wedge b \in P \otimes \wedge^{m+1}(V) \), \( \sum_{i=1}^{N} a_i D_i (\mathbf{x} \wedge b) = (1 - \gamma \kappa) a \wedge b \), and \( \mathbf{x} \wedge b \) is singular for \( \kappa = 1/\gamma \).
Proof. Suppose \( a \in V \) then
\[
\sum_{i=1}^{N} a_{i}D_{i} (x \wedge b) = \sum_{i=1}^{N} a_{i}u_{i} \wedge b + \kappa \sum_{v \in R_{+}} \sum_{j=1}^{N} (a, v)v_{j} \tau_{m}(\sigma_{v}) (u_{j} \wedge b)
\]
\[
= a \wedge b + \kappa \sum_{v \in R_{+}} \langle a, v \rangle \tau_{m}(\sigma_{v}) (v \wedge b)
\]
\[
= a \wedge b + \kappa \sum_{v \in R_{+}} \langle a, v \rangle (v \wedge b - v \wedge \partial (v) (v \wedge b))
\]
\[
= a \wedge b + \kappa \sum_{v \in R_{+}} \langle a, v \rangle (v \wedge b - \langle v, v \rangle v \wedge b + v \wedge v \wedge \partial (v))
\]
\[
= a \wedge b - \kappa \sum_{v \in R_{+}} \langle a, v \rangle v \wedge b = (1 - \gamma \kappa) a \wedge b,
\]
because \( \langle v, v \rangle = 2 \) and \( \sum_{v \in R_{+}} \langle a, v \rangle v = \sum_{i,j=1}^{N} \sum_{v \in R_{+}} a_{i}v_{i}v_{j}u_{j} = \gamma \sum_{i=1}^{N} a_{i}u_{i} = \gamma a. \)

\[\square\]

**Theorem 4.** Suppose \( b \in \wedge^{m} (V) \) then \( \partial (x) b \in \mathcal{P}_{2} \wedge^{m-1} (V) \), \( \sum_{i=1}^{N} a_{i}D_{i} \partial (x) b = (1 + \gamma \kappa) \partial (a) b \) and \( \partial (x) b \) is singular for \( \kappa = -1/\gamma. \)

Proof. Assume \( b = b_{1} \wedge \cdots \wedge b_{m} \) with \( b_{1}, \ldots, b_{m} \in V. \) Then
\[
\sum_{i=1}^{N} a_{i}D_{i} \partial (x) b = \sum_{i=1}^{N} a_{i} \frac{\partial}{\partial x_{i}} \sum_{j=1}^{m} (-1)^{j-1} \langle x, b_{j} \rangle \otimes \left( b_{1} \wedge \cdots \wedge \hat{b}_{j} \wedge \cdots \right)
\]
\[
+ \kappa \sum_{v \in R_{+}} \langle a, v \rangle \sum_{j=1}^{m} (-1)^{j-1} \langle v, b_{j} \rangle \tau_{m}(\sigma_{v}) \left( b_{1} \wedge \cdots \wedge \hat{b}_{j} \wedge \cdots \right)
\]
\[
= \sum_{j=1}^{m} (-1)^{j-1} \langle a, b_{j} \rangle \otimes \left( b_{1} \wedge \cdots \wedge \hat{b}_{j} \wedge \cdots \right) + \kappa \sum_{v \in R_{+}} \langle a, v \rangle \tau_{m}(\sigma_{v}) (\partial (v) b)
\]
\[
= \partial (a) b + \kappa \sum_{v \in R_{+}} \langle a, v \rangle (\partial (v) b - v \wedge \partial (v)^{2} b) = (1 + \gamma \kappa) \partial (a) b,
\]
because \( \partial (v)^{2} b = 0 \) (Lemma 4) and \( \sum_{v \in R_{+}} \langle a, v \rangle \partial (v) b = \sum_{j=1}^{m} (-1)^{j-1} \langle a, v \rangle \langle b_{j}, v \rangle \left( b_{1} \wedge \cdots \wedge \hat{b}_{j} \wedge \cdots \right) = \gamma \partial (a) b. \)

\[\square\]

Here is a table with data on the indecomposable groups with one conjugacy class of reflections. The subscripts indicate the rank \( N \) of the group.

| \( W \)   | \( I_{2} (2k + 1) \) | \( A_{N} \) | \( H_{3} \) | \( H_{4} \) | \( E_{6} \) | \( E_{7} \) | \( E_{8} \) |
|----------|-----------------|-------------|------|------|------|------|------|
| \# \( R_{+} \) | \( 2k + 1 \) | 15 | 60 | 36 | 63 | 120 |
| \( d_{N} \) | \( 2k + 1 \) | \( N + 1 \) | 10 | 30 | 12 | 18 | 30 |

Thus \( \gamma = \frac{2 \# R_{+}}{N} = d_{N} \), also called the Coxeter number (see [10 Sec. 3.18]).

Considering the known situation for the symmetric groups and for the reflection representation we conjecture that for any representation \( \tau \) of degree greater than one that the interval \( z_{0} < \kappa < z_{0} \) of positivity is symmetric, \( z_{0} = -z_{0} \), and \( z_{0} \geq \frac{1}{d_{N}}. \)
4. Representations of the Symmetric Groups

The symmetric group $S_N$, the set of permutations of $\{1, 2, \ldots, N\}$, acts on $\mathbb{C}^N$ by permutation of coordinates. The space of polynomials $P := \text{span}_{\mathbb{R}}(\{x^\alpha : \alpha \in \mathbb{N}_0^N\})$ where $\kappa$ is a parameter. The action of $S_N$ is extended to polynomials by $wp(x) = p(xw)$ where $(xw)_i = x_{w(i)}$ (consider $x$ as a row vector and $w$ as a permutation matrix, $[w]_{ij} = \delta_{i,w(j)}$, then $xw = x[w]$). This is a representation of $S_N$, that is, $w_1(w_2p)(x) = (w_2p)(xw_1) = p(xw_1w_2) = (w_1w_2)p(x)$ for all $w_1, w_2 \in S_N$.

Furthermore $S_N$ is generated by reflections in the mirrors $\{x : x_i = x_j\}$ for $1 \leq i < j \leq N$. These are transpositions, denoted by $(i,j)$, so that $x(i,j)$ denotes the result of interchanging $x_i$ and $x_j$. Define the $S_N$-action on $\alpha \in \mathbb{Z}^N$ so that $(xw)^\alpha = x^{\alpha w}$

$$(xw)^\alpha = \prod_{i=1}^N x_{w(i)}^{\alpha_i} = \prod_{j=1}^N x_j^{\alpha_j w^{-1}(j)},$$

that is $(\alpha w)_i = \alpha_{w^{-1}(i)}$.

The simple reflections $s_i := (i, i+1)$, $1 \leq i \leq N-1$, generate $S_N$. They are the key devices for applying inductive methods, and satisfy the braid relations:

$$s_i s_j = s_j s_i, |i-j| \geq 2;$$

$$s_is_{i+1}s_i = s_{i+1}s_is_{i+1}.$$

We consider the situation where the group $S_N$ acts on the range as well as on the domain of the polynomials. We use vector spaces, called $S_N$-modules, on which $S_N$ has an irreducible orthogonal representation: $\tau : S_N \rightarrow O_m(\mathbb{R})$ ($\tau(w)^{-1} = \tau(w^T)$). See James and Kerber \[11\] for representation theory, including a modern discussion of Young’s methods.

Denote the set of partitions

$$\mathbb{N}^{N,+}_0 := \{ \lambda \in \mathbb{N}^N_0 : \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \}.$$

We identify $\tau$ with a partition of $N$ given the same label, that is $\tau \in \mathbb{N}^{N,+}_0$ and $|\tau| = N$. The length of $\tau$ is $\ell(\tau) := \text{max} \{ i : \tau_i > 0 \}$. There is a Ferrers diagram of shape $\tau$ (also given the same label), with boxes at points $(i,j)$ with $1 \leq i \leq \ell(\tau)$ and $1 \leq j \leq \tau_i$. A tableau of shape $\tau$ is a filling of the boxes with numbers, and a reverse standard Young tableau (RSYT) is a filling with the numbers $\{1, 2, \ldots, N\}$ so that the entries decrease in each row and each column.

**Definition 3.** The hook-length of the node $(i,j) \in \tau$ is defined to be

$$h(i,j) := \tau_i - j + \# \{ k : i < k \leq \ell(\tau) ; j \leq \tau_k \} + 1;$$

and the maximum hook-length is $h_\tau := h(1,1) = \tau_1 + \ell(\tau) - 1$.

Denote the set of RSYT’s of shape $\tau$ by $\mathcal{Y}(\tau)$ and let

$$V_\tau = \text{span}_{\mathbb{R}(\kappa)} \{ T : T \in \mathcal{Y}(\tau) \}$$

with orthogonal basis $\mathcal{Y}(\tau)$. For $1 \leq i \leq N$ and $T \in \mathcal{Y}(\tau)$ the entry $i$ is at coordinates $(rw(i,T), cm(i,T))$ and the content is $c(i,T) := cm(i,T) - rw(i,T)$. Each $T \in \mathcal{Y}(\tau)$ is uniquely determined by its content vector $|c(i,T)|_{i=1}^N$. There is an irreducible representation of $S_N$ on $V_\tau$ also denoted by $\tau$ (slight abuse of
notation). To specify the action of $\tau$ it suffices for our purposes to give only the formulae for $\tau(s_i)$. The $\mathcal{S}_N$-invariant inner product on $V_\tau$ is defined by

\[ \langle T, T' \rangle_0 := \delta_{T, T'} \times \prod_{1 \leq i < j \leq N, c(i, T) \leq c(j, T) - 2} \left( 1 - \frac{1}{(c(i, T) - c(j, T))^2} \right), \quad T, T' \in \mathcal{Y}(\tau). \]

It is unique up to multiplication by a constant.

The Jucys-Murphy elements $\omega_i := \sum_{j=i+1}^N (i, j)$ satisfy $\sum_{j=i+1}^N \tau((i, j)) T = c(i, T) T$. Thus $\sum_{1 \leq i < j \leq N} \tau((i, j))$ acts on $V_\tau$ as multiplication by $\xi(\tau) = \sum_{j=1}^N c(j, T) = \frac{1}{2} \sum_{i=1}^N \tau_i (\tau_i - 2i + 1)$ (independent of $T \in \mathcal{Y}(\tau)$).

5. **Vector-valued Jack Polynomials**

For a given partition $\tau$ of $N$ there is a space of vector-valued nonsymmetric Jack polynomials, also called a standard module of the rational Cherednik algebra. The nonsymmetric vector-valued Jack polynomials (NSJP) form a basis of $\mathcal{P}_\tau = \mathcal{P} \otimes V_\tau$, the space of $V_\tau$ valued polynomials in $x$, equipped with the $\mathcal{S}_N$ action:

\[ w(x^\alpha \otimes T) := (xw)^\alpha \otimes \tau(w) T, \quad \alpha \in \mathbb{N}_0^N, \quad T \in \mathcal{Y}(\tau), \]

which is extended by linearity to

\[ wp(x) = \tau(w) p(xw), \quad p \in \mathcal{P}_\tau. \]

**Definition 4.** The Dunkl and Cherednik-Dunkl operators are $(1 \leq i \leq N, p \in \mathcal{P}, T \in \mathcal{Y}(\tau))$

\[ D_i(p(x) \otimes T) := \frac{\partial p(x)}{\partial x_i} \otimes T + \kappa \sum_{j \neq i} \frac{p(x) - p(x(i, j))}{x_i - x_j} \otimes \tau((i, j)) T, \]

\[ U_i(p(x) \otimes T) := D_i(x_i p(x) \otimes T) - \kappa \sum_{j=1}^{i-1} p(x(i, j)) \otimes \tau((i, j)) T, \]

extended by linearity to all of $\mathcal{P}_\tau$.

The commutation relations analogous to the scalar case hold, that is,

\[ D_i D_j = D_j D_i, \quad U_i U_j = U_j U_i, \quad 1 \leq i, j \leq N \]

\[ wD_i = D_{w(i)} w, \forall w \in \mathcal{S}_N; \quad s_j U_i = U_i s_j, \quad j \neq i - 1, i; \]

\[ s_i U_i s_i = U_i + \kappa s_i, \quad U_i s_i = s_i U_i + \kappa, \quad U_i s_i = s_i U_i - \kappa. \]

The simultaneous eigenfunctions of $\{U_i\}$ are called (vector-valued) nonsymmetric Jack polynomials (NSJP). For generic $\kappa$ these eigenfunctions form a basis of $\mathcal{P}_\tau$ (generic means that $\kappa \neq \frac{2n}{N}$ where $m, n \in \mathbb{Z}$ and $1 \leq n \leq N$). They have a triangularity property with respect to the partial order $\triangleright$ on compositions, which is derived from the dominance order:

\[ \alpha \prec \beta \iff \sum_{j=1}^i \alpha_j \leq \sum_{j=1}^i \beta_j, \quad 1 \leq i \leq N, \quad \alpha \neq \beta, \]

\[ \alpha \vartriangleleft \beta \iff (|\alpha| = |\beta|) \land [(\alpha^+ \prec \beta^+) \lor (\alpha^+ = \beta^+ \land \alpha \prec \beta)]. \]

There is a subtlety in the leading terms, which relies on the rank function:
**Definition 5.** For \( \alpha \in \mathbb{N}_0^N, 1 \leq i \leq N \)

\[
r_{\alpha}(i) = \# \{ j : \alpha_j > \alpha_i \} + \# \{ j : 1 \leq j \leq i, \alpha_j = \alpha_i \},
\]

then \( r_{\alpha} \in S_N \).

A consequence is that \( r_{\alpha} \alpha = \alpha^+ \), the nonincreasing rearrangement of \( \alpha \), for any \( \alpha \in \mathbb{N}_0^N \). For example if \( \alpha = (1, 2, 1, 5, 4) \) then \( r_{\alpha} = [4, 3, 5, 1, 2] \) and \( r_{\alpha} \alpha = \alpha^+ = (5, 4, 2, 1, 1) \) (recall \( w\alpha_i = \alpha_{w^{-1}(i)} \) ). Also \( r_{\alpha} = I \) if and only if \( \alpha \) is a partition \( (\alpha_1 \geq \alpha_2 \geq \ldots \geq \alpha_N) \).

For each \( \alpha \in \mathbb{N}_0^N \) and \( T \in \mathcal{Y} (\tau) \) there is a NSJP \( \zeta_{\alpha,T} \) with leading term \( x^\alpha \otimes \tau (r_{\alpha}^{-1}) \), that is,

\[
\zeta_{\alpha,T} = x^\alpha \otimes \tau (r_{\alpha}^{-1}) T + \sum_{\alpha \geq \beta} x^\beta \otimes t_{\alpha \beta} (\kappa), \quad t_{\alpha \beta} (\kappa) \in V_\tau,
\]

\[
\mathcal{U}_i \zeta_{\alpha,T} = (\alpha_i + 1 + \kappa c(r_{\alpha}(i), T)) \zeta_{\alpha,T}, \quad 1 \leq i \leq N.
\]

The list of eigenvalues is called the spectral vector \( \xi_{\alpha,T} := [\alpha_i + 1 + \kappa c(r_{\alpha}(i), T)]_{i=1}^N \).

The NSJP’s can be constructed by means of a Yang-Baxter graph. The details are in [4]; this paper has several figures illustrating some typical graphs.

A node consists of

\[
(\alpha, T, \xi_{\alpha,T}, r_{\alpha}, \zeta_{\alpha,T})
\]

where \( \alpha \in \mathbb{N}_0^N, T \in \mathcal{Y} (\tau), \xi_{\alpha,T} \) is the spectral vector. The root is

\[
(0, T_0, (1 + \kappa c(i, T_0))_{i=1}^N, I, 1 \otimes T_0)
\]

where \( T_0 \) is formed by entering \( N, N-1, \ldots, 1 \) column-by-column in the Ferrers diagram. Proofs by induction in this context typically rely on sequences of applications of \( \{\tau(s_i)\} \) and the inversion number: for \( T \in \mathcal{Y} (\tau) \) set

\[
\text{inv} (T) := \# \{ (i, j) : i < j, c(i, T) - c(j, T) \geq 2 \}.
\]

If for particular \( T \) and \( i \) the relation \( c(i, T) - c(i + 1, T) \geq 2 \) holds then \( T^{(i)} \), the tableau formed by interchanging \( i \) and \( i + 1 \) in \( T \) is also a RSYT (the relation is equivalent to \( \text{rw} (i, T) < \text{rw} (i + 1, T) \) and \( \text{cm} (i, T) > \text{cm} (i + 1, T) \); the RSYT property implies that these two inequalities are logically equivalent). In this case \( \text{inv} (T^{(i)}) = \text{inv} (T) - 1 \). The inv-maximal tableau is \( T_0 \) and the inv-minimal tableau is \( T_1 \) formed by entering \( N, N-1, \ldots, 1 \) row-by-row.

Steps in the YB-graph correspond to \( \tau(s_i) \). There are several cases; we start with the situation \( \alpha_i = \alpha_{i+1} \). These formulae restricted to \( 1 \otimes T \) (so \( \alpha = 0 \)) serve as the definition of the representation \( \tau \) on \( V_\tau \). Throughout the hypotheses are \( \alpha \in \mathbb{N}_0^N, T \in \mathcal{Y} (\tau), 1 \leq i \leq N \).

**Case 1.** \( \alpha_i = \alpha_{i+1} \); define \( j := r_{\alpha}(i) \) implying \( r_{\alpha}(i + 1) = j + 1 \)

1) \( \text{rw} (j, T) = \text{rw} (j + 1, T) \) then \( s_i \zeta_{\alpha,T} = \zeta_{\alpha,T} \);
2) \( \text{cm} (j, T) = \text{cm} (j + 1, T) \) then \( s_i \zeta_{\alpha,T} = -\zeta_{\alpha,T} \);
3) \( \text{rw} (j, T) < \text{rw} (j + 1, T) \) (thus \( c(j, T) - c(j + 1, T) \geq 2 \) set

\[
\lambda' := \frac{1}{c(j, T) - c(j + 1, T)} = \frac{\kappa}{\xi_{\alpha,T}(i) - \xi_{\alpha,T}(i + 1)};
\]

then there is a step

\[
(\alpha, T, \xi_{\alpha,T}, r_{\alpha}, \zeta_{\alpha,T}) \xrightarrow{s_i} (\alpha, T^{(j)}, s_i \xi_{\alpha,T}, r_{\alpha}, \zeta_{\alpha,T^{(j)}}),
\]
\[ \zeta_{\alpha,T}(i) = s_i \zeta_{\alpha,T} - b' \zeta_{\alpha,T}. \]

Note that \( 0 < b' \leq \frac{1}{2} \) and \( \tau(s_j) T = T(i) + b'T \); furthermore the leading term is transformed \( s_i (x^\alpha \otimes \tau(r_\alpha^{-1}) T) = (sx_i)^\alpha \otimes \tau(s_i r_\alpha^{-1}) T = x^\alpha \otimes \tau(r_\alpha^{-1}) \tau(s_j) T \) because \( .s_i r_\alpha^{-1} = r_\alpha^{-1} s_j \). The reciprocal relation is
\[ s_i \zeta_{\alpha,T}(i) = -b' \zeta_{\alpha,T}(i) + (1 - b'^2) \zeta_{\alpha,T}. \]

**Case 2.** \( \alpha_{i+1} > \alpha_i \), then with
\[ b := \frac{\kappa}{\zeta_{\alpha,T}(i) - \zeta_{\alpha,T}(i + 1)} \]
there is a **step**
\[ (\alpha, T, \xi_{\alpha,T}, r_s, \zeta_{\alpha,T}) \xrightarrow{s_i} (\alpha, T, s_i \xi_{\alpha,T}, r_s s_i, \zeta_{s_i,\alpha,T}) \]
and the reciprocal relation is
\[ s_i \zeta_{s_i,\alpha,T} = -b \zeta_{s_i,\alpha,T} + (1 - b'^2) \zeta_{\alpha,T}. \]

The reciprocal relations are derived from \( s_i^2 = 1 \). With the aim of letting \( \kappa \) take on certain rational values we examine the possible poles in the step rules arising from the factors
\[ \xi_{\alpha,T} (i) - \xi_{\alpha,T} (i + 1) = \alpha_i - \alpha_{i+1} + \kappa (c(r_\alpha (i), T) - c(r_\alpha (i + 1), T)). \]

The extreme values of \( c(\cdot, T) \) are \( \tau_1 - 1 \) and \( 1 - \ell(\tau) \), and thus
\[ |c(r_\alpha (i), T) - c(r_\alpha (i + 1), T)| \leq \kappa \tau_1 - 1. \]

Hence \( -\frac{1}{\kappa \tau_1 - 1} < \kappa < \frac{1}{\kappa \tau_1 - 1} \), and \( \alpha_i \neq \alpha_{i+1} \) imply \( \xi_{\alpha,T} (i) - \xi_{\alpha,T} (i + 1) \neq 0 \) (in case \( \alpha_i = \alpha_{i+1} \) the bound \( 0 < b' \leq \frac{1}{2} \) applies).

The other links in the YB-graph are degree-raising (affine) operations: Define
\[ \Phi(a_1, a_2, \ldots, a_N) := (a_2, a_3, \ldots, a_N, a_1 + 1) \]
\[ \theta_m := s_1 s_2 \cdots s_{m-1}, \quad 2 \leq m \leq N; \]
so that \( \theta_m \) is the cyclic permutation \((1 2 \cdots m)\). The cycle \( \theta_N \) interacts with \( \Phi \) and the rank function by \( r_{\Phi \alpha} = r_\alpha \theta_N \) (that is, \( r_\alpha \theta_N (i) = r_\alpha (i + 1) = r_{\Phi \alpha}(i) \) for \( 1 \leq i < N \), and \( r_\alpha \theta_N (N) = r_\alpha (1) = r_{\Phi \alpha}(N) \)). The **jump** is given by
\[ (\alpha, T, \xi_{\alpha,T}, r_s, \zeta_{\alpha,T}) \xrightarrow{\Phi} (\Phi \alpha, T, \Phi \xi_{\alpha,T}, r_{\alpha \theta_N}, x_N \theta_N^{-1} \zeta_{\alpha,T}), \]
\[ \zeta_{\Phi \alpha, T} = x_N \theta_N^{-1} \zeta_{\alpha,T}. \]

The leading term is \( x^{\Phi \alpha} \otimes \tau(r_N^{-1} r_\alpha^{-1}) T \) and \( \theta_N^{-1} r_\alpha^{-1} = (r_\alpha \theta_N)^{-1} \). For example: \( \alpha = (0, 2, 5, 0) \), \( r_\alpha = [3, 2, 1, 4] \), \( \Phi \alpha = (2, 5, 0, 1) \), \( r_{\Phi \alpha} = [2, 1, 4, 3] \).

For any \( \kappa \) there is a unique bilinear symmetric \( S_N \)-invariant form on \( \mathcal{P}_\tau \) which satisfies \( \langle f, g \in \mathcal{P}_\tau \rangle \):
\begin{align}
\langle 1 \otimes T, 1 \otimes T' \rangle_\kappa &= \langle T, T' \rangle_0, \\ 
\langle w f, w g \rangle_\kappa &= \langle f, g \rangle_{\kappa}, \quad w \in S_N, \\ 
\langle D_i f, g \rangle_\kappa &= \langle f, x_i g \rangle_{\kappa}, \quad 1 \leq i \leq N.
\end{align}

As a consequence \( \langle x_i f, x_j g \rangle_\kappa = \langle D_i x_i f, g \rangle_\kappa = \langle f, D_i x_i g \rangle_{\kappa} \) and \( \mathcal{U}_i = D_i x_i - \kappa \sum_{j=1}^N (i,j) \) is self-adjoint; furthermore \( \langle \zeta_{\alpha,T}, \zeta_{\beta,T'} \rangle_\kappa = 0 \) whenever \( (\alpha, T) \neq (\beta, T') \) because \( \zeta_{\alpha,T} \neq \zeta_{\beta,T'} \) for generic \( \kappa \). The form is defined in terms of \( \langle \zeta_{\alpha,T}, \zeta_{\alpha,T} \rangle_\kappa \) and is
extended by linearity and orthogonality to all polynomials. It is a special case of a result of Griffiths [9]. The first ingredient is the formula for \( \zeta_{\lambda,T} \) for \( \lambda \in \mathbb{N}_0^N \) (the Pochhammer symbol is \( (t)_n = \prod_{i=1}^n (t + i - 1) \))

\[
(\zeta_{\lambda,T}, \zeta_{\lambda,T})_{\kappa} = \langle T, T \rangle_0 \prod_{i=1}^N (1 + \kappa c(i,T))_{\lambda_i} \times \prod_{1 \leq i < j \leq N} \prod_{\ell=1}^{\lambda_i - \lambda_j} \left( 1 - \left( \frac{\kappa}{\ell + \kappa (c(i,T) - c(j,T))} \right)^2 \right).
\]

The second ingredient expresses the relationship between \( \langle \zeta_{\alpha,T}, \zeta_{\alpha,T} \rangle_{\kappa} \) and \( \langle \zeta_{\alpha+T}, \zeta_{\alpha+T} \rangle_{\kappa} \) as follows:

\[
\mathcal{E}(\alpha, T) := \prod_{1 \leq i < j \leq N} \left( 1 - \left( \frac{\kappa}{\alpha_j - \alpha_i + \kappa (c(r_\alpha(j),T) - c(r_\alpha(i),T))} \right)^2 \right).
\]

Then

\[
(\zeta_{\alpha,T}, \zeta_{\alpha,T})_{\kappa} = \mathcal{E}(\alpha, T)^{-1} \langle \zeta_{\alpha+T}, \zeta_{\alpha+T} \rangle_{\kappa}, \alpha \in \mathbb{N}_0^N, T \in \mathcal{Y}(\tau).
\]

From the bounds on \( c(i,T) - c(j,T) \) and the formulae it follows that \( \langle \zeta_{\alpha,T}, \zeta_{\alpha,T} \rangle_{\kappa} > 0 \) provided \(-\frac{1}{\kappa} < \kappa < \frac{1}{\kappa}\). Denote \( \langle \cdot, \cdot \rangle_{\kappa} \) by \( \| \cdot \|_{\kappa}^2 \) for any generic value of \( \kappa \) (slight abuse of notation).

6. Differentiation Formulae

First we prove formulae for \( D_j \zeta_{\alpha,T} \) for \( \ell(\alpha) \leq j \leq N \) (recall the length of \( \alpha \) is \( \ell(\alpha) := \max \{ i : \alpha_i > 0 \} \)). We need the commutation relations (part of the defining relations of the rational Cherednik algebra): \( p \in \mathcal{P}_\tau \)

\[
\begin{align*}
D_i(x_i p) - x_i D_ip &= p + \kappa \sum_{j=1, j \neq i}^N (i,j) p, \\
D_i(x_j p) - x_j D_ip &= -\kappa (i,j) p, i \neq j.
\end{align*}
\]

Recall the Jucys-Murphy elements \( \omega_i := \sum_{j=i+1}^N (i,j) \) for \( 1 \leq i < N \) and \( \omega_N := 0 \).

**Proposition 4.** Suppose \( p \in \mathcal{P}_\tau \) and \( 1 \leq i \leq N \) then \( D_i p = 0 \) if and only if \( \mathcal{U}_i p = p + \kappa \omega_i p \).

**Proof.** By the above

\[
\mathcal{U}_i p = D_i(x_i p) - \kappa \sum_{j < i} (i,j) p
\]

\[
= x_i D_i p + p + \kappa \sum_{j=1, j \neq i}^N (i,j) p - \kappa \sum_{j < i} (i,j) p
\]

\[
= x_i D_i p + p + \kappa \sum_{j=i+1}^N (i,j) p.
\]

**Corollary 1.** Suppose \( \alpha \in \mathbb{N}_0^N, T \in \mathcal{Y}(\tau) \) and \( \ell(\alpha) < N \) then \( D_i \zeta_{\alpha,T} = 0 \) for \( \ell(\alpha) < i \leq N \).
Theorem 5. We prove the following in several steps: linear combination (independent of \( \kappa \) and \( \zeta \)) of statements in Case 1 (note \( m < N \)).

Proof. By hypothesis \( r_\alpha (N) = N \) and \( \xi_\alpha (N) = 1+\kappa c \) for \( \kappa, \omega \) and \( D \) and \( \beta \). Let \( c = \min(\alpha, \beta) \). Then \( D_{m-1}\zeta, T \) is a linear combination (independent of \( \kappa \)) of \( \zeta, T \) and \( \zeta, T \). In any of these cases \( D_{m-1}\zeta, T \) is equal to \( 0 \) by the induction hypothesis.

Suppose \( \ell (\alpha) = m < N \). We turn to the evaluation of \( D_m \zeta, T \). Define \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{m-1}, 0, \ldots, 0) \).

We prove the following in several steps:

Theorem 5. Suppose \( \alpha \in \mathbb{N}^N, T \in \mathcal{D} (\tau) \) and \( \ell (\alpha) = m < N \) then

\[
D_m \zeta, T = \frac{|\zeta, T|^2}{\theta_m^{-1} \zeta, T}.
\]

Proposition 5. Suppose \( i \neq j \) then

\[
U_i D_j - D_j U_i = \kappa D_{\min(i,j)} (i, j).
\]

Proof. Suppose \( i < j \) then (by use of [6.2.4])

\[
U_i D_j = D_i x_i D_j - \kappa \sum_{s < i} (i, s) D_j
\]

\[
= D_i (D_j x_i + \kappa (i, j)) - \kappa D_j \sum_{s < i} (i, s)
\]

\[
= D_j U_i + \kappa D_i (i, j),
\]

because \( D_i D_j = D_j D_i \). Suppose \( i > j \) then

\[
U_i D_j = D_i x_i D_j - \kappa \sum_{s < i, s \neq j} (i, s) D_j - \kappa (i, j) D_j
\]

\[
= D_i (D_j x_i + \kappa (i, j)) - \kappa D_j \sum_{s < i, s \neq j} (i, s) - \kappa D_i (i, j)
\]

\[
= D_j U_i + \kappa D_j (i, j).
\]

Proposition 6. The spectral vector of \( \theta_m D_m \zeta, T \) equals \( \xi_\alpha, T \).

Proof. For the rank \( r_\alpha \) consider

\[
r_\alpha (1) = \# \{ j : 1 \leq j < m, \alpha_j > \alpha_{m-1} \} + 1
\]

\[
= \# \{ j : 1 \leq j < m, \alpha_j \geq \alpha_m \} + 1 = r_\alpha (m);
\]

and for \( 1 < i \leq m \)

\[
r_\alpha (i) = \# \{ j : 2 \leq j \leq i, \alpha_{j-1} \geq \alpha_{i-1} \} + \# \{ j : j > i, \alpha_{j-1} > \alpha_{i-1} \} + c_i
\]
where \(c_i = 1\) if \(\alpha_m - 1 \geq \alpha_{i-1}\) equivalently if \(\alpha_m > \alpha_{i-1}\) and \(c_i = 0\) otherwise, thus \(r_{\hat{\alpha}}(i) = r_{\alpha}(i-1)\). Apply (6.1) with \(i = m\) to \(D_m \zeta_{\alpha,T}\) to obtain

\[
D_m x_m D_m \zeta_{\alpha,T} = D_m \left( D_m x_m - 1 - \kappa \sum_{i \leq m} (i,m) - \kappa \sum_{i > m} (i,m) \right) \zeta_{\alpha,T}
\]

\[
= D_m (U_m - 1) \zeta_{\alpha,T} - \kappa \sum_{i > m} (i,m) D_i \zeta_{\alpha,T}
\]

\[
= (\xi_{\alpha,T} (m) - 1) D_m \zeta_{\alpha,T}
\]

because \(D_i \zeta_{\alpha,T} = 0\) for \(i > m\); and \(\theta_m D_m x_m \theta_m^{-1} = D_1 x_1 = U_1\). Thus \(U_i \theta_m D_m \zeta_{\alpha,T} = (\zeta_{\alpha,T} (m) - 1) \theta_m D_m \zeta_{\alpha,T}\). Suppose \(1 < i \leq m\) then by the commutation relations for \(U_i\) and \(s_j\) we obtain \(\theta_m^{-1} U_i \theta_m = U_{i-1} - \kappa (i-1, m)\). Apply this operator to \(D_m \zeta_{\alpha,T}\):

\[
\theta_m^{-1} U_i \theta_m D_m \zeta_{\alpha,T} = D_{i-1} D_m \zeta_{\alpha,T} - \kappa (i-1, m) D_m \zeta_{\alpha,T}
\]

\[
= (D_m U_{i-1} + \kappa D_{i-1} (i-1, m)) \zeta_{\alpha,T} - \kappa (i-1, m) D_m \zeta_{\alpha,T}
\]

\[
= \xi_{\alpha,T} (i-1) D_m \zeta_{\alpha,T}
\]

by use of Proposition [5] and \((i-1, m) D_m = D_{i-1} (i-1, m)\). Suppose \(m < i \leq N\) then \(\theta_m^{-1} U_i \theta_m = U_i\) and

\[
\theta_m^{-1} U_i \theta_m D_m \zeta_{\alpha,T} = (D_m U_i + \kappa D_m (i,m)) \zeta_{\alpha,T}
\]

\[
= \xi_{\alpha,T} (i) D_m \zeta_{\alpha,T} + \kappa (i,m) D_i \zeta_{\alpha,T}
\]

\[
= \xi_{\alpha,T} (i) D_m \zeta_{\alpha,T}.
\]

Thus the spectral vector of \(\theta_m D_m \zeta_{\alpha,T}\) is

\[
\xi_{\hat{\alpha},T} = (\xi_{\alpha,T} (m-1), \xi_{\alpha,T} (1), \ldots, \xi_{\alpha,T} (m-1), \xi_{\alpha,T} (m+1)\ldots).
\]

\(\Box\)

We can now finish the proof of Theorem [5] If \(m = 1\) then \(\hat{\alpha} = (\alpha_1 - 1, 0 \ldots)\) and \(\theta_1 = 1\).

**Proof.** From the Proposition and the uniqueness of spectral vectors it follows that \(D_m \zeta_{\alpha,T} = b \theta_m^{-1} \zeta_{\alpha,T}\) for some constant \(b\). Let \(\beta = (\alpha_1, \ldots, \alpha_{m-1}, 0, \ldots, 0, \alpha_m)\), thus \(\Phi \hat{\alpha} = \beta\) and \(x_N \theta_N^{-1} \zeta_{\hat{\alpha},T} = \zeta_{\beta,T}\). Using the properties of the bilinear form we find

\[
\langle D_m \zeta_{\alpha,T}, \theta_m^{-1} \zeta_{\alpha,T} \rangle = b \| \theta_m^{-1} \zeta_{\alpha,T} \| = b \| \zeta_{\hat{\alpha},T} \| = \| \zeta_{\alpha,T} \| = \langle \zeta_{\alpha,T}, x_m \theta_m^{-1} \theta_N \theta_N^{-1} \zeta_{\hat{\alpha},T} \rangle.
\]

Then \(x_m \theta_m^{-1} \theta_N = x_m (s_{m+1} s_{m+2} \cdots s_{N-1}) x_N \) so that \((x_m \theta_m^{-1} \theta_N) \theta_N^{-1} \zeta_{\hat{\alpha},T} = (s_{m+1} s_{m+2} \cdots s_{N-1}) \zeta_{\beta,T}\). By the transformation rules \((s_{m+1} s_{m+2} \cdots s_{N-1}) \zeta_{\beta,T} = \zeta_{\alpha,T} + \sum_{\gamma} b_{\gamma,T} \zeta_{\gamma,T}\) where \(b_{\gamma,T} \in \mathbb{Q}(\kappa)\) and each \(\gamma\) satisfies \(\gamma_m = 0\) (and \(\gamma_{\alpha} = \alpha_i\) for \(1 \leq i < m\)). By the orthogonality of the NSJP it follows that \(\langle D_m \zeta_{\alpha,T}, \theta_m^{-1} \zeta_{\alpha,T} \rangle = \| \zeta_{\alpha,T} \|^2\). This completes the proof. \(\Box\)

We specialize the formula to partition labels.
Theorem 6. Suppose $\alpha \in \mathbb{N}_0^{N+}$, $T \in \mathcal{Y}(\tau)$ and $\ell(\alpha) = m < N$ then
\[
\mathcal{D}_m z_\alpha = (\alpha_m + \kappa c(m, T)) \theta^{-1}_m z_\alpha,
\]
\[
\times \prod_{j=m+1}^{N} \frac{(\lambda_m + \kappa (c(m, T) - c(j, T) - 1)) (\lambda_m + \kappa (c(m, T) - c(j, T) + 1))}{(\lambda_m + \kappa (c(m, T) - c(j, T))^2}.
\]

Proof. The multiplicative constant is
\[
\frac{\|z_\alpha, T\|^2}{\|z_\alpha^+, T\|^2} = \mathcal{E}(\alpha, T) \frac{\|z_\alpha, T\|^2}{\|z_\alpha^+, T\|^2}.
\]

Note $\alpha^+ = (\alpha_1, \ldots, \alpha_{m-1}, \alpha_m - 1, 0 \ldots)$ and
\[
\left\{ \prod_{i=1}^{N} (1 + \kappa \langle i, T \rangle)_{\alpha_i} \right\} \times \left\{ \prod_{i=1}^{N} (1 + \kappa \langle i, T \rangle)_{\alpha_i} \right\}^{-1} = \alpha_m + \kappa c(m, T).
\]

After some cancellations in formula (5.2) we find that
\[
\frac{\|z_\alpha, T\|^2}{\|z_\alpha^+, T\|^2} = (\alpha_m + \kappa c(m, T)) \prod_{i=1}^{m-1} \left( 1 - \left( \frac{\kappa}{\alpha_i - \alpha_m + \kappa (c(i, T) - c(m, T))} \right)^2 \right)^{-1}
\]
\[
\times \prod_{j=m+1}^{N} \left( 1 - \left( \frac{\kappa}{\alpha_m + \kappa (c(m, T) - c(j, T))} \right)^2 \right).
\]

Also
\[
\mathcal{E}(\alpha, T) = \prod_{j=2}^{m} \left( 1 - \left( \frac{\kappa}{\alpha_j - \alpha_1 + \kappa (c(r_{\alpha}(j), T) - c(r_{\alpha}(1), T))} \right)^2 \right)
\]
\[
= \prod_{j=2}^{m} \left( 1 - \left( \frac{\kappa}{\alpha_{j-1} - (\alpha_m - 1) + \kappa (c(j-1, T) - c(m, T))} \right)^2 \right).
\]

Change the index of multiplication $i = j - 1$ and this shows
\[(6.3)\]
\[
\mathcal{E}(\alpha, T) \frac{\|z_\alpha, T\|^2}{\|z_\alpha^+, T\|^2} = (\alpha_m + \kappa c(m, T)) \prod_{j=m+1}^{N} \left( 1 - \left( \frac{\kappa}{\alpha_m + \kappa (c(m, T) - c(j, T))} \right)^2 \right).
\]

7. Singular Polynomials

For special rational values of $\kappa$ there exist nonconstant polynomials $p$ in $\mathcal{P}_\tau$ which satisfy $\mathcal{D}_i p = 0$ for $1 \leq i \leq N$. These are called singular polynomials and the corresponding value of $\kappa$ is a singular value. Suppose $\kappa$ is a specific rational number for which the form $\langle \cdot, \cdot \rangle$ is positive-definite then $\kappa$ can not be a singular value, for suppose $p$ is singular then $\langle x^\alpha \otimes T, p(x) \rangle = 1 \otimes T, D^1 \cdots D^N p(x) = 0$ for any $T \in \mathcal{Y}(\tau)$ and $\alpha \in \mathbb{N}_0^N$ with $|\alpha| > 0$, so that $\langle p'(x), p(x) \rangle = 0$ for all $p' \in \mathcal{P}_\tau$ and $\|p\|^2 = 0$. It is known that $\langle \cdot, \cdot \rangle_\kappa$ is positive-definite for $-\frac{1}{h} < \kappa < \frac{1}{h}$ (see formula (5.3) and (3)). We will construct singular polynomials for $\kappa = \pm \frac{1}{h}$ provided $\dim V_\kappa \geq 2$. Etingof and Stoica [7] Sect. 5] constructed singular polynomials for these parameter values without using Jack polynomials. In the one-dimensional
Lemma 5. \( \alpha \) is singular for \( \kappa = \frac{1}{h_\tau} \).

First suppose \( \ell (\tau) \geq 2 \) then set \( l = \ell (\tau) \), \( \alpha = (1^{\tau}, 0^{N-\tau}) \) and \( T = T_1 \), the inv-minimal RSYT which has \( N, N-1, \ldots, 1 \) entered row-by-row.

Theorem 7. \( D_{\tau_1} \zeta_{\alpha, T_1} = \prod_{i=1}^{l-1} \frac{1 - \kappa h(i, 1)}{1 - \kappa (h(i, 1) - 1)} \geq 1 \).

There are several ingredients to the proof. The first \( \tau_i \) coordinates of the spectral vector of \( \zeta_{\alpha, T_1} \) are

\[
(2 + \kappa (\tau_i - l), 2 + \kappa (\tau_i - 1 - l), \ldots, 2 + \kappa (1 - l))
\]

The contents \( c(r_\alpha (i), T_1) \) for \( \tau_i + 1 \leq i \leq N \) make up \( l - 1 \) lists of consecutive integers, one for each row, from row \#1 to row \#(l - 1). The following is easily proved by induction:

Lemma 5. Suppose \( g \) is a function on \( \mathbb{Z} \) and \( a \leq b \) then

\[
\prod_{i=a}^{b} \frac{g(i-1)g(i+1)}{g(i)^2} = \frac{g(a-1)g(b+1)}{g(a)g(b)}
\]

Consider the part of the product in (6.3) corresponding to row \#1: the contents are \( 1 - i, 2 - i, \ldots, \tau_i - i \) and by the Lemma this row contributes

\[
(1 + \kappa (1 - l - (1 - i)))(1 + \kappa (1 - l - (\tau_i - i) - 1))
\]

\[
(1 + \kappa (1 - l - (1 - i)))(1 + \kappa (1 - l - (\tau_i - i) - 1))
\]

\[
= \frac{(1 + \kappa (1 - l + 1))(1 - \kappa h(i, 1))}{(1 + \kappa (i - l))(1 - \kappa (h(i, 1) - 1))}
\]

to the product because the hook-length \( h(i, 1) = \tau_i + l - i \). Thus

\[
\frac{\|\zeta_{\alpha, T_1}\|^2}{\|\zeta_{\hat{\alpha}, T_1}\|^2} = (1 + \kappa (1 - l))\prod_{i=1}^{l-1} \frac{(1 + \kappa (i - l + 1))(1 - \kappa h(i, 1))}{(1 + \kappa (i - l))(1 - \kappa (h(i, 1) - 1))}
\]

\[
= \prod_{i=1}^{l-1} \frac{1 - \kappa h(i, 1)}{1 - \kappa (h(i, 1) - 1)}
\]

the other factors telescope.

Lemma 6. \( \alpha, T_1 \) then \( D_i \zeta_{\alpha, T_1} = \prod_{i=1}^{l-1} \frac{1 - \kappa h(i, 1)}{1 - \kappa (h(i, 1) - 1)} \geq 1 \).

Proof. By Case I(1) \( s_i \zeta_{\alpha, T_1} = \zeta_{\alpha, T_1} \) for \( 1 \leq i \leq \tau_1 - 1 \). Arguing inductively assume the stated formula (known true for \( i = \tau_1 \)) and apply \( s_{i-1} \) to both sides, then \( s_{i-1}D_i \zeta_{\alpha, T_1} = D_{i-1}s_i \zeta_{\alpha, T_1} \) and \( s_{i-1} \theta_i^{-1} = s_{i-1} (s_i \cdots s_1) = \theta_{i-1}^{-1} \).

\[
\text{Theorem 8.} \ \zeta_{\alpha, T_1} \text{ is singular for } \kappa = \frac{1}{h_\tau}.
\]

Proof. There are no poles in any \( \zeta_{\beta, T_1} \) provided \( -\frac{1}{h_\tau} < \kappa < \frac{1}{h_\tau} \) and the interval includes \( \frac{1}{h_\tau} \). The factor \( 1 - \kappa h(1, 1) \) in the multiplicative constant shows that \( D_i \zeta_{\alpha, T_1} = 0 \) for \( 1 \leq i \leq \tau_1 \). By Corollary I(4) \( D_i \zeta_{\alpha, T_1} = 0 \) for \( \tau_1 < i \leq N \) because \( \alpha_j = 0 \) for \( j > \tau_1 \).
Each polynomial in \( \{w\zeta_{\alpha,T} : w \in S_N \} \) is also singular for \( \kappa = 1/h_\tau \). The NSJP’s appearing in this way will be discussed in the sequel. For the \( \kappa = -\frac{1}{h_\tau} \) case suppose \( \tau_1 \geq 2 \) and \( \tau_1 = \tau_2 = \ldots = \tau_m > \tau_{m+1} \); then let \( \alpha = (1^m,0^{N-m}) \) and \( T = T_0 \) the inv-maximal RSYT with \( N,N-1,\ldots,1 \) entered column-by-column. Let \( \tau' \) denote the transposed partition of \( \tau \), then \( \tau'_1 = \ell(\tau) \) and \( m = \tau'_1 \).

**Theorem 9.** \( D_{m}\zeta_{\alpha,T_0} = \prod_{j=1}^{\tau_1-1} \frac{1 + \kappa h(1,j)}{1 + \kappa (h(1,j) - 1)} \theta_{\tau_1-1}\zeta_{\hat{\alpha},T_0} \).

**Proof.** The first \( m \) coordinates of the spectral vector of \( \zeta_{\alpha,T_0} \) are 
\[
(2 + \kappa (\tau_1 - m), 2 + \kappa (\tau_1 - m + 1), \ldots, 2 + \kappa (\tau_1 - 1)).
\]
The contents \( c(r_\alpha(i),T_1) \) for \( \tau_1 + 1 \leq i \leq N \) make up \( \tau_1 - 1 \) lists of consecutive integers, one for each column, from column \#1 to column \#(\tau_1 - 1). Consider the part of the product in \( \theta_{\tau_1-1}\zeta_{\hat{\alpha},T_0} \) corresponding to column \#\( j \): the contents are \( j - \tau'_i, j - \tau'_i + 1, \ldots, j - 1 \) and by the Lemma this column contributes
\[
\frac{(1 + \kappa (\tau_1 - j - 1)) (1 + \kappa (\tau_1 - j - \tau'_i))}{(1 + \kappa (\tau_1 - j)) (1 + \kappa (h(1,j) - 1))}
\]
to the product because the hook-length \( h(1,j) = \tau_1 + \tau'_i - j \). Thus
\[
\frac{\|\zeta_{\alpha,T_1}\|^2}{\|\zeta_{\hat{\alpha},T_1}\|^2} = (1 + \kappa (\tau_1 - 1)) \prod_{j=1}^{\tau_1-1} \frac{(1 + \kappa (\tau_1 - j + 1)) (1 + \kappa h(1,j))}{(1 + \kappa (\tau_1 - j)) (1 + \kappa (h(1,j) - 1))}
\]
\[
= \prod_{j=1}^{\tau_1-1} \frac{1 + \kappa h(1,j)}{1 + \kappa (h(1,j) - 1)},
\]
the other factors telescope. \( \square \)

**Lemma 7.** Suppose \( 1 \leq i \leq m \) then \( D_{i}\zeta_{\alpha,T_0} = (-1)^{m-i} \prod_{j=1}^{\tau_1-1} \frac{1 + \kappa h(1,j)}{1 + \kappa (h(1,j) - 1)} \theta_{\tau_1-1}\zeta_{\hat{\alpha},T_0} \).

**Proof.** By Case 1(2) \( s_i \zeta_{\alpha,T_0} = -\zeta_{\alpha,T_0} \) for \( 1 \leq i \leq m - 1 \). The rest of the argument is the same as in Lemma 8. \( \square \)

The proof of the following is essentially the same as that of Theorem 8.

**Theorem 10.** \( \zeta_{\alpha,T_0} \) is singular for \( \kappa = -\frac{1}{h_\tau} \).

As mentioned before the polynomials in \( \{w\zeta_{\alpha,T} : w \in S_N \} \) are singular for the same \( \kappa \).

Example: let \( \tau = (4,4,3,1) \) then \( h_\tau = 7 \) and
\[
T_0 = \begin{bmatrix} 12 & 8 & 5 & 2 \\ 11 & 7 & 4 & 1 \\ 10 & 6 & 3 \\ 9 \end{bmatrix}, T_1 = \begin{bmatrix} 12 & 11 & 10 & 9 \\ 8 & 7 & 6 & 5 \\ 4 & 3 & 2 \\ 1 \end{bmatrix},
\]
\[
\alpha = (1,1,0^{10}), \widehat{\alpha} = (0,1,0^{10}), \beta = (1,0^{11}), \widehat{\beta} = (0^{12}), \zeta_{\alpha,T_0} = (1 + 7\kappa)(1 + 5\kappa)(1 + 6\kappa)(1 + 3\kappa) s_{1}\zeta_{\widehat{\alpha},T_0} T_1 = (1 - 7\kappa)(1 - 4\kappa)(1 - 5\kappa)(1 - 3\kappa) \otimes T_1 .
\]
Thus \( \zeta_{\alpha,T_0}, \zeta_{\beta,T_1} \) are singular for \( \kappa = -\frac{1}{h}, \kappa = \frac{1}{h} \) respectively.

The results of Section 4 specialize to the symmetric groups \( S_N \), of type \( A_{N-1} \), as follows: let \( V := \{ x \in \mathbb{R}^N : \sum_{i=1}^N x_i = 0 \} \), the space on which the reflection representation acts irreducibly, then \( \tau_{m} \) on \( \wedge^m V \) is isomorphic to the representation labeled by \( \tau' := (N-m,1^m) \) whose content sum \( \varepsilon(\tau') = N \left( \frac{N-1}{2} - m \right) \). The singular polynomials for \( \pm 1/h \tau = \pm 1/N \) are of degree one.

7.1. The Isotype of a Space of Singular Polynomials. The subspace of \( \mathcal{P}_\tau \) of polynomials homogeneous of degree \( n \) can be completely decomposed into subspaces irreducible and invariant under the action of \( S_N \), and these subspaces have bases of \( \{ \omega_i \} \)-simultaneous eigenvectors. Suppose \( \lambda \) is a partition of \( N \) then a basis \( \{ p_S : S \in \mathcal{Y}(\lambda) \} \) (of an \( S_N \)-invariant subspace) is called a basis of isotype \( \lambda \) if each \( p_S \) transforms under the action of \( s_i \) according to Case 4. The key point here is when does a subspace have a basis of isotype \( \lambda \) made up of NSJP’s. The transformation coefficients can be written as

\[
\frac{\kappa}{\zeta_{\alpha,T}(i) - \zeta_{\alpha,T}(i+1)} = \left( \frac{\alpha_i + c(r_{\alpha}(i)\tau)}{\kappa} + c(r_{\alpha}(i)\tau) \right) - \left( \frac{\omega_i + c(r_{\alpha}(i+1)\tau)}{\kappa} + c(r_{\alpha}(i+1)\tau) \right).
\]

So if \( \zeta_{\alpha,T} = p_S \), that is, \( \delta \zeta_{\alpha,T} = (\alpha_i + 1 + \kappa c(r_{\alpha}(i)\tau)) \zeta_{\alpha,T} = (1 + \kappa \omega_i)p_S = (1 + \kappa c(\tau,S))p_S \) and the equivalence is \( \omega_i + c(r_{\alpha}(i)\tau) = c(i,S) \) (note \( T \) and \( S \) have different shapes). (Some aspects of the argument are omitted; this discussion is meant as illustration). Consider \( \zeta_{\alpha,T_0} \) (as in Theorem 4) with \( \kappa = -\frac{1}{h_\tau} \). Apply the transformation

\[
(7.1) \quad \alpha_i + 1 + \kappa c(r_{\alpha}(i)\tau) \rightarrow \frac{\alpha_i}{\kappa} + c(r_{\alpha}(i)\tau) = c(i,S)
\]
to \( \zeta_{\alpha,T} \). The result is (with \( m = \tau'_1 \), the length of the last column of \( \tau \))

\[
\begin{align*}
&\left(-h_\tau + \tau_1 - m, -h_\tau + \tau_1 - m + 1, \ldots, -h_\tau + \tau_1 - 1, [c(i,T_0)]_{i=m+1}^N \right) \\
= &\left(1 - \tau'_1 - m, 2 - \tau'_1 - m, \ldots, -\tau'_1, [c(i,T_0)]_{i=m+1}^N \right).
\end{align*}
\]

This is the content vector of the RSYT obtained from \( T_0 \) by removing the last column of \( T_0 \) and attaching it to the bottom of the first column. The \( S_N \)-invariant subspace spanned by the orbit of \( \zeta_{\alpha,T_0} \) is of isotype \( \lambda' \) where \( \lambda' = (\tau'_1 + \tau'_2, \tau'_2, \ldots, \tau'_{n-1}) \) (another proof in [7, Thm. 5.9]).

The analogous computation for \( \zeta_{\alpha,T_1} \) and \( \kappa = \frac{1}{h_\tau} \) gives the content vector (recall \( l = \ell(\tau) \))

\[
\begin{align*}
&\left(h_\tau - l + \tau_1, h_\tau - l + \tau_1 - 1, \ldots, h_\tau - l + 1, [c(i,T_1)]_{i=n+1}^N \right) \\
= &\left(\tau_1 + \tau_1 - 1, \tau_1 + \tau_1 - 2, \ldots, \tau_1, [c(i,T_1)]_{i=n+1}^N \right).
\end{align*}
\]

This is the content vector of the RSYT obtained from \( T_1 \) by removing the last row of \( T_0 \) and attaching it to the right end of the first row. The \( S_N \)-invariant subspace spanned by the orbit of \( \zeta_{\alpha,T_0} \) is of isotype \( \lambda = (\tau_1 + \tau_1, \tau_1, \ldots, \tau_1) \). In the trivial cases \( \tau = (N) \) one has \( \kappa = -\frac{1}{h} \) with \( \lambda = (N - 1,1) \), and for \( \tau = (1^N) \) one has \( \kappa = \frac{1}{h} \) and \( \lambda = (2,1^{N-1}) \).

By this argument and the definition of isotype for each RSYT \( S \) of shape \( \lambda \) there is a NSJP in span \( \{ w\zeta_{\alpha,T_1} : w \in S_N \} \) whose spectral vector with \( \kappa = 1/h_\tau \) transforms (by (7.1)) to the content vector of \( S \). This polynomial is \( \zeta_{\beta,T} \) where
\[ \beta_i = 1 \text{ if } \text{rw} (i, S) = 1 \text{ and } \tau_1 + 1 \leq \text{cm} (i, S) \leq \tau_1 + \tau_l \text{ and } \beta_i = 0 \text{ otherwise; (for a tableau } T' \text{ let } T'[i, j] \text{ denote the entry at row } \#i \text{ and column } \#j \text{) then} \]

(7.2) \[ T[1, j] = S[1, j], 1 \leq j \leq \tau_1, \]
(7.3) \[ T[i, j] = S[i, j] + \# \{ k : k > \tau_1, S[1, k] > S[i, j] \}, 2 \leq i < l, 1 \leq j \leq \tau_i, \]
(7.4) \[ T[l, j] = \tau_l + 1 - j, 1 \leq j \leq \tau_l. \]

An analogous formula holds for the \( \zeta_{\alpha,T_1} \) and \( \kappa = -1/h \) situation.

Here is an example using \( \tau = (3, 3, 3, 3) \) and \( N = 12, \kappa = \frac{1}{6} \) and \( \lambda = (6, 3, 3) \); let

(7.5) \[ S = \begin{bmatrix} 12 & 10 & 9 & 8 & 7 & 5 \\ 11 & 6 & 2 \\ 4 & 3 & 1 \end{bmatrix} \]

then \( \beta = (0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0) \) and

(7.6) \[ T = \begin{bmatrix} 12 & 10 & 9 \\ 11 & 8 & 5 \\ 7 & 6 & 4 \\ 3 & 2 & 1 \end{bmatrix} \]

Remark 1. We did not give any details about the indecomposable finite reflection groups with two conjugacy classes of reflections, the types \( B_N \) and \( F_4 \). Griffeth developed the theory of vector-valued Jack polynomials for the complex reflection groups \( G(n, p, N) \). Likely the analogous result of ours on type-\( A \) singular Jack polynomials with minimal singular value can be derived from Griffeth’s formulae specialized to \( G(2, 1, N) \), the hyperoctahedral group \( B_N \). This should show that the region of positivity of the Gaussian form is a neighborhood of the origin in \( \mathbb{R}^2 \) bounded by straight lines corresponding to singular values.
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