Statistical Analysis of Protein Side-chain Conformations
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Abstract. In the paper, three algorithms for predicting protein side-chain conformations are suggested and discussed. All proposed approaches analyze the local neighborhood of the target residue to avoid 'steric clashes'. Strong and weak points of the algorithms are described, and ways of improving their outcomes are suggested. The approach based on predicting conformations for all residues in a protein chain segment appears to be the most promising.

1. Introduction

Experimental methods of protein structure determination are still challenging and require huge costs both in time and budget. That is why computational methods of structure modelling are considered an important task.

Most of modern structure prediction tools are focused on correct backbone determination as they use coarse-grained models [1, 2, 3, 4] or $C_\alpha$ or $C_\beta$ pairwise distances [5] for global optimization. These instruments help in understanding the general organization of structure but do not fit the real needs of computational biology research tasks. Instead, problems of protein-protein docking or free energy calculation depend on accurate all-atom structure. Thus, the mentioned tools are hardly applicable to these problems.

Several force fields like AMBER, CHARMM, or OPLS [6, 7, 8] can perform all-atom minimization of structure using fast and reliable gradient-based methods. However, the energy function of macromolecule is quite nonconvex, so any local optimization method strongly depends on the initial conformation guess [9]. Therefore, it may be concluded that the closer is the initial guess to the target extrema point, the faster the optimization process will converge. As a result, it is necessary to predict side-chain conformation with a confidence level that would be high enough to guarantee fast minimization. Several assumptions are required to perform this guess.

First of all, we assume that lengths of covalent bonds are approximately constant, so we can use a rough approximation of structure description in terms of dihedral angles. Then, we can consider only some stable dihedral states that are used at most while all other states are poorly presented. Finally, we assume that we can test different side-chain conformations keeping the backbone fixed.

In this research, we examine protein structures to figure out special inter- and intra-amino acid dependencies that influence the conformation of side-chains. We test several approaches...
to predict $\chi_i$, $i = 1, 5$ dihedral angle values of side-chains assuming that backbone structure is provided.

Similar work was performed in [10] where side-chain dihedral angles were predicted by coordinates of backbone atoms. In [11] authors describe another method based on graph theory where two rotamers with nonzero interaction energy are represented as ends of an edge. Interaction graphs were also used in [12] where protein structure was modelled as a Markov random field. Another article [13] describes a packing optimization algorithm applied to van der Waals interactions. However, the authors emphasize that these results either lack accuracy or work slowly, so we decided to apply relatively fast Machine Learning (ML) algorithms to this problem. All our methods are intended to make an initial prediction based only on the protein structure.

In the following sections, the examined approaches are discussed.

Most of the code for this research was written in Python programming language. As an information source, we decided to use the Protein Data Bank (PDB) base [14] and analyze its files with Biopython module [15].

2. Basic Rotamer Prediction

Analysis of dihedral angle values shows that side-chain conformation is likely to be influenced by the local context of the target amino acid residue. This implies that some characteristics of neighbor residues should be taken into account somehow.

We define neighborhood as the distance between $C_{\alpha}$ atoms smaller than some fixed threshold. It should be noticed here that residues may be close to each other spatially but far from each other along the chain. In this approach, we selected 15 Å as the cutoff value. Having that, it was discovered that 17 neighbor residues are likely to be present in this radius with 0.97 confidence.

Thus, in this approach, we consider features of neighbor residues and predict side-chain conformation for every amino acid type separately. Speaking of predicted values themselves, side-chain rotamers are considered. A rotamer is one of several (mostly three) stable positions of side-chains that are created by rotation around one chemical bond. Rotamers correspond to the local minimums of potential energy of the protein. They can be seen as peaks at histograms of dihedral angle values. For example, Figure 1 presents the histogram of $\chi_1$ angle values for glutamine acid ($\text{GLU}$). However, not all degrees of freedom appear to be rotameric: some angles have ‘messy’ distributions like the one presented in Figure 2. We resolve this issue by analyzing dependencies between non-rotameric $\chi_{i+1}$ distributions and $\chi_i$ rotamers. After analyzing $(\chi_i, \chi_{i+1})$ pairs, we find that for some stable values of $\chi_i$, values of a non-rotameric $\chi_{i+1}$ look similar to a rotameric distribution. This fact was used to figure out the non-rotameric peaks. An example of such approach is presented in Figure 3.
For retrieving data for this research, we first filtered the PDB base. Currently, Protein Data Bank consists of more than 140 thousands of files. Besides files representing single proteins, the data contains short chains (peptides) and protein complexes. Files also may have gaps in atoms or even in residue sequences. Thus, there is a clear need for filtering. For our purposes, we selected the files containing one chain; consisting of at least 100 residues; having only $\alpha$-amino acid residues; and having no missed residues and atoms.

After PDB filtering, a set of appropriate PDB id’s was formed. From these files, data regarding every side-chain dihedral angle $\chi_i$, $i = 1, 5$ was collected. Such datasets were collected separately for every amino acid except for alanine ($ALA$, $A$) and glycine ($GLY$, $G$) due to the small length of their side-chains. The collected sets include the following features of neighbor residues (for each sample):

(i) Values of backbone dihedral angles $\phi, \psi$;
(ii) Distance to the target residue (in terms of $C_\alpha$, measured in Å);
(iii) Physicochemical features [16, 17, 18];
(iv) Polarity groups;
(v) Several geometrical features.

After collection, the datasets were provided to ML algorithms. We conducted several experiments to study the results of different Machine Learning approaches. LightGBM algorithm (based on decision trees) appeared to show the best results that are presented in Table 1.

The results achieved with LightGBM are only slightly better than the outcomes of the Rotamer Library prediction method [19]. It may be explained by the fact that our approach considers only the presence of neighbors around the target residue but does not take their orientation and actual position into account. As a result, some different methods should be used to process the local steric context.

3. Atom grid analysis
To consider the steric context of the target amino acid residue, another approach was proposed. In it, we build a uniform 3D grid to which atoms of neighbor residues are projected. Probabilities of each rotamer are returned as an answer like in the first algorithm.

Grid creation includes the following steps:
Table 1. LightGBM accuracies for $\chi$ angles prediction

| Amino Acid | $\chi_1$ | $\chi_2$ | $\chi_3$ | $\chi_4$ | $\chi_5$ |
|------------|----------|----------|----------|----------|----------|
| ARG        | 0.66     | 0.72     | 0.52     | 0.55     | 0.94     |
| LYS        | 0.66     | 0.69     | 0.65     | 0.61     |          |
| GLN        | 0.67     | 0.65     | 0.60     |          |          |
| GLU        | 0.63     | 0.67     | 0.45     |          |          |
| MET        | 0.65     | 0.64     | 0.49     |          |          |
| HIS        | 0.68     | 0.53     |          |          |          |
| ILE        | 0.85     | 0.73     |          |          |          |
| LEU        | 0.78     | 0.80     |          |          |          |
| ASP        | 0.72     | 0.61     |          |          |          |
| ASN        | 0.70     | 0.70     |          |          |          |
| PHE        | 0.82     | 0.72     |          |          |          |
| PRO        | 0.82     | 0.98     |          |          |          |
| TRP        | 0.76     | 0.70     |          |          |          |
| TYR        | 0.81     | 0.71     |          |          |          |
| CYL        | 0.69     |          |          |          |          |
| SER        | 0.66     |          |          |          |          |
| THR        | 0.81     |          |          |          |          |
| VAL        | 0.81     |          |          |          |          |

(i) First, the grid is initialized with zeros; a new basis for the grid is selected. Here, $C_\beta$ atom of the target residue is located in the center of the grid.

(ii) For each neighbor, coordinates of its $C_\alpha$ and $C_\beta$ atoms are computed.

(iii) Let us denote local coordinates of an atom as $C$. Then, $\forall i,j,k : d_{i,j,k} \leq INTERACTION\_DIST \cdot G_{i,j,k} = G_{i,j,k} - INTERACTION\_DIST \cdot d_{i,j,k}$, where $d_{i,j,k}$ is the distance between the center of cell $(i,j,k)$ and $C$; $G_{i,j,k}$ is the value of the grid cell with coordinates $(u,j,k)$. This procedure is performed for every neighbor atom.

Finally, we get a 3D matrix with non-positive values. In it, zero values represent areas where the target side-chain can be located, where other directions are ‘penalized’ with negative values. Moreover, penalty values increase when moving closer to the center of a neighbor atom. $INTERACTION\_DIST$ value is selected equal to 4Å which is the minimum point for $C - C$ (carbon-carbon) van der Waals interaction.

The created grids are processed with Convolutional Neural Networks (CNN). In addition, some meta-parameters are appended to the output of Convolutional layers. These are the prior probabilities and features of the target amino acid. The latter is necessary as we do not distinguish between different amino acid types; instead, all samples are processed with the same methodology. Finally, the merged vector is processed with Dense layers.

Unfortunately, this approach did not show any significant improvement. Results of training neural networks of different structures (numbered 0 – 7) are presented in Figure 4. It can be seen that most of the models are badly overfit. This result may be explained by the fact that we omit the features of neighbor residues. In other words, it is impossible to discover to which amino acid type a neighbor atom corresponds.

Also, changing the value of $INTERACTION\_DIST$ may help. Usage of 4Å may be too strict, so this value may be changed to $C$ (carbon) van der Waals radius which equal to 1.7Å.
4. Protein Chain Segment Analysis

As it has been noticed, ‘steric clashes’ may happen not only between a side-chain and backbone but also between two side-chains. Unfortunately, both described approaches are unable to consider this issue.

A possible way to resolve all issues associated with clashes is predicting $\chi$ angle values not for a single residue but for all residues in a chain segment. It is proposed to collect samples of length equal to 64. This length was selected by analyzing the distribution of numbers of residues between the farthest neighbors along the chain.

Each sample is a matrix of shape $(64 \times M)$, where $M$ is the total number of one-hot-encoded features collected for each residue in the sample. The output is a matrix of shape $(64 \times 36)$. For each residue in a segment, we divide the $(-\pi, \pi)$ range into 36 parts. In the output matrix, each $i^{th}$ line contains 1 at position $j$ if the angle value is located in $j^{th}$ bin and 0 otherwise. These samples are processed with LSTM (Long Short-Term Memory) layers.

For evaluating the model, the following metric was proposed. For a residue $i$, let us denote the bin with the maximum predicted probability as $p_i$ and the original bin as $r_i$. Then:

$$m_i = \begin{cases} 
1, & \text{if } |p_i - r_i| \leq 3 \\
0, & \text{otherwise}
\end{cases}$$

Formula (1) implies that $m_i$ is equal to 1 if the most probable bin is no more than 3 bins away from the original bin; 0 otherwise. Having that, the whole sample is evaluated in the following way:

$$M(\text{pred}, \text{orig}) = \frac{1}{64} \sum_{i=1}^{64} m_i$$

The metric was applied to all predictions for the test samples. Figure 5 presents a histogram of these values. Currently, the method manages to predict about a half of a sample in the majority of cases.

Currently, this approach is developed only for $\chi_1$, so the next angles are supposed to be considered later. Another issue is that the proposed metric does not take the possibility of overlapping predictions into account. It means that one residue may be predicted several times in different samples, and these predictions should be merged.
5. Discussion
In the paper, several algorithms for rapid protein side-chain conformation prediction are described. In all of them, we try to consider the local context of the target residue to avoid steric clashes.

Three proposed algorithms use different approaches to including features of neighbor residues. Segment analysis algorithm aggregates the majority of the information about the steric context. At the same time, segment prediction requires resolving several significant issues. These include merging several predictions for a single residue and giving prediction for \( \chi_i, i > 1 \) angles.

We can conclude that side-chains of different residues should be predicted together to avoid ‘steric clashes’ with both backbone and other side-chains.
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