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Abstract

The feature correlation layer serves as a key neural network module in numerous computer vision problems that involve dense correspondences between image pairs. It predicts a correspondence volume by evaluating dense scalar products between feature vectors extracted from pairs of locations in two images. However, this point-to-point feature comparison is insufficient when disambiguating multiple similar regions in an image, severely affecting the performance of the end task. We propose GOCor, a fully differentiable dense matching module, acting as a direct replacement to the feature correlation layer. The correspondence volume generated by our module is the result of an internal optimization procedure that explicitly accounts for similar regions in the scene. Moreover, our approach is capable of effectively learning spatial matching priors to resolve further matching ambiguities. We analyze our GO-Cor module in extensive ablative experiments. When integrated into state-of-the-art networks, our approach significantly outperforms the feature correlation layer for the tasks of geometric matching, optical flow, and dense semantic matching. The code and trained models will be made available at github.com/PruneTruong/GOCor

1 Introduction

Finding pixel-wise correspondences between pairs of images is a fundamental problem in many computer vision domains, including optical flow [15, 23, 42, 52, 53, 20, 56], geometric matching [14, 43, 44, 37, 56], disparity estimation [11, 33, 41, 61], and semantic segmentation [12, 26, 27, 45, 25, 28, 19, 9, 55]. Most recent state-of-the-art approaches rely on feature correlation layers, evaluating dense pair-wise similarities between deep representations of two images. The resulting four-dimensional correspondence volume captures dense matching confidences between every pair of image locations. It serves as a powerful cue in the prediction of, for instance, optical flow. This encapsulation of dense correspondences has further achieved wide success within semantic matching [12, 26, 27, 45, 25, 28, 19, 9, 55], video object segmentation [40, 18, 53, 10], and few-shot segmentation [59, 36]. The feature correlation layer thus serves as a key building block when designing network architectures for a diverse range of important computer vision applications.

In the feature correlation layer, each confidence value in the correspondence volume is obtained as the scalar product between two feature vectors, extracted from specific locations in the two images, here called the reference and the query images. However, the sole reliance on point-to-point feature comparisons is often insufficient in order to disambiguate multiple similar regions in an image. As illustrated in Fig. 1, in the case of repetitive patterns, the feature correlation layer generates undistinctive and inaccurate matching confidences (Fig. 1d), severely affecting the performance of the end task. This remains the key limitation of feature correlation layers, since repetitive patterns, low-textured regions, and co-occurring similar objects are all pervasive in computer vision applications.

We design a new dense matching module, aiming to address the aforementioned issues by exploring information not exploited by the feature correlation layer. We observe that a confidence value in
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Figure 1: Visualization of the matching confidences (c)-(e) computed between the indicated location (green) in the reference image (a) and all locations of the query image (b). The feature correlation (d) generates undistinctive and inaccurate confidences due to similar regions and repetitive patterns. In contrast, our GOCor (e) predicts a distinct high-confidence value at the correct location.

the correspondence volume generated by the feature correlation layer only depends on the feature vectors extracted at one pair of locations in the reference and query. However, the reference also contains the appearance information of other image locations, that are likely to occur in the query image. This includes the appearance of similar regions in the scene, opening the opportunity to actively identify and account for such similarities when estimating each matching confidence value. Moreover, the feature correlation layer ignores prior knowledge and constraints that can be derived from the query, e.g. the uniqueness and spatial smoothness of correspondences. Our matching module encapsulates the aforementioned information and constraints into a learnable objective function. Our enhanced correspondence volume is obtained by minimizing this objective during the forward-pass of the network. This allows us to predict globally optimised correspondence volumes, effectively accounting for similar image regions and matching constraints, as visualized in Fig. 1e.

Contributions: We introduce GOCor, a differentiable neural network module that generates the correspondence volume between a pair of images, acting as a direct replacement to the feature correlation layer. Our main contributions are as follows. (i) Our module is formulated as an internal optimization procedure that minimizes a customizable matching-objective during inference, thereby providing a general framework for effectively integrating both explicit and learnable matching constraints. (ii) We propose a robust objective that integrates information about similar regions in the scene, allowing our GOCor module to better disambiguate such cases. (iii) We introduce a learnable objective for capturing constraints and prior information about the query frame. (iv) We apply effective unrolled optimization, paired with accurate initialization, ensuring efficient end-to-end training and inference. (v) We perform extensive experiments on the geometric matching and optical flow tasks by integrating our module into state-of-the-art network architectures. We additionally show that our GOCor module can generalize to the semantic matching task. Our approach outperforms the feature correlation layer in terms of both accuracy and robustness. In particular, our GOCor module demonstrates better domain generalization properties.

2 Related work

Enhancing the correlation volume: Since the quality of the correspondence volume is of prime importance, several works focus on improving it using learned post-processing techniques [29, 45, 51, 60]. Notably, Rocco et al. [45] proposed a trainable neighborhood consensus network, NC-Net, applied after the correlation layer to filter out ambiguous matches, aiming to keep only the locally and cyclically consistent ones. While such post-processing networks have shown some improvement, they are limited to operating on the correlation volume itself. Instead, we propose a fundamentally different approach, operating directly on the underlying feature maps, before the correlation operation.

Optimization-based meta-learning: Our approach is related to optimization-based meta-learning [30, 4, 63, 5, 57]. In fact, our GOCor module can be seen as an internal learner, which solves the regression problem defined by our objective. In particular, we adopt the steepest descent based optimization strategy shown effective in [5]. From a meta-learning viewpoint, our approach however offers a few interesting additions to the standard setting. Unlike for instance, in few-shot classification [30, 4, 63] and tracking [5, 57], our learner constitutes an internal network module of a larger architecture. This implies that the output of the learner does not correspond to the final network output, and therefore does not receive direct supervision during (meta-)training. Lastly, our learner module actively utilizes the query sample through the introduced trainable objective function.
3 Method

3.1 Feature Correlation Layers

The feature correlation layer has become a key building block in the design of neural network architectures for a variety of computer vision tasks, which either rely on or benefit from the estimation of dense correspondences between two images. To this end, the feature correlation layer computes a dense set of scalar products between localized deep feature vectors extracted from the two images, in the form of a four-dimensional correspondence volume. We consider two deep feature maps \( f^r = \phi(I^r) \) and \( f^q = \phi(I^q) \) extracted by a deep CNN \( \phi \) from the reference image \( I^r \) and the query image \( I^q \), respectively. The feature maps \( f^r, f^q \in \mathbb{R}^{H \times W \times D} \) have a spatial size of \( H \times W \) and dimensionality \( D \). We let \( f^r_{ij} \in \mathbb{R}^D \) denote the feature vector at a spatial location \((i, j)\). The feature correlation layer evaluates scalar products \((f^r_{ij})^T f^q_{kl}\) between the reference and query image representations. There are two common variants of the correlation layer, both relying on the same local scalar product operation, but with some important differences. We define these operations next.

The Global correlation layer evaluates the pairwise similarities between all locations in the reference and query feature maps. This is defined as the operation,
\[
C_G(f^r, f^q)_{ijkl} = (f^r_{ij})^T f^q_{kl}, \quad (i, j), (k, l) \in \{1, \ldots, H\} \times \{1, \ldots, W\}.
\]  
(1)
The result is thus a 4D tensor \( C_G(f^r, f^q) \in \mathbb{R}^{H \times W \times H \times W} \) capturing the similarities between all pairs of spatial locations. In the Local correlation layer, the scalar products involving \( f^r_{ij} \) are instead only evaluated in a neighborhood of the location \((i, j)\) in the query feature map \( f^q \),
\[
C_L(f^r, f^q)_{ijkl} = (f^r_{ij})^T f^q_{i+k,j+l}, \quad (i, j) \in \{1, \ldots, H\} \times \{1, \ldots, W\}, \quad (k, l) \in \{-R, \ldots, R\}^2.
\]  
(2)

(3.1) \( (k, l) \) represents the displacement relative to the reference frame location \((i, j)\), constrained to a value within the search radius \( R \). While the limited search region \( R \) makes the local correlation practical even for feature maps of a large spatial size \( H \times W \), it does not capture similarities beyond \( R \).

3.2 Motivation

The main purpose of feature correlation layers is to predict a dense set of matching confidences between the two images \( I^r \) and \( I^q \). This is performed in (1)-(2) by applying each reference frame feature vector \( f^r_{ij} \) to a region in the query \( f^q \). However, this operation ignores two important sources of valuable information when establishing dense correspondences.

Reference frame information: The matching confidences \( C(f^r, f^q)_{ij..} \in \mathbb{R}^{H \times W} \) for the reference image location \((i, j)\) does not account for the appearance at other locations of the reference image. Instead, it only depends on the feature vector \( f^r_{ij} \) at the location itself. This is particularly problematic when the reference frame contains multiple locations with similar appearance, such as repetitive patterns or homogeneous regions (see Fig.1). These regions are also very likely to occur in the query feature map \( f^q \), since it usually depicts the same scene at a later time instance or from a different viewpoint. This easily results in high correlation values at multiple incorrect locations, often severely affecting the accuracy and robustness of the final network prediction. Unfortunately, patterns of similar appearance are almost ubiquitous in natural scenes. Therefore, the estimation of matching confidences should ideally exploit the known similarities in the reference image itself.

Query frame information: The second source of information not exploited by the feature correlation layer is matching constraints and priors that can be derived from the query \( f^q \). One such important constraint is that each reference image location \( f^r_{ij} \) can have at most one matching location \( f^q_{kl} \) in the query image. Moreover, dense matches across the image pair generally follow spatial smoothness properties, due to the spatio-temporal continuity of the underlying 3D scene. This can serve as a powerful prior when predicting the correspondence volume between the image pair.

Next, we set out to develop a dense matching module capable of effectively utilizing the aforementioned information when predicting the correspondence volume relating \( I^r \) and \( I^q \).

3.3 General Formulation

In this section, we formulate GOCor, an end-to-end differentiable neural network module capable of generating more accurate correspondence volumes than feature correlation layers. We start by
We tackle these challenges by formulating an objective function $L$. Instead of correlating the reference features $f^r$ with the query $f^q$, we aim to first predict the filter map $w^*$, enriched with the global information about the reference $f^r$ and query $f^q$ described in the previous section. The filter map $w^*$ is then applied to the query features $f^q$ to obtain the final correspondence volume as $C(w^*, f^q)$. We use $C$ to denote either the reference $f^r$ or local (2) correlation. We thus embrace the correlation operation (1)-(2) itself, and aim to enhance its output by enriching its input.

The remaining part of our method description is dedicated to the key question raised by the above generalization, namely how to achieve a suitable filter map $w^*$. In general, we can consider it to be the result of a differentiable function $w^* = P_θ(f^r, f^q)$, which takes the reference and query features as input and has a set of trainable parameters $θ$. For example, simply letting $P_θ(f^r, f^q) = f^r$ retrieves the original feature correlation layer $C(f^r, f^q)$. However, designing a neural network module $w^* = P_θ(f^r, f^q)$ that effectively takes advantage of the information and constraints discussed in Sec. 3.2 is challenging. Moreover, we require our module to robustly generalize to new domains, having image content and motion patterns not seen during training.

We tackle these challenges by formulating an objective function $L$, that explicitly encodes the constraints discussed in Sec. 3.2. The network module $P_θ(f^r, f^q)$ is then constructed to output the filter map $w^*$ that minimizes this objective,

$$w^* = P_θ(f^r, f^q) = \arg \min_w L(w; f^r, f^q, θ).$$

(3)

This formulation allows us to construct the filter predictor module $P_θ$ by designing an objective $L$ along with a suitable optimization algorithm. It gives us a powerful framework to explicitly integrate the constraints discussed in Sec. 3.2 while also benefiting from significant interpretability. In the next sections, we formulate our objective function $L$. We first integrate information about the reference features $f^r$ into the objective (3) in Sec. 3.4. In Sec. 3.5 we then extend the objective $L$ with information about the query $f^q$. Lastly, we discuss the optimization procedure applied to our objective in Sec. 3.6. An overview of our general matching module is illustrated in Figure 2.

### 3.4 Reference Frame Objective

Here, we introduce a flexible objective that exploits global information about the reference features $f^r$, as discussed in Sec. 3.2. For convenience, we follow the convention for global correlation (1) by letting subscripts denote absolute spatial locations. When establishing matching confidences for a reference frame location $(i, j)$, the feature correlation layer $C(f^r, f^q)$ only utilizes the encoded appearance $f^r_{ij}$ at the location $(i, j)$. However, the reference feature map $f^r$ also contains the encoding $f^r_{kl}$ of other image regions $(k, l)$, which are likely to also occur in the query $f^q$. To exploit this information, we therefore first replace the reference feature map $f^r$ with our filter map $w$. The aim is then to find $w$ which enforces high confidences $C(w, f^r)_{ij} = w^T_{ij}f^r_{ij} \approx 1$ at the corresponding reference location $(i, j)$, while ensuring low matching confidences $C(w, f^r)_{ijkl} = w^T_{ij}f^r_{kl} \approx 0$ for other locations $(k, l) \neq (i, j)$ in the reference map $f^r$. These constraints aim at designing $w_{ij}$, that explicitly suppresses the corresponding matching confidences in regions $f^r_{kl}$ that have similar appearance as $f^r_{ij}$, since these regions may also occur in $f^q$.

As a first attempt, the aforementioned reference-frame constraints could be realized by minimizing the quadratic objective $||C(w, f^r) - δ||^2$. Here, $δ$ represents the desired correlation response, which
in case of global correlation (1) is \( \delta_{ijkl} = 1 \) whenever \((i, j) = (k, l)\) and \( \delta_{ijkl} = 0 \) otherwise. The quadratic objective is attractive since it can be tackled with particularly effective optimization methods. On the other hand, the simple quadratic objective is known for its sensitivity to outliers. In our setting, the objective should in fact be largely indifferent to cases when a non-matching pair generates a strong negative correlation output \( w_{ijkl} T f_{kl} \ll 0 \). This stems from the fact that any zero or negative confidence is enough to indicate a non-match. However, such strong negative predictions receive a disproportionately large impact in the quadratic objective, instead compromising the quality of the correspondence volume in challenging regions with similar appearance. This issue is further amplified by the severe imbalance between examples of matches and non-matches in the objective.

To address these issues, we formulate a robust non-linear least squares objective. We first let \( \varepsilon = \mathcal{C}(w, f^r) - \delta \) denote the signed error. For a non-matching location pair \((\delta_{ijkl} = 0)\), a positive error \( \varepsilon_{ijkl} > 0 \) corresponds to a similar appearance that should be suppressed, while negative error \( \varepsilon_{ijkl} < 0 \) is of little importance. We account for this asymmetry by introducing separate penalization weights \( v^+_{ijkl} \) and \( v^-_{ijkl} \) for positive and negative errors, respectively. The errors are thus mapped by the scalar function \( \sigma \) defined as,

\[
\sigma(\varepsilon; v^+, v^-) = \begin{cases} 
v^+ \varepsilon, & \varepsilon \geq 0 \\
v^- \varepsilon, & \varepsilon < 0 \end{cases}, \quad \sigma_\eta(\varepsilon; v^+, v^-) = \frac{v^+ - v^-}{2} \left( \sqrt{\varepsilon^2 + \eta^2} - \eta \right) + \frac{v^+ + v^-}{2} \varepsilon. \tag{4}
\]

We have also defined a smooth approximation \( \sigma_\eta \), which for \( \eta > 0 \) avoids the discontinuity in the derivative of \( \sigma \) at \( \varepsilon = 0 \). The original function \( \sigma = \sigma_0 \) is retrieved by setting the parameter \( \eta = 0 \).

By applying the function (4), the errors \( \varepsilon \) can be re-weighted using appropriate values for the weights \( v^+ \) and \( v^- \). To address the question of how to set \( v^+ \) and \( v^- \) in practice, recall that our objective defines a neural network module through the optimization (3). This opens an interesting opportunity of learning \( v^+ \) and \( v^- \) as parameters of the neural network. These can thus be trained along with all other parameters of the network for the end task. Specifically, we parametrize the weights as functions \( v^+_{ijkl} = v^+_0(d_{ijkl}) \) and \( v^-_{ijkl} = v^-_0(d_{ijkl}) \) of the distance \( d_{ijkl} = \sqrt{(i-k)^2 + (j-l)^2} \) between \( w_{ijkl} \) and the example \( f_{kl} \). This strategy allows the network to learn the transition between the correct match \( d_{ij} = 0 \) and the distant \( d_{ijkl} \gg 0 \) examples of non-matching features \( f_{kl} \). Our robust and learnable objective function for integrating reference frame information is thus formulated as,

\[
L_r(w; f^r, \theta) = \left\| \sigma_\eta(\mathcal{C}(w, f^r) - y; v^+, v^-) \right\|^2. \tag{5}
\]

Here we have additionally replaced the ideal correlation \( \delta \) with a learnable target confidence \( y_{ijkl} = y_0(d_{ijkl}) \), to add further flexibility. We parametrize \( v^+_0 \), \( v^-_0 \), and \( y_0 \) using the strategy introduced in (5), as piece-wise linear functions of the distance \( d_{ijkl} \), further detailed in the supplementary material.

### 3.5 Query Frame Objective

In the previous section, we formulated an approach that integrates the reference feature map \( f^r \) into the objective (3). However, as discussed in Sec. 3.2, there is also rich information to gain from the query frame. Firstly, correspondences between a pair of images must adhere to certain constraints, mainly that each point in the reference image can have at most a single match in the query image. Secondly, neighboring matches follow spatial smoothness priors, largely induced by the spatio-temporal continuity of the underlying 3D-scene. We encapsulate such constraints by defining a regularizing objective on the query frame,

\[
L_q(w; f^q, \theta) = \| R_\theta \ast \mathcal{C}(w, f^q) \|^2. \tag{6}
\]

Here, \( \ast \) denotes the convolution operator and \( R_\theta \in \mathbb{R}^{K \times Q} \) is a learnable 4D-kernel of spatial size \( K \) and \( Q \) number of output channels. A 4D-convolution operator allows us to fully utilize the structure of the 4D correspondence volume. Furthermore, its use is motivated by the translation invariance property induced by the 2D translation invariance of the 2 input feature maps. \( R_\theta \) is learnt, along with all other network parameters, by the SGD-based minimization of the final network training loss.

The use of smoothness priors has a long and successful tradition in classic variational formulations for optical flow, developed during the pre-deep learning era [17, 6, 2, 17, 35]. We therefore take inspiration from these ideas. However, our approach offers several interesting conceptual differences. First, our regularization operates directly on the matching confidences generated by the correlation operation, rather than the flow vectors. The correspondence volume provides a much richer description...
We first evaluate our GOCor module for dense geometric matching by integrating it into the recent GLU-Net \[56\]. GLU-Net is a 4-level pyramidal network, operating at two image resolutions to estimate dense flow fields. It relies on a global correlation at the coarsest level to capture long-range displacements and uses local correlations in the subsequent levels.

**Experimental setup:** We create GLU-Net-GOCor by replacing global and local feature correlation layers in our GLU-Net \[56\]. GLU-Net is a 4-level pyramidal network, operating at two image resolutions to estimate dense flow fields. It relies on a global correlation at the coarsest level to capture long-range displacements and uses local correlations in the subsequent levels.

Further details are given in the supplementary material Sec. B.
the full objective (7), while the local variant uses only the reference term (5). We use three steepest
descent iterations during training and increase the number during inference. We follow the same self-
supervised training procedure and data as in [50], applying synthetic homography transformations to
images compiled from different sources to ensure diversity. We refer to this as the Static dataset, since
it simulates a static scene. For better compatibility with real 3D scenes and moving objects, we further
introduce a Dynamic training dataset, by augmenting the Static data with random independently
moving objects from the COCO [34] dataset. In all experiments, we compare the results of GLU-Net
and GLU-Net-GOCor trained with the same data, and according to the same procedure.

Evaluation datasets and metrics: We first employ the 59 sequences of the HPatches dataset [3],
consisting of planar scenes from different viewpoints. We additionally utilize the multi-view ETH3D
dataset [48], depicting indoor and outdoor scenes captured from a moving hand-held camera. We
follow the protocol of [56], sampling image pairs at different intervals to analyze varying magnitude
of geometric transformations. Finally, because of the difficulty to obtain dense annotations on real
imagery with extreme viewpoint and varying imaging condition, we also evaluate our model on sparse
correspondences available on the MegaDepth [32] dataset, according to the protocol introduced
in [49]. We use the Static training data for the comparison on the HPatches dataset and the Dynamic
training data for the ETH3D and MegaDepth datasets. In line with previous works [37, 56], we
employ the Average End-Point Error (AEPE) and Percentage of Correct Keypoints at a given pixel
threshold $T$ (PCK-$T$) as the evaluation metrics.

Results: In Table 1 we present results on HPatches. We also report the results of the recent
state-of-the-art DGC-Net [37] for reference. Our GLU-Net-GOCor outperforms original GLU-Net
by a large margin, achieving both higher accuracy in terms of PCK, and better robustness to large errors as indicated by AEPE. In Figure 4 we plot AEPE, PCK-1 and PCK-5 obtained on the ETH3D images. For all intervals, our approach is consistently better than baseline GLU-Net. We note that the improvement is particularly prominent at larger intra-frame intervals, strongly indicating that our GOCor module better copes with large appearance variations due to large viewpoint changes, compared to the feature correlation layer.

4.2 Optical flow

Next, we evaluate our GOCor module for the task of optical flow estimation, by integrating it into
the state-of-the-art PWC-Net [52, 53] and GLU-Net [56] architectures. PWC-Net [52] is based on a
5-level pyramidal network, estimating the dense flow field at each level using a local correlation layer.

Experimental setup: We replace all local correlation layers with our local GOCor module to
obtain PWC-Net-GOCor. We finetune PWC-Net-GOCor on 3D-Things [23], using the publicly
available PWC-Net weights trained on Flying-Chairs [15] and 3D-Things [23] as initialization. For
fair comparison, we also finetune the standard PWC-Net on 3D-Things with the same schedule.
Finally, we also finetune PWC-Net-GOCor on the Sintel [7] training dataset according to the schedule
introduced in [23, 52]. As described in Sec. 4.1 we train both GLU-Net and GLU-Net-GOCor on the
Dynamic training set. For the global and local GOCor modules, we use the same settings as in [4.1].
Table 3: Results for the optical flow task on the training splits of KITTI [16] and Sintel [7]. A result in parenthesis indicates that the dataset was used for training.

|                | KITTI-2012 | KITTI-2015 | Sintel Clean | Sintel Final |
|----------------|------------|------------|--------------|--------------|
|                | AEPE ↓     | F1 (%) ↓   | AEPE ↓       | F1 (%) ↓     |
| GLU-Net        | 3.14       | 19.76      | 7.49         | 33.83        |
| GLU-Net-GOCor  | 2.68       | 15.45      | 6.68         | 27.57        |
| PWC-Net (from paper) | 4.14   | 21.38      | 10.35        | 33.67        |
| PWC-Net (ft 3D-Things) | 4.34  | 20.99      | 10.81        | 32.75        |
| PWC-Net-GOCor (ft 3D-Things) | 4.12 | 19.31      | 10.33        | 30.53        |
| PWC-Net (ft Sintel) | 2.94  | 12.70      | 8.15         | 24.35        |
| PWC-Net-GOCor (ft Sintel) | 2.60 | 9.67       | 7.64         | 20.93        |

Datasets and evaluation metrics: For evaluation, we use the established KITTI dataset [16], composed of real road sequences captured by a car-mounted stereo camera rig. We also utilize the Sintel dataset [7], which consists of 3D animated sequences. We use the standard evaluation metrics, namely the AEPE and F1 for KITTI. The latter represents the percentage of optical flow outliers. For Sintel, we employ AEPE together with PCK, i.e., percentage of inliers. In line with [52, 53, 20, 21, 56], we show results on the training splits of these datasets.

Results: Results are reported in Tab. 3. First, compared to the GLU-Net baseline, our GOCor module brings significant improvements in both AEPE and F1 on all optical flow datasets. Next we compare the PWC-Net based methods trained on 3D-Things (middle section) and report the official result [52, 53] along with our fine-tuned versions. While our PWC-Net-GOCor obtains a similar AEPE, it achieves substantially better accuracy, with a 3% improvement in F1 metric on KITTI-2015. After finetuning on Sintel images, both PWC-Net and PWC-Net-GOCor achieve similar results on the Sintel training data (in parenthesis). However, the PWC-Net-GOCor version provides superior results on the two KITTI datasets. This clearly demonstrates the superior domain generalization capabilities of our GOCor module. Note that both methods in the bottom section of Tab. 3 are only trained on animated datasets, while KITTI consists of natural road-scenes. Thanks to the effective objective-based adaption performed in our matching module during inference, PWC-Net-GOCor excels even with a sub-optimal feature embedding trained for animated images, and when exposed to previously unseen motion patterns. This is a particularly important property in the context of optical flow and geometric matching, where collection of labelled realistic training data is prohibitively expensive, forcing methods to resort to synthetic and animated datasets.

4.3 Generalization to semantic matching

We additionally compare the performance of GOCor to the feature correlation layer on the task of semantic matching. In the semantic correspondence task, images depict different instances of the same object category (e.g. horse). As a result, the value of additional reference frame information (Sec. 3.2 and 3.4) is not as pronounced in semantic matching compared to geometric matching or optical flow. Indeed, our reference frame objective uses its full potential when both the reference and the query images depict similar regions from the same scene. In Table 4, we evaluate our GLU-Net-GOCor, without any retraining, for dense semantic matching on the TSS dataset [55]. Our GLU-Net-GOCor sets a new state-of-the-art on this dataset, even outperforming Semantic-GLU-Net [56].

4.4 Run-time

In Table 5, we compare the run time of our GOCor-based networks to their original versions on the KITTI-2012 dataset. The timings are obtained on the same desktop with an NVIDIA Titan X GPU. While our GOCor module leads to increased computation, the run-time remains within reasonable margins thanks to our dedicated optimization module, described in Sec. 3.6. We can further control the trade of between computation and performance by varying the number of steepest descent iterations in our GOCor module. In Appendix E.1, we provide such a detailed analysis, and propose faster operating points with only minor degradation in performance.

Table 4: PCK [%] on TSS.

|                | FG3DCar | JODS | PASCAL | All |
|----------------|---------|------|--------|-----|
| Semantic-GLU-Net [56] | 94.4    | 75.5 | 78.3   | 82.8 |
| GLU-Net       | 93.2    | 73.1 | 71.1   | 79.2 |
| GLU-Net-GOCor | 95.0    | 78.9 | 81.3   | 85.1 |

Table 5: Run time averaged over the 194 image pairs of KITTI-2012.

|                | Run-time (ms) |
|----------------|---------------|
| PWC-Net        | 118.05        |
| PWC-Net-GOCor  | 203.02        |
| GLU-Net        | 154.97        |
| GLU-Net-GOCor  | 261.90        |
### Table 6: Ablation study of key aspects of our approach on three different datasets.

|                | HPatches | KITTI-2012 | KITTI-2015 |
|----------------|----------|------------|------------|
|                | AEPE ↓   | PCK-5 (%) ↑ | AEPE ↓   | F1 (%) ↓ | AEPE ↓   | F1 (%) ↓ |
| (I) BaseNet    | 30.94    | 69.22      | 4.03      | 30.49 | 8.93    | 48.66    |
| (II) BaseNet + NC-Net [45] | 39.15    | 63.52      | 4.41      | 34.78 | 9.86    | 52.78    |
| (III) BaseNet + Global-GOCor Linear Regression | 27.02    | 68.12      | 4.31      | 35.30 | 8.93    | 52.64    |
| (IV) BaseNet + Global-GOCor $L_r$ | 26.27    | 71.29      | 3.91      | 29.77 | 8.50    | 46.24    |
| (V) BaseNet + Global-GOCor $L_r + L_q$ | 25.30    | 71.21      | 3.74      | 26.82 | 7.87    | 43.08    |
| (VI) BaseNet + Global-GOCor $L_r + L_q + Local-GOCor$ | 23.57    | 78.30      | 3.45      | 25.42 | 7.10    | 39.57    |

#### 4.5 Ablation study

Finally, we analyze key components of our approach. We first design a powerful baseline architecture estimating dense flow fields, called BaseNet. It consists of a three-level pyramidal CNN-network, inspired by [56], employing a global correlation layer followed by two local layers. All methods are trained with the Dynamic data, described in Sec. 4.1. Results on HPatches, KITTI-2012 and KITTI-2015 are reported in Tab. 6. We first analyse the effect of replacing the feature correlation layer with GO-Cor at the global correlation level. The version denoted (IV) employs our global GO-Cor using solely the reference-based objective $L_r$ (Sec. 3.4). It leads to significantly better results on all datasets compared to standard BaseNet (I). Instead of our robust reference loss $L_r$, the version (III) employs a standard linear regression objective $\| C(w, f^r) - \delta \|^2$, leading to substantially worse results. We also compare with adding the post-processing strategy proposed in [45] (II), employing 4D-convolutions and enforcing cyclic consistency. This generally leads to a degradation in performance, likely caused by the inability to cope with the domain gap between training and test data. From (IV) to (V) we integrate our query frame objective $L_q$ (Sec. 3.5), which results in major gains, particularly on the more challenging KITTI datasets. Finally, we replace the local correlation layers with our local GO-Cor module in (VI). This leads to large improvements on all datasets and metrics.

In Figure 5 we visualize the relevance of our reference loss (Sec. 3.4) qualitatively by plotting the correspondence volume outputted by our global GO-Cor module, when correlating a particular point (i,j) of the reference image with all locations of either the reference itself or the query image. The predicted correspondence volume gets increasingly distinctive after each iteration in the GO-Cor layer. Specifically, it is clearly visible that final matching confidences with the query image benefits from optimizing the correlation scores with the reference image itself, using Eq. (5).

#### 5 Conclusion

We propose a neural network module for predicting globally optimized matching confidences between two deep feature maps. It acts as a direct alternative to feature correlation layers. We integrate unexploited information about the reference and query frames by formulating an objective function, which is minimized during inference through an iterative optimization strategy. Our approach thereby explicitly accounts for, e.g., similar image regions. Our resulting GO-Cor module is thoroughly analysed and evaluated on the tasks of geometric correspondences and optical flow. When integrated into state-of-the-art networks, it significantly outperforms the feature correlation layer.
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Figure 5: Visualization of the matching confidences computed between the indicated location (green) in the reference image and all locations of either the reference image itself or the query image.
Statement of broader impact

Our feature correspondence matching module can be beneficial in a wide range of applications relying on explicit or implicit matching between images, such as visual localization [47, 54], 3D-reconstruction [1], structure-from-motion [46], action recognition [51] and autonomous driving [24]. On the other hand, any image matching algorithm runs the risk of being used for malevolent tasks, such as malicious image manipulation or image surveillance system. However, our module is only one building block to be integrated in a larger pipeline. On its own, it therefore has little chances of being wrongfully used.
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Appendix

In this appendix, we first provide the details of the derivation of the filter map $w^*$ within the filter map predictor module $P$ in Section A. We then give the expression for the initial estimate $w^0$ in Section B. In Section C, we explain the architecture of our GOCor module as well as the implementation details. In Section D, we give more details about the evaluation datasets, metrics and networks utilized. We then provide additional quantitative and qualitative results of our approach GOCor compared to the feature correlation layer in Section E. Finally, we further analyze our approach in an extended ablation study in Section F.

A Derivation of filter map prediction module $P$

Here, we derive the iterative updates employed in our module $P_\theta$, which aims to solve $w^* = P_\theta(f^r, f^q) = \arg \min_w L(w; f^r, f^q, \theta)$ (Eq. 3). Our final objective (Eqs. 5-7) is given by,

$$
L(w; f^r, f^q, \theta) = L_r(w; f^r, \theta) + L_q(w; f^q, \theta) + \|\lambda_\theta w\|^2 \tag{9a}
$$

$$
L_r(w; f^r, \theta) = \|\sigma_g(C(w, f^r) - y; v^+, v^-)\|^2 \tag{9b}
$$

$$
L_q(w; f^q, \theta) = \|R_\theta \ast C(w, f^q)\|^2 \tag{9c}
$$

As discussed in Sec. 3.6, we do not need to attain a global optimum. The goal is to significantly minimize the loss $L(w)$, using only a few iterations for efficiency. To this end we employ the Steepest Descent methodology [39, 50]. In the steepest descent algorithm, we update the parameters by taking steps $w^{n+1} = w^n - \alpha^n \nabla L(w^n)$ in the gradient direction $\nabla L(w^n)$ with step length $\alpha^n$. The aim is to find the step length $\alpha^n$ that leads to a maximal decrease in the objective. This is performed by first approximating the loss with a quadratic function at the current estimate $w^n$,

$$
L(w) \approx L_{\text{GN}}(w) = \frac{1}{2} (w - w^n)^T Q^n (w - w^n) + (w - w^n)^T \nabla L(w^n) + L(w^n) \tag{10}
$$

Here, we see $w^n$ as a vector. We set the Hermitian positive definite matrix $Q^n$ according to the Gauss-Newton method [39] $Q^n = (J^n)^T J^n$, where $J^n$ is the Jacobian of the residual at $w^n$. To avoid clutter, the dependence on $f^r, f^q, \theta$ is made implicit.

The steepest descent method [39, 50] finds the step-length $\alpha^n$ that minimizes the loss (10) in the gradient direction. Due to the convexity of (10), this is obtained by solving $\frac{\partial}{\partial \alpha} L_{\text{GN}}(w^n - \alpha \nabla L(w^n)) = 0$, which leads to the expression,

$$
\alpha^n = \frac{\nabla L(w^n)^T \nabla L(w^n)}{\nabla L(w^n)^T Q^n \nabla L(w^n)} = \frac{\|\nabla L(w^n)\|^2}{\|J^n \nabla L(w^n)\|^2} \tag{11}
$$

In the next subsections, we derive the expression for $\nabla L$ and subsequently for step-length $\alpha$.

A.1 Closed form expression of $\nabla L$

Here, we derive a closed-form expression for the gradient of the loss (9a). The gradient $\nabla L(w)$ of the loss (9a) with respect to the filters $w$ is then computed as,

$$
\nabla L(w) = \nabla L_r(w) + \nabla L_q(w) + 2\lambda_\theta w \tag{12}
$$

Expression of $\nabla L_r(w)$: $L_r$ is defined according to (9b) and equation (5) of the main paper, such as $L_r = \|r_r(w, f^r)\|^2$. Here, $r_r$ designates the residual function, which is formulated as (also Eq. 4),

$$
r_r(w, f^r) = \sigma_g(C(w, f^r) - y; v^+, v^-) \tag{13}
$$

$$
\sigma_g(x; v^+, v^-) = \frac{v^+ - v^-}{2} \left( \frac{\sqrt{\varepsilon^2 + \eta^2}}{\eta} \right) + \frac{v^+ + v^-}{2} \varepsilon \tag{14}
$$

The gradient of $\nabla L_r(w)$ of the loss (9b) w.r.t $w$ is given by:

$$
\nabla L_r(w) = 2 \left[ \frac{\partial r_r(w, f^r)}{\partial w} \right]^T r_r(w, f^r) \tag{15}
$$
where \( J_r = \frac{\partial r_q(w, f^r)}{\partial w} \) corresponds to the Jacobian of the residual function \( \theta \) with respect to filters \( w \). We define \( \varepsilon = C(w, f^r) - y \). Using the chain rule we obtain,

\[
J_r = \frac{\partial r_q(w, f^r)}{\partial w} = \frac{\partial \sigma_q}{\partial \varepsilon} \frac{\partial \varepsilon}{\partial w} = \frac{\partial \sigma_q}{\partial \varepsilon} \frac{\partial C(w, f^r)}{\partial w},
\]

Using \( \partial \sigma_q \), the derivative of the error function is obtained as

\[
\frac{\partial \sigma_q}{\partial \varepsilon} = \left[ \frac{v^+ - v^-}{2} \left( \frac{\varepsilon}{\sqrt{\varepsilon^2 + \eta^2}} \right) + \frac{v^+ + v^-}{2} \right].
\]

Integrating (16) into (15) leads to the final formulation of \( \nabla L_r(w) \) as

\[
\nabla L_r(w) = 2 \left[ \frac{\partial C(w, f^r)}{\partial w} \right]^T \left[ \frac{v^+ - v^-}{2} \left( \frac{C(w, f^r) - y}{\sqrt{(C(w, f^r) - y)^2 + \eta^2}} \right) + \frac{v^+ + v^-}{2} \right] \odot r_r(w, f^r).
\]

Here, \( \odot \) designates point-wise multiplication. The multiplication with the transposed Jacobian \( \left[ \frac{\partial C(w, f^r)}{\partial w} \right]^T \) corresponds to back-propagation through the correlation layer \( C \). This can be efficiently implemented with standard operations.

**Expression of \( \nabla L_q \):** The loss on the query frame \( L_q \) is formulated in eq. 9c and in eq. 6 of the main paper, as \( L_q(w) = \| r_q(w, f^q) \|^2 \), where the residual \( r_q \) is defined below:

\[
r_q(w, f^q) = R_\theta \ast C(w, f^q)
\]

Following similar steps than for \( L_r \), the gradient \( \nabla L_q \) of the loss \( \theta \) w.r.t. the filters \( w \) is then computed as,

\[
\nabla L_q = 2 \left[ \frac{\partial r_q(w, f^q)}{\partial w} \right]^T r_q(w, f^q)
\]

where \( J_q = \frac{\partial r_q(w, f^q)}{\partial w} \) corresponds to the Jacobian of the residual function \( \theta \) with respect to the filter map \( w \).

\[
J_q = R_\theta \ast \frac{\partial C(w, f^q)}{\partial w}.
\]

This leads to the final formulation of the gradient as,

\[
\nabla L_q = 2 \left[ \frac{\partial C(w, f^q)}{\partial w} \right]^T [R_\theta \ast]^T r_q(w, f^q).
\]

Here, \([R_\theta \ast]^T \) denotes the transposed convolution with the kernel \( R_\theta \).

### A.2 Calculation of step-length \( \alpha^n \)

In this section, we show the calculation of the denominator of \( \alpha^n = \frac{\alpha^n_{\text{den}}}{} \). The denominator in equation (11) is given by,

\[
\alpha^n_{\text{den}} = \| J^n \nabla L (w^n) \|^2
= \| J_r(w)|_{w^n} \nabla L (w^n) \|^2 + \| J_q(w)|_{w^n} \nabla L (w^n) \|^2 + \| \lambda_\theta \nabla L (w^n) \|^2
\]

Using equations (16) and (21), we finally obtain:

\[
\alpha^n_{\text{den}} = \left\| \frac{\partial \sigma_q}{\partial \varepsilon} C(w^n, f^r) \nabla L (w^n) \right\|^2 + \left\| R_\theta \ast \frac{\partial C(w^n, f^q)}{\partial w} \nabla L (w^n) \right\|^2 + \left\| \lambda_\theta \nabla L (w^n) \right\|^2
= \left\| \frac{\partial \sigma_q}{\partial \varepsilon} C(\nabla L (w^n), f^r) \right\|^2 + \left\| R_\theta \ast C(\nabla L (w^n), f^q) \right\|^2 + \left\| \lambda_\theta \nabla L (w^n) \right\|^2
\]

The relation \( \frac{\partial C(w^n, f^r)}{\partial w} \nabla L (w^n) = C(\nabla L (w^n), f^r) \) stems from the linearity of \( C \) in the first argument. All operations in (24) can thus easily be implemented using standard neural network operations. We summarize the different steps taking place within the filter map predictor module \( P \) in algorithm 1.
Algorithm 1 Filter Predictor module P.

Require: Reference and Query feature maps $f^r, f^q$, iterations $N_{iter}$
1: $w^0 \leftarrow {\text{ModelInit}}(f^r)$  # Initialize filter map (sec. 3.6 of main paper)
2: for $i = 0, \ldots, N_{iter} - 1$ do  # Optimizer module loop
3:   $\nabla L(w^n) \leftarrow {\text{FiltGrad}}(w^n, f^r, f^q)$  # Using (18) - (22)
4:   $\alpha_{num}^{n} \leftarrow \|\nabla L (w^n)\|^2$  
5:   $\alpha_{den}^{n} \leftarrow \|J_n \nabla L (w^n)\|^2$  # Apply Jacobian (16) and (21)
6:   $\alpha^{n} \leftarrow \alpha_{num}^{n} / \alpha_{den}^{n}$  # Compute step length (17)
7:   $w^{n+1} \leftarrow w^n - \alpha^n \nabla L (w^n)$  # Update filter map
8: end for

B Initial estimate of $w^0$

As explained in Section 3.6 of the main paper, to reduce the number of optimization iterations needed in the filter predictor network $P$, we generate an initial filter map $w^0$, which is then processed by the optimizer module to provide the final discriminative filter $w^* = P(f^r, f^q)$.

We wish that $w^0$ integrates information about the entire reference feature map $f^r$. We thus formulate $w^0$ at location $(i, j)$ as a linear combination of $f^r_{ij}$ and $f^r$, where $f^r \in \mathbb{R}^D$ is the spatial average reference vector, encoding contextual information. We obtain $w^0$ by solving for the scalar factors $a_{ij}, b_{ij}$ that adhere to the following constraints,

$$w^0_{ij} = a_{ij} f^r_{ij} + b_{ij} f^r$$  \hspace{1cm} (25a)

$$\langle w^0_{ij} \rangle^T f^r_{ij} = \beta$$  \hspace{1cm} (25b)

$$\langle w^0_{ij} \rangle^T f^r = \gamma$$  \hspace{1cm} (25c)

In the simplest setting, $\beta$ can be set to one and $\gamma$ to zero. However, we let these values be learnt from data. The scalar coefficients $a_{ij}$ and $b_{ij}$ are then easily found by solving these equations, resulting in the following formulation for $w^0$,

$$w^0_{ij} = \frac{\beta \|f^r\|^2 - \gamma (f^r_{ij})^T f^r}{\| f^r_{ij} \|^2 - ((f^r_{ij})^T f^r)^2} f^r$$  \hspace{1cm} (26)

As already mentioned, $\beta$ and $\gamma$ are learnable weights. In the simplest case, both are just scalars. We call this version ContextAwareInitializer. To add further flexibility, they can alternatively be vectors of the same dimension $D$ than the reference feature map $f^r \in \mathbb{R}^{H \times W \times D}$, such that $\beta, \gamma \in \mathbb{R}^D$. We refer to this variant of the initializer as Flexible-ContextAwareInitializer. Both versions explicitly integrate context information about the entire reference feature map.

We additionally define a simpler alternative for $w^0$, that we call SimpleInitializer for which it is assumed that $(f^r_{ij})^T f^r = 0$. As a result, $w_{ij}$ only depends on the reference feature $f^r_{ij}$ at this location, $w^0$ can thus be formulated as:

$$w^0_{ij} = \beta \frac{f^r_{ij}}{\| f^r_{ij} \|}$$  \hspace{1cm} (27)

Here, $\beta$ can also be either a scalar (SimpleInitializer) or a vector of dimension $D$ (Flexible-SimpleInitializer).

In our Global-GOCor module, we use the variant Flexible-ContextAwareInitializer for our initializer module. We defend this choice in our supplementary ablation study Section F. For our Local-GOCor module, we instead use the SimpleInitializer variant of the initializer.

C Architecture details

Expression for $y_t, v^-, v^+$: Here we discuss the parametrization of $y_t, v^-, v^+$, introduced in the reference loss formulation in Sec. 3.4. We parametrize $y_t, v^-, v^+$ as functions of the distance $d_{ijkl} = \sqrt{(i - k)^2 + (j - l)^2}$ between $w_{ij}$ and the example $f^r_{kl}$, such that $y_{ijkl} = y_0(d_{ijkl}), v^+_{ijkl} = \ldots$
Figure 6: Plot of the learnt target confidence $y$ and weights $v^+ \theta, v^- \theta$. The learnt values are shown in red while the initialization of each function is presented in green.

$v^+ (d_{ijkl}), v^- (d_{ijkl})$. All three are expressed with triangular basis function. For example, the label $y$ at position $(i, j, k, l)$ is given by:

$$y_{ijkl} = \sum_{k=0}^{N-1} y^k \rho_k (d_{ijkl})$$

(28)

with triangular basis functions $\rho_k$, expressed as

$$\rho_k (d) = \begin{cases} \max (0, 1 - \frac{|d - k\Delta|}{\Delta}), & k < N - 1 \\ \max (0, \min (1, 1 + \frac{d - k\Delta}{\Delta})), & k = N - 1 \end{cases}$$

(29)

We use $N = 10$ basis functions and set the knot displacement to $\Delta = 0.5$ in the resolution of the deep feature space.

The coefficients $y \theta, v^- \theta, v^+ \theta$ are learnt from data, as part of the filter predictor module $P$. We initialize the target confidence $y \theta$ to a Gaussian, with mean equal to 0 and standard deviation equal to 1. The positive weight function $v^+ \theta$ is initialized to a constant so that $v^+ (d_{ijkl}) = 1$ while we initialize the negative weight function $v^- \theta$ with a scaled tanh function.

The initial and learnt values for $y \theta, v^- \theta, v^+ \theta$ of our Global-GOCor module are visualized in Figure 6. They result from the training of GLU-Net-GOCor on the synthetic Dynamic training dataset. We additionally provide the visualization of $y_{ij..}, v^-_{ij..}, v^+_{ij..} \in \mathbb{R}^{H \times W}$ as heat-maps for a particular location $(i, j)$ in Figure 7.

**Smoothness operator $R \theta$:** We now focus on the operator $R \theta$, introduced in the loss formulation on the query image in Sec. 3.5. $R \theta \in \mathbb{R}^{K^4 \times Q}$ is a learnable 4D-kernel of spatial size $K$ and $Q$ number of output channels. We set $Q = 16$ output channels. For implementation purposes, the 4-D convolution is factorized as two consecutive 2-D convolutional layers, operating over the two first and two latter dimensions respectively. The output dimension of the first 2D-convolution is also set to 16. Note that the kernel $R \theta$ is learnt, along with all other network parameters, by the SGD-based minimization of the same final network training loss used in the GLU-Net and PWC-Net baselines. This is contrary to the filter map $w$ that is optimized using Eq. 5 and 6 at each forward pass of the network.

## D Experimental setup and datasets

In this section, we first provide details about the evaluation datasets and metrics. We then explain the procedure used to create the Dynamic dataset, utilized for training state-of-the-art GLU-Net. Finally, we detail the architecture of our baseline network, used for our ablation study, namely BaseNet.

### D.1 Evaluation datasets

**HP:** The HPatches dataset is a benchmark for geometric matching correspondence estimation. It depicts planar scenes, with transformations restricted to homographies. We only employ the 59 sequences labelled with $v_X$, which have viewpoint changes, thus excluding the ones labelled $i_X$. 
Figure 7: Visualization of the heat maps corresponding to the learnt target confidence $y$ and weights $v^-, v^+$ for a particular location $(i, j) = (7, 7)$. (a), (b) and (c) show the initialization of each function while (d), (e) and (f) depict the learnt values.

which only have illumination changes. Each image sequence contains a query image and 5 reference images taken under increasingly larger viewpoints changes, with sizes ranging from $450 \times 600$ to $1613 \times 1210$.

ETH3D: To validate our approach for real 3D scenes, where image transformations are not constrained to simple homographies, we also employ the Multi-view dataset ETH3D [48]. It contains 10 image sequences at $480 \times 752$ or $514 \times 955$ resolution, depicting indoor and outdoor scenes and resulting from the movement of a camera completely unconstrained, used for benchmarking 3D reconstruction. The authors additionally provide a set of sparse geometrically consistent image correspondences (generated by [46]) that have been optimized over the entire image sequence using the reprojection error. We sample image pairs from each sequence at different intervals to analyze varying magnitude of geometric transformations, and use the provided points as sparse ground truth correspondences. This results in about 500 image pairs in total for each selected interval.

MegaDepth: To validate our approach on real scenes depicting extreme viewpoint changes, we use images of the MegaDepth dataset. No real ground-truth correspondences are available, so we use the result of SfM reconstructions to obtain sparse ground-truth correspondences. We follow the same procedure and test images than [49]. More precisely, we use 3D points and project them onto pairs of matching images to obtain correspondences and we randomly sample 1600 pairs of images that shared more than 30 points. It results in approximately 367K correspondences.

KITTI: The KITTI dataset [16] is composed of real road sequences captured by a car-mounted stereo camera rig. The KITTI benchmark is targeted for autonomous driving applications and its semi-dense ground truth is collected using LIDAR. The 2012 set only consists of static scenes while the 2015 set is extended to dynamic scenes via human annotations. The later contains large motion, severe illumination changes, and occlusions.

Sintel: The Sintel benchmark [7] is created using the open source graphics movie “Sintel” with two passes, clean and final. The final pass contains strong atmospheric effects, motion blur, and camera noise.

D.2 Evaluation metrics

AEPE: AEPE is defined as the Euclidean distance between estimated and ground truth flow fields, averaged over all valid pixels of the reference image.
**PCK:** The Percentage of Correct Keypoints (PCK) is computed as the percentage of correspondences $\tilde{x}_j$ with an Euclidean distance error $\|\tilde{x}_j - x_j\| \leq T$, w.r.t. to the ground truth $x_j$, that is smaller than a threshold $T$.

**F1:** $F1$ designates the percentage of outliers averaged over all valid pixels of the reference image $\text{[16]}$. They are defined as follows, where $F_{gt}$ indicates the ground-truth flow field and $F$ the estimated flow by the network.

$$F1 = \frac{\|F - F_{gt}\| > 3 \text{ and } \|F-F_{gt}\| > 0.05}{\text{#valid pixels}}$$ (30)

### D.3 Training dataset

In $\text{[56]}$, GLUNet is trained on $\text{DPED-ADE-CityScapes}$, created by applying synthetic affine, TPS and homography transformations to real images of the DPED $\text{[22]}$, CityScapes $\text{[13]}$ and ADE-20K $\text{[62]}$ datasets. Here, we refer to this dataset as the Static training dataset, since it simulates a static scene. While GLU-Net trained on the Static dataset obtains state-of-the-art results on geometric matching and optical flow datasets (see Table $\text{[7]}$, the Static dataset does not capture independently moving objects, present in optical flow data. For this reason, we introduce a Dynamic training dataset, created from the original Static dataset with additional random independently moving objects. To do so, these objects are sampled from the COCO dataset $\text{[34]}$, and inserted on top of the images of the Static data using their segmentation masks. To generate motion, we randomly sample affine transformation parameters for the foreground objects, which are independent of the background transformations. This can be interpreted as both the camera and the objects moving independently of each other. The Dynamic dataset allows the network to learn the presence of independently moving objects and motion boundaries.

In Table $\text{[7]}$, we compare evaluation results of original GLU-Net trained on either the Static or the Dynamic datasets. While training on the Dynamic data leads to worse results on HPatches, it leads to improved performances on all optical flow data, particularly significant on Sintel and KITTI-2015. Only the F1 metric on KITTI-2012 is slightly worse when training on the Dynamic dataset. This is consistent with the fact that the Static training dataset is in line with HPatches, both restricted to homography transformations, while the Dynamic one is better suited for optical flow data, that depict independently moving objects. The Dynamic dataset is especially suitable for KITTI-2015 and Sintel, since both represent dynamic scenes, while KITTI-2012 only experiences static 3D scenes. Here, we emphasize that both GLU-Net and GLU-Net-GOCor are trained with exactly the same procedure, introduced in $\text{[56]}$.

**Table 7:** Evaluation results of GLU-Net when trained on the Static or the Dynamic datasets.

|               | HP   | KITTI-2012 | KITTI-2015 | Sintel-Cleam | Sintel-Final |
|---------------|------|------------|------------|---------------|--------------|
|               | AEPE | PCK-5 [%]  | F1 [%]     | AEPE | F1 [%] | PCK-5 [%]  | AEPE | F1 [%] | PCK-5 [%]  |
| GLU-Net (Static) | 25.05 | 78.54 | 3.34 | 18.93 | 9.79 | 37.52 | 6.03 | 88.40 | 7.01 | 81.92 |
| GLU-Net (Dynamic) | 27.01 | 78.37 | 3.14 | 19.76 | 7.49 | 33.83 | 4.25 | 88.40 | 5.50 | 85.10 |

![Figure 8: Schematic representation of BaseNet and BaseNet-GOCor, estimating dense flow field $w$ from a pair of reference and query images.](image)
D.4 Architecture of BaseNet

We introduce BaseNet, a simpler version of GLU-Net [56], estimating the dense flow fields relating a pair of images. The network is composed of three pyramid levels and it uses VGG-16 [8] as feature extractor backbone. The coarsest level is based on a global correlation layer, followed by a mapping decoder estimating the correspondence map at this resolution. The two next pyramid levels instead rely on local correlation layers. The dense flow field is then estimated with flow decoders, taking as input the correspondence volumes resulting from the local feature correlation layers. Besides, BaseNet is restricted to a pre-determined input resolution \( H_L \times W_L = 256 \times 256 \) due to its global correlation at the coarsest pyramid level. It estimates a final flow-field at a quarter of the input resolution \( H_L \times W_L \), which needs to be upsampled to original image resolution \( H \times W \). The mapping and flow decoders have the same architecture as those used for GLU-Net [56].

To create BaseNet-GOCor, we simply replace the global and local correlation layers by respectively our global and local GOCor modules. In the standard BaseNet, the correspondence volume generated by the global correlation layer is passed through a ReLU non linearity [38] and further L2-normalized in the channel dimension, to enhance high correlation values and to down-weight noise values. While beneficial for the standard feature correlation layer, we found the L2-normalization to be slightly harmful for the performance when using our GOCor module. Indeed, our GOCor module inherently already suppresses correlation values at ambiguous matches while enhancing the correct match. We therefore only pass the correspondence volume through a Leaky-ReLU. The rest of the architecture remains unchanged. Schematic representations of BaseNet and BaseNet-GOCor are presented in Figure 8.

Both networks are trained end-to-end, following the same procedure introduced in [56]. We set the batch size to 40 and the initial learning rate of \( 10^{-3} \), which is further reduced during training.

E Additional results

Here, we first look at the impact of the number of Steepest Descent iterations used within the filter predictor module during inference in section E.1. In section E.2 we then give more detailed results for the task of geometric matching. We subsequently provide an extended table of results on optical flow datasets in section E.3 as well as additional results on the ETH3D dataset. We then illustrate the superiority of our approach through multiple qualitative examples in section E.4. Finally, we compare results for different loss parametrization in section E.5.

E.1 Impact of number of inference Steepest Descent iterations

Impact on performance: Here, we analyse the impact of the number of Steepest Descent iterations used in the global and local GOCor modules used during inference, on the performance of the corresponding network. We first focus on the global GOCor module. In Figure 9, we plot the AEPE and PCK-5px obtained by GLU-Net-GOCor when increasing the number of global steepest descent iterations during inference. Note that the network was trained with three global iterations. On both HPatches and KITTI-2012, GLU-Net-GOCor with three global iterations, i.e. with the same number of iterations than used during training, leads to the best performance. Increasing or decreasing the number of global iterations leads to a significant drop in performance. This is primarily due to our query frame objective (Sec. 3.5 of the main paper), which learns the optimal regularizer weights for the number of steepest descent iterations used during training.

We next look at the impact of the number of steepest descent iterations used in the local GOCor module. In Figure 9 we thus plot the AEPE and PCK-5px of GLU-Net-GOCor and PWC-Net-GOCor for different inference number of local optimization iterations. Both networks were trained with three such iterations. On all datasets, increasing the number of local steepest descent iterations during inference improves the network performances. It is important to note that in the local GOCor module, we only use our robust loss in the reference frame (Sec. 3.4), ignoring the loss on the query frame (Sec. 3.5). Therefore, increasing the number of iterations during inference will in that case make the predicted filter map \( w_{ij} \) at location \((i,j)\) more and more discriminative to reference feature \( f_{ij}^r \). The final correspondence volume obtained from applying optimized \( w^* \) to the query feature map will thus be more accurate.
Figure 9: Evaluation results of GLU-Net-GOCor and PWC-Net-GOCor when increasing the number of steepest descent iterations in either the global or the local GOCor modules. While increasing the number of global iterations, the number of local iterations is fixed to three, and similarly. Note that GLU-Net-GOCor was trained on the Dynamic dataset and PWC-Net-GOCor was trained on 3D-Things. Both networks were trained with three steepest descent iterations for both the local and global GOCor modules, if applicable.

Taking into consideration solely the performance gain, in the global-GOCor, the best alternative during inference is to use the same number of steepest descent iterations than during training (i.e. three iterations here). For the local-GOCor on the other hand, increasing the number of inference steepest descent iterations leads to better resulting network metrics. However, one must take into account that while increasing the number of inference iterations in the local GOCor module leads to improved performances, it also results in increased inference run-time.

**Impact on run-time:** We thus compare the run-time of our GOCor-networks for different number of optimization iterations in the local GOCor module. For reference, we additionally compare them to their corresponding original networks GLU-Net and PWC-Net. The run-times computed on all images of the KITTI-2012 images are presented in Table 8. The timings have been obtained on the same desktop with an NVIDIA Titan X GPU. All networks output a flow at a quarter resolution of the input images. We up-scale to the image resolution with bilinear interpolation. This up-scaling operation is included in the estimated time.

Therefore, we found that setting seven steepest descent iterations during inference in the local GOCor was a good compromise between excellent performance and reasonable run-time. All results in the main paper are indicated with this setting. Nevertheless, for time-demanding applications, only using three local optimization iterations (i.e. the same number than during training) results in faster GOCor-networks with still a significant performance gain compared to their original feature correlation layer-based networks.

Table 8: Run time of our method compared to original versions of PWC-Net and GLU-Net, averaged over the 194 image pairs of KITTI-2012. The number of optimization iterations is indicated for the local-GOCor modules. For GLU-Net-GOCor, we use three steepest descent iterations in the global-GOCor.

| PWC-Net optim-iter = 3 | PWC-Net-GOCor optim-iter = 3 | GLU-Net optim-iter = 3 | GLU-Net-GOCor optim-iter = 3 | GLU-Net-GOCor optim-iter = 7 |
|------------------------|-----------------------------|------------------------|-----------------------------|-----------------------------|
| Run-time [ms]          | 118.05                      | 166.00                  | 203.02                      | 154.97                      | 211.02 |
|                        |                             |                        |                             |                             | 261.90 |
Table 9: Details of AEPE and PCK evaluated over each view-point ID of the HPatches dataset. All methods are trained on the Static dataset.

| Viewpoint | I | II | III | IV | V | all |
|-----------|---|----|-----|----|---|-----|
| AEPE      | 1.55 ± 1.80 | 12.66 ± 10.43 | 27.54 ± 16.05 | 32.04 ± 20.01 | 51.47 ± 94.77 | 25.05 ± 16.67 |
| GLU-Net PCK-1px [%] ↑ | 61.72 | 42.43 | 40.57 | 29.47 | 23.55 | 39.55 |
| GLU-Net PCK-5px [%] ↑ | 96.15 | 84.35 | 79.46 | 73.80 | 58.92 | 78.54 |
| AEPE      | 1.46 ± 1.52 | 9.63 ± 13.88 | 24.36 ± 14.43 | 28.07 ± 17.11 | 38.00 ± 28.57 | 20.30 ± 13.85 |
| GLU-Net-GOCor PCK-1px [%] ↑ | 64.32 | 44.70 | 42.71 | 30.48 | 25.72 | 41.58 |
| GLU-Net-GOCor PCK-5px [%] ↑ | 96.47 | 87.11 | 82.58 | 75.72 | 65.32 | 81.44 |

In Figure 10, we visualize the estimated flow field for a pair of Sintel images, by GLU-Net and GLU-Net-GOCor for different optimization iterations. It is very clear that increasing the number of optimization iterations leads to a more accurate estimated flow field. In particular, the estimated flow field becomes more detailed, with well-defined motion boundaries.

E.2 Additional geometric matching results

Detailed results obtained by GLU-Net and GLU-Net-GOCor on the various view-points of the HP dataset are presented in Table 9. It extends Table 1 of the main paper, that only provides the average over all viewpoint IDs. In addition to the Average End-Point Error (AEPE), we also provide the standard deviation over the End-Point Error per image. It represents the distribution of EPE per image, averaged over all images of each view-point. Note that increasing view-point IDs lead to increasing geometric transformations due to larger changes in viewpoint.

Our approach GLU-Net-GOCor outperforms original GLU-Net for each viewpoint ID. Particularly, GLU-Net-GOCor is significantly more robust for large view-point changes, such as those experienced in Viewpoint V, with an AEPE of 38.00 against 51.47 for original GLU-Net. Besides, GLU-Net-GOCor always obtains a narrower distribution of errors. This implies that our approach enables the network to have a more steady performance over the whole dataset.

E.3 Additional optical flow results

Extended optical flow results: Table 10 here extends Table 3 in the paper with more results on optical flow datasets. Specifically, we compare our approaches with other state-of-the-art networks applied to the train splits of the KITTI and Sintel datasets. Similarly to PWC-Net, these other methods, such as LiteFlowNet, rely on local correlation layers at multiple levels to infer the final flow field relating a pair of images. Our local GOCor module could therefore easily be integrated into any of these networks in place of the local correlation layers.

In Table 10 PWC-Net* refers to the results presented in the original PWC-Net publication. In the middle section, we show the evaluation results of PWC-Net*, as well as PWC-Net-GOCor and PWC-Net both further finetuned on 3D-Things according to the same schedule. In the last section of the table, we focus on the PWC-Net variants finetuned on the Sintel training dataset. For a fair comparison, we here also provide the official PWC-Net* ft Sintel results, as well as the PWC-Net-

Figure 10: Visualization of the flow field estimated by GLU-Net and GLU-Net-GOCor for different steepest descent iterations during inference. The image pair is extracted from the clean pass of Sintel. The first number indicates the number of optimization iterations in the global GOCor module while the second refer to the number of steepest descent iterations in the local GOCor module. Both GLU-Net and GLU-Net-GOCor were trained on the Dynamic dataset. GLU-Net-GOCor was trained with three steepest descent iterations for both the local and global GOCor modules.
GOCor and PWC-Net versions that we finetuned on Sintel. Our PWC-Net-GOCor outperforms both PWC-Net* and PWC-Net on the KITTI data by a large margin, while obtaining similar results on the training set of Sintel. As already mentioned in Section 4.2 of the main paper, this highlights the generalization capabilities of our GOCor module.

Here, we also present the evaluation results on the test set of the Sintel dataset in Table 11. We compare PWC-Net and PWC-Net-GOCor, both finetuned on the training split of Sintel. For reference and as previously, we also present the official results from the PWC-Net publication [52], denoted as PWC-Net*. PWC-Net-GOCor outperforms both PWC-Net and PWC-Net* on the clean pass. On the final pass, PWC-Net-GOCor obtains better performance than PWC-Net, but slightly worse results than PWC-Net*. The authors of PWC-Net employ special data augmentation strategies and training procedures for fine-tuning, which are not shared as PyTorch code by the authors. The finetuning procedure that we employed for our PWC-Net-GOCor and standard PWC-Net is therefore different from the one used for in the official PWC-Net results (PWC-Net*). However, we finetuned both PWC-Net and PWC-Net-GOCor with the same setting and procedure, enabling fair comparison between the two. PWC-Net-GOCor performs particularly better in regions with large motions and close to the motion boundaries. This is in line with the behavior of the GOCor module observed previously, according to which the GOCor module particularly improves performance on large displacements.

Table 11: Detailed results on the test set of Sintel benchmark for different regions, velocities (s), and distances from motion boundaries (d). All methods are trained on Flying-Chairs [15] followed by 3D-Things [23], and further finetuned on the training split of Sintel.

| Method                 | EPE-all (mm) | EPE matched (mm) | EPE unmatched (mm) | Sintel-Clean | Sintel-Final |
|------------------------|--------------|------------------|--------------------|--------------|--------------|
| PWC-Net* (f-Sintel)    | 4.386        | 1.719            | 26.166             | 4.282        | 1.657        | 0.657        | 0.606        | 0.2070       | 28.783       |
| PWC-Net (f-Sintel)     | 4.637        | 1.951            | 26.571             | 4.018        | 1.626        | 1.040        | 0.649        | 2.070        | 30.671       |
| PWC-Net-GOCor (f-Sintel)| 4.495       | 1.660            | 24.909             | 3.843        | 1.448        | 0.778        | 0.609        | 1.914        | 27.552       |

Performance on occlusion data: Here, we focus specifically on the performance of GOCor in occluded regions. As shown in Tab. 11, in occluded regions (“EPE unmatched”) of the Sintel test set, GOCor provides relative improvements of 6.25% and 2.16% on the clean and final pass respectively. In Tab. 12, we present the details of the metrics on occluded and non-occluded regions of KITTI-2015. GOCor improves the performance of PWC-Net and GLU-Net in occluded regions of a substantial amount as compared to the feature correlation layer.

Table 10: Results for the optical flow task on the training splits of KITTI [16] and Sintel [7]. A result in parenthesis indicates that the dataset was used for training. PWC-Net* indicates the results stated in the original PWC-Net paper [52]. For all methods, the training dataset is indicated in parenthesis next to the method. When not indicated, the method was trained on Flying-Chairs [15] followed by 3D-Things [23].

| Method          | KITTI-2012 | KITTI-2015 | Sintel Clean | Sintel Final |
|-----------------|------------|------------|--------------|--------------|
| AEPE            | F1 (%)     | AEPE       | F1 (%)       | PCK-1 (%)    | PCK-5 (%)    | AEPE         | PCK-1 (%)    | PCK-5 (%)    |
| GLU-Net         | 5.40       | 25.16      | 34.39        | 78.58        | 10.81        | 32.75       | 5.30         | 57.93        | 85.10        |
| GLU-Net-GOCor   | 4.67       | 27.83      | 34.06        | 77.84        | 10.33        | 30.53       | 4.63         | 63.08        | 87.69        |

Table 12: AEPE/F1 [%] on KITTI-2015.

| Method          | Not occluded | Occluded | All       |
|-----------------|--------------|----------|-----------|
| GLU-Net         | 4.67 / 27.83 | 21.95 / 74.9 | 33.83    |
| GLU-Net-GOCor   | 4.22 / 22.03 | 19.07 / 58.6 | 68.08 / 27.57 |
| PWC-Net         | 5.40 / 25.16 | 34.39 / 78.58 | 10.81 / 32.75 |
| PWC-Net-GOCor   | 5.02 / 23.53 | 34.06 / 77.84 | 10.33 / 39.51 |

Table 23
Additional results on ETH3D: For completeness, in Figure [11] we also present the evaluation results of PWC-Net and PWC-Net-GOCor applied to the ETH3D images, sampled at increasingly high intervals. Indeed, for small intervals, finding correspondences strongly resembles optical flow task while increasing it leads to larger displacements. Optical flow network PWC-Net can thus be very suitable, particularly when estimating the flow at small intervals. In Figure [11] both PWC-Net and PWC-Net-GOCor are finetuned on 3D-Things according to the same schedule. For reference, we additionally provide the results of PWC-Net*, which refers to the official pre-trained weights provided by the authors, after training on Flying-chairs and 3D-Things. We also provide the results of PWC-Net*, PWC-Net and PWC-Net-GOCor further finetuned on Sintel.

For all intervals, and independently of the dataset it was trained on, our approach PWC-Net-GOCor obtains better metrics than both PWC-Net and PWC-Net*. Particularly, the gap in performance broadens with the intervals between the frames, implying that our module is especially better at handling large view-point changes. This particular robustness to large displacements was similarly observed when our GOCor modules were integrated into GLU-Net (Sec. 4.1). It highlights that the improved performances brought by our GOCor approach compared to the feature correlation layer generalize to different networks.

E.4 Qualitative examples

Here, we first present qualitative comparisons of PWC-Net and PWC-Net-GOCor. In Figure [13] we show examples of PWC-Net and PWC-Net-GOCor applied to images of optical flow datasets KITTI-2012 and KITTI-2015. Both networks are trained on 3D-Things. PWC-Net-GOCor shows more defined motion boundaries and generally more accurate estimated flow fields. Similarly, we present examples on the clean pass of the Sintel training set in Figure [14] PWC-Net-GOCor captures more detailed flow fields. This is for instance illustrated in the first example of Figure [14] where PWC-Net-GOCor correctly identified the foot contrary to PWC-Net, which failed to capture it. However, both PWC-Net and PWC-Net-GOCor may fail on small and rapidly moving objects, such as the arm in the last example of Figure [14].

In Figure [15] we additionally present qualitative results on the KITTI images when the networks are finetuned on Sintel. Indeed, in Table [10] we showed that while both PWC-Net and PWC-Net-GOCor obtain very similar results on training data Sintel, PWC-Net-GOCor performs largely better on the KITTI datasets compared to original PWC-Net, especially in terms of F1 metric. PWC-Net-GOCor also obtains visually more accurate flow fields on the KITTI images.

Besides, we show the advantage of our approach as compared to the traditional feature correlation layer when integrated in GLU-Net. In Figure [16] we visually compare GLU-Net and GLU-Net-GOCor when applied to images of the clean pass of the Sintel benchmark and to images of the ETH3D dataset. In the case of the ETH3D images, the pairs of images are taken by two different cameras simultaneously. The camera of the first images has a field-of-view of 54 degrees while the other camera has a field of view of 83 degrees. They capture images at a resolution of \(480 \times 752\) or \(514 \times 955\) depending on the scenes and on the camera. The exposure settings of the cameras are set to automatic, allowing the device to adapt to illumination changes. On the Sintel images, GLU-Net-GOCor achieves sharper object boundaries and generally more correct estimated flow fields.
compared to original GLU-Net. On the ETH3D images, our approach is more robust to illumination changes and light artifacts, leading to better visual outputs.

Finally, we qualitatively compare the output of GLU-Net-GOCor and GLU-Net on example pairs of the MegaDepth dataset in Figure [12]. It is obvious that GOCor provides an increased robustness to very large geometric view-point changes, such as large scaling or perspective variations.

E.5 Results for smooth version of the reference loss

In Section 3.4, we defined our robust and learnable objective function for integrating reference frame information as

\[ L_r(w; f^r, \theta) = \left\| \sigma_\eta(C(w, f^r) - y; v^+, v^-) \right\|^2 \]

(eq. 5 of main paper), with

\[ \sigma_\eta(\varepsilon; v^+, v^-) = \frac{v^+ - v^-}{\sqrt{\varepsilon^2 + \eta^2}} + \frac{v^+ + v^-}{2} \varepsilon \]

(eq. 4 of main paper).

Here, setting \( \eta > 0 \) enables to avoid the discontinuity in the derivative of \( \sigma \) at \( \varepsilon = 0 \). We analyze two different settings for \( \eta \) when integrated in GLU-Net-GOCor. Specifically, in Table 13, we compare the results obtained by GLU-Net-GOCor on optical flow data, when setting \( \eta = 0 \) or \( \eta = 0.1 \). Both values obtain very similar results. Therefore, for simplicity and efficiency, we use \( \eta = 0 \) in all other experiments.

Table 13: Comparison of different parametrisation for our robust loss formulation \( L_r \). Both GLU-Net-GOCor are trained on the Dynamic dataset with three optimization iterations and evaluated with three and seven iterations for respectively the global-GOCor and the local-GOCor modules.

|                    | KITTI-2012 | KITTI-2015 | Sintel Clean | Sintel Final |
|--------------------|------------|------------|--------------|--------------|
|                    | AEPE ↓     | F1 [%] ↓   | AEPE ↓     | F1 [%] ↓   |
| GLU-Net            | 3.14       | 19.76      | 7.49        | 53.83       |
| GLU-Net-GOCor, \( \eta = 0 \) | 2.68       | 13.43      | 6.68        | 57.57       |
| GLU-Net-GOCor, \( \eta = 0.1 \) | 2.70       | 15.51      | 6.92        | 28.06       |
| GLU-Net-GOCor, \( \eta = 0 \) | 2.68       | 13.43      | 6.68        | 57.57       |
|                     | 3.05       | 13.43      | 6.68        | 57.57       |
Figure 17: Qualitative analysis of the different components of our approach, when the corresponding networks are applied to images of the ETH3D dataset. All models are trained on the Dynamic dataset. We visualize the query images warped according to the flow fields estimated by the networks. The warped query images should resemble the reference images.
Figure 18: Qualitative analysis of the different components of our approach, when the corresponding networks are applied to images of the Sintel dataset, clean pass. All models are trained on the Dynamic dataset. We plot directly the estimated flow field for each image pair.

F Additional ablation study

For completeness, in Table 14, we provide a similar ablation study as that of the main paper, when BaseNet is trained on the Static data, instead of the Dynamic one. The same conclusions apply. We thus perform the additional ablative experiments when training all BaseNet variants on the Static data.

Qualitative ablation study: We visualize the quality of the estimated flow fields outputted by BaseNet (I), BaseNet + Global-GOCor $L_r$ (III), BaseNet + Global-GOCor $L_r + L_q$ (IV) and BaseNet + Global-GOCor $L_r + L_q +$ Local-GOCor $L_r$ (V) when applied to images of the ETH3D dataset and of optical flow datasets Sintel and KITTI in respectively Figures 17 and 18. Example (A) of Figure 17 shows the benefit of our global GOCor module as compared to the traditional global feature correlation layer. Indeed, BaseNet does not manage to correctly capture the geometric transformation between the query and the reference images. On the other hand, thanks to our global GOCor module, BaseNet + Global-GOCor estimates a much more accurate transformation relating the frames. In example (B), we illustrate the gradual improvement from version (III) to (V). While introducing Global-GOCor with only the reference loss $L_r$ (version III) makes the estimated flow more stable than BaseNet, especially in the background, the representation of the slide object on the warped image is still shaky. Adding the query loss $L_q$ (version IV) smooths the estimated flow, and therefore the warped query image according to this flow. The later looks visually much better because of additional smoothness. Finally, further substituting the local feature correlation layers with our local GOCor module (version V) finishes to polish the result. The slide object in that case looks almost perfect and artifacts in the background are partially removed.

The impact of the query frame objective $L_q$ in our global GOCor module is further illustrated in example (A) of Figure 18. Introducing $L_q$ enables to smooth the estimated flow field and to remove part of the artifacts. Finally, the advantage of our local GOCor module as opposed to the local feature correlation layer is visualized in both examples of Figure 18. From version (IV) to (V), the local
Table 14: Ablation study. All networks are trained on the Static dataset. The GOCor modules are trained and evaluated with 3 steepest descent iterations.

| HP | KITTI-2012 | KITTI-2015 |
|---|---|---|
| I | BaseNet | 26.73 | 4.95 | 11.52 | 9.92 | 9.92 | 11.07 | 54.68% | 10.97 | 55.62 |
| II | BaseNet + NC-Net | 24.59 | 5.00 | 12.44 | 62.96 |
| III | BaseNet + Global-GOCor \( L_r \) | 22.80 | 4.43 | 10.93 | 55.73 |
| IV | BaseNet + Global-GOCor \( L_r + L_q \) | 22.16 | 4.36 | 10.97 | 55.62 |
| V | BaseNet + Global-GOCor \( L_r + L_q + \text{Local-GOCor} \ L_q \) | 22.00 | 4.02 | 9.92 | 50.54 |
| VI | BaseNet + Global-GOCor \( L_r + L_q + \text{Local-GOCor} \ L_r + L_q \) | 21.96 | 4.24 | 10.20 | 53.53 |

GOCor module can recover sharper motion boundaries and the estimated flow is generally more accurate. Moreover, remaining artifacts in the background are removed.

**Comparison with post-processing method NC-Net:** Here, we investigate the impact of post-processing method NC-Net [45] and show comparisons to BaseNet and our approach in Table 14. When trained on the Static dataset, including post-processing module NC-Net following the global correlation layer (version II) leads to better results than original version BaseNet (I) on the HPatches and the KITTI-2012 datasets. However, on the KITTI-2015 images, adding NC-Net results in worse performance. This is due to the fact that NC-Net uses correspondences with high confidences to support other uncertain neighboring matches. However, in the case of independently moving objects, neighboring matches can correspond to completely different motions, which breaks the assumption of the neighborhood consensus constraint used in NC-Net. Since it cannot cope with independently moving objects, NC-Net obtains worse results on KITTI-2015, which depicts dynamic scenes. This is contrary to HPatches which present planar scenes with homographies and to KITTI-2012, which is restricted to static scenes. This observation is also emphasized by the ablation study in Table 3 of the main paper, where BaseNet + NC-Net is trained on the Dynamic dataset. In that case, the performance of the resulting network is much worse than original BaseNet on all datasets. This is again due to the inability of NC-Net to handle moving objects, in that case, present in the training dataset. This shows the advantage of our method, which instead of applying 4D convolutions to post-process the correspondence volume, integrates them before the correlation operation itself.

**Impact of objective function in the Local GOCor:** In Table 14 we analyse the impact of both terms \( L_r, L_q \) of our objective function \( L \) when used in our Local GOCor module. Comparing versions (V) and (VI), we found that adding the loss on the query frame \( L_q \) (Sec 3.5) for Local-GOCor is harmful for its performance, particularly on the KITTI-datasets. Besides, adding the regularizer loss in the local GOCor level leads to longer training and inference run times. We therefore do not include it, our best version of BaseNet-GOCor resulting in (V).

**Impact of number of training optimization iterations:** Here, we investigate the influence of the number of training steepest descent iterations. We train multiple BaseNet-GOCor networks, gradually increasing the number of training optimization iterations within the global and the local GOCor modules. All networks are trained on the Static dataset. We evaluate all variants on the HPatches, KITTI and Sintel datasets and present the results in Table 13. We use the same number of optimization iteration during evaluation as during training. We additionally measure the inference run-time of each network, computed as the average over the 194 KITTI-2012 images on an NVIDIA Titan X GPU.

Training and evaluating with more steepest descent iterations consistently leads to better performances on all metrics and all datasets. It is also interesting to note that BaseNet + Global-GOCor without going through the optimizer (0 iteration) already outperforms the original BaseNet. In that case, the improvement is solely due to our powerful initialization \( w^0 \).

Nevertheless, the improvement in performance when increasing the number of optimization iterations comes at the expense of inference and training time. As a result, we trained all our GOCor modules with three iterations which presented a satisfactory trade-off between inference time and accuracy. Besides, it must also be noted that for time-critical applications, using a single optimization iteration for both local and global GOCor modules already leads to significant improvements over the standard feature correlation layer.

**Impact of performing global correlation with interchanging query and reference features:** We also experimented with interchanging the query and reference frames at the global level, and then fusing the two resulting GOCor correspondence volumes before passing them to the flow estimation decoder. However, we only observed marginal improvements. e.g., on KITTI-2015 it obtains an EPE of 11.07 and an F1 of 54.68% compared to 10.97 EPE and 55.62% F1 for the baseline ‘(IV)
Table 15: Analysis of the number of training optimization iterations. Both Local-GOCor and Global-GOCor layers are trained and evaluated with the same number of iterations. All networks are trained on the Static dataset.

|                      | KITTI-2012 | HP | Sintel-clean |
|----------------------|------------|----|--------------|
|                      | Run-time [ms] | AEPE ↓ | F1 [%] ↓ | AEPE ↓ | PCK-1 [%] ↓ | PCK-5 [%] ↓ | AEPE ↓ | PCK-1 [%] ↓ | PCK-5 [%] ↓ |
| BaseNet              | 63.20       | 4.95 | 42.49 | 26.73 | 12.02 | 65.30 | 7.78 | 12.46 | 74.52 |
| BaseNet-GOCor, optim-iter = 0 | 66.80       | 4.87 | 37.42 | 26.47 | 16.40 | 66.42 | 6.94 | 27.63 | 77.20 |
| BaseNet-GOCor, optim-iter = 1 | 70.52       | 4.18 | 32.95 | 21.91 | 20.73 | 72.82 | 6.49 | 31.03 | 79.87 |
| BaseNet-GOCor, optim-iter = 3 | 82.42       | 4.02 | 31.24 | 22.00 | 23.68 | 74.00 | 6.32 | 33.81 | 80.72 |
| BaseNet-GOCor, optim-iter = 5 | 94.85       | 3.83 | 29.14 | 20.68 | 25.99 | 76.88 | 6.34 | 38.10 | 80.91 |

Table 16: Analysis of the impact of the initializer for the Global-GOCor. All networks are trained on the Static with three optimization iterations. They are evaluated with the same number of iterations.

|                      | HP | KITTI-2012 | Sintel-clean |
|----------------------|----|------------|--------------|
|                      | AEPE ↓ | PCK-1 [%] ↑ | PCK-5 [%] ↑ | AEPE ↓ | PCK-1 [%] ↑ | PCK-5 [%] ↑ |
| BaseNet + Global-GOCor, ZeroInitializer | 23.22       | 14.05 | 67.53 | 4.77 | 38.67 | 7.56 | 14.94 | 74.96 |
| BaseNet + Global-GOCor, SimpleInitializer | 24.69       | 13.17 | 66.82 | 4.81 | 37.86 | 7.32 | 20.31 | 76.12 |
| BaseNet + Global-GOCor, Flexible-SimpleInitializer | 25.53       | 12.82 | 66.97 | 4.83 | 38.71 | 7.30 | 20.48 | 76.24 |
| BaseNet + Global-GOCor, ContextAwareInitializer | 25.13       | 15.01 | 67.34 | 4.87 | 39.14 | 7.43 | 19.19 | 75.60 |
| BaseNet + Global-GOCor, Flexible-ContextAwareInitializer | 22.16       | 17.03 | 70.24 | 4.36 | 34.15 | 7.21 | 20.68 | 77.09 |

BaseNet + Global-GOCor $L_r + L_q$'. Considering that computing the GOCor correspondence volume twice increases the inference time of the model and the limited improvement of performance brought by fusing the two resulting correspondence volumes, we did not include this alternative in the final model.

Impact of filter initializer $w_0$': As detailed in Sec. 8, we introduced several versions of our filter initializer module. Here, we train BaseNet with standard local correlation layers and our Global-GOCor module (using both our loss on the reference and on the query images) integrated in place of the global correlation layer. We experiment with different variants of the initializer and present the corresponding evaluation results in Table 16. The version ZeroInitializer initializes $w_0$ to a zero tensor. Compared to all others, this initialization lacks accuracy for the final network, particularly on the optical flow datasets. In the SimpleInitializer versions which do not include global context information, adding more flexibility in the form of a learnt vector does not seem to help. However, in the case where context information is included, compared to ContextAwareInitializer, the Flexible variant significantly gains from increased flexibility. Initializer module Flexible-ContextAwareInitializer appears to be the best alternative for our GOCor module.
Figure 12: Qualitative examples of GLU-Net and GLU-Net-GOCor applied to images of the MegaDepth dataset. Both models are trained on the Dynamic training data.
Figure 13: Qualitative examples of PWC-Net and PWC-Net-GOCor applied to images of KITTI-2012 and KITTI-2015. Both models are trained on Flying-Chairs followed by 3D-Things.
Figure 14: Qualitative examples of PWC-Net and PWC-Net-GOCor applied to images of Sintel-clean. Both models are trained on *Flying-Chairs* followed by *3D-Things*. 
Figure 15: Qualitative examples of PWC-Net and PWC-Net-GOCor applied to images of KITTI2012 and 2015. Both models are finetuned on Sintel.
Figure 16: Qualitative examples of GLU-Net and GLU-Net-GOCor applied to images of (a) the ETH3D dataset and (b) the Sintel dataset, Clean pass. Both models are trained on the Dynamic dataset. In the case of the ETH3D images, we visualize the query images warped according to the flow fields estimated by the network. The warped query images should resemble the reference images. In the case of Sintel images, we plot directly the estimated flow field for each image pair.