The space-time profiles of sleep spindles and their coordination with slow oscillations on the electrode manifold
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Abstract

Sleep spindles are important for sleep quality and cognitive functions, with their coordination with slow oscillations (SOs) potentially organizing cross-region reactivation of memory traces. Here, we describe the organization of spindles on the electrode manifold and their relation to SOs. We analyzed the sleep night EEG of 34 subjects and detected spindles and SOs separately at each electrode. We compared spindle properties (frequency, duration, and amplitude) in slow wave sleep (SWS) and Stage 2 sleep (S2); and in spindles that coordinate with SOs or are uncoupled. We identified different topographical spindle types using clustering analysis that grouped together spindles co-detected across electrodes within a short delay (±300 ms). We then analyzed the properties of spindles of each type, and coordination to SOs. We found that SWS spindles are shorter than S2 spindles, and spindles at frontal electrodes have higher frequencies in S2 compared to SWS. Furthermore, S2 spindles closely following an SO (about 10% of all spindles) show faster frequency, shorter duration, and larger amplitude than uncoupled ones. Clustering identified Global, Local, Posterior, Frontal-Right and Left spindle types. At centro-parietal locations, Posterior spindles show faster frequencies compared to other types. Furthermore, the infrequent SO-spindle complexes are preferentially recruiting Global SO waves coupled with fast Posterior spindles. Our results suggest a non-uniform participation of spindles to complexes, especially evident in S2. This suggests the possibility that different mechanisms could initiate an SO-spindle complex compared to SOs and spindles separately. This has implications for understanding the role of SOs-spindle complexes in memory reactivation.

Statement of Significance

To understand spindle’s role in cognition, it is essential to understand how they organize in space-time, and in relation to slow oscillations (SOs). We describe spindle properties across the scalp, comparing light and deep sleep, and identify five different spindle space-time profiles and their properties. We found Frontal-Right spindles and Posterior spindles, but also Left, Local, and Global spindles. We also found that spindle frequency, amplitude, and duration are different among these types, and that events that coordinate SO and spindle occurrence tend to preferentially involve Global SOs (previously identified with the same method) and Posterior spindles at central locations. This suggests that mechanisms eliciting an SO-spindle complex recruit specific topographic subtypes of events, hence is potentially different from mechanisms initiating spindles and SOs independently.
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Introduction

Brain oscillations, transient organization of neural activity in distinct frequency bands [1–3], have been linked to behavior, with their emergence and coordination across structures hypothesized to be relevant to cognitive processing [4, 5]. Rhythms have been shown to mediate information processing in various contexts (memory encoding and retrieval, attention, movement initiation, and perceptual binding), and different mechanistic roles for rhythms have been proposed, such as organizing preferential phases of activation (windows of opportunity) for principal cell activity [6–8] or pacing spiking dynamics to promote spike-time dependent plasticity [9–12].

Brain rhythms that emerge during non-rapid eye movement (NREM) sleep cover a range of topographical regions, frequencies, and time scales, including cortical slow oscillations (SOs) [13], cortico-thalamic spindles, [14, 15] and hippocampal sharp-wave ripples [16] (150–250 Hz). Occasionally, these rhythms coordinate in time, where the faster rhythms (spindles and ripples) are nested in specific phases of slower rhythms (SOs) [17–20]. Sleep rhythms have been functionally connected to the restorative nature of sleep [2, 21], homeostasis, [22–24] and consolidation of memory [25–28]. In particular, experiments in humans and animals have shown that altering the presence and coordination of sleep rhythms results in altered memory performance [29–33], where the reciprocal timing of rhythmic activation across brain structures is thought to allow for the appropriate selective reorganization of synapses when supporting reactivation of memory engrams across brain regions [26]. Recent data support an essential role for spindles and their coordination with SOs in supporting hippocampal-dependent memory consolidation, as well as the timing of memory reactivation [11, 18]. However, a mechanistic understanding of how these sleep oscillations support/mediate brain communication is still not complete.

Mechanistically, spindles are understood to be paced by thalamic inhibitory-excitatory circuits [34–36], with their emergence as cortical events shaped by thalamo-cortical circuitry [37, 38], showing high variability, including in their space-time appearance [39, 40]. In the literature, spindles have been shown to vary in frequency (both along the frontal-parietal axis [41–43] and across individuals [39]), propagation paths as local travelling waves (spiraling vs expanding [44]), and in their coordination across cortical layers [45]. The potential relevance of fine spindle space-time propagation patterns to understanding their contribution to cognition is currently under-explored.

In sleep health, spindles are often interpreted as promoting sleep stability by contrasting potential waking factors arising externally (see [46] and [47], but also see [48] for a different interpretation). They are described as symmetric events after the age of 5–6 years [49] and their basic properties, such as density and fronto-parietal emergence, have been linked to age [50–52], average intelligence [53–56], and hormonal phases [57–59]. While cognitive and health-focused studies of sleep emphasize the functional importance of spindles, the potential role of changes in spindle space-time patterning as biomarkers in development and hallmarks of changes in brain dynamics that underlie cognitive symptoms emerging in clinical populations is strongly understudied.

Describing and understanding spindle patterning on the scalp in a data-driven way is a crucial step in establishing standardized methodologies to evaluate functional quantifiers as potential biomarkers in typical and clinical populations. It is also essential to initiate the process of embedding our understanding of time-based coordination of SOs and spindles into a space-time-based coordination framework. This is necessary to the development of exhaustive mechanistic models of spindles’ role in cognitive processes.

In this study, we set out to classify spindle space-time profiles with a data-driven clustering approach that we have previously developed to examine SOs [60]. In this approach, single events are detected independently across electrodes and their co-occurrence within a short time delay is encoded in a binary matrix that can be clustered with balanced algorithms. Furthermore, we investigated the coordination between spindle and SOs in relation to the space-time profiles of both SOs and spindles. We begin by studying the basic properties of spindles detected using a broad frequency range (10–16 Hz), and compare density, duration, amplitude, and frequency of spindles that occur at short delays from SOs to those of spindles that occur independently of SO timing, and in SWS vs S2 sleep. We then extend our topographical classification method, originally applied to SOs, to spindles. We find five topographical types of spindles that are present in both S2 sleep and SWS. Based on their scalp concentration we label them Global, Local, Posterior, Frontal-Right, and Left spindles. In parallel with our findings on SOs, Global spindles have largest amplitudes, and Local spindles have smallest amplitude of all types in both stages. At centro-parietal locations, Posterior spindles have faster frequency than other spindle types, and show longer duration (albeit only in S2 sleep).
When grouping complexes of SOs and spindles depending on SO type (Global, Local, or Frontal) and spindle type, we are able to compare how frequently each possible combination occurs at different scalp locations. We find that while space-time clustering does not distinguish coupled and uncoupled spindles in different groups, the most common type of SO-spindle complex involves a Posterior spindle occurring right after the down-to-up transition of the Global SO, detected on the central region of the scalp during SWS. Hence, there is a non-uniform involvement of spindles in coupling with SOs, suggesting that mechanisms that lead to the emergence of complexes of one SO and one spindle selectively recruit specific space-time profiles.

Methods

Sleep acquisition and staging

One night of sleep was recorded in 34 subjects (18 females). EEG data were collected with BrainVision acquisition system and a 32-channel cap (EASYCAP GmbH) with Ag/AgCl electrodes placed according to the inter-national 10–20 System (Jasper, 1958). Twenty-two out of 32 electrodes were passive scalp recordings. The remaining electrodes were used for electrocardiogram (ECG), electromyogram (EMG), electrooculogram (EOG), ground, an online common reference channel (at FCz location, retained after re-referencing) and mastoid (A1 and A2) recordings. The EEG was recorded with a 1000 Hz sampling rate and was re-referenced to the contralateral mastoid (A1 and A2) post-recording. High-pass filters were set at.3 Hz and low-pass filters at 35 Hz for EEG and EOG. Eight scalp electrodes (F3, F4, C3, C4, P3, P4, O1, and O2), the EMG and EOG were used in the scoring of the nighttime sleep data. Raw data were visually scored in 30-second epochs into wake, stage 1, stage 2 (S2), SWS, and rapid eye movement sleep (REM) according to the Rechtschaffen and Kales’ (1968) manual. Note that we increased the electrode count compared to standard method to enhance scoring reliability, but did focus on the output from the C3 and C4 electrodes. Minutes in each sleep stage were calculated. Additionally, wake after sleep onset (WASO) was calculated as total minutes awake after sleep onset (WASO) was calculated as total minutes awake after

Spindle Detection Algorithm

Our custom-designed spindle detection algorithm builds on many known spindle properties, including frequency range [61], waxing-waning profile, and local sigma prominence in a time window nearby a detected spindle (given spindles happen with some refractory period between them [62]). Detection is performed in each EEG channel separately. Detection was only performed in epochs scored as S2 and SWS, and focused on times that were artifact-free, where artificial times were marked directly after sleep scoring and prior to spindle detection. Data was filtered between 9 and 16 Hz (Butterworth, band-pass filter of order 6) taking care to not introduce shifts in the time series (using filtfilt function in MATLAB). The root-mean square over 100 ms epochs of the filtered channel was calculated in 30-second-long epochs, which were then z-scored. Within such 30-second-long z-scored time series, peaks with minimal prominence of 0.5 and minimal height of 3.5 were detected. This implies that we looked for sigma peaks (consistent with recently proposed approaches [15, 39]) that were at least 3.5 standard deviations larger than the 30 seconds mean, and with local prominence of at least 0.5 standard deviation within those 30 seconds. Each peak found in the sigma-filtered signal by this algorithm located a putative spindle. For each putative spindle that was found during either one of the sleep stages of interest (S2 or SWS), we isolated a time epoch 1 second before and 1 second after the putative spindle peak. The original channel data for such time epoch was high-pass filtered at 0.006 Hz to eliminate ultra-slow drift interference in subsequent evaluations, again using a Butterworth filter of order 6 removing shifts. The Morlet Wavelet spectrum for this 2-second-long epoch was calculated using function cwt in MATLAB. This time-frequency-power representation was then used to find peak time, start, and end time and dominant frequency of the spindle event. To do this, 20 level curves were isolated in the time-frequency plot around the putative spindle peak. Closed loops in the level curves who had centers with y-coordinate within the frequency range (6–16 Hz), and the x-coordinate within 0.5 seconds of the RMS peak time were considered indicators of the presence of a spindle. If such a loop was found, then all the level curves concentric to the peak time-frequency point were found, and the level curve that showed half-height in power was used to determine start and end of the spindle (by finding the times that corresponded to the minimum and maximum time included in the level curve, respectively). The level height of the tallest level curve found within the spindle was divided by 20 (the total number of level curves allowed in the complete [−1,1]s interval) to output a confidence index on the detected spindle. Double detections were removed from the list of spindles at this stage. Putative spindles confirmed by this algorithm step were lastly verified by finding the peaks in the original channel trace within the [−1,1]s interval, and if no peaks between the putative start and end point of the spindle were found, the spindle was discarded. Of note, while automatic spindle detection approaches are always evolving and improving, our approach is consistent with the overall methodology that other spindle detectors made available in the literature [15, 57, 63, 64], where data are initially filtered in a sigma band to identify candidate peaks, and the trace in candidate peaks is then evaluated in frequency and amplitude to accept or reject the candidate event. Our approach emphasizes our requirement that the wide-band spectrogram derived from the unfiltered trace nearby a candidate event shows an isolated spindle with persistent frequency (in other words, that power found in the filtered signal was not leaking from nearby frequency bands and that the rhythmic event was not strongly accelerating/decelerating and exiting the sigma band during its duration).

Measuring spindles properties (density, frequency, amplitude, and duration)

Spindle density was measured in each electrode as the count of all spindles found in a given sleep stage (S2 or SWS) across the night divided by the time (in minutes) spent in the sleep stage across the whole night. As such, this is a fundamentally stationary measure. The frequency of each spindle was identified from the spectrogram taken in a 2-second-long time interval around the whole spindle event, where the tallest level-curve
in the time-frequency-power representation (i.e. the ellipse with the highest power in the sigma range around the spindle) was identified, and the frequency value at the center of such ellipse marked the spindle frequency. Spindle duration is the time (in seconds) elapsed between spindle initiation and end. Spindle amplitude is found as the largest voltage in the spindle signal filtered between 9 and 16 Hz with an order 6 Butterworth band-pass.

**Spindle clustering on the electrode manifold**

This method focuses on first detecting spindles at each given electrode separately. Then, for each detected spindle, identifying which other electrodes also had a spindle event within a short time delay. This allows for the creation of a binary array (a 0 or a 1 value for each electrode) for each spindle, or for a binary matrix when listing all available spindles. K-means clustering applied to the binary matrix using Hamming distance allows for identification of spindles that show similar topographies at small delays. Specifically, consistent with our approach in ref. [60], we apply k-means in Matlab with 200 replicates and a maximum iteration of 10,000 with the option of dropping empty clusters and preserving the default setting of adaptive initialization with kmeans++. The algorithm identifies centroids as well as cluster assignments for each spindle event. This is performed separately for S2 and SWS spindles.

In this study, we used a time delay of 300 ms to build the binary matrix. This time delay was chosen to allow for co-detected spindle peaks to occur within the duration of the spindle of reference. Methodological considerations on a range of delays (shown in Supplementary Figure S2) were made, and 300 ms showed a different spindle footprint in S2 compared to SWS, which informed our choice.

To make a principled decision about how many clusters to use (spindles are very localized objects, it can be hard to make an a-priori decision), we look at the changes in overall distance from centroid that we obtain applying clustering with different cluster numbers. The slope of the decreasing graph that maps cluster count to overall distance from centroid was shallow (i.e. a plateau range begins) starting with k = 5. This meant that adding more clusters up to a count of 5 changed the overall distance from centroid strongly, but that degree of change became small for cluster counts above 5. Hence, we chose to use 5 clusters.

**SO detection**

To detect the presence and timing of each SO event in any given electrode, we first applied a detection algorithm which we used in our previous work [60] and closely followed the criteria introduced by Massimini et al. [13], and was initially introduced in Dang-Vu et al. [65]. The following description matches the one reported in methods in ref. [60]. In short, the EEG signal was filtered in the 0.1–4 Hz range, and candidate portions of the signal between subsequent positive-to-negative and negative-to-positive were listed as possible SOs. These events were only considered SOs if the following criteria were satisfied: (1) the wave minimum was below or equal to 80 uV, (2) the range of values between maximum and minimum voltage was at least 80 uV, (3) the time between the first and second zero crossing in the data had to be between 300 ms and 1 second, and (4) the total duration of the candidate event was at most 10 seconds. The pool of candidate SO events satisfying the parameters were further screened to remove potential artifacts, by computing the amplitude at trough referenced to the average of the signal ±10 seconds around the minimum. Events at one electrode which showed an amplitude size of 4 SDs above the mean of all events detected at that electrode were discarded, and a secondary distribution of amplitudes including all events from all electrodes of a subject was created, and again events with amplitude above 4 SDs from the mean were discarded. When selecting the SOs happening during a given sleep stage (S2 or SWS), only SOs with beginning and end included within the sleep stage were considered. Details on specific properties of detected SOs, including amplitude, duration, and density, are reported in ref. [60].

**Statistical analysis**

When comparing spindle properties statistically, we computed the average value of interest for each participant and populated a by-participant table organized based on factors of interest. In Figure 1B and C, repeated-measures ANOVA was used in B–C to study the effect of sleep stage and electrode on the dependent variable (spindle density, duration, or frequency). Post-hoc pairwise analysis was performed with Wilcoxon signed-rank test, concentrating on comparing the two sleep stages within any given electrode. Bonferroni corrections were used to assess significance.

In all panels in Figure 2A, we used two-way repeated-measures ANOVA to compare the percent of events (dependent var) across both electrodes and type of complex (e.g. SO-SP* and SP*-SO) (independent vars). Post-hoc analysis (Wilcoxon signed-rank test) tested which electrode-by-complex cases were statistically significantly larger than others. Bonferroni corrections were used to assess significance.

In all panels in Figure 2B–D, we used two-way repeated-measures ANOVA to compare the spindle property (e.g. frequency for Figure 2B left panel) (dependent var) across both electrodes and type of complex (SO-SP*, SP*-SO, and All SPs) (independent vars). Post-hoc analysis (Wilcoxon signed-rank test) tested which electrode-by-complex cases were statistically significantly larger than others. Bonferroni corrections were used to assess significance.

In Figure 3B, we used a two-way repeated-measures ANOVA to compare the fraction of SPs (dependent var) across both cluster type and sleep stages (independent vars). Bonferroni corrections were used to assess significance. In the post-hoc analysis, we tested the effect of sleep stage with Wilcoxon signed-rank test, Bonferroni corrected.

In Figure 3C, for each panel, we used a two-way repeated-measures ANOVA to compare each SP property (e.g. frequency for Figure 3C left panel) (dependent var) across both electrodes and type of complex (SO-SP*, SP*-SO, and All SPs) (independent vars). Post-hoc analysis (Wilcoxon signed-rank test) tested the effect of cluster type and electrode with Wilcoxon signed-rank test, significance was Bonferroni corrected.

**Results**

**Different spindle properties in S2 vs SWS**

Focusing on stage 2 sleep (S2) and slow wave sleep (SWS) separately, we leveraged the time-frequency profile of the EEG...
We also found that spindles lasted about 100 ms longer (on average) in S2 compared to SWS (Figure 1A), however, its relation to frequency was not a factor, the vertical bars would look similar among sleep stages and the average spindle frequency differed only of about 1 Hz between frontal and parietal electrodes in our data.

Next, we examined if spindles coupled with SOs share common features. We thus populated a two-dimensional sample probability distribution plot for each electrode, in which we considered the timing aligned to an SO trough on the horizontal axis and the spindle frequency on the vertical axis (Figure 1E and Supplementary Figure S2C). Color in each location would show uniform vertical bars if there was no special frequency selectivity of spindles coordinating with SOs. In particular, if frequency was not a factor, the vertical bars would look similar preceding or following the SO. Once again, data showed a specific selectivity in spindle time that favored a delay of about 500 ms after the SO trough. The spindles that demonstrated this temporal preference could often be characterized in a narrow frequency range of 13–14 Hz. This was especially evident in SWS, and the average spindle frequency differed only of about 1 Hz between frontal and parietal electrodes in our data.

Figure 1. Basic properties of spindles in SWS vs S2. (A–C) Spindle properties in S2 and SWS, shown in topplots (left) and value-by-electrode plots (right). In all these line plots, error-bars are SEM across the 34 participants. Stars represent statistically significant difference in the variable value at the two sleep stages (see Methods and Results). Average density (count per minute) of spindles (A). Average duration (in seconds) of spindles (B). Average frequency (in Hz) of spindles (C). (D) Sample probability of spindle detection within one second of a SO trough. For each electrode, we consider each detected SO, and the time interval including 1s before and after the trough, in 100-ms-long bins. We count how many spindles are found in each bin and divide by all the spindles found within that time interval, to obtain a probability density distribution (this implies that we ignore all the spindles which do not happen nearby a SO trough in these distributions). The final plots show the average distributions across all subjects. Left column shows S2, right column SWS, at Fz and Pz electrodes. Note that timing of spindles around SO troughs is more sharply organized posteriorly than frontally. (E) Probability of spindle timing and frequency within a second of a SO trough. Using the same timing procedure as in D, we also separate spindles based on their frequency, in 1 Hz-wide bins. This creates a two-dimensional sample probability density. The final plots show the average distributions across all subjects. Left column shows S2, right column SWS, in electrodes Fz and Pz.

This difference in duration was not due to a rigid shift of the distribution of spindle duration toward higher values when comparing SWS to S2 spindles, but rather by an increased relative presence of relatively long spindles (about 1 second long) in S2 compared to SWS (Supplementary Figure S1B), driving the mean of the distribution toward higher values.

Spindle frequency showed a continuous increase from frontal to parietal regions (Figure 1C). Interestingly, there was a frequency differentiation between S2 spindles and SWS spindles at frontal electrodes, where S2 spindles appeared slightly faster than SWS spindles (statistical analysis found an effect of sleep stage, electrode, and interaction; with post-hoc analysis showing statistical difference among sleep stages only at frontal electrodes; see Methods - Statistical Analysis). The separation of spindle frequency frontally and not parietally, combined with the increase in frequency from frontal to parietal regions, is consistent with common nomenclature of fast and slow spindles being found parietally and frontally, respectively [39, 42, 66, 67]. However, at all electrodes we found spindles of frequencies across the available range (10–16 Hz, Supplementary Figure S1C); and the average spindle frequency differed only of about 1 Hz between frontal and parietal electrodes in our data.

We then asked if our data supported the temporal coordination of spindle/SO coupling found in the literature [18, 68–70]. For each SO detected at each electrode [50], we considered a time interval of 1 second preceding to 1 second following the SO trough and, if a spindle peak was detected within that interval, we logged its time. This produced a sample distribution histogram of spindle timing referenced to SO trough at each electrode (Figure 1D and Supplementary Figure S2B). In both S2 and SWS, data showed two preferential time delays for spindle occurrence nearby an SO trough: about 500 ms preceding and 500 ms following the trough. However, these two windows of opportunity were differently shaped, with the preceding peak (500 ms before SO trough) being broad and shallow, indicating low time specificity, at all electrode locations. Conversely, the following peak (500 ms after SO trough) showed a sharp peak, which narrowed from frontal to parietal regions. The sharpness of the post-trough peak is consistent with ideas that consider the SO trough capable of initiating a coordination of local cortical activity and thalamo-cortical activity [17, 71–73].
In summary, our data in Figure 1 suggest that differences between S2 and SWS spindles go beyond spindle density. S2 spindles also show longer duration, faster frequency at frontal electrodes and more frequency–amplitude selectivity at centro-parietal electrodes than SWS spindles. However, the time-based coordination between spindle and SOs appears similar in the two sleep stages.

Properties of spindles in SO-spindle complexes

Our data confirmed that the temporal coordination of spindle and SO complexes show a spindle frequency selectivity. Conceptually, it is common to interpret SO-spindle complexes as SO-driven events. However, most evidence suggests that the presence of an SO, even a large-amplitude one, such as a Global SO, does not automatically induce a spindle. In fact, the majority of SOs do not coordinate with a spindle at all. As such, we were interested in testing if spindles that participate in complexes and “uncoupled” spindles showed structural differences.

In Figure 2. A minority of spindles and SOs is involved in SO-spindle complexes. (A) Counting events that combine one SO and one spindle, referenced to the peak of the spindle (time 0). Left plot: A graphics representation of the proposed nomenclature: SO-SP* complexes are a combination of first detecting one spindle and then finding one SO in the second preceding the spindle peak, while SP*-SO complexes are a combination of first detecting one spindle and then finding one SO in the second following the spindle peak. Middle and Right plot: Percent of all detected spindles (SPs) during S2 or SWS that are part of an SO-SP* complex or an SP*-SO complex. Error bars mark SEM across subjects. (B) Spindle frequency (in Hz) across locations on the electrode manifold. Compared are three groups: all spindles found in a chosen sleep stage (S2 is to the left, SWS to the right), the sub-group of those spindles that are part of an SO-SP* complex (striped bar) and the sub-group of all spindles that are part of an SP*-SO complex. (C) Same as A, but for spindle duration (measured in seconds). (D) Same as A, but for spindle amplitude (measured in uV).
identified when the detection algorithm is referenced to SO and a spindle occurs in the second after the SO trough; an SP*-SO complex is identified when detection is referenced to SO and a spindle is detected in the second that precedes the SO. In Figure 2A, we give a graphic representation of this nomenclature, for ease of following. It is important to count SO-referenced complexes (SO*) and spindle-referenced complexes (SP*) separately, since we are comparing S2 and SWS and the relative presence of spindles and SOs is drastically different in the two sleep stages, where S2 is rich in spindles and poor in SOs and in SWS the opposite occurs. We report information for SP*-SO and SO-SP* in Figure 2, and for SO*-SP and SP-SO* complexes in Supplementary Figure S3.

In Figure 2A, we concentrate on SP* complexes (SP*-SO and SO-SP*). For different regions on the scalp, from frontal to parietal, we created a “pairing ratio” measure for each category of spindle-SO complex by dividing the count of SPs with an SO preceding (SO-SP* events) or following (SP*-SO events) by the total spindle count in a given sleep stage. As can be seen in the range of the y-axis, we found that a minority of all SP events were participating in complexes, with 5%–10% of all spindles in S2 and 10%–25% of all spindles in SWS detected in either type of complex. When comparing spindles paired to preceding vs following SOs, data showed that in both sleep stages, but most prominently in S2, a greater number of spindles were involved in SO-SP* than in SP*-SO complexes (statistical analysis found an effect of electrode, type of complex, and interaction in Figure 2A for S2, with post-hoc analysis confirming the difference in fraction of SPs involved in SP*-SO vs SO-SP* complexes during S2. In Figure 2A for SWS, statistical effect of electrode, complex type, and interaction was found, with post-hoc analysis confirming the difference in fraction of SPs involved in SO-SP* vs SP*-SO complexes during SWS at all electrodes but FPs).

It is worth observing that if the occurrence of SOs and spindles were completely independent of each other, they could still occasionally be found as complexes by occurring at a short time delay. However, these would be evinced as uniform distributions (rather than peaks) in Figure 1D, no frequency selectivity would be found in Figure 1E and bar heights in Figure 2A would not differ for preceding vs following complexes (e.g. the SO-SP* bar at frontal electrodes would look the same height as the SP*-SO bar). Our data rather support a picture of SO-spindle coordination that includes a majority of spindles and SO occurring independently of each other, and a minority of specifically coordinated spindles and SOs, with spindles of faster frequencies tending to be locked at about 500 ms delay following a SO trough.

In Figure 2B–D, we consider the basic properties (frequency, duration, and amplitude) of spindles that participate in SO-SP* and SP*-SO complexes; and compare them to the average values of these properties in spindles that are not found in close time proximity (±1 seconds) to an SO, which we label uncoupled spindles. Consistent with the rest of our analysis, we compare spindles in S2 and SWS separately. This analysis allows us to test if the minority of spindles that coordinate with SO show specific properties compared to the general spindle population.

Spindles in SO-SP* complexes during S2 (Figure 2B, left panel) had higher frequency than uncoupled spindle frequency at centro-parietal locations, while spindles in SP*-SO complexes showed frequency lower than uncoupled spindles at fronto-central locations. (Statistical analysis found an effect of electrode, type of complex, and interaction, with post-hoc analysis confirming the difference in frequency of SO-SP* spindles at C-P-O locations, and of SP*-SO spindles at F-P-F-C locations). Frequency of spindles in SO-SP* complexes during SWS (Figure 2B, right panel) was higher than uncoupled spindle frequency at all locations but FPs, while spindles in SP*-SO complexes showed frequency lower than uncoupled spindles at FP locations. (Statistical analysis found an effect of electrode and type of complex but not interaction, with post-hoc analysis confirming the difference in frequency of SO-SP* spindles at F-C-P-O locations, and of SP*-SO spindles at FP locations).

Duration of spindles in either SO-SP* complexes or SP*-SO complexes during S2 (Figure 2C, left panel) was larger than uncoupled spindle duration at all locations. (Statistical analysis found an effect of electrode and type of complex but not interaction, with post-hoc analysis confirming the difference in duration of spindles in either complex type at all locations). The same was true for spindles in SO-SP* and SP*-SO complexes during SWS (Figure 2C, right panel). (Statistical analysis found an effect of type of complex but not electrode or interaction, with post-hoc analysis confirming the difference in duration of spindles in either complex type at all locations).

Amplitude of spindles in either SO-SP* complexes or SP*-SO complexes during S2 (Figure 2D, left panel) was larger than uncoupled spindle amplitude at all locations. (Statistical analysis found an effect of electrode and type of complex but not interaction, with post-hoc analysis confirming the difference in amplitude of spindles in either complex type at all locations). However, no difference was found for spindles in SO-SP* and SP*-SO complexes during SWS (Figure 2D, right panel). (Statistical analysis found an effect of electrode but not type of complex or interaction, with post-hoc analysis negating the difference in duration of spindles in either complex type at all locations).

In summary, our data show that in S2, where spindles are abundant, spindles in complexes (SP*), whether SO-SP* or SP*-SO, are larger and shorter than uncoupled spindles. Furthermore, spindles in SO-SP* complexes (but not those in SP*-SO complexes) are faster in frequency at centro-parietal electrodes. In SWS, where fewer spindles are found, spindles in complexes are still shorter than uncoupled spindles. However, their amplitude is not different from uncoupled ones. While spindles in SO-SP* complexes are slightly faster than uncoupled spindles at centro-parietal electrodes, the difference in frequency is much less pronounced in SWS compared to S2. The selectivity for amplitude and frequency in spindles that participate in complexes of one SO and one spindle, and the difference in the properties of spindles involved in complexes found in S2 compared to SWS, support the concept that SO-spindle complexes are corticothalamic events that recruit specific types of SOs and specific types of spindles, as opposed to random occurrences of separately generated rhythms.

Clustering over co-detection reveals five topographical spindle types

Our analysis so far suggested that spindles were highly variable events, with differentiation in their properties and interaction with SO in frontal vs centro-parietal regions. This was consistent with the common interpretation that there are fundamentally two types of spindles: fast spindles detected parietally and slow spindles detected frontally. However, we did find spindles of all frequencies at all electrodes and a gradual
progression of average spindle frequency from frontal to parietal electrodes, and a marked, sleep-stage specific, difference in properties of the majority of spindles involved in complexes with an SO compared to generic spindles. This led us to investigate spindle topography with our clustering over co-detection at a delay technique, which we had introduced for SO analysis [60]. For all spindles detected at one electrode, we measured spindle peak amplitude time and considered a time interval of 300 ms preceding and 300 ms following this peak time (choice of this value is discussed in Methods and Supplementary Figure S4). For each electrode on the scalp, we marked a value of 1 (or “true” in binary logic) if a spindle was also detected at that electrode in the time window. We marked a value of 0 (“false”) if no spindle peak was found in the interval. This led us to construct a binary matrix that listed all electrodes (the rows of the matrix) and all detected spindles (the columns). A k-means clustering algorithm was then optimized (see Methods) to choose the number of clusters. We expected about three clusters (a parietal, a frontal and a local), but data showed that five was the minimal number of clusters at which the algorithm plateaued in both S2 and SWS separately. Once we used the five clusters in the algorithm, we looked at their topographical profiles on the electrode manifold by showing the average of detection electrode locations for spindles in topoplots (Figure 3A). We interpreted the different clusters as identifying the following topographical spindle types: Global (co-occurring at a large majority of electrodes), Local (only few non-specific locations), Posterior spindles (co-occurring in the centro-parietal region), Frontal-Right and Left spindles. Of note, we find lateralization in two of the five spindle clusters, which was not an expected outcome. One possible explanation for this lateralization may be that it was induced by our choice of referencing (to the contralateral mastoids, see Methods). However, if referencing was the cause, its effects would be present in all clusters rather than only a minority, in particular that the Posterior cluster could not emerge under that hypothetical condition. Furthermore, we had previously analyzed the space-time profiles of SOs in the same data with same referencing approach and found no lateralization effect in those oscillations. Hence, we interpret the Frontal-Right and Left clusters as data-driven and emerging from the high variability of spindle space-time profiles. Functionally, we hypothesize that these non-symmetrical spindles could be linked to the lateral nature of numerous cognitive and perceptual processes, since spindles are hypothesized to promote consolidation by modulating coordinated activity that is directly linked to awake encoding activity (“reactivation”, or “replay”).

When we compared how many spindles were participating in each cluster type in each sleep stage (Figure 3B), we found that the relative majority of spindles in our dataset (about 35-40% of all spindles) was Local, while only about 10% of all spindles were Global. In comparing spindle cluster participation across the two NREM sleep stages, we found that there was a larger fraction of Global spindles in S2 compared to SWS, and vice versa, slightly more Local spindles in SWS compared to S2 (this was also true for Posterior spindles). (Statistical analysis found an effect of cluster type and cluster-by-sleep stage interaction, Figure 3.

Figure 3. Topographical clustering of co-occurring spindles. (A) Topoplots showing the average of detection electrode locations for spindles in each of the clusters, separating spindles in Global, Local, Posterior, Frontal-Right, and Left. (B) Fraction of spindles in a given cluster. Note that the majority of spindles is Local in both sleep stages. (C) Properties of spindles across clusters and three main electrode regions: Frontal (F), Central (C), and Parietal (P). Plots on the left show results for S2 spindles, on the right for SWS spindles. At each region, bars of different colors represent the average value of the property for spindles in one cluster: Global (blue), Local (red), Posterior (green), Frontal-Right (purple), and Left (yellow). Error-bars mark s.e.m. across subjects. Top row: spindle amplitude (in uV), middle row: duration (in s), bottom row: frequency (in Hz).
but not sleep stage, with post-hoc analysis confirming the difference in fraction of Global spindles in S2 vs SWS, but not for other spindle clusters.

We then tested if topographical clustering of spindles could differentiate spindle occurrences that had different properties. We compared basic spindle properties (amplitude, duration, and frequency) across locations on the electrode manifold (frontal, central and parietal) in spindles in different clusters (Figure 3C). The same properties at FP and O locations are shown in Supplementary Figure S5.

The top plots in Figure 3C show that Global spindles had the largest amplitude of all clusters in both sleep stages at all locations. Conversely, Local spindles showed smallest amplitude at all locations in both sleep stages. This is consistent with an effect of amplitude on spindle co-detection in the EEG, where at the extremes of amplitude range (largest and smallest) the Global and Local cluster capture spindles space-time profiles. The other three spindle clusters had intermediate amplitudes, with Posterior spindles relatively smaller at F electrodes and larger at C-P electrodes in both stages. (In both sleep stages, statistical analysis found an effect of cluster type and cluster-by-electrode interaction, but not electrode. Post-hoc analysis in S2confirming the difference in spindle amplitude across clusters within each electrode. Post-hoc analysis in SWS confirming the difference in spindle amplitude across clusters within each electrode). Of note, specific amplitude value ranges of individual spindles in different clusters were not drastically different (Supplementary Figure S6), suggesting that amplitude was not the dominant factor differentiating co-detection profiles of spindles.

The middle plots in Figure 3C compare the duration of spindles in different clusters. During S2, Posterior spindles showed longer durations than spindles in Global, Local and Frontal clusters at C and P electrodes. (Statistical analysis found an effect of cluster type, electrode, and interaction; with post-hoc analysis confirming the longer duration of Posterior spindles). During SWS, spindle duration was very similar across clusters. (Statistical analysis found no effect of cluster type, electrode, or interaction; with post-hoc analysis confirming very few differences in spindle duration across clusters within each electrode location).

The bottom plots in Figure 3C compare the frequency of spindles in different clusters. During both S2 and SWS, spindles in different clusters showed different average frequency at all locations, with Posterior spindles showing the faster average frequency and Fronto-Right spindles showing the slowest average frequency across clusters. (Statistical analysis within S2 found an effect of cluster type and electrode, but not interaction; with post-hoc analysis confirming the difference in frequency of spindles across clusters within the same electrode location. Statistical analysis within SWS found an effect of cluster type, electrode, and interaction; with post-hoc analysis confirming the difference in frequency of spindles across clusters within the same electrode location).

In summary, our data show that in both stages Global spindles had larger amplitudes than all other spindle types, but no specific duration or frequency distinction characterized this cluster further. Conversely, Local spindles showed amplitudes smaller than spindles in all other clusters and no further distinction in frequency or duration. Among the other three spindle clusters that have specific topographies (Posterior, Frontal-Right, and Left), there was an evident differentiation for Posterior spindles: in both stages, they showed a faster average frequency at all locations, and in S2, they were also longer than other spindles at centro-posterior locations. Conversely, Fronto-Right spindles showed lower average frequency at all locations. Hence, we interpret the Posterior spindle cluster as identifying those spindles that have been categorized as “fast spindles” [42, 66, 67, 74], commonly considered to occur at parietal locations. We also interpret Fronto-Right spindles as encompassing the classic “slow spindles”, expected to occur at frontal locations.

Non-uniform participation of spindle space-time profiles in SO-spindle complexes

Since we found that spindles organize in five different topographical types, we asked if any of these types were especially likely to participate in a spindle-SO complex. In Figure 4, we present these results as percent sample probability over all complexes found in S2 or SWS, separately. For simplicity, we show our results for SO-SP* complexes in S2 and SWS only (the analogous figure for SP*-SO complexes is available as Supplementary Figure S6). In any given SO-SP* complex, the SO can be of one of three topographical types (Global, Local or Frontal) and the spindle can be one of five: Global, Local, Posterior, Frontal-Right, or Left. Each bar plot shows a specific SO-SP* type, based on its line (SO type) and column (spindle type) placement, comparing S2 (blue) and SWS (orange). The height of the bar plot is the average (across subjects) percent fraction of SO-SP* complexes of that type (at that location, in that sleep stage) compared to the total number of SO-SP* complexes found in the sleep stage. In the rightmost column, we show the fraction of SO-SP* types differentiating only among SO types but ignoring spindle type. Vice-versa, in the bottom line, we show the fraction of SO-SP* complexes differentiating only by spindle type but not SO type. As shown in Figure 4, the most frequent SO-SP* complex type in our data was a Global SO trough that precedes a Posterior spindle during SWS. This is consistent with our previous results (Figure 2), where the total available percent of spindles in SO-SP* complexes is larger in SWS than S2. One can also see that, regardless of SO type, Local spindles are more frequently found at frontal locations, while Posterior spindles participate most often in SO-SP* complexes at central locations. Conversely, if looking at SO types regardless of spindle type, Global SOs during SWS are most often participating in SO-SP* complexes, with no particular location preference. Since there are 15 possible topographical types of SO-SP* complexes and 5 possible electrode locations within each sleep stage, uniform distribution of SO-SP* types (i.e. if all types had the same chance to be found) would be at about 1.3%. Note that the complex of Global SO followed by a Posterior spindle at central electrodes during SWS is found about in 6% of all SO-SP* complexes in SWS, about five times higher than the uniform chance rate.

Discussion

In this work, we studied the structural properties and space-time profiles of spindles as events on the electrode manifold during overnight sleep in 34 adult volunteers, considering S2 and SWS separately. After detecting spindles based on their frequency-time profile [61], we studied their basic properties (frequency, amplitude, duration, and density) on the
electrode manifold, and their time-coordination with SOs. We then applied our clustering approach to the characterization of spindle space-time profiles and finally describe the SO-spindle complexes in terms of the space-time properties of both SOs (introduced before [60]) and spindles (found in this work).

On the topography of spindle basic properties, we found—in both stages—a gradual acceleration of average spindle frequency from frontal to occipital locations, with SWS spindles at frontal electrodes slower (lower frequency) than S2 spindles. Average spindle duration was longer in S2 vs SWS. This suggests that while spindle properties show a large variance regardless of the sleep stage in which they are detected, there is a difference between S2 and SWS spindles. Of note, the faster parietal spindle frequency compared to frontal spindles is consistent with common terminology that identifies two types of spindles, fast and slow, with the fast spindles appearing posteriorly and slow spindles frontally. Still, in each electrode, we found spindles of all frequencies (10–16 Hz) and the average spindle frequency accelerated only of about 1 Hz from frontal to occipital electrodes. This has implication for spindle detection strategies, where the choice of pre-emptively isolating slow or fast spindle frequencies with pre-detection filtering would result in interfering with spindle shape and overall detection ability. Selection of spindles of the frequency of interest should instead be performed after detection.

When studying the interaction of SOs and spindles, we focused on complexes of one SO and one spindle, detected at the same electrode location within a 1-second delay. We found that the majority of SOs and spindles do not happen in temporal coordination with one another, rather a minority of them organize in SO-spindle complexes that involve spindles of faster frequencies landing after the down-to-up transition of the SO, about 500 ms after the SO trough. The time selectivity of the SO-spindle coordination is in agreement with numerous results [17–20, 73, 75, 76]. However, we also found that spindles involved in SO-spindle complexes show a frequency characterization narrower than the overall sigma range, biased toward a faster sigma rhythm [76]. This characterization of spindles that coordinate with SOs suggests that eliciting an SO-spindle complex in the cortical network is not necessarily given by promoting only the temporal coordination of the same SO initiation and spindle initiation that are involved in uncoupled events. Our data suggest that SO-SP* complexes could emerge as a space-time coordination phenomenon that results in SOs with large amplitudes and extensive propagation preceding faster spindles with shorter duration and larger amplitude emerging at posterior locations.

Current evidence does not allow for differentiation of the two cases, whether SO-spindle complexes emerge as part of a continuum or as separate, selected, events. In fact, pathways for coupled and uncoupled SOs and spindles can be found, since deafferented cortex can generate SOs in isolation [77], spindles are thalamic rhythms [36, 78], and cortical spindles involve thalamo-cortical and cortico-cortical interactions [37, 38, 79]. Hence, it is possible that an SO-spindle complex may arise...
when a “trigger” event (e.g. a preceding theta oscillation [73]) recruits both an SO and a spindle generator, precipitating events that lead to a cortical SO-spindle complex. In such a model, for the spindles that participate in complexes to show faster frequencies, one would need the “trigger” mechanism to preferentially induce fast thalamic spindles, rather than spindles of any frequency. Such bias and dependence on a separate “initiating trigger” would imply that SO-spindle complexes are dynamical objects different from isolated SOs and isolated spindles, with specific timing and frequencies that enable appropriate cortical-subcortical communication. In this interpretation, the SO-spindle complex is a time-frequency “package” that imposes appropriate co-activation in regions that are exchanging information, and activated only in an information processing capacity. On the other hand, a contrasting model is that the SO-spindle complex could be generated as part of a continuum of SOs and spindles, mediated in their emergent properties (frequency, amplitude, and density) by the fine tuning of synaptic connections that change with encoding and consolidation. In this framework, a SO-spindle complex could emerge stochastically without relying on trigger events. Further research is needed to resolve these competing hypotheses.

When applying our clustering co-detection method to spindles, we found that the large variability in spindle properties was reflected in their topography, where five separate clusters were necessary to capture the different spindle profiles on the electrode manifold. We found that a relative majority (35%–40%) of spindles are Local, meaning they are co-detected on few electrodes, and in no specific location, while sizeable minorities (10%–20%) of spindles can be topographically characterized as Global, Posterior, Frontal-Right, and Left. Of note, Global spindles are larger, and Local spindles are smaller, than spindles in all other clusters at all locations. Posterior spindles last longer than other spindles at central and posterior locations in S2 but not in SWS, they are also faster than other spindles at central and posterior locations in both sleep stages. A number of studies have emphasized a potential link between the topography of cognitive daytime activity and topography of brain rhythms in the following sleep epoch [80, 81], and spindle topography could be strongly influenced by this mechanism. In particular the two spindle clusters that show hemispheric a-symmetry (Frontal-Right and Left spindles) could be representative of cognitive processes during sleep that are dependent on lateralized brain activity during the day (such as learning). Indeed, lateralized perceptual training induced retinotopically specific increases in sigma activity that was correlated with the magnitude of post-sleep performance improvement [81], underscoring the highly localized nature of spindle related processing. Consistent with our idea that oscillation space-time profiles are as important as relative timing, we found which types of SOs and spindles were more likely to appear in a SO-spindle complex. Clustering showed that the most common type of complex involved a Global SO preceding a Posterior spindle. Global SOs are larger than average SOs, showing a fronto-occipital travelling profile [60]. Posterior spindles are faster than other spindles at centro-parietal electrodes (Figure 3). As a result, our data suggest that the hypothesized mechanism of coordinated SOs and spindles during memory reactivation to mediate synaptic plasticity could be refined to concentrate on SOs of particularly large amplitude at the trough and spindles of faster frequency, and focusing on the dynamics at central and parietal electrodes.

Our core findings that spindle properties are different in SWS vs S2 sleep, that the minority of spindles that participate in SO-spindle complexes have different properties than uncoupled spindles, and that there is a non-uniform participation of spindle space-time profiles in SO-spindle paint a picture that has functional implications. Combined, our observations suggest that spindle generation is a layered phenomenon, where thalamic pacing and cortico-thalamic entrainment (necessary and sufficient for a spindle to emerge in cortical signal) are modulated by the neurochemistry of sleep stages and the timing in relation to SO activity, leading to the overall different properties of spindles in S2 vs SWS, and in coupled vs uncoupled spindles. Furthermore, the clustering result showing that space-time patterning of spindles is relevant to their presence in SO-SP complexes suggest that to elicit an SO-SP complex the network could be using a “trigger” different than those that lead to the emergence of uncoupled spindles.

Sleep neuroscience has long discussed potentially different roles for local vs global sleep dynamics in memory processing [82, 83] In particular, one recent theory by Genzel and colleagues [84] suggests that both global and local memory reactivations (mediated by localized and widespread brain events, respectively) might be participating in a sleep-dependent consolidation, with light sleep (S2) enabling global reorganization of specific learning-related connections, and deep SO-rich sleep (SWS) mediating localized reorganization of connections via homeostatic regulation. In our data, when comparing spindle clusters in S2 vs SWS, we confirmed this dichotomy of increased “globality” of brain rhythms during S2 and increased “locality” of the same dynamics during SWS [60], with statistically more abundant Global spindles in S2 compared to SWS, and vice-versa a smaller fraction of Local spindles in S2 vs SWS (trend level). Functional implications of this layered structure of spindles and SO-spindle complexes in their space-time profiles expand beyond their role in memory consolidation. While our algorithmic approach to space-time detection of sleep rhythms profiles is a step removed from current clinical sleep settings, our data-driven approach can reveal structural properties of spindle space-time patterns that can be different in clinical populations, for example in those with generalized epilepsies that are thalamic-driven [85, 86]. Greater understanding of the space-time profiles of spindles may contribute to revealing mechanisms underlying a wide range of functions and interventions, including targeting specific memories for reinforcement [62, 87] or deletion [88]; developmental changes [56, 89] and clinical conditions [90–93]; attentional processes [94], as well as indicators of consciousness [95], and as factors contrasting sleep fragility [96, 97].
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