Lung Nodule Classification in CT Images Using 3D DenseNet
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Abstract. Lung cancer is the main malignant tumour affecting the health of residents in China. Automatically discriminating benign and malignant pulmonary nodules can facilitate the early detection of lung cancer, which reduces lung cancer mortality. The rising quantity of public available lung CT datasets made it possible to use deep learning approaches for lung nodules malignancy classification. Unlike most of the previous models that focused on 2D convolutional neural nets (CNN), here we explore the use of the DenseNet architecture with 3D filters and pooling kernels. The performance of the proposed nodule classification was evaluated on publicly available LUNA16 dataset, a subset of lung image database consortium and image database resource initiative dataset (LIDC/IDRI). It achieved a 92.4% classification accuracy. The proposed method provides an independent module with encouraging prediction accuracy that can be easily incorporated with a lung cancer computer-aided diagnosis system.

1. Introduction

As one of the deadliest tumors, lung cancer causes the deaths of roughly daily 422 people around the world [1]. Early recognition of potentially cancerous pulmonary nodules is an important strategy in reducing the mortality rate for patients [2]. Compared with other cancers, the biological characteristics of lung cancer are very complex with no obvious symptoms in the early stage. A lot of patients diagnosed with lung cancer are already at an advanced stage, which is associated with a high mortality rate. Low-dose high resolution lung CT screening provides a common, noninvasive imaging modality for early diagnosis of cancerous lung tumors. However, precisely analyzing the pathological organization of pulmonary nodules from CT scans is not straightforward. Currently, radiologists are assessing CT scans to distinguish whether potential lung nodules are benign or malignant, which inevitably entails a high workload for radiologists. Inconsistent judgments are also made due to different experiences of those radiologists.

Naturally, a fast and accurate computer-aid diagnosis (CAD) system of automated classification of pulmonary nodules over CT scans is an effective means for timely medical intervention. Generally, nodule classification consists of two steps: nodule feature extraction and classification model. For the past two decades, extensive research has been done on building CAD systems, which help radiologists to identify malignant nodules in CT images. To classify pulmonary nodules, traditional classification models adopted different machine learning algorithm, i.e. support vector machine (SVM) [3], artificial neural network [4], K-nearest classifier [5], random forests [6], and ensemble classifiers [7], with image features such as texture, shape, form, density, small waves, histogram of oriented gradients. Scholars pay more attention to the design of handcrafted features before deep learning. Deep learning algorithm
attempts to learn top-notch features automatically [8]. By simulating the human brain with a layered model, it frees users from troublesome handcrafted feature extraction, and provides a strong classification framework with self-learning and feature extraction capability. Motivated by its superior performance in the tasks of medical image classification [9-11], deep learning, especially the well-known convolutional neural networks (CNN) have been used in lung nodule classification [12]. Abraham et al. [13] used three 2D CNN networks (AlexNet, VGG16 and SilNet) to perform lung nodule classification. Shen et al. [14] adopted a multiscale 2D CNN approach for recognition of potentially cancerous nodules. However, CT scans are 3D images, most existing CNN-based approaches use a 2D model, which can’t capture the spatial information between slices. Further improvements are needed to take full advantage of the 3D spatial information.

In this paper, we examine the problem of predicting the malignancy of lung nodules in CT scans using a 3D model. DenseNet [15], which encourages feature reuse and alleviates the vanishing gradient problem has been extended to 3D. The result shows the proposed model is helpful in classifying nodules in CTs. The remainder of this paper is structured like this: Section 2 introduces the Lung Image Database Consortium and Image Database Resource Initiative (LIDC/IDRI) dataset and explains the 3D DenseNet model. Section 3 contains implementation and corresponding results. And in the end, we give a brief conclusion in Section 4.

2. Method

2.1. LIDC/IDRI Data Set

Initiated and collected by seven academic centers and eight medical imaging companies, LIDC/IDRI [16] is one of the largest lung nodule datasets. It provides big data support for developing, training, and evaluating CAD methods for lung cancer detection and diagnosis. At present, the LIDC/IDRI database includes 244,527 spiral CT images of the chest from 1,018 sets of 1,010 different patients. Each of which includes DICOM images with marked-up annotations of pulmonary nodules from multiple radiologists. Marked lesions belong to one of three categories (nodule larger than 3 mm, nodule less than 3 mm, and non-nodule larger than 3 mm). More specifically, the database contains a total of 7,371 nodules by at least one radiologist, of which 2,669 lesions marked nodule > 3mm. CT scans have matrix size of 512×512 pixels, axial plane resolution ranges from 0.46×0.46 mm to 0.98×0.98mm, and slice thickness varies from 0.5 to 5mm. Nodule diameters in this dataset range from 2.03 mm to 38.12 mm. A preprocessing software [17] was used in this study to preprocess of lung CT images and visualize annotations.

2.2. 3D DenseNet

DenseNet is a kind of CNN with densely feature connection, which ensures maximum information flow between layers in the network. The architecture of DenseNet is different from the conventional CNN that alternatively stack convolutional and pooling layers; it further extended the method proposed by ResNet by connecting each layer in a dense block with their front layers. The network structures are progressively hierarchical. The layers are densely connected together in a dense block. This neural network structure improves information and gradients flow over the network, which can strengthen the feature propagation.

Figure 1 is the flowchart of lung nodule classification module. 3D DenseNet model consists of a convolutional layer, five fully connected dense blocks for connecting the features densely, four transition blocks for compressing channels, a pooling layer and a softmax layer for predicting benign or malignant of nodules. In each dense block, every dense layer receives features learned in all preceding layers through shortcut connection. When there was a direct connection between the lower layer and the higher layer, the gradient would be easier to propagate back from high layers to the low layers. Therefore, the dense block can effectively alleviate the problem caused by the vanishing gradient. Each dense block is a module, which in turn is composed of three convolution blocks. In order to ensure easily superimposing of the feature maps, the sizes of feature maps need to be
consistent in a dense block. Between two dense blocks, a transition layer is set to control the model complexity. Table 1 lists the corresponding network parameters in the 3D DenseNet model. The growth rate of dense blocks is set to \( k = 32 \), and compression rate of transition blocks are set at 0.5.

**Figure 1 Flowchart of nodule classification module**

| Layers            | Parameters | Output          |
|-------------------|------------|-----------------|
| Convolution       | 3x3x3 conv | 48x48x48x64     |
| Dense Block(1)    | \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \& 3 \times 3 \times 3 \text{ conv} \end{bmatrix} \times 3 \) | 48x48x48x160 |
| Transition Layer(1)| \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \end{bmatrix} \times 3 \) | 24x24x24x80   |
| Dense Block(2)    | \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \& 3 \times 3 \times 3 \text{ conv} \end{bmatrix} \times 3 \) | 24x24x24x176  |
| Transition Layer(2)| \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \end{bmatrix} \times 3 \) | 12x12x12x88   |
| Dense Block(3)    | \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \& 3 \times 3 \times 3 \text{ conv} \end{bmatrix} \times 3 \) | 12x12x12x184  |
| Transition Layer(3)| \( \begin{bmatrix} 2 \times 2 \times 2 \text{ pool} \end{bmatrix} \times 3 \) | 6x6x6x96      |
| Dense Block(4)    | \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \& 3 \times 3 \times 3 \text{ conv} \end{bmatrix} \times 3 \) | 6x6x6x188     |
| Transition Layer(4)| \( \begin{bmatrix} 2 \times 2 \times 2 \text{ pool} \end{bmatrix} \times 3 \) | 3x3x3x94      |
| Dense Block(5)    | \( \begin{bmatrix} 1 \times 1 \times 1 \text{ conv} \& 3 \times 3 \times 3 \text{ conv} \end{bmatrix} \times 3 \) | 3x3x3x190     |
| Classification Block | Softmax   | (, 190)       |
|                   |            | (, 2)         |
3. Experimental Result
This dataset used in this study comes from the Grand Challenge on Lung Nodule Analysis 2016 (LUNA16), a subset of the LIDC-IDRI. A total of 888 CT scans in LUNA16 dataset were used in this study. The nodule annotations were based on agreement of at least three out of four radiologists. Therefore, 590 individuals have one or more nodules, and 298 have none. Only some of those nodules were annotated by at least three out of four radiologists. Thus, we used at least three out of four radiologists’ annotation as a gold standard. Nodules less than 3mm in diameter considered independent of the lung cancer screening protocols, they are excluded from the algorithm evaluation. Malignancies of nodules in LIDC are not confirmed with biopsy. For each nodule, its degree of malignancy is visually assessed by a radiologist using a five-grade marking system (Table 2), suggesting an increasing degree of malignancy suspiciousness. The ground truth for training and testing based on LIDC data was derived with different settings, such as the median malignancy scores, average of malignancy scores, and the maximum malignancy scores. In this study, the maximum malignancy scores were used. Nodules having a malignancy score less than three and greater than three were labeled as benign and malignant, respectively. In our experimental setting, nodules with malignancy scores of three were not involved in training and evaluations since they have a vague malignancy status. This procedure resulted in using 793 nodules (437 benign and 356 malignant) for testing and training. A 48×48×48 image volume around the nodule mass center was extracted for each nodule. Trilinear interpolation was applied to normalize the CT volumes to achieve isotropic voxel dimensions. According to nodule contour delineation of the four radiologists, the nodules were segmented from their surroundings. See Figure 2 for an illustration of this procedure. After extraction of nodule patches, we applied those 3D arrays as input to the CNN. We trained the model in 200 epochs, using 80% of data (336 benign and 287 malignant) for training and 20% (101 benign and 69 malignant) for testing. Initial learning rate considered for this work was 0.001.

Figure 2 Lung nodule extraction procedure
Deep learning-based methods thus far are data hungry and need thousands or millions of images to make a plausible classification. Although we have big data on lung CT, most of these scans are normal and do not contain nodules. To avoid a problem like over-fitting, we opted to use 3D augmentation techniques to enlarge training dataset. The data were augmented through operations as random flips, shifts, Gaussian noise, and rotations that are not prone to shape deformation. The original training dataset was augmented to 36 times. The image has center-level 300 HU and window width of 1800 HU. Subsequently, the pixel values are normalized to have zero mean and unit variance. All experiments were conducted on a workstation equipped with a NVIDIA GeForce RTX 1070 graphics card, and 2.60GHz Intel Xeon processors with 16GB RAM memory.

Three performance metrics are measured using three metrics; accuracy, sensitivity and specificity,

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\% \\
\text{Sensitivity} = \frac{TP}{TP + FN} \times 100\% \\
\text{Specificity} = \frac{TN}{TN + FP} \times 100\%
\]

where TP, TN, FP, and FN represent the number of samples that are correctly predicted by the model as the positive class, the number of samples are correctly predicted by the model as the negative class, the number of samples in negative class are predicted by the model as the positive class, and the number of samples in positive class that are predicted by the model as the negative class. We get an accuracy of 92.4%, sensitivity of 87.0%, and specificity of 96.0%. Augmented dataset has a great impact on the accuracy of the results. The model accuracy is 92.4% and 88.2% for training set with and without the augmented data. This proves the importance of data augmentation. The result showed that contour of correctly identified malignant nodules normally have large size and irregular shape, and contour for correctly identified benign ones have regular shape. There are thirteen examples of the nodules incorrectly classified. These nodules demonstrate a high heterogeneity in the appearances.

4. Conclusions
In this study, we exploit the advantages of densely concatenated convolution to propose a 3D DenseNet architecture which tackles the challenging problem of computerized classification of lung nodules. The DenseNet is constructed to improve the information and gradients propagation throughout the network. The model is trained with LUNA16 dataset. In general, the model proposed has achieved a good classification performance on the malignancy suspiciousness of a lung nodule.

While the results are encouraging, more work remains to be done. First, one limitation of current study is lack of data. Although LIDC dataset is one of the largest datasets available, but identified nodules are still fairly small. Therefore, we can consider using a larger data set in our future work. Second, our approach is based on nodule contour delineation from radiologists, we plan to incorporate a scheme that can automatically detect the nodule candidates and segment them. Third, the accuracy of malignacies grade in LUNA16 in is unclear, because those grades are not confirmed with biopsy. A new dataset with biopsy is urgently needed. Fourth, there are great differences in shapes, sizes, internal characteristics of nodule, ensemble learning of multiple 3D CNN can be utilized to increase the overall performance.

| Malignancy Level | 1  | 2  | 3  | 4  | 5  | Total number |
|------------------|----|----|----|----|----|--------------|
| Number           | 152| 285| 393| 191| 165| 1186         |
| Percentage       | 12.8%| 24%| 33.13%| 16.1%| 13.9%| 100%         |

Table 2. Grade of benign and malignant lung nodules
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