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Stencil codes (a.k.a. nearest-neighbor computations) are widely used in image processing, machine learning, and scientific applications. Stencil codes incur nearest-neighbor data exchange because the value of each point in the structured grid is calculated as a function of its value and the values of a subset of its nearest-neighbor points. When running on Graphics Processing Unit (GPUs), stencil codes exhibit a high degree of data sharing between nearest-neighbor threads. Sharing is typically implemented through shared memories, shuffle instructions, and on-chip caches and often incurs performance overheads due to the redundancy in memory accesses.

In this article, we propose Neighbor Data (NeDa), a direct nearest-neighbor data sharing mechanism that uses two registers embedded in each streaming processor (SP) that can be accessed by nearest-neighbor SP cores. The registers are compiler-allocated and serve as a data exchange mechanism to eliminate nearest-neighbor shared accesses. NeDa is embedded carefully with local wires between SP cores so as to minimize the impact on density. We place and route NeDa in an open-source GPU and show a small area overhead of 1.3%. The cycle-accurate simulation indicates an average performance improvement of 21.8% and power reduction of up to 18.3% for stencil codes in General-Purpose Graphics Processing Unit (GPGPU) standard benchmark suites. We show that NeDa’s performance is within 13.2% of an ideal GPU with no overhead for nearest-neighbor data exchange.
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1 INTRODUCTION

Stencil codes are widely used in many important classes of data-parallel computing including applications ranging from image processing to machine learning and scientific computing [23, 44]. Stencil image processing filters eliminate the noise of the images [13], enhance images (e.g., to modify the image contrast) [16, 49], or compress them [51]. In machine learning, feature extraction (e.g., edge detection [17]) and convolutional neural networks exhibit nearest-neighbor data sharing like stencil codes [4]. Scientific computing uses stencil codes to solve partial differential equations [77] (e.g., computational physics and weather forecast [50]). As such, stencil codes and nearest-neighbor data sharing are often key targets for performance optimization in parallel computing [5, 36].

Like most data-parallel applications, stencil codes are typically run on Graphics Processing Units (GPUs) because of the latter’s high computational density and silicon efficiency. Unfortunately, the performance of stencil codes running on GPUs is fundamentally limited by inherent nearest-neighbor data sharing; stencil codes exhibit a nearest-neighbour communication pattern, in which an output value is calculated based on its neighboring values in a structured grid [9, 64]. When running on GPUs, stencil codes exhibit a high degree of data sharing between nearest-neighbor threads [64].

To facilitate nearest-neighbor data sharing in a streaming multiprocessor, GPU programmers implement communication through a number of built-in mechanisms including the texture cache, the L1 data cache, the shared memory, and the shuffle instructions. Texture caches provide a good hit rate for nearest-neighbor data access patterns but incur a high access latency [38], limiting their effectiveness in providing fast nearest-neighbor data sharing. In contrast, L1 data caches are faster in zero-load scenarios [21, 26], but exhibit a lower hit rate for stencil codes. Shared memory backed with shuffle instructions are faster, and facilitates inter-thread data sharing but is limited to a thread block. On the other hand, the access latency of on-chip memories is significantly increased for memory-intensive stencil codes [37, 41, 76]. As a result, the thread-level parallelism cannot effectively hide these long memory access latencies.

In this article, we make the observation that carefully embedding two registers in each Streaming Processor (SP) that can be accessed by nearest-neighbor SP cores paves the way for a fast data sharing mechanism. The added registers can be interconnected through narrow local links placed around an SP’s microarchitectural structures, thereby minimizing the impact on design density. We propose a new data sharing mechanism, called Neighbor Data (NeDa), between the nearest-neighbor SP cores inside a streaming multiprocessor. NeDa is a shared register storing the data value to be processed by a thread currently running on the SP and uses a modified thread scheduler to enable threads that share data to run together and be synchronized. We define a new compiler primitive in Compute Unified Device Architecture (CUDA) that transfers data values between nearest-neighbor SP cores. We place and route NeDa in an open source GPU and show an area overhead of 1.3%. Furthermore, our cycle-accurate simulations show an average performance improvement of 21.8% and power reduction of up to 18.3% over standard implementation of stencil codes. We show that NeDa’s performance is within 13.2% of an ideal GPU with zero overhead for data exchange between nearest-neighbor SP cores.
This article makes the following contributions:

— We show the suboptimality of current GPU hardware and software mechanisms to provide fast data exchange between nearest-neighbor SP cores.

— We propose NeDa, a hardware-software co-designed mechanism to provide fast and power-efficient data exchange between nearest-neighbor SP cores in GPUs, accelerating stencil codes.

— We place and route NeDa in an open source GPU and show an impact of 1.3% on GPU die area.

— We show that NeDa enhances the performance of standard stencil codes by an average of 21.8%, while reducing GPU power consumption by up to 18.3%. Moreover, NeDa’s performance is within 13.2% of an ideal GPU architecture with zero overhead for data exchange between SP cores.

2 BACKGROUND

Stencil codes are common in many important classes of data-parallel applications such as image processing, machine learning, and scientific pipelines, widely employed for removal of noise from images, feature extraction, and solving partial differential equations [16, 77]. In stencil codes, the value of each point in a structured grid is updated as a function of the values of a subset of its nearest neighbors [22, 40]. Figure 1 presents an instance of 2D stencil code called jacobi. The code jacobi uses an input window that is convolved over an input structured grid and produces a weighted sum of a subset of the input window data values. The figure also shows the movement path of the input window. A stencil operator computes an output data value from five nearest-neighbor data values of the input window, with neighboring output data values sharing parts of their input windows.

In the GPU’s single-instruction multiple-threads (SIMT) programming model, different output data values are mapped to threads running in different SP cores. SP cores are grouped in streaming multiprocessors. The SIMT threads are grouped in warps, and warps are grouped in thread blocks. In a warp, all of the threads run in a SIMD fashion, and all of the warps in a thread block are allocated to a single streaming multiprocessor. GPU kernels are composed of several thread blocks that are distributed across the streaming multiprocessors in a GPU. Hence, stencil codes can share

Fig. 1. A conceptual view of 2D stencil code, called jacobi, which shows input structured grid, input window, output structured grid, and the path of the input window movement.
input both within and across streaming multiprocessors. In general, the shared data within a thread block can be re-read through shared memory (see blue lines in Figure 2), while the shared data across thread blocks need to be re-read from global memory in GPUs [42, 58] (see red lines in Figure 2).

GPUs schedule threads at two levels. The warp scheduler picks warps to execute within a streaming multiprocessor while the thread block scheduler picks thread blocks to distribute them across streaming multiprocessors [1, 56]. Both GPU schedulers play an important role in facilitating data sharing between stencil threads. It is desirable that neighboring stencil threads run as close together as possible, both in space (i.e., in the same streaming multiprocessors) and in time (i.e., neighboring thread blocks executing at the same time in different streaming multiprocessors).

Conventional GPUs offer support for data communication between threads through several on-chip memory structures such as the L1 data cache, texture cache, and shared memory. Hence, all of the communication among threads that share input data values occur through these memory structures. Figure 2 depicts the hierarchical organization of streaming multiprocessors, SP cores, and the on-chip memories in a GPU architecture. In this architecture, streaming multiprocessors are arranged around a shared L2 cache. Inside each streaming multiprocessor, there are SP cores all sharing the streaming multiprocessor on-chip memories and warp schedulers. Note that there is no direct link between SP cores [47].

3 MOTIVATION

Stencil codes is a major performance bottleneck in image processing, machine learning, and scientific applications, dominating total execution time. To illustrate this point, we profiled a set of common stencil codes in image processing, machine learning, and scientific applications on a Maxwell GTX 980 [47] GPU using Nvidia Profiler (NVPROF) [48] profiler. For more information about the benchmarks we used, please refer to Section 5. The results illustrated in Figure 3 show that stencil codes take, on average, more than 94% of the total execution time of common image processing, machine learning, and scientific applications. Thus, it is crucial to improve the stencil codes performance to improve the overall performance of these applications.

One of the significant bottlenecks of stencil codes running on GPUs is the inefficient sharing of input data between nearest-neighbor threads. To show how prevalent such accesses are in typical stencil codes, we simulate the execution of several stencil codes in General-Purpose Graphics

Fig. 2. The overview of a GPU architecture and the major components inside each streaming multiprocessor.
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Fig. 3. Stencil codes execution time normalized to the total application execution time.

Fig. 4. Nearest-neighbor data values accesses normalized to the total memory accesses in standard stencil codes.

Processing Unit (GPGPU)-Sim V3.2.2 [2] and present the fraction of the memory accesses that are shared between nearest neighbors in Figure 4. We identify a memory access as being made to a nearest neighbor whenever a thread accesses data that was previously accessed by another thread that is processing an adjacent output data. For more information about the benchmarks we used, please refer to Section 5. We observe that all of the applications exhibit a high degree of nearest-neighbor data sharing, resulting in an average of 62% of memory accesses being made to nearest-neighbor data values.

To facilitate the nearest-neighbor data sharing among threads in a streaming multiprocessor, GPU architectures offer a number of solutions, including the L1 data cache, texture cache, shared memory, and shuffle instructions. L1 data cache accelerates the nearest-neighbor data sharing among the threads in the streaming multiprocessor. However, as the stencil codes usually have 2D locality, the data values of nearest-neighbor threads usually reside in different cache blocks, reducing the hit rate. Texture cache is widely employed to implement stencil codes like image processing filters and graphics applications [9, 18]. However, the access latency of the texture cache [38] greatly reduces its effectiveness to provide fast nearest-neighbor data exchange in stencil applications. Shared memory in each streaming multiprocessor, which provides data sharing among...
threads inside a thread block, can be used for implementing stencil codes. Unfortunately, shared memory only enables data sharing inside each thread block. Moreover, using the shared memory for data sharing has its own weaknesses, including stalls due to the bank conflicts, limited capacity, which can limit the thread-level parallelism, synchronization overhead incurred by safe sharing, and high programming complexity. Shuffle instruction shares data among a warp’s threads at a register level and is supported by devices with CUDA compute capability of 3.x or higher. Unfortunately, the demand for inter-warp communication cannot be satisfied using shuffle instructions, and, hence, programmers should exploit both shuffle instructions and on-chip memories to capture intra-/inter-warp data sharing.

To compare the zero-load latency of baseline GPU mechanisms (i.e., the register, shared memory, L1 data cache, texture cache, and shuffle instruction) in providing inter-thread communication, we profiled a set of micro-benchmarks on a Maxwell GTX 980 GPU using NVPROF profiler. These kernels differ in their mechanism to get their input data (e.g., register, shared memory, L1 data cache, texture cache, and shuffle instruction). Table 1 shows the raw latency of the register, L1 data cache, texture cache, shared memory, and shuffle instruction, for NVIDIA Maxwell GTX980 GPU. Based on the results of our micro-benchmarking experiments, the minimum access latency (i.e., in zero-load scenarios) of L1 data cache and texture cache is around 70 and 84 cycles, respectively, for NVIDIA Maxwell GTX 980 GPU. Prior work also reports similar numbers. We also measure these latencies in high-load scenarios. We observe that L1 data cache and texture cache access latencies can be increased to 629 and 633 cycles, respectively. These results clearly show how the access latency of on-chip memories is significantly increased for memory-intensive applications. As a result, the thread-level parallelism cannot effectively hide these long memory access latencies. The optimizations with shared memory can potentially improve the performance of memory-bound stencil computations, but shared memory effectiveness is limited by the constraints imposed by the limited on-chip memory capacity.

In other words, GPUs are designed to hide memory latencies. But this capability is effective as long as the memory bandwidth is not saturated. In stencil codes, which are typically memory-bandwidth bound, the memory access latency cannot be fully hidden through thread-level parallelism.

To overcome the suboptimality of the inherent GPU data sharing mechanism, programmers have to work hard to make optimal use of hardware and minimize the overhead of data exchange. It is challenging for a programmer to code in optimal mode. Because in addition to mastering software techniques, the programmer must also have sufficient knowledge of hardware architecture. Besides a little mistake can result in suboptimal performance. Thus, programming convenience along with high performance can attract many developers of parallel programs. We believe that mitigating the overhead of data exchange can greatly improve the programming ease.

To measure how far the performance of the standard GPGPU benchmarks is from ideal performance, in providing inter-thread communication in stencil codes, we perform a set of experiments using GPGPU-Sim V3.2.2 comparing the performance of various standard stencil codes, called Standard to the ideal case (Ideal), which provides nearest-neighbor data exchange with zero latency. For more information on the benchmarks used, see Section 5. We use Instruction Per Cycle (IPC) as the performance metric. Figure 5 shows the IPC of different Ideal stencil codes, normalized to the IPC values of the Standard. We make a key observation. The IPC of the Ideal case is

| Register | Shuffle instruction | Shared memory | L1 data cache | Texture cache |
|----------|---------------------|---------------|---------------|---------------|
| 2        | 6                   | 56            | 70            | 84            |

Table 1. Raw Latency (Cycle) of the Register, L1 Data Cache, Texture Cache, Shared Memory, and Shuffle Instruction for NVIDIA Maxwell GTX 980
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around 40% higher than Standard, showing the gap between the ideal case and the standard implementation of the stencil codes. Hence, by developing hardware/software support for fast nearest-neighbor data exchange, a high performance programming model can be released that has been freed from time-consuming and costly optimization, since nearest-neighbor communication can be handled at the local register level.

4 NEAREST-NEIGHBOR DATA SHARING

We now present NeDa, a new data communication mechanism between nearest-neighbor SP cores. NeDa addresses the shortcomings of the inter-SP communication mechanisms described in Section 3. We describe the communication infrastructure in Section 4.1, the architecture and compiler support in Section 4.2, the scheduler support in Section 4.3, and the communication mechanism between nearest-neighbor SP cores across streaming multiprocessors in Section 4.4. We present a running example in Section 4.5.

4.1 Communication Infrastructure Support

Figure 6 illustrates NeDa’s communication infrastructure in a streaming multiprocessor. Figure 6(a) depicts the links between nearest-neighbor SP cores within a streaming multiprocessor. NeDa provides direct horizontal and vertical communication links between the nearest-neighbor SP cores in each streaming multiprocessor. We carefully analyze the area and power overhead of NeDa’s communication infrastructure in Section 6.7. Note that there is no pre-existing interconnection network between SPs. In our baseline (see Figure 2), all inter-SP communication happens through the shuffle instructions, the shared memory, or the memory hierarchy.

4.2 Architecture and Compiler Support

We add two registers to each SP: (1) one of these two registers is to keep the data value required by the nearest neighbor, called Local-Reg; and (2) the other one is a temporary buffer used for moving Local-Reg value of an SP to another neighbor SP, which are not connected directly in the network, called Neighbor-Reg. Local-Reg and Neighbor-Reg are depicted in Figure 6(b). We map Local-Reg and Neighbor-Reg to the R1 and R2 architectural registers. We analyze the overhead of reducing the number of general-purpose architectural registers in Section 6.7. When the destination register
Fig. 6. NeDa microarchitecture: (a) shows the overview of NeDa communication infrastructure inside a streaming multiprocessor, and (b) shows the architectural support for the read-neighbor instruction.

is R1, the operand collector proceeds to write this data to the SPs’ Local-Reg using the existing link between operand collectors and SP cores.

In the baseline GPU architecture, stencil codes threads fetch nearest-neighbor data values from the memory hierarchy and then access them through the register file. In the NeDa architecture, nearest-neighbor data values are accessed through the Local-Reg registers instead. To read the Local-Reg from nearest-neighbor SP cores, we introduce a new instruction, called read-neighbor, shown in Figure 7. In the figure, the $x_{distance}$ and $y_{distance}$ parameters represent the coordinate difference between the source SP and the destination SP in X and Y dimensions, respectively. For example, $x_{distance} = +1$, $y_{distance} = 0$ and $x_{distance} = -1$, $y_{distance} = -1$ show right and left-down
move.direction destination-reg, source-reg;

1. The new PTX instruction used to set the destination Neighbor-Reg register with the value of the source Local-Reg or Neighbor-Reg register.
2. .direction = {up, down, left, right};
3. destination-reg = {R2};
4. source-reg = {R1, R2};

Fig. 8. Move instruction syntax as a new PTX instruction.

Fig. 9. Examples of read-neighbor instruction along with the corresponding register transfers using move instruction: (a) register transfer from up nearest-neighbor SP, (b) register transfer from left nearest-neighbor SP, and (c) register transfer from down-right nearest-neighbor SP.

nearest neighbors, respectively. The memory address parameter is used for accessing the memory when the specified neighbor does not exist. An SP may default to accessing the memory if it does not have the nearest neighbor, specified by the coordinate difference arguments.

To compile read-neighbor instruction, we introduce a new move instruction at Parallel Thread Execution (PTX) level, shown in Figure 8. In the figure, the destination-reg operand is the destination Neighbor-Reg register. The source-reg operand can be either Neighbor-Reg or Local-Reg registers of the nearest-neighbor SP. The direction attribute (i.e., up, down, right, and left) specifies which nearest-neighbor SP should be accessed.

Figure 6(b) shows the architectural support for the move instruction. We use a 4-to-1 multiplexer to select the correct nearest-neighbor register and a 2-to-1 multiplexer to select between Local-Reg or Neighbor-Reg registers (i.e., R1 or R2).

The read-neighbor instruction is translated to one or a sequence of move instructions depending on $x_{distance}$ and $y_{distance}$ values. Figure 9 shows some examples of read-neighbor instruction translation. Figure 9(a) shows an example of read-neighbor instruction with $x_{distance} = 0$, $y_{distance} = +1$ arguments, i.e., each SP needs to transfer the value of its up nearest-neighbor Local-Reg (i.e., R1) to its own Neighbor-Reg register (i.e., R2). This register transfer is performed with a single move.down instruction from R1 register in up nearest-neighbor SP to R2 in the des-
tination SP. Figure 9(b) shows another example of read-neighbor instruction with $x_{\text{distance}} = -1, y_{\text{distance}} = 0$ arguments, i.e., each SP needs to transfer the value of its left nearest-neighbor Local-Reg register (i.e., R1) to its own Neighbor-Reg register (i.e., R2). This register transfer is performed with a single move.right instruction from R1 register in left nearest-neighbor SP to R2 register in the destination SP.

Figure 9(c) shows another example of read-neighbor instruction with $x_{\text{distance}} = +1, y_{\text{distance}} = -1$ arguments, i.e., each SP wants to transfer the value of its down-right nearest-neighbor Local-Reg register (i.e., R1) to its own Neighbor-Reg register (i.e., R2). This register transfer is performed with two move instructions: (1) a move.left instruction from R1 register in down-right nearest-neighbor SP to R2 register in down nearest-neighbor SP, and (2) a move.up instruction from R2 register in down nearest-neighbor SP to R2 register in the destination SP.

In NeDa, we handle all the details of the interconnection network at the software-level. All the operations in this network are managed by PTX move instructions. All the SIMD threads in a batch fill their local registers in lock-step. Then, each SP core reads a local register data of a neighboring SP by executing a move instruction in the same direction (e.g., all threads in the batch read their left neighbor at the same time by executing move.right R2, R1 in lock-step). Then, each SP core consumes the read data as an input data value for the stencil function. This mechanism ensures the timeliness of the data. Moreover, there is no conflict since at the moment only one move instruction with the same attribute (e.g., left, right, up, and down) is running in a batch; hence, it does not occur that an SP core reads data in multiple directions.

### 4.3 Scheduler Support

NeDa adds a novel scheduling policy to the GPU in order to provide fast communication and implicit synchronization between the on-chip SP cores, which are allocated to nearest-neighbor threads (i.e., threads in charge of processing the nearest-neighbor data values). We modify both the thread block and warp schedulers to force nearest-neighbor threads to run on nearest-neighbor SP cores. Figure 10(a) shows an example configuration of 4-warp-size thread blocks and their mapping to a streaming multiprocessor. Figure 10(b) illustrates NeDa’s scheduling policy for both thread blocks and warps, and their distribution within and across streaming multiprocessors. While the baseline scheduler assigns consecutive blocks to consecutive streaming multiprocessors, we assign two consecutive blocks to the same streaming multiprocessor (e.g., we assign block#1 and block#2 to streaming multiprocessor#1, and block#3 and block#4 to streaming multiprocessor#2). This thread block assignment effectively exploits data sharing between nearest-neighbor warps of consecutive blocks.

We also modify thread-to-SP allocation, mapping logical nearest-neighbor threads to nearest-neighbor SP cores. For applications with regular parallelism, programmers can identify which pieces of data are assigned to each warp. The data index is determined based on the thread index. High data sharing occurs between neighbor indices. Warps with high data sharing should be scheduled together. To make sure that this happens, we modify the warp scheduler to ensure the warps operating on nearest-neighbor data values are scheduled for executing together. To this end, four nearest-neighbor warps are grouped into a batch (called local batch). For example, as shown in Figure 10(c), for 4-warp-size blocks configuration, warp numbers 1, 2, 5, and 6, and warp numbers 3, 4, 7, and 8 form two different batches. The compiler can determine which warps belong to a batch using the information about the program threads (e.g., thread index) and the hardware platform (how the SP cores are placed in a physical design). In general, compilers benefit from

---

1Four nearest-neighbor warps are grouped into a batch of threads, as a larger warp. For more information, please see Section 4.3.
Fig. 10. NeDa scheduler support: (a) shows an example of the block configuration, (b) shows block distribution among streaming multiprocessors, and (c) shows nearest-neighbor warp (i.e., batch) scheduling inside a streaming multiprocessor.

Some basic hardware information that becomes updated once per GPU generation. However, the required hardware information for the compiler support in NeDa is small; we provide the compiler with the hardware information to figure out the communication infrastructure, once, and determine the batches. Batches are scheduled in a round-robin fashion. When a single warp in a batch stalls, the entire batch is descheduled and another active batch (i.e., a batch with four active warps) is scheduled for the execution.

Applications that NeDa targets usually have regular parallelism, and, hence, batch scheduling is effective for them. Several pieces of prior work also show that applications with regular parallelism can benefit from larger warp sizes [32, 43, 55]. This is because the warps in the batch (1) have similar behavior, and they stall almost at the same time; and (2) they exploit potentially existing memory access localities among neighbor threads and coalesce them to fewer off-core requests. Our experimental results show that using batch scheduling (without applying NeDa mechanism) can improve overall GPU performance by up to 5% for stencil applications, compared to the baseline two-level round-robin warp scheduling.\footnote{A well-known and simple baseline scheduler in scientific research.} For the applications that usually experience irregular parallelism, such as graph applications, batch scheduling can impose some performance overhead. Our experimental results show up to 12% (4%, on average) performance overhead for the evaluated
workloads from Polybench [19], Rodinia [6], Parboil [62], Shoc [10], and NVIDIA CUDA Software Development Kit (SDK) [45] benchmark suites (Figure 11). To deal with this issue, we devise a reconfigurable scheduler that can switch between batch scheduling and normal two-level round-robin scheduling when the kernel is launching. Determining the scheduler type depends on the type of the kernel (i.e., if it is a stencil kernel, it uses the batch scheduler). The programmer uses a special instruction (i.e., read-neighbor in CUDA programming model or move.down, move.up, move.left, and move.right in PTX) in the stencil code. By compiling the program statically, the compiler figures out the keyword, detects the kernel type, and sets the scheduling policy for the kernel.

We evaluate the hardware cost of our new scheduler. We synthesize the hardware description language (HDL) model of the modified scheduler using Synopsys Design Compiler for 45nm technology node. We observe that our new scheduler consumes 0.1% and 0.2% more area and power consumption compared to the baseline two-level round-robin warp scheduler. To estimate the hardware overhead of the GPU architecture with batch scheduler and two-level round-robin scheduler, we implement it in the MIAOW [3] open-source GPU, and place and route the design on an Field Programmable Gate Arrays (FPGA). We observe that the GPU architecture with both scheduling policies impose negligible area and power overhead (less than 0.05%) over the baseline GPU architecture.

4.4 Nearest-Neighbor Streaming Multiprocessor Data Sharing Support

An SP may default to reading a nearest-neighbor data value from on-chip caches if it is located at a streaming multiprocessor’s borders (i.e., some of its required nearest neighbors does not exist in the same streaming multiprocessor). We minimize on-chip caches accesses by adding local wires between nearest-neighbor border SP cores of different streaming multiprocessors. In this way, a border SP can read a data value from the corresponding nearest-neighbor SP, defined by \( x_{\text{distance}} \) and \( y_{\text{distance}} \) parameters in the read-neighbor instruction, even if the required data value resides in the neighbor streaming multiprocessor. We connect the border SP cores of nearest-neighbor streaming multiprocessors. We refer to this mechanism as NeDa+. Figure 12 demonstrates NeDa+ communication infrastructure embedded in a GPU architecture, indicating exactly how border SP cores of two nearest-neighbor streaming multiprocessors communicate with each other via NeDa+ communication wires (i.e., blue links). Note that we still need to access on-chip caches to read nearest-neighbor data values for some of border SP cores, when the required neighbor does not exist.

To improve the effectiveness of NeDa+, local batches with more data sharing should run together in nearest-neighbor streaming multiprocessors. To this end, we coordinate the batch schedulers
in nearest-neighbor streaming multiprocessors to ensure that the local batches operating on the nearest-neighbor data values are scheduled for executing together on the GPU. We define a new batch, called global batch, as a group of multiple local batches. Global batches are scheduled in a round-robin fashion. When a warp in a global batch stalls, the corresponding global batch is descheduled and another active global batch (i.e., all local batches are active in a global batch) is scheduled for the execution. When there is no active global batch (i.e., all global batches are stalled), we select an inactive global batch randomly to sacrifice it and schedule the local batches inside this global batch. The schedulers in nearest-neighbor streaming multiprocessors start scheduling these active local batches. Then, two scenarios can happen: (1) At some point during scheduling local batches, a global batch from the remaining inactive global batches becomes active. In this situation, we switch the scheduling to the global batch scheduling. (2) All local batches are stalled and still; there is no active global batch. In this case, we select another global batch randomly and continue local batch scheduling from the local batches of this new selected global batch. When nearest-neighbor streaming multiprocessors are running local batches, we disable local wires between streaming multiprocessors to reduce their leakage power consumption. When a global batch becomes active again, nearest-neighbor streaming multiprocessors will run global batch. Note that our mechanism has created two levels of batched threads (i.e., local and global batches) for coordinating within and across the streaming multiprocessor cores. When a global batch is issued, the coordination between the allocated streaming multiprocessors to that batch is guaranteed by relying on the lock-step execution in the batch.

4.5 A Running Example

We use NeDa to implement a simple example of 2D stencil codes. Note that it is just a running example of NeDa for better understanding. Algorithm 1 and Algorithm 2 show the pseudo codes
for implementing a sample jacobi-kernel using Standard and NeDa, respectively. The jacobi-kernel utilizes the center data value and the data values of its up, down, right, and left nearest neighbors to produce a weighted sum of them as the output for the corresponding center data value. In the Standard code, each thread (1) loads all of the required data values in the nearest-neighbor window one after another, and (2) realizes a stencil code operation on them to generate the output (lines 5, 6, and 7). In the NeDa code, each thread (1) loads its Local-Reg register, and (2) performs read-neighbor instruction to read Local-Reg register value of the nearest-neighbor SP cores (lines 6, 7, 8, and 9), instead of doing repetitive memory accesses to obtain data values.

**Algorithm 1:** jacobi-kernel: Standard

```plaintext
1: int j = blockIdx.x * blockDim.x + threadIdx.x;
2: int i = blockIdx.y * blockDim.y + threadIdx.y;
3: // Each thread reads its corresponding data value, and the required nearest-neighbor data values from memory.
5: B[i + 0][j + 0] = C * (A[i + 0][j + 0] + A[i + 0][j - 1] + A[i + 0][j + 1] + A[i - 1][j + 0] + A[i + 1][j + 0]);
```

**Algorithm 2:** jacobi-kernel: NeDa

```plaintext
1: int j = blockIdx.x * blockDim.x + threadIdx.x;
2: int i = blockIdx.y * blockDim.y + threadIdx.y;
3: // Each thread reads its corresponding data value from memory, and saves it in the corresponding Local-Reg register. Then each thread reads its required data values from nearest-neighbor SP’s Local-Reg registers using read-neighbor instruction.
5: B[i + 0][j + 0] = c * (A[i + 0][j + 0] +
6: read_neighbor(-1, 0, A[i + 0][j - 1]) +
7: read_neighbor(+1, 0, A[i + 0][j + 1]) +
8: read_neighbor(0, -1, A[i - 1][j + 0]) +
9: read_neighbor(0, +1, A[i + 1][j + 0]));
```

## 5 METHODOLOGY

### 5.1 Simulation
We evaluate NeDa using GPGPU-Sim V3.2.2 [2] and GPUWattch [34], modeling a Maxwell-like GPU configuration [47]. Table 2 shows the details of our simulation parameters. We modify different parts of GPGPU-Sim (e.g., the front-end, the compiler tool, the decode stage, and the execution units) to provide the architectural support of NeDa (see Section 4.2 for more details).

### 5.2 Benchmark
To compare against prior GPU work on stencil codes, we evaluate NeDa against the last implementations of the standard stencil codes from Polybench [19], Rodinia [6], Parboil [62], Shoc [10], and NVIDIA CUDA SDK [45] benchmark suites as shown in Table 3.
Table 2. Simulation Configuration

| Parameter                                      | Value                                                      |
|------------------------------------------------|------------------------------------------------------------|
| Number of streaming multiprocessors           | 16                                                         |
| Core clock                                    | 1216 MHz                                                  |
| Scheduler                                     | Two-level round-robin                                      |
| Number of scheduler                           | 4 per streaming multiprocessor                             |
| Number of warps                               | 64 per streaming multiprocessor                            |
| Register file size                            | 256KB per streaming multiprocessor                        |
| Shared memory size                            | 96KB per streaming multiprocessor                         |
| Unified L1 data/texture cache                 | 4-way, 48KB, 128B line                                     |
| Number of Texture unit                        | 8 per streaming multiprocessor                             |
| L1 instruction cache                           | 4-way, 2KB, 128B line                                      |
| LLC                                           | 8-way, 2MB, 128B line                                      |
| Memory Model                                  | 6 GDDR5 MCs, FR-FCFS, 924 MHz                              |
| GDDR5 Timing (in nanoseconds)                 | \( t_{CL} = 12, t_{RP} = 12, t_{RC} = 40, \) \( t_{RAS} = 28, t_{RCD} = 12, t_{RRD} = 6 \) |

Table 3. Stencil Codes Benchmark Suite Description

| Benchmark       | Source          | Domain                   |
|-----------------|-----------------|--------------------------|
| ftdt-2D         | Polybench [19]  | Scientific computation   |
| jacobi-1D       | Polybench [19]  | Scientific computation   |
| jacobi-2D       | Polybench [19]  | Scientific computation   |
| hotspot         | Rodinia [6]     | Scientific computation   |
| hotspot-3D      | Rodinia [6]     | Scientific computation   |
| stencil         | Parboil [62]    | Scientific computation   |
| stencil-2D      | Shoc [10]       | Scientific computation   |
| convolution-2D  | Polybench [19]  | Machine learning         |
| convolution-3D  | Polybench [19]  | Machine learning         |
| srad-v1         | Rodinia [6]     | Image processing         |
| srad-v2         | Rodinia [6]     | Image processing         |
| bilateral       | NVIDIA CUDA SDK | Image processing         |
| image denoising | NVIDIA CUDA SDK | Image processing         |
| sobel           | NVIDIA CUDA SDK | Image processing         |

5.3 Comparison Points

To show the effectiveness of our proposal, we compare the following designs: (1) Standard implementation of the stencil codes using Polybench [19], Rodinia [6], Parboil [62], and NVIDIA CUDA SDK [45] benchmark suites; (2) NeDa (direct nearest-neighbor data exchange among SP cores inside a streaming multiprocessor); (3) NeDa+ (direct nearest-neighbor data exchange among SP cores inside a streaming multiprocessor and from nearest-neighbor streaming multiprocessors); and (4) Ideal case (called Ideal) that provides nearest-neighbor data exchange with no latency overhead.

5.4 Comparison Metrics

We compare different designs in terms of overall GPU IPC and power consumption.
6 EVALUATION

6.1 Performance Analysis

Figure 13 shows the relative performance of NeDa, NeDa+, and Ideal implementations, normalized to Standard. We make five observations. First, NeDa improves GPU performance by 21.8% compared to Standard, on average. Second, NeDa’s performance is within 13.2% of Ideal implementation. Third, NeDa+ improves GPU performance by 38.2% compared to Standard, on average. Fourth, hotspot has low performance improvement using NeDa, NeDa+, and Ideal implementations, as hotspot is a compute-intensive application. Fifth, image-denoising and sobel have high performance improvement using NeDa, NeDa+, and Ideal implementations, as image-denoising and sobel have high (around 90%) nearest-neighbor shared data accesses (i.e., each point needs all of its nearest-neighbor points). Note that we report the performance of the whole applications. Stencil kernels are the most time-consuming kernels in our evaluated applications.

NeDa improvement on performance is mainly due to three reasons: (1) providing direct data exchange through a light-weight and fast communication infrastructure among nearest-neighbor SP cores in a streaming multiprocessor with register access latency; (2) reducing the number of accesses to the register file and memory subsystem leads to contention reduction in the register file and memory subsystem, greatly reducing their access latency (see Section 6.3 for more detail); and (3) reducing different GPU stalls, including memory stalls by 26%, execution stalls by 21%, and data dependence stalls by 17% (see Section 6.4 for more detail).

6.2 Power Analysis

Figure 14 compares total GPU power consumption of NeDa and NeDa+, normalized to Standard. We make three observations. First, NeDa and NeDa+ reduces the GPU power consumption by 9.1% and 13.4%, compared to Standard, on average, respectively. Second, jacobi-2d has low power reduction, while decreasing on-chip cache connection around 27%, as jacobi-2d reduce the contention of L1D cache much more than the power-hungry register file (for more details, see Section 6.3). Note that the register file power consumption is around 4× higher than L1D cache power consumption and accounts for a big portion of the overall GPU power consumption. Third, sobel has high power reduction using NeDa, and NeDa+, as sobel has the most contention reduction for power-hungry register file among other stencil codes.
NeDa improvement on GPU total power consumption is due to reducing the number of accesses to power-hungry register file and memory subsystem; instead, NeDa provides nearest-neighbor data sharing from the local registers in SP cores, which consume lower power consumption. We observe that the dynamic power of the local register is 88% lower than the dynamic power of the register bank. Note that NeDa slightly increases static power consumption due to the added hardware.

6.3 Contention Reduction

6.3.1 On-chip Target Memory. Figure 15 compares total target memory (see Figure 7) accesses of NeDa, and NeDa+, normalized to Standard. We observe that NeDa and NeDa+ reduces the total target memory accesses by 33.4% and 48.3%, compared to Standard, on average, respectively.

6.3.2 Register File. Figure 16 compares total register file accesses of NeDa, and NeDa+, normalized to Standard. We observe that NeDa and NeDa+ reduce the total register file accesses by 14% and 22.4%, compared to Standard, on average, respectively.

6.4 Stall Reduction

Figure 17 compares different GPU stalls of NeDa, and NeDa+, normalized to Standard. We observe that NeDa /NeDa+ reduce different GPU stalls, including data dependence stalls by
Fig. 16. Register file accesses in NeDa and NeDa+ normalized to Standard.

Fig. 17. Different GPU stalls, including (a) dependence stalls, (b) memory stalls, and (c) execution stalls, in NeDa and NeDa+ normalized to Standard.

17%/27% (Figure 17(a)), memory stalls by 26%/39% (Figure 17(b)), and execution stalls by 21%/33% (Figure 17(c)).

6.5 Impact of Batch Size on Performance

There is a tradeoff in identifying global batch size. Larger batch sizes can improve the opportunity of supplying nearest-neighbor pieces of data through neighboring streaming multiprocessors. On the other hand, using larger batch sizes decreases the number of total global batches, and, hence, more likely, we need to switch to scheduling local batches (i.e., NeDa) as there is no active global...
Table 4. Bandwidth Numbers of the Inter-SP Network, SP-L1 Data Cache, and SP-shared Memory Paths on the Maxwell-like GPU Architectures

| Bandwidth number          | Inter-SP network | SP-L1 data cache path | SP-Shared memory path |
|---------------------------|-------------------|-----------------------|-----------------------|
| Theoretical bandwidth     | 2,048             | 256                   | 2,047                 |
| Measured bandwidth        | 512               | 15.7                  | 241                   |

Fig. 18. Total GPU performance while sweeping global batch sizes from 1 to 16, normalized to size 1.

batch. We identify global batch size through performing a sensitivity analysis on global batch size. To this end, we measure the performance of several stencil applications in GPGPU-Sim V3.2.2 [2] while sweeping global batch sizes from 1 to 16. Note that NeDa+ with global batch size 1 works the same as NeDa. We observe that global batch size 4 offers the best performance compared to other global batch sizes. Thus, we use size 4 in NeDa+ experiments.

6.6 Bandwidth Analysis

The theoretical peak bandwidth numbers for the inter-SP network, SP-cache, and SP-shared memory paths are 2,048 B per cycle (there are 128 SP cores per streaming multiprocessor, 4 links per SP core, and 4 B can be transferred through each link per cycle), 256 B per cycle, and 2,047 B per cycle [21] in a Maxwell GTX 980 [47] GPU architecture, respectively (Table 4). To measure the bandwidth utilization for SP-cache, and SP-shared memory paths in stencil codes, we profiled a set of common stencil codes on a Maxwell GTX 980 [47] GPU using a NVPROF [48] profiler. The measured bandwidth numbers for SP-cache and SP-shared memory paths are 15.7 B per cycle and 241 B per cycle in a Maxwell GTX 980 [47] architecture, respectively. The gap between the theoretical peak bandwidth and the measured bandwidth is due to several issues such as memory stalls and bank conflicts. The measured bandwidth for inter-SP network in the stencil codes is 512 B per cycle (there are 128 SP cores per streaming multiprocessor, 1 active link per SP core, and 4 B can be transferred through each link per cycle); this is due to the fact that our network management policy does not allow the simultaneous transfer of data through four links around each SP core. To conclude, NeDa provides higher effective bandwidth in memory-bound stencil codes and, hence, improves the performance of them over the baseline communication mechanism.

6.7 Hardware Overheads

NeDa adds the following resources: (1) a modified warp scheduler (i.e., batch scheduler) per streaming multiprocessor, (2) two 32-bit registers, (3) a 4-to-1 multiplexer, (4) a 2-to-1 multiplexer per SP, and (5) a 32-bit bidirectional link between each two nearest-neighbor SP cores in each streaming multiprocessor (i.e., vertical and horizontal links). In addition, NeDa+ adds a 32-bit bidirectional link between each two nearest-neighbor border SP cores in different streaming multiprocessors, and a coordinator for neighboring batch schedulers, which are in charge of executing a global batch.
To estimate the area overhead of our proposal, we implement NeDa and NeDa+ in the MIAOW [3] open source GPU, and place and route the design on an FPGA. We observe that NeDa and NeDa+ (interconnection network and scheduling mechanism) impose area overhead by 1.3% and 2%, respectively, over the baseline GPU architecture. Note that, NeDa’s interconnection network contributes to 96% of the total area overhead.

We synthesize the HDL model of all added resources for NanGate 45nm open cell library using Synopsys Design Compiler to calculate the power consumption of each added resource. We then import the calculated numbers to GPUWatch [34] to measure the power overhead of our proposal. We observe that our mechanism imposes a negligible power overhead, around 0.5%, when it is not used for nearest-neighbor data sharing. Note that NeDa can reduce GPU power consumption when it is employed for nearest-neighbor data sharing (more detail in Section 6.2).

To analyze the overhead of reducing the number of general-purpose architectural registers, we perform a set of experiments using GPGPU-Sim V3.2.2 [2] comparing the performance of the CUDA-based stencil codes with maximum register count equal to 255 and 253 (i.e., the number of general-purpose architectural registers). We observe that there is no performance penalty when reducing the number of general-purpose architectural registers by two. For more information on the benchmarks used, see Section 5.

7 RELATED WORK
To the best of our knowledge, this is the first work to propose a direct inter-core (i.e., SP core) nearest-neighbor data exchange mechanism in GPUs. We briefly discuss prior work.

Core-to-core communication. In this section, we compare NeDa to other core-to-core communication networks proposed for GPUs and CPUs. Several pieces of related work focus on core-to-core communication between streaming multiprocessors in GPUs, mainly to connect L1 data caches [12, 20, 70]. Ibrahim et al. [20] observed that a significant amount of the misses of the L1 data cache required by one streaming multiprocessor can result in a hit in the L1 data caches of other streaming multiprocessors. They proposed to organize the data movement across streaming multiprocessor cores efficiently, to exploit the remote-core bandwidth. However, NeDa is the first work that proposes a point-to-point communication infrastructure between nearest-neighbor SP cores at the local register level in the GPUs.

Several pieces of related work focus on core-to-core communication in general-purpose architectures [11, 27, 59, 60, 75]. Tilera Tile-Gx72 [11] supports explicit core-to-core communication in hardware using register files. In contrast to the hardware Network-on-Chip (NoC) mechanism in Tilera, which network routers are included in each tile, NeDa communication infrastructure is managed by PTX instructions and is dedicated to nearest-neighbor communications. Moreover, the local registers in NeDa have lower latency and power consumption in contrast to the registers in the large main register file of Tilera architecture. Although there is significant previous work on core-to-core communication for multi-core CPUs [11, 59, 60], nearest-neighbor core-to-core (i.e., SP core) communication has not been investigated in GPU designs. To have an efficient nearest-neighbor data exchange mechanism for GPUs, it is essential to optimize the core-to-core communication techniques by thoroughly considering the GPU context, such as the microarchitecture, SIMD execution model, and thread-level parallelism characteristics.

Inter-thread communication. The CUDA programming model [46] features shuffle instructions that provide register-level data exchange between threads within a warp. The existence of warp-limited shuffle instructions in CUDA [46] shows the necessity for inter-warp register-level communication in GPUs. There are some standards that support message passing in multicore systems, such as Message Passing Interface (MPI) [54]. MPI programming model includes point-to-point message passing, one-sided communications, collective communications, and communicator...
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concepts. NeDa communication model is not as complicated as the MPI, and supports a special case of transfers (i.e., regular read operations from nearest-neighbor SP cores in lock-step) using an interconnection network managed at software-level. As we have already explained in Section 4.2, conflict cannot happen in the NeDa interconnection network; hence, there is no need for an arbitrator.

Additionally, there have been some proposals for hardware message passing and synchronization mechanisms in multicore systems [61, 72]. Voitsechov et al. [68] proposed direct inter-thread communications in Coarse-Grained Reconfigurable Arrays (CGRAs), where intermediate values are communicated directly through the compute fabric. To conclude, they do not introduce an inter data exchange solution for the current GPU architecture. To have an efficient inter-thread nearest-neighbor data exchange mechanism for GPUs, it is essential to optimize data sharing techniques by thoroughly considering the GPU context.

Improving data sharing in GPUs. Works in this section are categorized into two fields. First field aims to increase data re-usage at cache level using various cache management policies (e.g., bypassing [74], buffering [8], and pinning [31]). The Locality Descriptor [65] is primarily designed to convey locality semantics to leverage cache and NUMA locality in GPUs. This mechanism expresses data locality in GPUs, enabling the programmer to better manage GPU memory resources using different techniques such as Cooperative Thread Array (CTA) scheduling, cache management, and memory placement.

Second field uses dedicated memories for safe data sharing in GPUs [67]. Recent research proposed transactional memory [67], which determines the bounds of a critical section using the concept of transaction, decreasing the programming effort required to support explicit synchronization in shared memory. GPU-Local Transnational Memory (LocalTM) [67] proposed a lightweight and efficient transactional memory for GPU shared memory mechanism. NeDa aims to provide a solution for fast data sharing between nearest-neighbor SP cores in GPUs at register level, and this mechanism is not limited to a warp or a thread block. To benefit other forms of sharing (e.g., non-neighbor), each of the above techniques can be used along with NeDa orthogonally. Wang et al. [71] proposed to bring global operations closer to the cores to exploit data sharing in a local manner in GPUs. They adopt software message passing into the GPU for synchronizing between thread blocks by distributing work to the shared memories, particularly for irregular applications. By defining two groups of client and server thread blocks, the client thread blocks send a message to the appropriate server thread blocks whenever they want to access the critical sections. However, the main goal of NeDa is to propose a light-weight communication infrastructure between threads with regular nearest-neighbor access patterns. NeDa does not need a complicated message passing system for synchronization, and supports implicit synchronization between threads in a batch using the proposed batch scheduler. Nearest-neighbor threads in a batch communicate data with each other directly rather than calling server thread blocks.

Locality-aware scheduling. To improve cache locality, in these methods, the threads are categorized into groups, at the level of warps [33, 43] or thread blocks [7, 30, 35], and given a priority. When the execution of one group is stalled, the other category is given priority. This method effectively reduces cache contention and ultimately improves the performance. Two-level round-robin scheduling policy [43] splits all executing warps into fetch groups and prioritizes warps from a single fetch group until they arrive at a stalling point. Then, the next fetch group is chosen. The scheduling policy within a fetch group is round-robin, and switching between fetch groups is done in a round-robin fashion. Their scheduling policy is the closest to ours, but they do not depend on the nearest-neighbor batch forming process and lock-step execution in a batch. In NeDa, the compiler divides the nearest-neighbor warps into batches. The batch scheduler guarantees safe nearest-neighbor data sharing enforcing lock-step execution of threads in a batch. In Ref. [63],
consecutive thread blocks are assigned to the same streaming multiprocessor to effectively use the data locality among them. NeDa inspired this thread block scheduling to enhance nearest-neighbor data sharing between thread blocks.

**Efficient register space utilization in GPUs.** Works in this section aim to share the physical register file space [25, 73]. In Ref. [25], the authors propose a software-hardware mechanism named Register Mutual Exclusion (RegMutex) to share a subset of physical registers between warps during the GPU kernel execution. RegMutex increases register utilization by sharing the physical register space (has nothing to do with nearest-neighbor data sharing), while NeDa reuses the physical register space efficiently, along with its corresponding data for a group of SP cores residing in a neighborhood window. In Ref. [73], the authors propose Coordinated Register Allocation and Thread-level parallelism (CRAT), a compiler-based performance optimization framework. CRAT first enables effective register allocation. Given a register per-thread limit, CRAT allocates the registers by analyzing the lifetime of variables. After that, CRAT employs a prediction model to find the best tradeoff between the single-thread performance and thread-level parallelism. CRAT has nothing to do with nearest-neighbor data sharing in GPUs, which is the focus of NeDa architecture. To conclude, prior work [25, 73], in register space utilization, aims to share the physical register file space (in the main register file), not the data value, in order to have an efficient register file utilization and increase the thread-level parallelism. However, NeDa aims to share the data values in the local registers (i.e., shared registers are distributed between the SP cores).

**Register file caching.** Register file caching, in general, caches registers in a small and fast register file cache in order to prevent from accessing slow and power-hungry register files. Register file caching for GPUs is used in several pieces of related work to reduce register file power consumption [15, 28], and enable high-capacity yet long-latency register files [57]. However, register file caching has nothing to do with nearest-neighbor data exchange in GPUs, which is the focus of NeDa architecture. Register file caching has not been used for nearest-neighbor data sharing before. NeDa is the first work that provides nearest-neighbor data sharing through accessing local registers (which cache the shared data value), and filters a fraction of the main register file accesses similar to register file caching in GPUs.

**Stencil codes acceleration.** Developing high-performance applications for stencil codes have been addressed in similar ways using optimization techniques in various efforts [52, 53]. To the best of our knowledge, there are no microarchitectural optimizations proposed for GPUs to support stencil codes or nearest-neighbor data exchange. Prior GPU work on stencil codes focuses on generating efficient applications to leverage the GPU memory hierarchy. To compare against prior GPU work on stencil codes, we evaluated our architecture against highly optimized implementations of the standard stencil codes from available suites. We believe that NeDa achieves superior performance without introducing complexity, eschewing the need for time-consuming and error-prone optimizations, and simplifying the code greatly (i.e., improving the programming ease) by mitigating the overhead of data exchange. Moreover, prior work on accelerators for stencil codes describes architectures that are incompatible with GPUs [69, 78]. We are first to provide a low-overhead solution that optimizes stencil codes on GPUs.

### 8 CONCLUSION

We propose NeDa, a light-weight data exchange mechanism for GPUs to effectively satisfy the demand of nearest-neighbor data exchange in stencil codes. NeDa improves the GPU performance and power consumption by (1) reducing the number of memory accesses in stencil codes, and (2) allowing threads to directly communicate through a light-weight communication infrastructure among nearest-neighbor SP cores. We place and route NeDa in an open-source GPU and show a small impact of 1.3% on the area. Our experimental results show an average
performance improvement of 21.8%, and up to 18.3% power consumption reduction compared to standard implementation of stencil codes. Moreover, we believe that NeDa greatly improves the programming ease by mitigating the overhead of data exchange.
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