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Abstract

In this paper, we consider a three node relay network comprising a source, a relay, and a destination. The source transmits the message to the destination using hybrid automatic repeat request (HARQ) with incremental redundancy (IR). The relay overhears the transmitted message, amplifies it using a variable gain amplifier, and then forwards the message to the destination. This latter combines both the source and the relay message and tries to decode the information. In case of decoding failure, the destination sends a negative acknowledgement. A new replica of the message containing new parity bits is then transmitted in the subsequent HARQ round. This process continues until successful decoding occurs at the destination or a maximum number $M$ of rounds is reached. We study the performance of HARQ-IR over the considered relay channel from an information theoretic perspective. We derive exact expressions and bounds for the information outage probability, the average number of transmissions, and the average transmission rate. Moreover, we evaluate the delay experienced by Poisson arriving packets over the considered relay network. We also provide analytical expressions for the expected waiting time, the sojourn time, and the energy efficiency. The derived exact expressions are validated by Monte Carlo simulations.
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I. INTRODUCTION

During the last decade, relay networks have attracted a lot of interest due to their numerous benefits. The relaying technique allows extending the coverage zone of wireless networks and offers a higher reliability for communication systems [1]. Relay networks have been vastly investigated in the literature [2] and they have been as well adopted in wireless communication standards [3]. The performance of relay networks can be improved further by the use of the hybrid automatic repeat request (HARQ) technique. HARQ combines both forward error correction and retransmission mechanisms which yields a larger spectral efficiency and ensure a good quality of service even in absence of channel state information at the transmitter.

There are two major HARQ techniques, namely, HARQ with incremental redundancy (IR) and HARQ with Chase combining (CC). HARQ-IR has a larger spectral efficiency relatively to HARQ-CC. However, from an implementation perspective HARQ-IR is more complex and requires more hardware resources [4]. In the literature, the performance of HARQ over relay networks has been investigated from an information theoretic perspective in few papers [4]–[6]. More specifically, the author of [5] analyzed the outage capacity and the throughput of HARQ-IR over a three node relay network. In [5], the channel is assumed to be constant during all HARQ rounds. This assumption simplifies significantly the analysis. However, this assumption is only valid for low mobility scenarios. In [6], a similar assumption is considered. The authors of [6] consider a scenario with multiple relays. At each HARQ round the best relay is selected in a distributed manner. The delay-limited throughput of this communication system is explored in [6]. In [4], the outage capacity of HARQ-IR and HARQ-CC are studied over a three node relay network. In that paper, the channel is assumed to be variable and changes independently from one HARQ round to another. It is worth mentioning that the considered relay networks in [4]–[6] operate in a decode-and-forward mode.

In this paper, we study the performance of HARQ-IR over a three node relay network. As opposed to [4]–[6], we consider in our investigation amplify-and-forward relaying (with variable gain at the relay). It is well known that the analysis of amplify-and-forward relay networks is substantially different relatively to
decode-and-forward relay channels. We assume that the channel varies independently for different HARQ rounds which makes our analysis more general. We derive analytical expressions for the information outage probability of HARQ-IR over an amplify-and-forward relay network. In addition, we provide expressions for the average number of transmissions and the average transmission rate. In order to limit the delay, a maximum number $M$ of HARQ rounds is assumed. Moreover, we analyze the delay performance of HARQ-IR. We provide analytical expressions for the average waiting time for a data packet (the average time elapsed between the first packet transmission and the packet arrival) and the average sojourn time in the buffer (the average waiting time in the buffer for a data packet before the start of its transmission). We study as well the energy efficiency of HARQ-IR over the amplify-and-forward relay channel.

The remainder of this paper is organized as follows. Section II describes the system model. An exact expression and an upper bound for the outage probability are presented in Section III. The average number of transmissions and the average transmission rate are investigated in Section IV and V, respectively. Section VI is devoted to the study of the energy efficiency of HARQ-IR over amplify-and-forward relay channels. The delay analysis of this scheme is carried out in Section VII. Finally, we draw the conclusion in Section VIII.

II. SYSTEM MODEL AND PRELIMINARIES

We consider a three node relay channel comprising a source, a relay, and a destination. The wireless link between any two nodes is modeled as a Rayleigh fading channel. Therefore, the squared envelop of the channel gains associated with the source-destination $\gamma_{SD}$, the source-relay $\gamma_{SR}$, and the relay-destination $\gamma_{RD}$ are independent exponentially distributed stochastic processes with mean values $\bar{\gamma}_{SD}$, $\bar{\gamma}_{SR}$, and $\bar{\gamma}_{RD}$, respectively. We assume that channel realizations between any two nodes are constant during one HARQ round, but change independently in subsequent HARQ rounds. To limit the delay and avoid network congestion, a maximum number $M$ of HARQ rounds is assumed. In each HARQ round, the source transmits the message to the destination and the relay overhears it. Subsequently and in a second step, the relay amplifies and forwards the message to the destination which combines both signals using maximal
ratio combining and then decodes the information. An illustration of the protocol is provided in Fig. 1.

![Illustration of a single HARQ round](image)

**Fig. 1.** Illustration of a single HARQ round: (a) Phase 1: the source transmits the message to the destination and the relay overhears it. (b) Phase 2: the relay amplify and forward the message to the destination. This latter combines the source message with the relayed message and tries to decode the information.

Let us assume that $b$ information bits are transmitted in each data packet. When using HARQ-IR, these $b$ bits are encoded at the source into $M \times L$ symbols, where $L$ is the number of transmitted symbol by the source in every HARQ round (the source and the relay transmit together $2L$ symbols in each HARQ round). The number $m$ of HARQ rounds required to transmit successfully a data packet varies randomly according to the channel conditions. If the channel conditions are good, one HARQ round could be sufficient. Otherwise, $M$ HARQ round might be required to transmit a data packet. The transmission rate used by the source during the first HARQ round can be expressed as $R_1 = \frac{b}{L}$ bits per channel use. Taking into account the relay transmission, we would have a rate of $\frac{R_1}{2}$ for the first HARQ round. If $m$ HARQ rounds are used to transmit one data packet, then the transmission rate is equal to $R_m = \frac{R_1}{2m}$. Each data packet containing $b$ information bits is encoded into $m \times 2L$ symbols. As a result, the robustness of the codeword toward fading depends on $m$. Clearly, the most robust codeword corresponds to the case when $M$ HARQ round are used to transmit a given data packet. However, this last case corresponds also to the lowest spectral efficiency. At the receiver side, the symbols received during all HARQ rounds are combined before decoding.

The capacity in bits/symbols of HARQ-IR after $m$ rounds can be expressed as

$$C_m = \frac{1}{2m} \sum_{l=1}^{m} \log_2(1 + \gamma_l),$$

where $\gamma_l$ represents the received signal at the destination during the $l$th transmission round. The prelog
factor $1/2$ is due to the use of two time slots in each HARQ round (one time slot for the source transmission and one time slot for the relay transmission). In (1), $\gamma_l$ is the sum of the source-destination signal and the source-relay-destination signal, i.e., $\gamma_l = \gamma_{SRD} + \gamma_{SD}$. By using the same approximation adopted in [7]–[9], the equivalent signal to noise ratio (SNR) $\gamma_{SRD}$ of the link source-relay-destination can be approximated by its upper bound $\gamma_{up}$ as

$$\gamma_{SRD} = \frac{\gamma_{SR}\gamma_{RD}}{1 + \gamma_{SR} + \gamma_{RD}} \leq \gamma_{up} = \min(\gamma_{SR}, \gamma_{RD}),$$

where $\min(x, y)$ is the minimum value of $x$ and $y$. This approximation is shown to be very tight and analytically more tractable than the exact value $\gamma_{SRD}$. Since $\gamma_{SR}$ and $\gamma_{RD}$ are independent exponentially distributed, the probability density function (PDF) of $\min(\gamma_{SR}, \gamma_{RD})$ is also exponential with a mean $\bar{\gamma}_{up} = \frac{\gamma_{SR}\gamma_{RD}}{\gamma_{SR}+\gamma_{RD}}$. Thus, $\gamma_l$ is the sum of two independent exponential distributed random variables with means $\bar{\gamma}_{SD}$ and $\bar{\gamma}_{up}$. It follows that the PDF of $\gamma_l$ can be expressed as

$$p_{\gamma_l}(\gamma) = C \left( e^{-\frac{\gamma}{\bar{\gamma}_{up}}} - e^{-\frac{\gamma}{\bar{\gamma}_{SD}}} \right), \quad \gamma \geq 0,$$

where

$$C = \frac{\gamma_{SR}+\gamma_{RD}}{\gamma_{SR}\gamma_{RD} - \gamma_{SD}(\gamma_{SR}+\gamma_{RD})} = \frac{1}{\bar{\gamma}_{up} - \bar{\gamma}_{SD}}.$$

Since channel gains are independent through the different transmission rounds, the random variables $\gamma_l(l = 1, \ldots, M)$ are independent and identically distributed (i.i.d.).

III. Outage Probability Analysis

The system is in outage if the destination fails to decode the packet after $M$ HARQ rounds, or equivalently, if the capacity $C_M$ is less than the rate $R_M$. Thus, an outage happens if the accumulated mutual information after $M$ rounds is less than the rate $R_1$. As a result, the outage probability of HARQ-IR after $M$ rounds can be written as

$$P_{out} = \Pr \left[ \sum_{l=1}^{M} \log_2(1 + \gamma_l) \leq R_1 \right]$$

$$= \Pr \left[ \log_2 \left( \prod_{l=1}^{M} (1 + \gamma_l) \right) \leq R_1 \right].$$
We will provide an exact expression for outage probability in Section A and a tight upper bound in Section B.

A. Exact Expression

In this section, we derive an exact expression for outage probability of HARQ-IR over amplify-and-forward dual-hop relay networks. The outage probability can be written as

\[
P_{out} = \Pr \left[ \log_2 \left( \prod_{l=1}^{M} (1 + \gamma_l) \right) \leq R_1 \right] = \Pr \left[ \prod_{l=1}^{M} Z_l \leq 2^{R_1} \right],
\]

where \( Z_l = 1 + \gamma_l \).

**Theorem 1.** Let \( \xi_M = \prod_{l=1}^{M} Z_l \). The expression of the PDF of \( \xi_M \) can be determined as

\[
p_{\xi_M}(x) = C_M^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} e^{-\frac{k}{\gamma_{up}}} e^{-\frac{M-k}{\gamma_{SD}}} \times \\
H_{0,M}^{M,0} \left[ \frac{x}{\gamma_{up}} \right] \left[ \frac{x}{\gamma_{SD}} \right] \Phi_1, \ldots, \Phi_k, \Psi_1, \ldots, \Psi_{M-k},
\]

where the terms \( \Phi_\ell \) and \( \Psi_p \) are defined as

\[
\Phi_\ell \triangleq (0, 1, \frac{1}{\gamma_{up}}) \text{ for } \ell = 1, \ldots, k
\]

\[
\Psi_p \triangleq (0, 1, \frac{1}{\gamma_{SD}}) \text{ for } p = 1, \ldots, M - k.
\]

The function \( H_{p,q}^{m,n}(\cdot) \) stands for the generalized upper incomplete Fox’s H function defined as [10]

\[
H_{p,q}^{m,n} \left[ \begin{array}{c}
(a_1, \alpha_1, A_1), \ldots, (a_p, \alpha_p, A_p) \\
(b_1, \beta_1, B_1), \ldots, (b_q, \beta_q, B_q)
\end{array} \right] = \frac{1}{j2\pi} \int_C \prod_{i=1}^{m} \Gamma(b_i + \beta_i s, B_i) \times \\
\prod_{i=n+1}^{p} \Gamma(a_i + \alpha_i s, A_i) \times \\
\prod_{i=m+1}^{n} \Gamma(1 - a_i - \alpha_i s, A_i) \times \\
\prod_{i=m+1}^{n} \Gamma(1 - b_i - \beta_i s, B_i) z^{-s} ds,
\]

where \( \Gamma(\cdot, \cdot) \) is the upper incomplete gamma function [11, Eq.(6.5.3)].

**Proof:** See Appendix A-A.

\[\square\]
Theorem 2. The expression of the cumulative distribution function (CDF) of $\xi_M$ can be derived as

$$F_{\xi_M}(x) = C^M \sum_{k=0}^{M} \binom{M}{k} \frac{\bar{\gamma}_{up}}{\bar{\gamma}_{SD}}^k (-\bar{\gamma}_{SD})^{M-k} e^{-\frac{k}{\bar{\gamma}_{up}}} e^{-\frac{M-k}{\bar{\gamma}_{SD}}} x^{M-k} H_{1,1}^{M,1} \left[ \begin{array}{c} 1 \\ \frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}} \end{array} \middle| \begin{array}{c} (1,1,0) \\ \Phi_1', \ldots, \Phi_k', \Psi_1', \ldots, \Psi_{M-k}', (0,1,0) \end{array} \right],$$

where the terms $\Phi_\ell$ and $\Psi_p$ are defined as

$$\Phi_\ell' \triangleq (1,1,\frac{1}{\bar{\gamma}_{up}}) \text{ for } \ell = 1, \ldots, k \quad (12)$$

$$\Psi_p' \triangleq (1,1,\frac{1}{\bar{\gamma}_{SD}}) \text{ for } p = 1, \ldots, M-k \quad (13)$$

Proof: See Appendix A-B.

Finally, the outage probability can be written as

$$P_{out} = F_{\xi_M}(2^{R_1}). \quad (14)$$

B. Upper Bound Expression

In this section, we derive an upper bound expression for outage probability. This upper bound has a simpler expression than the exact outage probability. Actually, the upper bound and the exact expression are expressed in terms of Meijer’s G-function and the the generalized upper incomplete Fox’s H function, respectively. Note that the Meijer’s G-function is readily available in Mathematica, while the generalized upper incomplete Fox’s H function needs to be implemented utilizing the code provided in [10]. Using the following bound derived from the Minkowski inequality

$$\left( \prod_{i=1}^{M} x_i \frac{1}{M} + 1 \right)^M \leq \prod_{i=1}^{M} (x_i + 1) \text{ for } x_i \geq 0, \quad (15)$$

we obtain an upper bound for outage probability which can be expressed as

$$P_{out} \leq P_{out} = \Pr \left[ M \log_2 \left( 1 + \left( \prod_{l=1}^{M} \bar{\gamma}_l \right)^{\frac{1}{M}} \right) \leq R_1 \right]$$

$$= \Pr \left[ \prod_{l=1}^{M} \bar{\gamma}_l \leq \left( 2^{\frac{R_1}{M}} - 1 \right)^M \right].$$

\[ (16) \]
Theorem 3. Let $\zeta_M = \prod_{i=1}^{M} \gamma_i$. The expression of the PDF of $\zeta_M$ can be evaluated as

$$p_{\zeta_M}(x) = C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} G_{0,M}^{M,0}\left[ \frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)}} \right] \begin{bmatrix} 0, \ldots, 0 \end{bmatrix},$$

where $G_{p,q}^{m,n}()$ is the Meijer’s G-function defined as \[^{12}\]

$$G_{p,q}^{m,n}\left[ \begin{array}{c|c} a_1, \ldots, a_p \\ \hline b_1, \ldots, b_q \end{array} \right] = \frac{1}{j2\pi} \int_{c} \prod_{i=1}^{m} \Gamma(b_i + s) \prod_{i=1}^{n} \Gamma(1 - a_i - s) \prod_{i=n+1}^{p} \Gamma(a_i + s) \prod_{i=m+1}^{q} \Gamma(1 - b_i - s) \bar{z}^{-s} ds.$$ \hspace{1cm} (18)

Proof: See Appendix B-A.

Theorem 4. The expression of the CDF of $\zeta_M$ can be determined as

$$F_{\zeta_M}(x) = C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \bar{\gamma}_{up}^{k} \bar{\gamma}_{SD}^{(M-k)} \times G_{1,M+1}^{M,1}\left[ \begin{array}{c|c} \frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)}} \\ \hline 1, \ldots, 1, 0 \end{array} \right].$$

Proof: See Appendix B-B.

Finally, an upper bound for outage probability can be expressed as

$$\bar{P}_{\text{out}} = F_{\zeta_M}(2^{\frac{R_1}{M}} - 1)^{M}).$$ \hspace{1cm} (20)

C. Numerical Results

In this section, the analytical expressions for the outage probability for HARQ-IR over amplify-and-forward dual-hop relay networks are evaluated numerically and validated by Monte Carlo simulations. Both source and relay are assumed to transmit with the same power $P$. The squared envelop of the channel gain associated with the source-destination, the source-relay, and the relay-destination links are exponentially distributed random variables with mean values $\bar{\gamma}_{SD} = 0.1$, $\bar{\gamma}_{SR} = 0.3$, and $\bar{\gamma}_{RD} = 0.5$, respectively.
To show the impact of cooperation on HARQ-IR performance, we plot the outage probability of HARQ-IR with and without relaying for different values of $M$ in Fig. 2. This figure shows that the gain realized thanks to relaying is large. Indeed, relaying achieves a 6 dB gain an outage probability of $2 \times 10^{-2}$ for $M = 4$ and $R_1 = 2 \text{ bps/Hz}$. Additionally, we notice that this gain increases as the number of HARQ rounds $M$ increases. It can also be seen that the outage probability decreases as $M$ increases.

![Fig. 2. System outage probability versus SNR with and without relaying for $R_1 = 2 \text{ bps/Hz}$.](image)

Fig. 3 depicts the outage probability $P_{\text{out}}$ versus SNR for different rate values $R_1$. We set the maximum number of HARQ rounds $M = 2$. It can be seen that the outage probability increases as rate $R_1$ increases. We observe also that the upper bound expression of outage probability is tight, especially at low SNR, and becomes tighter as the rate increases.

**IV. AVERAGE NUMBER OF TRANSMISSIONS**

**A. Analytical Expression**

Let $P_{\text{out}}(m)$ be the probability of a decoding failure at the destination after $m$ HARQ rounds. The average number of transmissions per data packet $\bar{N}$ can be expressed as

$$\bar{N} = 1 + \sum_{m=1}^{M-1} P_{\text{out}}(m).$$

(21)
Using (14), the expression of the average number of transmissions $\bar{N}$ can be written as

$$\bar{N} = 1 + \sum_{m=1}^{M-1} F_{\xi_m}((2^{R_1})^m).$$  \hfill (22)

Utilizing (20), an upper bound expression for the average number of transmissions $\bar{N}$ can be derived as

$$\bar{N}_{up} = 1 + \sum_{m=1}^{M-1} F_{\zeta_m}((2^{\frac{R_1}{m}} - 1)^m).$$  \hfill (23)

B. Numerical Results

As a numerical example, Fig. 4 illustrates the average number of transmissions $\bar{N}$ versus SNR for different rate values and a maximum number of HARQ rounds $M = 3$. This figure shows that the average number of transmissions $\bar{N}$ decreases when the SNR increases. Additionally, for high SNR, just one HARQ round is enough to decode the message correctly at the receiver side. However, for low SNR, the maximum number of HARQ rounds $M = 3$ is used. It can be seen also that given a fixed SNR, $\bar{N}$ increases when rate increases. Hence, when we increase the rate, the message requires more HARQ rounds to be decoded successfully at the destination. Finally, we notice that the upper bound expression for outage probability gives a tight upper bound for the average number of transmissions $\bar{N}$ also.
V. AVERAGE TRANSMISSION RATE

A. Analytical Expression

Let $N$ be the number of packets to be transmitted and $b$ the number of information bits in each packet. In each HARQ round, $L$ symbols are transmitted. We denote by $Q_n$ the number of HARQ rounds required for an error-free transmission of the $n$th data packet. The average transmission rate for $N$ data packets can be written as

$$\bar{R} = \frac{Nb}{2L \sum_{n=1}^{N} Q_n} = \frac{R_1}{2 \sum_{n=1}^{N} Q_n} = \frac{R_1}{2 \bar{N}},$$

where $\bar{N}$ is the average number of transmissions per data packet.

B. Numerical Results

As a numerical example, Fig. 5 depicts the average transmission rate $\bar{R}$ versus SNR for different rate values and a maximum number of HARQ rounds $M = 3$. It can be seen that given a fixed SNR, the average transmission rate $\bar{R}$ increases as we increase $R_1$ and as the SNR increases. For instance, if we set the value of $R_1 = 6$ bps/Hz, the average transmission rate $\bar{R}$ increases from 1 bps/Hz at 6 dB of SNR to 2 bps/Hz at 15 dB of SNR. We recall that $\bar{R} = R_1/2\bar{N}$. At low SNR, we have $\bar{N} = M$ which implies $\bar{R} = R_1/2M$. Similarly, at high SNR, we have $\bar{N} = 1$ which implies $\bar{R} = R_1/2$. Additionally, we
notice that the upper bound expression for outage probability gives a tight lower bound for the average transmission rate $\bar{R}$.

![Graph showing average transmission rate $\bar{R}$ versus SNR for different rate values ($R_1 = 1, 3, 6$ bps/Hz) and $M = 3$.]

In Fig. 5, we evaluate the spectral efficiency $\bar{R}$ versus the maximum number of rounds $M$ for different SNR values and a rate $R_1 = 4$ bps/Hz. This figure shows that the spectral efficiency drops significantly when we increase $M$ from 2 to 4. This decay increases as the SNR decreases. For instance, when we increase $M$ from 2 to 4, the spectral efficiency loss has a value of 0.48 bps/Hz and 0.13 bps/Hz approximately for an SNR of 2 dB and 8 dB, respectively. It is worth recalling here that the outage probability decreases as $M$ increases [see Fig. 2]. Hence, for a constant communication rate $R_1$, as $M$ increases the spectral efficiency drops while the link reliability increases. Thus, there is a tradeoff between reliability and spectral efficiency in this case. For values of $M \geq 6$, the spectral efficiency remains constant even if we increase $M$. Finally, given a fixed $M$, we observe that spectral efficiency increases as SNR increases.

VI. ENERGY EFFICIENCY ANALYSIS

A. Analytical Expression

In this section, we study the energy efficiency of HARQ-IR over amplify-and-forward dual hop relay networks. Let $\eta_{EE}$ denote the energy efficiency. It is defined as the ratio of the throughput and the average
consumed power and is given as [15], [16]

$$\eta_{EE} = \frac{R_1}{\bar{P}} = \frac{R_1}{N \bar{P}} = \frac{2\bar{R}}{P},$$

where \( \bar{P} \) denotes the average consumed power, and \( P \) denotes the consumed power per HARQ round.

**B. Numerical Results**

In Fig. 7, we plot the energy efficiency \( \eta_{EE} \) as a function of the rate \( R_1 \) for different SNR values and \( M = 3 \). This figure shows that the energy efficiency increases as the rate \( R_1 \) increases. Hence, for low data rate, increasing the rate will result in increasing the average number of transmissions \( N \) but with a lower slope than the rate \( R_1 \). For large SNR, the energy efficiency saturates as we increase the rate. For low SNR, the energy efficiency increases as the rate increases. Note that for a rate \( R_1 > 2.5 \) bps the energy efficiency increases linearly with the rate \( R_1 \) if we set \( \text{SNR} = 5 \) dB. We recall that the spectral efficiency increases also when the rate increases (see Fig. 5). So, Both energy efficiency and spectral efficiency increase when the rate increases. Additionally, we notice that energy efficiency drops when SNR increases. This fact can be seen as well from Fig. 8. Finally, we observe that the upper bound expression for outage probability gives a good approximation for the exact energy efficiency.

Fig. 8 depicts the energy efficiency \( \eta_{EE} \) versus SNR for different maximum number of rounds \( M \) and \( R_1 = 1 \) bps/Hz. We notice that the energy efficiency drops when the maximum number of rounds \( M \)
Fig. 7. Energy efficiency $\eta_{EE}$ versus rate $R_1$ for different SNR values (SNR= 5, 10, 15 dB) and $M = 3$.

increases especially at low SNR. Moreover, for $M \geq 5$, increasing $M$ have no impact on the energy efficiency. For a constant communication rate $R_1$, as the SNR increases the energy efficiency drops while the spectral efficiency increases. Hence, there is a tradeoff between energy efficiency and spectral efficiency.

Fig. 8. Energy efficiency $\eta_{EE}$ versus SNR for different maximum number of rounds $M$ ($M= 2, 3, 4, 5$ rounds) and $R_1 = 1$ bps/Hz.
VII. Delay Analysis

A. Analytical Expression

Assuming Poisson arriving packets at the source with rate \( \lambda \), the average waiting time for a data packet, i.e., the time elapsed between the first sequence transmission and the successful decoding of the packet at the destination, can be evaluated using the Pollaczek-Khinchin equation \[17\]

\[
W = \frac{\lambda}{2(1 - \rho)} \frac{E(T_r^2)}{T_F} + \frac{T_F}{2},
\]

(26)

where \( T_F \) is the frame duration, and \( T_r \) is a random variable accounting for the total number of transmissions for a given packet. The parameter \( \rho \) should satisfy the following stability condition

\[
\rho = \lambda \frac{E(T_r)}{T_F} < 1.
\]

(27)

The packet’s sojourn time in the buffer, i.e., the average waiting time in the buffer for a data packet before the start of its transmission, can be expressed as \[17\]

\[
T_{soj} = W + E(T_r) \cdot T_F.
\]

(28)

The expression of the average number of transmissions \( E(T_r) \) is provided by \[21\]. The second-order moment \( E(T_r^2) \) of the total number of transmissions can be expressed as

\[
E(T_r^2) = 1 + \sum_{m=1}^{M-1} (2m + 1) P_{out}(m).
\]

(29)

B. Numerical Results

This section is devoted to the study of the average waiting time \( W \) and sojourn time \( T_{soj} \). The frame length is set to \( T_F = 1 \) s. In Figs. 9 and 11 we set the packet arrival rate to \( \lambda = 0.01 \).

In Fig. 9 we plot the expected waiting time \( W(s) \) versus SNR for different rate values and \( M = 3 \). It can be seen that the expected waiting time \( W(s) \) is a concave function of the SNR. A point \( P^* \) that maximizes the expected waiting time can be obtained. We notice that the point \( P^* \) increases as the rate increases. Additionally, the maximum expected waiting time increases as rate increases. Thus, increasing
the rate does not increase only the spectral efficiency and the energy efficiency, but also the expected waiting time. It can be seen also that the upper bound expression for outage probability gives a tight upper bound for the expected waiting time $W(s)$.

Fig. 9. Expected waiting time $W(s)$ versus SNR for different rate values ($R_1 = 1, 2, 3$ bps/Hz) and $M = 3$.

Fig. 10 depicts the expected waiting time $W(s)$ versus packet arrival rate $\lambda$ for different maximum number of rounds $M$, a rate $R_1 = 1$ bps/Hz, and SNR = 5 dB. We notice that the expected waiting time increases exponentially as the packet arrival rate increases. Additionally, we observe that the expected waiting time increases as the maximum number of rounds $M$ increases. However, this increase becomes smaller as $M$ increases. Actually, for $M \geq 5$, any increase in $M$ does not yield a significant increase in the expected waiting time.

In Fig. 11 we plot the sojourn time $T_{soj}(s)$ versus SNR for different maximum number of rounds $M$ and a rate $R_1 = 1$ bps/Hz. It can be seen that the sojourn time decreases as SNR increases. Additionally, we notice that the sojourn time increases as the maximum number of rounds $M$ increases, especially at low SNR. However, this increase becomes smaller as $M$ increases. In fact, for $M \geq 5$, increasing $M$ have no impact on the sojourn time which conforms with the result found for the expected waiting time. We observe also that, for any value of $M$, the sojourn time $T_{soj} \rightarrow 1.5$ s when the SNR $\geq 19$ dB. Finally, this figure shows also that the upper bound expression for outage probability gives a tight upper bound
Fig. 10. Expected waiting time $W(s)$ versus packet arrival rate $\lambda$ for different maximum number of rounds $M$ ($M = 2, 3, 6$ rounds), $R_1 = 1$ bps/Hz, and SNR = 5 dB.

for the the sojourn time, and this bound becomes tighter as $M$ decreases.

Fig. 11. Sojourn time $T_{soj}(s)$ versus SNR for different maximum number of rounds $M$ ($M = 2, 3, 4$ rounds) and $R_1 = 1$ bps/Hz.

VIII. CONCLUSION

In this paper, we have investigated the performance of HARQ-IR over dual-hop amplify-and-forward relay channels. We consider in our analysis a block fading channel. The fading varies independently from one HARQ round to another and remains constant over a single HARQ round. To limit delay a maximum number $M$ of retransmissions is assumed. We have derived an exact expression as well as an upper
bound expression for the information outage probability. Our analysis reveals that the use of relaying in conjunction with HARQ yields a significant improvement in the link reliability. This latter increases as the maximum number $M$ of HARQ rounds increases. Moreover, we derive expressions for the average number of transmissions and the average transmission rate. The study of the average transmission rate $\bar{R}$ showed that if we use a constant rate $R_1$, as $M$ increases, the spectral efficiency drops while the link reliability increases. Thus, there is a tradeoff between reliability and spectral efficiency in this case.

Additionally, we have studied the energy efficiency of HARQ-IR over the amplify-and-forward dual-hop relay channel. We notice that the energy efficiency increases as the rate increases and as the SNR decreases. We carried out a delay analysis of the HARQ-IR scheme with relaying and evaluated the average waiting time and the sojourn time. We studied the impact of the rate, the packet arrival rate, and the maximum number of transmissions on the expected waiting time. We also explored the effect of the maximum number of transmissions on the sojourn time.

**APPENDIX A**

**PROOFS OF THEOREM [1] AND THEOREM [2]**

In this appendix, the proofs of Theorem 1 and 2 are provided. We use the Mellin transform to derive the PDF and the CDF of the product of shifted sum of exponential random variables.

**A. Proof of Theorem [7]**

Let $\xi_M = \prod_{l=1}^{M} Z_l = \prod_{l=1}^{M} (1 + \gamma_l)$, where $\gamma_l$ is a random variable having as a PDF a weighted sum of exponential [see (3)]. The PDF of $Z_l$ can be expressed as

$$p_{Z_l}(z) = \begin{cases} 
  p_{\gamma_l}(z - 1), & \text{if } z \geq 1 \\
  0, & \text{otherwise}.
\end{cases} \quad (A.1)$$

Using the Mellin transform property from [18], we can express the Mellin transform of $\xi_M$ as

$$\mathcal{M}_s\{p_{\xi_M}(z)\} = \prod_{l=1}^{M} \mathcal{M}_s\{p_{Z_l}(z)\}. \quad (A.2)$$
The Mellin transform of \( Z_l \) can be derived as

\[
\mathcal{M}_s\{p_{Z_l}(z)\} = \int_1^{\infty} z^{s-1} p_{Z_l}(z) dz \\
= \int_1^{\infty} C z^{s-1} \left( \exp\left(-\frac{z-1}{\gamma_{up}}\right) - \exp\left(-\frac{z-1}{\gamma_{SD}}\right) \right) dz. \tag{A.3}
\]

Using the change of variable \( u = \frac{z}{\gamma} \), we obtain

\[
\mathcal{M}_s\{p_{Z_l}(z)\} = C e^{\frac{1}{\gamma_{up}}} \left( \frac{1}{\gamma_{up}} \right)^{-s} \Gamma\left(s, \frac{1}{\gamma_{up}}\right) - C e^{\frac{1}{\gamma_{SD}}} \left( \frac{1}{\gamma_{SD}} \right)^{-s} \Gamma\left(s, \frac{1}{\gamma_{SD}}\right), \tag{A.4}
\]

where \( \Gamma(\cdot, \cdot) \) is the upper incomplete gamma function defined as [19, Eq.(06.06.02.0001.01)]

\[
\Gamma(a, z) = \int_z^{\infty} t^{a-1} e^{-t} dt. \tag{A.5}
\]

Thus, the Mellin transform of \( \xi_M \) can be determined as

\[
\mathcal{M}_s\{p_{\xi_M}(z)\} = C^M \left[ e^{\frac{1}{\gamma_{up}}} \left( \frac{1}{\gamma_{up}} \right)^{-s} \Gamma\left(s, \frac{1}{\gamma_{up}}\right) - C e^{\frac{1}{\gamma_{SD}}} \left( \frac{1}{\gamma_{SD}} \right)^{-s} \Gamma\left(s, \frac{1}{\gamma_{SD}}\right) \right]^{\gamma_M} \\
= C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} e^{\frac{1}{\gamma_{up}}} \left( \frac{1}{\gamma_{up}} \right)^{-ks} \Gamma\left(s, \frac{1}{\gamma_{up}}\right)^{k} \times \\
e^{\frac{M-k}{\gamma_{SD}}} \left( \frac{1}{\gamma_{SD}} \right)^{-s(M-k)} \Gamma\left(s, \frac{1}{\gamma_{SD}}\right)^{M-k}. \tag{A.6}
\]
It follows that the PDF of $\xi_M$ can be found using the inverse Mellin transform as

$$
p_{\xi_M}(z) = \mathcal{M}^{-1}\left[\mathcal{M}\{p_{\xi_M}(z)\}\right]
= \frac{1}{j2\pi} \oint \mathcal{M}\{p_{\xi_M}(z)\}z^{-s}ds
= \frac{1}{j2\pi} C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \frac{k}{\gamma_{up}} \frac{M-k}{\gamma_{SD}} \times
\frac{\int_{\zeta} \left(\Gamma(s, \frac{1}{\gamma_{up}})\right)^k \left(\Gamma(s, \frac{1}{\gamma_{SD}})\right)^{M-k} \left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s} ds}{\left[\left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s}\right]}
= C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \frac{k}{\gamma_{up}} \frac{M-k}{\gamma_{SD}} \times
\frac{H_{0,M}^M}{\left[\left(\frac{x}{\gamma_{up} \gamma_{SD}}\right)^{M-k}\right]} \left[\Phi_1, \ldots, \Phi_k; \Psi_1, \ldots, \Psi_{M-k}\right], \quad (A.7)
$$

where the terms $\Phi_\ell$ and $\Psi_p$ are defined as

$$
\Phi_\ell \triangleq (0, 1, \frac{1}{\gamma_{up}}) \text{ for } \ell = 1, \ldots, k \quad (A.8)
\Psi_p \triangleq (0, 1, \frac{1}{\gamma_{SD}}) \text{ for } p = 1, \ldots, M - k. \quad (A.9)
$$

**B. Proof of Theorem 2**

The CDF $F_{\xi_M}$ of $\xi_M$ can be deduced from its PDF as follows

$$
F_{\xi_M}(x) = \int_0^x p_{\xi_M}(z)dz
= \frac{1}{j2\pi} C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \frac{k}{\gamma_{up}} \frac{M-k}{\gamma_{SD}} \times
\frac{\int_{\zeta} \left(\Gamma(s, \frac{1}{\gamma_{up}})\right)^k \left(\Gamma(s, \frac{1}{\gamma_{SD}})\right)^{M-k} \left[\int_0^x \left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s} dz\right]ds}{\left[\left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s}\right]}
= \frac{1}{j2\pi} C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \frac{k}{\gamma_{up}} \frac{M-k}{\gamma_{SD}} \times
\frac{\int_{\zeta} \left(\Gamma(s, \frac{1}{\gamma_{up}})\right)^k \left(\Gamma(s, \frac{1}{\gamma_{SD}})\right)^{M-k} \left[\int_0^x \left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s} dz\right]ds}{\left[\left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-s}\right]}
\times \left(\frac{\gamma_{up} \gamma_{SD}^{-M-k}}{1-s}\right) \left(\frac{z}{\gamma_{up} \gamma_{SD}}\right)^{-(s-1)} ds. \quad (A.10)
$$
Using the relation $1 - s = \Gamma(2 - s, 0)/\Gamma(1 - s, 0)$ and the change of variable $h = s - 1$, we obtain

$$F_{\xi_M}(x) = C^M \sum_{k=0}^{M} \binom{M}{k} \gamma_{up}^{k} (-\bar{\gamma}_{SD})^{M-k} e^{-\frac{k}{\gamma_{up}}} e^{-\frac{M-k}{\gamma_{SD}}} \times$$

$$H_{1,1}^{M,1} \left[ \begin{array}{c} x \\ \gamma_{up}^{(M-k)} \end{array} \right] \begin{bmatrix} (1, 1, 0) \\ \Phi'_1, \ldots, \Phi'_k, \Psi'_1, \ldots, \Psi'_{M-k}, (0, 1, 0) \end{bmatrix},$$

where the terms $\Phi'_\ell$ and $\Psi'_p$ are defined as

$$\Phi'_\ell \triangleq (1, 1, \frac{1}{\gamma_{up}}) \text{ for } \ell = 1, \ldots, k \quad (A.12)$$

$$\Psi'_p \triangleq (1, 1, \frac{1}{\gamma_{SD}}) \text{ for } p = 1, \ldots, M - k. \quad (A.13)$$

### Appendix B

**Proofs of Theorem 3 and Theorem 4**

We present in this appendix the proofs of Theorem 3 and 4. We use the inverse Mellin transform approach to derive the PDF for the product of the sum of exponential independent random variables.

#### A. Proof of Theorem 3

Let $\zeta_M = \prod_{l=1}^{M} \gamma_l$. Using the Mellin transform property from [18], we can express the Mellin transform of $\zeta_M$ as

$$\mathcal{M}_s\{p_{\zeta_M}(x)\} = \prod_{l=1}^{M} \mathcal{M}_s\{p_{\gamma_l}(x)\}. \quad (B.1)$$

The Mellin transform of $\gamma_l$ can be determined as

$$\mathcal{M}_s\{p_{\gamma_l}(x)\} = \int_0^\infty x^{s-1} p_{\gamma_l}(x) dx$$

$$= \int_0^\infty C x^{s-1} \left( \exp \left( -\frac{x}{\gamma_{up}} \right) - \exp \left( -\frac{x}{\gamma_{SD}} \right) \right) dx. \quad (B.2)$$

Using the change of variable $u = \frac{x}{\gamma}$, we obtain

$$\mathcal{M}_s\{p_{\gamma_l}(x)\} = C \left( (\gamma_{up})^s - (\gamma_{SD})^s \right) \Gamma(s), \quad (B.3)$$

where $\Gamma(s) = \int_0^\infty u^{s-1} e^{-u} du$. 
Thus, the Mellin transform of $\zeta_M$ can be expressed as

$$\mathcal{M}_s\{p_{\zeta_M}(x)\} = C^M [\bar{\gamma}_{up}^s - \bar{\gamma}_{SD}^s]^M [\Gamma(s)]^M. \quad (B.4)$$

It follows that the PDF of $\zeta_M$ can be found using the inverse Mellin transform as

$$p_{\zeta_M}(x) = \mathcal{M}^{-1}\left[\mathcal{M}_s\{p_{\zeta_M}(x)\}\right]$$

$$= \frac{1}{j2\pi} \oint_{\gamma} C^M \left((\bar{\gamma}_{up})^s - (\bar{\gamma}_{SD})^s\right)^M [\Gamma(s)]^M x^{-s} ds$$

$$= \frac{C^M}{j2\pi} \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \oint_{\gamma} [\Gamma(s)]^M \bar{\gamma}_{up}^k \bar{\gamma}_{SD}^{(M-k)s} x^{-s} ds$$

$$= \frac{C^M}{j2\pi} \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \oint_{\gamma} [\Gamma(s)]^M \left(\frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)s}}\right)^{-s} ds$$

$$= C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} G_{0,M,0,0}^{M,0} \left[ \frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)s}} \right]_{0}^{-} \right], \quad (B.5)$$

where $G_{p,q}^{m,n}(\cdot)$ is the Meijer’s G-function defined as (18).

**B. Proof of Theorem 4**

The CDF $F_{\zeta_M}$ of $\zeta_M$ can be expressed as

$$F_{\zeta_M}(x) = \int_{0}^{x} p_{\zeta_M}(t) dt$$

$$= \frac{C^M}{j2\pi} \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \times$$

$$\oint_{\gamma} [\Gamma(s)]^M \int_{0}^{\frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)s}}} t^{-s} dt ds$$

$$= \frac{C^M}{j2\pi} \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \times$$

$$\oint_{\gamma} [\Gamma(s)]^M \frac{1}{1-s} \left(\frac{x}{\bar{\gamma}_{up} \bar{\gamma}_{SD}^{(M-k)s}}\right)^{-s} ds. \quad (B.6)$$
Using the relation \(1 - s = \Gamma(2 - s)/\Gamma(1 - s)\), we obtain

\[
F_{\zeta_M}(x) = C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \times G_{1,M+1}^{M,1} \left[ \begin{array}{c}
\frac{x}{\bar{\gamma}_{up}^{(M-k)} \bar{\gamma}_{SD}^{(M-k)}} \\
0, \ldots, 0, 1 
\end{array} \right]
\]

\[
= C^M \sum_{k=0}^{M} \binom{M}{k} (-1)^{M-k} \bar{\gamma}_{up}^{k} \bar{\gamma}_{SD}^{(M-k)} \times
G_{1,M+1}^{M,1} \left[ \begin{array}{c}
\frac{x}{\bar{\gamma}_{up}^{k} \bar{\gamma}_{SD}^{(M-k)}} \\
1, \ldots, 1, 0 
\end{array} \right].
\]

(B.7)
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