ABSTRACT

High dimensional data for classification does create many difficulties for machine learning algorithms. The generalization can be done using ensemble learning methods such as bagging based supervised non-parametric random forest algorithm. In this paper we solve the problem of binary classification for high dimensional data using random forest for polycystic ovary syndrome dataset. We have performed the implementation and provided a detailed visualization of the data for general inference. The training accuracy that we have achieved is 95.6% and validation accuracy over 91.74% respectively.
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1 Introduction

Machine Learning technique performs predictive analysis and works with different dimensions of data. The high dimensional data is problematic for some of the basic machine learning algorithms. Data can be particularly intended for classification or regression tasks, but high dimensions in the data are independent of the factor. In this paper we try to consider the classification task, especially binary classification task. Considering the binary classification for high dimensional data we require learning procedure that is not quite basic. Considering a basic linear learning classification algorithm such as Logistic Regression, the binary classification is better because the algorithm is intended for it yet after training over high dimensional data with multiple categorical variable, the performance might degrade to a greater extent. The improved algorithms like K-Nearest Neighbors, Support Vector Machines and CART are good in context as compared to Logistic Regression yet have some or the limitation considering the high dimensional data. This is where use of ensemble learning procedures can prove to be a better solution which is practically an accumulation of weak-set of learners that yield a good result. The main divisions in the area of ensemble learning are bagging and boosting. This paper covers the bagging process in detail and boosting is out of context. Now the main task that further requires attention is the data used. Considering the points pertaining to our problem statement, binary classification dataset which high dimensional with categorical variables which will be handled using feature engineering techniques. We contemplated implementing the "Polycystic Ovary Syndrome" diagnosis dataset. The primary task of the paper is proving that bagging ensemble learning method can prove to be much efficient with high dimensional data and provides a more generalized result as compared to some of the traditional learning procedures.
2 Implementation

Bootstrap Aggregation [13] is other terminology for bagging [10] ensemble learning methods. Random Forest [14] is the most commonly used bootstrap aggregation. The process of bootstrap aggregation states segregating the data into pieces with set of rules and later performing an aggregation. The random forest is a supervised non-parametric learning system. Hence it is ensemble learning, it considers the accumulation of weak learners with the bootstrap aggregation system. The basic structure of the random forest uses a set of decision trees [15] which are considered as Estimators in the random forest implementation. The estimators when used in large numbers increase the time complexity of the model for learning process. The decision trees by themselves are inefficient as they go into high variance problem when trained on high dimensions. The random forest tackles that problem effectively. The number of decision trees used are influenced by the depth parameter, which indicates the depth of tree starting from the first node. The depth of the random forest can be considered as logarithmic value of the number of estimators. The estimators in random forest for the last layer are considered as 2 times the number of estimators. The random forest is primarily used for generalization [16] of error using out of bag [17] score as a parameter. The samples which are not trained nor tested are used by the out of bag score for checking the efficiency of data. Considering the parameters used in the implementation using scikit-learn [18, 19] for random forest, the maximum depth of the forest used is 8, estimators which are also known as decision trees are 100, minimal sample split is 23 and minimum sample leaves are 2 respectively.

3 Results

3.1 Analysis of Data

Many implementations of the PCOS is done using boosting methods [20], discriminant analysis [21], stacked generalizations [22] and deep learning [23], but analysis of the data is done most precisely in this paper. Analysis of the data in varied processes that can derive the inferences is important. Visualizations [24] are necessary because they can point out very subtle points in the dataset. The figure 1 visualizes the follicles with its correlation where the correlation is considered from left to right where darker the color, higher the correlation. The follicles that are affected by PCOS are given in figure 2 where the affected PCOS values can be depicted as orange in the figure whereas blue for not affected.

![Figure 1: Follicles Correlation](image)

The physical activity has influence over the affected PCOS. The figure 3 depicts affects of PCOS when examined with physical activity and junk food consumption. The section where the utilization of junk food is good and regular physical activity is negative, PCOS does affect the highest.
The figure 4 is depiction of a Bi-variate KDE [25] Graph. It provides one the continuous PDF curve in specific dimensions for distributions. It is comparatively simple for interpreting than comparing along line scatters. This could be further applied for giving graphs with respect to the classes.
3.2 Precision and Recall

The Precision and Recall [26] are basic metrics for all classification problems. Confusion Matrix [27] focuses on the rudimentary elements like true positives, false positives, true negatives and false negatives for p and r abbreviations for precision and recall. The figure 5 provides the Bi-variate KDE graph for follicles in accordance to the classes. The understandability is perceivable as one can certainly infer the affected range of PCOS under the distribution.
Table 1: Macro and Weighted Averages for P and R

| Types   | Precision | Recall |
|---------|-----------|--------|
| Macro   | 0.93      | 0.87   |
| Weighted| 0.91      | 0.91   |

Precision and Recall have 2 different types known as macro and weighted average. The macro considers all the individual classes into consideration with the unweighted average.

Table 2: Individual Labels for Precision and Recall

| Types   | Precision | Recall |
|---------|-----------|--------|
| Class 0 | 0.89      | 0.99   |
| Class 1 | 0.96      | 0.75   |

3.3 F-Score

F-Score \[^{28}\] is the precision and recall harmonic average. Even F-Score has macro and weight averages. The table \[^{8}\] provides precise depiction of the F-Score.

Table 3: F-Score for Macro and Weight Average

| Metric   | Macro | Weight |
|----------|-------|--------|
| F-Score  | 0.89  | 0.90   |

Table 4: Individual Labels F-Score

| Metric   | Class 0 | Class 1 |
|----------|---------|---------|
| F-Score  | 0.94    | 0.84    |

Same as different classes observations were available in table \[^{2}\] depiction for separate classes are present for F-Score. The table \[^{4}\] does provide precise F-Score with respect to all the single classes. Separate classes depict the results observations on individual levels. Combination does make a difference in long run.

3.4 Receiver Operating Characteristic

Figure 6: RoC Curve and AuC
The Receiver Operating Characteristic [29] abbreviated as RoC Curve is graphical depiction for binary classification only that provides the algorithm, quality for surpassing specific threshold values. The area that falls above the threshold is considered as Area Under Curve [30]. Values closer to 100% are considered to be good and closer to 0% are considered weakly performing. The basic elements that form the RoC Curve are true positive rate [31] and false positive rate which are basically the sensitivity and specificity. The figure 6 shows the random forest performed with RoC curve. The solid scarlet color line that bypasses through middle is threshold which once crossed indicates a good metric for consideration of RoC. The random forest in this case performs good and gives the score 98% area under curve.

4 Conclusion

If we consider the binary classification problem with high dimensional data the use of bagging ensemble method proves to be effective at generalizing the model and also covering the drawbacks of traditional algorithms. This paper covers a perfect implementation of the random forest for polycystic ovary syndrome dataset. The paper gives a detailed visualization based analysis of the data along with varied metrics that cover the reach of the algorithm. This paper will definitely enlighten many researchers on subtle topics and their implementations which we are proud to be a part of it.
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