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Abstract

Metagenomic sequencing is becoming more and more widespread in environmental and biomedical research, and the pace is increasing even more thanks to nanopore sequencing. With a rising number of samples and data per sample, the challenge of efficiently comparing results within a sample and between samples arises. Such analysis is complicated by reagents, laboratory and host related contaminants which demands a reliable method for the removal of negative control taxa from the rest of samples. This is particularly critical in low biomass body sites and environments, where contamination can comprise most of a sample if not all. With Recentrifuge, researchers can analyze results from Centrifuge and LMAT classifiers using interactive hierarchical pie charts with special emphasis on the confidence level of the classifications. In addition to control-subtracted samples, shared and exclusive taxa per sample are provided with scores, thus enabling robust comparative analysis of multiple samples in any metagenomic study.
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Introduction

Studies of microbial communities by metagenomics are becoming more and more popular in different biological arenas, like environmental, clinical, food and forensic studies. These works are boosted by new DNA and RNA sequencing technologies that are dramatically decreasing the cost per sequenced base. With the development of nanopore sequencing, portable and affordable real-time shotgun metagenomic sequencing (SMS) is a reality. With these technologies, sets of sequences belonging to microbial communities from different sources and times can be retrieved and analyzed to unravel spatial and temporal patterns in the microbiota (see Figure 1 for an example). In those studies involving SMS, DNA is
extracted from each sample using a commercial kit or an optimized custom protocol, the purified DNA is then sequenced and the sequences analyzed by a bioinformatics pipeline. This entire procedure is summarized in Figure 2 but the core of the analysis is detailed in Figure 3.

**Figure 1.** This is an example outlining the problem of comparing different but related samples in a SMS study. The sample named 2A is subdivided longitudinally in six subsamples whose DNA is extracted along with a negative control sample. The purified DNA is then sequenced and the generated sequencing reads are processed through a metagenomics analysis pipeline (as the one detailed in Figure 2). A collection of different datasets are finally generated, which should be adequately compared in order to elucidate lengthwise patterns in the microbiota within the 2A sample.

In case of low biomass samples there is very little native microbial DNA; the library preparation and sequencing methods will return sequences whose main source is contamination (12, 13). From the data science perspective, this is just another instance of the importance of keeping a good *signal to noise ratio* (14), otherwise, when the *signal* (inherent DNA, target of the sampling) approaches the order of magnitude of the *noise* (acquired DNA from contamination), special methods are required to try to tell them apart.

The roots of contaminating sequences are diverse, as they can be traced back to nucleic acid extraction kits (the *kitome* (15), reagents (16), the host (17) and the post-sampling environment (18), where contamination arises from different origins such as airborne particles,
Figure 2. A study involving SMS, like the one illustrated by Figure 1, spans in a number of stages to extract valuable field-domain information starting from the original samples. For each sample, the DNA is extracted using a commercial kit, a custom protocol optimized for the type of sample or a combination of both. Next, a library matching the sequencing technology to be used is prepared with the purified DNA, which is then sequenced. The reads provided by the sequencer are processed through a bioinformatics pipeline that we could roughly separate in three consecutive steps: in the pre-analysis the reads are quality checked using codes like FastQC (Babraham Bioinformatics, 2016) and MultiQC (5); in the analysis stage, the most computational intensive, the reads are taxonomically or functionally classified using software packages like LMAT (6) and Centrifuge (7) (see Figure 3 for details); finally, in the post-analysis step, the results are further processed to enable deeper analysis and improved visualization by using different tools like Krona (8), Pavian (9) and others.

crossover between current samples, or DNA left behind from previous sequencing experiments (19). Variable amounts of DNA from these sources are sequenced along with native microbial DNA, which could lead to severe bias in coverage and quantification of microbiota, especially in low biomass body sites and environments (20).

Regarding the kitome, it varies even within different lots of the same kit. For example, the PowerSoil DNA Isolation Kit, a kit that usually provides high yields and has been widely
Figure 3. The core phase of a metagenomics analysis pipeline (see Figure 1 and 2 for the outline of the bioinformatics phases) is carried out by high performance computing software. These are intensive codes in both CPU and memory (sometimes, they are input/output intensive too), like LMAT (6), Kraken (10) and, more recently, Centrifuge (7). All these tools are performing taxonomic classification and abundance estimation, whereas LMAT is also able to annotate genes. For the taxonomic classification, both LMAT and Kraken use an exact k-mer matching algorithm with large databases ($\sim 100$ GB) while Centrifuge use compression algorithms to reduce the databases size ($\sim 10$ GB) but at some speed expense. The most complete LMAT database is approaching half terabyte of required memory while the Centrifuge database generated in-house in December 2017 from the NCBI Nucleotide (11) nt database (160 GB plus 14 GB in indexes) is occupying just 97 GB.

used, including Earth Microbiome Project and Human Microbiome Project, usually yields a background contamination by no means negligible (13). The lower the biomass in the samples, the more essential it is to collect negative control samples to help in the contamination background assessment, because without them it would be almost impossible to distinguish inherent microbiota in a sample (signal) from contamination (noise).

Once the native DNA from the samples has been told from the contaminating DNA, the prob-
lem of performing a reliable comparison between samples remains. The sequence reads are
generally assigned to different taxonomic ranks, especially when using a more conservative
approach like Lowest Common Ancestor (LCA) (6). While LCA drastically reduces the risk
of false positives, it usually spreads the taxonomic level of the classifications from the more
specific to the more general. Even if LCA is not used, each read is assigned a particular score
or confidence level by the classifier, which should be taken into account by any downstream
application as a reliability estimator of the classification.

Despite this difficulties, it is still more challenging to compare samples with very different
DNA yields, for instance, low biomass samples against higher microbial DNA ones, because
of the different resolution in the taxonomic levels. This sort of problem is also true when the
samples, even with DNA yields in the same order of magnitude, have a quite different mi-
crobial structure so that the minority and majority microbes are essentially different between
them (20). A closely related problem arises in bioforensic studies and environmental surveil-
lance, where it is essential to be able to reliably detect the presence of a particular organism
in metagenomic samples even if the organism is only present in a trace amount (21, 22).

Recentrifuge enables researchers to analyze results from the Centrifuge and the LMAT clas-
sifiers using Krona-like charts (8), but placing emphasis on the score level of the classifica-
tions by the use of a scaled color-map. In addition to the scored plots for the raw samples,
four different sets of scored plots are generated for each taxonomic level of interest: control-
subtracted samples, shared taxa (with and without subtracting the control) and exclusive taxa
per sample. This battery of analysis and plots permits robust comparative analysis of multiple
samples in metagenomics studies, especially useful in cases of low biomass environments or
body sites.
Methods

The visualization part of Recentrifuge is based on interactive hierarchical pie charts. The Krona (8) 2.0 JavaScript (JS) library developed at the Battelle National Biodefense Institute was adapted and extended to fit the particular needs of the problem.

The computing kernel of Recentrifuge is a parallel code written in Python following a Object-Oriented paradigm. For each sample a logical taxonomic tree is populated, with the leaves usually belonging to the lower taxonomic levels, like species. The methods involving trees were implemented as recursive functions for compactness and robustness, making the code less error-prone. For example, there is a recursive method that "folds the tree" for any sample if the number of assigned reads to a taxon is under the 'mintaxa' (minimum reads assigned to a taxon to exist in its own) setting, or because the taxonomical level of interest is over the assigned taxid (taxonomical identifier). This method does not just "prune the tree", on the contrary, it accumulates the counts of a taxon in the parent one and recalculates the parent score as a weighted average taking into account the counts and score of both. This is done recursively until the desired conditions are met. This method is applied, at a given taxonomic level, to the trees of every sample before being compared in search for the shared and exclusive taxa. Tuning the ‘mintaxa’ parameter is key to trim crossover between samples (it is set to 10 by default, as in LMAT).

In general, in addition to the input samples, Recentrifuge includes some derived samples in its output. After parallel calculations for each taxonomic level of interest, it includes hierarchical pie plots for CTRL (control subtracted samples), but also for EXCLUSIVE, SHARED and SHARED_CONTROL samples, defined below.

Let $T$ mean the set of taxids in the NCBI Taxonomy (23) and $T_s$, the collection of taxids present in a sample $s$. If $R_s$ stands for the set of reads of a sample $s$ and $C_s$ for the group of them classifiable, then the taxonomic classification $c$ is a function from $C_s$ to $T$, i.e., $C_s \overset{c}{\longrightarrow} T$, where $C_s \subseteq R_s$ and $c[C_s] = T_s \subseteq T$.

The set $L$ of the 30 different taxonomic levels used in the NCBI is ordered in accordance with the taxonomy, so $(L, <)$ is a strictly ordered set, since $forma < varietas < subspecies < \cdots < domain$. Then, $T_s = T_{s_{forma}} \cup \cdots \cup T_{s_{domain}} = \bigcup_{l=1}^{L} T_{s_l}$, where $T_{s_l}$ represents the collection of taxa belonging to a sample
s for a particular taxonomic rank or level l.

For a taxonomic rank $k$ of interest, in a series of $m$ samples where the negative control is the sample 0, the sets of taxa in the derived samples $\text{CTRL}(T^k_s)$, $\text{EXCLUSIVE}(T^k_s)$, $\text{SHARED}(T^k)$ and $\text{SHARED\_CONTROL}(T^k)$ are computed by Recentrifuge as follows:

$$
\text{CTRL}(T^k_s) = \bigcup_{l \geq k} T^l_s - T^k_0
$$

$$
\text{EXCLUSIVE}(T^k_s) = T^k_s - \bigcup_{n \neq s} T^k_n
$$

$$
\text{SHARED}(T^k) = \bigcap_{n=0}^m T^k_n
$$

$$
\text{SHARED\_CONTROL}(T^k) = \bigcap_{n>0}^m T^k_n - T^k_0
$$

The following list abridges some implementation details concerning the Recentrifuge computing kernel:

1. Coded using python multi-platform parallelization (both by input file and by taxonomic level) in order to reduce the elapsed time when dealing with huge datasets.

2. Intensive use of recursive methods to cope with tree-arithmetics, which enables robust comparison between taxonomic trees at any rank. The code is informed of the 30 different taxonomic levels used in the NCBI taxonomy (23).

3. It is a full statically annotated Python 3.6 code. PEP-8 (24), PEP-484 (25) and PEP-526 (26) compliant. Written following the Google python style guide (27). Pylint and mypy checked.

4. Implemented under a object-oriented paradigm to ease future extensions targeting new or improved uses; it is prepared for additional input formats and other taxonomies different from NCBI—by direct support extending the base class or indirectly by using a mapping software like CrossClassify (28). A summarized UML (Unified Modeling Language) (29) class diagram of Recentrifuge is shown in Figure 4.
Figure 4. UML class diagram summarizing relationships between classes in the Recentrifuge package. The green background denotes developed classes currently used in the package. The rest of classes in the figure, the parent classes from which the Recentrifuge ones are derived, belong to the Python Standard Library and BioPython.

Results

Recentrifuge is a metagenomics analysis software with two different main parts: the computing kernel, implemented and parallelized from scratch using Python, and the interactive interface, written in JavaScript as an extension of the Krona [8] JS library to take full advantage of the classifications confidence level. Figure 5 summarizes the package context and data flows. Recentrifuge straightforwardly accepts both Centrifuge [7] and LMAT [6] output files, thus enabling scored oriented analysis and visualization for these tools. LMAT plasmids
assignment system (17) is also supported by Recentrifuge.

**Figure 5.** Outline of the Recentrifuge package with its context and main data flows. The green arrows show fully implemented pipelines. Recentrifuge accepts both Centrifuge (7) and LMAT (6) direct output files, thus enabling a scored oriented visualization for any of these codes. Recentrifuge is also supporting LMAT plasmids assignment system (17). The additional output of Recentrifuge to different text field formats enable further longitudinal (time or space) series analysis, for example, using cmplxCruncher (in development). The NCBI Taxonomy (23) dump databases are easily retrieved using Retaxdump script. Rextract utility extracts a subset of reads of interest from single or paired-ends FASTQ input files, which can be used in any downstream application, like genome assembling and visualization.

To ensure the widest portability for the interactive visualization of the results, the central outcome of Recentrifuge is a stand-alone HTML file which can be loaded by any JavaScript-enabled browser. The package also provides statistics about the reads and their classification performance. Another Recentrifuge output is an Excel spreadsheet detailing all the classification results in a compact way. This format is useful for further data mining on the data, for example, as input for applications such as longitudinal (time or space) series analyzers like cmplxCruncher (in development). In addition, the user can choose between different score visualization algorithms, some of which are more interesting for datasets containing variable length reads, for example, the ones generated by Oxford Nanopore sequencers. Finally, some filters are available, like the minimum score threshold. This filter can be used to generate different output sets from a single run of the classifier with a low minimum hit length (mhl) setting. That would not only save time and computational resources, but also would make
compatible, on the one hand, the advantage of a low mhl in low quality reads with, on the other hand, the benefit of a high mhl to avoid false positives.

Further products are obtained using auxiliary tools in the package, like Rextract, a script which helps in extracting a subset of classified reads of interest from the single or paired-ends FASTQ input files. These reads can be used in any downstream application, such as genome visualization and assembling.

Recentrifuge is currently available in Github (https://github.com/khyox/recentrifuge) under different free software licenses. The wiki (https://github.com/khyox/recentrifuge/wiki) is the most extensive and updated source of documentation for Recentrifuge.

**Discussion**

Recentrifuge enables score-oriented robust comparative analysis of multiple samples, especially in low biomass metagenomic studies, where contamination removal is a must.

Figure 6 summarizes the instant benefits of introducing Recentrifuge in the SMS example study of Figure 1, while Figure 7 shows a screenshot of the corresponding Recentrifuge HTML interface in such case with scored classification enabled and control taxa subtracted.

From the beginning of the application of SMS to environmental samples (30, 31) in order to provide biologists with insight of microbial communities not obtainable from BAC clone–sequencing surveys or 16S rRNA, the need and challenges of comparative metagenomics were underlined (32, 33). MEGAN (34), one of the first metagenomic data analysis tools, provided in its initial release a very basic comparative of samples that has improved with an interactive approach in more recent versions (35). In general, metagenomic classification and assembly software is more intra- than inter-sample oriented (36). Several tools have tried to fill the gap, starting with CoMet (37) in 2011, a web based tool for compara-
Figure 6. Summary of immediate advantages of applying Recentrifuge to the example of Figure 1, a study involving SMS of different but related samples, including a negative control. Four different sets of scored charts are generated for each taxonomic level of interest in addition to the scored plots for the raw samples: samples with the control taxa subtracted, the exclusive taxa per sample and the shared taxa with and without control taxa subtracted. This battery of analysis and plots permits robust comparative analysis of multiple samples in low biomass metagenomic studies.

In 2012, a different approach was presented with the discovery of the crAssphage thanks to the crAss software (38), which provides reference-independent comparative metagenomics using cross-assembly. The following year, a new tool for visually comparing microbial community structure across microbiomes, Community-analyzer (39) appeared. In 2014 it is released COMMET (40), a tool that goes a step further by enabling the combination of multiple metagenomic datasets. A package for direct comparative metagenomics by using k-mers (41) is published in 2016.

In 2015, a highly publicized report on the metagenomics of the New York subway suggested that the plague and anthrax pathogens were part of the normal subway microbiome. Soon afterwards, it was widely criticized (42) and, later, it was proved that reanalysis of the New York subway data with appropriate methods did not detect the pathogens (43). As a conse-
Figure 7. Screenshot of the Recentrifuge HTML interface in the SMS example study of Figure 1 with results summarized in Figure 6. The sample 2A6 after control removal at species level is selected (see the sample selection box in the top left under the Recentrifuge logo). In the center, the corresponding hierarchical pie chart is drawn with zoom in the phylum Euryarchaeota. For each taxon, the background color reflects the average confidence level of the taxonomic classification following the scale plotted in the bottom left of the figure, where the buttons for the taxa score navigation are also found. The sort of the taxa is also done attending to the average confidence level, as that option is enabled in the plot. In this particular case, the taxon *Methanosarcina soligelidi* is selected in the pie chart, thus prompting the display of related statistics and links in the top right of the figure. The current links are to Wikipedia and NCBI Taxonomic Browser (23), while the statistics include the number of reads assigned to this or lower taxonomic levels —Counts— and their average confidence —Confidence (avg)—, the number of reads just assigned to this level —Unassigned—, the NCBI taxid —TaxID— and rank —Rank—, and some relative frequencies data.

sequence of this and other similar problems involving metagenomic studies, a work directed by Rob Knight (44) emphasized the importance of validation in metagenomic results and issued a tool based on BLAST (Platypus Conquistador) that confirms the presence or absence of a taxon of interest within shotgun metagenomic datasets by relying on two reference sequence databases: one for inclusions, with the sequences of interest, and the other for exclusions, with any known sequence background. Another BLAST-based method for validating the as-
signments made by less precise sequence classification programs has been just announced (3).

Just as it is important to accompany any physical measurement by a statement of the associated uncertainty, it is desirable to accompany any read classification by a confidence estimation of the taxon that has been finally assigned. Recentrifuge reads the score given by Centrifuge or LMAT to any read and uses this valuable information to calculate an averaged confidence level for each classification node. This value may be also a function of further parameters, such as read quality or length, which is especially useful in case of notable variations in the length of the reads, like in the datasets generated by nanopore sequencers.

Only a few codes, such as Krona (8) and MetaTreeMap (45), are hitherto able to handle a score assigned to the classification nodes. In Recentrifuge, the calculated score is kept in all the downstream analysis and comparisons. That is an essential advantage of Recentrifuge over other metagenomic dataset analysis tools. It provides with an interactive framework for an easy assessment of the validity of the taxonomic assignments.

By enabling score-oriented robust comparative analysis of multiple samples in metagenomic studies, Recentrifuge could play a key role not only in the analysis of oligotrophic microbes in environmental samples, but also in a more reliable detection of minority organisms in clinical or forensic samples.
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