Phase diagram and phonon-induced backscattering in topological insulator nanowires
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We present an effective low-energy theory of electron-phonon coupling effects for clean cylindrical topological insulator nanowires. Acoustic phonons are modelled by isotropic elastic continuum theory with stress-free boundary conditions. We take into account the deformation potential coupling between phonons and helical surface Dirac fermions, and also include electron-electron interactions within the bosonization approach. For half-integer values of the magnetic flux $\Phi_B$ along the wire, the low-energy theory admits an exact solution since a topological protection mechanism then rules out phonon-induced $2k_F$-backscattering processes. We determine the zero-temperature phase diagram and identify a regime dominated by superconducting pairing of surface states. As example, we consider the phase diagram of HgTe nanowires. We also determine the phonon-induced electrical resistivity, where we find a quadratic dependence on the flux deviation $\delta\Phi_B$ from the nearest half-integer value.

I. INTRODUCTION

The spin-momentum locked Dirac fermion surface states of three-dimensional (3D) topological insulators (TIs) [1–6] have been intensely studied over the past decade. For several established TI materials, phonon-induced effects have been examined for various physical observables, e.g., the temperature-dependent quasi-particle lifetime measured from the linewidth in angle-resolved photoemission spectroscopy (ARPES), or the electrical resistivity obtained from transport experiments, cf. Refs. [7–24]. On the theoretical side, substantial progress has also been made, see, e.g., Refs. [25–35]. Here the effective four-band model for the low-energy electronic structure of 3D TIs [4] provides a convenient starting point for analytical studies, where surface states follow by imposing Dirichlet boundary conditions at the surface. Apart from theoretical studies of phonon-induced effects for the half-space [27, 29, 30, 32, 33] and thin-film [28] TI geometries, surface states have also been constructed for one-dimensional (1D) TI nanowires [36–42], typically by assuming a cylindrical cross section to simplify calculations.

Measurements of the quasi-particle lifetime of surface states in 3D TIs can give precious information on the electron-phonon coupling strength. For instance, the phonon dispersion relation can be measured using coherent helium beam surface scattering, where the observation of a Kohn anomaly may allow one to extract the coupling constant. (However, this method may encounter difficulties for acoustic phonons [7, 9].) Coupling values for acoustic phonons have also been reported from other experimental approaches such as ARPES, mostly for TIs belonging to the Bi$_2$Se$_3$ family [8, 10–24]. A rather wide discrepancy between the reported values exists which (at least partially) may be due to additional optical phonon effects, see, e.g., Ref. [15]. The remaining differences can likely be explained by noting that different experiments were carried out at different Fermi energies, sample qualities, and/or temperatures. All these parameters can strongly influence the expected value of the coupling constant [29, 33]. Most likely, the electron-phonon coupling between surface states and acoustic phonons is of intermediate strength for TIs in the Bi$_2$Se$_3$ family.

In this paper, we investigate phonon-induced effects in cylindrical TI nanowires, taking into account the deformation potential coupling between surface Dirac fermion states and acoustic phonons, electron-electron interactions, as well as the presence of a dimensionless magnetic flux $\Phi_B$ (in units of the flux quantum) piercing the nanowire. The deformation potential is expected to be the dominant coupling mechanism, affecting both the low-temperature resistivity and the linewidth of photoemission peaks. Following Refs. [27, 28], acoustic phonons are here modelled in terms of isotropic elastic continuum theory [43]. In view of the complex quintuple-layer structure of Bi$_2$Se$_3$ or Bi$_2$Te$_3$, the validity of the isotropic continuum approach with just two elastic Lamé constants may come as a surprise. Nonetheless, the usefulness of isotropic elastic continuum theory for modelling low-energy phonons for bulk 3D TI materials has been established by ab-initio studies [25]. Using stress-free boundary conditions at the sample boundaries, the uncoupled phonon eigenmodes can then be determined for the geometry of interest. Thereby one also obtains the electron-phonon coupling Hamiltonian from the deformation potential. Below we define a dimensionless electron-phonon coupling parameter $A$, see Eq. (4.11), to quantify the electron-phonon interaction strength. We note in passing that for rectangular quantum wires described by the Schrödinger equation, the coupled electron-phonon problem has been studied in Ref. [44]. However, for the helical Dirac surface states of interest below, the physics turns out to be rather different. For instance, in our system phonon-induced $2k_F$-backscattering is forbidden for half-integer $\Phi_B$.

The probably most important restriction of our theoretical approach comes from the neglect of disorder. Magneto-transport measurements for TI nanowires have been performed by different groups [45–49]. While most
of the published experimental results need to invoke disorder effects for a consistent explanation, ballistic (basically disorder free) experiments for TI nanowires have also been reported [47]. In addition, the TI material HgTe has emerged as a particularly clean platform [50, 51], with nanowire experiments being already available [48]. Moreover, direct evidence for Dirac surface state subbands in (Bi$_{1-x}$Sb$_x$)$_2$Te$_3$-based TI nanowires has recently been obtained from transport experiments [49]. We note in passing that albeit those TI nanowires have a hexagonal cross-section, the observed Dirac subbands essentially follow analytical predictions obtained for cylindrical nanowires, see Ref. [49]. While we neglect disorder, we will include electron-electron interactions on a non-perturbative level within the helical Luttinger liquid framework [40, 52]. Note that electron-electron interactions may also give temperature-dependent contributions to the surface resistivity, as described for a semi-infinite TI geometry in Ref. [53]. In terms of the helical Luttinger liquid framework, interactions are encoded by a parameter $K$. The value $K = 1$ describes the noninteracting case, while for repulsive Coulomb interactions, one finds $K < 1$. The gapped phonon branches neglected in our analysis below could be included by a renormalization of $K$ towards larger values [52]. In that way, also the regime $K > 1$ may become reachable.

After the construction of the low-energy theory for the interacting electron-phonon system in a TI nanowire, we will use this theory to discuss two different physical questions. First, we will study the zero-temperature phase diagram for half-integer $\Phi_B$. Following standard practice [52], a ‘phase’ will here be identified by the slowest algebraic decay of order parameter correlations. We will, in particular, search for superconducting instabilities of the surface Dirac fermions due to the effectively attractive interactions mediated by acoustic phonons. Previous theoretical works have studied related questions for the semi-infinite TI geometry: While the authors of Ref. [33] have argued that surface superconductivity appears below $T_c \approx 1.3$ K, complementary work found a parametrically smaller critical temperature $T_c \lesssim 1$ mK [32]. Similar issues have also been studied for standard (non-helical) Luttinger liquids arising, e.g., in carbon nanotubes, see Refs. [54–56]. The issue of intrinsic superconductivity in TI nanowires is also of relevance for the possible existence of Majorana bound states in such systems [57–60]. Such states are highly promising candidates for topological quantum information processing schemes. Our nonperturbative analysis of the zero-temperature phase diagram for half-integer $\Phi_B$ arrives at the scenario shown in Fig. 1, where we depict the dominant order parameter correlations in the $K$-$A$ plane. In particular, for material parameters corresponding to HgTe nanowires, we thereby can identify the parameter regions where superconducting pairing of surface states is expected to be dominant. We provide a detailed derivation and discussion of the phase diagram in Sec. V.

As second application, we will study the phonon-induced electrical resistivity for $\Phi_B$ close to half-integer values. For precisely half-integer $\Phi_B$, the topological protection of surface states [36–42] implies the absence of phonon-induced $2k_F$ backscattering. As a consequence, the resistivity of a disorder-free interacting TI nanowire vanishes even in the presence of electron-phonon coupling. However, once the flux $\Phi_B$ is tuned away from half-integer values, we will see that a finite resistivity emerges at $T \neq 0$. The specific predictions for the $T$ dependence and for the dependence on $\Phi_B$ made below should allow for direct experimental tests of our theory. For conventional 1D quantum wires, phonon-induced conductance corrections have been studied theoretically in Refs. [61–68].

The remainder of this paper is organized as follows. We describe the surface states of a TI nanowire in Sec. II, where we also include electron-electron interactions within the Abelian bosonization approach [52]. For modelling the acoustic phonon spectrum, in Sec. III we start from isotropic elastic continuum theory for an infinitely long cylindrical wire. Although this problem has been studied long ago [69–72], in order to keep the paper self-contained, we present an independent derivation.
By employing angular momentum eigenstates, our formulation also yields particularly transparent expressions. In Sec. IV, as the dominant electron-phonon coupling term, we take into account the deformation potential and analyze the resulting low-energy theory for the coupled electron-phonon system. In Sec. V, we derive the phase diagram in Fig. 1 which applies to TI nanowires pierced by half-integer flux $\Phi_B$. Next, in Sec. VI, we discuss the phonon-induced electric resistivity for $\Phi_B$ close to half-integer values but in the absence of electron-electron interactions (corresponding to $K = 1$). We use the Boltzmann equation approach by Gurevich et al. [65] to obtain the temperature-dependent resistivity in the linear response regime. Finally, we offer some concluding remarks in Sec. VII. Throughout the paper, we use units with $\hbar = k_B = 1$.

II. ELECTRONIC SURFACE STATES OF TOPOLOGICAL INSULATOR NANOWIRES

We first describe our model for the low-energy electronic states of a cylindrical TI nanowire. Typically, TI materials are characterized by a sizeable bulk gap of order $\Delta_b \simeq 0.3$ eV [1–5]. As long as the Fermi energy resides well within the bulk gap and provided that one has sufficiently clean materials to realize the ballistic transport regime, only surface states will be relevant for the low-energy transport properties. For a cylindrical wire of radius $R$, the electronic surface spectrum consists of massive 1D Dirac fermion modes with conserved momentum $k$ along the cylinder axis ($\hat{e}_z$) [36–42]. Below we include an axial magnetic field $B$ giving rise to the dimensionless flux $\Phi_B = \pi R^2 B/\hbar$ piercing the nanowire.

In cylindrical coordinates $(r, \phi, z)$, with unit vectors $(\hat{e}_r, \hat{e}_\phi, \hat{e}_z)$, the electronic single-particle Hamiltonian describing surface states with conserved momentum $k$ is a Dirac Hamiltonian wrapped onto the cylinder surface [36, 40, 41],

$$H_{el}(k) = e^{-i\phi \sigma_z/2} \left( v_1 k \sigma_y - \frac{v_2}{\hbar} \left( -i \partial_\phi + \Phi_B \right) \sigma_z \right) e^{i\phi \sigma_z/2},$$

(2.1)

with the Fermi velocities $v_1$ ($v_2$) along $\hat{e}_z$ (perpendicular to $\hat{e}_z$). The Pauli matrices $\sigma_{x,y,z}$ act in spin space. The dispersion relation of the 1D fermion modes is thus given by ($\pm$ refers to conduction and valence bands) [36, 37, 39]

$$E_{j,\pm}(k) = \pm \sqrt{v_1^2 k^2 + v_2^2 (j + \Phi_B)^2 / R^2}.$$  

(2.2)

Different bands are distinguished by the half-integer eigenvalue $j$ of the conserved $z$-component of the total angular momentum operator.

We next note that for integer $\Phi_B$, a time-reversal ($T$) transformation connects the states $(k, j + \Phi_B) \leftrightarrow (-k, -j - \Phi_B)$. Due to this emergent $T$-symmetry, all states are arranged into doubly degenerate Kramers pairs. While elastic scattering between such pairs is forbidden by virtue of the Kramers theorem, $2k_F$ backscattering $(k \to -k)$ for given $j$ is allowed and there is no protection against elastic disorder effects. However, for half-integer $\Phi_B$, the emergent $T$-symmetry now comes with a topological protection against weak spin-conserving backscattering. This is because for the special massless 1D Dirac mode with $j = -\Phi_B$, the two states with momentum $\pm k$ constitute a protected Kramers pair [36–39]. While this scenario — a single Dirac fermion species protected by an emergent $T$-symmetry — is ruled out for conventional systems by the Nielsen-Ninomiya theorem [3], it can be realized using the surface states of TI nanowires with half-integer flux $\Phi_B$. The special mode with $j = -\Phi_B$ is protected against elastic disorder effects and dominates the physics on energy scales below $E_g \simeq v_2 / R$. On higher energy scales, also other transverse bands with $j \neq -\Phi_B$ have to be included in the theory.

We consider the case of low energies, $|E| \ll \Delta_y = \min(E_g, \Delta_b)$, throughout this paper. Putting $\Phi_B$ to a half-integer value, we then keep only the gapless Dirac mode with $j = -\Phi_B$ and $E_\pm(k) = \pm v_1 |k|$. The electron field operator is now represented in terms of the spinor

$$\Psi_{el}(r, \phi, z) = \frac{f_\perp(r)}{\sqrt{4\pi}} \sum_{\nu = \pm} e^{i\nu k_F r} e^{i(j-1/2)\phi} \psi_\nu(z) \left( \nu \begin{array}{c} \nu \\ i e^{i\phi} \end{array} \right)$$

(2.3)

with Fermi momentum $k_F = \mu/v_1$. For simplicity, we shall assume that the chemical potential is within the range $0 < \mu < \Delta_y$. The slowly varying 1D fermion operators, $\psi_{\nu = \pm/-(z)}$, correspond to right- and left-movers, respectively. The radial part, $f_\perp(r)$, with normalization $\int_0^\infty rdr |f_\perp(r)|^2 = 1$, vanishes for $r > R$ and decays exponentially away from the surface for $r < R$. Here the radial width, $\xi_\perp$, of the surface state depends on microscopic details [40]. For $\xi_\perp < R$, we have

$$f_\perp(r) \simeq \sqrt{\frac{2}{\xi_\perp R}} e^{-(r-R)/\xi_\perp} \Theta(R-r),$$

(2.4)

with the Heaviside step function $\Theta$.

Using the standard bosonization approach, we next express the 1D field operators appearing in Eq. (2.3) in terms of the dual boson field operators $\theta(z)$ and $\varphi(z)$ [52],

$$\psi_{\nu = \pm}(z) \simeq \frac{1}{\sqrt{2\pi \xi_\perp}} e^{i\nu \pi \Theta[\varphi(z) + \nu \theta(z)]},$$

(2.5)

where we identify the short-distance cutoff length with $\xi_\perp$. Using Eq. (2.3), the electron density operator is then given by

$$\rho_{el}(r) \equiv \Psi_{el}^\dagger \Psi_{el} = \frac{1}{\sqrt{4\pi}} |f_\perp(r)|^2 \partial_z \theta(z).$$

(2.6)

We emphasize that the standard $2k_F$-term in the density operator is not present for this topological band [40]. This fact implies that charge density wave ordering is not
possible. However, once $\Phi_B$ deviates from half-integer values, we will see in Sec. VI.B that a $2k_F$-oscillatory term appears in the density operator since backscattering is now allowed.

The bosonization approach is particularly advantageous for 1D systems because it allows one to easily take into account Coulomb interaction effects [52]. Including the dominant long-range interactions within the helical Luttinger liquid picture of Ref. [40], the effective low-energy Hamiltonian for the many-electron system with half-integer flux $\Phi_B$ is given by a noninteracting boson theory,

$$H_{cl} = \frac{v_1}{2} \int dz \left[ (\partial_z \varphi)^2 + K^{-2} (\partial_z \theta)^2 \right],$$  

where the Luttinger liquid parameter $K$ takes into account the effect of electron-electron interactions. (For detailed expressions of $K$ in terms of microscopic details, see Ref. [40].) The noninteracting limit corresponds to $K = 1$, and repulsive interactions imply $K < 1$. For instance, $K \approx 0.5$ has been estimated for Bi$_2$Se$_3$ or Bi$_2$Te$_3$ nanowires assuming that there is no closeby metallic gate [40].

### III. ACOUSTIC PHONON MODES

In this section, we construct the acoustic phonon modes of a cylindrical wire by assuming that its elastic properties can be described as isotropic continuum [27, 28].

#### A. 3D isotropic elastic continuum

We start by considering a 3D isotropic elastic continuum described by the linearized strain tensor, $u_{ij}(r) = (\partial_i u_j + \partial_j u_i)/2$, with $i, j = x, y, z$ and the displacement field $u(r, t)$. The elastic free energy density then reads [43]

$$F[u] = \frac{\lambda}{2} (\text{Tr}(u v)^2) + \mu \text{Tr}(u^2),$$  

with the Lamé constants $\lambda$ and $\mu$, and the stress tensor takes the form

$$\sigma_{ij} = \lambda \text{Tr}(u) \delta_{ij} + 2\mu u_{ij}. \quad (3.2)$$

From Eq. (3.1), the equations of motion are given by

$$\ddot{u} = c_1^2 \Delta u + (c_1^2 - c_l^2) \nabla (\nabla \cdot u), \quad (3.3)$$

with the velocities for transverse, $c_t = \sqrt{\mu / \rho_M}$, and longitudinal, $c_l = \sqrt{(\lambda + 2\mu)/\rho_M}$, sound waves. Here $\rho_M$ is the mass density. For Bi$_2$Te$_3$, the isotropic elastic continuum approximation is expected to work reasonably well and one finds $\rho_M \approx 7860$ kg/m$^3$, $c_t \approx 1600$ m/s, and $c_l \approx 2800$ m/s [27], cf. Refs. [25, 73]. For later use, we also define the dimensionless ratio

$$\xi = c_t/c_l < 1. \quad (3.4)$$

The displacement field can always be represented as sum of longitudinal and transverse parts,

$$u(r, t) = u_l + u_t = \nabla \Phi + \nabla \times \Psi, \quad (3.5)$$

with a scalar potential $\Phi(r, t)$ and a vector potential $\Psi(r, t)$, where Eq. (3.3) implies decoupled wave equations,

$$\left( \partial_t^2 - c_l^2 \Delta \right) \Phi = 0, \quad \left( \partial_t^2 - c_t^2 \Delta \right) \Psi = 0. \quad (3.6)$$

However, boundary conditions will generally couple both potentials. We next write Eq. (3.6) in cylindrical coordinates. Translation invariance along $\hat{z}$ (we assume periodic boundary conditions with length $L$ and eventually let $L \rightarrow \infty$) implies the $(z, t)$-dependence $\Phi, \Psi \sim e^{i(qz - \Omega t)}$, where $q$ is a conserved wave number along $\hat{z}$ and $\Omega > 0$ a possible eigenfrequency. For convenience, we define the two wave numbers

$$k_l = \sqrt{\frac{\Omega^2}{c_l^2} - q^2}, \quad k_t = \sqrt{\frac{\Omega^2}{c_t^2} - q^2}. \quad (3.7)$$

Second, to exploit rotation symmetry around $\hat{z}$, we expand $\Phi$ and $\Psi$ in terms of eigenstates of the conserved total angular momentum operator $J^\phi_\ell$. This operator has integer eigenvalues denoted by $m$.

For the longitudinal part, $u_l = \nabla \Phi$, we observe that $J^\phi_\ell$ acts like $-i\partial_\phi$ on $\Phi$. Solutions to Eq. (3.6) are of the form

$$\Phi(r, t) = f(r) e^{im\phi} e^{iqz} e^{-i\Omega t}, \quad (3.8)$$

with a radial Bessel equation for $f(r)$,

$$\left( \frac{1}{r} \partial_r (r \partial_r) - \frac{m^2}{r^2} + k_l^2 \right) f(r) = 0. \quad (3.9)$$

The general solution of Eq. (3.9) is given by

$$f(r) = A_1 J_m(k_l r) + A_2 Y_m(k_l r), \quad (3.10)$$

with $k_l$ in Eq. (3.7), arbitrary constants $A_1, A_2$, and the Bessel functions $J_m(z)$ and $Y_m(z)$ [74]. Regularity at $r \rightarrow 0$ imposes $A_2 = 0$ unless one considers a hollow cylinder. After straightforward algebra we obtain, for given $(m, q)$, the longitudinal part of the displacement field as

$$u_l(r, t) = a \left[ k_l J'_m(k_l r) \hat{r} + \frac{im}{k_l} J_m(k_l r) \hat{\phi} \right] e^{im\phi} e^{iqz} e^{-i\Omega t}, \quad (3.11)$$

with an arbitrary coefficient $a$ and $J'_m(z) = dJ_m(z)/dz$. The above expressions hold for real $k_l$, but analytic continuation, $k_l \rightarrow ik_l$ with $k_l = \sqrt{q^2 - \Omega^2/c_t^2}$, produces
the corresponding results for $\Omega < c_1 \vert q \vert$. For $R \to \infty$, this step does not yield physical solutions since $J_m(k_r r) \to e^{i m \pi/2} I_m(k_r r)$ diverges for $r \to \infty$. (The other modified Bessel function, $K_m$, diverges at the origin and is also not acceptable.) However, such solutions are admitted for finite $R$. With the replacement $k_t \to k_t$, see Eq. (3.7), the same remarks apply for $u_i$ in Eq. (3.16) below.

Next we address the transverse part, $u_i = \nabla \times \Psi$, where $J_{ph}^b$ acts like (the spin-1 operator $\Sigma_z$ is here expressed in Cartesian coordinates)

$$J_{ph}^b = -i \partial_\phi + \Sigma_z, \quad \Sigma_z = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \quad (3.12)$$

The $\Sigma_z$-eigenstates, $\Sigma_z |s\rangle = s |s\rangle$, for the respective eigenvalues ($s = -1, 0, 1$) are given by

$$|1\rangle = \begin{pmatrix} 1 \\ i \\ 0 \end{pmatrix}, \quad |0\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad | -1\rangle = \begin{pmatrix} 1 \\ -i \\ 0 \end{pmatrix}. \quad (3.13)$$

In cylindrical coordinates, solutions to Eq. (3.6) then have the form

$$\Psi(r, t) = \left( |f_1(r)| \hat{e}_r + i |f_{-1}(r) - f_1(r)| \hat{e}_\phi \right) e^{i m \phi} e^{iqz/\sqrt{2\pi} L} e^{i \Omega t}, \quad (3.14)$$

where $f_s(r)$ is the radial function for the respective $\Sigma_z$-eigenstate. Using $k_t$ in Eq. (3.7), the wave equation (3.6) then yields Bessel equations that are solved by

$$f_{s = -1, 0, 1}(r) = B_s J_{m \pm s}(k_t r), \quad (3.15)$$

with arbitrary constants $B_s$. As a result, we obtain the transverse part of the displacement field as

$$u_i(r, t) = \begin{pmatrix} q \left( b_1 \frac{m}{k_t} J_m(k_t r) + b_2 k_t J'_m(k_t r) \right) \hat{e}_r \\ + iq \left( b_1 J_m(k_t r) + b_2 \frac{m}{k_t} J_m(k_t r) \right) \hat{e}_\phi \\ - ik_t b_2 J_m(k_t r) \hat{e}_z \end{pmatrix} e^{i m \phi} e^{iqz/\sqrt{2\pi} L} e^{i \Omega t}. \quad (3.16)$$

Due to the constraint $\nabla \cdot u_i = 0$, here only two linear combinations of the three $B_s$ parameters appear, namely $b_1 = B_{-1} - B_1 + ik_t B_0/q$ and $b_2 = B_{-1} + B_1$.

For a given set $\Lambda$ of conserved phonon quantum numbers (see below), the normal modes of the displacement field, $u_i^\Lambda(r, t) = u_i + u_i^\Lambda$, then follow from Eqs. (3.11) and (3.16). This result still depends on three arbitrary constants ($a, b_1, b_2$) which must be determined by geometry-specific boundary conditions and by overall normalization.

### B. Cylindrical nanowire

To calculate the acoustic phonon eigenmodes of an infinitely long cylindrical wire with radius $R$, we now impose stress-free boundary conditions at the surface $r = R$. After expressing the stress tensor (3.2) in cylindrical coordinates [43], one finds that

$$u_\Lambda(r, t) = u_r \hat{e}_r + u_\phi \hat{e}_\phi + u_z \hat{e}_z \quad (3.17)$$

has to obey the following boundary conditions at $r = R$,

$$iu_r \partial_r u_r - \frac{u_\phi}{r} + \frac{im}{r} u_r = 0, \quad (3.18)$$

$$(1 - 2 \xi^2) \left( \partial_r u_r + \frac{u_r}{r} - \frac{im}{r} u_\phi + iqz \right) + 2 \xi^2 \partial_r u_r = 0,$$

with $\xi$ in Eq. (3.4). We start by solving the simplest case with $m = 0$.

#### 1. Angular momentum $m = 0$

We first consider torsional modes [71], where $u_r = u_z = 0$ and only $u_\phi \neq 0$. This corresponds to the case $a = b_2 = 0$ in our general solution, where $u_\phi \sim J_1(k_t r)$. For $m = 0$, the boundary conditions (3.18) simplify to $\partial_r u_\phi - u_r / r = 0$. Inserting our solution, we arrive at a radial quantization condition, $J_2(k_t R) = 0$, such that only certain eigenfrequencies $\Omega = \Omega_T(i q)$ (with $i = 0, 1, \ldots$) are allowed. We obtain

$$\Omega_T(i q) = c_t \sqrt{q^2 + z_{2,i}^2 / R^2}, \quad (3.19)$$

where $z_{k,i}$ denotes the non-negative zeroes of the Bessel function $J_k(z)$. The only gapless torsional mode comes from $i = 0$ since $z_{2,0} = 0$, where we find

$$\Omega_T(0) = c_t |q|, \quad u_\phi^0(r) = \frac{2r}{R^2} e^{iqz/\sqrt{2\pi} L} \hat{e}_\phi. \quad (3.20)$$

For all $i > 0$, the dispersion relation acquires the finite gap $z_{2,0}/c_t R$. Using $z_{2,0} \approx 5.1356$, we estimate the smallest of these gaps as $\approx 34$ meV for B$_2$Te$_3$ wires of radius $R \approx 100$ nm. Staying on energy scales well below this gap, we can neglect all gapped torsional phonon modes. This step is assumed in our low-energy theory from now on where only the $i = 0$ torsional mode in Eq. (3.20) will be retained. We note that torsional modes cannot exist for $\Omega < c_t \vert q \vert$, since the modified Bessel function $I_2(k_t R)$ obtained after analytic continuation has no zeroes except at the origin.

All other phonon eigenmodes for $m = 0$ follow by setting $u_\phi = 0$, corresponding to $b_1 = 0$ in our general expression for $u_\Lambda$. The boundary conditions (3.18) then yield the condition $M(a, b_2)^T = 0$, with the matrix $M$ given by

$$M = \begin{pmatrix} q k_t J_1(k_t R) & -(k_r^2 - q^2) J_0(k_t R) \\ (k_r^2 - q^2) J_0(k_t R) - 2k_t J_1(k_t R) & 4q k_t J_1(k_t R) \end{pmatrix}. \quad (3.21)$$
A non-trivial solution exists only for \( \det \mathbf{M} = 0 \), which yields the radial quantization condition in the form of Pochhammer’s frequency equation \([72]\),

\[
4q^2 k_i J_1(k_i R) J_0(k_i R) + (k_i^2 - q^2) q^2 J_1(k_i R) J_0(k_i R) = \frac{2k_i \Omega^2}{R c_t^2} J_1(k_i R) J_1(k_i R). \tag{3.22}
\]

As we show next, Eq. (3.22) describes both longitudinal modes \([71]\) for \( \Omega > c_t |q| \), and Rayleigh surface modes for \( \Omega < c_t |q| \).

We start with the longitudinal phonon modes. First, for \( q \to 0 \), Eq. (3.22) simplifies [with \( \xi \) in Eq. (3.4)] to

\[
J_1(\xi) [\xi J_0(\xi) - 2 \xi J_1(\xi)] = 0, \quad \xi \equiv R \Omega / c_t. \tag{3.23}
\]

Noting that \( \xi = 0 \) solves Eq. (3.23), we observe that a gapless longitudinal phonon mode will always exist. In addition, Eq. (3.23) admits gapped longitudinal modes as for the torsional case, which we again do not take into account in the low-energy theory. Second, for long wavelengths, \( |q| R \ll 1 \), by expanding the Bessel functions in Eq. (3.22), we find the dispersion relation for the gapless longitudinal mode \([71]\),

\[
\Omega_L(q) = c_L |q| \left[ 1 - (\sigma q R/2)^2 \right] + O \left( |q R|^3 \right). \tag{3.24}
\]

The sound velocity for this mode is given by \( c_L = \sqrt{E/\rho_s} \) with the Young modulus \( E = 2(1 + \sigma) \mu \). For \( \text{Bi}_2\text{Te}_3 \), the value for \( E \) in Refs. \([25, 73]\) results in \( c_L \simeq 2500 \) m/s. In Eq. (3.24), we also use Poisson’s ratio \( \sigma = \lambda / [2(\lambda + \mu)] \). Since usually the latter quantity is within the window \( 0 < \sigma < 1/2 \), we find that \( c_L < c_t < c_t \). As a consequence, the longitudinal mode (3.24) has imaginary wave number \( k_i = i k_t \) but real wave number \( k_t \).

At short wavelengths, \( |q| R \gg 1 \), the longitudinal mode evolves into a Rayleigh mode with \( \Omega < c_t |q| \). From Eq. (3.22), after analytic continuation \( k_{1, t} \to i k_{1, t} \), no physical solutions are found for \( |q| R \ll 1 \), i.e., there are no cylindrical Rayleigh waves in the long wavelength limit. However, for \( |q| R \gg 1 \), asymptotic expansion of Eq. (3.22) shows that Rayleigh modes do exist at short wavelengths, with dispersion relation

\[
\Omega_R(q) = c_R |q| + \frac{\eta_0 R}{R} + O \left( \frac{1}{|q R|} \right), \tag{3.25}
\]

where \( c_R = \zeta c_t \) is the Rayleigh mode velocity for a planar surface \([27, 75]\) which follows by letting \( R \to \infty \). The dimensionless number \( \zeta < 1 \) is a lengthy function of \( \xi = c_t / c_L \), with \( \zeta \simeq 0.92 \) for \( \text{Bi}_2\text{Te}_3 \) \([27]\). In Eq. (3.25), we also use the number

\[
\eta_0 = \frac{\gamma_t (1 - \gamma_t)}{2 \zeta^2 [2(\gamma_t - 1) - \gamma_t]}, \tag{3.26}
\]

with \( \gamma_t = \sqrt{1 - \zeta^2} \) and \( \gamma_t = \sqrt{1 - 1 - \zeta^2}^2 \).

The longitudinal mode with \( \Omega_L(q) \simeq c_L |q| \) thus gradually evolves into the Rayleigh mode with \( \Omega_R(q) \simeq c_R |q| \) as \( |q| R \) increases. Since we here focus on the low-energy regime, only the longitudinal mode will be kept in what follows. To leading order in \( |q| R \ll 1 \), we find the dispersion relation and the normalized eigenmode as

\[
\Omega_L(q) = c_L |q|, \quad u_r^L(q, r) \equiv \frac{\sqrt{2} \text{sgn}(q)}{R} \frac{e^{i q z}}{L} \frac{\sqrt{2} \text{sgn}(q)}{R} \frac{e^{i q z}}{L} (\sigma q r\hat{e}_r + i \hat{e}_z). \tag{3.27}
\]

2. Angular momentum \( m \neq 0 \)

We now briefly turn to the case of finite phonon angular momentum, \( m \neq 0 \). The boundary conditions (3.18) then yield the condition \( \mathbf{M}_m(a, b_2, b_1)^T = 0 \), where the \( m = 0 \) matrix \( \mathbf{M} \) in Eq. (3.21) is replaced by

\[
\mathbf{M}_m = \begin{pmatrix}
q k_i J_m & (q^2 - k_i^2) J_m^\prime & (q^2 - k_i^2) k_i \frac{J_m}{k_i^2 R} \frac{J_m}{J_{m+2}} \\
(q^2 - k_i^2) J_m^\prime & (q^2 - k_i^2) J_m^\prime & (q^2 - k_i^2) k_i \frac{J_m}{k_i^2 R} \frac{J_m}{J_{m+2}} \\
(q^2 - k_i^2) k_i \frac{J_m}{k_i^2 R} \frac{J_m}{J_{m+2}} & (q^2 - k_i^2) k_i \frac{J_m}{k_i^2 R} \frac{J_m}{J_{m+2}} & (q^2 - k_i^2) k_i \frac{J_m}{k_i^2 R} \frac{J_m}{J_{m+2}}
\end{pmatrix}. \tag{3.28}
\]

We use the shorthand notations \( J_m^{\prime, t} \equiv J_m(k_t R) \) and \( J_m^{\prime, t} \) for the respective derivative. One easily checks that for \( m = 0 \), the above results are recovered from these expressions.

For \( |q| R \ll 1 \) and \( m = \pm 1 \), one obtains flexural modes with a quadratic dispersion relation \([71]\),

\[
\Omega_F(q) = c_L |q| + O \left( |q R|^3 \right). \tag{3.29}
\]

These are the energetically lowest phonon modes in a cylindrical wire at long wavelengths. However, for the deformation potential coupling in Sec. IV, we will find

C. Quantization

The quantization of the phonon theory now proceeds along standard paths. The displacement field is expressed in terms of bosonic annihilation operators, \( b_\lambda \), with the commutation relation \([b_\lambda, b_\lambda^\dagger] = \delta_{\lambda\lambda^\prime} \delta_{mm'} \delta_{\lambda\lambda'} \).
where $\Lambda$ denotes the set of quantum numbers $(q, m, \lambda)$. The index $\lambda$ labels the different branches (e.g., torsional or longitudinal modes) and, in general, includes gapless as well as gapped modes. Inserting the eigenfrequencies $\Omega = \Omega_\Lambda$ into the above normal mode expressions $u_\Lambda(r, t)$, we have

$$u(r, t) = \sum_\Lambda \frac{1}{\sqrt{2\rho_M \Omega_\Lambda}} u_\Lambda(r, t) b_\Lambda + \text{h.c.},$$  \hspace{1cm} (3.30)$$
with the non-interacting second-quantized phonon Hamiltonian

$$H_{\text{ph}} = \sum_\Lambda \Omega_\Lambda \left( b_\Lambda^\dagger b_\Lambda + 1/2 \right).$$  \hspace{1cm} (3.31)$$

We end this section by briefly summarizing the above results as far as we need them in what follows. As shown in the next section, the only gapless phonon branch that couples to electrons via the deformation potential is given by longitudinal phonons with zero angular momentum. Their dispersion relation and the corresponding normal mode expression are specified for $|q| R \ll 1$ in Eq. (3.27). All other phonon branches are either gapped (and can thus be included by a renormalization of the Luttinger liquid parameter), or they do not couple to electrons within our low-energy theory.

IV. ELECTRON-PHONON COUPLING

A. Deformation potential

We next turn to the electron-phonon coupling, assuming that the dominant contribution arises from the deformation potential, cf. Refs. [27, 28],

$$H_{\text{e-ph}} = \alpha \int d\rho_{\text{el}}(r) \text{Tr} u(r),$$  \hspace{1cm} (4.1)$$

where Ref. [25] estimates the bare coupling strength $\alpha \approx 35$ eV for Bi$_2$Te$_3$. However, this value could be significantly reduced by internal screening effects and we only use it as a rough estimate. Inserting Eq. (2.6) for the electronic density operator, we first notice that since we keep only a single Dirac fermion subband corresponding to a torsional phonon mode in Eq. (3.20), the only contribution of the deformation potential (4.1) to our low-energy theory arises from the $m = 0$ longitudinal phonon mode in Eq. (3.27). Assuming that only phonon momenta with $|q| R \ll 1$ are important and taking the continuum limit $L \to \infty$ in Eqs. (3.30) and (3.31), we find

$$\nabla \cdot u(r, t) = -(1 - 2\sigma) \int \frac{dq}{2\pi} \frac{|q|}{\sqrt{2\rho \Omega}} e^{iqz} \times$$
$$\times \left( b_q e^{-\beta \Omega t} + b_q^\dagger e^{\beta \Omega t} \right),$$  \hspace{1cm} (4.2)$$

and

$$H_{\text{ph}} = \int \frac{dq}{2\pi} \Omega_q \left( b_q^\dagger b_q + 1/2 \right), \hspace{1cm} (4.3)$$

Here the linear mass density is given by $\rho = \pi R^2 \rho_M$, and the phonon operators $b_q$ to $m = 0$ longitudinal modes, with commutator $[b_q, b_q^\dagger] = 2\pi \delta(q - q')$.

Using Eqs. (2.6), (3.27), and (3.30), we then find from Eq. (4.1) the coupling Hamiltonian

$$H_{\text{e-ph}} = -\frac{i\alpha (1 - 2\sigma)}{\rho} \int \frac{dq}{2\pi} \Omega_q \sqrt{\frac{2}{\pi \rho}} \theta(q) \left( b_q - b_q^\dagger \right),$$  \hspace{1cm} (4.4)$$

where $\theta(z) = \int \frac{dq}{2\pi} e^{iqz} \theta(q)$ with $\theta(q) = \Theta(q)$ is the boson field introduced in Sec. II.

For half-integer flux $\Phi_B$, the coupled electron-phonon problem can now be solved exactly even in the presence of electron-electron interactions. We proceed in analogy to Refs. [54, 55], where non-helical Luttinger liquids coupled to acoustic phonons have been studied. The Euclidean action for the entire system, $S = S_{\text{el}} + S_{\text{ph}} + S_{\text{e-ph}}$, follows from the low-energy Hamiltonian terms in Eqs. (2.7), (4.3) and (4.4), respectively. Instead of the $b_q$ and $b_q^\dagger$ phonon operators, it is convenient to use the oscillator amplitude operators

$$u_q = \frac{1}{\sqrt{2\Omega_q}} \left( b_q + b_q^\dagger \right), \hspace{1cm} p_q = -i \sqrt{\frac{\Omega_q}{2}} \left( b_q - b_q^\dagger \right),$$  \hspace{1cm} (4.5)$$

with the commutator $[u_q, p_q] = 2\pi \delta(q - q')$. Using bosonic Matsubara frequencies, $\omega_n = \frac{2\pi n}{\tau}$ (integer $n$), the dependence on imaginary time $\tau$ is resolved by the expansion

$$u_q(\tau) = T \sum_{\omega_n} e^{-i\omega_n \tau} \tilde{u}_q(\omega_n), \hspace{1cm} \tilde{u}_q^\ast(\omega_n) = \tilde{u}_{-q}(-\omega_n),$$  \hspace{1cm} (4.6)$$

and likewise for $p_q(\tau)$ and $\theta_q(\tau)$. With the shorthand notation

$$\int |dq| \left( \cdots \right) = \sum_{\omega_n} \int \frac{dq}{2\pi} |dq| \left( \cdots \right),$$  \hspace{1cm} (4.7)$$

and writing $\tilde{u}_q(\omega) \to u_q(\omega)$ (and so on), we obtain the action contributions

$$S_{\text{el}} = \frac{1}{2eK} \int |dq| \left( \omega_n^2 + v^2 q^2 \right) |\theta_q(\omega_n)|^2,$$

$$S_{\text{ph}} = \frac{1}{2} \int |dq| \left( \omega_n^2 + \Omega_n^2 \right) |u_q(\omega_n)|^2,$$

$$S_{\text{e-ph}} = \frac{i\alpha (1 - 2\sigma)}{\pi \sqrt{\rho}} \int |dq| \text{sgn}(q) q^2 u_q(\omega_n) \theta_q(-\omega_n).$$  \hspace{1cm} (4.8)$$
Here $v \equiv v_1/K$ is the plasmon velocity in the helical Luttinger liquid. We recall that $v_1$ is the Fermi velocity along the wire axis and $K$ the Luttinger liquid parameter. In practice, one has $v \gg c_L$. We thus arrive at an exactly solvable Gaussian functional integral for the coupled electron-phonon system.

B. Integrating over the phonon degrees of freedom

In this work, we focus on the electronic degrees of freedom and therefore proceed by integrating over the phonon amplitudes $u_q(\omega_n)$. As a result of this Gaussian functional integration, the effective action for the bosonized $\theta$ field describing the electronic sector is given by

$$S_{\text{eff}} = \frac{1}{2} \int [dq] \ D_{\theta\theta}^{-1}(\omega_n, q) |\theta_q(\omega_n)|^2,$$

with the inverse propagator

$$D_{\theta\theta}^{-1}(\omega_n, q) = \frac{1}{vK} \left( \frac{\omega_n^2 + v^2 q^2}{c_L} - \frac{(AvK/c_L)^2}{\omega_n^2 + \Omega_q^2} \right),$$

where we define the dimensionless electron-phonon coupling parameter

$$A = \frac{(1 - 2\sigma)\alpha}{\pi c_L \sqrt{\rho v_1}}.$$ (4.11)

Inserting theoretical estimates for the parameters in Eq. (4.11) for Bi$_2$Se$_3$ and/or Bi$_2$Te$_3$ [25, 73], one finds typical values of the order $A \lesssim 1$. Our approach represents a controlled approximation in the low-energy regime. In particular, we assume that the relevant energy scales are well below $v_1/R$ such that higher electronic subbands can be neglected. However, gapped phonon bands could be included by a renormalization of the Luttinger liquid parameter [52], and we only have to explicitly retain the gapless phonon mode considered above.

With the velocities $v_\pm > 0$ defined from

$$v_\pm^2 = \frac{1}{2} \left( v^2 + c_L^2 \pm \sqrt{(v^2 - c_L^2)^2 + (2AvKc_L)^2} \right)$$ (4.12)

and the residues

$$F_\pm = \frac{v_\pm^2 - c_L^2}{v_\pm^2 - v_\mp^2},$$ (4.13)

the propagator follows as

$$D_{\theta\theta}(\omega_n, q) = vK \sum_{s=\pm} \frac{F_s}{\omega_n^2 + v_s^2 q^2}.$$ (4.14)

We note that Eq. (4.13) implies $F_+ + F_- = 1$ and $\sum_s F_s (v/v_s)^2 = 1/(1 - A^2 K^2)$. Similarly, the propagator for the dual boson field $\varphi$ in Eq. (2.5) follows as

$$D_{\varphi\varphi}(\omega_n, q) = \frac{1}{vK} \sum_{s=\pm} \frac{v_s^2 F_s}{\omega_n^2 + v_s^2 q^2},$$ (4.15)

For $A = 0$, one finds $v_+ = v$ and $v_- = c_L$, with $F_+ = 1$ and $F_- = 0$.

Using the above expressions, the electronic Green’s function,

$$\mathcal{G}(r, \tau) = -\left\langle T_\tau \Psi_{el}(r, \tau) \Psi_{\text{el}}^\dagger(0, 0) \right\rangle,$$ (4.16)

with the electron operator in Eq. (2.3) and the time ordering operator $T_\tau$, can be computed in an exact manner. The nontrivial $(z, \tau)$ dependence, $\mathcal{G}(z, \tau) \propto \sum_{\nu=\pm} e^{i\nu k_Fz} G_{\nu}(z, \tau)$, follows from the 1D Green’s functions,

$$G_{\nu}(z, \tau) = -\langle T_\tau \psi_{\nu}(z, \tau) \psi_{\nu}^\dagger(0, 0) \rangle,$$ (4.17)

where off-diagonal contributions (with $\nu \neq \nu'$) vanish identically. Using the bosonized 1D operators in Eq. (2.5), we obtain

$$G_{\nu=\pm}(z, \tau) = \frac{\text{sgn}(\tau)}{4\pi \xi_\perp} \prod_{s=\pm} \prod_{\nu=\pm} \frac{\xi_\perp}{z + iv_s \nu \tau} \left| \left( \frac{\pi K}{\pi K} \right)^{F_s} \right| \times \left( \frac{z + iv_s \nu \tau}{z - iv_s \nu \tau} \right)^{F_s}.$$ (4.18)

Given this result, one can compute the spectral function from the imaginary part of $\mathcal{G}$, cf. Refs. [52, 56]. The latter quantity could in principle be measured by photoemission spectroscopy. However, in what follows we shall focus on simpler observables.

V. PHASE DIAGRAM

We next turn to the zero-temperature phase diagram of the coupled electron-phonon system with half-integer flux $\Phi_B$. The effective low-energy action (4.9) for the electronic sector, obtained after integration over the phonon degrees of freedom, allows us to obtain the exact correlation functions of all possible order parameters. In this 1D system, long-range order is not possible and one can at best find an algebraic decay of correlation functions ($T = 0$). It is then common practice to define the phases according to the smallest decay exponent [52]. For extremely strong electron-phonon couplings with $A \geq 1/K$ in Eq. (4.11), one encounters the so-called Wenzel-Bardeen singularity, where the system becomes unstable and undergoes phase separation [54, 55]. In what follows, we assume that $A < 1$ and the system is stable. We then examine different candidate order parameter correlations.

First, as pointed out in Sec. II, charge density wave (CDW) correlations cannot exist in our system due to the absence of $2k_F$ backscattering. However, spin density wave (SDW) correlations are possible. For the surface state of the TI wire, we can either have a spin density operator component $s_\|$ along the circumferential direction, or a component $s_z$ along the wire axis. In bosonized
form, they are given by \[s_φ(z, τ) = \frac{1}{2\sqrt{π}} \partial_2 \varphi(z, τ), \quad s_z(z, τ) = -\frac{1}{2πξ_0} \cos[2k_Fz + 2\sqrt{π}θ(z, τ)].\] (5.1)

The first relation is due to spin-momentum locking of the TI surface state: the current density operator along the z-axis has precisely the same form. We obtain the \(T = 0\) correlation functions (the mixed correlator vanishes)

\[\langle s_φ(z, τ)s_φ(0, 0) \rangle \propto \cos(2k_Fz) \prod_{s=\pm} |\frac{ξ_0}{z + iv_φτ}|^{2ν_Fs/(v_s)}, \quad \langle s_z(z, τ)s_z(0, 0) \rangle \propto \prod_{s} |z + iv_φτ|^{-ν_φ/2}, \] (5.2)

which yields the corresponding decay exponents \(ν_z = 2\nu_0 - 2ν_Fs/v_s\) and \(ν_φ = 2\). Here the \(F_{s}\) have been defined in Eq. (4.13). For material parameters where \(ν_φ\) represents the slowest decay, we call the phase ‘metallic’ since here the current-current correlations have the same decay law as in an unperturbed Luttinger liquid. Next, the order parameter for singlet superconductivity is proportional to \(O_{sc}(z, τ) = \psi_+(z, τ)\psi_-(z, τ) \propto e^{2iK_Fz}\) [76, 77]. Pairing correlations thus decay along the wire direction as

\[\langle O_{sc}(z, τ)O_{sc}^\dagger(0, 0) \rangle \propto \prod_{s=\pm} |\frac{ξ_0}{z + iv_φτ}|^{2ν_Fs/(Kv_s)}. \] (5.3)

The resulting decay exponent is given by \(ν_{sc} = (2/v_0K)\sum_v v_s F_s\).

Using the above results for the three exponents \((ν_z, ν_φ, ν_{sc})\), the phase diagram in the \(K-A\) plane is readily determined by finding the smallest exponent for given parameter choice, see Fig. 1 in Sec. I. For our TI nanowire pierced by a half-integer flux \(Φ_B\), the radius \(R\) appears only implicitly via the definition of the dimensionless electron-phonon coupling parameter \(A\) in Eq. (4.11), and possibly through a weak \(R\)-dependence of the Luttinger liquid parameter \(K\) [40]. The latter parameter can encode both the effects of Coulomb interactions and those of residual optical phonon modes not taken into account in our model, cf. Ref. [52], where \(K = 1\) in the absence of interactions, \(K < 1\) for repulsive interactions, and \(K > 1\) for effectively attractive interactions. In Fig. 1, we show the phase diagram using parameters appropriate for the TI material HgTe, with \(v_1 \simeq 5 \times 10^6\) m/s [48] and \(c_L \simeq 2400\) m/s [78]. The HgTe case is especially interesting since it has been established by recent nanowire experiments that the ballistic regime is reachable in practice [48]. We thus expect that our predictions can be tested in the immediate future. We note that the phase diagram for Bi$_2$Te$_3$ looks qualitatively very similar.

In the absence of electron-electron interactions \((K = 1)\), we observe that superconducting correlations dominate for arbitrary electron-phonon coupling strength \(0 < A < 1\), in accordance with earlier studies for non-helical Luttinger liquids [54, 55]. Unless electron-electron interactions are screened off, however, we expect that the superconducting correlations are quickly overcome by SDW correlations which are favored for \(K < 1\) and small values of \(A\). For large \(A\) (but \(A < 1/K\)), we also find a tiny intermediate metallic phase, see inset of Fig. 1. The phase boundary curves separating the metallic phase from the SDW and the SC phases, respectively, can be analytically shown to merge at the special point \((K = 1, A = 0)\). However, no merging point exists in the limit \(K \to 0\). Ultimately, for \(A \geq 1/K\), the system becomes unstable.

Our theory therefore suggests the possibility of dominant intrinsic pairing fluctuations when Coulomb interactions are well screened off. The resulting superconducting wire could then even harbor Majorana bound states, see Ref. [58]. Such states can exist even in 1D wires with intrinsic superconducting pairing [59]. However, we expect that proximity-induced superconductivity will be needed in practice to achieve this goal since the relevant energy scales protecting the Majorana states will otherwise be tiny.

Finally, we note that the phase diagram can significantly change when \(Φ_B\) does not have half-integer values. As we discuss in detail in Sec. VI B, the presence of \(2k_F\) scattering then implies that also regions with CDW ordering become possible. We leave the exploration of the phase diagram for general \(Φ_B\) to future work.

VI. PHONON-INDUCED RESISTIVITY

We now turn to the phonon-induced electrical resistivity, \(ρ\), of a long cylindrical TI nanowire pierced by a magnetic flux \(Φ_B\), taking into account electron-phonon couplings of dimensionless strength \(A < 1/K\), see Eq. (4.11).

We start in Sec. VI A with the case of half-integer flux \(Φ_B\) for arbitrary Luttinger liquid parameter \(K\). From the Kubo formalism, we show that phonons do not generate a finite resistivity correction \(ρ(T)\) due to the absence of \(2k_F\)-backscattering processes. In Sec. VI B, focusing on the case without electron-electron interactions \((K = 1)\), we allow for small flux deviations \(δΦ_B\) away from half-integer values. Backscattering then becomes possible and one obtains a finite resistivity for \(T > 0\). For quantitative results, we follow the Boltzmann equation approach of Ref. [65]. Alternatively, one could proceed along the bosonization route of Ref. [67], which also allows to cover the \(K \neq 1\) case for \(δΦ_B \neq 0\). However, in Sec. VI B we confine ourselves to the physically transparent Boltzmann approach for \(K = 1\).

A. Half-integer flux: Kubo formula

We begin with the case of precisely half-integer flux \(Φ_B\) and start from the Kubo formula for the \((ω, q)\)-dependent
conductivity \[52],
\[
\sigma(\omega, q) = \frac{i}{\omega} \left( \frac{e^2 v K}{\pi} + \Pi(\omega, q) \right), \quad (6.1)
\]
where \(\Pi(\omega, q)\) is the retarded current-current correlation function. The latter quantity is first computed in Matsubara frequency space,
\[
\Pi(i\omega_n, q) = -\langle J^*(i\omega_n, q) J(i\omega_n, q) \rangle_{S_{\text{eff}}}, \quad (6.2)
\]
followed by the analytic continuation \(i\omega_n \rightarrow \omega + i0^+\). The charge current operator is here given by \(J = e v K \partial_z \varphi\) \[52\]. Using Eq. (4.15), we obtain
\[
\Pi(i\omega_n, q) = \frac{e^2 v K}{\pi} \left( -1 + \sum_{s=\pm} \frac{\omega^2_n}{\omega^2_n + v_s^2 q^2} F_s \right), \quad (6.3)
\]
Performing the analytic continuation, Eq. (6.1) yields
\[
\sigma(\omega, q) = \frac{e^2 v K}{2\pi} \sum_{s=\pm} F_s \times \left( \pi \delta(\omega - \nu v_s q) + iP \frac{1}{\omega - \nu v_s q} \right),
\]
where \(P\) denotes the principal part and the velocities \(v_s\) have been specified in Eq. (4.12). We thus obtain
\[
\lim_{q \rightarrow 0} \text{Re} \sigma(\omega, q) = \frac{e^2 v K}{2\pi} \sum_{s=\pm} F_s = \frac{e^2 v K}{2} \delta(\omega). \quad (6.4)
\]
The real part of the conductivity yields a \(\delta\)-function Drude peak at \(\omega = 0\) for \(q \rightarrow 0\), and hence a vanishing resistivity at all temperatures (where the above model applies). Since \(v K = v_1\) by Galilean invariance, neither electron-electron nor electron-phonon interactions cause corrections to the conductivity. This result is rationalized by the absence of \(2k_F\)-backscattering processes in TI nanowires, a precisely half-integer flux \(\Phi_B\). In the next subsection, we address what happens when \(\Phi_B\) deviates from half-integer values.

**B. Away from half-integer flux**

We now focus on the case without electron-electron interactions, \(K = 1\), and study the effects of a static deviation of \(\Phi_B\) from half-integer values, \(\delta \Phi_B \neq 0\). Such a situation may arise either due to changes in the magnetic field strength or its direction, or from fluctuations of the cross-sectional area of the nanowire. For simplicity, we assume \(|\delta \Phi_B| < 1\) below. For \(\delta \Phi_B \neq 0\), since the electron density operator (2.6) will now have a \(2k_F\)-oscillatory contribution due to the absence of topological protection, phonons can cause electron backscattering. We then expect a temperature-dependent correction to the electrical conductance of a TI nanowire. To study this effect in quantitative terms, we follow Ref. [65] and use the Boltzmann equation to evaluate the phonon-induced conductance correction for a long TI nanowire of length \(L\). Without coupling to phonons (\(A = 0\)), the ballistic system has the quantized and temperature-independent conductance \(G = G_0 = e^2/b\) \[40\].

To determine the low-energy form of the electron density operator, we first generalize the electron operator in Eq. (2.3) to the case \(\delta \Phi_B \neq 0\). At low energies, we may focus on the single band with total angular momentum \(j\) such that \(\Phi_B = -j + \delta \Phi_B\). Assuming that the chemical potential \(\mu\) is located in the conductance band, Eq. (2.2) implies that the Fermi momentum is now given by
\[
k_F \simeq \frac{\mu}{v_1} \left( 1 - 2\gamma^2 \right), \quad \gamma = \frac{v_2 \delta \Phi_B}{2\mu K}. \quad (6.5)
\]
We here study the consequences of \(\gamma \neq 0\) to leading order in \(\gamma\), i.e., for \(|\gamma| \ll 1\). Taking the conduction band eigenstate of \(\mathcal{H}_{el}(k)\) in Eq. (2.7) with angular momentum \(j\) from Ref. [40], the low-energy electron operator follows as
\[
\Psi_{el}(r, \phi, z) = f\sqrt{A} \sum_{\nu=\pm} e^{i\nu k_F z} e^{i(1/2)\phi} \psi_{\nu}(z) \times \left( \frac{\nu(1-\gamma)}{i(1+\gamma)e^{i\phi}} \right), \quad (6.6)
\]
where we drop all \(O(\gamma^2)\) terms. As for \(\gamma = 0\) in Eq. (2.3), the 1D field operators \(\psi_{\nu=\pm}(z)\) describe right- or left-moving fermionic quasiparticles. Indeed, linearization of the dispersion relation (2.2) around the respective Fermi point, \(k = \nu k_F + p\) with \(|p| \ll k_F\), yields \(\nu_{\nu=\pm}(p) \simeq \mu \pm v_1 p\).

The 1D electron density operator, \(\rho_{1D}(z)\), is obtained by integration over the cross section of the nanowire and follows (to leading order in \(\gamma\)) as
\[
\rho_{1D}(z) = \int \int \int \int d\phi \Psi_{el}^\dag(r) \Psi_{el}(r) = \sum_{\nu=\pm} \psi_{\nu}^\dag \psi_{\nu} + 2\gamma \sum_{\nu} e^{-i\nu 2k_F z} \psi_{\nu}^\dag \psi_{-\nu} \quad (6.7)
\]
\[
= \left[ \frac{1}{\sqrt{\pi}} \partial_z \theta(z) + \frac{2\gamma}{\pi k_{\perp}} \cos [2k_F z + 2\sqrt{\pi} \theta(z)] \right].
\]
In the last step, we have used the bosonization identity (2.5). Equation (6.7) shows that for \(\delta \Phi_B \neq 0\), the electron density operator contains a \(2k_F\)-oscillatory term corresponding to electron backscattering. By variation of the flux \(\delta \Phi_B\), the relative importance of this term compared to the forward scattering contribution — the first term in Eq. (6.7) — can be changed. For \(\gamma \neq 0\), on top of Eq. (4.4) the electron-phonon interaction Hamiltonian then receives an additional term from the deformation potential in Eq. (4.1),
\[
H'_{e-\text{ph}} = -v_1 Z \int dz \sum_{\nu=\pm} e^{-i\nu 2k_F z} \psi_{\nu}^\dag \psi_{-\nu} \times \int \frac{dq}{2\pi} e^{iqz} \sqrt{|q|} \left( b^\dag_q + b^\dag_{-q} \right), \quad (6.8)
\]
which describes electron backscattering with the simultaneous absorption or emission of a phonon. The corresponding dimensionless coupling constant is given by

\[ Z = \sqrt{2\pi^2 e L / v_1 A} \gamma, \tag{6.9} \]

with the electron-phonon coupling parameter \(A\) in Eq. (4.11) and \(\gamma \propto \delta \Phi_B \) in Eq. (6.5).

The transition probability for absorption (\('-'\) or emission (\('+'\)) of a phonon during a quasiparticle scattering process with momentum \(p \to p'\) with respect to the Fermi points \(\nu \to \nu'\) can be estimated from Fermi’s golden rule as

\[ W_{\nu',\nu}(p',p) \propto \Omega_{p-p'} \delta (E_{\nu'}(p') - E_{\nu}(p) \pm \Omega_{p-p'+(\nu-\nu')k_F}), \tag{6.10} \]

Using the linearized dispersion relation \(E_{\nu}(p) = \mu + \nu v_1 p\), we first observe that energy conservation requires \(v_1 |p - p'| = c_L |p - p'|\) for forward scattering processes \((\nu' = \nu)\). Unless one accidentally has \(c_L = v_1\), the only solution is given by \(p = p'\). Transition probabilities for forward scattering processes thus vanish identically, \(W_{\nu',\nu}(p',p) = 0\), in accordance with our results in Sec. VI A. For \(\gamma \neq 0\), phonon-induced backscattering transitions \((\nu' = -\nu)\) become possible because of \(H_{\text{c-ph}}^\nu\) in Eq. (6.8). Fermi’s golden rule then yields the transition probabilities

\[ W_{\nu,-\nu}(p',p) = 2\pi v_1^2 Z^2 |2\nu k_F + p - p'| \times \delta (\nu |2\nu k_F + v_1 (p + p')| + \Omega_{p-p'+2\nu k_F}). \tag{6.11} \]

We now turn to the conductance correction, \(G = G_0 + \Delta G(T)\), arising due to phonon-induced backscattering transitions. We follow Ref. [65] and consider a TI wire of length \(L\) across which a small bias voltage \(V\) is applied. The quasi-classical distribution function of fermionic quasiparticles at position \(z\) with momentum \(\nu k_F + p\) (where \(|p| \ll k_F\) and \(\nu = \pm\) for right- or left-moving particles) is denoted by \(f_\nu(z,p)\). For \(A = 0\), this distribution function reduces to a \(z\)-independent Fermi-Dirac distribution,

\[ f_\nu(z,p)|_{A=0} = f_\nu(0)(p) \equiv \frac{1}{e^{(\nu v_1 p + eV/2)/T} + 1}. \tag{6.12} \]

Writing \(f_\nu(z,p) = f_\nu(0)(p) + \Delta f_\nu(z,p)\), the Boltzmann equation is given by [65]

\[ \nu v_1 \partial_z \Delta f_\nu = I \left[ f^{(0)} \right] + e \partial_z \phi_e \partial_p f^{(0)}, \tag{6.13} \]

where \(\phi(e)\) is the electrostatic potential along the wire. With the shorthand notation \(q_\nu = p - p' + 2\nu k_F\), the collision integral (omitting the superscripts \(''(0)'\) in intermediate steps) is given by

\begin{align*}
I \left[ f^{(0)} \right] &= -\int \frac{dp'}{2\pi} \left\{ W_{\nu,-\nu}(p',p) \left[ f^{(0)}(p) \left( 1 - f^{(0)}(-p') \right) (1 + N_{q_\nu}) - f^{(0)}(-p') \left( 1 - f^{(0)}(p) \right) N_{-q_\nu} \right] 
+ W_{-\nu,-\nu}(p',p) \left[ f^{(0)}(p) \left( 1 - f^{(0)}(p') \right) N_{-q_\nu} - f^{(0)}(-p') \left( 1 - f^{(0)}(p) \right) (1 + N_{-q_\nu}) \right] \right\}. \tag{6.14} \end{align*}

By using the identity \(W_{\nu,-\nu}(p',p) = W_{-\nu,-\nu}(p',p)\), we observe that \(\sum_{\nu = \pm} \int \frac{dp'}{2\pi} I \left[ f^{(0)} \right] = 0\).

Solving the Boltzmann equation (6.13) as detailed in Ref. [65], the conductance correction then follows as

\[ \Delta G = \lim_{V \to 0} \frac{eL}{V} \int \frac{dp}{2\pi} I \left[ f^{(0)} \right]. \tag{6.16} \]

Next we observe that the \(\delta\)-function in the transition probabilities (6.11) enforces the energy conservation condition \(v_1 (p' + p) = \pm c_L |2k_F + p - p'|\). Taking into account that \(c_L \ll v_1\) and \(|p|, |p'| \ll k_F\), the solution is given by \(p' \simeq -p \pm 2k_F c_L / v_1\). To lowest order in \(V\), Eq. (6.15) then gives

\[ I \left[ f^{(0)} \right] \simeq -2k_F v_1 Z^2 N_{2k_F} e^{-\nu k_F^2 T / 2T} \times \sum_{\pm} f_\nu(p) \left( 1 - f_\nu(p) \right) e^{\pm \Phi_{BG}/2T}, \tag{6.17} \]

with the Bloch-Grüneisen temperature \(T_{BG} = 2c_L k_F\). Once \(T\) drops below \(T_{BG}\), phonon-induced \(2k_F\)-backscattering becomes suppressed since phonon modes with the required energy of order \(\Omega_{2k_F}\) are not available anymore. One then basically has only forward scattering processes, where the corresponding transition amplitudes
vanish and one therefore expects an exponential suppression of the phonon-induced resistivity, see Refs. [65–67].

Performing the integration in Eq. (6.16), the conductance reduction is given by

$$\frac{\Delta G(T)}{e^2/h} = -2k_F L Z^2 \frac{T_{BG}/(2T)}{\sinh^2 [T_{BG}/(2T)]}. \quad (6.18)$$

As a consequence, the phonon-induced electrical resistivity is

$$\rho(T) = \frac{\hbar}{e^2} \left( \frac{2(v_2/v_1)^2}{\pi \rho M T_{BG}} \left( \frac{1 - 2\sigma}{v_1 R^2} \right)^2 \times \frac{T_{BG}/(2T)}{\sinh^2 [T_{BG}/(2T)]} \right), \quad (6.19)$$

where we have used the definitions of $A$ and $\gamma$ in Eq. (6.9) as well as $k_F \approx \mu/v_1$, see Eq. (6.5). At fixed temperature and chemical potential, the resistivity thus scales as $\rho \propto (\alpha \delta \Phi_B/R^2)^2$ with the deformation potential coupling $\alpha$, the deviation $\delta \Phi_B$ of magnetic flux from the nearest half-integer value, and the nanowire radius $R$. In particular the prediction $\rho \propto \delta \Phi_B^2$ may allow for direct tests of our theory using available TI nanowires [48, 49]. At low temperatures compared to the Bloch-Grüneisen temperature, Eq. (6.19) implies an exponential suppression of the resistivity, $\rho(T \ll T_{BG}) \propto (T_{BG}/T)e^{-T_{BG}/T}$, as expected from Refs. [65–67]. On the other hand, at high temperatures, the standard linear $T$ dependence, $\rho(T \gg T_{BG}) \propto T/T_{BG}$, is recovered.

VII. CONCLUSIONS

In this work, we have constructed an analytical theory for the coupled electron-phonon system in a topological insulator nanowire pierced by the magnetic flux $\Phi_B$. For half-integer $\Phi_B$, the electronic surface states are represented by topologically protected helical Dirac fermions, where phonons cannot induce $2k_F$ backscattering. A non-vanishing phonon-induced resistivity emerges only when one has a finite deviation $\delta \Phi_B$ from half-integer flux values, where we give detailed predictions for the dependence of the resistivity on temperature and on $\delta \Phi_B$. We have also shown that the phase diagram for half-integer $\Phi_B$ contains a significant region where superconducting pairing of the surface states is possible. Future theoretical work could analyze the resistivity for finite $\delta \Phi_B$ taking into account electron-electron interactions ($K \neq 1$), where the approach of Ref. [67] should allow for progress. Another interesting avenue for further research concerns the multi-channel generalization of our theory. This case will become important, for instance, at large values of the TI nanowire radius $R$, where our assumption of a single relevant subband breaks down.
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