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ABSTRACT
Importance of structured-light based one-shot scanning technique is increasing because of its simple system configuration and ability of capturing moving objects. One severe limitation of the technique is that it can capture only sparse shape, but not high frequency shapes, because certain area of projection pattern is required to encode spatial information. In this paper, we propose a technique to recover high-frequency shapes by using shading information, which is captured by one-shot RGB-D sensor based on structured light with single camera. Since color image comprises shading information of object surface, high-frequency shapes can be recovered by shape from shading techniques. Although multiple images with different lighting positions are required for shape from shading techniques, we propose a learning based approach to recover shape from a single image. In addition, to overcome the problem of preparing sufficient amount of data for training, we propose a new data augmentation method for high-frequency shapes using synthetic data and domain adaptation. Experimental results are shown to confirm the effectiveness of the proposed method.

Index Terms— Shape from shading, 3D super-resolution, Deep learning

1. INTRODUCTION
The importance of active stereo method based on structured-light is increasing because of its simple system configuration and potential of high accuracy shape reconstruction. Gray-code and phase-shift, which are known as temporal coding methods, are typical implementation and have been widely used so far. Since those techniques require multiple patterns to identify the pixel location, fast moving object cannot be captured. To compensate the problem, one-shot scanning methods draw a wide attention, which is based on sparse structured light comprising codes for identification in the single pattern, achieving shape reconstruction from one or only a few pattern projection. A common problem of the sparse structured light methods is that the resolution of reconstruction is much lower than temporal coding method, specifically they can only recover the shape around the pattern region, which is sparse.

In this paper, we tackle with this problem to recover dense and high-frequency shapes by using shading information, which is captured by oneshot RGB-D sensor based on structured light and single camera. In previous methods, which usually employ interpolation by median filter, Gabor filter or moving average, the regions which have no pattern projection are reconstructed as a low-frequency shapes, i.e., smooth/flat surfaces, even if the surface has high frequency shapes. With our technique, shading information of such no pattern projected regions is analyzed and high-frequency shapes are recovered from single RGB-D image. Since multiple images with different lighting positions are usually required for shape from shading techniques, it is theoretically impossible to recover shape only from single image. For solution, we propose a learning based approach to recover the shapes up to scale from single image. In addition, to overcome the problem of preparing sufficient amount of data for training, we propose a domain adaptation method where new training data set are generated by computer graphics technique using parametric representation of high-frequency shapes. Those synthesized shapes are efficiently used to learn high-frequency shapes and a few real data are used to adapt our model to real environment. Experimental results are shown to confirm the effectiveness of the proposed method compared with previous method, e.g., shape super-resolution techniques. Our contributions are threefold:

• Dense and high-frequency shape reconstruction method using convolutional neural network (CNN), whose input is a single shading image and a single sparse depth image, is proposed.

• Efficient domain adaptation method using huge amount of computationally generated images based on parametric representation of high-frequency shapes is proposed, which is further improved by fine tuning technique using real data.

• It is shown that the proposed network is able to reconstruct dense and high-frequency shapes using real data set, comparing with previous methods.

2. RELATED WORK
Since Horn proposed shape from shading [1][2], methods for recovering object shapes from shading have been proposed...
such as photometric stereo [3]. While there are cases where the shape cannot be uniquely determined from the shading [4, 5], methods have been proposed to estimate the shape from a single image by using multiple constraints [6] or by learning [7, 8]. The use of high-resolution RGB images has been studied as a clue to increase the resolution of low-resolution shapes obtained by RGB-D cameras. The method to generate a high-resolution distance image from low-resolution distance images and high-resolution RGB images is called guided super-resolution [9, 10, 11]. CNN based depth map super-resolution is proposed by [12, 13]. Network training with synthetic data is seen in dense 3D reconstruction [14], and in shape from shading [15, 16], where large real datasets are difficult to construct. Models trained on synthetic data often cannot generalize to real-world data. As a method of domain adaptation, source to target adversarial learning [17, 18, 19] and matching the mean and variance of feature vectors have been proposed [20].

3. SHAPE RECOVERY FROM SHADING INFORMATION

3.1. Algorithm overview

Overview of our algorithm is shown in Fig. 1. Our method reconstructs the high-frequency shape by adding a high-frequency component estimated from shading to the measured low-frequency shape. First, we measure the low-frequency shape of the object and the shading image under fixed illumination. For low-frequency shapes, a one-shot measurement with a projector and camera system [21] is used, but the shape measurement method in our framework is not limited to this technique. Next, the low-frequency shape and shading images are input into the CNN to reconstruct the high-frequency shape. Learning the shading of high-frequency shapes requires a lot of training data, however the measurement of many variations of objects is time consuming and the measurement of high-frequency shapes that are ground truth is also difficult. Therefore, we construct a synthetic dataset of shading images by computer graphics and perform domain adaptation. What we proposed in this paper is how to deal the lack of training data by data augmentation using appropriate synthetic data and adapt to real data by fine-tuning, we call this whole process domain adaptation.

3.2. System configuration and initial data acquisition

One-shot measurement using a projector and camera system with a grid pattern [21] is used as a method to measure the low-frequency shape. Setup is shown in Fig. 2(a). The pattern projected by the projector consists of a sparse grid pattern (Fig. 2(b)), with codes embedded as a positional relationship between adjacent grid points (Fig. 2(c)). By identifying grid points using codes, the corresponding points to the image captured by the camera are detected, and the distances are calculated by triangulation. With the grid pattern, only the shapes on the lines that make up the pattern can be measured. We obtain low-frequency shapes by interpolating the sparse shapes with the radial basis function.

4. IMPLEMENTATION

4.1. High-frequency shape recovery from shading information using CNN

We recover the high-frequency shape by shape from shading approach. Since the shading does not imply an absolute depth, only a relative depth can be estimated, and thus, we added estimated high-frequency depth to the measured absolute depth. We found that there was an ambiguity on shape reconstruction, such as convex or concave, from the same input image. To avoid the ambiguity, we limit the light source direction on one side. Note that even after such limitation, the possible light source position is still large and it does not decrease the flexible of our method. While this number of shading images is insufficient to recover the shape analytically, our deep neural network approach recovers shape by learning the shape and corresponding shading in the limited lighting environment for a sufficient sample.

We utilize CNN to reconstruct consistent shape by taking the shading and low-frequency shape of a local region into account. U-Net [22] structure is employed to retain high-resolution feature of the shading images. Our network structure is shown in Fig. 3(a). The proposed network takes three images as input: a shading image, a low-frequency depth image, and a pattern projection image. Low-frequency depth images are expected to give additional clue to the low-frequency normal direction, and pattern projection images are expected to help in estimating the pixel-by-pixel confidence of low-frequency depth images. The three images are concatenated...
in the channel dimension. The output of the network is the high-frequency shape, which is given by the difference between the low-frequency shape and the ground truth in the training.

After input is converted into 32-dimensional feature by multiple convolutions, low-resolution feature is extracted by pooling layer, then, it is converted into a high-resolution feature by deconvolution. The shading images and projected images are normalized to a maximum value of 1. We set the kernel size to 3 and the number of layers to 3. For loss function, Mean Squared Error (MSE) is computed for the area where the low-frequency depth is available.

4.2. Training using synthesized data and fine-tuning

A ground truth of high-frequency shape and its shading image are required for the training. For the robust training, dataset should contain many variations of shape in many poses thus it takes lot of time. Moreover, high-frequency shapes are difficult to measure. We propose a domain adaptation method for measuring objects in the real environment by learning a dataset by augmenting it with synthetic images generated by rendering graphics.

To cover wide variation of the shape, one approach is to utilize public 3D shape dataset. However, even if we use all the existing public high-resolution 3D dataset for our model, it cannot be enough to training the model due to lack of high-frequency shape variations of that dataset. Instead of using dataset already exists, we generate shapes procedurally to cover many shapes and to make it easier to fine-tune the parameters for the learning.

We generate height map by combining multiple sinusoids:

\[
I(x, y) = \sum_{i=0}^{N} \alpha_i \cos(2\pi x' \lambda_i + \psi_i),
\]

where \(\alpha\) is coefficient, \(\lambda\) is wavelength, and \(\psi\) is phase, that are randomly chosen, and \(N\) is the number of the basis. The parameters are adjusted to obtain a shape close to the real object. Example of the procedural shapes with regularly varying \(\theta\) and \(\lambda\) are shown in Fig. 3(b). The scene is rendered by rasterizing algorithm from the view of the camera which has the same intrinsic matrix in the real measurement.

The synthetic shading image is considered to have different characteristics from the real world, so that models trained using only synthetic data are difficult to utilized to real-world measurements. In order to support real-world input, the model is trained additionally to fine-tune the weight of the network. In additional training for fine-tuning, the network is trained with only a few real-world data, and the weights of all layers are updated.

5. EXPERIMENT

5.1. Detail of dataset and evaluation

We created 600 synthetic data70% of which were used as training data and the remaining 30% as validation data. The parameters of the synthetic shape are \(N=2\), and \(\lambda\) is randomly assigned to include the pitch of the cardboards in the real dataset. The object’s orientation is randomized within a range of 10 degrees in the pitch and yaw directions and 180 degrees in the roll direction. The direction of the projector is fixed, and its position is randomly shifted within the range where the pattern can be projected onto the object. We prepared 6 types of real objects taken in the real environment: cardboards with three different high-frequency shapes (A, B, and C), and the other three objects with more complex surface shapes (shoes, mesh, and basket). The data taken in real environment is divided into training and test dataset. The training dataset contains 16 data for cardboard-A, 4 for cardboard-B, and a few of complex shapes, i.e. 4 for shoes, 2 for mesh, and 1 for basket. The test dataset contains 12 data of cardboard-B and -C, 4 for shoes, 6 for mesh, and 2 for basket. In training, the 1200 × 1200 resolution data is divided into 120 × 120 resolution patches and luminance values of images are augmented with a scaling range of 0.5 to 1.5, and is processed in the original resolution for the inference.

For quantitative evaluation, the Root Mean Square Error (RMSE) of the output depth to ground-truth (GT) is calculated. Since we use shading to estimate the shape of the object, scale and indeterminacy of convexity (known as bas-relief ambiguity \(\psi\)) can be a problem. To deal with this scale ambiguity, the mean and standard deviation of the output patch is adjusted to match ones of GT patch. Patch size for this computation is 49 × 49 so that one period of the high frequency shape can be fully included.

5.2. Evaluation on different training dataset

In this experiment, we compare three models trained with different dataset, the model trained with synthesized dataset, one trained with real dataset, and fine-tuned model. The weight of fine-tuned model is updated from the synthesized model using real dataset. The synthesized model is trained for 400 epochs, real data model for 50, and fine-tuned model for 50 after 400
epochs on synthesized data. For each model, the weight at the point of lowest validation loss is used for the evaluation.

The RMSE of depth estimation on the test data of the various domain is shown in Fig. 4. First, we evaluate the performance of the synthetic model. Since two cardboard data has high-frequency shapes close to the synthetic training data, the RMSEs are smaller than low-res on the cardboards, but are not improved on complex shapes. We find that the model trained on synthetic data has the ability to estimate shapes with close domains, but not for complex shapes.

Next, we evaluate the effect of the fine-tuning by comparing with the models trained on synthesized data and real data. On the cardboards, the performance improved for both types of cardboards including -C, which is not included in the training dataset. There is a slight improvement on the basket, but on the shoes and mesh, the performance improved significantly after fine-tuning. The basket is considered to be less effective case since only small number of data are included in the dataset, and the height of the bumps is small compared to other complex shapes. Overall, the fine-tuned model outperforms the real data model, indicating that the training on the synthetic data contributes to accurate estimation on real data.

Fig. 5 (a) shows the result of the fine-tuned model on mesh test data. The error map quantitatively shows that our method is able to recover shapes that could not be reconstructed by conventional methods.

5.3. Comparison with other methods

We further compared to the state-of-the-art depth super-resolution techniques, such as [10] and [13]. For a clipped 512 × 512 area, the shading image is input as a guide image, and a low-frequency depth image as a low-resolution depth. The result is shown in Fig. 7. From the figure, the shapes reconstructed by [10] and [13] cannot recover high frequency shapes, and thus, averages of RMSE are worse than ours. One possible reason is non-uniform illumination condition cannot be handled correctly by shape super resolution techniques, since the relationship between shading and shape varies according to the light position. On the other hand, our method can make relation between shading and shape correctly by using large dataset.

6. CONCLUSION

We have proposed a method based on the learning of shading to recover the high-frequency shapes lost in the low-frequency shapes obtained in the measurements. Since it is difficult to construct a large dataset measured in the real environment, we train the model by a dataset of synthetic images and adapt its domain for real-world images. It is confirmed that the high-frequency shape of the object in the real environment can be reconstructed. We will investigate methods to eliminate bas-relief ambiguity and to deal with materials that exhibit difficult reflections, such as specular reflections.
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