An Efficient and Accurate Real Time Facial Expression Detection Using CNN
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ABSTRACT
Real Facial expression acknowledgment (RTFER) has become a functioning examination zone that finds a ton of utilizations in territories like human-PC interfaces, human feeling investigation, mental investigation, clinical conclusion and so on. Mainstream strategies utilized for this intention depend on math and appearance. Profound convolutional neural networks (CNN) have appeared to beat customary strategies in different visual acknowledgment errands including Facial Expression Recognition. Despite the fact that endeavours are made to improve the exactness of RTFER frameworks utilizing CNN, for functional applications existing strategies probably won't be adequate. This examination incorporates a conventional audit of RTFER frameworks utilizing CNN and their qualities and restrictions which assist us with comprehension and improve the RTFER frameworks further.
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I. INTRODUCTION
Feeling acknowledgment is as a rule effectively investigated in the research of Computer Vision. With the new ascent and the advocacy of Machine Learning [1] and also Deep Learning [2] methods, the possibility to construct astute frameworks that precisely perceive feelings turned into a closer reality. In any case, this issue is demonstrated to be increasingly more mind boggling with the advancement of fields that are straightforwardly connected with feeling acknowledgment, for example, brain science and nervous system science. Miniature expressions and electroencephalography (EEG) signals, motions, manner of speaking, facial expressions and encompassing setting are a few terms that have a ground-breaking sway while distinguishing feelings in a human [3]. At that particular point when these factors are sorted out with the restrictions and issues of the current Vision of the Computer’s calculations, feeling acknowledgment can get exceptionally mind boggling.

Facial expressions are fundamental focal point of this methodical survey. For the most part, a RTFER framework comprises of the accompanying advances: image securing, pre-preparing, feature extraction, arrangement, or relapse. To have the option to get a legitimate facial expression arrangement, it is exceptionally attractive to give utmost important information to the classifier, in the most ideal conditions. To do that, a regular RTFER framework will right off the bat pre-measure the information image. Single pre-handling step which is basic among most checked on papers is the face identification. Face discovery methods can make jumping boxes which delimit recognized faces, that are the ideal locales of interest (ROIs) to an ordinary RTFER framework. This undertaking is as yet testing, and it isn't ensured that all faces will be identified in a given input image. This is particularly evident when procuring images from a particular uncontrolled climate, where there might be development, unforgiving lighting conditions, different presents, huge spans, among different variables [4]. At the point when the faces are appropriately identified, a traditional RTFER framework will deal with the recovered ROIs to set up the information that will be taken care of into the classifier. Typically, this pre-handling step is separated into a few sub steps, for example, force standardization for enlightenment changes, commotion channels for image smoothing, information growth (DA) [5] to expand the preparation information, pivot revision for the turned faces, resizing imaged for the different ROI
sizes, trimming of image for a superior foundation sifting, among others.

Then after the pre-preparing, one can recover important features from pre-handled ROIs. There are various features which can be chosen, for example, Actions Units (AUs) [6], movement of particular facial milestones, distance between facial tourist spots, facial surface, angle features, etc. At that point, these features are taken care of into a classifier. For the most part, the classifiers utilized in a RTFER framework are (SVMs) - Support Machine Vectors [7] or Convolutional Neural Networks (CNNs) [8-10].

II. LITERATURE REVIEW

In a paper [10], a hybrid approach in which multi modal information for the facial emotion recognition is used. In the experiment conducted by authors, they chose two different speakers using two different languages. The evaluation was 975 carried out with the three different media clips, (1) Only audio information of emotions, (2) Only video information of the emotions, (3) both video and audio information (original video clip). Video and audio dominance of each type of emotion [11] is recorded and compared. The results of audio and facial expression recognition [12] are provided as input to the weighing matrix. Inside the weighing matrix computations are made and the expression whose computed value is maximum is the result.

According to a paper [13], the problem which is solved is about Emotion detection using face expressions [14]. Microsoft Kinect was used for 3D modelling of the face. Microsoft Kinect has 2 cameras. One works with visible light and also other one works with infrared light. It gives three-dimensional co-ordinates of specific face muscles. Facial Action Coding System (FACS) was used to return special coefficients called Action Units (AU). There are 6 Action Units. These Action Units (AU) represent different region of face. Six men of the age group 26-50 participated and tried to mimic the emotions specified to them. Each person had 2 sessions and each session had 3 trials. 3-NN had an accuracy of 96%.MLP had an accuracy of 90%

According to the paper [15], CERT can detect 19 different facial actions, 6 different prototypical emotions and 3D head orientation using Facial Action Unit Coding System (FACS) and three emotion modules. It follows 6 stages: (1) Face Detection using Gentle Boost as boosting algorithm, (2) Facial Feature Detection – Specific location estimates are estimated by combining log likelihood ratio and feature specific prior at that location, and these location estimates are refined using Linear regressor, (3) Face Registration – affine wrap is made and L2 Norm is minimized between wrapped facial feature position and canonical position from GENKI dataset, (4) Feature Extraction – feature vector is obtained using Gabor filter on face patch from previous patch, (5) Action Unit Recognition – feature vector is fed to Support Vector machine to obtain Action Unit Intensities, (6) Expression Intensity and Dynamics – Empirically CERT outputs significantly correlates with facial actions.

In a paper [16], Psychological theories state that all human emotions can be classified into six basic emotions: sadness, happiness, fear, anger, neutral and surprise. Three systems were built- one with audio, another with face recognition [17] and one more with both. The performances of all the systems were compared. Features used for speech-global prosodic features, for facial data from 102 markers on face.

In a paper [18], a brief explanation of how feature selection (or) the feature extraction has been employed and how the pre-processing step has been done to point out more prominent features were explained. And in the next stage it was clearly stated that the classification was applies by the use of some particular features which are said to be a subset [20]. Both feature level and also the decision level integration were implemented. According to that paper the feature selection's [19] quality will determine the accuracy of the recognition directly, whereas the feature selection wants some more professional knowledge and also the recognition rate takes more time, and is low also laborious. The result proved that performance of both the systems was similar. However, recognition rate for specific emotions presented significant errors. The type of integration to be used is depends on nature of the application.
Papers [21-23], were useful to identify patterns in the Database.

III. METHODOLOGY & IMPLEMENTATION

We have used the data of 7 expressions from the [Fer2013] dataset. There exists 28709 48x48 grayscale images in total in training set, and a total of 3589 48x48 grayscale images exist in the test set. We normalized them by deducting the mean of training images from each image. In order to classify the expressions, we’ve mainly taken use of the features which were generated by the convolution layers by the use of raw pixel data. The training set was given as the input to the CNN architecture, with the parameters of both the Python and TensorFlow, for the training of the architecture on the platform of Anaconda. For the training, we made use of all images in training set with 1001 epochs along with a batch size of 128 and is cross-validated. For the validation of our model in each of iteration, we’ve used validation set, for the evaluation of the efficient performance of model, we’ve used test set.

The complete CNN architecture had divided into one- input layer, 3 convolution layers and a pooling, and some fully connected layers for getting prediction of the results of 6 the expressions.

![Figure 1. CNN architecture for the detection of face expressions from FER2013.](image)

The 1st layer of the convolution uses a convolution kernel which is of 5X5, whereas the 2nd convolution layer makes uses the kernel of same size, and the 3rd convolution layer makes uses of a size of convolution kernel (4X4). And then Max-pooling layer will be employed for pooling of each layer. The CNN architecture for our FER would be as shown in fig 1. After some sufficient number of the training iterations which are of above architecture, final parameters of training result were saved to later use. Fig.2 shows architecture working.

![Figure 2. Model summary with all parameters](image)

Video of a person is recorded using web camera. The video is converted to frames and provided as an input to a classifier to get the desired emotion. This system has three modules.
i. **Pre-processing:** Real-time video is captured using the camera at the rate of 30 frames per second (fps). The frames are in BGR (Blue Green Red) format. It is converted into greyscale format which makes computing easy.

ii. **Face detection:** A pre-trained classifier called Haar-cascade provided by OpenCV is used for face detection. Haar features exists mainly for the extraction of the face features. There exist 4 categories of them which can be combined effectively to form some feature templates. And there are 2 kinds of the rectangles in each feature template one is black and one is white. while extraction of the features, the template will be covering a particular patch(area) of the image, and then, it calculates sum of both the pixel values of 2 types of the rectangles one after another. And then it finally deducts the sum of both pixel values of both kinds of rectangles so that to obtain the feature of that template, which are said to be Haar features. And then finally, returns face coordinates. These co-ordinates are used to crop the image and obtain only the face.

iii. **Classifier:** Previously built Convolution Neural Network (CNN) model is used and the license to use this CNN model is provided in [25]. The code available in the link [25] will be useful to train the model. The trained data is used to predict emotion. A list with probabilities of all 6 emotions is obtained as an output. The required output is the maximum of these values and the corresponding emotion is predicted as the final output.

After all of the three modules, using OpenCV’s video capture () our facial emotion analysis window appears to capture emotion of the person in front of the webcam and detects his/her expression in Realtime.

**Confusion matrix:**

Confusion Matrix is applied and plotted to obtain and know which emotion is usually get confused with each other among all the emotions.

---

**Figure 3.** Confusion matrix of different emotions

Our precision is too higher for the emotions Surprised, Happy, Neutral, and also Angry. And also consistent within our observations using our real-time model. Both recall and the precision vary greatly by the class. And, precision is too low for the classes – Afraid and even recall is high for classes such as Happy. From our visual inspection of the dataset, we noticed, some emotion pairs - Disgusted and Surprised (or) Surprise and Afraid are almost similar.

**IV. Results and Discussion:**

---

**Fig.4.** RealTimeFaceExpression(a)Surprise(b)sad

**Fig.5.** Real-Time Face Expression(c)Happy(d) Fear
Fig. 6. Real Time Face Expression (e) Angry (f) Neutral

Fig 4, 5, 6 shows experimental results of our Realtime facial expression recognition system of 6 individual face expressions – surprise, sad, happy, fear, angry, neutral respectively. However, we also considered few grey scale images and captured the emotion using webcam by simply showing the images to the webcam. And also taken some captured images from videos and given as inputs too. Here are some random outputs for our RTFER system.

Expression detection of random faces:

V. CONCLUSION:
In this paper, procedure to predict emotions of a person by processing the frames of video through various stages, such as pre-processing, face detection, and classifier using CNN is showcased and succeeded in detecting facial expression of a person in Realtime. Our RTFER accurately detects one’s expressions and showcase their
emotions at a rate of 85% on an average recognition rate of 85%.
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