A CORRECTION TO THE STANDARD GALACTIC REDDENING MAP: PASSIVE GALAXIES AS STANDARD CRAYONS
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ABSTRACT

We present corrections to the Schlegel et al. (SFD98) reddening maps over the Sloan Digital Sky Survey (SDSS) northern Galactic cap area. To find these corrections, we employ what we call the “standard crayon” method, in which we use passively evolving galaxies as color standards to measure deviations from the reddening map. We select these passively evolving galaxies spectroscopically, using limits on the Hα and [O α] equivalent widths to remove all star-forming galaxies from the SDSS main galaxy catalog. We find that by correcting for known reddening, redshift, color–magnitude relation, and variation of color with environmental density, we can reduce the scatter in color to below 3% in the bulk of the 151,637 galaxies that we select. Using these galaxies, we construct maps of the deviation from the SFD98 reddening map at 4:5 resolution, with 1σ error of ~1.5 mmag $E(B - V)$. We find that the SFD98 maps are largely accurate with most of the map having deviations below 3 mmag $E(B - V)$, though some regions do deviate from SFD98 by as much as 50%. The maximum deviation found is 45 mmag in $E(B - V)$, and spatial structure of the deviation is strongly correlated with the observed dust temperature, such that SFD98 underpredict reddening in regions of low dust temperature. Our maps of these deviations, as well as their errors, are made available to the scientific community on the Web as a supplemental correction to SFD98.
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1. INTRODUCTION

The Galaxy’s interstellar medium (ISM) is suffused with particulate material called interstellar dust. This dust, produced by stars and in dense ISM regions, absorbs and scatters (extincts) light and therefore contaminates our detections of objects beyond the Galaxy. In particular, this extinction is a strong function of the frequency of the light, eliminating blue and ultraviolet light much more than red and infrared light. Without an accurate map of these reddening and extinction effects, observations of distant objects have incorrectly measured colors and brightnesses.

Historically, two methods were used to determine the extinction by Galactic dust. Galaxy counts were used by Shane & Wirtanen (1967), under the assumption that fewer galaxies would be found behind regions with more Galactic dust. Knapp & Kerr (1974) used H I column density, making use of the known relationship between H I column and dust column. Burstein & Heiles (1978) elegantly merged these two techniques to make up for each of their weaknesses; the galaxy count method is susceptible to angular-density fluctuations caused by the large-scale structure (LSS) of galaxies on the sky and the H I method is susceptible to variations in the dust-to-gas ratio.

The release of the Schlegel et al. (1998, SFD98) reddening maps represented a further, and dramatic, step forward in our knowledge of Galactic extinction. The method they employed depends upon the fact that Galactic dust radiates infrared emission and is generally optically thin at those wavelengths. Therefore, with an infrared emission map and a dust temperature map one can deduce the dust column, if assumptions are made about the radiative efficiency of the dust. For the infrared maps they generated a 100 μm infrared map at 6.1 resolution from the combination of the Infrared Astronomy Satellite (IRAS) data and the Diffuse Infrared Background Experiment (DIRBE) instrument on the Cosmic Background Explorer. To determine the temperature they made 100 and 240 μm maps at 1′:3 resolution generated from DIRBE. To use the notation of SFD98,

$$E(B - V) = pI_{corr}X(R),$$

where $E(B - V)$ is the standard selective extinction measure, $I_{corr}$ is the 100 μm map (corrected for residual striation, zodiacal light, and the uniform extragalactic background from distant galaxies), $X$ is a derived coefficient such that $I_{corr}X$ represents a temperature-corrected infrared flux, $R$ is the ratio of the 100 μm flux to the 240 μm flux, and $p$ is a constant.

Twelve years after the publication of SFD98, we put these extinction measurements through a rigorous test using a principle we call the “standard crayon.” In analogy to the standard candle principle, wherein the observed brightness of an object of known luminosity allows one to determine a distance, a standard crayon is an object of known intrinsic color whose observed color allows one to determine the reddening of the intervening material. We note that SFD98 has been tested in the past (e.g., Arce & Goodman 1999, Chen et al. 1999, Stanek 1998, Cambrésy et al. 2001, Yasuda et al. 2007, and Rowles & Froebrich 2009), but that these works typically examine the reddening correction over small areas or at relatively high extinction. Our analysis is the first to constrain (and correct) errors in the SFD98 map over large areas of sky at high precision. We also acknowledge the excellent work of Schlafly and collaborators, who have been conducting similar tests to our own using the blue tip of the stellar locus, and whose work is currently in preparation. Our results are largely in agreement with their work, though each work concentrates on different aspects of the reddening correction and its errors. In particular, their data
cover areas with higher extinction, and as such they are able to address questions of variability in the Galactic extinction curve.

In this work, we use passively evolving (quiescent) galaxies as our standard crayons, although in principle any object beyond the Galactic dust with a known color could be used to do a similar experiment. Galaxies are well suited to this task for several reasons. They lie outside the Milky Way and thus probe the entire column of Galactic dust along the line of sight. They are numerous and tile the sky relatively densely. And most critically, their intrinsic colors can be predicted based on other photometric and spectroscopic galaxy properties, making it possible to measure deviations between their observed colors and their predicted intrinsic colors.

These passively evolving galaxies, whose star formation has ceased, are observed to populate a tight sequence in the color–magnitude diagram that is quite cleanly separated from the population of blue star-forming galaxies (e.g., Strateva et al. 2001; Hogg et al. 2003; Balogh et al. 2004; Baldry et al. 2004). Furthermore, this “red sequence” is tilted such that the intrinsic colors of the galaxies are correlated with their absolute magnitudes. Thus, the magnitudes of red sequence galaxies can be used to determine their expected colors. Another practical advantage of red sequence galaxies is that they have been surveyed in large numbers using consistent observational methods, which minimizes the effect of systematic errors on relative galaxy colors. In particular, this work makes use of the Sloan Digital Sky Survey (SDSS; York et al. 2000), which provides an enormous extant survey of galaxies that have been observed in a uniform manner.

To implement our method we must determine the residual variation in passive galaxy color that could be attributable to errors in the SFD98 reddening map. The first step is to move all the galaxies to a standard reference frame using K-corrections and to remove the effect of extinction from dust using SFD98. After this, we determine the color variation of these galaxies with intrinsic properties such as redshift, absolute magnitude, and galactic environment, so that we can correct for these variations. We also attempt to determine variations in galaxy color that depend on observing parameters, such as errors in the SDSS photometry (see Section 3.4). After applying these corrections, we are left with a color residual for each galaxy, which will be a combination of errors in the SFD98 reddening map, intrinsic scatter in galaxy color, and measurement noise. Since the intrinsic scatter in galaxy color dominates the effect from errors in the reddening map, we must average over nearby galaxies to determine a typical error for a region of the sky and generate a map of errors in the SFD98 reddening correction map.

In Section 2, we describe the SDSS observations and how we select our subsample of quiescent galaxies. In Section 3, we explain how we correct these galaxy colors to use them as standard crayons, as well as describe the resulting color distribution. In Section 4, we describe our map-making methodology and explore various possible sources of error in the maps. In Section 5, we show our final maps and results. We conclude in Section 6.

2. GALAXY SAMPLE

There are a number of considerations that determine the properties of the ideal standard crayon galaxies.

First, we require a set of galaxies that possess an intrinsically tight color–magnitude relation (CMR). Substantial scatter in the intrinsic relation has a couple of negative effects: it reduces our ability to accurately constrain the mean CMR, and it lowers the signal-to-noise ratio (S/N) of any detected color residuals. This requirement has to be offset against the need to include enough galaxies to have reasonable statistics, as the signal we are trying to measure is weak.

Intrinsic scatter and random noise can in theory be beaten down with large numbers. More problematic are spatially correlated color variations, since these will masquerade as the variations in the foreground reddening that we are trying to measure. There are four categories of color variations that could potentially cause problems: intrinsic color variations in the population, variations in the selection bias of the sample, variations in photometry errors, and variations in spectroscopic errors. If any of these four types of variations are spatially correlated, they will create spurious signal in the derived reddening maps.

Galaxies, and red sequence galaxies in particular, are known to be strongly clustered in three-dimensional space. In addition to potentially creating spatially varying signals that are projected onto the sky, this correlation also means that redshift-dependent variations (such as errors in the K-correction, or problems with detecting emission in the presence of strong skylines) can result in spatially correlated color variations.

With these considerations in mind, this section describes the galaxy sample selection in detail. In Section 3, we describe further corrections to the sample in order to account for spurious sources of color variation that can contaminate our reddening maps.

2.1. SDSS Observations

The galaxies used in this analysis are from the SDSS spectroscopic Main Galaxy Survey (Strauss et al. 2002) Data Release 7 (DR7; Adelman-McCarthy et al. 2008), which is an r-band magnitude-limited sample with no color selection. We do not use galaxies from the SDSS luminous red Galaxy sample (Eisenstein et al. 2001), since these galaxies were targeted based on color cuts and therefore may have substantial color biases. Photometric and spectroscopic parameters were downloaded from the NYU Value Added Catalog (VAGC; Blanton et al. 2005), which uses the updated SDSS photometric calibration described in Padmanabhan et al. (2008). (We follow the colloquial terminology and refer to this work as “ubercal”). We note that ubercal is optimized for sources with r − i color of 0.2, and our median galaxy r − i color is 0.4, which may introduce some very small systematic error. We use the K-corrections from Blanton & Roweis (2007), version 4.2; earlier versions of this K-correction algorithm had problems in the bandpass projection which caused detectable systematic errors in our results. These data were supplemented with emission line measurements and spectral models from the MPA-JHU release of DR7 spectrum measurements. We also make use of the projected fifth-nearest-neighbor over-density (δ5; Cooper et al. 2008) to determine the local environment of each galaxy in DR7 (M. Cooper 2009, private communication). Cross-matching the NYU VAGC, MPA/JHU spectroscopic measurement catalog, and the Cooper et al. (2008) environment catalog produces a parent sample of 665,107 galaxies that were observed as part of the main Galaxy sample (Strauss et al. 2002).

5 The last one is relevant because we use spectroscopic criteria to select passively evolving galaxies (see Section 2.2).

4 http://www.mpa-garching.mpg.de/SDSS/DR7/
2.2. Galaxy Selection Criteria

For this work, we wish to select a sample of passively evolving red sequence galaxies for our set of standard crayons using criteria that do not include their observed colors. Any selection based on galaxy color could end up selecting for over- or under-reddened galaxies, biasing the sample. Instead, we choose galaxies to be quiescent, non-star-forming galaxies by requiring that their SDSS spectra are free of detectable emission lines.

We include only those galaxies where emission line determinations can be made: this removes galaxies without measured line strengths or line strength errors, low-S/N spectra (median S/N < 5 Å−1), and those with redshift mismatches between the NYU VAGC reduction and the MPA-JHU reduction. This cut reduces the parent sample to 631,949 galaxies. We examine the equivalent width (EW) in emission of the two strongest optical emission lines: Hα and the doublet [O ii]3727, which is unresolved in the SDSS spectra. Figure 1 shows the Hα–[O ii] distribution of all 631,949 galaxies in the parent sample. There is a peak in the distribution near zero EW in both Hα and [O ii]; these are the quiescent galaxies we wish to select. There is also a narrow plume of galaxies with strong [O ii] emission but weak Hα running almost horizontally rightward from the zeropoint,

as well as a broader plume extending above with substantial emission in both Hα and [O ii]. The narrow horizontal plume is dominated by low-ionization nuclear emission-line regions (LINERS), while the broad plume to the right contains star-forming galaxies, active galactic nuclei (AGNs), and “transition objects,” which combine both star formation and AGN activity (Yan et al. 2006).

The lower panel of Figure 1 zooms in on the region around the quiescent galaxies. We assume that the peak of the distribution, which lies slightly off from the origin at (0.23, 0.18), represents the true zeropoint of the bivariate distribution and select galaxies in an ellipse centered around this point (solid ellipse in Figure 1). The ellipse has semiaxes of 4.0 Å in [O ii] and 0.94 Å in Hα, chosen to enclose the majority of the quiescent objects without substantial contamination from low-level star-forming or LINER-like objects, with an ellipticity matching the contours around (0.23, 0.18). We further require that the formal errors on the Hα and [O ii] line strengths also lie within this ellipse. We experimented with using a more restrictive sample, represented by the dashed ellipse in the bottom panel of Figure 1, with semiaxes half the size of those of the solid ellipse, and followed these data through the rest of the analysis. This smaller, more restrictive sample produced the same results as the larger sample with poorer statistics. We therefore conclude that the galaxy colors in the larger sample are not significantly more contaminated by galaxies with star formation or AGN activity than the more selective sample and proceed with the larger sample of objects defined by the outer ellipse in the lower panel of Figure 1. Quiescent galaxies selected in a similar manner were used in Graves et al. (2009); Figure 1 of that work shows that these quiescent galaxies populate the red sequence in the color–magnitude diagram, with only a limited number of outliers. These criteria therefore select a relatively clean red sequence sample without applying an explicit color cut, leaving a sample of 163,101 galaxies.

The sensitivities of the reddening corrections we measure in this work depend strongly on the width of the underlying color distribution of our sample galaxies. Thus, every effort is made to identify and exclude interlopers and color outliers, without making explicit color cuts that will bias the intrinsic galaxy color distribution. Having identified a sample of quiescent, passively evolving galaxies, we make several further cuts to keep the intrinsic color distribution small. These are listed and quantified in Table 1, which also lists the number of sample galaxies remaining after each cut. In total, the cuts remove ∼7% of the quiescent galaxies identified in Figure 1. We have confirmed that the main effect of each of these cuts is to remove outliers from the residual color–color plot (see Figure 3).

The cuts include the following: some imaging data have substantially larger-than-average photometry errors in the griz bands, such that they stand apart from the main locus of galaxies in a plot of the flux errors versus the measured flux. We define cuts that exclude these galaxies as specified in Table 1, reducing the sample size by ∼2%. We further remove targets that have been identified as moving objects by the SDSS pipeline by requiring that the “moving fit” is good and identifies the object as “stationary” (another ∼3%). Other outliers in residual color–color space, when examined in thumbnail images, have a high frequency of overlapping or superimposed companion objects, which evidently affect the photometry. We screen out such objects by removing galaxies whose Petrosian (aperture-based) photometry differs by >10% from the photometry based on model light profiles (∼1% of the sample), as this turns out to
be a good way of detecting overlapping or superimposed targets. Finally, in order to minimize the intrinsic color spread in our standard crayon population, we remove post-starburst galaxies (which may have substantially bluer colors) by excluding galaxies whose spectral modeling includes more than a 20% flux contribution from stellar populations under 1 Gyr old (~1% of the sample), based on the “model_coefs” parameter in the “gal_index” table of the MPA-JHU spectral catalog. These cuts result in a final sample of 151,637 galaxies.

3. STANDARD CRAYONS

The sample described above provides a set of galaxies that form a well-defined red sequence and can therefore be used as standard crayons to detect reddening due to foreground dust in the Milky Way. There are, however, several remaining sources of color variation that could produce structure in the color residual map, either through direct spatial correlations, or through correlations with LSS or redshift. We must identify and account for these variations as well as possible, then test the final data map for lingering spurious variations.

These variations come in two categories: (1) spatially dependent errors or selection biases and (2) intrinsic color variations within the galaxy population that correlate with other galaxy properties. Other sources of error are more difficult to correct, but we can minimize their impact in the final residual map. We discuss these in Sections 4.2.1 and 4.2.2, where we assess various sources of error in the residual maps.

In this section, we consider intrinsic color variations due to several effects. These include the CMR, environment-driven variations in galaxy colors at fixed mass, redshift-dependent sources of color variation, and photometric errors. We then describe our method for fitting out these variations so that they do not bias the final residual map.

3.1. The Color–Magnitude Correction

The most obvious example of intrinsic color variation is the CMR, in which more luminous galaxies have redder colors. There is also clear evidence that the most luminous red sequence galaxies are found in higher-density environments (Hogg et al. 2003). Additionally there is a subtle variation of the CMR with redshift; galaxies at the extremes of our redshift range have colors more strongly correlated with intrinsic brightness. This variability in the CMR is likely influenced by the brightness limitations (Malmquist bias) of the survey. This shifting relationship may not be due to genuine intrinsic variations in the galaxy properties, but it nonetheless must be taken into account when constructing our reddening maps. We note that as long as the variations observed in the surveyed galaxies are taken into account, the difference between genuine galaxy color evolution and the effects of observation bias will not affect our final color residuals.

3.2. The Color–Environment Correction

There is a well-known relationship between galaxy color and various measures of density of galactic environment. There is a similar relationship within our subsample of passive galaxies, with a slight trend of galaxies in dense environments being redder. To infer environmental density of a galaxy, we use the $\delta_5$ parameter of Cooper et al. (2008) for each galaxy. The $\delta_5$ parameter is defined as the surface density of spectroscopically selected SDSS galaxies within 1000 km s$^{-1}$ and angularly closer than the fifth nearest neighboring galaxy, normalized by redshift. We find that a simple first-order polynomial fit captures all the variation of color with $\delta_5$.

3.3. Method of Correction

As will be justified in Section 3.5, we fit for the variation of color with magnitude and environment using a median (minimum absolute residual) fit. Specifically we fit the data with

$$a - b = c \alpha (z) + \delta_5 \beta (z) + \gamma (z)$$

where $a - b$ represents an arbitrary $K$-corrected, reddening corrected color, $c$ an arbitrary $K$-corrected, reddening-corrected absolute magnitude, and $\alpha$, $\beta$, and $\gamma$ are eighth-order polynomial functions of redshift, $z$, e.g.,

$$\alpha (z) = \sum_{i=0}^{8} f_i \delta_i.$$  

We are minimizing the sum of the absolute residuals in $a - b$, $c$, and $\delta_5$, with the assumption of 1%, uncorrelated errors in each. This 27-parameter fit is executed with MPFIT (Markwardt 2009; an implementation of the Levenberg–Marquardt minimization), first in the standard implementation, to find a “least-squares” fit, and subsequently in a modified implementation to find a minimum absolute residual fit.

3.4. Photometric Corrections

The SDSS data are marvelously uniform, with excellent photometric corrections, but, at the level of our investigation, the remaining errors in the photometry can be important. Once the intrinsic color relationships described in Sections 3.1 and 3.2 have been removed from the galaxy data, our sample allows us

---

Table 1

| Selection Criteria | N galaxies |
|--------------------|------------|
| Good photometry in griz | 159,987 |
| $\log \sigma_i < 0.7 \log F_i - 1.2$ | 61,239 |
| $\log \sigma_i < 0.7 \log F_i - 1.2$ | 61,239 |
| $\log \sigma_i < 0.7 \log F_i - 1.15$ | 153,676 |
| $\log \sigma_i < 0.6 \log F_i - 0.65$ | 153,676 |
| No post-starburst galaxies | 151,637 |
| No superimposed galaxies | 151,637 |
| No moving objects | 155,387 |
| OBJC_FLAGS2 bit 3 (BAD_MOVING_FIT) not set | 155,387 |
| OBJC_FLAGS2 bit 4 (STATIONARY) set | 153,676 |
| PetroFlux/MODELFLUX $< 1.1$ | 153,676 |
| No post-starburst galaxies | 151,637 |
| $f_{\text{young}} < 20$% | 151,637 |
| Final clean quiescent galaxy sample | 151,637 |

---

5 http://www.mpa-garching.mpg.de/SDSS/DR7/SDSS_index.html
to investigate photometric errors in SDSS that are uncorrelated to the expected structure of fluctuations in the SFD98 map.

The SDSS camera (Gunn et al. 1998) contains six columns of CCDs, each with five CCDs for the five SDSS filters. Each CCD covers an area of sky 13′ wide as the camera drifts across the sky in a series of strips, each dozens of degrees long. Since the filter properties vary slightly from column to column (Doi et al. 2010), we compare the median of our observed galaxy colors as a function of camera column, under the assumption that there is no intrinsic structure in the errors in the SFD98 reddening map in this particular pattern on the sky. We indeed find that our galaxy colors do vary detectably by column from the median color, with a range of −0.016 mag (u − z, Column (2)) to +0.027 mag (u − z, Column (5)) and a typical amplitude of 0.008 mag. We remove these spurious photometric variations from our galaxy sample.

3.5. Properties of the Sample

After applying the corrections, we are left with a distribution of residual galaxy colors. Since in principle, any of the 10 color pairs that can be formed from the five SDSS bands can be used to determine the errors in the SFD98 reddening map, we are interested in the properties of each of these residual colors.

First, we note that none of the colors have distributions that are Gaussian (see Figure 2). All distributions have wide wings that dominate the standard deviation, although Gaussian fits are relatively accurate for most colors down to about 10% of the peak of the histogram. We identify five separate sources of this non-Gaussianity, although we do not attempt to fully characterize them. Each of these sources can be seen in the residual g − r versus residual r − i scatter plot in Figure 3.

The first comes from interloper galaxies with residual populations of A stars, which form the “plume” toward the bottom left of the plot. These are galaxies that had a recent burst of star formation, but are no longer forming stars. Note that this plume is dramatically reduced, but not removed, by the post-starburst cut implemented in Section 2.2. The second comes from galaxies with disky components that are viewed mostly edge on, and thus are significantly obscured by their own dust; this group lies directly along the reddening vector. The third comes from errors in the determination of the galaxy flux. If the galaxy is superimposed with another galaxy of similar type the color will be unaffected but brightness will be increased. This error will lead to an incorrect color–magnitude correction, which will affect the residual color. This is manifested as a plume toward positive g − r. This effect is much stronger in g − r than r − i, as the CMR has a much stronger dependence in g − r and thus the error in the correction is larger. Note that this plume is dramatically reduced by the photometric fit cuts in Section 2.2. The fourth source is a population of extreme outliers, with no particular position in color–color space. The fifth group of objects that do not follow a Gaussian color distribution, and which dominate by number, seem to simply follow the standard distribution of the data. It is not clear why the main color distribution has these “natural” non-Gaussian wings, though they may stem from non-Gaussian errors in the photometry itself.

In light of these sources of non-Gaussianity, we explore the use of median (least-absolute-residual) fitting. Median fitting has the inherent disadvantage of typically having less overall accuracy; in a Gaussian distribution, the error in the median is $\sqrt{\pi/2} \approx 1.253$ times larger than the error in the mean. However, bootstrap resampling of the residual galaxy colors shows that the statistical error in the median has a ~5% smaller scatter.
than in the mean due to the non-Gaussian distribution of galaxy color residuals. We could use an outlier-rejecting method, such as \( \sigma \)-clipping, to reduce the error in the mean. Since the color distributions seem to have intrinsically non-Gaussian shapes, and it is difficult to determine the difference between outliers and members of the distribution, we choose to rely on median fits throughout this work.

Despite the non-Gaussian wings of the color residual distributions, the bulk of the galaxies do follow a Gaussian distribution and it is these galaxies that dominate the uncertainty in the median. We therefore fit the color residual histogram with a Gaussian plus an overall vertical offset (to account for the extreme outliers) and use the standard deviation of the core Gaussian profile to calculate the uncertainty in the median. We denote the fitted standard deviation as \( \sigma' \).

In theory, our final reddening correction map can be made based on any of the measured residual colors; in practice, it makes sense to choose the color residual with the narrowest distribution and therefore the lowest uncertainty in the median. To compare the distributions among colors, we use the figure of merit \( \delta E (B - V) \), the error in the selective extinction determined from the color of a galaxy. For a given color, \( b - c \), corrected by an arbitrary magnitude band, \( a \), we find

\[
\delta E (B - V)_{b-c,a} = \frac{\delta (b - c)}{f(b) - f(c) - f(a) \alpha(z)}. \tag{4}
\]

where \( \delta (b - c) \) is the residual color found after applying the corrections in Section 3.3, \( f(a) \) is the ratio of extinction in band \( a \) to \( E (B - V) \), and \( \alpha(z) \) is the slope of the CMR, as in Equation (2). Note that this relationship is somewhat complicated due to the non-trivial projection of the reddening vector onto the CMR. Figure 2 shows the distribution of all 10 \( \delta E (B - V)_{b-c,r} \). The equivalent distributions using other bands as the reference magnitude (i.e., \( \delta E (B - V)_{b-c,g} \), \( \delta E (B - V)_{b-c,i} \) and \( \delta E (B - V)_{b-c,z} \), not shown) are nearly identical, though marginally broader. We find that all \( \delta E (B - V) \) distributions using the \( u \)-band (i.e., \( \delta E (B - V)_{u-c,r} \)) are relatively broad due to two effects: (1) the larger photometric errors in the SDSS \( u \) band (see, e.g., übereit; Doi et al. 2010), and (2) the larger intrinsic scatter in \( u \) due to variations in the stellar populations (because the \( u \) band is the most sensitive to small fractions of recent star formation). Colors involving the \( u \) band are therefore not suitable for our purposes. All else being equal, we would use \( g - r \) to determine reddening, as it has a marginally smaller fitted standard deviation in \( \delta E (B - V) \) than other colors. We note that combining these colors does not produce a reduced \( \sigma' \).

4. EXTINCTION CORRECTION MAPS

We wish to produce a map that covers the SDSS DR7 contiguous spectroscopic area toward Galactic zenith using the residual galaxy colors we generated in Section 3. Around 139,526 of the 151,637 galaxies lie in this part of the SDSS sky.

4.1. Method of Map Construction

Since we do not have a galaxy for every position in the sky for which we wish to compute a reddening correction, we must apply some amount of smoothing. This situation is analogous to a problem that confronts single-dish radio telescopes, wherein a large number of telescope pointings are made, recovering information only near that single direction. These time-ordered data (TOD) are generally taken in a non-homogenous pattern in the sky and they must be combined to form a usable grid. In our case, the galaxies play the role of the TOD and we attempt to construct a smooth grid of reddening correction. Typically, for any point in the grid, the values of nearby TODs are weighted more heavily, and distant TODs more weakly, with some kind of effective point-spread function (PSF). In this work, we use a Gaussian PSF. In contrast to the problem confronting radio telescopes, we are only collecting information from the angular area toward the galaxy itself, rather than a large radius around the direction in which the antenna is pointed, typically larger than the spacing between pointings. This undersampling of the sky limits the fidelity of the maps we construct (see Section 4.2).

Since we wish to use medians, rather than means, to determine the reddening error, we have modified the single-dish code used in Peek & Heiles (2008), SDGRID, to allow for weighted median fits. The weighted median, \( \bar{x} \), is the value that minimizes

\[
\sum_{i=1}^{N} w_i |x_i - \bar{x}|, \tag{5}
\]

where \( x_i \) is the set of values at each point (i.e., \( \delta E (B - V)_{b-c,a} \) at each galaxy) and \( w_i \) is the set of weights, in this case determined by the PSF. We have also modified SDGRID to determine the error in the weighted median at each pixel. The value of each map pixel is determined by a different \( w_i \) from the particular spatial distribution of galaxies in the vicinity. \( w_i \) varies due to random spatial fluctuations, edge effects, and the clustering of galaxies in LSS. To compute the error in the weighted median for each point we use a bootstrap method. First, we assume that the distribution of values contributing to each point, \( x_i \), is relatively similar. This assumption allows us to replicate the measurement of \( \bar{x} \) with a large number of sets of values \( x_i \) randomly selected from the data set, but using the same \( w_i \). We are then able to determine the typical error in \( \bar{x} \). We note that our assumption of identical distributions is certainly incorrect (were it strictly true we would see no signal in our map) but that since the random galaxy-to-galaxy scatter (\( \sigma' \approx 0.03 \)) dwarfs the map signal (\( \sigma' \approx 0.005 \) mag \( E (B - V) \)), it is a reasonable and conservative approximation, as it only slightly overestimates our errors.

Since we are constructing a map that covers a large area of the sky, we must take care in the choice of mapping projection. Following SFD98, we use the zenithal equal area (ZEA) projection, with a projection center at \( b = 90' \). Since our data are all at high Galactic latitude, being projected from zenith seems a minimally distorting choice, and since the pixels in ZEA projections have equal area, we need not be concerned that data in different pixels will have systematically different error properties.

In addition to choosing a PSF for our mapping routine, we must also choose a resolution. There are two competing forces in our selection of resolution. At high resolution, we are able to capture small-scale fluctuations in the reddening error, thus increasing the fidelity of the measurement. At lower resolution we have more galaxies contributing to a given measurement, thus increasing S/N. If we assume that all spatially correlated variations in galaxy colors stem from the errors in Galactic reddening, we can find an optimal scale with the following Monte Carlo test.

We use 90% of the galaxies to build a map at some resolution, \( \Theta \), where \( \Theta \) is the FWHM of the Gaussian PSF. We then take the remaining 10% of the galaxies and determine the extent to
which applying the generated map reduces the scatter:

\[
\xi_\theta = \frac{\sigma'(\delta E(B-V)_b-c,a) - (\delta E(B-V)_b-c,a|_0)}{\sigma'(\delta E(B-V)_b-c,a)}. \tag{6}
\]

Here \((x)_0\) is a map generated using the value \(x\) with a PSF with FWHM = \(\Theta\). To produce reliable values we repeat the experiment 200 times and use the aggregate data points to compute \(\xi_\theta\). We find that, as expected, \(\xi_\theta\) increases toward small and large values of \(\Theta\), with a broad minimum between \(\Theta \simeq 3^\circ\) and \(\Theta \simeq 5^\circ\).

### 4.2. Sources of Error in the Map

The beauty of our particular set of standard crayons is that while there could easily be complex variation in the colors of the galaxies, based on their metallicity, star formation history (see, e.g., Figure 3), nuclear activity, and internal reddening, none of these depend upon their position on the sky. Thus, we can ignore these variations and treat them simply as contributions to the random “cosmic” scatter, which should degrade, but not skew, our results. There are, however, a few concerns that can skew our data, where systematic errors can have an effect on the spatial structure on the sky.

#### 4.2.1. Coupling to Large-scale Structure

In a strange role reversal, in this work the LSS manifests as an annoying systematic that gets in the way of our study of reddening, rather than the other way around. We have already dealt with one effect of LSS: the color–density relation discussed in Section 3.2.

A second effect of clustering is that it couples sky positions to specific redshifts. This correlation can be problematic if there is variation in the color of galaxies with small changes in redshift, as it can contribute to erroneous fluctuations in the map. We know of two possible causes of variations in color as a function of very small changes in redshift (\(\Delta z \sim 0.001\): K-correction effects and skyline effects.

It is possible that the applied \(K\)-correction may be systematically under- or over-correcting for the effect of the galaxy spectrum moving from filter to filter as a function of redshift, contaminating our sample. Skyline effects can also impact our galaxy colors as a function of small changes in redshift. The sky shines brightly with various molecular lines, particularly hydroxyl. At redshifts where either of our two selection-criteria lines \(\{\mathrm{H}_\alpha\}\) or \(\mathrm{H}_{\alpha}\) align with the skylines, the errors in our determination of those lines will dramatically increase. The primary effect of skyline alignment is to remove galaxies from our sample that we would otherwise select because they do not meet the limits on EW errors in \(\mathrm{H}_{\alpha}\). Strong skylines may also allow star-forming galaxies to leak into the sample, if the sky is over-subtracted. To determine the effect of these fluctuations on our final map, we re-assign each galaxy the color expected from the median color in its \(\Delta z = 0.001\) redshift bin. We then rebuild the map with these redshift determined colors. We find that this map does have structure, but the variation is very small compared with the error in our true reddening map: the median absolute variations are only 0.07\(\sigma\), with no points larger than 0.6\(\sigma\). We therefore can ignore the impact of fluctuations in color with small shifts in redshift.

The third effect from LSS we consider is additional unmodeled noise in the map. To illustrate this effect, we propose the following situation. Galaxies that contribute weight to map pixel A are more clustered on the sky than those that contribute to map pixel B. Imagine the true sky reddening has significant fluctuation from the SFD98 reddening map below the resolution of our map. This sub-resolution fluctuation will add error to both pixels, but since the errors are significantly more correlated from galaxy to galaxy in pixel A, the error will be higher in pixel A. To test the effects of this, we make a map, using the method of Section 4.1, of the angular distance to the nearest neighboring galaxy \(\phi_{\text{min}}\). We then examine the reduced \(\chi^2\) of our reddening map as a function of this “clustering map,” \((\phi_{\text{min}})_\theta\). We find that, even for small values of \(\Theta\) where we expect this effect to be strongest, there is no evidence for increased noise with increased clustering.

#### 4.2.2. Large-scale Striation from Systematic Photometric Errors

¨Ubercal made great strides in reducing and characterizing the photometric errors in the SDSS data. While ¨Ubercal reduced the errors to less than 1% in \(g, r, i,\) and \(z\) bands, it also uncovered very small systematic variations that depended upon the stripes in the data that it could not correct. SDSS photometry data are taken in long tracks and ¨Ubercal found that while it did significantly reduce the variation in photometric values from track to track, detectable striations remained (see Section 5.4 and Figure 13 of ¨Ubercal), especially in \(z\) band. To examine the effect of these striations in our data, we make maps at a variety of resolutions in SDSS \(\lambda\) and \(\eta\) coordinates, where \(\lambda\) is along the scan direction and \(\eta\) is across the scan direction (see Figure 4). We then take the largest fully sampled square of data and examine the Fourier power in 2D, using the method described in SFD98, Section 3.1.1 to avoid edge artifacts (Figure 5). Consistent with the findings of ¨Ubercal, we find that the only detectable striations occur along the \(\lambda\)-axis and that colors involving \(z\) are significantly more striated than those involving only \(g, r,\) and \(i\). In particular, we find that all maps have detectable striation at \(\Theta = 1^\circ\), no maps have detectable striation at \(\Theta = 10^\circ\), and only the \(g-r\) maps lack striation within the optimum range \(3^\circ < \Theta < 5^\circ\) found in Section 4.1. We therefore adopt \(\Theta = 4.5^\circ\) as our map resolution and \(g-r\) as the color by which we measure \(E(B-V)\).

5. STRUCTURE OF THE EXTINCTION CORRECTION MAPS

Our final dust correction maps (and associated errors) are shown in Figure 6 and are made available to the public at http://peekandgraves2010.com. We detect variations from the SFD98 reddening map at greater than 3\(\sigma\) over large areas of the map, with detection greater than 10\(\sigma\) in regions toward the Galactic anti-center at lower latitudes. The map has \(1\sigma\) sensitivity of 1.5 mmag in \(E(B-V)\), with maximum deviation of 45 mmag toward \(\alpha = 128^\circ, \delta = +62^\circ\). We note that this position is coincident with both the ultra-faint dwarf Ursa Major II and a bright knot in the High-velocity Cloud (HVC) complex A. While it is possible that this galaxy or HVC complex is contributing to error in the Galactic reddening, we find no association between our residual reddening map and either other ultra-faint dwarfs or other HVC complexes. We therefore expect that this association is simply a coincidence.

While deviations from SFD98 are small in an absolute scale, they can be fractionally large, exceeding 50% in excess or decrement in some areas. On the whole, the map also shows that toward lower latitudes (and higher extinction) the SFD98 map underpredicts extinction relative to higher latitudes. This trend toward underprediction of reddening in regions of increased dust...
Figure 4. Map of the reddening in SDSS coordinates $\eta$ and $\lambda$ over the largest contiguous square area of the SDSS northern Galactic cap. We show reddening as predicted from the four color pairs that have $\sigma' < 0.03$ and for three different values of $\Theta$. Note the striation in redder color pairs and for lower values of $\Theta$.

Figure 5. Same as Figure 4, but transformed to the Fourier domain. Again, note the prominent striping at high wavenumber for redder color pairs and lower values of $\Theta$.

is not in disagreement with the claims that SFD98 overpredicts the dust in high extinction regions (e.g., Arce & Goodman 1999; Stanek 1998; Cambrésy et al. 2001; Yasuda et al. 2007; Rowles & Froebrich 2009): we do not have data in regions with extinction above $E(B-V) = 0.15$, and these works typically examine areas with $E(B-V) \gtrsim 0.5$. We do not find obvious correlations of the map with the IRAS 100 $\mu$m map, Galactic H I column density maps (Kalberla et al. 2005), or the LSS in the SDSS.

It is also worth noting that the application of our correction to the SFD98 maps results in only 40 arcmin$^2$ (~7 SFD98 map pixels) of area with a negative reddening correction, the largest of which is only ~0.3 mmag $E(B-V)$, far smaller than our error bars. For these very few areas we report a final reddening correction of zero. This result can be taken as at least a partial validation of the SFD98 zeropoint; were the zero-point set incorrectly too low we would expect to find large areas with negative reddening.

5.1. Correlation With Dust Temperature Map

For comparison to our reddening correction maps, we generate a map of the dust temperature. This map is generated by determining the dust temperature at each galaxy position...
using the SFD98 temperature map, as derived from the DIRBE instrument data. We then take these values and apply the identical map construction algorithm described in Section 4.1. This map is shown in Figure 7. We note that this map, with red representing cooler dust, is very similar map shown in Figure 6, with features reproduced down to the resolution scale. This correlation implies that the SFD98 map underpredicts reddening in regions of low dust temperature. In the context of Equation (1), $X(R)$ is too small for regions of relatively low $R$. We note that this similarity does not persist throughout the entire map, diverging most prominently toward Galactic center. Perhaps this divergence indicates that the $X(R)$ function used is more appropriate for that area of sky than toward other areas. It is also possible that the superposition of grains of different temperatures (see Figure 2 of SFD98) or varying grain morphology or composition could be the culprit. The correlation between our residual map and the DIRBE temperature map is also strong evidence for the claim that we are indeed measuring errors in the reddening map, rather than an unrelated systematic error.
6. CONCLUSIONS

In this work, we used quiescent galaxies as “standard crayons” and found errors in the SFD98 reddening map at high Galactic latitude. We found that a pure spectroscopic selection of quiescent galaxies with no Hα or [O II] emission produced a very homogeneous population of galaxies. Once these galaxies were corrected for redshift-dependent CMRs and color–density relations, we found that they had a scatter of less than 3% in the bulk of galaxy colors. We determined that since there were significant departures from an intrinsic Gaussian color scatter, a median fitting method was desirable over a standard fit. We found that systematic errors that stem from LSS in the universe did not impact our data and that our data were relatively robust to striation from systematic errors in the SDSS photometry at a resolution of 4.5 and using g – r colors. Our final correction maps showed that SFD98 maps have errors ranging from 45 to –10 mmag in $E(B-V)$, although the bulk of the map has errors less than 3 mmag. These maps are provided to the public at http://peekandgraves2010.com. We find that the largest errors in the SFD98 map are toward lower latitudes. We find some noticeable correlation with the temperature map SFD98 derived from DIRBE data, particularly toward the outer galaxy, suggesting that the function relating temperature to emission correction factor employed in SFD98 was in error for dust grains toward the outer Galaxy at high latitudes.
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