Magnetic domain walls of the van der Waals material Fe$_3$GeTe$_2$
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Abstract

Among two-dimensional materials, Fe$_3$GeTe$_2$ has come to occupy a very important place owing to its ferromagnetic nature with one of the highest Curie temperatures among known van der Waals materials and the potential for hosting skyrmions. In this combined experimental and theoretical work, we investigate the magnetic bubble domains as well as the microscopic domain wall profile using spin-polarized scanning tunneling microscopy in combination with atomistic spin-dynamics simulations performed with parameters from density functional theory calculations. We find a weak magneto-electric effect influencing the domain wall width by the electric field in the tunneling junction and determine the critical magnetic field for the collapse of the bubble domains. Our findings shed light on the origins of complex magnetism that Fe$_3$GeTe$_2$ exhibits.
INTRODUCTION

Two-dimensional (2D) van der Waals (vdW) materials offer an ideal playground for fundamental and applied science due to their unique electronic structures and their ability to build complex stacks by exfoliation. Recently discovered 2D magnetism in vdW materials containing 3d transition-metal atoms [1–3] extends the range of application of vdW materials in spintronics. Depending on the metal ions and stacking, various intra- and interlayer magnetic interactions (ferro-, antiferromagnetic or frustrated) combined with a metallic or insulating band structure were predicted and experimentally found, allowing spin injection and detection, electrical manipulation of magnetism, spin-orbit driven magnetic topology and entirely new fields such as spin-valleytronics [3]. Multiple groups using different techniques verified magnetism in CrI$_3$ ($T_C=45$ K) [4, 5], Cr$_2$Ge$_2$Te$_6$ ($T_C=30$ K) [6], and Fe$_3$GeTe$_2$ (FGT) [7–11]. For an overview including more than 60 different magnetic vdW materials, we refer to reference [12]. Among magnetic 2D vdW materials, FGT attracts significant attention due to its high ferromagnetic transition temperature of 150-220 K [9] and its alleged semi-metallic nature [10]. Additionally, recent reports demonstrated that FGT could host magnetic skyrmion bubbles [10, 11]. Experimental efforts were made to extract the important magnetic characteristics of FGT such as the saturation magnetization $M_s$ and uniaxial magnetocrystalline anisotropy constant $K$ via superconducting quantum interference device magnetometry [13]. The other essential property is the exchange constant $A$, which is estimated from the calculated spin stiffness to be in the order of $10^{-12} J \cdot m^{-1}$ [14]. A direct way to experimentally determine the exchange constant is to measure the magnetic domain wall width, which is proportional to $\sqrt{|A/K|}$ [15]. In the case of FGT, the domain-wall width is, however, expected to be in the order of nanometers, which makes it experimentally challenging to provide precise estimates.

In this work, we investigate the FGT surface using spin-polarized scanning tunneling microscopy (SP-STM) with antiferromagnetic tips. The spin-polarized density of states is revealed by spin-polarized scanning tunneling spectroscopy measurements and density functional theory (DFT) calculations. Using SP-STM, we measure the domain-wall width with sub-nanometer resolution and compare it to atomistic spin-dynamics simulations based on the exchange parameters extracted from our DFT calculations. We find that the size of bubble domains monotonically decreases with the application of a perpendicular magnetic
field opposing the bubble magnetization until the bubble collapses at a critical field of about 0.32 T. With these results, we put a solid base for the understanding of the complex magnetism of FGT especially regarding for the use of the topologically non-trivial magnetic states of the material in hybrid structures.

RESULTS AND DISCUSSION

Fe$_3$GeTe$_2$ is a known pseudo-2D transient ferromagnetic (FM) metal \cite{16, 17} and its unit cell is composed of two Fe$_3$Ge layers sandwiched between two Te layers which associates with P6$_3$/mmc space group ($a = 3.991$ Å, $c = 16.33$ Å). The two disparate Wyckoff positions are being occupied by two Fe atoms designated as Fe$_\alpha$ and Fe$_\beta$ (figure 1(a)). Fe$_\alpha$ atoms are situated in a hexagonal net in a layer with only Fe atoms. Fe$_\beta$ and Ge atoms are covalently bound in an adjacent layer. The Fe$_3$Ge layers are separated by van der Waals gapped Te double layers. In recent studies, magnetic force microscopy has been used to probe the magnetic domains of FGT \cite{8}. Magnetic domains of bubble-shaped and stripe shape have been detected at low temperatures \cite{13}. In our study, FGT samples were grown by chemical vapour transport method and were transferred into UHV followed by in-situ cleavage at room temperature (see Methods for details) followed by STM investigation at $\approx 0.7$ K. The surfaces of the bulk FGT sample (thickness of the order of 200 $\mu$m) prepared this way were extremely flat showing terraces of extensions of over 2 $\mu$m. Figure 1(d) shows magnetic volume susceptibility ($\chi_v$) as a function of temperature ($T$) for $H \parallel c$ and $H \parallel ab$. $\chi_v$-vs-$T$ clearly indicates that FGT is a ferromagnet and has a critical temperature ($T_c$) of 205 K. Furthermore, $\chi_v$ strongly depends on the direction of the applied magnetic field ($H$). We find that the $\chi_v$ is 15 times larger at $H \parallel c$ than the one at $H \parallel ab$ indicating that the magnetic easy axis is along $c$-axis, i.e. Fe-moments prefer to align along $c$-axis.

First, we focus on the magnetic contrast and the spin polarization of the states above the surface. The magnetic domains at the Fe$_2$GeTe$_3$ surface were mapped using the spin-polarized scanning tunneling microscopy (SP-STM) with a Cr-coated W tip, which has out-of-plane sensitivity at a Cr coverage lower than 50 monolayers \cite{18}. Figure 1(b) shows topographic SP-STM images of the FGT surface displaying faint domains. These are due to the tunneling magnetoresistance (TMR) effect \cite{19} slightly changing the tunneling prob-
ability and thus affecting the z-position in the constant current feedback mode \[20, 21\]. When tip and sample show a parallel spin polarization, the tunneling conductance is enhanced in comparison to the antiparallel case causing an increase in height. When carefully inspecting the three images recorded under various perpendicular magnetic fields of 0.1 T (upper panel), 0 T (middle panel), and −0.1 T (bottom panel), one notices a change in the size of the domains, proving that the observed contrast is of magnetic origin. Figure 1(c) presents the corresponding differential conductance \((dI/dU)\) maps of figure 1(b). The TMR is much more pronounced in the \(dI/dU\) maps (figure 1(c)), which directly map the differential conductance. A binary contrast was observed and plotted as dark and bright orange. This contrast reflects the out-of-plane easy axis of the material leading to up and down magnetized domains of about 1 \(\mu\)m size that are imaged with the out-of-plane sensitive Cr-coated W tips. In analogy to the topographic appearance of the domains, the contrast in differential conductivity more clearly shows the effect of the magnetic field on the domains. Dark domains magnetized up shrink while the bright domains expand when ramping the field to negative values. The spin contrast, however, remains the same between two opposite magnetic field polarities. This indicates that the applied magnetic field neither influences the tip spin-polarization \[22\] nor the sample magnetization axis, i.e. the local easy axis of magnetization is perpendicular to the FGT surface.

To investigate the spin polarization of the electronic states of FGT we used spin-polarized scanning tunneling spectroscopy (SP-STS) on the magnetic domains. To leading order, \(dI/dU\) is proportional to the local density of states (LDOS) in the vacuum at the corresponding tip position \[23\]. Figure 2(a) displays the spin-polarized tunneling spectra taken at the spin-up (−down) domain as black (blue) curve. In a central bias voltage range between \(\approx −250\) meV and \(\approx +200\) meV, the differential conductivity is higher in the down domain compared to the up domain. The corresponding asymmetry (difference of the \(dI/dU\) signal for up and down domains divided by their sum) is calculated from figure 2(a) and presented in figure 2(b) showing a negative asymmetry in the aforementioned bias regime and sign changes at voltages below and above. We compare the measured asymmetry to the LDOS calculated from first principles which is shown in figure 2(c) for the up and down spin channels in black and blue, respectively. The DFT-calculated LDOS is shown in the vacuum above a 3 layer FGT film calculated using the experimental lattice constant \[16\] and the local density approximation (LDA) for the exchange-correlation functional (see Methods.
for details). In agreement with the measured SP-STS we find a minimum in the spin-up LDOS around the Fermi level ($E_F$) and a peak close to $E_F$ in the down spin channel. The corresponding asymmetry is shown in figure 2(d) which shows a similar overall dependence with bias voltage but is systematically shifted to more negative values.

On both spin-up and spin-down domains, the experimental spectra show a local minimum exactly at the Fermi energy. Such relatively sharp dips in the differential conductivity when tunneling into ferromagnets are often found and are related to inelastic tunneling events in which spin-waves or magnons are excited [24-27]. These processes are not considered in the DFT calculations and are thus absent. These inelastic effects will not be further considered in this work. Figure 2(e) shows the domain contrast in $dI/dU$ at various bias voltages from $-500$ to $500$ mV with the increment of $100$ mV. In agreement with the asymmetry obtained by STS, the $dI/dU$ contrast reverses at $U = 200$ mV and $U = -250$ mV.

Complementary to the STM measurements we study FGT using a series of density functional theory (DFT) calculations. Apart from the thin film calculations discussed above, we focus on calculations for bulk FGT crystals. Table I summarizes the results of calculations with varying parametrizations of the exchange correlation function (generalized gradient (PBE) and local density approximations (LDA)) and changing lattice parameters. In agreement to previously published data [28], we find that the average spin moment of the Fe atoms decreases when using the LDA instead of the PBE functional. Upon compression of the FGT lattice, the average Fe moment further decreases down to $1.46 \mu_B$ for $5\%$ compression, which is in better agreement with the experimentally observed values of $1.2 - 1.8 \mu_B$ [16, 29]. It is noteworthy that this decrease is in agreement with the typical underestimation of the lattice parameter for the LDA functional and agrees with previously published calculations [28].

In the following, we focus on the structure of the domain wall. Figure 3(a) shows a zoomed image of a magnetic domain boundary, in which the spin contrast smoothly varies between the two saturated signals in the domains. The dotted line marks the positions where the spectra in figure 3(b) were acquired. The spectra are vertically offset for clarity. The elongated lines in figure 3(a) at both ends of the dotted line show the area for the averaged spectra of the dark (first curve from top) and bright (last curve at the bottom) domain, respectively. In the transition area between the spin-down and spin-up domains, the spectra evolve smoothly from one to the other without the appearance of additional features inside the domain wall. This indicates that while the magnetization smoothly rotates between the
TABLE I. Average Fe spin moment of bulk Fe$_3$GeTe$_2$ with the corresponding lattice parameters. The theory (DFT) results are given for the PBE and LDA exchange correlation functionals where the same lattice parameter as in Ref. [16] was used. The labels “LDA∗” and “LDA∗∗” indicate the calculations where the lattice parameters are taken for 3% and 5% isotropic compressive strain, respectively. Experimental values are given for comparison (the numbers in parentheses for Ref. [30] indicate the nominal Fe content per formula unit of two different samples).

| Method       | a (Å) | c (Å) | ⟨µFe⟩ (µB) |
|--------------|-------|-------|------------|
| Theory PBE   | 3.991 | 16.333| 2.12       |
| (this work) LDA | 3.991 | 16.333| 1.99       |
| LDA∗         | 3.871 | 15.840| 1.69       |
| LDA∗∗        | 3.791 | 15.514| 1.46       |
| Experiment Ref. [16] | 3.991 | 16.333| 1.20       |
| Ref. [29]    | 3.991 | 16.296| 1.80       |
| Ref. [30] (2.8) | 3.956 | 16.395| 1.08       |
| Ref. [30] (3.0) | 4.018 | 16.334| 1.32       |

two domains, no additional electronic states are created inside the domain wall, i.e. there is a smooth transition between the electronic structure with opposite magnetization directions that is trivial without edge states.

The relatively low noise in the differential conductance and the use of an antiferromagnetic tip allows to precisely measure the wall profile of the domain wall. Figure 4(a) and 4(b) show the fully resolved wall profiles at $U = 500$ mV and $−500$ mV, respectively. The forward and backward scans (black and blue curves, respectively) show no significant difference highlighting the absence of magnetic interaction between the tip and the wall that potentially could drag the wall during scanning across it. The averaged profile was fitted using a hyperbolic tangent function (red curves), which corresponds to the micromagnetic description of a domain-wall profile for Bloch walls in bulk materials with uniaxial anisotropy [15],

$$\frac{dI}{dU}(x) \propto \tanh \frac{2x}{w},$$

where $x$ corresponds to the profile distance and $w$ the domain-wall width. The fits nicely reproduce the shape of the domain wall. This indicates that at the surface, the wall profile
still follows that of a conventional Bloch wall and that no Néel-caps are present at the surface. The latter would result in asymmetric wall profiles that significantly deviate from the simple analytic wall shape \[31, 32\]. Furthermore, the domain-wall width \( w \) contains information about the exchange stiffness \( A \) and the uniaxial anisotropy constant \( K \), which can be expressed as,

\[
w = 2\sqrt{\frac{A}{K}}. \tag{2}
\]

From the fitted curves we extract a domain width of \( 7.11 \pm 0.03 \) nm and \( 7.32 \pm 0.02 \) nm for \( U = 500 \) mV and \(-500 \) mV, respectively.

Based on our DFT calculations for bulk FGT we compute parameters for the extended classical Heisenberg Hamiltonian describing the interaction of spins \( \vec{S}_i = \vec{M}_i/\mu_i \) (\( \mu_i = |\vec{M}_i| \)) sitting at lattice sites \( i \):

\[
H = -\sum_{\langle ij \rangle} J_{ij} \left( \vec{S}_i \cdot \vec{S}_j \right) - \sum_{\langle ij \rangle} \vec{D}_{ij} \cdot \left( \vec{S}_i \times \vec{S}_j \right) - \sum_i K (\vec{S}_i \cdot \hat{e}_z)^2 - \sum_i \mu_i \vec{B} \cdot \vec{S}_i - \mu_0 \frac{3}{8\pi} \sum_{i \neq j} \frac{3 \left( \vec{S}_i \cdot \hat{r}_{ij} \right) \left( \vec{S}_j \cdot \hat{r}_{ij} \right) - \vec{S}_i \cdot \vec{S}_j}{r_{ij}^3}, \tag{3}
\]

where \( J_{ij} \) and \( \vec{D}_{ij} \) describe the isotropic and antisymmetric exchange interactions (also referred to as Dzyaloshinskii-Moriya interaction). The third and fourth terms contain the contributions arising from the on-site anisotropy \( K \), the Zeeman energy due to an external magnetic field \( \vec{B} \), as well as the dipolar contribution.

In figure 5(a) we show the alternating layers of the FGT lattice where the six different Fe atom layers are labelled Fe\(_1\) to Fe\(_6\). The calculated exchange interactions \( (J_{ij}) \) are shown as a function of the distance between the Fe atoms in figure 5(b). The data is shown for the smallest lattice constant (5\% compressed compared to the experimental lattice constant) where the computed average Fe moment is smallest and agrees best with the experiment (cf. Tab. 1). The large spread in the experimental values of the average magnetic moment could be the result of varying Fe content and increasing \( c/a \) ratio in different samples [30]. We find strong ferromagnetic inter-layer couplings at small distances which decay with additional sign changes to antiferromagnetic \( (J_{ij} < 0) \) coupling at larger Fe-Fe distances. The Dzyaloshinskii-Moriya interactions (DMI) are only significant for inter-layer couplings. As
shown in figure 5(c), the largest DMI is found for nearest neighbor Fe₁-Fe₁ pairs, with vectors mainly pointing in the direction perpendicular to the FGT film and alternating in the sign for adjacent neighbors. The pairs in the Fe₃-Fe₃ layer are related by mirror symmetry and the DMI therefore exactly cancels the contributions from Fe₁-Fe₁. The second-largest contribution comes from nearest neighbors between Fe₁ and Fe₂ atoms (or the symmetry equivalent Fe₃-Fe₂ pairs) as shown in figure 5(d). All other DMI pairs are smaller by at least an order of magnitude.

The micromagnetic spin stiffness and spiralization vectors

$$A = \frac{1}{2V} \sum_{j>0} R_{0j}^2 J_{0j},$$

$$\vec{D} = \frac{1}{V} \sum_{j>0} R_{0j} \vec{D}_{0j},$$

where $V$ is the volume per Fe atom, can be calculated from the atomistic exchange parameters [33]. These parameters define the micromagnetic energy functional

$$E[\hat{m}] = \int d\vec{r} [A(\hat{m})^2 + \vec{D} \cdot (\hat{m} \times \dot{\hat{m}}) + K m^2]$$

for a continuous magnetization field $\hat{m}[\vec{r}]$ with $\dot{\hat{m}} = \nabla \hat{m}[\vec{r}]$. The crystal symmetries of the FGT layers and the structure of the calculated DMI vectors lead to vanishing spiralization $\vec{D}$. The computed spin stiffness $A$, the anisotropy $K$ and the resulting micromagnetic domain-wall width (eq. 2) are summarized in Tab. I. The parameters are shown for three calculations using the experimental lattice constant as well as for 3% and 5% smaller lattice parameters. We can see that the spin stiffness as well as the anisotropy get smaller with smaller lattice constant which matches the observed decrease in the average Fe moment. The micromagnetic domain-wall width on the other hand increases from 5 to 6.3 nm which is close to the measured domain-wall width of around 7 nm.

We further use the atomistic exchange parameters in spin-dynamics simulations. We consider a $50 \times 5 \times 2$ supercell and find the magnetic ground state starting from random spin orientations (see Methods for details). For the experimental lattice constant and the calculation with 3% compressive strain we find antiferromagnetically coupled FGT layers, in contrast to experimental findings but in agreement with previous theoretical results [28]. Only when the FGT lattice is compressed by 5% we find ferromagnetically coupled FGT layers. We furthermore calculate the domain-wall width by pinning the left and right end of
TABLE II. Exchange stiffness ($A$), anisotropy ($K$) and resulting micromagnetic ($w_{\text{micro}} = 2\sqrt{|A/K|}$) and atomistic ($w_{\text{atom}}$) domain-wall widths for bulk Fe$_3$GeTe$_2$ with different lattice parameters (cf. Tab. I). The FM/AFM label indicates whether antiferromagnetic or ferromagnetic ordering is found between the FGT layers. $w_{\text{atom}}$ is the result of atomistic spin dynamics simulations using the Spirit code with the respective set of exchange coupling parameters.

| Method  | $A$ (meV nm/Fe) | $A$ (pJ/m) | $K$ (meV/Fe) | $K$ (MJ/m$^3$) | $w_{\text{micro}}$ (nm) | $w_{\text{atom}}$ (nm) |
|---------|----------------|------------|--------------|----------------|--------------------------|--------------------------|
| LDA (AFM) | 3.248         | 13.859     | -0.506       | -2.16          | 5.067                    | 5.489                    |
| LDA* (AFM) | 2.403         | 11.237     | -0.263       | -1.23          | 6.046                    | 6.094                    |
| LDA** (FM) | 1.772         | 8.818      | -0.180       | -0.897         | 6.274                    | 5.927                    |

the supercell to point in ±z direction (i.e. parallel to the surface normal of the FGT layers). This creates a domain wall in the center of the supercell. We fit the resulting domain-wall profile (shown in figure [I(c)]) using eq. (1). The fitted domain-wall width is shown in Tab. II where we observe that the atomistic domain-wall width agrees well with the micromagnetic parameters and in particular also the experiment.

Note that the slight difference in the domain wall as a function of the sign of bias voltage found in the experiment is larger than the experimental error of the fitted domain-wall width, i.e. it seems to be significant. We have carried out a more systematic study of this difference in more than 50 individual experiments. We find a $5\pm1\%$ wider wall width at negative sample bias. A possible explanation for this weak effect is the modification of the magnetic anisotropy by the electric field in the tunneling junction, i.e. magneto-electric coupling (MEC) [34–48]. MEC was suggested to be present in FGT modifying the anisotropy or the exchange [7, 49], as also seen in STM experiments from variations of the tunneling spectra with tip-sample distance [50]. Besides a direct MEC, the domain-wall width can also be influenced by an indirect effect, in which the electric field in the junction leads to changes in the relaxation, i.e. vertical lattice constant [51]. As our DFT calculations indicate, both the anisotropy and the exchange depend sensitively on the interlayer distance. The latter is susceptible to the electric field as the layered structure of FGT with its local charges strongly couples to the field. The observed 5% change of the domain-wall width would correspond to a twice as large change in the ratio of the exchange constant and the uniaxial anisotropy by the electric field in the STM junction highlighting the high susceptibility of FGT on the
application of an electric field.

The out-of-plane domain-wall with their 180° domain walls essentially are bubble domains \[11\], where the sense of rotation in the wall is kept along the wall. A change of the sense of rotation would lead to singularities in form of Bloch lines and cusps in the wall \[52\], which we do not observe, i.e., the sense of rotation of the 180° domain wall between the central domain of the bubble and its surrounding does not change within the domain wall of the bubble. In this respect, the bubble domains are topologically equivalent to skyrmions, i.e. carry a topological charge of the winding of the magnetization and are topologically protected from transitions to the trivial, i.e. single domain ferromagnetic state. Note that with SP-STM, we, however, measure only one component of the magnetization (z-direction), such that we cannot determine the sense of rotation of the wall. To investigate the topological protection of the bubble domains, we investigated their evolution in large out-of-plane magnetic fields, analogous to Lorentz transmission electron microscopy studies of thin FGT flakes by Ding et al. \[11\]. Figure 6(a) displays the evolution of a single and several \(\mu\)m sized bubble domain in a magnetic field that compresses the bubble. With rising magnetic field, the irregularly shaped bubble domain is compressed to a circular shape of sub \(\mu\)m size (−0.3 T) followed by a further compression \[53–55\] until it suddenly collapses between 0.31 T and 0.32 T. This collapse annihilates the topological charge of the bubble domain and is associates with an energetic barrier \[54, 56, 57\]. Note that all bubbles collapsed roughly at the same critical field, which is also reflected by the fact that the overall magnetization curve (not shown) along the easy magnetic direction saturates at \(\approx 0.32\) T. Simple continuum theory predicts that the lateral size of a topologically protected skyrmion should be proportional to \(1/B \[58, 59\]. Figure 6(b) displays the effective radius \(r_{\text{eff}}\) of the bubble \((r_{\text{eff}} = \sqrt{\text{area}/\pi})\) versus magnetic field. The effective radius of the bubble monotonically decreases with magnetic fields to around 262 nm before it vanishes. This underlines that the relatively large bubbles can be fully described by a continuum model. They are compressed but not to atomic sizes before the collapse, i.e. they become energetically unstable before shrinking to a singularity. They, however, do not follow the simple \(1/B\) behavior but shrink slower than that at high fields. Following the analytical description of the phase diagram of bubbles and skyrmions by Bernand-Mantel et al. \[55\] and considering that the DMI in the FGT double layers cancels (or almost cancels), the collapse of the bubbles in a bulk sample is predicted, when the Zeeman energy, which destabilizes the bubble, exceeds the long-range dipolar energy,
which stabilizes domains in the film. This is expected when the external magnetic field approaches the demagnetization field. Equation 9 of that paper predicts bubble collapse for bulk samples (radius \( r \) of the bubble \(<<\) sample thickness \( t \)) to happen for \( H = \frac{2M_s}{\pi} \) corresponding to \( B = 0.3 \) T in very good agreement with the experimental observation. This independently confirms that the DMI in FGT is small compared to the other interactions.

**CONCLUSION**

In conclusion, we determined the spin-polarized density of states of FGT using SP-STM and were able to resolve the internal structure of the 180° Bloch walls of the material. It agrees well with simulations based on DFT parameters. The domain-wall width, however, was found to depend slightly on the electric field indicating a local magneto-electric effect in the tunneling junction of the STM. Finally, we followed the size evolution of magnetic bubble domains down to their collapse at about 0.32 T.

**METHODS**

**A. FGT crystal growth and chemical analysis**

High-quality Fe\(_{3-\delta}\)GeTe\(_2\) (\(\delta \approx 0.04\)) single-crystals were grown by chemical vapour transport method using I\(_2\) and TeCl\(_4\) as transport agent. Pure elements of Fe (Alfa Aesar, 99.999%), Ge (Merck, 99.999%), and Te (G-Materials, 99.999%) were mixed in the molar ratio of 3.1:1:2, respectively. The chemicals were filled in a fused silica tube that was evacuated and sealed, subsequently. The ampule was placed in a zone-furnace with a temperature gradient of 750°C - 670°C for 10 days. Single-crystals with a hexagonal sheet-like morphology were grown at the low-temperature end of the ampule. The Chemical composition of the crystals was examined by energy-dispersive x-ray spectroscopy employing a Coxem EM-30\(^N\) benchtop scanning electron microscope equipped with an Oxford Instruments detection system. The Fe deficiency \(\delta\) from the stoichiometric composition of FGT was determined to 4%. We also determined the magnetocrystalline anisotropy from hard axis magnetization loops of the samples to \(1.46 \times 10^6 \) J/m\(^3\).
B. SP-STM measurements

The FGT crystals were *in-situ* exfoliated under the base pressure of $\approx 1 \times 10^{-9}$ mbar. For this, one end of UHV compatible Kapton tape was attached to the bulk FGT sample, the other on the sample rack of the load lock. When the load lock was pumped down to base pressure, the sample was taken out of the sample rack with a wobble stick and hence the sample surface was exfoliation at the same time, thinning the bulk sample and forming a fresh and flat surface for the STM investigation. The SP-STM measurements were performed using a home-build low-temperature (0.7 K) STM and a Nanonis control system with ultra-high vacuum (UHV) of $\approx 1 \times 10^{-10}$ mbar. The STM equipped a superconducting magnet, which can generate magnetic fields perpendicular to the sample surface up to 4 T. The spin-polarized tip was prepared by depositing $\approx 50$ ML Cr on an electrochemically etched W tip that had been pre-annealed in UHV. The tunneling spectra and images were recorded in a standard lock-in method with the root-mean-square bias voltage modulation ($U_{\text{rms}}^{\text{mosd}}$) of 10 or 40 or 80 mV at 1.08 kHz. All images were processed using Nanotech WSxM [60].

C. DFT and spin-dynamics calculations

We performed density functional theory (DFT) calculations for a thin film of Fe$_2$GeTe$_3$ consisting of three FGT layers using the experimental lattice constant [61]. We perform our calculations with the JuKKR code [62] that implements the full-potential relativistic Korringa-Kohn-Rostoker Green function method (KKR) [63] with an exact description of the shape of the atomic cell [64, 65]. We use an angular momentum cutoff of $\ell_{\text{max}} = 3$ and the local density (LDA) and generalized gradient approximations (GGA) to the exchange-correlation potential [66, 67]. Our calculations of the exchange coupling constants for the extended Heisenberg Hamiltonian are based on the method of infinitesimal rotations [68, 69].

The Heisenberg exchange coupling parameters are then used in spin-dynamics simulations using the Spirit code [70, 71]. Our atomistic spin-dynamics simulations are based on the extended Heisenberg Hamiltonian described in the text. We use a $50 \times 5 \times 2$ supercell with periodic boundary conditions in all directions. Note that each unit cell consists of six magnetic Fe atoms. We verified that this size is sufficient by calculating a larger supercell.
of length 100 instead of 50 which reproduces the domain wall width within 1%. The spin dynamics calculations use the time-evolution of the direction of the spins based on the Landau-Lifshitz-Gilbert (LLG) equation which we stop if the forces on the spins converge to $10^{-7}$ or after 200k time steps.

The series of DFT and spin-dynamics calculations of this work are orchestrated with the help of the AiiDA-KKR and AiiDA-Spirit plugins [72, 73] that connect the JuKKR and Spirit codes to the AiiDA environment [74].
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FIG. 1. (a) Crystal structure of Fe$_3$GeTe$_2$. (b) STM images of FGT at 0.1 T (upper), 0 T (middle), and −0.1 T (lower panel). (c) $dI/dU$ maps taken simultaneously with (a). (d) Magnetic volume susceptibility ($\chi_\nu$) as a function of temperature measured in field-cooled condition (0.1 T). Scale bar indicates 500 nm. Imaging conditions: sample bias voltage ($U$) : $-500$ mV, tunneling current ($I$) : 50 pA, and modulation voltage ($U_{\text{rms}}$) : 80 mV.
FIG. 2. (a) Tunneling spectra of spin-up (black) and down (blue) domains. (b) Asymmetry derived from (a). (c) Vacuum density of states calculated from DFT for a distance of 4.28 Å above the surface Te atoms. (d) Asymmetry derived from (c). (e) $dI/dU$ maps acquired using spectroscopic imaging from $-500$ to $500$ mV with an increment of 100 mV. Image size: $2.3 \times 2.3 \mu m^2$. Measuring conditions: (a, b) $B = -0.29$ T, $U = -500$ mV, $I = 50$ pA, and $U_{rms} = 10$ mV, (c) $B = 0.15$ T, $U = -500$ mV, $I = 100$ pA, and $U_{rms} = 40$ mV.
FIG. 3. (a) $dI/dU$ map of the domain wall. (b) Spectra measured at the location marked by the dotted line in (a). Measuring conditions: $B = -0.29$ T, $U = -500$ mV, $I = 50$ pA, and $U_{\text{rms}}^{\text{mod}} = 10$ mV.
FIG. 4. Averaged dI/dU line scans of the domain wall at zero magnetic field at voltages of (a) 500 mV and (b) −500 mV. Black and blue data corresponds to forward and backward scans respectively. The red curves present the fitted results. Measuring conditions: $I = 100$ pA, and $U_{mod} = 100$ mV. (c) Domain-wall profile from atomistic spin-dynamics simulations using DFT-calculated exchange parameters.
FIG. 5. (a) Crystal structure of Fe₃GeTe₂ where the six different Fe layers in the unit cell are marked with labels “Fe₁” to “Fe₆”. (b) Exchange coupling constants $J_{ij}$ vs. distance between the Fe atoms (intra-layer coupling only between Fe₁, Fe₂ and Fe₃, inter-layer coupling for $i \in \{1, 2, 3\}$ and $j \in \{4, 5, 6\}$). (c) $\vec{D}_{ij}$ for pairs of Fe₁-Fe₁ and (d) for Fe₁-Fe₂ where the DMI vector is shown at the position of atom $j$ and atom $i$ is highlighted by the purple sphere.
FIG. 6. (a) Pseudo three-dimensional representation of the $dI/dU$ maps under various of magnetic fields. (b) Radius of the skyrmionic bubble as a function of magnetic fields. Measuring conditions: $U = -500$ mV, $I = 50$ pA, and $U^{rms}_{mod} = 80$ mV.