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ABSTRACT

A problem of supervised learning in which the data consist of $p$ features and $n$ observations is considered. Each observation is assumed to belong to either one of the two classes. Linear discriminant analysis (LDA) has been widely used for both classification and dimensionality reduction in this setting. However, when the dimensionality $p$ is high and the observations are scarce, LDA does not offer a satisfactory result for classification. Witten & Tibshirani (2011) proposed the penalized LDA based on the Fisher’s discriminant problem with sparsity penalization. In this paper, an elastic-net type penalization is considered for LDA, and the corresponding optimization problem is efficiently solved.

1. Introduction

Development and dissemination of measuring technologies has resulted in fine details and comprehensive measurements. A common property with this type of data is high dimension $p$ and small sample size $n$. High dimensional data with small sample size are available in many places such as financial data and biomedical data. Analyzing such data requires developing new models as the traditional models in statistics usually perform poorly. For example, based on the theory of random matrices (Marcenko and Pastur 1967, Yin et al. 1988), linear discriminant analysis (LDA; Fisher (1936)), which is widely used for classification in many fields, does not classify accurately than a fair coin in this setup (Bickel and Levina 2004).

Many efforts have been devoted to make linear discriminant analysis in high dimensions reliable. Bickel and Levina (2004) suggest using only the diagonal elements of the empirical covariance matrix for LDA because the inconsistency of the covariance matrix is one of the main reasons for the failure of LDA in high dimensional settings. Using only the diagonal elements of the estimated covariance matrix is regarded as imposing extreme sparsity on the covariance structure, and the resultant classifier is referred to as the naïve Bayes LDA. Less sparse models are obtained by sparse inverse covariance selection methods such as glasso (Friedman et al. 2008), quic (Hsieh et al. 2011), and their supervised variant (Hino and Reyhani 2013). Witten and Tibshirani (2009) proposed to replace the sample covariance with a shrinken estimate, and formulated a general procedure for covariance regularized regression and classification. Dealing with the covariance matrix requires estimating large number of parameters, which is typically of order $O(p^2)$. For the cases where the objective
is not finding out the covariance structure of the variable and instead only to find a good linear classification axis, Cai and Liu (2011) proposed to directly estimate the classification axis for LDA with sparsity-promoting penalization, which requires one to deal with only $O(p)$ parameters. Mai et al. (2012) adopts the least squares model, which is also called the optimal scoring model (Breiman and Ihaka 1984, Hastie et al. 2009) for linear discriminant analysis. They cast the linear classification problem in the $\ell_1$-norm penalized regression problem (lasso) (Tibshirani 1996). Other sparse discriminant analysis methods have been proposed based on Fisher’s discriminant problem. Trendafilov and Jolliffe (2007) and Wu et al. (2009) considered the $\ell_1$-norm constrained Fisher’s discriminant problem, that is, the $\ell_1$-norm of the classification vector is constrained to be less than a certain pre-specified value. Witten and Tibshirani (2011) proposed the penalized LDA (PLDA), which minimizes the $\ell_1$-norm penalized between class variance under the constraint that the within class variance is less than one.

In this work, based on the penalized LDA framework proposed by Witten and Tibshirani (2011), we consider an elastic-net type penalization (Zou and Hastie 2005) that takes into account both sparsity and adherence to the normal discriminant model. The proposed penalization avoids too sparse solutions, which sometimes cause problems in penalized regression and classification, and it also shows adherence to the normal model solution. The proposed method is shown to work well via numerical experiments.

The rest of the paper is organized as follows. In Section 2, we define notations to describe the problem considered in this paper, and introduce two different formulations for linear discriminant analysis. Then, in Section 3, we explain the penalized linear discriminant analysis, which is the basis of the proposed method in this work. Section 4 introduces our approach for penalized linear discriminant analysis, and an efficient optimization algorithm for the problem is derived. In Sections 5, we show experimental results, and the last section is devoted to conclusion and discussion.

2. Notation and Preliminary

Let $X \in \mathbb{R}^{n \times p}$ be the design matrix composed of $n$ observations of $p$-dimensional vectors $x_1, \ldots, x_n$, where $n$ is the sample size and $x_i \in \mathbb{R}^p$. Each observation is supposed to belong to one of two classes $C_1$ or $C_2$. In the observed dataset $D = \{x_1, \ldots, x_n\}$, we assume there are $n_1$ observations in $C_1$ and $n_2 = n - n_1$ observations in $C_2$. We also assume that the features are centered to have mean zero. Let $\mu_1, \mu_2$ be the mean vectors of observations in class $C_1$ and class $C_2$, respectively, and $\xi$ be the difference of two mean vectors $\xi = \mu_1 - \mu_2$. $\Sigma_w$ and $\Sigma_b$ are the within and the between class covariance matrices, respectively, and their sample estimates are defined by

$$\hat{\Sigma}_w = \frac{1}{n} \sum_{k=1}^{2} \sum_{i \in C_k} (x_i - \hat{\mu}_k)(x_i - \hat{\mu}_k)^\top,$$

$$\hat{\Sigma}_b = \frac{1}{n} X^\top X - \hat{\Sigma}_w = \frac{1}{n}(n_1 \mu_1 \mu_1^\top + n_2 \mu_2 \mu_2^\top),$$

where $\hat{\mu}_k = \frac{1}{n_k} \sum_{i \in C_k} x_i, k = 1, 2$ are sample estimates of the mean vectors of class $C_k, k = 1, 2$. We also define a positive-definite estimate of the within class covariance matrix $\Sigma_w$ as $\hat{\Sigma}_w$, which can be the diagonal version of the empirical estimate $\hat{\Sigma}_w$, or the shrunked estimate $\hat{\Sigma}_w + \epsilon I_p$ with $\epsilon > 0$. The empirical estimate of $\xi$ is defined as $\hat{\xi} = \hat{\mu}_1 - \hat{\mu}_2$.

In the following, we introduce two different formulations for linear discriminate analysis,
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namely, Fisher’s Discriminant Model Formulation and Normal Model Formulation. In their idealized situations, the classification axes obtained by these methods are identical. In our proposed method described in Section 4, an elastic-net type regularization is imposed on Fisher’s discriminant model to keep the solution close to that of the normal model.

2.1. Fisher’s Discriminant Model Formulation

Fisher’s Discriminant Model Formulation of the linear discriminant problem aims at finding the classification vector (axis) maximizing the between class variance while minimizing the within class variance. This problem is often formulated as a minimization problem of the Fisher’s criterion $J_F(\beta) = \beta^\top \Sigma_w \beta / \beta^\top \Sigma_b \beta$. This problem is equivalently formulated as the minimization problem

$$\begin{align*}
\text{minimize} & \quad \{-\beta^\top \hat{\Sigma}_w \beta\} \\
\text{subject to} & \quad \beta^\top \tilde{\Sigma}_w \beta = 1.
\end{align*}$$

Recalling the definition of the between class covariance matrix, the solution of the problem is $\beta^* = \hat{\Sigma}_w^{-1}(\hat{\mu}_1 - \hat{\mu}_2)$ when $\hat{\Sigma}_w$ is full rank, and $\hat{\Sigma}_w$ should be replaced with a positive definite estimate $\tilde{\Sigma}_w$ when $\hat{\Sigma}_w$ is singular.

2.2. Normal Model Formulation

In the Normal Model Formulation of the linear discriminant problem, we suppose that the distributions of data in two classes $C_1$ and $C_2$ are Gaussians with means $\mu_1$ and $\mu_2$ and the same covariance matrix $\Sigma = \Sigma_w$. Then, the Fisher’s discriminant analysis finds the best linear projection in the sense of Bayes error minimization.

We consider a classifier defined by

$$f(x) = \text{sign}\left(\log \frac{P(C_1|x)}{P(C_2|x)}\right),$$

which achieves Bayes classification error by definition. Then we obtain

$$\log \frac{P(C_1|x)}{P(C_2|x)} = \log \frac{p(x|C_1)P(C_1)}{p(x|C_2)P(C_2)} = \log \frac{P(C_1)}{P(C_2)} + \log \frac{p(x|C_1)}{p(x|C_2)}$$

$$= \log \frac{P(C_1)}{P(C_2)}
+ \log \exp\left\{-\frac{1}{2}(x - \mu_1)^\top \Sigma_w^{-1}(x - \mu_1) + \frac{1}{2}(x - \mu_2)^\top \Sigma_w^{-1}(x - \mu_2)\right\}
$$

$$= \{\Sigma_w^{-1}(\mu_1 - \mu_2)\}^\top x - \frac{1}{2} \mu_1 \Sigma_w^{-1} \mu_1 + \frac{1}{2} \mu_2 \Sigma_w^{-1} \mu_2 + \log \frac{P(C_1)}{P(C_2)}.$$

That is, the Bayes optimal classifier is given by a linear classifier and its projection vector is the same as that obtained by Fisher’s criterion, and its empirical estimate is given by

$$\beta^* = \hat{\Sigma}_w^{-1}(\hat{\mu}_1 - \hat{\mu}_2)$$

when $\hat{\Sigma}_w$ is full rank, and $\hat{\Sigma}_w$ should be replaced with $\tilde{\Sigma}_w$ when $\hat{\Sigma}_w$ is singular.

3. Penalized Linear Discriminant Analysis

Witten and Tibshirani (2011) showed the equivalence of equality and inequality constraints in Fisher’s discriminant model, and then extended the Fisher’s discriminant model
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formulation with an inequality constraint to have a sparsity induced penalty as

$$\begin{align*}
\text{minimize} & \quad -\beta^T \hat{\Sigma}_w \beta + P_1(\beta) \\
\text{subject to} & \quad \beta^T \tilde{\Sigma} \beta \leq 1.
\end{align*}$$

(5)

The penalty term $P_1(\beta)$ is the weighted $\ell_1$-norm penalization defined by

$$P_1(\beta) = \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i|, \quad \lambda_1 \geq 0,$$

(6)

where $\hat{\sigma}_i, i = 1, \ldots, p$ is the sample standard deviation of $x_i$. The problem (5) is named Penalized Linear Discriminant Analysis (PLDA).

Since the objective function $-\beta^T \hat{\Sigma}_b \beta + P_1(\beta)$ to be minimized is not convex, the authors used an iterative optimization approach called the Majorization-Minimization (MM) algorithm (Hunter and Lange 2004). Consider the problem

$$\begin{align*}
\text{minimize} & \quad f(\beta) \\
\text{subject to} & \quad \beta^T \tilde{\Sigma} \beta \leq 1.
\end{align*}$$

(7)

If $f$ is not a convex function, its minimization is in general difficult. MM algorithm is a general algorithm which first majorizes the objective function $f(\beta)$ by a function $g(\beta|\beta^{(m)})$, which is said to majorize the function $f(\beta)$ at the point $\beta^{(m)}$ as

$$f(\beta) \leq g(\beta|\beta^{(m)}), \quad f(\beta^{(m)}) = g(\beta^{(m)}|\beta^{(m)}).$$

(8)

From the initial $\beta^{(0)}$, the MM algorithm solves (7) by iteratively minimizing the majorized objective function as

$$\beta^{(m+1)} = \arg\min_{\beta} g(\beta|\beta^{(m)}).$$

(9)

The MM approach is applied to solve the PLDA problem (5). Let $f(\beta) = -\beta^T \hat{\Sigma}_b \beta$. For a fixed $\beta^{(m)}$, $f(\beta)$ is majorized as

$$f(\beta) \leq f(\beta^{(m)}) + (\beta - \beta^{(m)})^T \nabla f(\beta^{(m)})$$

$$= \beta^{(m)^T} \hat{\Sigma}_b \beta^{(m)} - 2\beta^{(m)^T} \hat{\Sigma}_b \beta^{(m)}.$$

Therefore, the PLDA problem is solved by iteratively minimizing the subproblem

$$\begin{align*}
\text{minimize} & \quad d^{(m)^T} \beta + P_1(\beta) \\
\text{subject to} & \quad \beta^T \tilde{\Sigma}_w \beta \leq 1,
\end{align*}$$

(10)

where $d^{(m)} = -2\hat{\Sigma}_b \beta^{(m)}$. The solution to the subproblem is given by the soft-thresholding operator when $\hat{\Sigma}_w$ is the diagonal estimate of $\Sigma_w$, and by the coordinate descent method (Friedman et al. 2007) when $\hat{\Sigma}_w$ is a non-diagonal estimate of $\Sigma_w$.

4. Adherently Penalized Linear Discriminant Analysis

4.1. Adherent Penalization

Following the extension by Witten and Tibshirani (2011), we consider the penalized Fisher’s problem of the form

$$\begin{align*}
\text{minimize} & \quad -\beta^T \hat{\Sigma}_b \beta + P(\beta) \\
\text{subject to} & \quad \beta^T \tilde{\Sigma} \beta \leq 1.
\end{align*}$$

(12)
Then, we consider the penalization $P(\beta) = P_1(\beta) + P_2(\beta)$, where $P_1(\beta)$ is the weighted $\ell_1$-norm term (6) which is the same as in PLDA, while

$$P_2(\beta) = \lambda_2\|\hat{\Sigma}_w^{1/2} \beta - \hat{\Sigma}_w^{-1/2} \xi\|_2^2, \quad \lambda_2 \geq 0,$$

which we call the adherent penalization. Note that $P_2(\beta)$ is a quadratic form in $\beta$ and the penalization $P_1(\beta) + P_2(\beta)$ is similar to the elastic-net (Zou and Hastie 2005). The rationale behind this penalization is in the fact that the optimal LDA classification axis in the normal model is $\beta^* = \Sigma_w^{-1}(\mu_1 - \mu_2)$, and it is reasonable to keep $\|\Sigma_w \beta - \xi\|$ as small as possible. Here $\xi = \hat{\mu}_1 - \hat{\mu}_2$ and $\|\cdot\|$ is a certain vector norm. We note that $P_2(\beta) = \lambda_2(\beta^T \hat{\Sigma}_w \beta - 2\xi^T \beta + \xi^T \hat{\Sigma}_w^{-1} \xi) \leq \lambda_2(1 - 2\xi^T \beta + \xi^T \hat{\Sigma}_w^{-1} \xi)$ when the constraint $\beta^T \hat{\Sigma}_w \beta \leq 1$ in eq. (12) holds, hence the objective function of eq. (12) is naturally bounded from above by a linear form with respect to $\beta$. Considering that $\hat{\Sigma}_w^{-1/2}(\hat{\Sigma}_w^{1/2} \beta - \hat{\Sigma}_w^{-1/2} \xi) = \beta - \hat{\Sigma}_w^{-1} \xi$, small $P_2(\beta)$ implies that the desired relation $\hat{\Sigma}_w \beta = \xi$ approximately holds. Cai and Liu (2011) proposed to use the max-norm to measure the deviation from the optimal solution of the normal model, and formulated the optimization problem with respect to $\beta$ as a Dantizg selector-type problem (Candes and Tao 2007) and solved it by linear programming. In this work, considering that $P_1(\beta)$ is a weighted $\ell_1$-norm penalization, and the elastic net-type penalization is shown to find less sparse solutions that can be overlooked by lasso, we adopt the $\ell_2$-norm and defined $P_2(\beta) = \lambda_2\|\hat{\Sigma}_w^{1/2} \beta - \hat{\Sigma}_w^{-1/2} \xi\|_2^2, \quad \lambda_2 \geq 0$. We call the problem (12) with $P(\beta) = P_1(\beta) + P_2(\beta)$ the Adherently Penalized Linear Discriminant Analysis (APLDA) henceforth.

The sparsity penalty $P_1(\beta)$ and adherency penalty in the $\ell_2$-norm form $P_2(\beta)$ complement each other. The sparsity penalty prefers a sparse structure in the general sense to control its complexity while the adherency penalty prefers a discriminant vector $\beta$ as close as possible to the solution of the normal model. By combining these two penalties, we obtain the following objective function to be minimized:

$$J(\beta) = -\beta^T \hat{\Sigma}_b \beta + P_1(\beta) + P_2(\beta)$$

$$= -\beta^T \hat{\Sigma}_b \beta + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i| + \lambda_2(\beta^T \hat{\Sigma}_w \beta - 2\xi^T \beta) + \text{const.}$$

$$\leq -\beta^T \hat{\Sigma}_b \beta + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i| + \lambda_2 - 2\lambda_2 \xi^T \beta + \text{const.}$$

$$\leq \beta^{(m)^T} \hat{\Sigma}_b \beta - 2\beta^{(m)^T} \hat{\Sigma}_b \beta + 2\lambda_2 \xi^T \beta + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i| + \text{const.}$$

$$= -2(\beta^{(m)^T} \hat{\Sigma}_b + \lambda_2 \xi^T) \beta + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i| + \text{const.}$$

$$= c^{(m)}_{\lambda_2} + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \beta_i| + \text{const.}$$

In the above derivation, we used the inequality constraint $\beta^T \hat{\Sigma}_w \beta \leq 1$ for the first inequality, and the second inequality is the result of majorization. In the final line of the above equations, $c^{(m)}_{\lambda_2} = -2(\hat{\Sigma}_b \beta^{(m)} + \lambda_2 \xi)$. At the $m$-th iteration step, the majorized objective function
is minimized by solving
\[
\begin{aligned}
\min_{\beta} & \quad J^{(m)}(\beta) \\
\text{subject to} & \quad \beta^\top \tilde{\Sigma}_w \beta \leq 1.
\end{aligned}
\] (18)

This subproblem is iteratively solved until convergence. As is shown in the next subsection, the solution \( \beta \) obtained by our problem satisfies \( \beta^\top \tilde{\Sigma}_w \beta = 1 \) except the case \( \beta = 0 \), and the majorized objective function \( J^{(m)}(\beta) \) satisfies \( J^{(m)}(\beta(m)) = J(\beta^{(m)}) \). That is, the sequence \( \{\beta(0), \beta(1), \ldots\} \) of solutions of the subproblem produces a non-increasing sequence \( \{J(\beta(0)), J(\beta(1)), \ldots\} \) with \( J(\beta(0)) \geq J(\beta(1)) \geq \ldots \).

### 4.2. Soft Thresholding Operator for Solving the Subproblem

To solve the subproblem eq. (17), we consider the Karush-Kuhn-Tucker (KKT) conditions of the problem, which are given by
\[
\begin{aligned}
\mathbf{c}^{(m)}_{\lambda_2} + \lambda_1 \gamma + 2\eta \tilde{\Sigma}_w \beta &= 0, \\
\eta(\beta^\top \tilde{\Sigma}_w \beta - 1) &= 0, \\
\beta^\top \tilde{\Sigma}_w \beta - 1 &\leq 0, \quad \eta \geq 0,
\end{aligned}
\] (19-21)

where \( \gamma \in \mathbb{R}^p \) is a vector composed of the sub-gradients of \( \sum_{j=1}^p |\hat{\sigma}_j \beta_j| \) with respect to \( \beta_j, \ j = 1, \ldots, p \) defined by
\[
\gamma_j = \begin{cases} 
\hat{\sigma}_j, & \beta_j > 0, \\
-\hat{\sigma}_j, & \beta_j < 0,
\end{cases} \quad (22)
\]

and \( \gamma_j \in [-\hat{\sigma}_j, \hat{\sigma}_j] \) when \( \beta_j = 0 \). It is seen that \( |(\mathbf{c}^{(m)}_{\lambda_2})_j| > \lambda_1 \hat{\sigma}_j \) for some \( j \) implies \( \eta \tilde{\Sigma}_w \beta \neq 0 \). Then, \( \eta > 0 \) and \( \beta^\top \tilde{\Sigma}_w \beta = 1 \) by the complementary condition. Now the KKT conditions for the problem eq. (17) reduce to
\[
\begin{aligned}
\mathbf{c}^{(m)}_{\lambda_2} + \lambda_1 \gamma + 2\eta \tilde{\Sigma}_w \beta &= 0, \\
\beta^\top \tilde{\Sigma}_w \beta &= 1, \quad \eta > 0.
\end{aligned}
\] (23-24)

Then, the solution for the problem eq. (17) is obtained by firstly solving the unconstrained problem
\[
\begin{aligned}
\min_{\alpha \in \mathbb{R}^p} \left( \alpha^\top \tilde{\Sigma}_w \alpha + \mathbf{c}^{(m)}_{\lambda_2} \alpha + \lambda_1 \sum_{i=1}^p |\hat{\sigma}_i \alpha_i| \right),
\end{aligned}
\] (25)

then normalizing as
\[
\beta = \begin{cases} 
\frac{\alpha}{\sqrt{\alpha^\top \tilde{\Sigma}_w \alpha}}, & \alpha \neq 0, \\
0, & \alpha = 0.
\end{cases} \quad (26)
\]

Since we are using the diagonal estimate of the within-class covariance matrix \( \tilde{\Sigma}_w \), the minimizer of the problem (25) is obtained by applying the soft thresholding operator (Donoho and Johnstone 1995) component-wise:
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\[
\hat{\alpha}_t^{t+1} = \begin{cases} 
\frac{1}{2\sigma^2} \left( 2\hat{\Sigma}_b\beta^{(m)} + 2\lambda_2\hat{\xi}_i - \lambda_1\hat{\sigma}_i \right), & |2\hat{\Sigma}_b\beta^{(m)} + 2\lambda_2\hat{\xi}_i| > \lambda_1\hat{\sigma}_i, \\
0, & -\lambda_1\hat{\sigma}_i \leq |2\hat{\Sigma}_b\beta^{(m)} + 2\lambda_2\hat{\xi}_i| \leq \lambda_1\hat{\sigma}_i, \\
\frac{1}{2\sigma^2} \left( 2\hat{\Sigma}_b\beta^{(m)} + 2\lambda_2\hat{\xi}_i + \lambda_1\hat{\sigma}_i \right), & |2\hat{\Sigma}_b\beta^{(m)} + 2\lambda_2\hat{\xi}_i| < -\lambda_1\hat{\sigma}_i, 
\end{cases}
\]  

(27)

where \([\cdot]_i\) indicates the \(i\)-th element of a vector.

By investigating the eq. (27), we can see the effect of the additional penalization term \(P_2\). To concentrate on the effect of \(P_2\), let us consider the case \(\lambda_1 = 0\) in eq. (27) for now, and consider the vector updating formula

\[
\beta^{(m+1)} \leftarrow \hat{\Sigma}_w^{-1} \left( \hat{\Sigma}_b\beta^{(m)} + \lambda_2\hat{\xi} \right).
\]  

(28)

Recalling the fact that we are treating a two-class problem and the features are centered, we have \(\hat{\mu}_2 = -\frac{n_1}{n_2}\hat{\mu}_1\), \(\hat{\Sigma}_b = \frac{n_1}{n_2}\hat{\mu}_1\hat{\mu}_1^\top\), and \(\hat{\xi} = \frac{n}{n_2}\hat{\mu}_1\). Substituting these estimates into eq. (28), we obtain

\[
\beta^{(m+1)} \leftarrow \hat{\Sigma}_w^{-1} \left( \frac{n_1}{n_2}\hat{\mu}_1\hat{\mu}_1^\top\beta^{(m)} + \lambda_2\frac{n}{n_2}\hat{\mu}_1 \right).
\]  

(29)

When \(\lambda_1 = 0\), the proposed penalization has essentially no effect on the solution of LDA, since the above formula gives a vector proportional to \(\hat{\Sigma}_w^{-1}\hat{\mu}_1\) and also to \(\hat{\Sigma}_w^{-1}\hat{\xi}\) whenever \(\lambda_2 \neq -\frac{n_1}{n_2}\hat{\mu}_1^\top\beta^{(m)}\). Combined with the penalty term \(P_1\) with positive \(\lambda_1\), the proposed penalization affects the sparsity-inducing mechanism. The thresholding operation is applied to \([2\hat{\Sigma}_b\beta^{(m)} + \lambda_2\hat{\xi}]_i\), which is more aligned to the direction \(\hat{\Sigma}_w^{-1}\hat{\xi}\) than that of \([2\Sigma_b\beta^{(m)}]_i\).

5. Experimental Results

In this section, we perform several numerical experiments on dichotomy problems to show the effect of the proposed penalized term, and that the proposed method is comparable or superior to conventional sparse discriminant analysis methods.

5.1. Results with artificial datasets

In this subsection, with simple artificial datasets, we see the effect of the proposed penalization. Since the effect of the proposed penalization term is expected to make the solution \(\beta\) close to the Bayes optimal projection axis \(\beta^* = \hat{\Sigma}_w^{-1}(\mu_1 - \mu_2)\) with the ground truth values of \(\Sigma_w, \mu_1\) and \(\mu_2\), we define alignment of the estimate \(\hat{\mu}\) with the Bayes optimal value \(\beta^*\) by

\[
a(\beta^*, \hat{\beta}) = \frac{\hat{\beta}^\top\beta^*}{\|\hat{\beta}\|_2\|\beta^*\|_2} \in [0, 1].
\]  

(30)

We generated \(n_1\) observations from a \(p\)-dimensional Gaussian distribution with unit covariance matrix and mean vector \(\mu_1 = (0.5 + 1/p, \ldots, 0.5 + 1/p, 0, \ldots, 0)\). The first \(p \times (1-s)\) elements of the vector are filled with \(0.5 + 1/p\), and rest \(p \times s\) elements are filled with 0. Also, we generated \(n_2\) observations from the Gaussian distribution with unit covariance matrix and mean vector \(\mu_2 = -\mu_1\). We varied dimension \(p = 10, 100, 1000\), the sample size \(n_1 = n_2 = 20\) and \(n_1 = n_2 = 200\), and the degree of sparseness \(s = 0, 0.1, \ldots, 0.8\).

In Figure 1, we show boxplots of alignments of the estimates \(\hat{\beta}\) obtained by PLDA and the proposed APLDA in different settings. Parameters \(\lambda_1\) for PLDA and \(\lambda_i, i = 1, 2\) for APLDA are optimized by 10-fold cross-validation using the given observations. From this figure, we see that when the degree of sparseness is low, the proposed penalization offers
Fig. 1: Effects of the proposed penalization term for datasets with different dimensionalities, sample sizes, and degree of sparseness.
a more aligned solution compared to those of PLDA. On the other hand, when the degree of sparseness is high, namely the Bayes optimal projection vector $\beta^*$ is very sparse, the proposed method is inferior to the conventional PLDA in terms of alignment as expected. This tendency is particular when the dimension $p$ is high. We can also see, from the range of the alignment shown in the top and bottom panel of Figure 1, that the above discussed tendency is remarkable when the sample size is small relative to the dimensionality of the data.

Finally, we note that the proposed method is derived by bounding the original objective twice, namely, by using the inequality constraints in eq. (14) and eq. (15), which cause the convergence of the optimization to be slower compared to PLDA. We count the number of iterations of MM steps required for convergence in both PLDA and APLDA in the experiments in this subsection. The averages and standard deviations of the iteration count were $4.09(0.851)$ for PLDA and $4.37(2.298)$ for APLDA, respectively. The number of iterations was increased on average, while the order remained the same.

5.2. Results with real-world datasets

In this subsection, we show experimental results with six real-world high-dimensional datasets with small number of observations. We consider the two-class discriminant problem and measure the performance of discriminant methods by their area under the curves (AUCs).

- **Isolet** a dataset for a spoken letter recognition problem (Fanty and Cole 1991). From spoken letter data, $p = 617$ dimensional features are extracted as explanatory variable. The task here is to discriminate between “A” and “B”.

- **p53** a dataset for the problem of predicting the mutant p53 transcriptional activity (active vs inactive) based on data extracted from biophysical simulations (Danziger et al. 2009). The dimensionality of observations is $p = 5,398$.

- **prostate** a dataset of the prostate gene expression, consists of prostate tumor and normal samples. The dimensionality of observations is $p = 6,033$.

- **secom** a dataset from a semi-conductor manufacturing process. Each observation is composed of a selection of sensor outputs placed at the production process, where each observation represents a single production entity with associated measured features. The notion of class here represents \{pass, fail\}, yielded by certain in house line testing for the products. The dimensionality of observations is $p = 591$.

- **USPS** a dataset for handwritten digit recognition problem (Hull 1994), originally collected by United States Postal Service. The dimensionality of observations is $p = 256$. We consider to discriminate two characters “1” and “2”.

- **Gisette** a dataset also for handwritten digit recognition problem, where the problem is to separate the highly confusable digits “4” and “9”. The dimensionality of observations is $p = 5,000$.

**Isolet, secom, and p53** datasets are available from [https://archive.ics.uci.edu/ml/datasets/](https://archive.ics.uci.edu/ml/datasets/). For all datasets, we randomly sampled $n_1 = n_2 = 50$ data for training, and used the rest for estimating the AUC. We repeat this procedure 10 times, and the results are shown in Figure 2 as boxplots.

The following five methods are included for comparison:
Fig. 2: AUCs of different methods for six different real-world datasets.
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**nB** naïve Bayes approach suggested by Bickel and Levina (2004),

**Mai** direct approach for sparse discriminant analysis proposed by Mai et al. (2012),

**Cai** Dantzig selector-based direct method for discriminant analysis proposed by Cai and Liu (2011),

**PLDA** penalized LDA proposed by Witten and Tibshirani (2011), and

**APLDA** our proposed adherently penalized LDA.

We note that conventional LDA is also applied to all the problems, but its AUC was far inferior to those obtained by the above five methods. For the sake of legibility, we do not report the results by conventional LDA. For the p53 and prostate datasets, the method proposed by Cai did not return a solution because of the high dimensionality, hence the method is excluded from comparison. For all methods, tuning parameters such as \( \lambda_1 \) and \( \lambda_2 \) are determined by cross-validation solely using the training dataset.

From this figure, we see that the proposed method is superior to PLDA in the prostate dataset, and inferior to PLDA in the secom dataset. APLDA offers almost the same result to PLDA in other datasets. Overall, the proposed method is comparable to or better than other methods in some situations, and it can be one of the potential candidates for linear discriminant analysis.

6. **Conclusion**

In the framework of penalized linear discriminant analysis (Witten and Tibshirani 2011), we have proposed a penalization term, which is a combination of \( \ell_1 \)-norm penalization and \( \ell_2 \)-norm penalization similar to the elastic-net (Zou and Hastie 2005). The rationale behind the proposed penalization is that in addition to the sparsity-inducing \( \ell_1 \)-norm penalization, it is reasonable to keep the solution close to the optimal solution for the normal model of the linear discriminant analysis, even when the sparsity inducing penalization is imposed. The penalized objective function is reduced to a simple subproblem by using the MM algorithm approach. Then the subproblem is solved by simple soft thresholding operations.

The aim of this paper is in introducing a variant of the elastic-net type regularization to the linear discriminant problem, which we called the adherent regularization. Theoretical investigation of sparse linear discriminant analysis is difficult because LDA is not based on a familiar loss function such as quadratic loss, logistic loss, or hinge loss. In this work, we experimentally see that the proposed method works well in a high dimensionality setting and is comparable to or sometimes improves PLDA. The reason for relatively better or inferior performance of each method, and dependency of the performance on the dimensionality of the data will be explored in our future work. It is also our important future work to develop asymptotic theory of the proposed adherently regularized linear discriminant analysis.
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