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Abstract: Reaction Systems modeling is a compact, discrete, and qualitative modeling method for dynamic systems, including biochemical systems. In this paper, the G1/S checkpoint of the human cell cycle is modeled by Reaction Systems. This specific checkpoint is important since it plays role in tumor formation. Modeling discrete dynamic systems with Reaction Systems has many advantages over other modeling tools, i.e., the model is very small, deterministic and it is easy to use in simulations without any specific software package.
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1 Introduction

The cell cycle is a sequence of events, which occurs in a cell leading to its proliferation and division in order to give rise to two identical daughter cells. For a healthy being, correct regulation is required to avoid any cell aberrancy. Should there be any aberrations along this sequence of events, there will be disruptions in the orchestration of the downstream events, which may lead to genetic disorders, such as cancer. Interdisciplinary scientific research has gained impetus for the past two decades. The application of a variety of mathematical tools and techniques to model biological and biomedical systems have facilitated qualitative and quantitative description, simulation, and prediction of events that may not be
otherwise evident to the researcher. The marrying of the two disciplines, mathematics and biology, has been greatly facilitated by the accumulated data-rich genomic information sets, which are difficult to comprehend without the utilization of analytical tools; up-to-date mathematical tools which make understand complex, nonlinear biological systems easy; increasing computing power that can ease calculations and simulations that were not previously feasible, and growing interest in in silico experiments about human and animal research. Consequently, the interaction between two disciplines facilitates the interpretation of complex biological data.

In studies for modeling and simulating biological systems; different modeling approaches have been applied so far, including Process Algebra, Rule-based Systems, Petri Nets, Boolean Networks, State Charts and Hybrid Systems [1].

The eukaryotic cell cycle is a well-studied, extremely complex phenomenon, which leads to cancer upon its misregulation. This system exhibits a good example of a mathematical model presenting interpretable results. By utilizing the values and mode of interaction of different parameters, we can be able to demonstrate the changes in the modules of cell cycle events. Within the last decades, many mathematical models of the cell cycle or its specific checkpoints have been constructed. Although majority of these models were constructed by the use of Ordinary Differential Equations [2, 3, 4, 5]; Petri Net models were also constructed with hybrid [6, 7, 8, 9] and stochastic approaches [10].

Reaction Systems (RSs) were invented [11, 12] to simulate biochemical reactions. In order to reflect the behavior of biochemical systems, RSs contain a set of objects, e.g., chemicals, and a collection of reactions. Each reaction has its own set of reactants, inhibitors, and products. Reactions are enabled according to conditions given by their sets of reactants and inhibitors, and enabled reactions produce their products. An RS is deterministic, thus simulations started from the same initial sets result in the same products.

Many theoretical studies have been published so far, including extensions of RSs, functions or sequences generated by RSs, and programming frameworks. In addition, the studies on applications of RSs to model biological networks are being accumulated; such as RSs model for the heat shock response [13], simulating gene regulatory networks using RSs [14], and simulating potential therapeutic modalities to reawaken fetal hemoglobin [15].

The basic RS that we have adapted for our case, the G1/S checkpoint of the cell cycle, is finite. Hence, all computational problems regarding this case can be easily solved via simulations.
2 Biological Context

2.1 The Cell Cycle

The cell cycle [16] consists of four ordered and irreversible phases: G1, S, G2, and M. G1 phase is the first gap period in which cells decide whether to proliferate or not based on the information received from the extracellular environment. If proliferation is achieved, the cells grow to reach twice their size in the G1 phase. In the S phase, DNA is duplicated to produce two identical daughter cells. During the G2 phase, cell growth and protein synthesis continue to occur until the preparation for mitosis is completed. Mitosis (M) is the phase in which a cell is divided into two identical daughter cells by following the stages prophase, metaphase, anaphase, and telophase [17, 18]. Errors during the cell cycle induce either apoptosis (known as programmed cell death) [19, 20, 21] or cause mutations. If cell division is completed with such mutations, or the mechanism of apoptosis is damaged, then there is a high possibility of cancer to emerge. In order to control and fix such damages before the cell cycle is completed; cyclins, cyclin-dependent kinases (CDKs), and cyclin-dependent kinase inhibitors (CKIs) play key roles [22, 23].

2.2 Cyclins, CDKs and CKIs

Cyclins are proteins that have roles to control various phases of the cell cycle. They are substrates for CDKs that regulate the cell cycle by phosphorylating (adding phosphate molecules to) other proteins. CDKs are not activated unless they bind to associated cyclins.

CKIs are another class of proteins that regulate the kinase activity of Cyclin-CDK complexes. Under unfavorable conditions such as DNA damage, abnormalities during the cell cycle, or environmental stresses, CKIs bind to Cyclin-CDK complexes to inhibit the cell cycle progression until the damage is under control.

2.3 Cell Cycle Checkpoints

DNA damage is prone to happen especially on proliferating cells. Cell cycle checkpoints are an array of mechanisms to control DNA damage occurring during the cell cycle and sustain the division process until the damage is repaired. Each checkpoint can be represented by complex signaling pathways in which a various number of genes and proteins play significant roles. There are three checkpoints throughout the cell cycle [24]: G1/S checkpoint [25, 26], G2/M checkpoint [27, 28], and M phase spindle checkpoint [24, 29, 30].
2.3.1 G1/S Checkpoint

In this study, our focus is on the G1/S checkpoint [25, 26], which is also known as the restriction point. At this checkpoint, cells decide whether to divide, delay the division, or enter a resting phase to repair the damaged DNA. The major components of this checkpoint are p16 and p21 as CKIs; CyclinD and CyclinE as cyclins; CDK4, CDK6, and CDK2 as CDKs. In addition, the proteins Rb and E2F are key components providing the transition from G1 to S phase by being phosphorylated by CDK4/6 and CDK2 in sequential order. Figure 1 is an illustration for this checkpoint, which was adapted from [31].

![Figure 1](image_url)

*Schematic illustration of major events at G1/S checkpoint*

In normal cells without DNA damage, the binding of CyclinD and CDK4/6 is established, which causes the initial phosphorylation of the Rb-E2F complex by CDK4/6. Phosphorylation of Rb-E2F complex results in the expression of CyclinE, which binds to CDK2 for second phosphorylation of Rb-E2F complex by which E2F is released from this complex. Release of E2F leads to the expression of genes necessary for the S phase implying G1/S checkpoint transition is fulfilled.

When DNA damage occurs, it is detected by CKIs p16 and p21. In the case where either of the p16 or p21 is mutated then the other member will be able to compensate for the loss of the dysfunctional CKI. When both p16 and p21 are mutated, they will not be able to perform their inhibitory functions. In this case, CKIs will be unable to block the phosphorylating abilities of CDKs, and the G1/S checkpoint is going to be passed by carrying DNA damage to the next phases of...
the cell cycle, which very likely will cause tumor formation after successive divisions.

## 3 Reaction Systems

In this section, we make use of RSs by considering its basic notions from [11, 12, 32] to model biological signaling pathways. The theory of RSs is explained by the following definitions.

**Definition 1.** Let a finite set $S$ of (biochemical or artificial) objects be given. A reaction is a triplet $r = (R, I, P)$ where $R$, $I$, and $P$ are finite nonempty sets with the condition $R \cap I = \emptyset$. If $S$ is a set such that $R, I, P \subseteq S$, then $r$ is a reaction in $S$.

The sets $R$, $I$, and $P$ in Definition 1 can also be written as $R_1$, $I_1$, and $P_1$, and they stand for the reactant set, the inhibitor set, and the product set of a reaction $r_1$, respectively. In addition, the set of all reactions in $S$ is denoted by $\text{rac}(S)$ where $R_1, I_1, P_1 \subseteq S$ for each $r_1 \in \text{rac}(S)$.

The definition above of an RS is originally designated by Ehrenfeucht and Rozenberg [12] to model biochemical reactions. According to the original definition given above, the set of inhibitors is required to be nonempty. However, our study concentrates on reactions in the cell where the objects are proteins. Different than biochemical reactions, the existence of inhibitors in protein-protein interactions is rare. For this reason, we do not consider the condition that the inhibitor set should be nonempty. This artificial condition could be fulfilled by introducing artificial inhibitor(s) to the system, but our consideration is more intuitive in the sense that readers who are not familiar with that type of models will not be confused if a reaction is never inhibited by any real inhibitors.

**Definition 2.** Let $T \subseteq S$ be a finite set.

1. Let $r$ be a reaction. Then $r$ is enabled by $T$, denoted by $en_r(T)$, if $R_r \subseteq T$ and $I_r \cap T = \emptyset$. The result of $r$ on $T$, denoted by $res_r(T) = P_r$ if $en_r(T)$, and $res_r(T) = \emptyset$ otherwise.
2. Let $A$ be a finite set of reactions. The result of $A$ on $T$, denoted by $res_A(T)$, is defined by: $res_A(T) = \bigcup_{r \in A} \{res_r(T) \mid en_r(T)\}$.

The set $T$ in Definition 2 stands for a state of a biochemical system, which consists of biochemical entities present in the current system. Therefore, a reaction $r$ is enabled by $T$ if $T$ includes all reactants of $r$ ($R_r \subseteq T$) and it does not include any inhibitors of $r$ ($I_r \cap T = \emptyset$). For a set of reactions $A$, the result of $T$ on $A$ should be considered as cumulative, which means that the result of all reactions in the set $A$ is the union of results of all individual reactions in $A$. It means that, in fact, the execution of the reactions is applied in a parallel manner.
Also, by definition of RSs, there is no conflict of resources. For example, if \( r, s \in A \) are both enabled by \( T \) and \( R_r \cap R_s \neq \emptyset \) we still have \( P_r \subseteq res_A(T) \) and \( P_s \subseteq res_A(T) \). Thus, the set of results includes the products from both of the enabled reactions. This rule exhibits the threshold assumption in RSs: Either a resource is present in the system in a sufficient amount, or it is not present at all [32]. Therefore, the amount of objects is not counted in RSs, they are either present with a sufficient amount or absent. Hence, when modeling via RSs, we deal with not a quantitative, but a qualitative (binary) approach.

In our work, we slightly modify Definition 2 as follows:

**Definition 3.** Let \( T \subseteq S \) be a finite set.
(1) Let \( r \) be a reaction. Then \( r \) is enabled by \( T \), denoted by \( en_r(T) \), if \( R_r \subseteq T \) and \( I_r \not\subseteq T \). The result of \( r \) on \( T \), denoted by \( res_r(T) = P_r \) if \( en_r(T) \), and \( res_r(T) = \emptyset \) otherwise.
(2) Let \( A \) be a finite set of reactions. The result of \( A \) on \( T \), denoted by \( res_A(T) \), is defined by: \( res_A(T) = \bigcup_{r \in A} \{ res_r(T) | en_r(T) \} \).

When modeling biological signaling pathways by defining the system via a set of reactions, it is noticed that all of the inhibitors in the set \( I_r \) should be present to prevent the enabling of that reaction. Thus, we consider AND condition for inhibitors instead of the original OR condition. This modification is reflected to the definition by changing the condition \( I_r \cap T \neq \emptyset \) in part (1) of the definition. Notice that by Definition 2 the presence of any object from the inhibitors set \( I_r \) inhibits \( r \), while by Definition 3 the presence of the whole set \( I_r \) is needed to inhibit the reaction \( r \). This new definition allows us to make our system very compact.

**Definition 4.** A Reaction System (RS) is an ordered pair \( \mathcal{A} = (S,A) \) such that \( S \) is a finite set and \( A \subseteq rac(S) \).

The set \( S \) which is called the background set of \( \mathcal{A} \), includes elements called entities to represent molecular objects such as atoms, molecules, proteins, and/or artificial (technical) objects that may be present in the states of the system modeled by \( \mathcal{A} \). The set \( A \) is called the set of reactions of \( \mathcal{A} \).

The following interactive process is defined to formalize the dynamic behavior of an RS:

**Definition 5.** Let \( \mathcal{A} = (S,A) \) be an RS and let \( n \geq 0 \) be an integer. An \( n \)-step interactive process in \( \mathcal{A} \) is a pair \( \pi = (\gamma, \delta) \) of finite sequences such that \( \gamma = C_0, C_1, ..., C_n \) and \( \delta = D_0, D_1, ..., D_n \) where \( C_0, ..., C_n, D_0, ..., D_n \subseteq S \), \( D_0 = \emptyset \), and \( D_i = res_{\mathcal{A}}(D_{i-1} \cup C_{i-1}) \) for all \( i \in \{1, ..., n\} \).

In each step of a simulation, all enabled reactions are applied in parallel, and the whole system is deterministic.
4 Modeling and Simulations

4.1 Model Construction

The RS for modeling the G1/S checkpoint of the cell cycle is created by considering the major components in this specific cell cycle checkpoint which is mentioned in Subsection 2.3.1. Reactions are written by using the theory of RSs explained in Section 3. The system is defined as follows.

\[ S = S_0 \cup S_1 \] with \( S_0 = \{P, SPh, A, p16mutator, p21mutator\} \) where \( P \) is Phosphate, \( SPh \) is S Phase Transfer, \( A \) is an aberrancy in the G1 phase such as DNA damage, mutations (except p16 or p21 mutations) or another dysfunction in the system, \( p16mutator \) and \( p21mutator \) are causes for mutations on p16 and p21 respectively. \( S_1 \) contains proteins: \( S_1 = \{A_{ij} \mid i \in \{CDK4/6, CycD, CDK2, CycE, Rb, E2F, Rb/E2F, C1, C2, p16, p21\} \text{ and } j \in \{n, hp, f, m\}\} \) with \( C1 \) being the CycD–CDK4/6 complex and \( C2 \) being the CycE–CDK2 complex; and \( n, hp, f, \) and \( m \) representing non-expressed, hypo-phosphorylated, fully expressed and mutated proteins, respectively.

The 23 reactions given below represent the G1/S checkpoint of the cell cycle.

\[
\begin{align*}
    r_1 &= ([A_{CDK4/6,f}, A_{CycD,f}], \{A, A_{p16,f}\}, [A_{CDK4/6,f}, A_{CycD,f}, A_{C1,f}]) \\
    r_2 &= ([A_{C1,f}, A_{Rb/E2F,f}, P], \emptyset, [A_{C1,f}, A_{Rb/E2F,hp}]) \\
    r_3 &= ([A_{Rb/E2F,hp}, A_{CycE,n}], \emptyset, [A_{Rb/E2F,hp}, A_{CycE,f}]) \\
    r_4 &= ([A_{CDK2,f}, A_{CycE,f}], \{A, A_{p21,f}\}, [A_{CDK2,f}, A_{CycE,f}, A_{C2,f}]) \\
    r_5 &= ([A_{C2,f}, A_{Rb/E2F,hp}, P], \emptyset, [A_{C2,f}, A_{Rb,f}, A_{E2F,f}]) \\
    r_6 &= ([A_{E2F,f}], \emptyset, \{SPh\}) \\
    r_7 &= ([P], \emptyset, \{P\}) \\
    r_8 &= ([A], \emptyset, \{A\}) \\
    r_9 &= ([A_{CDK2,f}], \emptyset, [A_{CDK2,f}]) \\
    r_{10} &= ([A_{CDK4/6,f}], \emptyset, [A_{CDK4/6,f}]) \\
    r_{11} &= ([A_{CycD,f}], \emptyset, [A_{CycD,f}]) \\
    r_{12} &= ([A_{CycE,f}], \emptyset, [A_{CycE,f}]) \\
    r_{13} &= ([A_{Rb,f}], \emptyset, [A_{Rb,f}]) \\
    r_{14} &= ([A_{E2F,f}], \emptyset, [A_{E2F,f}]) \\
    r_{15} &= ([A_{p16,m}], \emptyset, [A_{p16,m}])
\end{align*}
\]
$r_{16} = ([A_{p21,m}], \emptyset, [A_{p21,m}])$

$r_{17} = ([A_{p16,f}, p16mutator], \emptyset, [A_{p16,m}])$

$r_{18} = ([A_{p21,f}, p21mutator], \emptyset, [A_{p21,m}])$

$r_{19} = ([A_{p16,f}], p16mutator, [A_{p16,f}])$

$r_{20} = ([A_{p21,f}], [p21mutator], [A_{p21,f}])$

$r_{21} = ([A_{Cyce,n}], [A_{Rb/E2F, hp}], [A_{Cyce,n}])$

$r_{22} = ([A_{Rb/E2F,f}], [A_{C1,f}, P], [A_{Rb/E2F,f}])$

$r_{23} = ([A_{Rb/E2F, hp}], [A_{C2,f}, P], [A_{Rb/E2F, hp}])$

The first six reactions illustrate the main biological phenomena happening during the G1 phase of the cell cycle, as explained in Subsection 2.3.1. Reaction $r_1$ represents the binding of CyclinD and CDK4/6 complex. This reaction goes in the presence of fully expressed CDK4/6 and fully expressed CyclinD, and in the absence of any dysfunction and fully expressed p16. As products of $r_1$, we obtain fully expressed CDK4/6, fully expressed CyclinD, and fully expressed C1 (CyclinD−CDK4/6 complex).

Similarly, $r_2$ represents the hypo-phosphorylation of Rb by the CyclinD−CDK4/6 complex, while $r_3$ stands for the expression of CyclinE by the existence of hypophosphorylated Rb. In $r_4$, the formation of the CyclinE−CDK2 complex with the conditions of having no dysfunction and having no fully expressed p21 is presented. Reaction $r_5$ represents the hyper-phosphorylation of Rb to cause the release of E2F from the Rb−E2F complex by the existence of the CyclinE−CDK2 complex. Lastly in $r_6$, the transition from G1 to S checkpoint is illustrated.

Reactions through $r_7$ to $r_{16}$ are stated to keep the reactants of these reactions into the system. For example, phosphate is always available in the cell via the existence of ATP [33], and it won’t be vanished or disappear after some processes occur. Reaction $r_7$ helps us to keep phosphate in the system. Reactions $r_{17}$ and $r_{18}$ illustrate the mutations on CKIs p16 and p21, respectively, while reactions $r_{19}$ and $r_{20}$ are stated to keep fully expressed p16 and p21 in the system when there is nothing in the cell to cause their mutations. Non-expressed CyclinE remains non-expressed in the system as long as the Rb−E2F complex is not hypophosphorylated, which is presented in $r_{21}$. Similarly, in $r_{22}$ and $r_{23}$, fully expressed and hypo-phosphorylated Rb−E2F complexes are preserved as there is no fully expressed C1 and phosphate, and no fully expressed C2 and phosphate are present respectively.
4.2 Simulations and Validation of the Model

In order to conduct simulations for different scenarios, a C++ program is written in which we define Boolean variables for each component in $S$. We start with setting all components to false, and then we introduce the initial set for stating the existing components at the beginning of the simulation. We also check if there is a mutation on tumor suppressor genes p16 and p21 interactively. Also, the existence of an aberrancy in G1 is set to true or false, in a similar way.

After the initialization is completed for each scenario, implementation of the reactions is realized within a loop structure in which several rounds are run to obtain the final result. Within each round, we first check which reactions can be implemented based on the currently existing components. After recording the enabled reactions, we set all components to false to have only those which are produced right after the enabled reactions run. Then this product set becomes the initial set of the next round, and the same procedure is repeated until our stopping criteria $SPh = 1$ is achieved, which means that the G1-S checkpoint is passed. If the stopping criterion is not attained, but we obtain an infinite loop, then we understand that G1 to S transition is not achieved. In each scenario, we consider the CDK4/6 complex, CyclinD, CDK2, and the Rb/E2F complex being fully expressed. The existence of aberrancy in G1 and mutations on p16 and p21 are interactively examined at the beginning of each simulation. Also, it is possible to introduce different states for the existing components in the system between each round of simulations, which is very important for deducing model predictions.

In order to validate our model, scenarios considered in our simulations are as follows:

4.2.1 Normal(wild-type) Cell - p16 and p21 Non-mutated, no Aberrancy in G1 is Present

We first consider the scenario in which the tumor suppressors p16 and p21 are non-mutated, and there is no aberrancy in the G1 phase. The expected consequence of this scenario is the transition from G1 to S phase, which is confirmed by our simulation as follows.

Components that are initially present are $P$, $A_{CDK4/6,f}$, $A_{CyclD,f}$, $A_{CDK2,f}$, $A_{CycE,n}$, $A_{Rb/E2F,f}$, $A_{p16,f}$, $A_{p21,f}$. The first round of the simulation starts with checking the definition of the first reaction $r_1$. It can be seen that $r_1$ is enabled due to the existence of $A_{CDK4/6,f}$, $A_{CyclD,f}$ as reactants, and non-existence of $A$ among the inhibitors. Similarly, based on the definition of $r_2$, nonexistence of $A_{C1,f}$ among the reactants causes $r_2$ not to be enabled. The first round of the simulation for this scenario is fully explained in Table 1, where the enabled reactions are run in parallel, and the products set of the first round is obtained as $\{A_{CDK4/6,f}, A_{CyclD,f}, A_{C1,f}, P, A_{CDK2,f}, A_{p16,f}, A_{p21,f}, A_{CycE,n}, A_{Rb/E2F,f}\}$ which is at the same time the initial components set of the second round of the simulation.
Details of the first round of the simulation for a normal (wild-type) cell, where the initial components are: $P$, $A_{CDK4, f}$, $A_{CycD, f}$, $A_{CDK2, f}$, $A_{CycE, n}$, $A_{Rb, f}$, $A_{p16, f}$, $A_{p21, f}$ and available components are marked in bold.

| Reaction | Reactants | Inhibitors | status | Products |
|----------|-----------|------------|--------|----------|
| $r_1$    | $[A_{CDK4/6, f}, A_{CycD, f}]$ | $[A, A_{p16, f}]$ | enable | $[A_{CDK4/6, f}, A_{CycD, f}, A_{p16, f}]$ |
| $r_2$    | $[A_{CL, f}, A_{Rb/E2F, f}, P]$ | $\emptyset$ | disable | - |
| $r_3$    | $[A_{Rb/E2F, hp}, A_{CycE, n}]$ | $\emptyset$ | disable | - |
| $r_4$    | $[A_{CDK2, f}, A_{CycE, f}]$ | $[A, A_{p21, f}]$ | disable | - |
| $r_5$    | $[A_{CZ, f}, A_{Rb/E2F, hp}, P]$ | $\emptyset$ | disable | - |
| $r_6$    | $[A_{E2F, f}]$ | $\emptyset$ | disable | - |
| $r_7$    | $[P]$ | $\emptyset$ | enable | $[A_{CDK2, f}]$ |
| $r_8$    | $[A]$ | $\emptyset$ | disable | - |
| $r_9$    | $[A_{CDK2, f}]$ | $\emptyset$ | enable | $[A_{CDK2, f}]$ |
| $r_{10}$ | $[A_{CDK4/6, f}]$ | $\emptyset$ | enable | $[A_{CDK4/6, f}]$ |
| $r_{11}$ | $[A_{CycD, f}]$ | $\emptyset$ | enable | $[A_{CycD, f}]$ |
| $r_{12}$ | $[A_{CycE, f}]$ | $\emptyset$ | disable | - |
| $r_{13}$ | $[A_{Rb, f}]$ | $\emptyset$ | disable | - |
| $r_{14}$ | $[A_{E2F, f}]$ | $\emptyset$ | disable | - |
| $r_{15}$ | $[A_{p16, m}]$ | $\emptyset$ | disable | - |
| $r_{16}$ | $[A_{p21, m}]$ | $\emptyset$ | disable | - |
| $r_{17}$ | $[A_{p16, f}, p16mutator]$ | $\emptyset$ | disable | - |
| $r_{18}$ | $[A_{p21, f}, p21mutator]$ | $\emptyset$ | disable | - |
| $r_{19}$ | $[A_{p16, f}]$ | $[p16mutator]$ | enable | $[A_{p16, f}]$ |
| $r_{20}$ | $[A_{p21, f}]$ | $[p21mutator]$ | enable | $[A_{p21, f}]$ |
| $r_{21}$ | $[A_{CycE, n}]$ | $[A_{Rb/E2F, hp}]$ | enable | $[A_{CycE, n}]$ |
| $r_{22}$ | $[A_{Rb/E2F, f}]$ | $[A_{CL, f}, P]$ | enable | $[A_{Rb/E2F, f}]$ |
| $r_{23}$ | $[A_{Rb/E2F, hp}]$ | $[A_{CZ, f}, P]$ | disable | - |

With the same understanding, rounds are run until there is no difference between the initial components set and the product set of a round. For this specific scenario, it occurred at the end of the sixth round, and the following components are obtained as the products of the simulation: $SPh$, $P$, $A_{CDK4/6, f}$, $A_{CycD, f}$, $A_{CDK2, f}$, $A_{CycE, f}$, $A_{Rb, f}$, $A_{E2F, f}$, $A_{C1, f}$, $A_{CZ, f}$, $A_{p16, f}$, $A_{p21, f}$ where G1 to S transition is realized by the existence of $A_{Rb, f}$ in the products set. The detailed illustration of the simulation for this specific scenario is given in Figure 2.
4.2.2 Aberrancy in G1 in the Absence of p16 and p21 Mutations

In the second scenario, it is considered that there is an aberrancy in the G1 phase, but both p16 and p21 are functional. As expected, our simulation shows that G1/S transition is not realized since p16 blocks the formation of the CyclinD−CDK4/6 complex to prevent the checkpoint to be passed.

In our RS, the initial components are: P, A, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, ARb/E2F,bp, Ap16,f, Ap21,f. A loop structure is obtained by the conducted simulation, which reflected no change on these components even in the first round.

4.2.3 Aberrancy in G1 when p16 is Mutated, but p21 is Functional

The third scenario assumes that there is an aberrancy in the G1 phase, p16 is mutated, and p21 is functional. In this case, p16 will not be able to block the formation of the CyclinD−CDK4/6 complex, and Rb/E2F will be hypophosphorylated to cause the transcription of CyclinE. However, since p21 is functional, it will block the formation of the CyclinE−CDK2 complex, and thus, G1/S transition will be blocked as our simulation results reflected.

For this scenario, initial components in the RS are P, A, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,n, ARb/E2F,bp, Ap16,m, Ap21,f. After four rounds, we obtain a loop structure with the components P, A, p16mutator, ACDK4/6,f, ACycD,f, ACDK2,f, ACycE,f, ARb/E2F,bp, AC1,f, Ap16,m, Ap21,f meaning that G1/S transition is not achieved (Figure 3).
4.2.4 Aberrancy in G1 when p21 is Mutated, but p16 is Functional

In the fourth scenario, we consider that there is an aberrancy in the G1 phase, p21 is mutated, and p16 is functional. Even though the CKI p21 is mutated, in the first part of the pathway, functional p16 will prevent the hypo-phosphorylation of Rb/E2F complex, and thus the G1/S transition will be blocked, as we have obtained by our simulation results on this scenario:

The initial components of this scenario are: P, A, A_{CDK4/6,f}, A_{CycD,f}, A_{CDK2,f}, A_{CycE,n}, A_{Rb/E2F,f}, A_{p16,m}, A_{p21,m}. As a result, r_7, r_8, r_9, r_10, r_11, r_16, r_19, r_21, r_22 are executed in the first round of the simulation; however, the components in the simulation did not change, and the checkpoint is not passed.

4.2.5 Aberrancy in G1 in the Presence of p16 and p21 Mutations

Our last scenario considers the worst case, in which there is an aberrancy in the G1 phase, and both p16 and p21 are mutated. In such a case, there will be no functional CKI that can block neither the hypo-phosphorylation nor the full phosphorylation of the Rb/E2F complex. Our simulation shows that the G1/S transition cannot be blocked in this case.

The initial components for the simulation of this scenario are: P, A, A_{CDK4/6,f}, A_{CycD,f}, A_{CDK2,f}, A_{CycE,n}, A_{Rb/E2F,f}, A_{p16,m}, A_{p21,m}. The obtained simulation results reflected that the stopping criteria SPh is attained within six rounds. The resulting components are as follows: SPh, P, A, A_{CDK4/6,f}, A_{CycD,f}, A_{CDK2,f}, A_{CycE,f}, A_{Rb,f}, A_{E2F,f}, A_{C1,f}, A_{C2,f}, A_{p16,m}, A_{p21,m} which can be seen in Figure 4.
Initial components  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 1st round  \[ \{ r_1, r_7, r_{10}, r_{16}, r_{11}, r_{15}, r_{16}, r_{21}, r_{22} \} \]

Products after 1st round  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 2nd round  \[ \{ r_1, r_2, r_7, r_{10}, r_{16}, r_{11}, r_{15}, r_{16}, r_{21} \} \]

Products after 2nd round  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 3rd round  \[ \{ r_1, r_2, r_7, r_{10}, r_{16}, r_{11}, r_{15}, r_{16}, r_{23} \} \]

Products after 3rd round  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 4th round  \[ \{ r_1, r_2, r_4, r_7, r_{10}, r_{16}, r_{11}, r_{12}, r_{15}, r_{16}, r_{23} \} \]

Products after 4th round  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 5th round  \[ \{ r_1, r_2, r_4, r_7, r_{10}, r_{16}, r_{11}, r_{12}, r_{15}, r_{16}, r_{16} \} \]

Products after 5th round  \[ \{ P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Enabled reactions of the 6th round  \[ \{ r_1, r_2, r_4, r_7, r_{10}, r_{16}, r_{11}, r_{12}, r_{13}, r_{16}, r_{16} \} \]

Products after 6th round  \[ \{ SPb, P, A, A_{CDK4/6}, A_{CYCD}, A_{CDK2/7}, A_{CYCEM}, A_{RB/EE2/F}, A_{p16/m}, A_{p21/m} \} \]

Simulation details for the scenario where there is an aberrancy in G1 and both p16 and p21 are mutated

As can be seen in the above scenarios, the conducted simulations have worked well and provided the desired outcomes. Other than these five scenarios, it is possible to conduct simulations for various possible scenarios with additional biological conditions to find potential results prior to wet lab experiments.

5 Comparison with Other Modeling Techniques

As different approaches to mathematically model biological systems have their own advantages and disadvantages; modeling with RSs also has its own strengths and weaknesses. Having a deterministic modeling approach; it provides a compact, simple, and fast modeling and simulation of such systems. One may not need any specific software package to run simulations, since it is relatively easy to program a reaction system. Also, much larger systems can be created by RSs with less computing effort than hybrid and stochastic modeling approaches. RSs also able to simulate interactive processes when after each round some objects may be added to the system. Actually, for large size reaction systems there exists also a software package helping to do simulations [34]. Meanwhile; not being able to represent non-deterministic or quantitative systems and the various strength or speed of the reactions might be considered weaknesses of modeling with RSs.
Conclusions and Further Work

In this paper, we have implemented the notion of RSs for modeling the G1/S checkpoint of the human cell cycle, which has importance in tumor formation.

The proposed model is proven to be efficacious and biologically relevant by obtaining expected results from simulations, for some specific scenarios. Thus, this qualitative RSs model is able to simulate various scenarios related to the G1/S checkpoint of the cell cycle in a simple, elegant, and correct manner. We show that modeling using RSs, helps us to observe biochemical reactions in a compact way. In addition, the constructed RS can simulate various scenarios, which could help to find biological results in-silico. In-silico studies can help describe potential candidates for drug signature identification. There are many possibilities of mathematical modeling of biological systems. We introduce here, a novel RSs methodology that can be used in the search for drug signature identification. Moreover, simulations can be helpful for drug design, by attaching biological components (e.g. inhibitors) to the reactions in the system.

As future work, our plan is to extend the RS of the whole human cell cycle, by additionally considering the G2/M checkpoint and the spindle checkpoint in the M phase of mitosis.
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