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Abstract. We study the orthogonal quantum groups satisfying the “easiness” assumption axiomatized in our previous paper, with the construction of some new examples, and with some partial classification results. The conjectural conclusion is that the easy quantum groups consist of the previously known 14 examples, plus of an hypothetical multi-parameter “hyperoctahedral series”, related to the complex reflection groups $H^*_n = \mathbb{Z}_s \wr S_n$. We discuss as well the general structure, and the computation of asymptotic laws of characters, for the new quantum groups that we construct.

Introduction

One of the strengths of the theory of compact Lie groups comes from the fact that these objects can be classified. It is indeed extremely useful to know that the symmetry group of a classical or a quantum mechanical system falls into an advanced classification machinery, and applications of this method abound in mathematics and physics.

The quantum groups were introduced by Drinfeld [22] and Jimbo [23], in order to deal with quite complicated systems, basically coming from number theory or quantum mechanics, whose symmetry group is not “classical”. There are now available several extensions and generalizations of the Drinfeld-Jimbo construction, all of them more or less motivated by the same philosophy. A brief account of the whole story, focusing on constructions which are of interest for the present considerations, is as follows:

(1) Let $G \subset U_n$ be a compact group, and consider the algebra $A = C(G)$. The matrix coordinates $u_{ij} \in A$ satisfy the commutation relations $ab = ba$. The original idea of Drinfeld-Jimbo, further processed by Woronowicz in [35], was that these commutation relations are in fact the $q = 1$ particular case of the $q$-commutation relations $ab = qba$, where $q > 0$ is a parameter. The algebra $A$ itself appears then as the $q = 1$ particular case of a certain algebra $A_q$. While $A_q$ is no longer commutative, we can formally write $A = C(G_q)$, where $G_q$ is a quantum group.

(2) An interesting modification of the above construction was proposed by Wang in [33], [34]. His idea was to construct a new algebra $A^+$, by somehow “removing” the commutation relations $ab = ba$. Once again we can formally write $A^+ = C(G^+)$, where $G^+$ is a so-called free quantum group. This construction, while originally
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coming only with a vague motivation from mathematical physics, was intensively studied in the last 15 years. Among the partial conclusions that we have so far is the fact that the combinatorics of $G^+$ is definitely interesting, and should have something to do with physics. In other words, $G^+$, while being by definition a quite abstract object, is probably the symmetry group of “something” very concrete.

(3) Several variations of Wang’s construction appeared in the recent years, notably in connection with the construction and classification of intermediate quantum groups $G \subset G^* \subset G^+$. For instance in the case $G = O_n$, it was shown in our previous paper [10] that the commutation relations $ab = ba$ can be successfully replaced with the so-called half-commutation relations $abc = cba$, in order to obtain a new quantum group, $O_n^*$. Some other commutation-type relations, for instance of type $(ab)^s = (ba)^s$, will be described in the present paper.

(4) As a conclusion, the general idea that tends to emerge from the above considerations is that a “very large class” of compact quantum groups should appear in the following way: (a) start with a compact Lie group $G \subset U_n$, (b) build a non-commutative version of $C(G)$, by replacing the commutation relations $ab = ba$ by some weaker relations, (c) deform this latter algebra, by using a positive parameter $q > 0$, or more generally a whole family of such positive parameters.

This was for the motivating story. In practice, now, while the construction (1) is now basically understood, thanks to about 25 years of efforts of many mathematicians, (2) is just at the very beginning of an axiomatization, (3) is still at the level of pioneering examples, and (4) is just a dream. As for the possible applications to physics, basically nothing is known so far, but the hope for such an application increases, as more and more interesting formulae emerge from the study of compact quantum groups.

The present paper is a continuation of our previous work [10]. We will advance on the classification work started there, for the easy quantum groups in the orthogonal case, and we will present a detailed study of the new quantum groups that we find.

The objects of interest will be the compact quantum groups satisfying $S_n \subset G \subset O_n^+$. Here $O_n^+$ is the free analogue of the orthogonal group, constructed by Wang in [33], and for the compact quantum groups we use Woronowicz’s formalism in [35].

As in [10] we restrict attention to the “easy” case. The easiness assumption, essential to our considerations, roughly states that the tensor category of $G$ should be spanned by certain partitions, coming from the tensor category of $S_n$. This might look of course like a quite technical condition. The point, however, is that imposing this technical condition is the “price to pay” for restricting attention to the “truly easy” case.

As explained in [10], our motivating belief is the fact that “any result which holds for $S_n, O_n$ should have a suitable extension to all easy quantum groups”. This is of course a quite vague statement, whose target is actually formed by some results at the borderline between representation theory and probability. In this paper, however, we will rather focus on the classification problem. The further development of our “$S_n, O_n$ philosophy”,
leading perhaps to some interesting applications, will be left to a number of forthcoming papers. We refer to the final section below for more comments in this direction.

So, for the purposes of the present work, the easy quantum groups can be just thought of as being a “carefully chosen collection” of basic objects of the theory.

There are 14 natural examples of easy quantum groups, all but one described in [10], and the remaining one to be studied in detail in this paper. In addition, there are at least two infinite series, once again to be introduced in this paper. The list is as follows:

1. Groups: $O_n, S_n, H_n, B_n, S'_n, B'_n$.
2. Free versions: $O^+_n, S^+_n, H^+_n, B^+_n, S'^+_n, B'^+_n$.
3. Half-liberations: $O^*_n, H^*_n$.
4. Hyperoctahedral series: $H_n^{(s)}, H_n^{[s]}$.

This list doesn’t cover all the easy quantum groups, but we will present here some partial classification results, with the conjectural conclusion that the full list should consist of (1,2,3), and of a multi-parameter series unifying (4). We will also investigate the new quantum groups that we find, by using various techniques from [4], [6], [10], [11], [12].

As already mentioned, we expect the above list to be a useful, fundamental “input” for a number of representation theory and probability considerations. We also expect that the new quantum groups that we find can lead in this way to some interesting applications. We have several projects here, to be discussed at the end of the paper.

The paper is organized as follows. In 1-2 we recall our previous results from [10], and we study the quantum group $H^*_n$, by using techniques from [10], [12]. In 3-4 we introduce the one-parameter series, and we study their basic properties, by using techniques from [4], [11]. In 5-6 we state and prove the classification results, by making a heavy use of the “capping” method in [10], [12]. The final sections, 7-8, contain the computation of asymptotic laws of characters, and some concluding remarks.
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0. Notation

As in our previous work [10], the basic object under consideration will be a compact quantum group $G$. The concrete examples of such quantum groups include the usual compact groups $G$, and, to some extent, the duals of discrete groups $\hat{\Gamma}$. In the general case, however, $G$ is just a fictional object, which exists only via its associated Hopf $C^*$-algebra of “complex continuous functions”, denoted $A = C(G)$.

For simplicity of notation, we will rather use the quantum group $G$ instead of the Hopf algebra $A$. For instance $\int_G u_{i_1j_1} \ldots u_{i_kj_k} \, du$ will denote the complex number obtained by applying the Haar functional $\varphi : A \to \mathbb{C}$ to the well-defined quantity $u_{i_1j_1} \ldots u_{i_kj_k} \in A$. 

We will use the quantum group notation depending on the setting: in case where this can lead to confusion, we will rather switch back to the Hopf algebra notation.

1. Easy quantum groups

In this section we briefly recall some notions and results from our previous paper [10]. This material is here mostly for fixing the formalism and the notations.

Consider first a compact group satisfying \( S_n \subset G \subset O_n \). That is, \( G \subset O_n \) is a closed subgroup, containing the subgroup \( S_n \subset O_n \) formed by the permutation matrices.

Let \( u, v \) be the fundamental representations of \( G, S_n \). By functoriality we have an inclusion \( \text{Hom}(u^\otimes k, u^\otimes l) \subset \text{Hom}(v^\otimes k, v^\otimes l) \), for any \( k, l \). On the other hand, the Hom-spaces for \( v \) are well-known: they are spanned by certain explicit operators \( T_p \), with \( p \) belonging to \( P(k, l) \), the set of partitions between \( k \) points and \( l \) points. More precisely, if \( e_1, \ldots, e_n \) denotes the standard basis of \( \mathbb{C}^n \), the formula of \( T_p \) is as follows:

\[
T_p(e_{i_1} \otimes \cdots \otimes e_{i_k}) = \sum_{j_1, \ldots, j_l} \delta_p \left( \begin{array}{ccc} i_1 & \cdots & i_k \\ j_1 & \cdots & j_l \end{array} \right) e_{j_1} \otimes \cdots \otimes e_{j_l}
\]

Here the \( \delta \) symbol on the right is 0 or 1, depending on whether the indices “fit” or not, i.e. \( \delta = 1 \) if all blocks of \( p \) contains equal indices, and \( \delta = 0 \) if not.

We conclude from the above discussion that the space \( \text{Hom}(u^\otimes k, u^\otimes l) \) consists of certain linear combinations of operators of type \( T_p \), with \( p \in P(k, l) \).

We call \( G \) “easy” if its tensor category is spanned by partitions.

**Definition 1.1.** A compact group \( S_n \subset G \subset O_n \) is called easy if there exist sets \( D(k, l) \subset P(k, l) \) such that \( \text{Hom}(u^\otimes k, u^\otimes l) = \text{span}(T_p | p \in D(k, l)) \), for any \( k, l \).

It follows from the axioms of tensor categories that the collection of sets \( D(k, l) \) must be closed under certain categorical operations, notably the vertical and horizontal concatenation, and the upside-down turning. The corresponding algebraic structure formed by the sets \( D(k, l) \), axiomatized in [10], will be called “category of crossing partitions”.

We recall that a matrix is called monomial if it has exactly one nonzero entry on each row and each column. The basic examples are the permutation matrices.

**Definition 1.2.** We consider the following groups:

1. \( O_n \): the orthogonal group.
2. \( S_n \): the symmetric group, formed by the permutation matrices.
3. \( H_n \): the hyperoctahedral group, formed by monomial matrices with \( \pm 1 \) entries.
4. \( B_n \): the bistochastic group, formed by orthogonal matrices with sum 1 on each row.
5. \( S'_n = \mathbb{Z}_2 \times S_n \): the group formed by the permutation matrices times \( \pm 1 \).
6. \( B'_n = \mathbb{Z}_2 \times B_n \): the group formed by the bistochastic matrices times \( \pm 1 \).

It follows from definitions that all the above 6 groups satisfy \( S_n \subset G \subset O_n \). Observe that among all these groups, only \( O_n, S_n \) are of “irreducible” nature, because we have canonical isomorphisms \( H_n = \mathbb{Z}_2 \wr S_n \) and \( B_n \simeq O_{n-1} \). See [10].
The partitions in $P(k, l)$ with $k + l$ even are called “even”.

**Theorem 1.3.** There are exactly 6 easy groups, namely the above ones. The corresponding categories of crossing partitions are as follows:

1. $P_o$: all pairings.
2. $P_s$: all partitions.
3. $P_h$: partitions with blocks of even size.
4. $P_b$: singletons and pairings.
5. $P_s'$: all partitions (even part).
6. $P_b'$: singletons and pairings (even part).

This result is proved in [10]. The idea is that the second assertion follows from some well-known results regarding the groups $O_n, S_n$ and their versions, and the first assertion can be proved by carefully manipulating the categorical axioms.

Let us discuss now the free analogue of the above results. Let $O_n^+, S_n^+$ be the free orthogonal and symmetric quantum groups, corresponding to the Hopf algebras $A_o(n), A_s(n)$ constructed by Wang in [33], [34]. Here, and in what follows, we use Woronowicz’s Hopf algebra formalism in [35], and its subsequent quantum group interpretation.

We have $S_n \subset S_n^+$, so by functoriality the Hom-spaces for $S_n^+$ appear as subspaces of the corresponding Hom-spaces for $S_n$. The Hom-spaces for $S_n^+$ have in fact a very simple description: they are spanned by the operators $T_p$, with $P \in NC(k, l)$, the set of noncrossing partitions between $k$ upper points and $l$ lower points.

We have the following “free analogue” of Definition 1.1.

**Definition 1.4.** A compact quantum group $S_n^+ \subset G \subset O_n^+$ is called free if there exist sets $D(k, l) \subset NC(k, l)$ such that $\text{Hom}(u^\otimes k, u^\otimes l) = \text{span}(T_p | p \in D(k, l))$, for any $k, l$.

In this definition, the word “free” has of course a quite subtle meaning, to be fully justified later on. For the moment, let us just record the fact that the passage from Definition 1.1 to Definition 1.4 is basically done by “restricting attention to the noncrossing partitions”, which, according to [30], should indeed lead to freeness.

As in the classical case, the sets of partitions $D(k, l)$ must be stable under certain categorical operations, coming this time from the axioms in [36]. The corresponding algebraic structure, axiomatized in [10], is called “category of noncrossing partitions”.

We denote by $H_n^+$ the hyperoctahedral quantum group, constructed in [6], and by $B_n^+, S_n^+, B_n'^+$ the free analogues of the groups $B_n, S_n', B_n'$, constructed in [10].

It is useful to recall at this point the definition of all quantum groups involved.

**Definition 1.5.** We consider the following quantum groups, all given with the defining relations between the basic coordinates $u_{ij} \in C(G)$:

1. $O_n^+$: orthogonality ($u_{ij} = u_{ij}^*, u^t = u^{-1}$).
2. $S_n^+$: magic condition (all rows and columns of $u$ are partitions of unity).
3. $H_n^+$: cubic condition (orthogonality, and $u_{ij}u_{ik} = u_{ji}u_{ki} = 0$ for $j \neq k$).
(4) $B_n^+$: bistochastic condition (orthogonality, and on each row the sum is 1).

(5) $S'_n$: cubic condition, with the same sum on rows and columns.

(6) $B'_n$: orthogonality, with the same sum on rows and columns.

Perhaps the very first observation is that for any of the groups $G$ appearing in Definition 1.2 we have $C(G) = C(G^+)/I$, where $I \subset C(G^+)$ is the commutator ideal. In other words, $G^+$ is indeed a “noncommutative version” of $G$. We refer to [10] and to its predecessors [9], [33], [34] for the whole story, and for a careful treatement of all this material.

We have the following “free analogue” of Theorem 1.3.

**Theorem 1.6.** There are exactly 6 free quantum groups, namely the above ones. The corresponding categories of noncrossing partitions are as follows:

1. $NC_o$: all noncrossing pairings.
2. $NC_s$: all noncrossing partitions.
3. $NC_h$: noncrossing partitions with blocks of even size.
4. $NC_b$: singletons and noncrossing pairings.
5. $NC_e$: all noncrossing partitions (even part).
6. $NC_{e'}$: singletons and noncrossing pairings (even part).

Once again, this result is proved in [10]. The idea is that the second assertion follows from some standard results regarding $O_n^+, S_n^+$ and their versions $H_n^+, B_n^+, S'_n, B'_n$, and the first assertion can be proved by carefully manipulating the categorical axioms.

Observe the symmetry between Theorem 1.3 and Theorem 1.6: this corresponds to the “liberation” operation for orthogonal Lie groups, further investigated in [10].

2. **Half-liberation**

We consider now the general situation where we have a compact quantum group satisfying $S_n \subset G \subset O_n^+$. Once again, we can ask for the tensor category of $G$ to be spanned by certain partitions, coming from the tensor category of $S_n$.

**Definition 2.1.** A compact quantum group $S_n \subset G \subset O_n^+$ is called easy if there exist sets $D(k, l) \subset P(k, l)$ such that $\text{Hom}(u^{\otimes k}, u^{\otimes l}) = \text{span}(T_p | p \in D(k, l))$, for any $k, l$.

As a first remark, this definition generalizes at the same time Definition 1.1 and Definition 1.4. Indeed, the easy quantum groups $S_n \subset G \subset O_n^+$ satisfying the extra assumption $G \subset O_n$ are precisely the easy groups, and those satisfying the extra assumption $S_n^+ \subset G$ are precisely the free quantum groups. This follows indeed from definitions, see [10].

Once again, the sets of partitions $D(k, l)$ must be stable under certain categorical operations, coming from Woronowicz’s axioms in [36]. The corresponding algebraic structure, axiomatized in [10], will be here simply called “category of partitions”.

We already know that the easy quantum groups include the 6 easy groups in Theorem 1.3, and the 6 free quantum groups in Theorem 1.6. In general, the world of easy quantum groups is quite rigid, but we can produce some more examples in the following way.
Definition 2.2. The half-liberated version of an easy group $G$ is the quantum group $G^*$ given by $C(G^*) = C(G^+)/I$, where $I$ is the ideal generated by the half-commutation relations $abc = cba$, imposed to the basic matrix coordinates $u_{ij} \in C(G^+)$. 

In other words, instead of removing the commutativity relations of type $ab = ba$ from the standard presentation of $C(G)$, which would produce the algebra $C(G^+)$, we replace these commutativity relations by the weaker relations $abc = cba$.

In order to study the half-liberated versions, we need a categorical interpretation of the half-commutation relations $abc = cba$. Let us agree that the upper points of a partition $p \in P(k,l)$ are labeled $1, 2, \ldots, k$, and the lower points are labeled $1', 2', \ldots, l'$.

With this notation, we have the following key lemma, from [10].

Lemma 2.3. For a compact quantum group $G \subset O^+_n$, the following are equivalent:

1. The basic coordinates $u_{ij}$ satisfy $abc = cba$.
2. We have $T_p \in \text{End}(u^{\otimes 3})$, where $p = (1'3')(22')(3'1)$.

Proof. According to the definition of $T_p$ given in section 1, we have $T_p(e_a \otimes e_b \otimes e_c) = e_c \otimes e_b \otimes e_a$. This gives the following formulae:

$$T_p u^{\otimes 3}(e_a \otimes e_b \otimes e_c) = \sum_{ijk} e_k \otimes e_j \otimes e_i \otimes u_{ia}u_{jb}u_{kc}$$

$$u^{\otimes 3}T_p(e_a \otimes e_b \otimes e_c) = \sum_{ijk} e_i \otimes e_j \otimes e_k \otimes u_{ir}u_{jr}u_{kr}$$

The identification of the right terms gives the equivalence in the statement. □

Let us go back now to the quantum groups $G^*$. Observe first that we have inclusions $G \subset G^* \subset G^+$. As pointed out in [10], the cases $G = S_n, B_n; S_n', B_n'$ are not interesting, because here we have $G = G^*$. This can be checked by a direct computation with generators and relations, or with the partition $p$ appearing in Lemma 2.3, and will follow as well from the general classification results in sections 5-6 below.

In the cases $G = O_n, H_n$, however, we obtain new quantum groups. Let us agree that the legs of each partition are labeled $1, 2, 3, \ldots$, clockwise starting from top left.

Theorem 2.4. The half-liberated versions of $O_n, H_n$ are easy quantum groups, and the corresponding categories of partitions are as follows:

1. $E_o$: pairings with each string connecting an odd number to an even number.
2. $E_h$: partitions with each block having the same number of odd and even legs.

Proof. Our claim is that $E_o, E_h$ are categories of partitions, corresponding respectively to the quantum groups $O^*_n, H^*_n$. Indeed, this can be checked as follows:

1. Here $E_o$ is nothing but the set of pairings which each string having an even number of crossings, and the result was proved in [10]. The idea is that $E_o$ is generated in the categorical sense by the partition $p$ appearing in Lemma 2.3.
(2) The fact that $E_h$ is indeed a category of partitions follows from definitions: the idea is to think of each block as being “balanced” with respect to the odd and even labels, and with this interpretation in mind, the categorical operations clearly preserve the balancing. For instance when checking the stability under composition, which is the crucial axiom, the point is that given a connected union of blocks of the two partitions which are composed, the “balancing in the middle” is subject to a cancelling.

As for the fact that $E_h$ corresponds to the above quantum group $H^*_n$, this can be checked in several ways. Consider for instance the following diagram:

$$O_n^* \subset O_n^+$$

$$\cup \quad \cup$$

$$H_n^* \subset H_n^+$$

We know from definitions that $H_n^*$ is obtained by putting together the relations for $O_n^*$ and for $H_n$, so we have the quantum group equality $H_n^* = O_n^* \cap H_n^+$. Now by the general properties of Tannakian duality, it follows that the category of partitions of $H_n^*$ is generated by the category of partitions for $H_n^+$, namely the noncrossing partitions having even blocks, and by the half-liberation partition $p$ in Lemma 2.3.

Now this category is by definition included into $E_h$, and the reverse inclusion can be checked as well, by a straightforward computation. □

The quantum group $O_n^*$, which first appeared in [10], was further investigated in [12]. In order to get some insight into the structure of $H_n^*$, we will use similar methods.

**Definition 2.5.** The projective version of a quantum group $G \subset U_n^+$ is the quantum group $PG \subset U_n^{*+}$, having as basic coordinates the elements $v_{ij,kl} = u_{ik}u_{jl}^*$. 

In other words, $C(PG) \subset C(G)$ is the algebra generated by the elements $v_{ij,kl} = u_{ik}u_{jl}^*$. In the case where $G$ is a classical group we recover of course the well-known formula $PG = G/(G \cap T)$, where $T \subset U_n$ are the unitary diagonal matrices. We refer to [12] for a full discussion of this notion, including a list of concrete examples.

Consider now the compact group $K_n = \mathbb{T}lS_n$ consisting of monomial (i.e. permutation-like) matrices, with elements on the unit circle $\mathbb{T}$ as nonzero entries.

The following result, whose first assertion is from [12], will play a key role in the study of $H_n^*$, and of the other quantum groups to be introduced in this paper.

**Theorem 2.6.** The projective versions of half-liberations are as follows:

1. $PO_n^* = PU_n^*$.
2. $PH_n^* = PK_n^*$.

**Proof.** The first assertion is proved in [12], the idea being that the partitions for $PO_n^*$ and for $PU_n^*$ are the same. For the second assertion, we use a similar method. Observe first that from $H_n^* \subset O_n^*$ we get $PH_n^* \subset PO_n^* = PU_n$, so $PH_n^*$ is indeed a classical group.
In order to compute this group, consider the following diagram:

\[ K_n \subset U_n^+ \]
\[ \cup \quad \cup \]
\[ H_n \subset H_n^* \]

We fix \( k, l \geq 0 \) and we consider the formal words \( \alpha = (u \otimes \bar{u})^\otimes k \) and \( \beta = (u \otimes \bar{u})^\otimes l \). Our claim is that the corresponding spaces \( Hom(\alpha, \beta) \) for our 4 quantum groups appear as span of the operators \( T_p \), with \( p \) belonging to the following 4 sets of partitions:

\[ E_h(2k, 2l) \supset E_o(2k, 2l) \]
\[ \cup \quad \cup \]
\[ P_h(2k, 2l) \supset E_h(2k, 2l) \]

Indeed, the bottom left set is the good one, thanks to Theorem 1.3. The bottom right set is also the good one, thanks to Theorem 2.4. For the top right set, this follows from the equality \( PO_n^* = PU_n \) and from Theorem 2.4, and for full details here we refer to [12]. As for the top left set, this follows for instance from the various results in [3], [4], [11] regarding \( K_n^+ \) after “adding a crossing”. A direct proof here can be obtained as well, by working out the categorical interpretation of the various relations defining \( K_n \).

Summarizing, we have computed the relevant diagrams for the projective versions of our four algebras. So, let us look now at these projective versions:

\[ PK_n \subset PU_n^+ \]
\[ \cup \quad \cup \]
\[ PH_n \subset PH_n^* \]

The quantum groups \( PH_n^*, PK_n \) appear as subgroups of the same quantum group, namely \( PU_n^+ \), and the above discussion tells us that these subgroups have the same diagrams. By using the same argument as in [12], we conclude that we have \( PH_n^* = PK_n \).  

3. The Hyperoctahedral Series

In this section introduce a new series of quantum groups, \( H_n^{(s)} \) with \( s \in \{2, 3, \ldots, \infty\} \). These will “interpolate" between \( H_n^{(2)} = H_n \) and \( H_n^{(\infty)} = H_n^* \).

The quantum group \( H_n^{(s)} \) is obtained from \( H_n^* \) by imposing the “s-commutation” condition \( abab\ldots = baba\ldots \) (length \( s \) words) to the basic coordinates \( u_{ij} \). It is convenient to write down the complete definition of \( H_n^{(s)} \), which is as follows.
Definition 3.1. $C(H_n^{(s)})$ is the universal $C^*$-algebra generated by $n^2$ self-adjoint variables $u_{ij}$, subject to the following relations:

1. Orthogonality: $uu^t = u^tu = 1$, where $u = (u_{ij})$ and $u^t = (u_{ji})$.
2. Cubic relations: $u_{ij}u_{jk} = u_{ji}u_{kj} = 0$, for any $i$ and any $j \neq k$.
3. Half-commutation: $abc = cba$, for any $a, b, c \in \{u_{ij}\}$.
4. s-mixing relation: $abab \ldots = baba \ldots$ (length $s$ words), for any $a, b \in \{u_{ij}\}$.

The fact that $H_n^{(s)}$ is indeed a quantum group follows from the elementary fact that the cubic relations are of “Hopf type”, i.e. that they allow the construction of the Hopf algebra maps $\Delta, \varepsilon, S$. This can be checked indeed by a routine computation.

Observe that at $s = 2$ the s-mixing is the usual commutation $ab = ba$. This relation being stronger than the half-commutation $abc = cba$, we are led to the algebra generated by $n^2$ commuting self-adjoint variables satisfying (1,2), which is $C(H_n)$.

As for the case $s = \infty$, the s-mixing relation disappears here by definition. Thus we are led to the algebra defined by the relations (1,2,3), which is $C(H_n^{(s)})$.

Summarizing, we have $H_n^{(2)} = H_n$ and $H_n^{(\infty)} = H_n^*$, as previously claimed. In what follows we present a detailed study of $H_n^{(s)}$, our first technical result being as follows.

Lemma 3.2. For a compact quantum group $G \subset H_n^*$, the following are equivalent:

1. The basic coordinates $u_{ij}$ satisfy $abab \ldots = baba \ldots$ (length $s$ words).
2. We have $T_p \in \text{End}(u^{(s)})$, where $p = (135 \ldots 2'4'6'\ldots)(246 \ldots 1'3'5'\ldots)$.

Proof. According to the definition of $T_p$ given in section 1, the operator associated to the partition in the statement is given by the following formula:

$$T_p(e_{a_1} \otimes e_{b_1} \otimes e_{a_2} \otimes e_{b_2} \otimes \ldots) = \delta(a)\delta(b)e_a \otimes e_a \otimes e_{a} \otimes \ldots$$

Here we use the convention $\delta(a) = 1$ if all the indices $a_i$ are equal, and $\delta(a) = 0$ if not, along with a similar convention for $\delta(b)$. As for the indices $a, b$ appearing on the right, these are the common values of the $a$ indices and $b$ indices, respectively, in the case $\delta(a) = \delta(b) = 1$, and are irrelevant quantities in the remaining cases.

This gives the following formulae:

$$T_p u^{(s)}(e_{a_1} \otimes e_{b_1} \otimes e_{a_2} \otimes \ldots) = \sum_{ij} e_i \otimes e_j \otimes e_i \otimes e_j \otimes \ldots \otimes u_{i_{a_1}} u_{j_{b_1}} u_{i_{a_2}} \ldots$$

and

$$u^{(s)} T_p(e_{a_1} \otimes e_{b_1} \otimes e_{a_2} \otimes \ldots) = \delta(a)\delta(b) \sum_{ij} e_{i_1} \otimes e_{j_1} \otimes e_{i_2} \otimes e_{j_2} \otimes \ldots \otimes u_{i_{1b}} u_{j_{1a}} u_{i_{2b}} \ldots$$

Here the upper sum is over all indices $i, j$, and the lower sum is over all multi-indices $i = (i_1, \ldots, i_s), j = (j_1, \ldots, j_s)$. The identification of the right terms, after a suitable relabeling of indices, gives the equivalence in the statement.

Let us work out now the $s$-analogue of Theorem 2.4.
Theorem 3.3. $H_n^{(s)}$ is an easy quantum group, and its associated category $E_{n,s}^h$ is that of the “s-balanced” partitions, i.e. partitions satisfying the following conditions:

1. The total number of legs is even.
2. In each block, the number of odd legs equals the number of even legs, modulo $s$.

Proof. As a first remark, at $s = 2$ the first condition implies the second one, so here we simply get the partitions having an even number of legs, corresponding to $H_n$. Observe also that at $s = \infty$ we get the partitions which are balanced, in the sense of the proof of Theorem 2.4, which are known from there to correspond to the quantum group $H_n^\ast$.

Our first claim is that $E_{n,s}^h$ is indeed a category. But this follows simply by adapting the $s = \infty$ argument in the proof of Theorem 2.4, just by adding “modulo s” everywhere.

It remains to prove that this category corresponds indeed to $H_n^{(s)}$. But this follows from the fact that the partition $p$ appearing in Lemma 3.2 generates the category of $s$-balanced partitions, as one can check by a routine computation. □

Consider now the complex reflection group $H_n^{s} = \mathbb{Z}_s \wr S_n$, consisting of monomial matrices having the $s$-roots of unity as nonzero entries. Observe that we have $PH_n^{(s)} = H_n^s/\mathbb{T}$.

We have the following $s$-analogue of Theorem 2.6.

Theorem 3.4. $PH_n^{(s)} = PH_n^s$.

Proof. Observe first that this statement holds indeed at $s = 2$, because here we have $H_n^{(2)} = H_n^2 = H_n$. This statement holds as well at $s = \infty$, due to Theorem 2.6.

In the general case, this follows by adapting the proof of Theorem 2.6. Observe first that from $H_n^{(s)} \subset H_n^s$ we get $PH_n^{(s)} \subset PH_n^s = PK_n$, so $PH_n^{(s)}$ is indeed a classical group.

In order to compute this group, consider the following diagram:

$$
\begin{equation}
\begin{array}{ccc}
H_n^s & \subset & U_n^+ \\
\cup & & \cup \\
S_n & \subset & H_n^{(s)}
\end{array}
\end{equation}
$$

The corresponding sets of partitions, as in the proof of Theorem 2.6, are as follows:

$$
E_h^s(2k,2l) \supset E_o(2k,2l)
$$

$$
\cup
$$

$$
P(2k,2l) \supset E_h^s(2k,2l)
$$

Indeed, the bottom left set is the good one, thanks to Theorem 1.3. The bottom right set is also the good one, thanks to Theorem 3.3. For the top right set, this was already discussed in the proof of Theorem 2.6. As for the top left set, this follows either from the
results in [4], [11] regarding the free version $H_n^{s+}$, after “adding a crossing”, or from the $s = \infty$ computation in the proof of Theorem 2.6. A direct proof here can be obtained as well, by working out the categorical interpretation of the various relations defining $H_n^s$.

Let us look now at the projective versions of the above quantum groups:

\[
PH_n^s \subset PU_n^+
\]

\[
\cup \quad \cup
\]

\[
PH_n \subset PH_n^{(s)}
\]

As in the proof of Theorem 2.6, we are in the situation where we have two quantum subgroups having the same diagrams, and we conclude that we have $PH_n^{(s)} = PH_n^s$. □

4. The higher hyperoctahedral series

In this section we introduce a second one-parameter series of quantum groups, $H_n^{[s]}$ with $s \in \{2, 3, \ldots, \infty\}$, having as main particular case the group $H_n^{[2]} = H_n$.

Definition 4.1. $C(H_n^{[s]})$ is the universal $C^*$-algebra generated by $n^2$ self-adjoint variables $u_{ij}$, subject to the following relations:

1. Orthogonality: $uu^t = u^t u = 1$, where $u = (u_{ij})$ and $u^t = (u_{ji})$.
2. Ultracubic relations: $acb = 0$, for any $a \neq b$ on the same row or column of $u$.
3. $s$-mixing relation: $abab \ldots = baba \ldots$ (length $s$ words), for any $a, b \in \{u_{ij}\}$.

The fact that $H_n^{[s]}$ is indeed a quantum group follows from the elementary fact that the ultracubic relations are of “Hopf type”, i.e. that they allow the construction of the Hopf algebra maps $\Delta, \varepsilon, S$. This can be checked indeed by a routine computation.

Our first task is to compare the defining relations for $H_n^{[s]}$ with those for $H_n^{(s)}$. In order to deal at the same time with the cubic and ultracubic relations, it is convenient to use a statement regarding a certain unifying notion, of “$k$-cubic” relations.

Lemma 4.2. For a compact quantum group $G \subset O_n^+$, the following are equivalent:

1. The basic coordinates $u_{ij}$ satisfy the $k$-cubic relations $ac_1 \ldots c_k b = 0$, for any $a \neq b$ on the same row or column of $u$, and for any $c_1, \ldots, c_k$.
2. We have $T_p \in \text{End}(u^{\otimes k+2})$, where $p = (1, 1', k + 2, k + 2')(2, 2') \ldots (k + 1, k + 1')$.

Proof. According to the definition of $T_p$ given in section 1, the operator associated to the partition in the statement is given by the following formula:

\[
T_p(e_a \otimes e_{c_1} \otimes \ldots \otimes e_{c_k} \otimes e_b) = \delta_{ab} e_a \otimes e_{c_1} \otimes \ldots \otimes e_{c_k} \otimes e_a
\]
This gives the following formulae:

\[
T_p\mu^{\otimes k+2}(e_a \otimes e_{c_1} \otimes \ldots \otimes e_{c_k} \otimes e_b) = \sum_{ij} e_i \otimes e_{j_1} \otimes \ldots \otimes e_{j_k} \otimes e_i \otimes u_{ia}u_{j_1c_1} \ldots u_{j_kc_k}u_{ib}
\]

\[
u^{\otimes k+2}T_p(e_a \otimes e_{c_1} \otimes \ldots \otimes e_{c_k} \otimes e_b) = \delta_{ab} \sum_{ijkl} e_i \otimes e_{j_1} \otimes \ldots \otimes e_{j_k} \otimes e_l \otimes u_{ia}u_{j_1c_1} \ldots u_{j_kc_k}u_{la}
\]

Here the sums are over all indices \(i, l\), and over all multi-indices \(j = (j_1, \ldots, j_k)\). The identification of the right terms gives the equivalence in the statement. \(\Box\)

We can now establish the precise relationship between \(H_n^{[s]}\) and \(H_n^{(s)}\), and also show that no further series can appear in this way.

**Proposition 4.3.** For \(k \geq 1\) the \(k\)-cubic relations are all equivalent to the ultracubic relations, and they imply the cubic relations.

**Proof.** This follows from the following two observations:

(a) The \(k\)-cubic relations imply the \(2k\)-cubic relations. Indeed, one can connect two copies of the partition \(p\) in Lemma 4.2, by gluing them with two semicircles in the middle, and the resulting partition is the one implementing the \(2k\)-cubic relations.

(b) The \(k\)-cubic relations imply the \((k-1)\)-cubic relations. Indeed, by capping the partition \(p\) in Lemma 4.2 with a semicircle at bottom right, we get a certain partition \(p' \in P(k+2, k)\), and by rotating the upper right leg of this partition we get the partition \(p'' \in P(k+1, k+1)\) implementing the \((k-1)\)-cubic relations. \(\Box\)

The above statement shows that replacing in Definition 4.1 the ultracubic condition by any of the \(k\)-cubic conditions, with \(k \geq 2\), won’t change the resulting quantum group. The other consequences of Proposition 4.3 are summarized as follows.

**Proposition 4.4.** The quantum groups \(H_n^{[s]}\) have the following properties:

1. We have \(H_n^{(s)} \subset H_n^{[s]} \subset H_n^+\).
2. At \(s = 2\) we have \(H_n^{[2]} = H_n^{(s)} = H_n\).
3. At \(s \geq 3\) we have \(H_n^{(s)} \neq H_n^{[s]}\).

**Proof.** All the assertions basically follow from Lemma 4.2:

1. For the first inclusion, we need to show that half-commutation + cubic implies ultracubic, and this can be done by placing the half-commutation partition next to the cubic partition, then using 2 semicircle cappings in the middle.

   The second inclusion follows from Proposition 4.3, because the ultracubic relations (1-cubic relations) imply the cubic relations (0-cubic relations).

2. Observe first that at \(s = 2\) the \(s\)-commutation is the usual commutation \(ab = ba\). Thus we are led here to the algebra generated by \(n^2\) commuting self-adjoint variables satisfying the cubic condition, which is \(C(H_n)\).
Finally, $H_n^{(s)} \neq H_n^{[s]}$ will be a consequence of Theorem 4.5 below, because at $s \geq 3$ the half-commutation partition $p = (14)(25)(36)$ is $s$-balanced but not locally $s$-balanced.

**Theorem 4.5.** $H_n^{[s]}$ is an easy quantum group, and its associated category is that of the “locally $s$-balanced” partitions, i.e. partitions having the property that each of their subpartitions (i.e. partitions obtained by removing certain blocks) are $s$-balanced.

*Proof.* As a first remark, at $s = 2$ the locally $s$-balancing condition is automatic for a partition having blocks of even size, so we get indeed the category corresponding to $H_n$. In the general case now, our first claim is that the locally $s$-balanced partitions from indeed a category. But this follows simply by adapting the argument in the proof of Theorem 3.3, just by adding “locally” everywhere.

It remains to prove that this category corresponds indeed to $H_n^{[s]}$. But this follows from Theorem 3.2 and from the fact that the partition generating the category of locally balanced partitions, namely $p = (1346)(25)$, is nothing but the one implementing the ultracubic relations, as one can check by a routine computation. □

5. Classification: general strategy

In this section and in the next one we advance on the classification work started in [10]. We will prove that the easy quantum groups constructed so far are the only ones, modulo an hypothetical multi-parameter “hyperoctahedral series”, unifying the series constructed in the previous sections, and still waiting to be constructed.

Let $G$ be an easy quantum group, with category of partitions denoted $P_g$. It follows from definitions that $P_g \cap NC$ is a category of noncrossing partitions, and by the results in section 1, this latter category must come from a certain free quantum group $K^+$. Observe that since $NC_k = P_g \cap NC$ is included into $P_g$, we have $G \subset K^+$.

**Definition 5.1.** Associated to an easy quantum group $G$ is the easy group $K$ given by the equality of categories $P_g \cap NC = NC_k$.

According now to the easy group classification in Theorem 1.3, there are 6 cases to be investigated. We will split the study into two parts: 5 cases will be investigated in section 6, and the remaining case, $K = H_n$, will be eventually left open.

The point with this splitting comes from the following question: do we have $K \subset G$? In the reminder of this section we will try to answer this question.

We begin with the technical lemma, valid in the general case. Let $\Lambda_g, \Lambda_k \subset \mathbb{N}$ be the set of the possible sizes of blocks of elements of $P_g, NC_k$.

**Lemma 5.2.** Let $G, K$ be as above.

1. $\Lambda_k \subset \Lambda_g \subset \Lambda_k \cup (\Lambda_k - 1)$.
2. $1 \in \Lambda_g$ implies $1 \in \Lambda_k$.
3. If $NC_k$ is even, so is $P_g$. 


Proof. We will heavily use the various abstract notions and results in \cite{10}.

(1) Here the first inclusion follows from \( NC_k \subset P_g \). As for the second inclusion, this is equivalent to the following statement: “If \( b \) is a block of a partition \( p \in P_g \), then there exists a certain block \( b' \) of a certain partition \( p' \in P_g \cap NC \), having size \#b or \#b − 1”.

But this latter statement follows by using the “capping” method in \cite{10}. Indeed, we can cap \( p \) with semicircles, as for \( b \) to remain unchanged, and we end up with a certain partition \( p' \) consisting of \( b \) and of some extra points, at most one point between any two legs of \( b \), which might be connected or not. Note that the semicircle capping being a categorical operation, this partition \( p' \) remains in \( P_g \).

Now by further capping \( p' \) with semicircles, as to get rid of the extra points, the size of \( b \) can only increase, and we end up with a one-block partition having size at least that of \( b \). This one-block partition is obviously noncrossing, and by capping it again with semicircles we can reduce the number of legs up to \#b or \#b − 1, and we are done.

(2) The condition \( 1 \in \Lambda_g \) means that there exists \( p \in P_g \) having a singleton. By capping \( p \) with semicircles outside this singleton, we can obtain a singleton, or a double singleton. Since both these partitions are noncrossing, and have a singleton, we are done.

(3) Indeed, assume that \( P_g \) is not even, and consider a partition \( p \in P_g \) having an odd number of legs. By capping \( p \) with enough semicircles we can arrange for ending up with a singleton, and since this singleton is by definition in \( P_g \cap NC \), we are done. \( \square \)

We are now in position of splitting the classification. We have the following key result.

**Proposition 5.3.** Let \( G, K \) be as above.

(1) If \( K \neq H_n \) then \( K \subset G \subset K^+ \).

(2) If \( K = H_n \) then \( S'_n \subset G \subset H_n^+ \).

Proof. We recall that the inclusion \( G \subset K^+ \) follows from definitions. For the other inclusion, we have 6 cases, depending on the exact value of the easy group \( K \):

(1.1) \( K = O_n \). Here \( \Lambda_k = \{2\} \), so by Lemma 5.2 (1) we get \( \{2\} \subset \Lambda_g \subset \{1, 2\} \). Moreover, from Lemma 5.2 (2), we get \( \Lambda_g = \{2\} \). Thus \( P_g \subset P_s \), which gives \( O_n \subset G \).

(1.2) \( K = S_n \). Here there is nothing to prove, since \( S_n \subset G \) by definition.

(1.3) \( K = B_n \). Here \( \Lambda_k = \{1, 2\} \), so by Lemma 5.2 (1) we get \( \Lambda_g = \{1, 2\} \). Thus we have \( P_g \subset P_s \), which gives \( B_n \subset G \).

(1.4) \( K = S'_n \). Here we have \( P_g \subset P_s \) by definition, and by using Lemma 5.2 (3) we deduce that we have \( P_g \subset P_{s'} \), which gives \( S'_n \subset G \).

(1.5) \( K = B'_n \). Here we have \( \Lambda = \{1, 2\} \), so by Lemma 5.2 (1) we get \( \Lambda_g = \{1, 2\} \). This gives \( P_g \subset P_b \), and by Lemma 5.2 (3) we get \( P_g \subset P_{b'} \), which gives \( B'_n \subset G \).

(2) \( K = H_n \). Here we have \( P_g \subset P_s \) by definition, and by using Lemma 5.2 (3) we deduce that we have \( P_g \subset P_{s'} \), which gives \( S'_n \subset G \). \( \square \)

With a little more care, one can prove that the easy group \( K \) in the above statement (1) is nothing but the “classical version” of \( G \), obtained as dual object to the commutative Hopf algebra \( C(G)/I \), where \( I \subset C(G) \) is the commutator ideal.
Observe also that the above statement (2) cannot be improved. The point is that for the quantum group $H_n^{(s)}$ with $s$ odd we have $K = H_n$, and $K \not\subset G$.

6. The non-hyperoctahedral case

In this section we classify the easy quantum groups, under the non-hyperoctahedral assumption $K \neq H_n$. Here $K$ is as usual the easy group from Definition 5.1.

We know from Proposition 5.3 that our easy quantum group $G$ appears as an intermediate quantum group, $K \subset G \subset K^+$. In order to classify these intermediate quantum groups, we use the method in [12], where the problem was solved in the case $G = O_n$. For uniformity reasons, we will include as well the case $G = O_n$ in our study.

We will need a number of technical ingredients.

**Definition 6.1.** Let $p \in P(k, l)$ be a partition, with the points counted modulo $k + l$, counterclockwise starting from bottom left.

1. We call semicircle capping of $p$ any partition obtained from $p$ by connecting with a semicircle a pair of consecutive neighbors.
2. We call singleton capping of $p$ any partition obtained from $p$ by capping one of its legs with a singleton.
3. We call doubleton capping of $p$ any partition obtained from $p$ by capping two of its legs with singletons.

In other words, the semicircle, singleton and doubleton cappings are elementary operations on partitions, which lower the total number of legs by 2, 1, 2 respectively. Observe that there are $k + l$ possibilities for placing the semicircle or the singleton, and $(k + l)(k + l - 1)/2$ possibilities for placing the double singleton. Observe also that in the case of 2 particular “semicircle cappings”, namely those at left or at right, the semicircle in question is rather a vertical bar; but we will still call it semicircle.

The various cappings of $p$ will be generically denoted $p'$.

Consider now the $5 + 5 + 1 = 11$ categories of partitions $P_o, NC_o, E_o$, with $x = o, s, b, s', b'$ described in sections 1 and 2. We have the following technical lemma.

**Lemma 6.2.** Let $p$ be a partition, having $j$ legs.

1. If $p \in P_o - E_o$ and $j > 4$, there exists a semicircle capping $p' \in P_o - E_o$.
2. If $p \in E_o - NC_o$ and $j > 6$, there exists a semicircle capping $p' \in E_o - NC_o$.
3. If $p \in P_s - NC_s$ and $j > 4$, there exists a singleton capping $p' \in P_s - NC_s$.
4. If $p \in P_b - NC_b$ and $j > 4$, there exists a singleton capping $p' \in P_b - NC_b$.
5. If $p \in P_s' - NC_s'$ and $j > 4$, there exists a doubleton capping $p' \in P_s' - NC_s'$.
6. If $p \in P_{b'} - NC_{b'}$ and $j > 4$, there exists a doubleton capping $p' \in P_{b'} - NC_{b'}$.

*Proof.* We write $p \in P(k, l)$, so that the number of legs is $j = k + l$. In the cases where our partition is a pairing, we use as well the number of strings, $s = j/2$.

Let us agree that all partitions are drawn as to have a minimal number of crossings.
We use the same idea for all the proofs, namely to “isolate” a block of $p$ having a crossing, or an odd number of crossings, then to “cap” $p$ as in the statement, as for this block to remain crossing, or with an odd number of crossings. Here we use of course the observation that the “balancing” condition which defines the categories $E_o, E_b$ can be interpreted as saying that each block has an even number of crossings, when the picture of the partition is drawn such that this number of crossings is minimal.

(1) The assumption $p \notin E_o$ means that $p$ has certain strings having an odd number of crossings. We fix such an “odd” string, and we try to cap $p$, as for this string to remain odd in the resulting partition $p'$. An examination of all possible pictures shows that this is possible, provided that our partition has $s > 2$ strings, and we are done.

(2) The assumption $p \notin NC_o$ means that $p$ has certain crossing strings. We fix such a pair of crossing strings, and we try to cap $p$, as for these strings to remain crossing in $p'$. Once again, an examination of all possible pictures shows that this is possible, provided that our partition has $s > 3$ strings, and we are done.

(3) Indeed, since $p$ is crossing, we can choose two of its blocks which are intersecting. If there are some other blocks left, we can cap one of their legs with a singleton, and we are done. If not, this means that our two blocks have a total of $j' \geq j > 4$ legs, so at least one of them has $j'' > 2$ legs. One of these $j''$ legs can always be capped with a singleton, as for the capped partition to remain crossing, and we are done.

(4) Here we can simply cap with a singleton, as in (3).

(5,6) Here we can cap with a doubleton, by proceeding twice as in (3). □

For a collection of subsets $X(k,l) \subset P(k,l)$ we denote by $< X > \subset P$ the category of partitions generated by $X$. In other words, the elements of $< X >$ come from those of $X$ via the categorical operations for the categories of partitions, which are the vertical and horizontal concatenation and the upside-down turning. See [10].

**Lemma 6.3.** Let $p$ be a partition.

1. If $p \in P_o - E_o$ then $< p, NC_o > = P_o$.
2. If $p \in E_o - NC_o$ then $< p, NC_o > = E_o$.
3. If $p \in P_s - NC_s$ then $< p, NC_s > = P_s$.
4. If $p \in P_b - NC_b$ then $< p, NC_b > = P_b$.
5. If $p \in P_{s'} - NC_{s'}$ then $< p, NC_{s'} > = P_{s'}$.
6. If $p \in P_{b'} - NC_{b'}$ then $< p, NC_{b'} > = P_{b'}$.

**Proof.** We use Lemma 6.2, together with the observation that the “capping partition” appearing there is always in the good category.

That is, we use the fact that the semicircle is in $NC_o, NC_{s'}$, the singleton is in $NC_s, NC_b$, and the doubleton is in $NC_{b'}$. This observation tells us that, in each of the cases under consideration, the category to be computed can only decrease when replacing $p$ by one of its cappings $p'$. Indeed, for the singleton and doubleton cappings this is clear from definitions, and for the semicircle capping this is clear as well from definitions, unless
the case where the “capping semicircle” is actually a “bar” added at left or at right, where
we can use a categorical rotation operation as in [10].

(1,2) These assertions can be proved by recurrence on the number of strings, \( s = (k + l)/2 \). Indeed, by using Lemma 6.2 (1,2), for \( s > 3 \) we have a descent procedure \( s \to s - 1 \), and this leads to the situation \( s \in \{1, 2, 3\} \), where the statement is clear.

(3) We can proceed by recurrence on the number of legs of \( p \). If the number of legs is \( j = 4 \), then \( p \) is a basic crossing, and we have \( < p >= P \). If the number of legs is \( j > 4 \) we can apply Lemma 6.2 (3), and the result follows from \( < p >= P_{s} \).

(4,5,6) This is similar to the proof of (1,3,2), by using Lemma 6.2 (4,5,6). \( \square \)

Lemma 6.4. Let \( p \) be a partition.

1. If \( p \in P_{o} \) then \( < p, N_{C_{o}} > \in \{P_{o}, E_{o}, N_{C_{o}}\} \).
2. If \( p \in P_{s} \) then \( < p, N_{C_{s}} > \in \{P_{s}, N_{C_{s}}\} \).
3. If \( p \in P_{b} \) then \( < p, N_{C_{b}} > \in \{P_{b}, N_{C_{b}}\} \).
4. If \( p \in P_{s'} \) then \( < p, N_{C_{s'}} > \in \{P_{s'}, N_{C_{s'}}\} \).
5. If \( p \in P_{b'} \) then \( < p, N_{C_{b'}} > \in \{P_{b'}, N_{C_{b'}}\} \).

Proof. This follows by rearranging the various technical results in Lemma 6.3. \( \square \)

We are now in position of stating the main result in this paper. Let us call “non-hyperoctahedral” any easy quantum group \( G \) such that \( K \neq H_{n} \).

Theorem 6.5. There are exactly 11 non-hyperoctahedral easy quantum groups, namely:

1. \( O_{n}, O_{n}^{+}, O_{n}^{+}_{n} \): the orthogonal quantum groups.
2. \( S_{n}, S_{n}^{+} \): the symmetric quantum groups.
3. \( B_{n}, B_{n}^{+} \): the bistochastic quantum groups.
4. \( S'_{n}, S'_{n}^{+} \): the modified symmetric quantum groups.
5. \( B'_{n}, B'_{n}^{+} \): the modified bistochastic quantum groups.

Proof. We know from Proposition 5.3 that what we have to do is to classify the easy quantum groups satisfying \( K \subset G \subset K^{+} \). More precisely, we have to prove that for \( K = S_{n}, B_{n}, S'_{n}, B'_{n} \) there is no such partial liberation, and that for \( K = O_{n} \) there is only one partial liberation, namely the above-mentioned quantum group \( K^{*} \). But this follows from Lemma 6.4, via the Tannakian results in [10]. \( \square \)

As for the classification in the hyperoctahedral case, this seems to be a quite difficult problem, that we have to leave open.

7. Laws of characters

In this section we discuss the computation of the asymptotic law of the fundamental character \( \chi = \text{Tr}(u) \), and of its truncated versions \( \chi_{t} = \sum_{i=1}^{[tn]} u_{ii} \) with \( t \in (0, 1] \).

These computations, which might seem quite technical, are in fact of great relevance in the general context of representation theory. Given a compact group \( G \subset U_{n} \), or more
generally a compact quantum group $G \subset U^+_n$, the main representation theory problem is to classify the irreducible representations of $G$. By the Peter-Weyl theory these irreducible representations appear into the tensor powers $u^\otimes k$ of the fundamental representation, and they can be in fact identified with the minimal projections of the algebra $\text{End}(u^\otimes k)$.

The exact computation of $\text{End}(u^\otimes k)$ is in general a quite difficult problem. However, an easier question, whose answer is in general extremely useful, concerns the computation of the dimension of this algebra. Now since this dimension can be simply obtained by integrating $\chi^2$, we are led to the fundamental problem of computing the law of $\chi$.

In the quantum group context, the lone computation of the law of $\chi$, and the comparison with the classical results, can be quite puzzling. The problem appears for instance with $S_n$ and $S^+_n$, where the law of $\chi$ is respectively Poisson with $n \to \infty$, and free Poisson with $n \geq 4$. The lack of symmetry in this fundamental computation was conceptually understood in [7], where it was shown that the correct invariant to look at is the law of the truncated character $\chi_t$, with $t \in (0, 1]$. So, our starting definition will be as follows.

**Definition 7.1.** Associated to an easy quantum group $G \subset U^+_n$ is the truncated character

$$\chi_t = \sum_{i=1}^{[tn]} u_{ii}$$

where $u = (u_{ij})$ is the matrix of standard coordinates, and $t \in (0, 1]$.

Let us recall now some basic results from [10]. Let $G$ be an easy quantum group, and denote by $D_k \subset P(0, k)$ the corresponding sets of diagrams, having no upper points. We define the Gram matrix to be $G_{kn}(p, q) = n^{b(p\lor q)}$, where $b(.)$ is the number of blocks. The Weingarten matrix is by definition its inverse, $W_{kn} = G_{kn}^{-1}$. In order for this inverse to exist, $n$ has to be big enough, and the assumption $n \geq k$ is sufficient. In the general case the notion of quasi-inverse must be used, see [17] for a detailed discussion here.

**Theorem 7.2.** The Haar integration over $G$ is given by

$$\int_G u_{i_1j_1} \ldots u_{i_kj_k} \, du = \sum_{p,q \in D_k} \delta_p(i)\delta_q(j)W_{kn}(p,q)$$

where the $\delta$ symbols are 0 or 1, depending on whether the indices fit or not.

**Proof.** This is proved in [10], the idea being that the integrals on the left, taken altogether, form the orthogonal projection on $\text{Fix}(u^\otimes k) = \text{span}(D_k)$. \qed

The Weingarten formula is particularly effective in the classical and free cases, where complete computations were performed in [10]. Let us record here the following result.

**Theorem 7.3.** The asymptotic law of $\chi_t = \sum_{i=1}^{[tn]} u_{ii}$ with $t \in (0, 1]$ is as follows:

1. For $O_n, S_n, H_n, B_n$ we get the Gaussian, Poisson, Bessel and shifted Gaussian laws, which form convolution semigroups.
For $O_n^+, S_n^+, H_n^+, B_n^+$ we get the semicircular, free Poisson, free Bessel and shifted semicircular laws, which form free convolution semigroups.

(3) For $S'_n, B'_n, S'_n+, B'_n+$ we get symmetrized versions of the laws for $S_n, B_n, S_n^+, B_n^+$, which do not form classical or free convolution semigroups.

Proof. This is proved in [10], by using the Weingarten formula and cumulants. Note that the semigroups in (1) and (2) are in Bercovici-Pata bijection [13]. □

We should mention that the measures in (3), while not forming semigroups due to the canonical copy of $\mathbb{Z}_2$, which produces a “correlation”, are very close to forming some kind of semigroup. We intend to come back to this question in our next papers [8], [9].

In the remaining cases, the Weingarten formula is less effective, because the counting of partitions and of their blocks is a quite delicate task. In the case of half-liberations and of the hyperoctahedral series we will use instead the projective versions computed in the previous sections, which reduce the problem to a classical computation.

Let us begin with the following definition.

Definition 7.4. We use the following complex probability measures:

(1) The complex Gaussian law of parameter $t > 0$ is the law of $x + iy$, where $x, y$ are Gaussian variables of parameter $t$, independent.

(2) The $s$-Bessel law of parameter $t > 0$ is the law of $\sum_{r=1}^s e^{2\pi ir/s} x_i$, where $x_1, \ldots, x_s$ are Poisson variables of parameter $t/s$, independent.

The complex Gaussian laws are well-known to form a convolution semigroup. The same holds for the $s$-Bessel laws, and we refer to [4] for a complete discussion here. Let us just mention that the “Bessel” terminology comes from the fact that at $s = 2$, the density of the corresponding discrete measure on $\mathbb{R}$ is given by a Bessel function of the first kind.

Definition 7.5. Given a complex probability measure $\mu$, we call “squeezed version” of it the law of $\sqrt{zz^*}$, where $z$ follows the law $\mu$.

This law doesn’t depend of course on the choice of $z$.

As an example, the squeezed version of the complex Gaussian law of parameter 1 is the Rayleigh law. This is because with $z = x + iy$ we have $zz^* = x^2 + y^2$.

Another interesting example, of key relevance in free probability, is the fact that the squeezed version of Voiculescu’s circular law is Wigner’s semicircle law. See e.g. [27].

Theorem 7.6. The asymptotic law of $\chi_t = \sum_{i=1}^{[tn]} u_{ii}$ with $t \in (0, 1]$ is as follows:

(1) For $O_n^+$ we get the squeezed complex Gaussian semigroup.

(2) For $H_n^{(s)}$ we get the squeezed $s$-Bessel semigroup.

Proof. The Weingarten formula shows that the odd moments of the variables in the statement are all 0, so all computations actually take place over the projective versions. With this remark in hand, the results simply follow from the well-known fact that $\chi_t$ is asymptotically complex Gaussian for $U_n$, and $s$-Bessel for $H_n^s$. See [4]. □
The squeezed $s$-Bessel laws seem to have a quite interesting combinatorics, but it is beyond the purposes of this paper to get into this subject. We would like however to present one such combinatorial statement, in the simplest case, $s = \infty$ and $t = 1$.

**Proposition 7.7.** The asymptotic even moments of the character $\chi \in C(H^s_n)$ satisfy

$$c_k = \sum_{s=0}^{k-1} \binom{k}{s} \binom{k-1}{s} c_s$$

and are equal to the number of games of simple patience with $n$ cards.

**Proof.** This follows from Theorem 7.6, but we will present below a direct proof, that we found at an early stage of this work. According to the general theory, the numbers in the statement are given by $c_k = \#E_h(2k)$, i.e. they count the partitions of \{1, \ldots, 2k\} having the property that each block has the same number of odd and even legs.

It is convenient to do the following manipulation: we keep the sequence of odd legs fixed, and we pull downwards the sequence of even legs. In this way, $E_h(2k)$ becomes the set of partitions between an upper and a lower sequence of $k$ points, such that each block is “balanced”, in the sense that it has the same number of upper and lower legs.

Now observe that these partitions can be obtained as follows: (a) pick a number $r \in \{1, \ldots, n\}$, (b) connect the first point on the upper line to some $r - 1$ other points on the upper line, (c) choose $r$ points on the lower line, and connect them to the already connected upper $r$ points, (d) connect the remaining $k - r$ upper points to the remaining $k - r$ lower points, by means of a balanced partition.

With $s = k - r$ this gives the formula in the statement. As for the patience game interpretation, see Aldous and Diaconis [11] and Sloane’s comments in [29] regarding the sequence A023998, which is the sequence of moments of $\chi$. \hfill \Box

Finally, let us mention that for the higher hyperoctahedral quantum group $H_m^{[s]}$, our standard methods simply don’t work. We don’t know if this quantum group produces or not the squeezed version of some “known” semigroup.

8. Concluding remarks

We have seen in this paper that the easy quantum groups consist in principle of 6 groups, their free versions, 2 half-liberations, and one infinite series, still waiting to be constructed. The construction of this hypothetical multi-parameter “hyperoctahedral series”, and the continuation and finishing of our classification work, are of course the main two questions that we would like to address here.

The situation here, which appears to be unexpectedly complex, reminds a bit the algebraic difficulty and subtlety of the usual complex reflection groups [16].

At the level of applications now, as explained in the introduction, we intend to use the easy quantum group list that we have so far as an “input” for a number of representation
theory and probability considerations, based on our belief that “any result which holds for $S_n, O_n$ should have a suitable extension to all easy quantum groups”.

In addition, in the non-easy case, there are of course of big number of results, classical or even free, having something to do with “diagrams” and with the easy quantum group technology in general, and that might fall one day into an extension of our formalism.

Here is a list of topics, waiting to be developed:

(1) De Finetti theorems. These are available for $S_n, O_n$ from the book [24], for $S_n^+$ from [25] then [19], and for $O_n^+$ from [20]. We intend to develop a global approach to the problem, by using easy quantum groups, in our forthcoming paper [8].

(2) Eigenvalue computations. The key results of Diaconis and Shahshahani in [21] concerning $S_n, O_n$ can be obtained as well by using Weingarten functions and cumulants, and an extension to all easy quantum groups is in preparation [9].

(3) Invariant theory. The groups $S_n, O_n$ and their versions $S_n^+, O_n^+, O_n^*$ have served as a guiding example for the study of many invariants, see [7], [11], [12], [17], [18], [28]. Some of these results are expected to extend to all easy quantum groups.

(4) Geometric aspects. The groups $S_n, O_n$ and their free versions $S_n^+, O_n^+$ were involved as well in many other “classical vs. free” considerations. Let us mention here the Poisson boundary results in [31], and the quantum isometry groups in [14]. Once again, the easy quantum groups can lead to some new results here.

(5) Generalizations. One interesting question would be to understand the twisting and deformation of the easy quantum groups, say with the objective of extending our formalism to the $S^2 \neq id$ case, via monoidal equivalence [15]. Another question is whether the half-liberation operation can be applied to locally compact real algebraic groups $G \subset M_n(\mathbb{R})$, as to fit into the general axioms in [26].

In addition to these questions, one basic problem is to classify the intermediate quantum groups $K \subset G \subset K^+$, where $K$ is a fixed easy group. This looks like a quite difficult question. However, a ray of light comes from a conjecture in [5], stating that there is no intermediate quantum group $S_n \subset G \subset S_n^+$. This is actually a quite subtle question, whose study seems to lead straight into the core of the “non-easy” problematics.

References

[1] D. Aldous and P. Diaconis, Longest increasing subsequences: from patience sorting to the Baik-Deift-Johansson theorem, Bull. Amer. Math. Soc. 36 (1999), 413–432.
[2] T. Banica, Le groupe quantique compact libre $U(n)$, Comm. Math. Phys. 190 (1997), 143–172.
[3] T. Banica, A note on free quantum groups, Ann. Math. Blaise Pascal 15 (2008), 135–146.
[4] T. Banica, S.T. Belinschi, M. Capitaine and B. Collins, Free Bessel laws, Canad. J. Math., to appear.
[5] T. Banica, J. Bichon and B. Collins, Quantum permutation groups: a survey, Banach Center Publ. 78 (2007), 13–34.
[6] T. Banica, J. Bichon and B. Collins, The hyperoctahedral quantum group, J. Ramanujan Math. Soc. 22 (2007), 345–384.
[7] T. Banica and B. Collins, Integration over quantum permutation groups, *J. Funct. Anal.* **242** (2007), 641–657.
[8] T. Banica, S. Curran and R. Speicher, De Finetti theorems for easy quantum groups, in preparation.
[9] T. Banica, S. Curran and R. Speicher, Stochastic aspects of easy quantum groups, in preparation.
[10] T. Banica and R. Speicher, Liberation of orthogonal Lie groups, *Adv. Math.*, to appear.
[11] T. Banica and R. Vergnioux, Fusion rules for quantum reflection groups, *J. Noncommut. Geom.* **3** (2009), 327–359.
[12] T. Banica and R. Vergnioux, Invariants of the half-liberated orthogonal group, arxiv:0902.2719.
[13] H. Bercovici and V. Pata, Stable laws and domains of attraction in free probability theory, *Ann. of Math.* **149** (1999), 1023–1060.
[14] J. Bhowmick and D. Goswami, Quantum group of orientation preserving Riemannian isometries, arxiv:0806.3687.
[15] J. Bichon, A. De Rijdt and S. Vaes, Ergodic coactions with large multiplicity and monoidal equivalence of quantum groups, *Comm. Math. Phys.* **262** (2006), 703–728.
[16] M. Broué, G. Malle and R. Rouquier, Complex reflection groups, braid groups, Hecke algebras, *J. Reine Angew. Math.* **500** (1998), 127–190.
[17] B. Collins and S. Matsumoto, On some properties of orthogonal Weingarten functions, arxiv: 0903.5143.
[18] B. Collins and P. Śniady, Integration with respect to the Haar measure on the unitary, orthogonal and symplectic group, *Comm. Math. Phys.* **264** (2006), 773–795.
[19] S. Curran, Quantum exchangeable sequences of algebras, *Indiana Univ. Math. J.*, to appear.
[20] S. Curran, Quantum rotatability, *Trans. Amer. Math. Soc.*, to appear.
[21] P. Diaconis and M. Shahshahani, On the eigenvalues of random matrices, *J. Applied Probab.* **31** (1994), 49–62.
[22] V. Drinfeld, Quantum groups, Proc. ICM Berkeley (1986), 798–820.
[23] M. Jimbo, A $q$-difference analog of $U(g)$ and the Yang-Baxter equation, *Lett. Math. Phys.* **10** (1985), 63–69.
[24] O. Kallenberg, Probabilistic symmetries and invariance principles, Springer (2005).
[25] C. Köstler and R. Speicher, A noncommutative de Finetti theorem: invariance under quantum permutations is equivalent to freeness with amalgamation, *Comm. Math. Phys.*, to appear.
[26] J. Kustermans and S. Vaes, Locally compact quantum groups, *Ann. Sci. Ecole Norm. Sup.* **33** (2000), 837–934.
[27] A. Nica and R. Speicher, Lectures on the combinatorics of free probability, Cambridge University Press (2006).
[28] J. Novak, Truncations of random unitary matrices and Young tableaux, *Electron. J. Combin.* **14** (2007), 21–33.
[29] N.J.A. Sloane, The online encyclopedia of integer sequences, research.att.com/~njas/sequences.
[30] R. Speicher, Multiplicative functions on the lattice of noncrossing partitions and free convolution, *Math. Ann.* **298** (1994), 611–628.
[31] S. Vaes and R. Vergnioux, The boundary of universal discrete quantum groups, exactness and factoriality, *Duke Math. J.* **140** (2007), 35–84.
[32] D.V. Voiculescu, K.J. Dykema and A. Nica, Free random variables, AMS (1992).
[33] S. Wang, Free products of compact quantum groups, *Comm. Math. Phys.* **167** (1995), 671–692.
[34] S. Wang, Quantum symmetry groups of finite spaces, *Comm. Math. Phys.* **195** (1998), 195–211.
[35] S.L. Woronowicz, Compact matrix pseudogroups, *Comm. Math. Phys.* **111** (1987), 613–665.
[36] S.L. Woronowicz, Tannaka-Krein duality for compact matrix pseudogroups. Twisted SU(N) groups, *Invent. Math.* **93** (1988), 35–76.
T.B.: Department of Mathematics, Paul Sabatier University, 118 route de Narbonne, 31062 Toulouse, France. banica@math.upstlse.fr

S.C.: Department of Mathematics, University of California, Berkeley, CA 94720, USA. curransr@math.berkeley.edu

R.S.: Department of Mathematics and Statistics, Queen’s University, Jeffery Hall, Kingston, Ontario K7L 3N6, Canada. speicher@mast.queensu.ca