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ABSTRACT
Line intensity mapping (LIM) experiments probing the nearby universe can expect a considerable amount of cosmic infrared background (CIB) continuum emission coming from near and far-infrared galaxies. For the purpose of using the LIM data to constrain the star formation rate (SFR), we argue that the CIB continuum - traditionally treated as contamination - can be combined with the LIM signal to enhance the SFR constraints achievable. We first present a power spectrum model that is capable of joining continuum and line emissions that assume the same prior SFR model. We subsequently analyze the effectiveness of the joint model in the context of the EXperiment for Cryogenic Large-Aperture Intensity Mapping (EXCLAIM), which utilizes the \(^{12}\)CO molecular line to study the SFR. We numerically compute the theoretical power spectra according to our model and the EXCLAIM survey specifics, and perform Fisher analysis to obtain SFR parameter constraints. We find that although the joint model has no considerable advantage over LIM alone assuming the current survey level of EXCLAIM, its effects become significant when we consider more optimistic values of survey resolution and angular span that are expected of future LIM experiments. By manipulating the Fisher formalism, we show that the CIB is not only an additional SFR sensitive signal, but also serves to break the SFR parameter degeneracy that naturally emerges from the [C II] Fisher matrix. For this reason, addition of the CIB will allow improvements in the survey parameters to be better reflected in the SFR constraints, and can be effectively utilized by future LIM experiments.
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1 INTRODUCTION
The star formation history of galaxies is a powerful reference for the study of galaxy evolution, composition, and the underlying large-scale structure (LSS) behavior (Madau & Dickinson 2014). Its characterizing function, the star formation rate (SFR), has been probed extensively in recent years using observables with well modeled luminosity dependences on the SFR (Kennicutt & Evans 2012).

Among these observables are the atomic and molecular spectral line emissions, detectable using the line intensity mapping (LIM) technique. In recent years, LIM has often been proposed as the preferred method for probing high redshift galaxies (Visbal & Loeb 2010; Visbal et al. 2011; Kovetz et al. 2017, 2019). Compared to the traditional point source resolution surveys, LIM maps the integrated spectral line luminosity in regions across the sky, with each galaxy contributing its brightness, thus bypassing the loss of resolution at high redshifts. Popular emission lines for LIM include the 21cm H\(^{-}\) emission, the Ly-\(\alpha\) emission, as well as the CO & [C II] emission lines. There exist various models of the CO (Righi et al. 2008; Lidz et al. 2011) and [C II] (Silva et al. 2015; Vallini et al. 2015; Padmanabhan 2019) luminosity-SFR relation, making them excellent choices to conduct analyses of the SFR.

High-redshift LIM surveys are often subject to sources of foreground contamination. One particularly notable contamination is the thermal dust emission emitted from both the Milky Way (MW) and distant galaxies, which produces signals in the infrared (IR) that overlaps with many of the line emission frequencies, including CO and [C II]. In particular, the collective, diffuse dust emissions from distant galaxies make up the cosmic infrared background (CIB) (Puget et al. 1996; Lagache et al. 2005). The anisotropic CIB has been observed by Planck and Herschel at multiple frequencies across a wide range of angular scales (Viero et al. 2013; Planck Collaboration et al. 2016; Viero et al. 2019; Lenz et al. 2019). These continuum foregrounds are often highly dominant over the target emission lines and therefore pose a significant challenge to LIM technique. A key feature of the CIB is their smooth spectral energy distributions (SED) in Fourier space; consequently, continuum foregrounds reside in modes perpendicular to the line of sight (LOS), i.e. with \(k_{\parallel} \approx 0\). This fact renders these modes unusable to detect the target line emissions through LIM. At the same time, this feature also justifies a simple method of removing the foregrounds, by discarding any signal within these low \(k_{\parallel}\) modes. For example, Switzer et al. (2019) forecast a LOS power spectrum analysis comparing the CIB continuum and the [C II] line intensity, and finds that the CIB contaminates only the lowest two discrete \(k_{\parallel}\) modes, which is illustrated in Fig. 16 of Switzer et al. (2019). Therefore, by discarding these modes while using only the remaining ones, we can separate out the information contained in the target line while introducing only minimal bias.
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While this cutoff treatment is straightforward and effective for general analyses of LIM, it treats CIB as a nuisance. As mentioned before, the CIB originates from galactic dust within the interstellar medium (ISM). These emissions are triggered when UV radiation from the formation of new stars are absorbed by the ISM dust, and re-emitted as IR radiation. As such, the emission of CIB is itself an excellent tracer of the star formation history (Maniyar et al. 2021); in fact, models have been developed that relate the CIB intensity to the SFR, such as Maniyar et al. (2021). With this consideration, we argue that retaining the CIB part of the signal should not hinder the prospects of constraining the SFR, and may even be a beneficial procedure. Thus, with an appropriate choice of an SFR-dependent CIB model and an aforementioned spectral line luminosity-SFR relation, we can perform a joint analysis, including both the CIB continuum signal and the discrete line signal to turn the CIB "contamination" into an advantage.

To analyze the effectiveness of this joint analysis, we apply our framework to the upcoming EXperiment for Cryogenic Large-Aperture Intensity Mapping (EXCLAIM) (Switzer et al. 2021; Ade et al. 2020; Cataldo et al. 2020). A LIM survey, EXCLAIM seeks to probe the star formation history in the near universe below \( z \leq 3.5 \) by observing the CO and [C\( \text{II} \)] lines. The [C\( \text{II} \)] line in particular serves as an excellent target line for this study, with numerous proposed and well studied \( L_{[\text{C}\text{II}]} \)-SFR relations (Silva et al. 2014; Lagache et al. 2018; Chung et al. 2020; Schaefer et al. 2020). We choose the empirical relation given by Yang et al. (2021), whose analysis also fixes EXCLAIM as a fiducial survey. Together with the CIB intensity model from Maniyar et al. (2021), we use the joint intensities to forecast a [C\( \text{II} \)]-CIB power spectrum analysis for the projected EXCLAIM [C\( \text{II} \)] observations within a redshift range of \( 2.5 \leq z \leq 3.5 \).

The rest of this paper is organised as follows: in Sec. 2 we present our most general power spectrum model capable of combining the CIB continuum emission and an arbitrary line emission, with discussion of their vastly different behaviors over redshifts and how we resolve this difference. In Sec. 3 we provide an overview of the models of the CIB and the [C\( \text{II} \)] line in relation to the SFR. We present numerical results of our power spectrum model in Sec. 4 for the specifics of the EXCLAIM survey. We use these power spectra results as inputs to Fisher analysis and present in Sec. 5 the SFR constraint forecasts. We conclude our findings and discuss the applicability of our model to future LIM surveys in Sec. 6. Where applicable, we assume the Planck 2018 best-fit cosmological parameters (Planck Collaboration et al. 2020) as the fiducial values.

## 2 BRIDGING CONTINUUM AND LINE INTENSITY POWER SPECTRA

We begin by deriving our most general angular power spectrum model.

### 2.1 Redshift dependence & Overdensities

Combining intensities of continuum and line emissions is non-trivial due to their varying wavelength dependence on redshift. From the LIM perspective, a particular spectral line \( X \) will have a determined rest frame wavelength \( \lambda_X \). Familiar examples of these feature are the \( \lambda_{\text{H}\alpha} = 121\text{cm} \) for H\( \alpha \) and the \( \lambda_{[\text{C}\text{II}]} = 158\mu m \) for [C\( \text{II} \)] lines. Thus, we can draw a one-to-one correspondence between a line intensity signal received at some effective wavelength \( \lambda \) and its redshift origin via the following relation:

\[
\lambda(z) = \lambda_X (1 + z) .
\]

On the other hand, continuum emissions like the CIB have no determined rest frame wavelength. Instead, at a given redshift, a continuum signal is emitted across a range of wavelengths according to its characteristic SED, often denoted as \( S_{\lambda}(\lambda) \). Conversely, a continuum signal received at wavelength \( \lambda \) cannot be uniquely traced to a particular redshift origin. This distinction directly affects how we define the intensity fluctuations of the line and continuum emissions, as we proceed towards a wavelength oriented power spectrum model.

We start with the definition of the line intensity fluctuation, owing to its aforementioned simple behavior over redshift. For a line \( X \), we model this as

\[
\delta I_X(x'_\parallel, \theta) = I_X(x'_\parallel) \times b_X \times \delta_m(x'_\parallel, \chi \theta) ,
\]

where \( b_X \) is the effective intensity bias, and \( \delta_m \) is the underlying matter overdensity. Similar to Switzer et al. (2019), we divide our 3D coordinate system into parallel and perpendicular components with respect to the LOS, \(x'_\parallel\) and \(x'_\perp\). Assuming a small survey area, we adopt the flat-sky approximation and further decompose the perpendicular component as \( x'_\perp = \chi \theta \), where \( \chi \) is the comoving distance to the center of the LOS survey window, and \( \theta \) is the angular size of the transverse separation from the center.

As is traditionally done, computing the power spectrum involves correlating the observable fluctuations in Fourier space. To proceed, we derive the analytical Fourier transform of the intensity fluctuation defined above as

\[
\delta I_X(k'_\parallel, k'_\perp) = \int dx'_\parallel d^2 \theta \ e^{i k'_\parallel x'_\parallel} e^{i k'_\perp \theta} \delta I_X(x'_\parallel, \theta) ,
\]

\[
= \int dx'_\parallel d^2 \theta \ e^{i k'_\parallel x'_\parallel} e^{i k'_\perp \theta} I_X(x'_\parallel) b_X \times \frac{1}{\chi^2} \int d^2 k d^2 \ell \ e^{-i k_x x'_\parallel} e^{-i \ell \theta} \delta_m(k'_\parallel, \ell \chi) ,
\]

\[
= \int dx'_\parallel \frac{d^2 k}{2\pi \chi^2} e^{-i (k'_\parallel - k_x) x'_\parallel} I_X(x'_\parallel) b_X \delta_m(k'_\parallel, \ell \chi) ,
\]

where \( k'_\perp \) and \( \ell \) are the Fourier space duals of \( x'_\parallel \) and \( \theta \), respectively. In the first line, the integration is defined over a finite volume, while we assume the angular region is much larger than the angular scales of interest such that we can approximate the angular integral to be over an infinite area. Furthermore, we express the matter overdensity introduced in Eq. 2 as the inverse Fourier transform of its Fourier counter part, \( \delta_m(k'_\parallel, \ell \chi) \), where we again use the flat-sky approximation to express the perpendicular wave mode as \( k'_\perp = \chi \) . This substitution has the advantage of eliminating the angular part of the integral entirely, as the additional angular mode \( \ell \) produces a Dirac-delta function over \( \ell' = \ell \) . Note that the parallel part does not similarly produce a delta function, since for physical surveys the LOS distance will be over a finite window. While we can approximate this finite range via a sinc function, we choose to retain this general form as it is computationally feasible.

The derivations so far are not dissimilar to the traditional treatment for line intensity. The challenge now lies in producing a similar, compatible expression for the CIB continuum. To begin with, the CIB intensity fluctuation can be written as follows

\[
\delta I_{\text{CIB}}(x'_\parallel, \theta) = \int dz \frac{dI_{\text{CIB}}(x'_\parallel)}{dz} \times b_{\text{CIB}} \times \delta_m(x'_\parallel(z), \chi \theta) ,
\]

where \( b_{\text{CIB}} \) is the effective bias, and \( I_{\text{CIB}} \) is the CIB intensity model
CIB-emitting sources and must crucially be distinguished from ties coupled to each signal. Similarly expressions for cross-correlations of the intensities with a galaxy overdensity field, within this procedure, we will use as our observables the cross-correlation emission from the Milky-way and interloper emissions. To emulate LIM signals with galaxy surveys in order to separate the target line emission that share the same set of Fourier space variables.

As we previously discussed, the primed coordinate sufficiently contains all the information of a line signal, whereas for continuum signal the primed coordinate does not uniquely fix its source redshift. Thus, we introduce the unprimed coordinates to control the redshift part of the CIB separately from its wavelength. To analyze the CIB emission at a particular wavelength, then, we perform an integral over the full range of the unprimed coordinate, where the intensity contribution to that wavelength at a certain redshift will be weighted by the CIB within the intensity model. The unprimed coordinate also parameterizes the matter for the CIB fluctuations, as the underlying matter traces the physical origin of the CIB emission sources, and should not be associated with the perceived wavelengths by the detector.

Similarly as before, we perform a Fourier transform of the CIB fluctuation, which has the form

$$\delta \Pi (k', \ell') = \int \frac{dz}{2\pi \chi^2} e^{i(k'_1 x'-k_1 z)} \frac{d\delta \Pi (x_1)}{dz} \times b_{CIB} \delta_m \left( k', \frac{\ell'}{\chi} \right),$$

(5)

thus obtaining the intensity fluctuations of the CIB and of the line emission that share the same set of Fourier space variables.

EXCLAIM-like surveys will rely on the cross-correlation of the LIM signals with galaxy surveys in order to separate the target line emission from the Milky-way and interloper emissions. To emulate this procedure, we will use as our observables the cross-correlation power spectra of the intensities with the galaxy overdensity field, within the redshift range of the line intensity origin. We can express this overdensity as

$$\delta g(x', \theta) = b_g \delta_m (x', \chi \theta),$$

(6)

where $b_g$ is the galaxy bias. As this is simply an overdensity field, Eq. 6 does not contain any factors of brightness or intensity. We also keep the field coordinates consistent with that of the line intensity (primed coordinates), as the cross-correlation will pick up the LIM emission coming from the redshift range of the galaxy survey. Galaxies within the redshift range of the $[\mathrm{C} \, \mathrm{n}]$ line for the EXCLAIM survey have been well surveyed by the eBOSS collaboration (Dawson et al. 2016), allowing for an effective cross-correlation procedure. Consistency of the coordinate system also leads to a Fourier space expression very similar to that of Eq. 3 for the line intensity

$$\delta g(k', \ell') = \int \frac{dz}{2\pi \chi^2} e^{i(k'_1 x'-k_1 z)} \delta_m \left( k', \frac{\ell'}{\chi} \right),$$

(7)

identical to Eq. 3 without the intensity part.

### 2.2 Angular Power Spectrum

Having defined all the relevant fluctuation and overdensity fields, we can derive the angular power spectra by modeling the cross-correlations of these quantities. The most general 3D power spectrum can be written as

$$\langle \delta X (k_1) \delta Y^* (k_2) \rangle = (2\pi)^3 P_{X \times Y} (k_1) \delta^3 (k_1 - k_2),$$

(8)

where $\delta^3 (k_1 - k_2)$ is the 3D Dirac-delta function and $P_{X \times Y}$ represents the 3D cross-correlation between observables $X$ and $Y$. Each $k$ can subsequently be decomposed into its parallel and perpendicular modes ($k_{12}$) with $k_1 = \ell / \chi$, and the angular power spectrum can be obtained by applying a flat-sky approximation. Eq. 8 becomes

$$\langle \delta X (k_{1,1}, \ell_1) \delta Y^* (k_{2,2}, \ell_2) \rangle = (2\pi)^2 L' C_{X \times Y} (k_{1,1}, \ell_1) \times \delta^2 (\ell_1 - \ell_2),$$

(9)

where $L'$ is the survey window size along the LOS (i.e. comoving distance span), and $C_{X \times Y} (k_{1,1}, \ell_1)$ is the angular cross-correlation power spectrum.

The LHS of Eqs. 8 & 9 represent the covariance of the observables overdensity fields. If $X$ and $Y$ are both line intensity signals, this operation can be expressed explicitly as

$$\langle \delta X (k_{1,1}, \ell_1) \delta Y^* (k_{2,2}, \ell_2) \rangle = (2\pi)^3 \int \frac{dk_{1,1} dk_{2,2} d\ell_{1,1} d\ell_{2,2}}{2\pi \chi^2} \delta (k_{1,1} - k_{2,2}) x^2 \delta^2 (\ell_1 - \ell_2),$$

$$\times \left| b_X I_X (k_{1,1}) x_{1,1} \right| \left| b_Y I_Y (k_{2,2}) x_{2,2} \right| \left( \delta_m \left( k_{1,1}, \ell_1 \right) \delta_m \left( k_{2,2}, \ell_2 \right) \right),$$

$$= (2\pi)^2 \int \frac{dk_{1,1} dk_{2,2} d\ell_{1,1} d\ell_{2,2}}{2\pi \chi^2} \delta^2 (\ell_1 - \ell_2) P \left( \left| k_{1,1} \frac{\ell_1}{\chi} \right|^2 + \left| k_{2,2} \frac{\ell_2}{\chi} \right|^2 \right)$$

$$\times \left| b_X I_X (k_{1,1}) x_{1,1} \right| \left| b_Y I_Y (k_{2,2}) x_{2,2} \right|,$$

(10)

where $b_X$, $I_X$ and $b_Y$, $I_Y$ are bias and intensity components of signals $X$ and $Y$, respectively, and $P(k, z_1, z_2)$ is the matter power spectrum (MPS) coming from the covariance of the matter overdensities coupled to each signal. Similar expressions for cross-correlations of background intensity and galaxy field will differ only by the content of the integrand, and the exact components are specified by Eqs. 5 and 7, in the same way we used Eq. 3 in deriving Eq. 10.

Here we must briefly discuss the MPS component in our model.
Notice that in Eq. 10, we formulate the MPS to depend on two redshift values, \( z_1, z_2 \), separately, each associated with one of the input observables to the cross-correlation. In most situations, if both matter overdensities are mapped over the same redshift range (i.e. both observables trace the same region of matter), this distinction is redundant. As we will see, however, the redshift ranges of the line and CIB intensities can vary quite drastically, depending on the fiducial survey. When cross-correlating two matter overdensities that span different redshift windows, it is not ideal to approximate the result as one MPS at a single redshift. Thus, we impose the redshift dependence of both observables such that the MPS correctly captures the correlation of matter over different ranges spanned by the observables.

Practically, the MPS with this consideration can be expressed in terms of the linear growth factor, \( D(z) \), as

\[
P(k, \ell', z_1, z_2) = P_0(k, \ell') D(z_1) D(z_2),
\]

where \( P_0 \) is the initial value of the MPS. This treatment, however, an exact expression only when considering the linear MPS. Given that LIM will likely occur around low redshifts where non-linear corrections to the MPS are considerable, we should replace Eq. 11 with the non-linear MPS. With this replacement, however, the redshift evolutions of two matter overdensities can no longer be trivially separated in terms of growth factors. To proceed, we rely on the approximation that the non-linear MPS correlated over two redshifts can be expressed as the geometric mean of its values at the two individual redshifts, namely

\[
P(k, \ell', z_1, z_2) = \sqrt{P(k, \ell', z_1) \times P(k, \ell', z_2)}.
\]

We note that this treatment, when applied to the linear MPS, returns the exact result in Eq. 11, where taking the square root of each linear MPS simply extracts the corresponding linear growth factor. Since the non-linear MPS introduces only perturbative corrections to the linear version, Eq. 12 serves as an approximation even for the non-linear case.

With this method of separation, we can define observable window functions to drastically simplify the expressions for cross-correlation. To account for the redshift dependence on each square root factor of the non-linear MPS, we will directly couple the MPS to the window functions themselves, where they are integrated over the correct redshift ranges alongside other components of its "host" observable. According to the form of Eq. 10 as well as the Fourier transformed overdensities of the observables we introduced (Eqs. 3, 5, and 7), the window functions can be written as

\[
L(k, k', \ell') = \int dx_x e^{i(k_x - k_x') x_x} L_X(x_x) b_X \times P\left(\sqrt{k_x^2 + \ell'^2} / \chi_x, z(x_x')\right),
\]

\[
\tilde{B}(k, k', \ell') = \int dz_x dx_x \frac{1}{b_{CIB}(z_x)} e^{i(k_x - k_x') x_x} \frac{dC_{\text{CIB}}(x_x')}{dz_x} \times \int \frac{dk}{2\pi} \tilde{X}(k) \delta^2(\ell' - \ell_x),
\]

\[
G(k, k', \ell') = \int dx_x e^{i(k_x - k_x') x_x} b_g \times P\left(\sqrt{k_x^2 + \ell'^2} / \chi_g, z_x \right),
\]

for the Line, Background and Galaxy observables, respectively. These window functions can be calculated numerically as the Fourier transform of bias, intensity, and now additionally the square root of the non-linear MPS, which we compute via CAMB\(^{1}\). With these expressions, the overdensity of observable \( X \) now has the simple form

\[
\delta X(k, \ell') = \int \frac{dk}{2\pi} \tilde{X}(k) \delta^2(\ell' - \ell_x).
\]

Using this we can simplify Eq. 10 as

\[
\left< \delta X(k_{1,1}, \ell') \delta Y^*(k_{2,2}, \ell''_2) \right> = (2\pi)^2 \int \frac{dk}{2\pi} \tilde{X}(k) \tilde{Y}(k) \delta^2(\ell' - \ell_x).
\]

Here we have made a choice to consider only the diagonal components of the parallel Fourier modes, that is, for \( k_{1,1} = k_{2,2} \) between the overdensities. In practice, there will be physical information contained in the off diagonal covariance terms. However, promoting the formalism to include the off diagonal components quadratically increases the amount of computation (for \( N \) \( k \) bins, from \( N \) to \( N(N+1)/2 \) power spectra needed). Thus, in this project we only consider the diagonal terms as a quick test for our proposed joint analysis, keeping in mind that the addition of off-diagonal components may be useful for future work and surveys.

3 INPUT MODELS

To test our power spectrum model and its SFR constraining capabilities, we adopt the SFR halo model presented in Maniyar et al. (2021), hereafter M21. We first provide an overview of this formalism, and subsequently outline our choice of the CIB and [C II] intensity models in relation to the SFR.

3.1 SFR Halo Model

The halo model formulates the SFR in terms of an efficiency function, \( \eta \). At a halo mass \( M_h \) and a redshift \( z \), the star forming efficiency is given as a lognormal\(^2\) distribution over halo masses

\[
\eta(M_h, z) = \eta_{\text{max}} \exp\left(-\frac{(\ln M_h - \ln M_{\text{max}})^2}{2\sigma(z)^2}\right),
\]

where \( \sigma \) is a function of redshift that controls the spread of the distribution

\[
\sigma(z) = \sigma_{\text{Max}} - \tau \times \max(0, z - z_c),
\]

with \( z_c = 1.5 \) a fixed value, signifying the maximum redshift below which \( \sigma(z) \) is allowed to evolve. In total, Eq. 19 is controlled by four

\(^{1}\) https://camb.info/

\(^{2}\) We use log to signify common log of base 10. Natural log of base \( e \) are denoted by \( \ln \), such as in Eq. 19. Additionally, we choose to keep the base 10 parameterization of log \( M_{\text{Max}} \) from M21.
free parameters
\[ p_\alpha = \{ \eta_{\text{max}}, \log M_{\text{max}}, \sigma_{M_{\odot}}, \tau \}. \] (21)

The SFR is subsequently defined as
\[ \text{SFR}(M_h, z) = \eta(M_h, z) \times \text{BAR}(M_h, z), \] (22)
where BAR is the baryonic accretion rate. Physically speaking, Eq. 22 describes star formation as dependent on two processes: the BAR factor which describes the rate of baryonic accretion by the host dark matter halo, and the \( \eta \) factor that governs the efficiency of star formation from the accreted baryonic gases. The BAR is defined as
\[ \text{BAR}(M_h, z) = \langle M(M_h, z) \rangle \times \Omega_b(z)/\Omega_m(z), \] (23)
where \( M(M_h, z) \) is the mass growth rate, for which M21 adopt the mean estimate from Fakhouri et al. (2010) with the form
\[ \langle M(M_h, z) \rangle = (46.1 \text{ M}_\odot \text{yr}^{-1}) \times \left( \frac{M_h}{10^{12} \text{M}_\odot} \right)^{1.1} \times (1 + 1.11z) \sqrt{\Omega_m(1 + z)^3 + \Omega_\Lambda}. \] (24)

In Eq. 23 \( \Omega_b \) and \( \Omega_m \) are dimensionless cosmological parameters, representing the baryon density and total matter density, respectively. A ratio of the two is applied to filter out only the baryon part of matter accretion. It should be noted that \( \Omega_m \) and \( \Omega_\Lambda \) (the dark energy density) that appear in Eq. 24 are their respective values at \( z = 0 \) unlike those of Eq. 23.

For all subsequent calculations dependent on the SFR, as well as input to Fisher analysis, we use the best fit values of the SFR parameters given in Table 1 of M21. These values are \( \eta_{\text{max}} = 0.42 \), \( \log M_{\text{max}} = 12.94 \), \( \sigma_{M_{\odot}} = 1.75 \), and \( \tau = 1.17 \).

### 3.2 CIB Intensity & Bias

We express the CIB intensity in terms of the comoving emissivity function, \( j \), and integrate the quantity over redshift in the form
\[ I_{\text{CIB}}(\lambda) = \int dz \frac{d\chi}{dz} \chi j(\lambda, z), \] (25)
where \( \chi \) is the comoving distance and \( a = \frac{1}{\chi} \) is the scale factor of the universe. As discussed before, for the CIB fluctuation defined in Eq. 4, we are interested in the redshift derivative of the CIB intensity. From 25 we simply have:
\[ \frac{dI_{\text{CIB}}(\lambda, z)}{dz} = \frac{d\chi}{dz} \frac{dj}{dz}(\lambda, z). \] (26)

Our definition of the CIB emissivity is also adapted from M21. The definition begins with the specific emissivity given by:
\[ \frac{dj}{d\log M_h}(\lambda, M_h, z) = \frac{dn}{d\log M_h}(M_h, z) \chi^2(1 + z) \times \frac{\text{SFR}(M_h, z) S_{\text{eff}}(\lambda, z)}{K}, \] (27)
where \( \frac{dn}{d\log M_h} \) is the halo mass function calculated from Tinker et al. (2008), \( K = 1 \times 10^{-10} \text{M}_\odot \text{yr}^{-1} \text{L}_\odot^{-1} \) is the Kennicutt constant for a Chabrier IMF (Chabrier 2003) which scales the infrared luminosity-SFR ratio, and \( S_{\text{eff}} \) is the effective SED. The emissivity can then be obtained from Eq. 27 by performing an integral over halo masses.

Note that M21 introduce a formalism that models both host and satellite dark matter halos (or subhalos) to study both correlations within one particular halo (denoted \( P_{1h} \)), and correlations between halos on large scales (denoted \( P_{2h} \)). In our analysis we focus on the large angular scales and thus only consider on the 2-halo term (\( P_{2h} \)). In principle, however, subhalos effects can be easily added by modifying the emissivity formalism above, albeit at a non-negligible increase to computation time due to calculations of the subhalo SFR.

The effective bias for the CIB can be obtained as follows. As the CIB intensity is halo model based, the most natural choice for the bias term is the halo bias, which we calculate based on Tinker et al. (2010). In its natural form, the halo bias is dependent on both halo mass and redshift, whereas the final form of the CIB intensity times bias should only be redshift dependent. Thus, we introduce the halo bias to the definition of the specific emissivity of Eq. 27 to integrate out the mass dependence on the bias, namely:
\[ b_{\text{CIB}}(\lambda, z) = \int d \log M_h b(M_h, z) \frac{d\chi}{d\log M_h}(\lambda, M_h, z), \] (28)
where \( b(M_h, z) \) on the RHS is the halo bias.

### 3.3 [C II] Intensity & Bias

Since early observations of the [C II] line in star-forming galaxies, numerous models have emerged in literature to accurately model the [C II] luminosity-SFR relation. Many existing models parameterize a \( L_{[\text{C II}]}-\text{SFR} \) power law relation of the form:
\[ \log L_{[\text{C II}]} = \alpha \log \text{SFR} + \beta, \] (29)
where \( L_{[\text{C II}]} \) is measured in solar luminosity units, \( L_\odot \), and \( \alpha, \beta \) are the free parameters of the power law. The values of these parameters have been fitted to a combination of observations and simulations, and can vary quite dramatically depending on redshifts and assumptions of the SFR (metallicity dependence, etc.). In this analysis, we use the empirical relation derived by the mock light cone simulation analysis from Yang et al. (2021), with values of \( \alpha = 1.26 \) and \( \beta = 7.1 \).

As the EXCLAIM [C II] observations is also a fiducial experiment considered in their simulations, these values become a natural choice for our subsequent tests based on EXCLAIM specifics.

To obtain the [C II] intensity from its luminosity, we follow the formalism presented in Bernal et al. (2019). A few steps of this conversion are as follows. Given an emission line with rest frame frequency \( \nu \), the intensity can be written as
\[ I(z) = \frac{c}{4\pi H(z)} \rho_L(z), \] (30)
where \( c \) is the speed of light, \( H(z) \) is the Hubble expansion rate, and \( \rho_L \) is the luminosity density function, whose average is given by
\[ \langle \rho_L(z) \rangle = \int dM_h dM_h L(M_h, z), \] (31)
an integral of the luminosity function over halo masses, weighted by the halo mass function \( dn/dM_h \).

Bernal et al. (2019) also provide a framework for the effective bias for the [C II] line. Similar to the CIB effective bias, the [C II] line that traces galaxies within halos is sensitive initially to the halo bias. To linear order, the effective bias is then obtained via a weighted average of the halo bias over the [C II] luminosity
\[ b_{[\text{C II}]}(z) = \int dM_h L(M_h, z) b(M_h, z) dn/dM_h(M_h, z). \] (32)

---

3 These values were derived from the Yang et al. (2021) semi-analytical model, but were not included as part of their publication, and were given to us via private communication.
4 POWER SPECTRA RESULTS

By applying the intensity and bias models of Sec. 3 to the power spectra formalism of Sec. 2, we numerically compute the joint line and continuum intensity-cross-galaxy power spectra. As the fiducial experiment, we choose relevant survey parameters of the EXCLAIM survey as inputs to the power spectrum model. We will first briefly discuss the impact that various parameters have on the computation of the power spectra.

The EXCLAIM telescope is tuned to a wavelength range of 553±μm ≤ λ ≤ 711±μm. For the [C ii] line with rest frame wavelength of 158±μm, this corresponds to a redshift window of 2.5 ≤ z ≤ 3.5. Converting this redshift window into comoving distances, this sets the bounds for all line-of-sight integrals that concern the line intensity fluctuations and the galaxy overdensities, such as those in Eqs. 9 and 7. In addition, this boundary fixes the value for L', the LOS window size which appears in the angular power spectrum expressions 9 and 18, at x(z = 3.5) = x(z = 2.5) = 984.56 Mpc.

With this relatively small window along the LOS, we find that the product of the [C ii] intensity and effective bias follows a linear relation in redshift. Thus, as an approximation, we treat the [C ii] intensity and bias both as constants over redshift, which can be extracted from the [C ii] window function. Their fixed values are simply taken to be their values at the center of the redshift window, z = 3, which is also the average value within this window. We can therefore modify Eq. 13 as

\[ \tilde{L}(k ||, k', \ell') = \frac{b^3_{\text{[Cii]}} f^3_{\text{[Cii]}}}{b_g} \tilde{G}(k ||, k', \ell'), \]  

where \( \tilde{G} \) is the galaxy window function given by Eq. 15. In this way, the line and galaxy window functions share the identical LOS integral. This approximation drastically reduces the amount of required computation, as both the line and galaxy window functions can be obtained by simply scaling the result of the LOS integral of Eq. 33 by the appropriate constant factors.

On the other hand, CIB contribution at a given wavelength comes from a very broad range of redshifts. Within this range the CIB intensity can vary quite considerably. As shown in Fig. 1, approximating the CIB intensity at the redshift of its average value is far from ideal, due to its much wider and non-linear evolution in redshift compared to the [C ii]. In addition, the CIB intensity at different wavelengths reveal that the peak of the distribution is wavelength dependent, signifying that we cannot fix one redshift to sample the CIB for all wavelengths without further loss of information. Thus in the CIB window function we maintain the intensity and bias terms as redshift dependent quantities, and numerically integrate them along with the MPS. Here the large redshift span makes numerical integration costly; to alleviate the computational burden, we notice that the CIB intensity drops quite significantly beyond z = 5, a feature that is consistent across all wavelengths, as can be seen in Fig. 1. We therefore set the upper bound of the LOS integral at a cutoff redshift of z = 5, discarding the less significant high redshift portion, effectively reducing the computational cost of each integral by half.

Although the ultimate goal is to cross-correlate a galaxy field with the joint intensities of both the CIB and the [C ii] line, this operation is identical to cross-correlating each intensity with galaxies separately, and combining the results in power spectrum space. Namely, the computation can be done via the following distributive identity

\[ \langle \delta I_{\text{CIB}} + \delta I_{[\text{C\,ii}]}, \delta g^* \rangle = \langle \delta I_{\text{CIB}}, \delta g^* \rangle + \langle \delta I_{[\text{C\,ii}]}, \delta g^* \rangle. \]  

We note here that the CIB part of the cross-correlation will be a complex quantity. This is due to both the different redshift window size of the CIB and galaxy fields, as well as due to the content of their window functions (see Eqs. 14 and 15, respectively). Whereas the only redshift varying quantity within the galaxy window function is the MPS, its CIB counterpart contains additional factors of intensity and bias that both evolve with redshift. Thus, when cross-correlating the two quantities using Eq. 34, the product of the window functions will introduce complex cross terms. On the other hand, the [C ii]-galaxy cross-power spectrum is purely real assuming the approximation of Eq. 33, in which all biases and intensities are real, constant values, and the [C ii] intensity shares the identical complex window function with the galaxy overdensity field.

Physically speaking, this effect is once again a result of the redshift distribution of the intensities. In particular, as the [C ii] line shares comparable redshift ranges as the galaxy field, the two fields trace the same underlying matter and will produce real-valued cross-correlation. Conversely, while being in the same wavelength window as the [C ii] intensity, the CIB traces matter over a much larger distance scale compared to the galaxy field, and the cross-correlation of the matter overdensity over redshift slices with such large separations gives rise to the complex valued cross-correlation.

In Fig. 2 we show the power spectra results over \( k' || \) for select values of \( \ell' \). In the same figure we show the binned cross-power spectra of CIB cross galaxy and [C ii] cross galaxy separately to observe their respective behaviors over \( k' || \) bins. These intensity components behave as expected, where the total power is dominated by the continuum emission at low \( k' || \) bins, which quickly decays with higher \( k' || \) values as the line emission becomes dominant. The error on the joint intensity (black error bars) include both effects of cosmic variance and expected noise of all relevant observables. For intensity cross galaxy, this entails the detector noise of the EXCLAIM survey, \( P_N \), and the shot noise of the galaxy catalogue, \( 1/\bar{n}_g \), with \( \bar{n}_g \) the galaxy number density. We model this noise variance with the following form

\[ \sigma^2(k ||', \ell') = \left[ C^{\text{kg}}(k ||', \ell') \right]^2 + \left[ C^{\text{kl}}(k ||', \ell') + \frac{P_N}{\chi^2 W(k ||', \ell')} \right] \times \left[ C^{\text{gl}}(k ||', \ell') + \frac{1}{\chi^2 \bar{n}_g} \right], \]  

where each noise component receives a factor of \( 1/\chi^2 \) due to the flat-sky approximation, and the intensity auto-power spectrum, \( C^{\text{kl}} \), can be expanded to yield

\[ C^{\text{kl}} = C^{\text{CIBxCIB}} + 2 \text{ Re } \left[ C^{\text{CIBx[C\,ii]}} + C^{[\text{C\,ii]}x[C\,ii]} \right], \]  

since the correlation amongst the intensities has the form

\[ \langle \delta I_{\text{CIB}} \delta I'_{\text{CIB}} \rangle = \left( \delta I_{\text{CIB}} + \delta I_{[\text{C\,ii}]} \right) \left( \delta I_{\text{CIB}} + \delta I_{[\text{C\,ii}]} \right)^* \]  

\[ = \langle \delta I_{\text{CIB}} \delta I'_{\text{CIB}} \rangle + \langle \delta I_{[\text{C\,ii}]} \delta I'_{[\text{C\,ii}]} \rangle, \]  

where the cross terms in the second line are complex conjugates of the same quantity, which are combined to yield only its real part in line three. Additionally in Eq. 35, \( W(k ||', \ell') \) is a Gaussian window function.
Joint CIB and [C \text{ii}] SFR Constraint

Figure 1. The CIB intensity distribution over redshifts weighted by the halo mass integrated effective bias, at select wavelengths within the EXCLAIM detection range.

Figure 2. Angular power spectra results for cross-correlation of line and continuum intensities with the eBOSS galaxy field, calculated via Eq. 18 and the intensity and galaxy window functions. The three panels (left to right) show results corresponding to $t' = 50, 550, \text{ and } 950$. In each panel the cross power spectrum of the total intensity is shown in black, with cosmic variance and survey noise error bars according to Eq. 35. For explicit comparison over $k'_\parallel$, shown in red and blue are the CIB cross galaxy and \text{[C \text{ii}]} cross galaxy power spectra, respectively, which combine to form the total power in black.

function of the form

$$W(k'_\parallel, t') = e^{-\delta x'_\parallel^2 k'_\parallel^2 - \theta_{\text{res}}^2},$$

with $\theta_{\text{res}}$ the angular resolution of the survey, and $\delta x'_\parallel$ the channel width resolution along the LOS given by

$$\delta x'_\parallel = \frac{c(1 + z)}{H(z)R},$$

where finally $R$ is the survey’s spectral resolution. The values of these parameters are provided by the EXCLAIM forecast paper (Pullen et al. 2022).

5 FISHER FORECAST RESULTS AND DISCUSSIONS

We move on to deriving the final SFR constraint forecasts that our power spectrum model produces. To do so we rely on the utility of the Fisher formalism, and compute a Fisher matrix that encodes the covariances between the input SFR parameters. We will first outline the exact formalism that is appropriate for our model.
5.1 Fisher Formalism

Via the principles of Bayesian analysis, the Fisher formalism transforms uncertainties of the model dependent observables onto the uncertainties of the model itself. In general one can construct a Fisher matrix as the following

\[ F_{\alpha\beta} = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \frac{\partial f_i}{\partial \alpha} \frac{\partial f_i}{\partial \beta}, \]

(40)

where \( F_{\alpha\beta} \) is the Fisher matrix, \( \alpha, \beta \) are the model parameters, \( N \) is the number of available observables and \( \sigma_i^2 \) is the expected variance on the observable \( f_i \). It can be shown that the inverse of the Fisher matrix is:

\[ F^{-1}_{\alpha\beta} = \langle \Delta \alpha \Delta \beta \rangle, \]

(41)

which is precisely the covariance matrix, \( \text{Cov}_{\alpha\beta} \).

For this analysis, the parameters \( \alpha, \beta \) are the SFR halo model parameters of Eq. 21, and the observables \( f_i \) are the intensity cross galaxy power spectra from Sec. 4. We assume that each value of the power spectra at given wavenumber \( k' \) and multipole \( \ell' \) is an independent observation. Since the power spectra are continuous along these two axes, it is more appropriate to perform an averaging integral along both dimensions in place of the sum in Eq. 40. With this replacement the Fisher matrix has the form

\[ F_{\alpha\beta} = 4\pi f_{\text{sky}} L' \int \frac{dk'}{(2\pi)^3} \frac{1}{\sigma^2} \text{Re} \left( \frac{\partial C^{\text{lxg}}}{\partial \alpha} \left( \frac{\partial C^{\text{lxg}}}{\partial \beta} \right)^* \right), \]

(42)

where the observable variance, \( \sigma^2 \) is just that of the power spectra variance given by Eq. 35. The integral is averaged by the survey volume, \( 4\pi f_{\text{sky}} L' \), where \( f_{\text{sky}} \) is the percentage of the full sky covered by the survey instrument.

We compute two sets of Fisher matrices to evaluate the additional constraining effect of introducing the CIB. For the fiducial calculation that simulates the conventional approach for LIM surveys, we input only the [C II] part of the intensity (i.e. \( C^{\text{lxg}} = C^{[\text{CII}]}xg \)). Additionally, we place a lower cutoff along \( k' \), where signals below this cutoff are discarded due the considerable continuum bias within these scales. We set this lower bound at \( k' = 0.017 \text{Mpc}^{-1} \), a scale at which the CIB power only constitutes 10% of the total power spectrum, which only minimally biases constraints. In contrast to this treatment, we compute the joint signal Fisher matrix where the observable contains both line and CIB signals (i.e. \( C^{\text{lxg}} = C^{[\text{CII}]}xg + C^{\text{CIB}xg} \)). In this case, we no longer impose the \( k' \) lower bound in this result as the dominating CIB at low \( k' \) bins is now treated as signal rather than a source of bias.

Obtaining the covariance matrix according to Eq. 41 naturally requires an invertible Fisher matrix. However, for the first procedure where only the [C II] intensity is used as input, the resulting Fisher matrix is highly degenerate. This is unsurprising as the CIB is evaluated at only one value of \( p_{[\text{CII}]}/[\text{CII}] \), while the parameter space of the SFR model is of dimension 4. We circumvent this problem by adding a prior Fisher which forecasts the same parameters, using the additive property of Fisher matrices. This prior is the Fisher forecast given by M21 using analyses of constraining the star formation rate density (SFRD). Since the prior and [C II] Fishers are derived from independent signals, the overall result becomes invertible. The [C II] only SFR constraint is then

\[ \text{Cov}_{[\text{CII}]} = \left( F_{\text{prior}} + F^{[\text{CII}]} \right)^{-1}, \]

(43)

where \( \text{Cov}_{[\text{CII}]} \) is the covariance matrix, and again \( F^{[\text{CII}]} \) is computed using Eq. 42 using only [C II] cross galaxy power spectra as input. Conversely, while the CIB + [C II] cross galaxy joint Fisher is invertible by default, we also combine this result with the halo prior such that the two cases are consistent for a meaningful comparison.

5.2 Constraint Results

In Fig. 3 we show the joint CIB and [C II] cross galaxy constraints for the SFR halo model parameters, assuming EXCLAIM as the fiducial survey. These results show that the addition of the CIB will improve the constraint only minimally. This marginal increase argues in favor of the much simpler treatment of cutting the CIB in power spectrum space, in light of the computational difficulty in incorporating the CIB.

While it is clear that a joint analysis with the CIB will not significantly benefit the EXCLAIM survey, we can inquire as to the possible improvements that a joint analysis can bring to future EXCLAIM like experiments, where survey parameters can be expected to receive considerable improvements. In particular, future detectors are expected to cover a wider transverse plane; equivalently, this corresponds to an increase in the survey sky coverage, or in numerical terms an increase to the \( f_{\text{sky}} \) parameter. The value of the \( f_{\text{sky}} \) is especially significant for the Fisher forecast, as the Fisher matrix is linearly proportional this quantity, as shown in Eq. 42. Thus, any significant boost to the \( f_{\text{sky}} \) should correspondingly result in an overall increase in the Fisher magnitude, or equivalently, a reduction in the parameter covariance, being the inverse of the Fisher matrix. Experiments capable of probing a larger sky region will therefore achieve superior constraints, and it is possible that in this framework, the benefit of adding the CIB will emerge as non-negligible, and even possibly significant.

We test this possibility by repeating our calculations and producing a new set of survey parameters, where we assume a value of \( f_{\text{future}} = 0.1 \), a large increase from the current EXCLAIM value of \( f_{\text{current}} = 0.007 \). With all other parameters kept identical to previous calculations, this new set of constraint forecasts are shown in Fig. 4.

We observe that the CIB contribution begins to have promising effects. At best, we observe a 40% reduction in the parameter variance when comparing the constraints before and after the CIB has been combined with the [C II] intensity. Additionally, the individual contours within Figs. 3 and 4 reveal that the seaparate CIB cross galaxy and [C II] cross galaxy constraints appear to improve disproportionally with increasing \( f_{\text{sky}} \); that is, the CIB cross galaxy constraint contours shrink more rapidly than those of the [C II] cross galaxy, even though the same \( f_{\text{sky}} \) increase is applied to both approaches. Consequently, improvements that are evident in the joint constraint contours are predominately driven by improvements in the CIB based constraints, as the [C II] cross galaxy contours (red contours in Figs. 3 and 4) are shown to shrink minimally across the constraints with two values of the \( f_{\text{sky}} \).

This effect becomes even more apparent when we are also optimistic about the noise levels of the future surveys. We produce a third set of results, where in addition to a boosted \( f_{\text{sky}} \) value of 0.1, we also reduce the detector noise and the galaxy shot noise parameters in Eq. 35 each by a factor of 10 from the current EXCLAIM values. These constraints are shown in Fig. 5.

With improved noise levels, the CIB constraints continue to show noticeable reductions. On the other hand, we notice that the [C II] constraints are nearly non-responsive to reduced survey noises, as can be seen in Figs. 4 and 5. We can reasonably conclude that as we
Figure 3. Fisher constraints on SFR halo model parameters. We use the current EXCLAIM survey noise and sky coverage parameters, including an \( f_{\text{sky}} \) of 0.007. In each panel, we show the joint continuum and line intensity constraints in green. In blue and red are the separate constraints using CIB and [C ii] intensities independently. In addition, all three intensity Fisher matrices are first combined with the halo prior Fisher, due to the [C ii] Fisher being non-invertible.

Figure 4. Fisher constraints after an optimistic boost to the survey \( f_{\text{sky}} \) has been applied. All details of the figure are identical to those in Fig. 3, but results are calculated using \( f_{\text{sky}} = 0.1 \), roughly 15 times the current EXCLAIM value of \( f_{\text{sky}} = 0.007 \).
tune particular survey parameters - \( f_{\text{sky}} \) and noises in our analysis - towards optimistic future values, the advantage we observe in the joint continuum and line intensity constraints become significant, and are dominated largely (or even entirely) by the responsiveness of the CIB based constraints to these survey improvements.

5.3 Discussion of the CIB Advantages

These sets of forecast results argue for a joint CIB + line emission data analysis for future surveys, and it is worthwhile to understand how it is that the CIB is capable of improving the constraints at these scales. To do so, first we must discuss the observation that the [C\(\text{II} \)] cross galaxy constraints appear to reach a "minimum" with improving survey specifics, and cease to be responsive to any change in \( f_{\text{sky}} \) increase or the survey noise reductions. This can be somewhat counter-intuitive, but turns out to be key in understanding the strength of introducing the CIB.

As mentioned before, when computing the parameter covariance from using only the [C\(\text{II} \)] intensity, it is necessary to add a prior Fisher matrix to break the degeneracy of the [C\(\text{II} \)] cross galaxy Fisher on its own, as given by Eq. 43. The prior as previously discussed is adapted from the studies of M21, and thus a fixed quantity and not on its own, as given by Eq. 43. The prior as previously discussed is adapted from the studies of M21, and thus a fixed quantity and not on its own, as given by Eq. 43. The prior as previously discussed is adapted from the studies of M21, and thus a fixed quantity and not on its own, as given by Eq. 43.

\[
\text{Cov}^{[\text{C}\text{II}]} = \left( F^{\text{prior}} + \alpha F^{[\text{C}\text{II}]} \right)^{-1}.
\]

If \( F^{[\text{C}\text{II}]} \) were invertible on its own, increasing the value of \( \alpha \) indefinitely would simply let the overall inverse be dominated by \( (F^{[\text{C}\text{II}]}\alpha)^{-1} \). In reality, as \( F^{[\text{C}\text{II}]} \) is highly degenerate, it cannot be the dominating contribution in the overall covariance, even if the \( \alpha \) factor increases without bounds. To probe the effect with this consideration, we employ the Sherman Morrison formula (Sherman & Morrison 1950), which is an exact analytical expansion of the inverse of sum of matrices, so long as the matrices satisfy certain conditions, which we will outline here. Given an invertible matrix \( A \) and a rank 1 matrix \( B \), and given that \( A + B \) is invertible, the formula reads:

\[
(A + B)^{-1} = A^{-1} - \frac{1}{1 + \text{Tr}[A^{-1}B]} A^{-1}BA^{-1},
\]

where \( \text{Tr}[] \) denotes the trace operator. The Fisher matrices we have happen to fit the exact requirements to use the Sherman Morrison formula: an invertible prior Fisher matrix \( A \), and a rank 1 [C\(\text{II} \)] Fisher matrix \( B \). When we apply the \( \alpha \) boost of Eq. 44, Eq. 45 becomes

\[
(A + (\alpha B))^{-1} = A^{-1} - \frac{1}{1 + \alpha \text{Tr}[A^{-1}(\alpha B)]} A^{-1}(\alpha B)A^{-1}
= A^{-1} - \frac{\alpha}{1 + \alpha \text{Tr}[A^{-1}B]} A^{-1}BA^{-1}.
\]

With this expression, we may evaluate the large \( \alpha \) limit and observe the resulting covariance as \( \alpha \) grows indefinitely

\[
\lim_{\alpha \to \infty} (A + (\alpha B))^{-1} = A^{-1} - \frac{1}{\text{Tr}[A^{-1}B]} A^{-1}BA^{-1}.
\]

As the Sherman Morrison formula is exact, the result of Eq. 47 shows that as we increase the \( f_{\text{sky}} \) of the survey, the overall covariance of Eq. 43 will converge to a set of finite minimum values, rather than decreasing indefinitely. This can again be attributed to the highly degenerate nature of the [C\(\text{II} \)] Fisher matrix, and explains the observed "bottleneck" effect on the [C\(\text{II} \)] constraints in Figs. 4 and 5, with the [C\(\text{II} \)] covariance having reached its lower limit of Eq. 47.

This nature of the [C\(\text{II} \)] intensity gives the CIB an added benefit.
Aside from being an SFR sensitive source, the addition of the CIB introduces a separate signal, thus breaking the degeneracy of the Fisher matrix. With an independently invertible Fisher matrix, any increase in the $f_{\text{sky}}$ will be correspondingly met with an improvement in the constraints without the complications that combining a fixed prior and a singular matrix introduces. Effectively, not only will future detections of the CIB serve to boost the signal information on its own, but its ability to break the [C ii] Fisher matrix’s degeneracy will also allow surveys to fully reap the benefits of increased resolution and sky coverage.

6 CONCLUSIONS

In this paper we explore the prospects of combining the CIB continuum and the [C ii] line intensity into one signal that simulates the reality of continuum contamination in LIM experiments. This is done in recognition of the CIB being a powerful tracer of the star formation process, similarly to the [C ii] line, inspiring us to evaluate the SFR constraining power of the joint signals.

To successfully combine the signals, we carefully define the respective intensity fluctuations necessary, as well as a power spectrum model for cross-correlating the intensities with a galaxy overdensity field. While the line intensity allows for a one-to-one correspondence between detected wavelength and source redshift, the continuum nature of the CIB obstructs this property. Circumventing this difficulty involves understanding the underlying SED of the CIB intensity. As LIM surveys calibrate the detector to a certain wavelength range, within which a particular line from a given redshift can be expected, we define a coordinate system also interpreted from the detected signal wavelength; for the CIB, this involves integrating over the entire redshift range of the SED at each wavelength, thus making the addition of CIB to LIM signal processing a non-trivial task.

For the SFR and relevant intensities, we choose physically motivated models in literature that come from a combination of observation and light cone simulation analyses. The SFR model in particular from M21 is a widely applicable halo model with only four parameters, making it ideal for our analysis. Furthermore, we utilize the specifics of the eBOSS quasar catalogue to perform cross-correlations between relevant intensities and the galaxy overdensity field to decorrelate the effects of dust foregrounds present in the Milky Way. We assume various fiducial survey scenarios to test the new SFR constraints achievable with the addition of the CIB data, and compare these results to identical calculations where only the [C ii] is used. In particular, we assume the specifics of the EXCLAIM survey, a prominent upcoming LIM experiment with probing the [C ii] line for star formation constraints as one of its main goals.

We perform a Fisher analysis on our power spectrum results to forecast effective constraints on the SFR parameters. As is traditionally done, we recognize that our [C ii] Fisher matrix is highly degenerate, and thus apply a prior Fisher matrix computed by M21 to extract the effective parameter covariance. Based on the current survey specifics of EXCLAIM, we find that the addition of the CIB yields only a minimal improvement over the constraints where only the [C ii] is considered. However, we test scenarios in which we assume improved values of instrumental resolution and sky coverage, which can realistically be expected in future LIM surveys. In these regimes, we find that the addition of the CIB quickly shows its advantage, noticeably widening the gap between the [C ii] only constraints and the joint signal constraints. We find additionally that the [C ii] only covariance experiences minimal reductions in response to improvements in the survey parameters, which can be attributed to the singular nature of the [C ii] Fisher matrix, made apparent by the Sherman Morrison formula. Addition of the CIB in this way is both a source of additional SFR information, and a separate signal capable of breaking the degeneracy of the line intensity Fisher matrix to allow for the expected constraints reduction from improved survey levels.

While the current surveys like EXCLAIM will not benefit greatly from considering the CIB, especially in light of its complexity and difficulty in numerical computation, we conclude nonetheless that it will soon become a valuable source of signal for future LIM surveys, capable of further maximizing the constraints on the star formation process.
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