Heat vortexes of ballistic, diffusive and hydrodynamic phonon transport in two-dimensional materials
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In this work, the heat vortexes in two-dimensional porous or ribbon structures are investigated based on the phonon Boltzmann transport equation (BTE) under the Callaway model. First, the separate thermal effects of normal (N) scattering and resistive (R) scattering are investigated with frequency-independent assumptions. And then the heat vortexes in graphene are studied as a specific example. It is found that the heat vortexes can appear in both ballistic (rare R/N scattering) and hydrodynamic (N scattering dominates) regimes but disappear in the diffusive (R scattering dominates) regime. As long as there is not sufficient R scattering, the heat vortexes can appear in present simulations.

I. INTRODUCTION

Heat conduction in bulk materials at room temperature is usually described by the Fourier’s law of thermal conduction, which implies that the heat carriers (phonons) undergo a diffusive process [1–3]. However, as the system size or dimension decreases, the phonons no longer transport diffusively [4–14] due to the existence of the ballistic [15, 16] or hydrodynamic [17–25] phonon transport.

The ballistic phonon transport happens as the system characteristic length is comparable to or smaller than the phonon mean free path [1, 2, 16]. In the ballistic regime, the phonon transport is blocked by boundary scattering so that the thermal conductivity decreases significantly as the system size decreases [15, 16, 26–28].

Different from the ballistic [15, 16] and diffusive phonon transport, the hydrodynamic phonon transport [17–25, 29–31] happens as the momentum-conservation phonon-phonon scattering dominates the heat conduction. Usually, the phonon-phonon scattering is separated into two parts: the momentum destroying umklapp (U) scattering and the momentum-conservation normal (N) scattering [23, 24, 32–34]. In bulk materials at room temperature, the U scattering happens frequently so that the phonon transport recovers the Fourier’s law of thermal conduction. However, in extremely low temperature or low-dimensional materials [7, 18–21, 25, 29, 31, 35], the N scattering becomes much stronger than the U scattering [17, 18, 21] and the phonon may transport like the fluid dynamics [36–38].

In the past decades, three phonon hydrodynamic phenomena have been predicted both theoretically [23, 24, 33, 34, 39, 40] and experimentally [18–21, 25, 35, 41–43], such as the second sound [4, 18, 19, 25, 33, 41, 44], phonon poiseuille flow [21] and Knudsen minimum [34, 40]. The second sound is that the transient heat propagates like sound wave because the N scattering recovers the temperature wave equation [22, 23, 25, 44, 45]. Different from the second sound, the phonon poiseuille flow is a steady problem. Namely, under a small temperature gradient, the heat flux flows in an infinite long and finite width ribbon like the fluid flows in a long tube with parabolic distributions [21, 44]. In addition, as the ribbon width decreases, there is a minimum value of the non-dimensional thermal conductivity, which is the phonon Knudsen minimum [34, 40].

So except above three phenomena, can we find another novel phonon hydrodynamic phenomena? It is well known that the transport of the heat carriers including phonon, electron and gas, can be described by the Boltzmann transport equation with similar mathematical form, although their physical meanings are different [1, 2]. In addition, as normal scattering dominates the heat conduction, the corresponding macroscopic Guyer-Krumhansl (G-K) equation [14, 22, 23, 30, 35, 46] is similar to the Navier-Stokes equation in fluid dynamics [36, 38]. Hence, will phonon transport like the vortexes in fluid dynamics [36, 38] or viscous electron flow in hall bar geometries [48–51]? Recently, the heat vortexes phenomena (Fig. 1(a)) in the phonon hydrodynamic regime have been predicted in graphene ribbon [46]. However, a systematic comparison of the heat vortexes in the phonon hydrodynamic, ballistic and diffusive regimes is lacking. Besides, the frequency dependent N/R scattering is not accounted in previous study [46].

In this work, motivated by the viscous fluid dynamics [36, 38] or viscous electron flow [48, 51], the heat vortexes in two different structures (porous (Fig. 2) and ribbon (Fig. 6)) are studied in different regimes based on gray model [2].
Note that the gray model is not limited by a specific material so that all variables are set to be dimensionless. It is found that the heat vortexes can appear in both the ballistic and hydrodynamic regimes while disappear in the diffusive regime. Namely, as long as the \( R \) scattering is not sufficient, the heat vortex can appear. To make results more convincing, graphene \([17, 23, 24, 28, 66]\) is taken as a specific example and the heat vortexes in graphene are investigated with different system sizes or temperatures accounting for the phonon dispersion and polarization.

The paper is organized as follows. In Sec. II, the phonon BTE is introduced briefly. Then a theoretical analysis of the heat vortexes in different regimes is made in Sec. III. In Sec. IV, the heat vortexes in two-dimensional porous (Fig. 2) or ribbon (Fig. 5) structures are investigated. Finally, a conclusion is made in Sec. V.

## II. PHONON BTE

In order to predict the thermal transport in two-dimensional materials correctly \([7, 23, 24, 28]\), the phonon Boltzmann transport equation (BTE) under the Callaway’s dual relaxation model \([34, 52-54]\) is used, i.e.,

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f = \frac{f_R^{eq} - f}{\tau_R} + \frac{f_N^{eq} - f}{\tau_N},
\]

where \( f = f(x, \omega, p, K, t) \) is the phonon distribution function. \( x \) is the spatial position. \( \omega \) is the phonon angular frequency, \( p \) is the phonon polarization, \( K \) is the 2D wave vector and assumed to be isotropic, i.e., \( K = |K|s \), \( s \) is the unit directional vector in 2D coordinate system, \( t \) is the time. \( v = \nabla K \omega \) is the group velocity calculated by the phonon dispersion \([2, 55, 56]\). \( \tau_R \) is the effective relaxation time of the resistive (R) scattering, which is a combination of all momentum destroying phonon scattering except the boundary scattering based on the Mathiessen’s rule \([1, 2]\), such as the umklapp (U) scattering, impurity scattering and isotope scattering \([52, 53]\). \( f_R^{eq} \) is the associated equilibrium state of the R scattering and satisfies Bose-Einstein distribution \([1, 2]\), i.e.,

\[
f_R^{eq}(T) = \frac{1}{\exp \left( \frac{\hbar \omega}{k_B T} \right) - 1},
\]

where \( k_B \) is the Boltzmann constant, \( \hbar \) is the Planck constant reduced by \( 2\pi \) and \( T \) is the temperature. Different from the R scattering, the normal (N) scattering conserves momentum. Its displaced equilibrium distribution function and the effective relaxation time are \( f_N^{eq} \) and \( \tau_N \), respectively, where

\[
f_N^{eq}(T, u) = \frac{1}{\exp \left( \frac{\hbar \omega - \hbar k_B T}{k_B T} \right) - 1},
\]

where \( u \) is the drift velocity. In addition, the phonon wave nature \([1, 2, 57]\) is ignored in present study.

Usually, the phonon BTE (Eq. (1)) is rewritten into a deviational energy form as follows

\[
\frac{\partial e}{\partial t} + v \cdot \nabla e = \frac{e_R^{eq} - e}{\tau_R} + \frac{e_N^{eq} - e}{\tau_N},
\]

where the associated deviational distribution functions of energy density are \([53, 54]\)

\[
e = \frac{\hbar \omega D (f - f_R^{eq}(T_0))}{2\pi},
\]

\[
e_R^{eq} = \frac{\hbar \omega D (f_R^{eq} - f_R^{eq}(T_0))}{2\pi},
\]

\[
e_N^{eq} = \frac{\hbar \omega D (f_N^{eq} - f_R^{eq}(T_0))}{2\pi},
\]

where \( D = |K|/(2\pi|u|) \) is the phonon density of states \([53, 54]\).

Assuming a small temperature difference \( \Delta T \) and a small drift velocity, i.e., \( \Delta T/T_0 \ll 1, K \cdot u \ll \omega \), where \( T_0 \) is the reference temperature, then the equilibrium distribution functions (Eqs. (6) and (7)) can be linearized, i.e.,

\[
e_R^{eq}(T) \approx C(T - T_0)/2\pi,
\]

\[
e_N^{eq}(T, u) \approx C(T - T_0)/2\pi + CT(K \cdot u)/2\pi\omega,
\]

where \( C \) is a constant.
where $C = C(\omega, p, T_0)$ is the mode specific heat at $T_0$, i.e.,

$$C(\omega, p, T_0) = 2\pi \frac{C}{\partial T} \bigg|_{T=T_0}. \tag{10}$$

The local temperature $T$ and heat flux $q$ are calculated by taking the moments of the distribution function, i.e.,

$$T = T_0 + \frac{\int \int \int e d\Omega d\omega}{\sum_p \int C d\omega}, \tag{11}$$

$$q = \sum_p \int \int v e d\Omega d\omega, \tag{12}$$

where $p$ is the phonon polarization, $d\Omega$ and $d\omega$ are the integral over the whole 2D solid angle space and frequency space. In addition, based on the conservation properties of the R (only energy conservation) and N (energy and momentum conservation) scattering, we have

$$0 = \sum_p \int \int \frac{e_{eq}(T_R)}{\tau_R} e d\Omega d\omega, \tag{13}$$

$$0 = \sum_p \int \int \frac{e_{eq}(T_N)}{\tau_N} e d\Omega d\omega, \tag{14}$$

$$0 = \sum_p \int \int \frac{K e_{eq}(T_N, u)}{\omega} e d\Omega d\omega, \tag{15}$$

where two local pseudo-temperatures $T_R$ and $T_N$ are introduced to ensure the conservation principle of the R and N scattering [14, 53].

By choosing specific heat $C$, reference temperature $T_0$, system characteristic length $L$ and group velocity $v$ as the reference variables, the stationary phonon BTE (Eq. (4)) can be normalized as

$$\frac{v}{|v|} \cdot \nabla e^* = \beta_R (e_{eq}^R - e^*) + \beta_N (e_{eq}^N - e^*), \tag{16}$$

where

$$e^* = \frac{e}{CT_0}, \quad x^* = \frac{x}{L}, \quad e_{eq}^R = \frac{e_{eq}^R}{CT_0},$$

$$e_{eq}^N = \frac{e_{eq}^N}{CT_0}, \quad \beta_N = \frac{L}{|v|\tau_N}, \quad \beta_R = \frac{L}{|v|\tau_R}. \tag{17}$$

It can be found that the heat conduction is totally determined by $\beta_N$ and $\beta_R$, which represent the ratio between the system size $L$ to the phonon mean free path of N and R scattering, i.e., $|v|\tau_N$ and $|v|\tau_R$, respectively.

III. THEORETICAL ANALYSIS OF HEAT VORTEXES IN THE BALLISTIC, DIFFUSIVE AND HYDRODYNAMIC REGIMES

The heat vortexes (Fig. 1(a)) in the diffusive ($\beta_R \to \infty, \beta_N = 0$), ballistic ($\beta_R = 0, \beta_N = 0$) and hydrodynamic ($\beta_R = 0, \beta_N \to \infty$) limits are analyzed, respectively. So that the separate thermal effects of R scattering, boundary scattering and N scattering can be found clearly.

For simplicity, the phonon gray model and Debye approximation [1, 2] are used, i.e., $\omega = |v||K|$. Taking zero- and first-order moments of phonon BTE (Eq. (4)) leads to [14, 22, 45, 46]

$$\frac{\partial E}{\partial t} + \nabla \cdot q = 0, \tag{18}$$

$$\frac{\partial q}{\partial t} + \nabla \cdot Q = -\frac{q}{\tau_R} + 0, \tag{19}$$
FIG. 1. (a) Schematic of the heat vortex, where $\mathbf{q}$ is the heat flux. (b) Given an arbitrary closed curve $l$, the curl of heat flux is $\int l \mathbf{q} \cdot d\mathbf{r}$, where $d\mathbf{r}$ is the unit tangent vector of the closed curve $l$ in a clockwise direction.

where

$$E = \sum_p \int \int e d\Omega d\omega, \quad (20)$$

$$Q = \sum_p \int \int v \mathbf{v} e d\Omega d\omega, \quad (21)$$

are the local deviational energy and the macroscopic flux of heat flux, respectively.

In the diffusive limit ($\beta_R \to \infty$, $\beta_N = 0$), the R scattering dominates the phonon transport and causes heat dissipations based on Eq. (19). At steady state, the distribution function can be approximated as

$$e \approx e_R^\text{eq} - \tau_R v \cdot \nabla e_R^\text{eq}. \quad (22)$$

So that the Fourier’s law of heat conduction can be derived [2, 16, 58], i.e.,

$$\mathbf{q} = -\kappa_d \nabla T, \quad (23)$$

where $\kappa_d = \frac{1}{2} C |v|^2 \tau_R$ is the thermal conductivity in the diffusive limit.

Note that the vortex definition and identification have been a longstanding issue with many disputes [37], so that here the vorticity is introduced and discussed simply, which is defined as the curl of heat flux in present work [36].

Considering an arbitrary closed curve $l$ inside the thermal system, the curl of heat flux is (Fig. 1(b))

$$\int l \mathbf{q} \cdot d\mathbf{r} = -\kappa_d \int l \frac{dT}{dT} \cdot d\mathbf{r} = 0, \quad (24)$$

where $d\mathbf{r}$ is the unit tangent vector of the closed curve $l$ in a clockwise direction. This indicates that the curl of heat flux for an arbitrary closed curve inside the thermal system is always zero. So that it can be concluded that there are no heat vortices inside the system in the diffusive regime.

However, different from diffusive phonon transport, there is rare phonon-phonon scattering in the ballistic limit ($\beta_R = 0$, $\beta_N = 0$), so that Eqs. (19) and (19) become,

$$\frac{\partial e}{\partial t} + \mathbf{v} \cdot \nabla e = 0, \quad (25)$$

$$\frac{\partial \mathbf{q}}{\partial t} + \nabla \cdot \mathbf{Q} = 0. \quad (26)$$

Equation (26) indicates that there are no heat (or momentum) dissipations. Besides, Eq. (26) is also satisfied in the phonon hydrodynamic limit ($\beta_N \to \infty$, $\beta_R = 0$) [23, 25, 59]. Because the N scattering conserves momentum and causes no thermal resistance [22, 15, 60]. In other words, in both hydrodynamic and ballistic limits, the heat flux (or momentum) is conserved in the interior domain [23, 24, 60], which is different from that in the diffusive limit.

Although Eq. (26) is satisfied in the ballistic and phonon hydrodynamic limits, there is something different. In the ballistic regime [34], the momentum conservation is satisfied due to rare phonon-phonon scattering. The phonon mean free path is much larger than the local characteristic length. At steady state, Eq. (25) becomes

$$\mathbf{v} \cdot \nabla e = 0, \quad (27)$$
which indicates that for a given group velocity, the phonon distribution function does not vary with the spatial position until scattering with the boundaries. Namely, the heat flux distributions inside the domain, which are obtained by taking the first-order moment of distribution function (Eq. (12)), depend on the boundary conditions. Therefore, whether the heat vortexes appear in the ballistic regime depends on the geometry settings or boundary conditions.

However, in the phonon hydrodynamic regime, the phonon mean free path is much smaller than the local characteristic length due to the frequent N scattering [17–20, 22–25, 29]. At steady state, the phonon distribution function can be approximated as [14, 22, 45, 46]

\[ e \approx e^0_N - \tau_N v \cdot \nabla e^0_N. \]  
\( (28) \)

It can be found that the phonon distribution function varies with spatial position unless \( \tau_N = 0 \) according to Eq. (28), which is different from that in the ballistic regime.

In addition, the macroscopic Guyer-Krumhansl (G-K) equation of hydrodynamic phonon transport in three-dimensional bulk materials has been derived based on the phonon BTE as \( \beta_N \gg 1.0 \gg \beta_R \) (Eq. (16)) [14, 22, 30, 45, 47]. A recent study has also extended it from three-dimensional into two-dimensional materials, i.e., (Eq.(33) in Ref [46])

\[ \frac{\partial q}{\partial t} + \frac{1}{2} C |v|^2 \nabla T + \frac{q}{\tau_R} = \frac{1}{4} |v|^2 \tau_N (\nabla^2 q). \]  
\( (29) \)

If the R scattering is totally ignored, at steady state, Eq. (29) becomes

\[ C \nabla T = \frac{1}{2} \tau_N (\nabla^2 q). \]  
\( (30) \)

It can be found that the right hand side of Eq. (30) is similar to the viscous term in Navier-Stokes equation [36, 38], so that it is possible to predict the heat vortexes in the phonon hydrodynamic regimes. Besides, based on Eq. (30), whether the heat vortexes appear in the phonon hydrodynamic regimes depends on the boundary conditions, too.

In a word, the heat vortexes disappear in the diffusive regime. But they may appear in both ballistic and hydrodynamic regimes, which depends on the boundary conditions or geometry settings.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In order to validate above theoretical analysis, the heat vortexes in two-dimensional porous and ribbon structures are introduced and investigated numerically in different regimes, respectively. The implicit discrete ordinate method [53, 61] is used to solve the phonon BTE, which can refer to Ref [53]. Detailed numerical solutions of the phonon BTE and associated boundary conditions [54, 61] can be seen in Appendix A.

A. Heat vortex in two-dimensional porous materials

1. Problem description

The heat conduction in periodic two-dimensional porous materials with aligned square pores is studied first. Figure 2 shows one of the unit 2D square cells with side length \( L \). In its center, there is a square pore with side length \( d = L/2 \). The temperatures of the left and right sides of the cell are \( T_L = T_0 + \Delta T/2 \) and \( T_R = T_0 - \Delta T/2 \), respectively, where \( T_0 = (T_L + T_R) \) and \( \Delta T = T_L - T_R \) are the average temperature and temperature difference in the domain. In what follows, we set \( \Delta T/T_0 = 0.01 \), which leads to a small temperature gradient along the \( x \) direction. The initial temperature in the interior domain is \( T_0 \). The boundaries of the cell and the square pore are periodic (Eq. (A2)) and adiabatic (Eq. (A1)), respectively. When phonons encounter the pore boundaries, they suffer from diffusely reflecting scattering due to the roughness of the pore surface (Eq. (A1)). So the heat flows from the left to the right around the square pore, which is like the gas flow around a cylinder in fluid dynamics [38].

2. Gray model

The phonon gray model and Debye approximation [1, 2] are used. It is not limited by a specific material so that all physical variables are dimensionless. Based on Eq. (16) and dimensional analysis [62], as long as \( \beta_N \) and \( \beta_R \) are
A small temperature gradient is added across the \( x \) direction so that the heat flows from the left to the right around the square pore, where \( T_b = T_0 + \Delta T/2 \), \( T_c = T_0 - \Delta T/2 \), \( \Delta T/T_0 = 0.01 \).

FIG. 2. Schematic of a unit 2D square cell with a square pore in the center. The side lengths of the unit cell and square pore are \( L \) and \( d = L/2 \), respectively. The boundaries of the unit cell and the square pore are periodic and adiabatic, respectively.

fixed, the results predicted by the phonon BTE will be fixed. For simplicity, in the following simulations, only \( \tau_{R}^{-1} \) or \( \tau_{N}^{-1} \) is changed and all other variables are fixed, i.e., \( L = 2d = 1 \), \( C = 1 \), \( |v| = 1 \), \( T_0 = 1 \). \( X \) and \( Y \) are the coordinates. (a) Diffusive (\( \tau_{R} = 0.01 \), \( \tau_{N}^{-1} = 0 \)), (b) ballistic (\( \tau_{R}^{-1} = 0 \), \( \tau_{N}^{-1} = 0 \)) and (c) hydrodynamic (\( \tau_{R}^{-1} = 0 \), \( \tau_{N} = 0.01 \)).

Numerical results are shown in Fig. 3. It can be observed that heat vortexes appear in both ballistic and hydrodynamic regimes but disappear in the diffusive regime. The results are in consistent with our theoretical analysis as mentioned in last section. Besides, the vortex sizes of the ballistic phonon transport are larger than those in the hydrodynamic regime.

3. Porous graphene

To make the results more convincing, the porous graphene (isotopically pure) is taken as a specific example accounting for the phonon dispersion and polarization [55, 56]. The detailed mathematical formulas of the phonon dispersion curves and scattering can refer to Ref. [54].

First, the heat vortexes phenomena with different temperatures \( T_0 \) are predicted first for a given system size \( L = 10 \mu m \), as shown in Fig. 4. It can be observed that at \( T_0 = 30 \) K, there are huge heat vortexes in front of the pore. With the increase of \( T_0 \), the heat vortexes fade away gradually. Because at low temperature, there are strong \( N \) scattering and weak \( R \) scattering in graphene [23, 24]. As the temperature increases, the \( R \) scattering happens.

FIG. 3. Normalized temperature contour \((T - T_c)/\Delta T\) and heat flux streamline in different regimes in porous structures (Fig. 2) based on gray model. It is not limited by a specific material so that all physical variables are set to be dimensionless, where \( L = 2d = 1 \), \( C = 1 \), \( |v| = 1 \), \( T_0 = 1 \). \( X \) and \( Y \) are the coordinates. (a) Diffusive (\( \tau_{R} = 0.01 \), \( \tau_{N}^{-1} = 0 \)), (b) ballistic (\( \tau_{R}^{-1} = 0 \), \( \tau_{N}^{-1} = 0 \)) and (c) hydrodynamic (\( \tau_{R}^{-1} = 0 \), \( \tau_{N} = 0.01 \)).
velocity? hydrodynamic regimes. And what will happen if considering the frequency dependent relaxation time and group
disappear in the diffusive regime. However, no comparison is made between the heat vortexes in the ballistic and
regimes with frequency independent relaxation time. The heat vortexes appear in the hydrodynamic regime but
phonon transport in porous graphene only by the heat vortexes because the heat flux profiles in these regimes are
R scattering is not sufficient [1, 7, 23, 24, 28]. And it is not easy to clearly distinguish the ballistic or hydrodynamic
the vortex sizes become small till zero at micron scale (Fig. 5(c)).

FIG. 5. The normalized temperature contour \((T - T_c)/\Delta T\) and heat flux streamline in porous graphene (Fig. 2) with different
system sizes \(L\), where \(T_0 = 300\) K, \(X\) and \(Y\) are the coordinates. (a) \(L = 20\) nm, (b) \(L = 200\) nm, (c) \(L = 2 \mu m\).

very frequently and dominates heat conduction, which recovers the Fourier’s law of thermal conduction without heat vortexes.

Second, the heat vortexes phenomena with different system sizes \(L\) are predicted at \(T_0 = 300\) K. From the results shown in Fig. 5(a)(b), it can be observed that as system size is smaller than or comparable to the phonon mean free path, the heat vortexes appear because boundary scattering (or ballistic phonon transport) dominates heat conduction and R scattering is weak in this length scale [7, 28]. As the system size increases, the R scattering increases so that the vortex sizes become small till zero at micron scale (Fig. 5(c)).

In other words, the heat vortexes can appear in porous graphene at low temperature or nanostructures, where the R scattering is not sufficient [11, 7, 23, 24, 28]. And it is not easy to clearly distinguish the ballistic or hydrodynamic phonon transport in porous graphene only by the heat vortexes because the heat flux profiles in these regimes are very similar as shown in Fig. 5(a) and Fig. 4(a).

B. Heat vortex in a 2D ribbon

In previous studies [16], the heat vortexes in a graphene ribbon have been studied in the diffusive and hydrodynamic regimes with frequency independent relaxation time. The heat vortexes appear in the hydrodynamic regime but disappear in the diffusive regime. However, no comparison is made between the heat vortexes in the ballistic and hydrodynamic regimes. And what will happen if considering the frequency dependent relaxation time and group velocity?
which is beyond the scope of this work. The temperatures of heat source and heat sink are both considered \[54–56, 63\]. Different from last simulations without consideration of R scattering, the heat vortex in graphene ribbon is a competition result of boundary scattering, R scattering and N scattering.

In order to answer above questions, the heat vortexes in a 2D ribbon are investigated in all regimes. The schematic of 2D ribbon is shown in Fig. 6 where its side length and width are \( L_x \) and \( L_y \), respectively. The heat source and heat sink are set at the bottom and top of the ribbon with width \( w = 0.4L_y \), respectively. \( d = 2.5L_y \) is the distance between the heat source (sink) and the left boundary of geometry. The temperatures of heat source and heat sink are \( T_h \) and \( T_c \), respectively, where \( T_h = T_0 + \Delta T/2 \), \( T_c = T_0 - \Delta T/2 \), \( \Delta T/T_0 = 0.01 \). So that the heat flows from the bottom to the top \[46\].

1. Problem description

The gray model \[1, 2\] is used here to investigate the ballistic \((\tau_R^{-1} = \tau_N^{-1} = 0)\) and hydrodynamic \((\tau_R^{-1} = 0, \tau_N = 0.01)\) phonon transport, where the width is fixed \( L_y = 1 \) and the system length \( L_x \) is changed. Besides, \( C = 1, |v| = 1, T_0 = 1 \) and the thermal effects of R scattering is totally ignored.

Figure 7 shows the heat vortexes in 2D ribbon of ballistic and hydrodynamic phonon transport with different system length \( L_x \) \((L_x = 3.0, 4.0, 5.0, 6.0)\). It can be observed that heat vortexes appear on the left side of heat source (sink) in the ballistic regime (Fig. 7(a)(c)(e)(g)). And as system length \( L_x \) increases, the heat vortexes appears on the right side of heat source, too. It indicates that the appearance of heat vortexes is related to the geometric configurations (or boundary conditions). While in the hydrodynamic regime (Fig. 7(b)(d)(f)(h)), there are heat vortexes, too. Besides, the vortexes sizes are smaller than those in the ballistic regime with the same \( L_x \). As system length \( L_x \) increases, the number of vortexes increases from one to two on the left side of heat source.

Furthermore, it is also interesting to find that the biggest vortex size in the hydrodynamic regime is approximated as \( L_y \) (Fig. 7(b)(d)(f)), namely, the width of 2D ribbon. While in the ballistic regime \[16\], the biggest vortex size increases with the ribbon length \( L_x \). It may attribute to that in the ballistic regime, the phonon mean free path is much larger than the system size \((L_x \text{ or } L_y)\). In other words, the phonons can transport a very long distance without any change so that the information exchange in the whole physical space is very efficient. However, in the phonon hydrodynamic regime \[23, 24, 32–34\], frequent N scattering blocks the efficient information exchange in the physical space and the phonon distribution function approximately reaches a local equilibrium (Eq. 28), not globally. According to Eq. 30, the boundary conditions or confined structures affect the vortex size, too. So that the vortex size in the hydrodynamic regime does not increase with length \( L_x \) endless but confined by the ribbon width \( L_y \). Maybe the vortex size in the ballistic or hydrodynamic limits can be theoretically derived based on the phonon BTE, which is beyond the scope of this work.

2. Gray model

The gray model \[1, 2\] is used here to investigate the ballistic \((\tau_R^{-1} = \tau_N^{-1} = 0)\) and hydrodynamic \((\tau_R^{-1} = 0, \tau_N = 0.01)\) phonon transport, where the width is fixed \( L_y = 1 \) and the system length \( L_x \) is changed. Besides, \( C = 1, |v| = 1, T_0 = 1 \) and the thermal effects of R scattering is totally ignored.

Figure 7 shows the heat vortexes in 2D ribbon of ballistic and hydrodynamic phonon transport with different system length \( L_x \) \((L_x = 3.0, 4.0, 5.0, 6.0)\). It can be observed that heat vortexes appear on the left side of heat source (sink) in the ballistic regime (Fig. 7(a)(c)(e)(g)). And as system length \( L_x \) increases, the heat vortexes appears on the right side of heat source, too. It indicates that the appearance of heat vortexes is related to the geometric configurations (or boundary conditions). While in the hydrodynamic regime (Fig. 7(b)(d)(f)(h)), there are heat vortexes, too. Besides, the vortexes sizes are smaller than those in the ballistic regime with the same \( L_x \). As system length \( L_x \) increases, the number of vortexes increases from one to two on the left side of heat source.

3. Graphene ribbon

The heat vortexes in graphene ribbon are studied and the frequency dependent relaxation time and group velocity are both considered \[54, 56, 63\]. Different from last simulations without consideration of R scattering, the heat vortex in graphene ribbon is a competition result of boundary scattering, R scattering and N scattering.
According to previous studies [24, 25, 54], the heat conduction in graphene ribbon with micron size goes through ballistic, hydrodynamic and diffusive regimes in turn as the temperature $T_0$ increases from extremely low to room temperature. Besides, the ballistic and hydrodynamic regimes are very close [23, 24], which both happen at low temperature. So that in the following simulations, the system size of graphene ribbon is fixed, i.e., $L_x = 3L_y = 30 \mu m$, and then the temperature $T_0$ is increased from 10 K to 300 K gradually.

As shown in Fig. 8 it can be observed that as temperature increases, the vortex sizes changes slightly as $T_0 \lesssim 80$ K. As $T_0 \gtrsim 100$ K, the vortex size decreases gradually until zero in room temperature. In addition, the number of heat vortices is always one as $T_0 \lesssim 200$ K. Namely, the number of heat vortices does not change in graphene ribbon as phonon transport through ballistic and hydrodynamic regime, which is different from the results shown in Fig. 7 without the consideration of R scattering. That’s because the R scattering impedes the formation of vortexes to some extent although it is weak at low temperature.

Therefore, it can be concluded that the heat vortices can appear at low temperature, namely, as R scattering is not sufficient. Besides, based on the present results in graphene ribbon (Fig. 8), it is very hard to distinguish the temperature ranges of ballistic or hydrodynamic phonon transport only by the heat vortexes.

V. CONCLUSION

In this work, the heat vortices in two-dimensional porous or ribbon structures (Figs. 2 and 3) at steady state are investigated based on the phonon BTE under the Callaway model. It is found that heat vortices can appear in both ballistic and hydrodynamic regimes but disappear in the diffusive regime. Furthermore, as long as there is...
FIG. 8. Heat vortexes in graphene ribbon (Fig. 6) with different temperature $T_0$ and fixed system size $L_x = 3L_y = 30\mu m$. $X$ and $Y$ are the coordinates. Colored background is the normalized temperature field $((T - T_c)/\Delta T)$ and black line is the heat flux streamline.

not sufficient R scattering, the heat vortexes can appear in present simulations. In addition, the vortex size in the hydrodynamic regime is smaller than that in the ballistic regime. In ribbon structures, as the ribbon length increases, the vortex size increases endlessly in the ballistic regime but is confined by the ribbon width in the hydrodynamic regime.

In real two-dimensional materials (e.g., graphene), it is very hard to distinguish the ballistic and hydrodynamic phonon transport clearly by the heat vortexes at steady state. Therefore, more work is needed to be done to distinguish the ballistic and hydrodynamic phonon transport clearly by the vortexes in the future, which may be inspired by recent studies of unsteady viscous electron flow [50].
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Appendix A: Numerical solutions of the phonon BTE and boundary conditions

In this study, the stationary heat conduction is investigated so that the implicit discrete ordinate method is used to solve the stationary phonon BTE \[53, 61\]. The spatial space is discretized with \(200 \times 200\) uniform cells for porous structures (Fig. 2). For ribbon structures (Fig. 6), \(300 \times 100, 400 \times 200\) and \(500 \times 100\) discretized spatial cells are used for different system lengths \(L_x = 3L_y, L_x = 4L_y\) and \(L_x = 5L_y\), respectively. For both structures, the first-order upwind scheme or van Leer limiter is used for spatial interpolations \[61\]. For the solid angle space, we set \(s = (\cos \theta, \sin \theta)\), where \(\theta \in [0, 2\pi]\) is the polar angle. Due to symmetry, the \(\theta \in [0, \pi]\) is discretized with the \(N_\theta\)-point Gauss-Legendre quadrature \[63\]. In present simulations, we set \(N_\theta = 50\).

When the phonon dispersion and polarization are accounted \[55, 56\], for each phonon acoustic branch in graphene (the optical branches are not accounted), the wave vector in single direction bands, i.e.,

\[
\vec{k} = (\cos \theta, \sin \theta, 0),
\]

\(\theta\), the maximum wave number. Then the associated discretized phonon frequency, group velocity, phonon relaxation time can all be calculated. The mid-point rule is used for the numerical integration of the frequency space. In present simulations, we set \(N_B = 20\).

In addition, boundary conditions also play an indispensable role in numerical simulations \[54, 61\]. For the solution of the phonon BTE, the diffusely reflecting boundary condition, periodic boundary condition and isothermal boundary condition are presented as follows,

1. Diffusely reflecting boundary condition assumes that the phonons reflected from the boundary are equal along each direction and the net heat flux across the boundary is zero, i.e.,

\[
e(\vec{x}_b, s) = \frac{1}{2} \int_{s' \cdot \vec{n}_b < 0} e(\vec{x}_b, s') |s' \cdot \vec{n}_b| d\Omega, \quad s \cdot \vec{n}_b > 0, \tag{A1}\]

where \(\vec{n}_b\) is the unit normal vector of the boundary pointing to the computational domain.

2. In periodic boundary, when a phonon leaves the computational domain from one periodic boundary, another phonon with the same group velocity and frequency will enter the computational domain from the corresponding periodic boundary at the same time. Besides, the deviations from the local equilibrium states of the distribution functions of the two phonons are the same, i.e.,

\[
e(\vec{x}_{b_1}) - e_R^S(T_{b_1}) = e(\vec{x}_{b_2}) - e_R^S(T_{b_2}), \tag{A2}\]

where \(\vec{x}_{b_1}\), \(T_{b_1}\) and \(\vec{x}_{b_2}\), \(T_{b_2}\) are the space vector and temperature of the two associated periodic boundaries \(b_1\) and \(b_2\), respectively.

3. For isothermal boundary conditions, the distribution functions of phonons emitting from the boundaries with wall temperature \(T_w\) are the equilibrium state of \(R\) scattering, i.e.,

\[
e(s) = e_R^S(T_w), \quad s \cdot \vec{n}_b > 0. \tag{A3}\]

[1] M. Kaviany, Heat transfer physics (Cambridge University Press, 2008).
[2] G. Chen, Nanoscale energy transport and conversion: a parallel treatment of electrons, molecules, phonons, and photons (Oxford University Press, 2005).
[3] S. Liu, P. Hänggi, N. Li, J. Ren, and B. Li, Phys. Rev. Lett. 112, 040601 (2014).
[4] D. D. Joseph and L. Preziosi, Rev. Mod. Phys. 61, 41 (1989).
[5] B. Liao, ed., Nanoscale Energy Transport, 2053-2563 (IOP Publishing, 2020).
[6] N. Li, J. Ren, L. Wang, G. Zhang, P. Hänggi, and B. Li, Rev. Mod. Phys. 84, 1045 (2012).
[7] X. Gu, Y. Wei, X. Yin, B. Li, and R. Yang, Rev. Mod. Phys. 90, 041002 (2018).
[8] C. W. Chang, D. Okawa, H. Garcia, A. Majumdar, and A. Zettl, Phys. Rev. Lett. 101, 075903 (2008).
[9] C. Hua, L. Lindsay, X. Chen, and A. J. Minnich, Phys. Rev. B 100, 085203 (2019).
[10] A. J. Minnich, J. A. Johnson, A. J. Schmidt, K. Eslarjani, M. S. Dresselhaus, K. A. Nelson, and G. Chen, Phys. Rev. Lett. 107, 095901 (2011).
[11] Z. Zhang, Y. Ouyang, Y. Cheng, J. Chen, N. Li, and G. Zhang, Phys. Rep. 860, 1 (2020).
[12] A. Beardo, M. G. Hennessy, L. Sendra, J. Camacho, T. G. Myers, J. Bahályi, and F. X. Alvarez, Phys. Rev. B 101, 075303 (2020).
