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Abstract—Object detection is a fundamental task for robots to operate in unstructured environments. Today, there are several deep learning algorithms that solve this task with remarkable performance. Unfortunately, training such systems requires several hours of GPU time. For robots, to successfully adapt to changes in the environment or learning new objects, it is also important that object detectors can be re-trained in a short amount of time. A recent method\cite{1} proposes an architecture that leverages on the powerful representation of deep learning descriptors, while permitting fast adaptation time. Leveraging on the natural decomposition of the task in (i) regions candidate generation, (ii) feature extraction and (iii) regions classification, this method performs fast adaptation of the detector, by only re-training the classification layer. This shortens training time while maintaining state-of-the-art performance. In this paper, we firstly demonstrate that a further boost in accuracy can be obtained by adapting, in addition, the regions candidate generation on the task at hand. Secondly, we extend the object detection system presented in\cite{1} with the proposed fast learning approach, showing experimental evidence on the improvement provided in terms of speed and accuracy on two different robotics datasets. The code to reproduce the experiments is publicly available on GitHub\cite{2}.

Index Terms—Visual Learning, Object Detection, Segmentation and Categorization

I. INTRODUCTION
High reliability and quick adaptation are two fundamental features for several robotic perception systems. Latest advancements in the deep learning brought stunning improvements in terms of accuracy and precision in many visual perceptive tasks like e.g. object detection and segmentation\cite{2,3,4,5}. Such performance are appealing in robotics, however, the large amount of parameters in deep learning architectures, makes their optimization process highly demanding in terms of annotated data and training time. Moreover, some visual tasks, like object detection or segmentation, have inherent complexity (e.g., the large and unbalanced set of associated examples) which further increases the computational resources required at training time. In this work, we focus on the problem of object detection, which is at the basis of more sophisticated tasks in robotics like segmentation and pose estimation. A recently proposed approach\cite{1} presented a fast learning strategy that allows to adapt an object detection system to a new task in a fraction of the training time of the conventional methods, while maintaining state-of-the-art accuracy. This method leverages on the natural decomposition of the object detection task in three fundamental steps—namely (i) region candidates prediction on the target image, (ii) per region feature extraction and (iii) regions classification— to speed up the training of the detection pipeline. Specifically,\cite{1} proposes a two-stages method composed of: (i) a region and feature extractor, trained once, off-line, on a certain task, based on Faster R-CNN’s\cite{3} first layers, followed by (ii) a region classifier which instead is designed to be trained quickly, on-line, on the target task. In this paper, we demonstrate that, while efficient, the lack of adaptation of the region and feature extractor is a limitation that leads to a drop in performance\cite{1}, that can be partially or even completely recovered by also adapting the region proposal layers on the target task. We report on empirical evidences of this statement in Sec.\textsuperscript{V-B}. Motivated by this analysis, we developed a new architecture and training strategy that adapts both the region proposal and the classification layers in few minutes. The experimental analysis shows that we effectively achieve higher performance than the work in\cite{1}, and that our training method significantly reduces training time with respect to a baseline obtained by a conventional fine-tuning of a deep neural architecture. Additionally, we show that the proposed hybrid method has better properties against over-fitting at training time than the chosen deep learning based baseline. To summarize, the contribution of this work are as follows:

1) We show empirical evidences of the importance of region proposal network’s adaptation on the task at hand.
2) We design a fast learning approach to train a region proposal method, by adapting an on-line learning strategy\cite{1} to the region candidates generation.
3) We propose a novel efficient object detection pipeline, building on\cite{1}. Firstly, we improve the feature extractor in\cite{1} by substituting Faster R-CNN’s\cite{3} first layers with Mask R-CNN’s\cite{4} first layers. Secondly and more importantly, we substitute the region proposal network of the feature extractor with the proposed fast learning approach for region proposal generation.
4) We report on an empirical evaluation of the resulting pipeline on two robotics benchmarks and we carry out an experimental analysis on the variation of one of its main parameters.
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The remaining of the paper is organized as follows: in Sec. II we overview main state-of-the-art methods for object detection in robotics, focusing on region proposal generation. In Sec. III we describe the proposed pipeline, focusing on the fast learning of the region proposal network. Then, in Sec. IV we benchmark the pipeline on two different robotics datasets and empirically analyze it. Finally, in Sec. V we discuss the obtained results and conclude drawing lines for future work.

II. RELATED WORK

In this section, we overview state-of-the-art approaches for object detection, focusing on the localization problem and the robotic requirement of fast adaptation, which is the main motivation for our contribution.

A. Object Detection for robotics

Three main steps can be identified to accomplish the object detection task [6], [7], i.e. (i) region candidates generation, (ii) per region feature extraction and (iii) region classification and refinement. The major trend in the state-of-the-art is to integrate the three steps into “monolithic” deep learning based architectures [4], [5], [8], [9], [10], [11]. These methods achieve remarkable performance on the main object detection benchmarks [12], [13], at the cost of long training time (hours or even days of training), mainly due to the large amount of parameters that need to be optimized on the data. Such training time is problematic for robotics, because it prevents on-line adaptation. Latest literature on object detection for robotics either focuses on improving robustness and precision in particular scenarios (like occlusions in clutter [14], [15]) or on finding solutions to obtain state-of-the-art accuracy, while allowing for fast adaptation to new tasks [16], [1]. For instance, the solution proposed in [1] is an hybrid architecture that integrates a deep learning approach for region and feature extraction [3] with an optimized kernel based method [17], [18] for region classification. The key aspect in [1] is the decoupling of the learning of the feature extractor, based on a set of convolutional layers and a Region Proposal Network (RPN) [3], and the optimization of the detector, based on kernel methods [18] and on an approximated approach for negatives selection, called Minibootstrap [1]. The former is performed only once and off-line on the available data, while the latter is performed on-line on the task at hand, when new data becomes accessible.

The approach proposed in [1] allows to quickly re-train a detector in presence of new objects, with a convenient speed/accuracy trade-off. In this work, we demonstrate that an adaptation of the region proposal method is also important to increase performance. Thus, we present a novel pipeline, building on previous work [1] which allows to adapt both the RPN and the classification layers on the task at hand, in a fraction of the time required by a conventional fine-tuning approach, further pushing the aforementioned speed/accuracy trade-off.

B. Localization methods for object detection

A naïve approach to detect objects in an image is that of visiting all the possible locations in a sliding window fashion and classifying them to discard background areas. This approach was extensively used [19] but it is computationally heavy. Lately, new object detection methods have been devised to address the localization step, shrinking the list of regions to consider for classification.

Region-based approaches. Region-based object detection methods [3], [20], [4] use the so called region proposal approaches to produce a reduced set of Regions of Interest (RoIs) to be classified. These methods can be either general purpose, based on geometrical properties of the image, to e.g. group similar pixels [21], or they can be optimized, i.e. learned, on the task at hand [3]. For instance, the Region Proposal Network (RPN) [3] is a 2-layers fully convolutional network which predicts region candidates on the convolutional feature map of the input image. This process is based on the concept of anchors (introduced in [3] and widely used in the subsequent literature [20], [4], [5]) to encode different scales and aspects ratio of a single location on the feature map. After RPN introduction [3], a great work has been done in order to improve it in terms of precision of the predicted regions [22], [23], [24]. Anchors introduction shapes the problem of localization problem from a 4-coordinates prediction to a 4-offsets regression.

Grid-based approaches. These methods are based on anchors [25], [5], [8] as well (also called default boxes). These approaches remove the intermediate step of region candidates proposal, directly producing classification predictions on the different anchors. While being typically more efficient in terms of training and inference time, they are also slightly less precise on standard benchmarks than the region-based methods [6].

Keypoint based approaches. Differently from the above two approaches, these methods [26], [9], [27], [10] typically represent objects of interest as a set of keypoints (e.g. the bounding box’s center [27] or top-left and bottom-right corners [26]). The keypoints are predicted by e.g. fully convolutional networks [26], [27] and encoded into an embedding which is used for classification and objects properties regression.

All the aforementioned methods for localization, based on learning techniques, are typically embedded in the detection network and are optimized on the task at hand via end-to-end backpropagation of the whole network, requiring long training time. In this work, we propose, a fast training method for both the classification and the RPN, demonstrating higher performance than previous work and much shorter training time than a conventional fine tuning protocol.

III. METHODS

We consider the scenario in which a robot is asked to learn to detect a set of novel object instances (referred
to as TARGET-TASK) during a brief interaction with a human with a teacher-learner pipeline, as in [28]. The detection system is trained on-line on the TARGET-TASK, by exploiting some components of the pipeline previously trained on a different task (referred to as FEATURE-TASK). In this section, we describe the proposed detection method. Specifically, in Sec. III-A we overview the proposed system, while in Sec. III-B we focus on the main contribution of this paper, i.e., the strategy that we apply to learn on-line the region proposals on the TARGET-TASK.

A. Overview of the pipeline

The proposed detection pipeline (see Fig. 1) is composed of two main modules: (i) a Feature Extraction Module and (ii) an On-line Detection Module. For the former one, which computes a convolutional feature map for each proposed RoI, we rely on the first layers of Mask R-CNN where we replace the last sibling layers of the RPN with the proposed fast learning region proposal method (namely, On-line RPN in Fig. 1). For the On-line Detection Module, which uses the provided per RoI convolutional features for classification and refinement, we replace the two output layers of Mask R-CNN for class prediction and bounding box regression, with the on-line object detection method [1].

The main contribution of the proposed approach relies on the Feature Extraction Module. Firstly, with respect to [1], we substitute the first layers of Faster R-CNN [3], with the first layers of Mask R-CNN [4], allowing to increase the quality of the extracted feature. Indeed, the adoption of the RoI Align layer [4] allows to reduce the misalignment in the feature extraction process given by the coarse spatial quantization previously performed in the RoI Pooling layer [3]. Secondly and more importantly, we propose a method for quickly re-training a region proposal network, the On-line RPN. More details of this latter contribution are provided in Sec. III-B.

Learning protocol. The learning process of the pipeline can be divided in two stages. The off-line stage is performed by training Mask R-CNN for object detection on the FEATURE-TASK, following the training procedure proposed in [4]. The weights learned during this off-line stage, represented by the green blocks in Fig. 1 (the convolutional layers) are then used in the second learning stage. The on-line learning stage is performed on the TARGET-TASK and it can be divided in two sub-steps: firstly the On-line RPN is optimized using the features extracted by the shared convolutional feature extractor previously trained, subsequently, the On-line Detection Module is trained, by using the per region features proposed by the On-line RPN jointly with the following convolutional layers. While the first off-line stage is performed only once on the available data, this second on-line stage is performed in few minutes on the task at hand.

B. On-line learning strategy

In order to quickly learn region candidates for the task at hand, we propose an adaptation of the strategy from [1]. In that case, the output layers of Faster R-CNN were replaced, respectively with an optimized Kernel method (FALKON) [17], [18] for classification, and a Regularized Least Squares (RLS) regressor for bounding box refinement [29] (On-line Detection Module in Fig. 1). In addition, [1] proposed an approximated Hard Negative Mining method [30], [31], [29], called Minibootstrap, to efficiently select the hard negatives from the dataset, addressing the well known problem of positives-negatives imbalance in object detection [32].

In this work, we propose to use this learning strategy for both the On-line Detection Module and the region proposal method. In the following paragraph, we illustrate how we propose to adapt this strategy to obtain the On-line RPN (see Fig. 1). Our motivation is that the region proposal
task is similar to the region classification performed by the On-line Detection Module, but for the definition of classes. Specifically, in the region proposal step, there is a single foreground class, comprising all target classes altogether, while the background class is strongly redundant. In the region classification step, instead, a specific class for every target is defined (since the objects have to be identified), while the background class is composed by all the wrong proposed regions (usually this class is still dominant, but has already went through the region proposal selection process).

On-line RPN. While in principle the RPN’s problem is similar to the detection one (i.e. region classification and refinement), in [4] they are addressed differently. The RPN is an anchor based localization method, i.e. it uses different anchors (representing different scales and aspect ratios) to predict the objectness of the regions in an image (see [3] for further details). Given a convolutional feature map of size $h \times w \times f$ (where $h$ and $w$ are the height and width of the feature map and $f$ is the number of channels), the per anchor region classifier in the RPN in [3] is implemented as a convolutional layer with $A$ channels, kernel size 1 and stride 1 (where $A$ is the number of anchors). The output tensor is, hence, of size $h \times w \times A$, where the element $ij$a represents the objectness score of the location $ij$ for the $a^{th}$ anchor. All the regions with an Intersection over Union (IoU) greater than 0.7 with the ground truth are used as positives (foreground) (alternatively, if a ground truth does not have regions with an IoU greater than 0.7, the ones with the highest IoU are considered), while all the regions with an IoU smaller than 0.3 are considered as negatives (background).

In this work, we substitute the $A$ kernels for classification with $A$ FALKON binary classifiers. We “unroll” the $h \times w \times f$ feature map into a list of $h\times w \times f$ features of size $f$. All of them represent specific locations in the original image and they are used as learning samples by the classifiers, trained within the Minibootstrap procedure [1]. As explained in [1], the Minibootstrap visits a random subset of negative samples during the training. This aspect is critical for training the region proposals on-line. In fact, as explained above, the set of negative proposals is usually very redundant and large, since it is un-selected at this stage. Hence, for the on-line region proposal training, the Minibootstrap is key to reduce the computation and memory requirements. Finally, the positive region proposals are refined. Similarly to the classification case, the region refinement in the original RPN is performed by a convolutional layer with $A \times 4$ channels with kernel 1 and stride 1. In the On-line RPN, we substitute them with $A \times 4$ RLS regressors [29].

IV. EXPERIMENTS

In this section, we report on the empirical analysis performed to demonstrate the effectiveness of the presented approach. In Sec. IV-A we describe the experimental setup. In Sec. IV-B we show that the RPN adaptation to the task at hand increases the performance of an object detection system. Then in Sec. IV-C we benchmark the proposed pipeline on two robotic datasets, proving its effectiveness. In Sec. IV-D we analyze the proposed method, showing different speed/accuracy trade-offs. Finally, in Sec. IV-E we analyze the hyper-parameters selection to show that the proposed hybrid pipelines are more robust against over-fitting than their deep-learning based counterparts.

A. Experimental setup

In our experiments, we compare to Mask R-CNN as baseline. For a fair comparison, we consider the weights learned by training Mask R-CNN on the FEATURE-TASK (see Sec. III-A, off-line stage) and use them for: (i) the Feature Extraction Module of our pipeline (Ours), and (ii) as a warm restart for the fine-tuning of the RPN and the last fc layers of Mask R-CNN on the TARGET-TASK (i.e. we set the learning rate to 0 for all the layers of the network except the last layers of the RPN and the fc layers) (Mask R-CNN (RPN + fc layers)). Moreover, we consider as lower bounds for our approach two different methods, namely, (i) the O-OD and (ii) the Mask R-CNN (fc layers). In both cases, the feature extractor is trained on the FEATURE-TASK and respectively, in the first case, the On-line Detection Module is trained on the TARGET-TASK (O-OD), while in the second case, the last fc layers are optimized (Mask R-CNN (fc layers)). Finally, we complete the analysis by reporting in our experiments the upper bound of our method, obtained by training the full architecture of Mask R-CNN on the TARGET-TASK (Mask R-CNN (full)). We consider ResNet50 [2] as CNN backbone for feature extraction, integrated within the Mask R-CNN as suggested in [2]. We set the number of epochs for the learning of the CNN baselines by choosing the model at the epoch achieving the highest mAP on a validation set, while we select on the same validation set the main hyper-parameters of FALKON (the Gaussian kernel’s variance $\sigma$ and the regularization parameter $\lambda$). We use the official Python implementation of FALKON. We demonstrate the effectiveness of the proposed approach by considering the following metrics: the Average Recall (AR (%)) of the predicted region proposals, as defined in [22]; the mean Average Precision (mAP (%)) of the final detection predictions, as defined in [12] and the time required to optimize the methods on the TARGET-TASK (Training Time). In particular, for the Mask R-CNN baselines, the training time is the time required to train or fine-tune Mask R-CNN via backpropagation. For O-OD and Ours, instead, it is composed of the feature extraction times, which in practical robotic applications can be absorbed (completely for O-OD and partially Ours) during the data acquisition phase and of the training time of the on-line modules. All experiments reported in this paper have been performed on a
Datasets. For the proposed empirical evaluation, we considered two robotic datasets that depict the HRI scenario targeted in our work, showing that updating the RPN is particularly effective when the FEATURE-TASK and the TARGET-TASK represent different domains.

The first dataset is the iCubWorld Transformations [33] (referred to as iCWT) which contains images for 200 objects belonging to 20 different categories (10 instances for each category). Each object is acquired in two separate days with different sequences representing specific viewpoint transformations: 2D rotation (2D ROT), generic rotation (3D ROT), translation (TRANSL), scaling (SCALE) and a sequence that contains all transformations randomly combined (MIX). Please, refer to [33] for further details about the dataset.

Since our work is an evolution of [1], providing results on iCWT allows to directly compare with the baseline. The second dataset is a collection of table-top sequences [34] (referred to as TABLE-TOP) depicting 21 of the 200 objects from the iCWT, randomly placed on a table with two different table cloths: (i) pink/white pois (POIS) and (ii) white (WHITE). Refer to [34] for further details about the dataset. Both datasets are publicly available.

Finally, for the preliminary analysis described in Sec. IV-B which gave us the motivation to pursue this work, we also considered the computer vision datasets MS COCO [13] and Pascal VOC [12].

B. General Vs. Updated RPN

Key for the fast adaptation of the learning model proposed in [1] is the decoupling of the optimization of the Feature Extraction Module and of the On-line Detection Module. Indeed, the former is trained off-line only once on a FEATURE-TASK, while the latter can be trained on-line on the TARGET-TASK. This allows the fast adaptation of the architecture to novel tasks, however it was also observed that the lack of optimization of the feature extractor might produce in some cases a performance drop [1]. We show in this section that this gap can be partially or completely recovered by training the region proposal on the TARGET-TASK. To prove this statement, we compare three baselines with increasing levels of adaptation of Mask R-CNN’s network on the TARGET-TASK. Specifically, we considered: (i) Mask R-CNN (fc layers), (ii) Mask R-CNN (RPN + fc layers) and (iii) Mask R-CNN (full) (see Sec. IV-A).

We considered as TARGET-TASK the TABLE-TOP dataset (see Sec. IV-A). Specifically, we take the WHITE sequence as training set and the POIS as test set. As upper bound we trained Mask R-CNN on the TARGET-TASK, obtaining an mAP on the test set of 88.2%. For Mask R-CNN (fc layers) and Mask R-CNN (RPN + fc layers), we tried three different FEATURE-TASKs: (i) a 100 objects identification task from the iCWT (chosen by excluding the ones contained in the TARGET-TASK) (see Fig. 2a), the MS COCO dataset [13] (see Fig. 2b) and the Pascal VOC dataset [12] (see Fig. 2c). As it can be noticed in Fig. 2 in all cases, there is an accuracy gap that comes from the fact that the feature extractor is not adapted on the TARGET-TASK. We note that, in the case of COCO, the gap is relatively smaller because the FEATURE-TASK contains some of the object categories of the TARGET-TASK. Importantly, this gap is partly or completely recovered when the RPN is also optimized. This result motivated our interest in implementing a fast learning method for the RPN.

C. Benchmark on robotic settings

We validate the proposed fast learning approach on two specific robotic scenarios. In both cases, we considered as FEATURE-TASK the same 100 objects identification task from the iCWT described in Sec. IV-B while varying the setting of the considered TARGET-TASK.

iCWT: different objects, same setting. In this experiment, we considered as TARGET-TASK a 30 objects identification task from the iCWT (chosen by excluding the ones contained in the FEATURE-TASK). We collect two sets of ∼8k and ∼4.5k images automatically annotated [33] for the training and validation sets which are intrinsically noisy, respectively, from the 2D ROT, 3D ROT, TRANSL and SCALE transformations of each object of the task and a set of 4.5k images manually annotated from the MIX sequence of each object for the test set. By following the indications provided in [1] for the Minibootstrap hyper-parameters, we...
set the number of iterations to 10 and the size of batches to 2000, for both the On-line RPN in Ours and the On-line Detection Module in Ours and O-OD.

The results reported in Tab. I show that the adaptation of the region proposal allows to improve the AR of the candidate RoIs and the mAP of the detections for both the baseline (Mask R-CNN (RPN + fc layers)) and the proposed approach (Ours). Moreover, while being comparable in terms of accuracy with the fine-tuning based counterparts, the on-line approaches (namely, in Tab. I O-OD and Ours, in rows 3 and 5, respectively) are remarkably faster. Furthermore, Tab. I shows that the proposed approach allows to obtain the most accurate detections with an mAP of 80.3% and an AR of 53.0% with a training time of $\sim$23 minutes, while the baseline requires $\sim$2 hours to achieve a comparable performance.

Notably, in this case, the Mask R-CNN (full) achieves a relatively low accuracy, with respect to the other baselines. We comment and give reasons to this in Sec. IV-E.

Finally, the accuracy achieved by the O-OD (73.2%) allows a direct comparison with the mAP (71.2%) reported in [1] (specifically, the line FALKON + Minibootstrap 10 $\times$ 2000 in Tab. 2). Since the only difference between the two approaches is the feature extractor (i.e. Faster R-CNN in [1] and Mask R-CNN in this work) the difference in mAP empirically supports that employing Mask R-CNN’s first layers improves the quality of the extracted features, with respect to the Faster R-CNN counterpart.

**TABLE-TOP: different objects and setting.** In the previous experiment, we considered a TARGET-TASK different from the FEATURE-TASK in terms of classes, but similar in terms of setting (i.e. viewpoint and background). In this experiment, we further assess the fast domain adaptation capability of the proposed approach by considering as TARGET-TASK the TABLE-TOP dataset (see Sec. IV-A). Specifically, as in Sec. IV-B we take 2k and 500 images from the WHITE sequence as training and validation sets, respectively, and 1k imaged from the POIS sequence as test set. As described in [34] all these images are manually annotated. We set empirically the number of Minibootstrap’s iterations and batch sizes respectively to 2 and 2000 for both the On-line RPN in Ours and the On-line Detection Module in Ours and O-OD. Please, note that while Mask R-CNN (full) has been trained for 4 epochs, Mask R-CNN (RPN + fc layers) required 9 epochs to be optimized, with the aforementioned validation protocol. Further comments on this are reported in Sec. IV-E.

As it can be inferred from the last rows of Tab. I in this case, the greater difference in the setting between the FEATURE-TASK and the TARGET-TASK leads to a larger gap in terms of AR and mAP between the upper bound (Mask R-CNN (full)) and the O-OD and the fine-tuning of the last fc layers. The adaptation of the RPN allows to partially recover this gap for the baseline and the On-line RPN of the proposed approach on the TARGET-TASK. However, while the first one (Mask R-CNN (RPN + fc layers)) requires $\sim$28 minutes of training, the proposed detection method (Ours) can be optimized in $\sim$5 minutes, achieving the best mAP (82.4%) and AR (51.6%) between the two.

![Fig. 3. AR trends for varying number of predicted RoIs. The methods compared are: (i) the RPN learned within the full training process of Mask R-CNN (Mask R-CNN (full)), (ii) the RPN trained on the FEATURE-TASK (Frozen RPN), (iii) the RPN trained within the Mask R-CNN (RPN + fc layers) baseline (Fine-tuning RPN) and (iv) the proposed approach (Ours).](image)
### D. Analysis of the region proposals

In Sec. [IV-B] we demonstrated that adapting the region proposals to the TARGET-TASK increases the detection performance. Then, in Sec. [IV-C] we showed that the proposed approach allows to do it significantly faster than the fine-tuning based counter part, while keeping or improving performance. In this section, we specifically dig into the analysis of the region proposals and show that, indeed, tuning the region proposals to the TARGET-TASK improves their quality. This effectively reduces the number of RoIs required to achieve a target recall, which, in turn, contributes to reduce the computational load of the detection task, thus achieving the same performance more efficiently. To prove this effect, we considered again the 100 objects identification task introduced in Sec. [IV-B] as FEATURE-TASK and the TABLE-TOP dataset as TARGET-TASK. We compare in Fig. 3 the average recall obtained with a growing number of predicted RoIs, for the following methods: (i) the proposed On-line RPN (Ours), (ii) the RPN learned within the full training process of Mask R-CNN (Mask R-CNN (full)), (iii) the RPN trained only on the FEATURE-TASK (Frozen RPN in Fig. 3) and (iv) the RPN trained within the Mask R-CNN (RPN + fc layers) baseline (Fine-tuning RPN in Fig. 3).

Fig. 3 shows that in the four cases, the AR saturates with more than 150 RoIs. Moreover, while the RPN trained only on the FEATURE-TASK reasonably achieves the worst performance, the proposed approach allows to achieve an AR higher than its baseline (i.e. Fine-tuning RPN). Therefore, our method achieves the AR that is the closest to the upper bound (Mask R-CNN (full)). This allows to significantly reduce the number of proposals when training the On-line Detection Module and at inference time, while preserving performance in terms of AR. For instance, by reducing the number of regions from 300 (as in Sec. [IV-C] TABLE-TOP) to 100, we manage to reduce the computational load of the method by a factor of 3, while only slightly reducing the obtained AR (see Fig. 3). Finally, this trade-off can be brought to the extreme, by considering 50 regions. In this case, the computational load is further reduced, while the AR is still higher than the baseline (Frozen RPN).

### E. Analysis of hyper-parameters selection

All results reported in Sec. [IV-C] have been achieved by choosing the hyper-parameters on a validation set as described in Sec. [IV-A] This is common practice both in computer vision and robotics, because the test set is not available at training time and it is especially important in on-line robotic applications, where hyper-parameters should be set off-line, before model’s deployment. However, even though in practical cases this is the only available choice, tuning parameters on the validation set (which is typically drawn from the training set) might not lead to the optimal values for the test set. To analyze this phenomenon for the experiments reported in Sec. [IV-C] we report in Tab. II the best mAP values on the test sets of iCWT and TABLE-TOP for all the pipelines compared in Sec. [IV-C]. These are obtained by optimizing the hyper-parameters on the test set. Note that this analysis is useful to understand the aforementioned phenomenon, however practically, this cannot be done since test data is not available at training time. As it can be observed, almost all the mAP values are higher than the ones reported in Tab. I. More importantly, it can be noticed that the pipelines that are the most affected are the Mask R-CNN baselines. For instance, the best accuracy achieved by Mask R-CNN (full) on iCWT is 79.8% (see Tab. II) while the value obtained by choosing hyper-parameters with the validation set is 74.2% (see Tab. I). Finally, in some cases Mask R-CNN baselines achieve the best accuracy on the test set with less epochs of training, also reducing training time. However, note that, these shorter training times cannot be achieved in practice. Firstly, the hyper-parameters cannot be tuned on the test set. Secondly, an additional time for data acquisition on the robot needs to be summed to the ones reported in Tabs. II and III since the training of Mask R-CNN baselines require the availability of all the training images to start, for instance for data shuffling to compose the training batches. Instead, for O-OD and Ours, this time can be absorbed during the feature extraction phase and it is already counted in the training time (see IV-A).

Finally, in Tab. II it can be noted that O-OD and Ours do not present the aforementioned accuracy and time gaps (note that, due to their training protocol training time remains

| Method | Dataset   | mAP (%) on Test Set | #Epochs | Avg. Train Time per Epoch |
|--------|-----------|---------------------|---------|---------------------------|
| Mask R-CNN [4] (full) | iCWT | 79.8 | 3 | 24m 35s |
| Mask R-CNN [4] (fc layers) | iCWT | 78.9 | 1 | 7m 36s |
| Mask R-CNN [4] (RPN + fc layers) | iCWT | 79.9 | 1 | 12m 25s |
| Ours | iCWT | 80.3 | - | - |
| Mask R-CNN [4] (full) | TABLE-TOP | 88.2 | 5 | 4m 27s |
| Mask R-CNN [4] (fc layers) | TABLE-TOP | 68.0 | 6 | 1m 30s |
| Mask R-CNN [4] (RPN + fc layers) | TABLE-TOP | 73.8 | - | - |
| Ours | TABLE-TOP | 79.1 | 7 | 3m 7s |
| Ours | TABLE-TOP | 84.5 | - | - |

**TABLE II**

Analysis of the performance on test set of iCWT and TABLE-TOP. The compared methods are the same as the ones of Tab. I. The number of epochs is not reported for the O-OD and Ours due to the different training protocol w.r.t. the baselines.
constant) which occur for the Mask R-CNN baselines. This represents a major advantage of the proposed approach which turns out to be less prone to overfit the training set, allowing to choose close-to-optimal hyper-parameters offline.

V. CONCLUSIONS

High reliability and fast adaptation to new tasks are two equally important requirements for robotic vision systems. While current deep learning methods achieve remarkable performance in terms of accuracy, their training time is typically high: this prevents their adoption in those robotic applications which require adaptation in presence of new scenarios or novel objects. In this paper, we present an approach for quickly adapting an object detector to a new task. We overcome a performance gap in previous work [1], by proposing a novel pipeline which adapts both the region proposal and the classification layers as new data comes. We demonstrate, through a set of experiments on different datasets, the effectiveness of the proposed approach. For these reasons, we believe this work makes an important step to achieve more flexible robotic vision systems.
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