PUSHNITSKI’S $\mu$-INvariant AND SCHRÖDINGER OPERATORS WITH EMBEDDED EIGENVALUES
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Abstract. In this note, under a certain assumption on an affine space of operators, which admit embedded eigenvalues, it is shown that the singular part of the spectral shift function of any pair of operators from this space is an integer-valued function. The proof uses a natural decomposition of Pushnitski’s $\mu$-invariant into ”absolutely continuous” and ”singular” parts. As a corollary, the Birman-Krein formula follows.
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Introduction

This work is a continuation of my previous note [4]. For notation used here one should consult [4].

Pushnitski’s $\mu$-invariant $\mu(\theta, \lambda)$ [13] can be defined as spectral flow of eigenvalues of the scattering matrix $S(\lambda + iy; H_1, H_0)$ (defined appropriately for complex values $\lambda + iy$) through the point $e^{i\theta}$, as $y$ goes from $0+$ to $\infty$. There is a connection between SSF and Pushnitski’s invariant [13, (1.12)]

\[ \xi(\lambda) = -\frac{1}{2\pi} \int_{0}^{2\pi} \mu(\theta, \lambda) \, d\theta. \]

It turns out that the path $r \in [0, 1] \mapsto S(\lambda; H_r, H_0)$ is continuous, so that one can introduce the ”absolutely continuous part” $\mu^{(a)}(\theta, \lambda)$ of Pushnitski’s invariant as spectral flow of eigenvalues of $S(\lambda; H_r, H_0)$ through $e^{i\theta}$. Under certain assumptions, which are natural for stationary approach to the mathematical scattering theory, and under which operators admit embedded eigenvalues, it is shown that

\[ \xi^{(a)}(\lambda) = -\frac{1}{2\pi} \int_{0}^{2\pi} \mu^{(a)}(\theta, \lambda) \, d\theta, \]

and that the difference $\mu^{(s)}(\theta, \lambda) := \mu(\theta, \lambda) - \mu^{(a)}(\theta, \lambda)$ does not depend on $\theta$ and is equal to $-\xi^{(s)}$. This implies that $\xi^{(s)}$ takes integer values. This result can be interpreted as a jump by an integer multiple of $2\pi$ of one of the scattering phases $\theta_j(\lambda, r)$, when $r$ crosses the ”resonance” point $r_0$, i.e. the point, for which the equation $H_r \psi = \lambda \psi$, $\lambda \in \Lambda$, has an $L^2$ solution, in accordance with Pushnitski’s formula [11]. This also agrees with a physical fact that one of the scattering phases $\delta_{l}(E)$ ($l$ is the angular quantum number) makes a smooth jump by $\pi$, when the energy of the incident particle crosses the resonance value $E_0$ [7, XVIII.6], where the jump is smooth since the lifetime of the resonance is finite. It seems to be likely that $\xi^{(s)}$ is always an integer-valued function.

Results of this note, as well as many proofs, were inspired by the ideas of [13].
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1. Results

We will repeatedly use without mentioning the continuous dependence of isolated eigenvalues [10 IV.3.5].

If $H_0$ is a self-adjoint operator and if $V$ is a bounded self-adjoint operator, then let $[13$ (4.1)]
\[ M(z, r) := M(z; H_r, H_0) = (H_r - \bar{z})(H_r - z)^{-1}(H_0 - z)(H_0 - \bar{z})^{-1}, \]
where $z \in \mathbb{C} \setminus \mathbb{R}$, and $H_r = H_0 + rV$, $r \in \mathbb{R}$. Let for some $p \in [1, \infty]$
\[ (2) \quad M(z, 1) - 1 \in \mathfrak{S}_p(\mathcal{H}). \]

Lemma 1.1. If (2) holds, then for all $r \in [0, 1]$ $M(z, r) - 1 \in \mathfrak{S}_p(\mathcal{H})$.

Proof. Since the inclusion $M(z, r) - 1 \in \mathfrak{S}_p(\mathcal{H})$ is equivalent to $(H_r - z)^{-1} - (H_0 - z)^{-1} \in \mathfrak{S}_p(\mathcal{H})$ [13 §4.1], it is enough to prove this last inclusion. Using the second resolvent identity, one has
\[ (H_r - z)^{-1} - (H_0 - z)^{-1} + -(H_r - z)^{-1}rV(H_0 - z)^{-1} \]
\[ = -(H_r - z)^{-1}(H_1 - z)(H_1 - z)^{-1}rV(H_0 - z)^{-1} \]
\[ = r(1 + (1 - r)V(H_1 - z)^{-1})(H_1 - z)^{-1} - (H_0 - z)^{-1}) \in \mathfrak{S}_p(\mathcal{H}), \]
where the last operator belongs to $\mathfrak{S}_p(\mathcal{H})$, since $(H_1 - z)^{-1} - (H_0 - z)^{-1} \in \mathfrak{S}_p(\mathcal{H})$ by (2). □

Lemma 1.2. If $VR_{z_0}(H_0) \in \mathfrak{S}_p(\mathcal{H})$ for some $z_0 \in \mathbb{C} \setminus \mathbb{R}$, then the function $(z, r) \in \mathbb{C} \setminus \mathbb{R} \times \mathbb{R} \mapsto VR_z(H_r)$ takes values in $\mathfrak{S}_p(\mathcal{H})$ and $\mathfrak{S}_p(\mathcal{H})$-continuous, where $H_r = H_0 + rV$.

Proof. The first and the second resolvent identities imply
\[ VR_z(H_r) = VR_{z_0}(H_0)[1 + (z - z_0)R_z(H_0)](1 - rVR_z(H_r)) \in \mathfrak{S}_p(\mathcal{H}). \]
This formula also implies continuity of $VR_z(H_r)$. □

We note that if $H$ is semibounded then $VR_z(H) \in \mathfrak{S}_p(\mathcal{H})$ implies that $G(1 + |H|)^{1/2} \in \mathfrak{S}_{2p}(\mathcal{H})$. Plainly, the assumption $VR_z(H) \in \mathfrak{S}_1(\mathcal{H})$ is stronger than the trace compatibility assumption $V\varphi(H) \in \mathfrak{S}_1(\mathcal{H})$, $\varphi \in C_c(\mathbb{R})$.

From now on we will assume that for any $H \in \mathcal{A}$ and $V \in \mathcal{A}_0$
\[ (3) \quad VR_z(H) \in \mathfrak{S}_p(\mathcal{H}) \quad \text{and} \quad G(1 + |H|)^{1/2} \in \mathfrak{S}_{2p}(\mathcal{H}). \]

Lemma 1.3. The function $(z, r) \in \mathbb{C}_+ \times [0, 1] \mapsto M(z, r) \in 1 + \mathfrak{S}_p(\mathcal{H})$ is continuous in $\mathfrak{S}_p(\mathcal{H})$-norm.

Proof. This follows from [13 (4.22)]
\[ M(z, r) - 1 = r(\bar{z} - z)(G(H_0 - \bar{z})^{-1})^* \]
\[ \times (J^{-1} + rT(z))^{-1}(G(H_0 - z)^{-1})(1 - (z - \bar{z})G(H_0 - \bar{z})^{-1}) \]
and from the argument of the proof of [13 Proposition 4.1 (iii)]. □

Lemma 1.4. [13 Lemma 4.1] When $y \to +\infty$
\[ \|M(\lambda + iy, H_r, H_0) - 1\|_p \to 0 \]
uniformly with respect to $r \in [0, 1]$.
Proof. Consider the function [13 §4.3]
\begin{equation}
S(z, r) = 1 - 2irB_0^{1/2}(z)J(1 + rT_0(z)J)^{-1}B_0^{1/2}(z),
\end{equation}
where \( B_0(z) = \text{Im } T_0(z) \). Repeating the argument of the proof of [13 Lemma 4.1], one can see that \( ||S(z, r) - 1||_p \to 0 \) as \( \text{Im } z \to +\infty \) uniformly with respect to \( r \in [0, 1] \). Now, [13 Theorem 4.1] completes the proof. \( \square \)

Let \( A \) be a trace compatible space. Let \( p, \tilde{p} \in [1, \infty], \) \( \tilde{p} \leq p \).

Assumption 1.5. Let \( H_0 \in A, \) \( V \in A_0 \) and let \( H_r = H_0 + rV, \) \( r \in [0, 1] \).
(i) the condition (ii) holds; (ii) there exists an open set \( \Lambda = \Lambda(H_0, V) \subseteq A \), such that \( \Lambda \setminus \Lambda \) is a discrete in \( A \) set and for all \( \lambda \in \Lambda \) the function \( T_0(\lambda + iy) \) has non-tangential limit values \( T_0(\lambda \pm i0) \) in \( {\mathcal{S}}_\infty(\mathcal{H}) \); (iii) for all \( \lambda \in \Lambda \) \( B_0(\lambda \pm i0) := \text{Im } T_0(\lambda \pm i0) \in {\mathcal{S}}_p(\mathcal{H}) \); (iv) if \( J^{-1} + T_0(\lambda + i0) \) is not invertible for \( \lambda \in \Lambda \) then \( \lambda \) is an eigenvalue of \( H_0 + V \).

Assumption (ii) implies that for \( \lambda \in \Lambda(H_0, V) \), \( T_r(\lambda + i0) \) exists outside a discrete set in \([0, 1]\) and \( T_r(\lambda + i0) \in {\mathcal{S}}_\infty(\mathcal{H}) \). Indeed, since \( T_0(\lambda + i0) \in {\mathcal{S}}_\infty(\mathcal{H}) \), the operator \( 1 + rJ_{T_0}(\lambda + i0) \) is invertible on a set with discrete complement. Hence, [14 Lemma 1.4] completes the proof.

Let \( \gamma = \gamma(H_0, V) := \{ (\lambda, r) \in \Lambda_A \times [0, 1] : (\lambda, r) \not\in \Lambda(H_0, rV) \} \).
This set will be called a resonance set.

We need the following variant of the stationary formula for the scattering matrix, see e.g. [16].

Theorem 1.6. Let \( r \in [0, 1] \). If \( H_0 \in A, \ V \in A_0, \ H_r = H_0 + rV, \) and if Assumption 1.5 holds, then for all \( \lambda \in \Lambda(H_0, rV) \) the scattering matrix \( S(\lambda; H_r, H_0) \) exists, and the stationary representation for the scattering matrix
\begin{equation}
S(\lambda; H_r, H_0) = 1 - 2irZ_0(\lambda)J(1 + rT_0(\lambda + i0)J)^{-1}Z_0(\lambda)
\end{equation}
holds. Moreover, \( S(\lambda; H_r, H_0) - 1\lambda \in {\mathcal{S}}_p(\mathcal{H}_\lambda) \) for all \( \lambda \in \Lambda(H_0, rV) \).

Lemma 1.7. The function \( r \mapsto S(\lambda; H_r, H_0) \) is a meromorphic function, which has analytic continuation to all real poles of \( (J^{-1} + rT_0(\lambda + i0))^{-1} \).

Proof. Since \( T_0 \) is compact, the function \( r \mapsto S(\lambda; H_r, H_0) \) is meromorphic by Theorem 1.6 and the analytic Fredholm alternative. Since it is also bounded (unitary-valued) along \( r \in \Lambda \), it has analytic continuation to any real pole \( r = r_0 \) of \( (J^{-1} + rT_0(\lambda))^{-1} \). \( \square \)

It follows from [14 (17)] that the function \( r \mapsto w_+(\lambda; H_0, H_r)\Pi_{H_r}(\Phi_{H_r}(\lambda)w_+(\lambda; H_r, H_0) \) also has analytic continuation to \( r = r_0 \).

Let \( \Gamma \) be a piecewise linear path in \( A \). We denote by \( \Lambda(\Gamma) \) the intersection of the sets \( \Lambda(H_j, H_j - H_{j-1}) \), \( j = 1, 2, \ldots \), where \( H_0, H_1, H_2, \ldots \) are the nodes of \( \Gamma \).

Theorem 1.8. Let Assumption 1.5 holds and let \( H_0, H_1 \in A \). If \( \Gamma = \{ H_r \}_{r \in [0,1]} \) is a piecewise linear path in \( A \), connecting \( H_0 \) and \( H_1 \), then for any \( \lambda \in \Lambda(\Gamma) \)
\begin{equation}
S(\lambda; H_1, H_0) = \text{Exp} \left( -2\pi i \int_0^1 w_+(\lambda; H_0, H_r)\Pi_{H_r}(\Phi_{H_r}(\lambda)w_+(\lambda; H_r, H_0) \right)
\end{equation}
holds.
Proposition 1.12. If $\lambda \in \Lambda$, then the limits $\lim_{r \to 0} \log \det S(\lambda; H_r, H_0)$ exist and their difference $\theta_+^j(\lambda, r_0) - \theta_-^j(\lambda, r_0)$ is an integer multiple of $2\pi$.

Proof. This follows from Lemma 1.7 and Theorem 1.9. □

Theorem 1.9. If $H_0, H_1 \in A$ and Assumption 1.2 holds, then

$$-2\pi i \xi^{(a)}_{H_1, H_0}(\lambda) = \log \det S(\lambda; H_1, H_0), \quad a.e. \lambda \in \Lambda_A,$$

where the branch of the logarithm is chosen in such a way, that the function $r \in [0, 1] \mapsto \log \det S(\lambda; H_r, H_0)$ is continuous. Here $\{H_r\}$ is a piecewise linear path.

The proof of this theorem is the same as that of Theorem 4, Theorem 2.7.

Corollary 1.10. The definition of $\xi^{(a)}$ and $\xi^{(s)}$ does not depend on the choice of the piecewise linear path $\Gamma$.

We denote by $e^{i\theta_j(y, r)}$, $j = 1, 2, \ldots$, the eigenvalues of the operator $M(z; H_r, H_0)$.

Lemma 1.11. If $(\lambda, r) \notin \gamma(H_0, V)$, then the limits values $e^{i\theta_j(\lambda + io, r)}$ exist.

Proof. By Theorem 4.1, for $z \in \mathbb{C} \setminus \mathbb{R}$ the eigenvalues of $M(z; H_r, H_0)$ and $S(z, r)$ coincide (see [4]). By Assumption 1.5(ii), the norm limit $B_0(\lambda + io)$ exists.

If $(\lambda, r) \notin \gamma$, the norm limit $(J^{-1} + rT_0(\lambda + io))^{-1}$ exists by Lemma 1.4. It follows that the norm limit $S(\lambda + io, r)$ exists. Hence, the limit values $e^{i\theta_j(\lambda + io, r)}$ of the eigenvalues of $S(z, r)$ also exist. □

In case $y = \text{Im} z \to \infty$ the limit values of $e^{i\theta_j(\lambda + iy, r)}$ are equal to 1 [13, Lemma 4.1]. The functions $r \mapsto \theta_j(\lambda + iy, r)$ can be chosen to be continuous and such that $\theta_j(\lambda + iy, 0) = 0$. We denote by $\theta_j(\lambda + io, r)$ the limit $\lim_{y \to +0} \theta_j(\lambda + iy, r)$. This allows one to define Pushnitski’s $\mu$-invariant [13] by formula

$$\mu(\theta, \lambda; H_1, H_0) = -\sum_{j=1}^{\infty} \left[ \frac{\theta - \theta_j(\lambda + io, 1)}{2\pi} \right],$$

where the path to $\theta_j(\lambda + io, 1)$ is taken along $y$ as $y$ goes from $+\infty$ to 0, and $|x| = \max \{n \in \mathbb{Z}: n \leq x\}$. We also introduce the “absolutely continuous” part of Pushnitski’s $\mu$-invariant by the same formula

$$\mu^{(a)}(\theta, \lambda; H_1, H_0) = -\sum_{j=1}^{\infty} \left[ \frac{\theta - \theta_j^*(\lambda, 1)}{2\pi} \right],$$

where $e^{i\theta_j^*(\lambda, r)}$ are eigenvalues of $S(\lambda; H_r, H_0)$. In other words, $\mu^{(a)}(\theta, \lambda)$ (respectively, $\mu(\theta, \lambda)$) is the spectral flow of eigenvalues $e^{i\theta_j(\lambda, r)}$, $j = 1, 2, \ldots$, (respectively, $e^{i\theta_j(\lambda + io, r)}$) of $S(\lambda; H_r, H_0)$ (respectively, $M(\lambda + io; H_r, H_0)$) through $e^{i\theta}$ in anticlockwise direction, as $r$ moves from 0 to 1.

Proposition 1.12. For a.e. $\lambda \in \Lambda$

$$\xi^{(a)}(\lambda; H_1, H_0) = -\frac{1}{2\pi} \int_{0}^{2\pi} \mu^{(a)}(\theta, \lambda; H_1, H_0) \, d\theta.$$
Proof. If \((\lambda, r) \notin \gamma\), then by (the proof of) Lemma 1.11 the limit function \(S(\lambda + i0, r)\) exists. Using \(\dim \ker(AB - \lambda) = \dim \ker(BA - \lambda)\) (see e.g. [13, (4.24)]) and \(\pi Z_r^2(\lambda)Z_r(\lambda) = B_r(\lambda + i0)\) (see e.g. [13, §9]) it follows from Theorem 2.6 and 14 that the eigenvalues of \(S(\lambda + i0, r)\) and that of \(S(\lambda; H_r, H_0)\) coincide outside the resonance set \(\gamma\). Since by Lemma 1.3 the function \(r \mapsto S(\lambda; H_r, H_0)\) is continuous, its eigenvalues \(e^{i\theta_j^\pm(\lambda, r)}\) are continuous functions of \(r\). This implies that \(\theta_j^\pm(\lambda_0, r_0)\) exist and \(\theta_j^+ (\lambda_0, r_0) - \theta_j^- (\lambda_0, r_0)\) is an integer multiple of \(2\pi\). □

**Lemma 1.14.** The difference

\[ \mu^{(s)}(\theta, \lambda; H_1, H_0) := \mu(\theta, \lambda; H_1, H_0) - \mu^{(a)}(\theta, \lambda; H_1, H_0) \]

is an integer-valued function, which does not depend on \(\theta\). The function \(r \mapsto \mu^{(s)}(\lambda; H_r, H_0)\) is constant outside of the resonance set \(\gamma_\lambda := \{ r \in [0, 1] : (\lambda, r) \in \gamma \}\), while at any point \(r_0\) of \(\gamma_\lambda\) its jump is equal to

\[ \frac{1}{2\pi} \sum_{j=1}^{\infty} (\theta_j^+ (\lambda, r_0) - \theta_j^- (\lambda, r_0)). \]

Proof. Let \(\tau_y = \tau_y(\lambda), \ y \in (0, \infty)\), be a path in \(\{(z, r) \in \mathbb{C}_+ \times [0, 1]\}\), consisting of two straight lines \((\lambda + i0, 1) \to (\lambda + iy, 1)\) and \((\lambda + iy, 1) \to (\lambda + i0, 1)\), if \(y < \infty\), and of one straight line \((\lambda + i0, 1) \to (\lambda + i\infty, 1)\), if \(y = \infty\). We will identify these paths with their images in the set of unitary operators under the map \(M(z, r)\). Any two paths \(\tau_y\) and \(\tau_z\), connecting the unitary operator \(M(\lambda + i0, 1)\) with the identity operator \(1\) are homotopic. Since by Lemma 1.3 the function \(M(z, r)\) is continuous, the \(\mu\)-invariant (i.e. the spectral flow of eigenvalues on the unit circle), computed along these two paths, coincide. Lemma 1.4 implies that the spectral flow along \(\tau_\infty\) is also the same. Hence, after letting \(\varepsilon \to 0\), Lemma 1.3 implies that \(\mu^{(s)}\) does not depend on \(\theta\). The sum in (7) is finite, since \(\theta_j^+ (\lambda, r_0) - \theta_j^- (\lambda, r_0)\) is a multiple of \(2\pi\) and \(\theta_j^\pm (\lambda, r_0) \to 0\) as \(j \to \infty\). □

It follows that

\[ \mu^{(s)}(\lambda; H_1, H_0) = \frac{1}{2\pi} \sum_{r \in \gamma_\lambda} \sum_{j=1}^{\infty} (\theta_j^+ (\lambda, r) - \theta_j^- (\lambda, r)). \]

Since \(\gamma_\lambda \subset [0, 1]\) consists of real poles of a meromorphic function, the first sum in this formula is also finite.

**Lemma 1.15.** If Assumption 1.2 holds with \(p = 1\), then the following equality holds true for a.e. \(\lambda\)

\[ \xi(\lambda) = -\frac{1}{2\pi} \int_0^{2\pi} \mu(\theta, \lambda) d\theta. \]

Proof. It follows from [13, (4.4)] that in \(\mathcal{S}_p(H)\)

\[ \frac{d}{dr} M(z; H_r, H_s)\Big|_{r=s} = -2i y R_z(H_s) V R_{\bar{z}}(H_s), \]

where \(y = \text{Im} z\). This equality and the multiplicative property \(M(z; H_2, H_0) = M(z; H_2, H_1) M(z; H_1, H_0)\) imply that

\[ \frac{d}{dr} M(z; H_r, H_s) = -2i y R_z(H_r) V R_{\bar{z}}(H_r) M(z; H_r, H_s). \]

Hence, [4, Lemma A.1] implies that

\[ M(z; H_r, H_0) = T_{\exp \left( -2iy \int_0^r R_z(H_s) V R_{\bar{z}}(H_s) ds \right)}(H). \]
Since $p = 1$, by [1] Lemma A.3]
\[
    i \arg \det M(z; H_r, H_0) = -2iy \int_0^r \text{Tr}(R_z(H_s)VR_z(H_s)) \, ds.
\]
where the value of $\arg$ is chosen such that the left hand side is continuous with respect to $r$. Hence, for $\varphi \in C_c^\infty(\Lambda(H_0, V))$, we have
\[
    \int_\Lambda \arg \det M(\lambda + iy; H_r, H_0) \varphi(\lambda) \, d\lambda = \int_\Lambda \left( \int_0^r \text{Tr}(V(R_{\lambda+iy}(H_s) - R_\lambda(H_s))) \varphi(\lambda) \, ds \right) \, d\lambda.
\]
If we take the limit $\lim_{y \to 0^+}$ then on the left hand side we can interchange the limit and the integral, since $y \to \det M(\lambda + iy; H_r, H_s)$ is continuous up to the cut along $\Lambda$. The expression under the second integral is continuous by Lemma [1]. Hence, we can interchange the integrals in it:
\[
    \int_0^r \left( \int_\Lambda \text{Tr}(V(R_{\lambda+iy}(H_s) - R_\lambda(H_s))) \varphi(\lambda) \, d\lambda \right) \, ds.
\]
By the same reason, we can interchange the $\lambda$-integral and the trace to get
\[
    \int_0^r \left( \text{Tr} \left[ \int_\Lambda V(R_{\lambda+iy}(H_s) - R_\lambda(H_s)) \varphi(\lambda) \, d\lambda \right] \right) \, ds.
\]
By Stone’s formula (see e.g. [13]) and a simple approximation argument, the inner integral converges (in $\sigma$-topology) to $-2\pi i V \varphi(H_s)$ as $y \to 0^+$. The convergence in $\mathcal{S}_1(\mathcal{H})$-topology can be shown in the following way. Write $V = VE^{H_s}_\Delta + VE_{R\setminus\Delta}^{H_s}$. Here $\Delta$ is a big enough segment, containing supp($\varphi$). For $VE^{H_s}_\Delta$, the convergence in $\mathcal{S}_1(\mathcal{H})$ follows from e.g. [13] (2.2). For $VE_{R\setminus\Delta}^{H_s}$, the convergence follows from the monotone decreasing to 0 of the family $i \sqrt{V}[E_{R\setminus\Delta}^{H_s}[R_{\lambda+iy}(H_s) - R_\lambda(H_s)]]/\sqrt{V} \in \mathcal{S}_1(\mathcal{H})$ for small enough values of $y$.

Hence, since the integral converges in $\mathcal{S}_1(\mathcal{H})$ topology, we can interchange the limit and the trace. Finally, we can interchange the $r$-integral and the limit by the dominated convergence theorem.

Hence,
\[
    -\int_\Lambda \arg \det M(\lambda + i0; H_1, H_0) \varphi(\lambda) \, d\lambda = 2\pi \int_0^1 \text{Tr}(V \varphi(H_s)) \, ds.
\]
The right hand side is equal to $2\pi \xi_{H_1, H_0}(\varphi)$. Since $\xi$ is absolutely continuous [5 Theorem 2.9], it follows that for a.e. $\lambda$
\[
    2\pi \xi(\lambda) = -\arg \det M(\lambda + i0; H_1, H_0).
\]
It follows that
\[
    \xi(\lambda) = -\frac{1}{2\pi} \sum_{j=1}^\infty \theta_j(\lambda + i0, 1; H_1, H_0) = -\frac{1}{2\pi} \int_0^{2\pi} \mu(\theta, \lambda) \, d\theta.
\]
\[
\]
**Remark.** This lemma together with the argument of the proof of [13] Theorem 6.1] implies that
\[
    \xi(\lambda) = \lim_{y \to 0^+} \arg D_{H/H_0}(\lambda + iy),
\]
where \( D_{H/H_0}(z) = \det(1 + JT_0(z)) \), which for trace class perturbations was proved by M. G. Krein in [11]. Conversely, if (10) was known for perturbations \( V \) satisfying \( VR_2(H) \in \mathcal{S}_1(H) \), then combined with [13, Theorem 6.1] it would imply Lemma 1.15.

**Theorem 1.16.** If Assumption 1.5 holds with \( p = 1 \), then for a.e. \( \lambda \in \mathbb{R} \) \( \xi(s)(\lambda) = -\mu(s)(\lambda) \), and hence, \( \xi(s) \) is an integer-valued function.

**Proof.** This follows from Lemmas 1.14, 1.15 and Proposition 1.12. \( \Box \)

It follows that \(-\xi(s)(\lambda)\) is equal to the right hand side of (8).

**Corollary 1.17.** If the Assumption 1.5 holds with \( p = 1 \), then for a.e. \( \lambda \in \mathbb{R} \)

\[
\det S(\lambda; H_1, H_0) = e^{-2\pi i \xi(s)(\lambda)}.
\]

It follows directly from the definition of \( \xi(s) \) that if \( V \geq 0 \), then the function \( \xi(s) \) is non-negative. The function \( \xi(s) \) is non-zero on \( \Lambda_A \), if there is at least one moving embedded eigenvalue. The last is not necessary: embedded eigenvalues, present at \( r = 0 \), can just stay constant, or, what seems to be more likely, disappear for \( r > 0 \). In this case, \( \xi(s) \) is zero outside of \( \{\lambda_j\} \). Absolute continuity of \( \xi(s) \) implies that \( \xi(s) \) is zero on \( \Lambda_A \).

Though disappearance or stability of embedded eigenvalues may seem to be unlikely, the consideration of one-dimensional short range Schrödinger operators with embedded eigenvalues shows, that it is plausible (Appendix A). Indeed, in order to ensure square summability of eigenfunction, the barriers and pits of the potential and the energy of the eigenfunction should be finely tuned, see e.g. [9, Chapter 4] or Appendix A. A slight change of potential or of boundary condition destroys square summability of the eigenfunction.

Note that examples of Schrödinger operators with embedded eigenvalues have artificial potentials. At the same time, some natural examples of magnetic Schrödinger operators \((-i\nabla - a)^2 + V \) have stable and moving (as \( r \) changes) embedded eigenvalues, see [3, 8, 2]. One can look for examples with non-zero \( \xi(s) \) on the absolutely continuous spectrum in this direction.

**Appendix A. Example**

**A.1. An example of short range Schrödinger operator with embedded eigenvalues.** We construct a short range Schrödinger operator (in the sense of [1, Definition 3.1]) on a half-line \((0, \infty)\) with an embedded eigenvalue, using an idea from [9], which goes back to [12]. Other examples of Schrödinger operators with embedded eigenvalues can be found in [9, Chapter 4], but those examples are not short range.

Let \( 0 < \lambda < w \), let \( a_0 < b_0 < a_1 < b_1 < \ldots \) and let

\[
W(x) = \begin{cases} 
  w, & \text{if } x \in [a_n, b_n] \text{ for some } n \\
  0, & \text{if otherwise.}
\end{cases}
\]

If for some \( s > \frac{1}{2} \) \( b_n - a_n = n^{-s} \), then \( W \) satisfies the estimate [11 (1.3)], and, consequently, \( W(x) \) is a short range potential [15], [11 §3, Remark 2].

If \( a_{n+1} - b_n \), \( n = 0, 1, 2, \ldots \), are chosen to be equal to the wavelength of a free particle with energy \( \lambda \), then the eigenfunction \( \psi \) enters the interval \( (b_n, a_{n+1}) \) and leaves it with the same phase. If \( a_n \) is chosen such that \( \frac{\psi'(a_n)}{\psi(a_n)} = -\sqrt{w - \lambda} \) then \( \psi \) enters and leaves the barrier \([a_n, b_n]\) with the same phase. The boundary
Lemma A.1. \( W \) is a short range potential. The operator \(-\frac{d^2}{dx^2} + W\) has an embedded eigenvalue.

A.2. An example of trace compatible space with embedded eigenvalues which satisfies Assumption \([1,3]\). We recall the definitions of the weighted Hilbert \( L^{2,s}(\mathbb{R}^\nu) \) and Sobolev \( \mathcal{H}_{m,s}(\mathbb{R}^\nu) \) spaces from \([1]\). By definition, for \( s \in \mathbb{R} \) and \( m = 0, 1, 2, \ldots \)

\[
L^{2,s}(\mathbb{R}^\nu) = \left\{ u(x) : (1 + x^2)^{s/2}u(x) \in L^2(\mathbb{R}^\nu) \right\},
\]

and

\[
\mathcal{H}_{m,s}(\mathbb{R}^\nu) = \left\{ u(x) : D^\alpha u \in L^{2,s}(\mathbb{R}^\nu), \ 0 \leq |\alpha| \leq m \right\}.
\]

Different variants of the following lemma are well-known (see e.g. \([17, \text{Lemma 4.7.8}]\) and the proof of \([1, \text{Theorem 4.2}]\)). But in \([1, \text{Theorem 4.2}]\) (modification of) the operator \( 1 + JT_0(\lambda + i0) \) acts in the Hilbert space \( \mathcal{H}_{2,-s} \) for some \( s > \frac{1}{2} \), while \([17, \text{Lemma 4.7.8}]\) requires checking the strong smoothness of perturbation. So, we give the proof of this lemma for completeness.

Lemma A.2. Let \( \mathcal{A}_0 = \left\{ V \in L^\infty(\mathbb{R}^\nu) : \exists C > 0 \ \exists s > \frac{1}{2}, \ |V(x)| \leq C(1 + x^2)^{-s/2} \right\} \). Let \( H_0 = H_{00} + W \) where \( W \) is a short range potential and \( H_{00} = -\Delta \) with \( \text{dom}(H_{00}) = \mathcal{H}_2(\mathbb{R}^\nu) \) and let \( V = GJG \in \mathcal{A}_0 \), where \( G = |V|^{1/2} \). If the operator \( 1 + rJT_0(\lambda + i0), \ \lambda > 0, \) is not invertible for some \( r \) then the equation \( H_r \psi = \lambda \psi \) has an \( L^2 \) solution. Moreover this solution decreases faster than \((1 + x^2)^{-s/2}\) for any \( s \in \mathbb{R} \).

Proof. One can assume that \( r = 1 \). Since \( T_0(\lambda + i0) \) is compact, by Fredholm alternative the operator \( 1 + rJT_0(\lambda + i0) \) is not invertible if and only if there exists \( u \in L^2(\mathbb{R}^\nu) \) such that \( JGR_{\lambda + i0}(H_0)G^*u = -u \). Since for any \( s > \frac{1}{2} \) \( G^*u \in L^{2,s}(\mathbb{R}^\nu) \), by the limiting absorption principle \([1, \text{Theorem 4.2}]\) it follows that

\[
\psi := R_{\lambda + i0}(H_0)G^*u \in \mathcal{H}_{2,-s}(\mathbb{R}^\nu).
\]

By definition of a short range potential \([1, \text{Definition 3.1}]\) (see also the remark after this definition) \( WR_{\lambda + i0}(H_0)G^*u \in L^{2,-s+1+\varepsilon}(\mathbb{R}^\nu) \). So, choosing \( s > \frac{1}{2} + \varepsilon \) so that \( s < \frac{1}{2} + \varepsilon \), the last equality, combined with the equality

\[
R_{\lambda + i0}(H_0) = R_{\lambda + i0}(H_{00})(1 + WR_{\lambda + i0}(H_0)),
\]

imply that \( \psi \) is a \( \sqrt{\lambda} \)-outgoing function (\([1, \text{Definition 4.1}]\)). By \([1, \text{Theorem 4.2}]\), \( \psi \) is a solution of the equation \(-\Delta + W - \lambda)\psi = G^*u \). Since \( G^*u = -V \psi \), \( \psi \) is a solution of the equation \(-\Delta + W + V)\psi = \lambda \psi \). Since \( \psi \) is a \( \sqrt{\lambda} \)-outgoing function, by \([1, \text{Lemma 4.2}]\) \( \psi \in \mathcal{H}_{2,s}(\mathbb{R}^\nu) \) for any \( s \in \mathbb{R} \). □

Concerning the inverse of this lemma, if \( H_r \psi = \lambda \psi \) has a \( L^{2,s} \) solution \((s > \frac{1}{2})\) then one can show that \( 1 + rJT_0(\lambda + i0) \) is not invertible.

We note that by \([1, \text{Theorem 4.3}]\), for any pair of operators from the affine space \(-\Delta + W + \mathcal{A}_0 \) the resonance set \( \gamma \) is closed.
Proposition A.3. If $W$ is a short range potential from Lemma A.1, then for $\nu = 1$ the affine space $-\Delta + W + A_0$ satisfies Assumption 1.5.

Proof. It is known that the condition (ii) of the Assumption holds, see e.g. [6, §2], [1]. The condition (iv) holds by Lemma A.2. Theorem B.9.2 implies that the condition (i) and (iii) hold with $p = 1$. □
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