Robot mirroring: A framework for self-tracking feedback through empathy with an artificial agent representing the self
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Abstract. Current technologies have enabled us to track and quantify our physical state and behavior. Self-tracking aims to achieve increased awareness to decrease undesired behaviors and lead to a healthier lifestyle. However, inappropriately communicated self-tracking results might cause the opposite effect. In this work, we propose a subtle self-tracking feedback by mirroring the self’s state into an artificial agent. By eliciting empathy towards the artificial agent and fostering helping behaviors, users would help themselves as well. Finally, we reflected on the implications of this design framework, and the methodology to design and implement it. A series of interviews to expert designers pointed out to the importance of having multidisciplinary teams working in parallel. Moreover, an agile methodology with a sprint zero for the initial design, and shifted user research, design, and implementation sprints was proposed. Similar systems with data flow and hardware dependencies would also benefit from the proposed agile design process.
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1 Introduction

Current technology has allowed us to precisely measure several phenomena, including the self. Self-tracking includes physiological states such as Heart Rate (HR), Respiration Rate (RR), Electro-Dermal Activity (EDA), among others. Bodily states are often measured with the goal of monitoring our health and timely detect anomalies to treat them on time. Models of Personal Informatics (PI) work under the assumption that self-tracking leads to self-insight, and eventually to self-improvement or a positive behavior change (Self-Improvement Hypothesis) [1]. Moreover, behavior change models such as the Trans-Theoretical Model of Behavior Change (TTM) [2] imply that increased
awareness includes two elements: awareness of an unknown fact, and awareness of reasons why behavior change is advantageous. In other words, both awareness of the problem and the motivations to solve it are necessary elements for behavior change. Therefore, for PI systems to induce behavioral changes, the motivations given for behavior change should outweigh reasons favoring staying the same. Additionally, for long-lasting behavior change, the perception of self-efficacy in achieving the desired goals is necessary, as well as temporally near feedback on the relevant behavior [3].

Recent sensing technology and mobile applications have enabled us to monitor and log our behavior to immediately obtain feedback on the monitored state. For example, HR could be directly displayed to the screen, and the user could interpret the given number contextually according to the activity he is realizing. This would help users to identify co-occurring events that cause HR variations. Other cues that can add to the interpretability of HR can also be tracked simultaneously. For example, HR and respiration rates are known to depend on each other, and respiration exercises are recommended to control one’s heart [4, 5]. Even though technology has enabled us to increase the number of tracked features, its interpretation might be complex and might be misinterpreted by a naïve user. Moreover, for each type of information, a modality or a channel is required to provide feedback. However, it is difficult for a human to handle as many channels, and more technically complex to implement them. Therefore, appropriate data visualization comes into play to deliver relevant, behavior-changing information. Nevertheless, the challenge of delivering feedback concisely and avoiding misinterpretation remains. For example, people might only believe information that confirms or suits their beliefs [6]. These confirmation biases may skew the interpretation of raw data feedback. On the other hand, machines excel at the task of processing high amounts of information. Recent machine learning techniques can be used to automatically match raw information to a human-understandable concept. We usually do not think about how many beats per second our heart pumps. Instead, we think about how that makes us feel, and we name those feelings. Nevertheless, data interpretation by artificial intelligence algorithms might not be perfect and situations of distrust or over-trust might arise [6]. Therefore, high levels of automation in data interpretation and user feedback should be considered carefully. For example, incorrectly detecting that someone is angry and stating so might lead to two
outcomes. Either the user’s trust on the feedback decreases because it was incorrect, or a self-fulfilling prophecy is created when the users get angry when being told they are angry. Usually, the degree in which a machine learning system can tolerate false alarms can be controlled a priori, and it strongly depends on the system application. It might be better to falsely diagnose a disease than to miss the symptoms and not to provide proper treatment to a sick person. Hence, the feedback provided to a user who wants to lose weight because of aesthetic reasons should be different from the feedback provided to a diabetic patient at risk of complications. In non-medical conditions, users might benefit from more lenient feedback thresholds.

Despite most theories for self-improvement through self-tracking assume awareness is necessary, we argue that, sometimes, a lack of awareness might be more beneficial. Overflowing the user with information that is not 100% accurate might boost the aforementioned unintended effects. Therefore, we propose quantification feedback delivered subtly, without creating awareness. The users does not necessarily need to see each measure, but rather a reflection of their health in an embodied character. This is similar to looking at oneself in a mirror, and it would allow users to better interpret their state. Moreover, by provoking empathy with the robot, we also foster self-compassion. Self-compassion might also trigger healthier behaviors [8, 9, 10, 11]. As human beings, we are largely influenced and inspired by others. A naïve desire to take care of, and give a good example to our children might motivate us to live a healthier lifestyle. Therefore, we hypothesize that behavior change can be fostered without necessarily passing through the awareness bridge stated by the Self-Improvement Hypothesis. In the following sections we provide evidence from the literature to support our robot mirroring approach to self-tracking feedback. Furthermore, we used expert interviews as information source to outline an appropriate design methodology to successfully implement a design using the robot mirroring concept.

2 Embodiment of the user state into an artificial agent (robot) to foster empathy towards it, and indirectly, self-compassion

Empathy has been defined as three dimensions of understanding others: “perspective taking, which is the tendency to take on the point of view of others in interpersonal situations; empathic concern, which is the
tendency to experience feelings of care and concern towards others; and personal distress, which is the tendency to react with discomfort to the emotional experience of others.” [12] Understanding of others emotions is important to foster compassionate behaviors to support each other [13]. Caring and supporting others often leads to a sense of satisfaction and fulfillment that is beneficial for both self- and others- wellbeing [14]. When speaking only about own emotions, the terms used are **mindfulness** for self-understanding, and **self-compassion** for understanding oneself and treating oneself with kindness, care, and concern in the face of negative life events [9]. Self-compassion has been related to promoting successful self-regulation of health-related behaviors [8]. Moreover, framing medical problems and their treatment in ways that foster self-compassion may enhance people's ability to manage their health-related behavior and deal with medical problems [10]. Thus, being self-compassionate often leads to a healthier life-style and may affect our self-efficacy sense to achieve our behavior change goals.

In our proposal, we aim to improve human well-being by encouraging well-being directed actions towards an embodied agent, or robot. This implies that the robot design should foster clear communication and empathetic understanding with the user. Moreover, when the robot mirrors the health state of the user, self-compassion would be indirectly encouraged.

Empathetic behaviors towards robots has indeed been explored in previous research. In a longitudinal study, [15] found out that children took care of a robot that suddenly ran out of battery as if the robot were sleeping. This behavior is more salient for robots that are somehow perceived as weaker than the user. Because of this, feeble robots can be used as supporting tools in education settings [16]. This concept is often referred as care-receiving robots. A more intuitive example is that people often overestimate their ability to cope with difficult situations [17, 18]. Thus, they do not take preventive strategies. However, when there is a person with whom we empathize, and this person is perceived as unable to cope or is akin to us (i.e., our child), we would tend to take caring strategies to help them adopt healthier behaviors [19, 20, 21]. In this line of thought, self-tracking can be used to identify opportunities for wellbeing improvement. Feedback can be provided subtly to avoid unintended effects of self-tracking such as excessive awareness and over-trust. Finally, by fostering empathy and helping behaviors towards
an artificial agent mirroring the self, we aim to indirectly foster self-compassion and self-helping behaviors that improve the user’s wellbeing.

3 Paradigm shifting for embodied agent design

A robot is an embodied agent whose interactions to cope with the environment depend largely on its body sensing capabilities. Because of this, software, behavior, and interactions with the environment and other agents strongly depend on its hardware design. A large amount of research in the Human-Robot Interaction community uses out-of-the-shelf robots that were designed with a general purpose. The number of robots designed completely for a specific purpose is more limited. For example, [22] proposed to design robots considering expected movements to interact with people even before the hardware design. This is of utmost importance when designing robots with a specific application. Such robots would probably require specialized embodied characteristics. Nevertheless, full design of specialized robot hardware poses a challenge. Whereas current design and implementation cycles can be adapted into an agile methodology, robot design has been prominently made following a waterfall methodology.

In this section we describe related works and the design methodology used. Afterwards, we describe a series of semi-structured interviews aimed to unveil the design process followed by experts in UI/UX design, computer science and mechatronics. Based on this information, we propose a tentative design process for robots with requirements similar to the one we are proposing.

3.1 Literature review

In social agents’ research, several authors have proposed embodied agents capable of producing empathy and self-compassion responses with the aim of fostering changes in users’ behavior. To show caring and empathetic behavior, an agent must be attuned to the affective state of the user [23]. Moreover, artificial agents can be categorized in both types: virtual agents and robots [24]. One of the first works regarding empathic virtual agents was proposed by [25]. They proposed an interactive pedagogical drama in which a user interacts with virtual characters in a believable story that the user empathizes with. The goal of this interaction is to help mothers of very sick children to manage her own
stress and to improve problem-solving skills. Similarly, [26] proposed an application of virtual drama to help children address bullying situations. The virtual drama used empathetic responses to virtual characters to teach children different coping strategies and techniques for dealing with bullying in an individual and personal manner. In the same year, [27] proposed an Embodied Conversational Agent (ECA) that tried to emulate, with a Wizard of Oz, the behavior of a human therapist to promote interest in healthy eating to the users. More recently, [28] proposed a virtual reality game in which users controlled a superhero character to fulfill altruistic tasks. Results indicated that the videogame led user to greater prosocial behavior in the real world. One year later, [29] proposed a virtual human that acts as an interviewer designed to address problems of depression, anxiety, or post-traumatic stress disorder in patients. Similarly, [30] proposed a virtual agent with backstory to train medical students overcome challenges associated with interpersonal communication skills. However, one problem of virtual agents is the limited physical interaction resulted from the use of a computer screen and predefined dialogues to inform the virtual agent the user’s emotional state [24]. The interaction with robots tends to be more natural by allowing to adapt the robot’s behavior to the user’s emotional state during the interaction. Significant improvements in emotion recognition using different modalities have allowed robots to understand the user state, and thus, to produce empathetic responses [23]. In 2005, [31] proposed an empathetic anthropomorphic robot (torso) that shows happiness, fear and neutral facial expressions as responses to the affective speech signal of the users. The results suggest that users perceived the robot to react more adequately to emotional aspects of a situation (“situation fit”). Similarly, [32] proposed a robot with the form of a chimpanzee that mimics the facial expressions and head movements of users. The users considered the interaction more satisfactory than participants who interacted with a version of the robot without mimicking capabilities. Furthermore, [33] confirmed with an expressive robot head, that helping behaviors towards a robot can be increased by proactively adapting the robot’s behavior to the mood of the user. More recently, [34] explored the role of empathy in long-term interaction between children and social robots. They developed a social robot (named iCat) that plays chess with children. The proposed social robot generated supportive behaviors according to the detected affective state of the children.
Although previous work in artificial agent design has actively encouraged empathy to deal with own distress or to promote social behaviors, none of them explored what would be the effect of mirroring the user’s health state in the artificial agent to promote self-helping behaviors.

### 3.2 The recommended design and development process of new technologies according to experts

Designed for a general-purpose robot allows for a quick start to iterate a concept. Nevertheless, new behaviors are constrained by the hardware of the robot they are designed for. For our proposed concept, it would be nice to design a robot that can track users and provide them with feedback in a continuous manner. An alternative would be to embed the sensors in the robot, and in turn, making the robot a wearable. Available robots in the market do not fulfill these characteristics. Therefore, simultaneous UI/UX and technical design would be required. To identify critical steps necessary to design artificial agents from scratch in a multidisciplinary team, a semi-structured interview was conducted with six professionals (mean: 33.3 yo, SD: 3.2, 2 female). Their expertise was in robotics engineering, UI/UX design, Human-Robot Interaction (HRI), and software engineering (average years of experience: 8.3, SD: 5.0). The interview had two sections. One about general design experiences and their design workflow when creating robots. The second one asked directly about the design of a robot embodying the user state. The responses were transcribed and analyzed by creating Affinity Diagrams.

All of the professionals who participated in the interview used iterative design and development processes, regardless of their profession. The duration of each cycle is predefined beforehand. This time boxing is critical and supports prioritization (P4, 10 years of experience in both UI/UX design and software development). Although the design process is iterative and agile, the first iteration is still in waterfall (sprint zero) because the design and its respective user research should go one sprint ahead of the technical development (P1, 2 years of experience in Human-Robot Interaction design; P2, 8 years of experience in UI/UX design; P4). In this first design round the conceptual design should be discussed among designers, social scientists, and engineers. The Minimum Viable Product (MVP) is a team decision (P4) determined in sprint zero (P2-4) considering what can bring value to the users (P4).
The design of a robot requires a multidisciplinary team (P1; P2; P3, 18 years of experience in software engineering and HRI; P5, 5 years of experience in robotics; P6, 7 years of experience in software research for HRI). The interviewees suggested at least four roles: (1) Industrial and interaction designers designing the human interface; (2) Mechatronics engineers dealing with the electrical and mechanical part; (3) Software engineers able to deal with data analysis and behavior programming; (4) Social scientists such as psychologists or neuroscientists to deal with user research, and to provide insights from the human mind. To overcome misunderstandings across disciplines, concepts should be communicated with clarity and simplicity (P2-3). Sketches are useful in this task (P1, P2, P4). Clay is also useful to envision the dimensions of the robot (P1).

Usually, designers focus more on solving user needs through user research without getting involved in technical complexities (P2). Some only focus on the appearance of the robot (P1). Although designers usually value and deal with abstract concepts, these are not comfortable for engineers (P2). Engineers require specific and detailed requirements. Thus, the final design in an iteration should be defined and translated to functional requirements with specific inputs and outputs (P3) (Fig. 1). It is important for engineers to understand the big picture and get the requirements, but they should not be told how to make the implementation. For both designers and engineers, it is easier to accept feedback on their work from someone knowledgeable on their fields than from someone with different background. Therefore, project owners with general knowledge about both are required as a bridge between teams and to distyle the concept into small tasks (P1-4).

There are many dependencies in the development of an artificial agent. Therefore, both design and technological development should be done in close communication (P4). The physical robot design depends on the expected behavior and robot movements. Afterwards, the software, serving as the mind of the robot, can be implemented (P1). To sort out these dependencies, adaptations and interactions with the environment should be defined first (P3), followed by sensing modules with well-defined inputs and outputs (P6, P3). Moreover, modularity with clear functional requirements might enable the development team to parallelize tasks (P4-6). Fig. 2 shows this process.
Finally, it is very challenging to build low-fidelity prototypes for user testing during new technology design. "I often wonder what is faster, coding or doing a mockup ... Especially if data is involved, I often go for the coded prototype. It is difficult to make a fixed scenario for a complex data search and visualization" (P4). In those cases, both user and data flows must be considered. Data and its storage are part of the design process. Therefore, high fidelity, functional prototypes that require real data should be tested iteratively (P4).

**Fig. 1.** Functional requirements are key to maintain clarity and good communication between design and engineering teams. They are a compromise between business requirements, user requirements and the feasibility to implement the technologies required to realize a concept.

**Fig. 2.** Suggested design-implementation-evaluation process for robot platforms. An agile methodology allows to accelerate the process and to evaluate the product iteratively. In a sprint zero, the Minimum Viable Product (MVP) is defined by all team members considering the initial requirement. This concept is broken into the initial functional requirements that the engineering team use to start the implementation. In the meanwhile, User research teams work on the evaluation of previous prototypes, and UI/UX designers work on improving the concept for the next iteration.
3.3 Fast Technical Prototyping as a Key in the Design Process

The experts’ opinions regarding the importance of iterative prototyping lead to an unavoidable bottleneck: the first functional prototype with enough capabilities to be used in user-studies. In the case of a robot, this prototype would be built by a mechatronic designer. Mechatronic design is a cross-discipline work that considers, mechanical, electronic, control and software disciplines to achieve an intended product [35]. As in other design cycles, conceptual prototypes and virtual prototypes (model-based) are necessary before building an initial product [36]. However, as part of the global design process of a Human-Robot Interaction, we would recommend going ahead with conceptual prototypes in conjunction or with support of the UI/UX team. The modeling phase can also be skipped to focus on integrating a holistic system that uses current off-the-shelf software architectures, control methods, and electronics. All of them implemented in the simplest possible version of a functional mechanical device. Moreover, current approaches for fast prototyping rely on 3D printing techniques [37] for accelerating the mechanical component design. This allows great flexibility and expands the level of complexity that can be achieved even on the initial prototype. However, the level of proficiency of the mechanical designer in this technique should be considered, as it requires a significant amount of virtualization of parts and overall components. Thus, other alternatives should not be immediately taken off the table, such as, hand-made models with clay and wood; assembled models with basic structures such as aluminum frames; or off-the-shelf component assembly. The main criteria for choosing the level of complexity of the initial functional model should be based on the requirement of the UX/UI team for their future iteration process with users. This translates in creating a specific requirement traceability matrix (RTM) [38], that should ignore some of the final requirements (costs, sizes, weights, optimal structures, novelty), and introduce fast-prototyping as key requirement with the highest weighting.

4 Case-study: Stress quantification

As previously mentioned, most of behavior change theoretical models assume that awareness of a problem is the first step to solve it [39]. The same has been assumed for stress. If we are aware of stress, we can reduce it. This assumes that most people are not aware of how much
stress they have and what causes the stress. By tracking it, people can become more aware of its causes [1]. Thus, more awareness might lead to reduced stress and a happier, healthier life. Nevertheless, it can be that some people with neurotic traits get more stressed than others, especially if they are over self-conscious [40]. As previously mentioned, self-tracking might have unintended effects. People might get stressed when they are explicitly told they are stressed. On the other hand, if the feedback is more abstract, people might interpret its meaning to maintain their existing beliefs [7], and the belief that stress is bad might be more harmful than the stress itself [42]. Therefore, re-appraisals on the meaning of body stress and its relationship to stressors is believed to be a successful strategy when dealing with it [43]. There is also some evidence that stress prompts social responses that create resilience against it [44]. These responses include increased physical contact, empathy, compassion, and caring. When projecting such social needs into an artificial intelligence agent such as a pet robot that mirrors the users themselves, we expect to trigger a beneficial cycle that might allow users to reduce their stress levels. This can be achieved without necessarily becoming aware of the quantification, and the artificial intelligence algorithms designed to measure stress.

4.1 A wearable pet robot for stress management

Given these constraints, we propose an instance of empathetic self-tracking robot: a pet robot that mirrors the user’s health state as a mean to provide feedback (Fig. 3). The following design elements should be considered and detailed using the methodology proposed in the previous section.

Fig. 3. Pet robot feedback concept states. The robot should measure the user’s stress level and provide subtle feedback about the user state by mirroring it. Our hypothesis is that by having empathy towards the pet robot, the user would develop self-helping behaviors.
1. The robot should measure the user’s state through several sensors arranged in a wearable for comfortable.
2. The data obtained should be processed to roughly estimate the user’s stress state.
3. The robot should be able to mirror several levels of the user’s health state.
4. The robot should appear as weaker than the user, to foster care-receiving treats.
5. The robot should trigger empathy from the user and exhibit empathetic behaviors towards the user.
6. The robot should track successes and failures to encourage helping behaviors, and increasingly adapt to improve these.

5 Conclusion and future work

We challenge the assumption that awareness is required to induce behavior change. We proposed a robot mirroring approach to create empathy and behavior change by fostering helping behaviors towards the artificial agent, and indirectly, self-compassion. Moreover, we inquired several experts to outline an agile methodology for this and similar robotic platforms to successfully be designed, implemented, and evaluated. Future work should generate more specific user requirements, and concretize the design, implementation, and evaluation of the proposed robot.
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