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Abstract

We define a strong homotopy derivation of (cohomological) degree $k$ of a strong homotopy algebra over an operad $\mathcal{P}$. This involves resolving the operad obtained from $\mathcal{P}$ by adding a generator with “derivation relations”. For $\mathcal{P} = \text{Ass}$ and $\text{Lie}$, we describe the strong homotopy derivations by coderivations and show that they are closed under the Lie bracket. We show that symmetrization of a strong homotopy derivation of an $A_\infty$ algebra yields a strong homotopy derivation of the symmetrized $L_\infty$ algebra. We give examples of strong homotopy derivations generalizing inner derivations.

Contents

1 Introduction

2 General theory

3 Strong homotopy derivations of $A_\infty$ algebras
   3.1 Application of the theory
   3.2 Suspension
   3.3 Strong homotopy inner derivation

4 Strong homotopy derivations of $L_\infty$ algebras

5 Symmetrization and Composition

6 Appendix: Direct application of the Koszul theory

\textsuperscript{*}The author was supported by GAČR P201/13/27340P.
1 Introduction

An early account of degree $k$ derivations for graded associative and graded Lie algebras by Gerstenhaber may be found in [4]. Kajiura and Stasheff [5] defined strong homotopy derivations of degree +1 for $A_\infty$ algebras and Tolley [18] did the same for $L_\infty$ algebras. In this note, we study degree $k$ strong homotopy derivations of $A_\infty$ and $L_\infty$ algebras. This will take place in the more general context of strong homotopy derivations of strong homotopy $P$ algebras (a.k.a. $P_{\infty}$ algebras) where $P$ is an arbitrary operad.

The notion of strong homotopy derivation can be easily defined in terms of resolutions of operads. Surprisingly, if the defining relations of the $P_{\infty}$ algebra are known explicitly, the defining relations of the strong homotopy derivation can be made completely explicit too. We emphasize that Koszulness of $P$ doesn’t play any role here. The corresponding construction has been introduced in [14] and later developed in [2], although for a different purpose than to make strong homotopy derivations explicit. This is contained in Section 2, and there the reader is assumed to be familiar with basic notions of operad theory as in [16] and [11].

In Section 3, we make these derivations explicit for $A_\infty$ algebras by choosing the operad $P$ to be the operad $Ass$, the operad for associative algebras. We then construct inner such derivations for $A_\infty$ algebras.

We then specialize the operad $P$ to the operad $Lie$, the Lie algebra operad, in Section 4. We then arrive at our definition of strong homotopy derivations of $L_\infty$ algebras. Inner derivations of these algebras are then constructed.

The final Section 5 shows that the usual symmetrization of $A_\infty$ data yields $L_\infty$ data. Specifically, we show that the symmetrization of a strong homotopy derivation of an $A_\infty$ algebra gives us a strong homotopy derivation of the $L_\infty$ algebra obtained by symmetrization of the $A_\infty$ algebra structure. We also define the composition of these derivations by translating the data to the coalgebra level.

The results in the $A_\infty$ and $L_\infty$ cases involving the coderivation description can probably be generalized to the $P_{\infty}$ case with $P$ Koszul, see e.g. Section 3.7 of [16]. We don’t address this in the current paper.

In the appendix, we discuss the case $P$ being Koszul. Under some finiteness assumptions, we reprove earlier results of the paper by a direct application of the Koszul theory.

We thank Jim Stasheff and Martin Markl for helpful comments on earlier versions of the paper.

2 General theory

The plan of the section is as follows: Given an operad $P$, we define an operad $D_kP$ such that $D_kP$ algebras are $P$ algebras together with a degree $k$ derivation of the algebra structure. Given a resolution $R$ of $P$, we explicitly construct a resolution $D_kR$ of $D_kP$. We then define strong homotopy derivation of degree $k$ to be a $D_kR$ algebra, or rather a certain infinite set of operations in the $D_kR$ algebra.

We recall the construction of [14] and [2] and briefly indicate changes needed for our purposes. We closely follow [2], where we wish to

1. specialize from many to single color,
2. generalize from 0 to arbitrary degree of the derivation,
3. generalize from non-$\Sigma$ (a.k.a. non-symmetric) to $\Sigma$ (symmetric) operads.

We also switch from homological to cohomological grading. The results are stated in a self-contained way, but for the proof of Theorem 2.5, the reader is required to read a part of the paper [2].

All dg vector spaces live over a fixed field $k$ of characteristics 0; the differential has degree +1. $\Sigma$ module means a $\Sigma$ module in the category of dg vector spaces with degree 0 dg maps. Operad means a $\Sigma$ operad in the category of dg vector spaces.

Let $\circ_i : \mathcal{P}(m) \otimes \mathcal{P}(n) \to \mathcal{P}(m + n - 1)$ be the structure operation of an operad $\mathcal{P}$. In particular, for a dg vector space $A$, the endomorphism operad $\mathcal{P} = \text{End}_A$ and $f: A^{\otimes m} \to A$, $g: A^{\otimes n} \to A$, we define $f \circ_i g := f(1^{\otimes i-1} \otimes g \otimes 1^{\otimes m-i})$.

**2.1 Definition.** Let $\mathcal{P}$ be an operad and $A$ a dg vector space with differential $d$. A $\mathcal{P}$ algebra $A$ is given by an operad morphism $\alpha : \mathcal{P} \to \text{End}_A$. Let $k \in \mathbb{Z}$. A degree $k$ derivation of $A$ is a degree $k$ linear map $\theta : A \to A$ such that $d \circ_1 \theta = (-1)^k \theta \circ_1 d$, $\theta \circ_1 \alpha(p) = (-1)^{|p|} \sum_{i=1}^{n} \alpha(p) \circ_i \theta$ for arbitrary $p \in \mathcal{P}(n)$. Evaluated on elements $a_1, \ldots, a_n \in A$, the second equation reads $\theta(\alpha(p)(a_1, \ldots, a_n)) = (-1)^{|p|} \sum_{i=1}^{n} (-1)^{|a_1| + \cdots + |a_{i-1}|} \alpha(p)(a_1, \ldots, a_{i-1}, \theta(a_i), a_{i+1}, \ldots, a_n)$.

Denote $\mathbb{F}(X)$ the free operad generated by a $\Sigma$ module $X$. Denote $*$ the coproduct in the category of operads, a.k.a. free product of operads. Recall that an operadic derivation $D : \mathbb{F}(X) \to \mathbb{F}(X)$ is a morphism of the underlying $\Sigma$ modules satisfying $D\circ_i = \circ_i(D \otimes 1 + 1 \otimes D)$ for any $i$. Such a derivation is uniquely determined by its values on $X$.

**2.2 Definition.** Let $\mathcal{P}$ be an operad with a differential $\partial_\mathcal{P}$. Consider a $\Sigma$ module $\Phi := k\{\phi\}$, the $k$ linear span of the set $\{\phi\}$, such that $\phi$ is of arity 1 and degree $k$. Let $\mathfrak{D}$ be the ideal in $\mathcal{P} \ast \mathbb{F}(\Phi)$ generated by all elements $\phi \circ_1 p - (-1)^{|p|} \sum_{i=1}^{n} p \circ_i \phi$ for $p \in \mathcal{P}(n)$. Denote $D_k \mathcal{P} := \left( \frac{\mathcal{P} \ast \mathbb{F}(\Phi)}{\mathfrak{D}}, \partial_{D_k \mathcal{P}} \right)$, where $\partial_{D_k \mathcal{P}}$ is the degree 1 operadic derivation given by the formulas $\partial_{D_k \mathcal{P}}(p) := \partial_\mathcal{P}(p)$, $\partial_{D_k \mathcal{P}}(\phi) := 0$ for $p \in \mathcal{P}$. 

2.3 Proposition. A $\mathcal{D}_k\mathcal{P}$ algebra on a dg vector space $A$ is a pair $(A, \theta)$, where $A$ is an $\mathcal{P}$ algebra and $\theta$ is a derivation of the $\mathcal{P}$ algebra $A$.

Proof. $\theta$ is the image of $\phi$ under $D_k\mathcal{P} \rightarrow END_A$. □

For $m \in \mathbb{Z}$, let $\uparrow^m$ be the $m$-fold suspension functor of dg vector spaces or $\Sigma$ modules: $(\uparrow^m X)^n := X^{n-m}$ and $\uparrow^m$ also denotes the degree $m$ map $X \rightarrow \uparrow^m X$. Recall that operads of the form $(\mathbb{F}(X), \partial)$ are called quasi-free iff the differential $\partial$ is an operadic derivation (it needn’t come from the free operad construction).

2.4 Definition. Let

\[ \mathcal{R} := (\mathbb{F}(X), \partial_R) \xrightarrow{\rho_R} (\mathcal{P}, \partial_{\mathcal{P}}), \]

be a quasi-free resolution, where $X$ is a $\Sigma$ module. Consider the free operad

\[ D_k\mathcal{R} := \mathbb{F}(X \oplus \Phi \oplus \Sigma), \]

where

\[ X := \uparrow^{k-1} X. \]

We denote by $\underline{x}$ the element $\uparrow^{k-1} x \in X$ corresponding to $x \in X$. To describe the differential, let $s : \mathbb{F}(X) \rightarrow D_k\mathcal{R}$ be a degree $k-1$ operadic derivation determined by

\[ s(x) := \underline{x} \text{ for } x \in X. \]

Then define a degree 1 derivation $\partial_{D_k\mathcal{R}} : D_k\mathcal{R} \rightarrow D_k\mathcal{R}$ by

\[
\begin{align*}
\partial_{D_k\mathcal{R}}(x) &:= \partial_R(x), \\
\partial_{D_k\mathcal{R}}(\phi) &:= 0, \\
\partial_{D_k\mathcal{R}}(\underline{x}) &:= \phi \circ_i x - (-1)^{|\phi|} \sum_{i=0}^n x \circ_i \phi - (-1)^k s(\partial_R x).
\end{align*}
\]

(1)

2.5 Theorem. The map $\rho_{D_k\mathcal{R}} : D_k\mathcal{R} \rightarrow D_k\mathcal{P}$, defined by

\[
\begin{align*}
\rho_{D_k\mathcal{R}}(x) &:= \rho_R(x), \\
\rho_{D_k\mathcal{R}}(\phi) &:= \phi, \\
\rho_{D_k\mathcal{R}}(\underline{x}) &:= 0.
\end{align*}
\]

is a quism, hence a quasi-free resolution of the operad $D_k\mathcal{P}$.

Sketch of proof. We adapt the proof in [2]: $\partial_{D_k\mathcal{R}}^2 = 0$ follows as in Lemma 3.4 of [2], except the sign check is slightly more difficult with degrees of $\phi$ and $x$ shifted. To verify that $\rho_{D_k\mathcal{R}}$ is a quism, we can copy the proof of Theorem 3.5 of [2] verbatim except we replace every appearance of the homological degree $|-|$ there by a new “deg” degree uniquely determined by requiring the operadic composition to be of deg degree 0 and by $\deg(x) := |x|$, $\deg(\phi) := 0$, $\deg(\underline{x}) := |x| + 1$. Finally, we need a Künneth formula for the $\circ$ product of $\Sigma$ modules and this is a standard result, e.g. Proposition 6.2.5 of [11]. □
2.6 Remark. The operad $D_k\mathcal{P}$ can be described using a distributive law $\mathbb{F}(\Phi) \circ \mathcal{P} \xrightarrow{\Delta} \mathcal{P} \circ \mathbb{F}(\Phi)$ given by

$$\phi \circ_1 p \mapsto (-1)^{|p|} \sum_{i=1}^{n} p \circ_{i} \phi$$

for $p \in \mathcal{P}(n)$. We leave it to the reader to generalize the formula for the case of $\phi$ replaced by $\phi \circ \cdots \circ \phi$ on the LHS. It is easy to verify

$$D_k\mathcal{P} = \frac{\mathcal{P} \ast \mathbb{F}(\Phi)}{(\phi \circ_1 p - \Lambda(\phi \circ_1 p))} \cong \mathcal{P} \circ \mathbb{F}(\Phi).$$

In case the operad $\mathcal{P}$ is quadratic Koszul, the methods of Section 8.6 of [11] immediately imply that $D_k\mathcal{P}$ is also Koszul. This gives an alternative way to construct a resolution of $D_k\mathcal{P}$ in this special case, which we will discuss in Appendix. Also, this has already been done in the non-$\Sigma$ setting and with homological grading for $\mathcal{P} = \mathcal{Ass}$ in [10]. The resulting resolution coincides with that of Theorem 2.3 only up to a sign - there is a mistake in the formula for $\partial$ above Proposition 7.6 in [10] as one checks that $\partial^2Dm_3 \neq 0$ in the notation of loc. cit.

2.7 Proposition. If $\mathcal{R}$ is a quasi-free cofibrant dg operad, then so is $D_k\mathcal{R}$, for any $k \in \mathbb{Z}$.

Proof. Recall from [12] that for the quasi free dg operad $\mathcal{R} = (\mathbb{F}(X), \partial_\mathcal{R})$, cofibrancy means that there is a grading $X = \bigoplus_{i \geq 0} X_i$ such that $\partial_\mathcal{R}X_n \subset \mathbb{F}(\bigoplus_{i \leq n} X_i)$. Extend this grading to $X \oplus \Phi \oplus \Sigma X$, the space of generators of $D_k\mathcal{R}$, by requiring $\phi$ to have degree 0 and $\Sigma X = (\uparrow^{k-1}X)_n := \uparrow^{k-1}X_{n-1}$. With this grading we have cofibrancy of $D_k\mathcal{R}$. \qed

It is reasonable to define a $\mathcal{P}_\infty'$ algebra on a dg vector space $A$ as an $\mathcal{R}'$ algebra on $A$, where $\mathcal{R}'$ is a quasi-free cofibrant resolution of $\mathcal{P}'$. The quasi-freeness guarantees nice homotopy properties [12], [1]. Freeness makes computation easier. Importantly, quasi-free cofibrant resolutions always exist, e.g. the bar-cobar resolution of Theorem 6.6.5 of [11]. Similar definitions of strong homotopy algebra appear in e.g. [13] and [11].

Stated this way, the notion of $\mathcal{P}_\infty'$ algebra is ambiguous, since the quasi-free resolution is not unique. Thus when invoking a $\mathcal{P}_\infty'$ algebra, we always assume a particular choice of the quasi-free resolution $\mathcal{R}'$ has been made. This is the case in practice: e.g. $A_\infty$ algebras refer to the Koszul resolution of the operad $\mathcal{Ass}$.

As an aside, recall that this ambiguity can be removed (in many cases) by requiring the resolution to be minimal, since then it is unique up to an isomorphism by Proposition 3.7 of [3]. The Koszul resolutions are examples of minimal models.

Now we apply the above principles for $\mathcal{P}' := D_k\mathcal{P}$ and $\mathcal{R}' := D_k\mathcal{R}$. Denote by $N_0$ the set of all natural numbers and 0.

2.8 Definition. Let $\beta : D_k\mathcal{R} \to End_A$ be a $D_k\mathcal{R}$ algebra. Using the obvious inclusion $\mathcal{R} \to D_k\mathcal{R}$, $\beta|_\mathcal{R}$ can be seen as a $\mathcal{P}_\infty$ algebra, which is determined by the collection

$$\{\beta(x) : A^\otimes n \to A \mid n \in N_0, \ x \in \mathcal{X}'(n)\}$$

of operations, where $\mathcal{X}'(n)$ is any subset of $\mathcal{X}(n)$ generating $\mathcal{X}(n)$ as a $\mathbb{k}\Sigma_n$-module. Then the collection

$$\{\beta(\phi)\} \cup \{\beta(x) : A^\otimes n \to A \mid n \in N_0, \ x \in \mathcal{X}'(n)\}$$
is called a degree $k$ strong homotopy derivation of the $\mathcal{P}_\infty$ algebra.

Recall that $\mathbb{F}(X)$ carries the weight grading

$$\mathbb{F}(X) = \bigoplus_{n \geq 0} \mathbb{F}^n(X),$$

where $\mathbb{F}^n(X)$ consists of (linear combinations) of elements corresponding to trees with exactly $n$ vertices.

2.9 Proposition. If the differential $\partial_R$ of the resolution $\mathcal{R}$ of $\mathcal{P}$ is quadratic, i.e. $\partial_R(X) \subset \mathbb{F}^2(X)$, then any $\mathcal{P}_\infty$ algebra $\beta : \mathcal{R} \rightarrow \mathcal{E}nd_A$ has a degree 1 strong homotopy derivation $\beta : D_k\mathcal{R} \rightarrow \mathcal{E}nd_A$ defined by

$$\beta(\phi) := -d, \quad \beta(\underline{x}) := \beta(x), \quad x \in X.$$

In other words, the differential $d$ on $A$ and the structure operations of the $\mathcal{P}_\infty$ algebra constitute a strong homotopy derivation of the $\mathcal{P}_\infty$ algebra.

Proof. It suffices to verify that $\beta$ commutes with differentials.

$$\beta \partial_{D_k\mathcal{R}}(x) = -d \circ_1 \beta(x) + (-1)^{|x|} \sum_{i=0}^n \beta(x) \circ_i d + \beta s(\partial_R x).$$

The quadraticity assumption implies that

$$\partial_R(x) = \sum_j \sigma_j(x'_j \circ_{i_j} x''_j)$$

for some $x'_j, x''_j \in X$ and $i_j \in \mathbb{N}$ and some permutations $\sigma_j$. Thus

$$\beta s \partial_R(x) = \beta \left( \sum_j \sigma_j(x'_j \circ_{i_j} x''_j) + \sum_j \sigma_j(x'_j \circ_{i_j} x''_j) \right) = 2\beta \partial_R(x) = 2\partial_{\mathcal{E}nd_A} \beta(x) =$$

$$= 2(d \circ_1 \beta(x) - (-1)^{|\beta(x)|} \sum_{i=0}^n \beta(x) \circ_i d)$$

since $|s| = 0$. $\beta \partial_{D_k\mathcal{R}}(x) = \partial_{\mathcal{E}nd_A} \beta(x)$ follows. \qed

2.10 Example. The quadraticity assumption of Proposition 2.9 on $\mathcal{R}$ is satisfied by the Koszul resolution of any quadratic Koszul operad $\mathcal{P}$. In particular, we get an example of degree 1 strong homotopy derivation of an arbitrary $A_\infty$ or $L_\infty$ algebra.

2.11 Remark. Obviously, $D_k\mathcal{R}$ is minimal iff $\mathcal{R}$ is minimal. Let $\mathcal{P}$ be a Koszul operad and let $\mathcal{R}$ be its Koszul resolution. Since Koszul resolutions are always minimal, $D_k\mathcal{R}$ is minimal. In Remark 2.6 we have observed that in this case $D_k\mathcal{P}$ is Koszul. The Koszul resolution of $D_k\mathcal{P}$ is minimal and, by the uniqueness of minimal resolutions, it must be isomorphic to $D_k\mathcal{R}$.  

6
3 Strong homotopy derivations of $A_\infty$ algebras

3.1 Application of the theory

We make degree $k$ strong homotopy derivations of strong homotopy associative algebras explicit. The calculation is mostly taken from [2]:

Let $\mathcal{P}$ be the operad for associative algebras, that is

$$\mathcal{P} := \text{Ass} = \mathbb{F}(k\Sigma_2\{\mu\})/(\mu \circ_1 \mu - \mu \circ_2 \mu).$$

Its minimal resolution is (see e.g. [13] with a $(-1)^{n+1}$ sign shift) $\mathcal{R} := (\mathbb{F}(X), \partial_{\mathcal{R}}) \xrightarrow{\rho_{\mathcal{R}}} (\text{Ass}, 0)$, where $X$ is the $\Sigma$ module whose arity $n$ component is the $n!$-dimensional space $k\Sigma_n\{x^n\}$, where $|x^n| = 2 - n$ and $\partial_{\mathcal{R}}$ is a derivation differential given by

$$\partial_{\mathcal{R}}(x^n) := \sum_{i+j=n+1} \sum_{l=1}^i (-1)^{(i+1)(j+1)} x^i \circ_l x^j,$$

and the quism $\rho_{\mathcal{R}} : \mathcal{R} \to \mathcal{P}$ is given by

$$\rho_{\mathcal{R}}(x^2) := \mu, \quad \rho_{\mathcal{R}}(x^n) := 0 \text{ for } n \geq 3.$$

Recall that $\mathcal{R}$ algebras on a dg vector space are $A_\infty$ algebras. The associated operad with derivation is

$$\mathcal{D}_k\mathcal{P} := \text{Ass} \ast \mathbb{F}(\Phi) / (\phi \circ \mu - \mu \circ_1 \phi - \mu \circ_2 \phi),$$

where $\Phi := k\{\phi\}$ with $\phi$ a degree $k$ element of arity 1. Its quasi-free cofibrant resolution is

$$\mathcal{D}_k\mathcal{R} = (\mathbb{F}(X \oplus \Phi \oplus X), \partial_{\mathcal{D}_k\mathcal{R}}) \xrightarrow{\rho_{\mathcal{D}_k\mathcal{R}}} (\mathcal{D}_k\mathcal{P}, 0),$$

where the differential $\partial_{\mathcal{D}_k\mathcal{R}}$ is given by

$$\partial_{\mathcal{D}_k\mathcal{R}}(x^n) := \sum_{i+j=n+1} \sum_{l=1}^i (-1)^{(i+1)(j+1)} x^i \circ_l x^j,$$

$$\partial_{\mathcal{D}_k\mathcal{R}}(\phi) := 0,$$

$$\partial_{\mathcal{D}_k\mathcal{R}}(x^n) := \phi \circ_1 x^n - (-1)^{nk} \sum_{l=1}^n x^n \circ_l \phi +$$

$$- \sum_{i+j=n+1} \sum_{l=1}^i (-1)^{(k+i)(l+j)} x^i \circ_l x^j + (-1)^{(k+1)i} x^i \circ_l x^j,$$

and the quism $\rho_{\mathcal{D}_k\mathcal{R}}$ by

$$\rho_{\mathcal{D}_k\mathcal{R}}(x^n) := \rho_{\mathcal{R}}(x^n), \quad \rho_{\mathcal{D}_k\mathcal{R}}(\phi) := \phi, \quad \rho_{\mathcal{D}_k\mathcal{R}}(x^n) = 0.$$

Thus a $\mathcal{D}_k\mathcal{R}$ algebra $\beta : \mathcal{D}_k\mathcal{R} \to \mathcal{E}nd_A$ on a dg vector space $(A, d)$ consists of two collections $\{m_n \mid n \geq 2\}$ and $\{\theta_n \mid n \geq 1\}$ of operations

$$m_n : A^\otimes n \to A, \quad |m_n| = 2 - n,$$

$$\theta_n : A^\otimes n \to A, \quad |\theta_n| = k - n + 1.$$
given by \( m_n := \beta(x^n) \), \( \theta_1 := (-1)^k \beta(\phi) \) and \( \theta_n := \beta(x^n) \) for \( n \geq 2 \), satisfying

\[
d \circ_1 m_n - (-1)^n \sum_{i=1}^{n} m_n \circ_i d = \sum_{i+j=n+1}^{i} (-1)^{i+1(i+1)} m_i \circ_l m_j, \quad n \geq 2,
\]

\[
d \circ_1 \theta_n - (-1)^{k-n+1} \sum_{l=1}^{n} \theta_n \circ_l d = \sum_{i+j=n+1}^{i} (-1)^{k+1+i(l+1)(j+1)} (\theta_i \circ_l m_j + (-1)^{(k+1)i} m_i \circ \theta_j), \quad n \geq 1.
\]

The indices \( i, j, l \) are restricted to values where both sides have sense.

The above properties of \( m_n \)'s and \( \theta_n \)'s are expressed by "\( \{ \theta_n \} \) is a strong homotopy derivation of the \( A_\infty \) algebra \((A, \{m_n\})\)." Under the notation

\[
\begin{align*}
m_n &:= m_n, \\
\theta_n &:= \theta_n,
\end{align*}
\]

the usual mnemonic for such formulas is

\[
\text{\partial}_{\text{End}_A} = \sum_{i+j=n+1}^{i} (-1)^{i+1(i+1)} m_i \circ_l m_j
\]

\[
\text{\partial}_{\text{End}_A} = \sum_{i+j=n+1}^{i} (-1)^{k+1+i(l+1)(j+1)} (\theta_i \circ_l m_j + (-1)^{(k+1)i} m_i \circ \theta_j)
\]

### 3.2 Suspension

The above formulas can be simplified by defining \( V := \downarrow A \). A map \( f : A^{\otimes n} \rightarrow A \) of degree \( d \) is equivalent to a map \( f' : V^{\otimes n} \rightarrow V \) of degree \( d + n - 1 \) by the formula

\[
f' = \downarrow f \uparrow^{\otimes n}.
\]

The passage to the suspension \( V \) alters signs; for example, we have the following useful formula:

\[
(f_i \circ_l g_j)' = \downarrow (f_i \circ_l g_j)^{\otimes i+j-1} = (-1)^{|g_j|(i+1) + j} f_i' \circ_l g_j',
\]

where \( f_i : A^{\otimes i} \rightarrow A \) and \( g_j : A^{\otimes j} \rightarrow A \). In the sequel, we will omit the prime and thus we write \( f \) for both \( f \) and \( f' \).

#### 3.1 Proposition

An \( A_\infty \) algebra structure is equivalently given by a collection of degree one linear maps \( m_n : V^{\otimes n} \rightarrow V, n \geq 1 \) that satisfy the relations

\[
\sum_{k+l=n+1}^{k} \sum_{i=1}^{l} (-1)^{i} m_k(v_1, \ldots, v_{i-1}, m_l(v_i, \ldots, v_{i+l-1}), v_{i+l}, \ldots, v_n) = 0
\]
for \( n \geq 1 \) and \( \alpha \) is the sum of the degrees of the elements \( v_1, \ldots, v_{k-1} \).

A strong homotopy derivation of degree \( k \) of an \( A_\infty \) algebra \( (V, \{m_n\}) \) is equivalently given by a collection of degree \( k \) linear maps \( \theta_q : V^\otimes q \rightarrow V, q \geq 1 \), that satisfy the relations

\[
0 = \sum_{r+s=q+1}^{r-1} \sum_{i=0}^{r-1} (-1)^i \theta_r(v_1, \ldots, v_i, m_s(v_{i+1}, \ldots, v_{i+s}), \ldots, v_q) +
\]

\[
-(-1)^k(-1)^{\gamma}m_r(v_1, \ldots, v_i, \theta_s(v_{i+1}, \ldots, v_{i+s}), \ldots, v_q)
\]

for \( q \geq 1 \). The exponent \( \beta \) results from moving the degree one maps \( m_s \) past \( (v_1, \ldots, v_i) \) and \( \gamma \) from moving the degree \( k \) maps \( \theta_s \) past \( (v_1, \ldots, v_i) \).

The above description of \( A_\infty \) algebras is often used as a definition, e.g. \([5]\) (set \( m_0 = 0 \) in their definition). It is equivalent to the usual definition, e.g. \([17]\), where the operations have degree \( 2 - n \). Also, the same notion of homotopy derivation appeared, for \( k = 1 \), in \([5]\). The unsuspended version appeared, for \( k = 0 \), in \([10]\).

**Proof.** We first define \( m_1 := d \). Then we precompose \([2]\) with \( \uparrow^\otimes n \), compose with \( \downarrow \) and use \([3]\):

\[
m_1 \circ_1 m_n + \sum_{l=1}^{n} m_n \circ_l m_1 = - \sum_{i+j=n+1} \sum_{l=1}^{i} m_i \circ_l m_j, \quad n \geq 2,
\]

\[
m_1 \circ_1 \theta_n - (-1)^k \sum_{l=1}^{n} \theta_n \circ_l m_1 = \sum_{i+j=n+1} \sum_{l=1}^{i} \sum_{l=1}^{j} (-1)^k \theta_i \circ_l m_j - m_i \circ_l \theta_j), \quad n \geq 1.
\]

An evaluation on \( v_1, \ldots, v_n \in V \) yields the required relations.

It is well known \([17]\) that the structure maps \( m_n \)'s may be extended to a degree +1 coderivation \( m \) on the tensor coalgebra \( T^c(V) \) of \( V \), and that the relations are equivalent to the equation \( m^2 = 0 \). Similarly:

**3.2 Proposition.** A degree \( k \) strong homotopy derivation \( \{\theta_q\} \) of an \( A_\infty \) algebra \( (V, \{m_n\}) \) is equivalently described by a degree \( k \) coderivation \( \theta : T^c(V) \rightarrow T^c(V) \) satisfying

\[
[m, \theta] = 0.
\]

**Proof.** \( \theta \) is defined by the projections \( \pi_1 \theta|_{V^\otimes q} = \theta_q \), where \( \pi_1 : T^c(V) \rightarrow V \) is the obvious projection. \( 0 = [m, \theta] = m \circ \theta - (-1)^k \theta \circ m \) is then easily seen to be equivalent to \([3,1]\).

**3.3 Example.** Let \( (V, m) \) be an \( A_\infty \) algebra, i.e. \([m, m] = 0 \). Let \( \theta \) be an arbitrary coderivation on \( T^c(V) \). The Jacobi identity then implies that

\[
[m, [m, \theta]] = -(-1)^{1+|\theta|}[m, [\theta, m]] - [\theta, [m, m]] = -[m, [m, \theta]].
\]

Thus \([m, [m, \theta]] = 0 \). In other words, \([m, \theta] \) determines a strong homotopy derivation of \((V, m)\). This gives a reservoir of examples.

9
3.3 Strong homotopy inner derivation

As an example of a strong homotopy derivation, we can define a strong homotopy inner derivation of an $A_{\infty}$ algebra.

First observe that in the case $P = Ass$, Definition 2.1 of degree $k$ derivation $\theta$ of an $P$ algebra $(A, m)$ boils down to the usual relation $\theta(xy) = \theta(x)y + (-1)^{|x|}x\theta(y)$.

After passing to $V$, this becomes

$$\theta(xy) = (-1)^k(\theta(x)y) + (-1)^k(-1)^{|x|}(x\theta(y)).$$

Notice that on $V$, the multiplication has degree $+1$ and satisfies

$$(xy)z + (-1)^{|x|}x(yz) = 0.$$  

Such a $(V, m)$ is sometimes called an anti-associative degree $+1$ algebra [15].

3.4 Proposition. Let $a \in V$ have degree $k$. Then the map

$$\theta(x) = ax + (-1)^{|x|}xa$$

is a derivation of $V$ of degree $k + 1$. We call such a derivation inner.

Proof. By a straightforward calculation, we show that

$$\theta(xy) = (-1)^{k+1}\theta(x)y + (-1)^{k+1+|x|(k+1)}x\theta(y). \quad (4)$$

We have that

$$\theta(xy) = a(xy) + (-1)^{k(|x|+|y|+1)}(xy)a \quad (5)$$

from the definition of $\theta$. The terms on the right hand side of (4) yield

$$(-1)^{k+1}\theta(x)y = (-1)^{k+1}(ax)y + (-1)^{k+1}(-1)^{|x|}(xa)y$$

and

$$(-1)^{k+1+|x|(k+1)}x\theta(y) = (-1)^{k+1+|x|(k+1)}x(ay) + (-1)^{k+1+|x|(k+1)+|y|}x(ya).$$

We see that after re-associating,

$$(-1)^{k+1}(ax)y = -(-1)^{k+1}(-1)^k a(xy) = (ax)y,$$

the first term of (5), and

$$(-1)^{k+1+|x|(k+1)+|y|}x(ya) = -(-1)^{k+1+|x|(k+1)+|y|}(-1)^{|x|}(xy)a,$$

the second term of (5). For the two remaining terms, we have

$$(-1)^{k+1}(-1)^{|x|}(xa)y = -(-1)^{k+1}(-1)^{|x|}(-1)^{|x|}x(ay)$$

which cancels out the remaining term

$$(-1)^{k+1+|x|(k+1)}x(ay).$$
Finally, the following generalization of inner derivation is now natural:

**3.5 Proposition.** Let \((V, \{m_n\})\) be an \(A_\infty\) algebra and let \(a \in V\) have the property that the degree of \(a\) is \(k\) and \(m_1(a) = 0\). Then the maps

\[
\theta_n(v_1, \ldots, v_n) = \sum_{p=0}^n (-1)^k \sum_{j=1}^n [v_j] m_{n-1}(v_1, \ldots, v_p, a, v_{p+1}, \ldots, v_n)
\]

(6)
yield a strong homotopy derivation of degree \(k + 1\).

**Proof.** To see that

\[
0 = \sum_{r+s=q+1} (1)^{\beta} \theta_r(v_1, \ldots, v_l, m_s(v_{i+1}, \ldots, v_{i+s}), \ldots, v_q) + (-1)^{k+1}(1)^{\gamma} m_r(v_1, \ldots, v_l, \theta_s(v_{i+1}, \ldots, v_{i+s}), \ldots, v_q),
\]

we first replace the \(\theta_r\) by \(m_{r+1}\) and \(\theta_s\) by \(m_{s+1}\) and \((-1)^{k+1}\) by \(+(-1)^{k}\) to obtain

\[
\sum_{r+s=q+1} (1)^{\beta} \sum_{i=0}^p (-1)^k \sum_{j=1}^p [v_j] m_{r+1}(v_1, \ldots, v_p, a, v_{p+1}, \ldots, m_s(v_{i+1}, \ldots, v_{i+s}), \ldots, v_q) + \sum_{p=i+s+1} (-1)^k \sum_{j=i+1}^p [v_j] m_{s+1}(v_1, \ldots, v_p, a, v_{i+1}, \ldots, v_{i+s+1}, \ldots, v_q)
\]

where \(\beta = \sum_{j=1}^p [v_j]\) and \(\gamma = (k+1) \sum_{j=1}^p [v_j]\).

We claim that for each fixed position \(t\) of the element \(a\), we obtain the \(A_\infty\) algebra relation which is equal to 0. To see this, fix \(1 \leq t \leq q+1\) and let \(x_i = v_i\) for \(i \leq t-1\), \(x_t = a\) and \(x_{t+1} = v_i\) for \(i > t\). For each \(t\) we have

\[
\sum_{i=t}^{q+1-s} (-1)^k \sum_{j=1}^t [x_j] m_{r+1}(x_1, \ldots, x_{t-1}, a, \ldots, x_i, m_s(x_{i+1}, \ldots, x_{i+s}), \ldots, x_{q+1}) + \sum_{i=0}^{t-1-s} (-1)^k \sum_{j=1}^{t-1} [x_j] m_{r+1}(x_1, \ldots, x_{t-1}, a, \ldots, x_i, m_s(x_{i+1}, \ldots, x_{i+s}), \ldots, x_{t-1}, a, \ldots, x_{q+1})
\]

which, after multiplying the first line by 1 written as \((-1)^k(-1)^{k}\) and adding in 0 written as (recall that \(m_1(a) = 0\))

\[
(-1)^k(-1)^k \sum_{j=1}^t [x_j] m_{q+1}(x_1, \ldots, x_{t-1}, m_1(a), x_{t+1}, \ldots, x_{q+1}),
\]

can be seen to equal \((-1)^k(-1)^k \sum_{j=1}^t [x_j]\) times the \(A_\infty\) algebra relation for \(q+1\) inputs \((v_1, \ldots, v_{t-1}, a, v_{t+1}, \ldots, v_q)\). \(\square\)
Now we give another proof of Proposition 3.5, which also explains its assumptions. It is an extension of Example 3.3 so that strong homotopy inner derivation is a special case of it.

3.6 Example. We need to replace $T_c^c(V)$ by its unital version,

$$T_u^c(V) := k \oplus V \oplus V^2 \oplus \cdots .$$

Recall that any coderivation $\theta$ on $T_u^c(V)$ is still uniquely determined by its projections $\theta_n : V^\otimes n \subset T_u^c(V) \to T_u^c(V) \to V$, but this time it includes the 0-th projection $\theta_0 : k \to V$. The formula expressing $\theta$ in terms of $\theta_n$'s is altered only by allowing the 0-th projections. Obviously, any coderivation on $T_c^c(V)$ induces a coderivation on $T_u^c(V)$ by setting its 0-th projection to 0.

Now let $a \in V$ and define a coderivation $\theta$ by

$$\theta_0(1) := a, \quad \theta_n := 0, \quad n \geq 1 .$$

Then $[m, \theta]$ is a coderivation on $T_u^c(V)$. As in Example 3.3, $[m, [m, \theta]] = 0$. We wish $[m, \theta]$ restricted to $T_c^c(V)$ (consequently, it will determine a strong homotopy derivation of $(V, m)$). This is equivalent to

$$0 = [m, \theta]_0 = m_1 \theta_0 = m_1(a) .$$

We recognize the assumptions of Proposition 3.5. The projections of the coderivation $[m, \theta]$ are

$$[m, \theta]_n = \sum_{i=1}^n m_{n+1} \circ_i \theta_0$$

and this is exactly (6).

4 Strong homotopy derivations of $L_\infty$ algebras

We make degree $k$ strong homotopy derivations of $L_\infty$ algebras explicit.

Let $\mathcal{P}$ be the operad for Lie algebras, that is

$$\mathcal{P} := \text{Lie} = \mathbb{F}(k\{\nu\})/((1 + \kappa + \kappa^2) \cdot (\nu \circ_1 \nu)),$$

where $k\{\nu\}$ is the 1-dimensional sign representation of $\Sigma_2$ and $\kappa \in \Sigma_3$ is a cycle of length 3. Its minimal resolution is (see e.g. [1])

$$\mathcal{R} := (\mathbb{F}(X), \partial_R) \xrightarrow{\rho_R} (\mathcal{L}ie, 0),$$

where $X$ is the $\Sigma$ module whose arity $n$ component is the 1-dimensional sign representation $k\{x^n\}$ of $\Sigma_n$, where $|x^n| = 2 - n$, and $\partial_R$ is a derivation differential given by

$$\partial_R(x^n) := \sum_{i+j=n+1} (-1)^{j(i-1)} \sum_{\sigma \in \text{USh}(i,j-1)} \text{sgn}(\sigma) \sigma \cdot (x^i \circ_1 x^j),$$

where $\text{USh}(a, b) = \{ \sigma \in \Sigma_{a+b} \mid \sigma(1) < \cdots < \sigma(a), \sigma(a+1) < \cdots < \sigma(a+b) \}$ is the set of $(a, b)$-unshuffles. The quasiot $\rho_R : \mathcal{R} \to \mathcal{P}$ is given by

$$\rho_R(x^2) := \nu, \quad \rho_R(x^n) := 0 \text{ for } n \geq 3 .$$

\footnote{Again, the formula expressing composition of coderivations in terms of their projections is altered, compared to the non-unital case, only by allowing the 0-th projections.}
Then the associated operad with derivation is

$$D_k \mathcal{P} := \frac{\text{Lie} \ast \mathcal{F}(\Phi)}{(\phi \circ \nu - \nu \circ_1 \phi - \nu \circ_2 \phi)},$$

where $\Phi := k\{\phi\}$ with $\phi$ a degree $k$ element of arity 1. Its quasi-free cofibrant resolution is

$$D_k \mathcal{R} = (\mathcal{F}(X \oplus \Phi \oplus X), \partial_{D_k \mathcal{R}}) \xrightarrow{\rho_{D_k \mathcal{R}}} (D_k \mathcal{P}, 0),$$

where the differential $\partial_{D_k \mathcal{R}}$ is given by

$$\partial_{D_k \mathcal{R}}(x^n) := \sum_{i+j=n+1} (-1)^{j(i-1)} \sum_{\sigma \in \text{USh}(j,i-1)} \text{sgn}(\sigma) \sigma \cdot (x^i \circ_1 x^j),$$

$$\partial_{D_k \mathcal{R}}(\phi) := 0,$$

$$\partial_{D_k \mathcal{R}}(x^n) := \phi \circ_1 x^n - (-1)^{n} \sum_{l=1}^{n} x^n \circ_l \phi +$$

$$- \sum_{i+j=n+1} (-1)^{k+j(i-1)} \sum_{\sigma \in \text{USh}(j,i-1)} \text{sgn}(\sigma) \sigma \cdot (x^i \circ_1 x^j + (-1)^{k+1} x^i \circ_1 x^j)$$

and the quism $\rho_{D_k \mathcal{R}}$ by

$$\rho_{D_k \mathcal{R}}(x^n) := \rho_{\mathcal{R}}(x^n), \quad \rho_{D_k \mathcal{R}}(\phi) := \phi, \quad \rho_{D_k \mathcal{R}}(x^n) = 0.$$

Thus a $D_k \mathcal{R}$ algebra $\beta : D_k \mathcal{R} \to \mathcal{E}nd_{A}$ on a dg vector space $(A, d)$ consists of two collections $\{l_n \mid n \geq 2\}$ and $\{\theta_n \mid n \geq 1\}$ of skew symmetric operations

$$l_n : A^{\otimes n} \to A, \quad |l_n| = 2 - n,$$

$$\theta_n : A^{\otimes n} \to A, \quad |\theta_n| = k - n + 1$$

given by $l_n := \beta(x^n)$, $\theta_1 := (-1)^{k+1} \beta(\phi)$ and $\theta_n := \beta(x^n)$ for $n \geq 2$, satisfying

$$d \circ_1 l_n - (-1)^{n} \sum_{m=1}^{n} l_n \circ_m d = \sum_{i+j=n+1} (-1)^{j(i-1)} \sum_{\sigma \in \text{USh}(j,i-1)} \text{sgn}(\sigma) (l_i \circ_1 l_j) \circ \sigma^{-1}, \quad n \geq 2, \quad (7)$$

$$d \circ_1 \theta_n - (-1)^{k-n+1} \sum_{m=1}^{n} \theta_n \circ_m d =$$

$$= - \sum_{i+j=n+1} (-1)^{k+j(i-1)} \sum_{\sigma \in \text{USh}(j,i-1)} \text{sgn}(\sigma) (\theta_i \circ_1 l_j + (-1)^{k+1} l_i \circ_1 \theta_j) \circ \sigma^{-1}, \quad n \geq 1.$$

The indices $i, j, l$ are bound to values where both sides have sense. Recall that for $f : A^{\otimes n} \to A$, we define

$$(\sigma \cdot f)(a_1 \otimes \cdots \otimes a_n) = (f \circ \sigma^{-1})(a_1 \otimes \cdots \otimes a_n) = \pm f(a_{\sigma(1)} \otimes \cdots \otimes a_{\sigma(n)}),$$

where $\pm$ is the Koszul sign.

The above properties of $l_n$’s and $\theta_n$’s are expressed by “$\{\theta_n\}$ is a strong homotopy derivation of the $L_\infty$ algebra $(A, \{l_n\})$.”

The sign in the formula defining $\theta_1$ is chosen so that the relation for homotopy derivation is shorter - the terms containing $\theta_i$ for $i \geq 2$ and terms containing $\theta_1$ can then be treated equally since $\sigma \cdot (l_n \circ_1 \theta_1) = (\sigma \cdot l_n) \circ_{\sigma(1)} \theta_1 = \text{sgn}(\sigma) l_n \circ_{\sigma(1)} \theta_1$. An even more succinct description can be obtained by passing to the suspension $V = \downarrow A$, as in Subsection 3.2 for $A_\infty$ algebras.
4.1 Proposition. An $L_\infty$ algebra structure is equivalently given by a collection of degree one graded symmetric linear maps $l_n : V^{\otimes n} \to V, n \geq 1$, that satisfy the relations (higher order Jacobi relations)

$$
\sum_{j=1}^{n} \sum_{\sigma} (-1)^{e(\sigma)} l_{n-j+1}(l_j(v_{\sigma(1)}, \ldots, v_{\sigma(j)}), v_{\sigma(j+1)}, \ldots, v_{\sigma(n)}) = 0
$$

where $\sigma$ runs over all $(j, n-j)$ unshuffle permutations. The exponent $e(\sigma)$ is the sum of the products of the degrees of the elements that are permuted.

A strong homotopy derivation of degree $k$ of an $L_\infty$ algebra $(V, \{l_n\})$ is a collection of degree $k$ graded symmetric linear maps $\theta_q : V^{\otimes q} \to V, q \geq 1$, that satisfy the relations

$$
\sum_{j=1}^{n} \sum_{\sigma} (-1)^{e(\sigma)} \theta_{n-j+1}(l_j(v_{\sigma(1)}, \ldots, v_{\sigma(j)}), v_{\sigma(j+1)}, \ldots, v_{\sigma(n)}) +
-(-1)^k(-1)^{e(\sigma)} l_{n-j+1}(\theta_j(v_{\sigma(1)}, \ldots, v_{\sigma(j)}), v_{\sigma(j+1)}, \ldots, v_{\sigma(n)}) = 0
$$

where $\sigma$ runs over all $(j, n-j)$ unshuffle permutations.

Proof. Define

$$
L_1 := -d, \quad L_n := (-1)^{\binom{n}{2}} l_n, \quad \Theta_1 := \theta_1, \quad \Theta_n := (-1)^{\binom{n}{2}} \theta_n \quad \text{for } n \geq 2,
$$

and then suspend \([\ ]\) as in the proof of the analogous Proposition \[\ref{Proposition:strong_homotopy_derivation}\] for $A_\infty$ algebras.

You get the desired equation up to renaming of the maps. Also notice that skew symmetric map $l_n : A^{\otimes n} \to A$ becomes symmetric as a map $V^{\otimes n} \to V$; similarly for $\theta_n$.

Again, we remark that this description of $L_\infty$ algebras differs from but is equivalent to the original definition \[\ref{Def:L_\infty_algebra}\] in which the maps $l_n$ have degree $2-n$ and are graded skew symmetric with the signs adjusted. The same notion of strong homotopy derivation of $L_\infty$ algebra appeared, for $k = 0$, in \[\ref{Def:A_\infty_algebra}\] and \[\ref{Def:A_\infty_algebra}\].

It is well known \[\ref{Def:A_\infty_algebra}\], \[\ref{Def:L_\infty_algebra}\] that the structure maps $l_n$’s may be extended to a degree $+1$ coderivation $l$ on the symmetric coalgebra $S^c(V)$ on $V$, and the $L_\infty$ relations are equivalent to $l^2 = 0$. Similarly:

4.2 Proposition. A degree $k$ strong homotopy derivation $\{\theta_q\}$ of a $L_\infty$ algebra $(V, \{l_n\})$ is equivalently described by a degree $k$ coderivation $\theta : S^c(V) \to S^c(V)$ satisfying $[l, \theta] = 0$.

See \[\ref{Def:A_\infty_algebra}\] for details.

An obvious analogue of Example \[\ref{Example:homotopy_inner_derivative}\] provides examples of strong homotopy derivations of $L_\infty$ algebras.

Following Subsection \[\ref{Subsection:A_\infty_algebra}\] we define strong homotopy inner derivations of $L_\infty$ algebras. A Lie algebra on $A$ becomes, on $V$, an algebra with a symmetric degree $+1$ bracket and the Jacobi identity has the form

$$
[[x, y], z] + (-1)^{|y||z|}[x, [y, z]] + (-1)^{|x||y|+|z|}[[y, z], x] = 0.
$$

A degree $k$ derivation $\theta$ of this algebra is defined by

$$
\theta[x, y] = (-1)^k[\theta(x), y] + (-1)^{k-1}(-1)^{|x|}[x, \theta(y)].
$$

A straightforward calculation yields:
4.3 Proposition. Let \( a \in V \) have degree \( k \). Then the map
\[ \theta(x) = [a, x] \]
is a derivation of \( V \) of degree \( k + 1 \), called an *inner* derivation. 

The inner derivation generalizes to strong homotopy inner derivation as follows:

4.4 Proposition. Let \((V, \{l_n\})\) be an \( L_\infty \) algebra and let \( a \in V \) have the property that \( l_1(a) = 0 \) and the degree of \( a \) is \( k \). Then the maps
\[ \theta_n(v_1, \ldots, v_n) = l_{n+1}(a, v_1, \ldots, v_n) \]
define a strong homotopy derivation of degree \( k + 1 \) of \( V \).

This is proved either by a direct calculation as in Proposition 3.5 or along the lines of Example 3.6 with obvious modifications to the \( L_\infty \) case.

5 Symmetrization and Composition

We recall that there is a well known injective coalgebra map \( \chi : S^c(V) \to T^c(V) \) given by
\[ \chi(v_1, \ldots, v_n) = \sum_{\sigma \in \Sigma_n} (-1)^{\varepsilon(\sigma)} v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(n)} \]
where \((-1)^{\varepsilon(\sigma)}\) is the Koszul sign.

Suppose that \( f : T^c(V) \to V \) is a linear map which extends to a coderivation \( f : T^c(V) \to T^c(V) \) such that \( \pi_1 \circ f = f \), where \( \pi_1 : T^c(V) \to V \) is projection. Then the linear map \( f \circ \chi : S^c(V) \to V \) extends to the coderivation \( f \circ \chi : S^c(V) \to S^c(V) \) and the following diagram commutes (Prop. 5, [6])

\[
\begin{array}{ccc}
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
\downarrow f \circ \chi & & \downarrow f \\
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
& \downarrow f & \downarrow \pi_1 \\
& V & \\
\end{array}
\]

The symmetrization of an \( A_\infty \) algebra structure may be described by the commutative diagram

\[
\begin{array}{ccc}
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
\downarrow l & & \downarrow \pi_1 \\
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
& \downarrow m & \downarrow m \\
& V & \\
\end{array}
\]

where \( m = \sum m_n : T^c(V) \to V \) is the collection of the \( A_\infty \) algebra structure maps, \( m \) is the lift of \( m \) to a coderivation on \( T^c(V) \) with \( m^2 = 0 \), and the \( L_\infty \) algebra structure \( l \) is the lift of the map \( m \circ \chi : S^c(V) \to V \) to a coderivation on \( S^c(V) \).

We now address the issue of symmetrization of strong homotopy derivations of \( A_\infty \) algebras.
5.1 Proposition. Let \( \theta = \{ \theta_n \} \) denote the collection of maps giving a strong homotopy derivation of degree \( +k \) on the \( A_\infty \) algebra \((V, m)\). Regard \( \theta \) as a map \( T^c(V) \rightarrow V \) and lift it to the coderivation \( \theta \) on \( T^c(V) \). Then the extension of the map \( \theta \circ \chi : S^c(V) \rightarrow V \) to the coderivation \( \theta' \) on \( S^c(V) \) is a strong homotopy derivation of degree \( +k \) on the \( L_\infty \) algebra \( V \) with algebra structure given by \( m \circ \chi \).

Proof. We claim that \([l, \theta'] = 0\). We have the commutative diagram

\[
\begin{array}{ccc}
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
\theta' \downarrow & & \theta \downarrow \\
S^c(V) & \xrightarrow{\chi} & T^c(V) \\
& & \theta \downarrow \\
& & V
\end{array}
\]

and we calculate

\[
\chi[l, \theta'] = \chi(l\theta' - (-1)^k \theta'l)
= (\chi l)\theta' - (-1)^k (\chi \theta')l
= m(\chi \theta') - (-1)^k \theta(\chi l)
= m\theta - (-1)^k \theta m\chi
= [m, \theta] \chi = 0
\]

because \( \chi \circ l = m \circ \chi \) from the commutative diagram and \([m, \theta] = 0\) because \( \theta \) is a strong homotopy derivation of an \( A_\infty \) algebra. Because \( \chi \) is injective, it follows that \([l, \theta'] = 0\). \( \square \)

The next proposition provides us with a definition for the composition of strong homotopy derivations of \( A_\infty \) algebras. The proof follows immediately from the Jacobi identity.

5.2 Proposition. Let \( \theta_1 \) and \( \theta_2 \) be coderivations on \( T^c(V) \) of degree \( p \) and \( q \) respectively. Suppose that

\([m, \theta_1] = [m, \theta_2] = 0\),

i.e. \( \theta_1 \) and \( \theta_2 \) correspond to strong homotopy derivations of \((V, m)\). Then \([\theta_1, \theta_2] := \theta_1 \circ \theta_2 - (-1)^{pq} \theta_2 \circ \theta_1 \) is a coderivation of degree \( p + q \) with the property

\([m, [\theta_1, \theta_2]] = 0\),

so \([\theta_1, \theta_2] \) corresponds to a strong homotopy derivation of \((V, m)\). \( \square \)

There is an obvious analogous proposition for strong homotopy derivations of \( L_\infty \) algebras.
Appendix: Direct application of the Koszul theory

In this Appendix, we prove:

**6.1 Proposition.** Let $G$ be a $\Sigma$ module such that $F(\downarrow G \oplus \downarrow \Phi)$ is of finite type\(^2\). Let $\mathcal{P} = F(G)/(S)$ be a quadratic Koszul operad, where $S \subset F^2(G)$ are the generating relations. Then the operad $D_k\mathcal{R}$ of Definition 2.4 is isomorphic to the Koszul resolution $\Omega((D_k\mathcal{P})^i)$ of the operad $D_k\mathcal{P}$.

Of course, a much more general result has been already obtained in Remark 2.11. However, here we directly construct the Koszul resolution of $D_k\mathcal{P}$. We hope that some readers find that exercise on Koszul duality interesting.

As usual, instead of computing the Koszul dual cooperad $(D_k\mathcal{P})^!$ directly, we dualize it to obtain an easier to understand operad. However, we need to work with operads including arity 1 operations. This brings some technical issues with dualizing quadratic data and forces us to assume the finiteness properties. These assumptions can be avoided by computing $(D_k\mathcal{P})^!$ directly, but we don’t know how to do that.

**6.2 Remark.** Recall that $k$ is the degree of $\phi \in \Phi$. The assumption in Proposition 6.1 that $F(\downarrow G \oplus \downarrow \Phi)$ is of finite type is satisfied if $G$ is of finite type and some of the conditions below is met:

1. $G(0) = 0$, $G(1)$ is concentrated in degree $\geq 2$ (resp. $\leq 0$) and $k \geq 2$ (resp. $k \leq 0$).
2. $G(0), G(1)$ are concentrated in degree $\geq 2$ (resp. $\leq 0$) and $G(\geq 2)$ is concentrated in degree $\geq 1$ (resp. $\leq 1$) and $k \geq 2$ (resp. $k \leq 0$).
3. $G(0)$ is concentrated in degree $\geq 1$ (resp. $\leq 1$), $G(1)$ is concentrated in degree $\geq 2$ (resp. $\leq 0$) and $G(\geq 2)$ is concentrated in degree $\geq 2$ (resp. $\leq 0$) and $k \geq 2$ (resp. $k \leq 0$).
4. $G(0) = \mathbb{k}\{a\}$, $|a| = 0$, $G(2) = \mathbb{k}\Sigma_2\{b\}$, $|b| = 3$, $G(n) = 0$ for $n \neq 0, 2$ and $k \geq 2$.

These claims follow by an easy tree combinatorics. The list is, of course, not exhaustive. We don’t know any assumptions which would admit $k = 1$. Curiously, this is the case considered in [5].

In this section, all $\Sigma$ modules and operads have zero differential unless explicitly stated otherwise. As usual, we consider only conilpotent cooperads, thus the adjective will be omitted in the sequel. Recall that this assumption implies that the underlying $\Sigma$ module of a cofree cooperad coincides with that of free operad.

We use freely the notation and results of [10] and [11].

We start by discussing linear duals of (co)operads in some detail.

**6.3 Definition.** Recall that a $\Sigma$ module $E$ is said to be of finite type iff for each $n \geq 0$ $E(n)$ is a dg vector space of finite type, i.e. every degree component $E(n)^d$, $d \in \mathbb{Z}$, is a finite dimensional vector space.

Let $\Sigma$ denote the category of $\Sigma$ modules and let $\Sigma_{fL}$ denote the full subcategory of all $\Sigma$ modules of finite type. There is a subcategory $\mathcal{Op}_{fL}$ of $\mathcal{Op}$ of all operads having their underlying $\Sigma$ module in $\Sigma_{fL}$. Similarly for cooperads, there is a full subcategory $\mathcal{CoOp}_{fL}$ of $\mathcal{CoOp}$.

\(^2\)For $\Phi$, recall Definition 2.2 for “finite type”, see Definition 6.3 below.
6.4 Definition. Let $E$ be a $\Sigma$ module and let $R \subset \mathcal{F}^2(E)$ be a sub $\Sigma$ module. Denote this inclusion $i$ and denote $\iota : \mathcal{F}(E) \to \mathcal{F}^2(E)/R$ the obvious projection.

Denote $\text{Op}(E, R)$ the operad and $p : \mathcal{F}(E) \to \text{Op}(E, R)$ the morphism of operads satisfying $p i = 0$ and having the following universal property: In the diagram below, for every morphism $f$ of operads such that $f i = 0$, there exists unique morphism $g$ of operads such that $g p = f$.

\[
\begin{array}{ccc}
R & \xrightarrow{i} & \mathcal{F}(E) \\
\downarrow & & \downarrow p \\
\forall f & \xmapsto{} & \exists g
\end{array}
\]

Denote $\text{Op}_{\text{fr.}}(E, R)$ the operad in $\text{Op}_{\text{fr.}}$ with the same universal property as $\text{Op}(E, R)$, except we consider only all morphisms $f$ with target $\mathcal{P} \in \text{Op}_{\text{fr.}}$.

Denote $\text{CoOp}(E, R)$ the cooperad and $\pi : \text{CoOp}(E, R) \to \mathcal{F}(E)$ the morphism of cooperads satisfying $\iota \pi = 0$ and having the following universal property: In the diagram below, for every morphism $\phi$ of cooperads such that $\iota \phi = 0$, there exists unique morphism $\gamma$ of cooperads such that $\pi \gamma = \phi$.

\[
\begin{array}{ccc}
\mathcal{F}^2(E)/R & \xrightarrow{\iota} & \mathcal{F}(E) \\
\downarrow & & \downarrow \pi \\
\forall \phi & \xmapsto{} & \exists! \gamma
\end{array}
\]

Denote $\text{CoOp}_{\text{fr.}}(E, R)$ the cooperad in $\text{CoOp}_{\text{fr.}}$ with the same universal property as $\text{CoOp}(E, R)$, except we consider only all morphisms $f$ with source $\mathcal{C} \in \text{CoOp}_{\text{fr.}}$.

6.5 Remark. Recall that $\text{Op}(E, R)$ is the usual quotient operad $\mathcal{F}(E)/(R)$ of $\mathcal{F}(E)$ modulo the ideal $(R)$ generated by $R$. Observe that if $\text{Op}(E, R) \in \text{Op}_{\text{fr.}}$, then $\text{Op}_{\text{fr.}}(E, R) \cong \text{Op}(E, R)$ by fullness of $\text{Op}_{\text{fr.}}$ in $\text{Op}$. For cooperads, $\text{CoOp}(E, R) \in \text{CoOp}_{\text{fr.}}$ implies $\text{CoOp}_{\text{fr.}}(E, R) \cong \text{CoOp}(E, R)$ similarly.

6.6 Remark. Here are some well known or easy to prove facts about the linear dual:

1. The natural map $A^\# \otimes B^\# \to (A \otimes B)^\#$ is an iso if $A, B$ are of finite type.
2. If $C \in \text{CoOp}$ with cocompositions $\Delta_i$, then $C^\# \in \text{Op}$ (without any finiteness assumptions) via $\circ_i : C(m)^\# \otimes C(n)^\# \to (C(m) \otimes C(n))^\# \xrightarrow{\Delta^\#} C(m + n - 1)^\#$.
3. If $\mathcal{P} \in \text{CoOp}_{\text{fr.}}$, then $\mathcal{P}^\# \in \text{CoOp}_{\text{fr.}}$.
4. If the free operad (resp. cooperad) $\mathcal{F}(E)$ is in $\Sigma_{\text{fr.}}$, then $E \in \Sigma_{\text{fr.}}$ and $\mathcal{F}(E)^\# \cong \mathcal{F}(E^\#)$ as cooperads (resp. operads).
5. If $\mathcal{F}(E) \in \Sigma_{\text{fr.}}$, then $\text{Op}(E, R) \in \text{Op}_{\text{fr.}}$ and $\text{CoOp}(E, R) \in \text{CoOp}_{\text{fr.}}$.
6. If $\mathcal{P} \in \text{Op}_{\text{fr.}}$ (resp. $\text{CoOp}_{\text{fr.}}$), then there is a natural iso $\mathcal{P}^\# \cong \mathcal{P}$ of operads (resp. cooperads).

The following lemma is a consequence of an explicit description of $\mathcal{F}(E)$:
6.7 Lemma. For every \( \sigma(x \circ_1 y) \in \mathbb{F}^2(E)(n) \) with \( x \in E(a), y \in E(b) \), \( \sigma \in \Sigma_{a+b-1} \), there are unique \( \sigma' \in \text{USh}(b,a-1), \alpha \in \Sigma_a \) and \( \beta \in \Sigma_b \) such that \( \sigma(x \circ_1 y) = \sigma'(\alpha x \circ_1 \beta y) \).

6.8 Lemma. If \( E \) is a \( \Sigma \) module such that \( \mathbb{F}(E) \in \Sigma_{tl,t} \) and if \( R \subset \mathbb{F}^2(E) \) is a sub \( \Sigma \) module, then
\[
\text{Op}(E,R)^\# \cong \text{CoOp}(E^\#,R^\perp) \quad \text{and} \quad \text{CoOp}(E,R)^\# \cong \text{Op}(E^\#,R^\perp)
\]
as (co)operads. The notation \( R^\perp \) is explained in the proof below.

Proof. We prove the second statement, the first one is analogous.

Dualize the first row of the diagram (10):
\[
(\mathbb{F}^2(E)/R)^\# \quad \xrightarrow{\iota^\#} \quad \mathbb{F}(E)^\# \quad \xrightarrow{\pi^\#} \quad \text{CoOp}(E,R)^\#
\]
We identify \( \mathbb{F}(E)^\# \cong \mathbb{F}(E^\#) \) by Remark 6.6. In particular, \( \mathbb{F}^2(E)^\# \cong \mathbb{F}^2(E^\#) \). Under this iso, the usual pairing \( \mathbb{F}^2(E)^\# \otimes \mathbb{F}^2(E) \to k \) becomes a pairing \( \Psi : \mathbb{F}^2(E)^\# \otimes \mathbb{F}^2(E) \to k \) described as follows: For \( \alpha \in E(a)^\#, \alpha' \in E(b)^\#, \ e \in E(c), e' \in E(d) \) and \( \sigma \in \text{USh}(b,a-1), \tau \in \text{USh}(d,c-1) \),
\[
\Psi(\sigma(\alpha \circ_1 \alpha') \otimes \tau(e \circ_1 e')) := \begin{cases} (1)^{|\alpha|}|\epsilon| \alpha(e) \cdot \alpha'(e') & \text{if } a = c, b = d, \sigma = \tau \\ 0 & \text{else} \end{cases}
\]
By Lemma 6.7, this determines \( \Psi \) uniquely. We define \( R^\perp := \{ x \in \mathbb{F}^2(E)^\# \mid \forall r \in R \; \Psi(x \otimes r) = 0 \} \) as usual and then there is the obvious iso \( (\mathbb{F}^2(E)/R)^\# \cong R^\perp \). Thus \( \iota^\# \) becomes the inclusion \( R^\perp \to \mathbb{F}(E)^\# \). Below, we will prove that \( \text{CoOp}(E,R)^\# \) has the universal property of \( \text{Op}_{t,t}(E^\#,R^\perp) \). By uniqueness and Remarks 6.5 and 6.6 (5.), the conclusion will follow.

Let \( \mathcal{P} \in \text{Op}_{t,t} \) and let \( f : \mathbb{F}(E^\#) \to \mathcal{P} \) be a morphism of operads such that \( fi = 0 \). We need to find a unique \( g : \text{CoOp}(E,R)^\# \to \mathcal{P} \) such that the right square commutes:
\[
\begin{array}{ccc}
(\mathbb{F}^2(E)/R)^\# & \xrightarrow{\iota^\#} & \mathbb{F}(E)^\# & \xrightarrow{\pi^\#} & \text{CoOp}(E,R)^\#\\
\cong & & \cong & & \\
R^\perp & \xrightarrow{i} & \mathbb{F}(E)^\# & \xrightarrow{f} & \mathcal{P} \\
\end{array}
\]
We dualize this diagram. By our finiteness assumptions, all operads become cooperads. By universality of \( \text{CoOp}(E,R) \), there is unique \( g_1 \) such that the diagram below commutes:
\[
\begin{array}{ccc}
(\mathbb{F}^2(E)/R) & \xrightarrow{\iota} & \mathbb{F}(E) & \xrightarrow{\pi} & \text{CoOp}(E,R) \\
\cong & & \cong & & \\
(\mathbb{F}^2(E)/R)^{\#\#} & \xrightarrow{\iota^{\#\#}} & \mathbb{F}(E)^{\#\#} & \xrightarrow{\pi^{\#\#}} & \text{CoOp}(E,R)^{\#\#} \\
\cong & & \cong & & g_1 \\
(R^\perp)^{\#} & \xrightarrow{i^{\#}} & \mathbb{F}(E)^{\#} & \xrightarrow{f^{\#}} & \mathcal{P}^{\#} \\
\end{array}
\]
Now we dualize once more and define the morphism $g$ to be the composite

$$\text{CoOp}(E, R)^\# \xrightarrow{g^\#} \mathcal{P}^\# = \mathcal{P}.$$  

It is then an easy application of naturality to prove $g$ has the required properties. □

Let $\mathcal{Q}$ be a quadratic Koszul operad with presentation $\mathcal{Q} = \mathbb{F}(E)/(R)$ for some $R \subset \mathbb{F}^2(E)$. Recall that its Koszul dual cooperad has presentation $\mathcal{Q}^i := \text{CoOp}(\downarrow E, \downarrow \otimes^2 R)$, where $\downarrow \otimes^2 R$ is the image of $R$ under the map $\mathbb{F}^2(E) \to \mathbb{F}^2(\downarrow E)$ sending $\sigma(c_1 c_2)$ to $(-1)^{|c_1|} \sigma(c_1 \downarrow c_2)$. Recall that Koszul resolution of $\mathcal{Q}$ is the cobar construction on $\mathcal{Q}^i$:

$$\Omega(\mathcal{Q}^i) = \mathbb{F}(\uparrow \mathcal{Q}^i)$$  

with differential $\partial$ being the operadic derivation given on generators by the composite

$$\uparrow \mathcal{Q}^i \xrightarrow{\downarrow} \mathcal{Q}^i \xrightarrow{\Delta_{(1)}} \mathbb{F}^2(\uparrow \mathcal{Q}^i) \xrightarrow{\uparrow \otimes \uparrow} \mathbb{F}^2(\uparrow \mathcal{Q}^i)$$

where $\Delta_{(1)}$ is the composition $\uparrow \mathcal{Q}^i \xrightarrow{\Delta} \mathcal{Q}^i \xrightarrow{\text{proj}} \mathbb{F}^2(\uparrow \mathcal{Q}^i)$. Rather than computing $\mathcal{Q}^i$ directly, we find it easier to dualize it and use Lemma 6.8. Then we dualize again to obtain a cooperad isomorphic to $\mathcal{Q}^i$. These dualizations force us to put the finiteness assumptions on $\mathcal{Q}$.

Proof of Proposition 6.4

$$D_k \mathcal{P} = \mathbb{F}(G \oplus \Phi)/(S \oplus D),$$

where $D = \{ \phi o_1 g - (-1)^{|\phi|} \sum_i g o_i \phi \mid g \in G \}$. We make the Koszul resolution of $D_k \mathcal{P}$ explicit. By definition,

$$(D_k \mathcal{P})^i = \text{CoOp}(\downarrow G \oplus \downarrow \Phi, \downarrow \otimes^2 S \oplus \downarrow \otimes^2 D).$$

By assumption, $\mathbb{F}(\downarrow G \oplus \downarrow \Phi) \in \Sigma_{\ell,k}$. Thus Lemma 6.8 implies

$$(D_k \mathcal{P})^i \cong \text{Op}(\downarrow G \oplus \downarrow \Phi)^\#, (\downarrow \otimes^2 S \oplus \downarrow \otimes^2 D)^\perp).$$

We compute the orthogonal complement $$(\downarrow \otimes^2 S \oplus \downarrow \otimes^2 D)^\perp$$ with respect to $\Psi$ defined at (11): Denote

$$(\downarrow \otimes^2 S)^\perp := \{ \tau \in \mathbb{F}^2((\downarrow G)^\#) \mid \forall s \in \downarrow \otimes^2 S \quad \Psi(\tau, s) = 0 \}.$$  

Since every $\tau \in \mathbb{F}^2((\downarrow G)^\#) \subset \mathbb{F}^2((\downarrow G)^\# \oplus (\downarrow \Phi)^\#)$ is trivially orthogonal to $\downarrow \otimes^2 D$, we obtain $$(\downarrow \otimes^2 S)^\perp \subset (\downarrow \otimes^2 S \oplus \downarrow \otimes^2 D)^\perp.$$ Similarly, elements of the form $\overline{\phi} \circ_1 \phi$, $\sigma_0^i \phi$ are trivially orthogonal to $\downarrow \otimes^2 S$, where $\overline{\phi} \in (\downarrow G)^\#$ and $\phi \in (\downarrow \Phi)^\#$ is a fixed nonzero element of the 1-dimensional space. We immediately see that $\overline{\phi} \circ_1 \phi$ is also orthogonal to $\downarrow \otimes^2 D$. For the remaining cases, we compute:

$$\Psi(\overline{\phi} \circ_1 \overline{\phi} \circ_1 \downarrow g) = (-1)^{(1+|\phi|)(1+k)} \overline{\phi}(\downarrow g) \cdot \overline{\phi}(\downarrow g),$$

$$\Psi(\overline{\phi} \circ_1 \phi \circ_1 \downarrow g) = (\Psi(\sigma_i^{-1} \overline{\phi} \circ_1 \overline{\phi} \circ_1 \overline{\phi}) \cdot \sigma_j(\sigma_j^{-1} \overline{\phi} \circ_1 \overline{\phi} \circ_1 \overline{\phi})) =$$

$$= \delta_{ij} (-1)^{(1+k)(1+|\phi|)}(\sigma_i^{-1} \overline{\phi})(\sigma_j^{-1} \overline{\phi} \circ_1 \overline{\phi} \circ_1 \downarrow g) \cdot \overline{\phi}(\downarrow g) =$$

$$= \delta_{ij} (-1)^{(1+k)(1+|\phi|)}(\sigma_i^{-1} \overline{\phi})(\sigma_j^{-1} \overline{\phi} \circ_1 \overline{\phi} \circ_1 \overline{\phi} \circ_1 \overline{\phi}) \cdot \overline{\phi}(\downarrow g).$$
where \( \sigma_l \in \text{USh}(1, n-1) \) is the unique unshuffle such that \( \sigma_l(1) = l \) and \( \delta_{ij} \) is the Kronecker delta.

\[
\begin{align*}
\phi & = (1)^{(1+k)(1+|g|)} \\
\phi \circ_i \phi & = (1)^{(1+k)(1+|g_1|)} \\
\phi \circ_i \phi & = (1)^{(1+k)(1+|g_2|)} \\
\end{align*}
\]

The right-to-left inclusion below follows by an easy calculation:

\[
(\downarrow^2 S \oplus \downarrow^2 D)^\perp = (\downarrow^2 S)^{\perp G} \oplus \mathbb{K}\{ \overline{\phi} \circ_i \overline{\phi} \} \oplus \mathbb{K}\{ \overline{\phi} \circ_i \overline{\phi} \mid \overline{\phi} \in (\downarrow^2 G)^\# \}
\]

and the other inclusion is straightforward.

Now the operad \((D_k P)^\#\) is easy to understand: Intuitively, we can vertically exchange \( \overline{\phi} \) with \( \overline{\phi} \in (\downarrow^2 G)^\# \) in a tree (with levels) encoding iterated \( \circ_i \) compositions of operations of \((D_k P)^\#\):

Also, if two \( \overline{\phi} \)'s appear one above the other, then the whole composition vanishes:

\[
\begin{align*}
\phi = (1)^{(1+k)(1+|g|)} \\
\phi \circ_i \phi = (1)^{(1+k)(1+|g|)} \\
\phi \circ_i \phi = (1)^{(1+k)(1+|g|)} \\
\end{align*}
\]

Hence only trees with at most one occurrence of \( \overline{\phi} \) remains and we assume that \( \overline{\phi} \) is always at the root. The operations in \((\downarrow^2 G)^\#\) are subject to the same relations as in \( P_i^\#\).

Thus

\[
(D_k P)^\# \simeq P_i^\# \oplus \uparrow^{1-k} P_i^\# \quad \text{as } \Sigma \text{ modules. (12)}
\]

The elements of the second summand are of the form \( \overline{\phi} \circ_i \overline{p} \) for some \( \overline{p} \in P_i^\# \) and we denote them just by \( \overline{\phi} \overline{p} \). The composition involving the \( \uparrow^{1-k} P_i^\# \) summand is as follows:

\[
\begin{align*}
\overline{\phi} \overline{p}_1 \circ_i \overline{\phi} \overline{p}_2 &= 0, \\
\overline{\phi} \overline{p}_1 \circ_i \overline{p}_2 &= \overline{\phi} \overline{p}_1 \circ_i \overline{p}_2, \\
\overline{p}_1 \circ_i \overline{\phi} \overline{p}_2 &= (1)^{(1+k)|\overline{p}_1|} \overline{\phi} \overline{p}_1 \circ_i \overline{p}_2.
\end{align*}
\]
where $\circ_i$ on the RHS means composition in $\mathcal{P}_i^\#$.

Now we consider $(\mathcal{D}_k\mathcal{P})^{i\#\#}$, which is isomorphic to $(\mathcal{D}_k\mathcal{P})^{i}$. As in [12], its elements are $\tilde{p} \in \mathcal{P}_i$ and $\tilde{\phi}\tilde{p} \in \uparrow^{k-1}\mathcal{P}_i$. The partial cocomposition $\Delta_{(1)}$ is dual to the partial composition $\gamma_{(1)} : \mathbb{F}^2((\mathcal{D}_k\mathcal{P})^{i\#}) \rightarrow (\mathcal{D}_k\mathcal{P})^{i\#}$, which maps $\sigma(\mathcal{P}_i\mathcal{P})$ in $\mathbb{F}^2((\mathcal{D}_k\mathcal{P})^{i\#})$ to $\sigma(\mathcal{P}_i\mathcal{P})$ in $(\mathcal{D}_k\mathcal{P})^{i\#}$. We denote

$$\Delta_{(1)}(\tilde{p}) = \sum_l \sigma_l(\tilde{p}_{1,l} \circ_i \tilde{p}_{2,l})$$

and then

$$\Delta_{(1)}(\tilde{\phi}\tilde{p}) = \tilde{\phi} \circ_i \tilde{p} + \sum_i (-1)^{(1+k)|\tilde{p}|} \tilde{p} \circ_i \tilde{\phi} +$$

$$+ \sum_i \tilde{\phi}\tilde{p}_{1,l} \circ_i \tilde{p}_{2,l} + \sum_i (-1)^{(1+k)|\tilde{p}|l} \tilde{p}_{1,l} \circ_i \tilde{\phi}\tilde{p}_{2,l}.$$

By definition, $\Omega((\mathcal{D}_k\mathcal{P})^{i}) = \mathbb{F}(\uparrow^{k-1}\mathcal{P}_i)$ and hence its generators are $\uparrow\tilde{p}$ and $\uparrow\tilde{\phi}\tilde{p}$. By the above calculation of $\Delta_{(1)}$, the differential of $\Omega((\mathcal{D}_k\mathcal{P})^{i})$ is:

$$\partial(\uparrow\tilde{p}) = \sum_l (-1)^{|\tilde{p}_{1,l}|} \sigma_l(\uparrow\tilde{p}_{1,l} \circ_i \uparrow\tilde{p}_{2,l}),$$

$$\partial(\uparrow\tilde{\phi}\tilde{p}) = (-1)^{1+k}\uparrow\tilde{\phi} \circ_i \uparrow\tilde{p} + (-1)^{(1+k)|\tilde{p}|l} \sum_i \uparrow\tilde{p} \circ_i \uparrow\tilde{\phi} +$$

$$+ \sum_l (-1)^{|\tilde{\phi}\tilde{p}_{1,l}|} \sigma_l(\uparrow\tilde{\phi}\tilde{p}_{1,l} \circ_i \uparrow\tilde{p}_{2,l}) +$$

$$+ \sum_l (-1)^{(1+k)|\tilde{p}_{1,l}|+|\tilde{p}_{1,l}|} \sigma_l(\uparrow\tilde{p}_{1,l} \circ_i \uparrow\tilde{\phi}\tilde{p}_{2,l}).$$

We define an operadic derivation $s : \mathbb{F}(\uparrow^{k-1}\mathcal{P}_i) \rightarrow \mathbb{F}(\uparrow^{k-1}\mathcal{P}_i)$ on generators by

$$s(\uparrow\tilde{p}) := \uparrow\tilde{\phi}\tilde{p}.$$

Then the formula for $\partial(\uparrow\tilde{\phi}\tilde{p})$ turns into

$$\partial(\uparrow\tilde{\phi}\tilde{p}) = (-1)^{1+k}\uparrow\tilde{\phi} \circ_i \uparrow\tilde{p} + (-1)^{(1+k+1+k)|l} \sum_i \uparrow\tilde{p} \circ_i \uparrow\tilde{\phi} +$$

$$+ (-1)^{1+k}s(\partial(\uparrow\tilde{p})).$$

After comparing with (1) for $X := \uparrow\tilde{P}$, it is obvious that the operad $\Omega((\mathcal{D}_k\mathcal{P})^{i})$ is isomorphic to $\mathcal{D}_k\mathcal{R}$ via $\uparrow\tilde{\phi} \mapsto (-1)^{1+k}\tilde{\phi}$.
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