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Abstract—Biometric authentication has attracted great interest due to its importance in numerous real-world applications. In this paper, the accuracy issue addressed through multimodal biometric combination. The proposed multimodal biometric combination scheme delivers face, finger print and signature as biometric characteristics, as an input for security purpose. The proposed methodology incorporates Wiener filter for preprocessing the acquired images and Discrete Wavelet Transform (DWT) was used for achieving feature subsets. Then, Linear Discriminant Regression Classification (LDRC) was designed with the combination of Selective Small Reconstruction Error (SSRE), which helps to select the appropriate classes. In experimental analysis, the proposed approach improves the authentication rate by means of False Acceptance Rate (FAR), False Rejection Rate (FRR) and Equal Error Rate (EER). The experimental outcome shows that the proposed methodology improved accuracy in biometric authentication rate up to 5-10% compared to the existing method: Linear Regression Classification (LRC).
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I. INTRODUCTION

Biometric authentication has gained a lot of interest, because of the extensive range of data security and access control. In recent years, the biometric authentication has superior enhancement in dependability & precision. Some biometric systems offer good person identification performance [1], [2]. However, the most progressive biometric systems are facing several issues, due to the inheritance of data and methodology. Hence, it is not possible to achieve a higher identification rate and attempting to improve the performance of single matchers. Generally, biometric systems functioning on a single biometric feature have several boundaries like Distress with data sensors, Distinctiveness ability, and Lack of universality [3].

In spite of a substantial research work, uni-modal biometric systems are regularly suffering from different types of drawbacks such as non-universal biometric traits, susceptibility to inadequate accuracy because of noisy data [4], [5]. Therefore, uni-modal biometric systems might not be capable of achieving the expected performance requirement in real-world usage [6], [7]. In recent times, this accuracy issue has been addressed through multimodal biometric (multi-biometric) fusion, which integrates the information, by individual biometric. Multimodal biometric fusion has been presented in many past research empirically to enhance the accuracy of biometrics based verification & identification [8], [9], [10]. Multimodal biometric systems are utilized over physiological or behavioral feature for verification.

Multimodal system utilizes the behavioral characteristics for the verification, identification and combines the several evidence by using the multi-source information [11], [12]. For instance, face recognition, fingerprint, and signature sorts to different at a time. The level of fusion & integration strategies that can be adopted group of information. In addition, various levels of fusion strategies are utilized such as sensor level fusion, feature level fusion, matching score level, decision level fusion [13], [14], [15], [21]. Its evidence & fusion to improve the overall decision accuracy & performance. It mainly used for reducing the false acceptance ratio & false rejection ratio.

This paper is composed as follows. Section II survey several recent papers on biometric authentication. In section III, an effective unsupervised method (LDRC) is presented with selective small reconstruction error. Section IV shows...
comparative experimental result for existing and proposed strategies. The conclusion is made in Section V.

II. LITERATURE REVIEW

Here, we surveyed some of the current investigates concentrated on multi-model biometric authentication methods.

A. Muthukumar et al. [16] have evaluated a multimodal biometric system utilizing Particle Swarm Optimization (PSO). This paper has focused on the security of biometric system, because co-operated biometric patterns cannot be rescinded and also this paper has proposed a multimodal system based on an evolutionary algorithm, PSO that adapts for varying security environments. With these two concerns, this paper had developed a design incorporating adaptability, authenticity and security.

Yuwu et al. [17] have presented a Linear Regression (LR) scheme for solving the solution for LR equation using least square algorithm. Kernel Linear Discriminant Classification (KLRC) is a non-linear extension of LRC, it helps to determine the kernel function. They have employed on three standard databases under some assessment protocols. This methodology not only out-performs the LRC and also it achieves a better performance than typical kernel approaches.

S. M. Huang [18] have presented a LR classification procedure with the help of class-specific exemplification where it was renowned by Between-Class Reconstruction Error (BCRE) and Within Class Recreation Error (WCRE) to discover a discriminant subspace by expanding the estimation of BCRE and diminishing the estimation of WCRE simultaneously. The Main disadvantage of LDRC was expansion of the general BCRE was just dominated by some substantial class-particular BCRE. This thing makes the resulting LRC inaccurate.

B. Ma et al. [19] have illustrated a watermarking-based two-stage authentication system for securing the biometric data. In the initial phase of authentication, the credibility of input data was recognized through investigation the validity of extracted patterns. Because of the particular feature of face watermarks, the face detection based classification approaches were obtained for reliable watermark verification in place previous correlation based watermark detection. If authentic, the face patterns can additional assist as extra identity information to enable sub-sequential biometric authentication. Their proposed method’s one chief difficult was to assure the robustness during maintaining the discerning individualities of host fingerprints.

H. Saevanee et al. [20] have illustrated a text-based multimodal biometric scheme by exploiting linguistic examination, keystroke dynamics & behavioral profiling. For evolving an authentication mechanism that can give a less costly, non-intrusive & uninterrupted solution to the difficult of user authentication. The system was designed by employing a variety of single and multimodal biometric techniques without any additional hardware. The users can benefit from the framework with regards to both device security and convenience of use. The consequences of the simulation evidently displayed that the proposed authentication framework could give continuous and transparent authentication to protect mobile devices.

III. PROPOSED METHODOLOGY FOR BIOMETRIC AUTHENTICATION

In this stage, images are converted from various sizes to standard size (32*32). Subsequently the standard size images are subjected to the noise removal process with the aid of filters. However, during the noise removal process such as median filter and Gaussian filter, the high dimensional information will become a loss. To solve this issue in this paper, we plan to use wiener filter, that minimizes the mean square error and support Image Quality Assessment for fake imageries detection.

A. Wiener Filter

Wiener filter is employed to eliminate the noise from images based on statistical method. This filter is characterized by a conjecture that image noise is stationary linear random processes and their spectral features are determined. The functioning is further extent using Minimum Mean-Square Error.

The Wiener filter is implemented as represented in the following equation (1) and (2).

\[
W_i(j) = \frac{D*(i,j)p_s(i,j)}{D(i,j)|^2 p_s(i,j) + p_s(i,j)}
\]  

(1)

\[
W_s(i,j) = \frac{D*(i,j)p_s(i,j)}{D(i,j)|^2 p_s(i,j) + p_s(i,j)}
\]  

(2)

Dividing through by \(p_s\).

\[
W(i,j) = \frac{D*(i,j)}{D(i,j)|^2 + p_s(i,j) p_s(i,j)}
\]  

(3)
where,

\[
W_{i}(i, j) = \text{wiener filter for noise removal in fingerprint image}
\]

\[
W_{f}(i, j) = \text{wiener filter for noise removal in face image}
\]

\[
D (i, j) = \text{Degradation Function (DF) on image}
\]

\[
D^{*}(i, j) = \text{Complex conjugate of DF on image}
\]

\[
p_{n}(i, j) = \text{Power Spectral Density (PSD) of Noise on image}
\]

\[
p_{u}(i, j) = \text{PSD of un-degraded image}
\]

IV. DISCRETE WAVELET TRANSFORM

To explain the fraudulent attack and to build the superior biometric authentication structure, each of the image fusion procedure merges the two or more images into a single image. In order to make the fusion of images initially, every image is converted to wavelet representation to remap an image without any information loss based on DWT which makes the picture noticeably practical for image fusion. Successively, wavelet coefficients are fused based on the cultivated fusion rule of wavelet transform domain. The fused images are constructed based on inverse DWT.

V. PRINCIPLE COMPONENT ANALYSIS (PCA)

Here, PCA based feature extraction is exploited to extract the global features from multimodal images. Moreover, PCA is utilized to decrease the dimensionality of an image. Initially the 2D images are converted into 1D images and indicated as \(1 \times i \times j\) by merging the pixels in the original image. Then, subtract the row wise mean from each dimension and place the result in matrix \(R\). Construct the \(j \times j\) covariance matrix for building the matrix become square, which is used for calculation of Eigen vectors and Eigen values. Construction of a covariance matrix \(j \times j\) by equation (4).

\[
R \times R
\]

Find the eigenvalues and eigenvectors of the images by solving equation (5).

\[
(R - \lambda)V = 0
\]

Where, \(\lambda\) is an Eigen value and \(V\) is an eigenvector. This modules are not effective, which are eliminated in order to diminish the dimensionality. Thus, selecting the first \(v\) Eigen vectors \((v < j)\). By considering the selected \(v\) Eigen and feature vectors are calculated and then build the matrix with Eigen vectors as columns represents in equation (6).

\[
F = (eig_{1}, eig_{2}, \ldots, eig_{v})
\]

Transpose vector is under taken after the feature vector \(F\) is constructed and then multiply the transpose vector with the original data set.

VI. PROPOSED LINEAR DISCRIMINANT REGRESSION CLASSIFICATION

LRC scheme is enhanced by utilizing a LDRC algorithm through absorbing fisher criterion into LRC that prompts to increase the proportion of the BCRE over the WCRE. Through employing discriminant investigation, we need to separate the patterns of various classes by picking the projection directions on which the patterns of different classes are far from each other while keeping the patterns of the same classes be as close to each other as possible. Therefore, the proposed LDRC could estimate an optimum prediction in such a way that the ratio of the BCRE over the WCRE achieved by the LRC is maximized. An ideal projection matrix is found to extend the original picture to a more segregating low-dimensional space. In the new low-dimensional space, LDRC can achieve better recognition performance.

Generally, classification error happens when the true class and false class have similar small reconstruction errors. So, if only the classes with small reconstruction errors are considered when evaluating BCRE, the reconstruction error difference between the true class and false class will be increased. This helps to correctly classify the probe image. In LDRC, when calculating the BCRE value, all other classes are considered except the class from which the probe image comes from. In our proposed methodology, we propose a method based on SSRE that takes the classes with a small reconstruction error rather than use all those classes for calculating the BCRE. The reason is that when classifying the probe image, we only care about the classes with small reconstruction error. Those classes with large reconstruction error are easily excluded out.

A. Linear Regression Classification (LRC)

Consider \(S\) subjects with \(g\) training images from the \(i^{th}\) class where \(1 \leq i \leq S\). Through the projection of the image space into the multimodal space, the matrix \(F\) contains feature vectors from \(S\) subjects and \(F = [F_{1}, \ldots, F_{g}, \ldots, F_{g}]\). In order to apply regression analysis to estimate class specific
model and grouping the column vectors $f_{i,j}$ regarding the class-membership $i^{th}$ class represents as equation (7),

$$F_i = [f_{i,1},...,f_{i,j},...,f_{i,S}] \in \mathbb{R}^{L \times S}.$$  \hspace{1cm} (7)

Where the vector $f_{i,j}$ is a column vector in size of L*1. Thus, in the training stage, the $i^{th}$ class is represented by a vector space $F_i$, represents the predictor for each subject.

If $d$ belongs to the $i^{th}$ class, which represented as a linear combination of the training pictures from the $i^{th}$ class and it defined as equation (8).

$$y = F_i \beta_i + e, \quad i=1,2...,S,$$  \hspace{1cm} (8)

Where $\beta_i \in \mathbb{R}^{L \times 1}$ is the vector of regression parameters and $e$ is an error vector that is an i.i.d. random variable with zero mean and variance $\sigma^2$. Major aim of the linear regression is to obtain $\hat{\beta}_i$ to minimize the residual errors as given in equation (9).

$$\hat{\beta}_i = \arg \min_{\beta_i} \| F_i \beta_i - d \|^2, \quad i=1,2...,S.$$  \hspace{1cm} (9)

The estimate of the regression parameter vectors can be computed through equation (10).

$$\hat{\beta}_i = (F_i^T F_i)^{-1} F_i^T d.$$  \hspace{1cm} (10)

The estimated parameters $\hat{\beta}_i$ and predictors $F_i$, used to predict the response vector $\hat{d}_i$ for the $i^{th}$ class as equation (11).

$$\hat{d}_i = F_i \hat{\beta}_i, \quad i=1,2...,S$$  \hspace{1cm} (11)

By substituting (10) into (11), by using following equation (12).

$$\hat{d}_i = F_i (F_i^T F_i)^{-1} F_i^T d, \quad i=1,2...,S$$  \hspace{1cm} (12)

Therefore, class specific projection expressed in equation (13).

$$\hat{d}_i = H_i d, \quad i=1,2...,S$$  \hspace{1cm} (13)

Where $\hat{d}_i$ is the projection of $d$ onto the subspace of the $i^{th}$ class by the class projection matrix $H_i = F_i (F_i^T F_i)^{-1} F_i^T$. Here the projection matrix ($H_i$) is a symmetric matrix and also idempotent.

The linear regression actually based on the minimum distance between the original vector and the projected vector.

The predicted vector $\hat{d}_i$ will be the closest vector to the original vector. The Euclidean distance measure between the predicted response vectors and the original vector by using $i'$ given in equation (14).

$$i' = \arg \min_i \| \hat{d}_i - d \|, \quad i=1,2...,S$$  \hspace{1cm} (14)

B. Linear Discriminant Regression Classification

Arithmetically, a set of M training images is given and each gray scale training pictures is in size of a*b and is represented as $v_m \in \mathbb{R}^{a \times b}$ $m = 1, 2..., M$. Each image is transformed to a column vector $x_m \in \mathbb{R}^{L \times 1}$. Where $L = a \times b$. By load up all $x_m$, the collected data is given as $X = \{ x_1, x_2, ..., x_m \} \in \mathbb{R}^{L \times M}$ and the corresponding class label of $x_m$ is denoted as $l(x_m \in \{1,2,3,...,c\})$, where c is the total number of classes.

1. Linear Discriminant Regression Analysis

The proposed LDRC method formulation helps to find the optimization problem to maximize the objective function given as in the equation (15).

$$\max_u J(U) = \max_u \left( \frac{E_{wc}}{E_{bc}} \right)$$  \hspace{1cm} (15)

Where, U is the optimal projection matrix and $E_{bc}$, $E_{wc}$ denote between-class and within-class reconstruction errors from LRC, respectively. Hence, the proposed method aims at finding an optimal mapping $U = [u_1, u_2, ..., u_q]$ from the original space $x_m$ to the subspace $y_m = U^T x_m$ that is effective for linear regression classification. The samples from specific
object classes known to recline on a linear subspace is used to improve the LDRC algorithm that noted by using \( l(x_i) = l(y_m) \). So the feature vectors are used to estimate the class-specific projection matrix \( H_{ji} \) for each class \( i \). The objective function expressed in equation (16).

\[
J(U) = \frac{E_{bc}}{E_{wc}} = \frac{1}{M(c-1)} \sum_{i=1}^{M} \sum_{j=1, j \neq i}^{c} \| d_i - H_{ji} d_i \|^2
\]  

(16)

Where, \( d_{ij} = H_{ji} d_i \) denotes the inter-class projection of \( d_i \) by the LRC in (13) with the patterns from the different \( j^{th} \) class, (i.e., \( j \neq l(d_j) \) and \( d_{ij} = H_{ji} d_i \) denotes the intra-class projection of \( d_i \) by the LRC in (13) with the remaining patterns in the same class (i.e., \( i = l(d_j) \) represents in equation (17).

\[
J(U) = \frac{1}{M(c-1)} \sum_{i=1}^{M} \sum_{j=1, j \neq i}^{c} \| d_i - H_{ji} d_i \|^2
\]

(17)

With some algebraic deduction, equation (17) can be rewritten as (18).

\[
J(U) = \frac{1}{M(c-1)} \sum_{i=1}^{M} \sum_{j=1, j \neq i}^{c} \text{tr}[U^T(x_i - x_{ij}^{\text{int}})(x_i - x_{ij}^{\text{int}})^T]
\]

(18)

Where, value of \( E_b \) and \( E_u \) is given by equation (19) and (20) respectively.

\[
E_b = \frac{1}{M(c-1)} \sum_{i=1}^{M} \sum_{j=1, j \neq i}^{c} (x_i - x_{ij}^{\text{int}})(x_i - x_{ij}^{\text{int}})^T
\]

(19)

\[
E_u = \frac{1}{M} \sum_{i=1}^{M} (x_i - x_{ij}^{\text{int}})(x_i - x_{ij}^{\text{int}})^T
\]

(20)

In addition, LRC is usually much smaller than the dimensionality of the sample space that number of samples per class for computing the intra-class reconstruction error. As a result to address this problem is called “small sample size” (SSS) problem, so the term \( \varepsilon I \) is added without affecting the subspace. The objective function stated in (21) then becomes equation (22).

\[
\text{arg max } U^T E_b U
\]

(21)

\[
\text{arg max } U^T E_b U
\]

(22)

Where, \( \varepsilon \) is a small positive number and \( I \) is an identity matrix of proper size. Equation (22) can be solved by maximizing the numerator while keeping the denominator constant, so (22) can be reformulated as the following constrained optimization problem represented in equation (23).

\[
\text{arg max } U^T E_b U
\]

(23)

Where, \( k \) is a constant. Equation (23) can be accomplished by using Lagrange multipliers. Therefore, the transformation matrix \( U = [u_1, \ldots, u_m, \ldots, u_q] \) are maximizes the objective function that obtained by solving the generalized eigenvalue problem as given in the equation (24).

\[
E_b u_k = \lambda_k (E_u + \varepsilon I) u_k, k=1,2,\ldots,q,
\]

(24)

Where \( \lambda_1 \geq \ldots \geq \lambda_k \geq \lambda_q \).

\( E_b u_k \) is eigenvalue of the proposed LDRC, which is used to evaluate the effectiveness of the multimodal
image. After classification, measures rate of FAR and FRR for calculates the total performance. By using training image is greater than testing image, which help to improve the accuracy and performance.

VII. EXPERIMENTAL SET UP

In this section, we evaluate our proposed LDRC multi-model methodology by using Unimodel methodology. Thus, in this research we have considered standard benchmark ORL face dataset and CASIA fingerprint dataset. Here we have taken 40 persons considered and for each person 10 images of face and fingerprint are taken for implementation. We evaluate our proposed methodology in terms of FAR, FRR and accuracy. The ORL face dataset has distinct face images of a person differentiated by various factors such as lightening, pose and expressions. The CASIA fingerprint dataset has distinct images of a person differentiated by different angles of left and right hand images.

A. Factors for Comparative Analysis

The brief notes for the factors used in comparative analysis is discussed in this section.

1. False Acceptance Rate (FAR)

It is used to measure of a biometric security system that will wrongly grant an access effort made by an unauthorized user.

\[
\text{FAR} = \frac{\text{Number of Falsely Accepted images}}{\text{Total number of persons out of database}}
\]

2. False Rejection Rate (FRR)

It is used to measure of biometric security system that will wrongly reject an access effort made by an authorized user.

\[
\text{FRR} = \frac{\text{Total number of persons in the database}}{\text{Number of Falsely rejected images}}
\]

Using this formulas, to calculates FAR, FRR for increasing successive rate of verification and identification.

3. Equal Error Rate (EER)

The rate at which both acceptance and rejection errors are equivalent. The value of the EER can be effortlessly gained from the ROC curve. Generally, the device with the least EER is the most accurate.

B. Comparative Analysis of Accuracy

In this section, we evaluate our proposed LDRC methodology by comparing with LRC in terms of accuracy.

We obtain values of accuracy for LRC and LDRC for various values of dimensions. The following figure 1 indicates the comparative analysis of fusion image accuracy for the combination of face and finger. The figure 2 represents the accuracy of the LRC and LDRC for face images and the figure 3 depicts that evaluation of accuracy of the fingerprint images. Figure 4 indicates the comparative analysis of fusion image accuracy for the combination of face and signature and the figure 5 depicts that evaluation of accuracy of the signature images. By analyzing the figures 1, 2, 3, 4 and 5, it can be said that our proposed LDRC methodology achieves better results than the LRC methodology. The reason behind this is our proposed SSRE concept is incorporated with LDRC, which only considers the classes with small reconstruction error when calculating BCRE, the reconstruction error difference between the true class and false class will be increased which leads to increase the accuracy of classification.
C. Comparative Analysis of FRR and FAR

In this section, we evaluate our proposed LDRC methodology by comparing with LRC in terms of FRR, FAR and EER based on varying the threshold values. The following figure 6 indicates the comparative analysis of fusion image error for the combination of face and finger. The figure 7 represents the error factors of the LRC and LDRC for face images and the figure 8 depicts that evaluation of error factors for the fingerprint images. When the threshold value becomes same for more than one class, the threshold value of selected class will be decreased to differentiate the threshold values for proper classification. If the threshold value is less FAR value will be increased and if the threshold value is high, then the FRR value will be increased which is stated in the following figure 6 and 7. The selection of proper threshold determined by the EER and it leads to attain the better classification accuracy. Selection of the EER is determined by the values of FAR and FRR, which is, represented in the figure 6 and 7 for fusion images and face images respectively. For the fingerprint images, the selection of the EER is not found because of the dimensions of fingerprint images are improper stated in figure 8, moreover, this is the main reason for leading us to make the proposed fusion methodology. Figure 9 represents the unimodal signature image and the figure 10 indicates the comparative analysis of fusion image error for the combination of face and signature.
D. Comparative Analysis for Various Training Data

The table 1 describes the accuracy of proposed LDRC and LRC for various training data for the combination of face and finger. By analyzing the table 1, our proposed LDRC methodology performed better than the existing LRC method in terms of accuracy for multi-model images and Unimodel images.

Table 1. Represents the accuracy of LDRC and LRC for the combination of face and finger

| Methods | Multi Model | Unimodel |
|---------|-------------|----------|
|         | Fusion (Face and fingerprint) | Face | Fingerprint |
|         | 60 Train | 40 Train | 20 Train | 60 Train | 40 Train | 20 Train | 60 Train | 40 Train | 20 Train |
| LDR     | 98.8      | 94.16     | 85.5     | 98.5     | 93.9      | 84.3     | 96.8     | 91.7      | 83.1 |
| LRC     | 97.5      | 90.41     | 75.8     | 97.4     | 92.9      | 82.6     | 96.7     | 91.6      | 82.7 |

Table 2 labels the accuracy of proposed LDRC and LRC for various training data for the combination of face and signature. By analyzing the table 2, our proposed LDRC methodology performed better than the existing LRC method. Compared to the combination of (face and fingerprint), the combination of (face and signature) shows an effective improvement in terms of accuracy for multi-model images and Unimodel images.

Table 2. Represents the accuracy of LDRC and LRC for the combination of face and signature

| Methods | Multi Model | Unimodel |
|---------|-------------|----------|
|         | Fusion (Face and signature) | Face | Signature |
|         | 60 Train | 40 Train | 20 Train | 60 Train | 40 Train | 20 Train | 60 Train | 40 Train | 20 Train |
| LDR     | 99.9      | 97.90     | 94.4     | 98.5     | 93.9      | 84.3     | 53.3     | 51.1      | 48.3 |
| LRC     | 97.7      | 96.78     | 93.2     | 97.4     | 92.9      | 82.6     | 50.4     | 48.0      | 46.3 |

Table 3 represents the values of FAR, FRR, EER of proposed LDRC and LRC for the combination of face and fingerprint. Our proposed LDRC methodology performed better than the existing LRC method in terms of FAR, FRR and EER for multi-model images and Unimodel images.
Table 3. Depicts values of FAR, FRR, EER of LDRC and LRC for the combination of face and finger

| Method   | Multi Model | Unimodel |
|----------|-------------|-----------|
|          | Fusion (Face and fingerprint) | Face | Fingerprint |
|          | FAR | FRR | EE | FAR | FRR | EE | FAR | FRR | EE |
| LDRC     | 0.15 | 0.844 | 1.7 | 0.1 | 0.8 | 1.6 | 0.8 | 0.1 | 0.1 |
|          | 0.9 | 0.09 | 0.7 | 0.48 | 0.52 | 0.8 | 0.3 | 0.7 | 0.1 |
| LRC      | 0.19 | 0.800 | 1.9 | 0.2 | 0.7 | 1.8 | 0.8 | 0.1 | 0.1 |
|          | 0.95 | 0.30 | 2 | 0.0 | 0.99 | 1.9 | 0.8 | 0.1 | 0.38 |

Table 4 signifies the values of FAR, FRR, EER of proposed LDRC and LRC for the combination of face and signature. Our proposed LDRC methodology performed better than the existing LRC method. Compared to the combination of (face and fingerprint), the combination of (face and signature) shows an effective improvement in terms of FAR, FRR and EER for multi-model images and Unimodel images.

Table 4. Depicts values of FAR, FRR, EER of LDRC and LRC for the combination of face and signature

| Method   | Multi Model | Unimodel |
|----------|-------------|-----------|
|          | Fusion (Face and signature) | Face | Signature |
|          | FAR | FRR | EE | FAR | FRR | EE | FAR | FRR | EE |
| LDRC     | 0.13 | 0.83 | 1.4 | 0.1 | 0.8 | 1.6 | 0.8 | 0.1 | 0.1 |
|          | 0.73 | 0.52 | 67 | 48 | 0.8 | 80 | 76 | 8 | 0 |
| LRC      | 0.18 | 0.768 | 1.6 | 0.2 | 0.7 | 1.8 | 0.8 | 0.1 | 0.1 |
|          | 0.9 | 0.99 | 73 | 00 | 0.90 | 9 | 46 | 0 |

VIII. CONCLUSION

This paper evaluates an effective scheme named as linear discriminant regression classification for Unimodel and multi-model images. In this scenario, the experimental analysis was performed on two different combination of biometrics such as (face and fingerprint) and (face and signature). At first, Weiner filter was used for enhancing the quality of acquired image by eliminating the unwanted noise. Then, calculate the features from pre-processed images using PCA methodology. Based on the selection of set of features, the DWT make the fusion of (face and fingerprint) and (face and signature) images. Associated to other obtainable approaches in biometric authentication, the proposed scheme delivered an effective performance by means of FAR, EER and FRR, and also around 5-10% of improvement in accuracy than the existing methods. In the future work, for further improving the authentication rate, the descriptor level features were combined with an appropriate multi-objective classification method.
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