Estimation of ANN prediction bounds for the suspended sediment load modeling
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Abstract. In this paper, the point prediction of the Artificial Neural Network (ANN) for the suspended sediment load modeling was evaluated for the Lighvanchai River located in Iran, in monthly and daily scales. Since point prediction of ANN convey no information about the accuracy of prediction, so prediction intervals (PIs) were constructed by the Bootstrap method as a most frequently used technique for assessing the uncertainty of ANN. In this way, the accuracy of PIs was quantified by coverage and width criteria. The results showed that the ANN-based modeling in daily scale had better performance compared to that in monthly scale and Nash Sutcliff efficiency was 32% higher in daily scale compared to monthly. Moreover, the width and coverage of the constructed PIs in daily scale were 14% and 24%, lower and higher compared to that in monthly scale and the Bootstrap method could appropriately capture the target values.

1. Introduction

The need for accurate modeling of suspended sediment load has rapidly grown during the past decades in water resources and environmental engineering. Suspended load refers to the sediment that is pendant by the upward components of turbulent currents and remains in suspension for an appreciable length of time. Erosion and sediment transport phenomena in watersheds and rivers are complex hydrological and environmental problems [1]. Many models have been provided to simulate these phenomena [2,3]. Due to the large number of obscure parameters involved in this phenomenon, the theoretical governing equations may not be of much advantage in gaining knowledge of the overall process. Studies have been conducted to reduce the complexities of the problem in terms of developing practical techniques that do not require much algorithm and theory.

Nowadays, Artificial Neural Network (ANN), as self-learning and self-adaptive approximator function, has shown great ability in modeling and forecasting nonlinear time series. Capability of ANNs to establish nonlinear links between inputs and outputs makes them useful tools for modeling hydraulic and hydrological phenomena. ANN models have been successfully applied to many tasks in environment and hydrology engineering [4-6]. ANN's employment in suspended sediment estimation and prediction has recently been worked out in some previous studies [7, 8].

Despite the acceptable level of accuracy in the modeling, the major criticism that ANNs encounter is that they convey no information about the accuracy of the prediction. So some measures were
needed to quantify the accuracy. Prediction Interval (PI) is one of the well-known measures for this purpose. Several methods have been proposed for construction of PIs and assessment of the NN outcome uncertainty. Chryssolouris et al. [9] developed the delta technique through the nonlinear regression representation of the ANNs. The Bayesian technique is another method for construction of NN-based PIs. Training ANNs using the Bayesian technique allows error bars to be assigned to the predicted values of the network [10]. The method suffers from the massive computational burden and requires calculation of the Hessian matrix of the cost function for construction of PIs. Bootstrap is one of the most frequently used techniques in the literature for the construction of PIs for ANN point forecasts [11]. The main advantage of this method is its simplicity and ease of implementation. It does not require calculation of complex derivatives and the Hessian matrix involved in the delta and Bayesian techniques. This method has been used in some previous studies in hydrology. Srivastava et al. [12] used Bootstrap method to analysis the uncertainty associated to prediction and parameters in ANN hydrologic models, it is assumed that Bootstrap method is capable of applying to ANN-based hydrologic model and obviously describes the strengths and weaknesses of the ANN models. Kasiviswanathan and Sudheer [13] used the Bootstrap method and applied quantitative measures for assessing the uncertainty of predicting the river flow by the ANN. In Tiwari and Chatterjee [14], the influence of the length of training datasets in the Bootstrap method was analyzed. Moreover, it was illustrated that the Bootstrap method can solve the issue of over-fitting and under-fitting in training the sub-sets of the Bootstrap method. Singh and Panda [15] attempted to develop the unbiased ANN models with readily available climatic variables using shorter length of training dataset, for estimation of the daily sediment yield from a small agricultural watershed and its sub-watersheds in Eastern India. The bootstrap technique was used to avoid the neural network over-fitting for shorter length of training dataset. The Bootstrap ANN was applied to estimate the daily sediment yield by relating it to readily available climatic variables such as: rainfall and temperature. The study also reveals that the Bootstrap ANN models can provide more stable solution as compared to ANN models and improves the estimation accuracy for shorter length of training dataset. It was expressed that the most prominent feature of Bootstrap ANN is that it can provide more reasonable estimation for extremely high and low values, because of the different realisations of the training datasets and the developed Bootstrap ANN models have the potential of filling missing data for a daily sediment yield time series and for assessment of hydrological responses to climate change under data scarcity condition. It is assumed in previous studies that Bootstrap method is capable of applying to an ANN-based hydrologic model and obviously describes the strengths and weaknesses of the ANN models and the Bootstrap method can solve the issue of over-fitting and under-fitting in training the sub-sets of the Bootstrap method. Therefore, in this study Bootstrap method was used to quantify the PIs of ANN-based suspended sediment load modeling.

2. Materials and methods

2.1. Case study

In this paper is Lighvanchai watershed, located in northwest Iran at Azerbaijan province. Lighvanchai watershed is located between 37° 43′ and 37°50′ North latitude and 46°22′ and 46°28′ East longitude in the northern slope of Sahand Mountain (northwestern Iran). Watershed altitude is varying between 1263m and 3679m. The length of the Lighvanchai River is 28.5 km. The watershed area is approximately 142 km² (Figure.1). Watershed altitude varies between 1,263m and 3,679m above sea level. The rainfall peaks in winter and spring. The watershed contains medium vegetative land cover as a rural region. The topography is steep with an average slope of 11%. Consequently, the soils are disposed to erosion to some extent. The time series data of 28 years, from 1987 to 2015 for Lighvanchai River were employed in the modeling process, these records were divided into two sub-sets: the first 75% and the rest 25% were used for training and validation purposes, respectively.
2.2. Inputs selection for ANN modeling

Input selection analysis was required to identify the most informative inputs of the ANN models. One of the popular input selection methods is cross correlation analysis (CCA) which has been widely used in data-driven models [16, 17]. But according to the complex behavior of the hydrological time series, it has been criticized by Nourani et al. [18] which for modeling non-linear process via a non-linear model it is to have weak linear relation between input and output but a strong non-linear relation. Hence it is recommended to use a non-linear measure. Mutual Information (MI) is a non-linear measure for input selection and was applied in some previous studies (e.g. [19]).

Therefore, in this study in order to select the most important and dominant inputs for the ANN modeling, nonlinear MI measure between time series of suspended sediment load and runoff (with different lag times) was used. Entropy or information content is a statistical measure of the randomness or uncertainty in terms of probability distribution.

The MI of two random variables is a measure of the mutual dependence between two variables. MI between two random variables of X and Y is defined as [20]

\[
MI(X,Y) = H(X) + H(Y) - H(X,Y)
\]

Where H(X) and H(Y) are the entropies of X and Y, respectively. The entropy for random variable X with length of n with values X1, X2, ..., Xn and the corresponding probabilities P1, P2, ..., Pn can be computed as [21]

\[
H(X) = -\sum_{i=1}^{n} P(X_i) \log[P(X_i)]
\]

In Eq. 1, H(X,Y) is the joint entropy of X and Y which can be calculated by Gao et al.[22]:

\[
H(X,Y) = -\sum_{i=1}^{n} \sum_{j=1}^{n} P(X_i,Y_j) \log[P(X_i,Y_j)]
\]

2.3 Artificial neural network

There are several applications of ANN in suspended sediment load modeling. An ANN may be described as a network of interconnected neurons. The common structures of the ANNs consist of three layers. The first layer that connects with the input variables is named the input layer and the last layer relevant to the output variable is called the output layer. The layers in-between the input and output layers are the hidden layers, and there can be more than one hidden layer. Neurons that connect the layers have weights. The optimal set of weights is determined through learning process. The learning process consists of known input and output values, which train the network. While finding the known output using a known input, the best weights are calculated. The way that nodes in input and output layers are arranged and the direction that the data are processed in a network create networks with various characteristics. Feed-forward neural networks (FNNs) and recurrent neural networks
(RNNs) are the classifications for these networks. Among the applied neural networks, the FNN with the Back Propagation training algorithm is the most commonly used method in solving various engineering problems. There are several essential factors affecting the performance of ANN, including (I) predictors selection, (II) number of hidden neurons (network structure), and (III) specified training algorithm for connecting weights. There is no specific method to find the optimal number of layers and hidden neurons, except for the commonly used trial and error approach. The goal of an optimal ANN architecture is to minimize error between simulated output and the desired value with the most compact and simple structure possible.

2.4 Evaluation criteria

2.4.1 Point prediction evaluation

For the purpose of assessing efficiency of ANN-based modeling, criteria of root mean square error (RMSE, Eq. 4), Nash-Sutcliffe Efficiency (NSE Eq. 5), and CC (Eq. 6) were used in this study.

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (R_i - Z_i)^2}
\]

\[
\text{NSE} = 1 - \frac{\sum_{i=1}^{N} (R_i - Z_i)^2}{\sum_{i=1}^{N} (R_i - \bar{R})^2}
\]

\[
\text{CC} = \frac{\sum_{i=1}^{N} (R_i - \bar{R})(Z_i - \bar{Z})}{\sqrt{\sum_{i=1}^{N} (R_i - \bar{R})^2 \sum_{i=1}^{N} (Z_i - \bar{Z})^2}}
\]

In Eqs. 4, 5, 6 Ri and Zi are observed and output values, respectively. R and \( \bar{Z} \) are means of observed and target and finally N is the total number of observations.

2.4.2 PIs assessment measures

Two measures for the quantitative assessment of constructed PIs are PI coverage probability (PICP) and mean PI width (MPIW). PICP measures the percentage of observed values that fall within the prediction band. PICP as Eq. 7 is the measure that shows how good the PIs are [13, 23]:

\[
\text{PICP} = \frac{1}{N} \sum_{i=1}^{N} c_i
\]

if \( L(X_i) < x_i < U(X_i) \rightarrow c_i = 1 \); else \( c_i = 0 \)

Where \( U(X_i) \) and \( L(X_i) \) represent respectively the upper and lower bounds of PIs corresponding to the \( i \)th sample.

NMPIW is another criterion for quantification of the width of prediction bounds as [24]:

\[
\text{NMPIW} = \frac{1}{Rn} \sum_{i=1}^{n} L(X_i) - U(X_i)
\]

where R is the range of the underlying target. NMPIW is a dimensionless measure indicating how narrow PIs are.

2.5 PIs construction by Bootstrap method

Bootstrap method developed by Efron and Tibshirani which resamples the training datasets for the purpose of generating various models by training an individual network on each resampled instance of the original dataset (see Figure.2). This technique develops new sets of samples to present appropriate comprehension about the mean and variability of the main sample, independent of any knowledge about data distribution. Bootstrap is a simplified approach for quantification the uncertainty related to ANN prediction [13]. The positive point about the application of this technique is that it does not require complex derivatives of any non-linear function. If random samples are bootstrapped each time from the total available dataset, the simple arithmetic average of prediction can be considered as the model output corresponds to the \( i \)th input data point of ‘x’.
This process is performed by repeated sampling with replacement of the original dataset of size \( N \), to obtain \( B \) Bootstrap datasets, each with a size of \( N \).

Therefore, \( B \) neural network models are developed where each Bootstrap dataset may differ slightly. The mean and variance of outputs of these \( B \) networks are calculated as follows to compute PIs.

\[
\hat{y}_{\text{boot}}(x) = \frac{1}{B} \sum_{b=1}^{B} f(x_i; \text{P}_b) \tag{9}
\]

\[
\hat{\sigma}_{\text{boot}}^2(x) = \frac{1}{B-1} \sum_{b=1}^{B}(f(x_i; \text{P}_b) - \hat{y}_{\text{boot}}(x))^2 \tag{10}
\]

where \( \text{P}_b \) denotes the parameter obtained from \( b \)th bootstrap sample and \( f \) denotes the functional form of ANN model.

Confidence intervals can be constructed from \( \hat{y}_{\text{boot}} \) and \( \hat{\sigma}_{\text{boot}} \) [24]. To construct PIs a prediction \([l, u]\) for a future observation \( X \) in a normal distribution \( N(\mu, \sigma^2) \) with known mean and standard derivation may be calculated from:

\[
l = P(l < X < u) = P\left(\frac{l - \hat{y}_{\text{boot}}}{\hat{\sigma}_{\text{boot}}} < \frac{X - \hat{y}_{\text{boot}}}{\hat{\sigma}_{\text{boot}}} < \frac{u - \hat{y}_{\text{boot}}}{\hat{\sigma}_{\text{boot}}}\right) \tag{11}
\]

Where \( Z = \frac{X - \hat{y}_{\text{boot}}}{\hat{\sigma}_{\text{boot}}} \), the standard score of \( X \), is distributed as standard normal. Hence

\[
\frac{l - \mu}{\sigma} = -Z ; \quad \frac{u - \mu}{\sigma} = Z \tag{12}
\]

Or

\[
l = \mu - z\sigma ; \quad u = \mu + z\sigma \tag{13}
\]

Different values of \( Z \) is tabulated in Table 1.

| PI   | \( z \) |
|------|------|
| 75%  | 1.15 |
| 90%  | 1.64 |
| 95%  | 1.96 |
| 99%  | 2.58 |

### Results and Discussion

#### 3.1 Point prediction of ANN

In this study for modeling suspended sediment load, the MI measure was calculated between target (suspended sediment load) and runoff time series and also suspended sediment load series(with
different lag times). Then time series with maximum values of MI were selected as inputs of the ANN. The selected time series with different lag times were tabulated in Table 2. As shown in Table 2, for modeling in daily scale, combination of runoff time series with 1 and 2 steps lag time and suspended sediment load time series up to 3 steps lag time were selected as inputs of modeling. For modeling in monthly scale runoff with 1 step lag time and suspended sediment load up to 2 steps lag time were considered as inputs of modeling. In order to calibrate and validate the ANNs, the data set was divided into two parts, 75% of data were used for training and the rest 25% were used for the validation purpose. Therefore, periods 1978-2005 were used for the training set, and periods 2005-2015 for the validation set. A three-layer FFNN with BP training algorithm of levenberg-Marquardt and the tangent sigmoid (Tansig) as the activation function was used in modeling. To distinguish the optimum ANN structure, the epoch and hidden neuron numbers were obtained through the procedure of trial and error. The best training epoch number and optimum hidden neurons number were 100, 90 and 3, 5, respectively for the modeling in monthly and daily scales. The performance of the modeling was assessed via evaluation measures mentioned in previous sections and were tabulated in Table 3.

Table 2 Point prediction results

| Scale    | input                                  | NSE train | NSE verification | CC train | CC verification | RMSE* train | RMSE* verification |
|----------|----------------------------------------|-----------|------------------|----------|-----------------|-------------|--------------------|
| Daily    | S(t-1), S(t-2), S(t-3), Q(t-1), Q(t-2) | 0.98      | 0.9              | 0.9      | 0.9             | 0.007       | 0.0098             |
| Monthly  | S(t-1), S(t-2), Q(t-1)                 | 0.66      | 0.41             | 0.7      | 0.65            | 0.05        | 0.08               |

*implies normalized RMSE values

As shown in Table 2 NSE for daily scale modeling was 32% higher than that in Monthly scale. Modeling in monthly scale didn’t have appropriate performance compared to modeling in daily scale. At the monthly scale, this less desirable performance. Perhaps the most important reason that can be justified the disability of ANN model regards to the non-stationary nature of the input time series of sediment. Another point that should be noted is the different performance of each model in daily and monthly scales. Clearly, ANN dealt with more samples of the input data in the daily scale rather than the monthly scale. This would make the network better in training and increase the accuracy of the model with regard to the monthly scale. The different nature of daily and monthly time series should also be maneuvered in visitation of the sediment modelling. The monthly time series not only contain fewer samples than the daily time series, their seasonal behaviour is much remarkable than the Markovian characteristic [8]. In some previous studies in the hydrology similar results were obtained for example see [18, 25].

Table 3. Constructed PIs results for watersheds via the Bootstrap method.

| Scale    | Inputs  | PICP | NMPIW |
|----------|---------|------|-------|
| daily    | S(t-1), S(t-2), S(t-3), Q(t-1), Q(t-2) | 0.82  | 0.05  |
| Monthly  | S(t-1), S(t-2), Q(t-1)               | 0.58  | 0.19  |

The validation time series for modeling were illustrated in Fig. 3. As shown in Fig. 3, despite the appropriate performance of the ANN point prediction, it was unable to capture some peak points,
which may be due to lack of samples of peak points in the training set of the ANN. It has been expressed by some researches that ANN models are unable to predict the peak points accurately [26]. As the point prediction of ANN convey no information about the accuracy of the prediction, the Bootstrap method has been used for quantification of the constructed PIs and they have been evaluated by mentioned measures in previous sections.

3.2 Bootstrap method
To construct the PIs with the Bootstrap method, an ANN was trained 80 times, each time for modeling by randomly selected resampled 5114, 166 samples among 10227, 335 samples respectively, for daily and monthly time series. Trained weights were then used to simulate the outputs of the ANN model for all samples. The results of the constructed PIs were tabulated in Table 3. As shown in Table 3, the constructed PIs for daily scale had higher value of PICP compared to monthly scale modeling and NMPIW in daily scale was remarkable lower than monthly scale, which indicates the more reliable and accurate results of daily scale modeling than that in monthly scale. So it was concluded that training multiple NNs from various random initial points provides a better coverage of the parameter space. As shown in Fig.3 Bootstrap method could appropriately capture the peak point and overcome to the weak point of point prediction weakness in the calculation of the peak points. But Bootstrap method overestimated some points which may be caused by the small number of Bootstrap models. So considering higher numbers of models for training may improve the performance of modeling.

4. Conclusion
In this study in order to modeling suspended sediment load by the ANN, MI measure was used to select dominant time series as inputs of the ANN in both daily and monthly scales. As the point prediction of the ANN, conveys no information about the accuracy and reliability of outputs, the Bootstrap as the simple and reliable method was used to quantify the constructed PIs. Both point prediction and PIs showed that the ANN-based modeling in the daily scale led to more accurate results than the monthly scale. PICP value for constructed PIs for daily scale modeling was 24% higher than
that in monthly modeling and value of NMPIW was up to 14% lower than that for monthly scale. The Bootstrap method could appropriately capture the peak points which was the weakness of the ANN models, therefore using the Bootstrap method can lead to accurate results and had better performance than the classic ANN.
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