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Abstract

We investigate Gaussian Laplacian eigenfunctions (Arithmetic Random Waves) on the three-dimensional standard flat torus, in particular the asymptotic distribution of the nodal intersection length against a fixed regular reference surface. Expectation and variance have been addressed by Maffucci (2019) who found that the expected length is proportional to the square root of the eigenvalue times the area of the surface, while the asymptotic variance only depends on the geometry of the surface, the projected lattice points being equidistributed on the two-dimensional unit sphere in the high-energy limit. He also noticed that there are “special” surfaces, so-called static, for which the variance is of smaller order; however he did not prescribe the precise asymptotic law in this case. In this paper, we study second order fluctuations of the nodal intersection length. Our first main result is a Central Limit Theorem for “generic” surfaces, while for static ones, a sphere or a hemisphere e.g., our main results are a non-Central Limit Theorem and a precise asymptotic law for the variance of the nodal intersection length, conditioned on the existence of so-called well-separated sequences of Laplacian eigenvalues. It turns out that, in this regime, the nodal area investigated by Cammarota (2019) is asymptotically fully correlated with the length of the nodal intersections against any sphere. The main ingredients for our proofs are the Kac-Rice formula for moments, the chaotic decomposition for square integrable functionals of Gaussian fields, and some arithmetic estimates that may be of independent interest.
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1 Introduction

The Laplace eigenvalues (or energy levels) of the three-dimensional standard flat torus $\mathbb{T}^3 := \mathbb{R}^3 / \mathbb{Z}^3$ are of the form $4\pi^2 m$, $m \in S$, where

$$S := \{m : m = a_1^2 + a_2^2 + a_3^2, a_i \in \mathbb{Z}\}.$$
Recall that a natural number \( m \) is representable as a sum of three squares if and only if \( m \neq 4^l(8k + 7) \), for \( k, l \) non-negative integers \([HW79]\). For \( m \in S \), let

\[
\mathcal{E} = \mathcal{E}_m := \{ \mu = (\mu_1, \mu_2, \mu_3) \in \mathbb{Z}^3 : |\mu|^2 := \mu_1^2 + \mu_2^2 + \mu_3^2 = m \}
\]

be the set of lattice points on the two-dimensional sphere of radius \( \sqrt{m} \). It is invariant w.r.t. to the group

\[
W = W_3, \quad |W| = 48 \tag{1.1}
\]

of signed permutations (cf. \([RW08]\)), consisting of coordinate permutations and sign change of any coordinate. The cardinality of \( \mathcal{E} \) will be denoted by

\[
N = N_m := |\mathcal{E}_m| = r_3(m),
\]

where \( r_3(m) \) is the number of ways to express \( m \) as a sum of three squares. For \( m \neq 0, 4, 7 \) (mod 8), one has

\[
(\sqrt{m})^{1-\epsilon} \ll N \ll (\sqrt{m})^{1+\epsilon} \tag{1.2}
\]

for all \( \epsilon > 0 \), see \([BSR12, \S 1]\). The condition \( m \neq 0, 4, 7 \) (mod 8), ensuring \( N \to +\infty \), is natural, see the discussion in \([Maf19, \S 1.1]\).

It is well-known that the projected lattice points \( \mathcal{E}_m/\sqrt{m} \) become equidistributed on the unit two-dimensional sphere \( S^2 \) as \( m \to +\infty \) such that \( m \neq 0, 4, 7 \) (mod 8). More precisely, let \( g \) be a \( C^2 \)-smooth function on \( S^2 \). For \( m \to \infty \), \( m \neq 0, 4, 7 \) (mod 8), we have (\([Maf19, \text{Lemma } 4.3]\); cf. \([PSB97, \text{Lemma } 8]\))

\[
\frac{1}{N} \sum_{\mu \in \mathcal{E}} g \left( \frac{\mu}{|\mu|} \right) = \int_{z \in S^2} g(z) \frac{dz}{4\pi} + O \left( \frac{1}{m^{1/28-\epsilon}} \right), \tag{1.3}
\]

where the constant involved in the \( O \)-notation only depends on \( g \).

The complex-valued Laplace eigenfunctions of eigenvalue \( 4\pi^2m \) may be written as

\[
G(x) = G_m(x) = \sum_{\mu \in \mathcal{E}_m} c_{\mu} e^{i2\pi \langle \mu, x \rangle}, \quad x \in \mathbb{T}^3, \tag{1.4}
\]

where \( c_\mu \in \mathbb{C} \) are Fourier coefficients; the condition \( c_\mu = c_{-\mu} \) ensures \( G \) in (1.4) to be real-valued.

### 1.1 Nodal intersections

The nodal set of \( G \) in (1.4) is its zero-locus

\[
G^{-1}(0) = \{ x \in \mathbb{T}^3 : G(x) = 0 \}.
\]

It is well-known that \( G^{-1}(0) \) is a union of smooth surfaces, possibly together with a set of lower dimension (curves and points). Let \( \Sigma \subset \mathbb{T}^3 \) be a fixed smooth surface, we are interested in the intersection

\[
G^{-1}(0) \cap \Sigma
\]

in the high-energy limit (\( m \to +\infty \)). Assume that \( \Sigma \) is real-analytic, with nowhere zero Gauss-Kronecker curvature, then \([BR12, BR11b]\) there exists \( m_\Sigma \) such that for every \( m \geq m_\Sigma \)

- the surface \( \Sigma \) is not contained in the nodal set of any eigenfunction \( G \);
• the 1-dimensional Hausdorff measure of the intersection has the upper bound
  \[ h_1(G^{-1}(0) \cap \Sigma) \leq C_\Sigma \sqrt{m} \]
  for some constant \( C_\Sigma > 0 \) depending on the surface;
• for every eigenfunction \( G \) it holds that
  \( G^{-1}(0) \cap \Sigma \neq \emptyset \).

### 1.2 Arithmetic random waves

We work with random Laplace eigenfunctions: it suffices to choose the Fourier coefficients \( c_\mu \) in (1.4) to be random. Let us fix once for all a probability space \((\Omega, \mathcal{F}, \mathbb{P})\); we denote by \( \mathbb{E} \) expectation under \( \mathbb{P} \).

**Definition 1.1.** Let \( m \in S \). The \( m \)-th arithmetic random wave on \( \mathbb{T}^3 \) is

\[
F(x) = F_m(x) := \frac{1}{\sqrt{N_m}} \sum_{\mu \in \mathcal{E}_m} a_\mu e^{i2\pi \langle \mu, x \rangle}, \quad x \in \mathbb{T}^3,
\]

where \( a_\mu \) are standard complex Gaussian random variables\(^3\), and independent save for the relations \( a_\mu = a_{-\mu} \).

It is straightforward that \( F \) is a stationary centered Gaussian random field on \( \mathbb{T}^3 \) whose covariance kernel is

\[
\mathbb{E}[F(x)F(y)] = \frac{1}{N} \sum_{\mu \in \mathcal{E}_m} e^{i2\pi \langle \mu, x-y \rangle} =: r_m(x-y) = r(x-y), \quad x, y \in \mathbb{T}^3. \tag{1.5}
\]

Arithmetic random waves on the three-dimensional flat torus have recently received some attention, see e.g. [RWY16, BM19, Maf19, Cam19, Maf20, Not21a].

**Definition 1.2.** Let \( \Sigma \subset \mathbb{T}^3 \) be a fixed compact regular\(^4\) toral surface, of (finite) area \( A := |\Sigma| \). Assume that \( \Sigma \) admits a smooth normal vector locally. The nodal intersection length of the \( m \)-th arithmetic random wave \( F \) against \( \Sigma \) is the random variable

\[ \mathcal{L} = \mathcal{L}_m := h_1(F^{-1}(0) \cap \Sigma), \]

where \( h_1 \) denotes the 1-dimensional Hausdorff measure.

---

\(^3\)i.e., \( a_\mu = b_\mu + ic_\mu \), where \( b_\mu \) and \( c_\mu \) are i.i.d. real Gaussian random variables with zero mean and variance \( 1/2 \).

\(^4\)i.e., a smooth two-dimensional submanifold of \( \mathbb{T}^3 \), possibly with boundary (see [IC76, Ser94]).
1.2.1 Prior work

In [Maf19] expectation and variance of \( L \) in Definition 1.2 have been investigated. It holds that

\[
E[L] = \frac{\pi}{\sqrt{3}} \sqrt{m} \cdot A
\]

(1.6)

for every \( m \in S \). In addition assume that \( \Sigma \) has nowhere zero Gauss-Kronecker curvature and define

\[
I = I_{2, \Sigma} := \int_{\Sigma^2} \langle n(\sigma), n(\sigma') \rangle^2 d\sigma d\sigma',
\]

(1.7)

where \( n(\sigma) \) is the unit normal vector to \( \Sigma \) at the point \( \sigma \). As \( m \to \infty \) s.t. \( m \not\equiv 0, 4, 7 \pmod{8} \), one has [Maf19, Theorem 1.3]

\[
\text{Var}(L) = \frac{\pi^2 m}{60 N} \left[ 3I - A^2 + O\left( \frac{1}{m^{1/28-o(1)}} \right) \right];
\]

(1.8)

furthermore [Maf19, Proposition 1.4]

\[
\frac{A^2}{3} \leq I \leq A^2
\]

(1.9)

ensuring the leading coefficient of (1.8) to be always non-negative and bounded. From (1.6) and (1.8) we deduce that the nodal intersection length is asymptotically concentrated at the mean value, i.e., for all \( \epsilon > 0 \), as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \pmod{8} \)

\[
P\left( \frac{\sqrt{mA}}{\sqrt{3}} - 1 > \epsilon \right) \to 0.
\]

There exist “special” surfaces for which

\[
I = \frac{A^2}{3};
\]

(1.10)

for these (1.8) only gives that the true asymptotic behaviour of \( \text{Var}(L) \) is of lower order of magnitude than \( m/N \) [Maf19, Section 1.6]. For corresponding results in the two-dimensional case see [RW16].

1.3 Statement of the main results

Our principal results concern the limiting laws for the nodal intersection length in Definition 1.2. Theorem 1.4 asserts the Central Limit Theorem for \( L \) in the high-energy limit under the assumption that the leading term \( 3I - A^2 \) of the variance in (1.8) is strictly positive. Theorem 1.9 investigates the alternative situation (1.10) with a non-Gaussian limiting distribution for so-called well separated sequences of energy levels (see Definition 1.6 and Assumption 1.7), and among other things determines the true asymptotic behaviour of \( \text{Var}(L) \) in the latter case, in particular complementing (1.8). For corresponding results in the two dimensional case see [RW18].

Conventions 1.3. In this manuscript we will denote by \( \rightarrow^d \) (resp. \( =^d \)) convergence (resp. equality) in distribution, \( \mathcal{N}(\lambda, \sigma^2) \) will stand for a standard Gaussian random variable with mean \( \lambda \in \mathbb{R} \) and variance \( \sigma^2 \).
Theorem 1.4. Let \( \Sigma \subset \mathbb{T}^3 \) be a surface as in Definition 1.2, with nowhere zero Gauss-Kronecker curvature. Assume moreover that \( 3I > A^2 \). Then the limiting distribution of the nodal intersection length is Gaussian, i.e., as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \pmod{8} \),

\[
\frac{\mathcal{L} - \mathbb{E}[\mathcal{L}]}{\sqrt{\text{Var}(\mathcal{L})}} \xrightarrow{d} Z,
\]

where \( Z \sim \mathcal{N}(0, 1) \).

Let us now investigate the alternative situation \((1.10)\). For our purposes it is convenient to rewrite \((1.8)\) as \([\text{Maf19, Proof of Theorem 1.3}]\)

\[
\text{Var}(\mathcal{L}) = \frac{\pi^2 m}{24N} \left( 9\mathcal{H}(\nu) - A^2 \right) + O \left( \frac{1}{m^{3/16-o(1)}} \right),
\]

where \( \nu \) denotes the probability measure on the unit two-dimensional sphere \( S^2 \) induced by the set of frequencies \( \mathcal{E} \), namely

\[
\nu = \nu_m := \frac{1}{N} \sum_{\mu \in \mathcal{E}} \delta_{\mu/\sqrt{m}},
\]

and

\[
\mathcal{H}(\nu) = \mathcal{H}_\Sigma(\nu) := \frac{1}{N} \sum_{\mu \in \mathcal{E}} \int_\Sigma \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \left\langle \frac{\mu}{|\mu|}, n(\sigma') \right\rangle^2 d\sigma d\sigma'
\]

\[
= \int_{S^2} \left( \int_{\Sigma} \langle \theta, n(\sigma) \rangle^2 d\sigma \right)^2 \nu(d\theta)
\]

where \( n(\sigma) \) is the unit normal vector to \( \Sigma \) at the point \( \sigma \). Indeed, in light of lattice point equidistribution \((1.3)\), as \( m \to \infty \), \( m \not\equiv 0, 4, 7 \pmod{8} \), one has the estimate \([\text{Maf19, Lemma 5.3}]\)

\[
\mathcal{H}(\nu) = \frac{1}{15} (A^2 + 2I) + O \left( \frac{1}{m^{1/28-o}} \right).
\]

One may also define \( \mathcal{H}(\eta) = \mathcal{H}_\Sigma(\eta) \) for any probability measure \( \eta \) on \( S^2 \) invariant w.r.t. the group \((1.1)\), with \( \eta \) in place of \( \nu \) on the r.h.s. of \((1.14)\).

**Definition 1.5.** Let \( \Sigma \subset \mathbb{T}^3 \) be a surface as in Definition 1.2, with nowhere zero Gauss-Kronecker curvature. We say that \( \Sigma \) is a **static surface** if

\[
\mathcal{H}_\Sigma(\eta) = \frac{A^2}{9}
\]

for any probability measure \( \eta \) on \( S^2 \) invariant w.r.t. the group \((1.1)\).

For static surfaces, in particular \( I = A^2/3 \). For instance any sphere or hemisphere are static. For static surfaces \( \Sigma \subset \mathbb{T}^3 \) of area \( A \), as \( m \to \infty \), \( m \not\equiv 0, 4, 7 \pmod{8} \), the bound

\[
\text{Var}(\mathcal{L}) = O \left( \frac{m}{N^2} N^{5/8+\epsilon} \right)
\]
is straightforward from (1.12). The variance is of smaller order than for non-static surfaces.

Let \( \ell \geq 2 \) be an integer, the set of \( \ell \)-th lattice point correlations, or \( \ell \)-th correlations for short, is

\[
C(\ell) = C_m(\ell) := \left\{ (\mu^{(1)}, \mu^{(2)}, \ldots, \mu^{(\ell)}) \in E^\ell : \sum_{i=1}^\ell \mu^{(i)} = 0 \right\}.
\]  

(1.16)

**Definition 1.6.** We call a sequence of eigenvalues **well separated** if for \( \ell = 2, 4, 6 \) we have the bounds

\[
\mathcal{S}_\ell := \frac{1}{N^\ell} \sum_{\ell \in \mathcal{C}(\ell)} \frac{1}{\sum_{i=1}^\ell |\mu^{(i)}|}^2 = o \left( \frac{1}{N^2} \right)
\]

along the sequence, where \( \mathcal{C}(\ell) \) is the set of \( \ell \)-th correlations in (1.16).

This is the critical regime for these arithmetic sums: on one hand, a result by Bourgain, Sarnak, and Rudnick [BSR12, Theorem 1.1] implies ([Maf19, Section 5.2])

\[
\mathcal{S}_2 = O \left( \frac{1}{N^2} \right).
\]

On the other hand, the statement

\[
\mathcal{S}_2 = O \left( \frac{1}{N^2} \right)
\]

is false [Rud] – see Section 1.4 for further details.

**Assumption 1.7.** There exists a well separated sequence of eigenvalues.

In order to state our second main result we need to introduce some more notation. For \( k \) a natural number we define

\[
I_k = I_{k,\Sigma} := \iint_{\Sigma^2} \langle n(\sigma), n(\sigma') \rangle^k d\sigma d\sigma',
\]

(1.18)

consistently with (1.7). Plainly, \( I_2 = I \).

**Theorem 1.8.** Let \( \Sigma \subset \mathbb{T}^3 \) be a static surface as in Definition 1.5 of area \( A \). Then we have, as \( m \to \infty, m \not\equiv 0, 4, 7 \pmod{8} \) along a well separated sequence of eigenvalues,

\[
\text{Var}(\mathcal{L}) = \frac{\pi^2}{9600} \frac{m}{N^2} \left[ 81 I_4 + 35 A^2 + o(1) \right].
\]

(1.19)

Note that \( 81 I_4 + 35 A^2 > 0 \). Let us now define the following random variable

\[
\mathcal{M} := \frac{1}{\sqrt{\frac{8}{225}(81 I_4 + 35 A^2)}} \left( \sum_{i \leq j} c_{ij} X_{ij}^2 - 1 \right) + \sum_{i \leq j \leq k \atop (i,j) \neq (l,k)} c_{ijkl} X_{ij} X_{lk},
\]

(1.20)

where \( X_{ij}, i, j \in \{1, 2, 3\}, i \leq j \) are i.i.d. standard Gaussian random variables, and \( (\int = \int_{\Sigma}) \)

\[
c_{11} = 0, \quad c_{12} = -\frac{1}{5} \int (3(n_1^2 - n_3^2)^2 + 4n_2^2) d\sigma, \quad c_{13} = -\int \left( \frac{11}{15} - 2n_2^2 + \frac{9}{5} n_4^2 \right) d\sigma,
\]
\[ c_{22} = -\frac{4}{5} \int (n_1^2 + 3n_2^2n_3^2) \, d\sigma, \quad c_{23} = -\frac{4}{5} \int (n_2^2 + 3n_1^2n_3^2) \, d\sigma, \quad c_{33} = -\frac{4}{5} \int (n_3^2 + 3n_1^2n_2^2) \, d\sigma, \]
\[ c_{112} = -\frac{16\sqrt{15}}{15} \int (n_1^2 - n_3^2) \, d\sigma, \quad c_{113} = -\frac{16\sqrt{5}}{15} \int (1 - 3n_2^2) \, d\sigma, \quad c_{1122} = \frac{32\sqrt{15}}{15} \int n_2n_3 \, d\sigma, \]
\[ c_{1123} = \frac{32\sqrt{15}}{5} \int n_1n_3 \, d\sigma, \quad c_{1133} = \frac{32\sqrt{15}}{5} \int n_1n_2 \, d\sigma, \quad c_{1213} = \frac{2\sqrt{3}}{15} \int (n_1^2 - n_3^2)(1 + 9n_2^2) \, d\sigma, \]
\[ c_{1222} = \frac{4}{5} \int n_2n_3(2 + 3(n_1^2 - n_3^2)) \, d\sigma, \quad c_{1223} = \frac{12}{5} \int n_1n_3(n_1^2 - n_3^2) \, d\sigma, \]
\[ c_{1322} = \frac{4\sqrt{3}}{15} \int n_1n_2(5 - 9n_2^2) \, d\sigma, \quad c_{1333} = \frac{4\sqrt{3}}{15} \int n_1n_2(5 - 9n_2^2) \, d\sigma, \]
\[ c_{2223} = \frac{8}{5} \int n_1n_2(1 - 3n_2^2) \, d\sigma, \quad c_{2233} = \frac{8}{5} \int n_1n_3(1 - 3n_2^2) \, d\sigma, \quad c_{2333} = \frac{8}{5} \int n_2n_3(1 - 3n_1^2) \, d\sigma. \]

**Theorem 1.9.** Let \( \Sigma \subset \mathbb{T}^3 \) be a static surface as in Definition 1.3 of area \( A \). Then we have, as \( m \to \infty, m \not\equiv 0, 4, 7 \) (mod 8) along a well separated sequence of eigenvalues,

\[
\frac{\mathcal{L} - \mathbb{E}[\mathcal{L}]}{\sqrt{\text{Var}(\mathcal{L})}} \xrightarrow{d} \mathcal{M},
\]

where \( \mathcal{M} \) is defined as in (1.20).

**Example 1.10.** For \( \Sigma \) the unit sphere, \( A = 4\pi \) and \( I_{4,\Sigma} = 16\pi^2/5 \) so that as \( m \to \infty, m \not\equiv 0, 4, 7 \) (mod 8) along a well separated sequence of eigenvalues,

\[
\text{Var}(\mathcal{L}) \sim \frac{32\pi^4 m}{375 N^2}.
\]

Furthermore, the only non-zero coefficients in (1.20) are

\[ c_{12} = c_{13} = c_{22} = c_{23} = c_{33} = -\frac{128}{75} \pi, \]

hence still along a well separated sequence of eigenvalues

\[
\frac{\mathcal{L} - \mathbb{E}[\mathcal{L}]}{\sqrt{\text{Var}(\mathcal{L})}} \xrightarrow{d} \frac{5 - \chi^2(5)}{\sqrt{10}},
\]

where \( \chi^2(5) \) is a chi-square random variable with 5 degrees of freedom.

**Remark 1.11.** It is worth noticing that the limiting distribution in (1.22) of the nodal intersection length for arithmetic random waves in dimension 3 against the unit sphere along a well separated sequence of eigenvalues coincides with the limiting distribution of their nodal area [Cam19, Theorem 1] as \( m \to \infty, m \not\equiv 0, 4, 7 \) (mod 8). We observe the same phenomenon in dimension two: the nodal length [MPRW16, Theorem 1.1] and the number of nodal intersection for arithmetic random waves against the unit circle [RW18, Example 1.4] along a “generic” sequence of eigenvalues share the same limiting distribution (a chi-square with 2 degrees of freedom).
Actually, the connection pointed out in Remark 1.11 is deeper [Mar].

**Corollary 1.12.** Let \( \Sigma \subset \mathbb{T}^3 \) be the two-dimensional unit sphere, and \( A = A_m \) denote the area of the nodal set \( F^{-1}_m(0) \). Then we have, as \( m \to \infty \), \( m \not\equiv 0, 4, 7 \) (mod 8) along a well separated sequence of eigenvalues,

\[
\text{Corr}(\mathcal{L}, A) \to 1.
\]

We do believe that the same phenomenon holds true in dimension two: for “generic” sequences of eigenvalues, there is asymptotic full correlation between the nodal length [MPRW16] and the number of nodal intersections against the unit circle [RW18] for arithmetic random waves on the two-dimensional standard flat torus.

### 1.4 Future directions

To prove Assumption 1.7, we would like to construct, or even show existence of, well separated sequences. This seems to be a difficult problem. In fact, there are arbitrarily large values of \( m \) satisfying [Rud]

\[
\mathcal{S}_2 = \Omega \left( \frac{\log(m)}{N^2} \right),
\]

say. Indeed, for \( m \) such that \( m - 1 = x^2 + y^2 \) is the sum of two squares, the lattice points \((x, y, \pm 1)\) have distance two, hence

\[
\sum_{\mu \neq \mu'} \frac{1}{|\mu - \mu'|^2} \geq \sum_{(x, y) \in \mathbb{Z}^2} \frac{1}{x^2 + y^2 = m - 1} = \frac{r_2(m - 1)}{4},
\]

where \( r_2 \) is the arithmetic function counting the number of ways to express a number as sum of two integer squares. It is well-known that \( r_2 \) is not bounded by any power of \( \log \) [HW79, Theorems 337 and 338]. One can draw similar conclusions for \( \mathcal{S}_4, \mathcal{S}_6 \).
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2 Outline of the paper

2.1 On the proofs of the main results

The proofs of Theorem 1.4 and Theorem 1.9 rely on the chaotic expansion for the nodal intersection length (see [NP12, §2] for a complete discussion on Wiener chaos and related topics). This technique has been exploited for studying a wide variety of functionals of Gaussian processes, see e.g. [KL01, MW11, MPRW16, RW18, CM18, Cam19, Not21a, Not21b] and the references therein, however we shall encounter some additional difficulties, see below for a preview. The starting point is the formal expression

$$ L = \int_{\Sigma} \delta_0(F(\sigma))|\nabla_{\Sigma} F(\sigma)| \, d\sigma, \quad (2.23) $$

where $\delta_0$ denotes the Dirac mass at zero. Here $\nabla_{\Sigma} F$ stands for the surface gradient of $F$, i.e.

$$ \nabla_{\Sigma} F(\sigma) := \nabla F(\sigma) - \langle \nabla F(\sigma), n(\sigma) \rangle n(\sigma), \quad \sigma \in \Sigma, \quad (2.24) $$

and $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^3$. One of the above mentioned additional difficulties is due to the fact that the components of $\nabla_{\Sigma} F(\sigma)$ are not independent random variables, as explained in §2.4. The finite-variance random variable $L$ in (2.23) admits the Wiener-Ito chaotic expansion (see §2.4) of the form

$$ L = \sum_{q=0}^{+\infty} L[2q], \quad (2.25) $$

the above series converging in $L^2(\mathbb{P})$. The core of this expansion is roughly the fact that the family of Hermite polynomials [NP12 §1.4]

$$ H_q(t) = (-1)^q e^{t^2/2} \frac{d^q}{dt^q} e^{-t^2/2}, \quad q \in \mathbb{N}, \quad (2.26) $$

is an orthonormal basis for the space of square integrable functions on the real line with respect to the Gaussian density. In particular, $L[2q]$ is the orthogonal projection of $L$ onto the so-called $2q$-th Wiener chaos, $L[2q]$ and $L[2q']$ are uncorrelated random variables whenever $q \neq q'$, and $L[0] = \mathbb{E}[L]$. Under the assumptions in Theorem 1.4, evaluating the second chaotic projection $L[2]$ yields that the variance of the nodal intersection length (1.8) is asymptotic, in the high-energy limit, to the variance of $L[2]$. The latter result and the orthogonality of the Wiener chaoses imply that the distribution of $L[2]$ asymptotically dominates the series on the right hand side of (2.25), and a standard Central Limit Theorem result for $L[2]$ allows to infer the statement of Theorem 1.4.

Assume now that the surface is static according to Definition 1.5. In order to obtain the true asymptotic behaviour of $\text{Var}(L)$, we inspect the proof of the approximate Kac-Rice formula [Maf19 §3], and obtain one extra term in the Taylor expansion of the two-point correlation function, see §5. One of the main difficulties is how to control “off-diagonal” terms coming from the fourth moment (and the sixth one) of the covariance kernel $r$ in (1.5), and specifically the quantity

$$ \frac{1}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{E}(4)} \left| \int_{\Sigma} e^{2\pi i (\mu + \mu' + \mu'' + \mu'''', \sigma)} \, d\sigma \right|^2, \quad (2.27) $$
where \( C(4) \) is the set of fourth lattice point correlations, see (1.16). Under Assumption 1.7, the quantity (2.27) is \( o(1) \) at least for one subsequence of energy levels, so that we can establish Theorem 1.8 for such eigenvalues. It turns out that the leading term in the chaotic expansion (2.25) for the nodal intersection length is no longer the projection onto the second chaos, but the projection onto the fourth one. A precise analysis of the latter allows to get its asymptotic non-Gaussian distribution in (1.20), thus concluding the proof of Theorem 1.9.

### 2.2 Kac-Rice formulae

Given a random field, call \( V \) the measure of its nodal set. When certain assumptions are met, the moments of \( V \) may be computed via Kac-Rice formulas [AW09, Theorems 6.8 and 6.9]. In [Maf19], Kac-Rice formulas for a random field defined on a surface were developed. For the second moment, the approximate Kac-Rice formula [Maf19, Proposition 1.7] was found for surfaces of nowhere vanishing Gauss-Kronecker curvature. The problem of computing the nodal intersection length variance (1.8) for arithmetic waves was thus reduced to estimating the second moment of the covariance function \( r \) (1.5) and of its various first and second order derivatives. The error term in (1.8) comes from bounding the fourth moment of \( r \) and of its derivatives.

In the present paper, we prove a more precise approximate Kac-Rice, where the main term comes from the fourth moment of \( r \) and its derivatives, and the error is controlled via the sixth moment.

**Proposition 2.1** (Kac-Rice approximate formula). For a static surface \( \Sigma \), we have

\[
\text{Var}(L) = M \int\int_{\Sigma^2} d\sigma d\sigma' \left\{ \frac{1}{8} r^2 + \frac{1}{16} \text{tr}(X) + \frac{1}{16} \text{tr}(X') + \frac{1}{32} \text{tr}(Y'Y) + \frac{3}{32} r^4 \right. \\
+ \frac{1}{2\pi} \left[ 32 \text{tr}(X) \text{tr}(X') - 16 \text{tr}(X'Y'Y') - 16 \text{tr}(X'Y') - 24(\text{tr} X)^2 - 24(\text{tr} X')^2 + 2 \text{tr}(Y'Y'Y') \right. \\
\left. + (\text{tr} Y')^2 - 8 \text{tr}(X) \text{tr}(Y'Y) - 8 \text{tr}(X') \text{tr}(Y'Y) \right] + \frac{1}{64} \left[ 2r^2 \text{tr}(X) + 2r^2 \text{tr}(X') + r^2 \text{tr}(Y'Y) \right] \\
+ m \cdot o(\frac{1}{N^2}) + m \cdot O_{\Sigma}(\mathbb{S}_6).
\]

Proposition 2.1 will be proven in Section 5.

### 2.3 The arithmetic formula

After the application of the Kac-Rice approximate formula, we arrive at the arithmetic part of our argument. Here the results of [BM19] come into play. Recall the definition of \( \ell \)-correlations \( C_m(\ell) \) in (1.16). The non-degenerate \( \ell \)-correlations are those such that no proper subsum vanishes,

\[
\mathcal{X}(\ell) = \mathcal{X}_m(\ell) := \left\{ (\mu^{(1)}, \ldots, \mu^{(\ell)}) \in C_m(\ell) : \forall I \subsetneq \{1, \ldots, \ell\}, \sum_{i \in I} \mu^{(i)} \neq 0 \right\}. \tag{2.28}
\]

Now for \( \ell \) even, \( \ell \)-correlations are related to the \( \ell \)-th moment of the covariance function (1.5),

\[
\mathcal{R}(\ell) = \mathcal{R}_m(\ell) := \int_{\mathbb{T}_d} |r^\ell(x)| dx = \frac{|C_m(\ell)|}{N^\ell}. \tag{2.29}
\]
For the purposes of this paper, one requires non-trivial upper bounds for the cardinalities $|\mathcal{X}(4)|$ and $|\mathcal{C}(6)|$. A geometric argument yields readily \cite[(4.8)]{Maf19}

$$|\mathcal{X}_m(4)| \leq |\mathcal{C}_m(4)| = O(N^{2+o(1)}) \quad (2.30)$$

and similarly

$$|\mathcal{C}_m(6)| = O(N^{4+o(1)}).$$

To compare with lower bounds, the complement of $\mathcal{X}(4)$ is the set of the symmetric 4-spectral correlations $\mathcal{D}'(4)$, of order

$$|\mathcal{D}'(4)| \gg N^2.$$  

Note that these are the correlations that cancel out in pairs. Similarly,

$$|\mathcal{C}(6)| \gg N^3.$$  

In \cite{Maf19}, the upper bound \textcolor{red}{(2.30)} on $|\mathcal{C}_m(4)|$ was sufficient. This work is markedly different in this aspect, as we actually need

$$|\mathcal{X}_m(4)| = o(N^2) \quad \text{and} \quad |\mathcal{C}_m(6)| = o(N^4).$$

In \cite{BM19} Theorems 1.6 and 1.7, it was proven that, as $m \to \infty$,

$$|\mathcal{X}_m(4)| = O(N^{7/4+o(1)}) \quad (2.31)$$

and

$$|\mathcal{C}_m(6)| = O(N^{11/3+o(1)}). \quad (2.32)$$

These will be applied in Section 6 to prove the following.

**Proposition 2.2** (The arithmetic formula). For a static surface $\Sigma$, we have as $m \to \infty$, $m \not\equiv 0, 4, 7 \pmod{8}$,

$$\text{Var}(L) = \frac{\pi^2}{9600} \frac{m}{N^2} \left[ 81 I_4 + 35 A^2 + o(1) \right] + m \cdot O(\mathcal{G}_2 + \mathcal{G}_4 + \mathcal{G}_6). \quad (2.33)$$

**Proof of Theorem 1.8.** Following the arithmetic formula, the variance asymptotic is now established for well separated sequences. \hfill \-box

### 2.4 Chaos expansion

In this part we compute the chaotic expansion (2.25) for the nodal intersection length $L$, see e.g. \cite[§2]{NP12} for details on Wiener chaos. Recall the formal representation (2.23), and define for $\varepsilon > 0$ the $\varepsilon$-approximating nodal intersection length as

$$L^\varepsilon = L_m^\varepsilon := \int_\Sigma \delta_0^\varepsilon(F(\sigma)) |\nabla F(\sigma)| d\sigma, \quad (2.34)$$

where

$$\delta_0^\varepsilon := \frac{1}{2\varepsilon} 1_{[-\varepsilon,\varepsilon]}$$

is an approximation of $\delta_0$ at level $\varepsilon$. From \cite[Proposition 2.3]{Maf19} and the (uniform over $\varepsilon$) upper bound

$$L^\varepsilon \leq 18 \sqrt{m}$$

showed in \cite[Lemma 2.5]{Maf19} we immediately have the following (thus justifying (2.23)).
Lemma 2.3. For $m \in S$ we have
\[
\lim_{\varepsilon \to 0} \mathcal{L}^\varepsilon = \mathcal{L},
\]
both a.s. and in $L^2(\mathbb{P})$.

A straightforward differentiation of $F$ in Definition 1.1 leads to
\[
\nabla F(x) = \frac{i2\pi}{\sqrt{N}} \sum_{\mu \in \mathcal{E}} \mu a_{\mu} e^{i2\pi \langle \mu, x \rangle}, \quad x \in \mathbb{T}^3.
\]

It is easy to check that for each $x \in \mathbb{T}^3$, the random variables $F(x)$ and $\nabla F(x)$ are (Gaussian) independent, and, for each $\sigma \in \Sigma$, the same holds true for $F(\sigma)$ and $\nabla_{\Sigma} F(\sigma)$ (see (2.24)). The latter property is very useful since it simplifies computations a lot. However the components of $\nabla_{\Sigma} F(\sigma)$ are not independent random variables for $\sigma \in \Sigma$ (on the contrary the components of $\nabla F(x)$ are independent for each $x \in \mathbb{T}^3$). In order to overcome this additional difficulty, in what follows we will first write the (random) quantity $|\nabla_{\Sigma} F(\sigma)|$ in terms of the Euclidean norm of a standard Gaussian vector thus reducing the question to a two-dimensional problem, and then derive the chaotic expansion of $\mathcal{L}^\varepsilon$ taking advantage of [MPRW16, Proposition 3.2]. Letting $\varepsilon$ tend to zero, thanks to Lemma 2.3, we will find the chaotic expansion of $\mathcal{L}$.

2.4.1 Covariance matrices

Let us first introduce some more notation. We denote by $\partial_{i}^{\Sigma}$ the components of the surface gradient, i.e.
\[
\nabla_{\Sigma} F = (\partial_1^{\Sigma} F, \partial_2^{\Sigma} F, \partial_3^{\Sigma} F)^t,
\]
where, from (2.24), for $i = 1, 2, 3$
\[
\partial_{i}^{\Sigma} F = \partial_i F - n_i \sum_{j=1}^{3} n_j \partial_j F,
\]
with the convention $\partial_i := \partial/\partial x_i$ (recall that $n(\sigma)$ is the unit normal vector to $\Sigma$ at the point $\sigma$).

Since for every $\sigma \in \Sigma$ it holds that $\langle \nabla_{\Sigma} F(\sigma), n(\sigma) \rangle = 0$, assuming w.l.o.g. that $n_3$ is non-zero, we have
\[
\partial_3^{\Sigma} F = -\frac{n_1}{n_3} \partial_1^{\Sigma} F - \frac{n_2}{n_3} \partial_2^{\Sigma} F.
\]

We can write (see also the proof of Lemma 3.5 in [Mat19])
\[
|\nabla_{\Sigma} F|^2 = (\partial_1^{\Sigma} F, \partial_2^{\Sigma} F) \overline{\Omega}^{-1} (\partial_1^{\Sigma} F, \partial_2^{\Sigma} F)^t, \quad (2.35)
\]
where
\[
\overline{\Omega} := \begin{pmatrix} n_2^2 + n_3^2 & -n_1 n_2 & -n_1 n_3 \\ -n_1 n_2 & n_1^2 + n_3^2 & -n_2 n_3 \\ -n_1 n_3 & -n_2 n_3 & n_1^2 + n_2^2 \end{pmatrix}.
\]

Note that $\overline{\Omega}$ is the covariance matrix of the rescaled vector $\left(\partial_1^{\Sigma} F, \partial_2^{\Sigma} F\right)$, where
\[
\partial_{i}^{\Sigma} F := \frac{1}{\sqrt{M}} \partial_{i}^{\Sigma} F;
\]
here $M := 4\pi^2 m/3$ is the variance of $\partial_x F(x)$. It is immediate to check that $\det(\overline{\Omega}) = n_3^2$ and the eigenvalues are 1 and $n_3^2$. Note that if $n_3^2 = 1$, then $\overline{\Omega} = \text{Id}$ the identity matrix, and the vector $\left(\overline{\partial_1^2 F}, \overline{\partial_2^2 F}\right)$ is a bivariate standard Gaussian. Let us hence assume $n_3^2 \neq 1$. We are going to diagonalize $\overline{\Omega}$ through orthogonal matrices. Let us consider the orthogonal matrix

$$O = \frac{1}{\sqrt{n_1^2 + n_2^2}} \begin{pmatrix} n_1 & -n_2 \\ n_2 & n_1 \end{pmatrix}$$

whose columns form an orthonormal basis of eigenvectors for $\overline{\Omega}$. It holds

$$\overline{\Omega} = O^t \Delta O, \quad \Delta = \begin{pmatrix} n_3^2 & 0 \\ 0 & 1 \end{pmatrix}.$$

Let us set

$$\overline{\Omega}^{1/2} := O^t \Delta^{1/2} O, \quad \Delta^{1/2} = \begin{pmatrix} n_3 & 0 \\ 0 & 1 \end{pmatrix}.$$

The matrix $\overline{\Omega}^{1/2}$ is a symmetric square root of $\overline{\Omega}$. Let us consider now the standard Gaussian vector $(Z_1, Z_2)$ such that

$$\left(\overline{\partial_1^2 F}, \overline{\partial_2^2 F}\right)^t = \overline{\Omega}^{1/2} (Z_1, Z_2)^t$$

then

$$\left|\nabla_\Sigma F\right|^2 = (\partial_1^2 F, \partial_2^2 F)^t \overline{\Omega}^{-1} (\partial_1^2 F, \partial_2^2 F)^t = M |(Z_1, Z_2)|^2. \quad (2.37)$$

For each $\sigma \in \Sigma$ we just wrote $|\nabla_\Sigma F(\sigma)|$ as the norm (up to a factor) of a bivariate standard Gaussian vector $(Z_1(\sigma), Z_2(\sigma))$.

### 2.4.2 Chaotic components

Recall that

$$M = \frac{4\pi^2 m}{3}.$$

Substituting (2.37) into (2.34) we can write for every $\epsilon > 0$

$$\mathcal{L}^\epsilon = \sqrt{M} \int_{\Sigma} \delta_0(F(\sigma)) |(Z_1(\sigma), Z_2(\sigma))| d\sigma; \quad (2.38)$$

in particular $F(\sigma), Z_1(\sigma), Z_2(\sigma)$ are independent random variables for each $\sigma \in \Sigma$. In view of (2.38) we can apply previous results in [MPRW16 §3.2.2] to derive the chaotic expansion for $\mathcal{L}^\epsilon$, and then immediately establish the following result bearing in mind Lemma 2.3 while letting $\epsilon$ tend to zero. Let us first introduce some more notation: for $k, n, l$ non-negative integers

$$\beta_{2k} := \frac{1}{\sqrt{2\pi}} H_{2k}(0), \quad (2.39)$$

$H_{2k}$ denoting the $2k$-th Hermite polynomial (2.26) and

$$\alpha_{2n,2l} := \sqrt{\frac{\pi}{2}} \frac{(2n)! (2l)!}{n!} \frac{1}{2^{n+l}} p_{n+l} \left( \frac{1}{4} \right), \quad (2.40)$$
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where for $i \in \mathbb{N}$ and $t \in \mathbb{R}$

$$p_i(t) = \sum_{j=0}^{i} (-1)^j (-1)^i \binom{i}{j} \frac{(2j+1)!!}{(j!)^2} t^j.$$  

**Lemma 2.4.** For $m \in S$ we have

$$\mathcal{L} = \sum_{q=0}^{+\infty} \mathcal{L}[2q],$$  

(2.41)

where the convergence of the series is in $L^2(\mathbb{P})$, and for $q \geq 0$

$$\mathcal{L}[2q] = \sqrt{M} \sum_{k+n+l=q} \frac{\beta_{2k,0,2l}}{(2k)!(2n)!(2l)!} \int_{\Sigma} H_{2k}(F(\sigma)) H_{2n}(Z_1(\sigma)) H_{2l}(Z_2(\sigma)) d\sigma,$$  

(2.42)

the vector $Z$ being defined as in (2.36).

**Remark 2.5.** We will show that $\mathcal{L}[2]$ (resp. $\mathcal{L}[4]$) can be reduced to the integral over the surface of a bivariate polynomial of degree two (resp. of degree four) evaluated at $F$ and $|(Z_1, Z_2)|^2$ (hence at $F$ and $|\nabla_{\Sigma} F|^2$ thanks to (2.37)), see the proof of Lemma 4.2 (resp. the proof of Lemma 7.1). This simplifies computations a lot and is of some independent interest. We do believe it holds true for each chaotic component, namely for every $q$ the random variable $\mathcal{L}[2q]$ can be written as the integral over $\Sigma$ of a bivariate polynomial of degree $2q$ evaluated at $F$ and $|\nabla_{\Sigma} F|^2$. We leave it as a topic for future research.

## 3 Proofs of the main results

Let us bear in mind the chaotic expansion for $\mathcal{L}$ in Lemma 2.4. The projection onto the zeroth Wiener chaos, i.e., onto $\mathbb{R}$ is the mean of the random variable, cf. (1.6).

**Lemma 3.1.** For every $m \in S$,

$$\mathcal{L}[0] = \pi \sqrt{\frac{m}{3}} \cdot A.$$  

**Proof.** From (2.42), (2.39) and (2.40)

$$\mathcal{L}[0] = \sqrt{M} \beta_{0,0,0}[\Sigma] = \sqrt{\frac{4\pi^2 m}{3}} \frac{1}{\sqrt{2\pi}} \sqrt{\frac{\pi}{2}} |\Sigma| = \pi \sqrt{\frac{m}{3}} \cdot A,$$

thus concluding the proof. \qed

### 3.1 Proof of Theorem 1.4

We first need to study the variance of the second chaotic component $\mathcal{L}[2]$ in (2.41). It turns out that it is asymptotic to the variance of the nodal intersection length $\mathcal{L}$ (Proposition 3.2), hence the orthogonality of Wiener chaoses and a Central Limit Theorem for $\mathcal{L}[2]$ (Proposition 3.3) allow to deduce the same for $\mathcal{L}$ thus establishing Theorem 1.4.
Proposition 3.2. Let $\Sigma \subset \mathbb{T}^3$ be a surface as in Definition 1.2 with nowhere zero Gauss-Kronecker curvature. Assume moreover that $3\mathcal{I}_{2,\Sigma} > A^2$. Then, as $m \to +\infty$ s.t. $m \not\equiv 0, 4, 7 \mod 8$, 

$$\text{Var}(\mathcal{L}[2]) \sim \text{Var}(\mathcal{L}).$$

Proposition 3.2 will be proven in §4.1. Let us now study the asymptotic distribution of the second chaotic component.

Proposition 3.3. Let $\Sigma \subset \mathbb{T}^3$ be a surface as in Definition 1.2 with nowhere zero Gauss-Kronecker curvature. Assume moreover that $3\mathcal{I}_{2,\Sigma} > A^2$. Then, as $m \to +\infty$ s.t. $m \not\equiv 0, 4, 7 \mod 8$,

$$\frac{\mathcal{L}[2]}{\sqrt{\text{Var}(\mathcal{L}[2])}} \xrightarrow{d} Z,$$

where $Z \sim \mathcal{N}(0, 1)$.

We will prove Proposition 3.3 in §4.1. We are now in a position to establish our first main result.

Proof of Theorem 1.4 assuming Proposition 3.2 and Proposition 3.3. From (2.41) we can write

$$\frac{\mathcal{L} - \mathbb{E}[\mathcal{L}]}{\sqrt{\text{Var}(\mathcal{L})}} = \sum_{q=1}^{+\infty} \frac{\mathcal{L}[2q]}{\sqrt{\text{Var}(\mathcal{L})}},$$

where the series converges in $L^2(\mathbb{P})$. Thanks to Proposition 3.2 and the orthogonality of Wiener chaoses we have

$$\frac{\mathcal{L} - \mathbb{E}[\mathcal{L}]}{\sqrt{\text{Var}(\mathcal{L})}} = \frac{\mathcal{L}[2]}{\sqrt{\text{Var}(\mathcal{L}[2])}} + o_P(1),$$

where $o_P(1)$ denotes a sequence of random variables converging to zero in probability. Proposition 3.3 then allows to conclude the proof of Theorem 1.4.

3.2 Proof of Theorem 1.9

For a static surface $\Sigma$, equation (1.8) only gives that the true asymptotic behaviour of the variance of the nodal intersection length is of lower order of magnitude than $m/N$. In §5 we will prove Theorem 1.8 establishing the fine asymptotic law of $\text{Var}(\mathcal{L})$ for well separated sequences of eigenvalues through Kac-Rice formula. In this circumstances it turns out that the second chaotic projection $\mathcal{L}[2]$ is negligible, and evaluating the fourth chaotic component yields (Proposition 3.4) that its variance is asymptotic to $\text{Var}(\mathcal{L})$. As for Theorem 1.9, the orthogonality of Wiener chaoses and a (non-Central) Limit Theorem for $\mathcal{L}[4]$ (Proposition 3.5) allow to deduce the same for $\mathcal{L}$ thus establishing Theorem 1.9.

Proposition 3.4. Let $\Sigma \subset \mathbb{T}^3$ be a static surface as in Definition 1.3. Then, as $m \to +\infty$ s.t. $m \not\equiv 0, 4, 7 \mod 8$ along well separated sequences of eigenvalues, we have

$$\text{Var}(\mathcal{L}[4]) \sim \text{Var}(\mathcal{L}),$$

where the asymptotics for $\text{Var}(\mathcal{L})$ are established in Theorem 1.8.
Proposition 3.4 will be proven in §7. Let us now investigate the asymptotic distribution of the fourth chaotic projection.

**Proposition 3.5.** Let $\Sigma \subset \mathbb{T}^3$ be a static surface as in Definition 1.3. Then, as $m \to +\infty$ s.t. $m \not\equiv 0, 4, 7 \pmod{8}$ along well separated sequences of eigenvalues,

$$
\frac{L[4]}{\sqrt{\operatorname{Var}(L[4])}} \xrightarrow{d} \mathcal{M},
$$

where $\mathcal{M}$ is defined in (1.20).

We will prove Proposition 3.5 in §7. We can now establish our second main result.

**Proof of Theorem 1.9 assuming Theorem 1.8, Proposition 3.2 and Proposition 3.3.** From (2.41) we can write

$$
\frac{L - \mathbb{E}[L]}{\sqrt{\operatorname{Var}(L)}} = \sum_{q=1}^{+\infty} \frac{L[2q]}{\sqrt{\operatorname{Var}(L)}},
$$

where the series converges in $L^2(\mathbb{P})$. Thanks to Proposition 3.2 and the orthogonality of Wiener chaoses we have

$$
\frac{L - \mathbb{E}[L]}{\sqrt{\operatorname{Var}(L)}} = \frac{L[4]}{\sqrt{\operatorname{Var}(L[4])}} + o_p(1),
$$

where $o_p(1)$ denotes a sequence of random variables converging to zero in probability. Proposition 3.5 then allows to conclude the proof of Theorem 1.9.

In order to prove Corollary 1.12 we will need the following: let $\Sigma \subset \mathbb{T}^3$ be the two-dimensional unit sphere, then as $m \to +\infty$ s.t. $m \not\equiv 0, 4, 7 \pmod{8}$ along well separated sequences of eigenvalues,

$$
\operatorname{Corr}(L[4], A[4]) \to 1, \quad (3.43)
$$

where $A[4] = A_m[4]$ denotes the fourth chaotic component of the area $A = A_m$ of the nodal set $F^{-1}_m(0)$ [Cam19 (4.14)]. Actually, the dominant terms in $A[4]$ and $L[4]$ coincide, up to a factor depending on $m$, see §7 for details.

**Proof of Corollary 1.12 assuming Proposition 3.4 and (3.43).** Thanks to the orthogonality of Wiener chaoses,

$$
\operatorname{Corr}(L, A) = \frac{\operatorname{Cov}(L[4], A[4])}{\sqrt{\operatorname{Var}(L)}\sqrt{\operatorname{Var}(A)}}.
$$

The result then follows from (3.43), bearing in mind Proposition 3.4 and both [BM19 Theorem 1.2], [Cam19 Theorem 1] ensuring that

$$
\operatorname{Var}(L) \sim \operatorname{Var}(L[4]), \quad \operatorname{Var}(A) \sim \operatorname{Var}(A[4])
$$

respectively.
4 Second chaotic component: analytic formulas

4.1 Proofs of Proposition 3.2 and Proposition 3.3

From (2.42) for \( q = 1 \), recalling that the coefficients \( \alpha_{n,m} \) in (2.40) are symmetric, the second chaotic component of the nodal intersection length can be written as

\[
\mathcal{L}[2] = \sqrt{M} \left( \frac{\beta_2 \alpha_{0,0}}{2!} \int_{\Sigma} H_2(F(\sigma)) \, d\sigma + \frac{\beta_0 \alpha_{2,0}}{2!} \int_{\Sigma} (H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma \right),
\]  

(4.44)

where as before \( M = 4\pi^2 m/3 \). Let us introduce some more notation:

\[
\mathcal{E}^+ = \mathcal{E}^+_m := \{ \mu \in \mathcal{E} : \mu_1 > 0 \}
\]

if \( m \) is not a sum of two squares, otherwise if \( m \) is not a square \( \mathcal{E}^+ = \mathcal{E}^+_m := \{ \mu \in \mathcal{E} : \mu_1 = 0, \mu_2 > 0 \} \) else \( \mathcal{E}^+ = \mathcal{E}^+_m := \{ \mu \in \mathcal{E} : \mu_1 > 0 \} \cup \{ \mu \in \mathcal{E} : \mu_1 = 0, \mu_2 > 0 \} \cup \{(0,0,\sqrt{m})\} \).

Remark 4.1. The random variables \( a_{\mu}, \mu \in \mathcal{E}^+ \) in Definition 1.1 are independent.

A careful investigation of the r.h.s. of (4.44) leads to the following key result whose proof is given in Appendix A.1.

Lemma 4.2. For every \( m \in S \) we have the following decomposition

\[
\mathcal{L}[2] = \mathcal{L}^a[2] + \mathcal{L}^b[2],
\]

(4.45)

where the first term on the r.h.s. of (4.45) is

\[
\mathcal{L}^a[2] = \mathcal{L}^a_m[2] := \frac{\sqrt{M}}{8 \sqrt{N}} \sum \frac{1}{2} \sum_{\mu \in \mathcal{E}^+} (|a_{\mu}|^2 - 1) \left( |\Sigma| - 3 \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \, d\sigma \right),
\]

(4.46)

and the second one is

\[
\mathcal{L}^b[2] = \mathcal{L}^b_m[2] := \frac{\sqrt{M}}{8N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} \frac{e_{\mu}(\sigma)e_{-\mu'}(\sigma)}{e_{\mu}(\sigma)e_{-\mu'}(\sigma)} \times \left( -2 + 3 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \right) \, d\sigma.
\]

(4.47)

Proof of Proposition 3.2 assuming Lemma 4.2 From (4.45) we have

\[
\text{Var}(\mathcal{L}[2]) = \text{Var}(\mathcal{L}^a[2]) + \text{Var}(\mathcal{L}^b[2]) + 2\text{Cov}(\mathcal{L}^a[2], \mathcal{L}^b[2]).
\]

(4.48)

First we compute the variance of \( \mathcal{L}^a[2] \). Recalling Remark 4.1 and the fact that \( \text{Var}(|a_{\mu}|^2 - 1) = 1 \) for every \( \mu \in \mathcal{E} \), we can write

\[
\text{Var}(\mathcal{L}^a[2]) = \frac{M}{64 \cdot \frac{N}{2} \cdot \frac{N}{2}} \sum_{\mu \in \mathcal{E}^+} \text{Var}(|a_{\mu}|^2 - 1) \left( |\Sigma| - 3 \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \, d\sigma \right)^2
\]

(4.49)
= \frac{M}{64 \cdot \frac{N}{2}} \sum_{\mu \in \mathcal{E}} \left( |\Sigma|^2 - 6 |\Sigma| \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \, d\sigma + 9 \mathcal{H}(\mathcal{E}) \right) \\
= \frac{M}{64 \cdot \frac{N}{2}} \left( -A^2 + 9 \mathcal{H}(\mathcal{E}) \right), \quad (4.49)

where \( \mathcal{H}(\mathcal{E}) \) is defined as in (1.14) and we used the fact that

\[
\frac{1}{N} \sum_{\mu \in \mathcal{E}} \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \, d\sigma = \frac{1}{3} |\Sigma|^2.
\]

From [Maf19, Lemma 5.3] applied to the r.h.s. of (4.49) we have that, as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \pmod{8} \),

\[
\var(L^a[2]) = \frac{4\pi^2 m/3}{64 \cdot \frac{N}{2}} \left( -|\Sigma|^2 + \frac{9}{15} (|\Sigma|^2 + 2 \mathcal{I}) + O \left( m^{-1/28 + o(1)} \right) \right) \\
= \frac{\pi^2 m}{60N} (3 \mathcal{I} - |\Sigma|^2 + O \left( m^{-1/28 + o(1)} \right)), \quad (4.50)
\]

hence from (1.8) the variance of \( L^a[2] \) is asymptotic to the variance of nodal intersection length, i.e., as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \pmod{8} \)

\[
\var(L) \sim \var(L^a[2]). \quad (4.51)
\]

Let us now investigate the variance of \( L^b[2] \) in (4.47). We have

\[
\var(L^b[2]) = \frac{M}{64N^2} \sum_{\mu \neq \mu'} \sum_{\mu'' \neq \mu'} E[a_\mu a_{\mu'} a_{\mu''} a_{\mu'''}] \int_{\Sigma^2} e_\mu(\sigma) e_{-\mu'}(\sigma) e_{\mu''}(\sigma') e_{-\mu'''}(\sigma') \times \left( -2 + 3 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - 3 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) \times \left( -2 + 3 \left\langle \frac{\mu''}{|\mu''|}, \frac{\mu'''}{|\mu'''|} \right\rangle - 3 \left\langle \frac{\mu''}{|\mu''|}, n(\sigma') \right\rangle \left\langle \frac{\mu'''}{|\mu'''|}, n(\sigma') \right\rangle \right) \, d\sigma d\sigma' \leq C \frac{m}{N^2} \sum_{\mu \neq \mu'} \int_{\Sigma} e_\mu(\sigma) e_{-\mu'}(\sigma) \times \left( -2 + 3 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - 3 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) \, d\sigma \right|^2,
\]

for some absolute constant \( C > 0 \). Thanks to Proposition 5.4 in [Maf19] we can bound the r.h.s. of the previous inequality and get

\[
\var(L^b[2]) \leq C \frac{m}{N^2} \sum_{\mu \neq \mu'} \frac{1}{|\mu - \mu'|^2}. \quad (4.52)
\]

Applying [BSR12, Theorem 1.1] we obtain

\[
\sum_{\mu \neq \mu'} \frac{1}{|\mu - \mu'|^2} \ll \frac{N^2}{(\sqrt{m})^{2-o(1)}}, \quad (4.53)
\]
and substituting (4.53) into (4.52) (also recalling (1.2)) we deduce that as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \) (mod 8),

\[
\text{Var}(\mathcal{L}^b[2]) = o(\text{Var}(\mathcal{L}^a[2])) .
\]

(4.54)

By Cauchy-Schwartz inequality, thanks to (4.50) and (4.54) we have

\[
\text{Cov}(\mathcal{L}^a[2], \mathcal{L}^b[2]) = o(\text{Var}(\mathcal{L}^a[2]))
\]

that together with (4.48), (4.50) and (4.54) gives, as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \) (mod 8),

\[
\text{Var}(\mathcal{L}[2]) \sim \text{Var}(\mathcal{L}^a[2]).
\]

(4.55)

Finally (4.51) and (4.55) allow to conclude the proof. \( \square \)

**Proof of Proposition 3.3 assuming Lemma 4.2**

From Lemma 4.2 and the proof of Proposition 3.2 we immediately deduce that as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \) (mod 8)

\[
\sqrt{\text{Var}(\mathcal{L}[2])} = \sqrt{\text{Var}(\mathcal{L}^a[2])} + o_P(1),
\]

(4.56)

hence it suffices to study the asymptotic distribution of \( \mathcal{L}^a[2] \). We have

\[
\frac{\mathcal{L}^a[2]}{\sqrt{\text{Var}(\mathcal{L}^a[2])}} = \frac{1}{\sqrt{\frac{N}{2}}} \sum_{\mu \in \mathcal{E}^+} (|a_\mu|^2 - 1) \frac{|\Sigma| - 3 \int_\Sigma \langle \frac{\Sigma}{|\Sigma|}, n(\sigma) \rangle^2 d\sigma}{\sqrt{9\mathcal{H}(\mathcal{E}) - A^2}}.
\]

(4.57)

Now we can apply Lindeberg’s criterion (see e.g. [NP12, Remark 11.1.2]): since

\[
\max_{\mu \in \mathcal{E}^+} \frac{1}{\sqrt{\frac{N}{2}}} \left| \frac{|\Sigma| - 3 \int_\Sigma \langle \frac{\Sigma}{|\Sigma|}, n(\sigma) \rangle^2 d\sigma}{\sqrt{9\mathcal{H}(\mathcal{E}) - A^2}} \right| \to 0
\]

we have that as \( m \to +\infty \) s.t. \( m \not\equiv 0, 4, 7 \) (mod 8)

\[
\frac{\mathcal{L}^a[2]}{\sqrt{\text{Var}(\mathcal{L}^a[2])}} \to Z,
\]

where \( Z \sim \mathcal{N}(0,1) \) that together with (4.56) allows to conclude the proof. \( \square \)

5 Proof of the Kac-Rice approximate formula Proposition 2.1

In [Maf19], it is shown that the conditions of Kac-Rice for the second moment of the nodal intersection length \( \mathcal{L} \) are verified [Maf19, Section 3]. Therefore,

\[
\mathbb{E}[\mathcal{L}^2] = M \int_{\Sigma^2} K_{2,\Sigma}(\sigma, \sigma') d\sigma d\sigma',
\]

(5.58)
where \( K_{2,\Sigma} \) is the (scaled) 2-point function

\[
K_{2,\Sigma} = \frac{1}{2\pi \sqrt{1-r^2}} \mathbb{E}[(\hat{W}_1, \hat{W}_2) \cdot (\hat{W}_3, \hat{W}_4)],
\]

with \( \hat{W} = (\hat{W}_1, \hat{W}_2, \hat{W}_3, \hat{W}_4) \sim \mathcal{N}(0, \hat{\Theta}) \), \( \hat{\Theta} = I_4 + \begin{pmatrix} X & Y \\ Y' & X' \end{pmatrix} \), (5.59)

and

\[
\hat{\Theta} = I_4 + \frac{1}{n^2 + n_3 + n_1 n_2} \begin{pmatrix} n_1^2 + n_2^2 + n_3 & n_1 n_2 \\ n_1 n_2 & n_2^2 + n_3^2 + n_3 \end{pmatrix} = Q^T, \quad (5.61)
\]

a square root of \((L^T \Omega L)^{-1}\). Moreover, \( Q' := Q(\sigma') \). Let \( D \) be the row vector of partial derivatives of \( r \),

\[
D = D(\sigma, \sigma') := \begin{pmatrix} \frac{\partial r}{\partial \sigma_1} & \frac{\partial r}{\partial \sigma_2} & \frac{\partial r}{\partial \sigma_3} \end{pmatrix} = \frac{2\pi i}{N} \sum_{\mu \in \mathcal{E}} e^{2\pi i \langle \mu, \sigma - \sigma' \rangle} \cdot \mu,
\]

and \( H \) the Hessian matrix,

\[
H = H(\sigma, \sigma') := H_r = -\frac{4\pi^2}{N} \sum_{\mu \in \mathcal{E}} e^{2\pi i \langle \mu, \sigma - \sigma' \rangle} \mu^T \mu.
\]

Then we set

\[
X := X(\sigma, \sigma') = -\frac{1}{(1-r^2)M} QL^T \Omega D^T D \Omega L Q,
X' := X(\sigma', \sigma),
Y := Y(\sigma, \sigma') = -\frac{1}{M} \left[ QL^T \Omega \left( H + \frac{r}{1-r^2} D^T D \right) \Omega' L Q' \right],
Y' := Y(\sigma', \sigma).
\]

In [Maf19, Lemma 4.5] we found an asymptotic expression for the scaled two-point function, via a Taylor expansion of a perturbed \( 4 \times 4 \) standard Gaussian matrix

\[
I_4 + \begin{pmatrix} X & Y \\ Y' & X' \end{pmatrix},
\]

to order two; in the next lemma, we Taylor expand it to order four. The method employed was used first by Berry [Ber02]. The case where \( X' = X \) and \( Y' = Y \) was treated in [KKW13, Lemma 5.1] \((4 \times 4 \) Gaussian matrix) and [BM19] Lemma 5.8 \((6 \times 6)\).
Lemma 5.1. Suppose that

\[ \hat{W} = (\hat{W}_1, \hat{W}_2, \hat{W}_3, \hat{W}_4) \sim \mathcal{N}(0, \hat{\Theta}), \]

where

\[ \hat{\Theta} = I_4 + \begin{pmatrix} X & Y \\ Y' & X' \end{pmatrix} \]

is positive definite with real entries, and the \( 2 \times 2 \) blocks \( X, X', Y, Y' \) are symmetric. Assume further that \( \text{rk}(X) = \text{rk}(X') = 1 \). Then one has

\[
\mathbb{E}[\|\hat{W}_1\| \cdot \|\hat{W}_3\|] = \frac{\pi}{2} + \frac{\pi}{2} \cdot \frac{1}{8} [2 \text{tr}(X) + 2 \text{tr}(X') + \text{tr}(Y'Y)] \\
+ \frac{\pi}{2} \cdot \frac{1}{512} \left[ 32 \text{tr}(X) \text{tr}(X') - 16 \text{tr}(XYY') - 16 \text{tr}(X'Y') - 24(\text{tr}X)^2 - 24(\text{tr}X')^2 \\
+ 2 \text{tr}(Y'Y'Y) + (\text{tr}Y'Y)^2 - 8 \text{tr}(X) \text{tr}(Y'Y) - 8 \text{tr}(X') \text{tr}(Y'Y) \right] \\
+ O(X^3 + X'^3 + Y^6 + Y'^6).
\]

The proof of Lemma 5.1 is omitted here, as the ideas and computations involved are very similar to those of [KKW13, Lemma 5.1] and [BM19, Lemma 5.8].

For \( \sigma, \sigma' \) such that \( r(\sigma, \sigma') \) is bounded away from \( \pm 1 \), we have \( \frac{1}{\sqrt{1-r^2}} = 1 + \frac{1}{2} r^2 + O(r^4) \), so that we establish an asymptotic for the (scaled) two point function (a more precise version of [Maf19, Proposition 3.7])

\[
K_{2;\Sigma}(\sigma, \sigma') \sim \frac{1}{4} \left[ 1 + \frac{1}{2} r^2 + \frac{\text{tr}(X)}{4} + \frac{\text{tr}(X')}{4} + \frac{\text{tr}(Y'Y)}{8} \right] \\
+ \frac{3}{16} r^4 + \frac{1}{2} r^2 \left[ 32 \text{tr}(X) \text{tr}(X') - 16 \text{tr}(XYY') - 16 \text{tr}(X'Y') - 24(\text{tr}X)^2 - 24(\text{tr}X')^2 \\
+ 2 \text{tr}(Y'Y'Y) + (\text{tr}Y'Y)^2 - 8 \text{tr}(X) \text{tr}(Y'Y) - 8 \text{tr}(X') \text{tr}(Y'Y) \right] \\
+ \frac{1}{32} \left[ 2 r^2 \text{tr}(X) + 2 r^2 \text{tr}(X') + r^2 \text{tr}(Y'Y) \right], \tag{5.62}
\]

up to an error

\[ \mathcal{E} := r^6 + X^3 + X'^3 + Y^6 + Y'^6 + r^4(\text{tr}(X) + \text{tr}(X') + \text{tr}(Y'Y)) + r^2(\text{tr}(X^2) + \text{tr}(X'^2) + \text{tr}(Y'Y)^2). \]

The rest of the proof of Proposition 2.1 follows as in [Maf19, Section 3.4]: the two point function asymptotic (5.62) holds ‘almost everywhere’ in the sense that \( r \) is small outside of a small subset of \( \Sigma^2 \), called the singular set \( S \) [Maf19, Definition 3.10]. The RHS of (5.58) is separated into integrals over \( S \) and its complement. The measure of the singular set satisfies the bound [Maf19, Lemma 3.11]

\[ \text{meas}(S) \ll \mathcal{R}_6(m). \tag{5.63} \]

Together with [Maf19, Lemma 3.12], this implies in particular

\[
\int_S K_{2;\Sigma}(\sigma, \sigma') d\sigma d\sigma' \ll \mathcal{R}_6(m).
\]
In the integral over $\Sigma^2 \setminus S$, after applying (5.62), we note that the entries of $X, X', Y, Y'$ are uniformly bounded with respect to $\sigma, \sigma'$ [Maf19, Lemma 3.5], so that changing the domain of integration back to $\Sigma^2$ carries an error of $\text{meas}(S)$.

The approximate Kac-Rice formula Proposition 2.1 is thus established, leaving the following lemma to be proven in Section 6.

**Lemma 5.2.** We have the bound

$$\int\int_{\Sigma^2} \mathcal{E}(\sigma, \sigma')d\sigma d\sigma' = o\left(\frac{1}{N^2}\right) + O(\mathcal{E}_6).$$

### 6 The arithmetic part: proof of Proposition 2.2

We begin with a Lemma, estimating the second and fourth moments of the covariance function (1.5) and of its derivatives. It is a more precise version of [Maf19, Lemmas 5.1, 5.2, 5.5].

**Lemma 6.1.** Let $\Sigma$ be a regular compact surface with nowhere vanishing Gauss-Kronecker curvature. Then we have

$$\int\int_{\Sigma^2} r^2 d\sigma d\sigma' = \frac{A^2}{N} + O(\mathcal{E}_2), \tag{6.64}$$

$$\int\int_{\Sigma^2} r^4 d\sigma d\sigma' = \frac{3A^2}{N^2} + o\left(\frac{1}{N^2}\right) + O(\mathcal{E}_4). \tag{6.65}$$
and the following estimates, up to an error $o(1/N^2) + O(\mathcal{G}_2) + O(\mathcal{G}_4) + O(\mathcal{G}_6)$:

\[
\int \int_{\Sigma^2} \text{tr}(X) d\sigma d\sigma' \sim -\frac{2A^2}{N} - \frac{2A^2}{N^2}; \quad (6.66)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X') d\sigma d\sigma' \sim -\frac{2A^2}{N} - \frac{2A^2}{N^2}; \quad (6.67)
\]

\[
\int \int_{\Sigma^2} \text{tr}(Y'Y) d\sigma d\sigma' \sim \frac{3}{N} (A^2 + 3\mathcal{H}) + \frac{1}{N^2} (-2A^2 - 2\mathcal{I}); \quad (6.68)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X^2) d\sigma d\sigma' \sim \frac{8A^2}{N^2}; \quad (6.69)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X'^2) d\sigma d\sigma' \sim \frac{8A^2}{N^2}; \quad (6.70)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X) tr(X') d\sigma d\sigma' \sim \frac{1}{N^2} (6A^2 + 2\mathcal{I}); \quad (6.71)
\]

\[
\int \int_{\Sigma^2} r^2 \text{tr}(X) d\sigma d\sigma' \sim -\frac{2A^2}{N^2}; \quad (6.72)
\]

\[
\int \int_{\Sigma^2} r^2 \text{tr}(X') d\sigma d\sigma' \sim -\frac{2A^2}{N^2}; \quad (6.73)
\]

\[
\int \int_{\Sigma^2} r^2 \text{tr}(Y') d\sigma d\sigma' \sim \frac{1}{N^2} \left( \frac{28}{5} A^2 + \frac{16}{5} \mathcal{I} \right); \quad (6.74)
\]

\[
\int \int_{\Sigma^2} \text{tr}(YY'X) d\sigma d\sigma' \sim \frac{3}{N^2} \left( -6A^2 - 2\mathcal{I} \right); \quad (6.75)
\]

\[
\int \int_{\Sigma^2} \text{tr}(Y'YX) d\sigma d\sigma' \sim \frac{3}{N^2} \left( -6A^2 - 2\mathcal{I} \right); \quad (6.76)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X) tr(Y'Y) d\sigma d\sigma' \sim \frac{3}{N^2} \left( -12A^2 - 4\mathcal{I} \right); \quad (6.77)
\]

\[
\int \int_{\Sigma^2} \text{tr}(X') tr(Y'Y) d\sigma d\sigma' \sim \frac{3}{N^2} \left( -12A^2 - 4\mathcal{I} \right); \quad (6.78)
\]

\[
\int \int_{\Sigma^2} \text{tr}(Y'YY') d\sigma d\sigma' \sim \frac{9}{N^2 25} \left( 52A^2 + 24\mathcal{I} + 12\mathcal{I}_4 \right); \quad (6.79)
\]

\[
\int \int_{\Sigma^2} \text{tr}(Y'Y)^2 d\sigma d\sigma' \sim \frac{9}{N^2 25} \left( 60A^2 + 40\mathcal{I} + 12\mathcal{I}_4 \right). \quad (6.80)
\]

Before proving Lemma 6.1, we complete the proof of Proposition 2.2.

**Proof of Proposition 2.2.** We insert the various estimates of Lemma 6.1 into the approximate Kac-Rice Proposition 2.1, recalling that for static surfaces we have $\mathcal{H} = A^2 / 9$.

**Proof of Lemma 6.1.** We will prove in detail a few of the estimates, the remaining being similar. In [Maf19] Proof of Lemma 5.1, it was shown that

\[
\int \int_{\Sigma^2} r^2 d\sigma d\sigma' = \frac{A^2}{N} + O \left( \frac{1}{N^2} \sum_{\mu \neq \mu'} \frac{1}{|\mu - \mu'|^2} \right)
\]

which is (6.64).
To show (6.65), we proceed as in [Maf19, Section 6] and write

\[ \mathcal{R}_4(m) = \frac{|C_4|}{N^4} + \mathcal{S}_4. \]

We distinguish between the non-degenerate correlations \( \mathcal{X}(4) \) and the complement, i.e. those that cancel out in pairs \( \mathcal{D}'(4) \). For the former, we have \( |\mathcal{D}'(4)| = 3N^2 + O(N) \). Thanks to [BM19, Theorem 1.6], we can bound

\[ |\mathcal{X}(4)| = O(N^{7/4}). \]

Collecting the estimates yields (6.65).

To show (6.66), we need to refine the analysis of [Maf19, Section 5.2]. We separate the domain of integration into the singular set \( S \) of [Maf19, Definition 3.10] and its complement:

\[
\int\int_{\Sigma^2} tr(X)d\sigma d\sigma' = \int\int_{\Sigma^2 \setminus S} tr(X)d\sigma d\sigma' + O(\text{meas}(S)),
\]

where we used the uniform boundedness of \( X \) given by [Maf19, Lemma 3.5]. On \( \Sigma^2 \setminus S \) the covariance function \( r \) is bounded away from \( \pm 1 \), so that

\[
trX = -\frac{1}{M} D\Omega D^T - \frac{r^2}{M} D\Omega D^T + O\left(\frac{r^4}{M} D\Omega D^T\right)
\]

where we also remarked that

\[ tr(QL^T \Omega D^T D\Omega LQ) = D\Omega D^T. \]

We then rewrite (6.81) as

\[
\int\int_{\Sigma^2} tr(X)d\sigma d\sigma' = -\frac{1}{M} \int\int_{\Sigma^2} D\Omega D^T d\sigma d\sigma' - \frac{1}{M} \int\int_{\Sigma^2} r^2D\Omega D^T d\sigma d\sigma'
+ O\left(\frac{1}{M} \int\int_{\Sigma^2} r^4D\Omega D^T d\sigma d\sigma'\right).
\]

Due to [Maf19, Proof of Lemma 5.5], the first summand on the RHS of (6.83) gives a contribution of

\[-\frac{2A^2}{N} + O(\mathcal{S}_2).\]

Let us now analyse the second summand in (6.83). We write

\[
r^2D\Omega D^T = \frac{1}{N^2} \left( -\frac{4\pi^2}{N^2} \right) \sum_{\epsilon} e^{2\pi i (\sum \mu_i, \sigma)} \mu_3 \Omega \mu_4^T.
\]

The terms corresponding to lattice points that cancel in pairs \( \mathcal{D}'(4) \) survive only when \( \mu_1 = -\mu_2 \) and \( \mu_3 = -\mu_4 \) by [BR11a, Lemma 2.3]. These terms give a contribution of

\[
\int\int_{\Sigma^2} -\frac{1}{M} \frac{1}{N^2} \frac{1}{N^2} (-N) \sum_{\epsilon} \left[ (1 - n_1^2)(\mu^{(1)})^2 + (1 - n_2^2)(\mu^{(2)})^2 + (1 - n_3^2)(\mu^{(3)})^2 \right] d\sigma d\sigma' = -\frac{2A^2}{N^2}.
\]
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We also carry the error terms
\[ \frac{1}{N^4} \sum_{X(4)} \left| \int_{\Sigma} e^{2\pi i (\Sigma \mu, \sigma)} d\sigma \right|^2 = \frac{|X(4)|}{N^4} \ll N^{-9/4+o(1)} \]
due to (2.31), and, via [Ste86 section 7] (cf. [Maf19 Proposition 5.4])
\[ \frac{1}{N^4} \sum_{E(4)} \left| \int_{\Sigma^2} e^{2\pi i (\Sigma \mu, \sigma - \sigma')} d\sigma d\sigma' \right| \ll \frac{1}{N^4} \sum_{E(4)} \left| \frac{1}{\mu_1 + \mu_2 + \mu_3 + \mu_4} \right|^2 = \mathcal{G}_4. \]

Likewise, for the third summand in (6.83), we bound
\[ \frac{1}{N^6} \sum_{E(6)} \left| \int_{\Sigma^2} e^{2\pi i (\Sigma \mu, \sigma - \sigma')} d\sigma d\sigma' \right| \ll \frac{|C(6)|}{N^6} + \mathcal{G}_6. \]

According to (2.32), the length six correlations are no more than \(|C(6)| \ll N^{11/3+\epsilon}\). Consolidating all the estimates, we complete the proof of (6.66), (6.67) being similar. The proofs of the remaining estimates use the same ideas and are omitted here.

**Proof of Lemma 5.2**  For the first summand of \( \mathcal{E} \), we write
\[ \mathcal{R}_6(m) = \frac{|C_6|}{N^6} + \mathcal{G}_6 \]
and use the bound (2.32) for 6-correlations.

The rest of the proof uses the ideas of [Maf19 Proof of Lemma 3.9]. We will show the computations for the second summand of \( \mathcal{E} \), the remaining being analogous. We have
\[ \int_{\Sigma^2} tr(X^3) d\sigma d\sigma' = O \left( \int_{\Sigma^2} \frac{1}{M^3} (D\Omega D^T)^3 d\sigma d\sigma' \right) + O(\text{meas}(S)) \quad (6.84) \]
due to (6.82). The terms coming from 6-correlations carry a contribution of \(|C_6|/N^6\), while the off-diagonal are bounded by
\[ \frac{1}{N^4} \sum_{E(6)} \left| \int_{\Sigma} \left( \frac{\mu_5 T}{|\mu_5|} \Omega \right) d\sigma \right|^3 \ll \frac{1}{N^6} \sum_{E(6)} \left| \mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6 \right|^2 = \mathcal{G}_6. \]

Finally, we have the bound (5.63) for \( \text{meas}(S) \). All these error terms are admissible: the proof of Lemma 5.2 is complete.

We end this section by comparing upper bounds for the sums \( \mathcal{G}_4 \) and \( \mathcal{G}_6 \). By [Maf19 Lemma 4.7],
\[ \mathcal{G}_4 = O \left( \frac{N^{5/8+\epsilon}}{N^2} \right). \]

**Lemma 6.2.** We have the bound
\[ \sum_{E(6)} \left| \mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6 \right|^2 \ll N^{4+4/9+\epsilon}. \quad (6.85) \]
Proof.} we separate the summation in \((6.85)\) over the ranges: \(1 \leq |v| \leq A\) and \(|v| \geq A\), where \(A = A(m)\) is a parameter.

First range: \(1 \leq |v| \leq A\). Let us fix \(v\) and count the number of solutions \((\mu_1, \ldots, \mu_6)\) to
\[
v = \mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6.
\]
These are counted by the number of incidences between a set of points \(P\) and a set of spheres \(S\). The points are \(P = \mathcal{E} + \mathcal{E}, |P| = N^2\), and the spheres are centred at the points \(\{\mathcal{E} + \mathcal{E} - v\}\) and have radius \(\sqrt{m}\), \(|S| = N^3\). It is shown in \([BM19, \text{Theorem 3.3}]\) that these incidences number at most \(\ll N^{11/3+\epsilon}\). Therefore,
\[
\sum_{1 \leq |v| \leq A} \frac{1}{|\mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6|^2} \ll N^{11/3+\epsilon} A. \tag{6.86}
\]

Second range: \(|v| \geq A\). Here we have
\[
\sum_{|v| \geq A} \frac{1}{|\mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6|^2} \ll \frac{N^6}{A^2}. \tag{6.87}
\]
Collecting the estimates \((6.86)\) and \((6.87)\), we obtain
\[
\sum_{\mathcal{E}^\circ \cap (6)} \frac{1}{|\mu_1 + \mu_2 + \mu_3 + \mu_4 + \mu_5 + \mu_6|^2} \ll N^{11/3+\epsilon} A + \frac{N^6}{A^2}.
\]
The optimal choice for the parameter is \(A = N^{7/9}\), so that one has the estimate \((6.85)\).

Therefore, we obtain the bound
\[
\mathcal{G}_6 = O \left( \frac{N^{4/9+\epsilon}}{N^2} \right).
\]
We note that applying the incidence geometry argument from \([BM19]\) yields a power improvement over the bound of \(\mathcal{G}_6 = O(N^{5/8+\epsilon}/N^2)\), given by the method of \([Ma19, \text{Lemma 4.7}]\).

7 Fourth chaotic component: analytic formulas

7.1 Proof of Proposition 3.4

From \((2.41)\) for \(q = 2\), recalling that the coefficients \(\alpha_{n,m}\) in \((2.40)\) are symmetric, the fourth chaotic component of the nodal intersection length is
\[
\mathcal{L}[4] = \sqrt{M} \left( \frac{\beta_4 \alpha_{0,0}}{4!} \int_{\Sigma} H_4(F(\sigma)) \, d\sigma + \frac{\beta_2 \alpha_{2,0}}{2!} \int_{\Sigma} H_2(F(\sigma))(H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma \right.
\]
\[
\left. + \frac{\beta_0 \alpha_{2,2}}{2!} \int_{\Sigma} H_2(Z_1(\sigma))H_2(Z_2(\sigma)) \, d\sigma + \frac{\beta_0 \alpha_{4,0}}{4!} \int_{\Sigma} (H_4(Z_1(\sigma)) + H_4(Z_2(\sigma))) \, d\sigma \right) \tag{7.88}
\]
The following decomposition is a key result and will be proved in Appendix A.2.
Lemma 7.1. For every \( m \in S \) we have the following
\[
\mathcal{L}[4] = \mathcal{L}^a[4] + \mathcal{L}^b[4],
\] (7.89)
where
\[
\mathcal{L}^a[4] = \mathcal{L}_m^a[4] := \sqrt{\frac{4\pi^2 m}{3}} \frac{3}{16 \cdot 8 N^2} \sum_{\mu, \mu'} (|a_\mu|^2 - 1)(|a_{\mu'}|^2 - 1) \times
\]
\[
\times \left( \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right.ight.
\]
\[
-6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \left\rangle d\sigma \right) - \sqrt{\frac{4\pi^2 m}{3}} \frac{3}{16 \cdot 8 N^2} \sum_{\mu} |a_\mu|^4 \times
\]
\[
\times \int_{\Sigma} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^4 + 26 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right) d\sigma,
\] (7.90)
and \( \mathcal{L}^b[4] = \mathcal{L}_m^b[4] \) is such that
\[
\text{Var}(\mathcal{L}^b[4]) \ll m \cdot \max \left\{ \left| \chi(4) \right| \frac{N^4}{N^4}, \mathcal{S}_4, \mathcal{S}_2 \right\},
\] (7.91)
where \( \mathcal{S}_\ell \) and \( \chi(\ell) \) are defined as in (1.17) and (2.28) respectively.

Proof of Proposition 3.4 assuming Lemma 7.1. Let us start computing the variance of the first summand on the r.h.s. of (7.89): first we write
\[
\mathcal{L}^a[4] = \mathcal{L}^{a,1}[4] - \mathcal{L}^{a,2}[4],
\] (7.92)
where
\[
\mathcal{L}^{a,1}[4] := \sqrt{\frac{4\pi^2 m}{3}} \frac{3}{16 \cdot 8 N^2} \sum_{\mu, \mu' \in \mathcal{E}_+} (|a_\mu|^2 - 1)(|a_{\mu'}|^2 - 1) \times
\]
\[
\times \left( \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right.ight.
\]
\[
-6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \left\rangle d\sigma \right) - \sqrt{\frac{4\pi^2 m}{3}} \frac{3}{16 \cdot 8 N^2} \sum_{\mu} |a_\mu|^4 \times
\]
\[
\times \int_{\Sigma} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^4 + 26 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right) d\sigma,
\] (7.93)
We write

\[
\text{Var}(L^{a,1}[4]) = \frac{4\pi^2 m}{3} \sum_{\mu,\mu',\mu'' \in \mathcal{E}^+} \sum_{\mu,\mu',\mu'' \in \mathcal{E}^+} \text{Cov} \left( (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1), (|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right) \times \\
\left( \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right. \\
- 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) d\sigma \right) \\
\left( \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu''}{|\mu''|}, n(\sigma') \right\rangle \right)^2 \left\langle \frac{\mu'''}{|\mu'''|}, n(\sigma') \right\rangle^2 + 14 \left\langle \frac{\mu''}{|\mu''|}, n(\sigma') \right\rangle^2 \right. \\
- 6 \left\langle \frac{\mu''}{|\mu''|}, \frac{\mu'''}{|\mu'''|} \right\rangle^2 + 12 \left\langle \frac{\mu''}{|\mu''|}, \frac{\mu'''}{|\mu'''|} \right\rangle \left\langle \frac{\mu''}{|\mu''|}, n(\sigma') \right\rangle \left\langle \frac{\mu'''}{|\mu'''|}, n(\sigma') \right\rangle \right) d\sigma'.
\]

Plainly, \( \text{Cov} \left( (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1), (|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right) = \mathbb{E}\left[ (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1)(|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right] - \mathbb{E}\left[ (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \right] \mathbb{E}\left[ (|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right] \) if and only if \( \mu, \mu', \mu'' \) are pairwise equal. Hence

- for \( \mu \neq \mu', \mu'' \neq \mu''' \), \( \mathbb{E}\left[ (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1)(|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right] = 0 \) and \( \mathbb{E}\left[ (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1)(|a_{\mu''}|^2 - 1) \right] \) if and only if \( \mu = \mu', \mu' = \mu'' \) or \( \mu = \mu'', \mu' = \mu''' \) (note that \( \mathbb{E}\left[ (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1)^2 \right] = 1 \) for \( \mu \neq \mu' \));

- for \( \mu = \mu', \mu'' \neq \mu''' \), \( \mathbb{E}\left[ (|a_{\mu}|^2 - 1)^2 \right] \mathbb{E}\left[ (|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right] = 0 \) and \( \mathbb{E}\left[ (|a_{\mu}|^2 - 1)^2 \right] \mathbb{E}\left[ (|a_{\mu''}|^2 - 1)(|a_{\mu'''}|^2 - 1) \right] = 0 \) (the same holds true for \( \mu \neq \mu', \mu'' = \mu''' \));

- for \( \mu = \mu', \mu'' = \mu''' \), \( \text{Cov} \left( (|a_{\mu}|^2 - 1)^2, (|a_{\mu'}|^2 - 1)^2 \right) = 0 \) if \( \mu \neq \mu'' \), else \( \text{Cov} \left( (|a_{\mu}|^2 - 1)^2, (|a_{\mu'}|^2 - 1)^2 \right) = 8 \).

This ensures that

\[
\text{Var}(L^{a,1}[4]) = \frac{4\pi^2 m}{3} \sum_{\mu \neq \mu' \in \mathcal{E}^+} \left| \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle^2 \\
+ 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right. \\
- 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) d\sigma \right| \\
+ \frac{4\pi^2 m}{3} \sum_{\mu \neq \mu' \in \mathcal{E}^+} \left| \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma') \right\rangle \right)^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle^2 \\
- 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) d\sigma \right| \\
\times \left( \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma') \right\rangle \right)^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma') \right\rangle^2 + 14 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma') \right\rangle^2 \right. \\
- 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n(\sigma') \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma') \right\rangle \right) \right) d\sigma'.
\]
For $\Sigma$ a static surface, since $H = \frac{4^2}{9}$, (7.94) becomes

$$\text{Var}(\mathcal{L}^{a,1}[4]) = \frac{4\pi^2 m}{3} \frac{3^2}{16^2} \frac{8^2}{8^2} \frac{N^2}{N^2} \frac{2}{N^2} \sum_{\mu \neq \mu' \in \mathcal{E}^+} \left| \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right|^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 - 6 \left( \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right)^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \right| d\sigma^2$$

\begin{align*}
+ \frac{4\pi^2 m}{3} \frac{3^2}{16^2} \frac{8^2}{8^2} \frac{N^2}{N^2} \frac{2}{N^2} \sum_{\mu \neq \mu' \in \mathcal{E}^+} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^4 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 - 6 \left( \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right)^2 + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \right| d\sigma^2 \\
+ \frac{4\pi^2 m}{3} \frac{3^2}{16^2} \frac{8^2}{8^2} \frac{N^2}{N^2} \frac{2}{N^2} \sum_{\mu \neq \mu' \in \mathcal{E}^+} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^4 + 26 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right| d\sigma^2 + O \left( \frac{1}{N} \right) \right].
\end{align*}

Still for static surfaces, some tedious computations gives, as $m \to +\infty$ s.t. $m \neq 0, 4, 7$ (mod 8),

$$\text{Var}(\mathcal{L}^{a,1}[4]) = \frac{\pi^2}{2^7 \cdot 3 \cdot 5^2 N^2} \frac{m}{N^2} \left( 35A^2 + 81\mathcal{I}_4 \right) + o \left( \frac{m}{N^2} \right). \quad (7.96)$$

It is easy to check that

$$\text{Var}(\mathcal{L}^{a,2}[4]) = o \left( \frac{m}{N^2} \right)$$

which together with (7.96) gives

$$\text{Var}(\mathcal{L}^{a}[4]) = \frac{\pi^2}{2^7 \cdot 3 \cdot 5^2 N^2} \frac{m}{N^2} \left( 35A^2 + 81\mathcal{I}_4 \right) + o \left( \frac{m}{N^2} \right). \quad (7.97)$$

Assumption 1.7 ensures that for a well-separated sequence of eigenvalues $\mathcal{G}_2$ and $\mathcal{G}_4$ are $o(N^{-2})$, thus the contribution of $\mathcal{L}^{b}[4]$ is negligible (recall (2.31)) and

$$\text{Var}(\mathcal{L}[4]) = \frac{\pi^2}{9600 N^2} \frac{m}{N^2} \left( 35A^2 + 81\mathcal{I}_4 \right) + o \left( \frac{m}{N^2} \right).$$
Thanks to the orthogonality property of different order Wiener chaoses, bearing in mind Theorem 1.8, we can conclude the proof.

8 Limit theorem for static surfaces: proof of Proposition 3.5

8.1 Preliminaries

Let us rewrite the “diagonal” terms of the fourth chaotic projection \( \mathcal{L}^4 = \mathcal{L}^1[4] - \mathcal{L}^2[4] \) as

\[
\mathcal{L}^1[4] = \sqrt{\frac{4\pi^2m}{3}} \frac{3 \cdot 2}{16 \cdot 8 \cdot N} \left[ -3A \left( \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} (|a_{\mu}|^2 - 1) \right)^2 
- 9 \int_{\Sigma} \left( \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} (|a_{\mu}|^2 - 1) \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 d\sigma 
+ 14 \left( \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} (|a_{\mu}|^2 - 1) \right) \int_{\Sigma} \left( \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} (|a_{\mu}|^2 - 1) \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 d\sigma 
- 6A \frac{1}{N/2} \sum_{\mu, \mu' \in \mathcal{E}^+} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 
+ 12 \int_{\Sigma} \frac{1}{N/2} \sum_{\mu, \mu' \in \mathcal{E}^+} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle d\sigma \right]
\]

and

\[
\mathcal{L}^2[4] = \sqrt{\frac{4\pi^2m}{3}} \frac{3 \cdot 1}{16 \cdot 8 \cdot N} \frac{1}{N/2} \sum_{\mu \in \mathcal{E}^+} |a_{\mu}|^4 \times 
\int_{\Sigma} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^4 + 26 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right) d\sigma.
\]

In what follows we investigate the asymptotic distribution of \( \mathcal{L}^4 \). First of all note that

\[
\mathbb{E}[\mathcal{L}^{2}[4]] = \sqrt{\frac{4\pi^2m}{3}} \frac{3 \cdot 1}{16 \cdot 8 \cdot N} \frac{2}{N/2} \sum_{\mu \in \mathcal{E}^+} \int_{\Sigma} \left( -9 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^4 + 26 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle^2 \right) d\sigma. \quad (8.98)
\]

Recalling Lemma 4.6 in \textit{Mat19} to determine the asymptotic behaviour of the right hand side of (8.98), the Law of Large Numbers immediately gives the following result.

Lemma 8.1. As \( m \to +\infty \) s.t. \( m \neq 0, 4, 7 \ (\text{mod} \ 8) \),

\[
\frac{\mathcal{L}^{2}[4]}{\sqrt{\frac{4\pi^2m}{3}} \frac{3 \cdot 1}{16 \cdot 8 \cdot N}} \xrightarrow{p} -\frac{32}{15} A.
\]
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In order to study $L_{a,1}^{4}$ we need to introduce some more notation: for $i, j \in \{1, 2, 3\}$, we define the following sequence of r.v.’s indexed by $m \in S$

$$W_{ij} = W_{ij}(m) := \frac{1}{m} \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} (|a_\mu|^2 - 1) \mu_i \mu_j.$$  

(Note that $W_{ij} = W_{ji}$ for every $i, j$.) Then we can rewrite the “diagonal” terms of the fourth chaotic component in a more compact way as a homogeneous polynomial of degree two in six variables evaluated at $W := (W_{11}, W_{12}, W_{13}, W_{22}, W_{23}, W_{33})^t$:

$$L_{a,1}^{4} = \sqrt{\frac{4\pi^2 m}{3}} \frac{3 \cdot 2}{16 \cdot 8 \cdot N} \left[-3A \left( \sum_i W_{ii} \right)^2 - 9 \int_{\Sigma} \left( \sum_{ij} W_{ij} n_i n_j \right)^2 d\sigma \right. $$

$$+ 14 \left( \sum_i W_{ii} \right) \int_{\Sigma} \left( \sum_{ij} W_{ij} n_i n_j \right) d\sigma - 6A \sum_{ij} W_{ij}^2$$

$$\left. + 12 \int_{\Sigma} \left( \sum_i \left( \sum_j W_{ij} n_j \right)^2 \right) d\sigma \right].$$  

(8.99)

**Example 8.2.** For $\Sigma$ the two-dimensional unit sphere, substituting

$$\int n_i n_j d\sigma = \frac{1}{3} \delta_{ij}$$

$$\int n_i n_j n_\ell n_k d\sigma = \begin{cases} 
\frac{1}{5} & \text{if } i = j = \ell = k, \\
\frac{1}{15} & \text{if } i, j, \ell, k \text{ are pairwise equal,} \\
0 & \text{otherwise.}
\end{cases}$$

into (8.99) we get

$$L_{a,1}^{4} = \sqrt{\frac{4\pi^2 m}{3}} \frac{3 \cdot 2}{16 \cdot 8 \cdot N} \frac{16}{15} A \left[ \left( \sum_i W_{ii} \right)^2 - 3 \sum_{ij} W_{ij}^2 \right].$$  

Let us compute the covariance matrix $\Sigma_W := \mathbb{E}[WW^t]$ of $W$: for $i,j,k,l \in \{1, 2, 3\}$, $i \leq j$, $k \leq l$,

$$\mathbb{E}[W_{ij} W_{kl}] = \frac{1}{m^2} \frac{1}{N/2} \sum_{\mu, \mu' \in \mathcal{E}^+} \mathbb{E}[|a_\mu|^2 - 1] (|a_{\mu'}|^2 - 1) \mu_i \mu_j \mu_k \mu_l'$$

$$= \frac{1}{m^2} \frac{1}{N/2} \sum_{\mu \in \mathcal{E}^+} \mathbb{E}[|a_\mu|^2 - 1]^2 \mu_i \mu_j \mu_k \mu_l$$

$$= \frac{1}{m^2} \frac{1}{N/2} \sum_{\mu \in \mathcal{E}^+} \mu_i \mu_j \mu_k \mu_l = \frac{1}{m^2} \frac{1}{N} \sum_{\mu \in \mathcal{E}} \mu_i \mu_j \mu_k \mu_l. \quad \text{(8.100)}$$

Now let us set

$$\psi = \psi(m) := \frac{1}{N} \sum_{\mu \in \mathcal{E}} \mu_i^4, \quad \text{(8.101)}$$
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then for $i, j \in \{1, 2, 3\}$ such that $i \neq j$

$$\varphi = \varphi(m) := \frac{1}{N} \sum_{\mu \in E} \mu_i^2 \mu_j^2 = \frac{m^2}{6} - \frac{\psi}{2}.$$ 

It is immediate that the covariance matrix of the random vector $W$ is

$$\Sigma_W = \begin{pmatrix}
\psi/m^2 & 0 & 0 & \varphi/m^2 & 0 & \varphi/m^2 \\
0 & \varphi/m^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \varphi/m^2 & 0 & 0 & 0 \\
\varphi/m^2 & 0 & 0 & \psi/m^2 & 0 & \varphi/m^2 \\
0 & 0 & 0 & 0 & \varphi/m^2 & 0 \\
\varphi/m^2 & 0 & 0 & \varphi/m^2 & 0 & \psi/m^2
\end{pmatrix}.$$ 

**Lemma 8.3.** As $m \to +\infty$ s.t. $m \neq 0, 4, 7 \pmod{8}$, the vector $W$ converges in distribution to a Gaussian vector $Z = (Z_{11}, Z_{12}, Z_{13}, Z_{22}, Z_{23}, Z_{33})^t$ whose covariance matrix is

$$\Sigma_Z := \mathbb{E}[ZZ^t] = \begin{pmatrix}
1/5 & 0 & 0 & 1/15 & 0 & 1/15 \\
0 & 1/15 & 0 & 0 & 0 & 0 \\
0 & 0 & 1/15 & 0 & 0 & 0 \\
1/15 & 0 & 0 & 1/5 & 0 & 1/15 \\
0 & 0 & 0 & 0 & 1/15 & 0 \\
1/15 & 0 & 0 & 1/15 & 0 & 1/5
\end{pmatrix}.$$ 

**Proof.** Since the components of $W$ live in a fixed Wiener chaos (the second), it suffices to apply [PT05] together with Lemma 4.6 in [Ma19], where in particular the exact asymptotic of $\psi$ in (8.101) has been found. 

**Remark 8.4.** It is then natural to diagonalize the matrix $\Sigma_Z$ through an orthogonal matrix $O$ so that $\Sigma_Z = ODO^t$, where

$$O^t = \begin{pmatrix}
1/\sqrt{3} & 0 & 0 & 1/\sqrt{3} & 0 & 1/\sqrt{3} \\
-1/\sqrt{2} & 0 & 0 & 0 & 0 & 1/\sqrt{2} \\
-1/\sqrt{6} & 0 & 0 & \sqrt{2}/3 & 0 & -1/\sqrt{6} \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{pmatrix},$$

(8.102)

and

$$D = \begin{pmatrix}
1/3 & 0 & 0 & 0 & 0 & 0 \\
0 & 2/15 & 0 & 0 & 0 & 0 \\
0 & 0 & 2/15 & 0 & 0 & 0 \\
0 & 0 & 0 & 1/15 & 0 & 0 \\
0 & 0 & 0 & 0 & 1/15 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/15
\end{pmatrix}.$$
It immediately follows that $\Delta^{-1}O^t Z$ is a six dimensional standard Gaussian vector, where
\[
\Delta = \begin{pmatrix}
\frac{1}{\sqrt{3}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{\sqrt{2}}{\sqrt{15}} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{\sqrt{2}}{\sqrt{15}} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{15}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sqrt{15}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{15}} \\
\end{pmatrix}
\] (8.103)
is a square root of $D$.

### 8.2 Proof of Proposition 3.5

Bearing in mind Remark 8.4, let $X = (X_{11}, X_{12}, X_{13}, X_{22}, X_{23}, X_{33})^t$ be a six dimensional standard Gaussian vector, then $Y := O\Delta X$ and $Z$ share the same distribution:

\[
Y := O\Delta X = \begin{pmatrix}
\frac{1}{\sqrt{3}} & -1/\sqrt{2} & -1/\sqrt{6} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
1/\sqrt{3} & 0 & \sqrt{2}/\sqrt{3} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
1/\sqrt{3} & 1/\sqrt{2} & -1/\sqrt{6} & 0 & 0 & 0 \\
\end{pmatrix}
\begin{pmatrix}
X_{11} \\
X_{12} \\
X_{13} \\
X_{22} \\
X_{23} \\
X_{33} \\
\end{pmatrix}
\] (8.104)

Note that $\sum_i Z_{ii} = \sum_i Y_{ii} = X_{11}$. Let us define, for $i > j$, $Z_{ij} := Z_{ji}$ and $X_{ij} := X_{ji}$.

**Proof of Proposition 3.5.** Thanks to (8.99), Lemma 8.1 and Lemma 8.3, as $m \to +\infty$ s.t. $m \neq 0, 4, 7 \pmod{8}$,

\[
\sqrt{\frac{L^a[4]}{4\pi^3 m^{3/2} \ln N}} \to_d -3A \left( \sum_i Z_{ii} \right)^2 - 9 \int_{\Sigma} \left( \sum_{ij} Z_{ij} n_i n_j \right)^2 d\sigma \\
+ 14 \int_{\Sigma} \sum_i Z_{ii} \left( \sum_{ij} Z_{ij} n_i n_j \right) d\sigma - 6A \sum_{ij} Z_{ij}^2 \\
+ 12 \int_{\Sigma} \left( \sum_i \left( \sum_j Z_{ij} n_j \right)^2 \right) d\sigma + \frac{32}{15} A.
\] (8.105)

From (8.104), the limiting r.v. on the right hand side of (8.105) is equal in distribution to the following polynomial of degree two in the variables $X_{ij}$, $i \leq j$:

\[
\hat{M} := \sum_{i \leq j} c_{ij} (X_{ij}^2 - 1) + \sum_{i,j,l,k} c_{ijkl} X_{ij} X_{lk},
\] (8.106)
where
\[
c_{11} = 0, \quad c_{12} = -\frac{1}{5} \int (3n_1^2 - n_3^2)^2 + 4n_2^2) d\sigma, \quad c_{13} = -\int (\frac{11}{15} - 2n_2^2 + \frac{9}{5}n_2^4) d\sigma, \\
c_{22} = -\frac{4}{5} \int (n_1^2 + 3n_2^2n_3^2) d\sigma, \quad c_{23} = -\frac{4}{5} \int (n_2^2 + 3n_1^2n_3^2) d\sigma, \quad c_{33} = -\frac{4}{5} \int (n_3^2 + 3n_1^2n_2^2) d\sigma, \\
c_{1112} = -\frac{16\sqrt{15}}{15} \int (n_1^2 - n_3^2) d\sigma, \quad c_{1113} = -\frac{16\sqrt{5}}{15} \int (1 - 3n_2^2) d\sigma, \quad c_{1122} = \frac{32\sqrt{15}}{15} \int n_2n_3^2 d\sigma, \\
c_{1123} = \frac{32\sqrt{15}}{15} \int n_1n_3^2 d\sigma, \quad c_{1222} = \frac{12}{5} \int n_1n_3(n_1^2 - n_3^2) d\sigma, \\
c_{1223} = \frac{12}{5} \int n_1n_2(2 + 3(n_1^2 - n_3^2)) d\sigma, \quad c_{1322} = \frac{4\sqrt{3}}{15} \int n_2n_3(5 - 9n_2^2) d\sigma, \\
c_{1323} = \frac{4\sqrt{3}}{15} \int n_1n_3(-1 - 9n_2^2) d\sigma, \quad c_{1333} = \frac{4\sqrt{3}}{15} \int n_1n_2(5 - 9n_2^2) d\sigma, \\
c_{2223} = \frac{8}{5} \int n_1n_2(1 - 3n_3^2) d\sigma, \quad c_{2233} = \frac{8}{5} \int n_1n_3(1 - 3n_2^2) d\sigma, \quad c_{3333} = \frac{8}{5} \int n_2n_3(1 - 3n_1^2) d\sigma.
\]

Note that \(\mathbb{E}[\tilde{M}] = 0, \sum_{i \leq j} c_{ij} = -32/15A\), the random variables \(X_{ij}X_{lk}\) for \(i \leq j, l \leq k\) are independent and
\[
\text{Var}(\tilde{M}) = 2 \sum_{i \leq j} c_{ij}^2 + \sum_{i \leq j, l \leq k, (i,j) \neq (l,k)} c_{ijkl}^2 = \frac{8}{225}(81I_4 + 35A^2), \tag{8.107}
\]
where for the last equality we used the staticity of the surface and the fact that \(n(\sigma)\) is a unit vector for each \(\sigma \in \Sigma\). Since
\[
\frac{4\pi^2m}{3} \cdot \frac{3^2 \cdot 2^2}{16 \cdot 8^2} \cdot \frac{1}{N^2} \cdot \text{Var}(\tilde{M}) = \frac{\pi^2}{9600} \cdot \frac{m}{N^2}(81I_4 + 35A^2) \sim \text{Var} (\mathcal{L}[4])
\]
we have
\[
\frac{\mathcal{L}[4]}{\sqrt{\text{Var}(\mathcal{L}[4])}} \xrightarrow{d} \frac{\tilde{M}}{\sqrt{\text{Var}(\tilde{M})}} \xrightarrow{d} M, \tag{8.108}
\]
where \(M\) is as in (1.20). This concludes the proof of Proposition 3.5. \(\square\)

### 8.3 Proof of Equation 3.43

Let us first recall the formula for the fourth chaotic component of the nodal area: as \(m \to +\infty\) s.t. \(m \neq 0, 4, 7 \pmod{8}\), in our notation, \([\text{Cam}\, 19, \, (5.3)]\) reads as
\[
\mathcal{A}[4] = \sqrt{\frac{m}{5\sqrt{3}N}} \cdot 2 \left[ 2 + \left( \sum_{i} W_{ii} \right)^2 - 3 \sum_{i,j} W_{ij}^2 + o_{L^2(\mathbb{P})}(1) \right] \tag{8.109}
\]
where \(o_{L^2(\mathbb{P})}(1)\) denotes a sequence of random variables converging to zero in \(L^2(\mathbb{P})\).
Proof of (3.43). From Lemma 7.1, Lemma 8.1 and Example 8.2 we have
\[ \Lambda[4] = \sqrt{\frac{4 \pi^2 m}{3}} \cdot \frac{3 \cdot 2 \cdot 16}{16 \cdot 8 \cdot N} \cdot A \left[ 2 + \left( \sum_i W_{ii} \right)^2 - 3 \left( \sum_{ij} W_{ij}^2 + o_{L^2(F)}(1) \right) \right], \quad (8.110) \]
that together with (8.109) immediately concludes the proof.

Note that the dominant terms in \( \Lambda[4] \) and \( \Lambda[4] \) coincide, up to a factor depending on \( m \).

A Proofs of technical lemmas

A.1 Proof of Lemma 4.2

Proof. We start investigating the first summand on the r.h.s. of (4.44), we will isolate the contribution of the diagonal from that of off-diagonal terms:

\[ \int_{\Sigma} H_2(F(\sigma)) \, d\sigma = \int_{\Sigma} \left( \frac{1}{N} \sum_{\mu, \mu'} a_\mu \overline{a}_{\mu'} e_\mu(\sigma)e_{-\mu'}(\sigma) - 1 \right) \, d\sigma \]
\[ = |\Sigma| \frac{1}{N} \sum_{\mu} |a_\mu|^2 - 1 + \frac{1}{N} \sum_{\mu \neq \mu'} a_\mu \overline{a}_{\mu'} \int_{\Sigma} e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma. \quad (A.111) \]

For the other summand we have
\[ \int_{\Sigma} (H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma = \int_{\Sigma} (Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2) \, d\sigma \]
\[ = \int_{\Sigma} |(Z_1(\sigma), Z_2(\sigma))|^2 - 2) \, d\sigma \quad (A.112) \]
recalling that \( H_2(t) = t^2 - 1 \). Since \( M|(Z_1, Z_2)|^2 = |\nabla_{\Sigma} F|^2 \), the random variable \( \Lambda[2] \) can be written as the integral of an explicit bivariate polynomial of degree two evaluated at \( F \) and \( |\nabla_{\Sigma} F|^2 \) as anticipated in Remark 2.5. From (2.37) we can write
\[ |(Z_1(\sigma), Z_2(\sigma))|^2 = \frac{1}{n_3^3} \left( (n_1^2 + n_3^2)(\tilde{\partial}_1^2 F)^2 + (n_2^2 + n_3^2)(\tilde{\partial}_2^2 F)^2 + 2n_1n_2\tilde{\partial}_1^2 F \cdot \tilde{\partial}_2^2 F \right), \quad (A.113) \]
and by the definition of surface gradient we have
\[ \tilde{\partial}_1^2 F = (1 - n_1^2) \tilde{\partial}_1 F - n_1n_2 \tilde{\partial}_2 F - n_1n_3 \tilde{\partial}_3 F \]
\[ \tilde{\partial}_2^2 F = (1 - n_2^2) \tilde{\partial}_2 F - n_1n_2 \tilde{\partial}_1 F - n_2n_3 \tilde{\partial}_3 F. \quad (A.114) \]

Plugging (A.114) into (A.113) yields
\[ |(Z_1(\sigma), Z_2(\sigma))|^2 = \frac{1}{n_3^3} \left( c_1(\tilde{\partial}_1 F)^2 + c_2(\tilde{\partial}_2 F)^2 + c_3(\tilde{\partial}_3 F)^2 + c_{12}\tilde{\partial}_1 F \tilde{\partial}_2 F + c_{13} \tilde{\partial}_1 F \tilde{\partial}_3 F + c_{23} \tilde{\partial}_2 F \tilde{\partial}_3 F \right), \quad (A.115) \]
where
\[ c_1 = n_3^2(1 - n_1^2), \quad c_2 = n_3^2(1 - n_2^2), \quad c_3 = n_3^2(1 - n_3^2) \]
\[ c_{12} = -2n_3^2n_1n_2, \quad c_{13} = -2n_3^2n_1n_3, \quad c_{23} = -2n_3^2n_2n_3. \]

Substituting (A.115) into (A.112) we get

\[
\int_{\Sigma} (H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma = \int_{\Sigma} \left[ \frac{1}{n_3^2} (c_1\tilde{\partial}_1 F)^2 + c_2(\tilde{\partial}_2 F)^2 + c_3(\tilde{\partial}_3 F)^2 + c_{12}\tilde{\partial}_1 F\tilde{\partial}_2 F - c_{13}\tilde{\partial}_1 F\tilde{\partial}_3 F + c_{23}\tilde{\partial}_2 F\tilde{\partial}_3 F \right] \, d\sigma. \tag{A.116}
\]

For \( i, j = 1, 2 \)

\[
\tilde{\partial}_i F(\sigma)\tilde{\partial}_j F(\sigma) = 4\pi^2 \frac{1}{MN} \sum_{\mu, \mu'} \mu_i\mu_j a_\mu a_{\mu'} e_\mu(\sigma)e_{-\mu'}(\sigma),
\]

hence we can rewrite (A.116) isolating the contribution of the diagonal from that of off-diagonal terms as

\[
\int_{\Sigma} (H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma = \frac{4\pi^2}{MN} \sum_\mu (\sum_\mu |a_\mu|^2 \mu_i^2 \int_{\Sigma} (1 - n_i(\sigma)^2) \, d\sigma + \sum_{\mu \neq \mu'} \mu_i \mu_j a_\mu a_{\mu'} \mu_i' \mu_j' \int_{\Sigma} (1 - n_i(\sigma)^2)e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma) \\
- \sum_{i < j} \left( \sum_\mu |a_\mu|^2 \mu_i \mu_j \int_{\Sigma} 2n_i(\sigma)n_j(\sigma) \, d\sigma + \sum_{\mu \neq \mu'} \mu_i \mu_j a_\mu a_{\mu'} \mu_i' \mu_j' \int_{\Sigma} 2n_i(\sigma)n_j(\sigma)e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma \right) \\
- 2\int_{\Sigma} d\sigma = \frac{4\pi^2}{MN} \sum_\mu |a_\mu|^2 \left( \langle \mu|, \mu| |\Sigma| - \int_{\Sigma} \langle \mu, n(\sigma) \rangle^2 \, d\sigma \right) - 2\int_{\Sigma} d\sigma \\
+ \frac{4\pi^2}{MN} \sum_{\mu \neq \mu'} a_\mu a_{\mu'} \left( \langle \mu|, \mu' | |\Sigma| - \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right) - \int_{\Sigma} \langle \mu, n(\sigma) \rangle \langle \mu', n(\sigma) \rangle e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma \\
- \frac{3}{N} \sum_\mu |a_\mu|^2 \left( |\Sigma| - \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right) - 2|\Sigma| \\
+ \frac{3}{N} \sum_{\mu \neq \mu'} a_\mu a_{\mu'} \int_{\Sigma} \left( \langle \mu|, \mu' | |\Sigma| - \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right) e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma. \tag{A.117}
\]

Now since

\[ \mathbb{E}[|a_\mu|^2] = 1 \]

and

\[ \mathbb{E} \left[ \frac{1}{N} \sum_\mu |a_\mu|^2 \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right] = \frac{1}{3}|\Sigma|, \]

we can rewrite the r.h.s of (A.117) as

\[
\int_{\Sigma} (H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma = 3\frac{1}{N} \sum_\mu (|a_\mu|^2 - 1) \left( |\Sigma| - \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right) \\
+ 3\frac{1}{N} \sum_{\mu \neq \mu'} a_\mu a_{\mu'} \int_{\Sigma} \left( \langle \mu|, \mu' | |\Sigma| - \int_{\Sigma} \langle \mu|, n(\sigma) \rangle^2 \, d\sigma \right) e_\mu(\sigma)e_{-\mu'}(\sigma) \, d\sigma. \tag{A.118}
\]
Let us set

\[ R(0) := 3 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu}a_{\mu'} \int_{\Sigma} \left( \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) e_{\mu}(\sigma)e_{-\mu'}(\sigma) \, d\sigma. \]  

(A.119)

We are now in a position to write an explicit formula for the second chaotic component: from (A.111) and (A.118)

\[ \mathcal{L}[2] = \sqrt{M} \left( \frac{\beta_{\alpha_{0,0}}}{2!} \int_{\Sigma} H_2(F(\sigma)) \, d\sigma + \frac{\beta_0}{2!} \int_{\Sigma} H_2(Z_1(\sigma) + H_2(Z_2(\sigma))) \, d\sigma \right) \]

\[ = \sqrt{M} \left[ \frac{\beta_{\alpha_{0,0}}}{2!} \int_{\Sigma} \mathcal{L}_2(\sigma) + \frac{\beta_0}{2!} \int_{\Sigma} \mathcal{L}_2(\sigma) \right] \]

\[ = \sqrt{M} \left[ \frac{1}{2} \sum_{\mu} (|a_\mu|^2 - 1) \right] \left( |\Sigma| - \frac{1}{2} \sum_{\mu} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right) \left( \mathcal{L}_2(\sigma) \right) \]

\[ = \sqrt{M} \left[ \frac{1}{2} \sum_{\mu} (|a_\mu|^2 - 1) \right] \left( |\Sigma| - \frac{1}{2} \sum_{\mu} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right) \left( \mathcal{L}_2(\sigma) \right) \]

\[ = \mathcal{L}_2[2] + \mathcal{L}_0[2] \]  

(A.120)

as defined in (4.46) and (4.47) thus concluding the proof. \[\square\]
A.2 Proof of Lemma 7.1

Let us first recall some properties of $C(4)$ as defined in (1.16). We have

$$C(4) = \mathcal{D}'(4) \cup \mathcal{X}(4),$$

(A.121)

where $\mathcal{X}(4)$ is the set of non-degenerate 4-length correlations, see (2.28), and we denote by $\mathcal{D}'(4) = \mathcal{D}'_m(4)$ the complement of $\mathcal{X}(4)$ in $C(4)$. It is known [BM19, Section 2] that $\mathcal{D}'(4)$ coincide with the set of quadruples that cancel out in pairs.

**Proof.** Let us start investigating the first summand on the r.h.s. of (7.88):

$$\int_{\Sigma} H_4(F(\sigma)) d\sigma = \int_{\Sigma} (F(\sigma)^4 - 6F(\sigma)^2 + 3) d\sigma$$

$$= \frac{1}{N^2} \sum_{\mu,\mu',\mu'',\mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma$$

$$-6 \frac{1}{N} \sum_{\mu} a_{\mu} \int_{\Sigma} e_{\mu}(\sigma) d\sigma + 3 \int_{\Sigma} d\sigma$$

$$= \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{D}'(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma| - 6 \frac{1}{N} \sum_{\mu} |a_{\mu}|^2 |\Sigma| + 3 |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''')(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma$$

$$-6 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} e_{\mu-\mu'}(\sigma) d\sigma.$$

Recalling the structure of $C(4)$ in (A.121), and in particular that of $\mathcal{D}'(4)$, we can write

$$\int_{\Sigma} H_4(F(\sigma)) d\sigma = \int_{\Sigma} (F(\sigma)^4 - 6F(\sigma)^2 + 3) d\sigma$$

$$= \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{D}'(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma| + \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma|$$

$$-6 \frac{1}{N} \sum_{\mu} |a_{\mu}|^2 |\Sigma| + 3 |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''')(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma$$

$$-6 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} e_{\mu-\mu'}(\sigma) d\sigma$$

$$= 3 \frac{1}{N^2} \sum_{\mu,\mu'} |a_{\mu}|^2 |a_{\mu'}|^2 |\Sigma| - 6 \frac{1}{N} \sum_{\mu} |a_{\mu}|^2 |\Sigma| - 3 \frac{1}{N^2} \sum_{\mu} |a_{\mu}|^4 + 3 |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''')(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma.$$
$$-6 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} e_{\mu - \mu'}(\sigma) d\sigma$$

$$= 3 \cdot 2 |\Sigma| \left( \frac{1}{\sqrt{N/2}} \sum_{\mu \in \mathcal{E}^+} |a_{\mu}|^2 - 1 \right)^2 - 3 \frac{1}{N} \left( \frac{1}{N} \sum_{\mu} |a_{\mu}|^4 \right)$$

$$+ \frac{1}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{C}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$-6 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} e_{\mu - \mu'}(\sigma) d\sigma.$$ (A.122)

Let us set

$$R(1) := \frac{1}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{X}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} |\Sigma|$$

$$+ \frac{1}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{C}(4)} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$-6 \frac{1}{N} \sum_{\mu \neq \mu'} a_{\mu} a_{\mu'} \int_{\Sigma} e_{\mu - \mu'}(\sigma) d\sigma.$$ (A.123)

Let us now investigate the second term on the r.h.s. of (7.88),

$$\int_{\Sigma} H_2(F(\sigma))(H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) d\sigma = \int_{\Sigma} (F(\sigma)^2 - 1)(Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2) d\sigma$$

$$= \int_{\Sigma} (F(\sigma)^2 - 1)(||Z(\sigma)||^2 - 2) d\sigma$$

$$= \int_{\Sigma} (F(\sigma)^2 - 1) \left[ \frac{1}{N^3} \left( c_1(\tilde{\partial}_1 F)^2 + c_2(\tilde{\partial}_2 F)^2 + c_3(\tilde{\partial}_3 F)^2 + c_{12} \tilde{\partial}_1 F \tilde{\partial}_2 F + c_{13} \tilde{\partial}_1 F \tilde{\partial}_3 F + c_{23} \tilde{\partial}_2 F \tilde{\partial}_3 F \right) - 2 \right] d\sigma$$

$$= \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} (1 - n_1(\sigma)^2) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$+ \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} (1 - n_2(\sigma)^2) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$+ \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} (1 - n_3(\sigma)^2) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$- \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} 2 n_1(\sigma) n_2(\sigma) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$- \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} 2 n_1(\sigma) n_3(\sigma) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$

$$- \frac{4\pi^2}{M N^2} \sum_{\mu, \mu', \mu'', \mu'''} a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \int_{\Sigma} 2 n_2(\sigma) n_3(\sigma) e_{\mu - \mu' + \mu'' - \mu'''}(\sigma) d\sigma$$
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\[-\frac{2}{N} \sum_{\mu,\mu'} a_\mu \bar{a}_{\mu'} \int \Sigma e_{\mu-\mu'}(\sigma) \, d\sigma \]
\[-\int \sum_{\mu} \left[ \frac{1}{n_3^2} \left( c_1(\tilde{\partial}_1 F)^2 + c_2(\tilde{\partial}_2 F)^2 + c_3(\tilde{\partial}_3 F)^2 + c_{12} \tilde{\partial}_1 F \tilde{\partial}_2 F + c_{13} \tilde{\partial}_1 F \tilde{\partial}_3 F 
+ c_{23} \tilde{\partial}_2 F \tilde{\partial}_3 F \right) - 2 \right] \, d\sigma. \tag{A.124} \]

The last summand on the r.h.s. of (A.124) has been already investigated in Section A.1, see (A.118). For the other summands, repeating the same argument as for (A.122), we have

\[
\int \Sigma H_2(F(\sigma))(H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) \, d\sigma = \int \Sigma (F(\sigma)^2 - 1)(Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2) \, d\sigma
= \int \Sigma \left( F(\sigma)^2 - 1 \right) \left( Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2 \right) \, d\sigma
\]

\[
= \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^2 |a_{\mu'}|^2 \mu_1^2 \int \Sigma (1 - n_1(\sigma)^2) \, d\sigma + 2 \cdot \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^2 |a_{\mu'}|^2 \mu_1' \int \Sigma (1 - n_1(\sigma)^2) \, d\sigma
\]

\[
- \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu} |a_\mu|^4 \mu_1^2 \int \Sigma (1 - n_1(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_\mu \bar{a}_{\mu'} a_{\mu''} \bar{a}_{\mu'''} \mu_1 \mu_2 \int \Sigma (1 - n_2(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{C}(4)} a_\mu \bar{a}_{\mu'} a_{\mu''} \bar{a}_{\mu'''} \mu_1 \mu_2 \int \Sigma (1 - n_2(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^2 |a_{\mu'}|^2 \mu_2^2 \int \Sigma (1 - n_2(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^2 |a_{\mu'}|^2 \mu_2' \int \Sigma (1 - n_2(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^4 \mu_3^2 \int \Sigma (1 - n_3(\sigma)^2) \, d\sigma + 2 \cdot \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu,\mu'} |a_\mu|^2 |a_{\mu'}|^2 \mu_3 \mu_3' \int \Sigma (1 - n_3(\sigma)^2) \, d\sigma
\]

\[
- \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{\mu} |a_\mu|^4 \mu_3^2 \int \Sigma (1 - n_3(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{X}(4)} a_\mu \bar{a}_{\mu'} a_{\mu''} \bar{a}_{\mu'''} \mu_3 \mu_3' \int \Sigma (1 - n_3(\sigma)^2) \, d\sigma
\]

\[
+ \frac{4\pi^2}{M} \frac{1}{N^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \mathcal{C}(4)} a_\mu \bar{a}_{\mu'} a_{\mu''} \bar{a}_{\mu'''} \mu_3 \mu_3' \int \Sigma (1 - n_3(\sigma)^2) \, d\sigma
\]
Let us rewrite the r.h.s. of (A.125) in a more compact way:

\[
\begin{align*}
&\int_{\Sigma} H_2(F(\sigma))(H_2(Z_1(\sigma)) + H_2(Z_2(\sigma))) d\sigma = \\
&\int_{\Sigma} (F(\sigma)^2 - 1)(Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2) d\sigma
\end{align*}
\]
As before, we set

$$R(2) := \frac{3}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \in \mathcal{C}(4)} a_\mu \overline{a}_{\mu'} a_{\mu''} a_{\mu'''} \left( |\Sigma| \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle n(\sigma) d\sigma \right)$$

$$+ \frac{3}{N^2} \sum_{(\mu, \mu', \mu'', \mu''') \notin \mathcal{C}(4)} a_\mu \overline{a}_{\mu'} a_{\mu''} a_{\mu'''} \left( \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \int_{\Sigma} e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma \right)$$

$$- \int_{\Sigma} \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle e_{\mu-\mu'+\mu''-\mu'''}(\sigma) d\sigma - \frac{2}{N} \sum_{\mu \neq \mu'} a_\mu \overline{a}_{\mu'} \int_{\Sigma} e_{\mu-\mu'}(\sigma) d\sigma$$

$$-3 \frac{1}{N} \sum_{\mu \neq \mu'} a_\mu \overline{a}_{\mu'} \int_{\Sigma} \left( \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) e_{\mu}(\sigma) e_{-\mu'}(\sigma) d\sigma.$$  \hfill (A.126)

Let us study the remaining terms on the r.h.s. of (7.88):

$$\frac{\beta_0 \alpha_{2,2}}{2!} \int_{\Sigma} H_2(Z_1(\sigma)) H_2(Z_2(\sigma)) d\sigma + \frac{\beta_0 \alpha_{4,0}}{4!} \int_{\Sigma} H_4(Z_1(\sigma)) d\sigma + \frac{\beta_0 \alpha_{4,0}}{4!} \int_{\Sigma} H_4(Z_2(\sigma)) d\sigma$$

$$= - \frac{1}{16} \cdot 8 \left( \int_{\Sigma} [(Z_1(\sigma)^2 + Z_2(\sigma)^2)]^2 - 8 \right) d\sigma - 8 \int_{\Sigma} [Z_1(\sigma)^2 + Z_2(\sigma)^2 - 2] d\sigma.$$ \hfill (A.128)

It suffices to deal with the first summand on the r.h.s. of (A.128) since the second term has been already investigated in (A.118). We have

$$\int_{\Sigma} [(Z_1(\sigma)^2 + Z_2(\sigma)^2)]^2 - 8 \right) d\sigma$$

$$= \int_{\Sigma} \left[ \left( b_1^2 (\tilde{\partial}_1 F)^2 + b_2 (\tilde{\partial}_2 F)^2 + b_3 (\tilde{\partial}_3 F)^2 + b_{12} \tilde{\partial}_1 F \tilde{\partial}_2 F + b_{13} \tilde{\partial}_1 F \tilde{\partial}_3 F + b_{23} \tilde{\partial}_2 F \tilde{\partial}_3 F \right)^2 - 8 \right] d\sigma$$

$$= \int_{\Sigma} \left[ b_1^2 (\tilde{\partial}_1 F)^4 + b_2^2 (\tilde{\partial}_2 F)^4 + b_3^2 (\tilde{\partial}_3 F)^4 + b_{12}^2 (\tilde{\partial}_1 F)^2 (\tilde{\partial}_2 F)^2 + b_{13}^2 (\tilde{\partial}_1 F)^2 (\tilde{\partial}_3 F)^2 + b_{23}^2 (\tilde{\partial}_2 F)^2 (\tilde{\partial}_3 F)^2 + 2b_1 b_2 (\tilde{\partial}_1 F)^2 (\tilde{\partial}_2 F)^2 + 2b_1 b_3 (\tilde{\partial}_1 F)^2 (\tilde{\partial}_3 F)^2 \right] d\sigma.$$
\[
\int_{\Sigma} b_1^2(\tilde{\partial}_1 F)^4 d\sigma = \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu',\mu'',\mu'''} \mu_1 \mu_1'' \mu_1'''' a_\mu a_\mu' a_\mu'' a_\mu''' \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu''-\mu'''}(\sigma) d\sigma
\]

\[
= 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_1^2(\mu_1')^2 |a_\mu|^2 |a_{\mu'}|^2 \int_{\Sigma} b_1(\sigma)^2 d\sigma
\]

\[
-3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^4 |a_\mu|^4 \int_{\Sigma} b_1(\sigma)^2 d\sigma
\]

\[
+ \frac{(4\pi^2)^2}{M^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \chi(4)} \mu_1 \mu_1'' \mu_1'''' a_\mu a_\mu' a_\mu'' a_\mu'''
\]

\[
\times \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu'-\mu''-\mu'''}(\sigma) d\sigma
\]

We start with

\[
R_{1111}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \chi(4)} \mu_1 \mu_1'' \mu_1'''' a_\mu a_\mu' a_\mu'' a_\mu'''
\]

\[
\times \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu'-\mu''-\mu'''}(\sigma) d\sigma
\]

and we set

\[
R_{1111}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \chi(4)} \mu_1 \mu_1'' \mu_1'''' a_\mu a_\mu' a_\mu'' a_\mu'''
\]

\[
\times \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu'-\mu''-\mu'''}(\sigma) d\sigma
\]

Then we write

\[
\int_{\Sigma} b_1^2(\tilde{\partial}_1 F)^2(\tilde{\partial}_2 F)^2 d\sigma = \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu',\mu'',\mu'''} \mu_1 \mu_2'' \mu_2'''' a_\mu a_\mu' a_\mu'' a_\mu'''
\]

\[
\times \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu'-\mu''-\mu'''}(\sigma) d\sigma
\]

\[
+ 2 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_1 \mu_2 \mu_2' a_\mu |a_{\mu'}|^2 \int_{\Sigma} b_1(\sigma)^2 d\sigma
\]

\[
-3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^2 \mu_2^2 |a_\mu|^4 \int_{\Sigma} b_1(\sigma)^2 d\sigma
\]

\[
+ \frac{(4\pi^2)^2}{M^2} \sum_{(\mu,\mu',\mu'',\mu''') \in \chi(4)} \mu_1 \mu_2 \mu_2'' \mu_2'''' a_\mu a_\mu' a_\mu'' a_\mu'''
\]

\[
\times \int_{\Sigma} b_1(\sigma)^2 e_{\mu-\mu'-\mu''-\mu'''}(\sigma) d\sigma
\]
and as before we set

\[
\int \frac{(4\pi^2)^2}{M^2} \sum_{(\mu',\mu'',\mu''') \notin \mathcal{C}(4)} \mu_1 \mu_1'' \mu_2 a_\mu a_\mu' a_\mu'' a_\mu'''
\]

Moreover

\[
R_{1212}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu',\mu'',\mu''') \in \mathcal{X}(4)} \mu_1 \mu_1'' \mu_2 a_\mu a_\mu' a_\mu'' a_\mu'''
\]

and we define

\[
R_{1112}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu',\mu'',\mu''') \notin \mathcal{C}(4)} \mu_1 \mu_1'' \mu_2 a_\mu a_\mu' a_\mu'' a_\mu'''
\]

Moreover

\[
\int b_1 b_{12}(\tilde{\partial}_F)^3(\tilde{\partial}_2 F) d\sigma = \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu',\mu''}\mu_1 \mu_1'' \mu_2 a_\mu a_\mu' a_\mu'' a_\mu'''
\]

and as before we set

\[
R_{1112}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu',\mu'',\mu''') \in \mathcal{X}(4)} \mu_1 \mu_1'' \mu_2 a_\mu a_\mu' a_\mu'' a_\mu'''
\]
Finally we have

\[\int_\Sigma b_1 b_23 (\tilde{\partial}_1 F)^2 (\tilde{\partial}_2 F) (\tilde{\partial}_3 F) \, d\sigma = \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu', \mu''} \mu_1 \mu_1'' \mu_2'' \mu_3 a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \]

\[\times \int_\Sigma b_1 (\sigma) b_23 (\sigma) e_{\mu - \mu' + \mu'' - \mu'''} (\sigma) \, d\sigma\]

\[= \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu'} \mu_1 \mu_1'' \mu_2'' \mu_3 a_{\mu} a_{\mu'}^2 \int_\Sigma b_1 (\sigma) b_23 (\sigma) \, d\sigma\]

\[+ 2 \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu'} \mu_1 \mu_2 \mu_3 a_{\mu} a_{\mu'}^2 \int_\Sigma b_1 (\sigma) b_23 (\sigma) \, d\sigma\]

\[+ 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1 \mu_2 \mu_3 a_{\mu}^4 \int_\Sigma b_1 (\sigma) b_23 (\sigma) \, d\sigma\]

\[+ \frac{(4\pi^2)^2}{M^2} \sum_{(\mu, \mu', \mu'', \mu''')} \mu_1 \mu_2 \mu_3 a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \times \int_\Sigma b_1 (\sigma) b_23 (\sigma) e_{\mu - \mu' + \mu'' - \mu'''} (\sigma) \, d\sigma\]  

(A.135)

and

\[R_{1123}(3) := \frac{(4\pi^2)^2}{M^2} \sum_{(\mu, \mu', \mu'', \mu''')} \mu_1 \mu_1'' \mu_2'' \mu_3 a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \]

\[\times \int_\Sigma b_1 (\sigma) b_23 (\sigma) \, d\sigma\]

\[+ \frac{(4\pi^2)^2}{M^2} \sum_{(\mu, \mu', \mu'', \mu''')} \mu_1 \mu_2 \mu_3 a_{\mu} a_{\mu'} a_{\mu''} a_{\mu'''} \times \int_\Sigma b_1 (\sigma) b_23 (\sigma) e_{\mu - \mu' + \mu'' - \mu'''} (\sigma) \, d\sigma.\]  

(A.136)

Define \(R_{ijkl}\) for \(i \leq j, k \leq l\) all in \(\{1, 2, 3\}\) analogously. Substituting (A.129)-(A.135) and (A.118) into (A.128) we get

\[\int_\Sigma [(Z_1(\sigma)^2 + Z_2(\sigma)^2) - 8 - 8(Z_1(\sigma)^2 + Z_2(\sigma)^2) + 16] \, d\sigma\]

\[= 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu'} \mu_1^2 (\mu_1')^2 |a_\mu|^2 |a_{\mu'}|^2 \int_\Sigma (1 - n_1(\sigma)^2)^2 \, d\sigma - 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^4 |a_\mu|^4 \int_\Sigma (1 - n_1(\sigma)^2)^2 \, d\sigma\]

\[+ 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu'} \mu_2^2 (\mu_2')^2 |a_\mu|^2 |a_{\mu'}|^2 \int_\Sigma (1 - n_2(\sigma)^2)^2 \, d\sigma - 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_2^4 |a_\mu|^4 \int_\Sigma (1 - n_2(\sigma)^2)^2 \, d\sigma\]

\[+ 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu, \mu'} \mu_3^2 (\mu_3')^2 |a_\mu|^2 |a_{\mu'}|^2 \int_\Sigma (1 - n_3(\sigma)^2)^2 \, d\sigma - 3 \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_3^4 |a_\mu|^4 \int_\Sigma (1 - n_3(\sigma)^2)^2 \, d\sigma\]
\[+
\frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_2^2(\mu_2')^2 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma \left((-2n_1n_2)^2 + 2(1 - n_1(\sigma)^2)(1 - n_2(\sigma)^2)\right) d\sigma
\]

\[+ 2 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_1\mu_2\mu_2' |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma \left((-2n_1n_2)^2 + 2(1 - n_1(\sigma)^2)(1 - n_2(\sigma)^2)\right) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^2 |a_{\mu}|^4 \int \Sigma \left((-2n_1n_3)(\sigma)^2 + 2(1 - n_1(\sigma)^2)(1 - n_3(\sigma)^2)\right) d\sigma
\]

\[+ \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_3^2(\mu_3')^2 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma \left((-2n_2n_3)(\sigma)^2 + 2(1 - n_2(\sigma)^2)(1 - n_3(\sigma)^2)\right) d\sigma
\]

\[+ 2 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_2\mu_3\mu_3' |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma \left((-2n_2n_3)(\sigma)^2 + 2(1 - n_2(\sigma)^2)(1 - n_3(\sigma)^2)\right) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_2^2 |a_{\mu}|^4 \int \Sigma \left((-2n_2n_3)(\sigma)^2 + 2(1 - n_2(\sigma)^2)(1 - n_3(\sigma)^2)\right) d\sigma
\]

\[+ 3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_1\mu_1' \mu_2 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma 2(1 - n_1(\sigma)^2)(-2n_1n_2) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^3 |a_{\mu}|^4 \int \Sigma 2(1 - n_1(\sigma)^2)(-2n_1n_2) d\sigma
\]

\[+ 3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_1\mu_1' \mu_3 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma 2(1 - n_1(\sigma)^2)(-2n_1n_3) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_1^3 |a_{\mu}|^4 \int \Sigma 2(1 - n_1(\sigma)^2)(-2n_1n_3) d\sigma
\]

\[+ 3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_2\mu_2' \mu_3 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma 2(1 - n_2(\sigma)^2)(-2n_2n_3) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_2^3 |a_{\mu}|^4 \int \Sigma 2(1 - n_2(\sigma)^2)(-2n_2n_3) d\sigma
\]

\[+ 3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_2\mu_2' \mu_1 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma 2(1 - n_2(\sigma)^2)(-2n_1n_2) d\sigma
\]

\[-3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu} \mu_2^3 |a_{\mu}|^4 \int \Sigma 2(1 - n_2(\sigma)^2)(-2n_1n_2) d\sigma
\]

\[+ 3 \cdot \frac{(4\pi^2)^2}{M^2} \sum_{\mu,\mu'} \mu_3\mu_3' \mu_1 |a_{\mu}|^2 |a_{\mu'}|^2 \int \Sigma 2(1 - n_3(\sigma)^2)b_{13}(\sigma) d\sigma
\]
\[-3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu} \mu_3^3\mu_1^1 |a_\mu|^4 \int_{\Sigma} 2(1-n_3(\sigma)^2)(-2n_1n_3) \, d\sigma \]

\[+3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_3^2\mu_2^2 |a_\mu|^2 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_3(\sigma)^2)b_{23}(\sigma) \, d\sigma \]

\[+3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu} \mu_3^3\mu_2^1 |a_\mu|^4 \int_{\Sigma} 2(1-n_3(\sigma)^2)(-2n_2n_3) \, d\sigma \]

\[+\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_2^2\mu_2^1 |a_\mu|^2 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_1(\sigma)^2)(-2n_2n_3) + 2(-2n_1n_2)(-2n_1n_3) \, d\sigma \]

\[+2\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_2^1\mu_2^3 |a_\mu|^3 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_1(\sigma)^2)(-2n_2n_3) + 2(-2n_1n_2)(-2n_1n_3) \, d\sigma \]

\[+3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu} \mu_2^1\mu_2^1 |a_\mu|^4 \int_{\Sigma} 2(1-n_1(\sigma)^2)(-2n_2n_3) + 2(-2n_1n_2)(-2n_1n_3) \, d\sigma \]

\[+\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_3^2\mu_2^1 |a_\mu|^2 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_2(\sigma)^2)b_{13}(\sigma) + 2(-2n_1n_2)(-2n_2n_3) \, d\sigma \]

\[+2\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_2^1\mu_2^3 |a_\mu|^3 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_2(\sigma)^2)(-2n_1n_3) + 2(-2n_1n_2)(-2n_2n_3) \, d\sigma \]

\[+3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu} \mu_2^1\mu_1^1 |a_\mu|^4 \int_{\Sigma} 2(1-n_2(\sigma)^2)b_{13}(\sigma) + 2(-2n_1n_2)(-2n_2n_3) \, d\sigma \]

\[+\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_3^2\mu_2^1 |a_\mu|^2 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_3(\sigma)^2)(-2n_1n_2) + 2(-2n_1n_3)(-2n_2n_3) \, d\sigma \]

\[+2\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu,\mu'} \mu_3^3\mu_2^1 |a_\mu|^3 |a_{\mu'}|^2 \int_{\Sigma} 2(1-n_3(\sigma)^2)(-2n_1n_2) + 2(-2n_1n_3)(-2n_2n_3) \, d\sigma \]

\[+3\left(\frac{4\pi^2}{M^2}\right)^2 \sum_{\mu} \mu_3^3\mu_2^1 |a_\mu|^4 \int_{\Sigma} 2(1-n_3(\sigma)^2)(-2n_1n_2) + 2(-2n_1n_3)(-2n_2n_3) \, d\sigma - 8 \int_{\Sigma} d\sigma \]

\[-8 \cdot 3 \frac{1}{N} \sum_{\mu} (|a_\mu|^2 - 1) \left( |\Sigma| - \int_{\Sigma} \left( \frac{\mu}{|\mu|} n(\sigma) \right)^2 \, d\sigma \right) \]

\[-8 \cdot 3 \frac{1}{N^2} \sum_{\mu \neq \mu'} |a_\mu| |a_{\mu'}| \int_{\Sigma} \left( \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right) e_{\mu}(\sigma)e_{-\mu'}(\sigma) \, d\sigma \]

\[+ \sum_{i \leq j} R_{ijij}(3) + 2 \sum_{\substack{i \leq j, k < l \ni (i,j) < (k,l)}} R_{ijkl}(3) - 8R(0). \quad \text{(A.137)} \]

Equation (A.137) simplifies to

\[
\int_{\Sigma} [(Z_1(\sigma)^2 + Z_2(\sigma)^2)^2 - 8 - 8(Z_1(\sigma)^2 + Z_2(\sigma)^2) + 16] \, d\sigma 
\]

\[= \frac{9}{N^2} \sum_{\mu,\mu'} (|a_\mu|^2 - 1)(|a_{\mu'}|^2 - 1) \int_{\Sigma} \left( \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle - \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n(\sigma) \right\rangle \right)^2 \, d\sigma \]
It follows that the fourth chaotic component can be rewritten as

\[
\mathcal{L}[4] = \sqrt{M} \left( \frac{\beta_4 \alpha_{0,0}}{4!} \int_{\Sigma} H_4(F(\sigma)) \, d\sigma \right) + \frac{\beta_2 \alpha_{0,2}}{2!2!} \int_{\Sigma} H_2(F(\sigma)) H_2(Z_1(\sigma)) \, d\sigma + \frac{\beta_2 \alpha_{0,2}}{2!2!} \int_{\Sigma} H_2(F(\sigma)) H_2(Z_2(\sigma)) \, d\sigma + \frac{\beta_0 \alpha_{4,0}}{4!} \int_{\Sigma} H_4(Z_1(\sigma)) \, d\sigma + \frac{\beta_0 \alpha_{4,0}}{4!} \int_{\Sigma} H_4(Z_2(\sigma)) \, d\sigma
\]

\[
\begin{align*}
&= \sqrt{\frac{4\pi^2 m}{3}} \left[ \frac{3}{16} \cdot \frac{1}{N^2} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) - \frac{1}{16} \sum_{\mu} |a_{\mu}|^4 \right. \\
&\quad - \frac{1}{16} \cdot \frac{1}{N^2} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \left( |\Sigma| - \int_{\Sigma} \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad + \frac{1}{16} \cdot \frac{1}{N^2} \sum_{\mu} |a_{\mu}|^4 \left( |\Sigma| - \int_{\Sigma} \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad - \frac{1}{16} \cdot \frac{9}{N^2} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \int_{\Sigma} \left( \left| \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right| - \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \left| \frac{\mu'}{|\mu'|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad + \frac{1}{16} \cdot \frac{9}{N^2} \sum_{\mu} |a_{\mu}|^4 \int_{\Sigma} \left( 1 - \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad + a_0 R(0) + a_1 R(1) + a_2 R(2) + \sum_{i \leq j} a_{ijj} R_{ijj}(3) + \sum_{i \leq j, k \leq l} a_{ijkl} R_{ijkl}(3) \\
&= \sqrt{\frac{4\pi^2 m}{3}} \left[ \frac{3}{16} \cdot \frac{1}{N^2} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \left( \int_{\Sigma} \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad - \frac{1}{16} \sum_{\mu} |a_{\mu}|^4 \left( \int_{\Sigma} \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \right)^2 d\sigma \\
&\quad - \frac{9}{16} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \int_{\Sigma} \left( \left| \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right| - \left| \frac{\mu}{|\mu|}, n(\sigma) \right| \left| \frac{\mu'}{|\mu'|}, n(\sigma) \right| \right)^2 d\sigma
\end{align*}
\]
\[ + \frac{1}{16 \cdot 8} \cdot \frac{9}{N^2} \sum_{\mu} |a_{\mu}|^4 \int_{\Sigma} \left( 1 - \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \right)^2 \, d\sigma \]
\[ a_0 R(0) + a_1 R(1) + a_2 R(2) + \sum_{i \leq j} a_{ijij} R_{ijij}(3) + \sum_{i \leq j, k \leq l, (i,j) < (k,l)} a_{ijkl} R_{ijkl}(3) \],
(A.139)

where the coefficients \(a_0, a_1, a_2, a_{ijkl}\) are universal constants that can be made explicit. We can rewrite it as

\[ \mathcal{L}[4] = \sqrt{\frac{4\pi^2 m}{3}} \cdot \frac{1}{16 \cdot 8 \cdot \frac{9}{N^2}} \sum_{\mu, \mu'} (|a_{\mu}|^2 - 1)(|a_{\mu'}|^2 - 1) \times \]
\[ \times \left[ \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \frac{\mu'}{|\mu'|} \cdot n(\sigma) \right)^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle - 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 \right] \]
\[ + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left( \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \right) d\sigma \]
\[ - \sqrt{\frac{4\pi^2 m}{3}} \cdot \frac{1}{16 \cdot 8 \cdot \frac{9}{N^2}} \sum_{\mu} (|a_{\mu}|^4) \times \]
\[ \times \left[ \int_{\Sigma} \left( -3 - 9 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle \frac{\mu'}{|\mu'|} \cdot n(\sigma) \right)^2 + 14 \left\langle \frac{\mu}{|\mu|}, n(\sigma) \right\rangle - 6 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle^2 \right] \]
\[ + 12 \left\langle \frac{\mu}{|\mu|}, \frac{\mu'}{|\mu'|} \right\rangle \left( \left\langle \frac{\mu}{|\mu|}, n \right\rangle \left\langle \frac{\mu'}{|\mu'|}, n \right\rangle \right) d\sigma \]
\[ + \sqrt{\frac{4\pi^2 m}{3}} \left( a_0 R(0) + a_1 R(1) + a_2 R(2) + \sum_{i \leq j} a_{ijij} R_{ijij}(3) + \sum_{i \leq j, k \leq l, (i,j) < (k,l)} a_{ijkl} R_{ijkl}(3) \right). \]

Let us set

\[ \mathcal{L}_m^b[4] = \mathcal{L}_m^b[4] := \sqrt{\frac{4\pi^2 m}{3}} \left( a_0 R(0) + a_1 R(1) + a_2 R(2) + \sum_{i \leq j} a_{ijij} R_{ijij}(3) + \sum_{i \leq j, k \leq l, (i,j) < (k,l)} a_{ijkl} R_{ijkl}(3) \right), \]
(A.140)

then it is easy to check that

\[ \text{Var}(\mathcal{L}_m^b[4]) \ll m \cdot \max \left\{ \left\langle |\mathcal{Y}(4)| \right\rangle N^4, \mathcal{G}_4, \mathcal{G}_2 \right\} \]
(A.141)

so the proof is concluded.

\[ \square \]
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