The neural correlates of reward-related trial-and-error learning: An fMRI study with a probabilistic learning task
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This fMRI study investigated the neural correlates of reward-related trial-and-error learning in association with changing degrees of stimulus–outcome predictabilities. We found that decreasing predictability was associated with increasing activation in a frontoparietal network. Only maximum predictability was associated with signal decreases across the learning process. The receipt of monetary reward revealed activation in the striatum and associated frontoparietal regions. Present data indicate that during reward-related learning, high uncertainty forces areas relevant for cognitive control to remain activated. In contrast, learning on the basis of predictable stimulus-outcome associations enables the brain to reduce resources in association with the processes of prediction.

Being able to learn from feedback or reward and to adapt behavior accordingly is an important capability in everyday life. There is increasing evidence that the mesolimbic dopamine system (MDS) is critically involved in the processing of reward and reward-related learning (Elliott et al. 2003; McClure et al. 2003). Activation in orbital/medial frontal and MDS regions has been found to be inversely related to the likelihood to receive positive feedback or reward (Pagnoni et al. 2002; McClure et al. 2003). Therefore, activation in these regions is assumed to constitute the neural correlate of the so-called prediction error that describes the difference between the expected and the received outcome or reward (Schultz and Dickinson 2000; Waeber et al. 2001).

While anatomical knowledge about the areas involved in reward-related learning is increasing, comparably little is known about the underlying activation dynamics. In the context of short-term memory, learning with and without reinforcement has been found to go along with practice-associated activation decreases (Milham et al. 2003; Delgado et al. 2005; Koch et al. 2006). These decreases are assumed to reflect a learning-related increase in automated processing, demanding fewer processing resources. The association between these learning-related activation dynamics and the dynamics of the environment is still rather unknown, however.

In the present study, we aimed to investigate reward-related learning in a dynamic environment by varying the predictability of a consequence. Three conditions were employed: allowing no predictability (50% stimulus–outcome-contingency), full predictability (100% stimulus–outcome-contingency), and medium predictability (69% stimulus–outcome-contingency).

Assuming that in the 50% condition reinforcement-related learning should be impossible, we expected to find no learning-associated signal decreases in this condition, whereas for the 100% condition, we expected automated processing to occur rather fast. The direct comparison of all predictability conditions should therefore yield a negative relation between activation intensity and predictability in areas shown to be responsible for controlled cognitive processing (Ridderinkhof et al. 2004; Carter and van Veen 2007). Finally, the positive prediction error was expected to be reflected in specific reward-associated activation in mainly the MDS and frontal regions (Abler et al. 2006; Heekeren et al. 2007; Yacubian et al. 2007).

Results

Behavioral data

Analyses of the percentage of correct reactions yielded 87.7% ± 12.6% (100% condition), 59.5% ± 25.5% (69% condition), and 48.3% ± 14.5% (50% condition). The repeated-measures ANOVA revealed a significant main effect \( F(1.6,50.1) = 37.8, \ P < 0.001 \), indicating significant differences among the three probability conditions.

The analysis of the learning rate constant for the 100% condition yielded a \( p_1 \) of 1.1 \( (R^2 = 0.40, CI_{95\%} = -0.06–2.32) \), indicating a fast performance improvement and a sensible model fit. The analysis of the learning rate constant for the 69% condition yielded a \( p_1 \) of 1.6 \( (R^2 = 0.43, CI_{95\%} = 0.09–3.05) \), suggesting a slightly slower improvement than in the 100% condition. For the 50% condition, the data did not converge with the model of an exponential increase, indicating a complete lack of a learning-associated exponential decrease in response times.

fMRI data

Probability–associated activation

Analyses of probability-specific activation yielded activation in mainly frontal and parietal regions and smaller activation in temporal and occipital areas in all conditions \( (P < 0.05 \) FWE corrected) with the most extensive activation patterns in the 50% condition (Fig. 1).

Comparing the different probability conditions, we found the medial frontal gyrus (BA 10) \((x = -6, y = 44, z = -10, k = 319, T = 5.89, x = -8, y = 55, z = 3, k = 55, T = 4.87)\) to be activated in association with increasing predictability (Fig. 2A).

In addition, there was significant activation in the right middle/superior temporal gyrus \((x = 48, y = -54, z = 5, k = 21, T = 4.15, x = 63, y = -3, z = 9, k = 81, T = 4.55)\). The opposite contrast \((i.e.,
50% > 69% > 100%) yielded widespread activation in the frontal cortex (BA 6, 9, 47, 11) and the right inferior parietal (BA 40) lobe (Table 1; Fig. 2B).

**Probability–associated exponential signal decrease**
Analyzing the probability-associated signal decrease, we found significant results only for the 100% condition in a fronto-parieto-temporal network (BA 6, 8/9, BA 40, BA 22) (Table 2).

**Positive feedback/reward–associated activation**
Analysis of the reward-related prediction error resulted in significant activations mainly in a fronto-parieto-striatal network (BA 6, 9, 10, 40, 7) (Table 3; Fig. 3). Analysis of the time-invariant, reward-related activation yielded activation in mainly frontal, temporal, and occipital areas, as well as the ventral striatum (n. accumbens) (Table 4; Fig. 3).

**Discussion**
As a main finding, we detected increasing activation in a right-lateralized, frontoparietal network in association with linearly decreasing predictability. In addition, a learning-related signal decrease in a network of task-relevant regions was observable only in the condition with the highest predictability.

Hence, the 100% probability condition was expectedly associated with a rapidly automated processing, indicating that stimulus contingencies were rapidly identified. This fast increase in automated processing resulted in activation decreases in DLPFC (BA 8/9) and dACC (BA 32). These are areas that are known to decrease in activity with increasingly automated processing (Milham et al. 2003; Koch et al. 2006). Activation decreases were moreover detectable in the middle temporal and parahippocampal gyrus—areas involved in short- and medium-term memory processing (Sakai and Passingham 2004; Hasselmo and Stern 2006). These decreases indicate that memory-related processes become increasingly dispensable as soon as the stimulus-outcome association has been identified.

The lack of any learning effect in the 50% condition (which was likewise reflected by the lack of response time decreases) is according to expectation. Consequently, the direct comparison of all probability conditions yielded increased activation in association with decreasing predictability in a mainly right-lateralized, frontoparietal network, including right DLPFC (BA 9), VLPFC bilaterally (BA 47), right OFC (BA 11), and right inferior parietal lobe (BA 40). Activation in the DLPFC has frequently been found in association with highly uncertain decisions (Huettel et al. 2005; Satterthwaite et al. 2007). Likewise, in a preceding study, we found VLPFC and inferior parietal lobe to be activated during controlled as opposed to automatic processing (Koch et al. 2006). The parietal activation moreover concurs with the findings by Delgado et al. (2005), who also reported activation increases in the inferior parietal cortex that were largest in the 50% condition. In contradiction to the dorsolateral and ventrolateral prefrontal activation that can be assumed to be as-

| Region                          | Side | SPM (T) | x    | y    | z    | k    |
|---------------------------------|------|---------|------|------|------|------|
| Medial frontal gyrus, BA 6      | r    | 5.59    | 2    | 42   | 31  | 1045 |
| Inferior frontal gyrus, BA 47   | r    | 5.08    | 36   | 19   | −6  | 244  |
| Superior frontal gyrus, BA 11   | r    | 4.68    | 34   | 52   | −13 | 24   |
| Middle frontal gyrus, BA 9      | r    | 3.76    | 38   | 12   | 51  | 64   |
| Inferior parietal lobe, BA 40   | r    | 4.86    | 50   | −48  | 43  | 230  |
Table 2. Talairach coordinates of activation maxima (SPM(T) value) for the exponential signal decrease in the 100% probability condition at \( P < 0.05 \) FDR corrected

| Region                     | Side | SPM(T) | x | y | z | k |
|----------------------------|------|--------|---|---|---|---|
| Superior frontal gyrus, BA 6 | l    | 5.94   | -16 | 18 | 56 | 233 |
| Superior frontal gyrus, BA 8/9 | r    | 4.58   | 24 | 32 | 48 | 167 |
| Middle frontal gyrus, BA 8 | l    | 4.28   | 40 | 27 | 39 | 71 |
| Middle frontal gyrus, BA 8 | r    | 4.31   | -28 | 20 | 41 | 15 |
| Superior frontal gyrus, BA 8 | l    | 4.34   | -4 | 34 | 52 | 13 |
| Superior frontal gyrus, BA 13 | l    | 4.78   | 32 | 11 | -9 | 37 |
| Anterior cingulate, BA 32 | l    | 4.71   | 18 | 39 | 11 | 39 |
| Parahippocampal gyrus, BA 40 | r    | 4.93   | -30 | -60 | 10 | 99 |
| Inferior parietal lobe, BA 40 | r    | 4.35   | 55 | -54 | 38 | 202 |
| Precuneus, BA 7 | r    | 4.05   | 10 | -56 | 38 | 24 |
| Middle temporal gyrus, BA 22 | l    | 4.85   | 52 | -35 | -2 | 78 |
| Transverse temporal gyrus, BA 41 | r    | 4.24   | 34 | -29 | 7 | 18 |
| Middle temporal gyrus, BA 22 | l    | 4.37   | -63 | -31 | 2 | 49 |

Table 4. Talairach coordinates of activation maxima (SPM(T) value) for positive feedback/reward (i.e., time-invariant activation) at \( P < 0.05 \) FDR corrected

| Region | Side | SPM(T) | x | y | z | k |
|--------|------|--------|---|---|---|---|
| Middle frontal gyrus, BA 46 | r    | 5.61  | 54 | 34 | 24 | 1520 |
| Middle frontal gyrus, BA 10 | r    | 5.22  | -40 | 55 | 8 | 3041 |
| Middle frontal gyrus, BA 11 | l    | 3.71  | 26 | 42 | -14 | 58 |
| Middle frontal gyrus, BA 6 | r    | 4.05  | 34 | 11 | 57 | 227 |
| Superior frontal gyrus, BA 6 | l    | 3.96  | -2 | 7 | 64 | 151 |
| Medial frontal gyrus, BA 8 | r    | 4.82  | -2 | 27 | 37 | 706 |
| Posterior cingulate, BA 23 | r    | 3.56  | 0 | -36 | 24 | 100 |
| Putamen | r    | 3.19  | 20 | 15 | -8 | 35 |
| Nucleus accumbens | r    | 2.75  | 6 | 2 | -4 | 33 |
| Superior temporal gyrus, BA 2 | l    | 3.27  | 55 | -29 | 3 | 106 |
| Middle temporal gyrus, BA 22 | l    | 2.95  | -48 | -44 | 10 | 49 |
| Cerebellum, occipital cortex, BA 18/19 | r    | 9.31  | 36 | -54 | -22 | 25,117 |

Table 3. Talairach coordinates of activation maxima (SPM(T) value) for the prediction error (i.e., linearly decreasing activation during positive feedback/reward) at \( P < 0.05 \) FDR corrected

| Region | Side | SPM(T) | x | y | z | k |
|--------|------|--------|---|---|---|---|
| Medial frontal gyrus, BA 6 | l    | 4.21  | -4 | 27 | 37 | 292 |
| Medial frontal gyrus, BA 6 | l    | 3.01  | -16 | 6 | 48 | 60 |
| Medial frontal gyrus, BA 6 | r    | 3.68  | -34 | -1 | 57 | 35 |
| Medial frontal gyrus, BA 9 | l    | 4.81  | 50 | 8 | 35 | 428 |
| Medial frontal gyrus, BA 9 | r    | 4.74  | 48 | 11 | 33 | 334 |
| Medial frontal gyrus, BA 9 | l    | 5.45  | -44 | 27 | 26 | 70 |
| Medial frontal gyrus, BA 10 | l    | 5.14  | -38 | 49 | 10 | 364 |
| Medial frontal gyrus, BA 10 | r    | 3.68  | 46 | 46 | 16 | 43 |
| Medial frontal gyrus, BA 10 | r    | 4.33  | 36 | 57 | 5 | 295 |
| Superior parietal lobe, BA 7 | l    | 4.57  | -14 | -61 | 58 | 908 |
| Inferior parietal lobe, BA 40 | l    | 4.48  | -40 | -47 | 41 | 531 |
| Inferior parietal lobe, BA 40 | r    | 4.19  | -40 | -56 | 45 | 245 |
| Caudate body | l    | 4.17  | -18 | 1 | 22 | 83 |
| Caudate head | r    | 3.82  | 16 | -3 | 24 | 58 |
| Caudate head | l    | 4.03  | 10 | 23 | 3 | 190 |
| Caudate head | l    | 3.96  | -14 | 24 | 6 | 105 |

Figure 3. Reward-related activation in the ventral striatum (n. accumbens; left) modeled in a time-invariant fashion (i.e., stable activation during positive feedback/reward), and the dorsal striatum (caudate; right) modeled in accordance with a prediction-error associated decrease in activation (i.e., linearly decreasing activation during positive feedback/reward).
working memory-characteristic frontoparietal network reflects the high information content of positive feedback at the beginning of the learning process, which is known to constitute the prerequisite for proper response adaptation.

Materials and Methods

Subjects

The study included 28 right-handed (Oldfield 1971) students from the University of Jena (11 male, 17 female). Participants were 24.6 ± 5.5 yr old. They were screened by comprehensive assessment procedures for medical, neurological, and psychiatric history. Exclusion criteria were current and potentially interfering medical conditions, any current or previous neurological or psychiatric disorder, and first-degree relatives with a history of psychiatric or neurological disorders.

Experimental design

An event-related, trial-and-error learning task was applied (Delgado et al. 2005). Participants were informed that they were presented a card with a geometrical figure on it (triangle, pentagon, circle, square, half-moon, or cross). They were told that each figure was associated with an unknown value ranging from one to nine. Participants were asked to guess whether the figure predicted a value higher or lower than the number five and were told that each correct guess was followed by a monetary consequence (correct guess: +0.50 €; wrong guess: −0.50 €). Participants were also instructed that each figure predicted the respective value with a certain probability. Predictive probabilities were 50%, 69%, and 100%. Participants were not informed about the predictive probabilities of the figures. The whole paradigm contained 96 interleaved trials (16 trials per probability condition). Each trial started with the presentation of the probability condition-specific figure for 1.5 sec. After a 4.5-sec interstimulus interval, a question mark was presented for 2.5 sec, during which time the participants had to answer by button press. After another interstimulus interval of 4.5 sec, the correct solution followed by the indication of a reward or punishment appeared for 2.5 sec.

Participants were compensated according to their performance, although the minimum of €20 was guaranteed for volunteering.

Each trial ended with an intertrial interval lasting 3.5 sec. In addition, we introduced a temporal jitter by varying the second interstimulus interval between 4.5 and 5.5 sec (i.e., 4.5 sec plus 0–1000-msec jitter) in order to increase sensitivity.

fMRI procedure

Functional data were collected on a 3 T Siemens TIM Trio whole body system (Siemens) equipped with a 12-element, receive-only head matrix coil. Foam pads were used for positioning and immobilization of the subject’s head within the head coil. T2*-weighted images were obtained using a gradient-echo EPI sequence (TR = 2040 msec, TE = 26 msec, flip angle = 90°) with 40 contiguous transverse slices of 3.3-mm thickness covering the entire brain. Matrix size was 72 × 72 pixels with in-plane resolution of 2.67 × 2.67 mm², corresponding to a field of view of 192 mm. A series of 965 whole-brain volume sets were acquired, with the first three images of each series being discarded.

High-resolution anatomical T1-weighted volume scans (MP-RAGE) were obtained in sagittal orientation (TR = 2300 msec, TE = 3.03 msec, TI = 900 msec, flip angle = 9°, FOV = 256 mm, matrix = 256 × 256, number of sagittal slices = 192, acceleration factor [PAT] = 2, TA = 5:21 min, slice thickness = 1 mm).

Data analysis

Performance was assessed by the percentage of correct reactions in each probability condition. A repeated-measures ANOVA with probability condition (50%, 69%, 100%) as within-subject factor was performed to test for differences in performance between the three conditions. In previous work, we found short-term learning processes to be associated with exponential signal changes. Therefore, an exponential decrease in the mean response times was modeled across each probability condition. This process can be expressed as a solution to the first-order differential equation \[ R(t) = \frac{a}{t + b} \exp\left(-\frac{c}{t + d}\right) \], with \( t \) number of trials, \( a \) minimally attainable response time, \( b \) the difference between starting level and maximum performance; and \( c \) the learning rate time constant (Koch et al. 2007b). \( p \) is dimensionless and describes the rate of response time change as a function of number of trials (i.e., the smaller the time constant \( p \), the faster the response time, \( R(t) \), decrease).

The goodness-of-fit for the probability-related learning curve was investigated by \( R^2 \) corresponding to the best-fit curve derived by a nonlinear least squares approximation to the learning function.

fMRI data analysis was performed using SPM5 (http://www.fil.ion.ucl.ac.uk/spm).

Functional data were corrected for differences in acquisition time, realigned, linearly and nonlinearly normalized to the MNI reference brain, spatially smoothed with an 8-mm FWHM kernel, and high-pass filtered with a 128-sec cut-off. All data were inspected for movement artifacts and did not exceed 3-mm translation on the x-, y-, or z-axis or 3° rotation.

Brain activations were then analyzed voxel-wise to calculate statistical parametric maps of t-statistics for each condition: 50% (i.e., activation during responding to triangles and pentagons), 69% (i.e., activation during responding to circles and squares), and 100% (i.e., activation during responding to half-moons and crosses), and feedback/reward condition (i.e., activation during presentation of correct solution and indication of reward or punishment modeled by separate regressors). A fixed effect model at the single-subject level was performed to create images of parameter estimates. Individual HRFs were modeled for the different probability conditions and the feedback/reward condition, and parameter estimates entered the GLM.

Second-level analyses were based on a random-effects model. A one-way, nonsphericity-corrected, repeated-measures ANOVA with the three probability conditions as within-subject factor was performed on the second level. Here, the probability-related activation changes were analyzed in association with both linearly increasing (i.e., \( 50% < 69% < 100% \)) and linearly decreasing predictability (i.e., \( 50% > 69% > 100% \)). Another one-way, nonsphericity-corrected, repeated-measures ANOVA served for analyzing the reward-related activation that was based on only positive feedback/reward (i.e., only correct reactions). Here, both time-invariant activation (i.e., activation during presentation of positive feedback without modeling of a decrease) and the linear decrease in activation in association with positive feedback/reward were analyzed. Analysis of the linear decrease was based on the prediction error concept that assumes greater activation when reward is less likely (Knutson et al. 2005). Against the background of our preceding studies, potential learning-associated signal changes were analyzed by adding the exponential signal decrease in each probability condition as a user-specified covariate on the first level.

The probability-specific exponential decrease in activation was likewise analyzed with a one-way, nonsphericity-corrected, repeated-measures ANOVA. All analyses were based on an FDR-corrected significance level of \( P < 0.05 \).
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