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Abstract

Paper aims: This study describes a qualitative analysis methodology, proposing measurement of the degree of influence of factors acting in project management.

Originality: A multidisciplinary approach explores a path not previously addressed by methodologies commonly associated with project management.

Research method: The De Borda method was used on the results collected from a survey composed of two samples, and showed a strong correlation between them.

Main findings: The results suggest the need to adapt certain project management practices in a given environment, in order to preventively guarantee the success of a project during its execution. The Interpersonal Skills, with Tools and Methods, and Top Management Support are the most influential in project deployment of specific samples.

Implications for theory and practice: It covers part of the existing gap regarding the lack of knowledge on the intensity of the effects of active factors in project deployment. Researchers will be able to enhance said factors, understanding which factors determine, preventively, project success.
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1. Introduction

The influence of not only internal factors, but also those external to an organization, occurs in project deployment, as well as in other processes. A lack of knowledge regarding the intensity of the effects caused by factors, before effective project closeout, can be considered a problem, despite the studies addressing this issue. There are studies in the literature showing the presence of factors in the development of specific projects, as well as in portfolios (Voss, 2012; Beringer et al., 2013; Meskendahl, 2010; Kock et al., 2016; Patanakul, 2015). Not knowing the effects that certain factors can have during deployment of a project is undoubtedly a genuine problem. Factors, if not managed, can lead projects to failure, as already described by authors, such as Alagba (2014), Alias et al. (2014), Belout & Gauvreau (2004), Bessaneti & Carvalho (2015), Cooke-Davies (2002), Dvir & Lechler (2004), Hung et al. (2014), Ihuah et al. (2014), Kuo & Kuo (2010), Müller (2016), Nguyen et al. (2019), Qi et al. (2014), and Young & Poon (2013). The evidence often occurs after project deployment, regarding differences between planning and execution.

After consulting different databases, hundreds of factors causing both positive and negative effects, or problems, on project management were identified. Despite the plurality found in the literature on the theme,
one may question what could be added to the existing knowledge. Unexpectedly, no studies were found measuring the effects caused by factors on project management. Moreover, no references were found regarding the qualifications, characteristics or effects attributed to such factors.

On the other hand, there are various citations regarding the influence of factors on processes. For example, factors in the effectiveness of managing multiple projects can be cited (Patanakul & Milosevic, 2009), the influence of strategies on portfolio management and the associated success (Meskendahl, 2010; Qi et al., 2014), the influence of factors on inter-organizational supply chain relationships (Papadonikolaki et al., 2017), the influence of key factors on process management (Iamratanakul et al., 2014; Xiao et al., 2010), and the influence of stakeholders in construction projects (Nguyen et al., 2019).

Influence can be defined as the act or effect of influencing, the power exerted over people or things, interference, preponderance, or the ability to cause a result on something or someone. Therefore, the objective is to measure the degree of influence of the factors perceived by all stakeholders acting on a project through a method of qualitative analysis applied to the perceptions of selected samples.

However, for such an analysis, it is necessary to select a simple and easily applicable tool. Among the available tools are the multi-criteria decision aid (MCDA) methods. Such methods are not deterministic, they are flexible, customizable and gather information that helps in the decision-making process. They are also objective, produce immediate results and are based on robust methodological procedures (Papadonikolaki et al., 2017; Liang et al., 2016; Pan & Nguyen, 2015; Nilashi et al., 2015). The De Borda method was thus selected to support the analysis of the proposed problem.

This study is structured as follows: Conceptual basis with the related authors, methodology, with the description of the De Borda Method and Pearson’s Correlation Coefficient; results of the application of the steps defined in the previous section; discussion followed by conclusions; and, finally, references.

2. Conceptual basis

This item provides a summarized and non-exhaustive description of certain concepts necessary for development of the proposed study.

2.1. Project management

An adequate definition can be seen in Görög (2016), in which projects are the means by which organizations implement the necessary changes to achieve their goals. According to Görög (2016), the strategic role of projects is reinforced by several researchers and, due to the current turbulent environment, organizations need to manage project deployment at the organizational level.

In addition, Berssaneti & Carvalho (2015) reinforce that project management is a result-oriented style and can be applied to any type of enterprise in any sector of the economy. Projects are not only solutions to technical problems, but also a way to improve business and to implement changes. Langston & Ghanbaripour (2016) describe that project management is seen as a set of tools, standards and procedures, and one of the main challenges for academic research lies in its interdisciplinary nature, focused on practical problems, whose solutions require the combination of various disciplines.

There are other definitions that add value to project management, including the management of risks, deliveries, and schedules, in short, all the stages of effective project deployment. Briefly, for the purposes of the present study, project management is defined as a result-oriented process, in which initiatives are the means that organizations use to implement the necessary changes to achieve strategies aligned with the portfolio. In this process, an organization transforms inputs into valuable assets, which will produce wealth. Project management includes methodologies, artifacts, deadlines, scopes and the transdisciplinary integration of specialists in the development of solutions. (Müller, 2016; Görög, 2016; Langston & Ghanbaripour, 2016).

2.2. Factors

As previously described, there are studies that present different causes that influence project success. The work of Cooke-Davies (2002) can be cited as an example, demonstrating that this subject has been researched for decades. Despite the knowledge acquired, the countless organizations that have structured themselves for project management, and also the large number of existing projects, some results have shown the need for further studies deepening the knowledge in regard to factors (Müller, 2016; Alias et al., 2014).
Castro et al. (2019) present a comprehensive compilation of factors found in the literature, obtained from papers analyzed since 1994. Castro et al. (2019) define influencing factors as those that cause changes in processes, which can lead project deployment to failure or the detachment of corporate strategies. They are also known as critical success factors (CSF), attributes or necessary requirements contributing positively or negatively to the activities of organizational processes. For this study, this will be the definition adopted.

As described in Castro et al. (2019), the following steps were adopted for document selection and factor identification: a) Definition of the research theme; b) Definition of the guiding questions; c) Choice of keywords; d) Database selection; e) Criteria selection; f) Reading of the titles and abstracts; and g) Registration of the documents on Mendeley software.

A manual check was made using the Mendeley application to consolidate the results. Subsequently, through consulting the references of the selected articles, new documents were obtained in relation to the processes and methods addressed. A search on the defined databases, using driven queries, was performed. As a result, a set of 258 documents was identified. After screening, using the selection criteria, the core of the research was restricted to 68 documents.

The selected articles were analyzed in depth for influencing factors. In this step, 496 factors were initially found, which were then reduced through deeper analysis structured in steps, as per Figure 1.

The selection criteria resulted in a group of 27 influencing factors. However, 12 of these were chosen based on the number of citations (ten or more), as well as the number of years between the first and the last citation found for each factor. It is interesting to note that none of the discarded factors appear after the year 2016. So, all of them had time to be cited and no recent factor in the literature has been ruled out. Thus, it was possible to choose those with the highest incidence in recent years, mainly in project management and portfolio management.

2.3. Multicriteria methods

There has been much research on the development of scientific formulations of the decision-making process within a subjective context over the past few centuries. Llull’s work on papal election, Condorcet’s work on the decisions of jurors in court, De Borda’s work on political elections in France, Pareto’s work with conflicting criteria, and the development of the Multi-Attribute Utility Theory (MAUT), are some examples described in Costa (2017).

According to Costa (2017), from the 1960s onwards, Multi-criteria Decision Aid (MCDA) gained its own identity and terminology, with emphasis on the works of Bernard Roy and Thomas L. Saaty. Roy’s works gave rise to ELECTRE methods, and Saaty’s work gave rise to AHP and its variations. The PROMETHEE method and MACBETH were also developed. Internal variations in said methods resulted in new multi-criteria methods. In addition, there are methodologies that interact with MCDA such as Fuzzy Sets, Fuzzy Logic and Neural Networks.

Multi-criteria methods are used to assist decision-makers in choosing from alternatives. Dinmohammadi & Shafiee (2017) state that multi-criteria approaches assist decision makers in the treatment of diverse information,
involving preferences, and interconnected or contradictory criteria in uncertain environments. Such approaches should be used in a neutral, objective and transparent environment, without the intention of indicating a single solution. Given the context of this study, the multi-criteria approach is the most appropriate and the De Borda method was chosen for its simplicity and ease of application.

2.3.1. De Borda method

This method was presented in France in 1781 by Jean-Charles De Borda, being recognized in 1794 by the French Academy of Sciences and adopted in elections with numerous electors. The aim of the method is to build a ranking of alternatives, from the best to the worst (Costa, 2017). According to Silva (2015), the De Borda method is an ordinal multi-criteria evaluation method, being, in essence, the evaluation of the alternatives that best fit the defined criteria. To use this method, the elector must order the alternatives according to their preferences; the preferred alternative receives the highest score, the second alternative receives the second highest score, and so on. At the end, the points attributed by every elector to each alternative are added up, and the alternative with the highest score is chosen. During application of the method, all choices are made voluntarily, democratically and without any induction. As described in McLean (1990) and Barba-Romero & Pomerol (1997), the central idea of this method is to establish a combination of the rankings of the decision makers on a global ranking.

Studies using the De Borda method in the aerospace sector, in risk assessment and operational safety at airports (Gonçalves & Correia, 2015), in service quality assessment provided at civil aviation airport terminals (Rocha et al., 2016), and in the analysis of disruptive innovations in startups (Gavião et al., 2016) are examples that validate its applicability.

3. Methodology

The De Borda method was applied to the data obtained on a survey collecting the perceptions of specialists from two different samples. In the second step, an analysis of the sensitivity of the results to the modeling parameters was performed using Pearson’s Correlation Coefficient. More specifically, based on the works of Costa (2017), the following steps of the De Borda method were performed as described below.

A. Define the evaluators;
B. Define the elements that will be ranked by the evaluators;
C. Obtain each evaluator’s perception of each element. The evaluators can vote for more than one element, albeit limited to the maximum number (n) of allowed elements. Each evaluator votes as follows:
   i. Assign the grade \(n\) to the alternative that the evaluator considers the best option;
   ii. Assign the grade \(n-1\) to the alternative considered the second-best option;
   iii. Repeat the task until the evaluator completes \(n\) votes. These steps must be repeated with all evaluators.

To perform the assessment following the steps described above, the form was structured according to the Likert-type scale, shown in Table 1.

D. The next step is to sum the received grades for each element. The element with the highest score is considered the first option, the second highest score as the second option, and so on;
E. Obtain the final ranking of the evaluated elements, which will reflect the preference order of the elements in the evaluators’ perception, with the first position being the most accepted by all.

| Numerical | Verbal Scale of Preferences |
|-----------|-----------------------------|
| -2        | High negative influence     |
| -1        | Average negative influence  |
| 0         | No influence                |
| 1         | Average Positive Influence  |
| 2         | High positive influence     |
Descriptive statistical analysis should be used to help with a more direct and simpler visual language, when two samples are considered. In addition, subjective, regional or organizational effects are eliminated. The analysis must be developed based on the Pearson Correlation Coefficient.

F. Measure the Pearson Correlation Coefficient (the degree of correlation, as well as the positive or negative direction) between two metric scale variables.

Variables are associated statistically when they have similarities in the distribution of their scores. In Pearson’s correlation, the association occurs by measuring the variance shared between the two considered variables. The coefficient is used when the two variables under study are normally distributed. A value of 1 or -1 for the coefficient means that the correlation is perfect (positive or negative). If it is equal to zero, it means that the two variables do not depend linearly on each other, however, there may be a non-linear dependence. In this case, the result should be investigated by other methods.

The coefficient should be obtained using two steps: The first one is to set up a table with the final rankings of the two samples for the selected factors, obtained in the previous step. Measurement by ranking disregards the different sample sizes. The second step is to calculate the Pearson Correlation Coefficient between the two rankings for the factors, according to the following equation:

\[
r = \frac{1}{n-1} \sum \left( \frac{x_i - \bar{X}}{S_X} \right) \left( \frac{y_i - \bar{Y}}{S_Y} \right)
\]

Where:
- \( r \) – Pearson’s Correlation Coefficient;
- \( n \) – number of considered factors;
- \( x \) and \( y \) – variables with the factor’s position in the rankings in the two samples;
- \( S_X \) and \( S_Y \) – standard deviation for each variable;
- \( \bar{X} \) and \( \bar{Y} \) – arithmetic mean of each sample position.

G. Define axes and areas of influence

The scales of the abscissa and ordinate axes must follow the model shown in Figure 2. For construction of the graph, with the positions of the factors’ influence, two samples are necessary, where “n” is the largest sum of the scores attributed to the factors in sample 1. This sum will signal the scale limit on the abscissa axis. Likewise, “m” is the largest sum of sample 2 and will signal the scale limit on the ordinate axis.

Each axis should be divided into three parts, defining areas of low, medium and high influence, as shown in Figure 2.
H. Measure the degree of influence

The measurement should be obtained using four steps. The first is to obtain the position \((x, y)\) in the table of final rankings, according to step F, using sample 1 on the abscissa axis and sample 2 on the ordinate axis. The position of each factor defines its influence. The second is to calculate the arithmetic means between the positions in the two samples for each factor. The third is to calculate the final ranking, assigning a value of 1 to the most influential factor with the lowest arithmetic mean, 2 for the second lowest arithmetic mean and so on until the last value. The last step is, based on the ordering of the previous step, determining the diameter of each factor, using a bubble graph, whereby the bubble diameter will be the inverse of the final order, that is, the first factor of the order (number 1 being the greatest influence) receives a diameter equal to the number of factors considered. The second receives a diameter equal to the previous one subtracted from 1, and so on until the last factor. The bubble diameter defines the degree of influence of the factor on the process.

4. Modeling results

This section presents the results of the application of the steps defined in the previous section, which resulted in the ranking of the influence of factors on project management.

A. Define the evaluators

In order to minimize the environmental, regional, organizational and subjective aspects and to evaluate response behavior, the survey covered two samples. The first sample, named Market, was generic and represented the external project environment. The second, named Z, on the other hand, was specific and represented the company environment where the project is inserted.

B. Define the elements that will be ranked by the evaluators

The twelve most cited factors in the bibliographic survey are presented in Table 2 and are the elements taken for evaluation by the samples.

Table 2 shows that 9 factors had their first citations in the literature prior to 2004, while the others are prior to 2010. On the other hand, 11 factors were cited in documents from 2016, indicating that their influence is current in organizational processes. Thus, it is evident that the choice of factors for analysis is consistent with those most cited in the literature.

As already described, the factors applied in the proposed method were obtained through a previous bibliographic study and should be considered as examples only. However, other factors may be identified according to the requirements of a specific project.

C. Obtain each evaluator's perception of each element

The value judgments issued by the evaluators were collected with the support of an online form available on the Survey Monkey application (http://www.surveymonkey.com). The form link was sent to specialists who made up the two samples. At the end of the survey, a total of 56 valid questionnaires were obtained for the Market sample and 120 for the Z sample.

Table 3 shows, as an example, the Market sample evaluators' responses in a question on the form, according to the scale presented in Table 1. Each factor was graded from \([-2]\) to \([+2]\), considering the influence on project management.

| Factor | Name                  | Number of Citations | Year of citation |
|--------|-----------------------|---------------------|------------------|
|        |                       |                     | First citation   | Last citation   |
| F1     | Top Management Support| 16                  | 2004             | 2016            |
| F2     | Risks                 | 14                  | 2000             | 2016            |
| F3     | Business Alignment    | 12                  | 2000             | 2016            |
| F4     | Roles and Responsibilities| 14              | 2003             | 2016            |
| F5     | Stakeholder Pressures | 12                  | 2004             | 2016            |
| F6     | Changes               | 14                  | 2003             | 2015            |
| F7     | Tools and Methods     | 12                  | 2003             | 2016            |
| F8     | Interdependencies     | 12                  | 2000             | 2016            |
| F9     | Information Technology| 10                  | 2010             | 2016            |
| F10    | Interpersonal Skills  | 11                  | 2010             | 2016            |
| F11    | Organisational culture| 10                 | 2009             | 2016            |
| F12    | Resource Sharing      | 11                  | 2000             | 2016            |

Table 2. Most cited factors.

Adapted from Castro et al. (2019).
D. Sum the received grades for each element

Table 4 shows the sum of the grades attributed to the 12 factors in the two samples, in the second and fourth columns. Each evaluator scored the 12 factors within the scale shown in Table 1.

E. Obtain the final ranking of the evaluated elements

Table 4 presents the final ranking of the grades attributed to the 12 factors in the two samples, in the third and fifth columns. With the values ranked using the De Borda method, it was possible to compare the two samples using Graph 1.

F. Measure the Pearson Correlation Coefficient

The first step is to prepare a table with the final rankings of the two samples. As already described, the scores obtained in the two samples using the De Borda method were presented in Table 4. The second one is to calculate Pearson’s Correlation Coefficient. Apply Equation 1 with the third and fifth columns of Table 4 to obtain Pearson’s Correlation Coefficient ($r$).

$$ r = 0.916084 $$
The result indicated a strong correlation between the perceptions of the samples. As the proposed method is not specific to an organization, there was a strong possibility that the results would not be correlated, since the samples are independent and have different profiles. However, this was not the case.

G. Define axes and areas of influence

The scales were obtained according to Figure 2, based on the highest and lowest scores obtained in the samples. For the Market sample, the scores were between zero and 71. The chosen limits were zero and 90, to facilitate graphical representation. In Z sample, the extremes were -116 and 144. The chosen limits were -150 and 200. The axes were divided into three parts to define the areas.

H. Measure the degree of influence

The first step is to obtain the position \((x, y)\) in the table with the final rankings. The third column in Table 4 is associated with the abscissa \(x\) axis and the fifth column with the ordinate \(y\) axis. For each factor, a pair \((x, y)\) was formed, which should be plotted graphically. Then, the second step is calculating arithmetic means between the positions of samples for each factor. Table 5 presents, in the sixth column, the arithmetic means, considering the third and the fifth columns.

The third step is to calculate the final ranking. For this, ranking 1 was assigned to the factor of greatest influence with the lowest arithmetic mean, 2 to the second lowest mean and so on until the last mean. Table 5 shows the final ranking in the last column. For example, the F10 factor (Interpersonal Skills) had the lowest arithmetic mean and was number 1 in the ranking.

The last step is determining the degree of influence of each factor. The influence of a factor is the inverse of the final order obtained in Table 5, that is, factor number 1 of the order receives a diameter equal to 12, which is the number of factors considered. The last column of Table 6 summarizes all the steps to determine the degree of influence of selected factors on project management, according to the respondents.

With the determination of the degree of influence of each factor, it is possible to complete the bubble graph. Graph 2 shows the distribution of the influence of the factors considered in this study on project management, according to the samples.
5. Discussion

The evaluations presented in Graph 1 signal the evaluators’ perceptions in the two samples. If only one of them were taken as the most true, one could fall into an error of assessment. Aspects that the answers do not reveal, such as the moment of the survey or the characteristics of the sample, are not only random, but also personal and cannot be considered. Such characteristics add variations that hinder a clear and definitive analysis. This can be observed, for example, in factors Interdependencies (F8), Organizational Culture (F11) and Resource Sharing (F12), in which, for the Market sample, the influence was more evident in positive evaluations, in contrast to the Z sample.

It is possible to see in Graph 1 which factors are the most influential per sample, albeit without considering the absolute values of the scores, since the sample totals are different. It is observed that the orders have reasonable differences when comparing one sample with another. The influences of the organizational characteristics and the environment where the organization is inserted affect the final ranking, with the appearance of subjective aspects. This fact can be observed in factors Stakeholder Pressures (F5) and Changes (F6) in the Z sample, which are very negative when compared to the Market sample.

Likewise, in Graph 1, which shows the final score with the application of the De Borda method, there are also difficulties in the best ordering to be adopted, although the results between the two samples were close. This can be demonstrated from the sixth position obtained in the final ranking - Information Technology (F9). From this factor onwards, the sequence of positions is almost identical between the two samples. However, for
the first positions, the results are different. To choose the factor of greatest influence for the development of enhancing actions, for example, one should consider not only one factor, but all of the highest scores.

On the other hand, it can be seen in Graph 2 that factors Interpersonal Skills (F10), Tools and Methods (F7), Top Management Support (F1), Roles and Responsibilities (F4), Business Alignment (F3), and Information Technology (F9) are in the high influence region. It is important to note that factor Stakeholder Pressures (F5) is also found in the high influence region, but with a negative value. The same fact occurred with factor Changes (F6), located in the medium influence region. Müller (2016) points out that changes in policies and priorities act as external environmental factors that affect success in project management. Such factors are perceived primarily in stakeholder and change management.

By combining the Likert-type scale for evaluations, with the De Borda method and Pearson’s Correlation Coefficient, the proposed method not only eliminates the characteristics of the samples, but also orders, transparently, the factors of greatest influence.

As a result of the proposed method, the Interpersonal Skills of the teams (F10), with appropriate and integrated Tools and Methods (F7), associated with Top Management Support (F1) are the most influential in project deployment of specific samples. The project manager must preventively act on said factors to ensure project success. The Business Alignment (F3) of all teams involved with the project, with defined Roles and Responsibilities (F4) and the support of Information Technology hardware and software (F9) complement the list. In summary, the factor positions in Graph 2, with the ranking obtained, highlights this fact.

Although certain factors are highlighted as the most influential, the proposed method does not define how each of them should be treated. The project manager and the project management office should ascertain how they will be controlled, as there are no specific project management practices to deal with any given influencing factor. Thus, some actions must be considered in order to enhance the main factors identified, some of which are described below in Table 7.

In the example used in the method presentation, factors such as changes and stakeholder pressures can be addressed in existing project management practices. The same cannot be said about resource sharing, for example. Thus, although the method is generic for any situation, the factors are not, and should be chosen according to the environment in which the projects are inserted, and the existence of practices that control them.

How might the results help a project manager involved in project deployment? First, it is necessary to understand what this study proposes, that is, to measure the degree of influence of factors acting in project deployment.

### Table 7. Proposed actions.

| Influencing Factors       | Proposed Actions                                                                                                                                 |
|---------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------|
| F10 Interpersonal Skills  | . Definition of personal characteristics and selection of professionals with such characteristics for the development of tasks that add value or execution in the organization key-positions;  
|                           | . Promotion of cooperation, organizational involvement and trust through example and proactive attitudes.                                           |
| F7 Tools and Methods      | . Development of systems to integrate different organizational areas, but in line with business objectives;  
|                           | . Development of new ideas that facilitate work and increase productivity with motivation and dedication;  
|                           | . Standardization of work tools, allowing functional mobility;  
|                           | . Implementation of forums for sharing ideas, stimulating the dissemination of new working methods in organizational processes.                     |
| F1 Top Management Support | . Support and recognition of project managers and functional managers authority;  
|                           | . Development of suitable organizational structures for different processes, enabling the formation and fusion of hybrid structures;  
|                           | . Stimulating communication and employee participation;  
|                           | . Development of a management model that facilitates the decision-making process.                                                                   |
| F3 Business Alignment     | . Promotion of organizational structures suitable to business strategies;  
|                           | . Recognition of all parts of the organization as vital to achieving results;  
|                           | . Clear communication of the vision, mission, strategic objectives and organizational goals;  
|                           | . Promotion of the monitoring and control of strategic objectives connected to the results.                                                        |
| F4 Roles and Responsibilities | . Clear definition of the roles and attributions of the entire management structure;  
|                           | . Simplification of the organizational structure to the minimum necessary for the management model operation;  
|                           | . Promotion of connected, distinct and independent structures.                                                                                  |
| F9 Information Technology | . Application of technological solutions that promote the integration, storage, access, security and updating of information;  
|                           | . Communication of technologies available to the entire organization, promoting the standardization of systems and softwares;  
|                           | . Training of teams and managers in the available technologies.                                                                                  |
management. The presented method helps to answer “how” to measure this, considering representative samples. How are stakeholders involved in this question? If the stakeholders are represented in the sample, influencing factors will then be very close to corporate expectations. For example, a civil engineering projects company has a very different structure to one with industrial facilities and this will be reflected in the choice of factors. However, the proposed method can be used to identify influencing factors in any enterprise. As such, the method must be known in advance, through samples of representative stakeholders. The survey in the present study did not have the bias of a specific company, but signalled the consistency of results, even with a generic sample of specialists.

According to Dvir & Lechler (2004), even with the link between the project portfolio and corporate strategies, reality presents a variety of unforeseen events, both within and outside organizations. Despite the extensive literature addressing factors in the processes, particularly project management, no studies have been found that associate the influence of factors with the qualifications, characteristics, or quantifiable effects attributed to them.

There are examples in the literature of the influence of factors on effectiveness in portfolios composed of multiple projects with limited resources (Patanakul & Milosevic, 2009), in portfolio strategies and their associated success (Meskendahl, 2010; Qi et al., 2014), in inter-organizational relationships in supply chains (Papadonikolaki et al., 2017), and in process management with key success factors (Xiao et al., 2010). Despite the high incidence of articles on the influence of factors, no article has provided a clear definition of this, which highlights a gap in the literature that this study aims to fill.

The plurality of the samples reinforces the obtained result, without showing a trend, such as the influence of a type of market. This, however, cannot be verified with factors F5 (Stakeholder Pressures) and F6 (Changes), where the perception brought by the Z sample was very striking, due to the political and economic environment experienced in recent years in the organization in which the sample was inserted. Even so, the two samples signaled the negative influence of these two factors, which should also demand organizational attention. It can be inferred that the more multidisciplinary the sample, the better the measurement of the real perception of the most influential factors. This fact can be observed in the characteristics of the samples presented below.

Sample 1, denominated “Market”, was consisted of professionals from different segments, with high levels of professional experience and education, with participants from 15 countries. Forms were sent to the participants via 20 communities on LinkedIn. Among the market segments surveyed, Information Technology (IT), Project Management Office (PMO), and Transport and Construction, represented 42% of the total. In the sample, 60% of the professionals had more than 20 years’ experience, 60% had a Master’s degree, 22% had a Post-Graduate qualification and 8% had a Doctorate, reflecting very high levels of education and experience.

Sample 2, denominated “Z”, was composed of participants from a Brazilian Oil & Gas company. This segment was excluded from the previous sample so as not to interfere with the results. In this sample 44% of the total had over 20 years’ professional experience and 30% over 30 years. The academic profile was composed of 40% with a Post-Graduate qualification, 29% were Graduates and 26% had a Master’s degree. The sum of Post-Graduate qualifications, Master’s and Doctorates was 68%, also representing a high level of academic education.

6. Conclusions

The proposed method is a multidisciplinary approach that explores a path not previously addressed by methodologies commonly associated with project management, and combines descriptive statistical analysis with multicriteria model.

The combination of the De Borda method with Pearson’s Correlation Coefficient enabled:

i. A study with distinct and independent samples. This step was essential to eliminate the effect of the sectoral perception of the samples. Despite different results in the evaluations, Pearson’s Correlation Coefficient showed a strong correlation, signaling a coherent final ranking;

ii. Measurement of the degree of influence of each factor, according to the environment in which the project is deployed, based on the perception of different, independent samples formed by participants with proven professional and academic experience. This point is highly relevant, as it covers part of the gap identified in the bibliographic research, regarding the lack of knowledge on the intensity of the effects of active factors in project deployment;

iii. Application of the De Borda method with Pearson’s Correlation Coefficient as a simple, practical and neutral method to measure the degree of influence of factors present in project management, with conclusive results;
iv. Knowledge of the need to adapt project management practices in a given environment, considering the influencing factors, in order to preventively guarantee the success of a project during its execution;

v. Understanding of which influencing factors determine project success;

vi. The application of the De Borda method on chosen factors enabled the ordering and measurement of the influence of each factor, with emphasis on Interpersonal Skills, Tools and Methods, Top Management Support, Business Alignment, Roles and Responsibilities, and Information Technology, in the experts’ perception in the two samples.

As a contribution to future research, new studies may be developed, testing other multi-criteria methods for analyzing influence. Such methods can verify if there are changes in the ranking of factors, and if the factors chosen by one method change with another method used.

Another point that must be addressed is the assessment of different factors from those addressed in this study. As previously described, the factors used were the result of extensive bibliographic research. However, it is not rigid and should not be considered as definitive. For each project, the boundary conditions must be defined and a new set of factors may be verified.

The results obtained in this study may vary in intensity and in obtained order, due to the time dynamics and the chosen population. Nevertheless, replication of the method remains valid for other publics and situations.

As this study is based on results obtained in samples, the aspects of temporariness and composition of the evaluators should not be overlooked, as was reported in sample Z. To minimize this, the use of two samples is recommended.
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