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Abstract

Despite the availability of many Markov Random Field (MRF) optimization algorithms, their widespread usage is currently limited due to imperfect MRF modelling arising from hand-crafted model parameters. In addition to differentiability, the two main aspects that enable learning these model parameters are the forward and backward propagation time of the MRF optimization algorithm and its parallelization capabilities. In this work, we introduce two fast and differentiable message passing algorithms, namely, Iterative Semi-Global Matching Revised (ISGMR) and Parallel Tree-Reweighted Message Passing (TRWP) which are greatly sped up on GPU by exploiting massive parallelism. Specifically, ISGMR is an iterative and revised version of the standard SGM for general second-order MRFs with improved optimization effectiveness, whereas TRWP is a highly parallelizable version of Sequential TRW (TRWS) for faster optimization. Our experiments on standard stereo benchmarks demonstrate that ISGMR achieves much lower energies than SGM and TRWP is two orders of magnitude faster than TRWS without losing effectiveness in optimization. Furthermore, our CUDA implementations are at least 7 and 650 times faster than PyTorch GPU implementations in the forward and backward propagation, respectively, enabling efficient end-to-end learning with message passing.

1. Introduction

Optimization of Markov Random Field (MRF) is a well-studied problem for decades with a significant impact on many computer vision applications including stereo vision. Despite the availability of many MRF optimization algorithms, their widespread usage is currently limited due to imperfect MRF modelling arising from hand-crafted model parameters. To this end, enabling efficient end-to-end learning through MRF optimization is essential for improving its modelling and in turn the effectiveness for underlying tasks.

Even though end-to-end learning with MRF has been employed successfully in certain cases, the considered algorithms are suboptimal in terms of the optimization capability\cite{25,33}. Specifically, the choice of an MRF algorithm for learning is mainly driven by the forward and backward propagation time of the algorithm and its parallelization capabilities rather than the quality of the optimization.

In this work, we consider message passing algorithms due to their generality and differentiability and provide efficient CUDA implementations of their forward and backward propagation by exploiting massive parallelism. In particular, we revise the popular Semi-Global Matching (SGM) method\cite{14} and derive an iterative version noting its relation to traditional message passing algorithms\cite{9}. In addition, we introduce a highly parallelizable version of the state-of-the-art Sequential Tree-Reweighted Message Passing (TRWS) algorithm\cite{16}, which is more efficient than TRWS and has similar minimum energies. For both of these methods, we derive efficient backpropagation by unrolling their message updates and cost aggregation and discuss massively parallel CUDA implementations which enable their feasibility in end-to-end learning.

Our experiments on standard stereo benchmarks demonstrate that our Iterative and Revised SGM method (ISGMR) obtains much lower energies compared to standard SGM and our Parallel TRW method (TRWP) is two orders of magnitude faster than TRWS while obtaining virtually the same minimum energies. Furthermore, we empirically evaluate various implementations of the forward and backward propagation of these algorithms and demonstrate that our CUDA implementation is the fastest yielding at least 650 times speedup in backpropagation compared to PyTorch GPU version. Our code will be released upon publication.

The contributions of this paper can be summarised as:

1. We introduce two message passing algorithms, ISGMR and TRWP, where ISGMR has higher optimization effectiveness than SGM in both single and multiple iterations and TRWP is much faster than TRWS.
2. These message passing algorithms are massively parallelized on GPU and can support any pairwise potentials.
3. The differentiability of these algorithms for end-to-end learning is presented with gradient derivations. Our CUDA implementation of the backpropagation is at least 650 times faster than PyTorch GPU version.
2. Related Work

In MRF optimization for stereo, estimating disparities can be regarded as minimizing a particular energy function with given model parameters. Even if the minimum energy is obtained, highly accurate disparities cannot be guaranteed since model parameters of these MRFs are usually handcrafted and imperfect. To tackle this problem, learning based methods were proposed, however, most of these methods greatly rely on finetuning the network architecture or adding learnable parameters to increase its fitting ability with ground truth. This may not be effective and usually requires high GPU memory.

Nevertheless, considering the highly effective MRF optimization algorithms for stereo vision, the field of exploiting their optimization capability with end-to-end learning to alleviate each other’s drawbacks is rarely explored. Few works present this capability for certain cases such as CRF-RNN in semantic segmentation [33] and SGMNet in stereo vision [25] with less effective MRF algorithms. To this end, it is important to explore the use of highly effective MRF algorithms for end-to-end learning.

MRF Optimization Algorithms. Determining an effective MRF optimization algorithm for learning needs a thorough study of the possibility of their differentiability and time efficiency. In the two main categories of MRF optimization algorithms, namely, move-making algorithms (known as graph cuts) [1, 2, 5, 6, 11, 29] and message passing algorithms [14, 15, 16, 20, 21, 31], the state-of-the-art methods are α-expansion [5] and Sequential Tree-Reweighted Message Passing (TRWS) [16], respectively. The move-making algorithms, however, cannot easily be used for end-to-end learning as they are not differentiable and usually limited to certain types of energy functions.

In contrast, message passing algorithms have a better adaption to any energy functions and can be differentiable and fast if well designed. Some works in probabilistic graphical models indeed demonstrate the learning ability of the family of TRW algorithms in sum-product and max-product forms [15, 31]. Although Semi-Global Matching (SGM) method [14] is not in the benchmark, it was proved to have a high running efficiency due to the fast one-dimensional dynamic programming that is independent in each scanline and scanning direction.

End-to-End Learning. Sum-product TRW [8, 27, 28] and mean-field [33] were used for end-to-end learning for semantic segmentation, which presented their highly effective learning ability. Meanwhile, for stereo vision, several SGM based methods have been proposed for end-to-end learning in CNNs, such as SGMNet [25] and GANet [32]. Most recently, GANet [32] utilized a modified SGM with a combination of MAP and marginalization forms. These works further indicate the high efficiency of selected MRF optimization algorithms for end-to-end learning.

Our work is based on the aforementioned two differentiable message passing algorithms, SGM and TRWS, but we improve their optimization effectiveness and time efficiency for fast end-to-end learning. In particular, we revise the standard SGM and make it iterative for improvement of its optimization capability, which we denote as ISGMR. Meanwhile, TRWP is a massively parallelizable version of TRWS, which greatly increases the running speed without losing the optimization effectiveness.

Below, we provide forward and backward propagation of ISGMR and TRWP, fast implementation and experiments demonstrating improved optimization effectiveness and time efficiency. Additional details and experiments are given in the Appendix.

3. Message Passing Algorithms

We first briefly review the typical form of an MRF energy function used for stereo and discuss two highly parallelizable message passing approaches. Such a parallelization capability is essential for fast implementation on GPU and enables relatively straightforward integration to existing deep learning models.

3.1. MRF Energy Function

Let \( X_i \) be a random variable taking label \( x_i \in \mathcal{L} \). A second-order MRF energy function defined over a set of such random variables, parametrized by \( \Theta = \{ \theta_i, \theta_{i,j} \} \) can be represented by

\[
E(x; \Theta) = \sum_{i \in \mathcal{V}} \theta_i(x_i) + \sum_{(i,j) \in \mathcal{E}} \theta_{i,j}(x_i, x_j),
\]

where \( \theta_i \) and \( \theta_{i,j} \) denote the unary potentials and pairwise potentials respectively. Here, \( \mathcal{V} \) is the set of vertices (e.g., corresponding to pixels or superpixels in the image), and \( \mathcal{E} \) is the set of edges in the MRF (e.g., encoding the 4-connected or 8-connected grid over the image pixels).

3.2. Iterative Semi-Global Matching Revised

Now we briefly introduce standard SGM which supports only a single iteration. Then, by noting its connection to message passing, we modify its message update equation of SGM and introduce an iterative version. Figure 1 shows an example of SGM with four directions on a grid MRF.

3.2.1 Revised Semi-Global Matching

We cast the popular SGM algorithm [14] as an optimization method for a particular MRF and discuss its relation to...
message passing as noted in [9]. In SGM, pairwise potentials are simplified for all edges \((i, j) \in E\) as

\[
\theta_{i,j}(\lambda, \mu) = \theta_{i,j}(|\lambda - \mu|) = \begin{cases} 
0 & \text{if } \lambda = \mu, \\
P_1 & \text{if } |\lambda - \mu| = 1, \\
P_2 & \text{if } |\lambda - \mu| \geq 2,
\end{cases}
\tag{2}
\]

where \(0 < P_1 \leq P_2\). The idea of SGM relies on cost aggregation in multiple directions (each direction has multiple one-dimensional scanlines) using dynamic programming. The main observation made by [9] is that, in SGM the unary potentials are over-counted \(|R| - 1\) times (where \(R\) denotes the set of directions) compared to the standard message passing and this over-counting corrected SGM is shown to perform slightly better in [10]. Noting this analogy, we use symbol \(m^r_{i,\lambda}\) to denote the message at node \(i\), label \(\lambda\) in direction \(r\) (i.e., message from the previous node of \(i\) in direction \(r\), denoted as \(i - r\), to \(i\) at label \(\lambda\)). Now, the revised SGM update can be written as

\[
m^r_{i,\lambda} = \min_{\mu \in L} \left( \theta_{i-r,\mu} + m^r_{i-r,\mu} + \theta_{i-r,i}(\mu, \lambda) \right) .
\tag{3}
\]

Due to the permanently increasing values of messages along the scanning direction [14], message \(m^r_{i,\lambda}\) can be reparametrized as

\[
m^r_{i,\lambda} = m^r_{i,\lambda} - \min_{\mu \in L} m^r_{i,\mu} ,
\tag{4}
\]

which does not alter the minimum energy. Then, the final cost at a particular node \(i\) is the sum of messages over all the directions plus the unary term, i.e.,

\[
c_{i,\lambda} = \theta_{i,\lambda} + \sum_{r \in R} m^r_{i,\lambda} , \quad \forall i \in V, \forall \lambda \in L .
\tag{5}
\]

The final labelling is then obtained by

\[
x^*_i = \arg \min_{\lambda \in L} c_{i,\lambda} , \quad \forall i \in V .
\tag{6}
\]

Note that, the message update in the revised SGM Eq. [4] is performed in parallel for all scanlines for all directions. This massive parallelization makes it suitable for real-time applications [13] and end-to-end learning for stereo [25].

### 3.2.2 Iteration of the Revised Semi-Global Matching

In spite of the revision for the over-counting problem, the 3-penalty pairwise potential in Eq. (2) is insufficient to obtain dominant penalties under a large range of disparities in different camera settings. To this end, we consider more general pairwise potentials \(\theta_{i,j}(\lambda, \mu)\) and introduce an iterative version of the revised SGM. The message update for the iterative version can be written as

\[
\hat{m}^r_{i,\lambda} = \min_{\mu \in L} \left( \theta_{i-r,\mu} + \hat{m}^r_{i-r,\mu} + \sum_{d \in R \setminus \{r\}} m^d_{i-r,\mu} \right) + \theta_{i-r,i}(\mu, \lambda) ,
\tag{7}
\]

where \(r^-\) denotes the opposite direction of \(r\) and \(\hat{m}^r_{i-r,\mu}\) denotes the updated message in an iteration while \(m^r_{i-r,\mu}\) is updated in the previous iteration. The exclusion of the messages from direction \(r^-\) is important to make sure that the update is analogous to the standard message passing and the same energy function is minimized at each iteration. Thus a simple combination of several standard SGM does not satisfy this rule and performed worse in our experiments than that reported in Table [1] and tables in Appendix E.1. Usually, \(m^r\) for all \(r \in R\) are initialized to 0, therefore for a single iteration, this exclusion of \(r^-\) from \(R\) is redundant but not for multiple iterations. Even in this case, the messages can be reparametrized by Eq. (4).

In each iteration, after \(\hat{m}^r_{i,\lambda}\) is updated for all \(r \in R\), it will be updated for the next iteration by

\[
m^r_{i,\lambda} = \hat{m}^r_{i,\lambda} , \quad \forall i \in V, \forall \lambda \in L, \forall r \in R .
\tag{8}
\]

After multiple iterations, the final cost for node \(i \in V\) is calculated by Eq. [5], and the final labelling is calculated in the same manner as Eq. [6]. We denote this iterative and revised SGM as ISGMR, summarized in Algorithm [1].

### 3.3 Parallel Tree-Reweighted Message Passing

On the other hand, TRWS [16] is a state-of-the-art message passing algorithm that optimizes the Linear Programming (LP) relaxation of a general pairwise MRF energy given in Eq. [1]. The main idea of the family of TRW algorithms [30] is to decompose the underlying graph \(G = (V, E)\) of the MRF with parameters \(\Theta\) into a combination of trees where the sum of parameters of all the trees is equal to that of the MRF, i.e., \(\sum_{T \in T} \Theta_T = \Theta\). Then, at each iteration message passing is performed in each of these trees independently, followed by an averaging operation. Even though any combinations of trees would theoretically result in the same final labelling, the best performance is achieved by choosing a monotonic chain decomposition and a sequential message passing update rule, known as TRWS. We refer the interested reader to [16] for more details.

Since we intend to enable fast message passing by exploiting parallelism, our idea is to choose a tree decomposition that can be massively parallelized, denoted as TRWP. In the literature, edge-based or tree-based parallel TRW algorithms have been considered, namely, TRWE and TRWT.
in the probability space (specifically sum-product message passing) rather than for minimizing the energy [30]. Optimizing in the probability domain involves exponential calculations which are prone to numerical instability, and the sum-product version requires $O(|R| \times |V|)$ times more memory compared to the min-sum message passing in backpropagation. More details are in Appendix D.

Correspondingly, our TRWP directly minimizes the energy in the min-sum message passing fashion similar to TRWS, and thus, its update can be written as

$$m_{r,i} = \min_{\mu \in \mathbb{L}} \left( \rho_{r,i} \mu_{r,i} + \sum_{d \in \mathbb{R}} m_{d,i} \right) - m_{r-i} + \theta_{r-i}(\mu, \lambda).$$

Here the coefficient $\rho_{r,i} \rho_{r,i} = \gamma_{r,i} \gamma_{r,i}$, where $\gamma_{r,i}$ and $\gamma_{r,i}$ are the number of trees containing the edge $(i, r, i)$ and the node $i-r$ respectively in the considered tree decomposition. For loopy belief propagation, since there is no tree decomposition, $\rho_{r,i} = 1$. For a 4-connected graph decomposed into all horizontal and vertical one-dimensional trees, we have $\rho_{r,i} = 0.5$ for all edges.

Note that, similar to ISGMR, we use the scanline to denote a tree. The above update can be performed in parallel for all scanlines in a single direction, however, the message updates over a scanline are sequential. The same reparametrization Eq. (4) is applied. The algorithm is summarized in Algorithm 2.

While TRWP cannot guarantee the non-decreasing monotonicity of the lower bound of energy, it dramatically improves the forward propagation speed and yields virtually similar minimum energies as that of TRWS.

### 3.4. Relation between ISGMR and TRWP

Both ISGMR and TRWP utilize messages from neighboring nodes in recursive and iterative message updates via dynamic programming. Comparison of Eq. (7) and Eq. (9) indicates the introduction of the coefficients $\{\rho_{r,i}\}$. This is due to the tree decomposition, which is analogous to the difference between loopy belief propagation and TRW algorithms. The most important difference, however, is the way of message updates in iterations. Specifically, within an iteration, ISGMR can be parallelized over directions since the most updated messages $m^*$ are used only for the current scanning direction $r$ and previous messages are used for the other directions (refer Eq. (7)). In contrast, aggregated messages in TRWP are up-to-date in directions. This direction-by-direction update largely contributes to the improved effectiveness of TRWP over ISGMR.

### 3.5. Fast Implementation by Tree Parallelization

Independent trees make the parallelization possible. For ISGMR, a further parallelization over directions could be achieved. We implemented on CPU and GPU, where for the C++ multi-thread versions (CPU), 8 threads on Open Multi-Processing (OpenMP) [7] are utilized while for the CUDA versions (GPU), 512 threads per block are utilized.
4. Differentiability of Message Passing

Effective and differentiable MRF optimization algorithms can greatly improve the performance of end-to-end learning. Typical works such as CRFasRNN for semantic segmentation [23] and SGMNet for stereo vision [25], use mean-field and SGM, respectively which are inferior in the optimization capability compared to ISGMR and TRWP.

Therefore, in order to use ISGMR and TRWP for end-to-end learning, differentiability of these two algorithms is required and essential. Below, we describe the gradient update equations for the learnable MRF model parameters and detailed derivations are given in Appendix C. The backpropagation pseudocodes are provided in Algorithms [24][4].

Since ISGMR and TRWP utilize min-sum message passing, no exponent and logarithm are required. Only indices in message minimization and reparametrization are stored in two unsigned 8-bit integer tensors, denoted as \( \{q^r_{k,i}:\lambda\}\) and \( \{q^r_{k,i}\}\) with indices of direction \( r \), iteration \( k \), node \( i \), and label \( \lambda \). This makes the backpropagation time less than 50% of the forward propagation time. Figure 2 illustrates that the gradient updates in backpropagation are performed along the edges that have the minimum messages in the forward direction. Below, we denote the gradient of a variable \( * \) with regard to the loss \( L \) in learning as \( \nabla = dL/dw \).

For ISGMR at \( k \)th iteration, gradients of model parameters in Eq. (7), \( \nabla \theta_{i:;\lambda} \) and \( \nabla \theta_{i,\lambda} \), are

\[
\nabla \theta_{i:;\lambda} = \nabla c_{i:;\lambda} + \sum_{\mu = 1}^{d} \sum_{\lambda = 1}^{L} \left( \nabla m^r_{i,\lambda} \mid v = p^r_{k,i,\lambda} \right) + \sum_{d \in \mathcal{R} \setminus \{r, r^-\}} \nabla m^d_{i,\lambda} \mid v = p^d_{k,i,\lambda}.
\]

\[
\nabla \theta_{i,\lambda} = \nabla m^r_{i,\lambda} \mid v = p^r_{k,i,\lambda}.
\]

Importantly, within an iteration in ISGMR, gradients of messages \( \nabla m^r \) are updated but do not affect \( \nabla m^r \) until the backpropagation along all directions is executed, see line 18 in Algorithm 3. This is because within an iteration of the forward propagation independently updated messages \( \nabla m^r \) in \( r \) will not affect messages \( \nabla m^d \), \( \forall d \in \mathcal{R} \setminus \{r, r^-\} \), until the next iteration, see line 12 in Algorithm 3.

Different from ISGMR, for TRWP, gradients of messages from a direction will affect messages from other directions since, within an iteration in the forward propagation, message updates are direction-by-direction. For TRWP at \( k \)th iteration, \( \nabla \theta_{i:;\lambda} \) related to Eq. (5) is

\[
\nabla \theta_{i:;\lambda} = \nabla c_{i:;\lambda} + \sum_{\mu = 1}^{d} \sum_{\lambda = 1}^{L} \left( -\nabla m^r_{i,\lambda} \mid v = p^r_{k,i,\lambda} \right) + \sum_{d \in \mathcal{R}} \rho_{i+r,i+r+d} \nabla m^d_{i+r+i+d} \mid v = p^d_{k,i+r+i+d} \mid \lambda = p^r_{k,i+r+d}.
\]
Algorithm 4: Backpropagation of TRWP

Input: Partial energy parameters \( \{ \theta_{i,j} \} \), gradients of
final costs \( \nabla c = \{ \nabla c_{i,j} \} \), tree decomposition
coefficients \( \{ \rho_{i,j} \} \), set of nodes \( V \), edges \( E \),
directions \( R \), indices \( \{ p_{k,\cdot,\cdot} \}, \{ q_{k,\cdot} \} \),
momentum maximum iteration \( K \).

Output: Gradients \( \{ \nabla \theta_{i,j}, \nabla \theta_{i,j}^{\prime \prime}, \cdot \} \).

1. \( \nabla m^r \leftarrow \nabla \Theta \cdot de, \Theta \leftarrow 0 \) \( \triangleright \) back Eq. (5)
2. for iteration \( k \in \{ K, \ldots, 1 \} \) do \( \triangleright \) sequential
3. for direction \( r \in R \) do \( \triangleright \) parallel
4. forall scanlines \( t \) in direction \( r \) do \( \triangleright \) parallel
5. for node \( i \) in scanline \( t \) do \( \triangleright \) parallel
6. \( \lambda^* \leftarrow q_{k,i}^* \in \mathcal{L} \) \( \triangleright \) extract index
7. \( \nabla m^r_{i,\lambda^*} = -\sum_{\lambda \in \mathcal{L}} \nabla m^r_{i,\lambda} \) \( \triangleright \) back Eq. (4)
8. for label \( \lambda \in \mathcal{L} \) do \( \triangleright \) sequential
9. \( \mu^* \leftarrow p_{k,i,\lambda} \in \mathcal{L} \) \( \triangleright \) extract index
10. \( \nabla \theta_{i,r}^{\prime \prime \prime \prime} + = \rho_{i,r} \nabla m^r_{i,\lambda} \) \( \triangleright \) back Eq. (4)
11. \( \nabla m^d_{i,r} + = \rho_{i-r} \nabla m^r_{i,\lambda} \), \( \forall d \in R \)
12. \( \nabla m^d_{i,r} = = \nabla m^r_{i,\lambda} \)
13. \( \nabla \theta_{i-r,i} (\mu^*, \lambda) + = \nabla m^r_{i,\lambda} \)
14. \( \nabla m^r \leftarrow 0 \) \( \triangleright \) zero-out

where coefficient \( \rho_{i+r,i+r+d} \) is for the edge connecting
node \( i + r \) and its next one in direction \( d \) which is denoted
as node \( i + r + d \), and the calculation of \( \nabla \theta_{i-r,i} (\lambda, \mu) \) is in
the same manner as Eq. (10) by replacing \( \tilde{m} \) with \( m \).

The backpropagation of TRWP can be derived similarly
as ISGMR. We must know that gradients of the unary
potentials and the pairwise potentials are accumulated along the
opposite direction of the forward scanning direction. Therefore
an updated message is, in fact, a new variable and its
gradient should not be accumulated by its previous value but
set to 0. This is extremely important, especially in ISGMR
that only one of the \( |R| \) directions has updated messages in the
scanning direction while all the others are unchanged
since the previous iteration. It requires the message gradients
to be accumulated and assigned in every iteration, lines
17-18 in Algorithm 3 and be zero-out, lines 4 and 16 in Algorithm 3
and line 14 in Algorithm 4. Gradient derivations of ISGMR and characteristics are provided in Appendix C.

5. Experiments

The experiments include effectiveness and efficiency
studies of the message passing algorithms. We implemented
SGM, ISGMR, TRWP on CPU and GPU from scratch. For a fair comparison of TRWS, we adopted the benchmark code from [26] and called the general function for any pairwise potentials, instead of the specialized version by
distance transform [4] for (truncated) linear and (truncated) quadratic functions. Our implementations are in C++ single
and multiple threads, PyTorch, and CUDA. PyTorch versions are used for time comparison and gradient checking.

CPU experiments are executed on a 3.60 GHz i7-7700
Intel(R) Core(TM) with 15.6 GB memory and 8 threads
(4 for each core), and GPU experiments are on a single
GeForce GTX 1080Ti with 11 GB memory.

5.1. Datasets

We only consider realistic datasets, Middlebury [22, 23],
KITTI2015 [19, 18], and E3D two-view [24], instead of
synthetic ones such as SceneFlow [17]. Here, partial im-
age pairs from the datasets are used. Specifically, images
Tsukuba, Teddy, Venus, Map, and Cones are from Middle-
bury, 000041_10 and 000119_10 are from KITTI2015, and
delivery_area_II and facade_1 are from E3D3.

5.2. Quantitative Study of Optimization

The capability to minimize an energy function determines
the significance of selected algorithms. Thus its ef-
efectiveness study is undoubtedly important for both opti-
mization and learning. The quantitative study includes com-
parisons among SGM, ISGMR, TRWP, and TRWS.

Additionally, we also demonstrate the optimization ca-
pability of a simple combination of 50 standard SGMs for
comparison and the description in Section 3.2.2. Unary po-
tentials are reparametrized by aggregating messages from
the previous iteration in the same manner by Eq. (5).

Model parameters. Model parameters include unary
potentials and pairwise potentials. In practice, the pairwise
potentials generally consist of a pairwise function and edge
weights and can be written as \( \theta_{i,j}(\lambda, \mu) = \theta_{i,j} V(\lambda, \mu) \).
In our case, the unary potentials are calculated by [3] for
its fairly qualified effectiveness. For the pairwise function
\( V(\cdot, \cdot) \), one can adopt (truncated) linear, (truncated) quadratic, Cauchy, Huber, etc. [12]. For the edge weights
\( \theta_{i,j} \), some existing methods provide a higher penalty on
gradient edges that are under a given threshold. We set it
as a constant for a comparison with the standard SGM in Table 1. In the experiments, we adopted edge weights as
a constant value provided in [20] as well as the same pairwise
functions for Tsukuba, Teddy, and Venus, and [2] for Cones
and Map; for the others, the pairwise function is symmetric
linear and edges weights are constant 10. More evaluations
with constant and threshold-based edge weights are given
in Appendix E.

Number of direction(s) matters. In Figure 3, ISGMR-
8 and TRWP-4 outperform others in ISGMR-related and
TRWP-related methods in most cases. An increase of di-
rection number is not directly proportional to an improve-
ment of effectiveness since messages from different direc-
tions may not equally contribute to the message updates.

In our case, 4 directions are sufficient for TRWP, but for
ISGMR energies with 8 directions are lower than those with
4 directions. This is because messages from 4 directions
in ISGMR are insufficient to gather local information due to its independent message updates in each direction. In contrast, messages from 4 directions in TRWP are highly updated in each direction and affected by those from other directions. We note that in Eq. (5), messages from all directions are summed equally. This makes the disparities by TRWP over-smooth within the connection area, for instance, in Figure 4(f), the camera is oversmooth. From our experiments, ISGMR with 8 directions and TRWP with 4 directions work the best.

**ISGMR vs SGM.** In [10], the author demonstrated the ratio of energy decrease of the over-count corrected SGM over the standard SGM. The result showed the improved optimization by subtracting unary potentials $|\mathcal{R}| - 1$ times. For experimental completion, we show both the decreased energies and disparity maps with a single iteration of ISGMR. From Table 1, SGM-related energies are much higher than ISGMR energies because the repeated usage of unary potentials decreases the importance of pairwise potentials. And ISGMR has much lower energies at the 50th iteration than the 1st iteration, which highlights the importance of the iterative optimization. Besides, energies by a combination of 50 SGMs are much higher than ISGMR at 50th iteration.

**TRWP vs TRWS.** TRWP and TRWS share the same manner of updating messages and could have similar minimum energies. Generally, TRWS has the lowest energy; in some iterations, however, TRWP-4 has lower energies, for instance, the energies at the 50th iteration for Tsukuba and Teddy in Table 1. 50 iterations are sufficient to show the high optimization capability of TRWP.

**5.3. Speed Improvement**

The experiments consist of forward and backward propagation time comparison. The implementation of forward propagation is by PyTorch CPU/GPU tensors, C++ single/multiple threads, and CUDA; the implementation of backpropagation is by PyTorch GPU tensors and CUDA.

Message passing algorithms rely on sequential message updates on a tree(s) or a chain, which cannot be parallelized. Also, to ensure all updated messages are differentiable in PyTorch, the only way is to create a new tensor to store the updated messages and concatenate them with messages from the other directions, for message updates of next nodes in each scanning direction by Eq. (7) and Eq. (9). This increases the memory as well. Our CUDA versions, however, do not have this problem and achieves a much higher speed with less than 50% of the forward propagation time.

**Forward propagation time.** In Table 2, the forward propagation by CUDA implementation is the fastest. Our CUDA versions of ISGMR-8 and TRWP-4 are at least 24 and 7 times faster than PyTorch GPU versions at 32 and
Table 1: Energy minimization. ISGMR-8 and TRWP-4 have the lowest energies in ISGMR-related and TRWP-related methods respectively. Note that ISGMR is more effective than SGM in optimization in both single and multiple iterations while TRWP obtains similar energies as TRWS.

| Method       | PyTorch GPU/CUDA 32/96 | PyTorch GPU 32/96 | C++ multiple 32/96 | CUDA 32/96 | PyTorch GPU/CUDA 32/96 |
|--------------|------------------------|-------------------|--------------------|------------|------------------------|
| TRWS-4       | -                      | -                 | -                  | -          | -                      |
| ISGMR-4      | 1.4276 11.7024         | 0.9589 1.1302     | 1.9538 13.2946     | -          | -                      |
| SGM-8        | 2.1214 15.9042         | 0.0661 0.2697     | 0.1735 0.5972      | -          | -                      |
| SGM-16       | 7.6997 62.7152         | 0.1355 0.5256     | 17.91 7.9042       | -          | -                      |
| TRWP-4       | 1.8834 14.2176         | 0.0651 0.2703     | 24.7               | -          | -                      |
| TRWP-16      | 7.4050 60.4486         | 0.1306 0.5189     | 22.10              | -          | -                      |

Table 2: Forward propagation time (seconds) on a 256*512 image with 32 and 96 disparities for one iteration. Time of CUDA is averaged over 1000 times; the rests are over 100 times. CUDA version is 7 – 27 times faster than PyTorch GPU version.

96 disparities respectively. The increase of time with an increase of disparity in the CUDA versions is due to two loops for neighbour labels, λ and μ, in Eq. (7) and Eq. (9). In PyTorch GPU versions, we utilize tensor-wise tree parallelization to highly speed it up for a fair comparison. Obviously, GPU versions are much faster than CPU versions.

**Backpropagation time.** In Table 2 the backpropagation time clearly distinguishes the higher efficiency of CUDA versions than PyTorch GPU versions. Statistically, the CUDA versions are at least 650 times faster than PyTorch GPU versions, since only a low memory is used to store indices for the backpropagation. It results in a single loop per tree in the backpropagation. This makes the backpropagation much faster than the forward propagation. In summary, the largely improved speed makes learning using these two message passing algorithms feasible.

**6. Limitations**

Ideally, ISGMR can achieve around $1/|R|$ forward propagation time of TRWP by parallelization over directions.

**7. Conclusion**

In this paper, we have introduced two fast and differentiable message passing algorithms, namely, ISGMR and TRWP. While ISGMR improved the effectiveness of SGM, TRWP sped up TRWS by two orders of magnitude without compromising on the final solution quality. Besides, our CUDA implementations of these algorithms achieved at least 7 times and 650 times speedup compared to PyTorch GPU versions in forward and backward propagation, respectively. These practical improvements enable end-to-end learning with state-of-the-art message passing algorithms, and we intend to explore the benefits in large scale computer vision applications as future work.
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Figure 5: Energy function maintained in iterative message passing. When adding a term $m_{ji}$ to node $i$ at label $\lambda$, the same value should be subtracted through all edges connecting node $i$ at label $\lambda$.
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Figure 6: Multi-direction message passing (forward passing in 6 directions). (a) horizontal trees. (b) vertical trees. (c) symmetric trees from up-left to down-right. (d) symmetric trees from up-right to down-left. (e) asymmetric narrow trees with height and width steps $S = (S_h, S_w) = (2, 1)$. (f) asymmetric wide trees with $S = (1, 2)$.

Appendices

A. Maintaining Energy Function in Iterations

With the same notations in Eq.(1) and Eq.(7) in the main paper, for a general energy function in MRF below,

$$E(x|\Theta) = \sum_{i \in V} \theta_i(x_i) + \sum_{(i,j) \in E} \theta_{i,j}(x_i, x_j).$$

In the standard SGM and ISGMR, given a node $i$ and an edge from nodes $j$ to $i$, the message will be updated as follows,

$$\hat{m}_{r(i)} = \min_{\mu \in \mathcal{L}} \left( \theta_i - r_{\mu} + \hat{m}_{r(i),\mu} + \sum_{d \in \mathcal{R} \setminus \{r, r^-\}} m_{d(i)}^{\mu} + \theta_i - r_{\mu}(\mu, \lambda) \right).$$

In Figure 5 if we add an extra term $m_{i;\lambda} := m_{ji;\lambda}$ to node $i$ at label $\lambda$, i.e., $\theta_i - \lambda$, the same value should be subtracted in order to maintain Eq. (12). This supports the exclusion of $r^-$ from $\mathcal{R}$ in Eq. (13). This is important for multiple iterations because the non-zero messages after the 1st iteration, as extra terms, will change the energy function via Eq. (13). Hence, a simple combination of many standard SGMs will change the energy function due to the lack of the subtraction above.

B. Indexing First Nodes by Interpolation

Tree graphs contain horizontal, vertical, and diagonal (including symmetric, asymmetric wide, and asymmetric narrow) trees, shown in Figure 6. Generally speaking, horizontal and vertical trees are for 4-connected graphs, symmetric trees are for 8-connected graphs, and asymmetric trees are for more than 8-connected graphs. They have different ways of indexing the first nodes for parallelization. In the following, we denote an image size as height $H$ and width $W$, coordinates of the first node in vertical and horizontal directions as $p_h$ and $p_w$ respectively, and scanning steps in vertical and horizontal directions as $S_h$ and $S_w$ respectively.

**Horizontal and vertical graph trees.** Coordinate of the first node of a horizontal and vertical tree, $p = (p_h, p_w)$, can be presented by $(p_h, 0)$ and $(0, p_w)$ respectively in the forward pass, and $(p_h, W - 1)$ and $(H - 1, p_w)$ respectively in the backward pass.
Symmetric and asymmetric wide graph trees. Coordinate of the first node $p = (p_h, p_w)$ is calculated by

\begin{align}
N &= W + (H - 1) \ast \text{abs}(S_w), \\
p_w &= [0 : N - 1] - (H - 1) \ast \max(S_w, 0), \\
p_h &= \begin{cases} 0 & \text{if } S_h > 0, \\ H - 1 & \text{otherwise}, \end{cases}
\end{align}

(14)

where $N$ is number of graph trees, \text{abs}(\ast) is absolution, and $T_s$ is shifted indices of trees.

Asymmetric narrow graph trees. Coordinate of the first node $p$ by interpolation is calculated by

\begin{align}
c_1 &= \text{mod}(T_s, \text{abs}(S_h)) , \\
c_2 &= \frac{\text{float}(T_s)}{\text{float}(\text{abs}(S_h))} , \\
p_h &= \begin{cases} \text{mod}(\text{abs}(S_h) - c_1, \text{abs}(S_h)) & \text{if } S_w > 0, \\ c_1 & \text{otherwise}, \end{cases} \\
p_h &= H - 1 - p_h \text{ if } S_h < 0, \\
p_w &= \begin{cases} \text{ceil}(c_2) & \text{if } S_w > 0, \\ \text{floor}(c_2) & \text{otherwise}, \end{cases}
\end{align}

(15)

where \text{mod}(\ast) is modulo, \text{floor}(\ast) and \text{ceil}(\ast) are two integer approximations, \text{float}(\ast) is data conversion for single-precision floating-point value, and the rest share the same notations in Eq. (14).

Although ISGMR and TRWP are parallelized over individual trees, message updates on a tree are sequential. The interpolation for asymmetric diagonals avoids as many redundant scanning as possible, shown in Figure 7. This is more practical for realistic stereo image pairs that the width is much larger than the height.

C. Differentiability of ISGMR

C.1. Explicit Representation of Forward Propagation

Since message update in ISGMR relies on recursively updated messages $\tilde{m}^r_i$ in each scanning direction $r$ and messages $m^r$ from all the other directions updated in the previous iteration, an explicit ISGMR message update is

\begin{align}
\hat{m}^r_{i;\lambda} &= \min_{\mu \in \mathcal{L}} \left( \theta_{i-r;\mu} + \tilde{m}^r_{i-r;\mu} + \sum_{d \in \mathcal{R}\setminus\{r, r^-\}} m^d_{i-r;\mu} + \theta_{i-r;i}(\mu, \lambda) \right), \quad \forall i \in \mathcal{V}, \forall \lambda \in \mathcal{L}, \forall r \in \mathcal{R}.
\end{align}

(16)

Applying message reparametrization by

\begin{align}
\hat{m}^r_{i;\lambda} &= \hat{m}^r_{i;\lambda} - \min_{k \in \mathcal{L}} \hat{m}^r_{k;k}, \quad \forall i \in \mathcal{V}, \forall \lambda \in \mathcal{L}, \forall r \in \mathcal{R}.
\end{align}

(17)
After updating messages in all directions within an iteration, we assign the updated message \( \hat{m}_{i;\lambda} \) to \( m \) by

\[
m_{i;\lambda} = \hat{m}_{i;\lambda}, \quad \forall i \in \mathcal{V}, \forall \lambda \in \mathcal{L}.
\] (18)

Eventually after all iterations, unary potentials and updated messages from all directions will be aggregated by

\[
e_{i;\lambda} = \theta_{i;\lambda} + \sum_{d \in \mathcal{R}} m_{i;\lambda}^d, \quad \forall i \in \mathcal{V}, \forall \lambda \in \mathcal{L}.
\] (19)

Different from optimization with winner-takes-all for labelling by \( x_i = \arg\min_{\lambda \in \mathcal{L}} c_{i;\lambda}, \forall i \in \mathcal{V} \), for learning, a regression with disparity confidences calculated by the final costs is used to fit with the real-valued ground truth disparities \( g = \{ g_i \}, \forall i \in \mathcal{V} \). Generally, the disparity confidence \( f_{i;\lambda} \) with a normalization such as SoftMin() can be represented by

\[
f_{i;\lambda} = \text{SoftMin}(e_{i;\lambda}), \quad \forall i \in \mathcal{V}, \forall \lambda \in \mathcal{L},
\] (20)

and the regression for real-valued disparity \( d = \{ d_i \}, \forall i \in \mathcal{V} \) is

\[
d_i = \sum_{\lambda \in \mathcal{L}} \lambda f_{i;\lambda}, \forall i \in \mathcal{V}.
\] (21)

The loss function \( L(d, g) \) in learning can be standard L1 or smooth L1 loss function.

**C.2. Derivatives of Differentiability**

Now we do backpropagation at \( k \)th iteration for learnable parameters \( \{ \theta_i, \theta_{i,j} \} \). With the same notations in Section 4 in the main paper, \( \{ p_{k,i;\lambda} \} \) and \( \{ q_{k,i} \} \) are indices stored in the forward propagation from message minimization and reparameterization respectively, and \( \nabla^* = dL/d^* \).

**C.2.1 Gradients of unary potentials**

**Proposition:** Gradients of unary potentials \( \{ \theta_{i;\lambda} \} \) are represented by

\[
\nabla \theta_{i;\lambda} = \nabla c_{i;\lambda} + \sum_{v \in \mathcal{L}} \sum_{r \in \mathcal{R}} \nabla \hat{m}_{i+r,v;\lambda} |_{\lambda = p_{k,i+r,v}}
\]

\[
= \nabla c_{i;\lambda} + \sum_{v \in \mathcal{L}} \sum_{r \in \mathcal{R}} \sum_{\mu \in \mathcal{L}} \left( \nabla \hat{m}_{i+2r,\mu} |_{\mu = p^r_{k,i+2r,\mu}} + \sum_{d \in \mathcal{R} \setminus \{ r, r - \}} \nabla m_{i+r+d;\mu}^d |_{\mu = p^d_{k,i+r+d,\mu}} \right) |_{\lambda = p_{k,i+r,v}}.
\] (22)

**Derivation:**
The backpropagation from Eq. (21)-Eq. (16) is

\[
\frac{dL}{\theta_{i;\lambda}} = \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \frac{\partial L}{\partial d_{j,v}} \frac{\partial d_{j,v}}{\partial f_{j,v}} \frac{\partial f_{j,v}}{\partial c_{j,v}} \frac{\partial c_{j,v}}{\partial \theta_{i;\lambda}} \quad \Rightarrow \text{Eq. (21)-Eq. (20)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla c_{j,v} \left( \frac{\partial c_{j,v}}{\partial \theta_{i;\lambda}} + \sum_{r \in \mathcal{R}} \frac{\partial c_{j,v}}{\partial m_{j,v}^r} \frac{\partial m_{j,v}^r}{\partial \theta_{i;\lambda}} \right) \quad \Rightarrow \text{Eq. (19)}
\]

\[
= \nabla c_{i;\lambda} + \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla m_{j,v}^r \frac{\partial m_{j,v}^r}{\partial \theta_{i;\lambda}} \quad \Rightarrow \text{Eq. (18)}
\]

\[
= \nabla c_{i;\lambda} + \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla \hat{m}_{j,v} \frac{\partial \hat{m}_{j,v}}{\partial \theta_{i;\lambda}}.
\] (23)

With backpropagation of Eq. (17) using an implicit message reparametrization with index \( v^* = q_{k,j}^* \) at \( k \)th iteration, \( \nabla \hat{m}_{j,v} \) in the second term above is updated by
using PyTorch autograd directly. In Eq. (27), the recursion is illustrated in Figure 8. For the readability of derivations by avoiding the following, we derive Gradient accumulation of node Figure 8:

\[ \nabla m^r_{j,v} \left\{ \begin{array}{ll} \nabla \hat{m}^r_{j,v} & \text{if } v \neq v^*, \\ -\sum_{v' \in V \setminus v} \nabla \hat{m}^r_{j,v'} & \text{otherwise}. \end{array} \right. \]

Derivation of Eq. (24):

Explicit representation of Eq. (17) is \( \hat{m}^r_{i,\lambda} = \hat{m}^r_{i,\lambda'} - \hat{m}^r_{i,\lambda'^*} \), where \( \lambda^* = q^r_{k,i} \), then we have

\[ \nabla \hat{m}^r_{i,\lambda} = \frac{\partial L}{\partial \hat{m}^r_{i,\lambda}} = \sum_{i' \in V, \lambda' \in \mathcal{L}} \frac{\partial L}{\partial \hat{m}^r_{i',\lambda'}} \frac{\partial \hat{m}^r_{i',\lambda'}}{\partial \hat{m}^r_{i,\lambda}} \]

\[ = \sum_{i' \in V, \lambda' \in \mathcal{L}} \frac{\partial L}{\partial \hat{m}^r_{i',\lambda'}} \frac{\partial \hat{m}^r_{i',\lambda'}}{\partial \hat{m}^r_{i,\lambda'}} - \sum_{\lambda' \in \mathcal{L}} \frac{\partial L}{\partial \hat{m}^r_{i,\lambda'}} \bigg| \lambda = \lambda^* \]

\[ = \left\{ \begin{array}{ll} \nabla \hat{m}^r_{i,\lambda} & \text{if } \lambda \neq \lambda^*, \\ -\sum_{\lambda' \in \mathcal{L}} \nabla \hat{m}^r_{i,\lambda'} & \text{otherwise}. \end{array} \right. \]

Back to the implicit message reparametrization where \( \nabla \hat{m}^r \) is replaced by \( \nabla \hat{m}^r \), we have

\[ \nabla \hat{m}^r_{i,\lambda} = \left\{ \begin{array}{ll} \nabla \hat{m}^r_{i,\lambda} & \text{if } \lambda \neq \lambda^*, \\ -\sum_{\lambda' \in \mathcal{L}} \nabla \hat{m}^r_{i,\lambda'} & \text{otherwise}. \end{array} \right. \]

End of the derivation of Eq. (24).

Next, we continue the backpropagation through Eq. (16) for unary potentials as

\[ \nabla \theta_{i,\lambda} = \nabla c_{i,\lambda} + \sum_{j \in V} \sum_{v \in \mathcal{L}} \sum_{r \in \mathcal{R}} \nabla m^r_{j,v} \frac{\partial \hat{m}^r_{j,v}}{\partial \theta_{i,\lambda}} \]

\[ = \nabla c_{i,\lambda} + \sum_{v \in \mathcal{L}} \sum_{r \in \mathcal{R}} \nabla m^r_{i+r,v} \frac{\partial \hat{m}^r_{i+r,v}}{\partial \theta_{i,\lambda}} \]

\[ = \nabla c_{i,\lambda} + \sum_{v \in \mathcal{L}} \sum_{r \in \mathcal{R}} \nabla m^r_{i+r,v} |_{\lambda = \mu^r_{i+r,v}} \]

Derivation of \( \nabla c_{i,\lambda} \) by backpropagation from the loss function, disparity regression, and SoftMin(), can be obtained by PyTorch autograd directly. In Eq. (27), the recursion is illustrated in Figure 8. For the readability of derivations by avoiding using \{\( m^r_{i+r}(\theta_{i-r,\lambda}), m^r_{i+r+2r}(\theta_{i-r,\lambda}), \ldots \)\}, we do not write the recursion of gradients in the derivations. In the following, we derive \( \nabla \hat{m}^r_{i+r,v} \) in the backpropagation.
C.2.2 Gradients of Messages

For notation readability, we first derive message gradient $\nabla{m_{i;\lambda}}$ instead of $\nabla{m_{i+r;v}}$.

**Proposition:** Gradients of messages $\{m_{i;\lambda}\}$ are represented by

$$\nabla{m_{i;\lambda}} = \sum_{v \in L} \left( \nabla{m_{i+r;v}} |_{\lambda=p_{k,i+r,v}} + \sum_{d \in R \setminus \{r, r^\prime\}} \nabla{m_{i+d;v}} |_{\lambda=p_{k,i+d,v}} \right).$$

(28)

**Derivation:**

$$\nabla{m_{i;\lambda}} = \frac{dL}{dm_{i;\lambda}} = \sum_{j \in V} \sum_{v \in L} \nabla{c_{j,v}} \frac{\partial c_{j,v}}{\partial m_{i;\lambda}} \quad \triangleright \text{back Eq. (21)-Eq. (20)}$$

$$= \sum_{j \in V} \sum_{v \in L} \nabla{c_{j,v}} \sum_{d \in R} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \frac{\partial m_{j,d;v}}{\partial \nabla{m_{i;\lambda}}} \quad \triangleright \text{back Eq. (19)}$$

$$= \sum_{j \in V} \sum_{v \in L} \nabla{c_{j,v}} \sum_{d \in R} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \frac{\partial m_{j,d;v}}{\partial \nabla{m_{i;\lambda}}} \quad \triangleright \text{back Eq. (18)}$$

(29)

then we update $\nabla{m_{i;\lambda}}$ by Eq. (24) and continue as follows,

$$\nabla{m_{i;\lambda}} = \sum_{j \in V} \sum_{v \in L} \sum_{d \in R} \nabla{m_{j,v}} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \quad \triangleright \text{from Eq. (29)}$$

$$= \sum_{j \in V} \sum_{v \in L} \sum_{d \in R} \left( \sum_{\lambda' \in L} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \frac{\partial m_{j,d;v}}{\partial m_{i;\lambda'}} + \sum_{d' \in R \setminus \{d,d'\}} \sum_{\lambda' \in L} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \frac{\partial m_{j,d;v}}{\partial m_{i;\lambda'}} \right) \quad \triangleright \text{back Eq. (16)}$$

(30)

Since $m_{i+d;\lambda'}$ is differentiable by $\nabla{m_{i;\lambda}}$ due to Eq. (18) and, for ISGMR, message gradients in directions except the current direction $r$ come from the next iteration (since in the forward propagation these messages come from the previous iteration), we have

$$\nabla{m_{i;\lambda}} = \sum_{v \in L} \left( \nabla{m_{i+r;v}} |_{\lambda=p_{k,i+r,v}} + \sum_{d \in R \setminus \{d,d'\}} \sum_{\lambda' \in L} \nabla{m_{i+d;v}} \frac{\partial m_{j,v}}{\partial m_{i;\lambda}} \frac{\partial m_{j,d;\lambda'}}{\partial m_{i;\lambda'}} \right) \quad \triangleright \text{from Eq. (29)}$$

(31)

Here updating the message gradient at node $i$ depends on its next node $i + r$ along the scanning direction $r$; this scanning direction is opposite to the forward scanning direction, and thus, it depends on node $i + r$ instead of $i - r$. Gradient of message $m_{i;\lambda}$ can be derived in the same way.

Now one can derive $\nabla{m_{i+r;v}}$ in the same manner of $\nabla{m_{i;\lambda}}$ and apply it to Eq. (27) to obtain Eq. (28).
C.2.3 Gradient of Pairwise Potentials

**Proposition:** Gradients of pairwise potentials \( \{ \theta_{i-r,i}(\mu, \lambda) \} \) are represented by

\[
\nabla \theta_{i-r,i}(\mu, \lambda) = \nabla \hat{m}_{r,i}^e \big|_{\mu = p_{i-r,i}^r}, \quad \forall i \in \mathcal{V}, \forall r \in \mathcal{R}, \forall \lambda, \mu \in \mathcal{L}.
\]  

(32)

**Derivation:**

\[
\nabla \theta_{i-r,i}(\mu, \lambda) = \frac{dL}{d\theta_{i-r,i}(\mu, \lambda)} = \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla c_{j,v} \frac{\partial c_{j,v}}{\partial \theta_{i-r,i}(\mu, \lambda)} \quad \text{▷back Eq. (21)}-\text{Eq. (20)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla c_{j,v} \sum_{d \in \mathcal{R}} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)} \quad \text{▷back Eq. (19)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \sum_{d \in \mathcal{R}} \nabla c_{j,v} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)} \frac{\partial \hat{m}_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)} \quad \text{▷back Eq. (18)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \sum_{d \in \mathcal{R}} \nabla \hat{m}_{j,v}^d \frac{\partial \hat{m}_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)}. 
\]

(33)

Now we update \( \nabla \hat{m}_{j,v}^d \) by Eq. (24). Then

\[
\nabla \theta_{i-r,i}(\mu, \lambda) = \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla \hat{m}_{j,v}^d \frac{\partial \hat{m}_{j,v}^d}{\partial \theta_{i-r,i}(\mu, \lambda)} \quad \text{▷from Eq. (33)}
\]

\[
= \nabla \hat{m}_{r,i}^e \big|_{\mu = p_{i-r,i}^r} \quad \text{▷back Eq. (16) without recursion}.
\]

One can note that the memory requirement of \( \{ \theta_{i-r,i}(\mu, \lambda) \} \) is \( 4 \sum_{r \in \mathcal{R}} |\mathcal{E}| |\mathcal{L}| \) bytes using single-precision floating-point values. This will be high when the number of disparities \( |\mathcal{L}| \) is large. In practical, since the pairwise potentials can be decomposed by \( \theta_{i,j}(\lambda, \mu) = \theta_{i,j} V(\lambda, \mu), \forall (i, j) \in \mathcal{E}, \forall \lambda, \mu \in \mathcal{L} \) with edge weights \( \theta_{i,j} \) and a pairwise function \( V(\cdot, \cdot) \), it takes up \( 4(\sum_{r \in \mathcal{R}} |\mathcal{E}| + |\mathcal{L}| |\mathcal{L}|) \) bytes in total, which is much less than \( 4 \sum_{r \in \mathcal{R}} |\mathcal{E}| |\mathcal{L}| |\mathcal{L}| \) above. Therefore, we additionally provide the gradient derivations of these two terms, edge weights and pairwise functions, for practical implementations of the backpropagation.

C.2.4 Gradient of Edge Weights

**Proposition:** Gradients of edge weights \( \{ \theta_{i-r,i} \} \) are represented by

\[
\nabla \theta_{i-r,i} = \sum_{v \in \mathcal{L}} \nabla \hat{m}_{r,i}^e V(p_{i-r,i}^r, v), \quad \forall i \in \mathcal{V}, \forall r \in \mathcal{R}.
\]  

(35)

**Derivation:**

\[
\nabla \theta_{i-r,i} = \frac{dL}{d\theta_{i-r,i}} = \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla c_{j,v} \frac{\partial c_{j,v}}{\partial \theta_{i-r,i}} \quad \text{▷back Eq. (21)}-\text{Eq. (20)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \nabla c_{j,v} \sum_{d \in \mathcal{R}} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}} \quad \text{▷back Eq. (19)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \sum_{d \in \mathcal{R}} \nabla c_{j,v} \frac{\partial m_{j,v}^d}{\partial \theta_{i-r,i}} \frac{\partial \hat{m}_{j,v}^d}{\partial \theta_{i-r,i}} \quad \text{▷back Eq. (18)}
\]

\[
= \sum_{j \in \mathcal{V}} \sum_{v \in \mathcal{L}} \sum_{d \in \mathcal{R}} \nabla \hat{m}_{j,v}^d \frac{\partial \hat{m}_{j,v}^d}{\partial \theta_{i-r,i}}. 
\]

(36)

Again, before updating gradients of edge weights by Eq. (16), \( \nabla \hat{m}_{j,v}^d \) is updated by Eq. (24). Then
\[ \nabla \theta_{i-r,i} = \sum_{j \in V} \sum_{v \in L} \sum_{d \in \mathbb{R}} \nabla m_{j,v}^{d} \frac{\partial m_{j,v}^{d}}{\partial \theta_{i-r,i}} \quad \text{from Eq. (30)} \]

\[ = \sum_{j \in V} \sum_{v \in L} \sum_{d \in \mathbb{R}} \nabla m_{j,v}^{d} \frac{\partial m_{j,v}^{d}}{\partial \theta_{j-d,j}} V(p_{k,j,v}^{d}, v) \frac{\partial \theta_{j-d,j}}{\partial \theta_{i-r,i}} \quad \text{back Eq. (16) without recursion} \]

\[ = \sum_{v \in L} \nabla m_{i,v}^{r} V(p_{k,i,v}^{r}, v). \]

In the case that when edge weights are undirected, i.e., \( \theta_{i,j} = \theta_{j,i} \), the derivations above still hold, and if \( \theta_{i,j} = \theta_{j,i} \) are stored in the same tensor, \( \nabla \theta_{i,j} \) will be accumulated by adding \( \nabla \theta_{j,i} \) for storing the gradient of this edge weight. This is also applied to the gradient of pairwise potentials in Eq. (32) above.

### C.2.5 Gradients of Pairwise Functions

**Proposition:** Gradients of a pairwise function \( V(\cdot, \cdot) \) are

\[ \nabla V(\lambda, \mu) = \sum_{j \in V} \sum_{r \in \mathbb{R}} \theta_{j-r,j} \nabla m_{j,r}^{\lambda} \bigg|_{\lambda=p_{k,j,\mu}^{r}} , \quad \forall \lambda, \mu \in L . \]

**Derivation:**

\[ \nabla V(\lambda, \mu) = \frac{dL}{d\nabla V(\lambda, \mu)} = \sum_{j \in V} \sum_{r \in \mathbb{R}} \nabla c_{j,v} \frac{\partial c_{j,v}}{\partial \nabla V(\lambda, \mu)} \quad \text{back Eq. (21)-Eq. (20)} \]

\[ = \sum_{j \in V} \sum_{r \in \mathbb{R}} \nabla c_{j,v} \sum_{\lambda, \mu} \frac{\partial c_{j,v}}{\partial \nabla m_{j,r}^{\lambda}} \frac{\partial m_{j,r}^{\lambda}}{\partial \nabla V(\lambda, \mu)} \quad \text{back Eq. (19)} \]

\[ = \sum_{j \in V} \sum_{r \in \mathbb{R}} \sum_{\lambda, \mu} \nabla c_{j,v} \frac{\partial c_{j,v}}{\partial \nabla m_{j,r}^{\lambda}} \frac{\partial m_{j,r}^{\lambda}}{\partial \nabla m_{j,r}^{\lambda}} \frac{\partial m_{j,r}^{\lambda}}{\partial \nabla V(\lambda, \mu)} \quad \text{back Eq. (18)} \]

\[ = \sum_{j \in V} \sum_{r \in \mathbb{R}} \sum_{\lambda, \mu} \nabla \nabla m_{j,r}^{\lambda} \frac{\partial \nabla m_{j,r}^{\lambda}}{\partial \nabla V(\lambda, \mu)} \cdot \]

\( \nabla m_{j,r}^{\lambda} \) is updated by Eq. (24). Then

\[ \nabla V(\lambda, \mu) = \sum_{j \in V} \sum_{r \in \mathbb{R}} \nabla m_{j,r}^{\lambda} \frac{\partial \nabla m_{j,r}^{\lambda}}{\partial \nabla V(\lambda, \mu)} \quad \text{from Eq. (39)} \]

\[ = \sum_{j \in V} \sum_{r \in \mathbb{R}} \nabla m_{j,r}^{\lambda} \sum_{\lambda, \mu} \frac{\partial m_{j,r}^{\lambda}}{\partial \nabla V(\lambda, v)} \frac{\partial \nabla V(\lambda, v)}{\partial \nabla V(\lambda, \mu)} \quad \text{from Eq. (16)} \]

\[ = \sum_{j \in V} \sum_{r \in \mathbb{R}} \theta_{j-r,j} \nabla m_{j,r}^{\lambda} \bigg|_{\lambda=p_{k,j,\mu}^{r}} . \]

### C.3. Characteristics of Backpropagation

1. **Accumulation.** Since a message update usually has several components, its gradient is therefore accumulated when backpropagating through every component. For instance, in Eq. (27), the gradient of unary potential \( \nabla \theta_{i,\lambda} \) has \( \nabla c_{i,\lambda} \) and \( \nabla m_{i+r,r,v}^{\lambda}, \forall r \in \mathbb{R} \) and \( \forall v \) satisfying \( \lambda = p_{k,i+r,v}^{r} \) at 4th iteration. It is calculated recursively but not at once due to multiple nodes on a tree, multiple directions, and multiple iterations. In Eq. (31), the message gradient of a node relies on the gradient of all nodes after it in the forward propagation since this message will be used to all the message updates after this node. One can also see Figure 8 for a clear understanding.
2. Zero Out Gradients. Message gradients are not accumulated throughout the backpropagation but should be zeroed out in some cases. In more details, in the forward propagation, the repeated usage of $m^r$ and $\hat{m}^r$ is for all iterations but the messages are, in fact, new variables whenever they are updated. Since the gradient of a new message must be initialized to 0, zeroing out the gradients of the new messages is important. Specifically, in ISGMR that within an iteration $m^r \leftarrow \hat{m}^r$ is executed only when message updates in all directions are done. Thus, $\nabla m^r$ must be zeroed out after $\nabla \hat{m}^r \leftarrow \nabla m^r$. Similarly, after using $\nabla \hat{m}^r$ to update the gradients of learnable parameters and messages, $\nabla \hat{m}^r \leftarrow 0, \forall r \in R$.

D. Computational Complexity of Min-Sum and Sum-Product TRW

Given a graph with parameters $\{\theta_i, \theta_{i,j}\}$, maximum iteration $K$, set of edges $\{E^r\}$, disparities $L$, directions $R$, computational complexities of min-sum and sum-product TRW are shown below. For the efficient implementation, we use $\theta_{i,j}(\lambda, \mu) = \theta_{i,j}V(\lambda, \mu)$ below.

D.1. Computational Complexity of Min-Sum TRW

Representation of a message update in min-sum TRW is

$$m^r_{i,\lambda} = \min_{\mu \in L} \left( \rho_{i-r,i}(\theta_{i-r,\mu} + \sum_{d \in R} m^d_{i-r,\mu}) - m^{r-}_{i-r,\mu} + \theta_{i-r,i}V(\mu, \lambda) \right), \quad (41)$$

In our case where the maximum disparity is less than 256, memory for the backpropagation of the min-sum TRW above is only for indices $\mu^* = \bar{p}_{k,i,\lambda} \in L$ from message minimization with $K \sum_{r \in R} |E^r||L|$ bytes 8-bit unsigned integer values, as well as for indices from message reparametrization with $K \sum_{r \in R} |E^r|$ bytes. In total, the min-sum TRW needs $K \sum_{r \in R} |E^r| (|L| + 1)$ bytes for the backpropagation.

D.2. Computational Complexity of Sum-Product TRW

Representation of a message update in sum-product TRW is

$$\exp(-m^r_{i,\lambda}) = \sum_{\mu \in L} \exp \left( -\rho_{i-r,i}(\theta_{i-r,\mu} + \sum_{d \in R} m^d_{i-r,\mu}) + m^{r-}_{i-r,\mu} - \theta_{i-r,i}V(\mu, \lambda) \right)$$

$$= \sum_{\mu \in L} \left( \exp \left( -\rho_{i-r,i}\theta_{i-r,\mu} \right) \prod_{d \in R} \exp \left( -\rho_{i-r,i}m^d_{i-r,\mu} \right) \exp(m^{r-}_{i-r,\mu}) \exp \left( -\theta_{i-r,i}V(\mu, \lambda) \right) \right), \quad (42)$$

Usually, it can be represented as

$$\hat{m}^r_{i,\lambda} = \sum_{\mu \in L} \left( \exp(-\rho_{i-r,i}\theta_{i-r,\mu}) \prod_{d \in R} \left( \frac{\bar{m}^d_{i-r,\mu}}{m^d_{i-r,\mu}} \right)^{\rho_{i-r,i}} \frac{1}{\bar{m}^{r-}_{i-r,\mu}} \exp(-\theta_{i-r,i}V(\mu, \lambda)) \right), \quad (43)$$

Problem 1: Numerical Overflow: For single-precision floating-point data, a valid numerical range of $x$ in $\exp(x)$ is less than around 88.7229; otherwise, it will be infinite. Therefore, for the exponential index in Eq. (42), a numerical overflow will happen quite easily. One solution is to reparametrize these messages to a small range, such as $[0, 1]$, in the same manner as SoftMax(), which requires logarithm to find the maximum index, followed by exponential operations.

Problem 2: Low efficiency OR high memory requirement in backpropagation: In the backpropagation, due to the factorization in Eq. (43), it needs to rerun the forward propagation to calculate intermediate values OR store all these values in the forward propagation. However, the former makes the backpropagation at least as slow as the forward propagation while the later requires a large memory, $K \sum_{r \in R} |E^r||L| (8|L| + 4|R||L| + 4)$ bytes single-precision floating-point values.

Derivation:

For one message update in Eq. (43), the gradient calculation of terms $1,2,3,4,5$ (underlined) requires $4 \times \{|L|, |R||L|, 1, |L|\}$ bytes respectively. For $K$ iterations, set of directions $R$, edges $\{E^r\}$, $\forall r \in R$, it requires $K \sum_{r \in R} |E^r||L| (8|L| + 4|R||L| + 4)$ bytes in total. This is in $O(|R||L|)$ order higher than the memory requirement in the min-sum TRW memory requirement, $K \sum_{r \in R} |E^r| (|L| + 1)$ bytes.
Table 4: Energy minimization on Middlebury with threshold-based edge weights. ISGMR-8 and TRWP-4 have the lowest energies in ISGMR-related and TRWP-related methods respectively.

Table 5: Energy minimization on 3 image pairs of KITTI2015 and 2 of ETH-3D with threshold-based edge weights. ISGMR-8 and TRWP-4 have the lowest energies in ISGMR-related and TRWP-related methods respectively.

E. Additional Evaluations

E.1. Evaluations with Threshold-Based Edge Weights

The importance of edge weights $\theta_{i,j}$ in Eq. (12) lies on the label smoothness with edges preserved. In the standard SGM, however, all edge weights are set to 1. A widely used approach of calculating edge weights is to assign a high penalty to an edge that has a low image gradient in the form of an absolute difference of two pixels' intensities, under a preset threshold [26]. Given an RGB image with intensity $I = \{I^r, I^g, I^b\}$, a threshold $T$, a gradient penalty $P > 1$, the edge weight of edge $(i,j)$ includes but not limited to the following.

$\theta_{i,j} = \begin{cases} P & \text{if } \frac{1}{3} \sum_{d \in \{r,g,b\}} |I^d_i - I^d_j|^2 < T, \\
1 & \text{otherwise} \end{cases}, \forall (i,j) \in E. \quad (44)$

Results are given in Tables 4-5 and Figures 9-18.

E.2. More Evaluations with Constant Edge Weights

More results from the main experiments are given in Tables 6-7 and Figures 19-21.
Table 6: Energy minimization on Middlebury with constant edge weights. For Map, ISGMR-4 has the lowest energy among ISGMR-related methods; for others, ISGMR-8 and TRWP-4 have the lowest energies in ISGMR-related and TRWP-related methods respectively. ISGMR is more effective than SGM in optimization in both single and multiple iterations.

| Method | 1 iter | 50 iter | 1 iter | 50 iter | 1 iter | 50 iter | 1 iter | 50 iter |
|--------|--------|---------|--------|---------|--------|---------|--------|---------|
| SGM-4  | 873777 | 644840  | 282553 | 2559016 | 511993 | 2637164 | 369788 | 2306861 |
| SGM-8  | 776706 | 574948  | 286813 | 2728862 | 4651016| 2559016| 3631020| 3309643 |
| SGM-16 | 710727 | 587376  | 290705 | 2846133 | 4081905| 2720669| 3564243| 3413752 |
| TRWS-4 | 352178 | 314393  | 2559933| 3697880 | 216713 | 1396375| 215875 | 165249  |
| ISGMR-4| 824694 | 637996  | 262664 | 1898641 | 4595032| 1964032| 3296594| 2473646 |
| ISGMR-8| 684185 | 340347  | 1855625| 1847833 | 4062167| 3309643| 243058 | 150853  |
| ISGMR-16| 591554| 377427 | 2453592| 1935791 | 3564423| 2329324| 192200 | 143364  |
| TRWP-4 | 352178 | 314393  | 1855625| 1847833 | 4062167| 3309643| 243058 | 150853  |
| TRWP-8 | 496727 | 348447  | 1981582| 1849287 | 873789 | 2660964| 162432 | 164704  |
| TRWP-16| 402033 | 396036  | 1935791| 1976839 | 2654033| 148049  |

Table 7: Energy minimization on 3 image pairs of KITTI2015 and 2 of ETH-3D with constant edge weights. ISGMR-8 and TRWP-4 have the lowest energies in ISGMR-related and TRWP-related methods respectively. ISGMR is more effective than SGM in optimization in both single and multiple iterations.

| Method | 000002_11 | 000041_10 | 000119_10 | delivery_area_11 | facade_1s |
|--------|------------|------------|------------|-----------------|-----------|
| SGM-4  | 24343250   | 18060026   | 15926416   | 12141643        | 5851489   |
| SGM-8  | 2024684    | 16406781   | 13740635   | 11671740        | 5396353   |
| SGM-16 | 18893122   | 16791762   | 13252150   | 12162330        | 5092904   |
| TRWS-4 | 9109976    | 8322635    | 6876291    | 6491169         | 1628879   |
| ISGMR-4| 22259606   | 12659612   | 14434318   | 9984545         | 10811576  |
| ISGMR-8| 17489158   | 8753990    | 11802603   | 6639570         | 15419318  |
| ISGMR-16| 15455787 | 9556611    | 10731068   | 6806150         | 16608803  |
| TRWP-4 | 40473776   | 8385450    | 30399548   | 6528642         | 36873904  |
| TRWP-8 | 18424062   | 8860552    | 13319664   | 6678844         | 36873904  |
| TRWP-16| 11239113   | 9736704    | 8187380    | 6895937         | 13602307  |

Figure 9: Disparities of Tsukuba with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.
Figure 10: Disparities of Teddy with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 11: Disparities of Venus with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 12: Disparities of Cones with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.
Figure 13: Disparities of Map with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 14: Disparities of 000002_11 with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 15: Disparities of 000041_10 with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 16: Disparities of 000119_10 with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.
Figure 17: Disparities of delivery_area_II with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 18: Disparities of facade_1s with threshold-based edge weights at 50th iteration. (d) and (f) have the lowest energies in ISGMR-related and TRWP-related methods respectively. TRWP-4 and TRWS-4 have similar disparities for the most part.

Figure 19: Disparities of Teddy with constant edge weights over 50 iterations. (b)-(c) are at 1st iteration. (d)-(j) are at 50th iteration. (e) and (h) have the lowest energies in ISGMR-related and TRWP-related methods respectively.
Figure 20: Disparities of 000002_11 with constant edge weights over 50 iterations. (b)-(c) are at 1st iteration. (d)-(j) are at 50th iteration. (e) and (h) have the lowest energies in ISGMR-related and TRWP-related methods respectively.

Figure 21: Disparities of delivery_area_11 with constant edge weights over 50 iterations. (b)-(c) are at 1st iteration. (d)-(j) are at 50th iteration. (e) and (h) have the lowest energies in ISGMR-related and TRWP-related methods respectively.
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