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Abstract. In this paper, we characterize when the $\ell^p$ uniform Roe algebra of a metric space with bounded geometry is (stably) finite and when it is properly infinite in standard form for $p \in [1, \infty)$. Moreover, we show that the $\ell^p$ uniform Roe algebra is a (non-sequential) spatial $L^p$ AF algebra in the sense of Phillips and Viola if and only if the underlying metric space has asymptotic dimension zero. We also consider the ordered $K_0$ groups of $\ell^p$ uniform Roe algebras for metric spaces with low asymptotic dimension, showing that (1) the ordered $K_0$ group is trivial when the metric space is non-amenable and has asymptotic dimension at most one, and (2) when the metric space is a countable locally finite group, the (ordered) $K_0$ group is a complete invariant for the (bijective) coarse equivalence class of the underlying locally finite group. It happens that in both cases the ordered $K_0$ group does not depend on $p \in [1, \infty)$.

Mathematics Subject Classification (2010): 46H20, 46L80, 54F45.

1. Introduction 
2. Finiteness and proper infiniteness of $\ell^p$ uniform Roe algebras 
   2.1. Finiteness 
   2.2. Proper infiniteness 
3. $K$-theory of properly infinite $\ell^p$ uniform Roe algebras 
4. $\ell^p$ uniform Roe algebras of spaces with zero asymptotic dimension 
References

Date: April 16, 2019.
Both authors are supported by the European Research Council (ERC-677120).
1. Introduction

\( \ell^2 \) uniform Roe algebras are \( C^* \)-algebras associated with discrete bounded geometry metric spaces, and which reflect coarse geometric properties of the underlying metric spaces. These algebras have been well-studied and provide a link between coarse geometry of metric spaces and the structure theory of \( C^* \)-algebras (e.g., [1, 18, 21, 23, 27, 29, 32, 40, 41, 43, 48, 49]).

In recent years, there has been an uptick in interest in the \( \ell^p \) version of uniform Roe algebras for \( p \in [1, \infty) \) from both the operator theory community and the coarse geometry community (e.g., [11, 19, 28, 30, 42, 45, 46, 50]). Moreover, \( \ell^p \) uniform Roe algebras belong to the class of \( L^p \) operator algebras in the sense of N. Christopher Phillips, and the structure and \( K \)-theory of certain \( L^p \) operator algebras have been studied (e.g., [6, 9, 10, 33, 34, 35, 36, 37]). Thus it is natural to study the structure and \( K \)-theory for \( \ell^p \) uniform Roe algebras of metric spaces with bounded geometry.

Definition 1.1. A metric space \((X, d)\) has bounded geometry if for any \( R > 0 \), there exists \( N_R > 0 \) such that \( |B_R(x)| \leq N_R \) for all \( x \in X \), where \( B_R(x) \) denotes the closed ball of radius \( R \) centered at \( x \).

Let \((X, d)\) be a metric space with bounded geometry so that \((X, d)\) is necessarily countable and discrete. For a bounded operator \( T = (T_{xy})_{x, y \in X} \in B(\ell^p(X)) \), where \( T_{xy} = (T\delta_y)(x) \), we define the propagation of \( T \) to be

\[
\text{prop}(T) := \sup \{ d(x, y) : x, y \in X, T_{xy} \neq 0 \} \in [0, \infty].
\]

Definition 1.2. Let \((X, d)\) be a metric space with bounded geometry. For \( 1 \leq p < \infty \), the associated \( \ell^p \) uniform Roe algebra, denoted by \( B^u_p(X) \), is defined to be the operator norm closure of the algebra of all bounded operators on \( \ell^p(X) \) with finite propagation.

In Section 2, we investigate when the \( \ell^p \) uniform Roe algebra \( B^u_p(X) \) of a metric space \( X \) with bounded geometry is (stably) finite and when it is properly infinite in standard form as a unital Banach algebra (as defined in [24, Definition 1.1] and [16, Definition 1.1]).

The (stable) finiteness of \( B^u_p(X) \) can be characterized in terms of quasi-diagonal set of operators on \( \ell^p(X) \) in the sense of Halmos (see [20]) and coarse connected components of the metric space \( X \). Recall that two elements \( x \) and \( y \) in a metric space \((X, d)\) are said to be \( R \)-connected for some \( R > 0 \) if there is a finite sequence \( x_0, \ldots, x_n \) in \( X \) with \( x_0 = x, x_n = y \), and \( d(x_i, x_{i+1}) \leq R \) for \( i = 0, \ldots, n - 1 \). This is an equivalence relation on \( X \), and the equivalence classes are called the \( R \)-connected components of \( X \). We are able to show the following theorem, which extends [48, Theorem 2.3] from the \( p = 2 \) case to any \( p \in [1, \infty) \).

Theorem A (see Theorem 2.7). Let \((X, d)\) be a metric space with bounded geometry, and let \( p \in [1, \infty) \). The following are equivalent:
Corollary D (see Corollary 3.6). For all $p \in [1, \infty)$, the inclusion $B^p_u(X) \hookrightarrow B^p(X)$ is always surjective.

(ii) $B^p_u(X)$ is stably finite.

(iii) $B^p_u(X)$ is finite.

(iv) For each $R > 0$, every $R$-connected component of $X$ is finite.

For the proper infiniteness in standard form of $B^p_u(X)$, we give many different characterizations involving $L^p$ Cuntz algebras $O^p_u$ introduced by Phillips in [24] (see Definition 2.20), the algebraic $K_0$ group of $B^p_u(X)$, normalized traces on $B^p_u(X)$, and paradoxical decompositions of $X$. The following theorem is an analog of [1, Theorem 4.9], which only deals with the $p = 2$ case:

Theorem B (see Theorem 2.21). Let $(X, d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. The following are equivalent:

(i) $B^p_u(X)$ is properly infinite in standard form: there exists an idempotent $e$ in $B^p_u(X)$ such that $e \sim 1 \sim 1 - e$, where $\sim$ denotes algebraic equivalence.

(ii) $X$ admits a paradoxical decomposition: there is a partition $X = X_+ \sqcup X_-$ such that there exist two bijections $t_\pm : X \to X_\pm$ satisfying $\sup_{x \in X} d(x, t_\pm(x)) < \infty$.

(iii) There is a unital isometric embedding of $O^p_u$ into $B^p_u(X)$.

(iv) $[1]_0 = [0]_0$ in the algebraic $K_0$ group $K_0(B^p_u(X))$.

(v) $B^p_u(X)$ has no normalized trace.

(vi) There is no unital linear functional $\psi$ of norm one on $B(\ell^p(X))$ such that $\psi(aT) = \psi(Ta)$ for all $T \in B(\ell^p(X))$ and all $a \in B^p_u(X)$.

In Section 3, we study the group homomorphism $K_0(\ell^\infty(X)) \to K_0(B^p_u(X))$ induced by the canonical diagonal inclusion $\ell^\infty(X) \hookrightarrow B^p_u(X)$ for every metric space $X$ with low asymptotic dimension.

Definition 1.3. A collection $\mathcal{U}$ of subsets of a metric space is $r$-separated if for all distinct $A, B \in \mathcal{U}$, we have $d(A, B) > r$. A metric space with bounded geometry has asymptotic dimension at most $d$ if for any $r > 0$, there is a decomposition $X = U_0 \sqcup \cdots \sqcup U_d$, where each $U_i$ in turn decomposes into a uniformly bounded collection of $r$-separated subsets.

The main result of Section 3 is the following theorem:

Theorem C (see Theorem 3.5). Let $(X, d)$ be a metric space with bounded geometry. If the asymptotic dimension of $X$ is at most one, then the group homomorphism $K_0(\ell^\infty(X)) \to K_0(B^p_u(X))$ induced by the canonical diagonal inclusion is always surjective for all $p \in [1, \infty)$.

As a consequence, we deduce the following result:

Corollary D (see Corollary 3.6). If $X$ is a non-amenable metric space with bounded geometry and it has asymptotic dimension at most one, then $K_0(B^p_u(X)) = 0$ for all $p \in [1, \infty)$. 


In order to prove Theorem C, we have to use a quantitative version of $K$-theory for $L^p$ operator algebras from [10]. The idea of the proof is almost identical to the one in [29, Section 5] except that the quantitative version of Bott periodicity was not proved in this setting and we consider suspensions of $L^p$ uniform Roe algebras instead.

In Section 4, we study structure and $K$-theory of $L^p$ uniform Roe algebras of metric spaces with zero asymptotic dimension. We begin with the following characterization of spaces with zero asymptotic dimension in terms of their $L^p$ uniform Roe algebras:

**Theorem E** (see Theorem 4.4). Let $X$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. The following are equivalent:

(i) $X$ has asymptotic dimension zero.

(ii) $B^p_u(X)$ is an inductive limit of $\bigoplus_{k=1}^N M^p_{d_k}$, where $N, d_1, \ldots, d_k \in \mathbb{N}$ and $M^p_d$ denotes $B(\ell^p(\{1, \ldots, d\}))$.

(iii) $B^p_u(X)$ has cancellation (see Definition 4.2).

In the remainder of Section 4, we restrict our attention to the case where the metric space is a countable, locally finite group equipped with a proper left-invariant metric. Such a metric group is actually a bounded geometry metric space with asymptotic dimension zero. We compute the ordered $K_0$ group $(K_0(B^p_u(\Gamma)), K_0(B^p_u(\Lambda))^+, [1])$ for any countable, locally finite group $\Gamma$, showing that it is independent of $p$ (see Theorem 4.10). As a consequence, the (ordered) $K_0$ group of the associated $L^p$ uniform Roe algebra is a complete invariant for the (bijective) coarse equivalence class of the underlying countable locally finite group.

**Definition 1.4.** Let $X$ and $Y$ be metric spaces.

- A (not necessarily continuous) map $f : X \to Y$ is said to be uniformly expansive if for all $R > 0$ there exists $S > 0$ such that if $x_1, x_2 \in X$ satisfy $d(x_1, x_2) \leq R$, then $d(f(x_1), f(x_2)) \leq S$.
- Two maps $f, g : X \to Y$ are said to be close if there exists $C > 0$ such that $d(f(x), g(x)) \leq C$ for all $x \in X$.
- Two metric spaces $X$ and $Y$ are said to be coarsely equivalent if there exist uniformly expansive maps $f : X \to Y$ and $g : Y \to X$ such that $f \circ g$ and $g \circ f$ are close to the identity maps, respectively. In this case, we say both $f$ and $g$ are coarse equivalences between $X$ and $Y$.
- We say a map $f : X \to Y$ is a bijective coarse equivalence if $f$ is both a coarse equivalence and a bijection. In this case, we say $X$ and $Y$ are bijectively coarsely equivalent.

**Corollary F** (see Corollary 4.11). Let $\Gamma$ and $\Lambda$ be countable, locally finite groups with proper left-invariant metrics $d_\Gamma$ and $d_\Lambda$ respectively. Then the following conditions are equivalent:
(i) \((\Gamma, d_{\Gamma})\) and \((\Lambda, d_{\Lambda})\) are coarsely equivalent.

(ii) \(K_0(B^p_u(\Gamma)) \cong K_0(B^p_u(\Lambda))\) for all \(p \in [1, \infty)\).

(iii) \(K_0(B^p_u(\Gamma)) \cong K_0(B^p_u(\Lambda))\) for some \(p \in [1, \infty)\).

**Theorem G** (see Theorem 4.13). Let \(\Gamma\) and \(\Lambda\) be countable, locally finite groups with proper left-invariant metrics \(d_{\Gamma}\) and \(d_{\Lambda}\) respectively. Then the following conditions are equivalent:

(i) \((\Gamma, d_{\Gamma})\) and \((\Lambda, d_{\Lambda})\) are bijectively coarsely equivalent.

(ii) For every \(p \in [1, \infty)\), there is an isometric isomorphism \(\phi : B^p_u(\Gamma) \to B^p_u(\Lambda)\) such that \(\phi(\ell^\infty(\Gamma)) = \ell^\infty(\Lambda)\).

(iii) \(B^p_u(\Gamma)\) and \(B^p_u(\Lambda)\) are isometrically isomorphic for some \(p \in [1, \infty)\).

(iv) \((K_0(B^p_u(\Gamma)), [1]_0) \cong (K_0(B^p_u(\Lambda)), [1]_0)\) for every \(p \in [1, \infty)\).

(v) \((K_0(B^p_u(\Gamma)), [1]_0) \cong (K_0(B^p_u(\Lambda)), [1]_0)\) for some \(p \in [1, \infty)\).

We end the introduction by asking the following question:

**Question 1.5.** Let \(X\) be a metric space with bounded geometry. Does the (ordered) \(K_0\) group of \(B^p_u(X)\) depend on \(p \in [1, \infty)\) when \(X\) has finite asymptotic dimension?

We have partial answers from Corollary 3.6 for non-amenable spaces with asymptotic dimension at most one and from Theorem 4.10 for countable locally finite groups.

2. Finiteness and proper infiniteness of \(\ell^p\) uniform Roe algebras

In this section, we investigate when the \(\ell^p\) uniform Roe algebra of a metric space with bounded geometry is (stably) finite and when it is properly infinite in standard form.

The following definition of a (stably) finite (resp. properly infinite) algebra is based on [24, Definition 1.1] and [16, Definition 1.1].

**Definition 2.1.** We say that two idempotents \(e\) and \(f\) in an algebra \(A\) are algebraically equivalent, and write \(e \sim f\), if there exist \(x, y \in A\) such that \(e = xy\) and \(f = yx\).

We say that \(e\) and \(f\) are orthogonal (and write \(e \perp f\)) if \(ef = 0 = fe\). We write \(e \leq f\) if \(ef = fe = e\).

An idempotent \(e\) in \(A\) is said to be properly infinite if there are orthogonal idempotents \(e_1\) and \(e_2\) in \(eAe\) such that \(e_1 \sim e \sim e_2\).

A (nonzero) unital algebra \(A\) is said to be properly infinite if the unit \(1_A\) is a properly infinite idempotent.
A unital, properly infinite algebra \( A \) is said to be properly infinite in standard form if there exists an idempotent \( e \) in \( A \) such that \( e \sim 1_A \sim 1_A - e \).

An idempotent \( e \) in \( A \) is said to be finite if whenever \( f \) is an idempotent in \( A \) such that \( e \sim f \) and \( f \leq e \), then \( f = e \).

A unital algebra \( A \) is said to be finite if the unit \( 1_A \) is a finite idempotent.

If \( M_n(A) \) is finite for all \( n \in \mathbb{N} \), then we say that \( A \) is stably finite.

Remark 2.2. There are Banach algebras that are properly infinite but not properly infinite in standard form. For example, the Cuntz algebras \( \mathcal{O}_n \) \((2 \leq n \leq \infty)\) introduced in \([12]\) are \( C^* \)-algebras that are properly infinite, but only \( \mathcal{O}_2 \) is properly infinite in standard form (see \([13]\) or \([14]\)).

2.1. Finiteness. We will show that finiteness of the \( \ell^p \) uniform Roe algebra \( B^p_u(X) \) of a bounded geometry metric space \( X \) is equivalent to \( B^p_u(X) \) being stably finite and is also equivalent to it being a quasidiagonal set of operators on \( \ell^p(X) \). It can also be characterized in terms of coarse connected components of \( X \).

We begin with a lemma providing useful criteria for determining finiteness of a unital Banach algebra.

Lemma 2.3. Let \( A \) be a unital Banach algebra. The following are equivalent:

(i) \( A \) is finite.
(ii) Every left-invertible element in \( A \) is invertible.
(iii) Every right-invertible element in \( A \) is invertible.
(iv) All idempotents in \( A \) are finite.

Proof. (i) \( \Rightarrow \) (ii): Suppose that \( ab = 1_A \). Then \( 1_A = ab \sim ba \leq 1_A \) so \( ba = 1_A \).

(ii) \( \iff \) (iii): It is straightforward.

(ii) \( \Rightarrow \) (iv): Suppose that \( e, f \) are idempotents in \( A \) such that \( e \sim f \) and \( f \leq e \). There exist \( x, y \in A \) such that \( xy = e \) and \( yx = f \). Moreover, we may assume that \( x = xf \) and \( y = fy \). Let \( s = y + 1_A - e \) and \( t = x + 1_A - e \). Then \( x(1_A - e) = 0 = (1_A - e)y \) so \( ts = 1_A \) and \( st = f + 1_A - e \). Since \( s \) is left-invertible, and hence invertible, we get \( e = f \).

(iv) \( \Rightarrow \) (i): It is clear. \( \square \)

The next definition is adapted from the case of operators on Hilbert space (cf. \([8\) Definition 7.2.1]).

Definition 2.4. Let \( E \) be a Banach space, and let \( A \subseteq B(E) \) be an arbitrary collection of operators. We say that \( A \) is a quasidiagonal set of operators on \( E \) if for each finite set \( M \subseteq A \), each finite set \( F \subseteq E \), and each \( \varepsilon > 0 \),
there exists a finite rank idempotent operator \( P \) on \( E \) of norm one such that 
\[
||[S, P]|| < \varepsilon \quad \text{and} \quad ||P\xi - \xi|| < \varepsilon \quad \text{for all} \quad S \in M \quad \text{and} \quad \xi \in F.
\]

If \( A = \{S\} \), then we say that the operator \( S \) is quasidiagonal.

**Proposition 2.5.** A left-invertible quasidiagonal operator on a Banach space \( E \) is invertible.

**Proof.** Let \( 0 < \varepsilon < \frac{1}{2} \), let \( S \) be a left-invertible quasidiagonal operator on \( E \), let \( T \in B(E) \) be such that \( TS = I \), and let \( \xi \in E \) be a unit vector. Let \( P \) be a finite rank idempotent operator on \( E \) of norm one such that 
\[
||[P, S]|| < \varepsilon ||T||^{-1}, \quad \text{and} \quad ||P\xi - \xi|| < \varepsilon.
\]
Then 
\[
||PSP - SP|| = ||[P, S]P|| < \varepsilon ||T||^{-1}.
\]
Let \( W = P - TPSP \). Then 
\[
WP = W, \quad ||W|| = ||T(SP - PSP)|| < \varepsilon \quad \text{and} \quad (\sum_{n=0}^{\infty} W^n T) PSP = \sum_{n=0}^{\infty} W^n (P - W) = \lim_{n \to \infty} (P - W^{n+1}) = P.
\]
It follows that \( PSP \) is an injective operator on the finite-dimensional space \( PE \), so it is surjective as an operator on \( PE \). Thus there exists \( \eta \in PE \) such that \( P\xi = PSP\eta \) and \( \eta = \sum_{n=0}^{\infty} W^n TP \xi \). Then 
\[
||\xi - S\eta|| = ||\xi - P\xi + PSP\eta - SP\eta||
\]
\[
< \varepsilon + ||PSP\eta - SP\eta||
\]
\[
< \varepsilon + \varepsilon ||T||^{-1} ||\eta||
\]
\[
< \varepsilon + \varepsilon ||T||^{-1} \sum_{n=0}^{\infty} ||W||^n ||T||
\]
\[
< 3\varepsilon.
\]

The arguments above show that every unit vector \( \xi \in E \) is in the closure of the range of \( S \). Since \( S \) is bounded below, it follows that \( S \) has the closed range. Hence, \( S \) is invertible. \( \square \)

One more ingredient for our result is the notion of a coarse connected component in a metric space. In a metric space \((X, d)\), two elements \( x \) and \( y \) are said to be \( R \)-connected for some \( R > 0 \) if there is a finite sequence \( x_0, \ldots, x_n \) in \( X \) with \( x_0 = x, x_n = y \), and \( d(x_i, x_{i+1}) \leq R \) for \( i = 0, \ldots, n-1 \). This is an equivalence relation on \( X \), and the equivalence classes are called the \( R \)-connected components of \( X \). For convenience, we also consider \( R = 0 \), in which case the 0-connected components are just the points of \( X \). We say that \( X \) is coarsely connected if there exists \( R > 0 \) such that every pair of points in \( X \) is \( R \)-connected.

Note that finitely generated groups are 1-connected with respect to any word metric. Moreover, a countable discrete group \( \Gamma \) is finitely generated
if and only if $\Gamma$ is coarsely connected with respect to any/some proper left-invariant metric [3, Lemma 7.2].

**Lemma 2.6.** [48, Lemma 2.4] Let $(X, d)$ be an infinite metric space with bounded geometry. The following are equivalent:

(i) For any $R > 0$, there is no $R$-connected infinite sequence $\{x_n\}_{n=1}^\infty$ in $X$.

(ii) The space $X$ has no coarsely connected subspace containing infinitely many points.

(iii) There exists a sequence of disjoint (non-empty) finite subsets $\{X_n\}_{n=1}^\infty$ of $X$ such that $X = \bigsqcup_{n=1}^\infty X_n$ and $\lim_{n \to \infty} d(X_n, \bigsqcup_{i=1}^{n-1} X_i) = \infty$.

The following theorem is a generalization of [48, Theorem 2.3], which deals with the $p = 2$ case.

**Theorem 2.7.** Let $(X, d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. The following are equivalent:

(i) $B^p_u(X)$ is a quasidiagonal set in $B(\ell^p(X))$.

(ii) $B^p_u(X)$ is stably finite.

(iii) $B^p_u(X)$ is finite.

(iv) For each $R > 0$, every $R$-connected component of $X$ is finite.

**Proof.** (i) $\Rightarrow$ (ii): If $B^p_u(X)$ is a quasidiagonal set in $B(\ell^p(X))$, then note that $M_n(B^p_u(X))$ is a quasidiagonal set in $B(\ell^p(X) \oplus n)$ for each $n \in \mathbb{N}$. It then follows from Lemma 2.3 and Proposition 2.5 that $M_n(B^p_u(X))$ is finite for each $n \in \mathbb{N}$.

(ii) $\Rightarrow$ (iii) is trivial.

(iii) $\Rightarrow$ (iv): The proof of this is essentially the same as that of [48, Lemma 2.5]. Suppose there is an $R$-connected infinite sequence $\{x_n\}_{n=1}^\infty$ in $X$ for some $R > 0$. Define an operator $S$ on $\ell^p(X)$ satisfying

$$S\delta_x = \delta_x, x \in X \setminus \{x_n : n = 1, 2, \ldots\}$$

$$S\delta_{x_n} = \delta_{x_{n+1}}, n = 1, 2, \ldots$$

Then $S$ is a non-invertible isometry on $\ell^p(X)$. Moreover, $S$ has finite propagation since $\{x_n\}_{n=1}^\infty$ is $R$-connected. Thus $S$ is a non-invertible but left-invertible element in $B^p_u(X)$, so $B^p_u(X)$ is not finite by Lemma 2.3.

(iv) $\Rightarrow$ (i): If $X$ is finite with $|X| = n$, then $B^p_u(X) = M_n(C) = B(\ell^p(X))$ and (i) is obvious. If $X$ is infinite, then by Lemma 2.6, there exists a sequence of disjoint finite subsets $\{X_n\}_{n=1}^\infty$ of $X$ such that $X = \bigsqcup_{n=1}^\infty X_n$ and $\lim_{n \to \infty} d(X_n, \bigsqcup_{i=1}^{n-1} X_i) = \infty$.

The remainder of the proof is the same as that of the implication [(f) $\Rightarrow$ (a)] in [48, Theorem 2.3] upon replacing $\ell^2(X)$ by $\ell^p(X)$, and we reproduce it here for the reader’s convenience.
Since the set of finite propagation operators in $B^p_u(X)$ is dense in $B^p(X)$, it suffices to show that for every finite set $M \subset B^p_u(X)$ consisting of finite propagation operators, every finite set of vectors $F \subset \ell^p(X)$, and every $\varepsilon > 0$, there exists a finite rank idempotent operator $P \in B(\ell^p(X))$ of norm one such that $\|TP - PT\| < \varepsilon$ and $\|P\xi - \xi\| < \varepsilon$ for all $T \in M$ and $\xi \in F$.

Since $\ell^p(X) = \bigoplus_n \ell^p(X_n)$, let $P_n$ be the idempotent operator $\ell^p(X) \to \bigoplus_{i=1}^n \ell^p(X_i)$. Then $P_n$ is a finite rank idempotent operator of norm one, and the increasing sequence $(P_n)$ converges strongly to the identity. Thus there exists $n_0$ such that $\|P_n\xi - \xi\| < \varepsilon$ for all $\xi \in F$ and $n \geq n_0$. Since $M$ is a finite set of finite propagation operators and $\lim_{n \to \infty} d(X_n, \bigcup_{i=1}^{n-1} X_i) = \infty$, there exists $n'_0$ such that $(I - P_n)TP_n = P_nT(I - P_n) = 0$ for all $T \in M$ and $n \geq n'_0$. Thus $\|TP_n - P_nT\| < \varepsilon$ and $\|P_n\xi - \xi\| < \varepsilon$ for all $T \in M$, $\xi \in F$, and $n \geq \max(n_0, n'_0)$.

2.2. Proper infiniteness. We will show that proper infiniteness in standard form of the $\ell^p$ uniform Roe algebra $B^p_u(X)$ of a bounded geometry metric space $X$ is equivalent to $X$ being non-amenable. We also prove other characterizations involving $L^p$ Cuntz algebras, the $K_0$ group of $B^p_u(X)$, and normalized traces on $B^p_u(X)$.

**Definition 2.8.** Let $(X, d)$ be a metric space with bounded geometry. For $A \subset X$ and $R > 0$, let $\partial_R(A) = \{x \in X : d(x, A) \leq R \text{ and } d(x, X \setminus A) \leq R\}$.

(i) Let $R > 0$ and $\varepsilon > 0$. A nonempty finite set $F \subset X$ is called an $(R, \varepsilon)$-Følner set if $\frac{|\partial_R F|}{|F|} \leq \varepsilon$.

(ii) $(X, d)$ is said to be amenable if there exists an $(R, \varepsilon)$-Følner set for every $R > 0$ and $\varepsilon > 0$.

Note that amenability is a coarse invariant for (pseudo-)metric spaces with bounded geometry [17, Proposition 3.D.33].

**Definition 2.9.** Let $(X, d)$ be a metric space. A partial translation on $X$ is a triple $(A, B, t)$, where $A, B \subset X$ and $t : A \to B$ is a bijection such that the graph of $t$ is controlled, i.e., $\sup_{x \in A} d(x, t(x)) < \infty$.

We call $A$ the domain of $t$, denoted by $\text{dom}(t)$, and we call $B$ the range of $t$, denoted by $\text{ran}(t)$.

Given two partial translations $t$ and $t'$, we may form their composition $t \circ t'$ by restricting the domain to $(t')^{-1}(\text{dom}(t) \cap \text{ran}(t'))$ and restricting the range to $t(\text{dom}(t) \cap \text{ran}(t'))$.

Note that any partial translation $t$ on $X$ gives rise to an operator $V_t$ on $\ell^p(X)$ with finite propagation given by

$$(V_t)_{xy} = \begin{cases} 1 & \text{if } x = t(y) \\ 0 & \text{otherwise} \end{cases}.$$
In fact, the linear span of such operators is dense in $B^p_u(X)$ (cf. [1, Section 4]).

**Definition 2.10.** A mean $\mu : P(X) \to [0, 1]$ on a metric space $(X, d)$ is a normalized, finitely additive map on the set of all subsets of $X$. A mean is said to be invariant under partial translations if $\mu(A) = \mu(B)$ for all partial translations $(A, B, t)$ on $(X, d)$.

By the Riesz representation theorem, any mean $\mu$ on $(X, d)$ induces a linear functional $\phi_{\mu} : \ell^\infty(X) \to \mathbb{C}$ of norm one such that $\mu(Y) = \phi_{\mu}(1_Y)$ for any subset $Y \subseteq X$, where $1_Y$ denotes the characteristic function of $Y$. Moreover, $\mu$ is invariant under partial translations if and only if $\phi_{\mu}(f) = \phi_{\mu}(f \circ t)$ for any partial translation $t$ and any $f \in \ell^\infty(X)$ supported on $\text{ran}(t)$.

**Definition 2.11.** Let $(X, d)$ be a metric space. A paradoxical decomposition of $X$ is a partition $X = X_+ \sqcup X_-$ such that there exist two partial translations $t_\pm : X \to X_\pm$.

**Theorem 2.12.** [2, Theorem 2.17] Let $(X, d)$ be a metric space with bounded geometry. Then the following are equivalent:

(i) $(X, d)$ is amenable.

(ii) $X$ admits no paradoxical decomposition.

(iii) There exists a mean $\mu$ on $X$ that is invariant under partial translations.

**Definition 2.13.** Let $A$ be a unital Banach algebra. Then a normalized trace on $A$ is a linear functional $\tau$ on $A$ satisfying the following conditions:

(i) $\tau(1_A) = 1$,

(ii) $||\tau|| = 1$,

(iii) $\tau(ab) = \tau(ab)$ for all $a, b \in A$.

When $A$ is a unital $C^\ast$-algebra, normalized traces are exactly the tracial states.

**Lemma 2.14.** [16] Lemma 1.6 Let $A$ be a unital, properly infinite algebra in standard form. Then $1_A$ is the sum of two commutators.

**Proof.** Take an idempotent element $e \in A$ such that $e \sim 1_A \sim 1_A - e$. Take $a_1, b_1, a_2, b_2 \in A$ such that $a_1b_1 = e$, $a_2b_2 = 1_A - e$, and $b_1a_1 = 1_A = b_2a_2$. Then $[b_1, a_1] + [b_2, a_2] = 1_A - e + 1_A - (1_A - e) = 1_A$. \hfill $\square$

**Corollary 2.15.** Let $A$ be a unital algebra such that $M_n(A)$ is properly infinite in standard form for some $n \in \mathbb{N}$. Then there is no linear functional $\tau$ on $A$ satisfying $\tau(1_A) = 1$ and $\tau(ab) = \tau(ba)$ for all $a, b \in A$.

In particular, if $A$ is a unital Banach algebra such that $M_n(A)$ is properly infinite in standard form for some $n \in \mathbb{N}$, then there are no normalized traces on $A$. 

Proof. Suppose \( \tau \) is a linear functional on \( A \) satisfying \( \tau(1_A) = 1 \) and \( \tau(ab) = \tau(ba) \) for all \( a,b \in A \). Then for each \( n \in \mathbb{N} \), \( \tau \) extends to a linear functional \( \tau_n \) on \( M_n(A) \) satisfying \( \tau_n(I_n) = n \tau(1_A) = n \), and \( \tau_n(xy) = \tau_n(yx) \) for all \( x,y \in M_n(A) \). On the other hand, if \( M_n(A) \) is properly infinite in standard form, then the identity \( I_n \) is the sum of two commutators by Lemma 2.14, so \( \tau_n(I_n) = 0 \). □

Remark 2.16. The situation is different if we consider bounded (not necessarily normalized) traces, i.e., bounded linear functionals \( \tau \) satisfying \( \tau(ab) = \tau(ba) \). There are no nonzero (not necessarily normalized) traces on a unital, properly infinite \( C^* \)-algebra because every element in such an algebra is a sum of two commutators [38, Remark 3]. However, there can be nonzero bounded traces on a unital, properly infinite Banach algebra in general. In [16], there are examples of unital Banach \( * \)-algebras that are properly infinite in standard form and have nonzero, bounded traces. Moreover, they can be hermitian or \( * \)-semisimple (see [16, Definition 1.10]). Note that all unital \( C^* \)-algebras are hermitian [15, Proposition 3.2.3(v)] and \( * \)-semisimple [15, Corollary 3.2.13].

The final ingredient of our theorem is the \( L^p \) analog of Cuntz algebras that were defined by Phillips in [34]. These are norm closures of certain representations of Leavitt algebras on \( L^p \) spaces.

For \( d \in \{2,3,4,\ldots\} \), define the Leavitt algebra \( L_d \) to be the universal complex associative algebra on generators \( s_1,\ldots,s_d,t_1,\ldots,t_d \) satisfying the relations

(i) \( t_j s_j = 1 \) for \( j \in \{1,\ldots,d\} \),  
(ii) \( t_j s_k = 0 \) if \( j \neq k \),  
(iii) \( \sum_{j=1}^d s_j t_j = 1 \).

This is a special case of the algebras introduced by Leavitt [25, 26] who considered these algebras over arbitrary fields.

Definition 2.17. Let \( A \) be a unital complex algebra, and let \( E \) be a nonzero complex Banach space. We say that \( \pi \) is a representation of \( A \) on \( E \) if \( \pi \) is a unital algebra homomorphism from \( A \) to \( B(E) \).

For \( p \in [1,\infty] \), we say that a Banach algebra \( A \) is an \( L^p \) operator algebra if there is a measure space \( (X,\mu) \) and an isometric representation of \( A \) on \( L^p(X,\mu) \). Clearly, \( B_p^p(X) \) is an \( L^p \) operator algebra on \( L^p(X) \). We now recall the definition of \( L^p \) Cuntz algebras, which are also \( L^p \) operator algebras.

Definition 2.18. [34 Definition 6.3 and Definition 6.4] Let \( (X,B,\mu) \) and \( (Y,C,\nu) \) be \( \sigma \)-finite measure spaces, and let \( p \in [1,\infty] \). A linear map \( s \in B(L^p(X,\mu),L^p(Y,\nu)) \) is called a spatial partial isometry if there exists a quadruple \( (E,F,S,g) \) in which \( E \in B, F \in C, S \) is a bijective measurable set transformation from \( (E,B|_E,\mu|_E) \) to \( (F,C|_F,\nu|_F) \) such that \( \nu|_F \) is \( \sigma \)-finite,
Remark 2.22. When (iii).

Given a spatial partial isometry $s \in B(L^p(X,\mu), L^p(Y,\nu))$ as defined above, there exists a unique spatial partial isometry $t \in B(L^p(Y,\nu), L^p(X,\mu))$ with quadruple $(F, E, S^{-1}, (S^{-1})_s(g)^{-1})$. Moreover, the operator $ts$ is multiplication by the characteristic function of $E$, while the operator $st$ is multiplication by the characteristic function of $F$ (see [34, Lemma 6.12]). The spatial partial isometry $t$ is called the reverse of $s$.

Definition 2.19. [34] Definition 7.4 Let $p \in [1, \infty]$, let $(X,\mu)$ be a $\sigma$-finite measure space, and let $\rho : L_d \to B(L^p(X,\mu))$ be a representation. We say that $\rho$ is spatial if for each $j$, the operators $\rho(s_j)$ and $\rho(t_j)$ are spatial partial isometries, with $\rho(t_j)$ being the reverse of $\rho(s_j)$.

In [34, Theorem 8.7], it is shown that any two spatial representations of $L_d$ on $L^p(X,\mu)$ with $(X,\mu)$ $\sigma$-finite give isometrically isomorphic Banach algebras, so the following definition makes sense.

Definition 2.20. [34] Definition 8.8 Let $d \in \{2, 3, 4, \ldots\}$ and let $p \in [1, \infty)$. Define $\mathcal{O}_d^p$ to be the completion of $L_d$ in the norm $a \mapsto ||a||$ for any spatial representation $\rho$ of $L_d$ on a space of the form $L^p(X,\mu)$, where $(X,\mu)$ is $\sigma$-finite. The algebras $\mathcal{O}_d^p$ are called the $L^p$ Cuntz algebras.

When $p = 2$, we get the original Cuntz algebra $\mathcal{O}_d$ introduced in [12].

The following theorem is an analog of [11, Theorem 4.9], which deals with the $p = 2$ case.

Theorem 2.21. Let $(X,d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. The following are equivalent:

(i) $B^p_0(X)$ is properly infinite in standard form.
(ii) $M_n(B^p_0(X))$ is properly infinite in standard form for some $n \in \mathbb{N}$.
(iii) $M_n(B^p_0(X))$ is properly infinite in standard form for all $n \in \mathbb{N}$.
(iv) $X$ is non-amenable.
(v) There is a unital isometric embedding of $\mathcal{O}_d^p$ into $B^p_0(X)$.
(vi) $[1]_0 = [0]_0$ in the algebraic $K_0$ group $K_0(B^p_0(X))$.
(vii) $B^p_0(X)$ has no normalized trace.
(viii) There is no unital linear functional $\psi$ of norm one on $B(\ell^p(X))$ such that $\psi(aT) = \psi(Ta)$ for all $T \in B(\ell^p(X))$ and all $a \in B^p_0(X)$.

Remark 2.22. When $p = 2$, by [11, Theorem 4.9], we can replace “properly infinite in standard form” by “properly infinite” in statements (i), (ii), and (iii).
Proof. The equivalence between (i) and (iii) is straightforward. We will show (iv) ⇒ (v) ⇒ (vi) ⇒ (vii) ⇒ (viii) ⇒ (iv), and (v) ⇒ (i) ⇒ (ii) ⇒ (vii).

(iv) ⇒ (v): The case $p = 2$ follows from [1] Theorem 4.9 so we will consider $p \in [1, \infty) \setminus \{2\}$. If $X$ is non-amenable, then it has a paradoxical decomposition $X = X_1 \sqcup X_2$ with partial translations $P_i : X \to X_i$. These partial translations give rise to elements $S_i \in B_u^p(X)$. Similarly, $P_i^{-1} : X_i \to X$ are partial translations, and they give rise to elements $T_i \in B_u^p(X)$. The elements $T_i$ and $S_i$ satisfy the following relations:

(I) $T_iS_i = 1$ for $i = 1, 2$,
(II) $T_iS_j = 0$ if $i \neq j$,
(III) $S_1T_1 + S_2T_2 = 1$.

Thus there is a unital homomorphism $\rho$ from the Leavitt algebra $L_2$ to $B_u^p(X)$ sending the generators $s_i$ and $t_i$ to $S_i$ and $T_i$ respectively. Using [34, Lemma 6.16] (or directly from the definition), one can check that each $S_i$ is a spatial partial isometry. Then by [34] Theorem 7.7, $\rho$ is a spatial representation. Hence it extends to a unital isometric homomorphism from $O_2^p$ to $B_u^p(X)$.

(v) ⇒ (vi): Let $\rho : L_d \to L^p(X, \mu)$ be any spatial representation with $(X, \mu)$ $\sigma$-finite. Then we have $\rho(t_1s_1) = \rho(t_2s_2) = 1$ and $\rho(s_1t_1 + s_2t_2) = 1$ in $O_2^p$, and thus in $B_u^p(X)$. Moreover, $\rho(s_1t_1)$ and $\rho(s_2t_2)$ are orthogonal idempotents in $O_2^p$, and thus in $B_u^p(X)$. Now

$$[1]_0 = [\rho(s_1t_1) + \rho(s_2t_2)]_0$$
$$= [\rho(s_1t_1)]_0 + [\rho(s_2t_2)]_0$$
$$= [\rho(t_1s_1)]_0 + [\rho(t_2s_2)]_0$$
$$= [1]_0 + [1]_0.$$

Hence $[1]_0 = [0]_0$ in $K_0(B_u^p(X))$.

(vi) ⇒ (vii): If $\tau : B_u^p(X) \to \mathbb{C}$ is a normalized trace, then it induces a group homomorphism $\tau_* : K_0(B_u^p(X)) \to \mathbb{R}$ with $\tau_*([1]_0) = \tau(1) = 1$ while $\tau_*([0]_0) = \tau(0) = 0$.

(vii) ⇒ (viii): If $\psi$ satisfies the conditions in (viii), then its restriction to $B_u^p(X)$ is a normalized trace.

(viii) ⇒ (iv): Note that $B_u^p(X)$ contains $\ell^\infty(X)$ as the subalgebra of diagonal matrices, where elements of $\ell^\infty(X)$ act as multiplication operators on $\ell^p(X)$, and there is a conditional expectation

$$E_0 : B(\ell^p(X)) \to \ell^\infty(X),$$

i.e., $E_0$ is a linear map satisfying

- $||E_0|| = 1$,
- $E_0(a) = a$ for all $a \in \ell^\infty(X)$,
\[ E_0(aTc) = aE_0(T)c \text{ for all } T \in B(\ell^p(X)) \text{ and } a, c \in \ell^\infty(X). \]

In fact, \( E_0 \) is given by the formula \( E_0(T)(x) = (T\delta_x)(x) \) for \( T \in B(\ell^p(X)) \) and \( x \in X \).

Suppose \( X \) is amenable, and let \( \phi_\mu : \ell^\infty(X) \to \mathbb{C} \) be the linear functional of norm one associated to a mean \( \mu \) on \( (X,d) \) that is invariant under partial translations. Consider

\[ \psi = \phi_\mu \circ E_0 : B(\ell^p(X)) \to \mathbb{C}. \]

Then \( \psi(1) = 1 \) and \( ||\psi|| = 1 \). To show that \( \psi(aT) = \psi(Ta) \) for all \( a \in B^p_0(X) \) and \( T \in B(\ell^p(X)) \), it suffices to consider the case where \( a \) is of the form

\[ (V_t)_{xy} = \begin{cases} 
1 & \text{if } x = t(y) \\
0 & \text{otherwise}
\end{cases}, \]

where \( t \) is a partial translation on \( X \). This is because the linear span of such operators is dense in \( B^p_0(X) \) (cf. [1, Section 4]).

A straightforward computation shows that for \( V_t \) as above and \( T = (T_{xy})_{x,y \in X} \in B(\ell^p(X)) \),

\[ E_0(TV_t)(x) = \begin{cases} 
T_{x^{-1}(x),x} & \text{if } x \in \text{ran}(t) \\
0 & \text{otherwise}
\end{cases}, \]

\[ E_0(V_tT)(x) = \begin{cases} 
T_{x,t(x)} & \text{if } x \in \text{dom}(t) \\
0 & \text{otherwise}
\end{cases}. \]

Since \( E_0(V_tT) = E_0(TV_t) \circ t \), we have

\[ \psi(TV_t) = \phi_\mu(E_0(TV_t)) = \phi_\mu(E_0(V_tT)) = \psi(V_tT). \]

(v) \( \Rightarrow \) (i): This follows from \( \mathcal{O}_p^2 \) being properly infinite in standard form.

(i) \( \Rightarrow \) (ii) is trivial.

(ii) \( \Rightarrow \) (vii): Apply Corollary [2,15]

\[ \square \]

**Remark 2.23.** In [1], the authors also considered Følner-type conditions in the context of Hilbert space operators, and showed that the statements in the theorem above are all equivalent to the uniform Roe algebra being a Følner \( C^* \)-algebra when \( p = 2 \). However, the definitions involve the Hilbert-Schmidt norm (or equivalently, any of the Schatten \( p \)-norms) and it is not clear to us what the analogous definition should be in the context of operators on \( L^p \) space when \( p \neq 2 \).

We end this section by establishing a bijective correspondence between means on \( X \) that are invariant under partial translations and normalized traces on \( B^p_0(X) \).
The proof of the following lemma is exactly the same as that of the $p = 2$ case so we omit it and refer the reader to [1, Lemma 4.16].

**Lemma 2.24.** Let $(X, d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. Any normalized trace $\tau$ on $B^p_u(X)$ is given by $\tau = \tau|_{\ell^\infty(X)} \circ E$, where $E : B^p_u(X) \to \ell^\infty(X)$ is given by $E(T)(x) = (T\delta_x)(x)$ for $T \in B^p_u(X)$ and $x \in X$.

**Proposition 2.25.** Let $(X, d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$.

(i) Any normalized trace $\tau$ on $B^p_u(X)$ extends to some unital linear functional $\psi$ of norm one on $B(\ell^p(X))$ such that $\psi(aT) = \psi(Ta)$ for all $T \in B(\ell^p(X))$ and all $a \in B^p_u(X)$.

(ii) There is a bijective correspondence between means on $X$ that are invariant under partial translations and normalized traces on $B^p_u(X)$.

**Proof.** For (i), we have $\tau = \tau|_{\ell^\infty(X)} \circ E$ by the lemma. Let $E_0 : B(\ell^p(X)) \to \ell^\infty(X)$ be the conditional expectation, and define $\psi = \tau|_{\ell^\infty(X)} \circ E_0$. Following the proof of (viii) $\Rightarrow$ (iv) in Theorem 2.21 with $\tau|_{\ell^\infty(X)}$ in place of $\phi_\mu$, one sees that $\psi$ has the desired properties.

For (ii), given a mean $\mu$ on $X$ that is invariant under partial translations, let $C = \ell^\infty(X) \to \mathbb{C}$ be the linear functional of norm one associated to $\mu$. Then $\tau_\mu := \phi_\mu \circ E$ is a normalized trace on $B^p_u(X)$. On the other hand, given a normalized trace $\tau$ on $B^p_u(X)$, the formula $\mu_\tau(Y) = \tau(1_Y)$ for $Y \subseteq X$ defines a mean on $X$, and it is invariant under partial translations by the trace property. For all $Y \subseteq X$,

$$\mu_\tau(Y) = (\tau_\mu)|_{\ell^\infty(X)}(1_Y) = \phi_\mu(1_Y) = \mu(Y),$$

and by the lemma above,

$$\tau_\mu = \phi_\mu \circ E = \tau|_{\ell^\infty(X)} \circ E = \tau.$$

Hence the maps $\mu \mapsto \tau_\mu$ and $\tau \mapsto \mu_\tau$ are inverses of each other. \hfill \qed

**Corollary 2.26.** Let $(X, d)$ be a metric space with bounded geometry, and let $p \in [1, \infty)$. Then the following statements are equivalent:

(i) $X$ has a strictly positive mean (i.e., every non-empty open subset has strictly positive measure) which is invariant under partial translations.

(ii) $|X| < \infty$.

(iii) $B^p_u(X)$ admits a unique normalized trace.

**Proof.** (i) $\Rightarrow$ (ii): Let $\mu$ be an invariant mean on $X$ and assume that $|X| = \infty$. For every non-empty finite subset $F$ of $X$, we fix $x_0$ in $F$. It is clear
that there is a partial translation from \( \{x\} \) to \( \{x_0\} \) for each \( x \in F \). Hence,

\[
1 \geq \mu(F) = \sum_{x \in F} \mu(\{x\}) = \sum_{x \in F} \mu(\{x_0\}) = |F|\mu(\{x_0\}).
\]

Since \( F \) can be arbitrary large, it forces \( \mu(\{x_0\}) = 0 \). Hence, \( \mu \) is not strictly positive.

(ii) \( \Rightarrow \) (i): If \( |X| = n \), we just consider \( \mu(A) = \frac{1}{n}|A| \) for \( A \subseteq X \).

(ii) \( \Rightarrow \) (iii): If \( |X| = n \), then \( B_\infty^n(X) = M_n(\mathbb{C}) \). Let \( \tau \) be any normalized trace on \( M_n(\mathbb{C}) \) and \( e_{ij} \) be the matrix unit for \( i, j \in \{1, \ldots, n\} \). It is easy to see that \( \tau(e_{ii}) = \tau(e_{11}) = \frac{1}{n} \) and \( \tau(e_{ij}) = 0 \) for \( i \neq j \). Hence, \( \tau \) is the standard normalized trace on \( M_n(\mathbb{C}) \).

(iii) \( \Rightarrow \) (ii): From Theorem 2.21 and Proposition 2.25, we know that \( X \) is amenable and admits a unique mean that is invariant under partial translations. Suppose that \( |X| = \infty \). Then we can inductively choose a Følner sequence \( (F_n)_{n \in \mathbb{N}} \) in \( X \) consisting of disjoint subsets. Indeed, if \( F_1, \ldots, F_n \) have been chosen, we consider the space \( Y = X \setminus (\bigcup_{i=1}^n F_i) \). Since \( \bigcup_{i=1}^n F_i \) is finite, \( Y \) is an infinite amenable subspace which is coarsely equivalent to \( X \). Hence there is \( F_{n+1} \subset Y \) with the right property.

Now we take any free ultrafilter \( \omega \) on \( \mathbb{N} \) and the formula

\[
\tau_{\omega}(f) = \lim_{\omega} \frac{1}{|F_n|} \sum_{x \in F_n} f(x)
\]

defines an invariant mean on \( \ell^\infty(X) \) by the Følner property. Let \( \omega_1 \) and \( \omega_2 \) be two different ultrafilters on \( \mathbb{N} \). Then there is a subset \( A \) of \( \mathbb{N} \) such that \( A \in \omega_1 \) and \( A \notin \omega_2 \). It follows that \( \tau_{\omega_1}(f) = 1 \) and \( \tau_{\omega_2}(f) = 0 \) for \( f = \sum_{n \in A} 1_{F_n} \) in \( \ell^\infty(X) \). This is a contradiction to the uniqueness. \( \square \)

3. \( K \)-theory of properly infinite \( \ell^p \) uniform Roe algebras

In this section, we study the homomorphism \( K_0(\ell^\infty(X)) \to K_0(B_\infty^p(X)) \) induced by the canonical diagonal inclusion \( \ell^\infty(X) \to B_\infty^p(X) \). When the underlying metric space \( X \) has asymptotic dimension at most one, we show that this homomorphism is always surjective. As a consequence, if \( X \) is a non-amenable metric space with asymptotic dimension at most one then \( K_0(B_\infty^p(X)) = 0 \) for all \( p \in [1, \infty) \).

**Lemma 3.1.** [7] Lemma 17 Let \( (X, d) \) be a metric space with bounded geometry. Then for any \( R > 0 \), the space \( X \) can be written as a finite disjoint union of \( R \)-separated subsets, i.e., \( X = \bigsqcup_{i=1}^n X_i \) and for each \( i \) we have \( d(x, y) \geq R \) whenever \( x, y \) are distinct points in \( X_i \).

Using the lemma above, given \( R > 0 \), we can find a finite set \( T \) of partial translations such that for any pair of points \( x, y \in X \) with \( d(x, y) \leq R \), there exists \( t \in T \) such that \( t(y) = x \). These partial translations can be described in the following way:
Fix $R > 0$, and write $X$ as a disjoint union $X = \bigsqcup_{i=1}^{n} X_i$ of $S$-separated sets with $S > 2R$. Let $t_{ij}$ be the map that sends $y \in X_j$ to $x \in X_i$ if $d(x, y) \leq R$. For each $x \in X_i$, there is at most one $y \in X_j$ with $d(x, y) \leq R$ since $X_j$ is $S$-separated with $S > 2R$. Conversely, for each $y \in X_j$ there is at most one $x \in X_i$ with $d(x, y) \leq R$. Hence $t_{ij}$ is a partial translation. Moreover, observe that if $T_{ij} \in B^p_u(X)$ is the partial isometry associated to $t_{ij}$, then $T_{ji}$ is the transpose of $T_{ij}$.

We will use these partial translations in the proof of the following lemma, which generalizes Lemma 2.5 and Lemma 2.6 in [31] dealing with the case where $X$ is a discrete group and $p = 2$.

**Lemma 3.2.** Let $(X, d)$ be a metric space with bounded geometry, let $A$ and $B$ be nonempty subspaces of $X$, and let $p \in [1, \infty)$. Then $1_A$ is in the closed two-sided ideal in $B^p_u(X)$ generated by $1_B$ if and only if there exists $R < \infty$ such that $d(x, B) \leq R$ for all $x \in A$.

**Proof.** ($\Rightarrow$): Suppose that $1_A$ belongs to the closed two-sided ideal generated by $1_B$. Then there exist finite propagation operators $T_1, \ldots, T_n, S_1, \ldots, S_n \in B^p_u(X)$ such that $||1_A - \sum_{j=1}^{n} T_j 1_B S_j|| < 1$. In particular,

$$||1_A - \sum_{j=1}^{n} E(T_j 1_B S_j)|| < 1,$$

where $E : B^p_u(X) \to \ell^\infty(X)$ is the conditional expectation.

Now note that if $T, S \in B^p_u(X)$ have finite propagation, then $E(T1_B S)(x) = \sum_{z \in B} T_{x,z} S_{z,x} = 0$ if $d(x, B) > \text{prop}(T)$. Thus for all $x \in A$, we have

$$d(x, B) \leq \max_{1 \leq j \leq n} \{\text{prop}(T_j)\}.$$

($\Leftarrow$): Suppose that there exists $R < \infty$ such that $d(x, B) \leq R$ for all $x \in A$. Using this $R$ and writing $X$ as a disjoint union $X = \bigsqcup_{i=1}^{n} X_i$ of $S$-separated sets with $S > 2R$, we get a finite set of partial translations $t_{ij}$ as described above. Let us consider the associated spatial partial isometries $T_{ij}$ in $B^p_u(X)$. We claim that $1_A = f 1_A \sum_{j=1}^{n} T_{ij} 1_B T_{ji}$ for some $f \in \ell^\infty(X) \subset B^p_u(X)$. It then follows that $1_A$ is in the closed two-sided ideal in $B^p_u(X)$ generated by $1_B$.

To prove the claim, first observe that for $x, \, y \in X$, we have

$$(T_{ji} 1_B T_{ij})_{xy} = \sum_{z \in B} (T_{ji})_{xz} (T_{ij})_{zy} = \begin{cases} \sum_{z \in B} (T_{ij})_{zy} & \text{if } x = y, \\ 0 & \text{if } x \neq y \end{cases}$$

where we have used the fact that $T_{ji}$ is the transpose of $T_{ij}$, and that all entries in $T_{ij}$ are either 0 or 1 with at most one nonzero entry in each row.
In particular, $T_{ji}1_B T_{ij} \in \ell^\infty(\mathcal{X}) \subset B_u^p(\mathcal{X})$ and

$$(1_A T_{ji}1_B T_{ij})_{yy} = \begin{cases} \sum_{y \in B(T_{ij})_{zy}} & \text{if } y \in A \cap X_j \\ 0 & \text{if } y \notin A \cap X_j \end{cases}.$$  

Note that $\sum_{y \in B(T_{ij})_{zy}}$ is either 0 or 1 for each $y \in A$. Also, for each $y \in A \cap X_j$ and $\varepsilon > 0$, there exists $z \in B$ such that $d(y, z) < R + \varepsilon$, and $z \in X_i$ for some $i$, so we have $(\sum_{i,j=1}^n 1_A T_{ji}1_B T_{ij})_{yy} \in \{1, 2, \ldots, n\}$ for each $y \in A$. Hence $1_A = f1_A \sum_{i,j=1}^n T_{ji}1_B T_{ij}$ for some $f \in \ell^\infty(\mathcal{X}) \subset B_u^p(\mathcal{X})$. □

Recall that an idempotent in a Banach algebra $A$ is full if it is not contained in any proper, closed, two-sided ideal in $A$.

**Lemma 3.3.** (see [29] Lemma 5.3 for $p = 2$ case) Let $p \in [1, \infty)$. If $(\mathcal{X}, d)$ is a non-amenable metric space with bounded geometry, then $[e]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$ for every idempotent $e \in \ell^\infty(\mathcal{X})$ that is full in $B_u^p(\mathcal{X})$.

**Proof.** Let $e = 1_A$ be an idempotent in $\ell^\infty(\mathcal{X})$ that is full in $B_u^p(\mathcal{X})$. Then $e$ and $1_X$ generate the same closed two-sided ideal in $B_u^p(\mathcal{X})$, so there exists $R > 0$ such that $d(x, A) \leq R$ for all $x \in \mathcal{X}$ by the previous lemma. In particular, the inclusion $A \hookrightarrow \mathcal{X}$ is a quasi-isometry. Thus $A$ is non-amenable, so we have $[e]_0 = [0]_0$ in $K_0(B_u^p(A))$ by Theorem [2.21]. The inclusion map $B_u^p(A) \hookrightarrow B_u^p(\mathcal{X})$ maps $e$ to the diagonal idempotent $1_A$ in $B_u^p(\mathcal{X})$ so $[e]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$. □

**Lemma 3.4.** (see [29] Lemma 5.4 for $p = 2$ case) If $(\mathcal{X}, d)$ is a non-amenable metric space with bounded geometry, then $[e]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$ for every idempotent $e \in \ell^\infty(\mathcal{X})$ and every $p \in [1, \infty)$.

Hence, the homomorphism $K_0(\ell^\infty(\mathcal{X})) \to K_0(B_u^p(\mathcal{X}))$ induced by the diagonal inclusion $\ell^\infty(\mathcal{X}) \hookrightarrow B_u^p(\mathcal{X})$ is the zero map for all $p \in [1, \infty)$.

**Proof.** By assumption, $\mathcal{X}$ admits a paradoxical decomposition $\mathcal{X} = \mathcal{X}_1 \sqcup \mathcal{X}_2$ with partial translations $t_i : \mathcal{X} \to \mathcal{X}_i$ for $i = 1, 2$. These partial translations give rise to $S_i \in B_u^p(\mathcal{X})$, and their inverses give rise to $T_i \in B_u^p(\mathcal{X})$ such that $T_i S_i = 1_{\mathcal{X}_i}$ and $S_i T_i = 1_{\mathcal{X}_{i'}}$ for $i = 1, 2$. Since $1_{\mathcal{X}} = T_i 1_{\mathcal{X}_i} S_i$, we see that $1_{\mathcal{X}_1}$ and $1_{\mathcal{X}_2}$ are full idempotents in $B_u^p(\mathcal{X})$.

Let $e = 1_A$ be an idempotent in $\ell^\infty(\mathcal{X})$, where $A$ is a subspace of $\mathcal{X}$. Then $e = 1_{A \cap \mathcal{X}_1} + 1_{A \cap \mathcal{X}_2}$. Since $(1_{\mathcal{X}_1} - 1_{A \cap \mathcal{X}_2})1_{\mathcal{X}_1} = 1_{\mathcal{X}_1} = 1_{\mathcal{X}_2}(1_{\mathcal{X}_2} - 1_{A \cap \mathcal{X}_2})$ and $(1_{\mathcal{X}_1} - 1_{A \cap \mathcal{X}_2})1_{\mathcal{X}_2} = 1_{\mathcal{X}_2} = 1_{\mathcal{X}_1}(1_{\mathcal{X}_1} - 1_{A \cap \mathcal{X}_1})$, we conclude that $1_{\mathcal{X}_1} - 1_{A \cap \mathcal{X}_1}$ and $1_{\mathcal{X}_2} - 1_{A \cap \mathcal{X}_2}$ are full idempotents in $B_u^p(\mathcal{X})$. By Lemma 3.3, $[1_{\mathcal{X}_1} - 1_{A \cap \mathcal{X}_1}]_0 = [1_{\mathcal{X}_2} - 1_{A \cap \mathcal{X}_2}]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$. Since $\mathcal{X}$ is non-amenable, we also have $[1_{\mathcal{X}}]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$ by Theorem 2.21. Hence $[e]_0 = [1_{A \cap \mathcal{X}_1}]_0 + [1_{A \cap \mathcal{X}_2}]_0 = [0]_0$ in $K_0(B_u^p(\mathcal{X}))$. 


To show that the homomorphism \( K_0(\ell^\infty(X)) \to K_0(B_p^\ell(X)) \) induced by the diagonal inclusion is zero, note that there is a group isomorphism \( \dim : K_0(C(\beta X)) \to C(\beta X, \mathbb{Z}) \) satisfying \( \dim([e]_0)(x) = Tr(e(x)) \) for every \( x \in \beta X \), \( e \) an idempotent in \( M_n(C(\beta X)) \) for some \( n \in \mathbb{N} \), and \( Tr \) denoting the standard non-normalized trace on \( M_n(\mathbb{C}) \). In particular, every idempotent in \( M_n(\ell^\infty(X)) \) is equivalent to a direct sum of idempotents in \( \ell^\infty(X) \). Since every idempotent in \( \ell^\infty(X) \) has the trivial \( K_0 \) class in \( K_0(B_p^\ell(X)) \), so does every idempotent in \( M_n(\ell^\infty(X)) \).

The main result of this section is the following theorem:

**Theorem 3.5.** (see [29, Theorem 5.2] for \( p = 2 \) case) Let \( (X,d) \) be a metric space with bounded geometry. If the asymptotic dimension of \( X \) is at most one, then the homomorphism \( K_0(\ell^\infty(X)) \to K_0(B_p^\ell(X)) \) induced by the canonical diagonal inclusion is always surjective for all \( p \in [1, \infty) \).

Before proving the theorem, we note the following result, which is an immediate consequence of Lemma 3.4 and Theorem 3.5.

**Corollary 3.6.** (see [29, Corollary 5.5] for \( p = 2 \) case) If \( (X,d) \) is a non-amenable metric space with bounded geometry and it has asymptotic dimension (at most) one, then \( K_0(B_p^\ell(X)) = 0 \) for all \( p \in [1, \infty) \).

The proof of Theorem 3.5 uses a controlled or quantitative version of \( K \)-theory for \( L^p \) operator algebras from [10]. We state some of the necessary results that we shall use, and refer the reader to [10] for more details.

**Definition 3.7.** An \( L^p \) operator algebra \( A \) is filtered if it has a family \( (A_r)_{r \geq 0} \) of linear subspaces indexed by non-negative real numbers \( r \in [0, \infty) \) such that

- \( A_r \subseteq A_{r'} \) if \( r' \geq r \);
- \( A_r A_{r'} \subseteq A_{r+r'} \) for all \( r, r' \geq 0 \);
- \( \bigcup_{r \geq 0} A_r \) is dense in \( A \).

If \( A \) is unital with unit \( 1_A \), we require \( 1_A \in A_r \) for all \( r \geq 0 \). The family \( (A_r)_{r \geq 0} \) is called a filtration of \( A \).

Given a filtered \( L^p \) operator algebra \( A \) with a filtration \( (A_r)_{r \geq 0}, \) one may consider \((\epsilon, r, N)\)-idempotents and \((\epsilon, r, N)\)-invertibles, where \( 0 < \epsilon < \frac{1}{2p}, \) \( r \geq 0, \) and \( N \geq 1 \). Then one defines appropriate homotopy relations and goes through the standard procedure in the definition of \( K \)-theory of Banach algebras to arrive at the controlled \( K \)-theory groups \( K_{0,r,N}^\ell(A) \) and \( K_{1,r,N}^\ell(A) \). For each triple \( (\epsilon, r, N) \), we have homomorphisms \( c : K_{\epsilon,r,N}^\ell(A) \to K_\epsilon(A) \). In the case of \( K_0 \), this map is given by applying holomorphic functional calculus to an \((\epsilon, r, N)\)-idempotent to obtain an idempotent; in the
case of $K_1$, this map arises from the fact that every $(\varepsilon, r, N)$-invertible is invertible.

The next two lemmas describe properties of these homomorphisms that we will need in the proof of Theorem

**Lemma 3.8.** \[10\] Proposition 3.20 Let $A$ be a unital filtered $L^p$ operator algebra. Let $u$ be an invertible element in $M_n(A)$, and let $0 < \varepsilon < \frac{1}{20}$. Then there exist $r > 0$, $N \geq 1$ (depending only on $||u||$ and $||u^{-1}||$), and $[v] \in K_1^{\varepsilon, r, N}(A)$ with $v$ an $(\varepsilon, r, N)$-invertible in $M_n(A)$ such that $[v] = [u]$ in $K_1(A)$.

**Lemma 3.9.** \[10\] Proposition 3.21 There exists a (quadratic) polynomial $\rho$ with positive coefficients such that for any filtered $L^p$ operator algebra $A$, if $0 < \varepsilon < \frac{1}{20p(N)}$, and $[e]_{\varepsilon, r, N}, [f]_{\varepsilon, r, N} \in K_0^{\varepsilon, r, N}(A)$ satisfy $c([e]) = c([f])$ in $K_0(A)$, then there exist $r' \geq r$ and $N' \geq N$ such that $[e]_{\rho(N), r', N'} = [f]_{\rho(N), r', N'} \in K_0^{\rho(N), r', N'}(A)$.

**Definition 3.10.** Let $A$ be a filtered $L^p$ operator algebra with filtration $(A_r)_{r \geq 0}$. A pair $(I, J)$ of closed ideals of $A$ is a controlled Mayer-Vietoris pair for $A$ if it satisfies the following conditions:

- For any $r \geq 0$, any positive integer $n$, and any $x \in M_n(A_r)$, there exist $x_1 \in M_n(I \cap A_r)$ and $x_2 \in M_n(J \cap A_r)$ such that $x = x_1 + x_2$ and $\max(||x_1||, ||x_2||) \leq ||x||$;
- $I$ and $J$ have filtrations $(I \cap A_r)_{r \geq 0}$ and $(J \cap A_r)_{r \geq 0}$ respectively;
- There exists $c > 0$ such that for any $r \geq 0$, any $\varepsilon > 0$, any positive integer $n$, any $x \in M_n(I \cap A_r)$ and $y \in M_n(J \cap A_r)$ with $||x - y|| < \varepsilon$, there exists $z \in M_n(I \cap J \cap A_r)$ such that $\max(||z-x||, ||z-y||) < c\varepsilon$.

**Remark 3.11.** In \[10\], there is a more general definition of a controlled Mayer-Vietoris pair that involves subalgebras instead of ideals, but we use this slightly simpler version here as it is sufficient for our purposes. We also note that this is slightly different from the definition of a uniformly excisive pair of ideals used in \[29\].

**Theorem 3.12.** \[10\] Theorem 5.14 Given a triple $(\varepsilon_0, r_0, N_0) \in (0, \frac{1}{20}) \times [0, \infty) \times [1, \infty)$, there exist $(\varepsilon_1, r_1, N_1)$ and $(\varepsilon_2, r_2, N_2)$ with $\varepsilon_1 \geq \varepsilon_0$, $r_1 \geq r_0$, and $N_1 \geq N_0$ such that for any filtered $L^p$ operator algebra $A$ and any controlled Mayer-Vietoris pair $(I, J)$ for $A$, if $x \in K_1^{\varepsilon_0, r_0, N_0}(A)$, then there exists $\partial x \in K_1^{\varepsilon_1, r_1, N_1}(I \cap J)$ with the property that if $\partial x = 0$, then there exist $y \in K_1^{\varepsilon_2, r_2, N_2}(I)$ and $z \in K_1^{\varepsilon_2, r_2, N_2}(J)$ such that $x = y + z$ in $K_1^{\varepsilon_2, r_2, N_2}(A)$.

Now let us return to the setting of Theorem 3.5. Let $X$ be a metric space with bounded geometry. For any subset $U$ of $X$ and $r \geq 0$, let $U^{(r)}$ denote the $r$-neighborhood of $U$, i.e.,

$$U^{(r)} = \{x \in X : d(x, U) \leq r\}.$$
For an element in $M_n(B_u^p(X))$, we define its support to be the union of the supports of all its matrix entries, and its propagation to be the maximum of the propagation of its matrix entries.

Assume that $X$ has asymptotic dimension at most one. Then for any $R > 0$, there is a decomposition $X = U \sqcup V$ such that each of $U = \bigsqcup_{i \in I} U_i$ and $V = \bigsqcup_{j \in J} V_j$ are disjoint unions of uniformly bounded $R$-separated sets. For such a decomposition, and for $r \geq 0$, consider the following subspaces of $B_u^p(X)$:

$\mathcal{N}(U)_r = \{ a \in B_u^p(X) : \text{supp}(a) \subseteq \bigcup_{i \in I} U_i^{(r)} \times U_i^{(r)}, \text{prop}(a) \leq r \}$,

$\mathcal{N}(V)_r = \{ a \in B_u^p(X) : \text{supp}(a) \subseteq \bigcup_{j \in J} V_j^{(r)} \times V_j^{(r)}, \text{prop}(a) \leq r \}$,

$\mathcal{N}(U \cap V)_r = \{ a \in B_u^p(X) : \text{supp}(a) \subseteq \bigcup_{i \in I, j \in J} (U_i^{(r)} \cap V_j^{(r)}) \times (U_i^{(r)} \cap V_j^{(r)}) \}$.

Now for $r \geq 0$, define

$A_r = \mathcal{N}(U)_r + \mathcal{N}(V)_r + \mathcal{N}(U \cap V)_r$,

$I_r = \mathcal{N}(U)_r + \mathcal{N}(U \cap V)_r$,

$J_r = \mathcal{N}(V)_r + \mathcal{N}(U \cap V)_r$.

and let $A = \bigcup_{r \geq 0} A_r$, $I = \bigcup_{r \geq 0} I_r$, and $J = \bigcup_{r \geq 0} J_r$. We observe that $A = B_u^p(X)$.

**Lemma 3.13.** The subspaces $A_r$, $I_r$, and $J_r$ provide filtrations for $A$, $I$, and $J$ respectively. Moreover, $I$ and $J$ are ideals in $A$.

**Proof.** Given $r, s \geq 0$, it is fairly straightforward to check that

(i) $\mathcal{N}(U)_r \cdot \mathcal{N}(U)_s \subseteq \mathcal{N}(U)_{r+s}$,

(ii) $\mathcal{N}(V)_r \cdot \mathcal{N}(V)_s \subseteq \mathcal{N}(V)_{r+s}$,

(iii) $\mathcal{N}(U \cap V)_r \cdot \mathcal{N}(U \cap V)_s \subseteq \mathcal{N}(U \cap V)_{r+s}$,

(iv) $\mathcal{N}(U)_r \cdot \mathcal{N}(V)_s \subseteq \mathcal{N}(U \cap V)_{r+s}$,

(v) $\mathcal{N}(U)_r \cdot \mathcal{N}(U \cap V)_s \subseteq \mathcal{N}(U \cap V)_{r+s}$,

(vi) $\mathcal{N}(V)_r \cdot \mathcal{N}(U \cap V)_s \subseteq \mathcal{N}(U \cap V)_{r+s}$.

□

**Lemma 3.14.** The pair $(I, J)$ is a controlled Mayer-Vietoris pair for $A$. 

Proof. For a subset $Y$ of $X$, we will let $1_Y$ denote the characteristic function of $Y$ regarded as a diagonal element in $B_u^p(X)$. We will also write $1_Y$ for $1_Y \otimes I_n \in M_n(B_u^p(X))$.

Let $n \in \mathbb{N}$ and $r \geq 0$. Given $a \in M_n(A_r)$, we have

$$a = \sum_{i \in I} 1_{U_i}a + \sum_{j \in J} 1_{V_j}a$$

with $\sum_{i \in I} 1_{U_i}a \in M_n(I_r)$, $\sum_{j \in J} 1_{V_j}a \in M_n(J_r)$, and

$$\max(||\sum_{i \in I} 1_{U_i}a||, ||\sum_{j \in J} 1_{V_j}a||) \leq ||a||.$$

Suppose that $a \in M_n(I_r)$ and $b \in M_n(J_r)$ are such that $||a - b|| < \varepsilon$. Let $\chi$ be the characteristic function of $\bigcup_{i \in I} U_i^{(r)}$, and let $\chi'$ be the characteristic function of $\bigcup_{j \in J} V_j^{(r)}$. Then $a\chi' \cdot b\chi \in M_n(I_{2r} \cap J_{2r})$, $||a - b\chi|| = ||a\chi - b\chi|| < \varepsilon$, and $||b - a\chi'|| = ||b\chi' - a\chi'|| < \varepsilon$. Hence letting $c = \frac{a\chi' + b\chi}{2} \in M_n(I_{2r} \cap J_{2r})$, we have $||a - c|| < \frac{\varepsilon}{2}$ and $||b - c|| < \frac{\varepsilon}{2}$.

Now we are ready for the proof of Theorem 3.5. In the proof, we will actually use the fact that the pair of suspensions $(SI, SJ)$ is a controlled Mayer-Vietoris pair for $SA$ rather than working directly with $I$ and $J$ (cf. [10], Remark 5.6). This is because a controlled version of Bott periodicity was not proved in [10].

Proof of Theorem 3.5. The $p = 2$ case was proved in [29, Theorem 5.2] so we will assume that $p \in [1, \infty) \setminus \{2\}$.

Suppose that $x \in K_0(B_u^p(X)) \cong K_1(SB_u^p(X))$, and $x$ is represented by an invertible $u \in M_n(SB_u^p(X))$, where $SB_u^p(X)$ denotes the unital algebra obtained by adjoining a unit to $B_u^p(X)$. Consider the controlled Mayer-Vietoris pair $(SI, SJ)$ for $SA = SB_u^p(X)$. By Lemma 3.8 given $0 < \varepsilon_0 < \frac{1}{2\pi}$, there exists $r_0 \geq 0$, $N_0 \geq 1$ (depending only on $||u||$ and $||u^{-1}||$), and a quasi-invertible $v \in M_n(SB_u^p(X))$ with propagation at most $r_0$ such that $[v] \in K_1^{r_0,r_0,N_0}(SB_u^p(X))$ and $[v] = x$ in $K_1(SB_u^p(X))$. Let $(\varepsilon_1, r_1, N_1)$ and $(\varepsilon_2, r_2, N_2)$ be associated to $(\varepsilon_0, r_0, N_0)$ as in Theorem 3.12.

By the assumption on asymptotic dimension, there exists a decomposition $X = U \sqcup V$ such that each of $U = \bigcup_{i \in I} U_i$ and $V = \bigcup_{j \in J} V_j$ are disjoint unions of uniformly bounded $r$-separated sets with $r > 3\max(r_1, r_2)$. Note that since $2r_1 < r$, $\mathcal{R}(U \cap V)_{r_1}$ is a direct product of matrix algebras of uniformly bounded sizes, and thus a Banach algebra direct limit of a directed system of finite direct sums of such matrix algebras (see [49] Lemma 8.4) or the proof of Theorem 4.4 (i) $\Rightarrow$ (ii) in the next section). By continuity of
Consider the $K$-theory of Theorem 3.12, there exist compositions that take a quantitative $K$-theory class represented by a quasi-invertible element (which is actually invertible) and send it to a $K$-theory class represented by the same element.

On the other hand, since $3r_2 < r$, there is a factorization

$$K^{r_2, r_2, N_2}(SI) 	o K^{r_2, r_2, N_2}(SB^p_u(X)) 	o K_1(SB^p_u(X))$$

and similarly for $J$ and $V_j$. Since $\prod_{i \in I} B(\ell^p(U_i^{[r_2]}))$ is a direct product of matrix algebras of uniformly bounded sizes, any element in its $K_0$ group is equivalent to something in the image of the map on $K$-theory induced by the diagonal inclusion

$$\ell^\infty(U^{[r_2]}) \to \prod_{i \in I} B(\ell^p(U_i^{[r_2]})),$$

and similarly for $V$. Hence $x$ is in the image of the homomorphism induced by the canonical diagonal inclusion. 

4. $\ell^p$ uniform Roe algebras of spaces with zero asymptotic dimension

In this section, we study the structure and $K$-theory of $\ell^p$ uniform Roe algebras of metric spaces with zero asymptotic dimension. We start by recalling the following equivalent definition for asymptotic dimension zero (see Definition 2.1 in [29]):

\[ ... \]
Definition 4.1. Let \((X,d)\) be a metric space with bounded geometry. For \(r \geq 0\), let \(\sim_r\) be the equivalence relation generated by the relation \(xRy \iff d(x,y) \leq r\). Then \(X\) has asymptotic dimension zero if and only if for each \(r \geq 0\), the relation \(\sim_r\) has uniformly finite equivalence classes.

We will show that a metric space \(X\) has asymptotic dimension zero if and only if \(B^p_u(X)\) is a spatial \(L^p\) AF algebra (see [37, Definition 9.1]) if and only if \(B^p_u(X)\) has cancellation in the following sense:

Definition 4.2. [5, Section 6.4] Let \(A\) be a Banach algebra. We say that \(A\) has cancellation of idempotents if whenever \(e,f,g,h\) are idempotents in \(A\) with \(e \perp g\), \(f \perp h\), \(e \sim f\), and \(e + g \sim f + h\), then \(g \sim h\).

We say that \(A\) has cancellation if \(M_n(A)\) has cancellation of idempotents for all \(n \in \mathbb{N}\).

We will need the following useful characterizations.

Proposition 4.3. [5, Proposition 6.4.1] Let \(A\) be a unital Banach algebra. Then the following are equivalent:

(i) \(A\) has cancellation of idempotents.
(ii) If \(e,f\) are idempotents in \(A\) and \(e \sim f\), then \(1 - e \sim 1 - f\).
(iii) If \(e,f\) are idempotents in \(A\) and \(e \sim f\), then there exists an invertible element \(u\) in \(A\) such that \(ueu^{-1} = f\).

The following theorem is an analog of [29, Theorem 2.2].

Theorem 4.4. Let \(X\) be a metric space with bounded geometry, and let \(p \in [1,\infty)\). The following are equivalent:

(i) \(X\) has asymptotic dimension zero.
(ii) \(B^p_u(X)\) is an inductive limit of subalgebras isometrically isomorphic to \(\bigoplus_{k=1}^{N} M_{d_k}^p\) with norm \(\|(a_1,\ldots,a_N)\| = \max(||a_1||,\ldots,||a_N||)\), where \(N,d_1,\ldots,d_k \in \mathbb{N}\), and \(M_d^p\) denotes \(B(\ell^p(\{1,\ldots,d\}))\).
(iii) \(B^p_u(X)\) has cancellation.

Proof. (i) \(\Rightarrow\) (ii): Assume that \(X\) has asymptotic dimension zero. Then for each \(r > 0\), the equivalence classes for the relation \(\sim_r\) in Definition 4.1 are uniformly finite. We will write \(I_r\) for the collection of all equivalence classes for \(\sim_r\). Fix a total order on \(X\). For each finite subset \(A \subset X\), let \(f_A : A \to \{1,\ldots,|A|\}\) be the order isomorphism determined by the total order.

Consider the collection \(\mathcal{I}\) of ordered pairs \((r,P)\), where \(r > 0\) and \(P = \{P_1,\ldots,P_N\}\) is a partition of \(I_r\) into finitely many nonempty sets, which we

\[^1\text{This is a non-sequential analogue of a spatial } L^p \text{ AF algebra in the sense of [37, Definition 9.1].}\]
think of as colours, such that equivalence classes with the same colour have the same cardinality. Fix \((r, P)\). Let \(n_1, \ldots, n_N\) be the cardinalities of the sets in each of the colours \(P_1, \ldots, P_N\) of \(P\), and let \(B = \bigoplus_{i=1}^N M_{n_i}^p\). For each \(A \in I_r\) with colour \(P_i\), let \(u_{A,i} : \ell^p(\{1, \ldots, |A|\}) \rightarrow \ell^p(A)\) be the invertible isometry determined by \(f_A\). Define \(\phi : B \rightarrow \prod_{A \in I_r, B(\ell^p(A)) \subseteq B(\ell^p(X)) \text{ by } (a_i)_{i=1}^N \mapsto \prod_{i=1}^N I \cdot u_{A,i} a_i u_{A,i}^{-1}. The image of \(\phi\) is contained in \(B_n^p(X)\) since the sets \(A \in I_r\) are uniformly bounded, and we denote this image by \(A_r, p\).

Define a partial order on \(I\) by \((r, P) \leq (s, Q)\) if \(r \leq s\) and \(A_r, p \subseteq A_s, Q\). We leave the reader to verify that this is indeed a partial order (or see the proof of (1) \(\Rightarrow\) (2) in [29, Lemma 2.4]).

It remains to be shown that the union \(\bigcup_{(r, P) \in I} A_r, p\) is dense in \(B_n^p(X)\). For this, it suffices to show that any finite propagation operator in \(B_n^p(X)\) can be approximated by an element of the union. Let \(\varepsilon > 0\) and let \(a \in B_n^p(X)\) have propagation at most \(r\). Then \(a\) is contained in \(\prod_{A \in I_r, B(\ell^p(A)) = B(\ell^p(X))}\), which we identify with \(\prod_{A \in I_r, B(\ell^p(A)) = B(\ell^p(X))}\) using the bijections \(f_A\). Write \(a_A\) for the component of \(a\) in the relevant copy of \(M_{n}^p\). Set \(N = \max\{|A| : A \in I_r\}\), and for \(n \in \{1, \ldots, N\}\), choose an \((\varepsilon/2)\)-dense subset \(\{b_{n,1}, \ldots, b_{n,m_n}\}\) of the ball of radius \(|a|\) in \(M_{n}^p\). For each \(A\), there exists \(m(A) \in \{1, \ldots, m_n\}\) such that \(|a_A - b_{|A|, m(A)}| < \varepsilon/2\). Set

\[
P_{n,m} = \{ A \in I_r : |A| = n, m(A) = m \},
\]
and define

\[
P = \{ P_{n,m} : n \in \{1, \ldots, N\}, m \in \{1, \ldots, M_n\}, P_{n,m} \neq \emptyset \}.
\]

Then the element \(b = (b_{|A|, m(A)})_{A \in I_r}\) is in \(A_r, p\) and

\[
||a - b|| = \sup_{A \in I_r} ||a_A - b_{|A|, m(A)}|| < \varepsilon,
\]
which completes the proof.

(ii) \(\Rightarrow\) (iii): This follows from the fact that \(M_{n}^p\) has cancellation for all \(n \in \mathbb{N}\), and that cancellation is preserved under taking finite direct sums and taking inductive limits.

(iii) \(\Rightarrow\) (i): Assume that the asymptotic dimension of \(X\) is not zero. By [29, Lemma 2.4], there exist \(r > 0\) and \(S_n = \{x_1^{(n)}, \ldots, x_{m_n}^{(n)}\} \subset X\) for each \(n \geq 1\) with the following properties:

- \(m_n \rightarrow \infty\) as \(n \rightarrow \infty\),
- for each \(n\) and each \(i \in \{1, \ldots, m_n - 1\}\), \(d(x_i^{(n)}, x_{i+1}^{(n)}) \leq 2r\) and \(d(x_i^{(n)}, x_{i+1}^{(n)}) \in [ir, (i + 1)r]\),
- the sequence \((\inf_{m \neq n} d(S_n, S_m))_{n=1}^{\infty}\) is strictly positive and tends to infinity as \(n\) tends to infinity.
Define
\[
A = \bigcup_{n=1}^{\infty} \{x_1^{(n)}, \ldots, x_{m_n-1}^{(n)}\},
\]
\[
B = \bigcup_{n=1}^{\infty} \{x_1^{(n)}, \ldots, x_{m_n}^{(n)}\},
\]
\[
C = \bigcup_{n=1}^{\infty} \{x_1^{(n)}, \ldots, x_{m_n}^{(n)}\}.
\]

Let \(p\) be the characteristic function of \(A \cup (X \setminus C)\) and let \(q\) be the characteristic function of \(B \cup (X \setminus C)\). Then \(p\) and \(q\) are equivalent idempotents. Indeed, let \(v \in B(\ell^p(X))\) be defined by
\[
\delta_x \mapsto \begin{cases} 
\delta_x & x \in X \setminus C, \\
\delta_{x^{(n)}} & x = x_i^{(n)} \text{ for some } n \text{ and } i \in \{1, \ldots, m_n-1\}, \\
0 & x = x_{m_n}^{(n)} \text{ for some } n,
\end{cases}
\]
and let \(w \in B(\ell^p(X))\) be defined by
\[
\delta_x \mapsto \begin{cases} 
\delta_x & x \in X \setminus C, \\
\delta_{x^{(n)}} & x = x_i^{(n)} \text{ for some } n \text{ and } i \in \{2, \ldots, m_n\}, \\
0 & x = x_{1}^{(n)} \text{ for some } n.
\end{cases}
\]

Then \(v, w \in B^p_u(X)\), \(vw = p\), and \(vw = q\). Now suppose \(B^p_u(X)\) has cancellation. Then by Proposition 4.3, \(1 - p\) and \(1 - q\) are equivalent idempotents, say \(yz = 1 - p\) and \(zy = 1 - q\) for some \(y, z \in B^p_u(X)\). We may also assume that \(y = (1 - p)y\) (see [5, Proposition 4.2.2]). Note that \(1 - p\) and \(1 - q\) are, respectively, the characteristic functions of \(\{x_{m_n}^{(n)} : n \in \mathbb{N}\}\) and \(\{x_1^{(n)} : n \in \mathbb{N}\}\). There exists \(a \in B^p_u(X)\) with finite propagation \(s > 0\) such that \(||y - a|| < 1/||z||\). There also exists \(n\) such that \(d(x_1^{(n)}, E) > s\). Let \(e \in B^p_u(X)\) be the characteristic function of \(x_1^{(n)}\). Then \((1 - p)ae = 0\). But then \(||ye|| = ||(1 - p)ye|| = ||(1 - p)(y - a)e|| \leq ||y - a|| < 1/||z||\) so \(||e|| = ||(1 - q)e|| = ||ze|| < 1\), which is a contradiction. Hence \(B^p_u(X)\) does not have cancellation. \(\square\)

In the rest of this section, we will restrict our attention to the case where the metric space is a countable, locally finite group equipped with a proper left-invariant metric. Such a metric group is actually a bounded geometry metric space with asymptotic dimension zero. The main result is that the ordered \(K_0\) group (with order unit) of the associated \(\ell^p\) uniform Roe algebra is a complete invariant for the bijective coarse equivalence class of the underlying countable locally finite group. Along the way, we also compute \((K_0(B^p_u(\Gamma)), K_0(B^p_u(\Gamma))^+, [1]_0)\) for a countable, locally finite group \(\Gamma\), showing that it is independent of \(p\).
**Definition 4.5.** A discrete group $\Gamma$ is locally finite if every finitely generated subgroup of $\Gamma$ is finite.

Every countable discrete group can be equipped with a proper left-invariant metric $d$ that is unique up to bijective coarse equivalence [47, Lemma 2.1]. In fact, local finiteness of a countable group $\Gamma$ can be characterized in terms of the asymptotic dimension of the metric space $(\Gamma, d)$ as follows.

**Theorem 4.6.** [44, Theorem 2] Let $\Gamma$ be a countable group equipped with any proper left-invariant metric $d$. Then the following are equivalent:

(i) $\Gamma$ is locally finite.
(ii) $(\Gamma, d)$ has asymptotic dimension zero.

We may then apply Theorem 4.4, Theorem 2.7, and a couple of straightforward observations to obtain the following result, which is an analog of [27, Corollary 5.4] (see also [41]).

**Corollary 4.7.** Let $\Gamma$ be a countable group equipped with any proper left-invariant metric, and let $p \in [1, \infty)$. Then the following are equivalent:

(i) $\Gamma$ is locally finite.
(ii) $B^p_u(\Gamma)$ is an inductive limit of subalgebras isometrically isomorphic to $\bigoplus_{k=1}^N M^p_{d_k}$ with norm $\|([a_1], \ldots, [a_N])\| = \max(\|a_1\|, \ldots, \|a_N\|)$, where $N, d_1, \ldots, d_k \in \mathbb{N}$, and $M^p_d$ denotes $B(\ell^p(\{1, \ldots, d\}))$.
(iii) $B^p_u(\Gamma)$ has cancellation.
(iv) $B^p_u(\Gamma)$ is stably finite.
(v) $B^p_u(\Gamma)$ is finite.
(vi) $B^p_u(\Gamma)$ is a quasidiagonal set in $B(\ell^p(\Gamma))$.

**Proof.** The equivalence of (i), (ii), and (iii) follows from Theorem 4.4 while the equivalence of (iv), (v), and (vi) follows from Theorem 2.7. The fact that any unital Banach algebra with cancellation will be stably finite can be seen easily using Lemma 2.3(ii) and Proposition 4.3(iii), so we have (iii) $\Rightarrow$ (iv). Finally, to get (v) $\Rightarrow$ (i), note that if $\Gamma$ is not locally finite, then $\mathbb{Z}$ quasi-isometrically embeds into $\Gamma$ so that $B^p_u(\mathbb{Z}) \subset B^p_u(\Gamma)$. However, $B^p_u(\mathbb{Z})$ is not finite so $B^p_u(\Gamma)$ is not finite as well. \qed

In the following we will compute the ordered $K_0$ group of $B^p_u(\Gamma)$ when $\Gamma$ is a countable locally finite group. Recall that a countable group $\Gamma$ is locally finite if and only if there exists an increasing sequence

$$\{e\} = \Gamma_0 \subseteq \Gamma_1 \subseteq \Gamma_2 \subseteq \cdots$$

of finite subgroups of $\Gamma$ such that $\Gamma = \bigcup_{n=0}^\infty \Gamma_n$. Such a sequence of finite subgroups gives rise to a proper left-invariant metric $d$ on $\Gamma$ given by $d(g, h) = \min\{n \in \mathbb{N} : g^{-1}h \in \Gamma_n\}$ for $g, h \in \Gamma$. 
The following proposition can be proved in the same way as in the C*-algebra case and we omit the proof, referring the reader to [27, Proposition 4.5] for details.

**Proposition 4.8.** Let \( \Gamma \) be a countable, locally finite group. Consider the triple \( (\Gamma, \{\Gamma_n\}_{n=0}^{\infty}, d) \) as above. For each \( n \in \{0, 1, 2, \ldots\} \), define \( k_n = |\Gamma_n| \) and \( r_n = k_{n+1}/k_n \). Then for every \( p \in [1, \infty) \),

\[
B_0^p(\Gamma) \cong \lim_{\rightarrow} \left( \prod_{i=1}^{\infty} M_{k_n}^{p_k}(\mathbb{C}), \phi_n \right),
\]

where \( \phi_n(T_1, T_2, \ldots) = (\text{diag}(T_1, \ldots, T_n), \text{diag}(T_{r_n+1}, \ldots, T_{2r_n}), \ldots) \).

From Proposition 4.8 and [27, Proposition 4.1], one sees that the ordered \( K_0 \) group of \( B_0^p(\Gamma) \) is a sequential inductive limit of \( \ell^\infty(\mathbb{N}, \mathbb{Z}) \) when \( \Gamma \) is a countable, locally finite group. Moreover, it is not hard to see that the connecting homomorphism \( \phi_n (n = 0, 1, 2, \ldots) \) induces the following map on \( K_0 \) groups:

\[
\alpha_n : \ell^\infty(\mathbb{N}, \mathbb{Z}) \to \ell^\infty(\mathbb{N}, \mathbb{Z}),
\]

\[
\alpha_n((m_1, m_2, \ldots)) = (m_1 + \cdots + m_{r_n}, m_{r_n+1} + \cdots + m_{2r_n}, \ldots).
\]

Continuity of the \( K_0 \) functor then gives

\[
(K_0(B_0^p(\Gamma)), K_0(B_0^p(\Gamma))^+) \cong \lim_{\rightarrow} (\ell^\infty(\mathbb{N}, \mathbb{Z}), \ell^\infty(\mathbb{N}, \mathbb{Z})^+, \alpha_n).
\]

We now proceed to describe the inductive limit more explicitly. Define

\[
H_{\Gamma}^{(n)} = \left\{ (m_1, m_2, \ldots) \in \ell^\infty(\mathbb{N}, \mathbb{Z}) : \sum_{i=jk_n+1}^{(j+1)k_n} m_i = 0 \text{ for all } j = 0, 1, 2, \ldots \right\},
\]

\[
H_{\Gamma} = \bigcup_{n=0}^{\infty} H_{\Gamma}^{(n)}.
\]

Note that \( \{H_{\Gamma}^{(n)}\}_{n=0}^{\infty} \) is an increasing sequence of subgroups of \( \ell^\infty(\mathbb{N}, \mathbb{Z}) \) since \( k_n \) divides \( k_{n+1} \) for each \( n \).

**Proposition 4.9.** [27, Proposition 4.6] Let \( \alpha_n \) and \( H_{\Gamma} \) be as above. Then

\[
\lim_{\rightarrow} (\ell^\infty(\mathbb{N}, \mathbb{Z}), \ell^\infty(\mathbb{N}, \mathbb{Z})^+, \alpha_n) \cong (\ell^\infty(\mathbb{N}, \mathbb{Z})/H_{\Gamma}, \ell^\infty(\mathbb{N}, \mathbb{Z})^+/H_{\Gamma}),
\]

where \( \ell^\infty(\mathbb{N}, \mathbb{Z})^+/H_{\Gamma} \) is the collection of all elements in \( \ell^\infty(\mathbb{N}, \mathbb{Z})/H_{\Gamma} \) that can be represented by positive sequences.

Now we can explicitly describe the ordered \( K_0 \) group of \( B_0^p(\Gamma) \) for any countable locally finite group \( \Gamma \) (see [27, Theorem 4.7] for \( p = 2 \) case):

**Theorem 4.10.** Let \( \Gamma \) be a countable, locally finite group, and let \( \{e\} = \Gamma_0 \subseteq \Gamma_1 \subseteq \Gamma_2 \subseteq \cdots \) be an increasing sequence of finite subgroups of \( \Gamma \) with
Γ = ∪_{n=0}^{∞} Γ_n. Define k_n = |Γ_n|,

\[ H^{(n)}_Γ = \left\{ (m_1, m_2, \ldots) \in ℓ^∞(\mathbb{N}, \mathbb{Z}) : \sum_{i=j}^{(j+1)k_n} m_i = 0 \text{ for all } j = 0, 1, 2, \ldots \right\}, \]

\[ H_Γ = \bigcup_{n=0}^{∞} H^{(n)}_Γ. \]

Then for every \( p \in [1, ∞) \),

\[ (K_0(B_pu(Γ)), K_0(B_pu(Γ))^+, [1]_0) \cong (ℓ^∞(\mathbb{N}, \mathbb{Z})/H_Γ, ℓ^∞(\mathbb{N}, \mathbb{Z})^+/H_Γ, [1]), \]

where \( 1 \) denotes the constant sequence with value 1.

In particular, the ordered \( K_0 \) group of \( B_pu(Γ) \) for a countable, locally finite group \( Γ \) does not depend on \( p \).

Proof. From the preceding result and remarks prior to that, we now only need to keep track of the order unit \([1]_0\). The \( K_0 \) class of the unit of \( \prod_{i=1}^{∞} \mathbb{C} \) in \( ℓ^∞(\mathbb{N}, \mathbb{Z}) \) is given by the constant 1 sequence. The result then follows since the structure map \( ℓ^∞(\mathbb{N}, \mathbb{Z}) \rightarrow ℓ^∞(\mathbb{N}, \mathbb{Z})/H_Γ \) for the inductive limit is simply the quotient map (cf. the proof of [27, Proposition 4.6]). □

The following corollary generalizes [27, Corollary 4.9]:

**Corollary 4.11.** Let \( Γ \) and \( Λ \) be countable, locally finite groups with proper left-invariant metrics \( d_Γ \) and \( d_Λ \) respectively. The following are equivalent:

1. \( (Γ, d_Γ) \) and \( (Λ, d_Λ) \) are coarsely equivalent.
2. \( K_0(B_pu(Γ)) \cong K_0(B_pu(Λ)) \) for all \( p \in [1, ∞) \).
3. \( K_0(B_pu(Γ)) \cong K_0(B_pu(Λ)) \) for some \( p \in [1, ∞) \).

Proof. The implication \( 1 \Rightarrow 2 \) is a consequence of [11, Theorem 3.4], while the implication \( 2 \Rightarrow 3 \) is obvious, so it remains to show \( 3 \Rightarrow 1 \).

Suppose \( Γ \) and \( Λ \) are not coarsely equivalent. Then by [4, Corollary 8] it must be the case that one of them is finite while the other is infinite since all countably infinite, locally finite groups are coarsely equivalent to each other. Assume without loss of generality that \( Λ \) is finite. Then for every \( p \in [1, ∞) \), we have \( K_0(B_pu(Γ)) \cong ℓ^∞(\mathbb{N}, \mathbb{Z})/H_Γ \) by the previous theorem, and \( K_0(B_pu(Λ)) \cong \mathbb{Z} \). These two groups are not isomorphic, for instance because \( ℓ^∞(\mathbb{N}, \mathbb{Z})/H_Γ \) is not singly generated. □

Now we recall the notion of supernatural numbers and how it enables us to determine whether two countable, locally finite groups are bijectively coarsely equivalent. We will use this in the proof of Theorem 4.13, which is the main result of this section.
Let \( \Gamma \) be a countable, locally finite group, and let \( \{p_1, p_2, \ldots \} \) be the set of all prime numbers listed in increasing order. For each \( j \in \mathbb{N} \), define
\[
    n_j = \sup\{m \in \mathbb{N} : p_j^m \text{ divides } |F| \text{ for some finite subgroup } F \text{ of } \Gamma\}.
\]
The sequence \( \{n_j\}_{j=1}^\infty \) is called the supernatural number associated to \( \Gamma \), which we denote by \( s(\Gamma) \). We usually think of a supernatural number \( \{n_j\}_{j=1}^\infty \) as a formal product \( \prod_{j=1}^\infty p_j^{n_j} \), so we say that \( p_j^m \) divides \( s(\Gamma) \) if \( m \leq n_j \). We say that two supernatural numbers are equal if they are equal as sequences.

**Theorem 4.12.** ([39] Theorem 5 and [27] Theorem 3.10) Let \( \Gamma \) and \( \Lambda \) be countable, locally finite groups with proper left-invariant metrics \( d_\Gamma \) and \( d_\Lambda \) respectively. Then the following are equivalent:

1. \( (\Gamma, d_\Gamma) \) and \( (\Lambda, d_\Lambda) \) are bijectively coarsely equivalent.
2. \( \Gamma \) and \( \Lambda \) have the same supernatural number, i.e., \( s(\Gamma) = s(\Lambda) \).

Finally, we come to the main result of this section, which generalizes [27] Theorem 4.10.

**Theorem 4.13.** Let \( \Gamma \) and \( \Lambda \) be countable, locally finite groups with proper left-invariant metrics \( d_\Gamma \) and \( d_\Lambda \) respectively. Then the following conditions are equivalent:

1. \( (\Gamma, d_\Gamma) \) and \( (\Lambda, d_\Lambda) \) are bijectively coarsely equivalent.
2. For every \( p \in [1, \infty) \), there is an isometric isomorphism \( \phi : B^p_u(\Gamma) \to B^p_u(\Lambda) \) such that \( \phi(\ell^\infty(\Gamma)) = \ell^\infty(\Lambda) \).
3. \( B^p_u(\Gamma) \) and \( B^p_u(\Lambda) \) are isometrically isomorphic for every \( p \in [1, \infty) \).
4. \( B^p_u(\Gamma) \) and \( B^p_u(\Lambda) \) are isometrically isomorphic for some \( p \in [1, \infty) \).
5. For some \( p \in [1, \infty) \), there is an isometric isomorphism \( \phi : B^p_u(\Gamma) \to B^p_u(\Lambda) \) such that \( \phi(\ell^\infty(\Gamma)) = \ell^\infty(\Lambda) \).
6. \( (K_0(B^p_u(\Gamma)), K_0(B^p_u(\Gamma))^+, [1]_0) \cong (K_0(B^p_u(\Lambda)), K_0(B^p_u(\Lambda))^+, [1]_0) \) for every \( p \in [1, \infty) \).
7. \( (K_0(B^p_u(\Gamma)), K_0(B^p_u(\Gamma))^+, [1]_0) \cong (K_0(B^p_u(\Lambda)), K_0(B^p_u(\Lambda))^+, [1]_0) \) for some \( p \in [1, \infty) \).
8. \( (K_0(B^p_u(\Gamma)), [1]_0) \cong (K_0(B^p_u(\Lambda)), [1]_0) \) for every \( p \in [1, \infty) \).
9. \( (K_0(B^p_u(\Gamma)), [1]_0) \cong (K_0(B^p_u(\Lambda)), [1]_0) \) for some \( p \in [1, \infty) \).

**Proof.** The equivalences of statements (1) through (5) follow from [11] Theorem 2.6, [27] Theorem 4.10 and [22] Lemma 8. It is obvious that (3) \( \Rightarrow \) (6) \( \Rightarrow \) (8) \( \Rightarrow \) (9), and that (6) \( \Rightarrow \) (7) \( \Rightarrow \) (9). Thus, it remains to show that (9) \( \Rightarrow \) (1).

The proof of (9) \( \Rightarrow \) (1) is identical to the proof of [27] Theorem 4.10, but we include the details here for the convenience of the reader. For simplicity, we write \( A \) for \( B^p_u(\Gamma) \) and \( B \) for \( B^p_u(\Lambda) \). Let \( \phi : (K_0(A), [1_A]_0) \to (K_0(B), [1_B]_0) \) be an isomorphism. Suppose, for the purpose of contradiction, that \( (\Gamma, d_\Gamma) \) and \( (\Lambda, d_\Lambda) \) are not bijectively coarsely equivalent. Then
the associated supernatural numbers \( s(\Gamma) \) and \( s(\Lambda) \) are different by Theorem 4.12. Without loss of generality, we may assume that there is a prime number \( p \) and a positive integer \( r \) such that \( p^r \) divides \( s(\Gamma) \) but not \( s(\Lambda) \). Let \( \{\Gamma_n\}_{n=0}^{\infty} \) and \( \{\Lambda_n\}_{n=0}^{\infty} \) be increasing sequences of finite subgroups of \( \Gamma \) and \( \Lambda \) respectively, with \( \Gamma = \bigcup_{n=0}^{\infty} \Gamma_n \) and \( \Lambda = \bigcup_{n=0}^{\infty} \Lambda_n \). Define \( k_n = |\Gamma_n| \), \( H^{(n)}_{\Gamma} \), and \( H_{\Lambda} \) as in Theorem 4.10. Similarly, define \( k_n' = |\Lambda_n| \), \( H^{(n)}_{\Lambda} \) and \( H_{\Lambda} \).

Since \( p^r \) divides \( s(\Gamma) \), it divides \( k_n \) for some \( n \). Let \( q \) be any idempotent in \( \prod_{i=1}^{\infty} M_{k_n}(\mathbb{C}) \) with pointwise rank \( k_n/p^r \). Then \( p^r([q]_0) = [1_A]_0 \) in \( K_0(A) \). Let \([q']_0 = \phi([q]_0) \in K_0(B) \). Then \( p^r([q']_0) = [1_B]_0 \). Write \([q']_0 = [(m_1, m_2, \ldots)] \in \ell^\infty(\mathbb{N}, \mathbb{Z})/H_A \). Then \((p^r m_1 - 1, p^r m_2 - 1, \ldots) \in H^{(n)}_{\Lambda} \) for some positive integer \( n \). In particular, \( p^r (m_1 + m_2 + \cdots + m_{k_n'}) - k_n' = 0 \), which is impossible because \( p^r \) does not divide \( k_n' \) for it would divide \( s(\Lambda) \) otherwise, so we have reached a contradiction. \qed
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