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Active contour model (ACM) is a powerful segmentation method based on differential equation. This paper proposes a novel adaptive ACM to segment those intensity inhomogeneity images. Firstly, a novel signed pressure force function is presented with Legendre polynomials to control curve contraction. Legendre polynomials can approximate regional intensities corresponding to evolving curve. Secondly, global term of our model characterizes difference of Legendre coefficients, and local energy term characterizes fitting evolution curve of interested region. Final contour evolution will minimize the energy function. Thirdly, a correction term is employed to improve the performance of curve evolution according to the initial contour position, so wherever the initial contour being in the image, the object boundaries can be detected. Fourthly, our model combines the advantages of two classical models such as good topological changes and computational simplicity. The new model can classify regions with similar intensity values. Compared with traditional models, experimental results show effectiveness and efficiency of the new model.

1. Introduction

Image segmentation [1], image denoising [2, 3], and image reconstruction [4] are all basic tasks in image processing field. The goal of image segmentation is to partition an image set into several meaningful subsets according to different feature information. It is difficult to segment images with noise, low contrast, and intensity inhomogeneity. Many segmentation methods based on partial differential equation (PDE) model [1] have been proposed with the development of PDE [5–10] and stochastic theory [11, 12]. One of the famous segmentation methods is ACM, which can extract the desired object by an evolving curve based on a variational framework. The existing ACM methods classify with edge ACM [1] and region ACM [13].

The edge ACM utilizes image gradient to guide the contours toward the boundaries of desired objects, and segmentation result relies on the location of the initial contour. Region model applies intensity and texture information to guide curve evolution. Chan-Vase (CV) [13] model is a classical region-based model, which is derived from Mumford-Shah (MS) model [14].

Intensity inhomogeneity image segmentation is still a challenging problem. Li et al. propose a local binary fitting (LBF) [15] model with a kernel function to avoid reinitialization and perform better than original CV model. Wang et al. propose a local Gaussian distribution fitting (LGDF) [16] model with local intensity mean and variance information. Zhou et al. introduce a global and local intensity information (LGIF) [17] model, which can achieve high segmentation accuracy while with heavy computational complexity. Wang et al. propose a local CV (LCV) [18] model to deal with the computation problem. LCV model cannot perform well on intensity inhomogeneous images and sometimes leads to edge leakage because the average convolution operator is employed in local region. Li et al. propose a LIC model [19] based on K-means clustering method. Zhang et al. develop LIC model and propose a locally statistical ACM (LSACM) model.
LSACM collects pixels belonging to the same class and realizes soft segmentation. LIC model and LSACM model are all with high computational cost. Mukherjee and Acton [21] propose a L2S model to deal with intensity inhomogeneity images. L2S model is also with heavy computational complexity due to Legendre basis functions. Shi and Pan [22] present a LGBF to deal with intensity inhomogeneous image segmentation problem.

This paper proposes a novel Legendre polynomial approximation with adaptive global energy based on our previous model [23]. For presenting a qualitative expansion on previous work, this paper compares our model with representative models on noisy images, low-contrast images, approximation with adaptive global energy based on our prior images. L2S model is also with heavy computational cost. Mukherjee and Acton [21] propose a L2S model to deal with intensity inhomogeneity because they all consider global image intensities merely.

2.2. The L2S Model. Mukherjee and Acton [21] propose a Legendre polynomial-based segmentation model. They replace $c_1$ and $c_2$ in the original CV model as two smooth functions $c_1(x)$ and $c_2(x)$. Then, the energy function of the L2S is as follows:

$$E^{L2S}(\phi, A, B) = \int_{\Omega} \left| f(x) - A^T P(x) \right|^2 H(\phi(x)) dx + \lambda_1 \| A \|^2_2 + \lambda_2 \| B \|^2_2 + \nu \int_{\Omega} \delta_\epsilon(\phi) \frac{\nabla \phi}{|\nabla \phi|} dx. $$

where $\lambda_1 \geq 0, \lambda_2 \geq 0$ are fixed scalars. $A = (a_0, \ldots, a_N)^T$ and $B = (b_0, \ldots, b_N)^T$ are the coefficient vectors for the inside region and outside region, respectively. The last term in Eq. (7) is the regularization item, which introduces smoothness in the zero curve. Let perform $\partial E^{L2S}/\partial A = 0, \partial E^{L2S}/\partial B = 0$, so $\tilde{A}$ and $\tilde{B}$ (Appendix A gives a detailed calculation of coefficient vectors, and Appendix B gives the existence and computability of coefficient vectors) are, respectively, computed as follows:

$$\tilde{A} = [K + \lambda_1 I]^{-1} K, \quad \tilde{B} = [L + \lambda_2 I]^{-1} L_Q,$$

$$[K]_{i,j} = \left( \sqrt{H(\phi(x))} P_i(x), \sqrt{H(\phi(x))} P_j(x) \right),$$

$$[L]_{i,j} = \left( \sqrt{1 - H(\phi(x))} P_i(x), \sqrt{1 - H(\phi(x))} P_j(x) \right).$$

$\langle , \rangle$ denotes the inner product operator. The vectors $P$ and $Q$ are obtained as $P = \int_{\Omega} P(x) f(x) H(\phi(x)) dx, Q = \int_{\Omega} P(x) (1-H(\phi(x))) dx$. By minimizing Eq. (7), the corresponding variational level set formulation is as follows:

$$\frac{\partial \phi}{\partial t} = \left[ - \left| f(x) - \tilde{A}^T P(x) \right|^2 + \left| f(x) - \tilde{B}^T P(x) \right|^2 \right] \delta_\epsilon(\phi) + \nu \delta_\epsilon(\phi) \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right).$$

where $c_1$ and $c_2$ are mean grey values and can be computed as

$$c_1(x) = \frac{\int_{\Omega} f(x) H(\phi(x)) dx}{\int_{\Omega} H(\phi(x)) dx}, \quad c_2(x) = \frac{\int_{\Omega} (1-H(\phi(x))) dx}{\int_{\Omega} (1-H(\phi(x))) dx}. $$

2.2. The L2S Model. Mukherjee and Acton [21] propose a Legendre polynomial-based segmentation model. They replace $c_1$ and $c_2$ in the original CV model as two smooth functions $c_1(x)$ and $c_2(x)$. Then, the energy function of the L2S is as follows:
The model approximates foreground and background by computing $\hat{A}^T P(x)$ and $\hat{B}^T P(x)$, respectively, which can perform well for images with inhomogeneous intensity.

3. A Novel Adaptive Segmentation Model

3.1. Model Construction. Motivated by the SBGFRLS model, we propose a novel ACM based on Legendre polynomial. The energy function of our model includes two parts, the local term and the global term:

$$E = E^L + E^G,$$

where

$$E^L = \sum_{x} \left( \lambda_1 \sum_{i,j} \delta(x_i - y_{j}) \phi_1(y_i) P(x_i) \right),$$

$$E^G = \sum_{x} \left( \lambda_2 \sum_{i,j} \delta(x_i - y_{j}) \phi_2(y_i) P(x_i) \right).$$

Figure 1: Segmental results for images with noise: (a) CV model segmentation results with noise image variance of 0.1, 0.2, and 0.3; (b) SBGFRLS model segmentation results with noise image variance of 0.1, 0.2, and 0.3; (c) Our model segmentation results with noise image variance of 0.1, 0.2, and 0.3.

Figure 2: The corresponding Dice values of the segmental results in Figure 1.
Figure 3: Continued.
where $E_L$ and $E_G$ denote the local term and the global term, respectively.

### 3.1.1. The Local Energy

The local energy term $E_L$ is derived from the SBGFRLS model, which utilizes the global image mean intensity values inside and outside of the evolving curve $C$, respectively. In order to smooth the level set function to maintain the interface regular, $\text{div} \, (\nabla \phi / |\nabla \phi|)$ is curvature of evolving curve $C$ is introduced. The level set formulation is as follows:

$$
\frac{\partial \phi}{\partial t} = \text{SPF}(I(x)) \left( \text{div} \, \left( \frac{\nabla \phi}{|\nabla \phi|} \right) + \alpha \right) |\nabla \phi|, \quad x \in \Omega. \quad (8)
$$

The balloon force $\alpha$ can be regarded as a correction term, which is responsible for controlling the contour shrinking or expanding rate; then, the term $\text{div} \, (\nabla \phi / |\nabla \phi|) + \alpha$ can be negative value or positive value, so we can improve the performance of the SPF function to some extent. The SPF function will drive the contour to expand or shrink according to the location of the region of interest. However, the final obtained curve $C$ can hardly extract local image feature for images with intensity inhomogeneity. The main reason is that the SPF model is constructed based on the intensity inside and outside the objects that are homogeneous. To solve these problem, our model introduces the Legendre polynomials to replace the scalars $c_1$ and $c_2$ in Eq. (5) by two smooth functions $c_1^m(x)$ and $c_2^m(x)$, which can represent by a linear combination of a few Legendre basis functions:

$$
c_1^m(x) = \sum \alpha_k P_k(x), \quad c_2^m(x) = \sum \beta_k P_k(x), \quad (9)
$$

which can make these functions have the smoothness and flexibility, where $P_k$ is a multidimensional Legendre
polynomial with degree $k$, and the 2-D polynomial is defined as follows:

$$p_k(x,y) = P_k(x)P_k(y), X = (x, y) \in \Omega \subset [-1, 1]^2,$$

$$P_k(x) = \frac{1}{2^k} \sum_{i=0}^{k} \binom{k}{i} (x - 1)^{k-i}(x + 1)^i.$$  \hfill (10)

We can infer from the above equation that the highest degree of the 1D basis is $m$, and the highest degree of 2D basis is $(m+1)^2$. When $m=0$, two smooth functions will reduce to the scalars $c_1$ and $c_2$ in Eq. (5). Legendre polynomials’ primary objective is to perform segmentation in the presence of an inhomogeneity intensity field. So the new SPF function is defined as follows:

$$\text{SPF}_{\text{new}}(I(x)) = \frac{I(x) - \bar{A}^T P(x) + \bar{B}^T P(x)/2}{\max \left( \left| I(x) - \bar{A}^T P(x) + \bar{B}^T P(x)/2 \right| \right)}, x \in \Omega,$$  \hfill (11)

where $\bar{A}^T P(x)$ and $\bar{B}^T P(x)$ are approximate to the gray values inside and outside of the evolving curve. $|\nabla \phi|$ can be replaced by $\delta(\phi)$ in (19) to increase the speed of curve evolution, and then the local term is as follows

$$E^L = \delta(\phi) \cdot \text{SPF}_{\text{new}} \left( I(x) \left( \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right) + \alpha \right) \right), x \in \Omega.$$  \hfill (12)

For each category of images, a correction term will decide the curve to evolve from inside to outside or from outside to inside, so that the initial contour being anywhere in the image can detect the object boundaries. At the same time, a new SPF can effectively drive curve to stop contours at weak edge, even images in the presence of inhomogeneity intensity.

3.1.2. The Global Energy. The main role of global energy affects the speed and accuracy of the evolution curve. Therefore, it is necessary to choose an appropriate global term. Most of parameters are selected manually, but we design an adaptive parameter strategy based on the difference between the foreground and background. The foreground and the background can be modeled by a set of Legendre basis functions in our model and can be represented in a lower dimensional subspace. When the gray value of background is less than the gray value of foreground, a novel adaptive global term can be written by utilizing Legendre basis functions as follows:

$$E^G = \frac{\text{mean}(\bar{A} - \bar{B})}{\min (\bar{A} - \bar{B}) - \max (\bar{A} - \bar{B})},$$  \hfill (13)

where mean($\cdot$), max($\cdot$), and mic($\cdot$) are the average function, the maximum function, and the minimum function, respectively, where $\bar{A}$ and $\bar{B}$ in Eq. (19) denote the coefficient vectors for the foreground and background. Each index satisfies the following relationship: max $(\bar{A} - \bar{B}) > \text{mean}(\bar{A} - \bar{B}) > \min (\bar{A} - \bar{B})$, and the data shows that the global term has values in the range $[1,1]$. An adaptive term can better meet the dynamic changes of the evolution curve than the constant term, which can improve the speed and accuracy of model segmentation. When the background gray value is greater than the foreground gray value, the global term can be set as zero.

Then, the final proposed model is as follows:

$$E = \delta(\phi) \cdot \text{SPF}_{\text{new}}(I(x)) \left( \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right) + \alpha \right) + \frac{\text{mean}(\bar{A} - \bar{B})}{\min (\bar{A} - \bar{B}) - \max (\bar{A} - \bar{B})}$$  \hfill (14)

3.2. Algorithm Procedure

(a) Initialization: $\alpha$, $m$, and $\sigma$

(b) Initialize the level set function $\phi$ as

$$\phi(x, t = 0) = \begin{cases} -\rho & x \in \text{outside}(C) \\ 0 & x \in C \\ \rho & x \in \text{inside}(C) \end{cases} \quad \rho > 0$$  \hfill (15)

(c) Compute $A$, $B$, and SPF$_{\text{new}}(I(x))$ by Eq. (11) and Eq. (17), respectively

(d) Evolve the level set function according to Eq. (20)

(e) Let $\phi = 1$ if $\phi > 0$; otherwise, $\phi = -1$

(f) Regularize the level set function $\phi$ with a Gaussian filter, i.e., $\phi = \phi * G_{\sigma}$

(g) Check whether the evolution of the level set has converged. If not, return to stage d

The step (e) serves as an optional segmentation procedure.

4. Experimental Results

In this section, the experimental results of our proposed model will be presented on a series of synthetic and real images. All experimental are implemented in Matlab R2014a on a 3.30-GHz PC. The initial contour can be chosen as rectangle, ellipse, and multiball manually according
to image. The correction term $\alpha$ is important for curve evolution and should be set according to each category of images. We choose $m = 1$ and find that images with intensity inhomogeneity can be adequately modeled. When $m > 3$, it will require inversion of a larger matrix and need computation more expensive. To measure the quality of the extracted objects in segmentation, the Dice coefficients are used to evaluate the corresponding segmentation results of both our method and the other method. The Dice index $D \in [0, 1]$ represents the difference between the segmental result $R_1$ and the ground truth $R_2$, and larger value implies better segmentation results. The Dice is defined as

$$D(R_1, R_2) = \frac{2 \text{Area}(R_1 \cap R_2)}{\text{Area}(R_1) + \text{Area}(R_2)}.$$  \hspace{1cm} (16)$$

4.1. Results for Noisy Images. Figure 1 shows the effectiveness of our model for noisy image segmentation. The image (two objects, [25]) in the first, second, and third row shows the corresponding segmentation results by CV model, SBGFRLS model, and our model. The first column, second column, and third column are images with Gaussian noise of standard deviations 0.1, 0.2, and 0.3, respectively. As shown in Figure 2, the Dice value of our model is more stable with the variance increasing and our model can obtain better results than other models.

4.2. Robustness to Intensity Inhomogeneity. Figure 3 shows the segmentation results for yeast fluorescence micrograph image and two real blood vessel images with intensity inhomogeneity. The edges of these images are difficult to distinguish clearly, which makes the segmentation of such images challenging. For quantitatively evaluation, we give a comparison of the Dice value in Table 1; it can be seen from Figure 3 and Table 1 that our proposed model is proved to be more efficient in segmenting images with intensity inhomogeneity and more accurate in terms of segmentation accuracy than the other four methods.

| Image | CPU running time |
|-------|------------------|
| LCV   | LSACM | Ours |
| First | 1.9375 | 37.2031 | 2.4375 |
| Second | 7.1719 | 35.8125 | 7.7031 |

Table 2: Running time and the DICE value for images shown in Figure 4.
Figure 5: The comparisons of LSACM model, LBF model, LIC model, and our model on segmenting images with the intensity inhomogeneity: (a) results of LSACM model; (b) results of LBF model; (c) results of LIC model; (d) results of our model.

Figure 6: The process of segmentation using our model: (a) initial contour; (b) final contour, 20 iterations; (c) final contour, 40 iterations; (d) final contour, 100 iterations; (e) initial contour; (f) final contour, 60 iterations; (g) final contour, 120 iterations; (h) final contour, 240 iterations.
4.3. Results for Low-Contrast Images. Figure 4 and Table 2 show the effectiveness of our model for low-contrast images [26]. The first column, second column, and third column show the final contours by LCV model, LSACM model, and our model. Figure 4 shows the two low-contrast images with some weak boundaries, and our model obtains smoother curve and detects well the object’s boundary, but the LCV model and LSACM model can obtain incomplete boundaries. As shown in Table 2, our model can effectively segment images with weak boundary and low contrast.

4.4. Results for Real-World Image. Figure 5 shows the ability of dealing with intensity inhomogeneous images (ultrasound medical image [24], skin image [25], brain MRI image [24], and Europe-night-light image [13]) in the real world, which captured from the digital camera. In order to further show the advantage of our model, we compare the segmentation results with the three models (LSACM, LBF, and LIC). Our model extracts the object contours accurately, whereas the other three methods produce oversegmentation and undersegmentation. For example, the result of the first image using LSACM, LBF, and LIC shows that the edge of image is oversegmented; the result of the second image using LSACM, LBF, and LIC shows that the edge of the cancer is oversegmented; the result of the third image using LSACM is oversegmented; and the result of the third image using LBF and LIC is undersegmented. Because the local term and global term are considered simultaneously, our model performs better than the other methods.

4.6. Application on Neuron Images and Dendritic Spine Image. Figure 7 presents the results for dendritic spine image and neuron images which imaged by confocal microscope [21]. We validated the performance of our model on a set of neuron images by comparing with other methods. CV model and LBF model failed to obtain the object true boundary. The fourth and fifth rows in Figure 7 show that the L2S model and our model can extract similar results, but some fine details have been erased through L2S model. That suggests that our model based on local term and global term can be more effective than L2S model based on global term, which significantly improves the segmentation accuracy.

5. Conclusion
A novel adaptive segmentation model for images in the presence of low contrast, noise, weak edge, and intensity inhomogeneity is proposed in this paper. Regions are represented by a set of Legendre basis function, so Legendre polynomials are introduced to deal with intensity inhomogeneous image segmentation problem. The local and global information are all considered, and GAC model and SBGFRLS model are combined in our model. Our model has good topological changes and computational simplicity. The evolution direction can be chosen adaptively according to the parameter $\alpha$, and the shape of initial contour can be selected on rectangular or elliptical manually. Experimental results show that our model is available and effective.

Appendix

A. The Process of Solving $\tilde{A}$ and $\tilde{B}$
In this appendix, we deduce the corresponding coefficients $\tilde{A}$ and $\tilde{B}$ in Eq. (11). Keeping $\phi$ fixed and minimizing the energy $E^{L2S}(\phi, A, B)$ with respect to the constant $A$ and $B$. We perform $\partial E^{L2S}/\partial A = 0$, so the Eq. (7) can be expresses as...
\[
\frac{\partial (E^{125})}{\partial A} = 2 \int_\Omega \frac{\partial (-A^T P(x))}{\partial A} * (f(x) - A^T P(x)) H(\phi(x)) \, dx + 2\lambda_1 A = 0
\]  
(A.1)

then

\[
2 \int_\Omega \left( -P(x)f(x)H(\phi(x)) + P(x)P(x)^T AH(\phi(x)) \right) \, dx + 2\lambda_1 A = 0
\]  
(A.2)

\[
\int_\Omega P(x)P(x)^T AH(\phi(x)) \, dx + \lambda_1 A = \int_\Omega (P(x)f(x)H(\phi(x))) \, dx
\]  
(A.3)

\[
\left( \int_\Omega P(x)P(x)^T H(\phi(x)) \, dx + \lambda_1 I \right) A = \int_\Omega (P(x)f(x)H(\phi(x))) \, dx
\]  
(A.4)

Let

\[
P = \int_\Omega P(x)f(x)H(\phi(x)) \, dx,
\]

\[
K = \int_\Omega P(x)P(x)^T H(\phi(x)) \, dx,
\]

\[
[K + \lambda_1 I] \hat{A} = P,
\]

\[
\hat{A} = [K + \lambda_1 I]^{-1} P.
\]

\([K]\) is \(N \times N\) Gramian matrices, whose (i,j) th entry can be represented as

\[
[K]_{i,j} = \left< \sqrt{H(\phi(x))} P_i(x), \sqrt{H(\phi(x))} P_j(x) \right>.
\]  
(A.6)

Then, we perform \(\partial E^{125}/\partial B = 0\), so the Eq. (7) can be expresses as

\[
\frac{\partial (E^{125})}{\partial B} = 2 \int_\Omega \frac{\partial (-B^T P(x))}{\partial A} * (f(x) - B^T P(x)) \cdot (1 - H(\phi(x))) \, dx + 2\lambda_1 B = 0
\]  
(A.7)

then

\[
2 \int_\Omega \left( -P(x)f(x)H(\phi(x)) + P(x)P(x)^T B(1 - H(\phi(x))) \right) \, dx + 2\lambda_1 B = 0
\]  
(A.8)

\[
\int_\Omega P(x)P(x)^T B(1 - H(\phi(x))) \, dx + \lambda_1 B = \int_\Omega (P(x)f(x)(1 - H(\phi(x)))) \, dx
\]  
(A.9)

\[
\left( \int_\Omega P(x)P(x)^T (1 - H(\phi(x))) \right) \, dx + \lambda_1 B = \int_\Omega (P(x)f(x)(1 - H(\phi(x)))) \, dx
\]  
(A.10)

Let

\[
Q = \int_\Omega P(x)f(x)(1 - H(\phi(x))) \, dx,
\]

\[
L = \int_\Omega P(x)P(x)^T (1 - H(\phi(x))) \, dx,
\]

\[
[L + \lambda_1 I] \hat{B} = Q,
\]

\[
\hat{B} = [L + \lambda_1 I]^{-1} Q.
\]

B. Coefficient Vectors are Invertible and Existing

However, computing the coefficient vectors needs a matrix inversion step. Here, we concretely show that the coefficient vectors \(\hat{A}\) and \(\hat{B}\) are invertible if the matrices \([K]\) and \([L]\) in (11) are invertible. \([L]\) is \(N \times N\)Gramian matrices, whose (i,j)th entry are obtained as the Eq. (11). Since \([K]\) and \([L]\) are a Gramian matrix, it is full rank if the polynomials \(\sqrt{H(\phi(x))} P_i(x), \sqrt{1 - H(\phi(x))} P_i(x) (i = 1, \cdots, N)\) are linearly independent. The regularized version of the Heaviside function is as \(H(\phi) = 1/2(1 + \arctan(\phi/e))\), so it is easy to find that the functions \(H(\phi(x))\) and \(1 - H(\phi(x))\) are bounded in (0, 1). Since the polynomials \(P_i(x)\) are linearly independent themselves, it clearly shows that the polynomials \(\sqrt{H(\phi(x))} P_i(x), (i = 1, \cdots, N)\) are linearly independent. So the coefficient vectors are existing.

Data Availability

All experimental images come from reference literatures, and we also point out the source one by one in the manuscript.

Conflicts of Interest

The authors declare there is no conflict of interest.

Authors’ Contributions

All authors typed, read, and approved the final manuscript.

Acknowledgments

This paper is partially supported by the Natural Science Foundation of Shandong Province of China (ZR2017MA012), the Natural Science Foundation of Guangdong Province (2018A030313364), the Special Innovation Projects of Universities in Guangdong Province (2018KTSCX197), the Science and Technology Planning Project of Shenzhen City (JCYJ20180305125609379), the Natural Science Foundation of Shenzhen (JCYJ201701041809621856), and the China Scholarship Council Project (201508440370).

References

[1] V. Caselles, R. Kimmel, and G. Sapiro, “Geodesic active contours,” International Journal of Computer Vision, vol. 22, no. 1, pp. 61–79, 1997.
[2] W. Chen, J. You, B. Chen et al., "A sparse representation and dictionary learning based algorithm for image restoration in the presence of Rician noise," *Neurocomputing*, vol. 286, pp. 130–140, 2018.

[3] B. Chen, J. Cai, W. Chen, and Y. Li, "A multiplicative noise removal approach based on partial differential equation model," *Mathematical Problems in Engineering*, vol. 2012, Article ID 242043, 14 pages, 2012.

[4] B. Chen, Z. Bian, X. Zhou, W. Chen, J. Ma, and Z. Liang, "A new Mumford–Shah total variation minimization based model for sparse-view x-ray computed tomography image reconstruction," *Neurocomputing*, vol. 285, pp. 74–81, 2018.

[5] X. Zhang, L. Liu, and Y. Wu, "Multiple positive solutions of a singular fractional differential equation with negatively perturbed term," *Mathematical and Computer Modelling*, vol. 55, no. 3-4, pp. 1263–1274, 2012.

[6] X. Zhang, Y. Wu, and L. Caccetta, "Nonlocal fractional order differential equations with changing-sign singular perturbation," *Applied Mathematical Modelling*, vol. 39, no. 21, pp. 6543–6552, 2015.

[7] X. Zhang, J. Xu, J. Jiang, Y. Wu, and Y. Cui, "The convergence analysis and uniqueness of blow-up solutions for a Dirichlet problem of the general Hessian equations," *Applied Mathematics Letters*, vol. 102, p. 106124, 2020.

[8] X. Zhang, J. Jiang, Y. Wu, and Y. Cui, "Existence and asymptotic properties of solutions for a nonlinear Schrödinger elliptic equation from geophysical fluid flows," *Applied Mathematics Letters*, vol. 90, pp. 229–237, 2019.

[9] X. Zhang, L. Liu, Y. Wu, and Y. Cui, "The existence and nonexistence of entire large solutions for a quasilinear Schrödinger elliptic system by dual approach," *Journal of Mathematical Analysis and Applications*, vol. 464, no. 2, pp. 1089–1106, 2018.

[10] X. Zhang, L. Liu, Y. Wu, and Y. Cui, "Existence of infinitely solutions for a modified nonlinear Schrödinger equation via dual approach," *Electronic Journal of Differential Equations*, vol. 2147, pp. 1–15, 2018.

[11] Z. Zong and F. Hu, "$L^p$ solutions of infinite time interval backward doubly stochastic differential equations under monotonicity and general increasing conditions," *Journal of Mathematical Analysis and Applications*, vol. 458, no. 2, pp. 1486–1511, 2018.

[12] Z. Zong and F. Hu, "$L^p$ solutions of infinite time interval backward doubly stochastic differential equations," *Filomat*, vol. 31, no. 7, pp. 1855–1868, 2017.

[13] T. Chan and L. Vese, "Active contours without edges," *IEEE Transaction on Image Processing*, vol. 10, no. 2, pp. 266–277, 2001.

[14] D. Mumford and J. Shah, "Optimal approximations by piecewise smooth functions and associated variational problems," *Communications on Pure and Applied Mathematics*, vol. 42, no. 5, pp. 577–685, 1989.

[15] Chunming Li, Chiu-Yen Kao, J. Gore, and Zhaohua Ding, "Minimization of region-scalable fitting energy for image segmentation," *IEEE Transactions on Image Processing*, vol. 17, no. 10, pp. 1940–1949, 2008.

[16] L. Wang, L. He, A. Mishra, and C. Li, "Active contours driven by local Gaussian distribution fitting energy," *Signal Processing*, vol. 89, no. 12, pp. 2435–2447, 2009.

[17] S. Zhou, J. Wang, S. Zhang, Y. Liang, and Y. Gong, "Active contour model based on local and global intensity information for medical image segmentation," *Neurocomputing*, vol. 186, pp. 107–118, 2016.

[18] X. Wang, D. Huang, and H. Xu, "An efficient local Chan–Vese model for image segmentation," *Pattern Recognition*, vol. 43, no. 3, pp. 603–618, 2010.

[19] Chunming Li, Rui Huang, Zhaohua Ding, J. C. Gatenby, D. N. Metaxas, and J. C. Gore, "A level set method for image segmentation in the presence of intensity inhomogeneities with application to MRI," *IEEE Transactions on Image Processing*, vol. 20, no. 7, pp. 2007–2016, 2011.

[20] K. Zhang, L. Zhang, K. M. Lam, and D. Zhang, "A level set approach to image segmentation with intensity inhomogeneity," *IEEE Transactions on Cybernetics*, vol. 46, no. 2, pp. 546–557, 2016.

[21] S. Mukherjee and S. T. Acton, "Region based segmentation in presence of intensity inhomogeneity using Legendre polynomials," *IEEE Signal Processing Letters*, vol. 22, no. 3, pp. 298–302, 2015.

[22] N. Shi and J. Pan, "An improved active contours model for image segmentation by level set method," *Optik*, vol. 127, no. 3, pp. 1037–1042, 2016.

[23] B. Chen, M. Zhang, W. Chen, B. Pan, L. C. Li, and X. Wei, "A novel adaptive segmentation method based on Legendre polynomials approximation," in *Pattern Recognition and Computer Vision. PRCV 2018*, J. Lai, C. Liu, X. Chen, J. Zhou, T. Tan, N. Zheng, and H. Zha, Eds., vol. 11256 of Lecture Notes in Computer Science, pp. 297–308, Springer, Cham, 2018.

[24] K. Zhang, L. Zhang, H. Song, and W. Zhou, "Active contours with selective local or global segmentation: a new formulation and level set method," *Image and Vision Computing*, vol. 28, no. 4, pp. 668–676, 2010.

[25] Z. Ren, "Adaptive active contour model driven by fractional order fitting energy," *Signal Processing*, vol. 117, pp. 138–150, 2015.

[26] T. Dietenbeck, M. Alessandrini, D. Friboulet, and O. Bernard, "CREASEG: a free software for the evaluation of image segmentation algorithms based on level-set," in *2010 IEEE International Conference on Image Processing*, pp. 665–668, Hong Kong, 2010.