Localization with random time-periodic quantum circuits
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We consider a random time evolution operator composed of a circuit of random unitaries coupling even and odd neighboring spins on a chain in turn. In spirit of Floquet evolution, the circuit is time-periodic; each timestep is repeated with the same random instances. We obtain analytical results for arbitrary local Hilbert space dimension $d$: On a single site, average time evolution acts as a depolarising channel. In the spin $1/2$ ($d = 2$) case, this is further quantified numerically. For that, we develop a new numerical method that reduces complexity by an exponential factor. Haar-distributed unitaries lead to full depolarization after many timesteps, i.e. local thermalization. A unitary probability distribution with tunable coupling strength allows us to observe a many-body localization transition. In addition to a spin chain under a unitary circuit, we consider the analogous problem with Gaussian circuits. We can make stronger statements about the entire covariance matrix instead of single sites only, and find that the dynamics is localising. For a random time evolution operator homogeneous in space, however, the system delocalizes.
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I. INTRODUCTION

The dynamics of many-body quantum systems has revived the interest in thermalization and localization. In closed systems, there are states that do not thermalize. A simple example is a single particle in a random potential that is Anderson localized [1]. But even if one includes interactions, a new way of many-body localization (MBL) can emerge that also prevents thermalization [2]. Despite great progress in understanding MBL during the last years (see eg. [3] or the review [4]), there are still many open questions.

A typical scenario studied in the context of localization is a system on a one-dimensional lattice, with a short-ranged Hamiltonian containing a kinetic term and a random potential for each site. In the absence of interactions, this single-particle problem displays Anderson localization: Starting in one position, the probability of finding the particle at the same position after arbitrary time is lower bounded, and the probability for other positions is exponentially suppressed [5, 6]. If one adds interactions, the system can find itself in the thermal or MBL phase, usually dependent on disorder strength. Starting with some information in a specific position, in the thermal phase it will flow away and cannot be recovered locally, and in the MBL phase there will still be traces present at the same position after arbitrarily long times, despite some information slowly flowing away [7–9].

Another scenario is so-called Floquet evolution. There, one considers not continuous time evolution generated by time-invariant Hamiltonians, but a discrete-time evolution operator repeated for subsequent timesteps. It may
arise from a periodic drive or be directly given as a unitary model. Floquet systems are a formidable setting to study localization, because even energy ceases to be a conserved quantity. Anderson localization has been proven for specific Floquet systems [10]. It has been found that Floquet systems are compelling examples for MBL [11] [12] which yield sharper transitions between thermal and MBL phases [13].

In addition, circuits of random unitaries have recently been used as a model of chaotic systems [14] [22]. In [14] [17], time evolution by a unitary circuit of fixed geometry but independently Haar-distributed random gates at each time step was studied. That model exhibits thermalization to an infinite temperature state, and the authors found ballistic spreading of quantum information by considering the out-of-time-ordered correlator. Subsequently the model was extended to a similar setup [15] [18] with a conservation law. In [16], the authors consider the same unitary circuit in a Floquet setting, where subsequent timesteps are repeated with the same random instances. In the limit of infinite local Hilbert space dimension for each qudit, they find thermalization to an infinite temperature state and calculate several values like the spectral form factor or the exponents of some Renyi-entropies. In other related work [23] [25], thermalization of spin chains for certain continuous-time dynamics was found in the context of the average spectral form factor.

Here, we consider several variations of Floquet evolution with a unitary circuit, and analyse if there is localization. We consider as time evolution operator a quantum circuit of depth two, which consists of two alternating layers of random nearest-neighbor unitaries coupling even and odd pairs of sites in turn. The two layers are repeated identically for subsequent timesteps such that the total circuit is periodic in time, in the spirit of Floquet evolution. This circuit geometry is the discrete analogue of local time-independent Hamiltonian evolution (and could also be obtained by a Trotter decomposition, or the standard form of an index zero matrix product unitary [48], for example). We perform an average within a (sub)set of unitaries. Typically, we start with a completely mixed state and a pure state at one site and look at the reduced state of that and other sites at some later time, and determine whether it depends on the initial state, corresponding to localization.

The scenarios we consider are the following: (A) Gaussian circuits, acting on fermionic chains with one mode per site and Gaussian evolution, where the nearest-neighbor unitaries in the circuit are operations that stay within the manifold of fermionic Gaussian states. (B) Spins, with a qudit per site and arbitrary constituent unitaries in the circuit. The first scenario, (A) Gaussian circuits, extends the typical situation in Anderson localization, since particle number is not conserved. In this scenario, we consider inhomogeneous as well as homogeneous Floquet circuits, where the unitaries coupling sites are independently random for each pair of neighbors or the same along the entire chain. We find that the inhomogeneous setting exhibits localization, whereas the homogeneous Floquet circuit leads to delocalization.

The second scenario, (B) spins, is similar to the models studied in [14] [16] [17]. In contrast to [16], in our work the local Hilbert space dimension of each spin is finite, and in contrast to [14] [17], we work in a Floquet setting. We prove that on a single site, the time evolution acts as a depolarising channel. Further, we find that a chain of qubits can exhibit thermalization or MBL, depending on the probability distribution used to average the unitaries in the circuit; we observe the corresponding phase transition.

Our setup is difficult computationally and analytically, because it requires to study dynamics of many-body systems, averaged over instances of the random Floquet circuit. Methods to exactly calculate averages [26] [27] work well when each random matrix appears a small amount of times, or for large dimensions where asymptotic behaviour is available. These methods are not useful in our setting, since the same random matrices reappear in each timestep (contrary to [13] [17]) and we have a fixed finite dimension of the spins (contrary to [16]). Instead, we derive analytical results in both cases with a technique we call the twirling technique. It is based on a property of the average, which basically allows us to move arbitrary single-site unitaries through the quantum circuit such that they only appear twice, at the beginning and end, relating initial and final states.

Apart from that, we also perform numerical calculations [17] in both cases. For (A) Gaussian circuits, we can work with the covariance matrix formalism, which is very efficient and allows us to explore very large systems. For (B) spins, the Hilbert space is exponential in chain length. We develop a new numerical method which combines tensor networks and Monte Carlo ideas, drawing from simplifications provided by the analytic results. It reduces the memory and time complexity from $2^{4t}$ to $2^{t}$ for $t$ timesteps. This allows us to study relativity long times which, in turn, enables the simulation of up to 39 spins.

This article is organized as follows. First, we introduce the precise models in section [II] and the quantities we will compute. In section [III] we present the main results of this work, and leave the derivations for section [IV]. There, we also present the twirling technique (section [IV A]) used throughout the paper, which can also be of interest on its own. Finally, in section [V] we present the new numerical method used for spin chains.

II. SETTINGS & QUESTIONS

For a one-dimensional chain of $N$ particles, we consider a random unitary time evolution operator $U$ composed of random nearest-neighbor gates according to some probability distribution. The time evolution operator is the unitary circuit with the fixed geometry sketched in Fig. [I].
and can be written as

$$U = \left( \bigotimes_i V_i \right) \left( \bigotimes_i U_i \right).$$

(1)

The unitary $U_i$ acts on particles $2i - 1$ and $2i$ while $V_i$ acts on sites $2i$ and $2i + 1$. These two layers are repeated identically (with the same random instances of $U_i, V_i$) in spirit of Floquet evolution, in contrast to other models [14, 17] where each timestep is different.

In this article, we study the random circuit as a time evolution operator that is a (A) Gaussian circuit for fermionic chains or (B) Unitary circuit for spin chains. Throughout, the average $\langle \cdot \rangle$ denotes averaging over $U_i, V_i$. In the next two subsections, we give details of both settings, and define the probability distributions used for the average $\langle \cdot \rangle$ in either setting.

### A. Gaussian circuits

First, we consider the problem for a chain of fermionic systems with one fermionic mode per site. Each of the $N$ modes has two Majorana operators

$$c_{2n-1} = a_n^\dagger + a_n, \quad c_{2n} = -i(a_n^\dagger - a_n),$$

(2)

with the creation/annihilation operators $a_n^\dagger, a_n$. The two-point correlation functions of Majorana operators for each fermionic state $\rho$ can be gathered in the covariance matrix

$$\Gamma_{kl} := \frac{i}{2} \text{Tr}(\rho \{ c_k, c_l \}).$$

(3)

Each site of the chain corresponds to a $2 \times 2$ block because each site is associated with two Majorana operators. A fermionic Gaussian state (i.e. those that can be generated by the vacuum of $a_n$ by Gaussian functions of the Majorana operators) is completely and uniquely characterized by its covariance matrix. Here, we consider the covariance matrices of not only Gaussian but arbitrary initial states with vanishing two-point correlators at non-zero distances.

We build the Gaussian circuit of transformations that map Gaussian states to Gaussian states (but can still be applied to general states). The most general such unitary operation acts on the covariance matrix by an orthogonal transformation $O \in O(2N)$, specifically $\Gamma \rightarrow OGOT^\dagger$.

We will consider two classes of these unitary transformations: Gaussian operations generated by Hamiltonians quadratic in the Majorana operators, which correspond to special orthogonal transformations $O \in SO(2N)$ in the covariance matrix formalism [28, 29], and the larger class of all operations $O \in O(2N)$ which includes local particle-hole transformations [30]. Subsequently, we only consider the covariance matrices of initial and final states.

In this setup, the unitary-circuit time evolution operator $U$ is represented as an orthogonal transformation $O \in O(2N)$ built of random two-site operations $P_i, Q_i \in O(4)$. With periodic boundary conditions,$$

O = G \left( \bigotimes_{i=1}^{N/2} Q_i \right) G^T \left( \bigotimes_{i=1}^{N/2} P_i \right),

(4)

where

$$G = \begin{pmatrix}
0 & I_2 \\
I_2 & 0
\end{pmatrix}

(5)

takes care of circularly shifting $\bigoplus Q_i$ by one site; i.e. two matrix elements down and right. Thereby $P_i$ couples site $2i - 1$ with $2i$ and $Q_i$ couples site $2i$ with $2i + 1$.

Our quantity of interest is the average final state $\langle \Gamma_i \rangle$ after $t$ timesteps of an initially uncorrelated product state $\Gamma_0$, i.e. with a $2 \times 2$ block-diagonal covariance matrix. In this formalism its covariance matrix is

$$\langle \Gamma_i \rangle = \langle O^\dagger \Gamma_0 O \rangle.

(6)

For the expectation value $\langle \cdot \rangle$, we consider two probability measures for the $P_i, Q_i$: the Haar measure for the orthogonal group $P_i, Q_i \in O(4)$ and the Haar measure for the special orthogonal group $P_i, Q_i \in SO(4)$. The Haar distribution (see eq. 31) for the orthogonal (special orthogonal) group $O(4)$ ($SO(4)$) is defined as the unique distribution with the property of Haar invariance, which mandates that any transformation

$$P \rightarrow APB, \text{ for any } A, B \in O(4) (SO(4))

(7)

does not affect averages $\langle \cdot \rangle$ with respect to $P \in O(4) (SO(4))$ [32]. The long-time behaviour of an initial covariance matrix is readily accessible to numerical calculations even on long chains, because we need only operate on its covariance matrix, whose dimension grows merely linearly in system size.

We consider two scenarios. In the first scenario, all $P_i, Q_i$ are independently distributed according to one of the Haar measures. This situation is related but not equivalent to that studied in context of Anderson localization. The main reason is that the average over...
O includes transformations \(P_i, Q_i\) that do not conserve particle number. Thus, a question to be addressed is whether the well-studied phenomenon of Anderson localization still exists, or if it is modified. To this end we ask, does the average final state \((\Gamma_t)\) contain remnant information about the initial state \(\Gamma_0\)? The corresponding results are reported in section III A 1.

Furthermore, we study a second scenario, the homogeneous setting where the time evolution operator \(O\) is 2-site-translation invariant. In that scenario, randomness is the same for all sites, \(P_i = P_j\) and \(Q_i = Q_j\), such that there are only two independent transformations; here we consider only the Haar measure over \(O(4)\). Again, we ask the same question: Does an impurity in an otherwise translation-invariant state spread all over the chain or stay localized? We present the answer in section III A 2. Occasionally, the time average

\[\langle \Gamma_{t\text{-avg}} \rangle := \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \langle \Gamma_t \rangle\]

is used to assess the localising or delocalising properties. Physically, it captures the long-time behaviour of a typical state. The additional average allows us to make stronger statements.

### B. Spins

After studying the evolution of a chain of fermions under Gaussian circuits, we turn to a chain of interacting spins. All particles along the chain have a local Hilbert space dimension \(d\), which may be arbitrary. In that setting, all of the unitaries \(U_i, V_i\) composing the circuit \(U\) are general unitaries of \(U(d^2)\), independently distributed according to some probability distribution for the average \(\langle \cdot \rangle\).

We will consider different probability distributions for \(U_i, V_i \in U(d^2)\) with the common property of single-site Haar invariance. This means that any transformation of a \(U_i\) or \(V_i\) of the form

\[U_i \leftrightarrow (w_1 \otimes w_2)U_i(w_3 \otimes w_4)\]

(9)
does not affect averages \(\langle \cdot \rangle\), for arbitrary choice of \(w_j \in U(d)\). For example, the unitary Haar distribution on \(U(d^2)\) has this property. It is a distribution uniquely defined by Haar invariance (see eq. (31)), which means that transformations of the form \(U \rightarrow AU B\), for arbitrary \(A, B \in U(d^2)\), do not affect any averages with respect to the Haar distribution of \(U \in U(d^2)\) [32].

In this article, we characterize the average final state \(\langle \rho_t \rangle\) obtained from an initial density matrix \(\rho_0\) after \(t\) timesteps:

\[\langle \rho_t \rangle := \langle U^t \rho_0 U^t \rangle\]

(10)

In particular, for arbitrary initial states \(\rho_0\), we will find a relation between the reduced initial state \(\rho_0^{\text{red}} := \text{Tr}_{\{1...N\}\setminus \{n\}} \rho_0\) on a single site \(n\) and the reduced state \(\rho_t^{\text{red}} := \text{Tr}_{\{1...N\}\setminus \{n\}} \langle \rho_t \rangle\) of the average final state on the same site. We find that on a single site, average time evolution acts as a depolarising channel. This result is formulated in section III B 1.

With this local characterization of initial and average final states, we assess the long-time behaviour of \(\langle \rho_t^{\text{red}} \rangle\) numerically. Interacting systems may thermalize, or else display many-body localization. In this context, we ask, does \(\langle \rho_t \rangle\) locally remember the initial state (localization) or not (thermalization)? For example, imagine an initial state that is homogeneous except for an impurity at one site. Then we ask, after average time evolution, can we perform local measurements at the same or other sites to recover information about the position and initial state of this impurity? We present our corresponding results in sections III B 2 and III B 3.

### III. RESULTS

In this section, we present our main results for (A) Gaussian circuits or (B) spins. We leave the details of the derivations, as well as the methods used to obtain them, for the next sections.

#### A. Gaussian circuits

First, we consider the setting of Gaussian circuits. We will first consider the inhomogeneous case, where orthogonal matrices for different sites are independently random. Then we will give the results for the homogeneous case, where the time evolution operator is invariant under translations by two sites.

1. **Inhomogeneous evolution exhibits localization**

For uncorrelated initial states \(\Gamma_0\), i.e. \(2 \times 2\) block-diagonal \(\Gamma_0\), we find the following result:

\[\langle \Gamma_t \rangle = c(t, N) \Gamma_0.\]

(11)

The constant \(c(t, N)\) is independent of the initial state. We obtain this result for both the orthogonal Haar measure, \(P_i, Q_i \in O(4)\), as well as the special orthogonal Haar measure, \(P_i, Q_i \in SO(4)\), with the same constant \(c(t, N)\) in both cases. The latter case holds as long as \(t < (N - 1)/2\), i.e. the system is large enough to accommodate the lightcone without self-intersections. Hence in the thermodynamic limit, \(O(4)\) and \(SO(4)\) Haar averages are equivalent in this setting. We prove these results in section IV B 5.

We further study \(c(t, N)\) numerically, and plot it in Fig. 2 as a function of time steps \(t\) for different system sizes \(N\). We observe that \(c(t, N)\) converges to a fixed value \(c \approx 0.06\), irrespective of \(N\). After one time step,
c(1, N) = 0 exactly, which simply is thermalizing evolution with independent Haar distributed orthogonal.

Only at longer times does the time-periodic structure of the circuit become manifest and result in appreciably change in measure. Since c(t, N) reaches a non-zero value, we find that Anderson localization still happens in this extended setup; an initially localized impurity stays localized. Each site of the initial state is simply scaled towards the thermal mixture \( \Gamma = 0 \) by the same factor \( c(t, N) \) does not depend on system size \( N \) even for \( t \) large enough such that the lightcone wraps around the periodic boundaries.

2. Homogeneous evolution delocalizes

Next, let us consider a homogeneous time evolution operator, where \( P_i = P_j \in O(4) \) and \( Q_i = Q_j \in O(4) \) are distributed according to the orthogonal Haar measure. Let \( \Gamma_0 \) be an initial state with a single site \( n \) occupied and all others maximally mixed. This is a zero matrix, except that the \( 2 \times 2 \) block for site \( n \) is \( \gamma := (0_i \ 0) \). In section II C we show the time-averaged final state of this initially localized state to have the covariance matrix

\[
\langle \Gamma^n_{t, \text{avg}} \rangle := \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \langle \Gamma^t \rangle = \frac{1}{N/2} \Gamma, \quad (12)
\]

under a plausible assumption about disjointness of spectra of matrices that are multiplied by Haar-random orthogonal matrices which we also verified numerically. We characterize \( \Gamma^t \) further in section II C.

An important part of the result is that the covariance matrix \( \Gamma^t \) depends not on the precise value of \( n \) but only on \( n \mod 4 \). Thus, the location \( n \) of the impurity cannot be reconstructed from \( \langle \Gamma^t_{t, \text{avg}} \rangle \). Moreover, in the thermodynamic limit, the prefactor \( 1/(N/2) \) causes \( \langle \Gamma^t_{t, \text{avg}} \rangle \) to reach the infinite temperature thermal mixture 0. In conclusion, our result implies the absence of localization.

A complementary viewpoint of delocalization is provided by the delocalization of eigenvectors of a single generic random instance of the time evolution operator. In section II C we prove how this allows us to bound all matrix elements of \( \Gamma^t_{t, \text{avg}} \) for a generic evolution operator \( O \) with non-degenerate spectrum:

\[
|\langle \Gamma^t_{t, \text{avg}} \rangle_{ij}| \leq \frac{16}{N} \to 0 \quad (13)
\]

in the thermodynamic limit, without resorting to an ensemble average \( \langle \cdot \rangle \). On the one hand, this result is stronger than (12) insofar as it shows \( \Gamma^t_{t, \text{avg}} \to 0 \) in the thermodynamic limit already for single instances of the time evolution operator. On the other hand, it only gives a bound \( \leq \frac{16}{N} \) and not an explicit form.

B. Spins

We now move from Gaussian circuits to interacting spins. The average \( \langle \cdot \rangle \) is now an average over all nearest-neighbor unitaries \( U_i, V_i \in U(d^2) \) comprising the time evolution operator, independently distributed according to some probability distribution with single-site Haar invariance (see II B). Here we will first present the statement that relates the evolution of a single site with a depolarising channel. Then, we show results which indicate the absence of localization when averaging with the Haar measure on \( U(4) \). Finally, we will consider different unitary ensembles, which vary in the degree of entanglement the \( U_i, V_i \) generate and present numerical evidence for a thermal-MBL phase transition.

1. Depolarising channel on each site

Our first result is, that on a single site, the average time evolution \( \langle \cdot \rangle \) acts as a depolarising channel. To make this result precise, consider an arbitrary initial state \( \rho_0 \). Split its reduced density matrix for one site

\[
\rho_0^{\text{red}} = I_d / d + \rho_0^{\text{red}}
\]

into traceful and traceless part \( \rho_0^{\text{red}} \). For the evolved reduced state at the same site we prove

\[
\langle \rho_t^{\text{red}} \rangle = I_d / d + \alpha(t) \rho_0^{\text{red}}.
\]

This corresponds to a depolarising channel \( \rho_0^{\text{red}} \) with depolarization probability \( 1 - \alpha(t) \). The real constant \( \alpha(t) \) is independent of the initial state. Provided the lightcone (2t+1 sites in width) around the site fits into the system,
it is also independent of the position of the site and of system size. Moreover, it is striking that the final state on a single site is affected only by the initial state on the same site, and is independent of the initial state at all other sites. We prove (15) in section [V.D] where we also derive a similar formula for the two-site reduced density matrix.

If the initial state is free of inter-site correlations, with all but one site completely mixed, the final state can be fully characterized. Thereby the initial state $\rho_0 = I_4 /d \otimes \rho_0^{\text{red}} \otimes I_4 /d \otimes I_4 /d \otimes \cdots$ evolves to a final state with the same structure $\langle \rho_t \rangle = I_4 /d \otimes \langle \rho_t^{\text{red}} \rangle \otimes I_4 /d \otimes I_4 /d \otimes \cdots$.

To understand the behaviour of the system, it is necessary to determine the behaviour of $\alpha(t)$. For this, we will study $\alpha(t)$ numerically for spin 1/2 particles, $d = 2$. In order to access long times, we use a new numerical method (section [V]). It reduces the complexity for $t$ timesteps from $2^{2(d^2-1)}$ to $2^d$ and uses an importance sampling technique to lower the variance. Since the number of spins involved after $t$ timesteps is $2^t + 1$, this in turn has allowed us to reach 39 of them while maintaining an effectively infinite system size.

2. Haar-distributed unitaries thermalize

As a concrete probability distribution for the unitaries $U_i, V_i$, we first consider the Haar distribution on $U(4)$. In Fig. 3 we present numerical results for this probability distribution. They show that $\alpha$ vanishes exponentially as $t \to \infty$, with a half-life of about 1.8 timesteps. Therefore we find thermalization to a locally infinite temperature state: The map (15) describing a single site’s evolution becomes completely depolarising in the limit $t \to \infty$ where $\alpha \to 0$. A similar result has been obtained in [23] in a Hamiltonian (continuous time evolution) setting.

This result is in stark contrast to the analogous setting with Gaussian circuits (section [II.A]). A Floquet operator built of unitaries conserving Gaussianity as studied in that setting causes localization, while taking into account all unitaries, it causes thermalization. The reason for this difference can be attributed to the fact that MBL phases are not ubiquitous in parameter space [24], whereas Anderson localization is (in 1D models, as analysed here).

3. Tunable coupling strength and MBL transition

As seen in the previous section, the Haar distribution exhibits thermalising behaviour, since MBL can typically only be found for strong random potentials relative to the coupling [24]. In practice, Haar-distributed $U_i$ and $V_i$ contain many highly entangling operators which can move information that is initially contained in one site across the chain. This opens up the question of whether MBL can be found by considering less entangling operations. We therefore modify the distribution used for the unitaries composing the time evolution operator.

Every unitary in $U(4)$ can be cast in the form [35]

$$(u_1 \otimes u_2)e^{ia_1 \sigma_x \otimes \sigma_z + ib_1 \sigma_y \otimes \sigma_z + ic_1 \sigma_z \otimes \sigma_z} (u_3 \otimes u_4)$$

(16)

with $u_i \in U(2)$ and coefficients $a, b, c \in \mathbb{R}$. $\sigma_i$ denote the Pauli matrices. We define a probability distribution for all $U_i, V_i \in U(4)$ composing the time evolution operator by means of this form, drawing each $u_i$ from the Haar measure for $U(2)$ and $a, b, c$ uniformly from the interval $[-h, h]$. Note that this distribution possesses single-site Haar invariance, so that the results of section [III.B] still apply.

In Fig. 4 we present numerical results for $\alpha(t)$ for distributions with various coupling strengths $h$. In the figure, we find a crossover from thermalization for large cou-
pling where \( \alpha(t) \to 0 \) and localization for small coupling where \( \alpha(t) \) reaches a finite value and the map \( \mathbf{15} \) keeps information about the initial state. In the completely uncoupled case \( h = 0 \), \( \alpha = 1/3 \) is reached exactly (appendix \( \mathbf{15} \)), consistent with the behaviour for \( h \to 0 \).

The MBL transition can be extracted from \( \alpha(t = \infty) \) as a function of \( h \). Alternatively, it may be pin-pointed by considering the entanglement entropy of the time evolution operator’s eigenstates in the limit of an infinite system. In the thermal phase, the eigenstates have volume law entanglement while in the MBL phase they have lower area law entanglement \( \mathbf{38} \). Results obtained from exact diagonalization of small systems are shown in Fig. 5 alongside \( \alpha(t = 18) \). It is interesting to consider also the variance of the different eigenstates’ entanglement, also plotted in Fig. 5. Because all eigenstates have similar entanglement properties in both thermal and MBL phases, the variance peaks near the phase transition where the entanglement is intermediate between these limits in a way that varies strongly between eigenstates \( \mathbf{38} \). Those measures all agree and clearly indicate \( \alpha \) where \( \alpha \) does not affect averages \( \langle \cdot \rangle \), for arbitrary choice of \( w_j \in U(d) \).

Our procedure is depicted in Fig. 6. At any site \( 2n \) (here we demonstrate for even sites), we perform the transformation

\[
U_n \to (\mathbb{I}_d \otimes w_{2n}) U_n; V_n \to V_n(w_{2n}^\dagger \otimes \mathbb{I}_d)
\]

(18) with arbitrary \( w_{2n} \in U(d) \). Then \( w_{2n} \) cancels with \( w_{2n}^\dagger \) in a repeated application of the time evolution operator \( U \), which transforms as

\[
U^t \to w_{2n}^\dagger U^t w_{2n},
\]

(19) \( w_{2n} \) only acting on site \( 2n \).

Thus Haar invariance allows us to relate the initial

\[
\text{FIG. 5. MBL transition at } h_0 \approx 0.3.
\]

Top plot: Late-time value \( \alpha(t = 18) \) (as in Fig. 1) as a function of the random coupling strength \( h \), and (rightmost data-points) for Haar-distributed unitaries. Middle and bottom plots: Average bipartite entanglement entropy (base 2) of eigenstates of \( 10^3 \) samples of the time evolution operator \( U \), for several system sizes \( N \). In addition to the average entropy of all eigenstates of a random instance \( U \) (middle) we calculate the standard deviation of the eigenstates of an instance (bottom). These measures show clear signals of an MBL transition that become more pronounced as the chain length \( N \) increases.

\[
\text{FIG. 6. Illustration of the twirling technique (see appendix \( \mathbf{15} \)). By single-site Haar invariance, replacing } U_1 \rightarrow (\mathbb{I}_d \otimes w) U_1 \text{ and } V_1 \rightarrow V_1(w^\dagger \otimes \mathbb{I}_d), \text{ w ∈ U(d) does not affect the averaged result. The sketch shows an excerpt of the time evolution operator } U. \text{ In a repeated application } U^t, \text{ most } w \text{ and } w^\dagger \text{ cancel.}
\]

IV. PROOFS

In this section, we give detailed proofs for the analytic results reported above. The numerical method is explained in the section after. First, we present a technique used throughout that we call the twirling technique (section \( \mathbf{IV A} \)). Then we show our results for Gaussian circuits, under inhomogeneous evolution in section \( \mathbf{IV B} \) and homogeneous evolution in section \( \mathbf{IV C} \). In the latter case, we also explain the complementary viewpoint provided by eigenvector delocalization. Finally, we proof the results for spin chains in section \( \mathbf{IV D} \).

A. Twirling technique

In this section, we present a technique we call twirling technique, which recurs in the proofs of our results. The idea is to exploit single-site Haar invariance of the probability distribution for the unitaries. Single-site Haar invariance means that any transformation of a \( U_i \) or \( V_i \) of the form

\[
U_i \leftrightarrow (w_1 \otimes w_2) U_i (w_3 \otimes w_4)
\]

(17) does not affect averages \( \langle \cdot \rangle \), for arbitrary choice of \( w_j \in U(d) \).

Our procedure is depicted in Fig. 6. At any site \( 2n \) (here we demonstrate for even sites), we perform the
state to the average final state:
\[
\langle \rho_n \rangle = \langle U_t \rho_0 U_t^\dagger \rangle = \langle w_{2n}^\dagger U_t^\dagger w_{2n} U_t \rho_0 w_{2n}^\dagger U_t^\dagger w_{2n} \rangle = w_{2n}^\dagger (\rho_0^t) w_{2n} \quad \text{(20)}
\]
\[
= w_{2n}^\dagger (\rho_0^t) w_{2n}, \quad \text{with } \rho_0^t = w_{2n} \rho_0 w_{2n}^\dagger. \quad \text{(21)}
\]
This holds for arbitrary \(w_{2n} \in U(d)\) and can be iterated independently at each site. In some cases, it will prove useful to integrate over \(w_{2n}\) in (20), which, again, does not alter the result \(\langle \cdot \rangle\). An important simplification arises when tracing over sites of the final state, because then in (20) the left- and rightmost \(w_{2n}^\dagger\) and \(w_{2n}\) cancel. In this paper we consider only distributions with single-site Haar invariance. Even in its absence, for example if transformation only with certain \(w_{2n}\) are allowed, some results may carry over.

### B. Gaussian circuits: Inhomogeneous evolution

In this section, we show the result (11). First, we take \(P_t, Q_t \in O(4)\). Then, we show how to reduce \(P_t, Q_t \in SO(4)\) to the former case.

#### 1. Haar measure on orthogonal group

By linearity of time evolution and Haar-averaging, it suffices to consider only initial states \(\Gamma_0^\alpha = \bigoplus_{i=1}^N \delta_{\alpha_i \gamma}\) having all but one site maximally mixed. The \(2 \times 2\) covariance matrix for the occupied site is given by \(\gamma = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\).

We adapt the twirling technique (section IV A) to the setting of Gaussian circuits to show that all components of \(\langle \Gamma_t^\alpha \rangle\) are zero, except the \(2 \times 2\) block corresponding to on-site correlations at site \(n\). To this end, consider the transformation
\[
\bigoplus P_t \rightarrow \left( \bigoplus P_t \right) \Sigma; \quad \bigoplus Q_t \rightarrow G^t \Sigma G \left( \bigoplus Q_t \right) \quad \text{(22)}
\]
with a diagonal matrix \(\Sigma\) of signs \(\pm 1\). Because \(\Sigma\) and \(G^t \Sigma G\) have the correct structure to be split among the \(P_t\) and \(Q_t\), in spirit of the twirling technique we may perform this transformation using the Haar invariance of the Haar-distributed \(P_t, Q_t\). Specifically, fix \(\Sigma_{2n-1,2n-1} = \Sigma_{2n,2n} = +1\) such that \(\Sigma_\gamma \Sigma = \Gamma_0^\gamma\). Then, similarly to (20), single-site Haar invariance implies that
\[
\langle \Gamma_t^\alpha \rangle = \langle \Sigma O^t \Sigma_0^\alpha \Sigma O^t \Sigma \rangle = \Sigma \langle \Gamma_t^\alpha \rangle \Sigma. \quad \text{(23)}
\]

For each \(i \neq 2n-1, 2n\), we are free to choose \(\Sigma_{i,i} = -1\) and all other signs positive. From this we learn that the entire \(i\)th row and \(i\)th column (except the diagonal entry) of \(\langle \Gamma_t^\alpha \rangle\) are zero. The only matrix elements that can be non-zero are the diagonal and the \(2 \times 2\) block corresponding to site \(n\).

Moreover, the final covariance matrix is real antisymmetric, so the diagonal is also zero and only two entries \(\langle \Gamma_t^\alpha \rangle_{2n-1,2n}, \langle \Gamma_t^\alpha \rangle_{2n,2n-1}\) remain. These form an antisymmetric \(2 \times 2\) block at site \(n\). Therefore this block is proportional to the same block of the initial covariance matrix;

we can write
\[
\langle \Gamma_t^\alpha \rangle = c(t,N,n) \Gamma_0^\alpha. \quad \text{(24)}
\]

It remains to show that \(c(t,N,n)\) are equal for all \(n\). The Haar average treats all unitaries on equal footing, such that within an average \(O\) possesses translational invariance by two sites. Therefore \(\langle \Gamma_t^\alpha + 2 \rangle = c(t,N,n) (\Gamma_0^\alpha + 2)\), mandating that there can only be two distinct values for \(n\) even or odd.

Inversion of the chain corresponds to
\[
P_t \rightarrow \left( i_z \right)_0 P_{N/2-1} \left( i_z \right)_0, \quad \text{(25)}
\]
and accordingly for \(Q_t\). It is a symmetry because in the average, \(\left( i_z \right)_0\) can be Haar-absorbed by \(P_{N/2-1}\).

Inversion invariance implies that there is only one value \(c(t,N) = c(t,N,n)\) for both \(n\) even and odd, the required form for (11). Any uncorrelated initial state can be decomposed as a linear combination of \(\Gamma_0^n\)’s, so by linearity, (11) holds with the same constant \(c(t,N)\) for each initial state.

We state a few further conclusions. Note that the particle number of the state changes. Precisely we can formulate
\[
c(t,N) = \frac{n(\langle \Gamma_t \rangle)}/N - 1/2 \quad \text{(26)}
\]
because the particle number \(n(\Gamma) = \sum_\lambda \lambda_i/2 + 1/2\) is related to the sum of every second entry \(\lambda_i\) along the state’s first off-diagonal. Although we consider Gaussian circuits, transformations beyond those preserving particle number are of paramount importance in this setting (as \(c(t,N) \neq 1\)) and our results go beyond mere Anderson localization of a single particle.

After one time step, \(c(t = 1,N) = 0\) exactly, as direct integration of \(P_t, Q_t\) shows (39). After that, it becomes non-zero. To assess the localising properties of the system, the long-time behaviour of \(c(t,N)\) is of interest. For this, its time average
\[
c(t, \text{avg}, N) := \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} c(t,N) \quad \text{(27)}
\]
is a useful value. This removes the dependence on the eigenvalues \(e^{\lambda_i}\) of \(O\): From (11) we can write
\[
c(t,N) = -\frac{1}{2} \langle \text{Tr} \Gamma_0^\alpha O^t O^t \rangle \quad \text{(28)}
\]
for any \(1 \leq n \leq N\). Inserting the spectral decomposition \(O = \sum_i |v_i\rangle e^{\theta_i} \langle v_i|\), the generic non-degenerate case \(\theta_i \neq \theta_j \)
Iterating this transformation for increasing values of \( k \), we may set all \( p_i = 0 \) except for \( p_{N/2} \) which may be 0 or 1. Due to the lightcone size, all occurrences of \( p_{N/2} \) are multiplied by the zeros in the initial state \( \Gamma_0^i = \bigoplus_j \delta_{i,n} \gamma \) (for \( n = N/2 \), other initial sites \( n \) follow similarly). In conclusion, the average \([\ref{33}]\) is independent of all \( p_i, q_i \) and the main result \([\ref{11}]\) holds for both the \( O(4) \) and \( SO(4) \) Haar measures.

C. Gaussian circuits: Homogeneous evolution

In this section, the time evolution operator \( \hat{O} \) is homogeneous, \( \hat{P} = \hat{P}_z = \hat{P}_x \in O(4), \hat{Q} = \hat{Q}_z = \hat{Q}_x \in O(4) \). We show the result \([\ref{12}]\) summarized in section IIIA2.

a. Fourier transformation of problem. First, let us perform a Fourier transformation of the problem. The periodic structure of \( \hat{O} \) suggests a Fourier transform of two-site blocks with \( F \otimes I \), employing the \( N/2 \times N/2 \) discrete Fourier matrix

\[ F_{kj} := \frac{1}{\sqrt{N/2}} \exp \left(-2\pi i (k-1)(j-1)/N \right), \]

where \( k,j = 1 \ldots N/2 \). We will denote Fourier transformed quantities with a hat. The time evolution operator \( \hat{O} \) is block-circulant \([\ref{4}]\), hence its Fourier transform is block-diagonal and can be written in terms of the diagonal components

\[ \hat{O} \xrightarrow{\mathcal{F} \otimes I} \bigoplus_{k=1}^{N/2} \hat{O}_k, \quad \hat{O}_k = \hat{G}_k Q \hat{G}_k^T P \in U(4), \]

with \( \hat{G}_k := \begin{pmatrix} 0 & \exp(2\pi ik/(N/2))e_{22}^z \\ e_{12} & 0 \end{pmatrix} \).

b. Localized initial state. Consider now the localized initial state \( \hat{\Gamma}_0^i = \bigoplus_{j=1}^{N/2} \delta_{i,j} \gamma \) with site \( n \) occupied (when we consider odd) and all other sites maximally mixed. Its Fourier transform is not block-diagonal as for the time evolution operator \([\ref{36}]\), but also has off-diagonal blocks

\[ \hat{\Gamma}_0^i \xrightarrow{\mathcal{F} \otimes I} \bigoplus_{k=1}^{N/2} \hat{G}_k Q \hat{G}_k^T \hat{\Omega}_k \]

with phases \( \phi_{kl} = 2\pi (n-1)(k-l)/N \). Accordingly, the final state has off-diagonal blocks, too:

\[ \langle \Gamma_n^i \rangle \xrightarrow{\mathcal{F} \otimes I} \bigoplus_{k=1}^{N/2} \hat{G}_k Q \hat{G}_k^T \hat{\Omega}_k \]

Numerical calculations provide evidence that all blocks \( \langle \Gamma_n^i \rangle_{kl} \) vanish as \( t \to \infty \), except for the diagonal \( k = l \), and the pairs \( (k,l) = (N/2,N/4), (k,l) = (N/4,N/2) \). These pairs only exist for \( N \) divisible by four and correspond to the Fourier phases 0 and \( \pi \). Only for these two pairs are both \( \hat{O}_k \) and \( \hat{\Omega}_k \) real.

c. Time-average for localized initial state. As we now argue, in the time average \( \langle \Gamma_{t,\text{avg}}^i \rangle \) all Fourier blocks \( \langle \Gamma_{t,\text{avg}}^i \rangle_{kl}, k \neq l, (k,l) \neq (N/2,N/4), (k,l) \neq (N/4,N/2) \)
are zero. Inserting the spectral decomposition $\hat{O}_k = \sum_{i=1}^4 e^{i\theta_{k,i}} |v_{k,i}\rangle\langle v_{k,i}|$, the time average is

$$\langle \Gamma^*_{t,\text{avg}} \rangle_{kl} = \frac{e^{i\phi_{kl}}}{N^2} \langle \left( \sum_{i=1}^4 \lim_{T \to \infty} \frac{T-1}{T} \sum_{t=0}^{T-1} e^{it(\theta_{k,i}-\theta_{l,i})} \right) |v_{k,i}\rangle\langle v_{k,i}| |v_{l,i}\rangle\langle v_{l,j}| \rangle \rangle_{\text{avg}}. \quad (39)$$

For each fixed pair $(k,l)$, whenever the sets of eigenvalues $\{e^{i\theta_{k,i}}, i = 1, 2, 3, 4\}$ of $\hat{O}_k$ and $\{e^{i\theta_{l,i}}, i = 1, 2, 3, 4\}$ of $\hat{O}_l$ are disjoint, $(*)$ is zero. Moreover, for the Haar average $\langle \Gamma^*_{t,\text{avg}} \rangle_{kl}$ to vanish for any given pair $(k,l)$, it suffices that the eigenvalue sets are disjoint for all $P \in Q$ except under a measure zero set. We conjecture that this holds for all pairs $(k,l), k \neq l$ and $(k,l) \neq (N/2, N/4), (k,l) \neq (N/4, N/2)$.

In conclusion, in the time average of (38) of an initially localized state, only Fourier components $k = l$ and $k,l = N/2, N/4$ survive:  

$$\langle \Gamma^*_{t,\text{avg}} \rangle = \frac{\mathcal{F} \otimes \mathcal{I}_4}{\langle \Gamma^*_{t,\text{avg}} \rangle_{kl} = \frac{\delta_{k=1} \lim_{T \to \infty} \frac{T-1}{T} \sum_{t=0}^{T-1} \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle + \delta_{k=N/2} \lim_{T \to \infty} \frac{T-1}{T} \sum_{t=0}^{T-1} \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle}{N^2} \right)} \quad (40a)$$

$$\langle \Gamma^*_{t,\text{avg}} \rangle_{kl} = \frac{\delta_{k=1} \lim_{T \to \infty} \frac{T-1}{T} \sum_{t=0}^{T-1} \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle}{N^2} + \delta_{k=N/2} \lim_{T \to \infty} \frac{T-1}{T} \sum_{t=0}^{T-1} \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle. \quad (40b)$$

(40c) 

Note that the position $n$ of the initial localization is present in (40b) only as $n \mod 2$, determining $(\gamma_0)$ or $(0, \gamma)$, and in (40d) only as $n \mod 4$, in the phase $\phi_{kl} = 2\pi(n-1)(k-l)/N = \pm \pi/2(n-1)$. The Fourier backtransformation is

$$\langle \Gamma^*_{t,\text{avg}} \rangle = \frac{1}{N^2} \Gamma^* := \frac{1}{N^2} (\Gamma^* + \Gamma''), \quad (41)$$

where $\Gamma^*$ denotes the backtransformation arising from the diagonal Fourier components (40b) and $\Gamma''$ the backtransformation arising from the Fourier components $k,l = N/2, N/4$ (40d), each without the prefactor $1/(N^2)$. As discussed in the previous paragraph, $\Gamma^*$ is only dependent on $n \mod 4$ and, thanks to the prefactor, vanishes in the limit $N \to \infty$. This concludes our result [12].

d. Translation-invariant initial state. On top of the results summarized in section III A 2 we provide a characterization of $\Gamma^*$. For this, we need to first consider the translation-invariant initial state $\Gamma^*_{t,\text{avg}}$ with each site occupied. It is invariant under Fourier transformation:

$$\langle \Gamma^*_{t,\text{avg}} \rangle = \frac{N}{N^2} \Gamma^* = \left( \bigoplus_{k=1}^N \gamma \right) \langle \hat{\Gamma}_{0,\text{avg}}^* \rangle = \frac{N}{N^2} \Gamma^*_{t,\text{avg}} \right) = \bigoplus_{k=1}^N \langle \hat{\Gamma}_{0,\text{avg}}^* \rangle. \quad (42)$$

The final state has a block-diagonal Fourier transform and each block has the form

$$\langle \hat{\Gamma}_{t,\text{avg}}^* \rangle = \langle O_{\Gamma_{1,\text{avg}}^*} O_{\Gamma_{2,\text{avg}}^*} \rangle \langle \hat{\Gamma}_{0,\text{avg}}^* \rangle = \langle O_{\Gamma_{1,\text{avg}}^*} O_{\Gamma_{2,\text{avg}}^*} \rangle \langle \hat{\Gamma}_{0,\text{avg}}^* \rangle. \quad (43)$$

We will now relate the translation-invariant state’s time average $\langle \Gamma^*_{t,\text{avg}} \rangle$ to $\Gamma^*$ in the time average of localized initial states.

e. Relating $\Gamma^*$ to $\langle \Gamma^*_{t,\text{avg}} \rangle$. We now show that $\Gamma^* = \langle \Gamma^*_{t,\text{avg}} \rangle$ except that all rows and columns corresponding to even sites are zero. For this, we exploit Haar invariance, similarly to the twirling technique and the case of inhomogeneous fermionic time evolution. The twirling technique can be used either with the original time evolution operator (3) and (4) or equivalently directly in the Fourier transformed quantities (36) and (37), which in the following is the perspective we take.

First, we show that $\langle \Gamma^*_{t,\text{avg}} \rangle_k$ (see (43)) is $2 \times 2$ block-diagonal. This follows from the transformation

$$P \to PS_k Q \to G^*_k \Sigma^* G_k Q \quad (44)$$

with $\Sigma = \left( \begin{array}{cc} \pm \frac{1}{2} & \pm \frac{1}{2} \\ \pm \frac{1}{2} & \pm \frac{1}{2} \end{array} \right)$. Note that $G^*_k \Sigma^* G_k$ is real orthogonal as required to apply $O(4)$ Haar invariance. This transformation effects, as in (20),

$$\langle \Gamma^*_{t,\text{avg}} \rangle_k = \langle \Sigma^* \hat{O}_k (\gamma) \Sigma \hat{O}_k^t \Sigma^* \rangle = \langle \hat{O}_k (\gamma) \hat{O}_k^t \rangle_k \Sigma^* \Sigma. \quad (45)$$

With appropriate choice of signs in $\Sigma$ it follows that the off-diagonal blocks of $\langle \Gamma^*_{t,\text{avg}} \rangle_k$ vanish.

We are now in a position to show the relation between $\langle \hat{O}_k (\gamma) \hat{O}_k^t \rangle_k$ and $\langle \hat{O}_k (\gamma) \hat{O}_k^t \rangle_k$ appearing in the Fourier transformations of $\langle \Gamma^*_{t,\text{avg}} \rangle$ and $\Gamma^*$, respectively. For this, use the transformation (44) with

$$\Sigma = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right). \quad (46)$$

Again, note $G^*_k \Sigma^* G_k$ is real. Then

$$\langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle_k = \frac{1}{2} \left[ \langle \hat{O}_k (\gamma) \hat{O}_k^t \rangle_k + \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle_k \right] \quad (47)$$

$$= \frac{1}{2} \left[ \left( \hat{O}_k (\gamma) \hat{O}_k^t \right) + \langle \hat{O}_k (\gamma) \hat{O}_k^t \rangle \Sigma \langle \hat{O}_k (\gamma_0) \hat{O}_k^t \rangle \Sigma \right],$$

with the last equality due to Haar invariance. Thanks to one term without and one term conjugated by $\Sigma$, the first block stays the same and the second block (which corresponds to even sites) cancels. This carries through the Fourier transform $\mathcal{F} \otimes \mathcal{I}_4$, concluding our proof that $\Gamma^* = \langle \Gamma^*_{t,\text{avg}} \rangle$ except that all rows and columns corresponding to even sites are zero.

f. Characterization of $\langle \Gamma^*_{t,\text{avg}} \rangle$. Now we will further characterize $\langle \Gamma^*_{t,\text{avg}} \rangle$ arising from the translation-invariant initial state. In terms of the Fourier components of $\langle \Gamma^*_{t,\text{avg}} \rangle$, we show below that

$$\langle \hat{\Gamma}_{t,\text{avg}}^* \rangle_k = c(t, k, N) \langle \hat{\Gamma}_{t,\text{avg}}^* \rangle. \quad (48)$$
with a real constant \( c(t, k, N) \). This is a similar form as
the main result (11) except that there is one constant per
Fourier component. The methods in the proof following
are also very similar.

We have shown already that \( \hat{\Gamma}_t^{i+1} \) consists of two
2 \( \times \) 2 blocks, in the paragraph of equation (44). \( \hat{\Gamma}_t^{i+1} \)
evidently anti-hermitian as a real antisymmetric matrix
conjugated with a unitary (43). To prove (48) it remains to
show that both blocks are real and identical.

First, we show that both blocks are real. To this end,
use the transformation (44) with
\[
\Sigma = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.
\] (49)

Note that \( \hat{G}_k^\dagger \Sigma \hat{G}_k \) is real orthogonal, so Haar invariance
of \( P \) and \( Q \)'s probability distribution is applicable. For
anti-hermitian 2 \( \times \) 2 matrices \( X \),
\[
X = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} \begin{pmatrix}
X & 0 \\
0 & 0
\end{pmatrix} \Rightarrow X \text{ real antisymmetric.} (50)
\]

Therefore, the transformation’s effect (45) shows that
both blocks are real.

Lastly, we show that both blocks are identical. This
is achieved by considering inversion symmetry of the chain.
Inversion corresponds to
\[
P \rightarrow \begin{pmatrix} 1 & 2 \end{pmatrix} P \begin{pmatrix} 1 & 2 \end{pmatrix}
\] (51)
and likewise for \( Q \). This is equivalent to
\[
\hat{O}_k \rightarrow \begin{pmatrix} 1 & 2 \end{pmatrix} \hat{O}_k^\dagger \begin{pmatrix} 1 & 2 \end{pmatrix}
\] (52)
and
\[
\hat{\Gamma}_t^{i+1} \rightarrow \begin{pmatrix} 1 & 2 \end{pmatrix} \hat{\Gamma}_t^{i+1} \begin{pmatrix} 1 & 2 \end{pmatrix}.
\] (53)

Thus inversion invariance mandates that both real blocks
are the same.

\( g. \) Characterization of \( c(t, k, N) \). To understand
\( \hat{\Gamma}_t^{i+1} \), it remains to characterize \( c(t, k, N) \). In Fig. 7
we therefore show numerical calculations of
\( c(t, k, N = 200) \).

The figure shows that \( c(t, k, N) \) converges, except for
\( \frac{2\pi}{N/2} k = 0, \pi, 2\pi \), where there are oscillations in \( t \). We can
calculate the time average of values
\[
c(t, k, N) = \frac{1}{4} \left( \begin{array}{c}
\frac{2\pi}{N/2} k = 0, \pi, 2\pi
\end{array} \right)
\] (54)
exactly. In these cases, \( \hat{G}_k \) is real orthogonal and can
be absorbed by the Haar-invariant transformation
\( P \rightarrow \hat{G}_k^\dagger Q \hat{G}_k \). In turn, \( Q \) can be absorbed by the transformation
\( P \rightarrow P^\dagger P \). Then we have simply \( \hat{O}_k = P \); this
corresponds to two sites in the uncoupled case and is
explained in appendix A.

The symmetries \( k \leftrightarrow -k = N/2 - k \) and "\( k \leftrightarrow k + \pi \)" of
\( c(t, k, N) \) are apparent in Fig. 7. The first corresponds to
complex conjugation of \( \hat{O}_k \), and is a symmetry because
\( \hat{\Gamma}_t^{i+1} \) is real. The latter symmetry only exists for even

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Constant \( c(t, k, N = 200) \) for the characterization of
\( \hat{\Gamma}_t^{i+1} \) (48) for homogeneous evolution of fermions.
Each of the lines shows data for a fixed \( t \) from 20 to 50. We perform
the orthogonal Haar average by considering \( 10^6 \) samples.}
\end{figure}

\( N/2 \) and then reads \( k \leftrightarrow k + N/4 \). It is equivalent to
the Haar-invariant transformation
\[
Q \rightarrow (-i_z, i_z) Q (-i_z, -i_z)
\] (55)
which effects \( e^{\pm 2\pi i k/(N/2)} \rightarrow -e^{\pm 2\pi i k/(N/2)} \) in (36).

1. Homogeneous evolution — Eigenvector delocalization

In this section, we explain in detail a complementary
viewpoint to delocalization summarized in section IIIA2
eigenvector delocalization. The eigenvectors \( \tilde{v}_i \) to eigenvalues \( e^{i\phi_i} \),
each generic instance of the homogeneous evolution operator \( \hat{O} \) are
delocalized. To see this, let \( \hat{T} \) be the orthogonal operator
effecting translation by two sites (4 matrix entries). It commutes with \( O \) and has
\( \hat{T}^N/2 = \Gamma_{2N} \). Each \( \tilde{v}_i \) is therefore eigenvector of \( \hat{T} \) to a
phase \( \phi_i \) and for its components the relation
\( \tilde{v}_i^{+4} = e^{i\phi_i} \tilde{v}_i \) holds circularly. Taking \( \tilde{v}_i \) normalized,
\[
|\tilde{v}_i|^2 = \frac{2}{N} \left( \sum_{k=0}^{N/2-1} |\tilde{v}_i^{+4k}|^2 \right) \leq \frac{2}{N} |\tilde{v}_i|^2 = \frac{2}{N}. \] (56)

In the generic case, where \( O \) does not have degenerate
eigenvalues, we can give an estimate of the final co-
variance matrix even without resorting to a Haar aver-
age. We expand \( \Gamma_{\text{avg}}^n \) with the spectral decomposition
\( O = \sum_k |v_k\rangle e^{i\phi_k} \langle v_k| \) of the specific instance of the time
evolution operator:
\[
\Gamma_{\text{avg}}^n = \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} O^t \Gamma_0^0 O^{t+1}
\] (57)
\[
= \sum_{k,l=1}^{2N} \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t=0}^{T-1} e^{(\theta_k - \theta_l) t} |v_k\rangle \langle v_k| \Gamma_0^0 |v_l\rangle \langle v_l|.
\] (58)
Similarly to (29), the time average cancels cross terms.

Let $e_j$ be the standard basis. The matrix elements of $\Gamma_{t-\text{avg}}$ are then

$$
\langle e_i | \Gamma_{t-\text{avg}} | e_j \rangle = \sum_{k=1}^{2N} \langle e_i | v_k \rangle \langle v_k | \Gamma_{0}^{n} | v_k \rangle \langle v_k | e_j \rangle.
$$

(59)

With the bound (56) for the eigenvector’s components, we can show the estimate (13) by expanding $\Gamma_{0}^{n} = |e_{2n-1}\rangle \langle e_{2n}| - |e_{2n}\rangle \langle e_{2n-1}|$:

$$
|\langle \Gamma_{t-\text{avg}}^{n} | e_i \rangle | = |\langle e_i | \Gamma_{t-\text{avg}}^{n} | e_j \rangle |
\leq \sum_{k=1}^{2N} \frac{|\langle e_i | v_k \rangle| |\langle v_k | \Gamma_{0}^{n} | v_k \rangle| |\langle v_k | e_j \rangle|}{\leq \sqrt{2/N}} \leq \frac{16}{N}
$$

(60)

(61)

### D. Spins

In this section we prove our analytic results about spin chains summarized in section III B 1, using the twirling technique from section IV A. We require the probability distribution for the unitaries $U_i, V_i$ comprising the unitary-circuit time evolution operator to possess single-site Haar invariance, as introduced in the settings III B.

The integral over the unitary group

$$
\int_{U(d)} dw_n w_n^\dagger A w_n B_n w_n^\dagger C w_n
$$

(62)

$$
= \frac{2^n}{d} \sum_{\mathbb{Z}/d} Tr_n (B_n) \otimes \frac{d Tr_n (AC) - Tr_n (A) Tr_n (C)}{d^2 - 1}
+ B_n \otimes \frac{d Tr_n (A) Tr_n (C) - Tr_n (AC)}{d(d^2 - 1)}
$$

can be computed exactly [11]. Here $A, C \in U(d^N)$ are multi-qudit operators and $w_n, B_n \in U(d)$ act only on one qudit at site $n$. The left side of the tensor products is qudit $n$ while the right side contains all the other sites. The same result is obtained when averaging over a unitary 2-design such as, for qubits, the Clifford group [12] instead of entire $U(d)$.

Similarly, we have the integral

$$
\int_{U(d)} dw_i w_i \dagger D w_i = Tr_I (D) \otimes \|_{dt}/d,
$$

(63)

where $D \in U(d^N)$ is a multi-qudit operator and $w_i \in U(d)$ acts only on one qudit at site $i$. The identity $\|_{dt}/d$ is at the qudit site $i$ which is traced out from $D$. The integral holds equally for the integrand $w_i^\dagger D w_i$. For this integral, a unitary 1-design is sufficient for $w_i$, such as for $d = 2$ the Pauli matrices together with the identity.

To show our result (15) for a single-site reduced density matrix at site $n$, let $T = \{1\ldots N\}\{n\}$ be the set of all other sites. Let $\rho_0$ be the (arbitrary) initial state. With this notation, we will compute the relation between $Tr_I \rho_0$ and

$$
Tr_I (\rho_t) = Tr_I (U^I \rho_0 U^{tI}).
$$

(64)

At each site $i \in I$ in turn, the twirling technique (20) results in

$$
Tr_I (\rho_t) = Tr_I (w_i^I U^I w_i \rho_0 w_i^I U^{tI} w_i) = Tr_I (U^I w_i \rho_0 w_i^I U^{tI}).
$$

(65)

We may integrate over $w_i$, whose choice is arbitrary, by setting $D = \rho_0$ in formula (63). This gives

$$
Tr_I (\rho_t) = Tr_I (U^I [Tr_I (\rho_0) \otimes \|_{dt}/d] U^{tI}).
$$

(66)

Iteration of this procedure for each $i \in I$ yields

$$
Tr_I (\rho_t) = Tr_I (U^I [Tr_I (\rho_0) \otimes \|_{dt}/d^{N-1}] U^{tI}).
$$

(67)

The twirling technique at site $n$ allows us to use formula (62) with $A = U^I, B_n = Tr_I (\rho_0), C = U^{tI}$:

$$
Tr_I (\rho_t) = \frac{1}{d^{N-1}} \int_{U(d)} \int_{U(d)} dw_n w_n^\dagger A w_n B_n w_n^\dagger C w_n
$$

(68)

$$
= \frac{1}{d^{N-1}} \int_{U(d)} \int_{U(d)} \frac{d Tr_n (AC) - Tr_n (A) Tr_n (C)}{d^2 - 1} + B_n \otimes \frac{d Tr_n (A) Tr_n (C) - Tr_n (AC)}{d(d^2 - 1)}
$$

(69)

$$
= \frac{1}{d} + \frac{\lambda(t) - 1}{d^2 - 1}
$$

(70)

$$
= \frac{1}{d} + \frac{\lambda(t)}{d^2 - 1} \rho_0^{nI}.
$$

(71)

In the third equality we have used that $Tr_n Tr_I (\rho_0) = 1$, $Tr_I Tr_n (AC) = d^N$ and defined the constant

$$
\lambda(t) = \left\langle \frac{1}{d^{N-1}} Tr_I (Tr_n U^I U^{tI}) \right\rangle
$$

(72)

into which we have moved the remaining Haar average. $\lambda$ is manifestly real and non-negative. In the final equality we have rewritten the expression in terms of the traceless part $\rho_0^{nI}$ of the initial reduced density matrix $Tr_I \rho_0$. The form (15) of our result can be obtained by setting $\alpha(t) = \lambda(t)^{-1}$.

A lightcone structure emerges in the definition of $\lambda$. Only constituent unitaries of $U$ within a lightcone of velocity $2$ around site $n$ contribute to $\lambda$, all others cancel with their daggered counterpart in consequence of $Tr_I$. A longer chain will have an additional $Tr_I (I_d)$ at each additional site $i$ outside the lightcone, which is precisely cancelled by the higher $N$ in the prefactor. (Fig. 8 shows a graphical representation of a slightly different quantity but also serves to illustrate this fact.) In combination with Haar invariance of $U$, within the average $\langle \cdot \rangle$ that
treats all constituent unitaries on equal footing, we realize the following. \( \lambda(t) \) is independent of site position \( n \) or chain length \( N \) as long as the lightcone around \( n \) does not intersect a boundary, or, in the case of periodic boundary conditions, itself.

After a single timestep, \( \lambda(1) = 1 \) exactly such that the evolution results in a locally maximally mixed site \( |\rangle \langle \rangle \). For longer times, we resort to a numerical method for evaluating \( \alpha(t) = \frac{\lambda(t)-1}{\lambda(t)} \), explained in the next section V.

Next let us calculate the entire final density matrix \( \langle \rho_t \rangle \) for the initial state

\[
\rho_0 = \rho_0^0 \otimes \mathbb{I}^d_{N-1}/d^{N-1}
\]

that has all sites maximally mixed apart from site \( n \). The twirling technique and formula (63) with \( D = U^t \rho_0 U^t \) can be applied at each site \( i \) iteratively:

\[
\langle \rho_t \rangle = \langle w_i^t U^t w_i \rho_0 w_i^t U^t w_i \rangle = \langle w_i^t U^t \rho_0 U^t w_i \rangle = (\text{Tr}_i(U^t \rho_0 U^t)) \otimes \mathbb{I}^d_i/d
\]

\[
= (\text{Tr}_i(U^t \rho_0 U^t)) \otimes \mathbb{I}^d_{N-1}/d^{N-1}
\]

\[
= \text{Tr}_i(\rho_t) \otimes \mathbb{I}^d_{N-1}/d^{N-1}.
\]

All sites of the final state are maximally mixed except for site \( n \), it is related to the initial \( \rho_0^0 = \text{Tr}_I(\rho_0) \) as per (72).

Let us turn to the behaviour of two-site reduced density matrices for the not necessarily sites \( n \) and \( m \), now \( I = \{1 \ldots N\}\setminus\{n,m\} \). Assume the initial state’s reduced density matrix to be a tensor product and split it

\[
\text{Tr}_I(\rho_0) = (\mathbb{I}^d_n/d + \rho_0^0) \otimes (\mathbb{I}^d_n/d + \rho_0^m)
\]

into traceful and traceless parts.

To determine the final state \( \text{Tr}_I(\rho_t) \), we employ the same method as before. However, we will have to use formula (52) twice, at sites \( n \) and \( m \), and the resulting \( \text{Tr}_n \) and \( \text{Tr}_m \) terms couple. A calculation yields the compact result

\[
\text{Tr}_I(\rho_t) = \left( \frac{\mathbb{I}^n_n}{d} + \frac{\lambda -1}{d^2 - 1} \rho_0^0 \right) \otimes \left( \frac{\mathbb{I}^m_m}{d} + \frac{\lambda -1}{d^2 - 1} \rho_0^m \right)
\]

\[
+ \frac{\lambda^t - \lambda^2}{(d^2 - 1)} \rho_0^0 \otimes \rho_0^m.
\]

Here \( \lambda = \lambda(t) \) is the same as before in (74), so the first term is simply an uncorrelated tensor product of the single site result (72). The coefficient

\[
\lambda'(t) = \frac{1}{d^{N-2}} \text{Tr}_I(\text{Tr}_{n,m} U^t \text{Tr}_{n,m} U^t)
\]

appearing in the second term is also real and positive. It depends on \( |n-m| \) until the sites are far enough apart such that their lightcones do not intersect. (This requires a sufficient system size.) In that case, \( \lambda' = \lambda^2 \) and the two-site result (81) reduces to the single site result (75).

Our method to show that the evolution of a single site is a depolarising channel (73) may readily be generalized to further time evolutions other than the specific quantum circuit considered here. For this, the time evolution operator must allow for transformations of the form (19), such that the twirling technique can be applied analogously. One such example was studied in [43, 44], which considered a random non-local Hamiltonian coupling all \( N \) spins, whose diagonalising matrix is distributed according to the \( U(d^2) \) Haar measure. In that case, the expression for \( \alpha(t) \) can be simplified in terms of the spectral form factor of the Hamiltonian.

V. NUMERICAL METHOD FOR SPINS

In this section, we present the new numerical method we use for the setting of spin chains. Obtaining numerical values for \( \alpha(t) \) of (15) is much more difficult than for \( c(t,N) \) in the fermionic case, because the Hilbert space grows exponentially while covariance matrices grow only quadratically in system size \( N \). In the following, we describe a new numerical method that significantly decreases the complexity from \( 4^{2t+1} \) to \( 2^t \) for \( t \) timesteps, at effectively infinite system size. For definiteness, we set the local Hilbert space dimension \( d = 2 \) although our numerical method can be adapted to higher spins.

We determine \( \alpha(t) \) by preparing an initial state where one site is spin up \(|0\rangle\langle 0|\) and all other sites are maximally mixed. After applying \( U^t \), we project the final reduced density matrix of the one site onto \(|0\rangle\langle 0|\). According to (15), this procedure yields

\[
(\alpha + 1)/2 = \langle R(U,0) \rangle_U,
\]

\[
R(U,s) = \text{Tr} \left[ \cdots \otimes \mathbb{I}_2 \otimes (|s\rangle\langle s|) \otimes \mathbb{I}_2 \otimes \cdots \right]
\]

\[
U^t(\cdots \otimes \mathbb{I}_2/2 \otimes (|0\rangle\langle 0|) \otimes \mathbb{I}_2/2 \otimes \cdots) U^t\otimes 1.
\]

The average \( \langle \cdot \rangle_U \) refers to averaging the random \( U_i, V_i \) composing \( U \). Leaving the final spin \( s \) free allows us to use an importance sampling technique. Before explaining this technique, we will show how to evaluate \( R(U,s) \) for a given \( U, s \) in a way that is significantly more efficient than the naive procedure.

The evaluation of \( R(U,s) \) can be sketched diagrammatically as in Fig. 8. Unitaries outside the lightcones cancel in pairs with their daggered counterparts and two rhomboids of width \( 2t+1 \) sites remain. Considering only this part of the chain, and evaluating the diagram timestep by timestep, starting from \( \rho_0 \) in the middle, we encounter objects of dimension \( 4^{2t+1} \).

After folding the daggered rhomboid upwards (Fig. 9), we can evaluate the folded rhomboid diagonally. This leads to a square root improvement, we encounter objects of dimension \( 2^{2t} \). Note that this idea may be more generally applicable in tensor network contractions.

Owing to the single-site Haar invariance, the average of (63) remains the same when replacing all of the identities (“U-turns”) in the folded rhomboid diagram (Fig. 9)
The exponentially decreasing variance is also indicative of self-averaging of \( \langle s \rangle \). To compile the data in Fig. 9, we want to access longer times and therefore make use of the single-rhomboid optimisation. To counteract the increasing variance, we use an importance sampling technique.

To perform importance sampling, we extend the random variable set to include \( s \) alongside \( \{ U_i \}, \{ V_i \} \). Then we generate samples according to the probability distribution \( R(U, s) \) with a Metropolis algorithm. Note now that \( \langle R(U, 0) \rangle_U + \langle R(U, 1) \rangle_U = 1 \) follows immediately from (84). Thus the normalisation of the probability distribution \( R(U, s) \) is trivial. The average value of \( \delta_{\alpha t} \) with respect to this probability distribution therefore results in \( \langle R(U, 0) \rangle_U = (\alpha + 1)/2 \).

The method presented here allows us to reduce the complexity of calculating the time evolution of \( t \) steps in a system of \( 2t + 1 \) sites (size of lightcone). Naively, time and space complexity both scale as \( 4^{2t+1} \). Our simplifications give two square root improvements, yielding a scaling of \( 2^t \). Apart from the average over random unitaries, the numerical procedure is free of approximations.

The Monte Carlo aspect of the method can be generalized to improve the variance of expectation values \( R_O = \langle \text{Tr}(O\psi_t) \rangle \) of arbitrary observables \( O \) over arbitrary ensembles of initial states or time evolutions determining \( \psi_t \). Towards this end, extend \( s \) to a POVM including \( O \) instead of just \( |0\rangle\langle 0| \) and \( |1\rangle\langle 1| \) as for \( R(U, s) \) above. Then perform Metropolis sampling of \( \langle \text{Tr}(s\psi_t) \rangle \) with respect to the random variables determining \( \psi_t \) as well as \( s \), which is taken as an additional random variable. Because of the normalization of the POVM, \( \langle \delta_{\alpha t} \rangle_{s,\psi_t} = R_O \).

**VI. CONCLUSION AND OUTLOOK**

In this paper, we have studied one dimensional particle chains under a random unitary time evolution operator...
consisting of random nearest-neighbor gates. In spirit of Floquet evolution, the operator is repeated identically for subsequent timesteps.

We considered two cases, where the time evolution operator is a Gaussian circuit or consists of general unitaries. First, we were able to show strong results about the average evolution of chains of fermions under the Gaussian circuit time evolution. For Gaussian circuits inhomogeneous in space, we find that any initial state with vanishing two-point correlations at non-zero distances is simply scaled further towards the thermal mixture and the initial two-point correlations can be recovered measuring expectation values; time evolution is localising. If the random time evolution operator is taken homogeneous in space, it delocalizes and leads to thermalization in the thermodynamic limit. We expect one can generalize our results to higher order correlation functions than the two-point functions studied in this work.

Next, we also considered spin chains under random unitary nearest-neighbor Floquet dynamics, inhomogeneous in space, with fixed finite local Hilbert space dimension. Our main result is: On a single site, the average evolution acts as a depolarising channel, completely independent of any other initial sites.

We employ new numerical methods (section V) to demonstrate that a time evolution composed of Haar distributed unitaries thermalizes. Under a different distribution with tunable random coupling strength, we find two regions of thermalization (strong coupling) and many-body localization (weak coupling), respectively.

As we have studied spins and fermions, it is natural to ask about a bosonic version of the problem. Since, contrary to fermions, each bosonic mode defines an infinite-dimensional Hilbert space, the generalization of Haar unitaries may pose mathematical problems. Nevertheless, for future work it is conceivable to work directly in the symplectic space (that corresponds to the covariance matrices) which is finite.

Both our analytical results as well as the numerical method can readily be generalized to higher dimensions. In the future, they may further also be applied to circuits with different topology and to Hamiltonian Floquet or stroboscopic dynamics with an ensemble of Hamiltonians having single-site Haar invariance.
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Appendix A: Gaussian circuits: Uncoupled case

In this appendix, we calculate \( \langle \Gamma_{t-\text{avg}} \rangle = \frac{1}{4} \Gamma_0 \). To show this it suffices to consider the first two sites \( \Gamma_0^1, \Gamma_1^0 \) and \( P_1 \in O(4) \). We introduce an arbitrary \( A \in O(4) \) by \( P_1 \to AP_1A^\dagger \) using Haar invariance

\[
\langle \Gamma_1^{1,2} \rangle = \langle AP_1A^\dagger \Gamma_0^1 \Gamma_0^1 \rangle \quad (A2)
\]

and are free to integrate \( A \) over the orthogonal group. The integral can be evaluated as

\[
\langle \Gamma_1^{1,2} \rangle = \frac{1}{12} \langle (\text{Tr} P_1^2)^2 - (\text{Tr} P_1^2) \rangle \Gamma_0^{1,2} \quad (A3)
\]

which is determined by the spectrum \( \{e^{i\beta_i}, i = 1, 2, 3, 4\} \) of \( P_1 \). We can evaluate this in the time average by observing that almost always

\[
\beta_1 = -\beta_2, \quad \beta_3 = -\beta_4 \quad \text{for} \quad \det P_1 = +1 \quad (A5)
\]

and

\[
\beta_1 = -\beta_2, \quad \beta_3 = 0, \beta_4 = \pi \quad \text{for} \quad \det P_1 = -1. \quad (A6)
\]

One can then show that in the time average of \( \langle A^2 \rangle \), \( \langle \text{det} P_1 = +1 \rangle = 4 - 4 = 0 \) and \( \langle \text{det} P_1 = -1 \rangle = 4 - 2 \). Altogether the prefactor in matches the 1/4 announced in \( (A1) \).

Appendix B: Spins: Uncoupled case

In this appendix, we find \( \alpha(t) \) for the completely uncoupled probability distribution, the limit \( h = 0. \)
In that case, $U_i = u_{i,L} \otimes u_{i,R} \otimes v_{i,R}$ and $V_i = v_{i,L} \otimes v_{i,R}$ are tensor products of single-site unitaries from the $U(2)$ Haar distribution. It then suffices to consider only one site $\rho_0 = \|u_i^2/2 + \rho_0\|_2$ as all sites are completely independent. Using the transformation $u \rightarrow v^\dagger u$, the $v$ can be Haar-absorbed into the $u$, and we have the time evolution $\langle \rho_t \rangle = \langle u^\dagger \rho_0 u^\dagger \rangle$ which we evaluate for general dimension of $\rho_0$ and $u$. By Haar invariance the transformation $u \rightarrow w^\dagger uw$ shows

$$\langle \rho_t \rangle = \langle w^\dagger u^\dagger w \rho_0 w u^\dagger w^\dagger \rangle. \quad (B1)$$

We can integrate out $w$ with formula (62) and get the result

$$\langle \rho_t \rangle = \frac{\|d\}}{d} + \frac{\lambda(t) - 1}{d^2 - 1} \rho_0 \quad (B2)$$

with the spectral form factor

$$\lambda(t) = \langle \text{Tr} u^\dagger \text{Tr} u^\dagger \rangle, \quad (B3)$$

which is just (73) and (74) for a one-site chain and empty set $I$. For Haar-distributed $u \in U(d)$, the spectral form factor saturates at its maximal value $\lambda(t) = d$ for $t \geq d$ [46]. In particular, for our $d = 2$ chain and $t > 1$, $\lambda(t) = 2$ and the final state [15] stays constant with $\alpha = 1/3$.

**Appendix C: Spins: Simplification for numerical calculations**

In this section, we show that the computationally more efficient single rhomboid contraction in Fig. 10 is equivalent to the function $R(U, s)$ from equation [84] when taking the average in $U_i, V_i$. This is needed in section [IV].

As argued in section [V], $R(U, s)$ is equal to the folded rhomboids in Fig. 3. Let us consider each site (i.e. column) of that diagram in turn, apart from the central site containing $s$. The identities (“U-turns”) at the top and bottom of the column can be expanded. Linearity gives four new diagrams with all combinations of $\{0\} \{0\}$ and $\{1\} \{1\}$. Each column has either $U_i$, $V_i$ both at the top and bottom. In the first case, single-site Haar invariance allows to insert $w$ and $w^\dagger$ that cancel everywhere except at the very top. By choosing $w = \sigma_x$ the Pauli matrix, $\{1\} \{1\}$ at the top can be transformed into $\{0\} \{0\}$. This process can be repeated similarly to transform a $\{1\} \{1\}$ at the bottom into $\{0\} \{0\}$.

In total, applying this procedure at all sites results in 4\textsuperscript{2} identical diagrams where all top and bottom parts are $\{0\} \{0\}$ (except for $\{s\} \{s\}$). This only partially cancels with $2^{-2d}$ from the original bottom “U-turns”, giving the prefactor. The two rhomboids of unitaries and daggered counterparts are then disconnected and can be written as the absolute square of a single rhomboid.
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