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Abstract

In the context of irreducible holomorphic symplectic manifolds, we say that (anti)holomorphic (anti)symplectic involutions are brane involutions since their fixed point locus is a brane in the physicists’ language, i.e. a submanifold which is either complex or lagrangian submanifold with respect to each of the three Kähler structures of the associated hyperkähler structure.

Starting from a brane involution on a K3 or abelian surface, one can construct a natural brane involution on its moduli space of sheaves. We study these natural involutions and their relation with the Fourier–Mukai transform. Later, we recall the lattice-theoretical approach to Mirror Symmetry. We provide two ways of obtaining a brane involution on the mirror and we study the behaviour of the brane involutions under both mirror transformations, giving examples in the case of a K3 surface and K3\(^{[2]}\)-type manifolds.
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1 Introduction

Branes play a central role in modern mathematical physics, specially in connection with the striking predictions of the mirror symmetry conjecture.

Following Kapustin and Witten [KW], a brane in a hyperkähler manifold is a submanifold which is either complex (B-brane) or lagrangian (A-brane) for each of the Kähler structures of our hyperkähler structure. One then specifies the type of the brane, saying that it is either a (BBB), (BAA), (ABA) or an (AAB)-brane. A hyperkähler manifold is naturally a Kähler holomorphic symplectic manifold. In the compact case, by Yau’s theorem, the converse is also true and both geometric structures are equivalent. In this context, a (BBB)-brane is a holomorphic symplectic submanifold, and (BAA), (ABA) or (AAB)-branes are complex lagrangian subvarieties for one of the three Kähler holomorphic symplectic structures. When non-empty, the fixed point locus of a holomorphic symplectic, a holomorphic antisymplectic, an antiholomorphic symplectic or an antiholomorphic antisymplectic involution is, respectively, a (BBB), (BAA), (ABA) or an (AAB)-brane. Therefore, we refer to these involutions as brane involutions.

The study of holomorphic symplectic and antisymplectic involutions on K3 surfaces was started by Nikulin [Ni0, Ni1, Ni2, Ni3]. Since irreducible holomorphic symplectic (IHS) manifolds are the natural generalization of K3 surfaces in higher dimension, many authors have extended this study to such manifolds [Bc1, CS, RGi, BS]. Aspinwall and Morrison [AM] studied mirror symmetry for K3 surfaces in terms of the cohomology lattice $H^2(X,\mathbb{Z})$. Dolgachev in [D] constructed the moduli spaces of $M$-polarized K3 surfaces where $M$ is a sub-lattice of the Picard lattice; as a consequence, he provided a notion of mirror symmetry for the moduli spaces of K3 surfaces endowed with a holomorphic antisymplectic involution. This lattice-theoretical approach to mirror symmetry can be generalized to irreducible holomorphic symplectic manifolds. Huybrechts in [Hu3] proposed a first definition via an action on the period domain and, Camere in [C] extended Dolgachev construction to higher dimensions.

In this article we study brane involutions on irreducible holomorphic symplectic manifolds. From a brane involution $i$ on a symplectic surface $X$, it is possible to give a natural construction of a brane involution $\hat{i}$ on a moduli space $M_X(H,v)$ of sheaves over $X$. In Section 3 we prove that $\hat{i}$ has the same type as $i$ [Theorem 3.4], and that this construction commutes with Fourier–Mukai transform [Proposition 3.8].

Under some conditions, we prove in Section 4.2 the existence of mirrors, as defined by Huybrechts via an action on the period domain [Hu3]. To be more precise, for a marked irreducible holomorphic symplectic manifold $(X,\varphi)$ endowed with a holomorphic 2-form $\sigma_X$ and a Kähler class $\omega_X$, we are able to associate a unique mirror set of data $(\tilde{X},\tilde{\varphi},\tilde{\sigma}_X,\tilde{\omega}_X)$. The proof is mainly a generalization of the transitivity of the Weyl group on the set of chambers of a K3 surface using the new developments of Mongardi [Mo1] and Bayer–Hassett–Tschinkel [BHT] on the Kähler cone of an irreducible holomorphic symplectic manifold. Then it becomes possible to study the behaviour of brane involutions under mirror symmetry transformation in Section 4.3. From a brane involution $i$ on $X$ and the induced involution $i^*$ in cohomology, we obtain the direct mirror involution in cohomology $i^*_{dir}$ and the indirect mirror involution in cohomology $i^*_{ind}$ and we study under which conditions they promote to an involution $\hat{i}$ in the mirror and how is the type transformed [Theorem 4.13].

| Type of $i$ | Type of $\hat{i}$ | Construction |
|------------|------------------|--------------|
| (BBB)      | (BBB)            | Direct       |
| (BAA)      | (ABA)            | Direct       |
| (ABA)      | (ABA)            | Direct       |
| (AAB)      | (AAB)            | Indirect     |

In the case of holomorphic antisymplectic involutions, the indirect mirror transform corresponds to the one studied by Dolgachev [D] and Camere [C].

In Section 5 we provide concrete examples of such mirror transforms in the cases of K3 surfaces and K3$^{[2]}$-type manifolds endowed with a brane involution, studying the discrete lattice invariants.
that allow for such transformations. Finally, we give a description of (ABA) and (AAB)-branes inside the Hilbert scheme of 2 points of a K3 surface.
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2 Preliminaries

2.1 Irreducible holomorphic symplectic manifolds

An irreducible holomorphic symplectic (IHS) manifold \((X, \omega, \sigma)\) is a simply connected compact Kähler manifold \((X, \omega)\) such that \(H^0(X, \Omega^2_X)\) is generated by an everywhere non-degenerate holomorphic 2-form \(\sigma\).

The current list of compact IHS manifolds, up to deformation equivalence, is:

- K3 surfaces, the only examples in dimension 2;
- Hilbert schemes of points of a K3 surface;
- generalized Kummer varieties; and
- O’Grady’s 6- and 10-dimensional examples.

Recall that a hyperkähler manifold \((X, g, J_1, J_2, J_3)\) is a Riemannian manifold \((X, g)\) together with three complex structures \(J_1, J_2, J_3\) that satisfy the quaternion relations

\[ J_1^2 = J_2^2 = J_3^2 = J_1 J_2 J_3 = -1 \]

and such that the 2-forms \(\omega_\ell(\cdot, \cdot) = g(\cdot, J_\ell(\cdot))\) are Kähler forms. Given a hyperkähler manifold \((X, g, J_1, J_2, J_3)\) one can always define a Kähler manifold equipped with a holomorphic symplectic structure \(\sigma_1 = \omega_2 + i \omega_3\). For compact manifolds, by Yau’s Theorem, the converse is also true, and giving a compact hyperkähler manifold is equivalent to giving a compact holomorphic symplectic manifold.

For an IHS manifold \(X\), one can endow \(H^2(X, \mathbb{Z})\) with the structure of a lattice \(\Gamma\), where we denote by \(\cdot\) the cup product in the case of K3 surfaces, or the Beauville–Bogomolov form in higher dimensions. One has that \(\Gamma = U_3 \oplus E_8(-1)^2\) in the case of a K3 surface and \(\Gamma = U_3 \oplus E_8(-1)^2 \oplus (2 - 2n)\) in the case of its Hilbert scheme of \(n\) points.

Let \(\Gamma\) be a lattice of signature \((3, r)\), with \(r \in \mathbb{N}\), and let \(X\) be an IHS manifold such that \(H^2(X, \mathbb{Z}) \cong \Gamma\). A mark on \(X\) is the choice of an isometry \(\varphi : H^2(X, \mathbb{Z}) \to \Gamma\); the pair \((X, \varphi)\) is called a marked irreducible holomorphic symplectic manifold. The quadruple \((X, \sigma_X, \omega_X, \varphi)\) consisting of an IHS manifold \(X\), a 2-form \(\sigma_X \in H^0(X, \Omega^2_X)\), a Kähler class \(\omega_X\), and \(\varphi\) is a mark on \(X\) will be called a marked irreducible holomorphic symplectic manifold endowed with a hyperkähler structure.

Let \(\mathcal{M}_\Gamma\) denote the moduli space of marked IHS manifolds \((X, \varphi)\), and define the period domain as follows:

\[ \Omega := P \{ x \in \Gamma \otimes \mathbb{C} \mid x^2 = 0 \text{ and } x : \mathcal{F} > 0 \} \].

The relation between \(\mathcal{M}_\Gamma\) and \(\Omega\) are strongly related is described in the following result due to Huybrechts.

**Theorem 2.1 (Huybrechts, Theorem 8.1).** Let \(\mathcal{M}_\Gamma^0\) be a non-empty connected component of \(\mathcal{M}_\Gamma\). The map so called period map

\[ \mathcal{P} : \mathcal{M}_\Gamma^0 \to \Omega \]

\[ (X, \varphi) \mapsto \varphi\left(H^0(\Omega^2_X)\right) \],

is surjective.
Let $X_1$ and $X_2$ be IHS manifolds. We say that the isomorphism $f : H^*(X_1, \mathbb{Z}) \cong H^*(X_2, \mathbb{Z})$ is a parallel-transport operator if there exist a smooth and proper family $\pi : X \to B$ of IHS manifolds over an analytic base $B$, points $b_i \in B$, isomorphisms $\psi_i : X_i \to X_{b_i}$ for $i = 1, 2$, and a continuous path $\gamma : [0, 1] \to B$, satisfying $\gamma(0) = b_1$, $\gamma(1) = b_2$, such that the parallel transport in the local system $R\pi_* \mathcal{Z}$ along $\gamma$ induces the homomorphism $\psi_2 \circ f \circ \psi_1^*: H^*(X_{b_1}, \mathbb{Z}) \cong H^*(X_{b_2}, \mathbb{Z})$. An isomorphism $g : H^k(X_1, \mathbb{Z}) \cong H^k(X_2, \mathbb{Z})$ is said to be a parallel-transport operator if it is the $k$-th graded summand of a parallel-transport operator $f$ as above.

One has the following Hodge theoretic Torelli theorem.

**Theorem 2.2** ([Mn2], Theorem 1.3). Let $X$ and $Y$ be IHS manifolds, which are deformation equivalent.

1. $X$ and $Y$ are bimeromorphic if and only if there exists a parallel transport operator $f : H^2(X, \mathbb{Z}) \to H^2(Y, \mathbb{Z})$, which is an isomorphism of integral Hodge structures.

2. Let $f : H^2(X, \mathbb{Z}) \to H^2(Y, \mathbb{Z})$ be a parallel transport operator which is an isomorphism of integral Hodge structures. There exists an isomorphism $\tilde{f} : X \to Y$, such that $f = \tilde{f}^*$, if and only if $f$ maps some Kähler class on $X$ to some Kähler class on $Y$.

### 2.2 Moduli spaces of sheaves and Fourier–Mukai transforms

A natural way to obtain higher dimensional symplectic holomorphic manifolds is by considering moduli spaces of stable sheaves on a compact algebraic symplectic surface. Suppose then that $X$ is a compact algebraic symplectic surface, i.e. a projective K3 or abelian surface. Given a sheaf $F \to X$, its Hilbert polynomial, $P_F(x)$, is completely determined by a Mukai vector

$$v := (r, D, s) \in \mathbb{Z}^{\geq 0} \oplus \text{Pic}(X) \oplus \mathbb{Z},$$

where $r \in \mathbb{Z}^{\geq 0}$ gives the rank $\text{rk}(F)$ of the sheaf, $D \in \text{Pic}(X) \to H^2(X, \mathbb{Z})$ determines its first Chern class $c_1(F)$, and $s = \chi(F) - \varepsilon \text{rk}(F)$, where $\varepsilon = 1$ if $X$ is a K3 surface and $\varepsilon = 0$ when $X$ is an abelian surface. We denote by $P_v$ the Hilbert polynomial determined by the Mukai vector $v$. Fix a polarization $H$ and denote by $M_X(H, v)$ to be the moduli space corresponding to the moduli functor for the classification of $H$-stable sheaves with Hilbert polynomial equal to $P_v$.

In the case of rank 1, $c_1 = 0$ and $c_2 = n$, the corresponding moduli space is known as the Hilbert scheme of $n$-points of $X$ and denoted by $\text{Hilb}^n(X)$. When $X$ is an abelian surface with identity $x_0 \in X$, using the Hilbert-Chow map and the group law on $X$, one can produce a natural projection

$$a : \text{Hilb}^n(X) \to X.$$ \hspace{1cm} (2.1)

The kernel of this map, $a^{-1}(x_0)$, is known as the generalized Kummer variety and denoted by $\text{Kum}^n(X)$.

**Theorem 2.3** ([Mn1], Corollary 0.2). Given an abelian or K3 surface $X$, then $M_X(H, v)$ is a smooth quasiprojective scheme with a symplectic structure and each component has dimension $D^2 - 2rs + 2$. In particular, it has a trivial canonical bundle.

Recall that, for a K3 surface, $\text{Pic}(X)$ injects into $H^2(X, \mathbb{Z})$. We say that $D \in \text{Pic}(X)$ is primitive if it is indivisible as a cohomology class in $H^2(X, \mathbb{Z})$. Let us denote by $\mathcal{H}$ the space of all possible polarizations on $X$, we know from [HL] Section 4.C] that $v$ defines a locally finite set of real 1-codimensional submanifolds called $v$-walls. We say that a $v$-chamber is each of the connected components of the complement of the union of all the $v$-walls. Note that the union of all $v$-chambers is dense in $\mathcal{H}$.

**Theorem 2.4** ([HL], Theorem 6.2.5). Let $X$ be a K3 surface and take a Mukai vector $v = (r, D, s) \in \mathbb{Z} \oplus \text{Pic}(X) \oplus \mathbb{Z}$ with $D$ primitive. Suppose as well that the polarization $H$ on $X$ lies in the interior of a $v$-chamber.

Then, the moduli space of stable sheaves $M_X(H, v)$ is an IHS manifold.
Whenever $M_X(H, v)$ is an IHS manifold, it is deformation equivalent either to a Hilbert scheme of points on a K3 surface, or to a generalized Kummer variety.

We recall that the Zariski tangent space at the geometric point of $M_X(H, v)$ given by the stable sheaf $F$ is

$$T_F(M_X(H, v)) \cong \text{Ext}^1(F, F).$$

In [Mu1], the symplectic holomorphic 2-form $\sigma_M$ on the moduli space $M_X(H, v)$ is given by the composition of the Yoneda product

$$\text{Ext}^1(F, F) \times \text{Ext}^1(F, F) \longrightarrow \text{Ext}^2(F, F),$$

with the morphism

$$\text{Ext}^2(F, F) \xrightarrow{\text{ur}} H^2(X, O_X) \xrightarrow{\text{Serre}} H^0(X, K_X)^\vee \xrightarrow{\sigma_X} \mathbb{C},$$

defined by the trace, Serre duality and contraction by the holomorphic 2-form $\sigma_X$ on $X$.

Given a K3 surface $X$, thanks to the work of Mukai [Mu2] one can ensure the existence of a universal family for the moduli problem of stable sheaves.

**Theorem 2.5** (Mu2, Theorems A.5 and A.6; see also [BBH], Theorem 4.20). Let $X$ be a K3 surface and $v = (r, D, s) \in \mathbb{Z} \oplus \text{Pic}(X) \oplus \mathbb{Z}$ a Mukai vector such that the greatest common divisor of the integers $r$, $(D \cdot D')$ and $s$ (where $D'$ runs over all divisors in Pic$(X)$) is 1.

Let $M$ be a connected component of the moduli space $M_X(H, v)$ of $H$-stable sheaves over $X$ with Mukai vector $v$. Then there exists a universal family $U \rightarrow X \times M$, and $M$ is a fine moduli space.

Denote by $p_X$ and $p_M$ the projections

$$X \times M \xrightarrow{p_X} X \quad \xleftarrow{p_M} \quad M.$$  

Using the universal family $U \rightarrow X \times M$ as a kernel, one can define Fourier–Mukai integral functors

$$\mathcal{F} : \mathcal{D}^b(X) \longrightarrow \mathcal{D}^b(M),$$

$$F^* \longmapsto R(p_M)_* \left( U \otimes p_X^*(F^*) \right)$$

and

$$\mathcal{G} : \mathcal{D}^b(M) \longrightarrow \mathcal{D}^b(X),$$

$$E^* \longmapsto R(p_X)_* \left( U \otimes p_M^*(E^*) \right).$$

We say that a K3 surface $X$ is reflexive if it carries a polarization $H$ and a divisor $D$ such that $H^2 = 2$, $H \cdot D = 0$, $D^2 = -12$, and $D + 2H$ is not effective. The interest on this class of K3 surfaces follows from the next result.

**Proposition 2.6** ([BBH], Proposition 4.35). If $X$ is a reflexive K3 surface with polarization $H$, and Mukai vector $v = (2, D, -3)$, then there is a locally free rank 2 universal sheaf $U$ on $X \times M_X(H, v)$, flat over $M_X(H, v)$, making $M_X(H, v)$ a fine moduli scheme parameterizing locally free stable sheaves with Mukai vector $v$. Moreover, $\hat{X} := M_X(H, v)$ is a projective K3 surface, and the Fourier–Mukai functor $\mathcal{F} : \mathcal{D}^b(X) \rightarrow \mathcal{D}^b(\hat{X})$ defined by $U$ is a derived equivalence of categories.

We refer to the K3 surfaces $X$ and $\hat{X}$ as Fourier–Mukai partners. Denote by $p_X$ the projection $X \times \hat{X} \rightarrow \hat{X}$. Setting $\gamma$ to be the $(2, 2)$-Künneth component of the Chern character $\text{ch}(U)$, one can construct [BBH] (4.6)] the morphism

$$\mu : \text{Pic}(X) \longrightarrow \text{Pic}(\hat{X}),$$

$$D' \longmapsto (p_X)_*(D', \gamma).$$
Accordingly, we denote
\[
\tilde{H} := \mu(H)
\]
and, since \(v = (2, D, -3)\),
\[
\tilde{v} = (2, \mu(D), -3).
\]

**Theorem 2.7** ([BBH], Theorem 4.47). Let \(X, H\) and \(v\) be as in Proposition 2.6. The starting K3 surface \(X\) is isomorphic to \(\tilde{X} := M_X(\tilde{H}, \tilde{v})\). Furthermore, it is a fine moduli space with universal sheaf \(U^* \to \tilde{X} \times X\).

The integral cohomology of Fourier–Mukai partners is related.

**Theorem 2.8** ([Mu2], Theorem 1.5). Suppose that the projective K3 surfaces \(X, \tilde{X}\) are Fourier–Mukai partners with universal sheaf \(U \to X \times \tilde{X}\). Then one can construct the following map on integral cohomology
\[
\psi: \tilde{H}(X, \mathbb{Z}) \longrightarrow \tilde{H}(\tilde{X}, \mathbb{Z}) \newline \alpha \longmapsto (p_{\tilde{X}})^* (p^*_X \alpha) \cdot v(U),
\]
which is a Hodge isometry.

### 2.3 Brane involutions

Given a Kähler manifold \((X, J, \omega)\), we say that submanifold \(X' \subset X\) is a \(A\)-brane if it is lagrangian with respect to \(\omega\), and that it is \(B\)-brane if it is a complex submanifold with respect to \(J\).

Now, let \((X, g, J_1, J_2, J_3)\) be a hyperkähler manifold and denote by \(\omega_1, \omega_2\) and \(\omega_3\) the associated Kähler forms. A submanifold \(Y \subset X\) is said to be a \(\ell\)-brane if it is either an \(A\)-brane (i.e. lagrangian) or a \(B\)-brane (complex) with respect to each of the \((J_\ell, \omega_\ell)\), for \(\ell = 1, 2, 3\). One then specifies the behaviour of \(Y\) by saying that \(Y\) is a \(\ell\)-brane of type \((BBB), (BAA), (ABA)\) or \((AAB);\) note that those are all the possible branes.

For instance, a \((BBB)\)-brane \(Y \subset X\) is a hyperkähler submanifold of \(X\). In the other cases, if \(Y \subset X\) is a \((BAA), (ABA)\), or \((AAB)\)-brane if it is a complex-lagrangian submanifold with respect to the complex structure \(J_1, J_2\) or \(J_3\), respectively.

As illustrated by [BS] in the case of moduli spaces of Higgs bundles on curves, and by [FJM] in the case of Nakajima quiver varieties, branes often arise as fixed point loci of involutions on a hyperkähler manifold. Indeed, the following result is well known, see [BS] or [FJM] Section 2.2 for instance.

**Proposition 2.9.** Let \((X, g, J_1, J_2, J_3)\) be a hyperkähler manifold, and let \(i: X \to X\) be an analytic involution which preserves the metric \(g\). If \(i\) either commutes or anticommutates with each of the complex structures \(J_\ell\), then the fixed point submanifold \(X^i\) is a brane.

If \(i\) commutes with \(J_\ell\), then \(X^i\) is a complex submanifold of \((X, J_\ell)\); if \(i\) anticommutates with \(J_\ell\) then \(X^i\) is lagrangian with respect to \(\omega_\ell\). This specifies whether \(X^i\) is a \((BBB), (BAA), (ABA)\) or a \((AAB)\)-brane. We refer to an involution \(i: X \to X\) satisfying the hypothesis of Proposition 2.9 as a brane involution. In particular, if the fixed point locus \(X^i\) is a \((BBB), (BAA), (ABA)\) or a \((AAB)\)-brane, we say that \(i\) is an involution of type \((BBB), (BAA), (ABA)\) or \((AAB)\), respectively.

Considering an IHS manifold \((X, J, \omega, \sigma)\), one can study the behaviour of these structures under a given isometric involution \(i: X \to X\). Accordingly, we say that \(i\) is

- **holomorphic symplectic**, if it is holomorphic, and \(i^*(\sigma) = \sigma\);
- **holomorphic antisymplectic**, if it is holomorphic, and \(i^*(\sigma) = -\sigma\);
- **antiholomorphic symplectic**, if it is antiholomorphic, and \(i^*(\sigma) = \overline{\sigma}\);
- **antiholomorphic antisymplectic**, if it is antiholomorphic, and \(i^*(\sigma) = -\overline{\sigma}\).

Note, in addition, that \(i^* \omega = \omega\) if \(i\) is holomorphic, and \(i^* \omega = -\omega\) if \(i\) is antiholomorphic.

It is not difficult to check that the involutions above are brane involutions.

**Proposition 2.10.** Let \((X, g, J_1, J_2, J_3)\) be a hyperkähler manifold with associated IHS manifold \((X, J_1, \omega_1, \sigma_1)\). Let \(i: X \to X\) be an isometric involution; the fixed point locus \(X^i\) is
• a (BBB)-brane if \( i \) is holomorphic symplectic;
• a (BAA)-brane if \( i \) is holomorphic antisymplectic;
• a (ABA)-brane if \( i \) is antiholomorphic symplectic; and
• a (AAB)-brane if \( i \) is antiholomorphic antisymplectic.

**Proof.** The proof for the cases of holomorphic symplectic and holomorphic antisymplectic involutions are standard. The cases of antiholomorphic symplectic and antiholomorphic antisymplectic follow from [BW, Theorem 1.1]. \( \square \)

According to Proposition 2.10, we sometimes say that the type of the involution is the property of being (anti)holomorphic (anti)symplectic.

**Remark 2.11.** For another point of view, denote by \( i^* : H^2(X, \mathbb{Z}) \to H^2(X, \mathbb{Z}) \) the involution induced in cohomology. Set \( T := H^2(X, \mathbb{Z})^\perp \) and \( S := T^\perp \), and note that \( i^* \) acts trivially on \( T \) while inverts \( S \). It is straightforward to check that

- \( \omega \in T \otimes \mathbb{R}, \text{Re}\sigma \in T \otimes \mathbb{R} \) and \( \text{Im}\sigma \in T \otimes \mathbb{R} \) for a (BBB)-involution;
- \( \omega \in T \otimes \mathbb{R}, \text{Re}\sigma \in S \otimes \mathbb{R} \) and \( \text{Im}\sigma \in S \otimes \mathbb{R} \) for a (BAA)-involution;
- \( \omega \in S \otimes \mathbb{R}, \text{Re}\sigma \in T \otimes \mathbb{R} \) and \( \text{Im}\sigma \in S \otimes \mathbb{R} \) for an (ABA)-involution; and
- \( \omega \in S \otimes \mathbb{R}, \text{Re}\sigma \in S \otimes \mathbb{R} \) and \( \text{Im}\sigma \in T \otimes \mathbb{R} \) for an (AAB)-involution.

### 2.4 Involutions on K3 surfaces and Nikulin’s description

After Nikulin’s work [Ni0, Ni1, Ni2, Ni3], one has a precise description of holomorphic symplectic and antisymplectic involutions on a K3 surface.

Given a holomorphic symplectic involution \( i : X \to X \) on a K3-surface, Nikulin showed [Ni0] that it has a unique action on \( H^2(X, \mathbb{Z}) \), up to isometry. He also described the fixed locus as 8 isolated points (see also [GS]),

\[
X^i = \bigcup_{k=1}^{8} \{p_k\}. \tag{2.5}
\]

For a lattice \( T \), we denote its rank by \( r(T) \). The signature of \( T \) will be denoted by \( \text{sign}(T) = (b^+(T), b^-(T)) \). A lattice \( T \) is Lorentzian if \( \text{sign}(T) = (1, r(T) - 1) \). We denote by \( T^* \) the dual of \( T \) and by \( A_T = T^*/T \) the discriminant group. An even lattice \( T \) is 2-elementary if there is an integer \( a \) with \( A_T \simeq (\mathbb{Z}/2\mathbb{Z})^a \); then we set \( a(T) = \text{dim}_{\mathbb{Z}/2\mathbb{Z}}(A_T) \). We also define \( \delta(T) = 0 \) if \( x^2 \in \mathbb{Z} \) for all \( x \in T^* \), otherwise \( \delta(T) = 1 \). The triple \((r(T), a(T), \delta(T))\) determines the isometry class of an indefinite even Lorentzian 2-elementary lattice by [Ni1, Theorem 3.6.2].

Nikulin [Ni0, Ni2] proved the following correspondence

\[
\begin{align*}
\begin{cases}
\text{K3 surface } X \text{ endowed with a holomorphic antisymplectic involution} \\
\end{cases}
\leftrightarrow \\
\begin{cases}
\text{even Lorentzian 2-elementary sublattices of } U^3 \oplus E_6(-1)^2 \\
\end{cases}
\end{align*}
\]

\[
(X, i) \leftrightarrow H^2(X, \mathbb{Z})^\perp.
\]

Then, to each holomorphic antisymplectic involution \( i : X \to X \), we associate the values \((r, a, \delta)\) of the sublattice \( H^2(X, \mathbb{Z})^\perp \). Nikulin showed that there are 75 cases of 2-elementary sublattices of \( U^3 \oplus E_6(-1)^2 \) with signature \((1, r)\), \( r \leq 19 \), represented in Figure [I].
The fixed locus of an involution $i$ can be described in terms of its invariants $(r, a, \delta)$.

**Theorem 2.12** ([Ni0]). The fixed locus of a holomorphic antisymplectic involution on a K3 surface is

1. empty if $r = 10$, $a = 10$ and $\delta = 0$,
2. the disjoint union of two elliptic curves if $r = 10$, $a = 8$ and $\delta = 0$,
3. the disjoint union of a curve of genus $g$ and $\ell$ rational curves otherwise, where $g = (22 - r - a)/2$ and $\ell = (r - a)/2$.

**Remark 2.13.** We can also use Nikulin’s result to study antiholomorphic (anti)symplectic involutions $i : X \to X$ on a K3 surface $X$. To do so, we consider a hyperkähler rotation of our K3 that sends $i$ to a holomorphic antisymplectic involution. It is then clear that $H^2(X, \mathbb{Z})^i$ is also a 2-elementary Lorentzian sublattice of $U^3 \oplus E_8(-1)^2$ and antiholomorphic (anti)symplectic involutions are also classified by the three integers $(r, a, \delta)$ of Figure 1. The fixed locus $X^i$ is the image of the hyperkähler rotation of the fixed locus of a holomorphic antisymplectic involution described by Theorem 2.12.

### 2.5 Involutions on $K3^{[2]}$-type manifolds

Holomorphic antisymplectic involutions on a $K3^{[2]}$-type manifold can be classified by invariant lattices thanks to the work of Boissière, Camere and Sarti [BCS].

In this case, $H^2(X, \mathbb{Z}) \cong \Gamma := U^3 \oplus E_8(-1)^2 \oplus (-2)$, and the discriminant group $A_\Gamma = \Gamma^*/\Gamma$ is isomorphic to $\mathbb{Z}/2\mathbb{Z}$. Therefore, contrary to the K3 case, for a $K3^{[2]}$-type manifold $X$ the lattice $\Gamma$ is not unimodular, and the embedding of a Lorentzian 2-elementary sublattice $T$ into $\Gamma = U^3 \oplus E_8(-1)^2 \oplus (-2)$ is not unique: it depends on some parameters of $S = T^*$.

**Proposition 2.14** ([BCS], Proposition 8.2). Let $T$ be a Lorentzian 2-elementary lattice of signature $(1, t)$ and $\Gamma = U^3 \oplus E_8(-1)^2 \oplus (-2)$. Assume that $T$ admits a primitive embedding in $\Gamma$. We have that

(i) If there is no $x \in A_\Gamma$ such that $x^2 = \frac{3}{2}$ mod $2\mathbb{Z}$, then $T$ admits a unique primitive embedding into $\Gamma$ whose orthogonal complement is a 2-elementary lattice $S$ of signature $(2, 20 - t)$, $a(S) = a(T) + 1$ and $\delta(S) = 1$.

(ii) Otherwise, non-isometric primitive embeddings of $T$ into $\Gamma$ are in 1-1 correspondence with non-isometric choices of 2-elementary lattice $S$ of signature $(2, 20 - t)$ with either $a(S) = a(T) - 1$, or $a(S) = a(T) + 1$ and $\delta(S) = 1$. 

![Figure 1: (BAA)-involutions](image-url)
Such embeddings have a geometric realization.

**Proposition 2.15** ([BCS], Proposition 8.5). For all embeddings $f : T \hookrightarrow \Gamma$ of $T$ a Lorentzian 2-elementary sublattice, there exists an IHS manifold of $K3^{[2]}$-type with a non-symplectic involution $i : X \rightarrow X$ such that the invariant lattice $H^2(X, \mathbb{Z})^i \subset H^2(X, \mathbb{Z})$ is isomorphic to the embedding $f(T) \subset \Gamma$.

It follows that holomorphic antisymplectic involutions on a $K3^{[2]}$-type manifold are classified by the values $(r(T), a(T), \delta(T))$ and $(r(S), a(S), \delta(S))$ occurring the following figures [BCS, Figure 1 and 2].

**Remark 2.16.** Let $X$ be a $K3^{[2]}$-type IHS manifold endowed with a antiholomorphic (anti)symplectic involution. Using a hyperkähler rotation we recover the case of a holomorphic antisymplectic involution. Then $H^2(X, \mathbb{Z})^i$ is also a 2-elementary Lorentzian sublattice of $U^3 \oplus E_8(-1)^2 \oplus (-2)$ and...
the antiholomorphic (anti)symplectic involutions are also classified by the parameters of Figures 2 and 3.

If $i$ is a holomorphic involution on a K3 surface $X$, denote by $\hat{i}$ the natural involution on $\text{Hilb}^2(X)$ given by the pull-back (see Corollary 3.5 below),

$$\hat{i} : \text{Hilb}^2(X) \longrightarrow \text{Hilb}^2(X), \quad F \longmapsto i^* F.$$ 

Thanks to [Bo, Section 4.2] and the description of the fixed locus $X^i$ given in (2.5) and in Theorem 2.12, one can compute the fixed point locus of $\hat{i}$ obtaining the following well known descriptions. See also [Mo4] and [Be2] for more general statements.

**Corollary 2.17.** Let $X$ be a smooth K3 surface, and let $i : X \rightarrow X$ be a holomorphic symplectic involution on it. One has that

$$\text{Hilb}^2(X)^i \cong \overline{X/i} \sqcup \bigsqcup_{\ell=1}^{\binom{r}{2}} \{q\},$$ 

where $\overline{X/i}$ is the blow-up of $X/i$ along the 8 isolated fixed points of $X^i$ and it is a K3 surface.

If $i$ is a holomorphic antisymplectic involution on $X$ associated to the lattice invariants $(r,a,\delta)$, then

1. for $r = 10$, $a = 10$ and $\delta = 0$, one has

$$\text{Hilb}^2(X)^i \cong X/i,$$

2. for $r = 10$, $a = 8$ and $\delta = 0$, one has

$$\text{Hilb}^2(X)^i \cong (X/i) \sqcup \bigsqcup_{k=1}^{2} \text{Sym}^2(E_k) \sqcup (E_1 \times E_2),$$

where $E_1$ and $E_2$ are elliptic curves, and

3. in the remaining cases,

$$\text{Hilb}^2(X)^i \cong (X/i) \sqcup \text{Sym}^2(C) \sqcup \bigsqcup_{k=1}^{\ell} \mathbb{P}^2 \sqcup \bigsqcup_{k=1}^{\ell} (C \times \mathbb{P}^1) \sqcup \bigsqcup_{k=1}^{\ell} (\mathbb{P}^1 \times \mathbb{P}^1).$$

where $C$ is a curve of genus $g$, where $g = (22 - r - a)/2$ and $\ell = (r - a)/2$.

3 Brane involutions on moduli spaces of sheaves

3.1 Algebraic antiholomorphic involutions

Consider a complex manifold $X$ endowed with an antiholomorphic involution $i$. For a locally free sheaf $E$ on $X$, or equivalently a holomorphic vector bundle, the notion of real structure on $E$ is well known, and goes back to Atiyah [At]. We recall that a real vector bundle over $(X,i)$ is a holomorphic vector bundle $E \xrightarrow{\pi} X$ together with an involution $\hat{i} : E \rightarrow E$, $\mathbb{C}$-antilinear on the fibres and such that the diagram

$$\begin{array}{ccc}
E & \xrightarrow{i} & E \\
\pi \downarrow & & \downarrow \pi \\
X & \xrightarrow{i} & X
\end{array}$$

commutes. With this construction, $i$ induces an involution on the moduli space of holomorphic vector bundles $[HHH]$ [Sc], defined by $E \mapsto i^*E$. Here $\overline{E}$ is the holomorphic vector bundle over $X$.
whose underlying $C^\infty$-bundle is the same as $E$, but endowed with the conjugate complex structure, so that $i^*\overline{E}$ is also a holomorphic vector bundle over $X$. In [3], the construction $F \mapsto i^*\overline{F}$ is generalized to analytic sheaves.

In order to further generalize this construction to algebraic sheaves, we need the following assumption. Consider the antiholomorphic involution of $\mathbb{P}^n$

$$\iota : \mathbb{P}^n \rightarrow \mathbb{P}^n \quad [x_0 : \cdots : x_n] \mapsto [\overline{x}_0 : \cdots : \overline{x}_n].$$

Given an antiholomorphic involution on a quasiprojective variety $i : X \rightarrow X$, we say that $i$ is algebraic if there exists an embedding into a projective space, $X \hookrightarrow \mathbb{P}^n$, such that $i$ coincides with the restriction of $\iota$.

Recall that $i^*\overline{\mathbb{L}}$ is well defined for any algebraic line bundle $L$ on a quasiprojective variety. Note that we can say, equivalently, that $i : X \rightarrow X$ is algebraic if there exists an ample line bundle $L$ such that $L \cong i^*\overline{L}$. In that case, the involution $\iota : \mathbb{P}(H^0(X, L^{\otimes m})) \rightarrow \mathbb{P}(H^0(X, L^{\otimes m}))$ is induced by the $C$-antilinear map $s \mapsto \overline{s} \circ i$.

We are interested in algebraic antiholomorphic involutions since they preserve the Zariski topology.

**Proposition 3.1.** Let $i : X \rightarrow X$ be an algebraic antiholomorphic involution on a quasiprojective variety. For any Zariski open subset $U \subset X$, $i(U)$ is a Zariski open subset of $X$.

**Proof.** It is enough to prove the statement for the open subsets of the form $U_p = X \cap (\mathbb{P}^n - \{p = 0\})$, where $p$ is the polynomial $p(x_0, \ldots, x_n) = \sum a_{(j_0, \ldots, j_n)} x_0^{j_0} \cdots x_n^{j_n}$. Since the vanishing locus of a polynomial $p$ is the same as the vanishing locus of its complex conjugate $\overline{p} = \sum \overline{a}_{(j_0, \ldots, j_n)} x_0^{j_0} \cdots x_n^{j_n}$, we see that

$$i(U_p) = \iota(X) \cap \iota(\mathbb{P}^n - \{p = 0\}) = X \cap (\mathbb{P}^n - \iota(\{p = 0\})) = X \cap (\mathbb{P}^n - \{p \circ i = 0\}) = X \cap (\mathbb{P}^n - \{\overline{p} \circ i = 0\}),$$

and therefore $i(U_p) = U_q$, where $q = \overline{p} \circ i$ is the polynomial $q(x_0, \ldots, x_n) = \sum \overline{a}_{(j_0, \ldots, j_n)} x_0^{j_0} \cdots x_n^{j_n}$. \hfill $\square$

One has naturally $i^*\overline{\mathcal{O}_X} \cong \mathcal{O}_X$, and observe that, for every $s \in \mathcal{O}_X(U)$, we have that $\overline{s} \circ i \in \mathcal{O}_X(i(U))$. Then for any sheaf of $\mathcal{O}_X$-modules $F$, we define the sheaf of $\mathcal{O}_X$-modules $i^*\overline{F}$ as the sheaf given by

$$i^*\overline{F}(U) := F(i(U)), \quad (3.1)$$

with the $\mathcal{O}_X$-action defined as follows,

$$s \cdot f := (\overline{s \circ i}) f \in F(i(U)) = i^*\overline{F}(U), \quad (3.2)$$

for any $s \in \mathcal{O}_X(U)$ and any $f \in \mathcal{O}_X(U)$. For every morphism of $\mathcal{O}_X$-modules $\varphi : F_1 \rightarrow F_2$, we define $i^*\overline{\varphi} : i^*\overline{F}_1 \rightarrow i^*\overline{F}_2$ to be the morphism of $\mathcal{O}_X$-modules given by

$$i^*\overline{\varphi}_U = \varphi_{i(U)}. \quad \text{Remark 3.2. Since } i^*\overline{\mathcal{O}_X} \text{ is naturally } F \text{ and } \varphi, \text{ this construction gives an auto-equivalence of the category of sheaves of } \mathcal{O}_X\text{-modules.}$$

Furthermore, due to the natural isomorphism $i^*\overline{\mathcal{O}_X} \cong \mathcal{O}_X$, we have that $i^*\overline{F}$ is (quasi)coherent if and only if $F$ is (quasi)coherent. Then $i^*[\overline{\bullet}]$ gives an auto-equivalence of Coh($X$) and QCoh($X$) whenever $i : X \rightarrow X$ is algebraic.

**Example 3.3.** If $X$ is the Fermat quartic in $\mathbb{P}^3$, observe that the conjugation $\iota : \mathbb{P}^3 \rightarrow \mathbb{P}^3$ restricts to an antiholomorphic involution $i$ on $X$, which is algebraic by construction.
Let $D$ be the divisor given by the intersection $X \cap \{ p = 0 \}$ and let $\mathcal{I}_D \subset \mathcal{O}_X$ be its ideal sheaf. Note that the affine subsets $U_i = \{ x_i \neq 0 \}$ are preserved by $i$ and observe that

$$\mathcal{I}_D(U_i) \cong \mathbb{C}[x_0, x_1, x_2, x_3]/\langle x_0^4 + x_1^4 + x_2^4 + x_3^4, x_i - 1, p \rangle.$$ 

One can easily check that $i^*D := i(D)$ is the intersection $X \cap \{ p \circ i = 0 \}$, where $p \circ i$ is a holomorphic polynomial, and

$$i^*\mathcal{I}_D(U_i) \cong \mathbb{C}[x_0, x_1, x_2, x_3]/\langle x_0^4 + x_1^4 + x_2^4 + x_3^4, x_i - 1, p \circ i \rangle.$$ 

### 3.2 Natural involutions

Now consider a brane involution $i : X \to X$ on a compact holomorphic symplectic surface $X$. If $i$ is holomorphic (i.e. of type (BBB) or (BAA)), we set $i$ to be the morphism of moduli spaces given by the pull-back,

$$i : M_X(H,v) \lor F \longrightarrow M_X(i^*H, i^*v) \lor i^*F.$$ 

(3.3)

When $H$ and $v$ are invariant under $i$, $i$ defines an involution on the moduli space that we call \textit{natural involution} associated to $i$.

Given an algebraic antiholomorphic involution we can also define a natural involution on $M_X(H,v)$. One can see that the Hilbert polynomial is preserved under $F \to i^*F$. Note that any destabilizing subsheaf $G \subset i^*\mathcal{F}$ with respect to a linearization $i^*\mathcal{F}$ would give a destabilizing subsheaf $i^*G \subset F$ with respect to the linearization $H$. Then, for an algebraic antiholomorphic brane involution $i$ (i.e. (ABA) or (AAB)-type), we set

$$i : M_X(H,v) \lor F \longrightarrow M_X(i^*\mathcal{F}, i^*\psi) \lor i^*\mathcal{F}.$$ 

(3.4)

where, for every Mukai vector $v = (r,D,s) \in \mathbb{Z} \oplus \text{Pic}(X) \oplus \mathbb{Z}$, we set $i^*\psi = (r, i^*D, s)$.

Note that if $i$ is an involution of $M_X(H,v)$, whenever $H$ and $v$ are preserved by $i$, i.e. $i^*H \cong H$ and $i^*\psi \cong v$. In this case we say that $i$ is a \textit{natural involution} induced by $i$.

**Theorem 3.4.** Let $X$ be a projective K3 or abelian surface, and let $i$ be an algebraic brane involution on $X$. Let $H$ and $D$ be a polarization and a divisor on $X$, respectively, both fixed by $i$. Let $M_X(H,v)$ be the moduli space of $H$-stable sheaves on $X$ with Mukai vector $v = (r,D,s) \in \Z \oplus \text{Pic}(X) \oplus \Z$. The involution

$$i : M_X(H,v) \longrightarrow M_X(H,v)$$

is a brane involution of the same type as $i$.

**Proof.** The proof is straightforward in the holomorphic case, since $i$ is simply the pull-back. However, we include this case in our proof for the sake of completeness.

Take a $H$-stable sheaf $F$ with Mukai vector $v$ and, by abuse of notation, denote also by $F$ the geometric point of $M_X(H,v)$ associated to it. Set $E = i(F)$, and denote again by $E$ the associated sheaf. Note that $E \cong i^*F$ if $i$ is holomorphic, while $E \cong i^*\mathcal{F}$ if $i$ antiholomorphic.

Clearly, when $i$ is holomorphic, $i$ is also holomorphic, so let us suppose that $i$ is antiholomorphic. The involution $i$ induces

$$i^k : \text{Ext}^k(F,F) \lor i^*F \longrightarrow \text{Ext}^k(E,E) \lor i^*\psi.$$ 

In the case $k = 1$, this coincides with the differential of $i$,

$$i^1 = d i.$$ 

Recall that the complex structure $J_M$ is given by multiplication by the imaginary number $\sqrt{-1}$; one gets

$$d i(\sqrt{-1} \psi) = i^*(\sqrt{-1} \psi) = -\sqrt{-1} i^* \psi = -\sqrt{-1} d i(\psi).$$
Therefore, $i$ anticommutes with the complex structure $J_M$.

\[ d_i \circ J_M = -J_M \circ d_i . \]  \hspace{1cm} (3.5)  

Next, note that $i^k$ commutes with the Yoneda product:

\[
\begin{array}{c}
\Ext^1(F,F) \times \Ext^1(F,F) \longrightarrow \Ext^2(F,F) \\
\quad \downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\Ext^1(E,E) \times \Ext^1(E,E) \quad \longrightarrow \quad \Ext^2(E,E).
\end{array}
\]  \hspace{1cm} (3.6)  

Recall that, for a K3 or an abelian surface, $K_X \cong \mathcal{O}_X$, we can define $i': H^2(\mathcal{O}_X, \mathcal{O}_X) \to H^2(\mathcal{O}_X, \mathcal{O}_X)$ and $i'': H^0(\mathcal{O}_X, K_X) \to H^0(\mathcal{O}_X, K_X)$ to be given by $i'(\varphi) = i^* \varphi$ and $i''(s) = i^* s$ if $i$ is holomorphic, or $i'(\varphi) = i^* \varphi$ and $i''(s) = i^* s$, if $i$ is antiholomorphic. It follows that the diagram

\[
\begin{array}{c}
\Ext^2(F,F) \longrightarrow H^2(\mathcal{O}_X, \mathcal{O}_X) \longrightarrow H^0(\mathcal{O}_X, K_X)^\vee \\
\quad \downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\Ext^2(E,E) \longrightarrow H^2(\mathcal{O}_X, \mathcal{O}_X) \longrightarrow H^0(\mathcal{O}_X, K_X)^\vee,
\end{array}
\]  \hspace{1cm} (3.7)  

commutes.

Since $i$ is a brane involution,

\[ i^* \sigma_X = b \cdot \sigma_X \quad \text{or} \quad i^* \sigma_X = b \cdot \overline{\sigma}_X , \]

depending on the type of $i$. As a consequence, the following diagram commutes,

\[
\begin{array}{c}
\Ext^2(F,F) \longrightarrow H^2(\mathcal{O}_X, \mathcal{O}_X) \longrightarrow H^0(\mathcal{O}_X, K_X)^\vee \\
\quad \downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\Ext^2(E,E) \longrightarrow H^2(\mathcal{O}_X, \mathcal{O}_X) \longrightarrow H^0(\mathcal{O}_X, K_X)^\vee,
\end{array}
\]  \hspace{1cm} (3.8)  

where $g$ is the identity if $i$ is holomorphic, and the conjugation if it is antiholomorphic.

Observe now that the composition of the top rows of (3.6), (3.7) and (3.8) define $\sigma_M$, while the bottom rows give $i^* \sigma_M$. Then, we find that

\[ i^* \sigma_M = b \cdot \sigma_M \quad \text{or} \quad i^* \sigma_M = b \cdot \overline{\sigma}_M , \]

depending on whether $i$ is holomorphic or antiholomorphic. This proves that $i$ has the type of $i$.

Since Hilbert schemes are particular examples of moduli spaces of sheaves, we obtain the following corollary.

**Corollary 3.5.** Let $X$ be a K3 or abelian surface and let $i$ be an algebraic brane involution on $X$ inducing the natural involution $i$ on $\Hilb^n(X)$. Then the fixed point locus $\Hilb^n(X)^i$ is a brane within $\Hilb^n(X)$ of the same type as $i$.

When $X$ is an abelian surface, it is straightforward to check that the projection in equation (2.1) commutes with natural involutions, so we have the commutative diagram

\[
\begin{array}{c}
\Hilb^n(X) \longrightarrow \Hilb^n(X) \\
\quad \downarrow \quad \quad \quad \downarrow \\
X \quad \quad \quad \quad \quad \quad \quad \ H.
\end{array}
\]

If the involution on $X$ preserves the origin, the natural involution preserves the associated generalized Kummer variety.

**Corollary 3.6.** Let $X$ be an abelian surface and let $i$ be an algebraic brane involution on $X$ preserving the origin $x_0 \in X$. This induces a natural involution $i$ on the generalized Kummer variety $\Kum^n(X)$ whose fixed point locus $\Kum^n(X)^i$ is a brane inside $\Kum^n(X)$ of the same type as $i$.  
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3.3 The Fourier–Mukai transform

In this section, $X$ is a projective K3 surface.

Note that, in principle, the involution $i : M_X(H, v) \rightarrow M_X(H, v)$ defined in (3.3) and (3.4) might not preserve a given connected component $M$ of $M_X(H, v)$. However, under the hypothesis of Theorem 2.4, $M_X(H, v)$ is connected and this issue does not arise. In that case, we simplify the notation by denoting

$$M := M_X(H, v).$$

Suppose as well that the hypotheses of Theorem 2.5 are satisfied, so that there exists a universal family $U \rightarrow X \times M$. We study the behavior of $U$ under the pull-back by the involution $(i \times i)$.

**Lemma 3.7.** Let $X$ be a projective K3 surface with a holomorphic (resp. algebraic antiholomorphic) involution $i$ on it. Suppose that $v$ and $H$ are preserved by $i$ and satisfy the conditions of Theorems 2.5 and 2.4. Then, there exists a canonical isomorphism

$$U \cong (i \times i)^*U \quad (\text{resp. } \cong (i \times i)^*\overline{U}).$$

**Proof.** We can assume that $i$ is antiholomorphic since the proof for the holomorphic case is analogous. Due to Theorem 3.4, we have that $(i \times i)$ is antiholomorphic as well. Then, $(i \times i)^*\overline{U}$ is a holomorphic family of $H$-stable sheaves with Mukai vector $v$ parametrized by $M$.

Let us denote $U_y := U|_{X \times \{y\}}$ for every point $y \in M$. By definition of $i$, one has that

$$U_y \cong i^*(U_y).$$

This implies that $(i \times i)^*\overline{U}$ is also a family classifying all the $H$-stable sheaves with Mukai vector $v$. The proof follows from the universality of $U$ stated in Theorem 2.5.

This allows us to study the relation between the natural involution $i$ and Fourier–Mukai functors. Suppose that $i : X \rightarrow X$ is a holomorphic involution. We denote by $\delta_i$ the pull-back by $i$ on $D^b(X)$,

$$\delta_i : D^b(X) \rightarrow D^b(X) \quad F^* \mapsto i^*(F^*).$$

Thanks to Remark 3.2 if $i$ is an algebraic antiholomorphic involution, we set

$$\delta_i : D^b(X) \rightarrow D^b(X) \quad F^* \mapsto i^*(F^*).$$

Note that, in both cases, $\delta_i$ is an involution.

**Proposition 3.8.** Suppose $X$ is a projective K3 surface and let $i : X \rightarrow X$ be an algebraic brane involution. Let $H$ be a polarization on $X$ fixed by $i$, and let $v$ be a Mukai vector fixed by $i$ and satisfying the hypothesis of Theorems 2.5 and 2.4.

Consider the moduli space $M := M_X(H, v)$ and recall the involution $i : M \rightarrow M$ defined in equations (3.3) and (3.4). For every $F^* \in D^b(X)$ and every $E^* \in D^b(M)$, one has

$$\mathcal{F}(\delta_i(F^*)) \cong \delta_i(\mathcal{F}(F^*))$$

and

$$\mathcal{F}(\delta_i(E^*)) \cong \delta_i(\mathcal{F}(E^*)).$$

Thus if $F \in \text{Coh}(X)$ and $E \in \text{Coh}(M)$ are WIT sheaves of indices $n_1$ and $n_2$ respectively, then $\delta_i(F)$ and $\delta_i(E)$ are WIT of indices $n_1$ and $n_2$, respectively, as well.
Proof. We can, for instance, assume that \( i \) is antiholomorphic. The proof will be analogous in the holomorphic case. Since \( p_X \circ (i \times i) = i \circ p_X \) and \( p_M \circ (i \times i) = i \circ p_M \), one has

\[
\delta_i(\mathcal{F}(^*F)) \cong i^*(\mathcal{F}(^*F)) \\
\cong i^*(R(p_M)_*(U \otimes p_X^*F)) \\
\cong R(p_M)_*((i \times i)^*(U \otimes p_X^*F)) \\
\cong R(p_M)_*((i \times i)^*U \otimes (i \times i)^*(p_X^*F)) \\
\cong R(p_M)_*((i \times i)^*U \otimes p_X^*\delta_i(F^*)) \\
\cong R(p_M)_*((i \times i)^*U \otimes p_X^*\delta_i(F^*)),
\]

and thanks to Lemma 3.7,

\[
R(p_M)_*((i \times i)^*U \otimes p_X^*\delta_i(F^*)) \cong R(p_M)_*(U \otimes p_X^*\delta_i(F^*)) \cong \mathcal{F}(\delta_i(F^*)),
\]

so (3.11) follows. The proof of (3.12) is analogous.

Finally, if \( \mathcal{F}(F) \) and \( \mathcal{G}(E) \) are complexes supported on degrees \( n_1 \) and \( n_2 \) respectively (i.e. \( F \) is WIT of index \( n_1 \) and \( E \) is WIT of index \( n_2 \)), then \( \delta_i(\mathcal{F}(F)) \cong \mathcal{F}(\delta_i(F)) \) and \( \delta_i(\mathcal{G}(E^*)) \cong \mathcal{G}(\delta_i(E^*)) \) are supported on degrees \( n_1 \) and \( n_2 \) too. Therefore, \( \delta_i(F) \) and \( \delta_i(E) \) are, respectively, WIT sheaves of indices \( n_1 \) and \( n_2 \), respectively.

Remark 3.9. Given a holomorphic brane involution \( i : X \to X \), one can study the behaviour of the structural sheaf \( \mathcal{O}_X \) of the fixed point locus under the Fourier–Mukai transform. Suppose that the hypothesis of Proposition 3.8 are satisfied, then

\[
\mathcal{F}(\mathcal{O}_X) \cong i^*\mathcal{F}(\mathcal{O}_X^*).
\]

Note that the support of the transformed sheaf \( \mathcal{F}(\mathcal{O}_X^*) \) is not necessarily contained in the fixed locus of \( i \). Indeed, consider the case of a (BBB)-involution on a K3 surface where \( X^i \) is, by (2.5), the union of 8 isolated points \( \{p_k\}_{k=1}^8 \). The Fourier–Mukai transform of each of the skyscraper sheaves \( \mathcal{O}_{p_k} \) is \( \mathcal{F}(\mathcal{O}_{p_k}) \cong U|_{\{p_k\} \times M} \), which is a sheaf supported on the whole \( M \).

Let us now focus on the study of reflexive K3 surfaces. For the rest of the section, suppose that the conditions of Proposition 3.6 hold, so that the moduli space \( X = MX(h, v) \) is a K3 surface, and we have a universal sheaf \( U \to X \times X \). Taking the brane involution \( i : X \to X \) one can define another brane involution

\[
i : X \to X,
\]

by means of (3.8) and (3.9). We now prove that this construction is self-dual.

Lemma 3.10. In the previous notation,

\[
i = i.
\]

Proof. For any \( y \in X \), denote by \( F_y \) the corresponding sheaf \( U_y^* \) on \( X \). We give the proof for \( i \) algebraic antiholomorphic, the holomorphic case is analogous. By the definition of \( i \), one has

\[
F_{i(y)} \cong i^*F_y.
\]

Recalling that \( i \) is an involution,

\[
i^*F_y \cong i^*F_{i^2(y)}.
\]

Finally, by the definition of \( i \),

\[
i^*F_{i^2(y)} \cong i^*i^*F_y \cong F_{i(y)}.
\]

To finish the section, we study how the map in integral cohomology induced by a brane involution is transformed under the Hodge isometry of Theorem 2.8.
Proposition 3.11. Consider the Fourier–Mukai partners $X$ and $\hat{X}$, and suppose that $i : X \to X$ is a brane involution. Let us denote by $i^* : \hat{H}(X, \mathbb{Z}) \to \hat{H}(X, \mathbb{Z})$ and $i^* : \hat{H}(X, \mathbb{Z}) \to \hat{H}(X, \mathbb{Z})$ the induced maps in cohomology. Then, the diagram

$$
\begin{array}{ccc}
\tilde{H}(X, \mathbb{Z}) & \xrightarrow{i^*} & \tilde{H}(X, \mathbb{Z}) \\
\psi \equiv & \cong & \equiv \psi \\
\tilde{H}(X, \mathbb{Z}) & \xrightarrow{i^*} & \tilde{H}(X, \mathbb{Z}),
\end{array}
$$

commutes, being $\psi$ the Hodge isometry of Theorem 2.5.

Proof. Recall that $p_X \circ (i \times i) = i \circ p_X$. Then, for each $\alpha \in \tilde{H}(X, \mathbb{Z})$

$$
\psi(i^* \alpha) = (p_X)_* (p_X^* i^* \alpha \cdot v(U)) = (p_X)_* ((i \times i)^* p_X^* \alpha \cdot v(U)).
$$

After Lemma 3.7 one has that $v(U) = (i \times i)^* v(U)$ and therefore

$$
\psi(i^* \alpha) = (p_X)_* ((i \times i)^* p_X^* \alpha \cdot v(U))
= (p_X)_* (i \times i)^* (p_X^* \alpha \cdot v(U))
= i^* (p_X)_* (p_X^* \alpha \cdot v(U))
= i^* \psi(\alpha),
$$

since $p_X \circ (i \times i) = i \circ p_X$. \hfill $\square$

4. Brane involutions and mirror symmetry

4.1 Mirror symmetry for irreducible holomorphic symplectic manifolds

The objective of this section is to study how branes are transformed under mirror symmetry. More precisely, let $X$ be an IHS manifold and $Y$ its mirror. Assuming that $X$ is endowed with a brane involution $i$, can we also endowed $Y$ with a brane involution $i^*$? Moreover, what will be the type of $i^*$?

Since the notion of brane is defined with respect to a hyperkähler structure, we need a definition of mirror symmetry which takes into account the hyperkähler structure. That is why, in this section, we work with the notion of mirror symmetry proposed by Huybrechts in [Hu3, Section 6], which is given in terms of action on the period domain.

Consider a marked IHS manifold $(X, \varphi)$ with $\varphi : H^2(X, \mathbb{Z}) \simeq \Gamma$. Denote by $U$ the standard hyperbolic plane $\mathbb{H} = (\mathbb{R},(0,1))$. We assume that there exists an embedding $j : U \hookrightarrow \Gamma$ and consider a basis $(v, v^*)$ of $j(U)$. Let us denote $M := (j(U))^\perp$ and by $pr : \Gamma \otimes \mathbb{R} \to M \otimes \mathbb{R}$, the orthogonal projection.

Let $(X, \omega_X, \sigma_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure. We say that $(X, \omega_X, \sigma_X, \varphi)$ is admissible according to $j$ if

1. $\omega_X \in (\varphi^{-1}(M \otimes \mathbb{R})) \oplus \mathbb{R} \varphi^{-1}(v)$; and
2. $\varphi(\text{Im } \sigma_X) \cdot v = 0$.

If the previous conditions are satisfied, we consider, for a given element $\beta \in (M \otimes \mathbb{R}) \oplus \mathbb{R} v$,

$$
\sigma_X := pr(\beta + i \varphi(\omega_X)) - \frac{1}{2}(\beta + i \varphi(\omega_X))^2 v^* + v \in \Gamma \otimes \mathbb{C}.
$$

Let $\mathcal{M}_\Gamma^0$ be the connected component of $\mathcal{M}_\Gamma$ containing $(X, \varphi)$ and $\mathcal{P} : \mathcal{M}_\Gamma^0 \to \Omega$ the period map. We have $\mathbb{C} \sigma_X \in \Omega$. Then, by Theorem 2.4, we have

$$
\mathcal{P}_X := \mathcal{P}^{-1}(\mathbb{C} \sigma_X) \neq \emptyset.
$$

Set also,

$$
\tilde{\omega}_X := \epsilon [\text{pr}(\text{Im } \sigma_X)] - (\varphi(\text{Im } \sigma_X) \cdot \beta) v,
$$
where we choose $\epsilon \in \{1, -1\}$ such that $\psi^{-1}(\omega_X)$ is in the positive cone of all the elements $(Y, \psi) \in \mathcal{P}_X$. This is possible by Section 4 of [Ma2].

We say that $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror according to $j$ and $\beta$ if there exists $(Y, \psi) \in \mathcal{P}_X$ such that $\psi^{-1}(\omega_X)$ is a Kähler class of $Y$. If this is verified, $(Y, \psi^{-1}(\sigma_X), \psi^{-1}(\omega_X), \psi)$ is called the hyperkähler mirror of $(X, \sigma_X, \omega_X, \varphi)$ according to $j$ and $\beta$.

Thanks to item 2 of Theorem 2.2 the hyperkähler mirror is unique up to isomorphism.

### 4.2 Discussion on the existence of the hyperkähler mirror

It is possible to establish the existence of hyperkähler mirrors under some circumstances using recent techniques on wall divisors and monodromy developed, in particular, in [Ma1] (see also [Ma2], [Mo1] and [BHT]).

Given an IHS manifold $X$, an automorphism $f : H^*(X, \mathbb{Z}) \cong H^*(X, \mathbb{Z})$ is said to be a monodromy operator if it is a parallel transport operator. The monodromy group $\text{Mon}(X)$ is the subgroup of $GL(H^*(X, \mathbb{Z}))$ consisting of all monodromy operators. We denote by $\text{Mon}^2(X)$ the image of $\text{Mon}(X)$ in the orthogonal group $O(H^2(X, \mathbb{Z}))$ and by $\text{Mon}_H^2(X)$ the subgroup of $\text{Mon}^2(X)$ of those automorphisms which preserve the Hodge structure. Finally, let us write $O^+(H^2(X, \mathbb{Z}))$ for the subgroup of all orthogonal transformation preserving any given orientation of the three positive directions of $H^2(X, \mathbb{Z})$.

The positive cone $C_X$ of an IHS manifold $X$ is the connected component of the cone of positive classes containing a Kähler class. The Kähler cone denoted by $K_X$ is the cone containing all the Kähler classes. The birational cone $BK_X$ is the union $\cup f^{-1}K_{X'}$, where $f$ runs through all birational maps between $X$ and any IHS manifold $X'$.

Let $D$ be a divisor on a IHS manifold $X$. We recall from Mongardi [Mo1] that $D$ is a wall divisor if $D^2 < 0$ and $f^{-1} \circ g(D^2) \cap BK_X = \emptyset$, for all marking $f$ and $g$ of $X$ such that $f^{-1} \circ g$ is a parallel transport Hodge isometry. By [Mo1], we can understand the wall divisors in terms of a subset of $\Gamma$.

Let $(X, \varphi)$ be an marked IHS manifold with $\varphi : H^2(X, \mathbb{Z}) \cong \Gamma$. Let $\mathcal{M}_\Gamma^0$ be the connected component of $\mathcal{M}_\Gamma$ which contains $(X, \varphi)$. The following is a direct consequence of [Mo1] Theorem 1.3.

**Proposition 4.1.** There exists a set $\Delta_X \subset \Gamma$ such that for all $(Y, \psi) \in \mathcal{M}_\Gamma^0$, $\psi^{-1}(\Delta_X) \cap H^{1,1}(Y, \mathbb{Z})$ are the wall divisors of $Y$.

**Remark.** For a K3 surface $X$, the set $\Delta_X$ is the subset $\Gamma$ consisting of those elements whose square is equal to $-2$ (see [Hu2, Theorem 5.2, Chapter 8]). The set $\Delta_X$ is also explicitly described for manifolds of $K3^{[n]}$-type with $n = 2, 3, 4$ in [Mo1] Proposition 2.12, Theorems 2.14 and 2.15 and for generalized Kummer fourfolds in [MTW] Section 1.2.

The wall divisors allow us to characterize the Kähler cone. The following is straight-forward from [Mo1] Proposition 1.5

**Proposition 4.3.** Let $X$ be an IHS manifold. Let $\kappa$ be a Kähler class of $X$ and $x \in C_X$. Suppose that $x \cdot D > 0$ for all wall divisors $D$ such that $D \cdot \kappa > 0$. Then, $x$ is a Kähler class.

Now let $\Delta_X \subset \Gamma$ be the set described in Proposition 4.1. We define

$$\Delta_X^k := \{ D \in \Delta_X \mid D^2 \text{ divides } 2 \text{ div}(D) \},$$

where $\text{div}(D)$ is the integer $l \geq 0$ satisfying $\{ x \cdot D \mid x \in \Gamma \} = l\mathbb{Z}$. We also denote

$$\Delta_X^{nd} := \Delta_X \setminus \Delta_X^k.$$

For $u \in H^2(X, \mathbb{Q})$, $u^2 < 0$, we define the reflection $R_u : H^2(X, \mathbb{Q}) \to H^2(X, \mathbb{Q})$ by setting

$$R_u(x) = x - \frac{2u \cdot x}{u^2}.$$

We make the following additional technical assumption.
Hypothesis 1. For all $(Y, \psi) \in \mathcal{M}_T$ and all $D \in \psi^{-1}(\Delta_X^d) \cap \text{Pic}(Y)$, one has $R_D \in \text{Mon}^2(Y)$.

Remark 4.4. Hypothesis 1 is verified whenever $\text{Mon}^2(X) = \mathcal{O}^+(H^2(X, \mathbb{Z}))$, which holds for K3 surfaces (see for instance [Hu2] Proposition 5.5, Chapter 7]) and for IHS manifolds of $K3^{[n]}$-type with $n = 2$ or $n = 1$ equal to a prime power (see [Ma1] Lemma 4.2).

We are finally in position to address whether or not $(X, \omega_X, \sigma_X, \varphi)$ admits a hyperkähler mirror. The idea is to transform $\psi^{-1}(\hat{\omega}_X)$ into a Kähler class by acting with reflections through wall divisors. It can be seen as a generalization of the proof of the transitivity of the Weyl group on the set of chambers of a K3 surface (see [Hu2] Corollary 2.9 Chapter 8).

Proposition 4.5. Let $(X, \omega_X, \sigma_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure which is admissible according to $j$. Assume that

(1) $X$ satisfies Hypothesis 1

(2) $\hat{\sigma}_X \cdot D \neq 0$, for all $D \in \Delta_X^d$.

Then, $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror according to $j$ and $\beta$ if and only if

$$(\hat{\sigma}_X)^\perp \cap (\hat{\omega}_X)^\perp \cap \Delta_X^d = \emptyset.$$ 

Proof. Let $(Y, \psi) \in \hat{\mathcal{P}}_X$. Let $\kappa$ be a Kähler class of $Y$. Let

$$\Delta^+ := \{ D \in \psi^{-1}(\Delta_X) \cap \text{Pic}(Y) \mid D \cdot \kappa > 0 \}.$$ 

Since we assume (2), we have $\Delta^+ \subset \psi^{-1}(\Delta_X^d)$. (4.1)

If $(\hat{\sigma}_X)^\perp \cap (\hat{\omega}_X)^\perp \cap \Delta_X^d = \emptyset$ then $\psi^{-1}(\hat{\omega}_X) \cdot D \neq 0$ for all $D \in \Delta^+$. Using the same technique as [Hu2] Remark 2.5, Chapter 8], we can find $K_1, \ldots, K_n \in \Delta^+$ such that

$$R_{[K_1]} \circ \cdots \circ R_{[K_n]}(\psi^{-1}(\hat{\omega}_X)) \cdot D > 0,$$

for all $D \in \Delta^+$. Hence by Proposition 4.3, $R_{[K_1]} \circ \cdots \circ R_{[K_n]}(\psi^{-1}(\hat{\omega}_X))$ is a Kähler class.

Moreover by (4.1) and Hypothesis 1 $R_D \in \text{Mon}^2(Y)$ for all for all $D \in \Delta^+$. Furthermore, since $D$ is a divisor, we have

$$R_D \in \text{Mon}_H(Y).$$

Let $R := R_{[K_1]} \circ \cdots \circ R_{[K_n]}$. Now, we can consider the marked IHS manifold $(Y, \psi \circ R^{-1})$. Since all $R_{[K_i]}$ are in $\text{Mon}^2_H(Y)$, $R$ is a parallel transport operator and $R^{-1}(\sigma_Y) = \sigma_Y$. It follows that $(Y, \psi \circ R^{-1}) \in \hat{\mathcal{P}}_X$.

Conversely, assume that $(Y, \psi^{-1}(\hat{\sigma}_X), \psi^{-1}(\hat{\omega}_X), \psi)$ is the hyperkähler mirror according to $j$ and $\beta$ of $(X, \sigma_X, \omega_X, \varphi)$. By definition $\psi^{-1}(\hat{\omega}_X) \in \mathcal{K}_Y$. If $(\hat{\sigma}_X)^\perp \cap (\hat{\omega}_X)^\perp \cap \Delta_X^d \neq \emptyset$, then there is $D \in \psi^{-1}(\Delta_X^d) \cap \text{Pic}(Y)$ such that $D \cdot \psi^{-1}(\hat{\omega}_X) = 0$. Hence by definition of wall divisor, $\psi^{-1}(\hat{\omega}_X) \not\in B\mathcal{K}_Y$ which is absurd since $\psi^{-1}(\hat{\omega}_X) \in \mathcal{K}_Y$. 

Next, we show that $(X, \omega_X, \sigma_X, \varphi)$ admits a hyperkähler mirror for a large class of elements $\beta \in (M \otimes \mathbb{R}) \oplus \mathbb{R}_v$ provided that further conditions are met.

Proposition 4.6. Let $(X, \omega_X, \sigma_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure which is admissible according to $j$. Assume that

(1) $X$ satisfies Hypothesis 1

(2) $\varphi(\omega_X) \cdot D \neq 0$ or $\varphi(\sigma_X) \cdot D \neq 0$ or $\varphi^* \cdot D \neq 0$ for all $D \in \Delta_X^d$,

(3) $\omega_X^2 \in \mathbb{R} \smallsetminus \mathbb{Q}$,

(4) $\varphi(\Re(\sigma_X)) \cdot D \neq 0 \Rightarrow \varphi(\sigma_X) \cdot D \neq 0 \Rightarrow \varphi(\Im(\sigma_X)) \cdot D \neq 0$, for all $D \in \Delta_X^d$.

Then, there exists a dense uncountable subset $\Lambda \subset \mathbb{R}^*$ such that $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror symmetric according to $j$ and $\lambda \beta$, for all $\lambda \in \Lambda$. 
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Proof. After Proposition \ref{lem:proof} it is clear that one has to show that our assumptions imply that
\[ \hat{\sigma}_X \cdot D \neq 0, \] (4.2)
for all $D \in \Delta_X^{d}$, and
\[ (\hat{\sigma}_X)^\perp \cap (\omega_X)^\perp \cap \Delta_X^{d} = \emptyset. \] (4.3)

We claim that one can scale $\beta$ by an element $\lambda \in \mathbb{R}^*$ such that
\[ (\hat{\sigma}_X \cdot D = 0) \Rightarrow \begin{cases} \Pr(\beta) \cdot D = 0 \\ \Pr(\varphi(\omega_X)) \cdot D = 0 \\ v \cdot D = 0 \\ v^* \cdot D = 0, \end{cases} \] (4.4)
for all $D \in \Delta_X^{d}$. To see that, consider $\Lambda'$ to be the set of $\lambda \in \mathbb{R}^*$ such that $\lambda^2 \beta^2 \neq \omega_X^2$ and for all $D \in \varphi^{-1}(\Delta_X^{d})$:
\[ \left\{ \begin{array}{ll} D \cdot \Pr(\lambda \beta) \in \mathbb{R} \setminus \mathbb{Z}^*, \\ D \cdot \left[ \Pr(\lambda \beta) - \frac{1}{2}(\lambda^2 \beta^2 + \omega_X^2)v \right] \in \mathbb{R} \setminus \mathbb{Z}^*, \\ \frac{2\Pr(\lambda \beta) \cdot D}{\omega_X^2 - \lambda^2 \beta^2} \in \mathbb{R} \setminus \mathbb{Z}^*. \end{array} \right. \] (4.5)

Since $\omega_X^2$ is irrational, when $D \cdot \Pr(\beta)$ and $\beta^2 = 0$,
\[ D \cdot \left[ \Pr(\lambda \beta) - \frac{1}{2}(\beta^2 + \omega_X^2)v \right] \in \mathbb{R} \setminus \mathbb{Z}^*. \]

Furthermore, $D \cdot \Pr(\beta)$, $\Pr(\beta) \cdot D - \frac{1}{2} \beta^2 v \cdot D$ and $\frac{2\Pr(\beta) \cdot D}{\omega_X^2 - \beta^2}$ take only a countable number of values when $D$ varies, hence $\Lambda'$ is a dense uncountable subset of $\mathbb{R}^*$. We then define the set $\Lambda$ as follows:
\[ \Lambda := \Lambda', \text{ if } \beta \cdot \omega_X = 0, \text{ or } \lambda \in \Lambda’ | \forall D \in \varphi^{-1}(\Delta_X^{d}), \frac{\Pr(D) \cdot \Pr(\varphi(\omega_X))}{\lambda \beta \cdot \omega_X} \in \mathbb{R} \setminus \mathbb{Z}^*. \] (4.6)

Since $\frac{\Pr(D) \cdot \Pr(\varphi(\omega_X))}{\lambda \beta \cdot \omega_X}$ takes only a countable number of values when $D$ varies, $\Lambda$ is a dense uncountable subset of $\mathbb{R}^*$.

We address now the proof of the claim that, after scaling $\beta$ by $\lambda \in \Lambda$, one gets \ref{lem:proof}. Then we will have proved \ref{eq:proof} under the hypothesis of the proposition.

Let $D \in \Delta_X^{d}$ such that $D \cdot \hat{\sigma}_X = 0$. Then, $\text{Im} \hat{\sigma}_X \cdot D = 0$ implies that
\[ \Pr(\varphi(\omega_X)) \cdot D + (\varphi(\omega_X) \cdot \lambda \beta)v \cdot D = 0. \] (4.7)

If $\omega_X \cdot \beta \neq 0$ then by \ref{eq:proof}, we have $\Pr(\varphi(\omega_X)) \cdot D = 0$ and $D \cdot v = 0$. Moreover, we have $\text{Re} \hat{\sigma}_X \cdot D = 0$, so
\[ \text{Pr}(\lambda \beta) \cdot D + D \cdot v^* = 0. \]

Again, by the choice of $\lambda$ made in the first line of \ref{eq:proof}, we get $\text{Pr}(\lambda \beta) \cdot D = 0$ and $D \cdot v^* = 0$.

In the case where $\varphi(\omega_X) \cdot \beta = 0$, then $\text{Im} \hat{\sigma}_X \cdot D = 0$ only implies $\text{Pr}(\omega_X) \cdot D = 0$. Since we also have $\text{Re} \hat{\sigma}_X \cdot D = 0$,
\[ \text{Pr}(\lambda \beta) \cdot D - \frac{1}{2}(\lambda^2 \beta^2 - \omega_X^2)v \cdot D + v^* \cdot D = 0. \]

Since $\text{Pr}(\lambda \beta) \cdot D - \frac{1}{2}(\lambda^2 \beta^2 - \omega_X^2)v \cdot D$ is not integral by the second line of \ref{eq:proof}, one has
\[ \text{Pr}(\lambda \beta) \cdot D - \frac{1}{2}(\lambda^2 \beta^2 - \omega_X^2)v \cdot D = 0 \text{ and } v^* \cdot D = 0. \]
Furthermore, by the third line of $1.8$, $\frac{2\Pr(\lambda\beta)D}{\omega_X - \lambda^2\beta^2}$ is not integral. Hence
\[ \Pr(\lambda\beta) \cdot D = 0 \quad \text{and} \quad v \cdot D = 0. \]
which completes the proof of the claim in equation (1.4); we suppose from now on, without any loss of generality, that it is satisfied.

Now we show that (1.3) holds. Take $D \in \text{Pic}(Y) \cap \psi^{-1}(\Delta^d_X)$ and assume that $\psi^{-1}(\omega_X) \cdot D = 0$. We have $D \in \text{Pic}(Y)$, hence $D \cdot \psi^{-1}(\sigma_X) = 0$. It follows by (1.4) that
\[ \psi(D) \cdot \Pr(\varphi(\omega_X)) = 0, \quad \psi(D) \cdot v^* = 0, \quad \psi(D) \cdot \Pr(\beta) = 0 \quad \text{and} \quad \psi(D) \cdot v = 0. \quad (4.8) \]
Moreover $\psi^{-1}(\omega_X) \cdot D = 0$ implies that
\[ \text{Im} \sigma_X \cdot \varphi^{-1}(\psi(D)) = 0. \quad (4.9) \]
Assumption (4) on the hypothesis, together with (4.8) and (4.9), implies that $\sigma_X \cdot \varphi^{-1}(\psi(D)) = 0$. By (1.8), we also have $\varphi^{-1}(\psi(D)) \cdot \omega_X = 0$. This is impossible by definition of wall divisors, so (1.3) holds, and that completes the proof.

If the Picard group $\text{Pic}(Y)$ of the mirror manifold $Y$ is empty, then, by [In], Corollary 5.7, all the classes of the positive cone are Kähler classes. In particular, the class $\psi^{-1}(\omega_X)$ will be Kähler, and Hypothesis (1) and condition (4) of Proposition (1.6) become redundant. Moreover, in order to guarantee that $\text{Pic}(Y) = \emptyset$, we only have to exchange $\Delta^d_X$ for the entire $\Gamma$. We obtain:

**Corollary 4.7.** Let $(X, \omega_X, \sigma_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure which is admissible according to $j$. Assume that

1. $\Pr(\varphi(\omega_X)) \cdot D \neq 0$ or $\Pr(\beta) \cdot D \neq 0$ or $v \cdot D \neq 0$ or $v^* \cdot D \neq 0$ for all $D \in \Gamma$, and
2. $\omega_X^2 \in \mathbb{R} \setminus \mathbb{Q}$.

Then there exists a dense uncountable subset $\Lambda \subset \mathbb{R}^*$ such that $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror according to $j$ and $\lambda\beta$, for all $\lambda \in \Lambda$.

**Remark 4.8.** Except for the case when $\mathbb{R} \text{Re} \sigma_X \oplus \mathbb{R} \text{Im} \sigma_X$ contains an integral class, the condition in (1) on $\omega_X$ is generic. Indeed, the Kähler cone $K_X$ is a full dimensional subset of $H^2(X, \mathbb{R}) \cap (\text{Re} \sigma_X, \text{Im} \sigma_X)^\perp$.

For K3 surfaces, Hypothesis (1) is true by Remark (1.4) and by Remark (1.2) we have a complete description of $\Delta_X^d$,
\[ \Delta_X^d = \{ D \in \text{Pic}(X) \mid D^2 = -2 \} \quad \text{and} \quad \Delta_X^{nd} = \emptyset. \]
So, from Proposition (1.6) we obtain the following consequence.

**Corollary 4.9.** Let $(X, \omega_X, \sigma_X, \varphi)$ be a marked K3 surface endowed with a hyperkähler structure which is admissible according to $j$. Assume that

1. $\Pr(\text{Re} \sigma_X) \cdot D \neq 0 \Rightarrow (\varphi^{-1}(\Pr(\beta)) \cdot D \neq 0)$ or $\sigma_X \cdot D \neq 0$ or $\text{Im} \sigma_X \cdot D \neq 0$ for all $D \in H^2(X, \mathbb{Z})$ such that $D^2 = -2$.
2. $\omega_X^2 \in \mathbb{R} \setminus \mathbb{Q}$.

Then, there exists a dense uncountable subset $\Lambda \subset \mathbb{R}^*$ such that $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror according to $j$ and $\lambda\beta$, for all $\lambda \in \Lambda$.

### 4.3 Transforming brane involutions under mirror symmetry

Let $(X, \sigma_X, \omega_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure which admits a hyperkähler mirror $(Y, \sigma_Y, \omega_Y, \psi)$ according to some $j$ and $\beta$. Let $i$ be a brane involution on $(X, \sigma_X, \omega_X, \varphi)$. There are two different ways to transform $i$ under mirror symmetry; these will be called the direct mirror transform and the indirect mirror transform.
We define the *direct mirror involution in cohomology* to be the involution on $H^2(Y, \mathbb{Z})$ given by

$$i_{\text{dir}}^* := \psi^{-1} \circ \varphi \circ i^* \circ \varphi^{-1} \circ \psi. \quad (4.10)$$

Now, assume that $i_{\text{dir}}^*$ can be extended to an involution $i_{\text{dir}}$ on $Y$. We call $i_{\text{dir}}$ the *direct mirror transform of $i$*.

If $i$ is not a (BBB)-brane involution, we have another construction analogous to the one considered by Dolgachev [D] and Camere [C] for holomorphic anti-symplectic involutions. Recall from Remark 2.11 that considered by Dolgachev [D] and Camere [C] for holomorphic anti-symplectic involutions. Recall from Remark 2.11 that $T := H^2(X, \mathbb{Z})$ and $S := T^\perp$, where $i^*$ acts trivially on $T$ and inverts $S$. Assume $j : U \hookrightarrow \varphi(S)$, and we denote $M := j(U)^\perp$. Set

$$i_{\text{ind}}^* \psi^{-1}(j(U) \oplus \varphi(T)) = -\text{id} \quad \text{and} \quad i_{\text{ind}}^* \psi^{-1}(\varphi(M) \cap \varphi(S)) = \text{id}. \quad (4.11)$$

By Corollary 1.5.2 of [NI], $i_{\text{ind}}^*$ extends to an involution on $H^2(Y, \mathbb{Z})$ that we call the *indirect mirror involution in cohomology*. Assume that $i_{\text{ind}}^*$ can be extended to an involution $i_{\text{ind}}$ on $Y$. We call $i_{\text{ind}}$ the *indirect mirror transform of $i$*.

**Remark 4.10.** For a (BBB)-involution $i$ the invariant lattice $\varphi(T)$ has signature $(3, t - 3)$, so the anti-invariant lattice $\varphi(S)$ is negative definite and there is no possible embedding $U \hookrightarrow S$. Therefore, we cannot construct $i_{\text{ind}}^*$ from a (BBB)-involution.

We want to study when $i_{\text{dir}}^*$ or $i_{\text{ind}}^*$ extend to a brane involution on $Y$. In both cases, we will need another assumption, which we now describe. Let

$$\nu : \text{Aut}(X) \to H^2(X, \mathbb{Z})$$

the natural morphism; Hassett and Tschinkel have shown in [HT] Theorem 2.1 that $\text{Ker} \nu$ is a deformation invariant. We now make the following hypothesis on the deformation class of $X$.

**Hypothesis 2.** The map $\nu$ is injective.

**Remark 4.11.** This hypothesis holds in the case of K3 surfaces due to the Strong Torelli theorem [LP], manifolds of K3^[2]-type (see [Mo2 Lemma 1.2]) and deformations of O’Grady’s manifolds of dimension 10 (see [MW]).

In the following lemma we study when an involution in cohomology comes from an involution on the manifold.

**Lemma 4.12.** Let $(X, \sigma_X, \omega_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure which satisfies Hypothesis 3. Let $i \in \text{Mon}^2(X)$ be an involution on $H^2(X, \mathbb{Z})$. Let $V := \text{Vect}_\mathbb{R}(\omega_X, \text{Re} \sigma_X, \text{Im} \sigma_X)$. Assume that $i \otimes \mathbb{R}$ can be restricted to $V$ and $i \otimes \mathbb{R}|_V$ is the identity or a reflection through the rays generated by $\omega_X$, $\text{Re} \sigma_X$ or $\text{Im} \sigma_X$. Then $i^*$ can be extended to a brane involution on $X$.

**Proof.** If $i \otimes \mathbb{R}|_V$ is either the identity or the reflection through the ray generated by $\omega_X$, the claim is a direct consequence of the Torelli Theorem (see Theorem 4.2).

Now let us assume that $i \otimes \mathbb{R}|_V$ is the reflection through the ray generated by $\text{Re} \sigma_X$, the proof is analogous for the reflection through $\text{Im} \sigma_X$. Let $g$ and $J_1, J_2, J_3$ be a metric and three complex structures on $X$ such that $\omega_X = g(\cdot, J_1(\cdot))$, $\text{Re} \sigma_X = g(\cdot, J_2(\cdot))$ and $\text{Im} \sigma_X = g(\cdot, J_3(\cdot))$. Considering the twistor family, we provide a hyperkähler rotation, $r : X \to Y$, such that $r^*(J_1) = J_2$, $r^*(J_2) = -J_3$ and $r^*$ is a parallel transport operator. Then $(r^*)^{-1} \circ i \circ r^*$ is an involution on $H^2(Y, \mathbb{Z})$ which fixes a Kähler class of $Y$ and sends the holomorphic 2-form $\gamma_Y$ of $Y$ to $-\gamma_Y$. Then, by Theorem 4.2, $(r^*)^{-1} \circ i \circ r^*$ can be extended to a homomorphic involution $i$ on $Y$ such that $i^* = (r^*)^{-1} \circ i \circ r^*$. It follows that $i^* := r^{-1} \circ i \circ r$ is a brane involution on $X$ such that $(i^*)^* = i$. \[\Box\]

We can now study the behaviour of brane involutions under mirror symmetry.

**Theorem 4.13.** Let $(X, \sigma_X, \omega_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure satisfying Hypothesis 3 and let $i : X \to X$ be a brane involution on it of the type expressed in the first column of the table. Suppose that $(Y, \gamma_Y, \omega_Y, \psi)$ is the hyperkähler mirror of $(X, \sigma_X, \omega_X, \varphi)$ according to $j$ and $\beta$ satisfying the conditions of the second column of the table hold.
Then the direct mirror involution $i_{\text{dir}}^*$ in cohomology extends to a brane involution $i$ on the mirror $(Y, \sigma_Y, \omega_Y, \psi)$ of the type indicated in the third column of the table.

If the indirect mirror involution in cohomology satisfies $i_{\text{ind}}^* \in \text{Mon}^2(Y)$, then it extends to a brane involution $i$ on $(Y, \sigma_Y, \omega_Y, \psi)$ of the type indicated in the third column of the table.

| Type of $i$ | Conditions on $j$ and $\beta$ | Type of $i$ | Construction |
|-------------|---------------------------------|-------------|--------------|
| (BBB)       | $j : U \hookrightarrow \varphi(T), \beta \in \varphi(T) \otimes \mathbb{R}$ | (BBB)       | Direct       |
| (BAA)       | $j : U \hookrightarrow \varphi(S), \beta \in \varphi(S) \otimes \mathbb{R}$ | (BAA)       | Indirect     |
| (ABA)       | $j : U \hookrightarrow \varphi(T), \beta \in \varphi(T) \otimes \mathbb{R}$ | (ABA)       | Direct       |
| (AAB)       | $j : U \hookrightarrow \varphi(S), \beta \in \varphi(S) \otimes \mathbb{R}$ | (AAB)       | Indirect     |

Finally, in the (ABA) case it is impossible to extend the indirect mirror involution in cohomology to an involution on the mirror.

Proof. First of all, the computation of the type of $i$ and the conditions on $j$ and $\beta$ follow easily from Remark 2.11 and the definitions of $\hat{\sigma}_X$ and $\hat{\sigma}_X$ given in Section 4.1.

By definition, $(X, \varphi)$ and $(Y, \psi)$ are in the same connected component of the moduli space of marked IHS manifolds. It follows that $\psi^{-1} \circ \varphi$ is a parallel transport operator. Hence the direct mirror involution in cohomology, $i_{\text{dir}}^*$, is in $\text{Mon}^2(Y)$. In every case considered we have that $i_{\text{dir}}^*$ acts on $V = \text{Vect}_2(\omega_Y, \text{Re} \sigma_Y, \text{Im} \sigma_Y)$ like either the identity or the reflection through the rays generated by $\omega_Y$, $\text{Re} \sigma_Y$ or $\text{Im} \sigma_Y$. Then, the direct case follows from Lemma 4.12.

The proof of the indirect case is analogous, but we need to assume that $i_{\text{ind}}^*$ is a monodromy operator since this does not hold automatically.

The final statement follows from the observation that, in order to extend the involution in cohomology to the whole $Y$, the involution in cohomology has to be contained in $O^+(H^2(Y, \mathbb{Z}))$. Suppose $i$ is an (ABA)-involution and consider $i_{\text{ind}}^*$. It follows that $j : U \hookrightarrow \varphi(S)$ and to have $\text{Re} \hat{\sigma}_X$ anti-invariant, we need $\beta \in \varphi(T) \otimes \mathbb{R}$. But then $\text{Im} \hat{\sigma}_X$ and $\hat{\sigma}_X$ are in $(\varphi(S) \cap M) \otimes \mathbb{R}$, hence invariant by the action of $i_{\text{ind}}^*$. It follows that the involution in cohomology induced by $i_{\text{ind}}^*$ is not contained in $O^+(H^2(Y, \mathbb{Z}))$ and then it cannot be extended to an involution on $Y$.

Remark 4.14. If $\text{Mon}^2(Y) = O^+(H^2(Y, \mathbb{Z}))$, then $i_{\text{ind}}^*$ is always contained in $\text{Mon}^2(Y)$. This is the case, in particular, when $X$ is a K3 surface (see for instance [Hu2, Proposition 5.5, Chapter 7]) or when $X$ is of $K_3^{[n]}$-type with $n = 2$ or $n = 1$ a prime power (see [Ma1, Lemma 4.2]).

For the sake of completeness, we conclude this section constructing an (ABA)-involution in the mirror related to the injection $j : U \hookrightarrow \Gamma$. Let $(X, \sigma_X, \omega_X, \varphi)$ be a marked IHS manifold endowed with a hyperkähler structure with $\varphi : H^2(X, \mathbb{Z}) \to \Gamma$. Assume that $(X, \sigma_X, \omega_X, \varphi)$ admits a hyperkähler mirror $(Y, \sigma_Y, \omega_Y, \psi)$ according to $j$ and $\beta \in \mathbb{R} \cdot v$.

Define the involution $\tau^* : H^2(Y, \mathbb{Z}) \to H^2(Y, \mathbb{Z})$ setting

$$\tau^*|_{\psi^{-1}(\mathbb{Z})} = \text{id} \quad \text{and} \quad \tau^*|_{\psi^{-1}(\mathbb{R})} = -\text{id}. \quad (4.12)$$

Since we assume that $(Y, \sigma_Y, \omega_Y, \psi)$ is the hyperkähler mirror, we have that $\omega_X \in (\varphi^{-1}(M) \otimes \mathbb{R}) \oplus \mathbb{R} \varphi^{-1}(v)$ and $\text{Im}(\sigma_X) \cdot \varphi^{-1}(v) = 0$. Note that these conditions, together with (4.12), imply that $\tau^*$ preserves $\text{Re} \sigma_Y$ and inverts $\omega_Y$ and $\text{Im} \sigma_Y$. If we assume that $Y$ respects Hypothesis 2 and $\tau \in \text{Mon}^2(Y)$, then, by Lemma 4.12, one has that $\tau^*$ extends to a (ABA)-brane involution on $(Y, \sigma_Y, \omega_Y, \psi)$.

5 Some concrete examples

5.1 Mirror transformation of brane involutions on K3 surfaces

In the case of K3 surfaces, the existence of a hyperkähler mirror is simplified as stated in Corollary 4.7. Furthermore, by Remarks 4.11 and 4.14 the hypothesis of Theorem 4.13 hold automatically. Therefore, in order to extend $i_{\text{dir}}^*$ and $i_{\text{ind}}^*$ to involutions on the mirror K3 surface we only have to impose the conditions of the table of Theorem 4.13.
Recall the definitions of $T$ and $S$ as provided in Remark 2.11 and note, thanks to Remark 2.13, that $\varphi(T)$ is a 2-elementary Lorentzian sublattice of $\Gamma = U^3 \oplus E_8(-1)^2$ classified by the integers $(r,a,\delta)$.

**Example 5.1.** Let $(X,\sigma_X,\omega_X,\varphi)$ be a K3 surface with $\omega_X^2 \in \mathbb{R} \setminus \mathbb{Q}$ and endowed with a (ABA)-involution $i$. Suppose that there exists an embedding $j : U \hookrightarrow \varphi(T)$.

Then, there exists $\beta \in \varphi(T) \otimes \mathbb{R}$ such that $(X,\sigma_X,\omega_X,\varphi)$ admits a hyperkähler mirror according to $j$ and $\beta$ endowed with an (ABA)-involution $\tilde{i}$, which is the direct mirror transform of $i$.

Both involutions $i$ and $\tilde{i}$ have the same invariants $(r,a,\delta)$, and the admissible values for $(r,a,\delta)$ are represented by the graph in Figure 4.

---

**Proof.** Since $i$ is a (ABA)-involution we have

(i) $\omega_X \in S \otimes \mathbb{R}$,

(ii) $\text{Re} \sigma_X \in T \otimes \mathbb{R}$,

(iii) $\text{Im} \sigma_X \in S \otimes \mathbb{R}$.

Hence, from (i) and (iii), $(X,\sigma_X,\omega_X,\varphi)$ is admissible according to $j$. Moreover, by (ii), we can find $\beta \in ((\varphi(T) \cap M) \otimes \mathbb{R}) \otimes \mathbb{R}$ such that for all $D \in \varphi(T)$ with $D^2 = -2$:

$$(\text{Pr}(\varphi(\text{Re} \sigma_X)) \cdot D \neq 0) \Rightarrow (\text{Pr}(\beta) \cdot D \neq 0).$$

Then first statement follows from Corollary 4.9 and Theorem 4.13.

Since we demand $j : U \hookrightarrow \varphi(T)$, the admissible values $(r,a,\delta)$ are those occurring in the graph of Figure 4 such that $r \geq a + 2$ except $(6,4,0)$. To see this note that, by [Ni1, Theorem 1.13.5], the values $(r,a,\delta)$ such that $r \geq a + 3$ are admissible. Consider now the values with $r = a + 2$, if $\delta = 1$, by [Ni1, Theorem 3.6.2], $T$ is isomorphic to the a lattice of the form $U \oplus (-2)^a$ and then, it always admit an embedding $U \hookrightarrow T$ in this case. In the rest of the cases,

- for $(2,0,0)$, we have $T = U$ so, for this value $U \hookrightarrow T$ is admissible;
- for $(6,4,0)$ we get $T = U(2) \oplus D_4(-1)$ so $U \hookrightarrow T$ is not admissible; and
- for $(10,8,0)$ we get $T = U \oplus E_8(-2)$, and for this value $U \hookrightarrow T$ is admissible too.

\[\Box\]
Example 5.2. Let \((X, \sigma_X, \omega_X, \varphi)\) be a K3 surface with \(\omega_X^2 \in \mathbb{R} \setminus \mathbb{Q}\) and endowed with a (BAA)-involution \(i\). Suppose that there exists an embedding \(j : U \hookrightarrow \varphi(S)\).

Then, there exists \(\lambda \in \mathbb{C}^*\) and \(\beta \in \varphi(S) \otimes \mathbb{R}\) such that \((X, \lambda \sigma_X, \omega_X, \varphi)\) admits a hyperkähler mirror according to \(j\) and \(\beta\) endowed with a (AAB)-involution \(\tilde{i}\), which is the direct mirror transform of \(i\).

The involutions \(i\) and \(\tilde{i}\) have both the same invariants \((r, a, \delta)\) and the admissible values for \((r, a, \delta)\) are represented in Figure 5.

\[
\begin{array}{|c|c|c|}
\hline
\bf{r} & \bf{a} & \bf{\delta} \\
\hline
0 & 5 & 10 \\
\hline
5 & 10 & 15 \\
\hline
10 & 20 & 20 \\
\hline
\end{array}
\]

Figure 5: (BAA) to (AAB)

Proof. Since \(i\) is a (BAA)-involution we have

(i) \(\omega_X \in T \otimes \mathbb{R}\),

(ii) \(\text{Re} \sigma_X \in S \otimes \mathbb{R}\),

(iii) \(\text{Im} \sigma_X \in S \otimes \mathbb{R}\).

If \((\varphi(\text{Im} \sigma_X)) \cdot v = 0, (X, \sigma_X, \omega_X, \varphi)\) is admissible according to \(j\) thanks to (i). If \(\varphi(\text{Im} \sigma_X) \cdot v \neq 0\), we denote

\[
\lambda := \sqrt{-1} - \frac{\varphi(\text{Re} \sigma_X) \cdot v}{\varphi(\text{Im} \sigma_X) \cdot v} \in \mathbb{C}^*.
\]

Then \((\text{Im} \lambda \sigma_X) \cdot v = 0\), it follows that \((X, \lambda \sigma_X, \omega_X, \varphi)\) is admissible according to \(j\). Moreover by (ii), we can find \(\beta \in ((\varphi(S) \cap M) \otimes \mathbb{R}) \oplus \text{Re} \) such that for all \(D \in \varphi(S)\) with \(D^2 = -2\) one has

\[
(\text{Pr}(\varphi(\text{Re} \sigma_X)) \cdot D \neq 0) \Rightarrow (\text{Pr}(\beta) \cdot D \neq 0).
\]

We apply Corollary 4.9 and Theorem 4.13 to prove the first statement.

In order to allow \(j : U \hookrightarrow \varphi(S)\), one requires that \((r, a, \delta)\) are the values given in Figure 1 such that \(20 - r \geq a\), except \((14, 6, 0)\).

We proceed as in Example 5.1. By [Ni1, Theorem 1.13.5], the values \((r, a, \delta)\) such that \(19 - r \geq a\) are admissible. Let consider the values \((r, a, \delta)\) with \(20 - r = a\). Equivalently, we have \(r(S) = a(S) + 2\). If \(\delta = 1\), by [Ni1, Theorem 3.6.2], \(S\) is given by a lattice isomorphic to \(U \oplus (2) \oplus (-2)^{a-1}\), and, for these values, \(U \hookrightarrow S\) is always admissible. Moreover, in the other cases we have

- for \((18, 2, 0)\), we get \(S = U \oplus U(2)\), so for this value \(U \hookrightarrow S\) is admissible;
- for \((10, 10, 0)\), we get \(S = U \oplus U(2) \oplus E_8(-2)\), then \(U \hookrightarrow S\) is admissible as well; and
- for \((14, 6, 0)\), we get \(S = U(2)^2 \oplus D_4\), and, for this value \(U \hookrightarrow S\) is not admissible.

\[\square\]
5.2 Mirror transformation of brane involutions on K3[^2]-type manifolds

By Remarks 4.11 and 4.14 K3[^2]-type manifolds satisfy the hypotheses of Theorem 4.13 automatically. Therefore, in order to extend ˇı^∗_{dir} and ˇı^∗_{ind} to involutions on the mirror we only have to impose the conditions of the table of Theorem 4.13. In addition, the wall divisors are described by Mongardi (see [Mo1, Proposition 2.12]) as

\[ \Delta_X^d = \{ D \in \text{Pic} X | D^2 = -2 \} \]

and

\[ \Delta_X^{nd} = \{ D \in \text{Pic} X | D^2 = -10 \text{ and } \text{div}(D) = 2 \}. \] (5.1)

**Example 5.3.** Let \((X, \sigma_X, \omega_X, \varphi)\) be an IHS manifold of K3[^2]-type with \(\omega_X^2 \notin \mathbb{R} \setminus \mathbb{Q}\) and endowed with a (ABA)-involution \(i\). Suppose that \(a(S) = a(T) - 1\) and that there exists an embedding \(j : U \hookrightarrow \varphi(T)\).

Then, there exists \(\beta \in \varphi(T) \otimes \mathbb{R}\) such that \((X, \sigma_X, \omega_X, \varphi)\) admits a hyperkähler mirror according to \(j\) and \(\beta\) endowed with a (ABA)-involution \(i\), which is the direct mirror transform of \(i\).

The involutions \(i\) and \(\beta\) are both determined by the same integers \((r(T), a(T), \delta(T), r(S), a(S), \delta(S))\) with admissible values represented by the graph in Figure 6.

\[ \bullet \delta(T) = \delta(S) = 1 \]
\[ \circ \delta(T) = 1, \ \delta(S) = 0 \]

**Proof.** Let us recall that the discriminant of a lattice \(\text{discr}(L)\) is the absolute value of the determinant of the bilinear form of a lattice \(L\). Given a sublattice \(S \subset L\) of the same rank, we recall as well the following formula, relating their discriminant with the cardinality of \(L/S\):

\[ \left| L/S \right|^2 = \frac{\text{discr}(L)}{\text{discr}(S)} \]

We have \(\text{discr}(\Gamma) = 2\) and by definition of \(a\), \(\text{discr}(T \oplus S) = 2^{a(T) + a(S)} = 2^{1 + 2a(S)}\). Setting \(H_T = \Gamma/T \oplus S\), one has that the cardinality of \(H_T\) is \(\left| H_T \right| = 2^{a(S)}\), so \(H_T = (\mathbb{Z}/2\mathbb{Z})^{a(S)}\). Moreover, since \(T\) is a primitive sublattice of \(\Gamma\), we have \(H_T \hookrightarrow A_T\). It follows that \(A_T = H_T \oplus H_T^\perp\), with \(H_T^\perp = \mathbb{Z}/2\mathbb{Z}\). Necessary, \(H_T^\perp \subset A_T\). Since \(A_T = \mathbb{Z}/2\mathbb{Z}\), one has that

\[ A_T = H_T \oplus A_T. \] (5.2)

Recall (5.1) and take a primitive \(D \in \Delta_X^{nd}\). Since \(\text{div}(D) = 2\), then \(\frac{1}{2}D\) is inside \(\Gamma^\ast\) and it provides a non trivial element in \(A_T\) that we denote by \(\frac{1}{2}D\). By (5.2), we have \(A_T \subset A_T\), so there exists \(x \in T\) such that

\[ \frac{1}{2}D = \frac{1}{2}x. \]
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Then
\[ \frac{1}{2}D = \frac{1}{2}x + y, \]
with \( y \in \Gamma \), so
\[ D = x + 2y, \]
The element \( x \) is an element non divisible by 2 in \( T \) since \( \frac{1}{2}x \) is not 0, hence
\[ \text{for all } D \in \Delta_X^{nd} \text{ one has that } D \not\in S. \] (5.3)

Since \( i \) is an (ABA)-involution,

(i) \( \omega_X \in S \otimes \mathbb{R} \),
(ii) \( \text{Re} \sigma_X \in T \otimes \mathbb{R} \),
(iii) \( \text{Im} \sigma_X \in S \otimes \mathbb{R} \).

From (i) and (iii), \((X, \sigma_X, \omega_X, \varphi)\) is admissible according to \( j \). Moreover by (ii) and (5.3), we can find \( \beta \in ((\sigma_X(T) \cap M) \otimes \mathbb{R}) \oplus \mathbb{R}v \) such that for all \( D \in \sigma_X(T) \) with \( D^2 = -2 \), one has
\[ (\text{Pr}(\varphi(\text{Re} \sigma_X)) \cdot D \neq 0) \Rightarrow (\text{Pr}(\beta) \cdot D \neq 0), \]
and such that, for all \( D \in \Delta_X^{nd} \),
\[ \beta \cdot D \neq 0. \]

The result follows from Proposition 4.12 and Theorem 4.13.

Next, we must find all the values \((r(T), a(T), \delta(T), r(S), a(S), \delta(S))\) which allow an embedding \( j : U \hookrightarrow \varphi(T) \). Since we have \( a(S) = a(T) + 1 \), the values considered are the one referenced in Figure 7. In particular, it means that \( \delta(T) \) is always 1. As explained in the proof of Example 5.4 by [Ni1, Theorem 1.13.5], \( r(T) \geq a(T) + 3 \), we have an embedding \( j : U \hookrightarrow \varphi(S) \). In the case \( r(T) = a(T) + 2 \), since \( \delta(T) = 1 \), by [Ni1, Theorem 3.6.2], \( T \) is isomorphic to \( U \oplus (-2)^a(T) \). Hence, all values such that \( r(T) \geq a(T) + 2 \) allow an embedding \( j : U \hookrightarrow \varphi(T) \).

**Example 5.4.** Let \((X, \sigma_X, \omega_X, \varphi)\) be an IHS manifold of \( K3^{[2]} \)-type with \( \omega_X^2 \in \mathbb{R} \setminus \mathbb{Q} \) and endowed with a (BAA)-involution \( i \). Suppose that \( a(S) = a(T) + 1 \) and that there exists an embedding \( j : U \hookrightarrow \varphi(S) \).

Then, there exists \( \lambda \in \mathbb{C}^* \) and \( \beta \in \varphi(S) \otimes \mathbb{R} \) such that \((X, \lambda \sigma_X, \omega_X, \varphi)\) admits a hyperkähler mirror according to \( j \) and \( \beta \) endowed with a (AAB)-involution \( \tilde{i} \), which is the direct mirror transform of \( i \).

The involutions \( i \) and \( \tilde{i} \) are both determined by the same integers \((r(T), a(T), \delta(T), r(S), a(S), \delta(S))\) with admissible values represented by the graph in Figure 7.

\[ \ast \delta(T) = \delta(S) = 1 \]
\[ \circ \delta(T) = 0, \delta(S) = 1 \]

![Figure 7: (BAA) to (AAB) with a(S) = a(T) + 1](image)
Proof. Since \( a(S) = a(T) + 1 \), proceeding as in proof of Example 5.3, one gets that

\[
\text{for all } D \in \Delta^\text{nd}_X \text{ one has that } D \notin T.
\]

(5.4)

Now, since \( i \) is a (BAA)-involution,

(i) \( \omega_X \in T \otimes \mathbb{R} \),
(ii) \( \text{Re}\sigma_X \in S \otimes \mathbb{R} \),
(iii) \( \text{Im}\sigma_X \in S \otimes \mathbb{R} \).

As in proof of Example 5.3 if \( \varphi(\text{Im}\sigma_X) \cdot v \neq 0 \), we multiply \( \sigma_X \) by \( \lambda := \sqrt{-1} \frac{\varphi(\text{Re}\sigma_X) \cdot v}{\varphi(\text{Im}\sigma_X) \cdot v} \) to have \((X, \lambda \sigma_X, \omega_X, \varphi)\) admissible according to \( j \).

And by (ii) and (5.4), we can find \( \beta \in \varphi(S) \cap \{ M \otimes \mathbb{R} \} \oplus \text{Re}v \) such that for all \( D \in \varphi(S) \) with \( D^2 = -2 \) one has

\[
(\text{Pr}(\varphi(\text{Re}\sigma_X)) \cdot D \neq 0) \Rightarrow (\text{Pr}(\beta) \cdot D \neq 0),
\]

and, for all \( D \in \Delta^\text{nd}_X \),

\[
\beta \cdot D \neq 0.
\]

The first statement follows from Proposition 1.6 and Theorem 1.13

Finally, we consider the possible values of the parameters

\[
(r(T), a(T), \delta(T), r(S), a(S), \delta(S)).
\]

For the same reason as in the proof of Example 5.3 to allow an embedding \( j : U \hookrightarrow \varphi(S) \), we need \( r(S) \geq a(S) + 2 \). That is \( 20 - r(T) \geq a(T) \). \( \square \)

5.3 Natural (ABA) and (AAB)-branes on \( K3^{[2]} \)

We now study the fixed locus of \( \hat{i} : \text{Hilb}^2(X) \to \text{Hilb}^2(X) \) in the case where \( i \) is an antiholomorphic (anti)symplectic involution of \( X \). Recall from Remark 2.13 and Theorem 2.12 that the fixed locus is either empty or the disjoint union of smooth surfaces

\[
X^i = \bigcup_{k=1}^n \Sigma_k.
\]

(5.5)

Denote the Hilbert–Chow morphism by \( \varepsilon : \text{Hilb}^2(X) \to \text{Sym}^2(X) \). In this case, it coincides with the blow-up of \( \text{Sym}^2(X) \) along the diagonal \( \Delta \subset \text{Sym}^2(X) \). Note that the fixed locus of \( i_{(2)} : \text{Sym}^2(X) \to \text{Sym}^2(X) \) is

\[
\text{Sym}^2(X)^{(2)} = \left( (X/i) \cup \bigcup_{k=0}^n \text{Sym}^2(\Sigma_k) \right) \sqcup \bigcup_{1 \leq k < k' \leq n} \text{Sym}(\Sigma_k, \Sigma_{k'}),
\]

(5.6)

where \( \text{Sym}(\Sigma_k, \Sigma_{k'}) \) is the projection of \( \Sigma_k \times \Sigma_{k'} \) inside \( \text{Sym}^2(X) \). Denote \( \Delta_k := \Delta \cap \text{Sym}^2(\Sigma_k) \cong \Sigma_k \) and observe that \( X/i \) intersects with \( \text{Sym}^2(\Sigma_k) \) at \( \Delta_k \cong \Sigma_k \). In fact, the intersection of the fixed locus (\( \text{Sym}^2(X)^{(2)} \)) with the diagonal \( \Delta \) is precisely \( \bigsqcup_{k=1}^n \Delta_k \cong X^i \).

Proposition 5.5. Let \( X \) be a smooth connected quasi-projective complex surface and \( j \) an antiholomorphic involution on it with non-empty fixed locus \( 5.5 \). Then, the fixed locus of \( i : \text{Hilb}^2(X) \to \text{Hilb}^2(X) \) is

\[
\text{Hilb}^2(X)^j \cong \text{Blow}_\Delta \left( (X/i) \cup \bigcup_{k=0}^n \text{Sym}^2(\Sigma_k) \right) \sqcup \bigcup_{1 \leq k < k' \leq n} \Sigma_k \times \Sigma_{k'},
\]

where the first component is the (real) blow-up of the singular differentiable manifold \( X/i \sqcup \bigsqcup_{k=0}^n \text{Sym}^2(\Sigma_k) \) of real dimension 4 along the submanifold \( \bigsqcup_{k=1}^n \Delta_k \), and it is smooth.
Proof. Recall the fixed locus of $i_{(2)}$ described in (5.6). Since the components $\text{Sym}(\Sigma_k, \Sigma_{k'}) \cong \Sigma_k \times \Sigma_{k'}$ do not intersect $\Delta$, one has for each of them that the pre-image under the blow-up morphism $\varepsilon$ given by the Hilbert–Chow map is

$$\varepsilon^{-1}(\text{Sym}(\Sigma_k, \Sigma_{k'})) \cong \text{Sym}(\Sigma_k, \Sigma_{k'}) \cong \Sigma_k \times \Sigma_{k'}.$$ 

Take a point $x \in X$, the differential $di_x : T_x X \to T_x X$ is an antiholomorphic involution and therefore

$$\tau_x : \mathbb{P}(T_x X) \longrightarrow \mathbb{P}(T_x X)$$

is antiholomorphic as well. Recall that $\mathbb{P}(T_x X) \cong \mathbb{P}^1$ and note that $\tau_x$ fixes a circle given by the projection onto $\mathbb{P}(T_x X)$ of the subspace $(T_x X)^{di_x}$. This circle coincides with the real projective space of $(T_x X)^{di_x}$

$$\mathbb{P}(T_x X)^{\tau_x} \cong S^1 \cong \mathbb{P}_R((T_x X)^{di_x}).$$

Then, for every $x \in X$ (so $[x, x]_{\mathbb{P}^2} \in \bigsqcup_{k=1}^n \Delta_k$) one has that the restriction of the blow-up over a point to the fixed locus is

$$\varepsilon^{-1}([x, x]_{\mathbb{P}^2}) \cap \text{Hilb}^2(X)^i = \mathbb{P}_R((T_x X)^{di_x})) = \mathbb{P}_R(T_x(X^i)).$$

Therefore the restriction of the blow-up of $\text{Sym}^2(X)$ at $\Delta$ to the fixed locus of $i$ is the real blow-up at $\bigsqcup_{k=1}^n \Delta_k \cong X$,

$$\text{Blow}_{\Delta} (\text{Sym}^2(X)) \cap \varepsilon^{-1} \left( (X/i) \cup \bigcup_{k=0}^{n} \text{Sym}^2(\Sigma_k) \right) = \text{Blow}_{\bigsqcup_{k=1}^n \Delta_k} \left( X/i \cup \bigcup_{k=0}^{n} \text{Sym}^2(\Sigma_k) \right).$$

Finally, recall from [Fo] that $\text{Hilb}^n(X)$ is smooth. Then, thanks to [BS] Lemma 9, this component is also smooth.

This, together with Remark 2.13 and Theorem 2.12 gives an explicit description of the fixed locus of the natural (ABA) and (AAB)-involutions inside $\text{Hilb}^2(X)$.

**Corollary 5.6.** Let $X$ be a smooth K3-surface and $i$ an antiholomorphic (anti)symplectic involution on it associated to the lattice invariants $(r, a, \delta)$. Then,

1. for $r = 10$, $a = 10$ and $\delta = 0$, one has
   $$\text{Hilb}^2(X)^i \cong X/i,$$
   which is a smooth 4-manifold with no boundary,

2. for $r = 10$, $a = 8$ and $\delta = 0$, one has
   $$\text{Hilb}^2(X)^i \cong M \cup (T_1 \times T_2),$$
   where $T_1$ and $T_2$ are smooth 2-dimensional tori, and $M$ is a smooth 4-manifold with no boundary, and

3. in the remaining cases, setting $g = (22 - r - a)/2$ and $\ell = (r - a)/2$, one has
   $$\text{Hilb}^2(X)^i \cong M' \cup \bigcup_{k=1}^{\ell} (\Sigma_g \times S^2) \cup \bigcup_{k=1}^{(g)} (S^2 \times S^2),$$
   where $S^2$ is the 2-sphere, $\Sigma_g$ is a compact smooth surface of genus $g$ and $M'$ is a smooth 4-manifold with no boundary.
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