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Abstract

A highly dynamic urban space in a metropolis such as New York City, the spatio-temporal variation in demand for transportation, particularly taxis, is impacted by various factors such as commuting, weather, road work and closures, disruption in transit services, etc. To understand the user demand for taxis through space and time, a generalized spatio-temporal autoregressive (STAR) model is proposed in this study. In order to deal with the high dimensionality of the model, LASSO-type penalized methods are proposed to tackle the parameter estimation. The forecasting performance of the proposed models is measured using the out-of-sample mean squared prediction error (MSPE), and it is found that the proposed models outperform other alternative models such as vector autoregressive (VAR) models. The proposed modeling framework has an easily interpretable parameter structure and practical to be applied by taxi operators. Efficiency of the proposed model also helps in model estimation in real-time applications.
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1. Introduction

Taxi services have been an important part of urban transportation. Traditionally, ride hailing is performed by customers on the curbside of streets. The street hail taxis could be inefficient in addressing spatiotemporal variations in demand. Given the highly dynamic urban space in a metropolis such as New York City, the spatiotemporal variation in demand for taxis is impacted by various factors such as commuting, weather, special events, parades, road work and closures, disruption in transit services, etc. However, with the rise of transportation network companies (TNCs) ride hailing is becoming more on-demand. TNCs use economic means such as surge pricing to address some inefficiency. Instead, accurate prediction of the demand for taxis could lead to much better efficiency and more nuanced economic measures. Additionally, accurate short-term demand prediction for taxis enables the TNCs to dynamically reroute, schedule and optimize operations.

The demand for ride hailing taxis in New York City (NYC) is highly variable with a maximum of about 600,000 to a minimum of about 150,000 trips per day provided by 21,263 street hail taxis in 2015 (TCL Factbook, 2016) (as seen in Figure 1). This demand also has a high spatial variability with about 383,000 pickups in Manhattan and only 3,150 pickups in the Bronx on an average day. GPS enabled spatio-temporal historical demand for taxis in the year of 2015 to be disaggregated to several sub-regions within the city.

![Figure 1 Temporal and Spatial variation in taxi demand](image-url)
Figure 2: Spatial variation of taxi demand aggregated by zipcode in Manhattan

Figure 3: Distribution of distance travelled by taxis in 2015
These taxis travelled approximately 460 million miles in 2015 (TLC Factbook, 2016) the distribution of which can be seen in Figure 3. Due to the myriad factors impacting demand, which may or may not be known in advance, there is scope for taxis driving around seeking rides – some of which could be in the number of trips under one mile in Figure 3.

In this study, demand for taxi is modeled as a dynamic spatio-temporal process. GPS-enabled spatio-temporal historical demand for taxis in the year of 2015 (provided by the Taxi and Limousine Commission of New York City) is used and aggregated to several sub-regions within the city.

There were some studies to prepositioning taxis for reduced wait time (Chan et al. (2010), Yuan et al. (2011) using spatiotemporal clustering. Time series models such as ARIMA has also been tested for predicting taxi demand prediction (Moreira-Matias et al. (2013), Sayarshad and Chow (2016) and Qian et al. (2017). Artificial neural networks were also applied to combat nonlinearities in tax demand (Qian et al., 2017). Furthermore, spatio-temporal variations were attempted to be captured using conditional random fields. (Qian et al., 2017).

In order to understand the demand’s behavior through space and time, we use a spatio-temporal ARMA (STARMA) model. STARMA model is a well-established spatio-temporal process introduced by Pfeifer & Deutrch (1980 & 1981), and it has been applied in many different disciplines such as social science (Pfeifer and Deutsch (1980) and Sartoris (2005)), transportation (Kamriankis and Prastacos, 2003; Cheng et al., 2011; Duan et al., 2016), climatology (Kyriakidis and Journel, 1999), economics (Giacomini and Granger, 2004), health sciences (Baklanov et al., 2007), etc. Modeling the demand through time in all the sub-regions simultaneously is a high-dimensional problem since the number of parameters in the model is proportional to the squared of the number of sub-regions. STARMA reduces the number of parameters dramatically by governing a neighborhood structure between the regions. This structure is also useful in capturing the spatial dependence of the demand between the regions and further makes the results more interpretable. To evaluate the performance of the proposed method, the forecasting performance of such model is measured using the out-of-sample mean squared prediction error (MSPE), and the results have shown that the proposed model has outperformed some alternative algorithms such as ARMA and VAR models.

Given that there are about 12 million taxi trips a month that amounts to 2 GB of data, a demand forecasting model with accurate spatial and temporal predictability is very useful. Particularly, the proposed model has the ability to forecast the taxi demand few steps ahead in the future at various locations in NYC, and this enables the agencies for the real-time provision of demand-sensitive taxi dispatching for various locations and specific times of the day over the year. This is particularly useful for
the operating agency so that empty ride-seeking taxi trips and thus the fuel burned can be lowered. Such demand-sensitive dispatch also has an environmental benefit by reducing the emissions associated to empty ride-seeking taxi trips. Additionally, from a policy standpoint, the spatio-temporal structure inferred from the demand data provides a basis for regulating agencies to explore cordon pricing initiatives.

This paper is organized as follows; the second section discusses the literature about time series modeling in transportation and short-term taxi demand prediction. The third section describes, in detail, the spatiotemporal modeling and formulation of taxi demand using STARMA approach. The fourth section presents findings for various types of STARMA models and prediction errors and compares with other time series models. Finally, we present the conclusions and future research directions.

2. Literature Review

With the rise of intelligent system and availability of data, taxi pick-up demand prediction has recently come into attention of many scholars. It is explicit that taxi demand of each zone changes from one time interval to another in real time. Hence, to capture this time variation in taxi demand, figuring out the correlation among the taxi data, and having real time prediction, time series model can be a strong statistical tool. For a univariate data, a well-known family of time series called ARIMA (Autoregressive Integrated Moving Average) can be beneficial, and it has been applied to many transportation related problems (Moghimi et al., 2017). However, in a dense urban transportation network which there are many areas or zip-codes that each has its own demand dynamic and possibly correlated to one another, the taxi demand variation of such zip-code is not just related to its own values, whereas it is affected by demand of the neighboring zip-codes. Since there are too many parameters to estimate due to having multiple zip-codes, VAR (Vector Autoregressive) models, as the most common multivariate time series models, will not be able to perform well and will make poor forecasting of taxi demand. To mitigate this problem, a spatial-temporal time series model as a family of multivariate time series model, is being applied in this study.

Some of the primary researches about taxi demand were to find factors influencing taxi demand. Schaller (1999) developed a citywide empirical time series regression model on NYC taxi to understand the relationship between taxicab revenue per mile and economic activity in the city, taxi supply, taxi fare, and bus fare. Afterward, Schaller (2005) tried to figure out the relationships between taxi demand and factors including city size, availability and cost of privately owned autos, use of complements to taxicabs, cost of taxi usage, taxi service quality, presence of competing modes, senior and disabled population.
Subsequently and with the emergence of GPS technology, extensive researches about spatial information have been applied in transportation-related problems. GPS based system is also utilized on taxis of New York City to track them and to analyze taxi ridership with such data source. Yang and Gonzales (2017) processed the GPS taxi data of New York City and used negative binomial method to capture the variation of taxi pick-up demand. Six explanatory variables were used in their study including population, education, median age, median income per capita, employment by industry sector, and transit accessibility. Correa et al. (2017) performed empirical analysis to explore the spatial dependence between Uber and taxi pick-up data. Results from Moran’s I tests confirmed the significantly spatial correlation of both taxi and Uber demand.

Moreira-Matias et al. (2013) proposed a methodology to predict short-term taxi demand at 30 min time intervals. Their methodology is an ensemble of three predictive models including Time Varying Poisson Model, Weighted Time Varying Poisson Model, and Auto Regressive Integrated Moving Average Model. They found that their proposed model outperformed to all three models if run individually. In the recent study done by Qian et al. (2017), a Gaussian Conditional Random Field (GCRF) model is presented to predict a short-term taxi demand. The proposed model together with 2 other algorithms (ARIMA and ANN) were run in 4 different scenarios to evaluate its performance. The results reported that the proposed model outperformed the two other algorithms with Mean absolute percentage error (MAPE) close to 0.1. In this paper, the case study was the same as used in Qian et al. (2017) study.

It is well-proven that spatial information increases the accuracy of prediction specifically in congestion traffic and for longer horizon. The idea of capturing spatial information in the times series studies of transportation related problems was firstly introduced in the study by Okutani and Stephanedes (1984) to predict traffic flow prediction. The spatial concept later was deployed in the study by Kamrianakis and Prastacos (2003) to forecast the relative velocity on major roads in Athens, Greece. They called the method space-time autoregressive integrated moving average (STARIMA). The model is quite different from traditional ARIMA model by including the spatial information of neighboring links for traffic forecasting. They compared the forecasting performance in four models including historical average, ARIMA, VARMA, and STARIMA. The results demonstrated that there is no significant difference between the last three models although the last three models performed better than the historical average one. Using spatial-temporal modeling is also used in other areas of transportation. For example, the traffic condition of downstream section of a road is highly correlated to the traffic condition coming from upstream. Stathopoulos & Karlaftis (2003) considered the spatial information of four consecutive loop detectors from the upstream of the study section to predict the traffic flow in the
downstream of an urban corridor. The same idea was used in the study done by (Cheng et al., 2011; Duan et al., 2016) to predict traffic speed of downstream link.

In STARIMA modeling, the spatial weighting matrix is one of the most important parts which is related the spatial dependency between multiple time series. Thus, how to make the spatial weighting matrix varies by the nature of each problem, and it needs some engineering judgment. Mostly, two approaches have been used to select the neighboring dependence: (a) correlation-coefficient assessment and (b) distance adjustment. The values in STARIMA’s weighting matrix can vary by time and location. In a developed method called General STARIMA, the spatial parameters are designed to vary per location instead of having fixed values over all locations (Min et al., 2010). In Dynamic STARIMA model, which was presented by Min et al. (2009), a practical approach was used to forecast short-term traffic flow in urban road network in Beijing, China. In the developed Dynamic STARIMA model, instead of having a static weighting matrix, a dynamic weighting matrix is used that its values change from time to time depending on time-varying lag of the upstream time points. In their study, the matrix’s values represent the proportion of volume form upstream intersection affecting the downstream link’s flow. For instance, to forecast the flow of link at downstream intersection, the proportion of flow that turn right, left, and through from upstream affecting the downstream intersection are used; and the turning-values are not fixed anymore whereas they are estimated from the previous time lag. Another approach that associated with weighting matrix is to just consider link/zone that is adjacent to the target link/zone. It can be elaborated by ring of dependency as labeled by “order”. For instance, first-order adjacent matrix represents the dependency between the study link/zone to its immediate adjacent link/zone. Second-order adjacent matrix shows the zone is indirectly close to the study zone but having direct dependency to the link/zone defined as first-order. It can expand to third-order adjacent matrix, and so forth. First and second order adjacency-weighting matrix was used in the study done by Kamarianakis et al. (2004). On the other hand, it is more practical to use the distance between the two links/zones, which the value of dependency reduces by increasing the distance.

3. Methodology

In this section, the proposed spatiotemporal model will be introduced and the implementation of the model will be briefly discussed. Suppose \( k \) different time series data are observed over duration of size \( T \). If one chooses vector auto regression (VAR) models with max time lag being \( p \) to fit the data, it means in total \( k^2 \times p \) parameters need to estimated using the \( k \times T \) total observed data points. Now, if \( k \) is relatively large as compared to \( T \), then the number of parameters in the model will be more than the observed data. This is called a high-dimensional problem. The typical least square methods cannot be
used as the design matrix will not be invertible. The data set we are exploring in this paper, shares similar features to high-dimensional time series. More specially, the yellow taxi demand in NYC is considered for the day October 6th, 2015. The reason this date is chosen is that it is a typical day without any holidays or any special events nearby. Then, the demand is aggregated spatially over the zip-codes, and temporally every 15 minutes. Therefore, it is a multivariate time series with more than 100 components. However, only 39 of the zip-codes have enough non-zero counts to keep them in the model. Thus, finally the data consists of $k = 39$ locations, and $T = 96$ time points. Figure 4 shows the sample ACF of the first 5 components of the data which implied existence of the strong temporal dependence. Hence, a multivariate time series model is chosen to analyze this data.

**Figure 4: Sample ACF of the first 5 components**

Due to the high-dimensionality of the data, simple VAR models will not be appropriate for the data. Instead, a generalized version of STARMA model, which takes into account the topology of the locations at which the data is observed, is developed in this section with the aim of prediction performance efficiency. STARMA models, introduced by Pfeifer & Deutrch (1980 & 1981), is in general a spatio-temporal model. This model reduces the number of parameters in a typical VAR model by introducing neighborhood structures. Here we only focus on the autoregressive (AR) part of this model.
since it is more interpretable. A multivariate time series \( Y(t) = (Y_1(t), ..., Y_k(t)) \), \( t = 1, 2, ..., T \) is called to be generalized STAR of order \( p \) (See references (Giacinto, 1994; Terzi, 1995) for introduction, and (Giacinto, 2006) for its application to regional unemployment analysis) if for each \( t = 1, 2, ..., T \) and \( i = 1, 2, ..., k \),

\[
Y_i(t) = \sum_{j=1}^{p} \sum_{l=0}^{\eta_l-1} \phi_{i}^{(j,l)} W_i^{(l)} Y(t - j) + \varepsilon_i(t),
\]

where \( \varepsilon_i(t) = (\varepsilon_1(t), ..., \varepsilon_k(t)) \) is a k-variate normal variable with mean zero and

\[
\mathbb{E} (\varepsilon(t)\varepsilon(t + s)) = \begin{cases} \sigma^2 I_k, & s = 0 \\ 0, & \text{otherwise} \end{cases}
\]

Also, \( W^{(l)} \)'s are \( k \times k \) weighting matrices which govern the l-th neighborhood location with \( W^{(0)}_i = I_k \). Denote the i-th row of \( W^{(l)} \) by \( W^{(l)}_i \). Possible choice for \( W^{(l)} \) is to put \( W^{(l)}(i,j) = 1 \) if i-th and j-th locations are l-th level neighborhood, and \( W^{(l)}(i,j) = 0 \) otherwise. These matrices are then normalized in such a way that the sum of each row would be 1. Finally, for each \( i = 1, 2, ..., k \), and \( j = 1, 2, ..., p \), \( \phi_i^{(j,0: \eta_j-1)} = (\phi_i^{(j,0)}, \phi_i^{(j,1)}, ..., \phi_i^{(j, \eta_j-1)}) \) is a vector of coefficients of size \( \eta_j \) relating the current observation at location \( i \), \( Y_i(t) \), to the all weighted observations in \( \eta_j \) different neighborhoods \( j \) time lags in the past. Without loss of generality, it is assumed that \( \eta_1 = ... = \eta_p = \eta \) (If they are different, one can choose \( \eta = \max(\eta_1, ..., \eta_p) \) and set some of the \( \phi_i^{(j,l)} \) coefficients to zero). Further, denote \( \Phi_i = (\phi_i^{(1,0: \eta-1)}, ..., \phi_i^{(p,0: \eta-1)}) \). It would be more convenient to write equation (1) in a compact matrix form. For that, let \( Y_i = Y_i(1), ..., Y_i(T) \), \( \varepsilon_i = (\varepsilon_i(1), ..., \varepsilon_i(T)) \), and define \( Z_i \) to be the \( T \times \eta p \) with \( Z_i(t,(j-1)\eta+l) = W_i^{(l)} Y(t - j) \) for \( t = 1, 2, ..., T, \ j = 1, 2, ..., p \), and \( l = 0, 2, ..., \eta - 1 \). Now, one can write the data equation for \( i \)-th time series component as follows:

\[
Y_i = Z_i \Phi_i + \varepsilon_i
\]

This model reduces the number of parameters from \( k^2 \times p \) in the VAR model to \( k \times \eta \times p \), assuming \( \eta \ll k \). Least squares estimation can be implemented for parameter estimation, i.e. for \( i = 1, 2, ..., k \),

\[
\hat{\Phi}_i = \text{argmin}_{\Phi_i} \frac{1}{2} \| Y_i - Z_i \Phi_i \|_2^2,
\]

with \( \| . \|_2 \) being the Euclidean norm. However, for the cases when \( T \) is small compared to \( k \), it might be beneficial to still reduce the number of parameters in the model with the goal of improving forecast performance. For that, a penalty function \( \Omega(\Phi) \) will be added to equation (3) with the purpose of setting some of the small parameters to zero to increase forecast efficiency. More specifically,

\[
\hat{\Phi}_i = \text{argmin}_{\Phi_i} \frac{1}{2} \| Y_i - Z_i \Phi_i \|_2^2 + \lambda \Omega(\Phi_i),
\]

where \( \lambda \) is the tuning parameter to be selected by cross validation techniques. Several penalty functions will be defined, and their performance will be evaluated on the yellow taxi demand data. More specifically, the following penalty functions are considered:
• **LASSO**: Simple element-wise $L_1$ penalty on all the components of $\Phi_i$, i.e. for $i = 1, 2, ..., k$,

$$\Omega(\Phi_i) = \sum_{j=1}^{p} \sum_{l=0}^{\eta-1} |\phi_i^{(j,l)}|$$  \hspace{1cm} (5)

• **HGLASSO** (Hierarchical Group LASSO): This method is similar to the HVAR method introduced in (Nicholson et al., 2014; Nicholson et al., 2017) for sparse VAR models. The coefficients for each time lag are being grouped together, and they are penalized more if the time lags are higher through a time-lag hierarchical group structure. More specifically, denoting $\Phi_{i}^{(j;p)} = (\phi_{i}^{(j,0;\eta-1)}, \phi_{i}^{(j+1,0;\eta-1)}, ..., \phi_{i}^{(p,0;\eta-1)})$ for $j = 1, 2, ..., p$,

$$\Omega(\Phi_i) = \sum_{j=1}^{p} \left\|\Phi_i^{(j;p)}\right\|_2$$  \hspace{1cm} (6)

• **DHGLASSO** (Double Hierarchical Group LASSO): We propose this penalty function that is similar to HGLASSO, but with an additional neighborhood-lag hierarchical group structure penalty term. Denoting

$$\Phi_{i}^{(j;p,l;\eta-1)} = (\phi_{i}^{(j,l;\eta-1)}, \phi_{i}^{(j+1,l;\eta-1)}, ..., \phi_{i}^{(p,l;\eta-1)})$$, \hspace{1cm} (7)

one can write the penalty function as follows:

$$\Omega(\Phi_i) = \sum_{j=1}^{p} \sum_{l=0}^{\eta-1} \left\|\Phi_i^{(j;p,l;\eta-1)}\right\|_2$$  \hspace{1cm} (8)

3.1. Implementation

Solving optimization problems of type (4) has been studied well under the penalty terms introduced previously (See (Tibshirani, 1996) and references therein). Due to the hierarchy structure of the group penalties in HGLASSO and DHGLASSO, here we apply the proximal gradient method introduced in (Jenatton et al., 2011). Further, the convergence rate of the proximal gradient method has been improved in (Beck and Teboulle, 2009) by introducing the Fast Iterative Soft-Thresholding Algorithm (FISTA). In FISTA, a sequence of matrix coefficients $\hat{\Phi}_i[r], \ r = 1, 2, ...$ are introduced iteratively through

$$\hat{\phi} = \hat{\Phi}_i[r-1] + \frac{r-2}{r+1} (\hat{\Phi}_i[r-1] - \hat{\Phi}_i[r-2])$$

$$\hat{\Phi}_i[r] = \text{Prox}_{\lambda\Omega} (\hat{\phi} - s\nabla f_i(\hat{\phi})),$$  \hspace{1cm} (9)

with $f_i(\Phi_i) = \frac{1}{2} \|Y_i - Z_i \Phi_i\|^2_2$, $\nabla f_i(\Phi_i) = -Z_i^T (Y_i - Z_i \Phi_i)$ the vector of derivatives of $f_i(\Phi_i)$, $s$ being the step-size (here we choose $s$ to be $1/\sigma_1(Z_i)^2$ where $\sigma_1(Z_i)$ is the largest singular value of $Z_i$), and

$$\text{Prox}_{\lambda\Omega} (u) = \text{argmin}_v \left( \frac{1}{2} \|u - v\|^2 + s\lambda\Omega(v) \right).$$  \hspace{1cm} (10)
The proximal function may not have a closed form in general, and in that case, it needs to be approximated numerically itself. However, in the case of hierarchical group penalty, this function, in fact, has a simple closed form (See for example algorithm 2 in (Nicholson et al., 2014)). This makes the whole optimization efficient. The tuning parameter $\lambda$ is selected based on a rolling scheme cross-validation procedure used also in (Song and Bickel, 2011; Nicholson et al., 2014; Nicholson et al.; 2017). For this, the time points are divided into three parts (usually equally distanced) $0 < T_1 < T_2 < T$. The estimation procedure for fixed values of $\lambda$ will be applied for the first part, i.e. $t = 1, 2, \ldots, T_1$. Then, the mean squared prediction error (MSPE) for predicting one step ahead is calculated over all $k$ time series components on the time interval $[T_1 + 1, T_2]$:

$$MSPE = \frac{1}{k(T_2-T_1)} \sum_{i=1}^{k} \sum_{t=T_1+1}^{T_2} (Y_i(t) - P_{T_1} Y_i(t))^2,$$

$$MRPE = \frac{1}{k(T_2-T_1)} \sum_{i=1}^{k} \sum_{t=T_1+1}^{T_2} \left| \frac{Y_i(t) - P_{T_1} Y_i(t)}{Y_i(t)} \right|,$$

where $P_{T_1} Y_i(t)$ is the best linear predictor of $Y_i(t)$ based on the first $T_1$ observations. Mean of error prediction error (MRPE) is also shown in equation (12). Now, the tuning parameter $\lambda$ which is minimizing this MSPE will be selected, and the model performance then can be quantified by the MSPE on the last part of the data, which is on the time interval $[T_2 + 1, T]$.

4. Results

In this section, the proposed methods are applied over the yellow taxi demand data in different days, and their prediction performance is calculated under different scenarios. Based on the sample ACFs of the data, $p$ is chosen to be 1. Also, the calculation on the AIC/BIC supports this selection. Before applying different methods to this data, it needs to be scaled properly. For that purpose, for each time series corresponding to a zip-code, the sample mean is subtracted and then divided by the sample standard deviation so that time series’ have same scales. Also, the weighting matrices $W'$s are chosen for five different neighborhood levels based on authors’ judgment, more specifically, by counting the number of boundaries between the target zip-code and its neighbors. For example, a zip-code adjacent to the target zip-code is considered as the first order neighborhood; zip-codes adjacent to the first neighborhood order will be a second order neighborhood for the target zip-code and so on. The levels of neighborhood in this study are extended through an eyeballing procedure up to five levels. October 6th and 7th are chosen for this research because of being a typical weekday, being away from a weekend day or a day with special event. Two approaches have been considered to evaluate the performance of the developed model. First is
to consider time points of only October 6th, and in the second approach two days of October 6th and 7th are merged to have a longer range of time points.

4.1. Case Study using Data for October 6th only

Considering data on October 6th, only $T = 96$ time points are available. Rolling scheme method is applied to divide the data in the time series. It means $T$ is divided into 3 parts, setting $T_1$ to be $[T/3]$, and $T_2$ to be $[2T/3]$. Different orders of neighborhood ($\eta$) are chosen, and the MSPE, mean squared relative prediction error (MRPE), AIC and BIC (See (Lutkepohl, 2007) for the definition and the formula) are reported for each case. Tables 1, 2, 3, and 4 show the results for $\eta = 1, 2, 3, 4$, respectively. Obviously, the VAR model does not perform well due to the huge number of parameters involved as compared to STAR-based models. Based on the MSPE, STAR and LASSO models for $\eta = 2$ are outperforming the rest. This means including first neighborhood structure improves the forecasting performance of the STAR model. Meanwhile, the spatio-temporal structure developed using the topology and zip-code-based disaggregation of Manhattan, the proposed model with first order neighborhood performs the best in this case study. Also, it is worth mentioning that the DHGLASSO penalty function provides consistent model performance overall since its MSPE/MRPE are not increasing dramatically by increasing $\eta$. In other word, DHGLASSO penalty structure corrects better for the increase in the parameter space dimension. Also, by increasing the number of neighborhood levels $\eta$, which means an increase on the number of parameters in $\Phi'$s, DHGLASSO method is able to reduce the MSPE as compared to the STAR around 3% when $\eta = 3$, and around 17% when $\eta = 4$. If the MRPE is selected as the forecasting performance measurement, then DHGLASSO when $\eta = 4$ is comparable to the other leading models.

### Table 1: MSPE for October 6th data with $\eta = 1$

| Model    | MSPE  | MRPE  | AIC    | BIC    |
|----------|-------|-------|--------|--------|
| VAR      | 1.7153| 4.8259| 216.4933| 257.1222|
| STAR     | 0.2815| 2.4463| 176.9854| 178.0271|
| LASSO    | 0.2977| 1.8467| 173.8735| 174.9153|
| HGLASSO  | 0.2977| 1.8467| 173.8735| 174.9153|
| DHGLASSO | 0.2977| 1.8467| 173.8735| 174.9153|

### Table 2: MSPE for October 6th data with $\eta = 2$

| Model    | MSPE  | MRPE  | AIC    | BIC    |
|----------|-------|-------|--------|--------|
| STAR     | 0.2707| 1.9913| 177.3313| 179.4148|
| Model      | MSPE   | MRPE  | AIC      | BIC      |
|------------|--------|-------|----------|----------|
| LASSO      | 0.2728 | 1.9616| 177.0052 | 179.0353 |
| HGLASSO    | 0.2909 | 1.8942| 176.0614 | 178.1449 |
| DHGLASSO   | 0.2907 | 1.9543| 178.6925 | 180.6425 |

Table 3: MSPE for October 6th data with $\eta = 3$

| Model      | MSPE   | MRPE  | AIC      | BIC      |
|------------|--------|-------|----------|----------|
| STAR       | 0.2932 | 2.1346| 178.7531 | 181.8784 |
| LASSO      | 0.3254 | 2.1413| 177.3218 | 179.1115 |
| HGLASSO    | 0.301  | 2.114 | 175.1811 | 178.3064 |
| DHGLASSO   | 0.2821 | 1.9472| 176.3991 | 179.3107 |

Table 4: MSPE for October 6th data with $\eta = 4$

4.2. Case Study using Data for October 6th and 7th Combined

The same set of models and methods applied in the previous case study are applied using the taxi demand for two days, October 6th and 7th. This makes the total number of time points to be 192 instead of 96 as in previous case study. Increasing $T$ while fixing $k$ reduces the effect of penalization on parameter estimation, and hence on forecasting performance. This in fact can be seen from the tables of the results. Tables 5, 6, 7, 8, 9, and 10 show the performance of the methods when $\eta = 1, 2, 3, 4, 5, 6$, respectively. In this scenario, DHGLASSO for the choice of $\eta = 5$ outperforms the other methods in terms of MPSE/MRPE. Again, DHGLASSO is the most consistent penalty function with respect to the increase in $\eta$.

| Model      | MSPE   | MRPE  | AIC      | BIC      |
|------------|--------|-------|----------|----------|
| VAR        | 0.7103 | 14.544| 204.3445 | 230.15   |
| STAR       | 0.253  | 3.9068| 182.6419 | 183.3035 |

Table 5: MSPE for October 6th and 7th data combined with $\eta = 1$
### Table 6: MSPE for October 6\textsuperscript{th} and 7\textsuperscript{th} data combined with $\eta = 2$

| Model    | MSPE  | MRPE  | AIC      | BIC       |
|----------|-------|-------|----------|-----------|
| STAR     | 0.2273| 4.0633| 178.3005 | 179.6239  |
| LASSO    | 0.2273| 4.0633| 178.3005 | 179.6239  |
| HGLASSO  | 0.2273| 4.0633| 178.3005 | 179.6239  |
| DHGLASSO | 0.2273| 4.0633| 178.3003 | 179.6237  |

### Table 7: MSPE for October 6\textsuperscript{th} and 7\textsuperscript{th} data combined with $\eta = 3$

| Model    | MSPE  | MRPE  | AIC      | BIC       |
|----------|-------|-------|----------|-----------|
| STAR     | 0.2249| 4.1741| 177.9721 | 179.9571  |
| LASSO    | 0.2248| 4.1703| 177.9496 | 179.9347  |
| HGLASSO  | 0.2249| 4.1742| 177.957  | 179.9421  |
| DHGLASSO | 0.2238| 4.1062| 177.6838 | 179.6519  |

### Table 8: MSPE for October 6\textsuperscript{th} and 7\textsuperscript{th} data combined with $\eta = 4$

| Model    | MSPE  | MRPE  | AIC      | BIC       |
|----------|-------|-------|----------|-----------|
| STAR     | 0.2247| 4.4178| 178.271  | 180.9008  |
| LASSO    | 0.2244| 4.3892| 178.0977 | 180.6765  |
| HGLASSO  | 0.2247| 4.419 | 178.2357 | 180.8654  |
| DHGLASSO | 0.2224| 4.162 | 177.6367 | 180.2156  |

### Table 9: MSPE for October 6\textsuperscript{th} and 7\textsuperscript{th} data combined with $\eta = 5$

| Model    | MSPE  | MRPE  | AIC      | BIC       |
|----------|-------|-------|----------|-----------|
| STAR     | 0.2279| 3.5851| 178.7162 | 182.0077  |
| LASSO    | 0.2257| 3.5265| 178.0827 | 181.1196  |
| HGLASSO  | 0.2277| 3.5857| 178.6503 | 181.9418  |
| DHGLASSO | 0.2212| 3.835 | 177.8113 | 180.95     |

### Table 10: MSPE for October 6\textsuperscript{th} and 7\textsuperscript{th} data combined with $\eta = 6$

| Model    | MSPE  | MRPE  | AIC      | BIC       |
|----------|-------|-------|----------|-----------|
| STAR     | 0.2279| 3.5851| 178.7162 | 182.0077  |
| LASSO    | 0.2257| 3.5265| 178.0827 | 181.1196  |
| HGLASSO  | 0.2277| 3.5857| 178.6503 | 181.9418  |
| DHGLASSO | 0.2212| 3.835 | 177.8113 | 180.95     |
Another benefit of using STAR-based models is that one can infer the neighborhood influence of other zip-codes demands on a target zip-code. Figures (5), (6), and (7) show the inferred neighborhood correlation among the η = 5 different neighborhood order for lower, midtown, and upper Manhattan, respectively. The colors on these plots are basically |Φ_i| for different components of i based on the DHGLASSO method. It’s clear from the plots from all lower, midtown, and upper Manhattan, that the correlation/influence between neighboring zip-codes are decreasing as they get farther away from each other. This correlation structure seen in figures (5), (6), and (7) are reasonable and well-aligned with the assumption of using spatio-temporal model, the STARMA model, for predicting taxi demand in Manhattan, New York. In other words, for predicting the taxi demand of the next 15 min for a zip-code in lower Manhattan, the knowledge of the short-term demand history from neighboring zip-codes in lower Manhattan will be more informative as compared to knowing about the short-term demand history of zip-codes in the upper Manhattan. Within STARMA structure, the proposed DHGLASSO model is able to capture this decreasing trend accurately, by reaching the least prediction error among all other methods.

Another notable feature that can be highlighted using the proposed generalized STAR model using DHGLASSO is the variation in the spatial differences in the dependence of demand of neighboring zip-codes. From Figure 5 it can be seen that the value of the coefficients of second and third level of neighboring zip codes is not the same among the zip codes even in lower Manhattan. More specifically, for zip code 10280, the coefficient for the second level neighbors’ demand is less than that for the third level neighbor. However, for zip code 10002, the coefficients for first, second and third level neighbors’ zip codes demands decrease with level of neighborhood. This non-linear trend of the coefficients for neighboring zip codes could be due to the smaller area of zip codes – particularly for zip codes 10004 and 10280.
Figure 5: Neighborhood level estimated coefficients for lower Manhattan (zip code: 10004, 10002, 10280)

Figure 6: Neighborhood level estimated coefficients for midtown Manhattan (zip code: 10019, 10022, 10128)

Figure 7: Neighborhood level estimated coefficients for upper Manhattan (zip code: 10021, 10028, 10027)
5. Conclusion:

Predicting yellow taxi demand in large, populous, and dense area of cities like New York is hard to achieve, since there are numerous parameters affecting its demands. Moreover, in such dense areas, the demand for taxis in different parts of the city are highly variable depending on the time of the day. In this study, taxi demand data obtained from the GPS-enabled historical demand for individual taxis (obtained from NYC TLC) is aggregated spatially by zip-code temporally for every 15-min time interval. A multivariate spatio-temporal method called STARMA is proposed. STARMA reduces the number of parameters dramatically - compared to typical multivariate time series model such as VAR by means of neighborhood structure between the regions. This structure is also useful in capturing the spatial dependence of the demand between the regions and further makes the results more interpretable. Also, a new method for penalizing prediction parameters called double hierarchical group LASSO (DHGLASSO) is presented. DHGLASSO penalizes to a larger extent, the parameters that are farther away not only temporally but also spatially – thus establishing a ‘double’ hierarchy.

The proposed model and several other comparable time series models and penalty function are applied over yellow taxi demand of Manhattan for a typical day of the week. The result has revealed that the proposed model could capture the structure of the data well by reaching less prediction error as compared to other time series models such as VAR, STAR with and without LASSO, etc. Using data from both a single day and two consecutive days, proposed generalized STAR model with DHGLASSO performed the best in terms of predictive performance. For the model using data from two consecutive days, a maximum level of neighbors five performed the best. Additionally, DHGLASSO is shown to be most consistent and stable in dealing with increasing parameter dimension.

The proposed generalized STAR model and penalty function is able to capture the spatial variation in the demand for taxis among zip code very well. The effect of neighborhood structure changes depending on the location of interest. The influence of neighborhood taxi demand levels can be easily interpreted – especially by agencies that manage taxi operations and other TNCs. The neighborhood taxi demand dependence can easily be used by taxi companies and TNCs to direct taxi drivers to remain in a certain area depending on the time of day and location. This helps reducing the length of empty taxi trips that seek new rides – thus reducing the emissions, improving air quality and fuel costs for the operators. The computational efficiency due to the DHGLASSO penalization structure helps estimating the model in real-time. Thus, the parameters can be estimated in real-time by agencies such as TLC or TNCs such as Uber or Lyft, which receive the taxi demand data in real-time.

As a part of ongoing and future work, the modeling framework in being extended using other forms of disaggregating. Also, utilizing additional travel demand-related information such as subway and
bus ridership, bike demand, weather, etc., will be considered as adding exogenous variables to the time series regimes.
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