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SUMMARY This letter proposes a new superpixel segmentation algorithm based on global similarity and contour region transformation. The basic idea is that pixels surrounded by the same contour are more likely to belong to the same object region, which could be easily clustered into the same superpixel. To this end, we use contour scanning to estimate the global similarity between pixels and corresponded centers. In addition, we introduce pixel’s gradient information of contour transform map to enhance the pixel’s global similarity to overcome the missing contours in blurred region. Benefited from our global similarity, the proposed method could adherent with blurred and low contrast boundaries. A large number of experiments on BSDS500 and VOC2012 datasets show that the proposed algorithm performs better than traditional SLIC.
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1. Introduction

Superpixel segmentation benefits many computer vision tasks because of its local regions consistency and perceptual characterization. It has been widely used as a basic element to accelerate and improve some succeed computer vision tasks, such as 3D-reconstruction [1], tracking [2], object detection [3], [4], semantic segmentation [5], [6] and depth estimation [7].

Current superpixel segmentation algorithms are mainly based on graph theory and gradient. The former models an image as a graph, where pixels and edges are vertices and adjacent relationship of graph. Superpixel segmentation is to obtain several unrelated subgraphs by dividing the graph. Graph-based algorithms include Normalized Cuts (NC) [8], Felzenswalb and Huttenlocher (FH) [9] and Entropy Rate Superpixel (ERS) [10], etc. The gradient-based algorithm first generates the initial rough superpixels, and then uses gradient descent method to optimize the superpixels until convergence. Gradient-based algorithms include Watershed [11], Mean Shift [12], Turbopixel [13] and SLIC [14], etc.

SLIC can acquire compact segmentation regions of similar color quickly. However, since only the color and spatial position are considered, the segmentation accuracy is degraded at the weak edge where colors of foreground and background are very similar. For a blurred edge, the spatial distance will heavily decreases the segmentation accuracy when the color measure cannot significantly distinguish object boundaries.

To this end, this letter proposes a new contour region transformation superpixel segmentation algorithm based on global similarity. Intuitively, pixels surrounded by the same contour are more likely to belong to the same object region, while pixels separated by contours are more likely to belong to different object regions. Therefore, by adding additional contour information, it is possible to quickly acquire the surrounding relationship between pixels’ global similarity. However, because the blurred object edge may be lost via the existing edge detection algorithm, there is a discontinuity in the edge. Thus we use an edge-based distance transform map to overcome influence of missing contours. The proposed algorithm performs better than SLIC under the same parameter conditions, which could be easily extended to other existing superpixel methods. As shown in Fig. 1, the segmentation results of the proposed algorithm at the peaks and flowers have higher boundary adherence in spite of low region contrast and blurred object boundary. This benefits from our global similarity via contour surrounding consistency.

2. Proposed Method

The basic idea is to obtain the structural similarity of pixels by adding global auxiliary information such as edges to improve the segmentation performance. First, based on binary edge map, regions-based pixel’s similarity could be calcu-
lated by scanning the map horizontally and vertically. Pixels located in the same regions have stronger similarities. While pixels located in different regions have weaker similarities. Moreover, the edges obtained from blurred region tends to be discontinuous, which cause the inaccurate similarity calculation at these breakpoints. To overcome this problem, we introduce a gradient direction similarity via an edge-based distance transform map. Hence, the pixels on the same side of the breakpoints have the similar gradient directions, while the ones on the different sides have opposite gradient directions. This helps the algorithm to distinguish the different object regions more easily.

2.1 Global Similarity Measurement Based on Edge

Intuitively, edge information could facilitate the extraction of structural similarities between pixels. Two pixels are more similar if they are surrounded by the same edge. Otherwise, they are far more dissimilar. We use canny [15] operator to extract a binary edge map. Then a regional scanning algorithm [16] could integrate the pixels on the same edge into a same region to calculate the structural similarity. Specifically, assuming that a ray scans the edge map from left to right, the pixel’s label \( l() \) is inverted between \([0, 1]\) once the ray intersects the edge. \( p_0 \) represents current pixel and \( p_{i-1} \) represents the corresponding previous pixel. \( m() \) denotes the pixel edge map. The label of the initial pixel is 0, i.e., \( l(p_0) = 0 \). It will become 1 when crossing the edge to go into a object. Then the label will invert to 0 after going through the other side of the object edge. A total of four scan maps are obtained, the two of rows are scanned from left to right and from right to left, and the two columns are scanned from top to bottom and bottom to top, respectively.

\[
l(p_i) = \begin{cases} 
1 - l(p_{i-1}) & \text{if } m(p_i) \in [0, 1] \\
l(p_{i-1}) & \text{otherwise} 
\end{cases}
\]  

(1)

Then the seed fill algorithm [17] could fill two column and two row scan maps to obtain two column and two row connected graphs. The row connected graphs are merged to obtain a horizontal region map, and the column connected graphs are combined to obtain a vertical region map. The regional similarity can be calculated using these two region maps. Set the horizontal region as \( \Phi = \{ \varphi_1, \ldots, \varphi_{n_r} \} \) and the vertical region as \( \Psi = \{ \varphi_1, \ldots, \varphi_{n_c} \} \), where \( n_r \) and \( n_c \) are the number of horizontal regions and vertical regions, respectively. For any horizontal region \( \varphi_i \), set a vector \( H = (h_1, \ldots, h_{n_r}) \), where \( h_j = 1 \) means \( \varphi_i \) and \( \varphi_j \) intersect, otherwise it is 0. The similarity between \( \varphi_i \) and \( \varphi_j \) is defined as follows

\[
d(\varphi_i, \varphi_j) = \frac{1}{\sum_{k=1}^{n_r} h_j(k)} \sum_{k=1}^{n_r} h_i(k) \cdot h_j(k)
\]  

(2)

Where \( h_i(k) \) indicates whether or not horizontal region \( \varphi_i \) crossed by vertical region \( \varphi_j \). We can obtained \( d(\varphi_i, \varphi_j) \) as the same way. Then, we compute the horizontal region and vertical region similarity matrix, i.e., \( S_h \in \mathbb{R}^{n_r \times n_r} \) and \( S_v \in \mathbb{R}^{n_c \times n_c} \). Let \( M(i,j) \) denotes the similarity between pixels \( p_i \) and \( p_j \). Then \( M(i,j) = (S_h + S_v + S_{ha} + S_{va})/4 \), where \( p_i \) is referred to horizontal region \( \varphi_i \) and vertical region \( \varphi_j \). \( p_j \) is referred to horizontal region \( \varphi_j \) and vertical region \( \varphi_j \).

2.2 Gradient of Edge’s Distance Transformation Map

The edge-based global similarity can discriminate pixels in object and background. However, for some discontinuous edges caused by blurred boundary, there will be some incomplete edge fitting, which will result inaccurate scanning regions. Therefore, how to solve the label distribution near discontinuous edge is still an important issue. To this end, we construct an edge-based distance transform map, i.e., the minimum distance value from the pixel to the nearest edge. It will increase gradually from the edge to the object center. We extract its gradient map and utilize gradient direction and magnitude to represent the global relationship between the pixel and the edge. Pixels with similar gradient directions are more likely to belong to the same region. We show the gradient direction near the break points on different sides of object edge on Fig. 3 (e). Intuitively, pixel \( p \) and \( p' \) that are surrounded by the same edge tend to have the similar gradient direction, which are more likely to belong to the same region. While pixels on both sides of the same edge are opposite in direction and are more likely to belong to different regions, such as \( p \) and \( p' \). Near the edge
breakpoint, the gradients on both sides are opposite and introduce the additional discrimination information. Figure 3 explains the generation of gradient maps. Figure 3 (a) is the binary edge map. The distance transform map is shown in Fig. 3 (b) by calculating the shortest distance between pixel and its nearest edge. The horizontal gradient $G_x$ and vertical gradient $G_y$ are obtained by performing on (b), as shown in (c) and (d), respectively.

2.3 Superpixel Segmentation of Global Similarity

We construct a superpixel segmentation method based on the global structural similarity. Specifically, the proposed method can be constructed as the following energy minimization problem

$$L(u, \mu) = \min_{u \in \Sigma} \sum_{k} \sum_{i} M(i, c(i))|u_i - \mu_{c(i)}|^2.$$  

(3)

Where $u_i$ represent the feature vectors of i-th pixel. $c(i) \in \{1, 2, \ldots, k\}$ represents center referred to the i-th pixel and $\mu_{c(i)}$ denotes its corresponding feature vector. We calculate $M(i, c(i))$ as the global similarity between the regions corresponding to pixel $p_i$ and center $p_{c(i)}$, which is referred to Sect. 2.1. Let $u_i = [l, a, b, x, y, v_x, v_y]$, where the color and spatial position $[l, a, b, x, y]$ reflects the local features of the pixel, while gradient $[v_x, v_y]$ reflects the direction and magnitude, i.e., the global relationship between the pixel and the edge.

We sample $K$ initial clustering centers on the grid with $\tau$ pixels interval, where $\tau = \sqrt{\frac{N}{k}}$ and $N$ is the number of pixels in image. The optimization is performed as the weighted k-means, which is used in SLIC [14]. Then the pixel’s labels and superpixel centers are alternatively optimized via step-by-step iteration. Specifically, we obtain the label assignment of image pixels by calculating minimum distance between pixel and center. Then, the centers are updated by averaging the space feature of corresponding member pixels. Iterating the above steps until convergence. Hence, pixel $p_i$’s label is assigned as the label of center $c(i)$ with minimum distance to pixel $p_i$.

3. Experiment and Analysis

The experiments in this letter are based on the MATLAB platform and tested on VOC2012 and BSDS500 datasets. We compare with SLIC [14], Simple Non-iterative Clustering (SNIC) [18], TP [13], Regularity Preserved Superpixels (RPS) [19] and ERS [10]. We set our method the same parameters as SLIC, i.e., 20 for the balance value of color and spatial position. We uses Canny operator in matlab with threshold = 0.4. Other compared methods are performed with the default parameters.

Figures 4 and 5 show the objective results on VOC2012 and BSD500 datasets, respectively. We compare the methods via the indicators [20] such as Achievable Segmentation Accuracy (ASA), Boundary Recall (BR), Under-segmentation Error (UE). The number of superpixels ranges from 100 to 1000, with an interval of 100. It can be seen that ERS [10] utilizes local adjacent graph to construct pixel’s similarity, which obtains a global optimization and leads into the best segmentation performance. Our method ranks in the top two. Our method, SLIC [14] and SNIC [18] obtain higher under-segmentation error compared with ERS [10] due to the regular sampling strategy. Meanwhile, our method has better boundary adherence than SLIC [14] and SNIC [18], which is due to the global structure similarity between pixel and centers to help discriminate objects and background. RPS [19] and TP [13] have inferior segmentation performance due to their higher regular constraints.

We also compare the running time on Pascal VOC2012 and BSDS500 and show the results in Fig. 6 (b) and (d). It can be seen that our method is more time-consuming than SLIC. This is mainly due to the large number of scanning regions, which is time-consuming in calculating regional similarity.
We list the average time curves of compared methods for all images on the whole datasets. While, we list the time median of the proposed method. This is because that our method uses a same Canny threshold on the datasets, which results into a large number of edges and scanning regions on few images. Hence, average time can not effectively represent the performance of our algorithm. We also list the distribution of time consuming. We can see that the execution time on most images is 0.5 s, which is less than ERS [10], TP [13] and RPS [19].

Some subjective results are shown in Fig. 7. Under the same compactness parameters, our method can better segment some weak object boundaries than SLIC such as the middle hill in second image. Meanwhile, our method extracts the more accurate plane contour compared with SLIC. This is because that compactness constrain in SLIC [14] will decrease the boundary adherence without the proposed edge-based global structure similarity. In addition, ERS [10] obtain the higher boundary adherence due to its graph optimization framework. However, its regular constraint on balancing term is not explicit and results into the irregular segmentation, especially in the smooth regions.

4. Conclusions

In this letter, we propose a new contour region transformation superpixel segmentation algorithm based on global similarity. Global information such as image contours can aid in superpixel segmentation, i.e. pixels that are surrounded by the same contour are more likely to belong to the same region, while pixels separated by the same contour are more likely to belong to different regions. We scan the image edges to estimate similarity of different region pixels, which benefits the global similarity measure between pixel and center. In addition, in order to solve the edge discontinuity caused by the blurred edge of the image, we introduce pixel’s gradient information of the edge distance transform map to enhance the discrimination of difference regions. Pixels locate in the same region tend to have the similarity gradient directions. Experiments on the BSDS500 and VOC2012 datasets show that the proposed algorithm performs better than some state-of-the-arts, which validates the efficacy of our method.
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