A Fully Automated Methodology for the Selection and Extraction of Energy-Relevant Features for the Energy Consumption of Battery Electric Vehicles

Patrick Petersen1 · Eric Sax1

Received: 14 September 2021 / Accepted: 25 May 2022 © The Author(s) 2022

Abstract
Compared to traditional vehicles, battery electric vehicles (BEVs) have a limited driving range. Therefore, accurately estimating the range of BEVs is an important requirement to eliminate range anxiety, which describes the driver’s fear of getting stranded. However, range estimators used in currently available BEVs are not accurate enough. To overcome this problem, more precise energy estimation techniques have been investigated. Modeling the energy consumption of BEVs is essential to obtaining an accurate estimation. For accurately estimating the energy consumption, many non-deterministic influencing factors such as weather and traffic conditions, driving style, and the travel route need to be considered. Thus, reducing the possible feature space to improve estimation is necessary. In consequence, we propose a fully automatic methodology to select and extract a subset of energy-relevant features. Utilizing existing real-world data to investigate all types of influencing factors. Taking into account different segmentation methods, data scalers, feature selection, and extraction techniques, our methodology uses the full range of combinations to identify the combination that yields the best subset of features.
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Introduction and State of the Art
Electrification is one of the most important driving forces in the transformation of the automotive industry [1]. Compared to internal combustion engine vehicles (ICEVs), battery electric vehicles (BEVs) offer many advantages such as no emissions, low noise, and high energy efficiency. Thus, BEVs are seen as a promising solution for the reduction of greenhouse gases, pollution emissions, and dependence on fossil fuels [2]. Nevertheless, customers are still reluctant to adapt to BEVs due to the perceived limited range of such vehicles. The shorter range of BEVs, limited charging facilities, as well as longer charging time leads to range anxiety. Completely draining the battery is not only inconvenient for the driver but can also lead to dangerous situations, e.g., stopping on road shoulders due to an empty battery. Roughly, 9% of pedestrian fatalities occurred at locations such as shoulders [3]. Thus, car manufacturers extend the existing driving range by including improving battery technology [4] (e.g., higher density batteries [5]), advanced technologies to enable faster charging times [6], and pushing the deployment of more charging facilities.

Despite all efforts by manufacturers to increase the possible range of BEVs, drivers cannot even make the most of the actual range, because they do not fully trust the displayed range [8]. Drivers are more willing to charge their vehicle when the state of charge (SoC) is less than 15% and the remaining driving range is less than 50 km [9]. Up to 27% is used as a range safety buffer for trips of length 60 km to prevent running out of battery [10]. Therefore, accurately estimating the energy consumption, respectively, estimating the remaining range of BEVs can significantly reduce range anxiety without increasing actual battery capacity. In addition, energy-efficient routing of BEVs do also benefit from an accurate energy estimation [11].
Nevertheless, determining energy consumption and estimating the range are still a challenging problem. Due to numerous influencing factors such as driver style, road topology, and weather and traffic conditions, it is difficult to accurately estimate the energy consumption and actual range of BEVs. In addition, battery life cycles as well as the aging of the vehicle and battery need to be considered. As a result, range estimation algorithms attempt to reduce uncertainties in the estimation via various methods [12]. In the literature, they can be divided into two methods: history-based estimation and model-based estimation [13]. History-based estimation methods belong to the most common methods for estimation, especially for current available BEVs [14]. These algorithms calculate the range of a vehicle based on historical average energy consumption, current velocity, and current state of charge [7, 13]. History-based methods have the advantage of being model-free, but the accuracy of these methods is limited. They do not take into account the changing effects of current driver style, road topology, and traffic and weather conditions. In contrast to history-based methods for range estimation, model-based methods, as the name suggests, utilize a model to determine the energy consumption. Figure 1 schematically shows such a model-based method for range estimation. The exemplary model-based method considers influences such as driving style, battery and vehicle parameters (e.g., weight), traffic and weather conditions, as well as the route itself. Thus, not only the historical energy consumption but also currently available data are considered for the estimation. A vehicle energy consumption model is used to calculate the energy consumption along a route. Taking into account the state of charge, this route-based estimation can determine whether the specified destination is within reach. In addition, the remaining energy and range at the destination can be determined. This is particularly helpful for the driver, as they can assess whether a charging stop is necessary or whether they can continue driving. The main advantage of a model-based method is that the energy consumption is not based solely on historical consumption values, but can be calculated in advance based on the route. Thus, model-based estimations have proven to be more accurate than history-based methods [15]. However, model-based methods are not free of inaccuracies in the range estimation. Large deviations can occur if unforeseen traffic-related changes occur during the trip (e.g., rerouting due to accidents). It is important to mention that the accuracy of model-based methods depends upon the estimation of energy consumption. In the literature, a distinction is made between two classes of energy consumption estimations: microscopic and macroscopic models [16]. Microscopic models rely on physical equations such as driving resistances to calculate energy consumption. Figure 2 shows such simplified model.

The individual forces during driving consist of: aerodynamic drag force $F_{\text{aero}}$, rolling resistance $F_r$, climbing force $F_c$, and initial force $F_i$ [17]. The total tractive force $F_{\text{total}}$, 

![Fig. 1] Simplified structure and functionality of a model-based range estimation method [7]

![Fig. 2] Forces acting during the motion of a vehicle [17]
which is required to be generated by the electric motor of the vehicle, is calculated by the following equation:

\[
F_{\text{total}} = F_{\text{aero}} + F_r + F_c + F_i \\
= \frac{1}{2} \cdot \rho \cdot A \cdot c_w \cdot v^2 \\
+ c_r \cdot m \cdot g \cdot \cos \alpha \\
+ m \cdot g \cdot \sin \alpha \\
+ m \cdot a,
\]  \hspace{1cm} (1)

where

- \( \rho \) = Air density [kg/m³]
- \( A \) = Vehicle equivalent cross-section [m²]
- \( c_w \) = Aerodynamic drag coefficient [-]
- \( v \) = Vehicle velocity [m/s]
- \( c_r \) = Rolling resistance coefficient [-]
- \( m \) = Total vehicle mass [kg]
- \( g \) = Gravitational acceleration [m/s²]
- \( \alpha \) = Road gradient angle [°]
- \( a \) = Vehicle acceleration [m/s²].

Accordingly, the following equation describes the required energy \( E \) for a trip with the duration \( T \) at the velocity \( v \):

\[
E = \int_0^T F_{\text{total}} \cdot v \cdot dt. \hspace{1cm} (2)
\]

Accurately calculating the energy consumption of a vehicle requires a lot of effort. Modeling not only the aforementioned parameters but also every other required parameter such as internal losses and their respective efficiency. Some of them are difficult to model, others are unknown, especially to researchers, due to limited knowledge of vehicle construction and incorporated components. In contrast, macroscopic models use various parameters to calculate the energy consumption, which are learned directly from the available real-world data. These models can therefore be described as data-driven methods, because they are not based on modeling physical conditions, but rather learn them from the data itself. Machine learning methods also apply to this category of models. They adapt to different parameters in real time to achieve improved estimation quality. The model-based range estimation method shown in Fig. 1 is a macroscopic model, respectively, data-driven model.

The selection of parameters for data-driven models is crucial for the accuracy of the estimation. Due to a variety of influencing factors, such as driving style, road topology, and traffic and weather conditions, the actual range that BEVs can travel varies greatly [18]. The use of climate control, as well as auxiliary systems, has an additional impact on the actual energy consumption. Figure 3 summarizes the main influencing factors and shows exemplary data attributes for each of the fundamental categories of influencing factors.

Thus, to determine the actual range of a vehicle, it is necessary to take all these influencing factors into account when estimating the energy required for a given route by the navigation system. However, including unimportant features for the target variable can reduce the accuracy of some models [20]. Overfitting the model when the resulting feature space is too large can lead to “curse of dimensionality” [21]. Using numerous features for the estimation can slow down model development due to increased training time and required memory. It is a common approach to reduce the high-dimensional feature space by eliminating features without losing information for the model [22];1 resulting in eliminating only the unimportant features to improve model accuracy, reduction of calculation time, and benefits of improving understanding of the model due to less-used features.

This paper continues the work presented in [23], where we assessed the current state of the art in feature engineering for identifying as well as calculating relevant features. We noticed that non-present research investigated different influencing factors concurrently. Thus, a methodology for a data-driven analysis of energy-relevant factors covering driver style, road topology, and weather and traffic conditions were
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1 This image has been designed using resources from https://www.flaticom.com.
presented. Our previous semi-automated approach required manually engineering features as well as manually selecting a suitable segmentation method for the automatic application of feature selection and extraction methods. In this research, no prior selection is needed, because we now make full use of the whole range of combinations for deducing suitable feature subsets. Thus, analyzing all possible combinations, covering segmentation methods, data scalers, as well as selection and extraction methods. These combinations and resulting feature subsets are evaluated regarding their estimation performance of different regression models such as Multiple Linear Regression, Gradient Boosting Regressor, Random Forest Regressor, and Support Vector Regression (incl. different kernel types). In contrast to our previous research, we now focus on the evaluation of feature subsets via the estimation itself, rather than only focusing on the covered data variance; leading to an exhaustive research for the identification of the best feature subset for the estimation of energy consumption of BEVs.

The remainder of this paper is organized as follows: “Methodology” introduces our overall methodology and core concepts for a fully automated selection and extraction of energy-relevant features for the energy consumption of BEVs. In “Results and Discussion”, our prototypical implementation of the methodology is evaluated on recorded real-world data from different drivers and routes. Finally, “Conclusion and Future Work” gives concluding remarks and discusses future work based on the results of this paper.

Methodology

Open standard process models such as Knowledge Discovery in Databases (KDD) and Crossindustry standard process for data mining (CRISP-DM) describe the data science life cycle for extracting knowledge from databases [24]. Although those processes vary slightly regarding the steps which need to be considered when working with data, they generally have the following in common: Those processes cover different steps to guideline data science and machine learning projects starting by covering data understanding, data preparation up to designing a machine learning algorithm, as well as their final evaluation and deployment [25, 26]. Based on these already established process models, we have developed similar steps for our methodology, which are shown in Fig. 4.

Our methodology starts by segmenting the recorded signals of the vehicle into suitable segments for feature calculation. During the feature engineering step, data within each segment undergo relevant data preparations steps, which enables those segments to be used for the calculation of features. In the feature selection step, a subset of energy-relevant features is selected. By applying different feature extraction methods, those selected feature subsets are further reduced and combined to new features, leading to a combined subset of extracted features. In the final step, those extracted features are evaluated regarding their usability within different regression models, which are...
representative of the application within advanced energy consumption estimation algorithms.

Segmentation

An important part of feature engineering is the segmentation of features. Especially, when dealing with time-series data, it is necessary to pay attention to the granularity of the features. Automotive real-world data from the vehicle contain recorded signals from the Controller Area Network (CAN); thus, time-series are directly influenced when sudden changes appear, such as changes in the velocity profile. Features calculated on the complete trip may suffer from missing out on fine-grained information, which would get lost when features are calculated on the whole trip. Thus, suitable segmentation methods need to be considered. There exist two main concepts for the segmentation of such data:

- Static segmentation.
- Dynamic segmentation (via grouping variables or micro-trips).

An example of the application of these segmentation methods is shown in Fig. 5.

A straightforward method is a static segmentation, which uses fixed intervals for segmenting the data. These intervals can be distance-based or time-based, thus resulting in segments of equal length in time or distance.

Dynamic segmentation in general applies different rules to the data. There are two commonly used methods for dynamic segmentation, based on micro-trips and via grouping variables. Dynamic segmentation is based on grouping variables to segment data when a value in at least one categorical signal is changing. Dynamic segmentation is based on micro-trips using intervals between two stops (micro-trip) along a trip when segmenting data.

In the literature, authors utilized various segmentation methods for their research and stated different pros and cons regarding those segmentation methods. For the training of an energy consumption model, De Cauwer et al. applied time-based static segmentation (2 min, 5 min and 10 min) to segment the used data [27]. A similar study conducted by Li et al. investigated the effects of different segmentation methods on the energy consumption model [19]. Due to the nature of the static segmentation method, they mention that segments may suffer from information discontinuities, especially when dealing with categorical data. Calculating features by, e.g., aggregating changing speed limits is not trivial and may result in missing important information.

Kamble et al. proposed a methodology for developing a driving cycle using micro-trips extracted from real-world data, but they mention that a dynamic segmentation based on micro-trips suffers from information discontinuities [28]. In addition, segments retrieved between two stops may result in a big difference in length for each segment: no stop during a trip results in a segment of the length of the whole trip. Thus, important fine-grained information may get lost when aggregating a whole trip into one feature.

Ericsson et al. investigated in their study the influence of driving patterns on the fuel-use and exhaust of ICEVs [29]. For segmentation, they applied dynamic segmentation based on 11 grouping variables covering driver behavior, street topology, vehicle characteristics, and traffic. In another study by Langner et al., they derived logical scenarios via separating scenarios via categorical and ordinal grouping variables [30]. Elspas et al. used a rule-based method to detect scenarios based on multivariate time-series segmentation [31]. Navigation providers such as HERE and Google utilize dynamic segmentation based on grouping variables as well to segment the street map into segments [32, 33]. In general, when applying grouping variables, the used signals are homogeneous within a segment.

Due to the sheer amount of possible segmentation methods, it is necessary to analyze which of the methods performs best when different features are calculated and the different selection and extraction methods are applied. Thus, all of them need to be considered for an exhaustive evaluation of the possible combinations.

Feature Engineering

Feature engineering prepares the input data in such a way that it is compatible with the individual requirements of the machine learning algorithm. Thus, it is one of the most crucial parts when developing machine learning algorithms. In our methodology, it consists of three parts: signal preprocessing, feature calculation, and feature preprocessing.
In general, noisy and faulty data do harm the performance of a machine learning algorithm [34]. This is especially true for automotive real-world data recorded from CAN. Therefore, during data preprocessing, smoothing the original data is necessary. A commonly used smoothing filter is the Savitzky–Golay (SG) filter, which uses the time domain for applying a low-pass filter on the signal for removing noise in time-series without distorting the original information [35].

Another important aspect of data preprocessing is dealing with different data categories.

Signals in automotive data commonly belong to signal types of nominal, categorical, or ordinal, if the order of a categorical signal is known. However, categorical signals can lead to problems for machine learning algorithms, because many algorithms cannot operate on such data directly [36]. One way to cope with categorical signals is to apply encoding techniques such as One-hot encoding. This is done by converting categorical data to numerical values. For each of the categorical variables, a new binary variable is added. Therefore, whenever a categorical variable occurs in the original signal the value of the corresponding binary variable is 1, otherwise 0. This is beneficial for segmentation methods that suffer from aggregating categorical data, such as static segmentation.

Differences in the scales across input variables may increase the difficulty of the problem being modeled. An example of this is that large input values (e.g., a spread of hundreds or thousands of units) can result in a model that learns large weight values. A model with large weight values is often unstable, meaning that it may suffer from poor performance during learning and sensitivity to input values resulting in higher generalization error.

To prevent data leakage, the applied data scalers are only applied to the training data. Afterward, the fitted scalers are applied to the test data. Once fit, the data preparation algorithms or models can then be applied to the training dataset, and to the test dataset. Those now preprocessed signals are ready to be used for calculating features.

The step of feature calculation covers the proper transformation and aggregation of data into more suitable features for a machine learning algorithm, but it is not trivial to choose the correct representation for the features. Usually, experts engineer features using their domain knowledge to transform the original data into more suitable features. Due to the sheer possibilities when doing so, this can be a time-consuming task. Additionally, when relying on an expert, it may suffer from being biased by the expert resulting in an unfavorable selection of features. Therefore, tools and libraries such as tsfresh exist that automatically calculate numerous statistical features on time-series data without being biased by expert decisions [37]. Respective signals which cover all influencing factors on the energy consumption (see Fig. 3) need to be considered when working with such tools to fully utilize their potential contribution to the benefit of a machine learning algorithm.

**Feature Selection**

By eliminating irrelevant and redundant features, the risk of overfitting as well as the curse of dimensionality can be minimized to maximize the relevance of the remaining features. A naive approach for eliminating irrelevant features is to try out all the possible combinations to evaluate which feature subset yields the best results. Such approaches are called brute-force search or exhaustive search. However, the computational cost for an exhaustive search is extremely high, e.g., for 100 features \(2^{100} = 1.26^{30}\) different possibilities exist [38]. Therefore, feature selection approaches exist that rely on heuristics to find the best subset of features that allows for building a model with improved performance, reduced computational cost, and improved interpretability [39]. Based on how they utilize a machine learning model, feature selection methods can be classified into filter, wrapper, embedded, and hybrid methods [40, 41].

Filter methods do not rely on a machine learning model when selecting relevant features. They apply statistical measures to score the dependence between features to find the most relevant ones [42]. Examples of the possible statistical measures are correlation coefficient, variance, Chi-square test, and mutual information. The selected features benefit from a low inter-correlation between each other due to removing such features to further reduce redundancy [43]. In addition, filter methods are computationally very fast and can therefore be scaled easily.

Wrapper methods use a machine learning model, such as a predictive model, to evaluate feature subsets [39]. For those methods, finding the best subset of features can be described as a search problem, where different feature subset combinations are evaluated against each other. Genetic algorithms, random search, and sequential selection search can be used as a search strategy to find the optimal solution [44, 45]. However, based on the used machine learning model, the search for an optimal solution can be computationally high but generally achieve better results than filter methods. The most commonly used representatives for wrapper methods are sequential backward selection (SBS), sequential forward selection (SFS), and recursive feature elimination (RFE). They mainly differ in their approach to how the best feature subset is found while utilizing the machine learning model [46–48].

Embedded methods, as the name suggests, integrate feature selection as part of the machine learning model. They select features that have the most contribution to the accuracy of the machine learning model by performing feature selection during the construction and training of the model [39, 49]. Embedded methods are less prone
to overfitting compared to wrapper methods and are more accurate than filter methods. Embedded features exist in different variations such as regularization methods (e.g., lasso regression) and algorithm-based methods (e.g., decision trees) [50].

Hybrid feature selection methods combine different feature selection methods to get the best possible feature subset. An example of such hybrids is the concept by Hsu et al. which combines filter and wrapper methods [51]. The main idea of that hybrid is to utilize the efficiency of filter methods and the accuracy of wrapper methods. Nevertheless, hybrid methods are currently not covered in this study.

**Feature Extraction**

Although applying feature selection methods to reduce dimensionality to achieve meaningful feature subsets, it may be beneficial to combine them to new more meaningful features [52]. Thus, resulting in additional improvement of the accuracy, reducing the risk of overfitting, and speeding up the training of the machine learning model. This is done by feature extraction methods, which reduce existing features by creating new ones via a linear combination of the existing ones. The original features are then removed from the feature subset, because the new features should be able to cover all the information of the originals. Commonly used techniques for feature extraction are Principal Component Analysis (PCA), exploratory factor analysis (EFA), and Linear Discriminant Analysis (LDA) [53, 54]. For EFA, the Kaiser’s criterion is used to find the optimal number of factors that have eigenvalues greater than one.

**Evaluation**

For the evaluation of the selected and extracted feature subsets, the performance of different prediction models needs to be evaluated. The formula for the energy consumption (Eq. 1 resp. Eq. 2) can be described as a linear combination of the kinematic parameters [55]. The coefficients of the linear combination can then be determined by applying a multiple linear regression (MLR). Thus, MLR is a suitable model to evaluate if a model can learn the relationship between energy consumption and selected resp. extracted features. Another widely popular machine learning model is the Support Vector Machine (SVM). Applying the concepts of SVM to regression problems is called Support Vector Regression (SVR) and benefits from being robust to outliers with high estimation accuracy [56]. However, studies have shown that mixing multiple machine learning models improves estimation performance when compared to using a single machine learning model [57]. This is called Ensemble Learning and has already been used to estimate the energy consumption of BEVss [58, 59]. Gradient boosting and Random Forest Regressor are such Ensemble Learning methods that increase the robustness of the utilized regression models [60, 61]. Thus, in this study, the following regression models are used for the evaluation:

- Multiple linear regression
- Support vector regression (incl. different kernel types)
- Gradient boosting regressor
- Random forest regressor.

This allows interpretation of each feature subset regarding their potential benefits for different models architectures. To measure the performance of each of the applied models, the $R^2$ scoring metric is used [62]. $R^2$ scoring metric between the real value $y$ and the predicted value $\hat{y}$ is calculated via the following equation:

$$R^2(y, \hat{y}) = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2},$$

where: $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$.

For the evaluation of the trained predictive models, it is necessary to split the training from the test data. To prevent overfitting and achieve a less biased and less optimistic estimate of the model, we suggest the application of cross-validation. There exist different cross-validation techniques such as Resubstitution, Holdout, Leave-one-out, and K-Fold Cross-Validation [63]. In addition, there exist special cross-validation techniques for time series that pay attention to the timestamp of the data. This can be done by applying cross-validation on a rolling basis. This is especially reasonable if algorithms such as LSTMs are used that use prior data points to estimate future data points. However, this is not relevant in this study due to the applied linear models which learn the relation of a single calculated feature and its corresponding energy consumption instead of considering the time series itself. Thus, we use a standard K-Fold Cross-Validation with $k = 4$. 
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**Fig. 6** Fourfold cross-validation for training and test data
Allowing us to evaluate four models on different parts of the data. Figure 6 shows the concept for the fourfold Cross-Validation.

Thus, the data are partitioned into a fixed number of folds. In each iteration, threefolds are used for training and onefold for testing the models on different parts of the data. After four iterations, we calculate the average of each iteration’s accuracies $E_i$ to retrieve our final score $E$ for evaluation of the models. This is done for each introduced model to evaluate the general performance of feature subsets in different models.

### Results and Discussion

For demonstrating the feasibility of our suggested methodology for the fully automated selection and extraction of energy-relevant features for the energy consumption of BEVs, we utilized a collection of different test drives including different drivers and routes, but with the same type of vehicle. Table 1 provides an overview of the used test drives.

In this study, we utilized signals from the vehicles’ CAN such as the vehicle’s velocity and acceleration, the drivers’ interaction with the vehicle (use of gas pedal), roads slope and altitude, information about the State of Charge, and the battery temperature including the outside temperature. For smoothing the noisy real-world data from the CAN, we applied the SG filter and sampled each signal with 10 Hz. Historical information about traffic conditions was obtained by the data provider HERE\(^2\) including speed regulations. However, additional information about historical weather conditions such as wind, perception, as well as visibility was not available during the experiment. Data providers such as the open-source database Meteostat\(^3\) did not offer suitable historical weather data for this research.

In this study, the following signals 13 have been included: brake pedal usage, gas pedal usage, mean speed of other road participants on road segments, max speed of other road participants on road segments, slope of road segments, speed limit of road segments, steering wheel angle, street class of road segments, temperature inside, temperature outside, vehicle acceleration, vehicle deceleration, and vehicle velocity. Finally, the categorical signals speed limit and street class have been one-hot encoded, resulting in 24 signals. For each signal, the following 14 different statistical features were calculated by utilizing the tsfresh library’s methods (version 0.17.0) [37]: abs_energy, absolute_maximum, absolute_sum_of_changes, count_above_mean, count_below_mean, maximum, mean, median, minimum, root_mean_square, standard_deviation, sum_values, variance, variation_coefficient. Leading to a total of 336 features for this study.

For the segmentation methods, we included different variations. For the static segmentation, we included distance-based lengths of $l \in \{500 \text{ m}, 1000 \text{ m}, ..., 5000 \text{ m}\}$ and time-based lengths of $t \in \{60 \text{ s}, 120 \text{ s}, ..., 600 \text{ s}\}$. Resulting in 20 static segmentation variations. For the dynamic segmentation, one micro-trip-based segmentation and three variations of grouping variables (speed limit, street class, speed limit + street class) were used. Thus, a total of 24 variations of segmentation methods were investigated.

In this study, we utilized data scalers, filter methods, and feature extraction methods from the scikit-learn library (version 1.0.0) with default parameters [64].

To investigate the different potential impacts of data scaling methods, numerous methods were considered. We investigated the following six variations for data scaling: None, Min-Max-Scaler, Standard-Scaler, Robust-Scaler, Quantile-Transformer, and Power-Transformer.

For the feature selection step, six methods were investigated. For filter methods, correlation-based methods (CF) as well as mutual information (MI) methods were implemented. Wrapper methods were covered by SBS, SFS, and RFE. For the embedded methods, only Least Absolute Shrinkage and
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\(^2\) HERE website: [https://www.here.com/](https://www.here.com/).

\(^3\) Meteostat website: [https://meteostat.net](https://meteostat.net).
Selection Operator (LASSO) was implemented. For the extraction of features, PCA and EFA were utilized. Table 2 summarizes the implemented variations of each of the steps of our methodology, as well as the final result of investigated combinations.

As already mentioned in Sect. 2.5 to evaluate each of the 1728 combinations, we used fourfold cross-validation with $R^2$ scoring metric to calculate the average score $E$ for five regression models: multiple linear regression (MLR), gradient boosting regressor (GBR), random forest regressor (RFR), support vector regression with a polynomial kernel ($SVR_{poly}$), and support vector regression with a Radial Basis Function kernel ($SVR_{RBF}$). The execution time of our experiment is measured on a PC with an Intel Core i5-8600K processor, which runs at a frequency of 3.60 GHz, and 32 GB of ram. The total execution time of our methodology and the 1728 combinations was roughly 19 days. Table 3 shows the execution time for the segmentation method with the most data points (500 m, 78,000 points) and the least data points (micro-trips, 3800 points).

It can be seen that running the wrapper methods SFS and SBS took the longest to calculate. These findings are consistent with research, showing that the search for an optimal solution can be computationally high for wrapper methods.

A combined result score of the five model scores was calculated to evaluate the overall performance of a combination for every utilized model. Considering a threshold of $R^2 > 0.9$, roughly 98% of the evaluated combinations did not meet that criterion. Resulting in 50 remaining combinations for further investigation. Figure 7 shows an overview of the feature selection methods for the remaining top 50 combinations.

All the implemented feature selection methods are present in the top 50 combinations, but LASSO and CF are the most represented methods. These findings suggest that selecting relevant features by using LASSO and CF yield better results compared to other selection methods. Especially, for MI only two combinations remained, thus it is the least represented method of them all.

Table 4 shows the detailed results for the best ten combinations. It shows that every segmentation method, besides micro-trips, is represented in the top ten combinations. We speculate that this might be due to the nature of a micro-trip-based segmentation, which aggregation larger parts of a trip for calculating features. Thus, it may suffer from missing out on fine-grained information, which would get lost when features are calculated on larger parts of a trip. Every combination in the top ten utilized the Quantile-Transformer as a data scaler during preprocessing. This suggests that for scaling data, the application of the Quantile-Transformer should be considered as an additional preprocessing step. All selection methods and extraction methods are present in the top ten combinations. However, EFA is the most represented one and PCA is only included in the combination with a correlation-based filter and dynamic segmentation with grouping variables. From this standpoint, EFA can be considered the preferred extraction method. For the top ten combinations in Table 4, on average, roughly 23 features have been selected by the applied selection methods. Thus, reducing the 336 features by roughly 93%. It can therefore be assumed that roughly 23 features are sufficient for covering relevant data of vehicle signals if those features are carefully selected. Furthermore, an average of six factors could be extracted by the applied feature extraction methods for the selected features in Table 4. It can be noted that SBS selected the most and SFS the least number of features; resulting in 1 extracted feature for SBS and 16 for SFS. A note of caution is due here, since using only one extracted feature for covering the various aspects of relevant vehicle signals may be undesired due to the limited interpretability of that extracted feature. One unanticipated finding was that $SVR_{poly}$ performed

| Step | Execution Time |
|------|----------------|
| Feature Engineering | |
| 500 m | Micro-Trips |
| 21 min 11 s | 10 min 20 s |
| Selection | |
| CF | 9 s | 4 s |
| MI | 58 s | 4 s |
| RFE | 4 min 3 s | 9 s |
| SFS | 35 min 28 s | 02 min 01 s |
| SBS | 12 h 38 min 47 s | 39 min 27 s |
| LASSO | 1 s | 1 s |
| Extraction | |
| PCA* | 2 h 33 min 25 s | 15 min 33 s |
| EFA* | 3 h 16 min 43 s | 16 min 47 s |
| Total | 19 h 30 min 45 s | 1 h 24 min 26 s |

* Including segmentation and one data scaler
** Combined execution time of all selected feature sets
worse than the other regression models; indicating that a polynomial kernel function should not be considered as a regression model for the energy consumption. However, no significant performance differences could be seen for the other regression models. The overall combined results of every combination in the top 10 are better than 0.93. It is important to highlight the fact that only regression models were used in this study. It remains unclear to which degree different model architectures may yield different results in regard to performance and selected or extracted features. However, according to these data, we can infer that even though wrapper methods such as SBS for SFS yield good results, other selections methods should be considered due to reduced execution time and yielding similar results. Thus, the total execution time can be reduced drastically for our methodology by leaving out wrapper methods. To further investigate the best combination, Fig. 8 shows a scree plot for the Kaiser’s criterion applied to the 16 selected features of the first entry in Table 4.

![Scree plot for the 16 selected features of the best combination](image)

Fig. 8 Scree plot for the 16 selected features of the best combination

It shows that six factors have eigenvalues $\geq 1$ and thereby meet the Kaiser’s criterion. To investigate how much data can be covered by the selected number of factors is known as the extracted variance. A sufficient extracted variance for the factors needs to cover 75–90% of the data [65]. In Fig. 9, the extracted variance for each factor as well as the cumulative extracted variance of the 9 factors is shown.

Even though 6 factors meet the Kaiser’s criterion and the overall performance, regarding the $R^2$ scoring metric gave the best results, the extracted variance of 66% does not meet the suggested lower threshold of 75%.

As seen in the results, no prior decisions can be made when deciding on a segmentation, data scaling, selection, and extraction method. These findings suggest that each possible combination needs to be considered and evaluated reasonably to retrieve the best feature subset. Thus, confirming our suggested methodology for a fully automated selection and extraction of energy-relevant features for the energy consumption of BEVs.
Conclusion and Future Work

The main contribution of this work is a fully automated methodology for the selection and extraction of energy-relevant features for the energy consumption of BEVs. For this purpose, we design our methodology to cover all important steps: segmentation, feature engineering, feature selection, feature extraction, and evaluation. Due to many existing methods in each of the steps, we investigated a selection of them for utilizing the full range of combinatorial possibilities. Based on 336 calculated features, a total of 1728 combinations of different segmentation, selection, and extraction methods as well as data scalers were investigated.

By evaluating every combination, only roundabout 2% (= 50 in total) of all combinations did meet that criterion of an averaged $R^2$ metric score for all considered regression models to be $> 0.9$. On average, the 336 features could be reduced to roughly 23 selected features and 6 extracted features for the top 10 combinations. No clear conclusion could be drawn regarding which segmentation, data scaling, selection, and extraction method should be considered all the time. Only the Quantile-Transformer data scaler was represented in all the top ten combinations. Thus, no prior decisions can be made when deciding on one of the methods. The presented results proved our motivation for our methodology to make use of the full range of combinatorial possibilities. However, if execution time is an important aspect of one’s research, wrapper methods should not be considered due to high computational cost and yielding similar results when compared to filter methods.

Although the current study investigates several features regarding influencing factors on energy consumption, features of weather conditions are mainly missing. Thus, integrating data providers for historical weather information may provide additional insights into relevant weather condition features on energy consumption. In addition, the scope of this study did not consider any parameter optimization for the utilized methods. However, this might prove beneficial and yield different results, therefore, need further investigation.

Future work may extend the repertoire of methods and algorithms in each of the methodology steps such as extending automated calculated features, including hybrid feature selection methods, applying different rotation approaches for feature extraction, as well as adding additional models for the evaluation. Thus, extending and investigating more combinatorial possibilities when applying a fully automated methodology for the selection and extraction of energy-relevant features. Furthermore, future work may investigate the potential differences in feature subsets when applying our methodology to specialized data. Identifying different energy-relevant features for varying driver types and road types may provide useful insights on designing specialized machine learning models for special conditions to further improve the estimation of energy and range for BEVs.
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