Quantum annealing algorithms for track pattern recognition
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Abstract. The High-Luminosity Large Hadron Collider (HL-LHC) starts from 2027 to extend the physics discovery potential at the energy frontier. The HL-LHC produces experimental data with a much higher luminosity, requiring a large amount of computing resources mainly due to the complexity of a track pattern recognition algorithm. Quantum annealing might be a solution for an efficient track pattern recognition in the HL-LHC environment. We demonstrated to perform the track pattern recognition by using the D-Wave annealing machine and the Fujitsu Digital Annealer. The tracking efficiency and purity for the D-Wave quantum annealer are comparable with those for a classical simulated annealing at a low pileup condition, while a drop in performance is found at a high pileup condition, corresponding to the HL-LHC pileup environment. The tracking efficiency and purity for the Fujitsu Digital Annealer are nearly the same as the classical simulated annealing.

1 Introduction

After the discovery of a Higgs boson, the main targets in the energy frontier experiments at Large Hadron Collider (LHC) are a precise measurement of the Standard Model processes and the discovery of new physics phenomena beyond the Standard Model. To maximize the sensitivity for such phenomena, the LHC is planned to be upgraded from 2027, named High-Luminosity LHC (HL-LHC) \cite{1}. The beam intensity of the HL-LHC increases several times higher than the LHC, resulting in high luminosity ($L = 5 \times 10^{34}$ cm$^{-2}$ s$^{-1}$), large number of collisions (pileup) per bunch crossing ($\langle \mu \rangle \sim 200$) and high readout rate in each sub-detector. As well as stable detector operation, it is a challenging task to efficiently process the enormous amount of data in the physics analysis and object reconstruction step.

Track pattern recognition (tracking) is expected to seriously suffer from the increased pileup as shown in Figure 1 because the track reconstruction algorithm is based on a combinatorial algorithm. Next-generation collider experiments require a new idea of a track pattern recognition to reduce the computing time while keeping the tracking performance.
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Recent novel techniques could solve the track pattern recognition task with a better performance. In the TrackML Particle Tracking Challenge [2] held at Kaggle and CodaLab, several winner algorithms [3] use a machine learning technique to improve the tracking performance. The HEP.TrkX [4] project also proposed new algorithms with learning methods based on deep neural networks. Furthermore, some approaches using a quantum computer are also proposed [5–8].

This paper focuses on an application of a quantum computer, which has recently become easy-to-access as some companies provide their devices for commercial use. It is known that some quantum algorithms have a clear advantage in solving complex computational problems, e.g., solving an inverse matrix task [9] and factorization of prime numbers [10]. Since a quantum computer uses quantum bits (qubits), which can represent a superposition of 0 and 1 states, the Hilbert space grows exponentially by increasing the number of qubits. A quantum computer is expected to have an advantage in solving a combinatorial optimization problem and would be a promising alternative for solving a track pattern recognition problem.

There are two types of quantum computing devices. One is a gate-based quantum computer, which uses quantum gates to solve the problem, and can be used for general-purpose tasks. The gate-based quantum computer is progressing fast, as demonstrated by Google recently claiming the achievement of quantum supremacy [11]. The number of qubits, however, is limited, e.g., 53 qubits for a Google quantum device [11] and IBM quantum device [12]. The other is an annealing-based quantum device, which solves problem by slowly changing the Hamiltonian and searching for the lowest energy state with a quantum fluctuation. It is not a general-purpose device, but is expected to solve the specific type of problem efficiently such as the minimization of Ising Hamiltonian. Based on the previous study [13], we demonstrate the algorithms to solve a track pattern recognition using an annealing technique with the D-Wave quantum annealer and the Fujitsu Digital Annealer.

Figure 1: (a) Estimated CPU resources (b) Object reconstruction time as a function of pileup (⟨μ⟩) [14]

2 Methodology

2.1 Track pattern recognition

Track pattern recognition is to find the correct combination of sensors activated by a charged particle along the particle trajectory. The correct set of sensors is chosen by using spatial
positions of activated sensors, called \emph{hits}. A trajectory of a charged particle can be modeled with five parameters. The main strategy of a good track pattern recognition is to check the consistency of hit positions on a possible trajectory. Since the number of hits in a trajectory is usually designed to be much more than the number of parameters of the trajectory, the correct hit set can be selected with rejecting combinatorial random coincidences.

This study uses the dataset prepared for the TrackML Particle Tracking Challenge [2], which was created assuming the HL-LHC pileup environment. The tracking detector consists of ten barrel layers and six or seven end-cap layers for both sides. The typical number of hits of a charged particle track in the barrel region is ten. The number of tracks is about ten thousand per bunch crossing, and the total number of hits is about one hundred thousand per bunch crossing, corresponding to the HL-LHC environment. In this study we focus on high transverse-momentum ($p_T$) tracks with $p_T$ more than 1 GeV produced in the barrel region. The tracking performance is evaluated only for high $p_T$ tracks, although all hits produced by low $p_T$ tracks are used in the tracking.

\subsection{2.2 Track parameters}

A trajectory of a charged particle is characterized with five parameters. If a charged particle is not interacting with any fields or particles, the trajectory is a straight line, which can be modeled by four parameters: polar angle ($\theta$), azimuthal angle ($\phi$), a transverse distance from a collision point ($d_0$) and a longitudinal distance from a collision point ($z_0$). In a practical detector, there is a magnetic field along the beam axis to measure the transverse momentum, resulting in a charged particle curling and moving as a helix. The additional track parameter is a bending curvature, written as $1/R$ in this paper, where $R$ is a Menger curvature.

\subsection{2.3 Hamiltonian}

A Hamiltonian for an annealing algorithm can be designed such that the ground state corresponds to the correct set of track patterns.

The previous study [15] using a Hopfield network for a track finding defines a Hamiltonian as follows

\begin{equation}
E = -\frac{1}{2} \left[ \sum_{klm} T_{klm} V_{kl} V_{lm} - \alpha \left( \sum_{klm(n\neq l)} V_{kl} V_{kn} + \sum_{klm(m\neq k)} V_{kl} V_{ml} \right) - \beta \left( \sum_{mn} V_{mn} - N_a \right)^2 \right],
\end{equation}

where $V_{ij}$ is a pair of hits (doublet), $i$ and $j$ are the indices for the two hits. The first term in the square brackets reduces the energy when two doublets sharing a hit align on a straight line, and the length of the doublet is short. The second term gives a penalty when doublets share hits. The last term controls the number of doublets. In the high pileup condition, Eq. (1) causes a zigzag pattern, which looks like a flip of a sign of the curvature at each layer because of the missing penalty term to avoid such pattern\footnote{A method with additional penalty terms is proposed in Ref. [6].}. Additionally, many fake candidates tend to be produced at a high pileup condition.

Following the previous study [13], we use \emph{triplets}, which consists of three hits, as a qubit instead of a doublet, and a target function to be minimized is defined as follows,

\begin{equation}
E = \left( \sum_i N \alpha_i T_i \right) - \left( \sum_{i,j} S_{ij} T_i T_j \right) + \left( \sum_{i,j} \xi_{ij} T_i T_j \right),
\end{equation}
where $T_i$ represents whether a triplet is legitimate or not, and it is assigned as a qubit. This form is called a Quadratic Unconstrained Binary Optimization (QUBO) and used in the annealing framework. The first term constrains the number of triplets unable simultaneously and gives a penalty if the triplet seems to be a combinatorial fake, which is identified using impact parameters of a triplet,

$$\alpha_i = \frac{1}{2} \left( 1 - e^{-d_0/C_{d_0}} \right) + \frac{1}{5} \left( 1 - e^{-z_0/C_{z_0}} \right),$$  

(3)

where $C_{d_0}$ and $C_{z_0}$ are normalization constants controlling the magnitude of the penalty. We assign $1.0$ (0.5) mm as $C_{d_0}$ ($C_{z_0}$) in this study. The values were determined to maximize the tracking performance (which is defined in Sect. 3.2).

The second term gives a reward if the relation of two triplets is consistent with a hypothesis that they belong to a same trajectory, and the hypothesis is evaluated using the curvature, direction, and the presence of a missing hit (hole) in the triplet. The coefficient ($S_{ij}$) is defined as

$$S_{ij} = \frac{1 - \frac{1}{2} (P_{R,i,j} + P^\theta_{i,j})}{(1 + H_i + H_j)^2},$$

(4)

$$P_{R,i,j} = \frac{\left| (1/R)_i - (1/R)_j \right|}{C_R},$$

(5)

$$P^\theta_{i,j} = \frac{\max(\delta\theta_i, \delta\theta_j)}{C^\theta},$$

(6)

where $H_i$ is the number of holes in the $i$-th triplet, $(1/R)_i$ is the curvature of the $i$-th triplet, and $\delta\theta_i$ is the difference of polar angles between two doublets in the $i$-th triplet. The $C_R$ and $C^\theta$ are the normalization constants controlling how much inconsistency is allowed. We assign $0.1$ mm$^{-1}$ (0.1 radians) as $C_R$ ($C^\theta$) in this study.

The third term gives a penalty to a triplet pair with shared hit. Since it is rare for a hit to be shared by two charged particles, a track having a shared hit tends to be a combinatorial fake. We use $\zeta_{ij} = 1$ for a pair of triplets which share the same hits, and $\zeta_{ij} = 0$ otherwise.

Eq. (2) can be written simply as follows

$$O(a, b, T) = \sum_{i} a_i T_i + \sum_{i} \sum_{j<i} b_{ij} T_i T_j$$

(7)

$$b_{ij} = \begin{cases} -S_{ij} & \text{if a pair of triplets align in sequence} \\ \zeta_{ij} & \text{if a pair of triplets share a hit} \\ 0 & \text{otherwise} \end{cases}$$

(8)

2.4 Triplet selection

A triplet selection is applied before a QUBO building to reduce the size of QUBO for efficient QUBO solving. It is required for a triplet that the number of holes ($H_i$) is less than two, the curvature $(1/R)$ is less than 0.8 [mm$^{-1}$], and the consistency of the polar angle within a triplet ($\delta\theta$) is less than 0.1. Additionally, it is required that there is a pair of triplets that align in sequence with sharing two hits and are consistent with originating from a same charged track with $P^R_{i,j} \leq 1$ and $S_{ij} > 0.2$. 


3 D-Wave quantum annealer

3.1 QUBO solver

We use two software tools to solve a QUBO problem. The first one is qbsolv [16], which is a solver provided by the D-Wave for the D-Wave quantum annealing system [17]. The qbsolv splits a large QUBO problem into small sub-QUBOs to fit the D-Wave system. The solver finds a global minimum of the QUBO by iterating the process of (1) splitting into sub-QUBOs and finding globally the lowest energy state for each sub-QUBO using the D-Wave quantum annealer and (2) combining the sub-QUBO results and optimizing the solution locally using a classical tabu solver. In this study, we use D-Wave 2000Q system, which has 2048 qubits and the qubits connect with the other 5-6 qubits. The second software tool is neal [18], which is a classical simulated annealing solver. This solver is used for comparison of the results with the D-Wave system.

3.2 Performance

Figure 2 shows a set of doublets belonging to triplets with different colors representing different doublet types, and the doublets are projected onto a x-y plane perpendicular to the beam line. Before the triplet selection, there are 390,000 doublets, where more than 99 percent of doublets are fake. After the triplet selection, the number of doublets decreases to 2,445, but there remain fake doublets as shown in Figure 2 (a). After QUBO solving, almost all fake doublets disappear as shown in Figure 2 (b), where the number of reconstructed doublets is 1,424 with the purity of 98.5 percent and the efficiency of 96.4 percent. Here, the efficiency is defined as a ratio of the number of reconstructed and truth-matched doublets to the number of true doublets, and the purity is defined as a ratio of the number of reconstructed and truth-matched doublets to the number of reconstructed doublets.

Figure 3(a) shows purity and efficiency as a function of the number of charged particles obtained by using the two solvers (qbsolv and neal). The lowest bin (number of particles = 818) corresponds to the 10 percent of the HL-LHC pileup condition, and the highest bin (= 6549) corresponds to the 80 percent of that. Our method works with more than 90 percent efficiency and more than 85 percent purity even at 80 percent of the HL-LHC pileup condition. Both solvers have similar performance at a low pileup environment, while the performance of the qbsolv with the D-Wave annealing machine is worse than the classical simulated annealing at a high pileup environment. Figure 3(b) shows the compositions of the doublets found after solving the QUBO. The missing doublets and fake doublets both increase at a high pileup environment.

4 Fujitsu Digital Annealer

The Fujitsu Digital Annealer [19] is an annealing device solving QUBO problems by classical simulated annealing using logic circuits on a chip. Compared to the D-Wave quantum annealer, it is easy to increase the QUBO size and the Digital Annealer works at a normal temperature.

The use of classical simulated annealer for the tracking problem is demonstrated with using the 1st generation chip of the Fujitsu Digital Annealer [19], which has 1024 bits with full connection with other bits and has 16-bit accuracy for a coupling weight in a QUBO. To fit the QUBO size to the limitation of the device, a QUBO is built by taking a narrow $\eta$.

---

2As described in Sect. 3.1, qubits in D-Wave 2000Q system connects with the other 5-6 qubits (Chimera graph). Therefore, the Fujitsu Digital Annealer can embed much larger QUBO than D-Wave 2000Q.
Figure 2: An example of doublets on x-y place in one collision event (a) before QUBO solving (b) after QUBO solving. Dark (light) green line shows a reconstructed doublet within (without) the momentum acceptance. Blue line shows a missing doublet, which should be reconstructed but not remain after QUBO solving. Red line shows a fake doublet, which is not associated with injected tracks and remains after QUBO solving. Since the categorization of doublets is evaluated after connecting the neighbor doublets, a badly connected doublet with wrong neighbor doublets is identified as a missing.

Figure 3: (a) Purity (circle) and efficiency (square) as a function of the number of particles. Black (red) shows the results by neal (qbsolv) solver. (b) The number of tracks of each categories. Tracks are reconstructed from connected doublets. If a track contains less than five doublets, the track is rejected. A coloring is defined in a similar way in Figure 2.
region of the detector (width of 0.07) and shifting the $\eta$ region iteratively with small overlaps of the width of 0.01.

Figure 4 shows the efficiency and purity of an event randomly selected for the performance evaluation as a function of the density. The performance of the Digital Annealer is nearly the same as the neal solver for all hit density conditions.

![Figure 4: Efficiency (a) and purity (b) as a function of a fraction of a hit density for a HL-LHC pileup environment. Black line is a result by the neal solver. Magenta, blue and red line show results by the Digital Annealer with different solver-configurations.](image)

Table 1 shows the CPU time of the annealing by the neal solver, CPU time of a preprocessing/postprocessing by the Digital Annealer, and annealing time on the Digital Annealer Unit. A queue and network time are not included here. Also, a common preprocessing/postprocessing time (triplet selection/QUBO building/track formation) are not shown in the table. The annealing time on the Digital Annealer is independent of the hit density, while the CPU time depends on the hit density. The dominant part of the computing time for the Digital Annealer is CPU time in the case of the full density.

Table 1: A comparison of the compute time of the Digital Annealer and the neal solver. $N_{slice}$ is the number of $\eta$ slices. A queue and network time of the Digital Annealer are not included in this table.

| Density [%] | $N_{slice}$ | DA [sec] | neal [sec] |
|------------|------------|----------|------------|
|            | CPU time  | Anneal time | total time |
| 5          | 46        | 0.09     | 0.29       | 0.27 |
| 10         | 68        | 0.15     | 0.42       | 0.66 |
| 20         | 71        | 0.22     | 0.44       | 1.29 |
| 40         | 74        | 0.52     | 0.45       | 2.46 |
| 60         | 73        | 0.94     | 0.45       | 4.29 |
| 80         | 74        | 1.79     | 0.46       | 7.49 |
| 100        | 74        | 3.73     | 0.45       | 12.87 |

5 Conclusion

We demonstrated a new method of track finding with annealing device. A QUBO is built based on triplets, considering the relation between triplets and the property of the triplet
The track finding is performed by searching for the lowest energy state under the Hamiltonian using a D-Wave quantum solver, a classical simulated annealing solver running on CPU, and the Fujitsu Digital Annealer. In a high pileup condition up to 80 percent of the HL-LHC pileup condition, the efficiency is more than 85 percent, and the purity is more than 90 percent for the qbsolv, while the performance of the neal solver is better than the qbsolv. The performance of the Fujitsu Digital Annealer is evaluated with splitting data into $\eta$ slices and is nearly the same as the neal solver.

The annealing devices are one of the possible approaches for the track pattern recognition task. However, to utilize D-Wave quantum device with its quantum advantages or to reduce the total time of the track finding, there are some considerable issues as discussed in Ref. [13]. Further studies are necessary to use the annealing techniques in the practical track finding tasks.
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