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Abstract. We consider the problem of contextual multi-armed bandits in the setting of hypothesis transfer learning. That is, we assume having access to a previously learned model on an unobserved set of contexts, and we leverage it in order to accelerate exploration on a new bandit problem. Our transfer strategy is based on a re-weighting scheme for which we show a reduction in the regret over the classic Linear UCB when transfer is desired, while recovering the classic regret rate when the two tasks are unrelated. We further extend this method to an arbitrary amount of source models, where the algorithm decides which model is preferred at each time step. Additionally, we discuss an approach where a dynamic convex combination of source models is given in terms of a biased regularization term in the classic LinUCB algorithm. The algorithms and the theoretical analysis of our proposed methods substantiated by empirical evaluations on simulated and real-world data.
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1 Introduction

The multi-armed bandit problem (MAB) [27,22,7] revolves about maximizing the reward collected by playing actions from a predefined set, with uncertainty and limited information about the observed payoff. At each round, the bandit player chooses an arm according to some rule that balances the exploitation of the currently available knowledge and the exploration of new actions that might have been overlooked while being more rewarding. This is known as the exploration-exploitation trade-off. MAB’s find applications in several areas [6], notably in recommender systems [16,33,18,13]. In these applications, the number of actions to choose from can grow very large, and it becomes provably detrimental to the algorithm’s performance to ignore any side information provided when playing an action or dependence between the arms [4]. Considering such information defines the Stochastic Contextual Bandits [14,16,8,1] setting, where playing an action outputs a context-dependent reward, where a context can correspond to a user’s profile and/or the item to recommend in recommender system applications. Hence, less exploration is required as arms with correlating context vectors share information, thus further reducing uncertainty in the reward estimation. This ultimately led to lower regret bounds and improved performance [1].
While the stochastic contextual bandit problem solves the aforementioned issues, it disregards the possibility of learning from previously trained bandits. For instance, assume a company deploys its services in a new region. Then it would waste the information it has already learned from its previous recommending experience if it is not leveraged to accelerate the recognition of the new users’ preferences. Such scenarios have motivated transfer learning for bandits [24,18,26,13], which rely on the availability of contexts of the previously learned tasks to the current learner. However, regarding a setup where context vectors correspond to items which have been selected by a user, privacy issues are encountered in healthcare applications [25,21] for instance, the aim being to recommend a treatment based on a patient’s health state. Indeed, accessing the contexts of the previous tasks entails the history of users’ previous activities. Moreover, in engineering applications such as scheduling of radio resources [2], storage issues [19,17,29] might arise when needing access to the context history of previous tasks. These problems would render algorithms depending on previous tasks’ contexts inapplicable.

In this work, we aim to reduce exploration by exploiting knowledge from a previously trained contextual bandit accessible only through its parameters, thus accelerating learning if such model is related to the one at hand, and ultimately decreasing the regret. We extend this idea by including an arbitrary amount of models increasing the likelihood of including useful knowledge. To summarize our contributions, we propose a variation of the Linear Upper Confidence Bound (LinUCB) algorithm, which has access to previously trained models called source models. The knowledge transfer takes place by using an evolving convex combination of sources models and a LinUCB model, called a target model, estimated with the collected data. The combination’s weights are updated according to two different weighting update strategies which minimize the required exploration factor and consecutively the upper regret bound, while also taking a lack of information into consideration. Our regret bound is at least as good as the classic LinUCB one [1], where the improvement depends on the quality of the source models. Moreover, we prove that if the source model used for transfer is not related to our problem, then it will be discarded early on and we recover the LinUCB regret rate. In other words, our algorithm is immune against negative transfer. We test our algorithm on synthetic and real data sets and show experimentally how the overall regret improves on the classic model.

The rest of the paper is organized as follows. We discuss related work in Section 2 and formulate our problem in Section 3, then we provide and analyse our weighting solution in Section 4. This is followed by an extension to the case where one has access to more than one trained model in Section 5. Finally, the performance of our algorithm is assessed in Section 6.
2 Related Work

We hereby discuss two families of contributions related to ours, namely transfer for multi-armed bandits, and hypothesis transfer learning.

Transfer for MAB’s To the best of our knowledge, tUCB [5] is the first algorithm to tackle transfer in an MAB setting. Given a sequence of bandit problems picked from a finite set, it uses a tensor power method to estimate their parameters in order to transfer knowledge to the task at hand, leading to a substantial improvement over UCB. Regarding the richer contextual MAB setting, MT-LinUCB [24] reduces the confidence set of the reward estimator by using knowledge from previous episodes. More recently, transfer for MAB’s has been applied to recommender systems [18,13], motivated by the cold start problem where a lack of initial information requires more exploration at the cost of higher regret. The TCB algorithm [18] assumes access to correspondence knowledge between the source and target tasks, in addition to contexts, and achieves a regret of $O(d\sqrt{n\log n})$ as in the classic LinUCB case, with empirical improvement. The same regret rate holds for the T-LinUCB algorithm [13], which exploits prior observations to initialize the set of arms, in order to accelerate the training process. The main difference of our formulation with respect to the previous ones is that we assume having access only the the preference vectors of the previously learnt tasks, without their associated contexts, which goes in line with the Hypothesis Transfer Learning setting. Even with such a restriction, we keep the LinUCB regret rate and we show that the regret is lower in the case source parameters that are close to those of the task at hand.

Hypothesis Transfer Learning Using previously learned models in order to improve learning on a new task defines the hypothesis transfer learning scenario, also known as model reuse or learning from auxiliary classifiers. Some lines of work consider building the predictor of the task at hand as the sum of a source one (possibly a weighted combination of different models) and the one learned from the available data points [30,10,28]. Such models were thoroughly analyzed in [11,12,20] by providing performance guarantees. The previously mentioned additive form of the learned model was further studied and generalized to a large family of transformation functions in [9]. In online learning, the pioneering work of [31] relies on a convex combination instead of a sum, with adaptive weights. More recently, the Condor algorithm [32] was proposed and theoretically analyzed to handle the concept drift scenario, relying on biased regularization w.r.t. a convex combination of source models. Our online setting involves transfer with decisions over a large set of alternatives at each time step, thus it becomes crucial to leverage transfer to improve exploration. To this end, we use a weighting scheme inspired by [31] but that relies on exploration terms rather than on how the models approximate the rewards.
3 Problem Formulation

We consider a contextual bandit setting in which at each time $k$, playing an action $a$ from a set $A$ results in observing a context vector $x_a \in \mathbb{R}^d$ assumed to satisfy $\|x_a\| \leq 1$, in addition to a reward $r(k)$. We further define the matrix induced norm: $\|x\|_A := \sqrt{x^T A x}$ for any vector $x \in \mathbb{R}^d$ and any matrix $A \in \mathbb{R}^{d \times d}$.

The classical case aims to find an estimation $\hat{\theta}$ of an optimal bandit parameter $\theta^* \in \mathbb{R}^d$ which determines the rewards $r$ of each arm with context vector $x_a$ in a linear fashion $r = x_a^T \theta^* + \epsilon$ up to some $\sigma$-subgaussian noise $\epsilon$. The decision at time $k$ is made according to an upper confidence bound (UCB) associated to $\hat{\theta}(k)$:

$$a_k = \arg \max_{a \in A} x_a^T \hat{\theta}(k) + \gamma \sqrt{x_a^T A^{-1}(k) x_a},$$  

(1)

where $\gamma > 0$ is a hyperparameter estimated through the derivation of the UCB later and $A(k) := \lambda I_d + \sum_{k'=1}^k x_{a_{k'}} x_{a_{k'}}^T$. The latter term in the sum (1) represents the exploration term which decreases the more arms are explored. $\hat{\theta}(k)$ is computed through regularized least-squares regression with regularization parameter $\lambda > 0$: $\theta(k) = A^{-1}(k) \tilde{D}(k) y(k)$, with $\tilde{D}(k) = [x_{a_i}^T]_{i \in \{1, \ldots, k\}}$ and $y(k) = [r(i)]_{i \in \{1, \ldots, k\}}$ as the concatenation of selected arms’ context vectors and corresponding rewards respectively. We alter this decision making approach with the additional use of a previously trained source bandit. Inspired by [31], we transfer knowledge from one linear bandit model to another by a weighting approach. We denote the parameters of the source bandit by $\theta_S \in \mathbb{R}^d$. The bandit at hand’s parameters are then estimated as:

$$\hat{\theta} = \alpha_S \theta_S + \alpha_T \hat{\theta_T}(k),$$  

(2)

with weights $\alpha_S, \alpha_T \geq 0$ satisfying $\alpha_S + \alpha_T = 1$. More important is how the exploration term changes and how it affects the classic regret bound. From [1] we know that the upper bound of the immediate regret in a linear bandit algorithm directly depends on the exploration term of the UCB. We aim to reduce the required exploration with the use of the source bandits knowledge, in order to accelerate the learning process as well as reducing the upper regret bound. For the analysis we consider the pseudo-regret [3] defined as:

$$R(n) = n \max_{a \in A} x_a^T \theta^* - \sum_{k=1}^n x_{a_k}^T \theta^*.$$  

(3)

Our goal is to prove that this quantity is reduced if the source bandit is related to the one at hand, whereas its rate is not worsened in the opposite case.

4 Weighted Linear Bandits

The model we use features dynamic weights, thus at time $k$, we use the following model for our algorithm:
\[ \hat{\theta}(k) = \alpha_S(k)\theta_S + \alpha_T(k)\hat{\theta}_T(k), \]  
with \( \hat{\theta}_T(k) \) being updated like in the classic LinUCB case [1] and \( \theta_S \) remaining constant. To devise an update rule of the weights, we first re-write the new UCB expression as:

\[ \text{UCB}(a) = x_T^T \left( \alpha_S(k)\theta_S + \alpha_T(k)\hat{\theta}_T(k) \right) + (\alpha_S(k)\gamma_S + \alpha_T(k)\gamma_T) \|x_a\|_{A^{-1}}, \]  
with \( \gamma_S \geq \|\theta^* - \theta_S\|_{A(k)} \) and \( \gamma_T \geq \|\theta^* - \hat{\theta}_T(k)\|_{A(k)} \) as confidence set bounds for the source bandit and target bandit respectively. We retrieve the classic case by setting \( \alpha_S(k) \) to zero i.e. erasing all influence from the source.

As mentioned in section 3 we aim to reduce the required exploration in order to reduce the upper regret bound. Thus we select the weights such that the exploration term in (5) is minimized.

### 4.1 Weighting Update Strategies

We want to determine the weights after each time step such that:

\[ \alpha_S, \alpha_T = \arg \min_{\alpha'_S, \alpha'_T \geq 0, \alpha'_S + \alpha'_T = 1} \alpha'_S \gamma_S + \alpha'_T \gamma_T. \]  

The above minimization problem is solved for:

\[ \alpha_S = 1_{\gamma_S \leq \gamma_T}, \quad \alpha_T = 1 - \alpha_S. \]  

This strategy would guarantee an upper regret bound at least as good as the LinUCB bound in [1] as will be shown in the analysis section later. However, without any knowledge of the relation between source and target tasks, our upper bound on the confidence set of the source bandit is rather loose:

\[ \|\theta^* - \theta_S\|_{A(k)} = \sqrt{\lambda U^2 + \|D(k)(\theta^* - \theta_S)\|_2^2} \leq \sqrt{4\lambda + \|\bar{y}(k) - y_S(k)\|_2^2}, \]  
with \( \|\theta^* - \theta_S\|_2 = U, y_S \) as the concatenation of the source estimated rewards and \( \bar{y} \) as the concatenation of the observed mean rewards for each arm. Naturally after every time step, each entry in \( \bar{y} \) corresponding to the latest pulled arm needs to be updated to their mean value. The mean values are taken in order to cancel out the noise term in the observations. Also, we have \( U \leq 2 \) in case the vectors show in opposing directions and we additionally assume that \( \|\theta^*\|, \|\theta_S\| \leq 1 \). An upper bound on the confidence set \( \gamma_T \) of the target bandit has been determined in [1]:

\[ \gamma_T = \sqrt{d \log \left(1 + \frac{k}{d\lambda}\right) + \log \left(\frac{1}{\delta^2}\right)}. \]
As such, $\gamma_T$ grows with $\sqrt{\log(k)}$ and later on in the analysis we show if $\theta_S \neq \theta^*$ then an upper bound on $\gamma_S$ grows with at least $\sqrt{k}$. Consequently, in theory there is some point in time where $\gamma_S$ will outgrow $\gamma_T$, meaning that the source bandit will be discarded. As already mentioned, our estimation of $\gamma_S$ can be loose due to our lack of information on the euclidean distance term $U$, thus we potentially waste a good source bandit with this strategy. Additionally we would only use one bandit at a time this way instead of the span of two bandits for example. Alternatively we can adjust the strategy in (6) by adding a regularization term in the form of KL-divergence. By substituting $\alpha_T = 1 - \alpha_S$ we get:

$$
\alpha_S(k + 1) = \arg \min_{\alpha_S \in [0,1]} \left( \left\langle \frac{\alpha_S}{1 - \alpha_S}, \frac{\gamma_S}{\gamma_T} \right\rangle + \frac{\text{KL}(\alpha(\alpha(k))}{\beta}, \right),
$$

(9)

with $\alpha := (\alpha_S, 1 - \alpha_S)^T$ being a vector containing both weights. The addition of the KL divergence term forces both weights to stay close to their previous value, where $\beta > 0$ is a hyper parameter controlling the importance of the regularization. Problem (9) is solved for:

$$
\alpha_S(k + 1) = \frac{1}{1 + \frac{1 - \alpha_S(k)}{\alpha_S(k)} \exp(\beta(\gamma_S - \gamma_T))},
$$

(10)

which is a softened version of our solution in (7), but in this case the source bandit will not be immediately discarded if the upper bound on its confidence set becomes larger than the target bandit’s.

4.2 Analysis

We are going to analyse how the upper regret bound changes, within our model in comparison to [1]. All proofs are given in the appendix. First we bound the regret for the hard update approach, not including the KL-divergence term in (7):

**Theorem 1.** Let $\{x_n\}_{k=1}^N$ be sequence in $\mathbb{R}^d$, $U := \|\theta_S - \theta^*\|$ and $R_T$ be the classic regret bound of the linear model [1]. Let $m := \min(\kappa, n)$ and $\delta \leq \exp(-2\lambda)$. Then, with a probability at least $1 - \delta$, the regret of the hard update approach for the weighted LinUCB algorithm is bounded as follows:

$$
R(n) \leq U \sqrt{8md \log \left(1 + \frac{m}{\Delta \lambda} \right)(\lambda + m) + R_T(n) - R_T(m)} \leq R_T(n)
$$

(11)

with $\kappa$ satisfying:

$$
\kappa = \left[ 2 \left( \frac{d}{U^2} - \lambda \right) + \lambda \left( \frac{2}{U^2} - \frac{1}{2} \right) \right].
$$

(12)
The value for $\kappa$ essentially gives a threshold such that we have $\gamma_S < \gamma_T$ for every $k < \kappa$. As expected, for better sources i.e. low values $U$, $\kappa$ increases meaning the source is viable for more time steps. Also notable is how we see an increasing value for $\kappa$ at high dimensional spaces. This is most likely due to the fact, that at higher dimensions the classic algorithm requires more time steps, in order to find a suitable estimation, thus having a larger confidence set bound. In these instances a trained source bandit would be viable early on. The regret is reduced for lower values of $U$ and the time $\kappa$ at which a source is discarded is extended. For source bandits satisfying $\|\theta_S - \theta^*\|_2 = 2$, we would retrieve the classic regret bound, preventing negative transfer.

Next we show what happens in case of a negative transfer for the softmax update strategy, i.e. the source does not provide any useful information at all and worsens the regret rate with $\gamma_S > \gamma_T$ at all time steps.

**Theorem 2.** Let $\{x_{ak}\}_{k=1}^N$ be sequence in $\mathbb{R}^d$ and the minimal difference between confidence set bounds given as $\Delta_{\text{min}} = \min_{k \in \{0, \ldots, N\}} (\gamma_S(k) - \gamma_T(k))$, with $\gamma_S > \gamma_T$ for all time steps and the initial target weight denoted by $\alpha_T(0)$. Then with probability of at least $1 - \delta$ an upper regret bound $R(n)$ in case of a negative transfer scenario is given by:

$$R(n) \leq (1 - \alpha_T(0)) \frac{1}{e\beta \alpha_T(0)(1 - \exp(-\beta \Delta_{\text{min}}))} + R_T(n) \quad (13)$$

Theorem 2 shows that in case of a negative transfer, the upper regret bound is increased by at most a constant term and vanishes in the case of $\beta \rightarrow \infty$ retrieving the hard update rule.

5 Weighted Linear Bandits with Multiple Sources

Up until now we only used a single source bandit, but our model can easily be extended to an arbitrary amount of different sources. Assuming we have $M$ source bandits $\{\theta_{S,j}\}_{j=1}^M$, we define $\hat{\theta}$ as:

$$\hat{\theta} = \sum_{j=1}^M \alpha_{S,j} \theta_{S,j} + \alpha_T \hat{\theta}_T, \quad (14)$$

with $\alpha_{S,j}, \alpha_T \geq 0 \forall 1 \leq j \leq M$ and $\alpha_T + \sum_{j=1}^M \alpha_{S,j} = 1$. With this each source bandit yields its own confidence set bound $\gamma_{S,j}$. Similarly to (5) we retrieve for the UCB with multiple sources:

$$\text{UCB}(a) = x_a^T \left( \sum_{j=1}^M \alpha_{S,j}(k) \theta_{S,j} + \alpha_T(k) \theta_T(k) \right) + \alpha_T(k) \gamma \|x_a\| A^{-1}(k), \quad (15)$$
with \( \alpha(k) = (\alpha_{S,1}(k), ..., \alpha_{S,M}(k), \alpha_T(k))^T \) and \( \gamma = (\gamma_{S,1}, ..., \gamma_{S,M}, \gamma_T)^T \). As for the weight updates the same single source strategies apply i.e. the minimization of the exploration term in the UCB function:

\[
\alpha(k + 1) = \arg\min_{\alpha \in \Psi_{M+1}} \alpha^T(k) \gamma + \frac{1}{\beta} \text{KL}(\alpha || \alpha(k)),
\]

(16)

where \( \Psi_{M+1} \) is the \((M + 1)\)-dimensional probability simplex. The solution of the previous problem is:

\[
\alpha_{S,m}(k + 1) = \frac{\alpha_{S,m}(k) \exp(-\beta \gamma_{S,m})}{\sum_{j=1}^{M} \alpha_{S,j}(k) \exp(-\beta \gamma_{S,j}) + \alpha_T(k) \exp(-\beta \gamma_T)}.
\]

(17)

This is basically the solution of (10) generalized to multiple sources. In the decisions making it favours the bandit with the lowest upper bound \( \gamma \) of their confidence set. When we take the limit \( \beta \rightarrow \infty \) in (16) the KL-divergence term vanishes and we retrieve the hard case:

\[
\alpha_{S,j} = \mathbb{1}_{\gamma_{S,j} = \min(\min_i \gamma_{S,i}, \gamma_T)}
\]

(18)

which forces the weights to satisfy \( \alpha_{S,m}, \alpha_T \in \{0, 1\} \) for every source index and for all time steps. Thus decision making is done by selecting one single bandit in each round with the lowest value of their respective confidence set bound \( \gamma \). The regret of hard update strategy for multiple sources is given by the following theorem:

**Theorem 3.** Let \( \{x_{a_k}\}_{k=1}^{N} \) be sequence in \( \mathbb{R}^d \) and \( \min_m \|\theta_{S,m} - \theta^*\| = U_{\text{min}} \) and the classic regret bound of the linear model up to time step \( n \) given by \( R_T(n) \) [1]. Let \( m := \min(\kappa, n) \) and \( \delta \leq \exp(-2\lambda) \). Then with probability of at least \( 1 - \delta \) the regret of the hard update approach for the weighted LinUCB algorithm with multiple sources is bounded by:

\[
R(n) \leq 4U_{\text{min}} \sqrt{\kappa d \log(1 + \kappa/(d\lambda))(\lambda + \kappa)} - R_T(m) + R_T(n) \leq R_T(n),
\]

(19)

with \( \kappa \) as:

\[
\kappa = \left\lfloor 2 \left[ d \left( \frac{1}{U_{\text{min}}^2} - \lambda \right) + \lambda \left( \frac{2}{U_{\text{min}}^2} - \frac{1}{2} \right) \right] \right\rfloor.
\]

Depending on \( U_{\text{min}} \) the multiple source approach benefits from the additional information as the upper bound corresponds to the best source overall. In case of the softmax update strategy, we need to show how the regret changes in case of a negative transfer scenario, i.e. the confidence set bounds of any source bandit is larger than the target bound at any time.
Theorem 4. Let \( \{x_{kn}\}_{k=1}^{N} \) be a sequence in \( \mathbb{R}^d \), a total of \( M \) source bandits being available indexed by \( j \) and the minimal difference between confidence set bounds set as \( \Delta_{\min,j} = \min_{i \in \{0, ..., N\}} (\gamma_{S,j}(k) - \gamma_{T}(k)) \) for every source \( j \) with \( \gamma_{S,j} > \gamma_{T} \) \( \forall j \) at every time step. Additionally, the initial target weight is denoted by \( \alpha_T(0) \). Then with probability \( 1 - \delta \) an upper regret bound \( R(n) \) in case of a negative transfer scenario is given by:

\[
R(n) \leq (1 - \alpha_T(0)) \sum_{j=1}^{M} \frac{1}{e\beta\alpha_T(0)} \frac{1}{(1 - \exp(-\beta\Delta_{\min,j}))} + R_T
\]  

(20)

In comparison to the single source result, the additional constant is averaged over all sources. Depending on the quality, it can be beneficial to include more source bandits as potentially bad sources would be mitigated.

Algorithm 1: Weighted LinUCB

Initialize: \( \theta_T(0) \) from \( \mathcal{U}([0,1]^d) \), \( \alpha_s,j(0) = (1 - \alpha_T(0))/M = \frac{1}{e\beta\lambda M} \), \( U_j > 0 \)

\( \gamma_{S,j} > 0 \) \( \forall j \in \{1, ..., M\} \), \( \delta \in [0, 1] \), \( \gamma_T > 0 \), \( \lambda > 0 \), \( \beta > 0 \), \( \mathbf{A}(0) = \lambda \mathbf{I} \), \( \mathbf{b}(0) = 0 \):

for \( k = 0...N \) do

Pull arm \( a_k = \arg \max_a \text{UCB}(a) \) taken from (15);
Receive estimated rewards from sources and real rewards:
\( r_{S,j}(k) \mid \{0, ..., M\}, r(k) \);
\( \mathbf{A}(k+1) = \mathbf{A}(k) + x_{a_k}x_{a_k}^T \);
\( \mathbf{b}(k+1) = \mathbf{b}(k) + r(k)x_{a_k} \);
\( \hat{\theta}_T(k+1) = \mathbf{A}^{-1}(k+1)\mathbf{b}(k+1) \);
Store rewards \( r_{S,j}(k) \mid \{0, ..., M\}, r(k) \) in vectors \( \mathbf{y}_{S,j}(k) \mid \{0, ..., M\} \), \( \mathbf{y}(k) \) respectively;
Calculate \( \mathbf{y}(k) \) from \( \mathbf{y}(k) \) such that each entry \( r \) corresponding to the latest arm \( a_k \) pulled is updated to the mean reward \( \mathbf{r} \) of the respective arm;
Update \( U_j = \max_{i \in \{0, ..., M\}} \frac{\|\mathbf{r}(i) - r_{S,j}(i)\|}{\|x_i\|} \) for every \( j \);
\( \gamma_{S,j} = \sqrt{\lambda U_j + \|\mathbf{y}_{S,j}(k) - \mathbf{y}(k)\|} \);
\( \gamma_T = \sqrt{\lambda} + \sqrt{\log \frac{\|\mathbf{A}(k)\|}{\lambda M^2}} \);
update source weights \( \alpha_{S,j}(k+1) \) according either to softmax rule in (17):
or to the hard update rule in (18);
update target weight as:
\( \alpha_T(k+1) = 1 - \sum_{j=1}^{M} \alpha_{S,j}(k+1) \);

For the practical implementation we use \( \gamma_T = \sqrt{\lambda} + \sqrt{\log \frac{\|\mathbf{A}(k)\|}{\lambda M^2}} \) which is also taken from [1] and gives a tighter confidence set bound on the target estimator. Also we give an estimation for \( U_j \) by taking the maximum value of the lower bound induced by the Cauchy-Schwartz inequality \( U_j = \|\theta_{S,j} - \theta^*\| \geq \max_{i \in \{0, ..., K\}} \frac{\|\mathbf{r}(i) - r_{S,j}(i)\|}{\|x_i\|} \) at each time step.
5.1 Biased Regularization

In [32] a similar approach of model reuse was used in a concept drift scenario for linear classifiers via biased regularization. In [12] the risk generalization analysis for this approach was delivered in a supervised offline learning setting. Their mathematical formulation is stated as following: A classifier is about to be trained given a target training set \((D, y)\) and a source hypothesis \(\theta_{src}\), which is specifically used for a biased regularization term. In contrast to our approach the weighting is only applied the source model, giving an alternate solution to the target classifier. Adapted to a linear bandit model, the optimization problem can be formulated as:

\[
\hat{\theta} = \arg \min_{\theta} \|D\theta - y\|^2 + \lambda \|\theta - \theta_{src}\|^2.
\]  

(21)

\(\theta_{src}\) is a convex combination of an arbitrary amount of given source models \(\{\theta_j\}_{j\in\{1,\ldots,M\}}\):

\[
\theta_{src} = \sum_{j=1}^{M} \alpha_j \theta_j,
\]

(22)

As in our model, these weights are not static and are updated after each time step. The update strategy is not chosen to minimize the upper regret bound but can be chosen such that the convex combination is as close as possible to the optimal bandit parameter. The UCB function is then simply given by:

\[
\text{UCB}(a) = x_a^T \hat{\theta} + \gamma \|x_a\|_{A^{-1}}(k),
\]

(23)

with \(\gamma = \sqrt{\log(1 + \frac{1}{d\lambda}) + \log\left(\frac{1}{\delta}\right)} + \sqrt{\lambda \|\theta_{src} - \theta^*\|^2_2}\) and the solution to (21):

\[
\hat{\theta} = A^{-1}D^T y - (A^{-1}D^T D - I) \theta_{src}.
\]

(24)

At some point in time we expect the weights to converge to a single source bandit closest to the optimal bandit. But contrary to our original model it is not possible for the model to discard all sources once the target estimation yield better upper bounds for their confidence sets. The upper regret bound is similar to the classic bound with the difference being in one term.

**Theorem 5.** Let \(\{x_{ak}\}_{k=1}^{N}\) be sequence in \(\mathbb{R}^d\) and the upper bound of the biggest euclidean distance between any of the \(M\) source bandit indexed by \(m\) and optimal bandit parameter given by \(\max_{m} \|\theta_{S,m} - \theta^*\| \leq U_{\text{max}}\), then with probability of at least \(1 - \delta\) the regret of the biased LinUCB algorithm with multiple sources is upper bounded by:

\[
R(n) \leq \sqrt{8nd \log(1 + n/d)} \left( \sqrt{d \log\left(\frac{n}{d\lambda}\right)} + \log\left(\frac{1}{\delta^2}\right) + \sqrt{\lambda U_{\text{max}}} \right)
\]

(25)
Since we are looking for an upper bound, \( U \) is dominated by the largest euclidean distance between the optimal bandit parameter and all given source bandits. Theorem 5 differs from the classic case in the regularization related parameters where we have \( \sqrt{\lambda U_{\text{max}}} \) instead of \( \sqrt{\lambda \| \theta^* \|} \). For sources with low values of \( U \), we improve the overall regret.

6 Experimental Results

We test the presented algorithms, i.e. the weighted model algorithm as well as the biased regularization algorithm, for single source and multiple source transfers on synthetic and real data sets. The plots include the results from the classical LinUCB approach as well as the EXP4 approach from [15] with target and source models acting as expert, for comparison purposes. Additionally to the regret plots we also showcase the mean of the target weight as a function of time to see how the relevancy of the target estimation evolved.

6.1 Synthetic Data Experiments

Our synthetic experiments follow a similar approach to [18]. The target context feature vectors \( \mathbf{x}_a \) are drawn from a multivariate Gaussian with variances sampled from a uniform distribution. We chose the number of dimensions \( d = 20 \) and the number of arms to be 1000. Our optimal target bandit parameter is sampled from a uniform distribution and scaled such that \( \| \theta^* \| \leq 1 \), thus the rewards are implicitly initialized as well with \( r = \mathbf{x}_a^T \theta^* + \epsilon \), with some Gaussian noise \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) and \( \sigma = 1/\sqrt{2\pi} \). The source bandit parameters \( \theta_{S,m} \) are initialized by adding a random noise vector \( \eta_m \) to the optimal target bandit parameters for every source bandit to be generated \( \theta_{S,m} = \theta^* + \eta_m \). This way we ensure that there is actual information of the target domain in the source bandit parameter. We could also scale \( \eta_m \) to determine how much information the respective source yields about the target domain. The regularization parameter was constantly chosen to be \( \lambda = 1 \) and the initial weights are equally distributed among all available bandit parameters: \( \alpha_T = \alpha_{S,m} = \frac{1}{M+1} \). The shown results are the averaged values over 20 runs.

As we showed in Section 4 the upper regret bound is lower for \( \beta \to \infty \) i.e. the hard update rule which ignores the KL-divergence in the optimization, but we see overall better results than in the classic case with the softmax update strategy as well. The inclusion of eight more source bandits in Figure 2 improves the sources slightly, though it should be mentioned that all sources generated were similar in quality. Thus we would expect higher improvements in the regret when including significantly better sources. The EXP4 algorithm on the other hand does not perform as well when increasing the number of experts.

6.2 Real Data Experiments

The real data sets used for our purposes are taken from the MovieLens sets. Their data include an ensemble of thousands of users and corresponding traits
Fig. 1: Regret and weight evolution for single source transfer scenario on synthetic data sets. The blue lines showcase the classic LinUCB results. The vertical lines indicate the standard deviation.

Fig. 2: Regret and weight evolution for multiple source transfer scenario (9 sources) on synthetic data sets. The blue lines showcase the classic LinUCB results. The vertical lines indicate the standard deviation.
such as age, gender and profession as well as thousands of movies and their genres. Every user has a rating from 1 to 5 given to at least 20 different movies. The movies, rated by a user, function as the available arms for that particular user. The information of the movies apart from the title itself are solely given by their genres. Each movie may have up to three different genres and there are 18 different genres in total. Arms, which are linked to the movies, have context vectors depending on the movies genre only. We design 18-dimensional context vector with each dimension representing a genre. If the movie is associated with a particular genre, the respective dimensional feature is set as \( x_i = \frac{1}{\sqrt{S}} \) with \( S \) as the total number of genres the movie is associated with. This way we guarantee that every context vector is bounded by 1. the reward of an arm in our bandit setting is simply given by the user rating.

For our purposes we require source bandits for the transfer learning to take place. Therefore we pretrained a bandit for every single user, given all of the movie information, with the classic LinUCB algorithm and stored the respective parameters. This way every single user can function as a potential source for a different user. With all of the users available we grouped them according their age, gender and profession. We enforce every user to only act as source to other users with similar traits. This stems from a general assumption that people with matching traits may also have similar interests. This is a very general assumption made but given all of the information, it is the easiest way to find likely useful sources for every user. In Figure 3 the results for two individuals of two different groups of users respectively are showcased. Instead of only using one source, we used the multiple source strategy and made use of every user of the same group the individuals are located in, since this way we have a higher chance to find good sources. Even though the real data is far from guaranteed to have a linear reward structure, as well as the fact that important information on the arms’ contexts are not available, since ratings usually not only depend on the movie genre, we find satisfying results with converging regrets as well as improved learning rates when including sources.

7 Discussion and Outlook

This work shows that our approach to make use of information from different tasks, without having actually access to concrete data points, is efficient, given the improved regrets. We have proven an upper regret bound of our weighted LinUCB algorithm with the hard update strategy at least as good as the classic LinUCB bound with a regret rate of \( O(d \sqrt{n \log n}) \), and a converging sub-linear negative-transfer term when using the softmax update strategy. Further argument for the utility of our model was given with synthetic and real data experiments. The synthetic data sets showed promising results especially with the softmax update strategy, even without having a guaranteed improved regret bound. The softmax approach uses a convex combination of models, which might be more practical than using one model at a time especially when it comes to high quality sources. This further raises the question whether different weight-
(a) Regret evolution plot with user data taken from the group of 35 to 44 years old female lawyers.

(b) Target weight evolution plot with the respective algorithms labeled with user data taken from the group of 35 to 44 years old female lawyer.

Fig. 3: Regret evolution for multiple source transfer scenario on real data sets taken from MovieLens data. A group of users are shown with one bandit trained for a random user of each group, while the rest of the users act as source to the respective user. The blue lines showcase the classic LinUCB results.

In upcoming projects we intend to adapt our approach to non-linear models such as kernelized bandits, since the convex weighting is not limited to just linear models, as well as give a proper regret bound for the softmax update strategy. There is potential in using our transfer model to non stationary bandits, such that each prior estimation of the bandit parameter may act as source for the current setting, thus making use of the information collected in prior instances of the bandit setting. In this case we would need to make assumptions of the change rate of the tasks after a certain amount of time steps. Previous algorithms on non-stationary bandits [23] perform weighting on data points and discard them after some time steps, without evaluating the benefit of the data beforehand. In our setting, previously trained bandit parameters would be used according to their performance.
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A Proof of Theorem 1

We use three lemmas from [1] used in their regret analysis, as we use the results for our proof.

Lemma 1. (Self-normalized bound for vector-valued martingales). Let \( \tau \) be a stopping time with respect to the filtration \( \{ F_t \}_{t=0}^{\infty} \) and define \( S_t = D^T(\tau)\epsilon \), with \( \epsilon \) as a subgaussian noise vector. Then, for \( \delta > 0 \), with probability \( 1 - \delta \),

\[
\| S_\tau \|^2_{A^{-1}(\tau)} \leq \log \left( \frac{\det(A(\tau))}{\delta^2 \lambda^d} \right)
\]  

(26)

Lemma 2. Suppose \( x_{a_1}, x_{a_2}, ..., x_{a_n} \in \mathbb{R}^d \) and for any \( 1 \leq k \leq n \), \( \| x_{a_k} \| \leq 1 \). Let \( A = \lambda I + \sum_{k=1}^{n} x_{a_k} x_{a_k}^T \) for some \( \lambda > 0 \). Then,

\[
\det(A) \leq (\lambda + n/d)^d
\]  

(27)

Lemma 3. (Confidence Set Bound). Suppose \( x_{a_1}, x_{a_2}, ..., x_{a_n} \in \mathbb{R}^d \) and for any \( 1 \leq k \leq n \), \( \| x_{a_k} \| \leq 1 \). Let \( A = \lambda I + \sum_{k=1}^{n} x_{a_k} x_{a_k}^T \) for some \( \lambda > 0 \) and assume \( \| \theta^* \| \leq 1 \), with \( \hat{\theta}_T = A^{-1}D^Ty \). Then, for any \( \delta > 0 \), with probability of at least \( 1-\delta \) we have:

\[
\| \hat{\theta}_T - \theta^* \|_A \leq \sqrt{d \log \left( \frac{(\lambda + n/d)}{\lambda} \right) + \log \left( \frac{1}{\delta^2} \right) + \sqrt{\lambda}}
\]  

(28)

Lemma 4. Suppose \( x_{a_1}, x_{a_2}, ..., x_{a_n} \in \mathbb{R}^d \) is a sequence and for any \( 1 \leq k \leq \infty \), \( \| x_k \| \leq 1 \). Let \( A(n) = \lambda I + \sum_{k=1}^{n} x_k x_k^T \) for some \( \lambda > 0 \) then

\[
\sum_{k=1}^{n} \| x_{a_k} \|^2_{A^{-1}(k)} \leq 2d \log \left( 1 + \frac{k}{d\lambda} \right)
\]  

(29)

Proof (Proof of Theorem 1). First, similar to the confidence set bound in Lemma 3, we require a confidence set bound for \( \theta_S \) in the sense of the \( \| . \|_{A(k)} \) norm. Since it remains constant, determining its confidence set bound is straightforward. Assuming \( \| \theta_S - \theta^* \|_2 = U \), we have

\[
\| \theta_S - \theta^* \|_{A(k)} = \sqrt{\lambda \| \theta_S - \theta^* \|_2^2 + \sum_{i=1}^{k} (x_{a_i}^T(\theta_S - \theta^*))^2}
\]  

\[
\leq \sqrt{\lambda \| \theta_S - \theta^* \|_2^2 + \| \theta_S - \theta^* \|_2^2 \sum_{i=1}^{k} \| x_{a_i} \|^2_2}
\]  

\[
\leq U \sqrt{\lambda + k},
\]
where in the last inequality, the Cauchy-Schwarz inequality was used and the fact that $\|x_{a_k}\| \leq 1$. For simplicity we define the upper confidence set bounds for $\theta_S$ as $\gamma_S$ and for $\hat{\theta}_T$ as $\gamma_T$. Now we determine the maximal time step $\kappa$ at which $\gamma_S \leq \gamma_T$ is guaranteed. For this we require a lower bound for $\gamma_T$:

$$
\gamma_T = \sqrt{d \log \left(1 + \frac{k}{\lambda d}\right) + \log \left(\frac{1}{\delta^2}\right)} + \sqrt{\lambda \geq \sqrt{\frac{2k}{\lambda} + \frac{k}{(\lambda d)^2} + \log \left(\frac{1}{\delta^2}\right)}}, \quad (30)
$$

where we used $\log(1 + x) \geq \frac{2x}{2 + x}$ for $x \in (0, \infty)$. With this lower bound we can analytically determine a lower bound $\kappa$:

$$
U \sqrt{\lambda + \kappa} = \sqrt{\frac{2k}{2 + \kappa/\lambda d} + \log \left(\frac{1}{\delta^2}\right)}
$$

$$
\iff U^2 (\lambda + \kappa) - \frac{2k}{2\lambda + \kappa/d} - \log \left(\frac{1}{\delta^2}\right) = 0
$$

$$
\iff \kappa^2 + \left(2\lambda d + \lambda - \frac{\log \left(\frac{1}{\delta^2}\right) + 2d}{U^2}\right) \kappa + 2\lambda d \left(\lambda - \frac{\log \left(\frac{1}{\delta^2}\right)}{U^2}\right) = 0
$$

Which is a quadratic inequality with respect to $\kappa$ and yields the following solution, with the condition $\delta \leq \exp(-2\lambda)$ we retrieve yet another lower bound:

$$
\kappa = \sqrt{\left(d + \log \left(\frac{1}{\delta^2}\right)\right)^2 + \left(\lambda \left(d - \frac{1}{2}\right)\right)^2 + 2\lambda \log \left(\frac{1}{\delta^2}\right) \left(d - \frac{1}{2}\right) - d(d + \frac{1}{2})}
$$

$$
- \lambda (d + \frac{1}{2}) + \frac{d + \log \left(\frac{1}{\delta^2}\right)}{U^2}
$$

$$
\geq \sqrt{\left(d + \log \left(\frac{1}{\delta^2}\right)\right)^2 + \left(\lambda \left(d + \frac{1}{2}\right)\right)^2 - 2\lambda \log \left(\frac{1}{\delta^2}\right) \left(d + \frac{1}{2}\right) + d(d + \frac{1}{2})}
$$

$$
- \lambda (d + \frac{1}{2}) + \frac{d + \log \left(\frac{1}{\delta^2}\right)}{U^2}
$$

$$
= \sqrt{\left(d + \log \left(\frac{1}{\delta^2}\right) - \lambda \left(d + \frac{1}{2}\right)\right)^2 - \lambda (d + \frac{1}{2}) + \frac{d + \log \left(\frac{1}{\delta^2}\right)}{U^2}}
$$

$$
= 2 \left[d \left(\frac{1}{U^2} - \lambda\right) + \frac{\log \left(\frac{1}{\delta^2}\right)}{U^2} - \frac{\lambda}{2}\right]
$$

$$
\geq 2 \left[d \left(\frac{1}{U^2} - \lambda\right) + \lambda \left(\frac{2}{U^2} - \frac{1}{2}\right)\right]
$$
Where in the first inequality we used

\[
\lambda^2 \left( d + \frac{1}{2} \right)^2 - \lambda^2 \left( d - \frac{1}{2} \right)^2 \leq 2\lambda \frac{\log \left( \frac{1}{\delta} \right) (d - \frac{1}{2})}{U^2} - \left( -2\lambda \log \left( \frac{1}{\delta} \right) (d + \frac{1}{2}) \right)
\]

\[
\iff 2\lambda^2 d \leq \frac{4\lambda \log \left( \frac{1}{\delta} \right) d}{U^2},
\]

which holds when \( \delta \leq \exp(-\lambda/2) \). Next we give the upper confidence bound of our model:

\[
|x_{a_k}^T \hat{\theta} - x_{a_k}^T \theta^*| \leq \|\hat{\theta} - \theta^*\|_{A(k)} \|x_{a_k}\|_{A^{-1}(k)} = \Delta(k),
\]

where the Cauchy-Schwarz inequality was used. We denote the exploration term of the UCB as \( \Delta(k) \). We construct the regret as a sum of immediate regrets \( \rho(k) \):

\[
R(n) = \sum_{k=1}^{n} \rho(k),
\]

as for the immediate regrets, we define the context vector yielding the highest reward \( x_{a^*} \). We then have

\[
\rho(k) = x_{a_k}^T \theta^* - x_{a_k}^T \hat{\theta}
\leq x_{a_k}^T \hat{\theta} + \Delta(k) - x_{a_k}^T \theta^*
\leq x_{a_k}^T \hat{\theta} + \Delta(k) - x_{a_k}^T \hat{\theta} + \Delta(k)
= 2\Delta(k).
\]

The first inequality makes use of the UCB principle optimism in the face of uncertainty and the second inequality results from the definition of the confidence set used for the exploration term. The resulting total regret can then be bounded:
\[ R(n) = \sum_{k=1}^{n} \rho(k) \]
\[ \leq 2 \sum_{k=1}^{n} \Delta(k) = 2 \sum_{k=1}^{n} \| \theta - \theta^* \| A_{(k)} \| x_{a_k} \| A_{-1(k)} \]
\[ \leq 2 \sum_{k=1}^{n} [\alpha_S(k)\| \theta_S^* - \theta^* \| A_{(k)} + \alpha_T(k)\| \hat{\theta}_T(k) - \theta^* \| A_{(k)}] \| x_{a_k} \| A_{-1(k)} \]
\[ \leq 2 \sum_{k=1}^{n} \alpha_S(k) \left( U \sqrt{\lambda + k} - \| \hat{\theta}_T(k) - \theta^* \| A_{(k)} \right) \| x_{a_k} \| A_{-1(k)} \]
\[ + 2 \sum_{k=1}^{n} \| \theta_T(k) - \theta^* \| A_{(k)} \| x_{a_k} \| A_{-1(k)} \]
\[ \leq 2 U \sqrt{\lambda + \kappa} \sqrt{\kappa \sum_{k=1}^{n} \| x_{a_k} \| A_{-1(k)}^2 - R_T(\kappa) + R_T(n) \}
\[ \leq U \sqrt{8 \kappa (\lambda + \kappa) d \log \left( 1 + \frac{\kappa}{d\lambda} \right) - R_T(\kappa) + R_T(n) \}

While we used Lemma 3 in the fourth inequality, resulting into the classic regret and Lemma 4 in the last step. \( \square \)

B Proof of Theorem 2

\textit{Proof (Proof of Theorem 2).} We assume that \( \gamma_S > \gamma_T \) from the very beginning:

\[ R(n) \leq \sum_{k=1}^{n} \alpha_S(k)(\gamma_S(k) - \gamma_T(k))\| x_{a_k} \| A_{-1(k)} + R_T(n) \] \hspace{1cm} (33)

with \( R_T(n) \) as the traditional regret bound for LinUCB. We define \( \Delta_{\gamma(k)} = \gamma_S(k) - \gamma_T(k) \). We are taking a closer look at the worst case scenario with \( \Delta_{\gamma(k)} > 0 \) First we show how the weights evolve in the softmax approach:

\[ \alpha_S(k) = \frac{1}{1 + Z(k)(\frac{1}{\alpha_S(k-1)} - 1)} = \frac{1}{1 + \prod_{i=1}^{k} Z(i)(\frac{1}{\alpha_S(0)} - 1)}, \] \hspace{1cm} (34)

with \( Z(k) = \exp(\beta \Delta_{\gamma(k)}) \), thus in case \( \Delta_{\gamma(k)} > 0 \) for all \( k \) we can further bound the regret as:

\[ R(n) \leq \sum_{k=1}^{n} \frac{1}{1 + \prod_{i=1}^{k} Z(i)(\frac{1}{\alpha_S(0)} - 1)} \Delta_{\gamma(k)}\| x_{a_k} \| A_{-1(k)} + R_T(n) \] \hspace{1cm} (35)
looking at the first sum we know that for large values of $\Delta_{\gamma(k)}$ the sigmoid term decreases rapidly by taking the upper bound: 

$$
\frac{1}{1 + \prod_{i=1}^{k} Z(i)(\frac{1}{\alphaS(0)} - 1)} \leq \frac{1}{\prod_{i=1}^{k} Z(i)(\frac{1}{\alphaS(0)} - 1)}
$$

we can minimize this locally by setting $\Delta_{\gamma(k)} = \frac{1}{\beta}$ for the kth summand respectively. thus we can further estimate our upper regret bound such that

$$
R(n) \leq \sum_{k=1}^{n} \frac{\exp(-\beta \sum_{i=1}^{k-1} \Delta_{\gamma(i)})}{e\beta(\frac{1}{\alphaS(0)} - 1)} \|x\|_{A^{-1}(k)} + R_T(n),
$$

From here we will focus on the negative transfer term only. Since we know that $\Delta_{\gamma(i)}$ grows with each time step, as well as in this case it is supposed to be positive for a bad source scenario, we can further estimate:

$$
\sum_{k=1}^{n} \frac{\exp(-\beta \sum_{i=1}^{k-1} \Delta_{\gamma(i)})}{e\beta(\frac{1}{\alphaS(0)} - 1)} \|x\|_{A^{-1}(k)} \leq \sum_{k=1}^{n} \frac{\exp(-\beta(k-1)\Delta_{\min})}{e\beta(\frac{1}{\alphaS(0)} - 1)}
$$

where we used $\|x\|_{A^{-1}(k)} \leq 1$ and defined $\Delta_{\min} = \min_{k} \Delta_{\gamma(k)}$. With the use of the geometric series we finally obtain:

$$
\sum_{k=0}^{n-1} \frac{\exp(-\beta k\Delta_{\min})}{e\beta(\frac{1}{\alphaS(0)} - 1)} \leq \frac{(1 - \alphaT(0))}{e\beta\alphaT(0)(1 - \exp(-\beta\Delta_{\min}))},
$$

where we changed the sum indices in (38) and applied the geometric series formula.

\[\square\]

C Proof of Theorem 3

Proof (Proof of Theorem 3). The proof is analogous to theorem 1 with the difference that multiple sources are available. Due to the algorithm it always picks the source with the lowest confidence set bound, denoted by: $\|\thetaS,m - \theta\|_{A(k)} \leq \min_{m} U_m \sqrt{\lambda + k} = U_{\min} \sqrt{\lambda + k}$. Using this, the rest of the proof follows the same steps as Theorem 1.

\[\square\]

D Proof of Theorem 4

Proof (Proof of Theorem 4). We assume $\gamma_{S,j}(k) > \gamma_{T}(k)$ for all $j \in 1, ..., M$ from the very beginning:

$$
R_n \leq \sum_{k=1}^{n} \sum_{j}^{M} \alpha_{S,j}(k)(\gamma_{S,j}(k) - \gamma_{T}(k))\|x_{a_k}\|_{A^{-1}(k)} + R_T
$$

with $R_T$ as the traditional regret bound for LinUCB. We define $\Delta_{j}(j) = \gamma_{S,j}(k) - \gamma_{T}(k)$. We are taking a closer look at the worst case scenario with
\( \Delta_j(k) > 0 \) for all \( j \). First we show how the weights evolve in the softmax approach:

\[
\alpha_{S,j}(k) = \frac{1}{1 + \sum_{i \neq j} \alpha_{S,i}(k-1) \exp(\beta(\gamma_{S,j}(k) - \gamma_{S,i}(k))) + \exp(\beta \Delta_j(k)) \frac{\alpha_T(k-1)}{\alpha_{S,j}(k-1)}}
\]

\[
= \frac{1}{1 + \sum_{i \neq j} \exp \left( \beta \sum_{l=1}^{k} (\gamma_{S,j}(l) - \gamma_{S,i}(l)) \right) + M \exp \left( \beta \sum_{l=1}^{k} \Delta_j(l) \right) \left( \frac{\alpha_T(0)}{1-\alpha_T(0)} \right)}
\]

were we assumed that each initial source weight is set to \( \alpha_{S,j}(0) = \frac{1-\alpha_T(0)}{M} \), thus in case \( \Delta_j(k) > 0 \) for all \( j \) and \( k \) we can further bound the regret as:

\[
R_n \leq \sum_{k=1}^{n} \sum_{j=1}^{M} \frac{1}{M \exp \left( \beta \sum_{l=1}^{k} \Delta_j(l) \right) \left( \frac{\alpha_T(0)}{1-\alpha_T(0)} \right)} \Delta_j(k) \| x_a_k \|_{A^{-1}(k)} + R_T \quad (40)
\]

we know that for large values of \( \Delta_j \) the respective term decreases rapidly we can minimize these locally by setting \( \Delta_j(k) = \frac{1}{\beta} \) for the \( k \)th summand respectively for all sources. Thus we can further estimate the negative transfer term such that

\[
R_n \leq \sum_{k=1}^{n} \sum_{j=1}^{M} \frac{\exp \left( -\beta \sum_{l=1}^{k-1} \Delta_j(l) \right)}{eM \beta \frac{\alpha_T(0)}{1-\alpha_T(0)}} \| x_a_k \|_{A^{-1}(k)} + R_T. \quad (41)
\]

From here we will ignore the classic regret term \( R_T \) and use it again at the end. Since we know that \( \Delta_j \) grows with each time step, as well as in this case it is supposed to be positive for a bad source scenario, we can further estimate the negative transfer term:

\[
\sum_{k=1}^{n} \sum_{j=1}^{M} \frac{\exp \left( -\beta \sum_{l=1}^{k-1} \Delta_j(l) \right)}{eM \beta \frac{\alpha_T(0)}{1-\alpha_T(0)}} \| x_a_k \|_{A^{-1}(k)} \leq \sum_{k=1}^{n} \sum_{j=1}^{M} \frac{\exp(-\beta(k-1)\Delta_{\text{min},j})}{eM \beta \frac{\alpha_T(0)}{1-\alpha_T(0)}}
\]

where we used \( \| x \|_{A^{-1}(k)} \leq 1 \) and used \( \Delta_{\text{min},j} = \min_k \Delta_j(k) \). With the use of the geometric series we finally obtain:

\[
\sum_{k=0}^{n-1} \sum_{j=1}^{M} \frac{\exp(-\beta k \Delta_{\text{min},j})}{eM \beta \frac{\alpha_T(0)}{1-\alpha_T(0)}} \leq \sum_{j=1}^{M} \frac{(1 - \alpha_T(0))}{eM \beta \alpha_T(0)(1 - \exp(-\beta \Delta_{\text{min},j}))}, \quad (42)
\]

where we changed the sum indices in (42) and applied the geometric series formula. \( \square \)
E Proof of Theorem 5

The proof of the next Lemma and Theorem is adapted from [1].

Lemma 5. Suppose \(x_{n_1}, x_{n_2}, ..., x_{n_n} \in \mathbb{R}^d\) and for any \(1 \leq k \leq n\), \(\|x_{n_k}\| \leq 1\). Let \(D = \{x_{n_1}, x_{n_2}, ..., x_{n_n}\},\ A = \lambda I + \sum_{k=1}^{n} x_{n_k} x_{n_k}^T\) for some \(\lambda > 0\) and assume \(\|\theta^*\| \leq 1\). A source bandit parameter \(\theta_S\) is given as well. With the estimation \(\hat{\theta}_T = A^{-1}D^T y - (A^{-1}D^TD - I)\theta_S\), then, for any \(\delta > 0\), with probability of at least 1-\(\delta\) we have:

\[
\|\hat{\theta} - \theta^*\| \leq \sqrt{d \log\left(1 + \frac{k}{d\lambda}\right) - 2 \log(\delta) + \sqrt{\lambda}\|\theta_S - \theta^*\|_2} \tag{43}
\]

Proof. Suppose \(x_{n_1}, x_{n_2}, ..., x_{n_n} \in \mathbb{R}^d\) and for any \(1 \leq k \leq n\), \(\|x_{n_k}\| \leq 1\). Let \(D = \{x_{n_1}, x_{n_2}, ..., x_{n_n}\},\ A = \lambda I + \sum_{k=1}^{n} x_{n_k} x_{n_k}^T\) for some \(\lambda > 0\) and assume \(\|\theta^*\| \leq 1\). A source bandit parameter \(\theta_S\) is given as well. With the estimation \(\hat{\theta}_T = A^{-1}D^T y - (A^{-1}D^TD - I)\theta_S\), then, for any \(\delta > 0\), with probability of at least 1-\(\delta\) we have:

\[
\hat{\theta} = A^{-1}D^T y - (A^{-1}D^TD - I)\theta_S \\
= A^{-1}D^T(D\theta^* + \epsilon) - A^{-1}D^TD\theta_S + \theta_S \\
= \theta^* - \lambda A^{-1}\theta^* + A^{-1}D^T\epsilon + \lambda A^{-1}\theta_S
\]

Next by shifting \(\theta^*\) to the left as well as applying the Cauchy-Schwarz inequality after doing using a scalar product with \(x\) we get:

\[
\langle \hat{\theta} - \theta^*, x \rangle \leq \|x\|_{A^{-1}}(\|D^T\epsilon\|_{A^{-1}} + \lambda\|\theta_S - \theta^*\|_{A^{-1}}), \tag{44}
\]

next by using \(\|\theta_S - \theta^*\|_{A^{-1}}^2 \leq 1/\lambda\|\theta_S - \theta^*\|_2^2\), Lemma 1 and by plugging in \(x = A(\theta - \theta^*)\) we get:

\[
\|\hat{\theta} - \theta^*\|_A^2 \leq \|\theta - \theta^*\|_A \left(\sqrt{d \log\left(1 + \frac{k}{d\lambda}\right) + \log\left(\frac{1}{\delta^2}\right)} + \sqrt{\lambda}\|\theta_S - \theta^*\|_2\right)
\]

thus as confidence set required for our UCB we get:

\[
\|\hat{\theta} - \theta^*\|_A \leq \sqrt{d \log\left(1 + \frac{k}{d\lambda}\right) + \log\left(\frac{1}{\delta^2}\right)} + \sqrt{\lambda}\|\theta_S - \theta^*\|_2 \tag{45}
\]

Proof (Proof of Theorem 5). We give the upper confidence bound of the biased regularization model:
\[ |x_{\theta(k)}^T \hat{\theta} - x_{\theta(k)}^T \theta^*| \leq \| \hat{\theta} - \theta^* \|_{A(k)} \| x_{\theta(k)} \|_{A(k)^{-1}} = \Delta(k), \tag{46} \]

where the Cauchy-Schwarz inequality was used. The next steps are mostly identical to Theorem 1. We denote the exploration term of the UCB as \( \Delta(k) \). We construct the regret as a sum of immediate regrets \( \rho(k) \):

\[ R_n = \sum_{k=1}^{n} \rho(k), \tag{47} \]

as for the immediate regrets, we define the context vector yielding the highest reward \( x_{a}^* \). We then have

\[ \rho(k) = x_{a(k)}^T \theta^* - x_{a(k)}^T \theta \]
\[ \leq x_{a(k)}^T \hat{\theta} + \Delta(k) - x_{a(k)}^T \theta^* \]
\[ \leq x_{a(k)}^T \hat{\theta} + \Delta(k) - x_{a(k)}^T \hat{\theta} + \Delta(k) \]
\[ = 2 \Delta(k). \]

The first inequality makes use of the UCB principle optimism in the face of uncertainty and the second inequality results from the definition of the confidence set used for the exploration term. The resulting total regret can then be bounded:

\[ R_n = \sum_{k=1}^{n} \rho(k) \]
\[ \leq 2 \sum_{k=1}^{n} \Delta(k) = 2 \sum_{k=1}^{n} \| \theta - \theta^* \|_{A(k)} \| x_{\theta(k)} \|_{A(k)^{-1}} \]
\[ \leq 2 \| \theta - \theta^* \|_{A_n} \sqrt{n \sum_{k=1}^{n} \| x_{\theta(k)} \|_{A(k)^{-1}}^2} \]
\[ \leq \left( \sqrt{d \log \left( 1 + \frac{n}{d \lambda} \right)} + \log \left( \frac{1}{\delta^2} \right) + \sqrt{d U} \right) \sqrt{8nd \log \left( 1 + \frac{n}{d \lambda} \right)} \]

While we used Lemma 5 and Lemma 4 in the last step as well as \( U = \| \frac{1}{M} \sum_{j=1}^{M} U_j \| \geq \| \theta_S - \theta^* \|_2. \) \( \square \)