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Abstract It is widely believed that information is stored in the brain by means of the varying strength of synaptic connections between neurons. Stored patterns can be replayed upon the arrival of an appropriate stimulus. Hence, it is interesting to understand how an information pattern can be represented by the dynamics of the system. In this work, we consider a class of network neuron models, known as Hopfield networks, with a learning rule which consists of transforming an information string to a coupling pattern. Within this class of models, we study dynamic patterns, known as robust heteroclinic cycles, and establish a tight connection between their existence and the structure of the coupling.
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1 Introduction

A simplest example of a heteroclinic cycle is a sequence of saddle-type equilibrium points joined in a circle by connecting orbits. Generically, heteroclinic cycles do not...
persist under perturbations of the system (like changes in parameter values). However, for special classes of systems, they may occur robustly, typically due to the presence of invariant hyperplanes. Examples of special structures leading to robust heteroclinic cycles are symmetry, the existence of invariant planes corresponding to extinction of some species in Lotka–Volterra systems, or existence of synchrony subspaces in coupled cell systems. Heteroclinic networks are a generalization of heteroclinic cycles to sets of equilibria with more complicated connection structure. More generally, heteroclinic sets may consist of invariant sets connecting periodic or more complicated saddle-type dynamics. The study of robust heteroclinic cycles was motivated by examples in fluid mechanics (Guckenheimer and Holmes 1988; see also Chossat and Lauterbach 2000) and in population biology (Hofbauer and Sigmund 1998). See Krupa (1997) for an introduction to the subject.

More recently, Rabinovich and co-workers have proposed applications of robust heteroclinic cycles in neuroscience, see Rabinovich et al. (2006) for an early review. Among the contexts proposed in Rabinovich et al. (2006) where heteroclinic dynamics could be relevant were central pattern generators (CPGs) and memory formation. These two applications were validated by some more detailed biological studies (Szucs et al. 2009; Bick 2009). The CPGs are circuits controlling the motoric function and are known to support a variety of complex oscillations corresponding to different movements of the body. As shown in this paper, by slightly changing the coupling structure in the model one can obtain a variety of heteroclinic cycles and thereby complex periodic solutions. The idea of the memory application is similar—modifications of the coupling, arising from the action of the input, lead to the occurrence of periodic orbits, existing near heteroclinic cycles whose properties reflect the structure of the input.

The focus of this work is to study Hopfield networks, which are the simplest models of memory circuits, with the goal of investigating the presence of heteroclinic cycles.

Hopfield introduced 30 years ago (Hopfield 1982) this model for learning sequences and associative memory in neural networks, in their simplest possible form. In the continuous time version, for each neuron $i$ in a network of $N$ neurons, the activity is modeled by the following equation (activity model):

$$\dot{u}_i = -u_i - \sum_{j=1}^{n} J_{ij} g(u_j) + I_i, \quad i = 1, \ldots, n.$$  (1)

where $u_j$ is the activity variable (membrane potential) of neuron $j$ and $I_i$ is a constant external input on neuron $i$. The function $g : \mathbb{R} \to (0, 1)$ is strictly increasing and invertible, for example a sigmoid. The quantity $v_j = g(u_j)$ is the firing rate of neuron $j$, that is the time rate of spikes which are emitted by the neuron. Classically the function $g(u) = (1 + e^{-u})^{-1}$ is used. The coupling coefficients $J_{ij}$ define a $N \times N$ matrix $J$ called the connectivity matrix. A positive (resp. negative) coefficient corresponds to an inhibitory (resp. excitatory) input from $j$ to $i$. When $J = 0$ all neurons have the same state of rest $u_i = I_i$. When coupling is switched on, other equilibria may exist depending on the coefficients $J_{ij}$. It is often assumed that $J$ is a symmetric matrix, implying that a Lyapunov function exists so that the dynamics of the network always converges to an equilibrium (Hopfield 1984). Each equilibrium is defined by
a sequence of values \((u_1, \ldots, u_N)\) called a \textit{pattern}. Depending upon the inputs \(I_i\), one or another equilibrium will be reached, a process that is interpreted as retrieving a pattern which has been earlier memorized through a tuning of the coupling coefficients in the network (Hebbian rule).

The assumption that \(J\) is symmetric is unnecessary to storing information, and besides experiments have shown that dynamical patterns are often present in neural circuits and seem to play an important role in various aspects, in particular generating periodic oscillations in CPG. In a recent work Zhang et al. (2013b) developed a method of converting strings of information, in the form of sequences of vectors with entries \(\pm 1\), into coupling matrices, so the Hopfield network with the resulting coupling architecture would have \textit{storing cycles}, i.e., periodic orbits carrying the information of the underlying cyclic sequence of patterns. The defining feature of a storing cycle associated with such sequence is that it visits the vicinity of each of its vectors, preserving their order in the sequence. In another study Zhang et al. (2013a) used Hopf bifurcation analysis to find storing cycles.

A natural observation is that heteroclinic cycles between equilibria given by the elements of the sequence provide a natural approximation to storing cycles. However, the simulations of Zhang et al. (2013a,b) gave no evidence of the existence of heteroclinic cycles.

In this work, we show that after a small modification the systems studied in Zhang et al. (2013b) can support heteroclinic cycles. Our approach draws on the work of Fukai and Tanaka (1997), who observed that by replacing a non-differentiable term in the firing rate equations by a constant one obtains a Lotka–Volterra system, which supports robust heteroclinic cycles (Hofbauer and Sigmund 1998). This approach was subsequently used by Rabinovich et al. (2006) and Ashwin et al. (2011) in their study of robust heteroclinic cycles in firing rate models. In the present work, we continue the approach of Fukai and Tanaka (1997), introducing some refinements to their approximation of the firing rate equations. We point out that the original firing rate equations cannot support heteroclinic cycles due to the presence of non-smooth terms and introduce two methods of regularizing the equations. When the systems studied in Zhang et al. (2013b) are modified using either of our approaches heteroclinic cycles can indeed exist, and there is a direct correspondence between the input string/vector sequence/coupling structure and the resulting heteroclinic cycle. We further restrict our study to a class of cyclic patterns called \textit{simple consecutive cycles} in Zhang et al. (2013b). We are able to fully characterize those simple consecutive cycles for which a connectivity matrix \(J\) exists, so that the approximate firing rate equations possess robust heteroclinic cycles. In this work, we carry out a detailed study of this correspondence.

As mentioned, the process of tuning the synapses to obtain the right connectivity structure is based on Hebbian learning (see for Example Brunel et al. 1998) and will not be discussed in detail in this paper. A Hopfield network with connectivity as needed is assumed to already exist. It may be a model of a cycle of associated concepts obtained by means of Hebbian learning in the process of priming, see Brunel and Lavigne (2009) for an explanation of how a neural circuit representing such a cycle can develop. The idea is that there is a dedicated neural circuit to each cycle of concepts. Different circuits may share neurons, just use different synapses. The
existence of such cycles of concepts may be used in neuronal information processing in a similar way as described in Bick (2009), as sensory or conceptual input may easily bring about a switch from one concept to the next. Working out this idea and other applications of heteroclinic cycles will be the subject of our future research.

We note that, near an attracting robust heteroclinic cycle, the passage time near saddle points tends to infinity. In fact we prove that in a firing rate Hopfield network with a classical sigmoidal transfer function, the heteroclinic cycle is unstable and the stable object is a nearby periodic orbit, resembling a heteroclinic cycle, but with finite passage times near the saddles. Moreover, as already noted, in the context of the ‘cycle of concepts’ application, it is desirable that each concept corresponds to a long transient and that arriving input or noise leads to a transition to a ‘related concept.’

Another important point is to generalize the structure of connections. On the one hand, the fact that we can find the structure of connections that gives a desired cycle is mathematically pleasing, and on the other hand, in practice a more complex connectivity structure can be expected and heteroclinic cycles may still exist. An important issue is to identify models of neuronal circuits that support multiple attractors with easy ways of switching between them. In our work multistability of heteroclinic cycles does occur (see Example 11 in Sect. 4.3.1); however, multistability of robust heteroclinic cycles in the presence of reciprocal connections has not been addressed. Such study has been carried out in the context of CPG modeling (Wojcik et al. 2014) and concerns complex oscillations. This work inspires us to undertake a similar investigation in the context of robust heteroclinic cycles.

2 Hopfield Networks

2.1 Storing Cycles in Hopfield Networks and Network Architecture

System (1) is often transformed to the firing rate formulation, by letting the firing rates $x_i = g(u_i)$ be the dependent variables. In this section, we make the same choice of $g$ as the authors of Zhang et al. (2013b), namely

$$g(u) = \tanh(\lambda u), \quad \lambda \text{ is a parameter controlling the steepness of } g.$$  

(2)

In Sect. 2.2, where we review some of the work of Ashwin et al. (2011), Bick (2009) and Fukai and Tanaka (1997), we make a brief switch to a different but equivalent choice of $g$ used by these authors. System (1) transformed to the firing rate variables with $g$ given by (2) has the form

$$\dot{x}_j = (1 - x_j^2) \left( \lambda (Jx)_j - f(x_j) \right), \quad x = (x_1, \ldots, x_n) \in [-1, 1]^n$$  

(3)

where

$$f(x) = g^{-1}(x) = \arctanh(x) = \frac{1}{2} \ln \left( \frac{1 + x}{1 - x} \right)$$  

(4)

and $J$ is the coupling matrix. We further decompose $J$ as follows:

$$J = c_0 I + c_1 J_1$$  

(5)
where $I$ is the identity matrix, $c_0$ and $c_1$ are nonnegative coefficients and $c_1 = 1 - c_0$. Provided that $\lambda c_0 > 1$ the equation $\lambda c_0 \beta = \text{arctanh}(\beta)$ has a couple of nonzero solutions $\pm \beta_0$ with $0 < \beta_0 < 1$. Therefore, when $c_1 = 0$, any vector of the form $\beta(\xi_1, \ldots, \xi_n)$ with $\xi_j = \pm 1$ is a stable steady state of (3). If we think of vectors of the form $(\xi_1, \ldots, \xi_n)$ as information strings in a neural network, then the above steady states represent stored memory states. However, it is well known that memory states need not be steady (see Gencic et al. 1990 and references therein). If $c_1 > 0$, the steady states may become unstable or even disappear, but nevertheless, information may still be dynamically stored.

We now explain the idea of information storage by means of limit cycles of (3) (storing cycles), as explored in Zhang et al. (2013b), and then we introduce our idea to use robust heteroclinic cycles instead.

The basic question addressed in Zhang et al. (2013b) is the following: given an information string, can it be stored by a Hopfield network in the form of dynamic information, more specifically a limit cycle? Concretely, the information is given in the form of a string of binary $n$-vectors (with components equal to $\pm 1$). The learning rule, consistent with Hebbian learning, is an algorithm specifying how the information string structures the coupling matrix $c_0 I + c_1 J$ (we forget from now on the subscript $1$ in $J_1$). This learning rule will be described in detail in Sect. 3.1. The main research question of Zhang et al. (2013b) is whether the system with the coupling structure resulting from applying the learning rule supports stable limit cycles that code the original information string in the sense that the periodic orbit passes through the quadrants of $\mathbb{R}^n$ corresponding to the elements of the information string, following its order.

In this article we focus on a different version of such encoding by the dynamics, choosing a robust heteroclinic cycle as the invariant object encoding the information string. The condition we impose is that the cycle should connect equilibrium points located at vertices of the cube $[-1, 1]^n$ corresponding to the elements of the information string, following its order. This is a rather natural condition, yet the first obstacle we must overcome is that with $f$ as given by (4) the RHS of (3) is not $C^1$ on the cube $[-1, 1]^n$, so that heteroclinic cycles cannot exist. We discuss this problem in more detail and propose a solution in the next section, which also relates to the work of Ashwin et al. (2011), Bick (2009) and Fukai and Tanaka (1997).

### 2.2 The Lotka-Volterra Approximation to Hopfield Equations

The articles Ashwin et al. (2011), Bick (2009) and Fukai and Tanaka (1997) consider the question of the existence of robust heteroclinic cycles in the firing rate version of (1) and show that such cycles exist for a Lotka–Volterra approximation of the system. In this section, we use a different combination of $g$ and $f = g^{-1}$ consistent with choice made in these articles. Specifically, we will use the functions:

$$g(u) = \frac{1}{1 + e^{-u}} \quad \text{and} \quad f(x) = \ln\left(\frac{x}{1 - x}\right).$$

The coefficients $J_{ij}$ are assumed to be all positive so that the synaptic couplings are all of inhibitory type. We define the firing rate by $x_j = g(\lambda^{-1} u_j)$ and transform (1)
to the firing rate formulation. After applying a time rescaling, we obtain the following system.

$$\dot{x}_i = x_i(1 - x_i) \left(-\lambda f(x_i) - \sum_{j=1}^{n} J_{ij} x_j + I\right), \quad i = 1, \ldots, n. \quad (7)$$

Note that system (7) is well defined and continuous on the cube \([0, 1]^n\), but it is not smooth on the faces, with the term

$$x_i(1 - x_i)f(x_i) \quad (8)$$

being the source of non-smoothness. As we are interested in heteroclinic cycles that lie on the edges, with connections in the faces, this becomes a problem for the existence and stability of the cycle.

Since our purpose is merely to illustrate the problem of the lack of smoothness, we restrict our attention to the simplest case $n = 3$. Then, (7) has the form

$$\begin{align*}
\dot{x}_1 &= x_1(1 - x_1)(-\lambda f(x_1) - J_{11}x_1 - J_{12}x_2 - J_{13}x_3 + I) \\
\dot{x}_2 &= x_2(1 - x_2)(-\lambda f(x_2) - J_{21}x_1 - J_{22}x_2 - J_{23}x_3 + I) \\
\dot{x}_3 &= x_3(1 - x_3)(-\lambda f(x_3) - J_{31}x_1 - J_{32}x_2 - J_{33}x_3 + I).
\end{align*} \quad (9)$$

For simplicity, we assume $J_{jj} = 1$. The goal is to construct heteroclinic cycles connecting equilibria of the form:

$$(\rho, 0, 0), \ (0, \rho, 0) \text{ and } (0, 0, \rho) \quad \text{where} \quad -\lambda f(\rho) - \rho + I = 0.$$ 

The Jacobian matrix at such equilibria is given as follows:

$$\begin{pmatrix}
-\rho(1 - \rho) - \lambda & -J_{12}(1 - \rho)\rho & -J_{13}(1 - \rho)\rho \\
0 & -\lambda f(0) - J_{21}\rho + I - \lambda & 0 \\
0 & 0 & -\lambda f(0) - J_{31}\rho + I - \lambda
\end{pmatrix}. $$

Since $f$ blows up at 0, the Jacobian is undefined. If, however, one assumes that $x_i \ (i = 1, 2, 3)$ remains close to 0 and $f(x)$ is replaced by its linearization at 0, then (9) can be approximated by a system of Lotka-Volterra equations, and a heteroclinic cycle can be easily found, as shown by Ashwin et al. (2011) Sec. 3.1 with the matrix

$$J = \begin{pmatrix}
1 & 1.25 & 0 \\
0.875 & 1 & 1.25 \\
3 & 0.625 & 1
\end{pmatrix} \quad (10)$$

In the present work, we shall not need to assume that the $x_i$ variables are close to 0.

### 2.3 Regularization

We propose two approaches to regularize the function $f$. First approach, which we use in this paper, is to replace $f$ defined in (6) by its Taylor polynomial at $x = 0.5$. We...
denote such Taylor polynomial of degree \( q \) as \( f_q \). Note that the sequence \( \{ f_q \} \) diverges at 0 and 1 when \( q \to \infty \), but converges uniformly to \( f \) on any compact subinterval in \((0, 1)\).

Another approach is to replace \( f \) by

\[
f_\varepsilon(x) = \ln \left( \frac{x + \varepsilon}{1 + \varepsilon - x} \right),
\]

where \( \varepsilon \) is a small parameter. The function \( f_\varepsilon \) is well defined on the interval \([0, 1]\), yet its properties are similar to \( f \), in particular its derivative at 0 and 1 equals \((1 + 2\varepsilon)/(\varepsilon(1 + \varepsilon))\), thus is very large. If we replace \( f \) by \( f_q \) or \( f_\varepsilon \) in (9), then, depending on the relative size of \( \lambda \) and \( q \) or \( \varepsilon \), any of the three possibilities can arise:

1. the cycle does not exist,
2. the cycle exists and is unstable,
3. the cycle exists and is stable.

Figure 1 shows simulations of (9) with \( f \) replaced by \( f_\varepsilon \). The matrix \( J \) is as given in (10), \( I = 0.8 \) and \( \lambda = 0.01 \). The value of \( \varepsilon \) is varied showing an example of each of the possible cases.

![Simulations](image)
3 Hopfield Networks with Coupling Given by the Learning Rule of Personnaz et al. (1986)

3.1 The Equations and Network Architecture

We now return to the formulation (3) with \( f \) replaced by its \( q \)-th-order polynomial expansion \( f_q \) at \( x = 0 \) as described in Sect. 2.3. The equation now reads

\[
\dot{x} = (I - \text{diag} \cdot x) \left( \lambda (c_0 x + c_1 J x) - f_q(x) \right), \quad x \in [-1, 1]^n, \tag{12}
\]

with \( f_q(x) = (f_q(x_1), \ldots, f_q(x_n)) \) and

\[
f_q(x) = x + \frac{x^3}{3} + \cdots + \frac{x^{2q+1}}{2q+1}.
\]

The power series \( f_\infty \) has a radius of convergence equal to 1. It follows that given any interval \((-1 + \epsilon, 1 - \epsilon)\), the approximation of \( f \) by \( f_q \) can be as good as we wish provided that \( q \) is large enough.

We now give a formal description of the information string and introduce the learning rule.

A binary pattern (or simply a pattern) is a vector \( \xi \) of binary states of \( n \) neurons:

\[
\xi = (x_1, \ldots, x_n)^t \quad \text{with} \quad x_j = \pm 1.
\]

Let

\[
\Sigma = \begin{pmatrix}
\xi^1, & \xi^2, & \ldots, & \xi^p
\end{pmatrix}
\]

be a sequence of \( p \) patterns. This matrix is called a cycle if there exists a connectivity matrix \( J \) such that the corresponding network of \( n \) neurons visits sequentially and cyclically the patterns defined by \( \Sigma \). In other words, each column \( \xi^j \) can be associated with a state of the system such that the signs of the cell variables are equal to the signs of the corresponding components of \( \xi^j \).

Let \( P \) be the matrix of the cyclic permutation \((x_1, x_2, \ldots, x_{p-1}, x_p) \rightarrow (x_2, x_3, \ldots, x_p, x_1)\). The cycle \( \Sigma \) is called admissible if there exists \( J \) such that

\[
J \Sigma = \Sigma P, \tag{14}
\]

has a solution (Personnaz et al. 1986). This relation expresses a necessary condition for the network (3) to possess a solution that periodically takes the signs defined by the patterns \( \xi_1, \ldots, \xi_p \). Note that, if \( \Sigma \) is admissible, then a solution exists in the form

\[
J = \Sigma P \Sigma^+, \tag{15}
\]

where \( \Sigma^+ \) is the Moore–Penrose pseudo-inverse of \( \Sigma \), and if \( \Sigma \) has full row rank it is unique.
Note that if \( p < n \), \( \Sigma \) is always admissible. We mainly consider the case \( p \geq n \) and discuss the case \( p < n \) in Sect. 4.3.1.

A cycle \( \Sigma \) is called simple Zhang et al. (2013b) if there exists a vector \( \eta \in \mathbb{R}^p \) such that each row of \( \Sigma \) equals \( \eta P^j \), for some \( p > l_j \geq 0 \). We define

\[
W_\eta = \text{span} \{ \eta P^j : j = 0, \ldots, p - 1 \}.
\]  

By Theorem 2 in Zhang et al. (2013b), a simple cycle is admissible if and only if \( \dim W_\eta = \text{Rank}(\Sigma) \).

If in addition we can write

\[
\Sigma = \left( \eta^T, (\eta P)^T, \ldots, (\eta P^{n-1})^T \right)^T,
\]  

then the simple cycle is called consecutive. The following proposition is essentially contained in Sec. 5.1.1 of Zhang et al. (2013b).

**Proposition 1** If a simple consecutive cycle is admissible, then there exists a \( J \) satisfying (14) of the form

\[
J = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 \\
a_1 & a_2 & a_3 & \ldots & a_{n-1} & a_n
\end{pmatrix}
\]  

where \( a_1, \ldots, a_n \) are rational coefficients. If \( \Sigma \) has full row rank, then \( J \) is uniquely defined and \( a_1 \neq 0 \) (in this case the cycle is minimal in the sense of Zhang et al. 2013b).

**Proof** By construction we can write

\[
\Sigma = \begin{pmatrix}
\eta \\
\eta P \\
\vdots \\
\eta P^{n-1}
\end{pmatrix} \quad \text{and} \quad \Sigma P = \begin{pmatrix}
\eta P \\
\eta P^2 \\
\vdots \\
\eta P^n
\end{pmatrix}.
\]

By admissibility \( \Sigma P = J \Sigma \), and moreover \( \eta P^n \) must be a linear combination of the \( \eta P^j \)'s. Hence (18) follows. The \( a_j \)'s are rational because the vectors \( \eta P^j \) have integer coordinates. If \( \text{Rank}(\Sigma) = n \), then \( J \) is non-singular, hence \( a_0 \neq 0 \).

**Example 1** We consider \( \Sigma \) as follows, with \( p = 6 \):

\[
\Sigma = \begin{pmatrix}
1 & 1 & 1 & -1 & -1 & -1 \\
1 & 1 & -1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & 1
\end{pmatrix}.
\]
Fig. 2 A trajectory of (3) with $J$ given by (21) and with $c_0 = 0.6, \lambda = 8$. Initial conditions close to $(1, 1, 1)$

Let $\eta = (1, 1, 1, -1, -1, -1)$. Note that the rows of $\Sigma$ are $\eta$, $\eta P$ and $\eta P^2$. Note also that $\eta P^3 = -\eta$. It follows that the rows of $\Sigma P$ are $\eta P$, $\eta P^2$ and $-\eta$, i.e. the second, the third and the negative of the first row of $\Sigma$. Hence

$$
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & 0 & 0
\end{pmatrix}
\Sigma = \Sigma P.
$$

(20)

Since the rows of $\Sigma$ are independent the matrix $\Sigma \Sigma^T$ is invertible. Hence (14) has a unique solution which, by (20), must be given by:

$$
J = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & 0 & 0
\end{pmatrix}.
$$

(21)

Note that $\Sigma^+ = \Sigma^T (\Sigma \Sigma^T)^{-1}$ and $J$ satisfies (15).

This matrix provides a simple example of heteroclinic cycle, which we illustrate in Fig. 2: the reader can check on this numerical simulation that indeed trajectories follow the pattern defined by $\Sigma$. Observe that the trajectory closely follows the edges of the cube connecting the equilibria in the pattern. The analysis is easy, but it also follows directly from Theorem 2 in Sect. 4.1.
### 3.2 Classification of Simple Consecutive Cycles

Suppose that \( p \) is fixed and note that every consecutive cycle is uniquely determined by the choice of \( \eta \) and \( n \). If \( n \geq p \), then such a cycle is always admissible. If \( n < p \), then there are only very special choices of \( \eta \) and \( n \) such that the cycle is admissible. In this section we will address the question of finding the conditions on \( \eta \) so that there exists an \( n < p \) such that the cycle determined by \( \eta \) and \( n \) is admissible. In order to avoid confusion with prime numbers, we will, throughout this section, use the letter \( m \) instead of \( p \) to denote the dimension of \( \eta \). We will return to the original notation of Zhang et al. (2013b) in the subsequent sections.

Consider a simple cycle as defined in Sect. 3.1, with \( \eta \) corresponding to the first row of \( \Sigma_1 \). If \( \Sigma_1 \) is admissible, then there exists \( J \) in the form given by (18) such that (14) is satisfied. Let \( (a_1, a_2, \ldots, a_n) \) be the last row of \( J \) (see 18) and let

\[
\psi(x) = x^n - a_n x^{n-1} - \ldots - a_2 x - a_1.
\]

It follows from (14) that \( \eta \in \ker(\psi(P)) \). In this section we use the following result:

**Theorem 1** Let \( V \) be a non-trivial invariant subspace of the action of \( P \) on \( \mathbb{R}^m \). Then there exists a polynomial \( \phi(x) \), which is a divisor of \( x^m - 1 \), such that \( V = \ker(\phi(P)) \). Moreover, for any \( \tilde{\phi} \) the inclusion \( V \subset \ker(\tilde{\phi}(P)) \) holds if and only if \( \phi \) is a divisor of \( \tilde{\phi} \).

Theorem 1 follows from some classical results of algebra, which we will review in the appendix, thereby providing the proof. We now state two corollaries of Theorem 1 which we will use to characterize the possible choices of \( \eta \) for which \( \dim(W_\eta) < m \).

**Corollary 1** If \( n = \dim(W_\eta) < m \), then \( W_\eta = \ker(\psi(P)) \) and \( \psi \) is a divisor of \( x^m - 1 \).

**Proof** It is easy to see that \( W_\eta \subset \ker(\psi(P)) \). We will prove that the opposite inclusion holds and that \( \psi \) is a divisor of \( x^m - 1 \). By Theorem 1 there exists \( \phi \) a divisor of \( x^m - 1 \) such that \( \ker(\phi(P)) = W_\eta \) and \( \phi \) divides \( \psi \). Suppose that \( \phi \) is a proper divisor of \( \psi \). Then

\[
n = \dim(W_\eta) \leq \deg(\phi) < n,
\]

which is a contradiction. It follows that \( \psi = \phi \). Hence the corollary holds.

For \( \phi \) a minimal divisor of \( x^m - 1 \) (over \( \mathbb{Q} \)) let \( \psi = (x^m - 1)/\phi \) and let \( W_\phi = \ker(\psi) \).

The following result leads to a characterization of \( \eta \)s such that \( n = \dim(W_\eta) < m \).

**Corollary 2** If \( n = \dim(W_\eta) < m \), then \( \eta \in W_\phi \), for some \( \phi \) a minimal divisor of \( x^m - 1 \) (over \( \mathbb{Q} \)).

**Proof** By Corollary 1, there exists \( \tilde{\psi} \), a divisor of \( x^m - 1 \), such that \( W_\eta = \ker(\tilde{\psi}) \). By unique decomposition into prime factors over \( \mathbb{Q} \), there exists a minimal divisor \( \phi \) of
\(x^m - 1\) which divides \(\tilde{\psi}\). Let \(\psi = (x^m - 1)/\phi\). Clearly \(\tilde{\psi}\) divides \(\psi\). It follows from Theorem 1 that \(\eta \in \ker(\psi) = W_\phi\).

In the remainder of this section, we will derive the conditions on \(\eta\) needed for \(\eta \in W_\phi\) for some (the simplest) choices of \(\phi\), where \(\phi\) is a minimal divisor of \(x^m - 1\).

We begin by recalling the decomposition of \(x^m - 1\) into irreducible polynomials over \(\mathbb{Q}\). For a positive integer \(k\) let

\[
\phi_k(x) = \sum_{i=0}^{k-1} x^i.
\]

The polynomials \(\phi_p\), where \(p\) is a prime number, are irreducible over \(\mathbb{Q}\). For a prime number \(p\) and a nonnegative integer \(j\), we define

\[
\phi_{p,j}(x) = \sum_{i=0}^{p-1} x^{ip^j}.
\]

Note that \(\phi_{p,0} = \phi_p\). The polynomials \(\phi_{p,j}(x)\) are the irreducible factors over \(\mathbb{Q}\) of the polynomial \(\phi_{pk}\). Suppose \(m = m_1m_2\ldots m_l\), with \(m_j = p_j^{k_j}\), \(j = 1, \ldots, l\), and let

\[
\Phi_m(x) = \phi_m / \prod_{j=1}^{l} \phi_{m_j}(x).
\]

The polynomial \(\Phi_m(x)\) is called the cyclotomic polynomial of degree \(m\) and is irreducible. It now follows that the decomposition of \(x^m - 1\) into irreducible factors over \(\mathbb{Q}\) given by

\[
x^m - 1 = (x - 1)\Phi_m(x) \prod_{j=1}^{l} \left( \prod_{i=0}^{k_j-1} \phi_{p_j,i}(x) \right).
\]

All the possible factors of \(x^m - 1\) over \(\mathbb{Q}\) are products of the irreducible factors appearing in (23); hence, all the possible choices of \(W_\phi\) are obtained that way. As announced above we now describe some of the spaces \(W_\phi\) by simple conditions on the components of \(\eta\).

**Proposition 2** If \(\phi = \phi_p\) for some prime divisor \(p\) of \(m\), then \(W_\phi\) consists of vectors \(\eta = (b_0, \ldots, b_{m-1})\) satisfying

\[
\sum_{i=0}^{m/p-1} b_{ip} = \sum_{i=0}^{m/p-1} b_{ip+1} = \ldots = \sum_{i=0}^{m/p-1} b_{(i+1)p-1}.
\]

**Proof** we use the following identity:

\[
\psi(x) = (x - 1)\phi_{m/p}(x^p).
\]
Hence
\[
\Psi(P)\eta = (P - I) \left( \sum_{i=0}^{m/p-1} b_{ip}, \sum_{i=0}^{m/p-1} b_{ip+1}, \ldots, \sum_{i=0}^{m/p-1} b_{(i+1)p-1} \right). \tag{25}
\]
(The indexing of the components of \(b\) in (25) must be understood modulo \(m\).) It follows that the RHS of (25) is equal to the 0 vector if (24) holds.

We now state the condition on \(\eta\) for \(\phi = \Phi_m(x)\). We begin with the following elementary lemma (the proof is left to the reader). \(\Box\)

**Lemma 1** If \(k\) divides \(m\), then
\[
\ker(P^k - I) = \{ \eta : \text{there exists } v \in \{-1, 1\}^k \text{ such that } \eta = (v, v, \ldots, v) \}. \tag{26}
\]

**Proposition 3** Suppose \(\phi = \Phi_m(x)\). Then
\[
\eta \in \ker(P^{m_1} - I) + \ldots + \ker(P^{m_l} - I). \tag{27}
\]

**Proof** Note that
\[
\psi(x) = (x^m - 1)/\Phi_m(x) = (x - 1) \prod_{j=1}^{l} \phi_{m_j}(x).
\]

Further note that, for each \(j\), \((x - 1)\phi_{m_j}(x) = x^{m_j} - 1\). Hence, for each \(j\),
\[
\ker(P^{m_j} - I) \subset \ker(\psi(P)).
\]
Moreover, for \(j \neq j'\)
\[
\ker(P^{m_j} - I) \cap \ker(P^{m_{j'}} - I) = \text{span}\{1_m\}.
\]

The result follows. \(\Box\)

**Remark 1** Since the coordinates of \(\eta\) are \(\pm 1\), it follows that \(\eta\) must be contained in one of the spaces \(\ker(P^{m_l} - I)\).

**Remark 2** The conditions for the other minimal factors of \(x^m - 1\) are slightly more complicated, and we will not state them here. They are, however, not hard to derive.

**Example 2** We consider \(\eta = (b_0, b_1, \ldots, b_{14}) = (1, 1, 1, 1, 1, 1, 1 - 1, -1, -1, 1, 1, 1, 1, 1, 1, 1)\) with \(m = 15 = 3 \cdot 5\). Note that \(\eta\) satisfies (24) with \(p = 3\). Hence, by Proposition 2, \(\eta \in W_\phi = \ker(\psi)\) with
\[
\phi = 1 + x + x^2; \quad \psi = (x - 1)(1 + x^3 + x^6 + x^9 + x^{12}) = -1 + x - x^3 + x^4 - x^6 + x^7 - x^9 + x^{10} - x^{12} + x^{13}
\]
Hence

\[ \eta P^{13} = \eta - \eta P + \eta P^3 - \eta P^4 + \eta P^6 - \eta P^7 + \eta P^9 - \eta P^{10} + \eta P^{12}. \]  

Note that the last row of \( \Sigma P \) is equal to the LHS of (28). If we define \( J \) as in (18) with \((a_0, \ldots, a_{12}) = (1, -1, 0, 1, -1, 0, 1, -1, 0, 1, -1, 0, 1)\), then the RHS of (28) equals \( J \Sigma \). Hence, by (28), identity (14) holds with \( J \) as specified.

Example 3 We consider \( \eta = (b_0, b_1, \ldots, b_{14}) = (1, 1, 1, -1, 1, 1, 1, -1, -1, 1, 1, 1, -1, -1) \) with \( m = 15 = 3 \cdot 5 \). Note that \( \eta \in ker(P^5 - I) \), or, in other words,

\[ \eta P^5 = \eta. \]  

Arguing as in Example 2, we conclude that \( \Sigma \) generated by \( \eta \) and \( n = 5 \) is admissible with \( J \) whose last row equals \((1, 0, 0, 0, 0)\).

Example 4 An interesting class of admissible cycles exists for \( m \) even with \( n = m/2 \). Note that in this case \( x^m - 1 = (x^n + 1)(x^n - 1) \), i.e. \( x^n + 1 \) divides \( x^m - 1 \). Further note that

\[ \ker(P^n + I) = \{ \eta \in \mathbb{R}^m = (\nu, -\nu), \ \nu \in \mathbb{R}^n \}. \]  

Let \( \Sigma \) be a cycle constructed with some \( \eta \in \ker(P^n + I) \), \( n = m/2 \). Then \( \Sigma \) is admissible. Moreover, by a similar argument as in Example 2, we conclude that the last row of \( J \) equals \((-1, 0, \ldots, 0)\). In particular Example 1 of Sect. 3.1 is a special case of this construction. This type of admissible cycle is called \textit{antisymmetric} in Zhang et al. (2013b).

Example 5 Since \((1 + x + \cdots + x^{m-1})(x-1) = x^m - 1\), the space \( \ker(I + P \cdots + P^{m-1}) \) corresponds to vectors \( \eta \) for which \( \Sigma \) with \( n = m - 1 \) is admissible. Moreover,

\[ \ker(I + P \cdots + P^{m-1}) = \{ \eta : \sum \eta_i = 0 \}. \]

Note that for \( \eta \)'s whose entries are \( \pm 1 \) this means that the number of coordinates equal to \( 1 \) is the same as the number of coordinates equal to \(-1 \). Hence \( m \) must be even. In this case the last row of \( J \) is \((-1, -1, \ldots, -1)\).

4 Admissible Simple Consecutive Cycles and Their Heteroclinic Cycles

We now come to the study of heteroclinic cycles for admissible consecutive simple cycles governed by Eq. (3), hence with \( J \) as in (18). Then the equation reads as a system

\[
\begin{align*}
\dot{x}_1 &= (1 - x_1^2) \left( \lambda c_0 x_1 + \lambda c_1 x_2 - f_q(x_1) \right) \\
\dot{x}_2 &= (1 - x_2^2) \left( \lambda c_0 x_2 + \lambda c_1 x_3 - f_q(x_2) \right) \\
&\vdots \\
\dot{x}_n &= (1 - x_n^2) \left( \lambda c_0 x_n + \lambda c_1 (a_1 x_1 + \cdots + a_n x_n) - f_q(x_n) \right)
\end{align*}
\]  

\( \odot \) Springer
Following Zhang et al. (2013b), we also assume that the two coefficients which control the relative contributions of $J_0$ and $J$ to each neuron satisfy

Hypothesis (H) $0 \leq c_0 < 1$ and $c_0 + c_1 = 1$.

We aim at studying the existence and stability of heteroclinic cycles connecting vertex equilibria, i.e. equilibria with entries $\pm 1$, for this system. By construction, the edges, faces, and simplices of the hypercube $\{(\pm1, \ldots, \pm1)\}$ are invariant under the dynamics of (31).

Let $\xi = (x_1, \ldots, x_n)$ be a vertex equilibrium: $x_k = \pm1$ for all $k$. Linearizing (31) at $\xi$ leads to a system of equations $\dot{u}_k = \sigma_k u_k$ where: we can express the eigenvalues as follows:

$$
\begin{align*}
\sigma_k &= 2(f_q(1) - \lambda) \quad \text{if } x_k x_{k+1} = 1, \ k < n \\
\sigma_k &= 2(f_q(1) - \lambda(c_0 - c_1)) \quad \text{if } x_k x_{k+1} = -1, \ k < n \\
\sigma_n &= 2 \left( f_q(1) - \lambda(c_0 + c_1 x_n \sum_{j=1}^{n} a_j x_j) \right),
\end{align*}
$$

Note that under the above conditions on $c_0$ and $c_1$, which we assume from now on, a necessary and sufficient condition for the existence of negative and positive eigenvalues with $k < n$ is that $\lambda(c_0 - c_1) < f_q(1) < \lambda$. This is always possible to realize since $|c_0 - c_1| < 1$. Then $\sigma_k < 0$ if $x_k x_{k+1} = 1$ and $> 0$ otherwise.

### 4.1 Heteroclinic Edge Cycles

**Definition 1** A heteroclinic cycle is called an “edge cycle” if it connects a cyclic sequence of vertex equilibria through heteroclinic orbits lying on the edges of the hypercube $\{(\pm1, \ldots, \pm1)\}$. We also request that the unstable manifold at each equilibrium in the cycle has dimension 1 (therefore is contained in an edge).

The condition about the unstable manifolds is necessary for asymptotic stability of the edge cycles. If $\sigma_k^-$ and $\sigma_k^+$ denote, respectively, the contracting and expanding eigenvalues along the heteroclinic trajectories, the edge cycle is asymptotically stable if (see Krupa 1997)

$$
|\Pi \sigma_k^-| > \Pi \sigma_k^+.
$$

The Example 1 provides a simple case of an asymptotically stable edge cycle, see Fig. 2. We show below that all asymptotically stable edge cycles have the same simple structure.

**Theorem 2** Let hypothesis (H) hold. An asymptotically stable edge cycle exists for (31) if and only if condition (33) holds as well as the following:

$$
\lambda(c_0 + c_1(a_1 + \cdots + a_n) < f_q(1) < \lambda(c_0 + c_1(-a_1 + \cdots - a_{n-1} + a_n)).
$$
This edge cycle connects the sequence of $2n$ equilibria

$$(1, 1, \ldots, 1) \rightarrow (1, 1, \ldots, -1) \rightarrow \ldots (-1, -1, \ldots, -1) \rightarrow \cdots \rightarrow (-1, 1, \ldots, 1).$$

(35)

Proof Let $\xi = (x_1, \ldots, x_n)$ be an equilibrium in the cycle. Note first that according to (32), in order to have one unique positive eigenvalue $\sigma_k$ with $k < n$, the following must be true: (33) holds and (i) all $x_j$ with $j \leq k$ have the same sign, (ii) $x_k x_{k+1} = -1$ and (iii) $x_j$ has the sign of $x_{k+1}$ for $k + 1 < j$. Let $\xi'$ be the next equilibrium in the cycle, and then we must have $x'_j = x_j$ for all $j \neq k$ and $x'_k = -x_k$. Observe that we then have $\sigma'_k < 0$. It is straightforward to check that under (33), there is no equilibrium point lying on the edge joining $\xi$ to $\xi'$ and therefore that a heteroclinic connection exists on this edge.

Now let us assume that the positive eigenvalue is $\sigma_n$. Then all $x_j$'s, $j = 1, \ldots, n$, must be equal and the condition $\sigma_n > 0$ can be written $f_q(1) - \lambda(c_0 + c_1(a_1 + \cdots + a_n)) > 0$. Also we request $x'_n = -x_n$ and $\sigma'_n < 0$, which can be written $f_q(1) - \lambda(c_0 + c_1(-a_1 + \cdots - a_{n-1} + a_n)) < 0$. As for the case $k < n$, we can check that whether these inequalities are satisfied a heteroclinic orbit joins $\xi$ to $\xi'$.

From the above construction, we deduce that the edge cycle must connect the equilibria in the sequence (35).

Corollary 3 Edge cycles are in one-to-one correspondence with connectivity matrices (18) with $a_1 = -1$ and $a_j = 0$ for $j > 1$. Moreover, under hypothesis (H), they are asymptotically stable iff $\lambda < c_0/f_q(1)$.

Proof It follows from the above theorem that the matrix $\Sigma$ for an edge cycle is defined by

$$\Sigma = \left(\eta, \eta P, \ldots, \eta P^{n-1}\right)^T$$

where $\eta$ is the vector $(v, -v)$ with $v = (1, \ldots, 1)$ ($n$ times). Note that $\eta P^n = -\eta$. It follows that the rows of $\Sigma P$ are $\eta P, \ldots, \eta P^{n-1}$ and $-\eta$. Hence $J$ with $a_1 = -1$ and $a_j = 0$ is solution of

$$J \Sigma = \Sigma P.$$  

Since the rows of $\Sigma$ are independent the matrix $\Sigma \Sigma^T$ is invertible, hence the solution is unique. It is straightforward to check that (34) is true in this case iff $\lambda < c_0/f_q(1)$.  

Note that Example 1 provides the simplest case of an edge cycle.

4.2 Heteroclinic Non-edge Cycles

We have seen in the previous section that in order for a vertex equilibrium $\xi = (x_1, \ldots, x_n)$ of (31) to have a unique positive eigenvalue, a necessary condition
was that a change of sign in the sequence of coordinates $x_j$ occurs at most once. The sign of $\sigma_n$ is a special case, it depends on the coefficients $a_1, \ldots, a_n$. Suppose now that $\xi$ has two positive eigenvalues, along directions $x_k$ and $x_l$. The corresponding two-dimensional unstable manifold lies in the face defined by the fixed coordinates $x_j$ when $j \neq k, l$. Assuming $k < l < n$, the four vertices on this face are $\xi, \xi' = (x_1, \ldots, -x_k, \ldots, x_n), \xi'' = (x_1, \ldots, -x_l, \ldots, x_n)$ and $\tilde{\xi} = (x_1, \ldots, -x_k, \ldots, -x_l, \ldots, x_n)$. The question which we address now is whether there can exist stable heteroclinic cycles which involve saddle-sink connecting trajectories from $\xi$ to $\tilde{\xi}$. This situation can of course be generalized to more than two unstable eigenvalues, if there are more than two switches of sign in the $x_j$’s. Let us first look at an example in low dimension.

In all the following, we assume hypothesis (H) holds.

**Example 6** Consider three neurons ($n = 3$) and four equilibria such that $\eta = (1, 1, -1, -1)$. Defining $P$ as before and $\eta = (1, 1, -1, -1)$, we build $\Sigma$ to form a consecutive cycle with $n = 3$ and $p = 4$: $\{\eta, \eta P, \eta P^2\}$. Hence

$$
\Sigma = \begin{pmatrix}
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
\end{pmatrix}.
$$

(36)

Clearly the third row is the opposite of the first one; hence, this matrix has rank 2. Nevertheless, the cycle is admissible because $\text{rank}(\Sigma) = \text{rank}(\eta)$ where $\text{rank}(\eta)$ is the rank of the matrix $[\eta^T, (\eta P)^T, (\eta P^2)^T, (\eta P^3)^T]^T$ (Theorem 2 of Zhang et al. 2013b). Since $\eta P^3 = -\eta - \eta P - \eta P^2$, it follows that

$$
J = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & -1 & -1 \\
\end{pmatrix}.
$$

(37)

Note that this example illustrates the criterion derived in Sect. 3.2, Example 5. The equations read

$$
\begin{align*}
\dot{x}_1 &= (1 - x_1^2) \left( \lambda c_0 x_1 + \lambda c_1 x_2 - f_q(x_1) \right) \\
\dot{x}_2 &= (1 - x_2^2) \left( \lambda c_0 x_2 + \lambda c_1 x_3 - f_q(x_2) \right) \\
\dot{x}_3 &= (1 - x_3^2) \left( \lambda c_0 x_3 - \lambda c_1 (x_1 + x_2 + x_3) - f_q(x_3) \right)
\end{align*}
$$

(38)

Numerical simulations exhibit a heteroclinic cycle for (3) with $J$ given above, see Fig. 3. Observe that after short transient time $x_1$ and $x_3$ are opposite and move (in opposite directions) while $x_2$ is fixed at $\pm 1$. This indicates that a heteroclinic orbit (if it exists) connects opposite vertices in the faces $x_2 = \pm 1$. Now if we set $x_3 = -x_1$ in (39) with $x_2 = \pm 1$, we see that the first and third equations are identical. Therefore, the diagonal axis joining the vertices ($1, \pm 1, -1$) to ($-1, \pm 1, 1$) is flow invariant. Moreover, the eigenvalues at opposite vertices along each of these axes have opposite signs as in the previous sections, showing that a saddle-sink connection exists on these diagonal axes. A more detailed calculation shows that on each of these faces, the dynamics looks like in Fig. 4. Let us explain why the dynamics aligns itself on the diagonal connection.
Fig. 3  Simulations of (3) with $J$ as in (37) and $c_0 = 0.6$, $\lambda = 2.5$, random initial conditions close to origin. Colour code blue $= x_1$, red $= x_2$, green $= x_3$ (Color figure online)

Fig. 4  Sketch of phase portrait on the face $x_2 = -1$ for (39). The cross indicates an equilibrium lying on the edge of the vertices

(in black in Fig. 4). The unstable eigenvalue at the point $(-1, -1, -1)$ is given by $\sigma_n$ ($n = 3$) in (32): $\sigma_3 = 2\lambda(-c_0 + 3c_1) + 2f_q(1)$.

We now come back to the general problem.

Lemma 2  Let $\xi = (x_1, \ldots, x_k, \ldots, x_l, \ldots, x_n)$ be a vertex equilibrium for (31). If there are $m$ switches of sign in the sequence $x_1, \ldots, x_n$, then $\xi$ has either $m$ or $m + 1$ unstable directions. The latter case occurs if $\sigma_n > 0$ in (32). The unstable manifold of $\xi$ is contained in the hyperface generated by its unstable eigenvectors.
Proof One already knows that if $j < n$, then $\sigma_j > 0$ iff $x_j x_{j+1} < 0$. However, when $j = n$, the sign of the eigenvalue depends upon the coefficients $a_1, \ldots, a_n$. The last claim is straightforward from (31).

Lemma 3 An equilibrium $\xi$ possesses a two-dimensional unstable manifold if and only if the two conditions are satisfied: (i) either the sequence of coordinates in $\xi$ undergoes two switches of signs and $\sigma_n < 0$, or one switch of signs and $\sigma_n > 0$; (ii) if $x_k$ and $x_l$ are the unstable directions, then $x_k x_l < 0$.

Proof Condition (i) is clear from Lemma 2. If condition (ii) is not satisfied, then an additional change of sign must occur somewhere between $x_k$ and $x_l$, and therefore, an additional positive eigenvalue must exist.

The next lemma characterizes when $\sigma_n > 0$ when $\xi$ is a column vector of a consecutive cycle $\Sigma$.

Lemma 4 Let $\xi = (x_1, \ldots, x_n)$ be an equilibrium in a consecutive cycle. We write $\xi' = J\xi = (x_1', \ldots, x_n')^T$ where $J$ is the connectivity matrix (18). Then under the condition (33), $\sigma_n > 0$ if and only if $x_n x_n' < 0$.

Proof Recall that $\sigma_n = -2 \left( \lambda(c_0 + c_1 \sum_{j=1}^n a_j x_j) - f_q(1) \right)$. By construction $\sum_{j=1}^n a_j x_j = x_n'$, therefore by (32), $\sigma_n = -2 \left( \lambda(c_0 + c_1 x_n x_n') - f_q(1) \right)$. The claim follows by (33).

Lemma 5 Let $\xi = (x_1, \ldots, x_n)$ be a vertex equilibrium in a simple consecutive cycle with connectivity matrix $J$ and $\xi' = J\xi = (x_1', \ldots, x_n')$. Suppose that $\xi$ possesses a two-dimensional unstable manifold along directions $x_k$ and $x_l$, which by construction implies $x_k' = -x_k$ and $x_l' = -x_l$. Then a heteroclinic saddle-sink connection $\xi \to \xi'$ exists in the face of coordinates $(x_k, x_l)$ if and only if $l \neq k \pm 1$. Moreover, in this case the diagonal segment joining $\xi$ to $\xi'$ is flow invariant.

Proof The face $F_{kl} = \{(x_1, \ldots, x_{k-1}, u, x_{k+1}, \ldots, x_{l-1}, v, x_{l+1}, \ldots, x_n) \mid -1 \leq u, v \leq 1\}$ is flow invariant. Suppose first that $k+1 < l$ (the case $l < k+1$ is of course similar). Then equations in $F$ are

$$
\dot{u} = (1 - u^2) \left( \lambda c_0 u + \lambda c_1 x_k' - f_q(u) \right)
$$

$$
\dot{v} = (1 - v^2) \left( \lambda c_0 v + \lambda c_1 x_l' - f_q(v) \right)
$$

(39)

Set $v = -u$. Then the two above equations are identical because by Lemma 3 we have $x_k x_l = -1$, which also implies $x_k' x_l' = -1$. The saddle-sink connection along this segment follows from the same analysis as in the “edge” case.

Suppose now that $l = k + 1$. Then in $\xi'$ the coordinates of indices $k, k+1$ have opposite signs, which implies that the eigenvalue $\sigma_k'$ of $\xi'$ is positive. Therefore, $\xi'$ is a saddle or a source in the face joining $\xi$ to $\xi'$, which proves that no saddle-sink connection $\xi \to \xi'$ can exist.

This lemma can be generalized in a straightforward way to more that two unstable eigenvalues.
Definition 2  Let $\Sigma = (\xi_1, \ldots, \xi_p)$ be a simple, admissible consecutive cycle. $\Sigma$ has adjacent switches if in one column (at least), the sign of the entries change two or more times consecutively.

The following theorem summarizes the previous results.

Theorem 3  Let hypothesis (H) hold. For the admissible simple consecutive cycle $\Sigma = (\xi_1, \ldots, \xi_p)$ with Hopfield equations (31), the equilibria $\xi_1, \ldots, \xi_p$ are connected by a robust heteroclinic cycle if and only if: (i) condition (33) is satisfied; (ii) $\Sigma$ has no adjacent switches. The heteroclinic connections $\xi_i \to \xi_{i+1}$ lie either along the corresponding edge of the unit cube in phase space, or inside the corresponding face, the dimension of which is equal to the number $q$ of switches of sign of coordinates from $\xi_i$ to $\xi_{i+1}$. In the latter case these connections form a $q$-dimensional manifold, and in this manifold one of them is the diagonal segment joining $\xi_i$ to $\xi_{i+1}$.

Example 1 above illustrates this theorem for a network of three neurons. The first column in (36) contains one switch of sign but the second column contains two non-adjacent switches. The resulting dynamics close to the heteroclinic cycle is shown in Fig. 3.

The next example also concerns a network with three neurons; however, it is a counterexample to existence of a heteroclinic cycle.

Example 7  Let us take $\Sigma$ in the following form:

$$
\Sigma = \begin{pmatrix}
-1 & 1 & 1 \\
1 & 1 & -1 \\
1 & -1 & 1
\end{pmatrix}.
$$

This matrix defines a simple minimal consecutive cycle: It is $3 \times 3$ and invertible. Since $P^3 = Id$, it is easy to find that

$$
J = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}.
$$

Observe that columns in $\Sigma$ have an adjacent switch of sign. The consequence of this is that for example, the equilibrium $(1, 1, -1)$ is not a sink in the face containing both $(-1, 1, 1)$ and $(1, 1, -1)$, and therefore no robust heteroclinic orbit connects these two equilibria. Hence, the heteroclinic cycle does not exist. Instead, the numerical simulation shows a dynamics converging to the stable equilibrium $(1, 1, 1)$ (Fig. 5).

We cannot rule out the possibility that condition (ii) in Theorem 3 is not satisfied, but the network still possesses a heteroclinic cycle. However, in this case the cycle will be different from the one defined by $\Sigma$. Two different $\Sigma$’s can give the same connectivity matrix. Next is an example of this kind.

Example 8  This example shows that the assumption of Theorem 3 concerning the absence of adjacent switches is essential. Lets consider the following minimal consecutive cycle, which was introduced in Zhang et al. (2013b) (Example 6).
Fig. 5 Time series for the network with connectivity matrix (41), $c_0 = 0.6$, $\lambda = 2$, initial condition close to the first equilibrium $(-1, 1, 1)$. Colour code: blue $= x_1$, red $= x_2$, green $= x_3$ (Color figure online)

Fig. 6 Time series (after transients) for the network with connectivity matrix (43), $c_0 = 0.6$, $\lambda = 2.5$, random initial conditions. Colour code blue $= x_1$, red $= x_2$, green $= x_3$, black $= x_4$, yellow $= x_5$ (Color figure online)

\[
\tilde{\Sigma} = \begin{pmatrix}
1 & 1 & -1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 & -1 & 1 \\
-1 & 1 & -1 & -1 & 1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1 \\
1 & -1 & 1 & 1 & -1 & 1 \\
-1 & -1 & 1 & 1 & -1 & 1
\end{pmatrix}
\]  

(42)

By Example 5 of Sect. 3.2 the connectivity matrix is

\[
J = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
-1 & -1 & -1 & -1 & 1
\end{pmatrix}
\]  

(43)
Observe that \( \Sigma \) possesses two adjacent sign switches in the first column. The simulation of the dynamics in this case shows a heteroclinic cycle, however, not the one which would correspond to the cycle formed by the columns of \( \Sigma \) (Fig. 6), which is consistent with Theorem 3. In the figure, we see that \( x_3 \) moves first from \( +1 \) to \( -1 \) while \( x_1 = x_2 = +1 \) and \( x_4 = x_5 = -1 \), then \( x_1 \) moves from \( +1 \) to \( -1 \) and simultaneously \( x_5 \) moves from \( -1 \) to \( +1 \), then \( x_2 \) and \( x_4 \) do the same, and the process repeats itself. The corresponding cycle is given by the following matrix (see also Sect. 4.3.2):

\[
\Sigma = \begin{pmatrix}
1 & 1 & 1 & -1 & -1 \\
1 & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 \\
-1 & -1 & -1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1
\end{pmatrix}.
\] (44)

In the following example, the rank of \( \Sigma \) is not maximal.

**Example 9** Let’s take

\[
\Sigma = \begin{pmatrix}
1 & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 \\
-1 & -1 & -1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1
\end{pmatrix}.
\] (45)

Observe that the last row is opposite to the first one, which we call \( \eta \), and \( \text{rank}(\Sigma) = 3 \). The cycle is admissible and since \( \eta P^4 = -\eta P \), we have that

\[
J = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & -1 & 0 & 0
\end{pmatrix}.
\] (46)

Observe that because \( \Sigma \) does not have full row rank, it is not minimal consecutive in the sense of Zhang et al. (2013b), which is reflected by the fact that the first entry in the last row of \( J \) is 0 (see Proposition 1). A numerical simulation is shown in Fig. 7.

### 4.3 Some Classes of Simple Consecutive Cycles with Non-edge Heteroclinic Cycles

#### 4.3.1 Simple Consecutive Cycles with \( p \leq n \)

We will first consider the case \( n = p \) and then prove that the case \( n > p \) is an extension of the case \( n = p \).

Note that if \( n = p \) then \( \Sigma \) is a square matrix. By construction, if \( \eta \) denotes the first row of \( \Sigma \), then \( \Sigma = (\eta^T, (\eta P)^T, \ldots, (\eta P^{n-1})^T) \). Then it follows from Theorem 2 in
Zhang et al. (2013b) that the cycle is admissible. Moreover, $\eta P^n = \eta$, which implies that in (31), $a_1 = 1$ and $a_j = 0$ for $j > 1$. Hence

$$J = \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \ldots & 0 & 1 \\ 1 & 0 & \ldots & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (47)

Observe that for $n = 3$ adjacent switches always exist in this case (see Example 2).

However, for all square simple consecutive cycles of a given dimension $n > 3$ and such that no adjacent switches occurs, we can conclude that several non-edge heteroclinic cycles can coexist and their number increases with $n$.

**Example 10** $n = 4$. The only square consecutive cycle with non-adjacent switches is generated by $\eta = (1, 1, -1, -1)$. Time series of the heteroclinic cycle shown in Fig. 8.

**Example 11** $n = 6$. Then the following square consecutive cycles have no adjacent switches: $\eta_1 = (1, 1, 1, -1, -1, -1)$ and $\eta_2 = (1, 1, 1, 1, -1, -1)$. The first heteroclinic cycle has connections on three different faces, while the second cycle has connections on six different faces.

We now consider the case $n > p$, and write $n = p + k$. Note that $\Sigma$ is admissible with $J$ a block matrix

$$J = \begin{pmatrix} \tilde{J} & 0_{p,k} \\ B & 0_{k,k} \end{pmatrix}$$

with $\tilde{J}$ the matrix defined by (47) and $B$ a $k \times p$ matrix given by the first $k$ rows of $\tilde{J}$. The corresponding cycle is obtained as follows: truncating the last $k$ rows of $\Sigma$ leads to a cycle with $n = p$ (if Theorem 3 can be applied). For the original $\Sigma$, we obtain
a cycle with the same structure in dimension $n + k$ with the saddles along the cycle obtained by adding the additional coordinates from the rows of $\Sigma$. This construction is similar to ‘inflation’ as defined in Aguiar et al. (2011).

4.3.2 Antisymmetric Simple Consecutive Cycles with $p$ Even and $n = p - 1$

An antisymmetric cycle is generated by a row vector $\eta = (v, -v)$, so that $p$ is even and $v$ has $p/2$ entries. In this case the conditions of Example 5 of Sect. 3.2 hold and

$$
J = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
-1 & \cdots & 0 & 1 & -1
\end{pmatrix}.
$$

(48)

Moreover, by construction $\Sigma$ does not contain adjacent switches. Hence a heteroclinic cycle exists for this matrix. Two such examples have already been discussed: with $p = 4$ and $n = 3$ (Example 6), and with $p = 6$ and $n = 5$ (Example 8) (see Fig. 3 and 6, respectively).

4.3.3 Simple Consecutive Cycles with $n < p$ Odd Given by Propositions 2 and 3

Example 2 shows the construction of $J$ for $\eta$ satisfying (24) with $p = 15$ and $n = 13$. We leave the obvious generalization of this construction to the reader. Figure 9 shows a heteroclinic cycle obtained for $\eta = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)$, $p = 15$ and $n = 13$.

For $\eta \in \ker(P^n - I)$, as stipulated by Proposition 3 and Remark 1 the heteroclinic cycles which arise are the same as for $\eta$ truncated to a single block. Multiple blocks simply correspond to repeated passages through the same heteroclinic cycle. For example, if we use, as in Example 2 of Sect. 3.2, $\eta =

![Fig. 8](image-url)  

**Fig. 8** Time series (after transients) for the consecutive cycle with $p = n = 4$, $c_0 = 0.6$, $\lambda = 3.4$, random initial conditions. *Colour code blue = $x_1$, red = $x_2$, green = $x_3$, black = $x_4* (Color figure online)
Fig. 9  Time series (after transients) for the consecutive cycle with $p = 15$, $n = 13$, $c_0 = 0.6$, $\lambda = 3.4$, random initial conditions. Top picture = time series of $x_1, \ldots, x_6$, bottom picture = time series of $x_7, \ldots, x_{13}$. Color code blue = $x_1, x_7$, red = $x_2, x_8$, green = $x_3, x_9$, black = $x_4, x_{10}$, yellow = $x_5, x_{11}$, cyan = $x_6, x_{12}$, magenta = $x_{13}$ (Color figure online)

(1, 1, 1, −1, −1, 1, 1, 1, −1, 1, 1, 1, −1, −1), with $n = 5$, we obtain a heteroclinic cycle in $\mathbb{R}^5$ corresponding to $\eta = (1, 1, 1, −1, −1)$. A triple passage through this cycle gives $\eta$ as stated above.

4.4 Symmetry Properties of Consecutive Simple Cycles

The Eq. (12) (hence 31) is invariant by the symmetry $S : x \rightarrow −x$. Therefore, any time a consecutive simple cycle $\Sigma$ is admissible and corresponds to a heteroclinic cycle $X$ for Eq. (12), the cycle $−\Sigma$ is also admissible with same connectivity matrix $J$ and corresponds to the heteroclinic cycle $SX$.

It may, however, happen that $−\eta = \eta P^k$ for some $k < p$, where $\eta$ is the generator of the cycle $\Sigma$. An example is the class of edge cycles, for which $p = 2n$ and by construction $\eta P^n = −\eta$. Other examples are given in Sect. 4.3.2, and also in Example 9. More generally for this to be true one must clearly have $p = 2k$ and $\eta = (v, −v)$, in which case the cycle is antisymmetric (see 4.3.2). Then one has the following result.

**Proposition 4** Let $\Sigma$ be a simple consecutive cycle and $X$ the corresponding heteroclinic (edge or non-edge) cycle. We note $S$ the symmetry $x \rightarrow −x$. Then $SX = X$ if and only if $\Sigma$ is antisymmetric.

When $p$ is odd $\Sigma$ cannot be antisymmetric. For example, the heteroclinic cycles provided in Sect. 4.3.3 verify that two different heteroclinic cycles $X$ and $SX$ exist simultaneously for (12).

5 Conclusion

In this work, we have studied robust heteroclinic cycles in Hopfield networks with coupling given by the learning rule of Personnaz et al. (1986). We gave an extensive
classification of heteroclinic cycles for couplings of a simple consecutive type. In particular, we established a tight relation between the structure of the coupling and the heteroclinic cycles supported by the resulting network. This work is a part of the general program of establishing connections between heteroclinic/homoclinic dynamics and neural processing (see Rabinovich et al. 2006 for an outline of this program).

An interesting direction for continuing this work is to determine if a correspondence between cycles in the coupling and robust heteroclinic cycles carries over to more realistic settings. As a first attempt of such a generalization, we intend to introduce delays, as delays arise naturally in neural coupling and can play a functional role Ermentrout and Terman (2010). Other generalizations include considering systems with noise, more realistic models of neurons, or generalizations of the learning rule.
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Appendix: Invariant Spaces for Linear Actions

The material presented here is standard in algebra and is related to the rational or Frobenius normal form for matrices, see for Example Dummit and Foote (2003). We have not found a reference that presents the necessary results in a concise fashion, thus we feel that there is a need for this appendix.

Fix a linear transformation \( T : \mathbb{R}^n \to \mathbb{R}^n \). We are interested in understanding the \( (T-) \) invariant subspaces of \( \mathbb{R}^n \), that is, those subspaces \( W \) with \( T(W) \subseteq W \), and in particular in identifying the maximal proper invariant subspaces. Here we will argue that invariant subspaces are very closely linked to the action of the polynomial ring \( \mathbb{R}[x] \) on the linear transformations on \( \mathbb{R}^n \) given by \( (f, T) \mapsto f(T) \). Rather than studying specifically the permutation \( P \) we consider a more general context of cyclic transformations. A transformation \( T \) is cyclic if there exists a vector \( v \in \mathbb{R}^n \) such that \( \mathbb{R}^n = \text{span}\{T^jv, j = 0, 1, \ldots\} \).

We will prove the following result.

**Theorem 4** Let \( T : \mathbb{R}^n \to \mathbb{R}^n \) be a cyclic transformation. There exists an polynomial \( f_T \) of degree \( n \) (the minimal polynomial) with the following property. The invariant spaces for the action of \( T \) on \( \mathbb{R}^n \) are in one to one correspondence with non-trivial factors of the polynomial \( f_T \). If \( f \) is such a factor then \( \text{ker}(f(T)) \) is the corresponding invariant space.

It will be clear from the arguments below that \( f_P = x^n - 1 \). Hence Theorem 1 is a direct consequence of Theorem 4.
Generalities on the Correspondence Between Invariant Subspaces and Polynomials

For each invariant subspace $W \subseteq \mathbb{R}^n$, we get a map

$$\mathbb{R}[x] \rightarrow L(W, W), \ f \mapsto f(T) \upharpoonright W$$

whose kernel is an ideal of $\mathbb{R}[x]$. Since $\mathbb{R}[x]$ is a principal ideal domain (PID) it is a principal ideal. We denote the monic generator of this ideal by $f_W$. Note that $W = \ker(f_W(T))$. Note also that for $W = \mathbb{R}^n$, the polynomial $f_{\mathbb{R}^n}$ is the minimal polynomial of $T$, and we will denote it by $f_T$. A few observations in this setting will be useful.

**Lemma 6** If $f \in \mathbb{R}[x]$, then both $\ker(f(T))$ and $\mathcal{Z}(f(T))$ are invariant subspaces.

*Proof* This is a consequence of the fact that, for any $h \in \mathbb{R}[x]$, the linear transformations $h(T)$ and $f(T)$ commute so that: $w \in \ker(f(T))$ implies $f(T)(T(w)) = T(f(T)(w)) = T(0) = 0$ and $w = f(T)(v)$ implies $T(w) = T(f(T)(v)) = f(T)(T(v)) \in \mathcal{Z}(f(T))$.

**Lemma 7** If $f \in \mathbb{R}[x]$ and $f' = \gcd(f, f_T)$, then

$$\ker(f(T)) = \ker(f'(T)) \quad \text{and} \quad \mathcal{Z}(f(T)) = \mathcal{Z}(f'(T)).$$

*Proof* To see this, first we can write $f' = g f + h f_T$ with $g, h \in \mathbb{R}[x]$ by the Euclidean Algorithm. It follows that $f'(T) = g(T) \circ f(T) = f(T) \circ g(T)$ since $f_T(T) = 0$ by definition of the minimal polynomial. Also, since $f'$ divides $f$, there is $k \in \mathbb{R}[x]$ so that $f = kf'$ and thus $f(T) = k(T) \circ f'(T) = f'(T) \circ k(T)$. For the statement about images we have

$$f(T) = f'(T) \circ k(T) \implies \mathcal{Z}(f(T)) \subseteq \mathcal{Z}(f'(T))$$

$$f'(T) = f(T) \circ g(T) \implies \mathcal{Z}(f'(T)) \subseteq \mathcal{Z}(f(T)),$$

and thus $f(T)$ and $f'(T)$ have equal images. The proof for kernels is similar. \hfill \Box

**Corollary 4** If $\gcd(f, g) = 1$, then $\ker(f(T)) \cap \ker(g(T)) = \{0\}$.

*Proof* Suppose $v \in \ker(f(T)) \cap \ker(g(T))$. We write $1 = hf + kg$ and thus

$$v = h(T)(f(T)(v)) + k(T)(g(T)(v)) = h(T)(0) + k(T)(0) = 0$$

\hfill \Box

**Cyclic Subspaces**

For $v \in \mathbb{R}^n$ let

$$[v]_T = \text{span}\{v, TV, T^2v, \ldots\}.$$
We refer to \([v]_T\) as the cyclic subspace generated by \(v\). Clearly, every minimal subspace must be of this form. We will prove in Lemma 10 that every invariant subspace has this form.

Now let \(v \in \mathbb{R}^n\) and, again from the action of the polynomial ring, we obtain a map

\[ \mathbb{R}[x] \rightarrow \mathbb{R}^n, \ f \mapsto f(T)(v). \]

Again, this map is linear, and its kernel is a principal ideal of \(\mathbb{R}[x]\), the monic generator of which we will denote by \(f_v\). The image of this map is \([v]_T\).

**Lemma 8** Let \(v \in \mathbb{R}^n\), then \(f_v = f[v]_T\) and \(\dim([v]_T) = \deg(f_v)\).

**Proof** The first statement follows as if \(f(T)\) annihilates \(v\) then it also annihilates \(g(T)(v)\) for any \(g \in \mathbb{R}[x]\). The second statement follows since, by the first isomorphism theorem, we have

\[ [v]_T \cong \mathbb{R}[x]/\text{Idl}(f_v) \]

and the dimension of \(\mathbb{R}[x]/\text{Idl}(f_v)\) is equal to \(\deg(f_v)\). \(\square\)

**Lemma 9**. Let \(v \in \mathbb{R}^n\) and \(f, g \in \mathbb{R}[x]\) with \(fg = f_v\). Then \(f_w = f\) for \(w = g(T)(v)\).

**Proof** Since \(f(T)(w) = f_v(v) = 0\), it follows that \(f_w\) divides \(f\). We prove that if \(h\) is a monic divisor of \(f\) satisfying \(h(w) = 0\) then \(f = h\). Since \(h(w) = 0\) is equivalent to \(hg(T)(v) = 0\), it follows that \(f_v = fg\) divides \(hg\) and thus \(\deg(f) \leq \deg(h)\). Since \(h\) is monic it follows that \(f = h\). \(\square\)

In the proof of the next lemma, we need the fact that \(\mathbb{R}[x]\) is a Unique Factorization Domain (UFD), which means that each nonzero polynomial \(f \in \mathbb{R}[x]\) may be written as \(f = af_1^{n_1} \ldots f_k^{n_k}\) where \(a\) is a real number and each \(f_i\) is an irreducible divisor of \(f\) which is also prime (that is, for all \(h, k \in \mathbb{R}[x]\), if \(f_i\) divides \(hk\) then \(f_i\) divides \(h\) or \(f_i\) divides \(k\)).

**Lemma 10** Let \(W\) be an invariant subspace. Then there is \(w \in W\) with \(f_w = f_W\).

**Proof** To see this, first note that \(f_W = \text{lcm}(f_w \mid w \in W)\). (lcm denotes the least common multiple). Thus, for any irreducible divisor \(f\) of \(f_W\) and for \(k\) the largest power of \(f\) that divides \(f_W\), there must be a \(w \in W\) so that \(f^k\) divides \(f_w\). Now taking \(g = f_w/f^k\), we see by Lemma 9 that \(f_w' = f^k\) where \(w' = g(T)(w)\). Doing this for each irreducible divisor of \(f_W\), the sum of the resulting \(w's\) is the required element by Corollary 4, since \(f_w' = f^k\) implies \(w' \in \ker(f^k(T))\). \(\square\)

**Cyclic Transformations**

Recall that a linear transformation \(T: \mathbb{R}^n \rightarrow \mathbb{R}^n\) is cyclic if there is a \(v \in \mathbb{R}^n\) so that \([v]_T = \mathbb{R}^n\). We call \(v\) a cyclic generator.
Lemma 11 If $T$ is cyclic and $fg = x^n - 1$, then $\dim(\mathcal{Z}(g(T))) = \deg(f)$.

Proof This follows from Lemmas 8 and 9: Take $v \in \mathbb{R}^n$ with $[v]_T = \mathbb{R}^n$. Then $f_v = f_T$ is the minimal polynomial and thus $f = f_w$ for $w = g(T)(v)$ and $\dim([w]_T) = \deg(f)$. Finally note that $[w]_T = \text{span}(T^i(g(T)(v))) = g(T)(T^i(v)) \mid i \in \mathbb{N}) = g(T)(\mathbb{R}^n) = \mathcal{Z}(g(T))$. \hfill \Box

Lemma 12 If $T$ is cyclic and $fg = f_T$, then $\mathcal{Z}(g(T)) = \ker(f(T))$.

Proof For any $w$ with $w = g(T)(w')$ we have $f(T)(w) = f(T)(g(T)(w')) = 0$, so $\mathcal{Z}(g(T)) \subseteq \ker(f(T))$ and we have

$$n = \deg(f) + \deg(g) = \dim(\mathcal{Z}(g(T))) + \dim(\mathcal{Z}(f(T))) \leq \dim(\ker(f(T))) + \dim(\mathcal{Z}(f(T))) = n.$$

Thus $\mathcal{Z}(g(T))) = \ker(f(T))$. \hfill \Box

The following result now follows.

Theorem 5 If $T$ is a cyclic linear operator on $\mathbb{R}^n$ and $v \in \mathbb{R}^n$ is a cyclic generator, then the invariant subspaces of $\mathbb{R}^n$ for $T$ are in one-to-one correspondence with the pairs $(f, g)$ such that $fg = f_T$. The space corresponding to such a pair $(f, g)$ is

$$[g(T)(v)] = \text{Im}(g(T)) = \ker(f(T)).$$

In particular, the minimal invariant subspaces correspond to the pairs $(f, g)$ where $f$ is an irreducible factor of $f_T$ in $\mathbb{R}[x]$ and the maximal invariant subspaces correspond to the pairs $(f, g)$ where $g$ is an irreducible factor of $f_T$ in $\mathbb{R}[x]$.

Note that Theorem 5 implies Theorem 4.
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