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Abstract

Finite volume (FV) numerical solvers of the two-dimensional shallow water equations are core to industry-standard flood models. The second-order Discontinuous Galerkin (DG) alternative is well-known to perform better than first- and second-order FV to capture sharp flow fronts and converge faster at coarser resolutions, but DG2 models typically rely on local slope limiting to selectively damp numerical oscillations in the vicinity of shock waves. Yet flood inundation events are smooth and gradually-varying, and shock waves play only a minor role in flood inundation modelling. Therefore, this paper investigates two DG2 variants—with and without local slope limiting—to identify the simplest and most efficient DG2 configuration suitable for flood inundation modelling. The predictive capabilities of the DG2 variants are analysed for a synthetic test case involving advancing and receding waves representative of flood-like flow. The DG2 variants are then benchmarked against industry-standard FV models over six UK Environment Agency scenarios. Results indicate that the DG2 variant without local slope limiting closely reproduces solutions of the commercial models at twice as coarse a spatial resolution, and removing the slope limiter can halve model runtime. Results also indicate that DG2 can capture more accurate hydrographs incorporating small-scale transients over long-range simulations, even when hydrographs are measured far away from the flooding source. Accompanying details of software and data accessibility are provided.
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1. Introduction

In the past decades, the finite volume (FV) method has emerged as a core basis to the numerical solvers of the full two-dimensional (2D) shallow water equations (SWE). These solvers have been adopted and enhanced in the current industrial flood modelling packages (Alcrudo, 2004; Neelz and Pender, 2009; Teng et al., 2017) and are often preferred by government agencies in the UK, Netherlands and Australia for flood risk assessment and for the management of urban and rural floodplains (Engineers Australia, 2012; Henckens and Engel, 2017; Neelz and Pender, 2013). FV-based flood models are known for their ability to capture the widest range of flow transitions, making them well-suited to provide reliable predictions for complex, real-world flood applications. For example, FV models are applied to produce hydrographs with detailed velocity transients to estimate structural damages on residential buildings (Pistrika and Jonkman, 2010), to identify safe parking locations for emergency vehicles during flood evacuation (Arrighi et al., 2019), and to develop quantifiable hazard classification for flood vulnerability assessment (Costabile et al., 2020; Shirvani et al., 2020a, 2020b). Similarly, for gradually propagating floods, hydrographs produced by the FV-based models are used to estimate arrival times and flood levels in low-lying areas (Alkema, 2007; Latrubesse et al., 2020), e.g. to assess the clearance time for flood evacuation (Cheng et al., 2011) and to identify zones for flood rescue prioritisation (Patel et al., 2017).

One issue with industry-standard FV models is that they often employ a first-order accurate finite volume (FV1) solver, as in the case, for example, of TUFLOW-FV1 (BMT-WBM, 2016), Infoworks ICM (Lhomme et al., 2010), JFlow+ (Crossley et al., 2010), LISFLOOD-FP with Roe solver (Neal et al., 2012), RiverFlow2D (Hydronia LLC, 2019), and BASEMENT (Vetsch et al., 2018). Such models may not be ideal for certain applications, as the outputs of an FV1 solver can be severely affected by rapid accumulation of numerical diffusion, particularly when the fine resolution needed to alleviate these errors is unaffordable (Lhomme et al., 2010; Neal et al., 2012). For example, an FV1-based flood model tends to predict late arrival times and narrower wetting extents (Schubert et al., 2008; Kesserwani and Sharifian 2020), and fails to capture small-scale transients in hydrograph
predictions (Soares-Frazão and Zech, 2008; de Almeida et al., 2018). Error analyses in the published literature show that FV1-based models tend to produce larger deviations in hydrograph predictions when gauging stations are located far from the inflow and the flood duration lasts several days (Echeverribar et al., 2019; Horváth et al., 2020; Xia et al., 2019).

To improve the capability of FV-based models, second-order accurate finite volume (FV2) solvers have been used in existing industrial flood models, for example in TUFLOW-FV2 (BMT-WBM, 2016), TUFLOW-HPC (BMT-WBM, 2018), ANUGA (Mungkasi and Roberts, 2013), and Iber (Bladé et al., 2014). Many FV2-based models adopt the Monotonic Upstream-centred Scheme for Conservation Laws (MUSCL) approach to reconstruct piecewise-linear solutions, but this widens the calculation stencil to the neighbour’s neighbour of the element where local flow data are updated. The MUSCL approach comes hand-in-hand with a Total Variation Diminishing (TVD) slope limiter to ensure that the reconstructed flow solutions are free from unphysical oscillations. As the slope limiter is inherent to any MUSCL-FV2 solver and is applied globally over each grid element, a key challenge has been to choose a slope limiter function that can simultaneously retain second-order accurate, oscillatory-free solutions, and ensure reliable reproduction of real-world features (Bai et al., 2018; Guard et al., 2013; Reis et al., 2019; Sanders and Bradford, 2006; Yoon and Kang, 2004). This level of fidelity is particularly important in flood inundation modelling given the presence of moving wet-dry fronts where MUSCL-FV2 outputs could be significantly affected, such as in the cases of poor capturing of vanishing velocities (Delis et al., 2011; Delis and Nikolos, 2013; Hou et al., 2015; Zhao et al., 2018; Bai et al, 2018) and wave arrival times if the resolution is insufficiently fine (Kesserwani and Wang, 2014; Zhao et al., 2018).

The second-order discontinuous Galerkin (DG2) method provides an alternative approach to generate and update a piecewise-planar solution per grid element, where the solution slopes are defined intrinsically, thereby avoiding slope reconstruction and reducing the calculation stencil to the direct neighbours. With a DG2 solver, slope limiting becomes irrelevant and can drastically spoil the quality the predictions if applied globally as with MUSCL-FV2. Rather, the slope limiter should only
be applied locally to stabilise the DG2 solution at very steep discontinuities within the wet portions of the computational domain (Kesserwani and Liang, 2012a; Krivodonova et al., 2004). Hence, the choice for the limiter function is not pertinent with a DG2 solver, for which the key challenge has rather been to identify and apply a method to localise the operation of the slope limiter, which increases the computational cost of a DG2 solver (Fu and Shu, 2017; Le et al., 2020; Marras et al., 2018; Qiu and Shu, 2005; Vater et al., 2019). To date, very few 2D hydraulic modelling packages have adopted DG-based solvers, of which DG-SWEM (Bunya et al., 2009; Kubatko et al., 2006), SLIM (Lambrechts et al., 2010) and Thetis (Kärnä et al., 2018) are two examples. Existing DG-based solvers have been primarily aimed to support modelling applications in lake, estuary and coastal systems (Le Bars et al., 2016; Clare et al., 2020; Le et al., 2020; Mulamba et al., 2019; Pham Van et al., 2016; Wood et al., 2020). However, the application of DG2 for 2D flood inundation modelling has been little explored, and a dedicated study is needed to identify: (i) the optimal DG2 configuration for flood modelling applications, and (ii) the potential capabilities of DG2 compared to commonly used FV-based alternatives, including FV-based industry-standard models.

This paper presents such a study for a robust grid-based DG2 solver designed for flood modelling applications, which considers two possible variants, with and without local limiting. The variants of the DG2 solver are diagnostically assessed – alongside a standard FV2-MUSCL solver and its FV1 variant – to identify in particular their potential in modelling flow features relevant to flood inundation, as well as their mass and energy conservation properties over time. The DG2 variants are then benchmarked against the outputs of industry-standard FV-based flood models, and those produced on a twice-coarser resolution for the DG2 variants and the MUSCL-FV2 solver. The comparisons include qualitative and quantitative analyses aimed at identifying when a DG2-based flood model could add value to support industrial-scale flood modelling, and which DG2 variant is the most appropriate in relation to the intended modelling study. Accompanying model data are available as supplementary materials on Zenodo (Ayog and Kesserwani, 2020), with details to freely access the DG2 solver software provided in the acknowledgements section.
2. Grid-based flood models

The slope-decoupled DG2 solver has been designed to provide well-balanced piecewise-planar solutions on a simplified stencil that is compatible with that of existing grid-based FV flood models. It has been demonstrated to reduce the runtime cost per element by 2.6 times compared to a standard DG2 solver while preserving second-order accuracy (Kesserwani et al., 2018). In this section, this DG2 solver (Sec. 2.1) is optimised further to make it suitable for 2D flood inundation modelling. A MUSCL-FV2 alternative (Sec. 2.2) is presented and its main differences and similarities to the DG2 solver are discussed. The conservation properties of both DG2 and MUSCL-FV2 solvers are then analysed (Sec. 2.3) through a synthetic test case involving nonlinear flow with periodic wetting and drying cycles over an uneven topography.

The DG2 and MUSCL-FV2 solvers rely on the Godunov-type approach to solve numerically the conservative form of the two-dimensional (2D) shallow water equations (SWE), expressed as:

$$\partial_t \mathbf{U} + \partial_x \mathbf{F} (\mathbf{U}) + \partial_y \mathbf{G} (\mathbf{U}) = \mathbf{S} (\mathbf{U})$$

(1)

where \( \mathbf{U} (x, y, t) = [h, hu, hv]^T \) is the flow vector at location \((x, y)\) and time \(t\), including the water depth \(h\) (m) and the components of the unit-width flow discharge \(hu\) (m\(^2\)/s) and \(hv\) (m\(^2\)/s), with \(u\) (m/s) and \(v\) (m/s) being the components of the depth-averaged horizontal velocity. The physical flux has the components \(\mathbf{F} = [hu, (hu)^2 h^{-1} + 0.5gh^2, hv]^T\) and \(\mathbf{G} = [hv, hvu, (hv)^2 h^{-1} + 0.5gh^2]^T\) in which \(g\) (m/s\(^2\)) is the gravity acceleration. The source term vector \(\mathbf{S}\) is decomposed into \(\mathbf{S} = \mathbf{S}_b + \mathbf{S}_f\), with \(\mathbf{S}_b = [0, -gh\partial_x z, -gh\partial_y z]^T\) including the bed-slope terms of a given 2D topography \(z\), and \(\mathbf{S}_f = [0, -C_f u \sqrt{u^2 + v^2}, -C_f v \sqrt{u^2 + v^2}]^T\) including the friction effects. \(C_f = gh n_M^2 h^{-1/3}\) is a drag term expressed in terms of the Manning’s roughness coefficient \(n_M\) (s\(^{-1}\) m\(^{1/3}\)).

Both numerical solvers are aimed to solve Eq. (1) on a 2D grid made of \(M \times N\) uniform rectangular elements \(Q_c\) \((c = 1, \ldots, M \times N)\). Each grid element \(Q_c\), centred at \((x_c, y_c)\) and with size \(\Delta x \times \Delta y\), can be expressed as \(Q_c = [x_c - \frac{\Delta x}{2}, x_c + \frac{\Delta x}{2}] \times [y_c - \frac{\Delta y}{2}, y_c + \frac{\Delta y}{2}]\) (see Fig. 1).

2.1. DG2 solver
2.1.1. Local piecewise-planar solutions

The DG2 method uses local piecewise-planar approximate solutions, $\mathbf{U}_h$, to the flow vector $\mathbf{U}$. Over each grid element $Q_c$, $\mathbf{U}_h$ is expanded by coefficients representing an average, $\mathbf{U}_c^0(t)$, and two directionally independent slopes, $\mathbf{U}_c^{1x}(t)$ and $\mathbf{U}_c^{1y}(t)$, as follows:

$$
\mathbf{U}_h(x, y, t)|_{Q_c} = \mathbf{U}_c^0(t) + \frac{(x-x_c)}{\Delta x/2} \mathbf{U}_c^{1x}(t) + \frac{(y-y_c)}{\Delta y/2} \mathbf{U}_c^{1y}(t) \quad (2)
$$

Fig. 1. A rectangular element $Q_c$ on which the slope-decoupled DG2 form (Sec. 2.1) is applied. Points $E$, $W$, $N$ and $S$ denote the face-centred nodes at the eastern, western, northern and southern faces. Points $G_{xi}$ and $G_{yi}$ ($i = 1, 2$) denote Gaussian evaluation points along the $x$- and $y$-directional centreline, respectively.

$\mathbf{U}_c^0(t)$, $\mathbf{U}_c^{1x}(t)$ and $\mathbf{U}_c^{1y}(t)$ are also referred to as DG2 modes, which are initialised from a given initial condition, $\mathbf{U}_0(x, y, t)$, such that:

$$
\mathbf{U}_c^0(0) = \frac{1}{2} [\mathbf{U}_0(E) + \mathbf{U}_0(W)] = \frac{1}{2} [\mathbf{U}_0(N) + \mathbf{U}_0(S)] \quad (3a)
$$

$$
\mathbf{U}_c^{1x}(0) = \frac{1}{2} [\mathbf{U}_0(E) - \mathbf{U}_0(W)] \quad (3b)
$$

$$
\mathbf{U}_c^{1y}(0) = \frac{1}{2} [\mathbf{U}_0(N) - \mathbf{U}_0(S)] \quad (3c)
$$

where $\mathbf{U}_0(p)$, $p = E, W, N$ and $S$, are the initial condition values at the face-centred nodes (Fig. 1), which are preliminarily averaged from the corner node values (see Eqs. 72-81 in Kesserwani et al., 2018). The time-invariant modes, $z_c^0$, $z_c^{1x}$ and $z_c^{1y}$, which represent the piecewise-planar terrain approximations, $z_h(x, y)$, are initialised in a fashion similar to Eqs. (3) with the values at the corner nodes representing the data points extracted from a Digital Elevation Model (DEM).
2.1.2. Well-balanced and depth-positivity preserving DG2 operators

In an explicit second-order Runge-Kutta (RK2) time integration scheme, with a maximum Courant number \( Cr = 0.3 \) (Cockburn and Shu, 2001), the DG2 modes of the flow vector, \( \mathbf{U}_c^K(t) \), are updated by solving three independent ordinary differential equations (ODEs), \( \partial_t \mathbf{U}_c^K(t) = \mathbf{L}_c^K \), with \( \mathbf{L}_c^K \) being spatial operators \( (K = 0,1x, 1y) \). These spatial DG2 operators (see Eqs. 40-42 in Kesserwani et al. (2018)) – after algebraic manipulations and zeroing cross-dimensional bed-slope dependencies – can be reduced to read:

\[
\mathbf{L}_c^0 = -\frac{1}{\Delta x} \left( \mathbf{\bar{F}}_E - \mathbf{\bar{F}}_W \right) - \frac{1}{\Delta y} \left( \mathbf{\bar{G}}_N - \mathbf{\bar{G}}_S \right) - 2g \begin{bmatrix} 0 & \frac{\mathbf{c}_x^0 \mathbf{S}_{1x}}{\Delta x} & \frac{\mathbf{S}_{1y} \mathbf{c}_y^0}{\Delta y} \\ \frac{\mathbf{S}_{1x} \mathbf{c}_x^0}{\Delta x} & 0 & \frac{\mathbf{c}_y^0 \mathbf{S}_{1y}}{\Delta y} \\ \frac{\mathbf{S}_{1y} \mathbf{c}_y^0}{\Delta y} & \frac{\mathbf{c}_x^0 \mathbf{S}_{1x}}{\Delta x} & 0 \end{bmatrix} \tag{4a}
\]

\[
\mathbf{L}_c^{1x} = -\frac{3}{\Delta x} \left( \mathbf{\bar{F}}_E + \mathbf{\bar{F}}_W \right) - \left( \mathbf{F} \left( \mathbf{\bar{U}}_{c0x}^0 + \frac{1}{\sqrt{3}} \mathbf{\bar{U}}_{c1x}^1 \right) + \mathbf{F} \left( \mathbf{\bar{U}}_{c0x}^0 - \frac{1}{\sqrt{3}} \mathbf{\bar{U}}_{c1x}^1 \right) \right) + \frac{2g}{3} \begin{bmatrix} 0 & \frac{\mathbf{c}_x^1 \mathbf{S}_{1x}}{\Delta x} & \frac{\mathbf{S}_{1y} \mathbf{c}_y^1}{\Delta y} \\ \frac{\mathbf{S}_{1x} \mathbf{c}_x^1}{\Delta x} & 0 & \frac{\mathbf{c}_y^1 \mathbf{S}_{1y}}{\Delta y} \\ \frac{\mathbf{S}_{1y} \mathbf{c}_y^1}{\Delta y} & \frac{\mathbf{c}_x^1 \mathbf{S}_{1x}}{\Delta x} & 0 \end{bmatrix} \tag{4b}
\]

\[
\mathbf{L}_c^{1y} = -\frac{3}{\Delta y} \left( \mathbf{\bar{G}}_N + \mathbf{\bar{G}}_S \right) - \left( \mathbf{G} \left( \mathbf{\bar{U}}_{c0y}^0 + \frac{1}{\sqrt{3}} \mathbf{\bar{U}}_{c1y}^1 \right) + \mathbf{G} \left( \mathbf{\bar{U}}_{c0y}^0 - \frac{1}{\sqrt{3}} \mathbf{\bar{U}}_{c1y}^1 \right) \right) + \frac{2g}{3} \begin{bmatrix} 0 & \frac{\mathbf{c}_y^1 \mathbf{S}_{1y}}{\Delta y} & \frac{\mathbf{S}_{1x} \mathbf{c}_x^1}{\Delta x} \\ \frac{\mathbf{S}_{1y} \mathbf{c}_y^1}{\Delta y} & 0 & \frac{\mathbf{c}_x^1 \mathbf{S}_{1x}}{\Delta x} \\ \frac{\mathbf{S}_{1x} \mathbf{c}_x^1}{\Delta x} & \frac{\mathbf{c}_y^1 \mathbf{S}_{1y}}{\Delta y} & 0 \end{bmatrix} \tag{4c}
\]

Note that the friction effects are excluded from the spatial operators in Eqs. (4) as they are added separately (Sec. 2.1.3). The terms \( \mathbf{\bar{F}}_E, \mathbf{\bar{F}}_W, \mathbf{\bar{G}}_N \) and \( \mathbf{\bar{G}}_S \) are the inter-elemental fluxes evaluated from the limits of the piecewise-planar approximate solutions at either side of the face-centred nodes \( p = E, W, N \) and \( S \) (Fig. 1) after applying appropriate revisions to preserve well-balancedness and depth-positivity (Liang and Marche, 2009). For example, the limits at the eastern face-centred node, \( E \), are expressed as: \( \mathbf{U}_E^- = \mathbf{U}_{c0}^0(t) + \mathbf{U}_{c1x}^1(t) \) and \( \mathbf{U}_E^+ = \mathbf{U}_{nei_E}^0(t) - \mathbf{U}_{nei_E}^{1x}(t) \), where ‘\( nei_E \)’ is the index of the direct neighbour from the eastern side. Both limits at \( E \) for \( z_h \) are equal, \( z_E = z_h(\mathbf{E}^\pm) \), as Eq. (3) ensures the continuity property (Kesserwani et al., 2018). Dummy limits that are depth-positivity preserving, denoted with the ‘\(^*\)’ symbol, are reconstructed for the components of the flow vector, as:

\[
h_{E}^{\pm*} = \max(0, h_{E}^{\pm}), \quad (hu)_{E}^{\pm*} = h_{E}^{\pm*}u_{E}^{\pm*} \quad \text{and} \quad (hv)_{E}^{\pm*} = h_{E}^{\pm*}v_{E}^{\pm*},
\]

where \( u_{E}^{\pm*} = (hu)_{E}^{\pm}/h_{E}^{\pm} \) and \( v_{E}^{\pm*} = (hv)_{E}^{\pm}/h_{E}^{\pm} \) when \( h_{E}^{\pm} \) is above a drying tolerance, \( tol_{dry} \), and zeroed when \( h_{E}^{\pm} \leq tol_{dry} \). A dummy revision of the continuous topography limit \( z_E \) is also applied to preserve well-balancedness when a
motionless body of water is blocked by a high wall, i.e. \( z^E_E = z_E - \max (0, -h_E) \). The revised limits \( \bar{U}^{\pm +}_E \) are then used to evaluate \( \bar{F}_E = \bar{F}(U_E^{\pm +}, U_E^{\pm +}) \) via a two-argument numerical flux function, \( \bar{F} \), based on an approximate Riemann solver. Here, the Riemann solver of Roe is applied as it forms the basis of the flood models explored in Sec. 3 and it is arguably the best choice with a DG2 solver for the SWE with source terms (Kesserwani et al., 2008). The fluxes \( \bar{F}_W, \bar{G}_N \) and \( \bar{G}_S \) are evaluated by analogy, after reconstructing dummy flow limits \( (U_W^{\pm +}, U_N^{\pm +} \) and \( U_S^{\pm +} \)) and topography limits \( (z_W, z_N^* \) and \( z_S^* \)). Dummy DG2 modes are then formed, appended with a ‘bar’, by reapplying Eq. (3) to the dummy nodal limits of the flow and topography, as:

\[
\bar{U}^{0x}_c = \frac{1}{2}(U_E^{-+} + U_W^{++}) \quad (5a)
\]

\[
\bar{U}^{0y}_c = \frac{1}{2}(U_N^{-+} + U_S^{++}) \quad (5b)
\]

\[
\bar{U}^{1x}_c = \frac{1}{2}(U_E^{-+} - U_W^{++}) \quad \text{and} \quad \bar{z}_c^{1x} = \frac{1}{2}(z_E^* - z_W^*) \quad (5c)
\]

\[
\bar{U}^{1y}_c = \frac{1}{2}(U_N^{-+} - U_S^{++}) \quad \text{and} \quad \bar{z}_c^{1y} = \frac{1}{2}(z_N^* - z_S^*) \quad (5d)
\]

Replacing the evaluated fluxes \( \bar{F}_E, \bar{F}_W, \bar{G}_N \) and \( \bar{G}_S \) alongside the positivity-preserving modes in Eq. (5), altogether in Eq. (4), lead to well-balanced evaluations for the DG2 operators without spurious momentum errors across wet-dry fronts located at very steep bed-slopes. Theoretical and diagnostic verification of these aspects can be found in Kesserwani et al. (2018).

2.1.3. Friction source term and local limiting treatments

Piecewise-planar approximate friction term integration is applied, involving the average, \( (S_f)^0_c \), and the two slope coefficients, \( (S_f)^{1x}_c \) and \( (S_f)^{1y}_c \). The contribution of the friction term coefficients is added to their respective discharge coefficients prior to each RK2 step, based on a standard implicit splitting integration (Kesserwani and Liang, 2010). The integration procedure is performed at the element centre \( (x_c, y_c) \) to increment the discharges in \( U_c^0 \), whereas evaluations at Gaussian points \( G_{xi} \) and \( G_{yi} \) (Fig. 1), followed by appropriate differentiations, are made to increment the discharges in \( U_c^{1x} \) and \( U_c^{1y} \).
Local limiting (LL) is applied as a separate step before each RK2 time stage, but after applying friction effects and boundary conditions. Slope limiting to coefficients $U_{c}^{1x}(t)$ and $U_{c}^{1y}(t)$ over $Q_c$ comes into play as an FV tool in order to limit the variations of these slopes relative to the slopes differentiated of the average coefficients, based on a Total Variation Diminishing (TVD) slope limiter (Sweby 1983; Toro 1999). It is well-known that TVD slope limiting with DG methods is only useful at the elements where the solution is about to develop shock-like gradients, otherwise, it can greatly destroy the solution or even affect overall robustness (see examples in Kesserwani and Liang (2012, 2011)). With DG2 numerical solvers, LL is commonly used for which the main challenge has been to deploy a localisation procedure to identify where slope limiting is needed (Fu and Shu, 2017). Here, the *shock detector* proposed by Krivodonova et al. (2004) is selected, as it is recognised to be one of the best options available to achieve the localisation procedure (Qiu and Shu, 2005). Such an algorithm is here applied component-wise, per slope coefficient and physical component. For example, to detect if the $x$-directional slope component $U_{c}^{1x}(t)$ at an element $Q_c$ needs limiting, the normalised magnitude of solution discontinuities at the face-centred eastern and western nodes, $DS_p$ ($p = E, W$), need to first be calculated as:

$$ DS_p = \frac{|u^p_{c} - u^p_g|}{\max(\frac{1}{\gamma}u^0_{c}U^{1x}(t)|u^0_{c}U^{1x}(t)|)} $$

(6)

Then, slope limiting will only be needed for $U_{c}^{1x}(t)$ when at least one inter-elemental discontinuity is detected, namely when $\max(DS_E, DS_W) > 10$ (Krivodonova et al., 2004), to ensure that Eq. (6) will only detect strong discontinuities, i.e. of shock types. If LL is needed, the *Generalised minmod limiter* (Cockburn and Shu 2001) is then applied to limit the slope coefficient $\hat{U}_{c}^{1x}(t)$, as:

$$ \hat{U}_{c}^{1x}(t) = \text{minmod} \left( U_{c}^{1x}(t), U_{nei_E}^{0}(t) - U_{c}^{0}(t), U_{c}^{0}(t) - U_{nei_W}^{0}(t) \right) $$

(7)

Note that the limiter in Eq. (7) is commonly used with DG methods for LL, and that the choice of the slope limiter function is insignificant here as the limiting operation is restricted to the locality of a shock. Worth also noting that shock detection and limiting for the water depth slope component, $h_{c}^{1x}(t)$, is avoided, but Eqs. (6-7) is applied instead for the free-surface elevation ($h_{c}^{1x}(t) + z_{c}^{1x}$) to
get \((h^1_x(t) + z^1_x)\) and then deduce \(\hat{h}^1_x(t) = (h^1_x(t) + z^1_x) - z^1_x\). This ensures that the presence of terrain steps does not falsely trigger slope limiting. In a similar way, shock detection and limiting are applied to analyse the \(y\)-directional slope component \(U^1_y(t)\) at \(Q_c\) and potentially limit it to become \(\hat{U}^1_y(t)\).

Regardless of slope limiting, the localisation procedure entails an overhead cost, since Eq. (6) needs to be applied twice for each element \(Q_c\), and since the presence of at least one wet-dry front needs to be checked for deactivating the limiter. Otherwise Eq. (7) may unnecessarily replace \(U^1_x(t)\) by an unphysically amplified slope that can trigger instabilities. In this version of the DG2 model, dry elements are flagged only by analysing the average coefficient of the water depth component, \(h^0\), relative to a \(tol_{dry} = 10^{-5}\) instead of analysing all local evaluations at the four Gaussian points (see Fig. 1) spanning the full piecewise-planar solution (Kesserwani et al., 2018). This measure for dry element detection is consistent with the way dry elements are detected in FV-based approaches.

### 2.2. MUSCL-FV2 solver

MUSCL-FV2 and FV1 model counterparts are here described for the same computational stencil used to describe the slope-decoupled DG2 flood model (Fig. 1), while adopting similar notations to map the fundamental similarities and differences among the DG2 and FV-based flood models.

#### 2.2.1. Local piecewise-constant solutions

The FV-based flood models only involve piecewise-constant averaged data, \(U^0_c(t)\) and \(z^0_c\), per grid element \(Q_c\), namely \(U_h(x, y, t)|_{Q_c} = U^0_c(t)\) and \(z_h(x, y)|_{Q_c} = z^0_c\), which are similarly initialised by Eq. (3a). Here, only one ODE needs solving, \(\partial_t U^0_c = L^0_c\), which is carried out with an RK2 scheme with MUSCL-FV2 and with an explicit, first-order, forward-Euler scheme with FV1, with \(L^0_c\) expressed as:

\[
L^0_c = -\frac{1}{\Delta x}\left(\vec{F}_E - \vec{F}_W\right) - \frac{1}{\Delta y}\left(\vec{G}_N - \vec{G}_S\right) - g \begin{bmatrix}
0 \\
\hat{h}^{0x}Z^1_x \\
\hat{h}^{0y}Z^1_y
\end{bmatrix}
\]  

(8)
The fluxes $F_E$, $F_W$, $G_N$ and $G_S$ are now evaluated after applying the MUSCL approach (van Leer, 1979) to form the solution limits at either side of the face-centred nodes $p$ ($p = E, W, N$ and $S$), with a different approach to producing revised limits in order to accommodate the discontinuous nature of $z_h$ in the FV-based flood models (Sec. 2.2.2).

2.2.2. Well-balancedness and depth-positivity preserving operations

Applying the MUSCL linear reconstructions, solution limits can be evaluated at the eastern face-centred node $E$ as:

$$U_E^- = U_c^0(t) + 0.5\nabla_c^{1x} \quad \text{and} \quad U_E^+ = U_{neig}^0(t) - 0.5\nabla_{neig}^{1x}$$

where $\nabla_c^{1x}$ is an $x$-directional gradient term defined as:

$$\nabla_c^{1x} = \phi \left( \frac{U_c^0(t) - U_{neig}^0(t)}{U_{neig}^0(t) - U_c^0(t)} \right) \left( U_c^0(t) - U_{neig}^0(t) \right)$$

$\phi$ is a slope limiter function that is applied component-wise and can lead to the FV1 solver by setting $\phi(r) = 0$. The choice for $\phi$ is discussed and justified later in Sec. 2.2.3. Similarly, the limits $U_p^\pm$ at the other three face-centred nodes $p$ can be reconstructed ($p = W, N, S$). Achieving these MUSCL reconstructions for all four limits $U_p^\pm$ in an element $Q_c$ requires a wider calculation stencil that needs further access to the neighbours’ neighbour piecewise-constant data.

A different approach is applied to form the dummy limits $U_p^{\pm*}$ and $z_p^*$ ($p = E, W, N$ and $S$), based on an intermediate involvement of the free-surface elevation $h + z$. This involvement is necessary to ensure well-balancedness given the inherent involvement of the slope limiter in the FV2 scheme (Liang and Marche, 2009). For example, at $E$, the starting point is to construct two dummy topography limits $z_E^{\pm}$, via Eq. (9), as $z_E^{\pm} = (h + z)^{\pm} - h_E^{\pm}$, from which $z_E^{\pm} = \max(z_E^-, z_E^+)$ is computed to ensure the continuity property. Next, dummy water depth limits $h_E^{\pm*}$ are reconstructed as $h_E^{\pm*} = \max(0, (h + z)_E^{\pm} - z_E^{\pm})$, thereby the discharge limits become $(hu)_E^{\pm*} = h_E^{\pm*}u_E^{\pm}$ and $(hv)_E^{\pm*} = h_E^{\pm*}v_E^{\pm}$ on wet elements. The adjustment $z_E^{*} = z_E^{*} - \max\{0, -(h + z)_E^{*} - z_E^{*}\}$ is also applied to preserve well-balancedness when a motionless body of water is blocked by a high wall.
The dummy revisions for \( \bar{h}_c^{0x}, \bar{z}_c^{1x}, \bar{h}_c^{0y} \) and \( \bar{z}_c^{1y} \) remain the same as in Eq. (5). These positivity preserving revisions are valid with Eq. (8) as long as the Courant number \( Cr \) does not exceed 0.5, in order to preserve water depth-positivity over a time-step update (Kesserwani and Liang, 2012b).

![Fig. 2. Second-order TVD region proposed in Sweby (1984) for the choice of a valid slope limiter within a MUSCL-FV2 scheme.](image)

### 2.2.3. Friction source term and choice for the limiter

The friction effects are integrated by following the same procedure as the DG2 model. It suffices to reapply the same treatment to update discharges within the average coefficient. However, the slope limiting process is substantially different from the MUSCL-FV2 scheme where the limiter function \( \phi(r) \) becomes a core component to both prevent spurious oscillations near sharp solution gradients and establish second-order accuracy. The choice for \( \phi(r) \) is usually made such that it is within the 2nd order TVD region proposed in Sweby (1984) which is bounded by two limiters, minmod and superbee, that form the lower and upper limit respectively as shown in Fig. 2. These limiters are not practically recommended (Sanders and Bradford, 2006): the minmod limiter does not use slope amplification and thus yields the most solution smearing, but this pays off with more stability in particular at wet-dry fronts, as the two-argument minmod limiter zeroes opposite sign slopes. In contrast, the superbee limiter involves maximum slope amplifications, but it can over-amplify the slopes and cause severe instabilities at wet-dry fronts. A sensible choice for a limiter function in flood modelling is one that is strictly below the superbee limiter bound and is fairly higher than the minmod limiter bound as well. Such a choice includes the generalised Sweby symmetric limiter with the \( \beta \) parameter ranging \( 1 < \beta < 2 \) (An and Yu, 2014) and the Barth-Jespersen limiter (Berger et
al., 2005) among many others. In this paper, the *Sweby limiter* is selected subject to using $\beta = 1.25$ instead of the commonly reported value of 1.5, in order to make this limiter lower than the upper bound (see Fig. 2). This choice for $\beta$ is also supported by a sensitivity analysis (not presented here) conducted over the synthetic test case in Sec. 2.3, which has confirmed that the condition $\beta < 1.3$ is necessary to preserve the stability of the MUSCL-FV2 solver around wet-dry fronts.

2.3. Analytical assessments of model conservation properties

The synthetic test of curved oscillatory flow in a parabolic bowl presented in (Kesserwani and Wang, 2014) is here considered, in which both MUSCL-FV2 and DG2 models can equally reproduce the analytical solution at grid resolutions of $2 \times 2$ m and $10 \times 10$ m, respectively. Both models have also been demonstrated to deliver second-order grid convergence when simulating only one cycle of wetting and drying, with DG2 producing better quality velocity outputs. The aforementioned test is revisited in order to explore the numerical mass and energy conservation properties of the DG2 model relative to the FV-based models over much longer time evolution and for relatively coarse grid modelling. In this test and also later in Sec. 3, all models are run on their maximum allowable $Cr$ number.

The curved oscillatory flow test case (Thacker, 1981) is applied with the same test setup used by other investigators (Bunya et al., 2009; Ern et al., 2008; Kesserwani and Wang, 2014). Initially ($t = 0$ s), the discharges are zero and the water level follows a concave profile, for which the wet-dry frontline is at its narrowest extent (see analytical profile in Fig. 3b). This state of the flow is termed *maximally dry profile* and should be retrieved after a period cycle $\tau = 1756.2$ s, as the oscillatory flow runs on a frictionless domain. The opposite situation is expected to occur after half-a-period cycle, at $t = \tau/2$, leading to the *maximally wet profile* characterised by a convex profile for which the wet-dry frontline is at its widest extent (see analytical profile in Fig. 3a). A grid with a resolution of $40 \times 40$ m is applied to discretise the 2D spatial domain where the DG2, MUSCL-FV2 and FV1 models are run up to 30-period cycles ($t = 30\tau$). Simulation results are presented for two DG2 variants with
LL (DG2-LL) and with no limiting (DG2-NL), in terms of water level predictions to the maximally dry and maximally wet profiles after 7-period cycles, as shown in Fig. 3.

![Fig. 3. Water level predicted by the DG2, FV2 and FV1 models extracted along the x-directional centreline after 7-period cycles, when the domain is: (a) maximally wet at $t = 7\tau/2$, and (b) maximally dry at $t = 8\tau$.](image)

The results in Fig. 3, after $t = 7\tau$, are particularly useful to examine the extent to which the DG2-LL, DG2-NL, MUSCL-FV2 and FV1 models are impacted by the growth of numerical diffusion, and how this impact eventually manifests itself within the model predictions. Both DG2 model predictions are found identical for this test, remaining close to the analytical profiles, whereas MUSCL-FV2 and FV1 model predictions are relatively poorer. FV1 and MUSCL-FV2 models lead to a narrower wetting extent and an over-prediction of the water level in the wet zone for the maximally wet profile (Fig. 3a). For the maximally dry profile (Fig. 3b), the FV1 and MUSCL-FV2 models lead to a wider wetting extent and an under-prediction of water level in the wet zone.

To quantify the impact of the accumulated numerical diffusion on the conservation properties of the DG2-LL, DG2-NL, MUSCL-FV2 and FV1 solvers over the 30-period cycle ($t = 30\tau$), mass error and total energy are measured. This impact is also quantified by considering a twice-finer grid (i.e. resolution of 20 m) to gain further insight into the different model response to resolution coarsening. As flow oscillates in an enclosed system, there is an exchange between kinetic and potential energy, but the total energy should be conserved as there is no friction. The 2D domain-integrated total mass $M$ is calculated as:
\[ M(t) = \int_{-4000}^{+4000} \int_{-4000}^{+4000} h(x, y, t) \, dx \, dy \] (11)

The mass error (i.e. the difference between the initial and current total mass) is calculated over time and normalised to the initial mass \( M_0 = M(0) \). Also, the 2D domain-integrated total energy \( E \) is calculated using the following relationship (McRae, 2015):

\[
E(t) = \int_{-4000}^{+4000} \int_{-4000}^{+4000} \left( \frac{1}{2} h(x, y, t) (u(x, y, t)^2 + v(x, y, t)^2) + \frac{1}{2} g((h(x, y, t) + z(x, y))^2 - z(x, y)^2) \right) \, dx \, dy
\] (12)

and is then normalised to the initial energy \( E_0 = E(0) \). While a perfectly energy-conservative scheme yields 1 for the normalised total energy, a value below 1 is indicative of the impact of accumulated numerical diffusion as time evolves.

**Fig. 4.** Time histories of the 2D domain-integrated: (a) normalised total energy and (b) mass error, for the grids with a resolution of 20 m and 40 m, respectively, and over a simulation time of \( t = 30\tau \).

Fig. 4 shows the time history of the normalised total energy and the mass errors recorded from the DG2-LL, DG2-NL, MUSCL-FV2 and FV1 outputs for two investigated grid resolutions (20 m and 40 m). As expected, the net effect of numerical diffusion in the DG2 variants, MUSCL-FV2 and FV1 solvers induces a gradual decay in the total energy (Fig. 4a). Even on the finer grid, the FV-based models are observed to dissipate energy quite rapidly, around 9% of the initial energy after 30 period cycles. This dissipation of initial energy is observed earlier with the coarser grid, which indicates that FV-based models are more prone to losing energy as grid resolution is coarsened. In
contrast, both DG2-LL and DG2-NL variants exhibit better energy conservation properties, with around 1% loss of the initial total energy despite grid resolution coarsening. Apart from the discrepancies observed in terms of numerical energy conservation, all models yield a zero relative mass error (Fig. 4b), suggesting that they are perfectly mass-conservative.

Overall, this test suggests that the DG2-NL variant can be as good as the DG2-LL when modelling (shockless) shallow water flows with wetting and drying. The DG2 solver is equally mass conservative as the FV-based solvers, but is more energy conservative due to its superior resistance to numerical dissipation. This property seems to make a DG2-based model better suited for hydraulic modelling over a long timescale and/or on coarser grids.

### Table 1. List of the industrial models considered for the comparison against the DG2 models.

| Model name   | Supplier    | Numerical scheme                                      | Mesh type     |
|--------------|-------------|-------------------------------------------------------|---------------|
| TUFLOW FV1   | BMT-WBM     | FV1 with 1st order time integration                   | Flexible mesh |
| TUFLOW FV2   | BMT-WBM     | MUSCL-FV2 with 2nd order time integration             | Flexible mesh |
| TUFLOW HPC   |             | MUSCL-FV2 with 4th order time integration             | Square grid   |
| Infoworks ICM| Innovyze    | FV1 with 1st order time integration                   | Flexible mesh |

#### 3. Comparison against industrial flood model outputs

The performance of the DG2 flood model is analysed and compared to the outputs of industrial FV-based flood models (Table 1) for six benchmark test cases reported by the UK Environment Agency (Table 2). Four industrial models are selected, all adopting the Roe Riemann solver within an FV1 scheme or an FV2 scheme based on linear (MUSCL) reconstructions with TVD slope limiting (BMT-WBM, 2018, 2016; Huxley et al., 2017; Innovyze, 2011; Jamieson et al., 2012; Lhomme et al., 2010; Neelz and Pender, 2009). The test cases (Table 2) have been categorised as to whether the flood flow propagation is gradual (Froude number < 1) or rapid (Froude number ≥ 1).

For each test case, DG2 model simulations are run on the same grid resolution as reported for the industrial model outputs (Table 2). DG2-LL and DG2-NL simulations are performed with a dual purpose: (a) to further diagnose the utility of the DG2-NL alternative for simulating flood-like flows;
and (b) to uncover trade-offs related to the standard DG2-LL alternative. On a twice-coarser grid, the best performer DG2 variant (DG2-NL is selected by default if both perform equally well) is rerun alongside a MUSCL-FV2 run to also assess the different model responses to doubling in resolution.

Table 2. Selected benchmark test cases with their specific parameters (Neelz, S., Pender, 2010; Neelz and Pender, 2013).

| Benchmark test cases | Finest DEM resolution (m) | Reported resolution (m) | nM | Output time T |
|----------------------|---------------------------|-------------------------|----|---------------|
| **Gradual flood propagation (Sec. 3.1)** | | | | |
| Flooding and drying cycle over a sloping topography (Sec. 3.1.1) | 2 | 10 | 0.03 | 20 hrs |
| Symmetrical flood flow propagation over a flat bed (Sec. 3.1.2) | -- | 5 | 0.05 | 300 min |
| Slow filling of multiple ponds (Sec. 3.1.3) | 2 | 20 | 0.03 | 48 hrs |
| **Rapid flood propagation (Sec. 3.2)** | | | | |
| Momentum conservation over an obstruction (Sec. 3.2.1) | 2 | 5 | 0.01 | 900 sec |
| Torrential flooding over a rural catchment (Sec. 3.2.2) | 10 | 50 | 0.04 | 30 hrs |
| Dam break over an oblique building (Sec. 3.2.3) | 0.05 | 0.1 | 0.01 | 120 sec |

MUSCL-FV2 simulations are also performed on the finest DEM resolution available (Table 2) for the first five test cases to form a *reference solution*, relative to which all flood model outputs are compared qualitatively, and measured quantitatively by two statistic indices: the R-squared ($R^2$) coefficient, or coefficient of determination, and the $L^1$-norm error. These indices are evaluated for the water level and/or velocity time series recorded at the sampling points specified for each test case. Their expressions are:

$$R^2 = \left( \frac{\sum_{t=1}^{T} (V_t^R - \bar{V}^R)(V_t^M - \bar{V}^M)}{\sqrt{\sum_{t=1}^{T} (V_t^R - \bar{V}^R)^2} \sum_{t=1}^{T} (V_t^M - \bar{V}^M)^2} \right)^2$$

$$L^1\text{-norm error} = \frac{1}{N_s} \left( \sum_{t=1}^{T} |V_t^R - V_t^M| \right)$$

where $t$ denotes the current time, $T$ the simulation output time (Table 2). The values $V_t^R$ and $V_t^M$ refer to an entry from the reference and modelled time series at time $t$, respectively; $\bar{V}^M$ and $\bar{V}^R$ represent time-averaged mean values; and $N_s$ is the size of the time series. The $R^2$ coefficient takes values between 0 and 1, indicating stronger correlation to the reference solution as it gets closer to 1. The $R^2$ coefficient is useful to quantify how the pattern predicted by a model resembles that of a reference
solution (e.g. similarity in hydrograph shapes), whereas the L¹-norm error is provides an estimate of the average deviations of a model prediction from a reference solution (e.g. closeness of the predicted data to the reference data). Runtime costs are also analysed between MUSCL-FV2 and the DG2 variants for the same resolution of the industrial model outputs and for the grid with twice-coarse resolution (Table 2).

![Fig. 5. Flooding and drying cycle over a sloping topography: (a) plan view (upper panel) and longitudinal profile (lower panel) of the terrain including the location of the sampling points (red dots). Blue shaded area in the lower panel indicates the initial water volume in the domain; and, (b) inflow water level hydrograph imposed at the west boundary.](image)

3.1. Gradual flood propagation

3.1.1. Flooding and drying cycle over a sloping topography

This test is often used to assess the ability of a flood model to reproduce a slow flooding and drying cycle occurring over a long duration. It involves a unidirectional flow moving over a 2D sloping topography ($n_M = 0.03$). The topography is initially dry except for a small water volume ponding near the west boundary with water level of 9.7 m (Fig. 5a, lower panel). The water inflow (Fig. 5b) at the west boundary pushes the surface flow upslope and then downslope to accumulate in the pond (Fig. 5a, from $x = 300$ m to $x = 700$ m). Over time, the accumulated water reaches the level 10.35 m, at which the whole topography becomes fully inundated. The water remains at this level until $t = 11$ hrs and then starts to recede towards the west boundary. Eventually, the topography dries out except in the pond, where the water level reduces to about 10.25 m. The time history of the water level was recorded at the two sampling points shown in Fig. 5, and is presented in Fig. 6.
Fig. 6. Flooding and drying cycle over a sloping topography. Water level histories predicted by DG2-LL and DG2-NL at 10 m resolution, DG2-NL and MUSCL-FV2 models at 20 m resolution, the industrial models at 10 m resolution and the reference solution at 2 m resolution.

Fig. 7. Flooding and drying cycle over a sloping topography. Difference among the flood model predictions relative to the reference solution: $R^2$ coefficients (left) and $L^1$-norm error (right).

On the grid with 10 m resolution, DG2-LL provides water level predictions that are outside the range of the water levels predicted by the industrial models. This suggests that local limiting with DG2 could still impact the DG2 flood model predictions, in particular during the flooding stage when the inflow is still feeding into the domain. In contrast, DG2-NL produces predictions that are in the range of the industrial model predictions and in closer agreement with the reference solution (at a 2 m resolution), even on a grid at 20 m resolution. The plots of the $R^2$ coefficient and the $L^1$-norm error in Fig. 7 confirm that DG2-NL excels in producing the most similar and the closest water level history in relation to the reference solutions, even at 20 m resolution. DG2-LL at 10 m resolution, although
providing similar shape as the reference solution, leads to predictions that are relatively more deviated than DG2-NL at 20 m resolution. This test points out the potential of using the DG2-NL variant to model gradual flooding and drying over a long period, and reproduce the industrial model predictions at a twice-as-coarse grid resolution.

Fig. 8. Symmetrical flow propagation over a flat bed. Left panel shows the flood distribution at \( t = 60 \) min with the breach location (red line, middle of west boundary) and 4 sampling points (red dots); and, right panel shows the inflow imposed at the breach.

3.1.2. Symmetrical flow propagation over a flat bed

This test involves a short-duration flow that gradually breaches a wall and propagates symmetrically across a rough and flat bed (\( n_M = 0.05 \)). An inflow discharge with a peak of 20 m\(^3\) s\(^{-1}\) (Fig. 8) enters the dry bed through a 20 m opening located in the middle of the west boundary. Over time, this inflow forms a fan-like 2D spread illustrated in Fig. 8. The history of the water level and velocity is recorded at four sampling points (Fig. 8), and is compared in Fig. 9 to those predicted by the industrial models and to the reference solution (at 2 m resolution).
Fig. 9. Symmetrical flow propagation over a flat bed. Histories of the water level (left) and velocity (right) predicted by DG2-LL and DG2-NL at 5 m resolution, DG2-NL and MUSCL-FV2 at 10 m resolution, the industrial models at 5 m resolution and the reference solution at 2 m resolution.

The time histories in Fig. 9 reveal identical performance for DG2-NL and DG2-LL at 5 m resolution, and almost similar performance is observed with DG2-NL at 10 m resolution. The time series predicted by all DG2 variants fall within the range of those made by the industrial models and show a close agreement with the reference solution. Fig. 10 shows that in all cases the $R^2$ coefficient is at least 0.93, and the $L^1$-norm error does not exceed 0.08, which confirms that all models in this test closely reproduce the reference solution, and with a very good overall fit. Most notably, the DG2
variants produce the least deviation at 5 m resolution, while DG2-NL at 10 m resolution can still capture the wave-front arrival more accurately than the industrial models at a 5 m resolution.

**Fig. 10.** Symmetrical flow propagation over a flat bed. Difference among the flood model predictions relative to the reference solution $R^2$ coefficients: (left) and $L^1$-norm errors (right); (a) water level and (b) velocity.

**Fig. 11.** Slow filling of multiple ponds: the left panel shows the 2D terrain including 16 ponds, the location of the breach (red line, top corner) and the sampling points (red dots) at the middle of each pond; and, the right panel illustrates the inflow hydrograph imposed at the breach.
3.1.3. Slow filling of multiple ponds

This test involves a long-duration flooding over a down-sloping topography ($n_M = 0.03$) with 16 smooth ponds (Fig. 11). The surface slope in the $y$-direction is about twice of that in the $x$-direction. The highest elevation of the topography is at (0 m, 2000 m), whereas the lowest one is at (2000 m, 0 m). An inflow discharge with a peak of 20 m$^3$s$^{-1}$ (Fig. 11) flows from a 100 m breach opening (red line, Fig. 11) over the initially dry terrain. When the inflow is active, the propagating flood gradually fills seven ponds near the breach (covering the points 4, 3, 2 and 1, and the points 8, 7 and 6 shown in Fig. 11) until the inflow empties at $t = 1.5$ hrs. Then, driven by gravity, the flow slowly propagates into farther ponds covering the points 5, 10, 11 and 12, until the simulation terminates at $t = 48$ hrs. As the ponds at points 9, 13, 14, 15 and 16 remain dry during the simulation, the time history of water level is recorded only at the remaining eleven points.

Fig. 12 contains the time histories of the water levels in which no difference is identified between the predictions made by DG2-NL and DG2-LL at 20 m resolution, both delivering the best agreement with the reference solution (at a 2 m resolution). Near the breach (i.e. at points 4, 3, 2 and 1, and points 8, 7 and 6), all DG2 model predictions are found to be closer to the range of predictions made by the industrial models, as opposed to the MUSCL-FV2 predictions at 40 m resolution, which are slightly out of the range for $t > 1.5$ hrs. Further away from the breach (i.e. at points 5, 10, 11 and 12), discrepancies start to emerge, and the MUSCL-FV2 at 40 m resolution predicts the highest water levels amongst all models, whereas the DG2 variants at 20 m resolution predict the lowest. The DG2-NL at 40 m resolution is seen to deliver water levels and arrival times that are relatively closer to the range of predictions made by the industrial models than those obtained with MUSCL-FV2.

By analysing the $R^2$ coefficient plots in Fig. 13, the largest difference in the water history patterns is identified at the points 5, 11 and 12, where the DG2 variants at 20 m resolution offer the best agreement. Notably, DG2-NL at 40 m resolution reproduce a shape that is compatible with the reference solution ($R^2 > 0.9$) despite leading to relatively higher deviations via the $L^1$-norm errors. At the points located close to the breach (i.e. 4, 3, 2, 1, 8, 7 and 6), DG2-NL at 40 m resolution leads to
R² coefficients and L¹-norm errors that are very close to those of the industrial models and DG2 variants at 20 m resolution, which is in line with the findings in Sec. 3.1.1.

![Water Level Histories](image)

**Fig. 12.** Slow filling of multiple ponds. Water level histories recorded from the DG2-LL and DG2-NL simulations at 20 m resolution, DG2-NL and MUSCL-FV2 models at 40 m resolution, the industrial models at 20 m resolution and the reference solution at 2 m resolution.

Overall, this test shows that a DG2 alternative allows more accurate capturing of hydrographs over long time evolution even when taken at the same resolution as the industrial models. With a twice-as-coarse resolution, the DG2 alternative tends to produce deviated hydrographs as the location of the gauges become far away from the breach (i.e. sufficiently away from the flooding source for...
the flood flow propagation to be solely driven by topographic connectivities and decelerated by frictional forces). Still, compared to MUSCL-FV2, the DG2 model at a twice-as-coarse resolution can produce hydrographs that better correlate with those produced by the industrial models.

![Graph showing R^2 coefficients and L1-norm error for different models.](image)

**Fig. 13.** Slow filling of multiple ponds. Difference among the flood model predictions relative to the reference solution: R^2 coefficients (left) and L1-norm error (right).

![Image showing topography and inflow hydrograph.](image)

**Fig. 14.** Momentum conservation over an obstruction. Plan view and longitudinal profile of the topography with location of sampling points marked by red dots (left panel); and, inflow discharge hydrograph imposed at the west boundary (right panel).

### 3.2. Rapid flood propagation

#### 3.2.1. Momentum conservation over an obstruction

This test involves a rapid unidirectional flow, filling two initially dry ponds separated by a hump at \( x = 200 \) m over a short duration. The 2D topography (Fig. 14) has a smoother surface allowing faster flow acceleration (\( n_M = 0.01 \) s m\(^{1/3}\)). The inflow has a peak discharge of 65.5 m\(^3\) s\(^{-1}\) (Fig. 14) and accelerates downslope from the west boundary to fill the first pond (Fig. 14, from \( x = 100 \) m to \( x = 200 \) m). While the first pond is large enough to hold the total inflow volume, models solving the full
SWE tend to predict a small volume of water overtopping the hump to fill the second pond (Fig. 14, from $x = 200$ m to $x = 300$ m). Once all ponds are filled, the water within each pond oscillates until it completely settles. At the two sampling points 1 and 2 (marked in Fig. 14), the time history of the water level and the velocity (at point 1 only) is recorded and compared in Fig. 15 against those of the industrial models and the reference solution (at a 2 m resolution).

![Fig. 15. Momentum conservation over an obstruction. Time history of water level (at points 1 and 2) and velocity (at point 1), recorded for DG2-LL and DG2-NL at 5 m resolution, DG2-NL and MUSCL-FV2 at 10 m resolution, the industrial models at 5 m resolution and the reference solution at 2 m resolution.](image)

For the water level history at point 1, the DG2 variants at 5 m resolution predicted slightly earlier wave arrival and faster flow-rising rate compared to the industrial models. These DG2 variants are also the only models that are able to capture the undulating profile visible in the reference solution (Fig. 15, left part in the upper panel). In terms of velocity history, all DG2 variants at 5 and 10 m resolution exhibit a sharper peak alongside a faster rate of recession, vanishing and occurrence than the industrial models, and result in a more consistent agreement with the reference solution. The velocity history at point 1 therefore suggests that the DG2 variants at 5 and 10 m resolution induce faster water filling patterns compared to the FV-based industrial models and the reference solution.
This observation is confirmed by the water level histories of the DG2 variants at point 2. Their predicted arrival times are earlier (compare with those of point 1), which leads to faster filling, better momentum capturing, and a more defined oscillatory flow pattern that manifests itself in distinct undulating shapes in DG2-related water level histories (Fig. 15, left part in the lower panel). These shapes are not seen in the water level history made by the FV-based industrial models, although this is barely observable in the reference solution. No major differences are noted between the DG2-NL and DG2-LL predictions, but DG2-NL is in a slightly better agreement with the reference solution for this test (Fig. 15, left part in the lower panel; see also Fig. 16).

![Graph](image)

**Fig. 16.** Momentum conservation over an obstruction. Difference among the flood model predictions relative to the reference solution: $R^2$ coefficients (left) and $L^1$-norm errors (right); (a) water level and (b) velocity.
The analysis of the $R^2$ coefficient and $L^1$-norm error plots reinforces the DG2 variants’ ability to predict profiles that are closer to the shape of the reference solution and within the range of deviation of the industrial models. These metrics also allow to clearly distinguish the performance between the DG2 variants, suggesting that DG2-NL at 5 m resolution delivers better agreement with the reference solution, while still leading to competitive results at 10 m resolution. This test confirms (recall Sec. 3.2.2) the benefits of the DG2-NL alternative to also improve capturing of fast (shockless) flow, for example in flash flooding, where its better response to resolution coarsening is found to better capture velocity variations.

**Fig. 17.** Torrential flooding over a rural catchment. Left panel shows the 2D topography contour with the breach location (red line, southwest of the catchment) and the sampling points (red dots). The right panel shows inflow hydrograph imposed at the breach.

### 3.2.2. Torrential flooding over a rural catchment

This test considers a long-duration torrential flooding occurring over a down-sloping valley (Fig. 17) within a 17.0 km $\times$ 0.8 km rural catchment, with a naturally rugged ($n_M = 0.04$) and initially dry topography. Flooding inflow occurs from a hydrograph casting a dam breach located southwest of the valley with a peak of 3,000 m$^3$ s$^{-1}$ (Fig. 17). The breach has an 260-m wide opening, through which the flood rapidly advances to accumulate downstream on the east side of the valley (i.e. within the area located at sampling point 5, shown in Fig. 17). As the flood advances, it is expected to fill shallow ground depressions along the valley. This flooding is simulated until $t = 30$ hrs. The time history of the water level and that of the velocity, recorded at the sampling points (marked in Fig. 17), are shown in Fig. 18, along with the histories of the industrial models and the reference solution (at 10 m resolution).
Fig. 18. Torrential flooding over a rural catchment. Time histories of the water level (left side) at point 1, point 3 and point 5, and of the velocity (right side) at point 1, point 3 and point 4, produced by the DG2-LL and DG2-NL at 50 m resolution, by the DG2-NL and MUSCL-FV2 models at 100 m resolution, against those produce by the industrial models at 50 m resolution and the reference solution at 10 m resolution.

Fig. 18 (right side) contains the velocity histories at point 1 and point 3 (during 2 hrs), located within the mainstream flow direction (point 1 close to the breach and point 3 by the middle of the valley), and point 4 (during 3.5 hrs) located at the downstream end of the valley. At point 1, results are analysed during the first 1.5 hrs when there is still momentum forcing from the inflow: DG2 and MUSCL-FV2 at 100 m resolution yield velocities that are deviated (higher, thus faster flow) from
those predicted by the other models at 50 m resolution and the reference solution, although still producing the same velocity patterns. At point 3, the DG2 variants at 50 m resolution can capture the transient curving observed within the reference solution (~1-1.3 hrs), which is not reproduced by any of the industrial models. At point 4, the velocities predicted by DG2 and MUSCL-FV2 at 100 m resolution are less deviated from the predictions made at 50 m resolution by the DG2 variants and the industrial models. This convergence in performance seems to arise from the fact that the flow that passes point 4 after 1.5 hrs is relatively slower (i.e. entirely driven by gravity when inflow-forcing is no longer in place and decelerated by high friction effects). However, at point 4, none of the models is able to capture the undulating velocity patterns observed in the reference solution (~2-2.8 hrs), which indicates that finer than 50 m resolution is required for the DG2 variants to observe these velocity transients.

Fig. 18 (left side) shows the water level history at the same points 1 and 3, and then at point 5 located farthest from the flooding source. At points 1 and 3, no major discrepancies are observed between the model predictions, at both 50 m and 100 m resolution). All models exhibit very similar water level profiles and closely match the reference solution. At point 5 where the flow arrives around 4.5 hrs of flooding, DG2 and MUSCL-FV2 at 100 m resolution predict patterns for the water level histories that are entirely consistent with those of the industrial models and DG2 variants at 50 m resolution. However, at 100 m resolution, DG2 and MUSCL-FV2 clearly present the most deviated histories from the reference solution and from the predictions made by the DG2 variants and the industrial models at 50 m resolution. Notably, the 100 m resolution models predicted faster flow arrival, (recall Fig. 18, right side, points 1 and 3), to record a hydrograph for longer than 24 hrs. This finding again reinforces (recall Sec. 3.1.3) that a DG2 alternative at twice-coarser resolution would increasingly yield deviated water level hydrographs as the location of the gauges for analysis become increasingly away from the flooding source.
Fig. 19. Torrential flooding over a rural catchment. Difference among the flood model predictions relative to the reference solution: $R^2$ coefficients (left) and $L_1$-norm errors (right); (a) water level and (b) velocity.

The observations discussed previously can be further supported by analysing the plots of the $R^2$ coefficients and $L_1$-norm errors in Fig. 19 at the respective sampling points. The $R^2$ coefficients for the water level and velocity are greater than 0.88, which indicates strong similarities with the hydrograph patterns of the reference solution. The $L_1$-norm error for water level predictions (Fig. 19a), is relatively bigger at point 5 for the models run at 100 m resolution. This indicates that resolution coarsening produces hydrographs that are fairly different than those obtained with the models run at 50 m resolution. In terms of velocity predictions (Fig. 19b), $L_1$-norm errors indicate that all model predictions at 50 and 100 m resolution yield a relatively good fit to the reference solution, and that the DG2 variants are among the best performers. Overall, this test shows that a
DG2-NL alternative for coarse resolution modelling (≥ 50 m resolution) pays off with a more accurate capturing of the velocity transients occurring in rapid flooding flows over real terrain.

![Diagram of Dam-break over an oblique building](image)

**Fig. 20:** Dam-break over an oblique building. Plan view of the spatial domain and the location of 6 sampling points (red dots).

### 3.2.3. Dam-break over an oblique building

This test case considers an abrupt wave propagation involving the reflection of multiple shock waves, the formation of a hydraulic jump, and the occurrence of small-scale eddies near wake zones. These phenomena are induced by the release of a dam-break wave over an initially wet floodplain to interact with an oblique building structure and solid walls enclosing the floodplain. The test case domain, shown in Fig. 20, is made of a long flume with a smooth bed ($n_M = 0.01$), and upstream walls with a gate initially separating a water body of height 0.4 m and forming a water height of 0.02 m. As the gate is swiftly opened, a shock wave rapidly propagates and collides with the building to form a reflected hydraulic jump (i.e. within the neighbourhood of G2, Fig. 20) and later splits into two shock waves that move in different directions (i.e. one towards G3 and one towards G4, Fig. 20). Downstream of the building, a wake zone emerges surrounded by recurrent wave crossings, while producing small wake eddies (i.e. within the neighbourhood of G5, Fig. 20). 2D snapshots of these flow patterns can be found in Ginting (2019).

A grid with a cell size of 0.1 m is used to discretise the whole flume, including the oblique building and the dam structure as a part of the side walls, all incorporated as bed-slope source terms within the DG2 model discretisation. Simulations are run up to $t = 30$ s, during which the time series of the water level and the velocity is computed at the sampling points G2, G4 and G5 located around the building, where highly energetic flow features occur, and at point G6 behind the dam wall, where
water flow is relatively slower. The time histories of the water level produced by DG2-LL and DG2-NL and the industrial models at resolution 0.1 m, and by DG2-LL and MUSCL-FV2 at resolution 0.2 m, are compared in Fig. 21 against the measured data from Soares-Frazão and Zech (2007).

![Graphs showing water level and velocity histories at different points](image)

**Fig. 21.** Dam break over an oblique building. Time series of the water level (upper part) at points G2, G4, G5 and G6, and the velocity (lower part) at points G2 and G4 relative to DG2-LL and DG2-NL at 0.1 m resolution, DG2-LL and MUSCL-FV2 models at 0.2 m resolution, the industrial models at 0.1 m resolution and the experimental data.

The water level and velocity histories at points G2 and G4 reveal that none of the models can fully reproduce the experimental profiles. At point G2, only the first wave arrival is well captured.
(around 1 sec) by the models, as it is clearer in the velocity predictions (Fig. 21, lower panel, left part). Within the first 10-20 sec, the models fail to capture the rapidly increasing water jump transition (Fig. 21, upper panel, left part), although the velocity prediction history (Fig. 21, lower panel, left part) indicates that DG2-LL at 0.1 m resolution is the best performer, particularly in capturing the vanishing velocity at \( t \sim 11 \) s. In contrast, DG2-NL at a 0.1 m resolution fails to predict meaningful results in both water level and velocity histories (Fig. 21, lower and upper panels, left part), which is rather an expected shortcoming when switching-off the slope limiter within a shock-dominated flow simulations. At point G4, the predicted depth and velocity histories indicate more clearly that none of the models can appropriately reproduce the experimental wave arrival times, which are smeared out (Fig. 21, upper panel, right part) and predicted with a significant lag (Fig. 21, lower panel, right part). These shortcomings in model predictions are not surprising as the wave patterns around points G2 and G4 become complex and highly unstable to be captured by 2D averaged SWE-based models under the hydrostatic assumption and without a turbulence closure. Nonetheless, the histories at G2 and G4 still show a benefit in applying DG2-LL to sufficiently reproduce small-scale transient features occurring in such a highly dynamic flow type.

The DG2-LL capability is discernible more clearly in the water level histories recorded at point G5 (Fig. 21, middle panel, left part). There, DG2-LL at a 0.1 m resolution excels in capturing the varying disturbances observed in the experimental histories with greater accuracy as compared to the industrial models, even at 0.2 m resolution where MUSCL-FV2 yields a relatively flat history without disturbances. At point G6, where the flow is very much flood-like, all models perform equally well including the DG2 variants at 0.1 and 0.2 m resolutions. The better fit of the TUFLOW model predictions with the measured data can be attributed to the fact that these models have undergone ad-hoc calibration against the experimental data (Syme, 2008).

Fig. 22 contains the plots of the \( R^2 \) coefficients and \( L^1 \)-norm errors at the respective sampling points. Except for point G6, the \( R^2 \) coefficients for the water level are at best around 0.6. This suggests that all models reproduce history patterns that are more than 60% distorted from the experimental
patterns, although without a significant deviation since the $L^1$-norm errors do not exceed 0.06. On the other hand, the $R^2$ coefficients for the velocity are more illustrative of the DG2-LL’s potential in capturing the transient patterns in a fast and abrupt flow ($R^2 > 0.6$), leading to the least deviated results (smallest $L^1$-norm error). Overall, this test recommends DG2-LL model to simulate complex flow hydrodynamics with shocks and to be particularly useful in the capturing of small-scale transients around eddy wakes.

3.3. Computational runtimes and discussions

For each test case in Secs 3.1 and 3.2, the runtimes generated by DG2-NL, DG2-LL and MUSCL-FV2 are recorded at output time $T$, for the same resolution reported for the industrial models (Table
1) and for the best performer DG2 variant (DG2-BP) on a twice-coarser resolution. These runtimes, listed in Table 3, are recorded on the same desktop computer using a single-core CPU. Note that these runtimes should not be compared with those reported for the industrial models, which were either obtained on a CPU with 12 cores or on a GPU card with thousands of CUDA cores (hence excluded from this comparisons).

**Table 3.** Runtime costs for DG2-NL, DG2-LL and MUSCL-FV2 based on the same grid resolution reported for the industrial models (Table 1), and considering the best performer DG2 variant (DG2-BP) on twice-coarser resolution. All simulation runtimes are generated from the same desktop computer using a single-core CPU.

| Test cases                                      | Output time $T$ (sec) | Runtimes (sec): same resolution reported for the industrial models | Runtimes (sec): twice-coarser resolution |
|------------------------------------------------|-----------------------|-------------------------------------------------|-----------------------------------------|
| Flooding and drying cycle over a sloping topography (Sec. 3.1.1) | 72,000 (20 hrs) | 166 | 75 | 69 | 21 |
| Symmetrical flow propagation over a flat bed (Sec. 3.1.2) | 18,000 (5 hrs) | 9,350 | 4,373 | 3,416 | 515 |
| Slow filling of multiple ponds (Sec. 3.1.3) | 172,000 (48 hrs) | 1,734 | 833 | 307 | 222 |
| Momentum conservation over an obstruction (Sec. 3.2.1) | 900 (15 min) | 12 | 5.5 | 3.4 | 1.5 |
| Torrential flooding over a rural catchment (Sec. 3.2.2) | 108,000 (30 hrs) | 22,260 | 12,297 | 3,822 | 2,320 |
| Dam break over an oblique building (Sec. 3.2.3) | 120 (2 min) | 15,337 | 10,363 | 1,205 | 497 |

As shown in Table 3, the runtimes of DG2-NL are found to be 1.8 to 2.2 times faster than those of DG2-LL in the first five test cases involving flood-like flows (Sec. 3.1, Secs. 3.2.1 and 3.2.2). Compared to the runtimes of MUSCL-FV2 on the same resolution as the industrial models, DG2-NL is found to be 1.4 to 6.6 faster on twice-coarser resolution. Hence, DG2-NL is undoubtedly the best performer to support realistic flood modelling over large spatial areas and long timescales. This is also supported by the findings throughout Sections 3.1 and 3.2. DG2-NL partly falls short around the zone of shock-dominance (Sec. 3.2.3) and has the least speed up compared to DG2-LL (i.e. 1.4 times). For the simulation of flooding scenarios with shocks and wave reflection, e.g. a tsunami or dam-break wave propagation over across obstacles, DG2-LL should still be favoured as the best performer.
4. Summary and conclusions

This paper studied the potential of a second-order discontinuous Galerkin (DG2) model for practical flood modelling relative to industry-standard flood models, which are based on second-order finite volume (FV2) or first-order finite volume (FV1) numerical schemes. A simplified form for the DG2 flood model was presented that is devised for robust flood modelling, while drawing on its key (methodological) similarities and differences versus the standard MUSCL-FV2 approach, and analysing its conservation properties. The analysis revealed notable momentum conservation property for the DG2 model from its ability to withstand energy loss caused by the accumulation of numerical diffusion, despite the coarsening of the grid resolution and the long duration of the simulation. The analysis also identified that a genuine DG2 model with no limiting (DG2-NL) is as valid as the variant with local limiting (DG2-LL) in simulating a wide range of flood-like flows.

The performance of the DG2-LL and DG2-NL models was then explored for six benchmark test cases reported by the UK Environment Agency, alongside the outcomes of FV-based industrial flood models and an in-house MUSCL-FV2 model. The outputs of DG2-LL and DG2-NL were analysed for the same resolution reported for the industrial models, and for a twice-coarser resolution considering the best performing DG2 variant (DG2-BP) and MUSCL-FV2. The analyses quantified the correlation and deviation relative to a reference solution, either produced by running MUSCL-FV2 on the finest DEM available or via available measurement data. CPU runtimes were also scrutinised to contrast the runtime cost of DG2-LL vs. DG2-NL on a grid with the same resolution as the industrial models, and also MUSCL-FV2 vs. DG2-BP on a twice-coarser grid.

The performance comparison between DG2 and FV-based model outputs confirmed previously-reported capabilities for the DG2 model, in terms of more accurately capturing of flood-wave arrival times and velocity profiles on coarser grids. However, it also offered a deeper insight into the practical requirements and the potential for deploying a grid-based DG2 flood model for field-scale simulation. Local limiting was found to be unnecessary for a DG2 model to reliably support the modelling of a wide range of flooding flows (i.e. not dominated by strong flow
discontinuities), and local limiting can still produce misleading predictions (Sec. 3.1.1) and costs twice as much to run (Sec. 3.3). Instead, the DG2-NL was identified to be more efficient and accurate to simulate the majority of flooding flow types featuring in practical applications (Sec. 3.1, 3.2.1 and 3.2.2). It was also able to reproduce the outputs of the FV-based industrial models on a grid with twice-coarser resolution, which is relevant for small spatial areas or short time durations. As the spatial area and the simulation time were increased, the DG2-NL outcomes at twice-coarser resolution still maintained a good correlation with the industrial model predictions. However, these outcomes are expected to deviate further as the analysis location is taken farther downstream from the flooding source. For such type of analysis, even on a similar grid resolution to that of the industrial models, DG2-NL was found to be beneficial in producing more accurate hydrographs that incorporate small-scale transients. Overall, this study provided strong evidence that DG2-NL can be an efficient and accurate alternative to improve long-range and coarse-resolution flood simulations.
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