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Edge photocurrent in bilayer graphene due to inter-Landau-level transitions

S. Candussio¹, M.V. Durnev², S. Slizovskiy³,⁴,⁶, T. Jötten¹, J. Keil¹, V.V. Bel’kov², J. Yin³, Y. Yang³, S.-K. Son⁷, A. Mishchenko³, V. Fal’ko⁴,⁴,⁵, and S.D. Ganichev¹
¹Terahertz Center, University of Regensburg, 93040 Regensburg, Germany
²Ioffe Institute, 194021 St. Petersburg, Russia
³Department of Physics & Astronomy, University of Manchester, Manchester M13 9PL, UK
⁴National Graphene Institute, University of Manchester, Manchester M13 9PL, UK
⁵Henry Royce Institute for Advanced Materials, Manchester, M13 9PL, UK
⁶St. Petersburg INP, Gatchina, 188300, St.Petersburg, Russia
⁷Department of Physics, Mokpo National University, Muan 58554, Republic of Korea

We report the observation of the resonant excitation of edge photocurrents in bilayer graphene subjected to terahertz radiation and a magnetic field. The resonantly excited edge photocurrent is observed for both inter-band (at low carrier densities) and intra-band (at high densities) transitions between Landau levels (LL). While the intra-band LL transitions can be traced to the classical cyclotron resonance (CR) and produce strong resonant features, the inter-band-LL resonances have quantum nature and lead to the weaker features in the measured photocurrent spectra. The magnitude and polarization properties of the observed features agree with the semiclassical theory of the intra-band edge photogalvanic effect, including its Shubnikov-de-Haas oscillations at low temperatures.

I. INTRODUCTION

The electronic and transport properties of graphene and two-dimensional (2D) semiconductors are strongly dependent on properties of the systems edges. Prominent examples are the quantum Hall regime [1–5], the spin Hall effect in 2D topological insulators [6–11], or quantum valley Hall effects in chiral edge states [5, 12–16]. In general, the energy dispersion and masses of the edge charge carriers can substantially differ from those of the material bulk. Thus, experimental access to these fundamental material properties becomes important. Different experimental techniques have been employed to explore electronic properties of edges including measurements of the quantum Hall effect [17], scanning tunneling microscopy (STM) [18–20], spatially resolved Raman scattering [21–23], spin Hall effect in topological insulator systems [9], imaging of edge currents by superconducting quantum interference devices (SQUID) [24, 25], electron spin resonance [26], high-resolution transmission electron microscopy (TEM) [27], and near-field infrared nanometre-scale microscopy (nanoscopy) [28–32]. In the last decade it has been demonstrated that an access to the spin/valley properties of the edge transport can be obtained employing edge photogalvanic currents excited by terahertz or infrared radiation [33–42]. While detection and analysis of the cyclotron resonance at the edges vicinity would provide informative and important tool to study such edge properties as the energy spectrum, cyclotron mass, carrier density (type), and relaxation times, this challenging goal is missing so far.

Here, we report on the observation of resonantly enhanced edge photogalvanic currents which probe magnetotransport in nanometers-scale vicinity of the edges. The effect is demonstrated in high-mobility μm-scale bilayer graphene structures excited by THz radiation. The peaks in the edge current are caused by absorption peaks at frequencies that match the energies of either inter-band or inter-band Landau level (LL) transitions subject to selection rules and favorable LL occupancy. The stronger intra-band peaks correspond to classical cyclotron resonance (CR), while the weaker inter-band resonances have no classical counterpart. Below, we loosely refer to all the observed peaks as “CR”, making clear identification of their origin.

The observed photocurrent flows along the samples edges and its direction is defined by the magnetic field polarity. Upon variation of the magnetic field the edge current behaviour follows the semiclassical shape of the CR in the absorbance. Our analysis of the positions and shape of the CR resonances shows that properties of the edges in studied bilayer graphene samples can be well described by parameters of the material bulk. Depending on the carrier densities the resonance is caused by either inter-band or intra-band transitions between lowest Landau levels at low carrier density or involves transitions between adjacent LL in the conduction band in the semiclassical regime at high carrier densities. In the latter case the resonant edge photogalvanic current additionally exhibits Shubnikov-de-Haas effect related 1/B-periodic magnetooscillations yielding information on the edge carrier density. Rotating the polarization plane of normally incident THz radiation we observed that orientation of the radiation electric field vector only slightly affects the photocurrent amplitude. The developed microscopic theory of the edge photocurrent in semiclassical regime is based on Boltzmann’s kinetic equation and is in a good agreement with the experiment. The effect described here is observed in bilayer graphene; we note, however, that it is of general nature and should be ob-
The experiment reported in this paper was carried out on Hall bar structures prepared from exfoliated bilayer graphene, encapsulated in hexagonal boron nitride and equipped with a back gate. Figure 1(b) presents the gate voltage dependence of the longitudinal resistance, demonstrating a clear charge neutrality point (CNP). The CNP slightly shifts for different cool downs, therefor, we introduce an effective gate voltage $U_{g\text{eff}} = U_g - U_g^{\text{CNP}}$. The carrier densities $n$ as a function of the effective gate voltage obtained from magnetotransport experiments is presented in the inset of Fig. 1.

A continuous wave (cw) optically pumped molecular laser served as source for the normal incident THz radiation exciting the photocurrents in the edges with frequencies of $f = 2.54$ THz (wavelength $\lambda = 118$ µm, photon energy $h\omega = 10.5$ meV) and $f = 0.69$ THz ($\lambda = 432$ µm, $h\omega = 2.85$ meV) [43–45]. These laser lines were obtained using methanol and difluormethane as active media, respectively. A pyroelectric detector was used to control the radiation power on the sample $P \approx 40$ mW. The beam cross-section monitored by a pyroelectric camera had the Gaussian shape with spot sizes at the full width at half maximum (FWHM) of 1.5-2 mm, depending on the frequency. Consequently, the radiation intensity $I$ at the sample was about $2$ W/cm$^2$. The laser used here emits linearly polarized radiation. In our setup the laser radiation electric field vector $\mathbf{E}$ was oriented along the $y$-axis, i.e. along the long side of the Hall bars. To rotate the electric field in respect to the edges we used crystal quartz $\lambda/2$-plates. The azimuth angle $\alpha$ is the angle between the $y$-axis and the radiation electric field vector $\mathbf{E}$, see inset in Fig. 2(a).

The samples were placed in an optical cryostat and illuminated through $z$-cut crystal quartz windows. All windows were covered by a thick black polyethylene film, which is transparent in the terahertz range, but prevents uncontrolled illumination of the sample with visible and infrared radiation. The magnetic field $B$ up to 5 T was applied normal to the graphene layer. Experiments were performed at temperature $T = 4.2$ K. A chopper placed in front of the laser modulated the radiation with a frequency of 40 Hz. The generated photocurrents $J \propto U$ were measured as a voltage drop $U$ over a load resistor of $R_L = 10$ MΩ, see Fig. 1(a), applying a standard lock-in amplifier technique.
III. RESONANT EDGE PHOTOCURRENT

Upon exciting the sample with linearly polarized radiation with \( f = 2.54 \) THz and sweeping the magnetic field we observed three pronounced resonances at fields labeled in Fig. 2 as CR1, CR2, and CR3. The data were detected between contacts located on the long Hall bar edges. Figures 2(a) and (b) show two central observations: (i) the amplitude of the resonance depends on the orientation of the radiation electric field vector with respect to the edges and (ii) signal polarity is consistently opposite for opposite edges. The latter, together with the fact that the signals for opposite edges have almost the same magnitudes, indicates that the signal stems from a photocurrent flowing along the sample edges. The edge contribution \( U_{\text{edge}} \propto J_{\text{edge}} \) can be obtained by subtracting the signals measured at the opposite sides, \( U_{\text{edge}} = (U_{\text{CD}} - U_{\text{AB}})/2 \propto (J_{\text{CD}} - J_{\text{AB}})/2 \).

Figure 3(a) demonstrates that the resonance edge photo-signals have opposite signs for opposite polarities of \( B \), i.e. is odd in magnetic field. Varying the Fermi level position by changing the back gate voltage we observed that at moderate gate voltages the CR1 and CR3 become less pronounced in comparison to the CR2, see Fig. 3(b), and at high gate voltages vanish. Positions of CR1, CR2, and CR3 as a function of the carrier density are plotted in Fig. 4(a). When the carrier density changes from \( 10^{10} \) to \( 10^{11} \) cm\(^{-2} \), only a weak shift of all three resonances is observed.

Changing the radiation frequency from 2.54 to 0.69 THz results in the shift of the CR2 and CR1 by about 3.7 times, which proves that the resonance position scales linearly with \( f \), see Fig. 3(c). Note that for \( f = 0.69 \) THz the resonance CR3 vanish. As we will show below the resonance positions together with their behaviour upon variation of the carrier density and radiation frequency demonstrate that the resonances are caused by the cyclotron resonances involving transitions between valence and conduction bands (CR1 and CR3) and within the conduction band (CR2).

The data discussed so far were obtained at low gate voltages (below 1.5 V) and, consequently, low carrier densities (\( \leq 0.7 \times 10^{11} \) cm\(^{-2} \)). At higher carrier densities the analysis of the CR-induced photocurrent becomes more complicated, because the resonances are superimposed by the SdH-related oscillations in the photocurrent, see Fig. 5. The carrier densities calculated from the period of the \( 1/B \) oscillations of the photocurrent are the same as those calculated from the corresponding gate voltages. The figure shows, however, that the oscillating signal is strongly enhanced at magnetic field of about 1.8 to 2.6 T. The observed enhancement can be satisfactory described assuming a single resonance with a position depending on the carrier density. Our analysis below demonstrates that this behaviour is well described by the density dependence of the cyclotron resonance caused by optical transitions within the conduction band. Note that these results provide an additional evidence for the absence of resonances CR1 and CR3 at high carrier density.

As addressed above, the magnitude of the CR-induced photocurrents changes upon rotation of the radiation electric field vector with respect to the edges, see Fig. 2(a). The dependence of the signal on the azimuth angle \( \alpha \) can be well fitted by

\[
U \propto J = J_L \sin(2\alpha + \psi) + J_0,
\]

see Fig. 6 for contacts AB (upper edge). Here \( J_L \) and \( J_0 \) are the amplitudes of the polarization dependent and
FIG. 4: Dependences of the cyclotron resonance positions \( B_{CR1}, B_{CR2}, \) and \( B_{CR3} \) on the carrier density \( n \) [cm\(^{-2}\)] = 0.46 \times 10^{11} U_{\text{eff}}^2 [\text{V}]. (a) data obtained from the photovoltage resonances. (b) Values calculated from the allowed optical transitions between Landau levels listed in the plot legend. Solid/dashed lines correspond to valleys \( K^+/K^- \). From the position of the CR2 corresponding to transitions within the conduction band we estimate the cyclotron mass \( m_{CR} \), which for zero density is 0.019 \( m_0 \). It increases with the increase of carrier density due to growth of the asymmetry parameter \( \Delta \) with the gate voltage, see Eq. (3).

Independent contributions, respectively. Note that that for the CR-induced signals the phase shift \( \psi \) is almost zero. Furthermore, while, the signal strength varies with the azimuth angle, the sign of the resonance response remains the same and is defined by the magnetic field polarity only.

IV. IDENTIFICATION OF CYCLOTRON RESONANCES

To identify optical transitions responsible for the observed cyclotron resonances we obtain the energy dispersion as a function of the magnetic field of bilayer graphene and consider the corresponding selection rules. Bilayer graphene has a unit cell with 4 carbon atoms, \( A_1, B_1, A_2, B_2 \), where \( A_1 \) of the top layer lies above \( B_2 \) of the bottom layer. The dispersion is described with a Slonczewski-Weiss-McClure tight-binding model parameterized by [46–48] parameters \( \gamma_0 = 3.16 \text{ eV} \) (minus \( A_1 - B_1 \) hoppings), \( \gamma_1 = 0.35 \text{ eV} \) (\( A_1 - B_2 \) hopping), \( \gamma_3 = 0.3 \text{ eV} \) (minus \( B_1 - A_2 \) hopping), \( \gamma_4 = 0.14 \text{ eV} \) (\( B_1 - B_2 \) and \( A_1 - A_2 \) hoppings), \( \Delta_{A,B} = 0.05 \text{ eV} \) (sublattice energy difference \( E_{A_1} - E_{B_1} \) and \( E_{B_2} - E_{A_2} \)) and top-bottom asymmetry parameter \( \Delta = \frac{1}{2} (E_{A_1} + E_{B_1} - E_{A_2} - E_{B_2}) \) that is induced by a vertical electric displacement field since the field of the bottom gate is not fully screened by the bottom graphene layer. Note that this parameter defines the gap. The resulting 4-band tight-binding model
has been used to compute numerically the spectrum of Landau levels and the parameter $\Delta$ has been found from self-consistent Hartree approximation that is formulated as \[ \Delta = \frac{4\pi e^2 c_0}{\varepsilon} \left( n_2 - \frac{\varepsilon + 1}{4} (n_1 - n_2) \right), \]
where $c_0 = 0.335$ nm is the interlayer separation, $\varepsilon \approx 2.7$ accounts for electric polarizability of carbon orbitals in graphene and $n_{1,2}$ (constrained as $n = n_1 + n_2$) are the density of electrons at graphene layers that can be found from the wave functions of occupied Landau levels with phenomenological broadening.

To understand the labeling of Landau levels and gain qualitative understanding of the results we note that the 4-band model can be reduced to an effective 2-band model with Hamiltonian \[ \hat{H}_2 = \hat{h}_0 + \hat{h}_w + \hat{h}_4 + \hat{h}_\Delta + \hat{h}_U, \]
where $\hat{h}_0 = -\frac{1}{2m} \begin{pmatrix} 0 & (\pi^1)^2 \\ \pi^2 & 0 \end{pmatrix}$, $\hat{h}_w = v_3 \begin{pmatrix} 0 & \pi \\ \pi & 0 \end{pmatrix}$, $\hat{h}_4 = V_4 \begin{pmatrix} \pi^1 & 0 \\ 0 & \pi^1 \end{pmatrix}$, \[ \hat{h}_\Delta = -\frac{\Delta}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} - \frac{\Delta^2}{\gamma^2} \begin{pmatrix} \pi^1 & 0 \\ 0 & -\pi^1 \end{pmatrix}, \]
where $\pi = \xi p_x + ip_y$, $v_i = \sqrt{3}a_\gamma i/2h$, $m = \gamma_1/(2v_0^2)$, $a$ is a lattice constant of graphene and $\xi = \pm 1$ denotes the $K^\pm$ valleys. We note that $\hat{h}_w$ is responsible for electron-hole asymmetry of the spectrum (with holes being slightly more massive), $\hat{h}_w$ is a trigonal warping term and $\hat{h}_\Delta$ is a top-bottom asymmetry term that inevitably arises in single-gated devices and is responsible for the gap between valence and conduction bands.

In the standard basis of magnetic eigenstates $\varphi_l(x,y) = h_l(x/l_B - p_y l_B/h)e^{ip_y y}/\hbar$, where $h_l$ are harmonic oscillator eigenstates and $l_B = \sqrt{\hbar c/\varepsilon B}$, the operators $\pi$ act as lowering operators $\pi \varphi_l = -i\sqrt{2}(h/l_B)\varphi_{l-1}$ at the valley $K^+$ and as raising operators in the opposite valley. This allows us to find the spectrum of Landau levels analytically once we neglect the trigonal warping term. In the valley $K^+$ the spectrum is
\[ E_{\pm l} = \frac{2l-1}{l_B^2} h^2 V_4 \pm \sqrt{l(l-1) + m^2 (V_4 + l_B^2 \Delta/(2\hbar^2))^2}, \]
where $\psi_{\pm l} \approx \frac{1}{\sqrt{2}} \left( \frac{\varphi_l \pm \varphi_{l-2}}{\sqrt{\Delta}} \right)$, $l \geq 2$
\[ E_1 = \frac{\Delta}{2} + \frac{2h^2 V_4}{l_B^2}, \quad \psi_1 \kappa = \left( \begin{array}c \varphi_1 \\ 0 \end{array} \right) \]
\[ E_0 = \frac{\Delta}{2}, \quad \psi_0 \kappa = \left( \begin{array}c \varphi_0 \\ 0 \end{array} \right). \]
This clarifies the labeling of LLs as $3-2-0,1,2+,3+ \ldots$, shown in Fig. 7 (+/- corresponds to Landau levels in conduction/valence band). To calculate LL spectrum for the $K^-$ valley $\Delta$ must be substituted by $-\Delta$.

The allowed optical transitions are obtained from the selection rules following Ref. [53]. For the circularly polarized radiation the allowed transitions are
\[ (2-) \rightarrow (1), (3-) \rightarrow (2\pm), (4-) \rightarrow (3\pm) \ldots \]
when $B$ is parallel to the direction of light angular momentum ($B > 0$ in Fig. 7) or
\[ \ldots (3\mp) \rightarrow (4+), (2\mp) \rightarrow (3+), (1) \rightarrow (2+) \]
when $B$ is anti-parallel to the direction of light angular momentum ($B < 0$ in Fig. 7). The energy of $(1) \rightarrow (2+)$ and $(2-) \rightarrow (1)$ transitions are slightly valley-split when $\Delta \neq 0$, while for other transitions the valley splitting is negligibly small. The transitions $(l-) \rightarrow ((l-1)\pm)$ at $l \gg 1$ correspond to classical CR transitions for holes, transitions $(l+) \rightarrow ((l+1)+)$ are classical CR for electrons, while the rest are the quantum inter-band transitions. Note that level (0) does not participate in radiation emission/absorption in case of small asymmetry parameter, see Ref. [53]. The selection rules need to be combined with the conditions that the initial (final) states are, at least partially, filled (empty). At low electron doping and for a frequency of $f = 2.54$ THz these yield four resonances labeled CR1', CR1'', CR2, and CR3 in Fig. 7. The
calculated positions correspond well to those detected in experiment, see, e.g., Fig. 2. Because CRs are excited by linearly polarized radiation the resonances in Fig. 7 at positive (negative) magnetic fields appear also for negative (positive) $B$. Note that in experiment the transitions CR1′ and CR1′′ are not resolved because they have very close positions. We also note that the difference in the CR2 and CR3 peak positions is due to electron-hole asymmetry of the spectrum ($\hbar t_4$ term in Hamiltonian), this results in a larger mass of holes. With the increase of the carrier density the final states for the inter-band transitions in CR3, CR1′ and CR1′′ become occupied and these resonances vanish. This is indeed observed in the experiment, see Fig. 4. The occupation of the final states is also the reason of disappearance of the CR3 resonance at substantial frequency reduction, see Fig. 3(c).

At high densities, the classical regime applies and the distance between the neighboring Landau levels $l$ and $l+1$ for $l \gg 1$, determining the position of CR, is given by

$$E_{l+1} - E_l \approx \frac{2\hbar^2 V}{l_B^2} \text{sign}(l) + \frac{\hbar^2}{l_B^2 m \sqrt{1 + m^2 (V_4 + \frac{l_B^2 \Delta}{2\hbar^2})^2 / l^2}}$$

where we have to keep the term containing $\Delta$ since the latter grows almost linearly with increasing doping and hence is important even at large $l$. The values of resonance magnetic field $B_{CR}$ are calculated using Eq. (2) at low carrier density and Eq. (3) at high carrier density corresponding to the semiclassical regime. The calculated values of $B_{CR}$ were then used to fit the data in Fig. 5. The growth of $\Delta$ with gate voltage explains the reduction of LL separation, and, consequently, the growth of $B_{CR}$ with increasing electron density.

Below we show that at cyclotron resonance the edge current flows within a strip with the width equal to the cyclotron diameter ($2v/\omega_c$, where $v$ is the carrier velocity at the Fermi level). This value is around tens of nanometers and is already smaller than the free path length at experimental conditions. Therefore, at CR we probe a few tens of nm wide region near the edge. For low gate voltages, the doping near the edge is the same as in the bulk, so the CR position is determined by the bulk doping level. In general, at higher gate voltages (as used in Fig. 5), the doping may become notably inhomogeneous near the edge of the graphene–back gate capacitor at the scale $d/\epsilon \approx 100$ nm, where $d \approx 400$ nm is the distance to the bottom gate [54, 55] and $\epsilon \approx 4$ is the dielectric constant of SiO$_2$ dielectric. This effect may lead to broadening of the edge current region and to deviations of the CR position from that predicted from the bulk doping. However, carrier densities obtained from the period of the photocurrent oscillations, Fig. 5, coincide with that calculated from the corresponding gate voltages.

Our analysis below demonstrates that the resonant behavior of the observed edge photocurrents upon variation of the magnetic field follows the semiclassical shape of the CR in the absorbance, given by

$$\eta \propto \sum_{\pm} \frac{1}{(\Gamma + 1/\tau)^2 + (\omega \pm \omega_c)^2}$$

Apart from the conventional transport width of the CR given by the momentum relaxation rate $1/\tau$, here we include an additional electrodynamic contribution, $\Gamma = 2\pi e^2 n/cm_{CR}$, where $m_{CR}$ is the cyclotron mass, which accounts for a significant reflection of the radiation in the vicinity of CR in high density samples [56–58]. The curves calculated after the right-hand side of Eq. (4) are shown by dashed lines in Fig. 5 demonstrating a good agreement with the experimental data. In these plots we used the values of $\tau = 0.7$ ps extracted from the mobility measurements at $U_g^{eff} = 0.5$ V, the cyclotron electron mass $m_{CR}$ obtained from the calculated CR positions and the radiative decay parameter $\Gamma$ calculated for different $U_g^{eff}$, which are summarized in Tab. I. The values of $B_{CR}$ in the low-density regime were calculated after Eq. (2) for the transitions between the lowest Landau levels, see Fig. 5(a) and resonances $B_{CR1}$, $B_{CR2}$ and $B_{CR3}$. In the high density regime $B_{CR}$ was obtained from Eq. (3) for the intra-band transitions between the neighboring Landau levels in the conduction band, see $B_{CR}^{cb}$ in Figs. 5(b), (c) and (d). The values of the cyclotron electron mass $m_{CR}$ and radiative decay parameter $\Gamma$ were further obtained from the calculated CR positions.

At low density, see Fig. 5(a), the transport width dominates, $\tau^{-1} \gg \Gamma$, whereas at high densities both contributions become comparable in magnitude. While the overall agreement obtained without fitting parameters is encouraging, we should mention that the used semiclassical description becomes less accurate at low densities corresponding to transitions between low-lying Landau levels. Here the electrodynamic effects are negligible, while the transport width is expected to be larger than $1/\tau$ due to Landau quantization effects [59]. In Fig. 5, one clearly distinguishes four CR lines corresponding to different inband ($B_{CR2}$ and $B_{CR}^{cb}$) and inter-band ($B_{CR1}$ and $B_{CR3}$) transitions between distinct Landau levels.

V. EDGE PHOTOCURRENT AT CYCLOTRON RESONANCE IN CLASSICAL REGIME

In this section we discuss the model describing cyclotron resonance in the dc edge current. Edge photocurrent induced by terahertz radiation at zero and low magnetic fields far from the cyclotron resonance conditions was studied in bilayer graphene in our previous work [41]. It was shown that the dc edge current is induced by the high-frequency electric field of the incident THz radiation due to the breaking of the parity symmetry at the
TABLE I: Cyclotron resonance magnetic fields $B_{CR1}$ and $B_{CR2}$, calculated cyclotron masses $m_{CR}/m_0$, and radiative decay parameter $\Gamma$ obtained for different gate voltages $U_{g\text{eff}}$. The values together with the transport width of the CR given by the momentum relaxation rate $1/\tau = 1.43 \text{ ps}^{-1}$ are used for calculating curves in Fig. 5.

| $U_{g\text{eff}}$ [V] | $n$ [10^{11} \text{ cm}^{-2}] | $B_{CR}$ [T] | $m_{CR}/m_0$ | $\Gamma$ [ps$^{-1}$] |
|----------------------|-----------------|-------------|-------------|-----------------|
| 0.5                  | 0.23            | 1.8         | 0.020       | 0.06            |
| 9.5                  | 4.37            | 2.1         | 0.023       | 1.00            |
| 15                   | 6.90            | 2.4         | 0.026       | 1.40            |
| 20                   | 9.20            | 2.7         | 0.029       | 1.70            |

FIG. 7: Calculated Landau levels as a function of magnetic field for gate induced doping $n = 0.7 \cdot 10^{11} \text{ cm}^{-2}$ corresponding to bilayer asymmetry gap $\Delta = 0.4 \text{ meV}$. The levels are labeled according to Eqs. (2). Solid/dashed lines correspond to valleys $K^+/K^-$. Arrows indicate allowed optical transitions for right circularly polarized radiation ($\sigma^+$) with $f = 2.54 \text{ THz}$. Transitions labeled CR1’, CR1'', CR2, and CR3 correspond to experimentally observed resonances, see, e.g., Fig. 2. Due to close positions of CR1’ and CR1'' these resonances are not resolved in experiments, therefore, in the corresponding experimental plots they are labeled as CR1'. Note that for linear polarized radiation used in experiments the resonances plotted at positive (negative) magnetic fields appear also at negative (positive) $B$.

The phenomenon can be viewed as a dc conversion of the bulk ac electric current at the edge. Two possible microscopic mechanisms of such an ac-dc conversion were discussed. The first one is based on the alignment of the free carrier momenta by the high-frequency electric field and subsequent scattering of the carriers at the edge. The second one is related to the dynamic charge accumulation near the edge and synchronized charge motion along the edge. In line with Ref. [41] the dc edge voltage observed in the present work at low magnetic field behaves as $U \propto \sin(2\alpha + \varphi_B)$, where $\varphi_B$ is the phase shift induced by magnetic field.

In the current work we present the theory of the edge photocurrent at high magnetic fields satisfying the cyclotron resonance condition, when the driving frequency $\omega$ is close to the cyclotron frequency $\omega_c$. As seen in Figs. 2 and 6, the polarization and magnetic-field dependences of the edge photovoltage in the CR regime differ significantly from those at zero or low magnetic field addressed above. The sign of the voltage no longer depends on the orientation of the electric field with respect to the edge, see Ref. [41], but is defined by the direction of magnetic field.

Such a behaviour can be explained by the following model, see Fig. 8. Here, we discuss the model for positively charged holes, however its generalization for electrons is straightforward. At $\omega_c \tau \gg 1$ the holes in the 2D layer move along cyclotron orbits. When the frequency of the driving electric field coincides with the cyclotron frequency, the motion of holes becomes synchronized. The integral velocity of holes in the bulk of the 2D plane $v_{\text{bulk}}$ rotates following the rotating electric field $E$ of the incident wave. The oscillating electric field also leads to periodic accumulation and depletion of holes at the edge, however the hole density oscillates with a $\pi/2$ retardation as compared to electric field. This fact follows from the continuity equation $\partial n/\partial t + \partial n/\partial x = 0$, where $n$ is the hole density and $i_x$ is the hole flux normal to the edge. One may say, that the oscillations of the hole density at the edge are driven by the electric field $E$, which is shifted by a quarter of period in time with respect to $E$. Due to holes accumulation and depletion the integral hole velocity near the edge $v_{\text{edge}}$ differs from $v_{\text{bulk}}$.

In the first half-period of the electric-field oscillations, when $E_y > 0$, the retarded field $\tilde{E}$ points towards the edge leading to accumulation of holes at the edge and, consequently, to $|v_{\text{edge}}| > |v_{\text{bulk}}|$. At the second half-period, when $E_y < 0$, $\tilde{E}$ points towards the bulk leading to depletion of holes at the edge, and during that time period $|v_{\text{edge}}| < |v_{\text{bulk}}|$. Such asymmetric oscillations of $v_{\text{edge}}$ result in a net dc current flowing along the edge. This current is formed near the edge within a strip of the width equal to the diameter of the cyclotron orbit $l_c = 2c/|\omega_c|$. As seen in Fig. 8, the direction of this current is determined by the direction of the cyclotron motion, and hence, by the sign of the magnetic field. The model suggests, that the increase of the edge current at the cyclotron resonance is related to the increase of $v_{\text{bulk}}$ and $v_{\text{edge}}$ due to resonant absorption.

The discussed mechanism describes the formation of the edge current at classical magnetic fields, when $\varepsilon_F/h \gg |\omega_c|$, where $\varepsilon_F$ is the Fermi energy. It is valid for intra-band absorption at high carrier densities, see the observed $B_{CB}$ resonance in Fig. 5 (b-d). Resonances CR1 and CR3 are caused by inter-band transitions between valence and conduction band Landau levels and formation of the edge current in that case should be considered separately [39].

For microscopic description of the edge photocurrent we apply the Boltzmann approach, which is valid for the
function in a series over the electric field \( E \) of radiation. The oscillating electric field leads to dynamic carrier accumulation and depletion at the edge, however the carrier density oscillates with a \( \pi/2 \) retardation as compared to \( E \) (one can say, that carrier density oscillations are driven by the electric field in the past \( \tilde{E} \)). Due to the density oscillations the absolute value of the integral carrier velocity near the edge \( v_{\text{edge}} \) is different at first \( |E_y| > 0 \), panel (a)] and second \( |E_y| < 0 \), panel (b)] half-periods of the electric field oscillations, resulting in a net dc current flowing along the edge.

classical range of the driving field frequency \( \omega \ll \varepsilon_F / \hbar \), corresponding to in-band absorption of the incident radiation. We consider a semi-infinite 2D gas of charge carriers occupying \( x \gtrsim 0 \) half-space. The distribution function of the charge carriers (electrons or holes) \( f(p, x, t) \) is found from the Boltzmann kinetic equation

\[
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} + e \left( \mathcal{E}(x, t) + \frac{1}{c} v \times B \right) \cdot \frac{\partial f}{\partial p} = \frac{f - \langle f \rangle}{\tau},
\]

where \( \mathcal{E}(x, t) = \mathcal{E}(x) \exp(-i\omega t) + \text{c.c.} \) is the total electric field in the sample consisting of the ac field of the incident wave \( E \exp(-i\omega t) + \text{c.c.} \) and the local screening field due to redistribution of charge, \( B \parallel z \) is the magnetic field, \( p \) and \( v = p / m \) are the carrier momentum and velocity, respectively, \( \langle f \rangle \) is the distribution function averaged over directions of \( p \). \( \tau \) is the relaxation time, \( e \) is the carrier electric charge and \( m \) is the effective mass. In what follows we assume that \( \tau \) is independent of carrier energy. The kinetic equation should be supplemented with a boundary condition at \( x = 0 \). Here we consider the specular reflection of carriers at the sample edge implying that the distribution function satisfies

\[
f(p_x, p_y, 0) = f(-p_x, p_y, 0).
\]

Equation (5) is solved by expanding the distribution function in a series over the electric field \( E \) as

\[
f(p, x, t) = f_0(p, x) + \left[ f_1(p, x) \exp(-i\omega t) + \text{c.c.} \right] + f_2(p, x),
\]

where \( f_0 \) is the equilibrium distribution function, \( f_1 \propto E \) and \( f_2 \propto EE^* \). The density of the dc edge current is determined by the time-independent correction \( f_2(p, x) \) and reads

\[
j_y(x) = 4e \sum_p v_y f_2(p, x),
\]

where the factor 4 accounts for the spin and valley degeneracy. Using Eq. (5) one can present \( j_y(x) \) as [41]

\[
j_y(x) = -4e\tau \sum_p v_x v_y \frac{\partial f_2}{\partial x} + 4\frac{e^2}{m} \sum_p (E_y f_1 + E_y f_1^*). \tag{7}
\]

To calculate \( j_y(x) \) using Eq. (7) one needs to find \( f_1(p, x) \) and \( f_2(p, x) \) from Eq. (5), which can be done numerically. However, as shown in Ref. [41], the total current flowing along the edge \( J_y = \int_0^\infty j_y(x) dx \) is found analytically and can be expressed in terms of the conductivity tensor. Substituting the expression for the conductivity tensor in Eq. (13) of Ref. [41] and setting \( \tau_1 = \tau_2 \equiv \tau \) we obtain

\[
J_y = \frac{e\tau^2\sigma_0}{m} \left[ A|E|^2 + iB(E_x E_y^* - E_y E_x^*) \right.
\]

\[
+ C(E_x E_y^* + E_y E_x^*) + D(|E_x|^2 - |E_y|^2),
\]

where \( \sigma_0 \) is the conductivity of 2D electron (or hole) gas at zero magnetic field, and \( \omega_c = eB_z/(\hbar m_C) \) is the cyclotron frequency. As follows from Eq. (9), the dc edge current in presence of a magnetic field is induced by linearly polarized radiation with nonzero terms \( E_x E_y^* + E_y E_x^* \) or \( |E_x|^2 - |E_y|^2 \), circularly polarized radiation with nonzero \( i(E_x E_y^* - E_y E_x^*) \), and also unpolarized radiation.

Let us now consider the behaviour of the photocurrent (8) in the vicinity of the cyclotron resonance, i.e. in the frequency range \( |\omega - \omega_c| \ll |\omega_c| \) and \( |\omega_c| \tau \gg 1 \). For linearly polarized radiation the edge current is determined by the first, third, and fourth terms in Eq. (8). The cyclotron resonance occurs for both directions of magnetic field at \( B_z = \pm B_{\text{CR}} \), where \( B_{\text{CR}} = m_C \omega_c / e \). Near the resonance the edge current given by Eqs. (8)
and (9) is simplified to
\[
J_y^{\text{lin}} = \frac{\text{sign}(B_z) e \tau n I}{2B_{\text{CR}}} \times 
\left[ 1 + \frac{1 + (\omega - |\omega_c|)^2 \tau^2}{2|\omega_c| \tau} \sin(2\alpha + \theta_B) \right].
\] (10)

Here $\alpha$ is the electric field angle with respect to the edge,
\[
\eta = \frac{2\pi \sigma_0}{n_c (\omega - |\omega_c|)^2 \tau^2}.
\] (11)
is the absorbance of the 2D layer in the vicinity of cyclotron resonance and far from the edge for non-polarized radiation, $I = c n_\omega |E|^2/(2\pi)$ is the intensity of the radiation, and $n_\omega$ is the refractive index of the dielectric medium surrounding bilayer graphene. The phase shift $\theta_B$ is determined from
\[
\tan \theta_B = \frac{1 + |\omega_c| (\omega - |\omega_c|)^2 \tau^2}{\omega_c \tau}.
\] (12)

The sign, magnitude and polarization dependence of the edge dc current given by Eqs. (10) and (11) are in agreement with experimental observations, shown in Figs. 2, 3, and 6. Equations (10) and (11) show that the edge dc current at cyclotron resonance is proportional to the absorbed energy. Therefore, an increase of the edge current magnitude at cyclotron resonance is due to the increase of absorption. The direction of the edge current is determined by the direction of magnetic field in agreement with experimental data in Figs. 2 and 3, which show the change of the photovoltage sign for opposite directions of the magnetic field. Interestingly, the direction of the dc current is the same for electrons and holes. These characteristic features are similar to the ones observed for the edge photocurrent at strong magnetic field under conditions of the quantum Hall effect [39].

As follows from Eq. (10), the edge current induced by linearly polarized radiation consists of a polarization-independent contribution and a contribution $\propto \sin(2\alpha + \theta_B)$ that is sensitive to the direction of the electric field. The second contribution $\propto |\omega_c| \tau$ is less than the first one. The phase shift $\theta_B$, given by Eq. (12), vanishes at the resonance so that the polarization dependent part of $J_y^{\text{lin}}$ behaves as $\sin 2\alpha$. Weak dependence of the edge current on polarization and $\sin 2\alpha$ behaviour are in line with experimental observations shown in Fig. 6. Far from resonance, when $|\omega - |\omega_c|| \tau \gg 1$, we have $|\theta_B| = \pi/2$, so that the polarization dependent part of $J_y^{\text{lin}}$ behaves as $\cos 2\alpha$.

For circularly polarized radiation the edge photocurrent is determined by the first two terms in Eq. (8). The cyclotron resonance occurs for a particular direction of the magnetic field at $B_z = -(e/|e|)P_{\text{circ}} B_{\text{CR}}$, where $P_{\text{circ}} = i(E_x E_y^* - E_y E_x^*)/|E|^2$, $P_{\text{circ}} = \pm 1$ for right (left)-hand circularly polarized radiation. Near the resonance

![FIG. 9: (a) Edge photocurrent calculated after Eqs. (8) and (9) for linearly polarized radiation with $(E_x E_y^* + E_y E_x^*)/|E|^2 = \pm 1$. Cyclotron resonances occur at $B_z = \pm 2.4$ T. (b) Dependence of the edge current on the azimuthal angle at different magnetic fields in resonance, $\omega_c = \omega$ (red line), and out of resonance, $\omega_c = 0.85 \omega$, $\omega_c = 1.15 \omega$. The horizontal line at zero magnetic field is shown by dashed line for comparison. (c) Distribution of the edge current density over $x$-coordinate for circularly polarized incident radiation. The dashed vertical line shows the diameter of the cyclotron orbit $l_c = 2l_0/|\omega_c| \tau$ at resonance, $l_0$ is the mean free path length. The parameters used are: $\omega/(2\pi) = 2.54$ THz, $\tau = 0.72$ ps, $B_{\text{CR}} = 2.4$ T and $\tau = 11$, $J_0 = e \tau n I/(2B_{\text{CR}})$.](image)
in the quantum mechanical limit, because at higher densities the SdH make it difficult extraction of the CR’s amplitude and, consequently, do not allow to analyze its polarization dependence. Nevertheless, it is clear that the polarization dependence of the edge photocurrent at CR is indeed very weak and follows sin 2α dependence, whereas out of the resonance the polarization dependence of J_p changes to cos 2α (see Ref. [41]), being in line with Eq. (10). The distribution of the edge photocurrent density j_p(x), calculated after Eq. (7) with f_1(p,x) found numerically from Eq. (5), is shown in Fig. 9(c). The results of the analysis of the contrast, at zero magnetic field the current is distributed to the cyclotron diameter l_c = 2l_0/ω_cτ, which at this conditions is much less than the mean free path l_0. By contrast, at zero magnetic field the current is distributed over a much larger length ∼ l_0.

VI. SUMMARY

We reported on the observation and study of cyclotron resonance induced edge currents in high mobility hBN encapsulated bilayer graphene. The cyclotron masses, momentum relaxation time, and carrier densities determined from the position and shape of CR together with the analysis of 1/B-periodic magnetooscillations demonstrate that in studied samples and for the investigated carrier density range these parameters do not distinguish from those of the material bulk. Experimental findings for high carrier densities corresponding to the semiclassical regime are explained within the microscopic model based on the Boltzmann kinetic equation. Theoretical model describing the edge photocurrent at low carrier density, when the cyclotron resonance emerges due to inter-band or intra-band transitions between the lowest Landau levels, is a future task.
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