MULTISCALE ANALYSIS FOR ERGODIC SCHRÖDINGER OPERATORS AND POSITIVITY OF LYAPUNOV EXONENTS

HELGE KRÜGER

Abstract. A variant of multiscale analysis for ergodic Schrödinger operators is developed. This enables us to prove positivity of Lyapunov exponents given initial scale estimates and an initial Wegner estimate. This is then applied to high dimensional skew-shifts at small coupling, where initial conditions are checked using the Pastur–Figotin formalism. Furthermore, it is shown that for potentials generated by the doubling map one has positive Lyapunov exponent except in a superpolynomially small set.

1. Introduction

The discrete one dimensional Schrödinger operator is one of the simplest models in quantum mechanics. It describes the motion of a particle in an one dimensional medium. Of particular interest is the case of ergodic potentials, where the potential $V$ is given by

$$V_\omega(n) = f(T^n\omega)$$

for $(\Omega,\mu)$ a probability space, $f: \Omega \to \mathbb{R}$ a real-valued and bounded function, $T: \Omega \to \Omega$ an invertible and ergodic transformation, and $\omega \in \Omega$. Then the Schrödinger operator is given by

$$H_\omega : \ell^2(\mathbb{Z}) \to \ell^2(\mathbb{Z})$$

$$H_\omega u(n) = u(n+1) + u(n-1) + V_\omega(n)u(n).$$

If one considers $H_\omega u = Eu$ as a formal difference equation, the Lyapunov exponent $L(E)$ describes the exponential behavior of solutions for almost every $\omega$. It follows from Kotani theory, that the essential closure of the set $\{E: L(E) = 0\}$ is the absolutely continuous spectrum of $H_\omega$ for almost every $\omega$. Furthermore, in the presence of uniform lower bounds $L(E) \geq \gamma > 0$, there has been a considerable development of machinery around the turn of the last millennium that implies localization.

In [28], Schlag has posed the following two open problems (and others)

(i) Positivity of the Lyapunov exponent for small disorders for the skew-shift $(T(x,y) = (x+\alpha, y+x) \pmod 1, \alpha \notin \mathbb{Q})$.

(ii) Positivity of the Lyapunov exponent and Anderson localization for all positive disorders with $Tx = 2x \pmod 1$.
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These two problems have also been noted by Bourgain in [8], Chulaevsky and Spencer [13], Damanik [16], and Goldstein and Schlag [20].

My original goal was to make a progress on the first problem, and it turned out that I needed to enlarge the torus on which the skew-shift is acting to obtain results, see Theorem 2.7 and 2.8. However, I was fortunate enough that my methods also applied to the second problem, for which I can extend the range, where positive Lyapunov exponent holds from a region of small disorders to also include the region of large disorders, see Theorem 2.3.

Most of the methods developed in this paper are independent of the underlying ergodic transformation, and I will present these in Section 3. However, since the already mentioned transformations are of special importance, I have decided to state the results for them in the next section, while reviewing parts of the current knowledge on them.

2. The doubling map and the skew-shift

The plan for this section, is as follows, we will first review the current knowledge for the doubling map, and then state our new result, and then repeat this for the skew-shift. I wish to remark here, that random and quasi-periodic Schrödinger operators are reasonably well understood (see e.g. [8], [19]). In order to keep this paper at a reasonable length, I have decided not to discuss these two examples.

One of the most prototypical examples of a deterministic map, which behaves close to random, is the doubling map. Let $\Omega = \mathbb{T} \cong [0,1)$ be the unit circle, and introduce $T : \Omega \to \Omega$ by

$$T \omega = 2\omega \pmod{1}.$$  

(2.1)

It is well-known, that $T$ is ergodic with respect to the Lebesgue measure. Furthermore, if we consider the dyadic expansion of $\omega$

$$\omega = \sum_{j=1}^{\infty} \frac{\omega_j}{2^j}, \quad \omega_j \in \{0,1\}$$

then the action of $T$ is conjugated to the left shift

$$\{\omega_j\}_{j=1}^{\infty} \mapsto \{\omega_{j+1}\}_{j=1}^{\infty}$$

on the space $\{0,1\}^\mathbb{N}$. Let $f : \Omega \to \mathbb{R}$ be a continuous function, and introduce for $\omega \in \Omega$ the potential

$$V_\omega(n) = f(T^n \omega), \quad n \geq 0.$$  

(2.2)

Denote by $\Delta$ the discrete Laplacian. It seems natural to expect the Schrödinger operator

$$H_\omega = \Delta + V_\omega$$  

(2.3)

to behave like a random Schrödinger operator (see [11]), and in particular have positive Lyapunov exponent for all energies. In order to state results, it turns out convenient to introduce a coupling constant $\lambda > 0$, so that

$$H_{\omega,\lambda} = \Delta + \lambda V_\omega$$  

(2.4)

Denote by $L_\lambda(E)$ the Lyapunov exponent of this model. One has that
Theorem 2.1 (Chulaevsky–Spencer [13]). Let $\delta > 0$ and $\lambda > 0$ small enough, then
\begin{equation}
L_\lambda(E) \geq c_0 \lambda^2
\end{equation}
for some $c_0 > 0$ and
\begin{equation}
E \in [-2 + \delta, -\delta] \cup [\delta, 2 - \delta].
\end{equation}

The approach of Chulaevsky and Spencer was then exploited by Bourgain and Schlag in [11] to prove Anderson localization and Hölder continuity of the integrated density of states. The restriction (2.6) was removed by Avila and Damanik [3] and by Sadel and Schulz-Baldes in [27].

All these results have been for small coupling constants $\lambda$. At my best knowledge, there are currently no results for large coupling (except [18]), but there is work in progress by Avila and Damanik [3] on it. In order to state my result, I introduce the following class of functions

Definition 2.2. Let $(\Omega, \mu)$ be a probability space, and $f : \Omega \to \mathbb{R}$ a measurable function. We call $f$ non-degenerate, if there are $F, \alpha > 0$ such that for every $E \in \mathbb{R}$ and $\varepsilon > 0$, we have that
\begin{equation}
\mu(\{\omega : |f(\omega) - E| \leq \varepsilon\}) \leq F \varepsilon^\alpha.
\end{equation}

It follows from the Lojasiewicz inequality (see [24], Theorem IV.4.1. in [25]), that if $\Omega = \mathbb{T}^K$ and $f : \Omega \to \mathbb{R}$ is real analytic, then $f$ is non-degenerate in the above sense (see also Lemma 7.3. in [8]). It is necessary that $(\Omega, \mu)$ contains no atoms, such that a function $f : \Omega \to \mathbb{R}$ can be non-degenerate. We will prove that

Theorem 2.3. Let $f : \Omega \to \mathbb{R}$ be non-degenerate. There are constants $\lambda_0 = \lambda_0(f) > 0$ and $\kappa = \kappa(f) > 0$ such that for $\lambda > \lambda_0$ there is a set $\mathcal{E}_b$ of measure
\begin{equation}
|\mathcal{E}_b| \leq e^{-\lambda^{\alpha/2}}
\end{equation}
and for $E \notin \mathcal{E}_b$, we have
\begin{equation}
L_\lambda(E) \geq \kappa \log(\lambda).
\end{equation}

This question partially answers the question of positivity of the Lyapunov exponent. Furthermore, if one assumes a Wegner type estimate for this model, one can show that the lower bound actually holds for all energies.

One should note here that the claim is non-trivial, since the set of energies excluded in (2.8) is small compared to the expected size of the spectrum, which is $|\sigma(H_\lambda)| \gtrsim \lambda$ as $\lambda \to \infty$, see [17].

It should furthermore be remarked, that the proof of the theorem is done by an iteration of the resolvent identity combined with an energy elimination mechanisms. Both of these ideas are not restricted to the one dimensional setting.

We now turn our attention to the skew-shift. Let $\Omega = \mathbb{T}^2$ and introduce for an irrational number $\alpha$ the map $T_\alpha : \Omega \to \Omega$ by
\begin{equation}
T_\alpha(x, y) = (x + \alpha, x + y).
\end{equation}

It turns out that $T_\alpha : \Omega \to \Omega$ is uniquely ergodic and minimal. Understanding the skew-shift is of physical importance, since it relates to the quantum kicked...
rotor problem in the theory of quantum chaos. This problem asks to describe the behavior of solutions of

\begin{equation}
\label{eq:2.11}
    i\psi'(x, t) = a\psi''(x, t) + ib\psi'(x, t) + \kappa \cos(2\pi x) \left( \sum_{n \in \mathbb{Z}} \delta(t - n) \right) \psi(x, t),
\end{equation}

where \( \psi \) is a 1 periodic function in \( x \) and \( a, b, \kappa \) are parameters, see Chapter 16 in \[8\]. Localization for operators \[1\] generated by skew-shift corresponds to quasi–periodic behavior of solutions of (2.11) (see \[7\]).

For a function \( f: \Omega \to \mathbb{R} \) and \( \lambda > 0 \), introduce the potential by

\begin{equation}
\label{eq:2.12}
    V_{\lambda, \alpha, \omega}(n) = \lambda f(T^n_\alpha \omega).
\end{equation}

Denote by \( H_{\lambda, \alpha, \omega} = \Delta + V_{\lambda, \alpha, \omega} \) the associated Schrödinger operator and by \( L_{\lambda, \alpha}(E) \) its Lyapunov exponent. In difference, to the doubling map the situation for large coupling has some understanding. In particular, there is the following result

**Theorem 2.4** (Bourgain–Goldstein–Schlag \[10\], Bourgain \[7\]). Let \( f: \Omega \to \mathbb{R} \) be a real analytic. Given \( \varepsilon > 0 \), there is \( \lambda_0 = \lambda_0(\varepsilon, f) > 0 \) such that for all \( \alpha \) except for a set of measure at most \( \varepsilon \), we have that

\begin{equation}
\label{eq:2.13}
    L_{\lambda, \alpha}(E) \geq c_0 \log \lambda
\end{equation}

for all \( E \) and \( \lambda > \lambda_0 \). Furthermore, Anderson localization holds for all \( \omega \) not in the exceptional set.

We will be able to prove a variant of this, with again eliminating energies, if we do not assume a Wegner type estimate.

**Theorem 2.5.** Let \( f: \Omega \to \mathbb{R} \) be non-degenerate. There are constants \( \lambda_0 = \lambda_0(f) > 0 \) and \( \kappa = \kappa(f) > 0 \) such that for \( \lambda \geq \lambda_0 \) there is a set \( \mathcal{E}_b = \mathcal{E}_b(\alpha, \lambda) \) of measure

\begin{equation}
\label{eq:2.14}
    |\mathcal{E}_b| \leq e^{-\lambda \alpha/2}
\end{equation}

and for \( E \notin \mathcal{E}_b \), we have

\begin{equation}
\label{eq:2.15}
    L_{\lambda, \alpha}(E) \geq \kappa \log(\lambda).
\end{equation}

The current knowledge at small coupling is far from satisfactory. At my best knowledge the current results are by Bourgain in \[5\], \[6\], which prove a statement of the following form.

**Theorem 2.6** (Bourgain \[5\], \[6\]). Let \( f(x, y) = 2 \cos(2\pi y) \), then for each \( \lambda > 0 \) small enough, we may choose \( \alpha(\lambda) \) from a set of positive measure such that

\begin{equation}
\label{eq:2.16}
    \lim_{\lambda \to 0} |\{E: L_{\lambda, \alpha(\lambda)}(E) = 0\}| = 0.
\end{equation}

In order to prove this theorem, Bourgain uses approximation of the skew-shift by rotation, for which he needs \( \alpha \) to be small. In fact, \( \alpha(\lambda) \to 0 \) as \( \lambda \to 0 \). Furthermore, Bourgain does not compute a quantitative lower bound for the Lyapunov exponent.

\[1\] One needs to consider more general Toeplitz operators here.
Instead of using $\alpha$ as a perturbation parameter, we will use the dimension $K$ of the torus, on which the skew-shift acts. For $K \geq 2$ and an irrational $\alpha$, introduce the $K$ skew-shift $T_{\alpha,K} : \mathbb{T}^K \to \mathbb{T}^K$ by

$$
(T_{\alpha,K}\omega)_k = \begin{cases} 
\omega_1 + \alpha & k = 1 \\
\omega_k + \omega_{k-1} & k > 1.
\end{cases}
$$

We will furthermore, assume that $f : \mathbb{T} \to \mathbb{R}$ is a 1 bounded, non-constant function of mean zero. For $\lambda > 0$, $\alpha$ irrational, $\omega \in \mathbb{T}^K$, we introduce the potential

$$
V_{\lambda,\alpha,\omega}(n) = \lambda f((T_{\alpha,K}^n\omega)_K).
$$

We will show that

**Theorem 2.7.** Let $\delta > 0$. There is a a constant $\kappa = \kappa(f) > 0$. Let $K \geq 1$ be large enough. There are $\lambda_1 = \lambda_1(\delta, f, K) < \lambda_2 = \lambda_2(\delta, f)$ with $\lim_{K \to \infty} \lambda_1 = 0$ such that for

$$
\lambda_1 \leq \lambda \leq \lambda_2,
$$

we have that

$$
L_{\lambda,\alpha,K}(E) \geq \kappa \lambda^2
$$

for $E \in [-2 + \delta, -\delta] \cup [\delta, 2 - \delta]$ except in a set of small measure.

This result has a major drawback to the one of Bourgain by not applying to the case of $K = 2$, but needing $K$ large. However, it has other advantages, like applying to all irrational $\alpha$, and providing an explicit lower bound. The restriction of the energy region has similar reasons as the restriction in the result of Chulaevsky and Spencer, since the method to verify the initial condition is similar.

It should be pointed out that one can again drop eliminating energies, if one assumes a Wegner type estimate. This estimate can be verified explicitly in the case, when

$$
f(x) = 2 \left( x - \frac{1}{2} \right) .
$$

Then we obtain

**Theorem 2.8.** Let the quantities be as in the previous theorem, and $f$ as above, then

$$
L_{\lambda,\alpha,K}(E) \geq \kappa \lambda^2
$$

for $E \in [-2 + \delta, -\delta] \cup [\delta, 2 - \delta]$ and $\lambda_1 \leq \lambda \leq \lambda_2$.

I believe that using the methods of developed by Bourgain, Goldstein, and Schlag, one should be able to extend the above result to all analytic $f$. The main required modification would be to use results of the form of the matrix-valued Cartan estimate (see e.g. Chapter 14 in [8]) to prove Wegner type estimates while doing the multiscale analysis.
3. Statement of the results

We will now begin stating the main results of this article. First, recall that $H$ denotes a discrete one-dimensional Schrödinger operator given by its action on $u \in \ell^2(\mathbb{Z})$ by

$$ (Hu)(n) = u(n+1) + u(n-1) + V(n)u(n), $$

where $V : \mathbb{Z} \to \mathbb{R}$ is a bounded sequence known as the potential. We will usually not make the dependance of the operator $H$ and its associated potential explicit.

For $\Lambda \subseteq \mathbb{Z}$ an interval, we denote by $H_\Lambda$ the restriction of $H$ to $\ell^2(\Lambda)$. We furthermore denote by $e_x$ the standard basis of $\ell^2(\mathbb{Z})$, that is

$$ e_x(n) = \begin{cases} 1 & n = x \\ 0 & \text{otherwise}. \end{cases} $$

For $E \notin \sigma(H_\Lambda)$ and $x, y \in \Lambda$, we denote by $G_\Lambda(E, x, y)$ the Green’s function, defined by

$$ G_\Lambda(E, x, y) = \langle e_x, (H_\Lambda - E)^{-1} e_y \rangle. $$

The resolvent equation implies that if $x \in [a, b] \subseteq \Lambda \subseteq \mathbb{Z}$ and $y \in \Lambda \setminus [a, b]$, then

$$ G_\Lambda(E, x, y) = -G_{[a,b]}(E, x, a)G_\Lambda(E, a - 1, y) - G_{[a,b]}(E, x, b)G_\Lambda(E, b + 1, y) $$

as long as $E \notin \sigma(H_\Lambda) \cup \sigma(H_{[a,b]})$. This formula is a key ingredient in multiscale schemes, since it enables us to go from decay on small intervals $[a, b]$ to decay on a large interval $\Lambda$. We will quantify the decay of the Green’s function using the following notion.

**Definition 3.1.** For $a \in \mathbb{Z}$ and $K \geq 1$, $[a - K, a + K]$ is called $(\gamma, E)$-good if

$$ |G_{[a-K,a+K]}(E, a, a \pm K)| \leq \frac{1}{2} e^{-\gamma K} $$

for $E \in E$. Otherwise, $[a - K, a + K]$ is called $(\gamma, E)$-bad.

We are now ready to state our first result.

**Theorem 3.2.** Given $0 < \sigma \leq \frac{1}{4}$, $K \geq 1$, $\gamma > 0$, $L \geq 1$, and $E \subseteq \mathbb{R}$ an interval. Assume that

$$ \# \{ 1 \leq l \leq L : ((l - 1)K + 1, (l + 1)K - 1] \text{ is } (\gamma, K, E) - \text{bad} \} \leq \sigma L, $$

and the following inequalities hold

$$ \gamma \cdot K \geq \max \left( \frac{1}{\sigma}, \frac{25}{\sigma} \ln \left( |E|^{-1} \right) \right) $$

$$ \frac{1}{K^3} e^{\frac{9}{8} \sigma \gamma K} \geq \frac{2^{17} e^3}{\sigma^4}. $$

Then, there is $\mathcal{E}_0 \subseteq \mathcal{E}$ such that

$$ |\mathcal{E}_0| \geq (1 - e^{-\frac{9}{8} \sigma \gamma K})|\mathcal{E}| $$

and for $E \in \mathcal{E}_0$, we have that

$$ \frac{1}{LK} \log \left\| \prod_{n=1}^{LK} \left( V(LK - n) - E \begin{pmatrix} -1 & 0 \\ 1 & 0 \end{pmatrix} \right) \right\| \geq e^{-8\sigma} e^{-\frac{9}{8} \gamma} - \sqrt{2}. $$
The proof of this theorem is our most basic implementation of multiscale analysis without a Wegner estimate. The main idea is that for a scale $K_1 \gg K_1$, one has that the set of energies, where Wegner type estimates fail has small measure for each of the sets of the form $IK_1 + [-K_1 + 1, K_1 - 1]$. Thus one may achieve that the Wegner estimate holds for most $l$ outside a set of small measure by using Markov’s inequality. The implementation of this can be found in Section 6. Then Section 7 finishes the proof of this theorem. We furthermore wish to point out that similar methods of proof have been used by Bourgain in [5].

We remark that the requirement $|E| \geq e^{-8\sigma\gamma K}$ is essential to our approach, since it ensures that the bad set of energies is smaller then the one, we start with. Furthermore, it is a non-trivial condition, since by perturbing the energy in the Green’s function will give only a set of smaller measure. However, one can still use this approach to obtain this condition, by then decreasing the estimate on the Green’s function.

In order to state the next theorem, we will need to phrase it in the ergodic setting. For this let $(\Omega, \mu)$ be a probability space and $f : \Omega \to \mathbb{R}$ a bounded real-valued function. For $\omega \in \Omega$, we introduce a potential by

$$V_\omega(n) = f(T^n \omega), \quad n \in \mathbb{Z}.$$ (3.10)

We will now write $H_\omega$ for $\Delta + V_\omega$. It follows from the ergodic theorem, that (3.5) is roughly equivalent to

$$\mu(\{\omega : [1, 2K - 1] \text{ is } (\gamma, \mathcal{E}) \text{ - bad for } H_\omega\}) \leq \sigma. \quad (3.11)$$

In particular, this condition is now independent of $N$. Thus, one can hope to obtain the conclusion of the previous theorem for all sufficiently large $N$. In order to exploit this, we will now introduce the Lyapunov exponent $L(E)$ by

$$L(E) = \lim_{N \to \infty} \frac{1}{N} \int_{\Omega} \log \left| \prod_{n=1}^{N} \begin{pmatrix} V_\omega(N - n) - E & -1 \\ 1 & 0 \end{pmatrix} \right| d\mu(\omega), \quad (3.12)$$

where the limit exists for all $E$ and defines a subharmonic function.

**Theorem 3.3.** Given $0 < \sigma \leq \frac{1}{4}$, $K \geq 1$, $\gamma > 0$, $L \geq 1$, and $\mathcal{E} \subseteq \mathbb{R}$ an interval. Assume the inequalities (3.6), (3.7), and the initial condition (3.11). Then, there is $\mathcal{E}_0 \subseteq \mathcal{E}$ such that

$$|\mathcal{E}_0| \geq \left(1 - e^{-\frac{1}{4}\gamma K}\right)|\mathcal{E}| \quad (3.13)$$

and for $E \in \mathcal{E}_0$, we have that

$$L(E) \geq e^{-8\sigma} e^{-\frac{1}{4}\gamma}. \quad (3.14)$$

This theorem is a combination of the last theorem and properties of ergodic Schrödinger operators. The new parts of the proof depend on ideas from ergodic theory discussed in Section 4 and about the Lyapunov exponent for ergodic Schrödinger operators discussed in Section 5. The proof is then given in Section 9.

Given this criterion for positive Lyapunov exponent, it seems a natural question if the assumption (3.11), can be checked. It is classical, that (3.11) holds at large coupling, that is if we consider the family of potentials

$$V_{\omega, \lambda}(n) = \lambda f(T^n \omega) \quad (3.15)$$

for $\lambda > 0$ and $f$ is a nice enough function. More precisely, we have that.
Proposition 3.4. Assume that \( f \) is non-degenerate in the sense of Definition 2.2. Let \( E_0 \in \mathbb{R}, \sigma > 0 \), and introduce
\[
K = \left\lfloor \frac{\sigma \lambda^{n/2}}{F} \right\rfloor (3.16)
\]
\[
\gamma = \frac{1}{5} \log(\lambda) (3.17)
\]
\[
E = [E_0 - 1, E_0 + 1]. (3.18)
\]
Assume that \( \lambda \) is sufficiently large. Then (3.11) holds.

For the convenience of the reader, we have included a proof in Section 10. With this proposition, we are ready for the proof of Theorem 2.3 and 2.5. Instead of proving them, we will instead prove the following more abstract version.

Theorem 3.5. Let \((\Omega, \mu)\) be a probability space, and \( f \) a non-degenerate function, with \( |f(\omega)| \leq 1 \). There are constants \( \kappa = \kappa(f) > 0, \lambda_0 = \lambda_0(f) > 0 \). For any \( T: \Omega \to \Omega \) ergodic and \( \lambda > \lambda_0 \), there exists a set \( E_b = E_b(T, \lambda) \) of measure
\[
|E_b| \leq e^{-\lambda^{n/2}}, (3.19)
\]
such that for \( E \notin E_b \)
\[
L_{T, \lambda}(E) \geq \kappa \log(\lambda). (3.20)
\]

Proof. It follows from the Combes–Thomas estimate (see Lemma 10.1) that the estimate on the Lyapunov exponent holds for \( |E| \geq 3\lambda \) and \( \lambda > 1 \). Next, observe that we can cover the interval \([-3\lambda, 3\lambda]\) with 3\( \lambda \) intervals of length 2 as described in the previous proposition.

For one of these intervals \( E \), we can apply Theorem 3.3 with \( \sigma = \frac{1}{5}, K = \left\lfloor (4F)^{-1}\lambda^{n/2} \right\rfloor \), and \( \lambda = \frac{1}{5} \log \lambda \). In particular, we see that the arithmetic conditions hold for large enough \( \lambda \), and the estimate on the size of \( E_b \) follows, since the bad set \( E \setminus E_b \) has measure behaving like \( e^{-c \log(\lambda) \lambda^{n/2}} \) for some \( c > 0 \). This finishes the proof. \( \square \)

The somewhat surprising thing is, that the largeness of the Lyapunov exponent does not depend on the ergodic transformation \( T \) in this theorem.

Using the Pastur–Figotin [26] formalism combined with with large deviation estimates of Bourgain and Schlag [11], we are able to obtain an initial condition at small coupling. In order to state these results, we will need to introduce a bit of notation about random Schrödinger operators. For an integer \( N \geq 1, \lambda > 0 \), and \( V \in [-1, 1]^N \) introduce the operator \( H_{V, \lambda_{[0, N-1]}} \) acting on \( \ell^2([0, N-1]) \) by
\[
H_{V, \lambda_{[0, N-1]}} u(n) = \begin{cases} 
  u(1) + \lambda V(0) u(0) & n = 0 \\
  u(n+1) + u(n-1) + \lambda V(n) u(n) & 1 \leq n \leq N-2 \\
  u(N-2) + \lambda V(N-1) u(N-1) & n = N-1.
\end{cases} (3.21)
\]

We will show

Proposition 3.6. Let \( \nu \) be a probability measure with support in \([-1, 1]\) and mean zero. Introduce
\[
\sigma_2 = \int x^2 d\nu, \quad \sigma_4 = \int (x^2 - \sigma_2)^2 d\nu.
\]

(3.22)
Let
\begin{equation}
E = 2 \cos(\kappa) \in (-2, 0) \cup (0, 2).
\end{equation}

Let \( A = \min(1, E^2 - 2) \), assume the inequalities
\begin{align}
K &\geq \max \left( \frac{2800 \cdot \sigma_2}{|E| \cdot \sqrt{4 - E^2} \cdot A}, \frac{4608 \sigma_4}{(\sigma_2)^2} \right) \\
\lambda &\leq \frac{\sqrt{4 - E^2}}{2} \min \left( \frac{\sigma_2}{7000}, \frac{|E| \cdot \sqrt{4 - E^2} \cdot A}{4400 \cdot \sigma_2} \right) \\
\lambda^2 K &\geq 150000 \frac{4 - E^2}{\sigma_2}
\end{align}

Let
\begin{equation}
\gamma = \frac{\lambda^2 \sigma_2}{4(4 - E^2)}.
\end{equation}

Then there exists a set \( V \) satisfying
\begin{equation}
\nu^{\otimes 2K}(V) \geq 1 - \frac{1}{16}.
\end{equation}

For each \( V \in V \), there is \( M = M(V) \in \{2K - 3, 2K - 2\} \), such that the following estimates
\begin{align}
|G_{\nu, \lambda, [1, M]}(E, 1, K)| &\leq \frac{\sqrt{1 - \frac{|E|}{2}}}{2} e^{-\gamma K} \\
|G_{\nu, \lambda, [1, M]}(E, M, K)| &\leq \frac{\sqrt{1 - \frac{|E|}{2}}}{2} e^{-\gamma K} \\
\| (H_{\nu, \lambda, [1, M]} - E)^{-1} \| &\leq \frac{\sqrt{1 - \frac{|E|}{2}}}{2} 2K e^{(10^3 \gamma + \log(6)) K}
\end{align}

hold.

We note the following corollary.

**Corollary 3.7.** Under the assumptions of the previous proposition, we have for \( \tilde{E} \) in the set
\begin{equation}
\tilde{E} \in \mathcal{E} = [E - \varepsilon, E + \varepsilon], \quad \varepsilon = \frac{e^{-(\tilde{\gamma} + (4\tilde{\gamma} + \log(0))) K}}{16 \sqrt{1 - \frac{|E|}{2} K}}
\end{equation}
for \( \tilde{\gamma} = \gamma - \frac{1}{K} \left( \frac{1}{2} \log(1 - \frac{|E|}{2}) + \log(2) \right) \) that
\begin{align}
|G_{\nu, \lambda, [1, M]}(\tilde{E}, 1, K)| &\leq \frac{1}{2} e^{-\tilde{\gamma} K} \\
|G_{\nu, \lambda, [1, M]}(\tilde{E}, M, K)| &\leq \frac{1}{2} e^{-\tilde{\gamma} K} \\
|G_{\nu, \lambda, [1, M]}(\tilde{E}, M, K)| &\leq \frac{1}{2} e^{-\tilde{\gamma} K}
\end{align}

where \( V \in V \) and \( M = M(V) \in \{2K - 3, 2K - 2\} \).
Proof. From the resolvent formula, one obtains that
\[
(H_{V,\lambda,1,M} - \tilde{E})^{-1} = (H_{V,\lambda,1,M} - E)^{-1}
+ (H_{V,\lambda,1,M} - E)^{-1} \cdot \left( \sum_{n=1}^{\infty} \left( (\tilde{E} - E)(H_{V,\lambda,1,M} - E)^{-1} \right)^n \right).
\]
Hence, we obtain the estimate
\[
|G_{V,\lambda,1,M}(\tilde{E}, 1, K)| \leq \frac{\sqrt{1 - |E|^{2}}}{2} \mathrm{e}^{-\gamma K} + \frac{\varepsilon \| (H_{V,\lambda,1,M} - E)^{-1} \|^2}{1 - \varepsilon \| (H_{V,\lambda,1,M} - E)^{-1} \|}.
\]
A quick computation now finishes the proof. \qed

Definition 3.8. Given \( K \geq 1, \mathcal{E} \subseteq \mathbb{R} \) an interval, \( \gamma > 0. \omega \in \Omega \) is called \((K, \mathcal{E}, \gamma)\)-good, there is \( M \in \{ 2K - 3, 2K - 2 \} \) such that for \( x \in \{ K - 1, K \} \)
\[(3.36) \quad |G_{\omega,1,M}(E, 1, x)|, |G_{\omega,1,M}(E, 1, M)| \leq \frac{1}{2} \mathrm{e}^{-\gamma K}
\]
for \( E \in \mathcal{E} \).

We observe that the previous proposition implies, that we are good in this sense. One can adapt the proof of Theorem 3.3 in order to only require to be good in the sense of Definition 3.8 instead of Definition 3.1.

We now return to the investigation of ergodic Schrödinger operators, and start by introducing \( K \)-independence, which will allow us to apply the tools from random Schrödinger operators.

Definition 3.9. Let \((\Omega, \mu)\) be a probability space, \( T : \Omega \to \Omega \) an ergodic transformation, and \( f : \Omega \to \mathbb{R} \) bounded and measurable. \((\Omega, \mu, T, f)\) is called \( K \)-independent if there exists a probability measure \( \nu \) on \( \mathbb{R} \) such that
\[(3.37) \quad \nu^\otimes K\left( \{(f(\omega), f(T\omega), \ldots, f(T^{K-1}\omega)) : \omega \in A\} \right) = \mu(A)\]
for all \( A \subseteq \Omega \) measurable.

In the case of random variables \( \Omega = I^Z, T \) the left shift, and \( f(\omega) = \omega_0 \), one clearly has that the system is \( K \)-independent for any \( K \geq 1 \). We furthermore note, the following lemma which shows how independent the \( K \) skew-shift is.

Lemma 3.10. Let \( g : T \to \mathbb{R} \) be a bounded function, define \( f : T^K \to \mathbb{R} \) by \( f(\omega) = f(\omega_K) \). Let \( T_\alpha \) be the \( K \) skew-shift, then \((T^K, \text{Lebesgue}, T_\alpha, f)\) is \( K \) independent.

Proof. One can check that
\[
\begin{pmatrix}
(\omega)_K \\
(T\omega)_K \\
\vdots \\
(T^{K-1}\omega)_K
\end{pmatrix}
= \begin{pmatrix}
1 & * & \ldots & * \\
0 & 1 & \ldots & * \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{pmatrix}
\begin{pmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_K
\end{pmatrix},
\]
where * denotes a non zero number. This implies the claim by the transformation formula for integrals. \qed

We now come
Theorem 3.11. Let $(\Omega, \mu, T, f)$ be $K$-independent. Given $\delta > 0$, there is a $\kappa = \kappa(f, \delta) > 0$. Furthermore, there is $\lambda_1 = \lambda_1(\delta) > 0$ and for $K \geq 1$ a $\lambda_2 = \lambda_2(\delta, K) > 0$ with $\lambda_2 \to 0$ as $K \to \infty$, such that one has for

$$
\lambda_2 \leq \lambda \leq \lambda_1,
$$

that

$$
L(E) \geq \kappa \lambda^2,
$$

for $E \in [-2 + \delta, -\delta] \cup [\delta, 2 - \delta]$ except in a set, whose measure goes to 0 as $K \to \infty$.

Proof. In order to ensure that $|E|$ from the previous corollary is large enough, just decrease $\tilde{\gamma}$. This finishes the proof by an application of Theorem 3.3. \qed

Of course these results have still a major drawback: the need to eliminate energies. This can be eliminated by assuming Wegner type estimates, as they are common in the theory of random Schrödinger operators. For this, we will denote by $\sigma(H, \Lambda)$ the spectrum of $H$ given $M \geq 1$, an energy $E$, and $E > 0$, we will be interested in the probability

$$
\mu(\{\omega : \text{dist}(\sigma(H_{\omega, \Lambda}, [0, M - 1]), E) \leq \varepsilon\}),
$$

which we will need to assume to be small. The most convenient form of this estimate for us, will be that

$$
\mu(\{\omega : \text{dist}(\sigma(H_{\omega, [0, M - 1]}), E) \leq \varepsilon\}) \leq C \cdot M \cdot \varepsilon,
$$

where $C > 0$, $\beta \geq 0$ and $\rho \geq 1$. One has to restrict here to $0 < \varepsilon \leq \frac{1}{2}$, so one does not run into problems, when the logarithm becomes 0.

In the theory of random Schrödinger operators, one has as already mentioned that $V(n)$ are independent identically distributed random variables. If one assumes, that the density is a bounded function, one can obtain the following estimate, which is known as a Wegner estimate

$$
\mu(\{\omega : \text{dist}(\sigma(H_{\omega, [0, M - 1]}), E) \leq \varepsilon\}) \leq C \cdot M \cdot \varepsilon,
$$

where $C > 0$ is a constant. We will follow the ideas of the proof and show in Section 10 that a similar estimate holds for the skew-shift model.

Assuming (3.11), we are able to remove the assumption of removing energies from our theorems, and obtain.

Theorem 3.12. Assume the initial length scale (3.11), the Wegner type estimate (3.41),

$$
3\beta + 3 - \rho \leq 0,
$$

and

$$
\gamma^\rho K^{\sigma - \beta} \sigma^{\rho - 1} \geq 4 \cdot 2^{\beta + \rho} \cdot e^{(\beta + 1)(4\sigma + \frac{1}{2})} C.
$$

Then

$$
L(E) \geq e^{-\frac{\rho}{2}} e^{-4\sigma \gamma}.
$$
This theorem gives a satisfying criterion for positivity of Lyapunov exponents, where the conditions exactly correspond to the ones necessary for localization in the theory of random Schrödinger operators.

Of course (3.41) is not a simple estimate to check, since it involves information at all scales. We are thus only able to check it in the special case of $f(x) = x - \frac{1}{2}$. This then allows us to prove the following theorem for the skew-shift at small coupling.

For $\lambda > 0$, we introduce the potential

$$V_{\lambda,\alpha,\omega}(n) = \lambda f(T_n^\alpha \omega).$$

We will show in Section 16 the following proposition, which shows that (3.41) holds for this family.

**Proposition 3.13.** Let $H_{\lambda,\alpha,\omega} = \Delta + V_{\lambda,\alpha,\omega}$. Given $\rho \geq 1$, we have for any $E \in \mathbb{R}$ and $M \geq 10$ that

$$\mu(\{\omega : \text{dist}(\sigma(H_{\lambda,\alpha,\omega}[0,M-1], E) \leq \varepsilon\}) \leq 14 \cdot \max(1, \frac{1}{\lambda} |\log(\varepsilon)|)^{\rho} \cdot \rho^{\rho} \cdot M^4 |\log(\varepsilon)|^{\rho}.$$  

Combining this proposition with Proposition 3.6 and Theorem 3.12, we can show the following theorem.

**Theorem 3.14.** Given $\varepsilon, \delta > 0$, let

$$E \in [-2 + \delta, -\delta] \cup [\delta, 2 - \delta].$$

There are constants $C_1 = C_1(\varepsilon, \delta), C_2 = C_2(\delta), \gamma_0 = \gamma_0(\delta) > 0$ such that for

$$\frac{C_1}{K^{2-\varepsilon}} \leq \lambda \leq C_2,$$

and $\alpha$ irrational, we have

$$L_{\lambda,\alpha}(E) \geq \gamma_0 \lambda^2.$$  

**Proof.** We can assume $0 < \lambda < 1$, so by Proposition 3.13, we may take

$$\beta = 4, \quad C = \frac{14 \rho^\rho}{\lambda},$$

for any $\rho \geq 15$ in (3.41) ($\rho \geq 15$ such that (3.43) holds). We furthermore, see that $d\nu = \chi_{[-1,1]}dx$ and thus

$$\sigma_2 = \frac{2}{3}, \quad \sigma_4 = \frac{2}{5}.$$  

We can thus choose $\gamma = \frac{\lambda^2}{48 \sin(\kappa)}$. We may choose $\sigma = \frac{1}{4}$, and thus (3.44) becomes

$$\frac{\lambda^{2\rho+1}}{\sin(\kappa)^\rho} K^{\rho-3} \geq C_1(384 \rho)^\rho$$

for some constant $C_1 > 0$. This finishes the proof by applying Theorem 3.12 to the initial condition obtained by Proposition 3.6. 

Proving positive Lyapunov exponent is not the only problem concerning ergodic Schrödinger operators. There is probably an even larger literature as how to go from positive Lyapunov exponent to Anderson localization (see for example [21] and [9] in the case of rotations). However, one cannot expect Anderson localization to hold in the generality discussed in this paper, since for example the results of Avron and Simon in [4] show, that if $T : \Omega \to \Omega$ is well approximated by periodic
transformation, then the spectrum of $H$ is purely continuous, and hence Anderson localization cannot hold.

We now give an overview, of what happens in the following sections. Section 4 derives some consequences of the ergodic theorem, which will be needed in the following. Section 5 discusses properties of the Lyapunov exponent, which will be needed. Section 6, 7, and 8 contain the proof of Theorem 3.2. Then Theorem 3.3 is proven in Section 9. Proposition 3.4 is proven in Section 10 and Proposition 3.6 in Sections 11 and 12. Sections 13 and 14 contain the proof of Theorem 3.12. Finally Proposition 3.13 is proven in Section 16.

4. Ergodic Theory

In this section, we review the notions of ergodic theory, we will use. As usual, we denote by $(\Omega, \mu)$ a probability space and by $T : \Omega \to \Omega$ an ergodic transformation, that is if $A \subseteq \Omega$ satisfies $T^{-1}A = A$ almost everywhere, then $\mu(A) \in \{0, 1\}$. We recall that the mean ergodic theorem tells us, that if $f$ is a function in $L^2(\Omega, \mu)$, then its averages

\[ f_N(\omega) = \frac{1}{N} \sum_{n=0}^{N-1} f(T^n \omega) \]

converge to $\int_{\Omega} f(\omega) d\mu(\omega)$ in $L^2(\Omega, \mu)$. This result will be the mean ingredient of ergodic theory, we will use. However, some of the results from ergodic Schrödinger operators, we are using depend on the somewhat different Birkhoff ergodic theorem, saying that one has pointwise convergence almost everywhere.

We will be interested in the following question: Given the good set $\Omega_g \subseteq \Omega$ and an integer $K \geq 1$, can we choose a large set of $\omega$ such that, we have

$T^{lK} \omega \in \Omega_g$

for a set of $l$ with density close to $\mu(\Omega_g)$. The following lemma does exactly this.

**Lemma 4.1.** Given $\Omega_g \subseteq \Omega$, $0 < \kappa < 1$, $K \geq 1$. Then, there exists $\Omega_0 \subseteq \Omega$ such that for $\omega \in \Omega_0$, there is a sequence $L_t = L_t(\omega) \to \infty$ such that

\[ \frac{1}{L_t} \# \{0 \leq l \leq L_t - 1 : T^{lK} \omega \in \Omega_g\} \geq \kappa \mu(\Omega_g) \]

and $\mu(\Omega_0) > 0$.

**Proof.** Letting $f = \chi_{\Omega_0}$ in the mean ergodic theorem, we find that

\[ \lim_{N \to \infty} \int_{\Omega} \left| \frac{1}{N} \# \{0 \leq n \leq N - 1 : T^n \omega \in \Omega_g\} - \mu(\Omega_g) \right|^2 d\mu(\omega) = 0. \]

Thus, we obtain in particular

\[ \lim_{N \to \infty} \mu(\{ \omega : \frac{1}{N} \# \{0 \leq n \leq N - 1 : T^n \omega \in \Omega_g\} < \kappa \mu(\Omega_g)\}) = 0. \]

We thus may find a set $\Omega_1$ of positive measure, such that for each $\omega \in \Omega_1$, there is a sequence $N_t = N_t(\omega)$ going to $\infty$ such that

\[ \frac{1}{N_t} \# \{0 \leq n \leq N_t - 1 : T^n \omega \in \Omega_g\} \geq \kappa \mu(\Omega_g). \]
For each \( \omega \in \Omega_1 \), we may find an \( 0 \leq s = s(\omega) \leq K - 1 \) such that \( N_t \pmod{K} = s \) for infinitely many \( t \). Introduce
\[
\Omega_0 = \{ T^{-s(\omega)} \omega : \ \omega \in \Omega_1 \},
\]
and choose for \( \omega \in \Omega_0 \) the sequence \( L_t = \frac{N_t}{K} \), for the \( N_t \) with \( N_t \pmod{K} = s \).

The claim now follows by construction.

Furthermore recall that a transformation \( T : \Omega \to \Omega \) is called totally ergodic, if for every \( n \geq 1 \) the transformation \( T^n : \Omega \to \Omega \) is ergodic. Total ergodicity allows us to not need the step of passing to a subsequence in the proof of the last lemma. Thus, we may conclude that

**Lemma 4.2.** Suppose that \( T : \Omega \to \Omega \) is totally ergodic. Given \( \Omega_g \subseteq \Omega, 0 < \kappa < \tau < 1, \) and \( K \geq 1 \). There is \( \Omega_0 \subseteq \Omega \) such that for \( \omega \in \Omega_0 \) and \( L \) large enough
\[
\frac{1}{L} \#\{0 \leq l \leq L - 1 : \ T^{lk} \omega \in \Omega_g \} \geq \kappa \mu(\Omega_g)
\]
and
\[
\mu(\Omega_0) \geq \tau.
\]

5. The Lyapunov exponent

We let again \((\Omega, \mu)\) be a probability space, \( f : \Omega \to \mathbb{R} \) a bounded measurable function, \( T : \Omega \to \Omega \) an invertible ergodic transformation, and set \( V_\omega(n) = f(T^n \omega) \) for \( \omega \in \Omega \) and \( n \in \mathbb{Z} \). Introduce the \( N \) step transfer matrix \( A_\omega(E, N) \) by
\[
A_\omega(E, N) = \prod_{n=1}^{N} \begin{pmatrix} E - V_\omega(N-n) & -1 \\ V_\omega(n) & 1 \end{pmatrix}.
\]

Let \( u \) be a solution of \( H_\omega u = Eu \) interpreted as a difference equation. Then we have that
\[
\begin{pmatrix} u(N+1) \\ u(N) \end{pmatrix} = A_\omega(E, N) \cdot \begin{pmatrix} u(1) \\ u(0) \end{pmatrix},
\]
explaining the name. Define the Lyapunov exponent by
\[
L(E) = \lim_{N \to \infty} \frac{1}{N} \int_{\omega} \log \left\| \prod_{n=1}^{N} \begin{pmatrix} V_\omega(N-n) - E & -1 \\ V_\omega(n) & 1 \end{pmatrix} \right\| d\mu(\omega),
\]
where the limit exists because of submultiplicativity of the matrix norm, which implies that the sequence
\[
\frac{1}{N} \int_{\omega} \log \left\| \prod_{n=1}^{N} \begin{pmatrix} V_\omega(N-n) - E & -1 \\ V_\omega(n) & 1 \end{pmatrix} \right\| d\mu(\omega)
\]
is subadditive. Furthermore, the following lemma was shown by Craig and Simon in [15].

**Lemma 5.1.** The function \( L(E) \) is subharmonic in \( E \).

We will mainly use the upper semicontinuity provided by this result. The next result will allow us to go from Green’s function estimates to estimates for the Lyapunov exponent.
Lemma 5.2. If
\begin{equation}
|G_{\omega, \lambda}(E, k, N)| \leq e^{-\gamma N}
\end{equation}
for \( \Lambda \in \{[0, N], [1, N]\}, k \in \{k_0 - 1, k_0\} \), then
\begin{equation}
\frac{1}{N} \log \|A_\omega(E, N)\| \geq \gamma - \frac{\log \sqrt{2}}{N}.
\end{equation}

Proof. We first observe, that
\begin{equation*}
A_\omega(E, n) = \begin{pmatrix} c_{\omega, E}(n) & s_{\omega, E}(n) \\ c_{\omega, E}(n - 1) & s_{\omega, E}(n - 1) \end{pmatrix},
\end{equation*}
where these solve
\begin{equation*}
H_\omega c_{\omega, E} = Ec_{\omega, E}, \quad H_\omega s_{\omega, E} = Es_{\omega, E},
\end{equation*}
with initial conditions
\begin{equation*}
\begin{pmatrix} c_{\omega, E}(0) \\ c_{\omega, E}(-1) \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \begin{pmatrix} s_{\omega, E}(0) \\ s_{\omega, E}(-1) \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\end{equation*}

We let \( u_{\omega, E} \) be the solution of \( H_\omega u_{\omega, E} = E u_{\omega, E} \), that satisfies \( u_{\omega, E}(N) = 1 \) and \( u_{\omega, E}(N + 1) = 0 \). We then find for \( x \leq y \), that
\begin{equation*}
\begin{split}
G_{\omega, [0, N]}(E, x, y) &= \frac{c_{\omega, E}(x)u_{\omega, E}(y)}{W(c_{\omega, E}, u_{\omega, E})}, \\
G_{\omega, [1, N]}(E, x, y) &= \frac{s_{\omega, E}(x)u_{\omega, E}(y)}{W(s_{\omega, E}, u_{\omega, E})},
\end{split}
\end{equation*}
where \( W(u, v) = u(n + 1)e(n) - u(n)v(n + 1) \) is the Wronskian. One can check that \( W(u, v) \) is independent of \( n \) if \( u \) and \( v \) solve \( H_\omega u = Eu \), \( H_\omega v = Ev \). Evaluating the Wronskian at \( N \) yields
\begin{equation*}
W(c_{\omega, E}, u_{\omega, E}) = -c_{\omega, E}(N + 1), \quad W(s_{\omega, E}, u_{\omega, E}) = -s_{\omega, E}(N + 1).
\end{equation*}
Hence, we obtain the formulas
\begin{equation*}
|G_{\omega, [0, N]}(E, x, N)| = \left|\frac{c_{\omega, E}(x)}{c_{\omega, E}(N + 1)}\right|, \quad |G_{\omega, [1, N]}(E, x, N)| = \left|\frac{s_{\omega, E}(x)}{s_{\omega, E}(N + 1)}\right|,
\end{equation*}
Since \( \det(A_\omega(E, k_0)) = 1 \), it follows that
\begin{equation*}
\min(\{|c_{\omega, E}(k_0)|, |c_{\omega, E}(k_0 - 1)|, |s_{\omega, E}(k_0)|, |s_{\omega, E}(k_0 - 1)|\}) \geq \frac{1}{\sqrt{2}}.
\end{equation*}
Hence, we see that
\begin{equation*}
\min_{k \in k_0 - 1, k_0, a \in \{0, 1\}} |G_{\omega, [a, N]}(E, k, N)| \geq \frac{1}{\sqrt{2}} \min \left( \frac{1}{|c_{\omega, E}(N + 1)|}, \frac{1}{|s_{\omega, E}(N + 1)|} \right) \geq \frac{1}{\sqrt{2}} \|A_\omega(E, N)\|
\end{equation*}
taking logarithms and dividing by \( N \) implies the result. \( \Box \)

This lemma will allow us to go from estimates on the Green’s function to estimates on the Lyapunov exponent. One should furthermore observe, that in order to conclude in the general setting, that \( L(E) > 0 \), one would need information for all large \( N \). However, in the ergodic setting one can relax this a little bit. By a Theorem of Craig and Simon, we have that
Theorem 5.3. Introduce
\begin{equation}
\mathcal{T}(E, \omega) = \limsup_{n \to \infty} \frac{1}{n} \log \| A_{\omega}(E, n) \|.
\end{equation}
Then there exists $\Omega_{CS} \subseteq \Omega$ of measure $\mu(\Omega_{CS}) = 1$, such that
\begin{equation}
\mathcal{T}(E, \omega) \leq L(E)
\end{equation}
for $\omega \in \Omega_0$.

Proof. This is Theorem 2.3 in [15].

We will call $\Omega_{CS}$ the Craig–Simon set. We note the following consequence

Lemma 5.4. Suppose, we are given $\gamma > 0$, $\omega \in \Omega_{CS}$ and for $k \geq 1$ integers $n_k \to \infty$ such that
\begin{equation}
|G_{A,\omega}(E, x, y)| \leq e^{-\gamma n_k}
\end{equation}
for $\Lambda \in \{[0, n_k], [1, n_k]\}$, $x \in \{x_0, x_0 + 1\}$, some $x_0$ and $y \in \partial \Lambda$. Then
\begin{equation}
L(E) \geq \gamma.
\end{equation}

Proof. By Lemma 5.2, we have that (5.8) implies that $\mathcal{T}(E) \geq \gamma$. Now, the claim follows from Theorem 5.3.

6. The multiscale step

In this section, we will begin with the exposition of our adaptation of multiscale analysis. For this, we will not work with an ergodic potential, but will assume that $\{V(n)\}_{n=0}^{N-1}$ is any real valued sequence of $N$ numbers. We then define $H$ as the corresponding Schrödinger operators on $\ell^2([0, N - 1])$ and denote by $H_\Lambda$ the restrictions to intervals $\Lambda \subseteq [0, N - 1]$. This generality is mainly used to simplify the notation, and to make clear, when ergodicity enters.

Furthermore, since we do not make quantitative assumptions on the recurrence properties of $T : \Omega \to \Omega$, it is necessary to work in this section with intervals of varying length. However, this does not create major technical difficulties, since their boundary still consists of only two points.

We now start by defining our basic notion of a good sequence $\{V(n)\}_{n=0}^{N-1}$.

Definition 6.1. Let $0 < \delta < 1$, $0 < \sigma \leq \frac{1}{4}$, $\mathcal{E} \subseteq \mathbb{R}$ an interval, and $L \geq 1$.

A sequence $\{V(n)\}_{n=0}^{N-1}$ is called $(\delta, \sigma, L, \mathcal{E})$-critical, if there are integers
\begin{equation}
0 \leq k_0 < k_1 < k_2 < k_3 \cdots < k_L < k_{L+1} \leq N,
\end{equation}
and a set $\mathcal{L} \subseteq [1, L]$ such that
\begin{equation}
\frac{\# \mathcal{L}}{L} \leq \sigma.
\end{equation}
And for $l \notin \mathcal{L}$, we have that
\begin{equation}
|G_{[k_{l-1}+1, k_{l+1}-1]}(E, k_l, k_{l\pm 1} \mp 1)| \leq \frac{1}{2} e^{-\delta}
\end{equation}
for $E \in \mathcal{E}$. 
In order to state the next theorem, we have to explain a division of \( E = [E_0, E_1] \) into \( Q \) intervals of length \( \approx e^{-\sigma \delta} \). Introduce \( Q = \lceil (E_1 - E_0) e^{\sigma \delta} \rceil \), and

\[
E_q = \left[ E_0 + q \frac{E_1 - E_0}{Q}, E_0 + (q + 1) \frac{E_1 - E_0}{Q} \right],
\]

for \( q = 0, \ldots, Q - 1 \). If

\[
E_1 - E_0 \geq e^{-\sigma \delta}
\]

holds, we have that

\[
(E_1 - E_0) e^{\sigma \delta} \leq Q \leq 2(E_1 - E_0) e^{\sigma \delta}
\]

and for all \( q \)

\[
\frac{1}{2} e^{-\sigma \delta} \leq |E_q| \leq e^{-\sigma \delta}.
\]

The main result of this section will be

**Theorem 6.2.** Assume that \( \{V(n)\}_{n=0}^{N-1} \) is \((\delta, \sigma, L, E)\)-critical, \( M \geq 3 \),

\[
\frac{\sigma L}{M} \geq 2,
\]

and \( \sigma \leq \frac{1}{4} \). Introduce

\[
\tilde{\sigma} = \frac{1}{2} \sigma
\]

and

\[
\tilde{\delta} = (1 - 2\sigma) M \delta.
\]

Then there exists a set \( Q \subseteq [0, Q - 1] \) and \( \tilde{L} \geq 1 \) such that

\[
|Q| \leq \frac{2^{15}}{\tilde{\sigma}} \left( \frac{(M + 1)}{\sigma} \cdot \frac{N}{\tilde{L}} \right)^3
\]

and

\[
(1 - 2\sigma) \frac{L}{M + 1} \leq \tilde{L} \leq \frac{L}{M + 1}
\]

and for \( q \notin Q \), we have that \( \{V(n)\}_{n=0}^{N-1} \) is also \((\tilde{\delta}, \tilde{\sigma}, \tilde{L}, E_q)\)-critical.

We observe that in our case \( N \geq L \), so (6.8) will be satisfied for all large enough \( N \). The rest of this section is spent proving the above theorem.

We will now describe how we choose the sequence \( \tilde{k} \) given the integer \( M \geq 1 \) from Theorem 6.2. This will be the sequence, we check Definition 6.1 with. First pick

\[
\tilde{k}_0 = k_0.
\]

Now assume that we are given \( \tilde{k}_s = k_t \) for \( 0 \leq s \leq j \), then we choose \( \tilde{k}_{j+1} = k_{j+1} \) so that

\[
\# \{ l \notin \mathcal{L} : \tilde{k}_j < k_l < \tilde{k}_{j+1} \} = M.
\]

This procedure stops once, we would have to choose \( \tilde{k}_{j+1} > N \). We will call the maximal \( l \) so that \( \tilde{k}_{l+1} \) is defined \( \tilde{L} \). This means that we have now defined

\[
0 \leq \tilde{k}_0 < \tilde{k}_1 < \cdots < \tilde{k}_{\tilde{L}} < \tilde{k}_{\tilde{L}+1} \leq N - 1.
\]

We have the following lemma
Lemma 6.3. Assume $\sigma \frac{L}{M} \geq 2$, that is $(6.8)$, then we have that

$$
\tilde{L} \geq (1 - 2\sigma) \frac{L}{M + 1}.
$$

Proof. By $(6.2)$, we have that

$$
\#([1, L] \setminus \mathcal{L}) \geq (1 - \sigma)L.
$$

We observe now, that $l_{j+1} - l_j \geq M + 1$, and even

$$
l_{j+1} - l_j = M + 1 + \#\{l \in \mathcal{L} : k_j < k_l < \tilde{k}_{j+1}\}.
$$

Hence, we may choose

$$
\tilde{L} \geq (1 - \sigma) \frac{L}{M + 1} - 2
$$

the claim now follows by $2 \leq \sigma \frac{L}{M + 1}$. \hfill \square

We furthermore have the following estimate

Lemma 6.4. Assume $\sigma \leq \frac{1}{4}$. Let

$$
\tilde{L}_0 = \left\{ l : \tilde{k}_{l+1} - \tilde{k}_l - 1 \geq \frac{16N(M + 1)}{\sigma L} \right\}
$$

then, we have that

$$
\frac{\#\tilde{L}_0}{L} \leq \frac{1}{2} \tilde{\sigma}.
$$

Proof. Since $0 \leq \tilde{k}_L \leq \tilde{k}_{L+1} \leq N$, we have that

$$
\sum_{l=1}^L (\tilde{k}_{l+1} - \tilde{k}_l - 1) = \tilde{k}_L - \tilde{k}_0 + \tilde{k}_1 - \tilde{k}_0 \leq 2N.
$$

Now, Markov’s inequality implies that

$$
\#\tilde{L}_0 \leq \left( \frac{1}{2} \cdot \frac{\sigma}{2} \right) \cdot \left( \frac{L}{2(M + 1)} \right).
$$

By $(6.15)$ and $\sigma \leq \frac{1}{4}$, we have that $\frac{1}{L} \leq \frac{2(M+1)}{L}$. Now, the claim follows from $\tilde{\sigma} = \frac{\sigma}{2}$ and the above equation. \hfill \square

Before coming to the next lemma, we will first introduce the notion of non-resonance.

Definition 6.5. Given an interval $I \subseteq [0, N - 1]$, an energy interval $\mathcal{E}$, and $\varepsilon > 0$. \{$(V(n))_{n=0}^{N-1}$ is called $(I, \mathcal{E}, \varepsilon)$ non-resonant, if for every $\Lambda \subseteq I$, we have that

$$
\text{dist}(E, \sigma(H_\Lambda)) \geq \varepsilon
$$

for all $E \in \mathcal{E}$. Otherwise, \{$(V(n))_{n=0}^{N-1}$ is called $(I, \mathcal{E}, \varepsilon)$ resonant.

Introduce the set $\mathcal{L}_q$ for $0 \leq q \leq Q$ by

$$
\mathcal{L}_q = \{ 1 \leq l \leq \tilde{L} : \{ (V(n))_{n=0}^{N-1} \text{ is } ([k_{l-1}, k_{l+1}], \mathcal{E}_q, 2e^{-\sigma\delta}) \text{ resonant} \}.
$$

We will now discuss the size of this set.
Lemma 6.6. There is a set $Q$ such that

$$\#Q \leq \frac{2^{15}}{\sigma} \left( \frac{N(M+1)}{\sigma L} \right)^3$$

and for $q \notin Q$, we have that

$$\frac{\#Q_q}{L} \leq \tilde{\sigma}.$$ 

The estimate on $\#Q$ is not sharp. By a more careful analysis, the power in $\left( \frac{N(M+1)}{\sigma L} \right)^3$ could be lowered to $\left( \frac{N(M+1)}{\sigma L} \right)^2$. However, we have decided not to pursue this, since the overall improvement is minor. In order to achieve this, one has to make explicit in Lemma 6.7 for which intervals the non-resonance condition is being used, and only assume it for them.

Proof of Lemma 6.6. For $l$ introduce

$$g(l) = \#\{ q : \{ V(n) \}_{n=0}^{N-1} \text{ is } ([\tilde{k}_{l-1}, \tilde{k}_{l+1}], E_q, 2e^{-\sigma\delta}) \text{ resonant} \}.$$ 

We will now derive an upper bound on $g(l)$. First note that $\sigma(H_\Lambda)$ consists of $\#\Lambda$ elements, so

$$\bigcup_{A \subseteq [\tilde{k}_{l-1}, \tilde{k}_{l+1}]} \sigma(H_\Lambda)$$

consists of at most $(\tilde{k}_{l+1} - \tilde{k}_{l-1})^3$ elements. For each $E$ in the above set, we have that its $2e^{-\sigma\delta}$ neighborhood can intersect at most 8 of the $E_q$ intervals. Thus, we have that

$$g(l) \leq 8(\tilde{k}_{l+1} - \tilde{k}_{l-1})^3.$$ 

In particular for $l \notin L_0$, we have by (6.16) that

$$g(l) \leq 2^{15} \left( \frac{N(M+1)}{\sigma L} \right)^3.$$ 

Let $h(q) = \#E_q$, so that

$$h(q) \leq \#\{ l \notin L_0 : \{ V(n) \}_{n=0}^{N-1} \text{ is } ([\tilde{k}_{l-1}, \tilde{k}_{l+1}], E_q, 2e^{-\sigma\delta}) \text{ resonant} \}.$$ 

We obtain

$$\sum_{q=0}^{Q-1} h(q) \leq \sum_{l \notin L_0} g(l) \leq 2^{15} \tilde{L} \left( \frac{N(M+1)}{\sigma L} \right)^3.$$ 

Let $Q$ be the set

$$Q = \{ q : \ h(q) \geq \tilde{\sigma} \tilde{L} \},$$

now the claim follows from Markov’s inequality. \hfill \Box

We observe that (6.18) implies that

$$\|(H_\Lambda - E)^{-1}\| \leq \frac{1}{2} e^{\sigma\delta}.$$ 

Lemma 6.7. Assume for $(l,q)$ that $\{ V(n) \}_{n=0}^{N-1} \text{ is } ([\tilde{k}_{l-1}, \tilde{k}_{l+1}], E_q, 2e^{-\sigma\delta}) \text{ non-resonant}$, then

$$|G_{[\tilde{k}_{l-1} + 1, \tilde{k}_{l+1} + 1]}(E, \tilde{k}_l, \tilde{k}_{l \pm 1} + 1)| \leq \frac{1}{2} e^{-\delta}$$

for $E \in E_q$. 

Proof. Let \( x = \tilde{k}_{l+1} \) (one of the two). Since \((6.18)\), we have that
\[
|G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, \tilde{k}_{l}, x)| \leq \frac{1}{2} e^{-\sigma \delta}.
\]
By construction of \( \tilde{k}_{l} \), we have sets \( J_{\pm} \) such that for \( j \in J_{\pm} \) we have \([k_{j-1}, k_{j+1}] \subseteq [\tilde{k}_{l}, \tilde{k}_{l+1}] \cup [\tilde{k}_{l}, \tilde{k}_{l}] \). Furthermore, for \( j \in J_{\pm} \cup J_{-} \), we have that
\[
|G_{[k_{j-1}+1, k_{j+1}-1]}(E, k_{j}, k_{j+1}+1)| \leq \frac{1}{2} e^{-\delta}
\]
for \( E \in \mathcal{E}_q \subseteq \mathcal{E} \).

By the resolvent equation, we find that
\[
|G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, \tilde{k}_{l}, x)| \leq \frac{1}{2} e^{-\sigma \delta} \left( |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j-1}, x)| + |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j+1}, x)| \right),
\]
where \( j_{+} = \max(J_{+}) \) and \( j_{-} = \min(J_{-}) \). Now, by the decay of the Green’s function, we know that
\[
|G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, \tilde{k}_{l}, x)| \leq \frac{1}{4} e^{-(1-\sigma) \delta} \left( |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j-1}+1, x)| + |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j-1}-1, x)| + |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j+1}-1, x)| + |G_{[\tilde{k}_{l-1}+1, \tilde{k}_{l}+1]}(E, k_{j+1}+1, x)| \right).
\]
We may iterate this procedure \( M = \#J_{+} + \#J_{-} \) many times, proving the proposition by our choice of \( \delta \). \( \square \)

Proof of Theorem 6.2. We are essentially done. We observe, that for \( q \notin \mathcal{Q} \), we can choose \( \mathcal{L} = \mathcal{L}_q \), which satisfies
\[
\frac{\# \mathcal{L}}{L} \leq \tilde{\sigma},
\]
by \((6.21)\). Furthermore, we then have the estimate on the Green’s function on \([\tilde{k}_{l-1}, \tilde{k}_{l+1}] \) by the last lemma for \( l \notin \mathcal{L} \). This finishes the proof that \( \{V(n)\}_{n=0}^{N-1} \) is \((\delta, \tilde{\sigma}, \tilde{L}, \mathcal{E}_q)\)-critical. \( \square \)

7. Inductive use of the multiscale step

In this section, we develop an inductive way to apply Theorem 6.2. This will lead in the following section to the proof of Theorem 5.2. A major part of this section is taken up by checking inequalities between various numerical quantities, necessary to show that everything converges.

Given numbers \( \delta > 0 \) and \( 0 < \sigma \leq \frac{1}{4} \), we will first introduce \( \delta_{j}, \sigma_{j}, \) and \( M_{j} \).
Introduce \( \delta_{0} = \delta \) and
\[
\begin{align*}
M_{j} &= 100^{j+1} \\
\sigma_{j} &= \frac{1}{2^{j}} \sigma \\
\delta_{j+1} &= (1 - 2\sigma_{j})M_{j}\delta_{j}
\end{align*}
\]
This choice is motivated by \((6.9)\) and \((6.10)\). We first observe that

...
Lemma 7.1. We have that
\begin{align}
(7.4) & \quad \prod_{k=0}^{j} M_k = 10^{(j+1)(j+2)} = 10^j \cdot 1000^j \cdot 100 \\
(7.5) & \quad \delta_j \geq e^{-4\sigma} 10^{(j+1)(j+2)} \delta \\
(7.6) & \quad \sigma_j \delta_j \geq e^{-4\sigma} 10^{j^2} 500^j 100 \sigma \delta.
\end{align}

Proof. For (7.4), observe that
\begin{align*}
\prod_{k=0}^{j} M_k = 100 \sum_{k=0}^{j} (k+1) = 100 \sum_{k=0}^{j} (k+1)(k+2) \leq 100 \sum_{k=0}^{j} (k+1)(k+2).
\end{align*}

For (7.5), we have that
\begin{align*}
\delta_{j+1} = \prod_{k=1}^{j} (1 - \frac{2\sigma}{2^k}) M_k \cdot \delta, \quad \text{and since} \quad \prod_{k=1}^{\infty} (1 - \frac{2\sigma}{2^k}) \geq \prod_{k=1}^{\infty} (1 - \frac{2\sigma}{2^k}), \quad \text{we have that}
\end{align*}

\begin{align*}
\prod_{k=1}^{j} (1 - \frac{2\sigma}{2^k}) \geq \exp \left( \sum_{k=1}^{\infty} \log(1 - \frac{2\sigma}{2^k}) \right).
\end{align*}

Now using that \( \log(1-x) \geq -2x \) for \( 0 < x < 1/2 \), we have that \( \sum_{j=1}^{\infty} \log(1 - \frac{2\sigma}{2^k}) \geq -4\sigma \sum_{j=1}^{\infty} \frac{1}{2^k} = -4\sigma \) and thus the inequalities follow. \( \square \)

We let \( L_j \) be a sequence of numbers, that satisfies
\begin{align}
(7.7) & \quad (1 - 2\sigma_j) \frac{L_j}{M_j} \leq L_{j+1} \leq \frac{L_j}{M_j}.
\end{align}

This is motivated by \( (6.12) \).

Lemma 7.2. The \( L_j \) satisfy
\begin{align}
(7.8) & \quad e^{-4\sigma} e^{-\frac{\sigma}{2^p}} L j 10^{-(j+1)(j+2)} \leq L_{j+1} \leq L 10^{-(j+1)(j+2)}.
\end{align}

Proof. Recall from the last lemma that \( \prod_{k=1}^{j} (1 - 2\sigma_k) \geq e^{-4\sigma} \). An iteration of \( (7.7) \) shows
\begin{align*}
\prod_{k=1}^{j} \frac{1 - 2\sigma_k}{M_k + 1} L_0 \leq L_{j+1} \leq \prod_{k=1}^{j} \frac{1}{M_k + 1} L_0.
\end{align*}

Since
\begin{align*}
1 \geq \prod_{k=1}^{j} \frac{M_k}{M_k + 1} = \exp \left( - \sum_{k=1}^{j} \log \left( 1 + \frac{1}{100^k} \right) \right) \geq \exp(-\frac{1}{99}),
\end{align*}

we have that \( (7.4) \) implies the claim. \( \square \)

We define \( j_{\text{max}} \) by being the maximal \( j \) such that
\begin{align}
(7.9) & \quad \sigma_{j_{\text{max}}} L_{j_{\text{max}}} \geq 2M_{j_{\text{max}}}
\end{align}

holds. This is needed in order that we can satisfy \( (6.8) \) in Theorem \( 6.2 \). We have that

Lemma 7.3. If \( \sigma \) stays fixed, then \( \delta_{j_{\text{max}}} \to \infty \) as \( L \to \infty \). Furthermore,
\begin{align}
(7.10) & \quad \delta_{j_{\text{max}}} L_{j_{\text{max}}} \geq e^{-8\sigma} e^{-\frac{\sigma}{2^p}} L \delta
\end{align}
Proof. We observe that (7.9) only depends on $\sigma$ and $L$. Furthermore, if $L$ becomes large, the restriction becomes less and less restrictive.

The second claim follows by (7.5) and (7.8). □

We will now start by exploiting the multiscale step stated in Theorem 6.2. We will show

**Theorem 7.4.** Assume that

\[
\frac{\sigma L}{M} \geq 2 \tag{7.11}
\]

\[
|\mathcal{E}| \geq e^{-\frac{1}{25} \sigma \delta} \tag{7.12}
\]

\[
\frac{217 e^{12 \sigma}}{\sigma^4} \cdot \left(\frac{N}{L}\right)^3 \leq e^{\frac{8}{25} e^{-4 \sigma \delta}} \tag{7.13}
\]

hold and that $\{V(n)\}_{n=0}^{N-1}$ is $(\delta, \sigma, L, \mathcal{E})$-critical, then there is $\mathcal{E}_0 \subseteq \mathcal{E}$ satisfying

\[
\frac{|\mathcal{E}_0|}{|\mathcal{E}|} \geq \exp \left( -\frac{25}{4} \frac{e^{-\frac{1}{25} \sigma \delta}}{\sigma \delta \ln(50)} \right) \tag{7.14}
\]

such that $\{V(n)\}_{n=0}^{N-1}$ is $(\delta_{j_{max}}, \sigma_{j_{max}}, L_{j_{max}}, \mathcal{E}_0)$-critical.

We will now start the proof of this theorem. The proof is based on induction. First observe, that by the assumption that $\{V(n)\}_{n=0}^{N-1}$ is $(\delta, \sigma, L, \mathcal{E})$-critical, we have that $\{V(n)\}_{n=0}^{N-1}$ is $(\delta_0, \sigma_0, L_0, \mathcal{E}_0)$-critical. This means that the base case is taken care of. The main problem with applying induction is that the interval $\mathcal{E}$ will shrink with the induction procedure, that is why we will need to do something slightly more sophisticated. This motivates the following definition:

**Definition 7.5.** Given $\{V(n)\}_{n=0}^{N-1}$. A collection of intervals $\{\mathcal{E}_q\}_{q=0}^Q$ is called $(\sigma_j, \delta_j, L_j)$-acceptable if

- (i) For each $q$, we have that $\{V(n)\}_{n=0}^{N-1}$ is $(\sigma_j, \delta_j, L_j, \mathcal{E}_q)$-critical
- (ii) For $q, \tilde{q}$, we have that $|\mathcal{E}_q| = |\mathcal{E}_{\tilde{q}}|$.
- (iii) We have that

\[
|\mathcal{E}_q| \geq e^{-\frac{1}{25} \sigma_j \delta_j} \tag{7.15}
\]

for each $q$.

We first observe that $\{\mathcal{E}\}$ is $(\sigma_0, \delta_0, L_0)$-acceptable, since we assume criticality and (7.12). This implies the following consequence of Theorem 6.2.

**Lemma 7.6.** Given $\{V(n)\}_{n=0}^{N-1}$ and a collection of intervals $\{\mathcal{E}_q\}_{q=0}^Q$ is called $(\sigma_j, \delta_j, L_j)$-acceptable, then there exists a collection of intervals $\{\mathcal{E}_{q+1}\}_{q=0}^{Q_{j+1}}$ that is $(\sigma_{j+1}, \delta_{j+1}, L_{j+1})$-acceptable.

Proof. All but condition (iii) of Definition 7.5 are direct consequences of Theorem 6.2. For (iii) observe that (6.4) implies that

\[
|\mathcal{E}_q^{j+1}| \geq e^{-\sigma_j \delta_j}
\]

for any $q$. Now, observe that since $0 < \sigma_j \leq \frac{1}{4}$ and $M_j \geq 100$, we have that

\[
\sigma_{j+1} \delta_{j+1} = \frac{1}{2} \sigma_j (1 - 2 \sigma_j) M_j \delta_j \leq 25 \sigma_j \delta_j.
\]

So the claim follows. □
It remains to compare the size of
\[ Q_j \bigcup_{q=0}^{E_j} \] and \[ Q_{j+1} \bigcup_{q=0}^{E_{j+1}}. \]
For this, we will first need the following lemma.

Lemma 7.7. Assume (7.13), then we have that
\[ 10^{3(j+1)(j+2)} \leq e^{2\sigma_j} \]
(7.16)
\[ \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \leq e^{2\sigma_j}. \]
(7.17)

Proof. Since \((j+1)(j+2) \leq 50^2\), these inequalities follow from
\[ 10^{3} \leq e^{2\sigma_j e^{-4\sigma}} \] and \[ \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \leq e^{2\sigma_j e^{-4\sigma}}. \]

By \(N \geq L \) and \(0 < \sigma \leq 1\), we have that
\[ 10^{3} \leq 2^{25} \leq \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \]
so both of the above equations follow from (7.13). \qed

The next lemma will allow us to compare the size of an interval \( E_j \) to the size of the intervals \( E_{j+1} \) contained in \( E_j \).

Lemma 7.8. We have that
\[ \frac{1}{|E_j|} \left| \bigcup_{E_{j+1} \subseteq E_j} E_{j+1} \right| \geq 1 - e^{-\frac{8}{25}\sigma_j}. \]
(7.18)

Proof. By (6.11), we have that
\[ \left| \bigcup_{E_{j+1} \subseteq E_j} E_{j+1} \right| \leq \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \cdot |E_{j+1}|. \]

By construction, we have that (6.7) holds, that is \(|E_{j+1}| \leq e^{-\sigma_j} \). Hence, we obtain that
\[ \left| \bigcup_{E_{j+1} \subseteq E_j} E_{j+1} \right| \leq \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \cdot 10^{3(j+1)(j+2)} \cdot e^{-\sigma_j}. \]

Since, we have that \(|E_{j+1}| \geq e^{-\frac{8}{25}\sigma_j}\), we obtain that
\[ \frac{1}{|E_j|} \left| \bigcup_{E_{j+1} \subseteq E_j} E_{j+1} \right| \geq 1 - \frac{217e^{12\sigma_j}}{e^{4\sigma}} \cdot \left( \frac{N}{L} \right)^3 \cdot 10^{3(j+1)(j+2)} \cdot e^{-\frac{8}{25}\sigma_j} \]
\[ \geq 1 - e^{-\frac{8}{25}\sigma_j}, \]
where we used (7.16) and (7.17). This finishes the proof. \qed

We now come to
Lemma 7.9. We have that

\[(7.19) \quad \left| \bigcup_{q=0}^{Q_{j+1}} \mathcal{E}_q^j \right| \geq \left| \bigcup_{q=0}^{Q_j} \mathcal{E}_q^j \right| \cdot (1 - e^{-\hat{\delta} \sigma_j \delta}).\]

Proof. This is a consequence of the last lemma.

Proof of Theorem 7.4. By the previous discussion, we can choose \(E_0\) such that

\[|E_0| \geq \prod_{j=1}^{\infty} (1 - e^{-\hat{\delta} \sigma_j \delta} |\mathcal{E}|).\]

Using (7.6) and \(\log(1 - x) \geq -2x\), we find that

\[|E_0| \geq \exp \left( -2 \sum_{j=1}^{\infty} e^{-\hat{\delta} \sigma_j \delta e^{-4e^{-50j}}} \right) \geq \exp \left( -2 \frac{e^{-\hat{\delta} \sigma \delta}}{25 \sigma \delta \ln(50)} \right),\]

since \(\sum_{j=1}^{\infty} e^{-t a_j} \leq e^{-t \ln(a)}t\).

8. Proof of Theorem 3.2

We begin by observing that (3.5) implies that, for \(L\) large enough \(\{V(n)\}_{n=0}^{LK^{-1}}\) is \((\delta, \sigma, L, \mathcal{E})\)-critical, \(\delta = \gamma K\) in the sense of Definition 6.1. To see this, choose \(k_j = jK\), and \(L\) as the complement of the set in (3.5). The rest follows. We now use the mechanism of the last two sections to improve the estimate.

Lemma 8.1. \(\{V(n)\}_{n=0}^{LK^{-1}}\) will be \((\hat{\delta}, \hat{\sigma}, \hat{L}, \hat{\mathcal{E}})\)-critical, where \(\hat{\mathcal{E}} \subseteq \mathcal{E}\) satisfies

\[(8.1) \quad \frac{|\hat{\mathcal{E}}|}{|\mathcal{E}|} \geq \exp \left( -2 \frac{e^{-\hat{\delta} \sigma \hat{\delta}}}{\sigma \hat{\delta} \ln(50)} \right),\]

and by Lemma 7.3, we have that

\[(8.2) \quad \hat{\delta} \hat{L} \geq e^{-8\sigma - \frac{1}{25} \hat{\delta} \gamma K \cdot L}.\]

Proof. Since \(\{V_n(n)\}_{n=0}^{N_1-1}\) is \((\delta, \sigma, L, \mathcal{E})\)-critical, we now wish to apply Theorem 7.4 to improve this estimate. In order to do this, we still have to ensure that (7.11), (7.12), (7.13) hold. (3.6) implies (7.12). (7.13) is implied by (8.1). For (7.11) observe that it is satisfied if \(L\) is large enough.

Now repeating the argument to obtain Green’s function estimates as done in Lemma 6.7, we obtain the estimates required by Lemma 5.2. Hence, we obtain that

\[(8.4) \quad \frac{1}{LK} \log ||A(E, LK)|| \geq e^{-8\sigma} e^{-\frac{1}{25} \gamma K L - \frac{\sqrt{2}}{LK}}\]

for \(E \in \hat{\mathcal{E}}\). This finishes the proof of Theorem 3.2 using that \(e^{-x} \geq 1 - x\) for \(x \geq 1\).
9. Proof of Theorem 3.3

We first need the following observation.

**Lemma 9.1.** There exists \( \omega \in \Omega \), such that the following properties hold

(i) We have that

\[
L(E) \geq \limsup_{n \to \infty} \frac{1}{n} \log \| A(\omega, n) \|
\]

for all \( E \).

(ii) There are sequences \( N_t, L_t \to \infty \) such that \( \{ V(\omega(n)) \}_{n=0}^{N_t-1} \) is \((\delta, \sigma, L_t, \mathcal{E})\)-critical and

\[
\lim_{t \to \infty} \frac{N_t}{L_t} = K.
\]

**Proof.** We let \( \Omega_{CS} \) be the set from Theorem 5.3. This implies that property (i) holds as long as \( \omega \in \Omega_{CS} \). Furthermore, we have that \( \mu(\Omega_{CS}) = 1 \).

We let \( \Omega_g \) be the complement of the set in (3.11). By Lemma 4.1, we can find a set \( \tilde{\Omega} \) with \( \mu(\tilde{\Omega}) > 0 \), and for each \( \omega \in \tilde{\Omega} \) sequences \( N_t, L_t \to \infty \) such that property (ii) holds.

So we have that \( \Omega_0 \cap \tilde{\Omega} \) is non-empty and by choosing \( \omega \in \Omega_0 \cap \tilde{\Omega} \), we are done. \( \square \)

We now fix \( \omega \) as in the last lemma, and abbreviate

\[
V(n) = V(\omega(n)).
\]

The claim now follows by applying Theorem 3.2 (more exactly the quantitative version) to \( \{ V(n) \}_{n=0}^{N_t-1} \). Giving more details, we obtain a sequence of sets \( \mathcal{E}_t \), satisfying

\[
|\mathcal{E}_t| \geq (1 - e^{-\frac{8}{25} \sigma \gamma K}) |\mathcal{E}|
\]

and for \( E \in \mathcal{E}_t \), we have

\[
\frac{1}{N_t} \log \| A(E, N_t) \| \geq e^{-8\sigma} e^{-\frac{8}{25} \sigma \gamma} + o(1)
\]

as \( t \to \infty \). Hence, we have that

\[
L(E) \geq e^{-8\sigma} e^{-\frac{8}{25} \sigma \gamma}
\]

for

\[
E \in \mathcal{E} = \bigcap_{t \geq 1} \bigcup_{s \geq s} \mathcal{E}_t.
\]

We have that

**Lemma 9.2.** The set \( \mathcal{E} = \bigcap_{t \geq 1} \bigcup_{s \geq s} \mathcal{E}_t \) has measure

\[
|\mathcal{E}| \geq (1 - e^{-\frac{8}{25} \sigma \gamma K}) |\mathcal{E}|.
\]

**Proof.** Let \( \mathcal{E}_s = \bigcup_{t \geq s} \mathcal{E}_t \). We have that \( \mathcal{E}_{s+1} \subseteq \mathcal{E}_s \) and \( |\mathcal{E}_s| \geq (1 - e^{-\frac{8}{25} \sigma \gamma K}) |\mathcal{E}| \). This implies the claim, since \( \mathcal{E}_s \subseteq \mathcal{E} \) with \( |\mathcal{E}| < \infty \). \( \square \)

This finishes the proof of Theorem 3.3.
In this section, we will discuss how our initial conditions can be verified for large \( \lambda \). We let \((\Omega, \mu)\) be a probability space and \( T : \Omega \to \Omega \) an ergodic transformation (measure preserving is enough for the purpose of this section). Given a function \( f : \Omega \to \mathbb{R} \) and \( \lambda > 0 \), we introduce our potential by

\[
V_{\omega, \lambda}(n) = \lambda f(T^n \omega),
\]

where \( \omega \in \Omega \). We will assume that \( f : \Omega \to \mathbb{R} \) is non-degenerate in the sense of Definition 2.2. That is, there are \( F, \alpha > 0 \) such that for all \( E \in \mathbb{R} \)

\[
\mu(\{ \omega \in \Omega : |f(x) - E| \leq \varepsilon \}) \leq F \varepsilon^\alpha.
\]

Before coming to the proof of Proposition 3.4, we first recall the Combes–Thomas estimate (see [14]).

**Lemma 10.1.** Let \( \Lambda \subseteq \mathbb{Z} \), \( V : \Lambda \to \mathbb{R} \) be a bounded sequence, and \( H : \ell^2(\Lambda) \to \ell^2(\Lambda) \) be defined by its action on \( u \in \ell^2(\Lambda) \) by

\[
Hu(n) = u(n + 1) + u(n - 1) + V(n)u(n)
\]

for \( n \in \Lambda \) (where we set \( u(n) = 0 \) for \( n \notin \Lambda \)). Assume that \( \text{dist}(\sigma(H), E) > \delta \). Let

\[
\gamma = \frac{1}{2} \log(1 + \frac{\delta}{4}), \quad K = \frac{1}{\gamma} \log\left(\frac{4}{3\delta}\right),
\]

Then for \( k, l \in \Lambda \), \( |k - l| \geq K \), the estimate

\[
|G(E, k, l)| \leq \frac{1}{2} e^{-\gamma |k - l|}
\]

holds.

We start by observing the following lemma.

**Lemma 10.2.** Let \( f \) be a non-flat function, \( K \geq 1 \), \( B > 0 \). Then for \( E \in \mathbb{R} \), the set

\[
A_{K, B}(E) = \{ \omega \in \Omega : |f(T^k \omega) - E| \geq B, k = 0, \ldots, K - 1 \}
\]

has measure

\[
\mu(A_{K, B}(E)) \geq 1 - B^\alpha FK.
\]

**Proof.** By (10.2), the set

\[
A_B(E) = \{ \omega \in \Omega : |f(\omega) - E| < B \}
\]

has measure \( \mu(A_B(E)) \leq B^\alpha F \). Since

\[
A = \Omega \setminus \left( \bigcup_{k=0}^{K-1} T^{-k} A_B(E) \right)
\]

the claim follows and \( T : \Omega \to \Omega \) being measure preserving.

This implies
Lemma 10.3. Let $(\Omega, \mu, T, f)$ be as above. Let $E_0 \in \mathbb{R}$ and $\sigma > 0$. Introduce
\begin{equation}
K(\lambda) = \left\lfloor \frac{\sigma \lambda^{\alpha/2}}{F} \right\rfloor.
\end{equation}
Then there is a set $A$ of measure $\mu(A) \geq 1 - \frac{1}{2} \sigma$ such that for $\omega \in A$, we have that
\begin{equation}
|\lambda f(T^k \omega) - E_0| > \sqrt{\lambda},
\end{equation}
for $k = 0, \ldots, K(\lambda)$.

Proof. Letting $B = \frac{1}{\sqrt{\lambda}}$ in the last lemma, we obtain that the set $A_{K,B}(\frac{1}{\lambda} E_0)$ has measure $\mu(A_{K,B}(E)) \geq 1 - \frac{F K}{\lambda^{\alpha/2}}$. We have $\mu(A_{K,B}(E)) \geq 1 - \frac{1}{2} \sigma$ as long as $\frac{F K}{\lambda^{\alpha/2}} \leq \frac{1}{2} \sigma$. Hence the claim follows.

We are now ready for Proof of Proposition 3.4. By Lemma 10.3, we obtain $A \subseteq \Omega$ of measure $\mu(A) \geq 1 - \frac{1}{2} \sigma$ and such that
\begin{equation}
\text{dist}(E, \sigma(H_{\omega, [0, M-1]})) \geq \sqrt{\lambda} - 3 > \frac{1}{2} \sqrt{\lambda}
\end{equation}
for $\omega \in A$ (Here we used $\lambda > 36$). We choose $M = 2K - 2$. We may thus apply the Combes–Thomas estimate (Lemma 10.1) to obtain that
\begin{equation}
|G_{T^{-1}\omega, [1, 2K-2]}(E, K, l)| \leq \frac{1}{2} e^{-\gamma M}
\end{equation}
for $l \in \{1, 2K - 2\}$. Hence, we see that $[1, 2K - 2]$ is $(\gamma, E)$-good for $H_{T^{-1}\omega}$ in the sense of Definition 3.1. This finishes the proof.

11. The Pastur–Figotin formalism and proof of Proposition 3.6

In this section we will prove Proposition 3.6 for this we develop the Pastur–Figotin formalism from [20] as it was improved by Chulaevsky and Spencer in [13] and later in Bourgain and Schlag [11], and then use it to prove large deviation estimates for matrix elements of the Green’s function. We will denote by $H$ the operator defined in (3.21).

We will begin by introducing Prüfer variables. Define $\rho(n), \varphi(n)$ for a solution $u$ of $Hu = 2 \cos(\kappa)u$ by
\begin{equation}
\rho(n) \sin(\varphi(n)) = \sin(\kappa)u(n-1)
\end{equation}
\begin{equation}
\rho(n) \cos(\varphi(n)) = u(n) - \cos(\kappa)u(n-1).
\end{equation}
This implies the following lemma, after a bit of computation.

Lemma 11.1. We let $u$ be the solution of $Hu = 2 \cos(\kappa)u$, with initial conditions
\begin{equation}
u(0) = \frac{\sin(\theta)}{\sin(\kappa)} \rho(1), \quad u(1) = \cos(\theta) - \frac{\cos(\kappa)}{\sin(\kappa)} \sin(\theta) \rho(1).
\end{equation}
We have that
\begin{equation}
\min(|u(n-1)|, |u(n)|) \leq \frac{1}{\sqrt{1 - |\cos(\kappa)|^2}} \rho_0(n)^2,
\end{equation}
\begin{equation}
\max(|u(n-1)|, |u(n)|) \geq \frac{1}{2} \rho_0(n).
\end{equation}
In the following, we will fix $\kappa \in (0, \pi) \setminus \{\pi/2\}$ and let $\rho_\theta$, $\varphi_\theta$ denote the Prüfer variables with initial condition (11.2). We will prove the following proposition in the next section.

**Proposition 11.2.** Assume the following inequalities

\[
N \geq 344 \cdot \sigma_2 \cdot \frac{|\sin(\kappa)\cos(\kappa)| \cdot \min(1, 2|\cos(\kappa)^2 - \sin(\kappa)^2|)}{7000}
\]

\[
\lambda \leq |\sin(\kappa)| \min\left(\frac{\sigma_2}{1032} \cdot \frac{|\sin(\kappa)\cos(\kappa)| \cdot \min(1, 2|\cos(\kappa)^2 - \sin(\kappa)^2|)}{1032 \cdot \sigma_2}\right)
\]

Introduce

\[
\gamma_1 = \frac{\sigma_2 \lambda^2}{8 \sin(\kappa)^2}
\]

We have that

\[
\nu \otimes N \left( \left\{ V \mid \frac{1}{N} \log(\rho_N(\theta)) - \gamma_1 \geq \frac{1}{6} \gamma_1 \right\} \right) \leq \frac{2400 \cdot \sigma_4}{(\sigma_2)^2 + 3e^{-\gamma_1 N}}
\]

We now begin deriving consequences of the last proposition.

**Lemma 11.3.** Assume (3.24), (3.25), and (3.26) then

\[
\nu \otimes 2K \left( \{ V : \sup_{M \in \{2K-3, 2K-2\}} |\det(H_{V,M}-E)| \leq \frac{e^{4\gamma_1 K}}{1 - |\cos(\kappa)|} \} \right) \leq \frac{1}{48}
\]

\[
\nu \otimes 2K \left( \{ V : |\det(H_{V,1.1,K-1}-E)| \geq \frac{1}{2} e^{4\gamma_1 K} \} \right) \leq \frac{1}{48}
\]

\[
\nu \otimes 2K \left( \{ V : \sup_{M \in \{2K-3, 2K-2\}} |\det(H_{V,K+1,M}-E)| \geq \frac{1}{2} e^{4\gamma_1 K} \} \right) \leq \frac{1}{48}
\]

hold.

**Proof.** Observe that (3.24) implies (11.5) with $N = K/2$. We need to make a few observations. First, if we choose $\theta$ depending on $v_0$, we can still apply the above estimates to $V'$ such that $V = (v_0, V')$. Next, we may choose $\theta = \theta(v_0)$ in such a way that

\[
u(n) = \det(H_{V,[1,n]} - E)
\]

for $n \geq 1$. We do this and obtain by (11.3) that

\[
\sup(|\det(H_{V,[1.2K-3]} - E)|, |\det(H_{V,[1.2K-2]} - E)|) \leq \frac{1}{\sqrt{2(1 - |\cos(\kappa)|)}} \rho_\theta(2K-2).
\]

Hence, we apply (11.8) with $N = 2K - 3$ for (11.3). The claim now follows by a sequence of computations. (11.10) and (11.11) are similar, but we need $N = K - 3$.

So since, we assume $K \geq 6$, we have $N \geq K/2$, which is exactly our assumption. □
Lemma 11.4. Assume that the potential $V(n)$ is bounded by $C > 0$ and $H_{[0,M-1]}$ acts on $\ell^2([0,M-1])$, then for $|E| \leq 2 + C$ we have that
\begin{equation}
\|(H_{[0,M]} - E)^{-1}\|_{HS} \leq \frac{M(4 + 2C)^{M/2}}{|\det(H_{[0,M]} - E)|}.
\end{equation}

**Proof.** By Cramer’s rule, we have that
\begin{equation}
\frac{2}{|\det(H_{[0,M]} - E)|^2} \left( \sum_{0 \leq j < k \leq M} |\det(H_{[0,k-1]} - E)|^2 \cdot |\det(H_{[k+1,M]} - E)|^2 \right).
\end{equation}
By Hadamard’s inequality, we have
\begin{equation}
|\det(H_{[0,M]} - E)|^2 \leq \prod_{y=x}^{y} (2 + |V(i) - E|)^2 \leq (4 + 2C)^{y-x+1}.
\end{equation}
Thus
\begin{equation}
\frac{2}{|\det(H_{[0,M]} - E)|^2} \leq \frac{M^2(4 + 2C)^M}{|\det(H_{[0,M]} - E)|^2}.
\end{equation}
This implies the claim. \qed

Now we are ready for

**Proof of Proposition 3.6.** By (11.9), we can choose $M \in \{2K - 3, 2K - 2\}$ and $V$ in a set of measure $1 - \frac{1}{48}$ such that
\begin{equation}
|\det(H_{[0,M]} - E)| \geq \frac{1}{\sqrt{1 - |\cos(\kappa)|}} e^{\frac{1}{2} \gamma_1 K}.
\end{equation}
By Cramer’s rule, we have that
\begin{equation}
|G_{V_{[0,M]}}(E,1,K)| = \frac{|\det(H_{V_{[1,M]}[K+1,M]} - E)|}{|\det(H_{V_{[1,M]}[1,M]} - E)|}
\end{equation}
and
\begin{equation}
|G_{V_{[0,M]}}(E,M,K)| = \frac{|\det(H_{V_{[1,M]}[0,K-1]} - E)|}{|\det(H_{V_{[1,M]}[1,M]} - E)|}.
\end{equation}
These imply the first two inequalities. The third follows from (11.12). \qed

12. PROOF OF PROPOSITION 11.2

Let $\varphi(n)$ and $\rho(n)$ be as defined in (11.1). Introduce
\begin{equation}
\zeta(n) = e^{2i\varphi(n)}, \quad \mu = e^{2i\kappa}.
\end{equation}
We have that (see [22, 23])

**Lemma 12.1.** The next equations hold
\begin{equation}
\zeta(n+1) = \mu \zeta(n) + \frac{i\lambda}{2} \frac{V(n)}{\sin(\kappa)} (\mu \zeta(n) - 1)^2,
\end{equation}
\begin{equation}
\frac{\rho(n+1)^2}{\rho(n)^2} = 1 + \frac{\lambda}{2} \frac{V(n)}{\sin(\kappa)} (\zeta(n) \mu - \overline{\zeta(n)} \mu) + \frac{\lambda^2}{2} \left( \frac{V(n)}{\sin(\kappa)} \right)^2 (\zeta(n) \mu - \overline{\zeta(n)} \mu).
\end{equation}

Here $\overline{\zeta}$ denotes the complex conjugate.
We start by verifying an inequality

**Lemma 12.2.** Assume the inequalities (11.6) and (11.9), then

\[
\frac{\sigma_2}{\min(1 - |\mu|, |1 - \mu|^2)} \left( \frac{2}{N} + \frac{6\lambda}{|\sin(\kappa)|} \right) \leq \frac{1}{172}
\]

holds.

*Proof.* Observe that

\[
|1 - \mu| \geq |\text{Im}(\mu)| = |\sin(2\kappa)| = 2|\sin(\kappa)||\cos(\kappa)|
\]

\[
|1 - \mu^2| \geq |\text{Im}(\mu^2)| = |\sin(4\kappa)| = 4|\sin(\kappa)||\cos(\kappa)||\cos(\kappa)^2 - \sin(\kappa)^2|.
\]

Now the claim is a quick computation. \(\square\)

We are now ready for

**Lemma 12.3.** Assume (11.6) and (11.9), then

\[
|\sum_{n=1}^{N} \zeta(n)| \leq \frac{1}{172} \frac{N}{\sigma_2}, \quad |\sum_{n=1}^{N} \zeta(n)^2| \leq \frac{1}{172} \frac{N}{\sigma_2}
\]

hold.

*Proof.* First, (12.2) implies that \(|\zeta(n + 1) - \mu \zeta(n)| \leq 3\frac{1}{|\sin(\kappa)|}\), and since

\[
\zeta(n + 1)^2 - \mu^2 \zeta(n) = \zeta(n + 1)(\zeta(n + 1) - \mu \zeta(n)) + \mu \zeta(n)(\zeta(n + 1) - \mu \zeta(n)),
\]

also \(|\zeta(n + 1)^2 - \mu^2 \zeta(n)| \leq 6\frac{1}{|\sin(\kappa)|^3}\). Hence from \(\sum_{n=1}^{N} \zeta(n) = \zeta(1) + \sum_{n=1}^{N-1} \zeta(n + 1)\), we obtain

\[
\left| (1 - \mu) \sum_{n=1}^{N} \zeta(n) + \zeta(1) + \mu \zeta(N) \right| \leq 3N \frac{\lambda}{|\sin(\kappa)|}
\]

This implies (12.5) by the last lemma. \(\square\)

We will now suppose that for some \(\theta \in [0, \pi]\), we consider the solution to (12.2) and (12.3) satisfying the initial conditions

\[
\zeta(0) = e^{2i\theta}, \quad \rho(0) = 1.
\]

In order to highlight the dependence on \(\theta\), we will sometimes write \(\zeta_\theta(n)\) and \(\rho_\theta(n)\).

Introduce the following terms

\[
\mathcal{F}_1(\theta, \nu, N) = \frac{\lambda^2}{8N|\sin(\kappa)|^2} \sum_{n=1}^{N} V(n)^2
\]

(12.7)

\[
\mathcal{F}_2(\theta, \nu, N) = \frac{\lambda}{4N|\sin(\kappa)|} \sum_{n=1}^{N} V(n)(\zeta_\theta(n) \mu - \overline{\zeta_\theta(n) \mu})
\]

(12.8)

\[
\mathcal{F}_3(\theta, \nu, N) = -\frac{\lambda^2}{8N|\sin(\kappa)|^2} \sum_{n=1}^{N} V(n)^2(\zeta_\theta(n) \mu + \overline{\zeta_\theta(n) \mu})
\]

(12.9)

\[
\mathcal{F}_4(\theta, \nu, N) = \frac{\lambda^2}{16N|\sin(\kappa)|^2} \sum_{n=1}^{N} V(n)^2((\zeta_\theta(n) \mu)^2 + (\overline{\zeta_\theta(n) \mu})^2).
\]

(12.10)

We furthermore introduce

\[
\mathcal{F}(\theta, \nu, N) = \mathcal{F}_1(\theta, \nu, N) + \cdots + \mathcal{F}_4(\theta, \nu, N).
\]

(12.11)
We obtain the following lemma

**Lemma 12.4.** Assume (11.4). For any $\theta \in [0, \pi)$, we have that

\[
\left| \frac{1}{N} \log(\rho_\theta(N)) - \mathcal{F}(\theta, V, N) \right| \leq \frac{\gamma_1}{12}
\]

**Proof.** Let

\[
x(n) = \frac{\lambda V(n)}{2 \sin(\kappa)}(\zeta(n)\mu - \zeta(n)\mu) + \frac{(\lambda V(n))^2}{2 \sin(\kappa)^2}(\zeta(n)\mu - 2 + \zeta(n)\mu),
\]

so $|x(n)| \leq \frac{3\lambda}{|\sin(\kappa)|} \leq \frac{1}{2}$ and by (12.3) $\rho(n+1) = 1 + x(n).$ Since $\rho(1) = 1,$ we have that $\log(\rho_N(\theta)) = \sum_{n=1}^N \log(1 + x(n)).$ Using that $|\log(1 + x) - x + \frac{x^2}{2}| \leq \frac{|x|^3}{3(1-x)^2},$ and $|x(n)| \leq \frac{1}{2},$ we find

\[
|\log(1 + x) - x + \frac{x^2}{2}| \leq \frac{8}{3}|x|^3,
\]

and the claim follows, by expanding the terms and comparing them. \(\square\)

We next have that

**Lemma 12.5.** We have that

\[
\nu^\otimes N \left( \left\{ V : \ |\mathcal{F}_1 - \gamma_1| \geq \frac{1}{48} \gamma_1 \right\} \right) \leq \frac{2400}{N} \cdot \frac{\sigma_4}{(\sigma_2)^2}.
\]

**Proof.** One can compute that $\int \mathcal{F}_1 d\nu^\otimes N = \frac{\lambda^2 \sigma_2}{8 \sin(\kappa)^2}$ and

\[
\int \left( \mathcal{F}_1 - \frac{\lambda^2 \sigma_2}{8} \right)^2 d\nu^\otimes N = \frac{1}{N} \frac{\lambda^4 \sigma_4}{64 \sin(\kappa)^4}.
\]

The claim then follows by Chebychev’s inequality. \(\square\)

We will need the following result, which is Azuma’s Inequality (Theorem 7.2.1. in Alon and Spencer [1])

**Theorem 12.6.** Let $X_1, X_2, \ldots, X_N : [-1, 1]^N \to \mathbb{R}$ be functions satisfying the following three conditions:

(i) $X_n$ only depends on $V_1, \ldots, V_n$.

(ii) $|X_n| \leq 1$.

(iii) $\int_{[-1,1]} X_n(V_1, \ldots, V_{n-1}, V_n) d\nu(V_n) = 0$ for any $V_1, \ldots, V_{n-1} \in [-1, 1].$

Then

\[
\nu^\otimes N \left( \left\{ V \in [-1, 1]^N : \ \left| \sum_{n=1}^N X_n(V) \right| \geq \lambda \sqrt{N} \right\} \right) \leq e^{-\frac{\lambda^2}{4}}.
\]

We note that properties (i) - (iii) imply that $X_1, \ldots, X_N$ form a martingale.

**Lemma 12.7.** We have that

\[
\nu^\otimes N \left( \left\{ V \in [-1, 1]^N : \ |\mathcal{F}_2| \geq \frac{1}{48} \gamma_1 \right\} \right) \leq e^{-\frac{\lambda^2}{48} \gamma_1^2 N}.
\]
Proof. In view of the definition of \( F_2 \), we introduce

\[
X_n = \frac{\lambda}{4} \frac{V(n)}{\sin(\kappa)} (\zeta(n)\mu - \overline{\zeta(n)}\mu),
\]

so that \( F_2 = \frac{1}{N} \sum_{n=1}^{N} X_n \). By (12.2), we have that \( \zeta(n)\mu - \overline{\zeta(n)}\mu \) only depends on \( V(1), \ldots, V(n-1) \). Hence, we see that \( \int X_n d\nu(V_n) = 0 \), since \( \int xd\nu = 0 \). The other conditions of Theorem 12.6 are straightforward to check, and the result follows. \( \square \)

Lemma 12.8. We have that

\[
(12.16) \quad \nu \otimes N(\{ V \in [-1, 1]^N : |F_j| \geq \frac{1}{48} \gamma_1 \}) \leq e^{-\frac{1}{80000} \gamma_1^2 N}.
\]

for \( j = 3, 4 \)

Proof. Introduce

\[
F_3 = -\frac{\lambda^2}{8N} \sum_{n=1}^{N} \left( \frac{V(n)}{\sin(\kappa)} \right)^2 (\zeta(n)\mu)
\]

so that \( F_3 = F_3 + \overline{F_3} \). Now, decompose

\[
F_3 = -\frac{\lambda^2}{8N\sin(\kappa)^2} \sum_{n=1}^{N} (V(n)^2 - \sigma_2^2)\zeta(n)\mu - \frac{\lambda^2\sigma_2^2 \mu}{8N\sin(\kappa)^2} \sum_{n=1}^{N} \zeta(n).
\]

We first observe that by (12.5), we have that

\[
\frac{\lambda^2\sigma_2^2 \mu}{8N\sin(\kappa)^2} \sum_{n=1}^{N} \zeta(n) \leq \frac{1}{172} \frac{\lambda^2\sigma_2}{8 \sin(\kappa)^2} = \frac{\gamma_1}{172}.
\]

Introduce \( X_n = \frac{\lambda^2}{8} (V_n^2 - \sigma_2^2)\zeta(n) \), such that

\[
|F_3 - \frac{1}{N} \sum_{n=1}^{N} (X_n + \overline{X_n})| \leq \frac{\gamma_1}{96}.
\]

Next, we observe that \( X_n \) obeys the condition of Theorem 12.6 and we can conclude that

\[
\nu \otimes N(\{ V \in [-1, 1]^N : \left| \frac{1}{N} \sum_{n=1}^{N} X_n \right| \geq \frac{\gamma_1}{172} \}) \leq e^{-\frac{1}{2}(\gamma_1^2)^2 N}.
\]

This finishes the proof of the first statement. A similar estimate works for \( F_4 \). \( \square \)

By the last sequence of lemma, we have shown Proposition 11.2.

13. A VARIANT OF THE MULTISCALE STEP

In this section, we will discuss a variant of the argument of Section 6. The main idea is instead of eliminating energies \( E \) as done in Lemma 6.6, we will assume a Wegner type estimate. In particular, this means that the results of this section will be very close in spirit to the ones used for random Schrödinger operators.
Theorem 13.1. Assume that \( \{V(n)\}_{n=0}^{N-1} \) is \((\delta, \sigma, L, \mathcal{E})\)-critical, \( M \geq 3 \) and (6.8) (that is \( \frac{2\delta}{\sigma} \geq 2 \)). Furthermore assume that
\[
\#\{0 \leq l \leq L : \{V(n)\}_{n=0}^{N-1} \text{ is } ([k_l, k_l + \frac{16N(M+1)}{\sigma L}], \mathcal{E}, 2e^{-\sigma\delta}) \text{ resonant}\} \
\leq \frac{\sigma}{4}(1 - 2\sigma) \frac{L}{M+1}.
\]
Then \( \{V(n)\}_{n=0}^{N-1} \) is also \((\tilde{\delta}, \tilde{\sigma}, \tilde{L}, \mathcal{E})\)-critical, with the quantities defined as in Theorem 6.2.

The proof of this theorem parallels the proof of Theorem 6.2. We define \( \tilde{k}_j \) as in (6.13), (6.14), whose properties stay the same. In particular \( \tilde{L} \) satisfies
\[
(1 - 2\sigma) \frac{L}{M+1} \leq \tilde{L} \leq \frac{L}{M+1},
\]
by the same argument as was used to show (6.15).

Instead of using Lemma 6.6 to find the set \( \mathcal{L} \) of good indices for \( \tilde{k}_l \), we will proceed differently. Denote by \( l \notin \tilde{\mathcal{L}}_0 \) the set defined in (6.16), and the estimate (6.17) on its size still holds. We now let
\[
\tilde{\mathcal{L}}_1 = \{0 \leq l \leq L : \{V(n)\}_{n=0}^{N-1} \text{ is } ([k_l, k_l + \frac{16N(M+1)}{\sigma L}], \mathcal{E}, 2e^{-\sigma\delta}) \text{ resonant}\},
\]
with (13.1) now saying \( \#\tilde{\mathcal{L}}_1 \leq \tilde{\sigma} \tilde{L}_2 \). After a short computation. Hence, we introduce
\[
\mathcal{L} = \tilde{\mathcal{L}}_0 \cup \tilde{\mathcal{L}}_1,
\]
which satisfies \( \#\mathcal{L} \leq \tilde{\sigma} \tilde{L} \). Now, we are ready for.

Proof of Theorem 13.1. One then sees that Lemma 6.7 still applies and the proof is finished in a similar fashion as the one of Theorem 6.2. \(\square\)

14. Adaptation of the multiscale argument

In this section \( \sigma_j, \delta_j, L_j, M_j \) denote the same constants as in Section 7. We introduce
\[
\varepsilon_j = 3e^{-\sigma_j \delta_j}.
\]
We have the following lemma. We note that the choice of intervals, comes from (13.1).

Lemma 14.1. Introduce the interval
\[
\mathcal{E} = [E - 2e^{-\sigma_j \delta_j}, E + 2e^{-\varepsilon_j \delta_j}]
\]
Then we have that
\[
\mathcal{E} + 2[-e^{-\sigma_j \delta_j}, 2e^{-\sigma_j \delta_j}] \subseteq [E - \varepsilon_j, E + \varepsilon_j],
\]
for \( 0 \leq j \leq j_0 = j_0(J) \) and \( \lim_{J \to \infty} j_0(J) = \infty \).

Proof. This follows from the fact that the sequence \( \sigma_j \delta_j \gtrsim 10^J \).

We need the following lemma, one a numerical constant arising in Theorem 13.1.
Lemma 14.2. Let $K_j$ be the length required by Theorem [13.1] for $(\delta_j, \sigma_j, L_j, \mathcal{E})$, then

$$K_j \leq \hat{K} \left(10^{(j+1)(j+2)}\right)^3, \quad \hat{K} = e^{4\sigma_0 N} L_0.$$  

Proof. First, observe that the $K_j$’s is given by $K_j = 16N(M_j + 1)\sigma_l L_j$. By (7.8), we obtain that

$$N L_j \leq e^{4\sigma_0 e^{1.99} L_0}.$$  

By (7.4), we have that $M_j = 10^{(j+1)(j+2)}$, and since $j \leq j^2$, the result follows. □

We furthermore collect the following lemma, which is similar to Lemma 9.1

Lemma 14.3. Assume (3.41). There exists $\omega \in \Omega$, such that the following properties hold

(i) We have that

$$L(E) \geq \limsup_{n \to \infty} \frac{1}{n} \log ||A_\omega(E, n)||$$

for all $E$.

(ii) There is $N_0 \geq 1$ such that for $N \geq N_0$, we have that $\{V_\omega(n)\}_{n=0}^{N-1}$ is $(\delta, \sigma, [N K_0 - 1], \mathcal{E})$-critical

(iii) For $j \geq 1$, there is $N_j \geq 1$ such that for $N \geq N_j$, we have that

$$\#\{0 \leq l \leq N K_0 : \{V_\omega\}_{n=0}^{N-1} is ([l K_0, l K_0 + K_j], \{E\}, \varepsilon_j) resonant\} \leq \frac{2N K_0 C}{\varepsilon_j}.$$  

Proof. By total ergodicity, in particular Lemma 4.2, we may find a set $\Omega_0 \subseteq \Omega$ such that

$$\mu(\Omega_0) \geq 1 - \frac{1}{4}$$

and for any $\omega \in \Omega_0$, we have that $\{V(n)\}_{n=0}^{N-1}$ is $(\delta, \sigma, [N K_0 - 1], \mathcal{E})$-critical for $N \geq N_0$ (some $N_0$). Similarly, we may find by Lemma 4.2 for each $j \geq 1$ a set $\Omega_j$ such that

$$\mu(\Omega_j) \geq 1 - \frac{1}{4} 2^{-j}$$

and (14.6) holds for $N \geq N_j$. If we let

$$\Omega_\infty = \bigcup_{j=0}^{\infty} \Omega_j,$$

then we have that $\mu(\Omega_\infty) \geq \frac{1}{2}$. We will now fix $\omega \in \Omega_\infty \cap \Omega_{CS}$, where $\Omega_{CS}$ is as in Theorem 5.3. This finishes the proof. □

In particular, we see that, we may choose $N/L = K(1 + o(1))$ in (14.4). We will now study the right hand side of (14.6).

Lemma 14.4. Assume (3.41), (3.43), and (3.44). Then (14.6) implies (13.1) with $\delta = \delta_j$, $\sigma = \sigma_j$ and $\mathcal{E}$ as in (14.2).
Proof. The right hand side of (13.1) satisfies
\[
\frac{\sigma_j}{4}(1 - 2\sigma_j)\frac{L_j}{M_j + 1} \geq \sigma e^{-4\sigma} e^{-\frac{\sigma}{2} L_0} 10^{-3(j+1)(j+2)}
\]
since \(1 - 2\sigma_j \geq \frac{1}{2}, j + 4 \leq -2(j + 1)(j + 4), (7.4), \) and \((7.8)\).
By (7.6), we have that \(\sigma_j \delta_j \geq \sigma \delta 10^j\), and thus
\[
|\log(\epsilon_j)|^\rho \geq \left(\frac{\sigma \delta}{2}\right)^\rho 10^{6(j+1)(j+2)}.
\]
Combining this with (14.4), we obtain the following estimate for the right hand side of (14.6)
\[
\frac{2N}{K_0} C \cdot \frac{K_j^\beta}{|\log(\epsilon_j)|^\rho} \leq 4C \cdot L_0 \cdot \frac{e^{4\beta \sigma} e^{\frac{\sigma}{2} (2K_0)^\beta} 2^\rho}{(\sigma \delta)^\rho} \cdot 10^{-\beta (j+1)(j+2)}.
\]
Now (3.44) and (3.43) imply the claim. \(\square\)

Proposition 14.5. Assume (3.43) and (3.44). Then, for every \(j \geq 1\) and \(E\), there exists an \(N_0 \geq 1\), such that \(\{V_\omega\}_{n=0}^{N-1}\) is \((\delta_j, \sigma_j, L_j, [E - \epsilon_j, E + \epsilon_j])\)-critical.

Proof. By the last lemma, we can satisfy the conditions of Theorem 13.1 for all \(i \leq j\), hence the claim follows. \(\square\)

Now, we are ready for.

Proof of Theorem 3.12. Applying the last proposition for sufficiently large \(j\), we see that we can satisfy (7.13), and by sufficiently large \(N\), that we satisfy (7.11). Furthermore (7.12) is automatically satisfied by our choice of \(\epsilon_j\). Hence, we can apply Theorem 7.4 to be in the same situation as discussed in Section 9. Applying the method of that section, we can conclude that there exists a set \(E_0 \subseteq \mathcal{E}\) of full measure, such that for every \(E \in E_0\), we have that
\[
L(E) \geq e^{-8\sigma} e^{-\frac{\sigma}{2} \gamma}.
\]
We then even obtain the lower bound for every \(E \in \mathcal{E}\) by subharmonicity of \(L(E)\). This finishes the proof. \(\square\)

15. THE INTEGRATED DENSITY OF STATES

In this section, we quickly review some things about the integrated density of states. Let \((\Omega, \mu)\) be a probability space, \(T : \Omega \to \Omega\) an ergodic transformation, and \(f : \Omega \to \mathbb{R}\) a bounded real valued function. We use the usual definition
\[
V_\omega(n) = f(T^n \omega)
\]
for \(n \in \mathbb{Z}\) and \(H(\omega)\) for the associated Schrödinger operator. For \(\Lambda \subseteq \mathbb{Z}\), we let \(H_{\Lambda}(\omega)\) be the restriction of \(H(\omega)\) to \(\ell^2(\Lambda)\). For some length scale \(M \geq 1\), we introduce
\[
k_M(E) = \frac{1}{M} \int_{\Omega} \text{tr}(P_{(-\infty, E]}(H_{[0,M-1]}(\omega)))d\mu(\omega).
\]
We have the following lemma
Lemma 15.1. Assume

\[ k_M(E + \frac{\varepsilon}{2}) - k_M(E - \frac{\varepsilon}{2}) \leq \frac{CM^\beta}{|\log(\varepsilon)|^\rho} \]

then

\[ \mu(\{\omega : \exists \Lambda \subseteq [0, M - 1] : \text{dist}(E, \sigma(H_{\omega,\Lambda})) \leq \frac{1}{2} \varepsilon\}) \leq CM^{2+\beta}|\log(\varepsilon)|^\rho. \]  

(15.3)

Proof. For fixed interval \( \Lambda \subseteq [0, M - 1] \), and \( \omega \), we have \( \text{dist}(E, \sigma(H_{\omega,\Lambda})) \leq \frac{1}{2} \varepsilon \) implies that

\[ \text{tr}(P_{(-\infty,E+\frac{1}{2} \varepsilon)}(H_{\omega,\Lambda}))-\text{tr}(P_{(-\infty,E-\frac{1}{2} \varepsilon)}(H_{\omega,\Lambda})) \geq 1. \]

For \( \Lambda = [a,b] \), we have \( H_{\omega,\Lambda} = H_{T^{-a}\omega,[0,b-a-1]} \). So we see by (15.2) that with \( n = \#\Lambda \)

\[ \mu(\{\omega : \text{dist}(E, \sigma(H_{\omega,\Lambda})) \leq \frac{1}{2} \varepsilon\}) \leq k_n(E + \frac{1}{2} \varepsilon) - k_n(E - \frac{1}{2} \varepsilon) \leq Cn^\beta|\log(\varepsilon)|^\rho, \]

The claim follows by that there are less then \( M \) subintervals of \([0, M - 1]\) with \( n \) elements. \( \square \)

We furthermore remark the following lemma, whose prove is an exercise in elementary calculus.

Lemma 15.2. Let \( \alpha, \rho > 0 \) and

\[ C(\alpha, \rho) = e^{-\rho \left(\frac{\rho \alpha}{\alpha}\right)^\rho}, \]

then for \( 0 < \varepsilon < \frac{1}{2} \)

\[ \varepsilon^\alpha \leq C(\alpha, \rho) \frac{|\log(\varepsilon)|^\rho}{|\log(\varepsilon)|^\rho}. \]

16. The Integrated Density of States for the Skew-Shift Model

In this section, we will prove Proposition 3.13. It turns out more convenient to prove the following theorem.

Theorem 16.1. Let \( \varepsilon > 0 \) and \( N \geq 1 \) an integer. Then

\[ k_{\lambda,N}(E + \varepsilon) - k_{\lambda,N}(E) \leq 7 \cdot \max(1, \frac{1}{\lambda}) \cdot N^2 \varepsilon. \]

Before proving this theorem, let us first derive Proposition 3.13

Proof of Proposition 3.13 This follows by Lemma 15.1 and 15.2 \( \square \)

In order to prove Theorem 16.1, we will need some preparations. For \( \delta > 0 \) and \( N \geq 1, \) introduce the set \( \Omega(\delta, N) \) by

\[ \Omega(\delta, N) = \{\omega \in \Omega : (T^n\omega)_K \in [\delta,1-\delta], \ 1 \leq n \leq N\}. \]

We have the following bound on the size of \( \Omega(\delta, N) \).

Lemma 16.2. We have

\[ |\Omega(\delta, N)| \geq 1 - 2N\delta. \]
Proof. Let
\[ \Omega_b = \{\omega \in \Omega : \omega_K \notin [\delta, 1 - \delta]\}. \]
We have that \(|\Omega_b| = 2\delta\). Observe that
\[ \Omega(\delta, N) = \Omega \setminus \bigcup_{n=1}^{N} T^{-n}\Omega_b. \]
The claim now follows by \(T\) being measure preserving. \(\square\)

We will need a bit of notation for \(\omega \in \Omega\), we will denote by \(\omega' \in \mathbb{T}^{K-1}\) the first \(K - 1\) components of \(\omega\), so
\[ \omega = (\omega', \omega_K). \]
We will show the following bound.

Lemma 16.3. Given \(\rho : \mathbb{R} \to [0, 1]\) an increasing and differentiable function. The following bound holds
\[ (16.4) \quad \int_{\Omega(2\varepsilon, N)} \frac{\partial}{\partial \omega_K} \text{tr}(\rho(H_{\lambda, \omega'[1, N]} - t))d\omega \leq N + 1. \]

Proof. We fix some \(\omega' \in \mathbb{T}^{K-1}\). We will let \(\vartheta = (\omega', \vartheta)\), then \(\frac{\partial}{\partial \omega_K}\) becomes \(\frac{\partial}{\partial \vartheta}\). We have that the set
\[ A = \{\vartheta : (\omega', \vartheta) \in \Omega(2\varepsilon, N)\} \]
is some subset of \([0, 1]\) consisting of at most \(N + 1\) many intervals. So we may write
\[ A = [\vartheta_0, \vartheta_1] \cup [\vartheta_2, \vartheta_3] \cup \ldots [\vartheta_{2N}, \vartheta_{2N+1}], \]
For \(0 \leq p \leq N\), we have that for \(H_{\lambda, (\omega', \vartheta), [1, N]}\) and \(H_{\lambda, (\omega', \vartheta), [1, N]}\) differ by a rank one perturbation for \(\vartheta, \vartheta \in [\vartheta_{2p}, \vartheta_{2p+1}]\). It is thus a standard fact, that
\[ \int_{[\vartheta_{2p}, \vartheta_{2p+1}]} \frac{\partial}{\partial \vartheta} \text{tr}(\rho(H_{\lambda, (\omega', \vartheta), [1, N]} - t))d\vartheta \leq \text{tr}(\rho(H_{\lambda, (\omega', \vartheta_{2p+1}), [1, N]} - t)) - \text{tr}(\rho(H_{\lambda, (\omega', \vartheta_{2p}), [1, N]} - t)) \leq 1 \]
By summing up, and integrating over \(\omega' \in \mathbb{T}^{K-1}\) the claimed bound follows. \(\square\)

Now, we come to
Proof of Theorem [16.7]. Let \(\rho : \mathbb{R} \to \mathbb{R}\) be a smooth function such that \(\rho(x) = 1\) for \(x \leq 0\) and \(\rho(x) = 0\) for \(x \geq \varepsilon\). We then observe that
\[ \text{tr}(P_{(-\infty, E+\varepsilon)}H_{\lambda, \omega'[1, N]}) - \text{tr}(P_{(-\infty, E)}H_{\lambda, \omega'[1, N]}) \]
\[ \leq \text{tr}(\rho(H_{\lambda, \omega'[1, N]} - E - \varepsilon)) - \text{tr}(\rho(H_{\lambda, \omega'[1, N]} - E + \varepsilon)) \]
\[ = \frac{1}{\lambda} \int_{E-\varepsilon}^{E+\varepsilon} \frac{\partial}{\partial t} \text{tr}(\rho(H_{\lambda, \omega'[1, N]} - t))dt. \]
Since these functions are analytic, we can replace inside the set \(\Omega(2\varepsilon, N)\) the \(t\) derivate by a \(\omega_K\) derivate. Hence, we obtain that
\[ k_{\lambda, M}(E + \varepsilon) - k_{\lambda, M}(E) \]
\[ \leq \max(1, \frac{1}{\lambda}) \int_{\Omega(2\varepsilon, N)} \int_{E-\varepsilon}^{E+\varepsilon} \frac{\partial}{\partial \omega_K} \text{tr}(\rho(H_{\lambda, \omega'[1, N]} - t))dtd\omega \]
\[ + |\Omega \setminus \Omega(2\varepsilon, N)| \cdot N, \]
where we used the worst case estimate for $\omega \notin \Omega(2\varepsilon,N)$. The claim now follows by (16.4).
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