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Abstract

Mobile networks are composed of many base stations and for each of them many parameters must be optimized to provide good services. Automatically and dynamically optimizing all these entities is challenging as they are sensitive to variations in the environment and can affect each other through interferences. Reinforcement learning (RL) algorithms are good candidates to automatically learn base station configuration strategies from incoming data but they are often hard to scale to many agents. In this work, we demonstrate how to use coordination graphs and reinforcement learning in a complex application involving hundreds of cooperating agents. We show how mobile networks can be modeled using coordination graphs and how network optimization problems can be solved efficiently using multi-agent reinforcement learning. The graph structure occurs naturally from expert knowledge about the network and allows to explicitly learn coordinating behaviors between the antennas through edge value functions represented by neural networks. We show empirically that coordinated reinforcement learning outperforms other methods. The use of local RL updates and parameter sharing can handle a large number of agents without sacrificing coordination which makes it well suited to optimize the ever denser networks brought by 5G and beyond.

1 Introduction

One of the major factors influencing the quality of experience in mobile networks is the configuration of base station antennas, notably the tilt angle. Incorrectly configured base stations antennas in a mobile network could interfere with neighboring antennas and deteriorate the signal of users in a cell that would otherwise have good coverage. To appropriately configure a network before deployment, engineers have to anticipate many possible traffic conditions as well as possible sources of interference from the environment and the network itself. With a constantly growing demand in high quality services, an increasing network complexity, and highly dynamic environments, relying on human interventions to update network configurations leads to a suboptimal use of the network resources and is often very costly.

Instead, one could automate the optimization procedure under the context of Self-Organizing Networks (SONs) [1]. Existing approaches for network optimization rely on hand-engineered strategies which are suboptimal and hard to scale [2]–[4]. Methods relying on mathematical models [5] or reinforcement learning (RL) are also used for network optimization [6]–[11]. They are more robust and principled. However, due to the large scale and the complex interactions between network entities they often consider them as independent agents and do not leverage the benefit of cooperation. The resulting solution is suboptimal despite its scalability. On the other hand optimizing all agents together can yield better solutions at the expense of scalability.

In this work, we propose to derive a coordinated RL approach for dynamic network optimization taking into account local interactions between the base stations. We propose a generic approach to...
model cellular networks as coordination graphs. The graph representation, provides a support for encoding prior knowledge on a network deployment and can be obtained from standard network specifications. Leveraging the structure of the graph allows using a scalable distributed optimization to find an approximately optimal joint antenna configuration through message passing. In order to dynamically adapt to the environment, we intertwine the optimization procedure with local RL updates that learn value functions for each edge of the graph, taking advantage of the network topology. To improve the sample efficiency of the RL algorithm and enabling its scalability to hundreds of learning agents we share network parameters across the graph edges which allows using data from many pairs of agents to train the same network. The proposed method can scale to very large networks and is well suited to handle the expected increase in density of the networks brought by 5G and beyond. We empirically show that coordinated RL scales to more than two hundred agents and, when augmented with parameter sharing, consistently outperforms other multi-agent RL algorithms on an antenna tilt control problem. This work demonstrates how multi-agent RL algorithms can be applied beyond simple games, to a variety of large scale network optimization problems involving coordination between agents.

2 Related Work

Most prior works on network optimization often address the problem by controlling one antenna independently of each other thus ignoring potential coordination benefits. They rely on rule-based methods [2], [3] or optimization techniques using mathematical models [5]. These methods are often suboptimal and hard to scale to many agents [4] because the search space increases exponentially with the number of agents. Instead, one can focus on reinforcement learning to automatically learn control strategies from incoming network data.

When using Reinforcement learning, the problem of coordination still arises. Considering each antenna as independent learning agents have been used in the past to address the problem of optimizing mobile networks [6], [8], [9], [11], [12], hence failing to capture phenomena like interference. Learning algorithms leveraging coordination can use a centralized controller [7], [13] which does not scale to a large number of agents. In contrast, our approach benefits from recent advances in multi-agent reinforcement learning to enable scalable coordination achieving an approximately optimal joint optimization of the whole network.

Prior work using the mean-field multi-agent RL algorithm [14] has shown promising results for antenna tuning problems [8]. This method requires aggregating the influence of all the neighbors through a resulting action. This action is not easy to estimate in practice and does not distinguish which neighbor has the most influence. Our work demonstrates that multi-agent RL techniques through value function factorizations [15] is a scalable approach for learning cooperative behavior with hundreds of controlled agents. A key enabler is to model interactions using a coordination graph. Contrary to other techniques like QMIX [16], it allows encoding prior knowledge through the graph structure. We show empirically that the learned edge value functions can be interpreted.

The procedure of using coordination graphs for RL was first introduced by Guestrin et al. [17]. Update equations for learning the edge value functions are very well described and justified by Kok and Vlassis for tabular representations of the value function [19]. Our proposed algorithm combines coordinated RL with neural network approximation and parameter sharing. The core of the algorithm is similar to Boehmer et al. [20] while some aspects are simplified in order to allow for a fully distributed implementation in a real mobile networks. Our method does not make any requires on the graph structure and we propose an approach to derive coordination graphs from existing mobile network deployments.

3 Collaborative Multi-agent Reinforcement Learning

Collaborative sequential decision making problems can be modeled by a multi-agent Markov decision process where several decision agents are trying to maximize a common reward function. Formally, it is defined by a tuple $(\mathcal{N}, \mathcal{S}, \mathcal{A}, T, R, \gamma)$ where $\mathcal{N}$ is a set of $n$ agents, $\mathcal{S} = S_1 \times \ldots \times S_n$ a joint state space, $\mathcal{A} = A_1 \times \ldots \times A_n$ a joint action space, $T$ a transition function, $R$ a global reward function and $\gamma \in [0, 1)$ a discount factor. We make an additional assumption that the reward function can be
additively decomposed into local reward signals: \( R(s, a) = \sum_{i=1}^{n} r_i(s, a) \). Note that the individual reward still depends on the joint state and action as agents might influence each other’s performance.

In this work, we seek to find a joint policy mapping a joint state to an action that maximizes the accumulated global reward. We define the value function associated to a policy \( \pi \) as \( Q^\pi(s, a) = E[\sum_{t=0}^{\infty} \gamma^t r_{i,t}|s_0 = s, a_0 = a] \). Given a joint value function, a joint policy is given by \( \pi(s) = \arg \max \_ \_ \_ \_ Q(s, a) \). The value function can be approximated by a parametric model learned by minimizing the following Bellman loss:

\[ J(\theta) = E_{(s, a, r, s') \sim \mathcal{D}}[(r + \gamma \max_a Q(s', a; \theta) - Q(s, a; \theta))^2] \]

where \( \theta \) represents learned parameters and \( (s, a, r, s') \) is an experience tuple obtained by interacting with the environment.

The size of the joint state, and action spaces grows exponentially with the number of agents, making the value function difficult to learn and represent even with powerful function approximators such as neural networks. Computing the argmax to extract the action from the value function suffers from combinatorial explosion. Previous works in MARL often attempts to learn value function decomposition such as in VDN (linear) or QMIX \([16], [21]\) to make this problem tractable. If knowledge about dependencies between agents is available, such decomposition can directly be used through a coordination graph.

A coordination graph \( \mathcal{G} \) is defined by a set of vertices \( \mathcal{V} \) and a set of undirected edges \( \mathcal{E} \). Each vertex corresponds to an agent. Each edge \((i, j) \in \mathcal{E}\) is associated to a value function \( Q_{ij} : S_i \times S_j \times A_i \times A_j \to \mathbb{R} \) representing the pairwise value function of agent \( i \) and \( j \). The topology of the graph allows for capturing coordination behavior between connected agents. For each edge \((i, j)\), we initialize a value function \( Q_{ij} \) as a function parameterized by \( \theta \). With knowledge of the graph topology, the joint value function can then be expressed as follows:

\[
Q(s, a) = \sum_{(i,j) \in \mathcal{E}} Q_{ij}(s_i, s_j, a_i, a_j; \theta) \tag{1}
\]

To address high dimensional and continuous observation spaces, we represent the value functions by neural networks, \( Q_{ij}(s_i, s_j, a_i, a_j; \theta) \) for all \((i, j) \in \mathcal{E}\). The parameters are shared across all edges. To learn these pairwise value functions agents will keep interacting with the environment in a loop alternating between action selection and learning.

**Action selection.** The action selection procedure consists of solving the following problem:

\[
a^* = \arg \max_{a = (a_1, \ldots, a_n)} \sum_{(i,j) \in \mathcal{E}} Q_{ij}(s_i, s_j, a_i, a_j) \tag{2}
\]

where \( n \) is the number of agents and \( \mathcal{E} \) is the set of edges of the coordination graph. Note that without any assumptions on the interaction between the agents, solving this problem would be intractable as it would require searching the whole action space. Instead, this problem can be solved approximately using the max-plus (or message passing) algorithm \([19]\). Each agent \( k \) computes a message, \( \mu_{kj} \in \mathbb{R}^{|A_j|} \), for each of its neighbors. This message depends on the value function of the edges connected to agent \( i \) and on the messages received from its neighbors. It is computed as follows:

\[
\mu_{ij}(a_j) = \max_{a_i} [Q_{ij}(s_i, s_j, a_i, a_j) + \sum_{k \in N(j), k \neq i} \mu_{ki}(a_i)] + c_{ij} \tag{3}
\]

for all \( a_j \in A_j \), where \( N(j) \) is the set of neighbors of \( j \), and \( c_{ij} \) is a normalizing term. \( Q_{ij} \) is parameterized by a neural network and is a function of the states. However, during the message passing procedure, the state does not change. Hence, \( Q_{ij} \) can be treated as a 2D matrix of size \(|A_i| \times |A_j|\). The agents keep sending, receiving, and recalculating messages until the value of the messages converges. After convergence, individual actions are given by:

\[
a_i^* = \arg \max_{a_i} \sum_{j \in N(i)} \mu_{ji}(a_i) \tag{4}
\]

Exploration techniques like \( \epsilon \)-greedy can be applied for each agent.

**Learning.** The second step of the algorithm consists of learning the value functions at the edges of the graph. Those value functions represent the pairwise influence of agents among each other. Two subleties occur in deriving an update rule for the value function: the credit assignment and the best action. In standard RL we could use \( r_i + r_j \) as a reward signal. However, agent \( i \) is connected to
Figure 1 illustrates one possible interaction between agents with the appearance of interference in the red area. Two nearby antennas have low down tilt causing interference between their signals. The agents must coordinate to alleviate the situation. On the other hand, the antenna in the middle facing down has very high down tilt, causing a lack of coverage for users at the extremity of the cell. Learning control policies for these agents requires coordination and collaboration to maximize the overall network quality for all users. The multi-agent MDP is further specified as follows:
All these methods could be used to automate the construction of an undirected graph from a given action space. To determine such relations we can use automated procedures using domain knowledge and heuristics: To take full advantage of the topology of the cellular networks we propose to represent it using a coordination graph. An example of such graph is illustrated on a 27 cells deployment in Fig. 2 (middle).

We consider that the antenna in each cell can set its electrical down tilt, \( \alpha \), to one of sixteen possible values in the set \( \{0^\circ, 1^\circ, \ldots, 15^\circ\} \). The action space of one agent is then a discrete space with sixteen possible actions.

**Observed state.** Each agent observes the signal to interference and noise ratio (SINR), in dB, of all the users it covers. Since the number of users in a cell can vary over time, we transform the SINR list to a fixed vector representation by extracting four percentiles of the distribution: 10\%, 25\%, 50\%, 75\%. We found that this representation captured all different characteristics of the cell coverage without making the observation space too complex. The observation space is then a four dimensional vector of real values. The SINR is directly influenced by a change in antenna tilt and captures interference between agents. Further details on how SINR is computed and how antenna gain is modeled can be found in appendix.

**Action space.** We consider that the antenna in each cell can set its electrical down tilt, \( \alpha \), to one of sixteen possible values in the set \( \{0^\circ, 1^\circ, \ldots, 15^\circ\} \). The action space of one agent is then a discrete space with sixteen possible actions.

**Reward function.** The goal of our algorithm is to maximize the downlink throughput (in megabits per second) for every UE. Each cell can measure its contribution to this global objective by measuring the average throughput in this cell. We thus have one local reward signal per agent. Mathematically the overall objective is expressed as follows: 

\[
R(s, a) = \sum_{i=1}^{n} T_i,
\]

where \( T_i \) is the logarithm of the average throughput in cell \( i \). The throughput is affected by the signal strength and the load of a given cell, if too many users are connected to a cell the throughput drops as they have to share resources. Maximizing throughput globally in the network requires some coordination between all the agents.

Further details on the modeling is provided in appendix, including information about antenna models and formulas used to compute SINR and throughput. Although we only demonstrate the performance of the algorithm on the problem of antenna tilt control, it can generalize to other problems and supports heterogeneous deployments where each agent has a different action space.

### 5 Mobile Networks as Coordination Graphs

To take full advantage of the topology of the cellular networks we propose to represent it using a coordination graph. Given a deployment of base stations, we construct a graph where each cell is a node. An edge is assigned between cells that can influence the received signal of each other’s users. To determine such relations we can use automated procedures using domain knowledge and heuristics: based on the geographic distance between cells, using the radiation patterns of the antennas [4], using automatic neighbor relations (ANR) as defined in international standards [1], or using network planning tools computing coverage prediction.

All these methods could be used to automate the construction of an undirected graph from a given deployment. In addition, domain knowledge can be used to refine the graph topology by pruning or adding edges based on key feature of a city or knowledge about the terrain (if there is a natural obstacle for example). Reducing the number of edges can speed up the message passing procedure described in the previous section. In this paper we construct the graph based on the radiation pattern of the antennas, that is antennas that can interfere with each other are connected by an edge. An example of such graph is illustrated on a 27 cells deployment in Fig. 2 (middle).
In case where the graph construction leads to a disconnected graph, then our algorithm can run in each connected component independently. A disconnected graph would mean that there is no a priori interaction between its connected components. Without loss of generality we assume a connected graph for the remaining of the article. In Section 6 we propose a comparison with other graph construction techniques leading to a dense graph or a tree as illustrated in Fig. 2. We found that adding edges did not yield any gain in performance.

Given a network deployment we can extract a graph in a simple way, yet capturing a lot of information about the interaction between agents. Finding the optimal graph representation of a telecommunication network is an interesting problem and is left as future work. As explained in the previous section, the graph representation can directly be used in a multi-agent reinforcement learning algorithm to perform network optimization at scale.

**Message Passing.** In our experiments, the graphs contain cycles and hence the message passing algorithm is only proven to converge empirically. We implemented two stopping criteria for the algorithm, leading to an approximately optimal solution. The first criterion is to stop the algorithm after a limited number of iterations. Our second criterion detects the occurrence of oscillation in the values of the message, and compare the global value of each solution in the oscillation cycle. The algorithm stops and assigns the action found by the best possible configuration from the detected cycle. This early stopping criteria allows speeding up the message passing algorithm while making sure we stop at the best possible configuration found throughout the message exchange. Future work would be needed in studying the performance gap between solving Eq. (2) exactly or approximately. We show in our experiment that even with the approximated method, the overall coordinated RL procedure is able to outperform many baselines. An example of what messages look like in the antenna tilt use case is given in Appendix D.

**Implementation considerations.** In this paper we rely on a simulated environment and on a fully centralized implementation of the message passing algorithm. However, an implementation in a real network could use the property that the message passing algorithm can be implemented in a fully distributed and anytime way [19]. The messages could be sent through existing interfaces for communicating between the base stations. Since they only rely on local information, the RL updates could be carried in hardware located at the station. In such a setting, the data would stay local to the network, alleviating privacy concern related to sending user data to a central server.

### 6 Experiments

We empirically demonstrate the advantage of coordinated RL over state-of-the-art multi-agent RL algorithms and against heuristics in a high fidelity mobile network simulator. By comparing the performance in networks of various sizes we validate the scalability of the approach. Then we analyze the effect of the coordination graph topology on the final performance. Finally, we show that the learned edge value functions match intuitive coordination behavior between neighboring antennas.

**Simulation Environment.** We evaluate our approach using a high fidelity proprietary network simulator that handles multiple cells and multiple antennas. The simulator performs all the path gain calculations using advanced radio propagation models as well as traffic calculations for each user. From that simulator we can get different key performance indicators for each user such as SINR and throughput. Using the simulator, we generate different deployments from 6 to 207 cells. The base stations are positioned according to a Poisson process with a minimum intersite distance of 1.5 km. The simulated area increases as well such that the average intersite distance stays the same. More details on the environment are provided in appendix.

**Baselines.** Our approach is referred to as PS-CRL for coordinated RL with parameter sharing. We compare it to six different baselines:

- Coordinated RL (CRL): our approach without parameter sharing. A different neural network is used for each edge of the graph.
- Independent DQN (I-DQN): this algorithm assumes that all cells are independent and associate a Q-network for each of them [24]. Each Q-network is learned independently.
- DQN with parameter sharing (S-DQN) this algorithm associates the same Q-network for each cell. It is similar to I-DQN but the weights of the network are the same for each cell. It has been shown to greatly help in problem with homogenous cooperating agents [25].
Figure 3: (left) Training performance of the RL methods on a network with 27 cells. (right) Reward per cells as a function of the total number of cells for the best trained models.

- QMIX: this algorithm attempts to capture agent coordination by learning a non-linear combination of individual value functions, modeled by a neural network [16].
- sweep: This algorithm is not a learning based method. For each cell, we sweep through all the tilt values while maintaining other cells fixed, and choose the best tilt value. It is agnostic of the state of the environment.
- C-sweep: We perform a tilt sweep for each pair of connected agent according to the same graph topology as in CRL. When doing the sweeping we populate a table of size $|A_i| \times |A_j|$ for each edge. Message passing is then used to choose the best action.

6.1 Training Performance and Scalability

We measure the performance of the trained model in terms of average reward (evaluated across 10 different user distributions for every point) which is directly related to the average throughput. Figure 3 left illustrates the training performance of our method and the baseline. Each experiment is repeated with five different random seeds. During training, we use $\epsilon$-greedy exploration but we report the evaluated reward (without $\epsilon$-greedy) at different checkpoints. We show that on this network with 27 agents, both PS-CRL and CRL outperforms all the baselines in terms of final reward, convergence speed and show less variance.

Figure 3 shows the performance of the best performing models for different network sizes. We choose the models with the best average reward throughout the training process (not necessarily the latest). We are reporting the average reward per cell as a function of the number of cells in the environment. One cell corresponds to one RL agent. We notice that there is a monotonic trend, as the number of cell increases, the reward per cell seems to increase. This matches our intuition since more cells should imply better coverage. However, adding cells can also create interference, hence the small degradation for I-DQN, sweep, and C-sweep around 78 cells. We can see that all the way to 78 cells, CRL and PS-CRL are outperforming all the baselines. As the number of cell increases we observe a similar fact than in the previous section. PS-CRL reaches the best performance, and CRL is getting caught up by S-DQN and QMIX. In addition, it seems like the benefit of using coordination increases with the number of cells as the gap between the performance of PS-CRL and the other method is increasing as well.

Finally, we introduced two non-learning based method in this plot, sweep and C-sweep. They are generally outperformed by the RL baseline, until the environment becomes large enough that the convergence of the RL policy is affected. These empirical results show the benefit of CRL and PS-CRL in order to model coordination between cells and train multi-agent RL algorithms at scale on telecommunication networks. Our largest deployments have an order of magnitude more agents than in standard multi-agent RL algorithms benchmarks.

6.2 Interpreting Edge Value Functions

Figure 4 illustrates the value functions for certain edges in a given state. Each axis on the heatmap corresponds to the action of one of the two connected agents. The bottom left value function (edge
Figure 4: (left) Performance of PS-CRL for different types of coordination graphs on a scenario with 78 agents. (right) Illustration of the learned value functions for the three solid edges in a subset of the sparse graph from Fig. 2.

(3,8), shows that there is low value when both agents have low tilt (bottom left corner). In that case, the antennas are likely to interfere with each other. The right most value function (edge (6,10)) also shows that when both antennas have high tilt (top right corner), the value is low. In that case, antennas are tilted down, there is no interference, but the coverage is poor. The learned value functions align with the intuition that for two neighboring antennas both should not be tilted up or down at the same time. The ability to interpret the value function by visualizing them as a heatmap gives great value to the coordination graph representation. Experts can look at the learned value function across the graph and diagnose which antennas have strong correlations and use it as a network planning tool.

6.3 Graph Structure

Different methods for creating a coordination graphs are considered: sparse, dense and tree as illustrated in Fig. 2 and a fully connected graph (complete). We analyze the performance of PS-CRL for these different graph structures. We can see that for the dense, sparse, and tree methods, PS-CRL is converging to similar values. When there are too many connections, it fails to learn a good solution. In problems where graph structure can be identified PS-CRL is a good solution even if the graph model is not accurate. In the tree representation, information can still flow between distant agents through the message passing procedure even if they are not directly connected.

7 Conclusions

Coordinated RL with parameter sharing allows learning control strategies for a large number of cooperating agents. Its ability to exploit graph structures makes it a good candidate for mobile network optimization problem. We presented a principled way to model mobile networks as coordination graphs and learn a value function for each edge of this graph. By leveraging the topology of the graph, an efficient message passing algorithm can be used to coordinate all the learning agents. We showed that the proposed algorithm outperforms a variety of RL and non RL baselines. The learned value functions at the edge of the graph can be interpreted and were shown to capture intuitive phenomena about the network. When augmented with parameter sharing, CRL has better sample efficiency and scales to hundreds of learning agents.

One of the main challenges of applying RL to telecommunication networks is that it requires a lot of data. Even though simulators are available, they are often slow. Future work involves looking at speeding up simulation and mixing simulated and real world data. Another interesting direction involves transferring learned policies from one graph to another.
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A Additional Details on the Simulation Environment

The base stations we simulate are LTE base stations, operating at 2 GHz. Antennas are at a 32 m height, have a maximum transmitting power of 40 W, a horizontal beamwidth of 65° and a vertical beamwidth of 6.5°. The radiation pattern of the antenna is fitted from real base station antenna data.

Using the simulator, we generate different deployments from 6 to 207 cells. The base stations are positioned according to a Poisson process with a minimum intersite distance of 1.5 km. The simulated area increases as well such that the average intersite distance stays the same. The environment is generated randomly such that 50% of the area corresponds to indoor environments and the rest outdoor. There are 1000 users uniformly distributed in the environment and their position is re-sampled after every change in tilt configuration.

Observed state

Each agent observes the signal to interference and noise ratio (SINR), in dB, of all the users it covers. Since the number of users in a cell can vary over time, we transform the SINR list to a fixed vector representation by extracting four percentiles of the distribution: 10%, 25%, 50%, 75%. We found that this representation captured well different characteristics of the cell coverage without making the observation space too complex. The observation space is then a four dimensional vector of real values. The choice of SINR is motivated by the fact that it is directly influenced by a change in antenna tilt and captures interference from other cells. The downlink SINR, $\rho_{c,u}$, of a user $u$ connected to cell $c$ is expressed as the ratio of the received power measured by $u$ from cell $c$ and the sum of the received power from all other cells, and the noise power $\sigma$ (25), assuming full load.

$$\rho_{c,u} = \frac{P_cG_{c,u}L_{c,u}}{\sum_{i=1,i\neq c}^{\text{Ncells}} P_iG_{i,u}L_{i,u} + \sigma}$$

$P_c, G_{c,u}, L_{c,u}$ are respectively the transmitted power, gains of the transmitter antenna, and path loss for UE $u$ connected to cell $c$. The denominator accounts for the effect of other cells, the gain $G$ is influenced by antenna parameters such as tilt and azimuth, and the path loss accounts for the transmission medium and obstacles (building, air, trees, ...). We use a proprietary antenna model which is fitted using real antenna data.

Action space

Each cell contains an antenna. The signal emission pattern of this antenna can be adjusted by a variety of parameters. Changing those parameters will increase or degrade the capacity and coverage of the cell. In this paper we focus on electrical down tilt as it has one of the biggest effect on network key performance indicators and can easily be controlled by an automated system (contrary to mechanical tilt). We consider that the antenna in each cell can set its electrical down tilt, $\alpha$, to one of sixteen possible values in the set $\{0^\circ, 1^\circ, \ldots, 15^\circ\}$. The action space of one agent is then a discrete space with sixteen possible actions.

Reward

The goal of our algorithm is to maximize coverage and capacity. Our algorithm aims at maximizing throughput. We consider the throughput of a UE to be defined by the bitrate of that user divided by the load of the cell. The bitrate is the maximum amount of data per second that a user can receive given the SINR produced by its associated antenna. The load of the cell is equal to the number of
users covered by a given cell. Since the bitrate can take very large values spread across a wide range, we use the logarithm of the average bitrate in a cell in our reward definition. The overall objective of our cooperative multi-agent RL problem is expressed mathematically as follows:

\[ R(s, a) = \sum_{i=1}^{N_{\text{cells}}} \log \left( \frac{1}{|U_i|} \sum_{u \in U_i} T_{i,u} \right) \]  

(7)

where \( N_{\text{cells}} \) is the number of cells in the network, \( T_{i,u} \) is the throughput of user \( u \) connected to cell \( i \), and \( U_i \) is the set of all users in cell \( i \). The throughput is expressed as a function of the SINR and bandwidth available to user \( u \):

\[ T_{i,u} = n_{i,u} \omega_B f(\rho_{i,u}) \]  

(8)

where \( f(\rho_{i,u}) \) is the spectral efficiency of the user link for a given SINR, \( n_{i,u} \) is the number of physical resource blocks (PRBs) allocated to user \( u \) in cell \( i \) and \( \omega_B \) is the bandwidth per PRB (180 kHz). Considering round robin scheduling (equal number of PRB allocated to each user) and the Shanon rate capacity, Eq. (8) becomes:

\[ T_{i,u} = \frac{n_B \omega_B}{|U_i|} \log_2(1 + \rho_{i,u}) \]  

(9)

where \( n_B \) is the total number of PRBs in cell \( i \). The number of users connected to cell \( i \) is also affected by tilt variation since we assume users connect to the cell from which they get maximum reference signal received power (RSRP). Given a tilt value \( \alpha \), the users in cell \( i \) are defined by:

\[ U_i = \{ \forall u \in U \mid i = \arg \max_{\forall \alpha \in C} P_{r,c,u}(\alpha) L_{c,u} \} \]  

(10)

B Additional Details on Training Methodology

The observation and reward are the same for all the methods considered. In order to have good numerical conditions we normalize the observation vector by dividing by the maximum SINR value. The reward function is normalized to have zero mean and unit variance. The mean and variance of the reward, along with the maximum SINR, are estimated through 1000 random tilt configuration.

All the baselines are part of the RLlib python package and our method is implemented using the same abstractions [27]. This library allows us to distribute the experience collection across multiple CPUs. We performed hyperparameter search on the learning rate, batch size, and target network update frequency and the exploration schedule for each method. The network architecture was tuned using the I-DQN algorithm and we then use networks of equivalent sizes for all the algorithms. All the hyperparameters are reported in Table 1 parameters that are not specified are set to the default provided by RLlib. Each method is allowed a budget of 10 000 interactions with the simulation environment and each training is repeated with 5 different random seeds.

For all baselines, the experience collection strategy is similar to the deep Q-learning algorithm with prioritized experience replay [28], [29]. For exploration, we rely on an \( \epsilon \)-greedy policy. In the case of shared DQN, we use the same replay buffer for all the agents.

C Comparison of Inference Time for Different Graph Models

The inference time of CRL depends on the size of the graph in two ways. First once must compute the value function for each edge at a given state which is linear in the number of edges. Then the message passing procedure also depends on the graph size. One round of message passing is given by Eq. (3), which is linear in the degree of a node. The more complex the graph, the more message passing iteration might be needed at each action selection step as well. A theoretical analysis is out of the scope of this work. In Appendix C, we illustrate the influence of the coordination graph on the inference time. As expected, the less edges the faster (for the same number of nodes). Since dense, sparse, and tree provides similar performance, a tree like graph would be the most efficient since it has a shorter inference time.
Table 1: Hyperparameters of the deep RL algorithms

| Common hyperparameters | DQN specific | CRL specific | QMIX specific |
|------------------------|--------------|--------------|---------------|
| $\gamma$               |               |              |               |
| learning rate          | $1 \times 10^{-4}$ |              |               |
| initial $\epsilon$     | 1.0          |              |               |
| final $\epsilon$       | 0.01         |              |               |
| $\epsilon$ decrease steps | 5000       |              |               |
| hidden layers           | $32 \times 32$ |              |               |
| activation function     | ReLU         |              |               |
| batch size              | 32           |              |               |
| target network update frequency | 2000    |              |               |
| message passing max iterations | 40       |              |               |
| target network update frequency | 500    |              |               |
| mixing embedding dimension | 32        |              |               |
| double Q learning       | yes          |              |               |

Figure 5: Inference time for PS-CRL throughout training for different types of coordination graphs.

D Background on Message Passing

In the case of trees, the max-plus procedure is shown to converge to the optimal solutions. When graphs contain cycles, they only converge to approximately optimal solutions. Another approach is to use variable elimination to solve Eq. (2) but it is not as scalable. For a detail treatment of the message passing algorithm we refer the reader to the work of Kok and Vlassis [19]. The message passing procedure is illustrated in Appendix D at a specific node from the twenty-seven cells deployment illustrated in Fig. 2 We provide an illustration of the message passing procedure in Appendix D that shows the messages after convergence for our network optimization use case.

Learning the value function of an edge $(i,j)$ can be considered as a standalone, value-based, off-policy RL problem involving two agents. The equivalent of the state and action spaces for a pair of agent is $(s_i, s_j)$, and $(a_i, a_j)$.

E More on the Training Performance

Another metric to look at is the throughput CDF as illustrated in Fig. 7. It shows the distribution of throughput across the users. For the tail of the distribution (below 10%), the algorithms have
Figure 6: Illustration of the message passing procedure from the point of view of node 6. The messages sent and received have the size of the action space of the receiving neighbor. In this work, it always corresponds to sixteen tilt values. Node 6 aggregates the received messages using Eq. (3) to recompute its outgoing messages for the next round, until convergence.

Figure 7: Cumulative density function plot of the throughput for the deployment with 27 cells. The more to the right the better

similar performance. For 20% of the users and above, CRL and PS-CRL significantly improve the throughput compared to other methods. We can also see that the sweeping techniques are less performant than RL based methods. An explanation is that they cannot adapt well to different user distributions.

The training performance on two different deployment is shown in Fig. 8. On the larger environment with 207 cells, PS-CRL outperforms all the methods by a large margin, it shows better sample efficiency and less variance as well. A notable fact is that the CRL method seems to still be improving at the end of the training. I-DQN and QMIX also seems to be still improving. They show more-instability throughout the training. We suspect that a larger training budget would have yielded better performance for CRL. However, for those large scenarios, the computational burden of the simulation is very high. The benefit of parameter sharing is also seen when comparing I-DQN and S-DQN.
Figure 8: Training performance on two deployments one with 27 cells (left) and 207 cells (right). Our approach is CRL and PS-CRL, the other algorithms are common multi-agent RL techniques.