Abstract
This work addresses opportunistic distributed multiuser scheduling in the presence of a fixed packet deadline delay constraint. A threshold-based scheduling scheme is proposed which uses the instantaneous channel gain and buffering time of the individual packets to schedule a group of users simultaneously in order to minimize the average system energy consumption while fulfilling the deadline delay constraint for every packet. The multiuser environment is modeled as a continuum of interference such that the optimization can be performed for each buffered packet separately by using a Markov chain where the states represent the waiting time of each buffered packet. We analyze the proposed scheme in the large user limit and demonstrate the delay-energy trade-off exhibited by the scheme. We show that the multiuser scheduling can be broken into a packet-based scheduling problem in the large user limit and the packet scheduling decisions are independent of the deadline delay distribution of the packets.
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1 Introduction
We consider a wireless communication system with $K$ users and a single central base station. Each user is subject to both time-varying frequency-selective fading and position-dependent path loss. This setting was addressed before in, e.g., [1], where proportional fair scheduling was compared to hard fair scheduling. While proportional fair scheduler [2] does not guarantee any upper bound on the delay of a data packet, hard fair scheduling enforces that each data packet is scheduled instantaneously. Packet delay can further be classified into average tolerable delay and maximum tolerable delay. This work focuses on the later definition of delay which is also called packet deadline.

In a practical system, information will be outdated after a certain delay time has passed and scheduling an outdated packet will be obsolete. There are two proper approaches to deal with the fact that packets become outdated: Either to drop them if they have not been scheduled in time or to force their transmission if they are reaching their deadline. Which way is more appropriate to go depends on the particular application, i.e. on the potential damage caused by a lost packet. In both cases, there is a trade-off between delay, throughput and power consumption.

Reference [3] deals with the trade-offs between average delay and average power. Reference [4] uses multiuser diversity to provide statistical quality of service (QoS) in terms of data rate, delay bound, and delay bound violation probability. In [5], an exact solution for the average packet delay under the optimal offline scheduler is presented when an asymmetry property of packet inter-arrival times and packet inter-transmission times holds. Online scheduling algorithms that assume no future packet arrival information are discussed as well. Their performances are comparable to those of the offline schedulers which assume identically and independently distributed inter-arrival times. The results of [3] have been extended to the multiuser context in [6]. It is found that to achieve an average power within the $O(1/V)$ of the minimum power required for network stability, there must...
be an average queuing delay greater or equal to $\Omega(\sqrt{N})$, where $V > 0$ is a control parameter.

In [7], the authors consider the energy minimization problem for packet deadline-constrained applications. The channel of each user is discretized to one of a finite number of states. They consider two cases of rate-power curves. For both the cases, they obtain dynamic programming-based optimal solutions. When the rate-power relation is linear, they obtain a threshold-based scheduler which follows the optimal stopping theory formulation in [8]. For the case of a convex rate-power curve, a heuristic algorithm is proposed which gives a solution quite close to the optimal. A similar approach is applied in [9] where the authors consider the same problem for a point-to-point network. They consider a packet of $B$ bits which has to be transmitted within the hard deadline of $N$ time slots. During the transmission of the packet, no other packets are scheduled. The authors obtain close form expressions for the optimal policy only for the case $N = 2$ using dynamic programming. For $N > 2$, the optimal policy is numerically determined. It should be noted that the optimal solution is obtained only when either the rate-power curve is linear [7] or scheduling of a single packet is considered [9] following the framework of optimal stopping theory.

The problems of finding optimum solutions and the need for dynamic programming result from the interdependence of the users’ scheduling decisions. However, as the number of users becomes large, the instantaneous effect of the other users converges to its statistical average and optimum scheduling decisions can be made by each user individually without considering the fading states and queue lengths of the other users. In this context, this principle was first reported in [10]. It runs under various names in literature, e.g., large-system limit, mean-field approach, self-averaging, etc. For a more general discussion on the range of its applicability, see, e.g., [11,12].

The many-user limit was applied in [13] and an algorithm called opportunistic superpositioning (OSP) was proposed to provide all users their desired average data rates while guaranteeing a certain average delay. The average delay of the users is inversely proportional to the scheduling probability and the scheduling threshold is used to control the delay. In the many-user limit, it is shown analytically that the required power can be made arbitrarily small at the expense of increased average delay.

In contrast to [13] and most other works discussed above, this paper addresses a system with a strict packet deadline (and not average) delay constraint. The packet deadline delay varies from packet to packet. The aim is to minimize the system energy while obeying the packet deadline delay constraint for each arriving packet. We first address the many-user limit where scheduling decisions can be taken based on each user’s own queue without loss of optimality. In this context, scheduling is not restricted to schedule one user at a time, but to schedule a finite fraction of the users, which experience favorable channel conditions and/or whose packets are close to their deadline, simultaneously. Though these users interfere with each other, they can be separated by means of superposition coding. Their effects onto each other decouple in the many-user limit and we can reformulate the multiuser scheduling problem as an equivalent single-user scheduling problem following the lines of thought in [14]. To the best of our knowledge, packet deadline-based scheduling has not been addressed in multiuser settings before. We apply the scheduling strategy which we find optimum in the many-user limit to the finite-user case and show that it, though suboptimum there, performs very well. We generalize the approach in [15], where an identical deadline is assumed for all the arriving packets and the simplified multiuser scheduler is limited to the policy of either scheduling all the buffered packets (simultaneously) or waiting for the next time slot. In this work, we provide a complete mathematical framework for the energy optimal packet-based scheduling and analyze the proposed scheme using Markov chain in the many-user limit. We show analytically that the scheduling decisions are independent of the deadline distribution but system energy depends on the deadline distribution. We discuss stochastic optimization techniques for optimization and show that the complexity in computing the thresholds remains acceptable.

The remainder of this paper is organized as follows: Section 2 describes the system model and Section 3 addresses the many-user considerations used in this work. The proposed multiuser scheduling scheme is presented in Section 4. The steady-state analysis of the queue is discussed in Section 5. We discuss the optimization procedure for the proposed scheme in Section 6. In Section 7, implementation issues of the proposed scheme are considered while numerical results are presented in Section 8. Section 9 concludes with the main results and contributions of this paper.

## 2 System model

We consider a multiple-access system with $K$ users randomly placed within a certain geographical area. Each user is provided a certain fraction of the resources available to the system. We consider a time-slotted system. Arrivals occur at the start of a time slot and are queued in a finite buffer before transmission. Scheduling is performed at the end of a time slot taking into account the new arrivals within the current time slot. We consider an uplink (reverse link) scenario but the results can be generalized to a downlink (forward link) scenario in a straightforward manner using the multiple-access
broadcast duality of the Gaussian channel [16] and the fact that scheduling decisions decouple in the many-user limit.

2.1 Channel model

The fading environment of the multi-access system is described as follows. We model the frequency-selective short-term fading by a multi-band channel with independent Rayleigh fading within each band. Each user $k$ experiences a channel gain $g_k(t)$ in slot $t$. The channel gain $g_k(t)$ is the product of path gain $s_k$ and short-term fading $f_k(t)$ i.e. $g_k(t) = s_k f_k(t)$. Path loss and short-term fading are assumed to be independent. The path gain is a function of the distance between the transmitter and the receiver and we assume it not to change within the time-scales considered in this work. Short-term fading depends on the scattering environment and occurs when the coherence time of the channel is shorter than the delay requirement of the application. Short-term fading changes from slot to slot for every user and is independent and identically distributed across both users and slots but remains constant within each single transmission. This model is often referred to as block fading. For a multi-band system with $M$ channels, short-term fading over the best channel is represented by $f_k(t) = \max(f_k^{(1)}(t), f_k^{(2)}(t), \ldots, f_k^{(M)}(t))$. $E^R_k(t)$ and $E_k(t)$ respectively represent the received and the transmitted energy per symbol of each user $k$ such that

$$E^R_k(t) = g_k(t) E_k(t).$$

(1)

Note that the distribution of $g_k(t)$ differs from user to user. Let $N_0$ denote the noise power spectral density. The channel state information is assumed to be known at both the transmitter and the receiver side. This can be accomplished by channel estimation on the opposite link (downlink) in time-division duplex systems or by communication of explicit side information within the coherence time of the channel.

2.2 Physical layer communication

It is mandatory to allow multiple users to be scheduled simultaneously in the same time slot and in the same frequency band. Otherwise, a packet deadline of a finite number of time slots could not be met without allowing non zero dropping probability, as the number of packets that have reached the deadline could exceed the number of available frequency bands.

In our settings, there is no limit on the number of users scheduled simultaneously thanks to many-user considerations (discussed in the following); and a theoretical framework with zero outage probability is considered without loss of generality.

The simultaneously scheduled users are separated by superposition coding. Let $K_m$ be the index set of users to be scheduled in frequency band $m$. Let $\psi_k^{(m)} \cdot \psi_k^{(m)} \cdot \psi_k^{(m)}$ be a permutation of the scheduled user indices for frequency band $m$ that sorts the channel gains in increasing order, i.e. $g_k^{(m)} \leq \ldots \leq g_k^{(m)}$. Then, the energy per symbol of user $\psi_k^{(m)}$ with rate $R_k^{(m)}$, as scheduled by the scheduler to guarantee error free communication, is given by [1,17]

$$E_k^{(m)} = N_0 \sum_{i=1}^{R_k^{(m)}} \left[ \frac{2}{g_k^{(m)}} - 1 \right] R_k^{(m)}.$$  (2)

This energy assignment results in the minimum total transmit energy per symbol for the scheduled users. On the receiver side, the data from the user with the worst channel is decoded first, treating the signals from all other users as noise. The data from the current user is decoded after decoding the data from the previous users whose signals have been subtracted from the received signal. All users are decoded by repeating this step successively. This is the well-known successive interference cancelation (SIC). Collisions between simultaneous transmissions are avoided because in a multuser environment, superposition coding and successive decoding ensure that data from multiple users are decoded successfully without errors on the receiver side.

2.3 Queuing model

At each time slot, none, one, or several packets arrive to the queue of each user. In general, an arriving packet is characterized by two parameters: its size and its deadline. Formally, the deadline is defined as the number of time slots available at the arrival time of the packet in the buffer before it has to be scheduled irrespective of channel conditions.

Without loss of generality, all packets are assumed to have a unit size. Note that larger packets can be modeled as being composed of multiple virtual packets of unit size. The deadlines of the packets are assumed to be finite and positive but arbitrary, otherwise. We model the arrival process by the probabilities $p_i$ that give the probability that an arriving virtual packet has deadline $\tau_i$ with $i \in [1 \ldots N]$. The maximum size of the user’s buffer $N$ is a system parameter and is given by the maximum of the deadlines $\tau_i \forall i$ of all the packets in the system.

For each packet in a queue, a decision is made whether it is scheduled at the present time slot or not. There is no limit on the maximum number of (virtual) packets in the queue. The system considered in our settings is entirely driven by the demands of the users. Each user’s demand on rate and delay has to be met by the system. Packet drops or outage are strictly prohibited. Since data rate and energy can be freely exchanged against each other, the users’ demands can always be met with sufficient use of energy. Though, the higher the demands of the users, the
more energy the system will consume. However, the system has certain degrees of freedom to reduce the energy consumption: It can decide when a certain packet is being transmitted within the time left to its delay deadline. The system can decide whether to split packets into sub-packets. These sub-packets can then be either transmitted simultaneously, transmitted at different times, or combinations of the these two options can be used. Furthermore, the system can decide which frequency bands to use for which user’s packets at which time. It may seem infeasible to build a system that can find the optimum strategy to schedule each packet at the right time. However, we will make two idealized assumptions that allow us to characterize the structure of the optimum scheduling policy up to a few parameters that can be optimized numerically. First, we assume that there exists a coding strategy that achieves the capacity region of the Gaussian multiple-access channel. State-of-the-art coding strategies for the Gaussian multiple-access channel are indeed very close to the capacity region [18,19]. Second, we assume that the number of users and the available radio spectrum grow asymptotically large, with the ratio of the number of users to radio spectrum being constant. This assumption is a good approximation for a system, where the individual user’s data rate is much lower than the total data rate of the system [20].

3 Large-system considerations

Consider the average energy per symbol and the total rate of all users in all bands

\[ E_k = \frac{1}{K} \sum_{k=1}^{K} E_k \]  \hspace{1cm} (3)

\[ R = \sum_{k=1}^{K} R_k, \]  \hspace{1cm} (4)

respectively, and denote the average energy per bit as

\[ E_b = E_s/R. \]  \hspace{1cm} (5)

Total rate and energy per bit are system parameters that must be finite and positive irrespective of the system size. Due to (3) and (4) and many-user considerations when \( K \to \infty \),

\[ R_k = O(1/K), \]  \hspace{1cm} (6)

for all users. Note that due to (6), \( E_k \), the energy per symbol for user \( k \) in (2) is a linear function of \( R_k \), the rate of user \( k \) in the many-user limit. Remarkably, this simplicity is inherent by the system (similar to multiuser diversity) due to the presence of large number of users in the system and we quantify in Section 8 that a few hundred users are enough to achieve the asymptotic results. The linearity of the energy per symbol greatly simplifies the scheduling decisions. Based on this, we have

**Lemma 1.** In the many-user limit, scheduling decisions in the queue of a user \( k \) can be made on a packet-by-packet basis without loss of optimality. Furthermore, the optimal scheduling decision does not depend on the properties of the other packets in the same queue.

The lemma implies that we cannot save energy by scheduling only some of several packets of a user with the same number of remaining time slots before deadline, as the energy costs of the packets are additive due to (6) (and not exponential as appears in (2)). Thus, independence of scheduling decisions for every packet remains optimal.

Additionally, we can decouple scheduling decisions among different users based on many-user assumptions and our discussion in Section 1 [10,11,15].

**Lemma 2.** In the many-user limit, scheduling decisions can be made on a user-by-user basis without loss of optimality. Furthermore, the optimal scheduling decisions for a queue of a user do not depend on the properties of the queues of the other users.

By applying many-user assumptions, Lemma 2 breaks the joint multiuser scheduling problem into an equivalent single user scheduling problem [15] while Lemma 1 decomposes the problem further into individual packet deadline-dependent scheduling.

3.1 State space model

In the following, we develop a Markov decision process (MDP)-based model for the scheduling of deadline-dependent packets. We define the state of the MDP as the number of time slots remaining before a packet (virtual user) has to be scheduled irrespective of the fading conditions. The definition of the state appears to be very similar to the definition of the deadline in Section 2.3. However, the deadline is a system parameter associated with a packet at the time of arrival and is fixed. The state of a packet varies over the period of time it spends in the buffer. At the start of the MDP process, the state equals the deadline. In each subsequent time slot, if the packet is not scheduled, it decreases by one until it reaches one. The system parameter \( N \) defined in Section 2.3 determines the size of the Markov chain.

With a modest amount of foresight, let us decompose all the packets queued with each user into \( N \) virtual users: one virtual user for each state. Note that all packets in the buffer of a virtual user have the same state and there is no limit on the size of the buffer for a virtual user. Every newly arriving packet with deadline \( \tau \) is put into the buffer of the \( \tau \) virtual user. The schematic diagram for a two-dimensional buffer for a user’s buffer has been shown in Figure 1.
When being scheduled, the virtual buffer is emptied at once. The scheduling decision of the virtual buffer is explained in the next section. The rate of a virtual user correlates with its fading. The better a user's channel, the higher the probability that the rate is non-zero. Let us now introduce decision variables \( d_{k,j} \) for all virtual users \((k,i)\) that indicate whether the packets of the virtual user \((k,i)\) are scheduled. Then, conditioned on \( d_{k,j} \), \( k = 1..K, i = 1..N \), the rates of the virtual users are independent of their fading. Due to this conditional independence, we have in the many-user limit \((K \to \infty)\) [1]

\[
\frac{E_b}{N_0} = \log(2) \int_0^\infty \frac{2^{RP_{g[d=1]}(x)}}{x} dP_{g[d=1]}(x)
\]

where \( P_{g[d=1]}(x) \) denotes the distribution of the fading of the scheduled virtual users. Remarkably, the rates of the users affect (7) only via its total sum \( R \).

### 4 Threshold based scheduling scheme

Scheduling is a decision process. We adopt a fading threshold-based policy which quantizes the fading vector into a finite number of intervals. These intervals depend on the state of the packet and the fading distribution. We introduce (quantized fading states) thresholds to determine whether a packet (virtual buffer) with a state \( i \) is scheduled or not. These thresholds may depend on all system variables in general. However, in the many-user limit, they will depend only on each user's own parameters, i.e. fading and state.

**Definition 1** (Transmission threshold). A transmission threshold \( \kappa_i \) is defined as the minimum short-term fading value allowing for scheduling a packet (virtual user) with state \( i \).

Note that scheduling decisions only depend on the short-term fading. This is easily proven by contradiction. Imagine scheduling decisions would depend on the path loss. This would not lead to unstable queues due to the hard deadline constraint. However, it would cause a greater average delay of users with worse path loss compared to users with better path loss. In fact, the path loss would be reflected as a bias in the average queuing time of packets and such a bias reduces the dynamics of the scheduling process. This is clearly an adverse effect.

Next, we state a few fundamental properties of these transmission thresholds.

**Property 1.** There is no minimum fading value required to schedule a packet that has reached its deadline, i.e.

\[
\kappa_0 = 0.
\]

This ensures that the hard deadline is kept regardless of the channel quality.

**Property 2.** The closer the packets are to the deadline, the more likely they are to be scheduled, i.e.

\[
\kappa_{i+1} > \kappa_i \quad \forall i.
\]

This is evident from the construction of the problem that the probability of scheduling of a packet must be increased as it comes close to the deadline which is achieved by reducing the channel-dependent threshold with decreasing state \( i \).

In order to ease notation, we introduce an additional state \( N+1 \). We model the packet being in that state when it is not in the queue, i.e. before it has arrived and after it has been scheduled.

The probabilities of the state transitions \( T_{N+1\rightarrow i} \), \( \forall i \) model the statistics of the random arrival process

\[
\alpha_{N+1\rightarrow i} = \Pr(T_{N+1\rightarrow i}) = p_i \quad \forall 1 \leq i \leq N
\]

where \( p_i \) denotes the probability that an arriving packet has deadline \( \tau_i \), cf. Section 2.3. A packet with deadline \( \tau_i < \tau N \) is inserted directly into state \( i \) and treated as a packet that arrived in the buffer with deadline \( \tau_N \) but has not been scheduled for \( N-i \) time slots. This reduces degrees of freedom available for the packet and results in high energy cost.

The probabilities of the state transitions \( T_{i\rightarrow N+1} \), \( \forall i \) are determined by the transmission thresholds as follows

\[
\alpha_{i\rightarrow N+1} = \Pr(T_{i\rightarrow N+1}) = \Pr(f \geq \kappa_i) \quad \forall 1 \leq i \leq N,
\]

where \( f \) denotes the short-term fading as explained in Section 2.1. We remove subscript \( k \) as all the users have identical fading distribution.
\( \alpha_{i \rightarrow N+1} \) are the probabilities of being scheduled, while
\[
\alpha_{i \rightarrow i - 1} = \Pr(T_{i \rightarrow i - 1}) = \Pr(f < \kappa_i) = 1 - \Pr(T_{i \rightarrow N+1}) \quad \forall 1 < i \leq N
\]  
are the probabilities of being not scheduled. All other state transitions are impossible. A state transition diagram is depicted in Figure 2.

5 Distribution of packet deadlines

Our modeling of the problem ensures that the scheduling decisions and the thresholds are independent of the deadline distribution of the packets. However, the average system energy expenditure depends on the deadline distribution. In the limiting case \( K \rightarrow \infty \), the empirical average of the arrival rate converges uniformly to its expectation \( \lambda = R/K \). However, the buffer occupancy of the scheduled states is not uniform and depends on the deadline and fading distributions. A variable buffer occupancy model helps us in understanding the energy behavior of the system as a function of deadline distribution of the arriving packets and the fading distribution. For example, a large value of \( p_1 \) means more degree of freedom in scheduling and small energy expenditure while large value of \( p_N \) implies strict latency requirements and large energy expenditure.

Let us consider the buffer occupancies for the different states in the limiting case \( K \rightarrow \infty \). The average number of packets getting into state \( i \) must equal the average number of packets getting out of that state. Thus, we have for \( i < N \)
\[
p_i \lambda + \alpha_{i+1 \rightarrow i} L_{i+1} = L_i
\]
with
\[
L_N = p_N \lambda
\]
(13) where \( L_i \) is the average number of virtual packets in state \( i \). The steady-state probability that a packet in the queue is in state \( i \) is thus given by
\[
\pi_i = \frac{L_i}{L} = \frac{p_i \lambda}{L} + \alpha_{i+1 \rightarrow i} \pi_{i+1}
\]
(14)
(15)
(16)
(17)
where we define \( \pi_{N+1} = 0 \) and
\[
L = \sum_{i=1}^{N} L_i
\]
(18)
for notational convenience. With these steady-state probabilities, the distribution of the fading of the scheduled users can be calculated. Furthermore, we note that
\[
\frac{L}{\lambda}
\]
(19)
is the ratio of packets in the queue to the number of packets arriving. This is the average delay of the system.

6 Threshold optimization

Next, we would like to optimize the transmission thresholds. Our objective is to minimize the average transmitted energy per symbol given in (7) for the constraint that every packet is scheduled before reaching the deadline. Energy per symbol depends solely on the channel distribution \( P_{g|d=1}() \) of the scheduled virtual users (SVUs). The channel distribution of SVUs is a function of transmission thresholds or transition probabilities (interchangeably) and computed in the following based on the MDP model developed in the previous section.

\[\text{Figure 2 State diagram of proposed scheduling scheme where every state } i \neq N + 1 \text{ represents distance of buffered packet from deadline.}\]
can be computed using (11) and vice versa.

The energy in (7) is not a convex function of the transmission thresholds. In the following, we discuss two heuristic optimization techniques to compute transmission thresholds.

Equivalently, we formulate the optimization problem as,

$$\min_{\alpha \in \Omega} \frac{E_0}{N_0}$$

subject to:

\begin{align}
C_1 : & 0 \leq \alpha_{i-1} - \alpha_i \leq 1 & 1 \leq i \leq N \\
C_2 : & \sum_{j=1}^{N+1} \alpha_i = 1 & 1 \leq i \leq N, 1 \leq j \leq N + 1 \\
C_3 : & \alpha_i - \alpha_{i+1} = 1
\end{align}

where \(\vec{\alpha} = [\alpha_{N-1} \cdots \alpha_0 \cdots \alpha_{N+1}]\) and \(\Omega\) defines the possible vector space for \(\vec{\alpha}\) with \(\vec{\alpha}\) containing all the transition probabilities representing scheduling of a packet (decision variables). \(C_1\) and \(C_2\) follow the properties of homogeneous Markov chain while \(C_3\) results from Property 1 of transmission thresholds. For the optimized \(\vec{\alpha}^*\), the corresponding transmission threshold vector \(\kappa^* = [\kappa_N^* \cdots \kappa_i^*]\) can be computed using (11) and vice versa.

To compute the solution of the optimization problem, we need to express the probability distribution of the short-term fading of the SVUs \(P_{g|d=1}(\cdot)\) in (7) in terms of \(\kappa\).

Using Bayes’ law, the probability density function (pdf) of the short-term fading of the SVUs is given by

$$P_{f|d=1}(y) = P_f(y) \frac{Pr(d = 1 | f = y)}{Pr(d = 1)}$$

where the denominator results from integration by parts and \(1(\cdot)\) is 1 if the argument is true and 0 if the argument is false. Using integration by parts once more, we find the CDF as

$$P_{f|d=1}(y) = \frac{\sum_{i=1}^{N} \pi_i 1(y \geq \kappa_i) P_f(y)}{1 - \sum_{i=1}^{N} \pi_i P_f(\kappa_i)}.$$

Using standard methods for calculating the distribution of the product of two independent random variables, \(P_{g|d=1}(y)\) is calculated in the Appendix from (24) and the CDF of the path loss.

The energy in (7) is not a convex function of the transmission thresholds. In the following, we discuss two heuristic optimization techniques to compute transmission thresholds.

6.1 Optimization by simulated annealing

We choose to use the simulated annealing (SA) algorithm to optimize the energy function for the transmission thresholds that result in the minimum energy for a given deadline delay parameter. The simulated annealing algorithm was proposed in [21] and [22] separately. It uses ideas from statistical mechanics to solve combinational problems. It is believed to provide near-optimal solutions (even optimal) in many combinatorial problems.

The main components of the simulated annealing algorithm are described briefly here.

1. Objective function

In this work, the objective function is the system energy as given in (7).

2. Description of the configuration of the system

It is essential to provide a clear description of the configuration of the system. In our case, the vector \(\vec{\alpha}\) is the parameter which represents the configuration of the system at a particular instant. The transmission thresholds are related to the transition probabilities for a given deadline and short-term fading.

3. A random generator for the new configuration

At the start of the algorithm, any configuration can be provided. In the next step, there must be a suitable method to provide a random change in the configuration. In this work, transition probability vector \(\vec{\alpha}\) is varied in each step to provide a new configuration to evaluate (7).

4. A cooling temperature schedule

The system is ‘heated’ at high temperature \(T\) at the start of the algorithm. Afterwards, the temperature is decreased slowly up to the point where the system ‘freezes’. The term heating and cooling originate in statistical thermodynamics where freezing of the system represents a situation where the system reaches a near-optimal solution and no further state changes occur for further decrease of the temperature parameter. The cooling schedule depends on the specific problem and can be developed after certain experiments. In our simulations, we tested both Boltzmann annealing (BA) and fast annealing (FA) temperature cooling schedules which have been proven to provide global minimum solutions for a wide range of problems [23,24]. In FA, it is sufficient to decrease the temperature linearly in each step of such that,

$$T_q = \frac{T_0}{q + 1}$$

where \(T_0\) is a suitable starting temperature. Similarly in BA, global minima can be found sufficiently (in
many problems) if temperature decreases logarithmically such that,

\[ T_q = \frac{T_0}{\ln(q + 1)} \]  

(27)

5. Acceptance probability

Any new configuration in SA is accepted if it results in a lower system energy with probability 1. A change in energy in each step is denoted by \( \Delta E \). Any new state is accepted with probability \( \frac{\Delta E}{T} \) if it results in a higher energy state and it is referred to as muting. Muting occurs frequently at the start of the algorithm and vanishes to happen as the temperature \( T \) approaches zero.

Using the SA algorithm, an optimal vector \( \vec{\alpha}^* \) is obtained for a given \( N \). The muting step makes it likely that local minima are avoided in the optimization process by moving into higher energy solutions with some temperature-dependent probability. Flow chart for SA algorithm for computation of thresholds has been shown in Figure 3. Numerical results for the

![Flow chart for implementation of SA for optimization of thresholds.](image)
optimization process using SA algorithm are discussed in Section 8.

6.2 Optimization by recursion

This approach stems from the dynamic programming area where recursive optimization is used to compute the thresholds for problems belonging to optimal stopping theory. The optimized transmission threshold vector is found using a recursive procedure explained in the following:

1. Start the optimization procedure for \( N = 2 \) such that the optimization is a scalar problem and we only need to find the threshold \( \kappa_N \) since \( \kappa_1 = 0 \).

2. Given the optimized threshold vector \( \vec{\kappa}^* \) for \( N \), i.e., \( \vec{\kappa}^*(N) = [\kappa^*_N(N), \kappa^*_{N-1}(N), \ldots, \kappa^*_2(N), 0] \), we find the threshold vector for the deadline \( N + 1 \) by the heuristic postulate \( \vec{\kappa}^*(N + 1) = [\kappa^*_N(N + 1), \kappa^*(N)] \) and optimize over \( \kappa^*_N(N + 1) \). Again, this is a scalar optimization problem.

The postulate \( \vec{\kappa}^*(N + 1) = [\kappa^*_N(N + 1), \kappa^*(N)] \) helps to reduce complexity for computation of thresholds significantly. In SA, computation complexity for computing thresholds is \( \mathcal{O}(N) \) while recursive method requires just one additional threshold as \( N - 1 \) thresholds are known. We show in Section 8 that the results produced by both of the heuristic algorithms are indistinguishable.

7 Implementation considerations

The proposed scheme solves the optimization problem offline as a function of the channel statistics and state for each buffered packet. The offline optimization task can be performed locally by the users and needs no centralized control since it only involves the fading statistics, but not the fading realizations. However, a centralized optimization would save complexity, since the outcome of the optimization is identical for all users. Similarly, the scheduling decisions can fully be taken by each user individually. However, the powers required by the users to transmit their packets depend on the ordering of the successive decoding. For a finite user system, it is not possible for the users to get the exact knowledge of the required transmit power to provide the rate. Therefore, the users need to transmit with a power margin. The average excess power of the users should vanish in the many-user limit such that the system obeys (7). This does not happen if successive decoding is used. However, joint decoding does not suffer from this problem as all the users are decoded at the same time (without a specific order). Thus, for successive decoding, there is a need for a centralized assignment of the transmit powers. If the number of scheduled users, however, is very large and joint decoding is employed, the users can calculate their transmit powers individually by closely approximating the empirical fading and rate distributions of the other scheduled users by their statistical averages following the ideas of [10]. With the application of joint decoding, the proposed scheme has the potential to be implemented in a distributed manner.

The simplicity in making the scheduling decisions based on comparing the offline computed thresholds with channel conditions is well-suited to delay sensitive applications and power-limited devices. By using the parameter \( \tau_i \) and the deadline distribution, we can control the energy-delay trade-off. A large value of \( \tau_i \) (and corresponding large \( p_i \)) implies that the application data is more delay tolerant and the energy consumption will be closer to the energy consumption of the schemes without deadline delay guarantees.

8 Numerical results

We consider a multiple-access channel with \( M \) bands and assume that the short-term fading of the channels is statistically independent. Every user senses \( M \) channels and selects its best channel as the candidate for transmission. Therefore, a specific user is scheduled if its best channel is greater than the transmission threshold. This is the optimal multi-band allocation for the hard fairness asymptotic case [1]. Spectral efficiency is normalized by \( M \) to get spectral efficiency per channel \( C \). We consider a system where users are placed uniformly at random in a cell except for a forbidden region around the access point of radius \( \delta = 0.01 \). The path loss is monomial with exponent 2. All users experience fast fading with exponential power distribution with unit mean on each of the \( M \) channels. The details of the path loss model can be found in the Appendix.

For all numerical results, the SA algorithm used 50 random configurations per temperature iteration. For a single-channel scheduler and a target spectral efficiency of \( C = 0.5 \) bits/s/Hz, the thresholds optimized with SA are shown in Table 1. The corresponding recursively computed threshold values are shown in Table 2. We find insignificant energy differences in the results computed by the two heuristic algorithms. This is easily understood due to the minor (and no) differences in the threshold assignments resulting from the two methods. Clearly, the recursive algorithm is preferable due to its significantly lower complexity.

Figures 4 and 5 show the statistics for the SA algorithm with the FA temperature cooling schedule. As explained in

| \( N \) | \( \kappa_4 \) | \( \kappa_3 \) | \( \kappa_2 \) | \( \kappa_1 \) | \( (E_b/N_0)_{sys} \) |
|---|---|---|---|---|---|
| 2 | - | - | 0.24 | 0 | -1.42 dB |
| 3 | - | 0.54 | 0.23 | 0 | -3.06 dB |
| 4 | 0.76 | 0.59 | 0.22 | 0 | -4.07 dB |
Section 6.1, mutations occur with 100% probability at the start and then their frequency decreases with every iteration. Similarly, energy updates are more frequent at the start. Once the system finds the minimum energy solution, no more updates occur in spite of the occurrence of muting. It should be noted that statistics can differ a bit for different cooling schedules (like BA) and different configuration schedules, but the final results remain unaffected.

Figure 6 demonstrates the average system energy for a delay limited system. As the deadline of transmission for the packets increases, the average system energy decreases. Obviously, a trade-off between delay tolerance and energy consumption occurs which is more noticeable at smaller spectral efficiencies. Moreover, savings in system energy are more pronounced when $N$ varies from 1 to 2 as compared to the case when $N$ varies from 4 to 5. This effect is similar to time diversity where performance improvement is more pronounced at the addition of a few initial degrees of diversity.

Figure 7 demonstrates the effect of frequency diversity on the proposed scheduler for $N = 2$. A unique set of thresholds need to be optimized for a specific number of channels as optimal thresholds change with the number of channels. As explained in the system model, a user selects his best channel as a candidate for transmission and makes scheduling decisions by comparing the best channel with the thresholds. If there are more channels available for selection, the best channel (maximum value) improves with the number of the channels which in turn helps to reduce energy expenditure for the user. Thus, the number of channels provides an additional degree of freedom to further improve the energy consumption of the system.

Figure 8 shows the effect of finite number of users on the scheduler for a system with $M = 10$ for both constant and random arrivals. The results are obtained by varying the number of users in (2) which is a finite user approximation of the asymptotic expression in (7). For the numerical results, 250 simulations with different fading values have been performed for a single path loss. For a fixed number of users and iterations, we compute and compare the variance of the system energy for the cases of constant and random arrivals. We used a Bernoulli random arrival process in this example. The variance of the system energy for both constant and random arrivals decreases as the number of users increases. For the same number of users, the variance for the constant arrival process and the Bernoulli process with arrival probability $P_{\text{arr}} = 0.7$ is much smaller as compared to the variance for the Bernoulli process with arrival probability $P_{\text{arr}} = 0.1$. As the arrival probability decreases, the variance of the system energy with random arrivals decreases slowly with the number of users. This is due to the fact that the system energy converges to its mean value when approximately the same amount of data is scheduled in every time slot.

### Table 2 Recursively computed thresholds

| $N$ | $\kappa_4$ | $\kappa_3$ | $\kappa_2$ | $\kappa_1$ | $(E_b/N_0)_{\text{sys}}$ |
|-----|-------------|-------------|-------------|-------------|---------------------------|
| 2   | -           | -           | 0.24        | 0           | $-1.42 \text{ dB}$       |
| 3   | -           | 0.52        | 0.24        | 0           | $-3.05 \text{ dB}$       |
| 4   | 0.75        | 0.52        | 0.24        | 0           | $-4.08 \text{ dB}$       |
Obviously, a decrease in arrival probability results in a decrease in the amount of scheduled data and requires a larger number of users to compensate for this effect. Figure 9 demonstrates the delay-energy trade-off for a single channel system when the arriving packets have non-identical deadlines. We evaluate the system performance at different spectral efficiencies. As the proportion of the packets with tight deadline constraints increases, the average system energy increases correspondingly as explained in Section 5. This effect is more pronounced at small spectral efficiencies.

We compare our scheduling scheme with the proportional fairness scheduler (PFS) proposed in [2]. PFS does not provide any deadline guarantees. In PFS, the multiuser diversity gain scales with the number of users per channel $K/M$ present in the system while there is no deadline
delay constraint for the buffered packets. In our scheme, the multiuser diversity gain scales with the number of time slots available before reaching the deadline $N$ while the number of users is asymptotically large. We refer to the parameters $K/M$ and $N$ as the degrees of freedom for the respective schemes. For a somehow fair comparison, we compare the two schemes for equal average delay in Figure 10. We use a Poisson arrival process for the evaluation of the delay behavior for both schemes. Figure 10 illustrates the average delay behavior of both schemes. The average delay of both PFS and our scheme scales linearly with increasing $K/M$ and $N$, respectively. However, the average delay grows at a faster rate for PFS as compared to our scheme. Figure 11 compares the spectral efficiency of the two schemes. In general, PFS shows better results as compared to our scheme at small spectral efficiencies for the same degrees of freedom. However, our scheme outperforms PFS at large spectral efficiencies.

![Figure 7 Impact of increase in number of channels on energy efficiency for the scheduling scheme.](image)

![Figure 8 Effect of increase in number of users for the scheduling scheme with $M = 10$.](image)
For example, it beats PFS at $C = 2.3$ bits/s/Hz when the respective number of degrees of freedom equals 5. Furthermore, a comparison of the two schemes at the same average delay reveals further drawbacks of PFS. For example, we compare the two schemes for $M = 10$ and average delay of 2.5 time slots. PFS achieves this average delay at $K/M = 2$ ($K = 20$) while our scheme requires a deadline of $N = 5$ time slots as shown in Figure 10. A comparison of PFS with $K/M = 2$ to our scheme with $N = 5$ in Figure 11 shows that our scheme is able to beat PFS at even lower spectral efficiencies (1.5 bits/s/Hz as compared to 2.3 bits/s/Hz for equal degrees of freedom). At low spectral efficiency, PFS achieves better multiuser diversity gain as compared to delay-limited schemes and the cost of imposing delay constraint is high [1]. Thus, our scheme is more energy efficient than PFS at high spectral efficiencies.
while it also provides better average delay performance at the same degrees of freedom.

9 Conclusion

We have proposed an energy efficient opportunistic multiuser scheduling scheme in the presence of a hard deadline delay constraint for the individual packets. The proposed scheme schedules the data depending on the instantaneous short-term fading and transmission deadline of the packets and exploits good channel conditions to make the system energy efficient. The many-user analysis and MDP modeling of the proposed scheme is the major contribution of this work. The many-user model helps to compute solution for the case of convex rate-power curve. Our system modeling ensures that the multiuser scheduling can be broken into a packet-based scheduling problem in the many-user limit. Though threshold optimization for the packet transmission is not a convex optimization problem, it can be solved within small margins of optimality with quite low complexity. We show that random arrivals can be modeled as constant arrivals with random size in the many-user limit and the scheduling decisions are independent of the deadline distribution of the arriving packets. The numerical results demonstrate that the many-user considerations are applicable for a reasonable network size of a few hundred users. The hard deadline can be used as a tuning parameter by the system designer to control the trade-off between the energy efficiency of the system and the maximum latency tolerated by the application.

Appendix

In this work, the channel model of [1] is used. Signal propagation is characterized by a distance-dependent path loss factor and a frequency-selective short-term fading that depend on the scattering environment around the user terminal. As described in Section 2, these two effects are taken into account by letting $g_k^m = s_k f_k^m$, where $s_k$ denotes the path loss of user $k$ and $f_k^m$ is the short-term fading of user $k$ in channel $m$.

As in [1], we assume that users are uniformly distributed in a geographical area but for a forbidden circular region of radius $\delta$ centered around the base station where $0 < \delta \leq 1$ is a fixed system constant. Using this model, the cdf of path loss is given by

$$P_s(x) = \begin{cases} 0 & x < 1 \\ 1 - \frac{x^{-2/\alpha - \delta^2}}{1 - \delta^2} & 1 \leq x < \delta^{-\alpha} \\ x \geq \delta^{-\alpha} \end{cases} \quad (28)$$

where the path loss at the cell border is normalized to one. Frequency-selective short-term block fading is modeled by $M$ parallel channel which are i.i.d. For a Rayleigh channel, the distribution of $f = \max(f_1, \ldots, f^M)$ is given by

$$P_f(y) = (1 - e^{-\gamma})^M \quad (29)$$

$P_g(x)$ is defined as the cdf of the random variable $g = \max(g_1, \ldots, g^M) = s \max(f_1, \ldots, f^M)$. As path loss and
Rayleigh fading are statistically independent, the CDF of the channel gain is given by

$$P_{g|d=1}(x) = \int P_s(x/y) \, dP_{f|d=1}(y). \quad (30)$$

Using the path loss distribution in (28), (30) is computed as follows:

$$P_{g|d=1}(x) = \int_{0}^{x} P_{f|d=1}(y) \, dy + \int_{x}^{\infty} P_s(x/y) \, dP_{f|d=1}(y) \quad (31)$$

$$= P_{f|d=1}(x^{\delta_0}) + \int_{x^{\delta_0}}^{\infty} \left( 1 - \frac{(y/x)^{2/\alpha} - \delta^2}{1 - \delta^2} \right) \, dP_{f|d=1}(y) \quad (32)$$

$$= P_{f|d=1}(x) - \int_{x^{\delta_0}}^{\infty} \frac{(y/x)^{2/\alpha} - \delta^2}{1 - \delta^2} \, dP_{f|d=1}(y). \quad (33)$$

Changing variables and integrating by parts yields,

$$P_{g|d=1}(x) = P_{f|d=1}(x) - \frac{\alpha}{2} \int_{x^{2/\alpha,\delta}}^{\infty} \frac{yx^{-2/\alpha} - \delta^2}{1 - \delta^2} \, dy \quad (34)$$

$$= \frac{x^{-2/\alpha}}{1 - \delta^2} \int_{x^{2/\alpha,\delta}}^{\infty} P_{f|d=1}(y^{\alpha/2}) \, dy. \quad (35)$$

For $\alpha = 2$, (35) can be written in closed form. Using (25) and the Rayleigh fading model (29), (35) becomes

$$P_{g|d=1}(x) = \left( 1 + \sum_{i=0}^{N} \pi_i \left( 1 - e^{-\kappa_i} \right)^M \right)^{-1} \\times \frac{x(1 - \delta^2)}{\max[x, \kappa]} \int_{\max[x, \kappa]}^{\infty} (1 - e^{-y})^M \, dy.$$ 

Following ([1], App. A), the closed form expression is given by

$$P_{g|d=1}(x) = \left( 1 + \sum_{i=0}^{N} \pi_i \left( 1 - e^{-\kappa_i} \right)^M \right)^{-1} \\times \sum_{i=0}^{N} \pi_i \left[ \max[x, \kappa_i] - \max[x^{\delta, \kappa_i}] \right] (1 - e^{-\kappa_i})^M$$

$$+ \sum_{m=1}^{M} \frac{1}{M!} \left[ 1 - e^{-\max[x, \kappa]} \right]^m - \left[ 1 - e^{-\max[x^{\delta, \kappa}]} \right]^m.$$ 

Endnotes

a The dropping probability is defined as the probability that a packet cannot meet the deadline and dropped eventually after buffering for the time slots equal to deadline.

b The problem of error propagation in successive decoding can easily be overcome by means of iterative (soft) multiuser decoding [20].

It should be noted that it may not be feasible to achieve deadline guarantee for every packet, e.g. due to shadowing or power limitation. The scheme can easily be extended to packet dropping scenario with non-zero dropping probability [25], but avoided here to focus on the main topic.

d It should be noted that computation of steady-state probabilities in a MDP requires solution of state equations with the condition $\sum_i \pi_i = 1$. Thanks to the tree structure of state diagram, we are able to compute the limiting probabilities in closed form via (17).

d The state in SA refers to the configuration of the system, i.e. the current transmission thresholds. It has no relation with the state of the Markov process given by the buffering time of the packet.

Please note that optimization can also be performed for optimal $\alpha$ as in Section 6.1 and computing optimal thresholds from $\alpha^*$. 
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