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Abstract—Deep neural networks are easily attacked by imperceptible perturbation. Presently, adversarial training (AT) is the most effective method to enhance the robustness of the model against adversarial examples. However, because adversarial training solved a min-max value problem, in comparison with natural training, the robustness and generalization are contradictory, i.e., the robustness improvement of the model will decrease the generalization of the model. To address this issue, in this paper, a new concept, namely confidence threshold (CT), is introduced and the reducing of the confidence threshold, known as confidence threshold reduction (CTR), is proven to improve both the generalization and robustness of the model. Specifically, to reduce the CT for natural training (i.e., for natural training with CTR), we propose a mask-guided divergence loss function (MDL) consisting of a cross-entropy loss term and an orthogonal term. The empirical and theoretical analysis demonstrates that the MDL loss improves the robustness and generalization of the model simultaneously for natural training. However, the model robustness improvement of natural training with CTR is not comparable to that of adversarial training. Therefore, for adversarial training, we propose a standard deviation loss function (STD), which minimizes the difference in the probabilities of the wrong categories, to reduce the CT by being integrated into the loss function of adversarial training. The empirical and theoretical analysis demonstrates that the STD based loss function can further improve the robustness of the adversarially trained model on basis of guaranteeing the changeless or slight improvement of the natural accuracy.

Index Terms—Generalization and robustness, confidence threshold reduction, mask-guided divergence loss, standard deviation loss, adversarial examples, deep neural network.

1 INTRODUCTION

Deep learning has penetrated various daily applications, and how to improve the performance of the deep neural network (DNN) has received wide attentions. Due to the existence of overfitting, the DNN does not realize its full potential. In addition, the imperceptible perturbations [1], [2], [3], [4], [5], [6], [7], [8], [9] lead the misclassification of the DNN, resulting in a significant reduction on classification accuracy. Therefore, increasing both the generalization and robustness of the DNN still needs to be further investigated.

To improve the generalization of the DNN avoiding overfitting, dropout [10] was proposed to prevent co-adaptation of feature detectors by omitting a part of neurons with a fixed probability. Subsequently, many variants of dropout gradually have been developed. For example, dropconnect [11] improves the generalization of neural networks by omitting links between neurons of adjacent layers, and dropblock [12] omits regions in the convolutional layer of the DNN. Multi-sample dropout [13] was proposed to accelerate training and obtain better generalization, which drops out the feature layer in the DNN multiple times and calculates the average loss in every feedforward and backward training step. Disout [14] was proposed to replace with dropout, which introduces feature map distortion to reduce the Rademacher complexity of the DNN for improving generalization. In addition, Srivastava et al. [15] and Konda et al. [16] explained that dropout can improve the generalization of the DNN through ensemble model and data augmentation. However, these regularization methods cannot guarantee the robustness of the DNN.

To enhance the robustness of the DNN in resisting adversarial attacks, adversarial training [2] has been developed as the most effective defense method. Adversarial training methods can be divided into two categories based on the purpose: the only robustness improvement of the DNN and the trade-off between the robust accuracy and natural accuracy. The former includes Madry adversarial training (Madry-AT) [2], Free adversarial training (Free-AT) [17] and Fast adversarial training (Fast-AT) [18]. Madry-AT first summarized the adversarial training methods as the min-max value formulation. Free-AT [17] was proposed to eliminate the overhead cost of generating adversarial examples by recycling the gradient information computed. Fast-AT [18] is a much weaker and cheaper adversary without more costly to natural training. The later includes the trade-off between robustness and accuracy (TRADES) [19] and its variants, i.e., adversarial training with transferable adversarial examples (ATTA) [20] and friendly adversarial training (FAT) [21]. TRADES [19] was a new defense algorithm to identify a trade-off between robustness and accuracy. ATTA [20] improves the training efficiency by accumulating adversarial perturbations through epochs. FAT [21] was proposed to minimize the loss by using the least adversarial data that are confidently misclassified. However, in comparison
with natural training, all adversarial training methods will greatly reduce the natural accuracy because the robustness and generalization are contradictory in the min-max value problem.

According to the existing efforts mentioned above, we conclude two issues: i) the regularization methods cannot enhance the robustness of the model, and ii) the adversarial training methods will decrease the generalization of the model. To address these two issues, we propose the mask-guided divergence loss function (MDL) for natural training and the standard deviation loss function (STD) for adversarial training, respectively, to improve both the robustness and generalization of DNN simultaneously.

The contributions of our paper can be summarized as follows:

First, the new concept of confidence threshold (CT) is introduced in our paper. Through reducing of the CT (known as confidence threshold reduction, CTR), the issues that the regularization methods cannot improve the robustness of the model, as well as the adversarial training methods may greatly reduce the generalization of the model, can be mitigated, and thus both the robustness and generalization of DNN is proven to be enhanced simultaneously.

Second, to reduce the CT for natural training, we propose the mask-guided divergence loss function (MDL), which consists of the cross-entropy loss term and the orthogonal term. The theoretical analysis demonstrates that the MDL loss can reduce the CT. Additionally, the experimental analysis demonstrates that the MDL loss can enhance both the generalization and robustness of the model simultaneously on two deep neural networks, four datasets, six adversarial attack algorithms and nine regularization methods.

Third, because the model robustness improvement of natural training with CTR is not comparable to that of adversarial training, we apply CTR into adversarial training to further improve the robustness of the adversarially trained model while keeping the generalization unchanged or improved. To reduce the CT for adversarial training, the standard deviation loss function (STD) is proposed to be integrated into the loss function of adversarial training to minimize the difference in the probabilities of the wrong categories. The theoretical analysis demonstrates that, with STD loss, the confidence threshold (CT) can be reduced in adversarial training, and the generated adversarial examples with the variants of the STD loss are more effective than those without the STD loss. Additionally, the experimental analysis demonstrates that, the STD loss can assist in further improving the robustness of the adversarially trained model on the basis of guaranteeing the changeless or slight improvement of generalization of the model on a deep neural network, a dataset, four adversarial training methods and eleven adversarial attack algorithms.

Lastly, three STD loss based adversarial attack algorithms, namely the STD loss based fast gradient sign method (S-FGSM), project gradient descent (S-PGD) and automatic projected gradient descent (S-APGD), respectively, are proposed to replace the cross-entropy (CE) loss in fast gradient sign method (FGSM), projected gradient descent (PGD) and Automatic PGD (APGD) with the STD loss. Through the theoretical and experimental analysis, the results show that the generated adversarial examples with the STD loss are more effective than the CE loss, and the attack success rates of S-FGSM, S-PGD and S-APGD are higher than that of FGSM, PGD and APGD, respectively, on both the naturally trained model and the adversarially trained model.

The rest of this paper is organized as follows. In Section 2, we briefly introduce multi-sample dropout [13] and several adversarial training methods, which are used in our method. Section 3 explains two motivations of our paper. According to the two motivations of Section 3, Section 4 proposes the mask guided divergence loss (MDL) for natural training, the standard deviation loss (STD) for adversarial training and three the STD loss based adversarial attacks, respectively. Section 5 evaluates the proposed methods on several benchmark datasets. Section 6 conducts the related work and Section 7 concludes the whole paper.

2 Preliminaries

In this section, the multi-sample dropout [13] and several adversarial training (AT) methods are briefly introduced, which are helpful to understand our methods in Section 4 and are regarded as the baselines in Section 5. In addition, A proposition [22] is introduced to analyze our methods in Section 4.

2.1 Multi-Sample Dropout

In multi-sample dropout [13], the last feature layer in the DNN dropouts multiple times in each feedforward, and the average loss is calculated by all outputs. Then a feedback is used to update the parameters of the DNN, which are equivalent to training multiple sub-DNNs in each training step of the DNN where the sub-DNN is the remaining part of the DNN after dropout. Generally, in the DNN with dropout, only one sub-DNN is trained in each training step. Therefore, in the same training time, multi-sample dropout can make the DNN converge faster and achieve better and higher generalization performance than dropout.

2.2 Adversarial Training Methods

Madry-AT [2] is the first projected gradient descent (PGD) attack based adversarial training method, which generates adversarial examples by PGD-7 as the training dataset where PGD-7 denotes running the PGD attack with 7 steps. Madry et al. [2] first summarize the adversarial training methods as the min-max value formulation, i.e.,

\[
\min_{f \in H} E_{(x, y) \sim D} \left[ \max_{\delta \in B} L_{CE} (f (x + \delta), y) \right] 
\]

where \( H \) is the hypothesis space, \( D \) is the distribution of the training dataset, \( L_{CE} \) is the cross-entropy loss function, and \( B \) is the allowed perturbation space that is usually selected as an L-\( p \) norm ball around \( x \). Specifically, the min-max value formulation can be decomposed into training objective \( L_{CE} (f (x^*), y) \) and adversarial objective \( L_{CE} (f (x'), y) \) where \( x^* \) is the generated adversarial example and \( x' \) is the immature adversarial example. The adversarial examples are generated by maximizing the adversarial objective. Then, the model is trained by the generated adversarial examples to minimize the training objective.
Free-AT [17] and Fast-AT [18] are the accelerated versions of adversarial training. To accelerate convergence, Free-AT [17] improves Madry-AT [2] by reusing feedback gradients. Fast-AT [18] has proved that the adversarial examples generated by FGSM, known as a single step attack, can be used effectively for adversarial training with greatly reducing the training time.

TRADES [19] trained a DNN model with both natural and adversarial examples to trade-off natural and robust errors. The min-max value formulation is changed as follows:

$$
\min_{f \in \mathcal{H}(x,y)} \mathbb{E}_{(x,y) \sim D} \left[ L_{CE}(f(x), y) + \beta \cdot \max_{\delta \in B} L_{KL}(f(x + \delta), f(x)) \right]
$$

where $L_{KL}$ is the Kullback-Leibler divergence loss, $\beta$ is a regularization parameter that controls the trade-off between the natural and robust accuracies. When $\beta$ increases, the natural accuracy decreases and the robust accuracy increases, and vice versa. Specifically, the adversarial objective is $L_{KL}(f(x'), f(x))$ and the training objective is $L_{CE}(f(x), y) + \beta \cdot L_{KL}(f(x'), f(x))$.

### Proposition

The proposition [22] found that the adversarial examples generated with the gradient attack methods prefer to be classified as the wrong categories with higher probability. Meanwhile, the higher the probability of the wrong category, the greater the weight of the adversarial examples classified as the wrong category.

### 3 Motivations

#### 3.1 Motivation I: Enhancing the Diversity of the Ensemble Sub-DNN

Deep neural network (DNN) with dropout can be regarded as an ensemble model consisting of lots of sub-DNNs [15] (i.e., an ensemble sub-DNN where the sub-DNN is the remaining part of the DNN after dropout), and through increasing the diversity of the ensemble sub-DNN, the generalization and robustness of the DNN can be effectively improved.

#### 3.2 Motivation II: Introducing of Confidence Threshold Reduction

**Definition 3.1** (Confidence threshold $\hat{p}$). When the predicted probability of the correct category is greater than $\hat{p}$, the input almost be classified correctly. However, when the predicted probability of the correct category is less than or equal to $\hat{p}$, the input may be classified correctly or incorrectly. Therefore, the confidence threshold (CT) of the classifier is $\hat{p}$.

For example, the confidence threshold of the most known classifiers at present is $\hat{p} = 0.5$. When $p_{y_c} > 0.5$, the input almost be classified correctly where $p_{y_c}$ is the predicted probability of the correct category $y_c$. When $p_{y_c} \leq 0.5$, the input may be classified correctly or incorrectly.

**Proposition 3.1.** The confidence threshold reduction (i.e., reducing the CT) can improve the generalization of the model.

**Proof.** On the basis of ensuring the correct classification of the inputs whose original probability of the correct category is greater than 0.5, reducing the confidence threshold $\hat{p}$ (i.e., $\hat{p} < 0.5$) can make more inputs whose predicted probability is in the range $(\hat{p}, 0.5)$ correct. Therefore, the generalization of the model is improved.

**Proposition 3.2.** The confidence threshold reduction can enhance the robustness of the model.

**Proof.** Similarly, on the basis of ensuring the correct classification of the inputs whose original probability of the correct category is greater than 0.5, in comparison with $\hat{p} = 0.5$, after reducing the confidence $\hat{p}$, a stronger attack is required to reduce the predicted probability of the correct category until $p_{y_c} \leq \hat{p} < 0.5$. Therefore, the robustness of the model is improved.

Overall, according to Propositions 3.1 and 3.2, the confidence threshold reduction jointed into the original training can improve the generalization and robustness of the model simultaneously.

### 4 Methodology

In this section, the confidence threshold reduction (CTR) applied in natural training and adversarial training is described in details, respectively, in which the mask-guided divergence loss (MDL) is proposed for natural training and the standard deviation loss (STD) is proposed for adversarial training. Finally, three STD loss based attack methods are introduced.

#### 4.1 Natural Training with Confidence Threshold Reduction

We first propose mask-guided divergence loss function (MDL), which is inspired by motivation I (i.e., enhancing the diversity of the ensemble sub-DNN). Then, the theoretical analysis demonstrates that the MDL loss can satisfy the requirement of motivation II (i.e., reducing the CT).

##### 4.1.1 Mask-Guided Divergence Loss (MDL)

In this section, the proposed mask-guided divergence loss function is described in detail. The basic idea is that because the DNN with dropout can be regarded as an ensemble sub-DNN, the generalization and robustness of the DNN can be improved by increasing the diversity of the ensemble sub-DNN. However, to increase the diversity of the ensemble sub-DNN, two problems should be solved: i) each training step of the DNN with dropout, only one sub-DNN updates the parameters, which can not actively enhance the diversity of the ensemble sub-DNN, and ii) how to define the diversity among sub-DNNs.

To actively enhance the diversity of the ensemble sub-DNN (i.e., problem i), multi-sample dropout [13] can be used to dropout the last feature layers multiple times in each training step, and then the outputs of multiple sub-DNNs are jointly calculated to increase the diversity among sub-DNNs.

To define the diversity among sub-DNNs (i.e., problem ii), the following statement can be devoted. The output of the last convolutional layer is input to dropout two times. After going through all fully connected layers and softmax, two classification results can be obtained, i.e., the outputs...
of the two sub-DNNs. Then, the mark is concluded by the correct predicted probabilities of the two sub-DNNs, and the diversity is concluded with considering the wrong category predicted vectors of the two sub-DNNs, where the mask and diversity constitute the orthogonal term in the proposed mask-guided divergence loss (MDL).

Assuming that the wrong category predicted vectors for the input \((x, y_x)\) that are output by the first and second sub-DNNs are denoted as \(\hat{P}^1_x = P^1_x \setminus y_x\) and \(\hat{P}^2_x = P^2_x \setminus y_x\), respectively, where \(P^i_x\) and \(\hat{P}^i_x\) are the predicted probability vectors of the first sub-DNN and the second sub-DNN, respectively. \(\setminus y_x\) denotes removing the correct probability from the predicted probability vector. Here, cosine similarity can be involved to define the diversity among sub-DNNs: the cosine similarity based diversity \(D_1(P^1_x, P^2_x)\) can be represented as

\[
D_1(P^1_x, P^2_x) = \frac{\hat{P}^1_x \cdot \hat{P}^2_x}{||\hat{P}^1_x||_2 ||\hat{P}^2_x||_2}
\]

where \(|| \cdot ||_2\) is l2 norm. The smaller \(D_1(P^1_x, P^2_x)\), the greater the diversity.

Generally, if there are \(K\) sub-DNNs in one training step, the calculation formula of the orthogonal term with the cosine similarity based diversity in the mask-guided divergence loss can be represented as

\[
O(P^i_x, P^j_x, \ldots, P^K_x | \eta) = \xi(P_x | \eta) \sum^{K}_{i=1} \sum^{K}_{j=i+1} D_1(P^i_x, P^j_x)
\]

where \(P^i_x\) denotes the predicted probability vector of the \(i^{th}\) sub-DNN, the mask \(\xi(P_x | \eta)\) ensures that a certain percentage of the inputs (denoted as \(\eta\%\)) with high correct predicted probabilities in each batch size of training inputs participate in the calculation of the orthogonal term, which can be represented as

\[
\xi(P_x | \eta) = \begin{cases} 
1, & - \log (p^y_x) \leq T \\
0, & - \log (p^y_x) > T
\end{cases}
\]

where \(P_x\) is the average predicted probability vector of the \(K\) sub-DNNs in the training process, \(p^y_x\) is a element in \(P_x\) and represents the predicted probability of the category \(y_x\). \(T\) is \(\eta\) percentile of the set \(\{- \log (p^y_{x_1}), - \log (p^y_{x_2}), \ldots, - \log (p^y_{x_B})\}\) where \(B\) is the batch size in training, and \(x_i\) is an input in the batch size of the training inputs. Note that, the effect of the mask is to avoid overfitting because the existence of inputs that are difficult to learn in the training set can make the learned diversity have a more complex expression.

Finally, for the input \((x, y_x)\), the mask-guided divergence loss consists of the average cross-entropy loss of \(K\) sub-DNNs (i.e., the cross-entropy loss term) and the orthogonal term, which can be represented as

\[
L_{MDL}(f(x), y_x | K, \rho, \eta) = \frac{1}{K} \sum_{i \in K} L^{CE}_{i}(f(x), y_x) + \frac{\rho}{K(K-1)} O(P^1_x, P^2_x, \ldots, P^K_x | \eta)
\]

where \(L^{CE}_{i}(f(x), y_x)\) is the cross-entropy loss of the \(i^{th}\) sub-DNN, and \(\rho\) is a weight coefficient. The smaller \(1/K(K-1)\) is in the orthogonal term of Eq.4, the smaller the value of the orthogonal term in the range \([0, 1]\).

### 4.1.2 Theoretical Analysis

In this section, we will prove why the MDL loss can improve the generalization and robustness of the DNN. For an input image \(x\), the correct category \(y_x\) is assumed as the \(C\)-th category where \(C\) is the number of categories, and the wrong category predicted vector of the \(i\)-th sub-DNN is \([p^1_x, p^2_x, \ldots, p^K_x(C-1)]\) where \(p^c_x\) denotes the predicted probability of the category \(c\) of the \(i\)-th sub-DNN for the input \(x\).

**Theorem 4.1.** When the MDL loss function converges \(L_{MDL} \to 0\), the diversity of all sub-DNNs (assume \(N\) sub-DNNs) is maximized. Therefore, for the input image \(s\), each axis is paralleled by \(\frac{N}{C-1}\) sub-DNNs’ wrong categories predicted vectors where \(C\) is the number of the category.

Proof. Theorem 4.1 can be simplified as: the scheme of minimizing the sum of cosine values between \(N\) number of \((C-1)\)-dimensional vectors is that each axis is paralleled by \(\frac{N}{C-1}\) vectors.

First, there are only 0 and \(\pm \frac{\pi}{2}\) angles between the vectors, because the existence of the acute angle will increase the sum of cosine values. For example, when \(a_1\) number of 0 and \(a_2\) number of \(\pm \frac{\pi}{2}\) angles are adjusted to \(a_1 + a_2\) acute angles \(\theta^{a_1}, \theta^{a_2}, \ldots, \theta^{a_1+a_2}\), the minimum sum of cosine values can be represented as

\[
\min_{\theta^{a_1}, \theta^{a_2}, \ldots, \theta^{a_1+a_2}} \cos \theta^{a_1} + \cos \theta^{a_2} + \cdots + \cos \theta^{a_1+a_2} > a_1
\]

\[
\quad \quad \text{s.t.} \{ \theta^{a_1} + \theta^{a_2} + \cdots + \theta^{a_1+a_2} = \frac{2\pi}{2}, \forall 1 \leq i \leq a_1 + a_2, 0 < \theta^{a_1} < \frac{\pi}{2} \}
\]

where \(a_1 = 1\) if \(a_2\) is an odd number, the sum of cosine values can be proven to be larger than 1, i.e.,

\[
\cos \theta^{a_1} + \cos \theta^{a_2} + \cdots + \cos \theta^{a_1+a_2} > a_1 + a_2 + \cos \theta^{a_1+a_2} > a_1
\]

if \(a_2\) is an even number,

\[
\cos \theta^{a_1} + \cos \theta^{a_2} + \cdots + \cos \theta^{a_1+a_2} > a_1 + a_2 - \cos \theta^{a_1} + \cos \theta^{a_1+a_2} > a_1 + a_2 + \cos \theta^{a_1+a_2} > a_1
\]
where Eq. 8 and Eq. 9 can be obtained by the undetermined coefficient method. Therefore, when \( a_1 = 1 \), Eq. 7 is satisfied. Assuming \( a_1 = k \), Eq. 7 is also satisfied, i.e.,

\[
\cos \theta_1^k + \cos \theta_2^k + \cdots + \cos \theta_{k+2}^k > k
\]  

(10)

When \( a_1 = k + 1 \), the sum of cosines can be proven to be larger than \( k + 1 \), i.e.,

\[
\begin{align*}
\cos \theta_1^{k+1} + \cos \theta_2^{k+1} + \cdots + \cos \theta_{k+2}^{k+1} &= \cos \theta_1^{k} + \cos \theta_2^{k} + \cdots + \cos \theta_{k+2}^{k} + 1 + \\
(
\cos \theta_1^{k+1} - \cos \theta_1^{k}) + (\cos \theta_2^{k+1} - \cos \theta_2^{k}) + \cdots + \\
(\cos \theta_{k+2}^{k+1} - \cos \theta_{k+2}^{k}) + (\cos \theta_{k+3}^{k+1} - \cos \theta_{k+3}^{k}) + \cdots + \\
\theta_{k+1}^{k+1} - \theta_{k+2}^{k+1} + \cdots + \theta_{k+2}^{k+1} - \theta_{k+3}^{k+1} &> k + 1
\end{align*}
\]

(11)

Therefore, Eq. 7 is successful.

Second, according to the mean value theorem, when the number of vectors paralleled to each axis is equal to each other, i.e., equal to \( \frac{1}{\sqrt{N}} \), the sum of cosine values will be the smallest. Hence, in summary, the Theorem 3.1 is proved.

According to Theorem 4.1, after the MDL loss converges, for the input image \( x \),

\[
\begin{align*}
0 &\leq p_{ij}^{x} \leq 1 \\
0 &\leq p_{ij}^{x} + p_{i2}^{x} + \cdots + p_{Nj}^{x} \leq \frac{N}{C-1} 
\end{align*}
\]  

(12)

Therefore, the probability of \( j \)-th wrong category predicted by the DNN trained with MDL is

\[
p_{ij}^{x} = \frac{p_{ij}^{x} + p_{i2}^{x} + \cdots + p_{Nj}^{x}}{N} \leq \frac{N}{C-1} = \frac{1}{C-1} 
\]  

(13)

where \( 1 \leq j \leq C-1 \). When \( C \) is greater than \( 2 \), the confidence threshold is reduced to \( \frac{1}{C-1} \) which is less than 0.5. Therefore, the MDL loss can reduce the confidence threshold when the MDL loss converges to 0.

For example, for a 10-category task (e.g., MNIST and CIFAR10), \( p_{ij}^{x} \leq \frac{1}{10} \). Ideally, if \( p_{ij}^{x} \) is greater than \( \frac{1}{10} \), the input image \( x \) can confidently be classified correctly. However, for the DNN trained without MDL, the input image \( x \) can confidently be classified correctly if and only if \( p_{ij}^{C} \) is greater than \( \frac{1}{10} \). Therefore, according to Proposition 3.1, MDL can increase the generalization of the DNN. In the case of being attacked, the greater attack strength is required to make \( p_{ij}^{C} \) less than \( \frac{1}{10} \) by comparing with \( \frac{1}{10} \). Hence, according to Proposition 3.2, the robustness of the DNN is also enhanced.

### 4.2 Adversarial Training with Confidence Threshold Reduction

Due to the underfitting of adversarial training on the natural training inputs, the known adversarial training methods [3], [17], [18], [19], [20], [21] do not use dropout [10] and its variants [11], [12], [13], [14], [15], [16], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31] to improve the generalization of the adversarially trained model. Because the MDL loss needs to be used together with dropout or dropout variants to reduce the CT, the MDL loss cannot be applied to the existing adversarial training methods to further improve the robustness of the model. Therefore, to reduce the CT of the existing adversarial training methods, we propose the standard deviation loss function.

#### 4.2.1 Standard Deviation Loss (STD)

In fact, the confidence threshold reduction can be implemented not only by combining with dropout or dropout variants, but also by reducing the difference in the probability of the wrong categories. In this paper, the standard deviation is used to measure the difference in the probability of the wrong categories, i.e., \( S(f(x)|y_x) \) where \( S(\cdot) \) denotes calculating the standard deviation of the vector, and \( f(x)|y_x \) denotes the wrong categories probability vector. Therefore, to reduce the confidence threshold in adversarial training, the standard deviation loss (STD) is proposed:

\[
L_{STD}(f(x), y_x) = S(f(x)|y_x).
\]  

(14)

Then, the STD loss based cross-entropy loss (SCE) is achieved by applying the STD loss into the cross-entropy loss:

\[
L_{SCE}(f(x), y_x|\gamma) = e^{-L_{STD}(f(x), y_x)} \cdot L_{CE}(f(x), y_x).
\]  

(15)

The STD loss based Kullback-Leibler divergence loss (SKL) is achieved by applying the STD loss into the Kullback-Leibler divergence loss:

\[
L_{SKL}(f(x^*), f(x), y_x|\gamma) = e^{-L_{STD}(f(x), y_x)} \cdot L_{KL}(f(x^*), f(x)).
\]  

(16)

In Eq. [15] and [16] the term \( e^{-L_{STD}(f(x), y_x)} \) is used to reduce the confidence threshold where the parameter \( \gamma \) controls the weight of the term, and the larger the parameter \( \gamma \), the greater the weight. Due to \( e^{-L_{STD}(f(x), y_x)} \geq 1 \), the convergence of \( L_{STD}(f(x), y_x) \) will not influence the convergence of \( L_{CE} \) in \( L_{SCE} \) or \( L_{KL} \) in \( L_{SKL} \) eventually.

Therefore, the optimization formulation obtained by applying the STD loss into Madry-AT [2], Free-AT [17] and Fast-AT [18], which also calls Madry-AT with CTR, Free-AT with CTR and Fast-AT with CTR, respectively, can be represented as

\[
\min_{f \in H_{x,y_x}} \max_{\beta \in \mathcal{B}} L_{SCE}(f(x^\delta), y_x|\beta),
\]

(17)

in which the training objective is \( L_{SCE}(f(x^*), y_x|\gamma) \) and the adversarial objective is \( L_{SCE}(f(x^\delta), y_x|\gamma) \).

Similarly, the optimization formulation by applying the STD loss into TRADES [19], which also calls TRADES with CTR, can be represented as

\[
\min_{f \in H_{x,y_x}} \max_{\beta} L_{SCE}(f(x), y_x|\gamma) + \beta \cdot L_{SKL}(f(x^\delta), f(x), y_x|\gamma),
\]

(18)

in which the training objective is \( L_{SCE}(f(x), y_x) + \beta \cdot L_{SKL}(f(x^*), f(x), y_x|\gamma) \) and the adversarial objective is \( L_{SKL}(f(x^\delta), f(x), y_x|\gamma) \).

Note that because the calculation of the STD loss does not use the predicted probability of the correct category, at the initial training stage, the convergence of the STD function in the SCE loss (or the SKL loss) may lead to the non-convergence of the CE function (or the KL function) in the SCE loss (or the SKL loss). To this end, the gradual warmup strategy [32] can be used at the initial training stage of the DNN with the SCE or SKL loss to solve the challenge of the initial training difficulties. In addition, the
Cyclic learning rate strategy \cite{8} that has the property of the gradual warmup \cite{9} can be used to train the DNN with the SCE or SKL loss as well.

4.2.2 Theoretical Analysis

In this section, we first demonstrate that the convergence of the STD loss can effectively reduce the confidence threshold (i.e., Proposition 4.1). Then, we demonstrate that the generated adversarial examples with the variants of the STD loss for training are more effective than those without the STD loss (i.e., Proposition 4.2 for Madry-AT and Proposition 4.3 for TRADES), which is the another reason why the STD loss can enhance the robustness of the adversarially trained model. Note that the SCE and SKL losses are the variants of the STD loss.

**Proposition 4.1.** In the optimization Eq.\ref{eq:17} and \ref{eq:18} of adversarial training, when the STD loss function converges $L_{STD} \to 0$, the confidence threshold will reduce to $\frac{1}{\ln 2}$ from 0.5.

**Proof.** For an input image $x$, the correct category $y$ is assumed as the $C$-th category where $C$ is the number of the categories (The assumption is used in the proof of Proposition 4.2 and 4.3). When the STD loss converges to 0, the relationship among the predicted probabilities of the wrong categories is that
\[
\begin{align*}
\frac{p_1}{p_2} \approx \frac{p_2}{p_3} \approx \cdots \approx \frac{p_{C-1}}{p_C} \\
p_1 + p_2 + \cdots + p_{C-1} + p_C \leq 1
\end{align*}
\] (19)

where $p_j$ is the probability of $j$-th wrong category predicted by the DNN trained with the STD loss. Therefore, $p_j$ satisfies that
\[
p_j \leq \frac{1}{C-1}
\] (20)

where $1 \leq j \leq C - 1$. When $C$ is greater than 2, the confidence threshold is reduced to $\frac{1}{\ln 2}$ which is less than 0.5. Therefore, the STD loss can reduce the confidence threshold when the STD loss converges to 0. \qed

**Proposition 4.2.** In the training process of Madry-AT, Free-AT and Fast-AT, the generated adversarial examples with the adversarial objective $L_{SCE}(f(x'), y|\gamma)$ for training are more effective than those generated with $L_{CE}(f(x'), y)$.

**Proof.** The adversarial examples are generated by maximizing the adversarial objective. In deep neural networks, the adversarial examples are generated by the gradient attack methods, which make the predicted probability decrease on the correct category and increase on the wrong categories. To compare the effectiveness of the adversarial objectives $L_{SCE}$ and $L_{CE}$ generated adversarial examples, the derivation formulas of $L_{SCE}$ and $L_{CE}$ w.r.t. the input $x$ are needed to be calculated.

The derivation formula of $L_{CE}$ w.r.t. the input $x$ is
\[
\begin{align*}
\frac{\partial L_{CE}}{\partial x} & = \frac{\partial L_{CE}}{\partial p_{C1}} \cdot \frac{\partial p_{C1}}{\partial x} = 0 \cdot \frac{\partial p_{C1}}{\partial x}, c_1 \neq C \tag{21a} \\
\frac{\partial L_{CE}}{\partial x} & = \frac{\partial L_{CE}}{\partial p_{C}} \cdot \frac{\partial p_{C}}{\partial x} = -\ln 2 \frac{\partial p_{C}}{p_{C}} \cdot \frac{\partial p_{C}}{\partial x}, c_1 = C \tag{21b}
\end{align*}
\] where $c_1 \neq C$ denotes selecting a wrong category and $c_1 = C$ denotes selecting the correct category. In Eq.\ref{eq:21a} and \ref{eq:21b} the coefficient of the gradient $\frac{\partial p_{C1}}{\partial x}$ is 0 and the coefficient of the gradient $-\frac{\partial p_{C}}{\partial x}$ is greater than 0, which verify that the purpose of maximizing $L_{CE}$ is to reduce the predicted probability of the correct category.

The derivation formula of $L_{SCE}$ w.r.t. the input $x$ is
\[
\begin{align*}
\frac{\partial L_{SCE}}{\partial x} & = \frac{\partial L_{SCE}}{\partial p_{C1}} \cdot \frac{\partial p_{C1}}{\partial x} = L_{CE} \cdot e^{L_{STD}} \cdot \gamma \\
\left( \frac{L_{STD}}{(c-2)} \cdot (c-1) \right) \cdot \sum_{c=1 \land c \neq c_1}^{C-1} (p_c - p_{c_1}) \frac{\partial p_{c_1}}{\partial x}, c_1 \neq C \tag{22a} \\
\frac{\partial L_{SCE}}{\partial x} & = \frac{\partial L_{SCE}}{\partial p_{C}} \cdot \frac{\partial p_{C}}{\partial x} = -\ln 2 \cdot e^{L_{STD}} \cdot \frac{\partial p_{C}}{p_{C}} \cdot \frac{\partial p_{C}}{\partial x}, c_1 = C \tag{22b}
\end{align*}
\]

where $L_{CE} \cdot e^{L_{STD}} \cdot \gamma \cdot \left( \frac{L_{STD}}{(c-2)} \cdot (c-1) \right)$ is greater than 0, $\sum_{c=1 \land c \neq c_1}^{C-1} (p_c - p_{c_1})$ is greater than 0 when $p_{c_1} > u(f(x)\|y_2)$, $\sum_{c=1 \land c \neq c_1}^{C-1} (p_c - p_{c_1})$ is less than 0 when $p_{c_1} < u(f(x)\|y_2)$, and the greater the probability $p_{c_1}$, the greater the coefficient value of the gradient $\frac{\partial p_{c_1}}{\partial x}$. The coefficient of the gradient $-\frac{\partial p_{C}}{\partial x}$ is greater than 0. Therefore, the purpose of maximizing $L_{SCE}$ is not only to decrease the predicted probability of the correct category, but also to increase the predicted probability of the wrong category $c_1$ where $p_{c_1} > u(f(x)\|y_2)$ and decrease the predicted probability of the wrong category $c_1$ where $p_{c_1} < u(f(x)\|y_2)$. In addition, the greater the probability $p_{c_1}$, the greater the weight of the gradient $\frac{\partial p_{c_1}}{\partial x}$.

Based on the proposition introduced in Section 2.5, in comparison with the loss $L_{CE}$, the loss $L_{SCE}$ can improve the effectiveness of the generated adversarial examples by increasing the weight of the gradient $\frac{\partial p_{C}}{\partial x}$ with higher probability (i.e., $p_{c_1} > u(f(x)\|y_2)$, and the greater the probability $p_{c_1}$, the greater the weight of the gradient $\frac{\partial p_{c_1}}{\partial x}$).

**Proposition 4.3.** In the training process of TRADES, the generated adversarial examples with the adversarial objective $L_{SKL}(f(x'), f(x), y|\gamma)$ for training are more effective than those generated with $L_{KL}(f(x'), f(x))$.

**Proof.** To compare the effectiveness of the adversarial objectives $L_{SKL}$ and $L_{KL}$ generated adversarial examples, the derivation formulas of $L_{SKL}$ and $L_{KL}$ w.r.t. the input $x$ are needed to be calculated.

The derivation formula of $L_{KL}$ w.r.t. the input $x$ is
\[
\begin{align*}
\frac{\partial L_{KL}}{\partial x} & = \frac{\partial L_{KL}}{\partial p_{C1}} \cdot \frac{\partial p_{C1}}{\partial x} = -\ln 2 \cdot \frac{p_0}{p_{C1}} \frac{\partial p_{C1}}{\partial x}, c_1 \neq C \tag{23a} \\
\frac{\partial L_{KL}}{\partial x} & = \frac{\partial L_{KL}}{\partial p_{C}} \cdot \frac{\partial p_{C}}{\partial x} = -\ln 2 \cdot \frac{p_0}{p_{C}} \frac{\partial p_{C}}{\partial x}, c_1 = C \tag{23b}
\end{align*}
\]

where $p_0$ and $p_C$, which are constants, are the initial predicted probability of the initial input $x$. In Eq.\ref{eq:23a} and \ref{eq:23b} the coefficient of the gradient $\frac{\partial p_{C1}}{\partial x}$ is less than 0 and the coefficient of the gradient $-\frac{\partial p_{C}}{\partial x}$ is greater than 0. In general, the size of the coefficient of the gradient $-\frac{\partial p_{C}}{\partial x}$ is much greater...
than that of the gradient \(-\frac{\partial p_{c_1}}{\partial x}\), i.e., \(\ln 2 \cdot \frac{p_{0}}{p_{c_1}} > \frac{\ln 2 \cdot p_{0}^{2}}{p_{c_1}^{2}}\). Therefore, the main purpose of maximizing \(L_{KL}\) is to reduce the predicted probability of the correct category.

The derivation formula of \(L_{SKL}\) w.r.t. the input \(x\) is

\[
\frac{\partial L_{SKL}}{\partial x} = \frac{\partial L_{SKL}}{\partial p_{c_1}} \cdot \frac{\partial p_{c_1}}{\partial x} = e^{L_{STD}} \cdot L_{KL} \cdot \gamma \cdot \left(\frac{(L_{STD})^{-\frac{1}{2}}}{(c-2)(c-1)} \cdot \sum_{c=1 \land c \neq c_1}^{C-1} (p_{c_1} - p_c) \cdot \frac{\partial p_{c_1}}{\partial x} + \frac{\ln 2 \cdot p_{0}}{p_{c_1}} \right) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 \neq C
\]

\[
\frac{\partial L_{SKL}}{\partial x} = \frac{\partial L_{SKL}}{\partial p_{c_1}} \cdot \frac{\partial p_{c_1}}{\partial x} = e^{L_{STD}} \cdot \left(\frac{\ln 2 \cdot p_{0}}{p_{c_1}}\right) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 = C
\]

where \(e^{L_{STD}} \cdot L_{KL} \cdot \gamma \cdot \left(\frac{(L_{STD})^{-\frac{1}{2}}}{(c-2)(c-1)} \cdot \sum_{c=1 \land c \neq c_1}^{C-1} (p_{c_1} - p_c) \cdot \frac{\partial p_{c_1}}{\partial x} + \frac{\ln 2 \cdot p_{0}}{p_{c_1}}\right) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 \neq C\) and \(e^{L_{STD}} \cdot \left(\frac{\ln 2 \cdot p_{0}}{p_{c_1}}\right) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 = C\) are the coefficient of the gradient \(\frac{\partial p_{c_1}}{\partial x}\) in the derivation formula of \(L_{SKL}\) is greater than that in the derivation formula of \(L_{KL}\), i.e.,

\[
q_{c_1} + e^{L_{STD}} \left(\frac{\ln 2 \cdot p_{0}}{p_{c_1}}\right) > \frac{\ln 2 \cdot p_{0}^{2}}{p_{c_1}^{2}}.
\]

\(L_{STD}\) is greater than that of the gradient \(\frac{\partial p_{c_1}}{\partial x}\) with higher probability (i.e., \(p_{c_1} > u(f(x) \mid y_x)\), and the greater the probability \(p_{c_1}\), the greater the weight of the gradient \(\frac{\partial p_{c_1}}{\partial x}\)).

\[\text{Proof.}\] For an input image \(x\), the correct category \(y_x\) is assumed as the \(C\)-th category where \(C\) is the number of the categories. To compare the effectiveness of the adversarial examples generated by \(L_{STD}\) and \(L_{CE}\), the derivation formulas of \(L_{STD}\) and \(L_{CE}\) w.r.t. the input \(x\) are needed to be calculated.

The derivation formula of \(L_{CE}\) w.r.t. the input \(x\) has been calculated in Eq. \(21a\) and \(21b\). The derivation formula of \(L_{STD}\) w.r.t. the input \(x\) is

\[
\frac{\partial L_{STD}}{\partial x} = \frac{\partial L_{STD}}{\partial p_{c_1}} \cdot \frac{\partial p_{c_1}}{\partial x} = \frac{\sum_{c=1}^{C} (u(f(x) \mid y_x) - p_c) \cdot \partial p_{c_1}}{(c-2) \cdot (c-1)} - \frac{1}{2}.
\]

\[
\frac{\partial L_{STD}}{\partial x} = \frac{\partial L_{STD}}{\partial p_{c_1}} \cdot \frac{\partial p_{c_1}}{\partial x} = 0 \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 = C
\]

where \(\left(\frac{(c-2) \cdot (c-1)}{2}\right) \sum_{c=1 \land c \neq c_1}^{C-1} (p_{c_1} - p_c) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 \neq C\) and \(\frac{\sum_{c=1 \land c \neq c_1}^{C-1} (p_{c_1} - p_c) \cdot \frac{\partial p_{c_1}}{\partial x}, c_1 \neq C\) are the coefficient of the gradient \(\frac{\partial p_{c_1}}{\partial x}\) with higher probability (i.e., \(p_{c_1} > u(f(x) \mid y_x)\), and the greater the probability \(p_{c_1}\), the greater the weight of the gradient \(\frac{\partial p_{c_1}}{\partial x}\)).

Based on the proposition introduced in Section 2.3, in comparison with the loss \(L_{KL}\), the loss \(L_{SKL}\) can improve the effectiveness of the generated adversarial examples by increasing the weight of the gradient \(\frac{\partial p_{c_1}}{\partial x}\) with higher probability (i.e., \(p_{c_1} > u(f(x) \mid y_x)\), and the greater the probability \(p_{c_1}\), the greater the weight of the gradient \(\frac{\partial p_{c_1}}{\partial x}\)).

4.3 STD Loss based Adversarial Attacks and Theoretical Analysis

Due to the preference [22] that adversarial examples are preferred to be classified as the wrong category with higher probability, we propose the STD loss based FGSM, PGD and APGD attack methods (i.e., S-FGSM, S-PGD and S-APGD), which replace the CE loss with the STD loss.

In this section, we demonstrate that the STD loss based gradient attack methods are better than the CE loss based gradient attack methods in Proposition 4.4. We also explain that the STD loss based gradient attack methods are better than the SCE loss and the SKL loss based gradient attack methods. In addition, the reason why the STD loss cannot be directly used as the adversarial objective in adversarial training while the SCE and the SKL losses can be used as the adversarial objective in Madry-AT and TRADES with CTR is mentioned as well.

Proposition 4.4. In the gradient attack methods, the adversarial examples generated by \(L_{STD}\) are more effective than those generated by \(L_{CE}\).
model will be at an equilibrium point, rather than partial to one of the minimization and maximization in the minimax problem, resulting in the imbalance. For Madry-AT [2], Free-AT [17] and Fast-AT [18], the function formulation of the adversarial objective is equal to that of the training objective. That is, if the adversarial objective is the STD loss, the training objective is also the STD loss. An extreme case that the model does not learn effective correct category features (i.e., the predicted probability of each category is the same) may occur when the STD loss (i.e., the training objective) converges. Second, to keep the characteristics of the original adversarial training, we only add the STD loss to the original adversarial objective and training objective of Madry-AT [2], Free-AT [17], Fast-AT [18] and TRADES [19] (i.e., the SCE and SKL losses), rather than replace them with the STD loss.

5 EXPERIMENTS

This section evaluates the effectiveness of our CTR on natural training and adversarial training, namely the MDL loss and the STD loss on natural training and adversarial training, respectively. In addition, the effectiveness of the STD loss (and its variants) based gradient attack methods is evaluated as well. The experiments are executed on four NVIDIA V100 GPUs for natural training and four NVIDIA 2080ti GPUs for adversarial training, and the deep learning framework used is PyTorch 3.7. Note that the percentage sign (%) is omitted in the accuracies and attack success rates (ASR) of all evaluation results.

5.1 Natural Training with CTR

The setup is firstly introduced in this section. Then the generalization and robustness evaluations of the MDL loss are analyzed for natural training.

5.1.1 Setup

The effectiveness of the proposed mask-guided divergence loss function is evaluated with MNIST [38], FashionMNIST [39], CIFAR10 [40] and CIFAR100 [40] datasets for natural training, MNISTNet [41], which is a 7-layer network with 4 convolutional layers and 3 fully connected layers, is used to evaluate the generalization and robustness of the MDL on MNIST and FashionMNIST. VGG16 [42] and ResNet50 [43] are used to evaluate the generalization and robustness of the MDL on CIFAR10 and CIFAR100.

All DNNs are trained with a batch size of 128 using stochastic gradient descent (SGD) with 0.9 momentum and 5 · 10⁻⁴ decay rate. In natural training, MNISTNet trains 20 epochs on MNIST and 50 epochs on FashionMNIST, and both VGG16 and ResNet50 train 200 epochs on CIFAR10 and CIFAR100, respectively.

In addition, two popular learning rate schedulers are used: Multistep and Cyclic [33]. For Multistep, the learning rate is initially set as 0.01 and decays at the ⅔ and ⅓ of the total epochs by a factor of 0.1. For Cyclic, the max and min learning rates are set as 0.01 and 0, respectively. The metric of all evaluations is the accuracy (%). In the evaluation of our MDL, the number of sub-DNN K in each training step is set as 4, the dropout rate is 0.5, η choose from \{100, 90, 80, 70\} and the weight coefficient ρ is 1.

**Generalization Evaluation Setup.** The 9 compared methods in the evaluation are consist of 5 model-level methods (i.e., dropout (DO) [10], dropconnect (DC) [11], dropblock (DB) [12], multi-sample dropout (MSD) [13], dropout [14]) and 4 loss-level methods (i.e., label smoothing (LS) [56], focal loss (FL) [34], label relaxation (LR) [35], online label smoothing (OLS) [37]). The training parameters of these compared methods are selected from the original experiment. In addition, the cosine similarity based diversity \(D_1(P_s, P_s^k)\) in Eq. 5 replaces with Pearson correlation coefficient (PCC) based diversity \(D_2(P_s, P_s^k)\), called MDL-PCC:

\[
P_e(P_s^1, P_s^2) = \frac{\sum_{i=1}^{M} (\bar{p}_s^i - u(P_s^1))(\bar{p}_s^i - u(P_s^2))}{\|\bar{P}_s^1 - u(P_s^1)\|_2 \|\bar{P}_s^2 - u(P_s^2)\|_2}
\]

\[
D_2(P_s^1, P_s^2) = \left( P_e(P_s^1, P_s^2) + 1 \right)/2
\]

where \(\bar{p}_s^i\) and \(\bar{p}_s^{2i}\) are the \(i\)th element in \(\bar{P}_s^1\) and \(\bar{P}_s^2\), \(\|\cdot\|_2\) is l2 norm, \(u(\cdot)\) is the average of vector. The smaller \(D_2(P_s^1, P_s^2)\), the greater the diversity.

**Robustness Evaluation Setup.** FGSM [1], PGD [2], APGD [6], CW∞ [3], Square [7] and AutoAttack (AA) [6] with different attack strength, e.g., \(\varepsilon = [1/255, 2/255, \ldots, 8/255, 12/255, 16/255]\) on CIFAR10 and CIFAR100, \(\varepsilon = [0.05, 0.1, \ldots, 0.3, 0.35, 0.4]\) on MNIST and \(\varepsilon = [2/255, 4/255, \ldots, 16/255, 24/255]\) on FashionMNIST, are used to evaluate the robustness of our MDL for natural training. Note that PGD with 40 steps (i.e., PGD-40) on MNIST and PGD with 20 steps (i.e., PGD-20) on FashionMNIST, CIFAR10, and CIFAR100 are used. On CIFAR10, the max iteration and learning rate of CW∞ are 10 and 0.01, respectively, the max number of queries of Square is 5000, the max iteration of APGD is 100, and the version of AutoAttack is standard. The first 2000 inputs of the testset are used as the evaluation set on white-box attacks except for AutoAttack, and the first 1000 inputs of the testset are used as the evaluation set on black-box attacks and AutoAttack.

5.1.2 Generalization Evaluation of MDL

**Comparison among MDL, Dropout, Label Smoothing and their Variants.** Tables 1 and 2 show the accuracies of MDL, MDL-PCC and the other 9 compared regularization methods. In Table 1 the average rank of MDL is the best, and MDL-PCC is the second, which shows that the improved diversity of the DNN can improve the generalization performance, and the cosine similarity based diversity is better than the Pearson correlation coefficient based diversity. As shown in Tables 1 and 2 the improvements of MDL compared with the maximum accuracy of the 9 regularization methods are 0.05%, 0.1%, 0.05%, 0.99%, 1.38% on MNIST, FashionMNIST, CIFAR10 (both VGG16 and ResNet50 of CIFAR10), and CIFAR100 (ResNet50 of CIFAR100) by using the Cyclic scheduler, respectively, and 0.04%, 0.2%, 0.03%, 0.2%, 0.6% on MNIST, FashionMNIST, CIFAR10 (both VGG16 and ResNet50 of CIFAR10), and CIFAR100 (ResNet50 of CIFAR100) by using the Multistep scheduler, respectively. Although OLS has the maximum accuracy on VGG16 of CIFAR100 by using the Cyclic scheduler, the combination of OLS and MDL can improve by...
TABLE 1
Comparison between our method and the state-of-the-art approaches on accuracy (%) and average rank. Note that M, FM, C10 and C100 represent MNIST, FashionMNIST, CIFAR10 and CIFAR100 respectively.

| Methods       | MNISTNet | VGG16 | ResNet50 |
|---------------|----------|-------|----------|
|               | Cyclic   | Multistep | Cyclic   | Multistep | Cyclic   | Multistep | Avg. rank |
| DO [10]       | 99.56   | 93.41 | 99.61 | 93.73 | 93.05 | 70.67 | 93.45 | 72.16 | 92.69 | 70.67 | 94.35 | 76.04 | 4.35 |
| FL [34]       | 99.49   | 93.11 | 99.55 | 93.18 | 93.14 | 71.37 | 92.92 | 71.36 | 91.68 | 69.62 | 92.12 | 74.06 | 6.08 |
| DB [12]       | 99.45   | 92.58 | 99.53 | 93.46 | 93.46 | 71.12 | 93.52 | 71.58 | 92.99 | 66.05 | 94.57 | 75.96 | 5.25 |
| MSD [13]      | 99.55   | 92.89 | 99.58 | 93.36 | 93.31 | 71.39 | 93.59 | 72.17 | 92.74 | 70.44 | 94.66 | 75.42 | 4.0  |
| Disout [14]   | 99.54   | 92.15 | 99.51 | 92.45 | 93.07 | 71.48 | 93.37 | 71.42 | 93.00 | 67.47 | 94.62 | 76.00 | 5.25 |
| LR [35]       | 99.38   | 92.77 | 99.45 | 93.00 | 92.39 | 70.30 | 88.42 | 71.10 | 92.31 | 69.32 | 92.29 | 73.80 | 7.42 |
| MDL (ours)    | 99.61   | 93.53 | 99.65 | 93.95 | 93.51 | 71.99 | 93.67 | 72.59 | 93.99 | 72.05 | 94.69 | 76.75 | 1.17 |
| MDL-PCC (ours)| 99.62   | 93.49 | 99.64 | 93.81 | 93.35 | 71.45 | 92.96 | 72.03 | 93.54 | 71.86 | 94.89 | 76.56 | 2.5  |

TABLE 2
Compatibility verification of our method with dropout variant, label smoothing and its variant on accuracy(%). Note that M, FM, C10 and C100 represent MNIST, Fashion-MNIST, CIFAR10 and CIFAR100 respectively.

| Methods       | MNISTNet | VGG16 | ResNet50 |
|---------------|----------|-------|----------|
|               | Cyclic   | Multistep | Cyclic   | Multistep | Cyclic   | Multistep | Avg. rank |
| DC [11]       | 99.50   | 92.18 | 99.50 | 92.60 | 93.08 | 71.39 | 93.82 | 71.35 | 92.89 | 67.27 | 94.50 | 76.01 |
| DC+MDL (ours) | 99.55   | 92.80 | 99.56 | 93.21 | 93.55 | 71.86 | 93.33 | 72.11 | 94.47 | 72.98 | 94.55 | 77.11 |
| LS [36]       | 99.47   | 93.43 | 99.55 | 93.33 | 93.17 | 72.38 | 93.49 | 72.39 | 92.51 | 69.19 | 93.99 | 76.15 |
| LS+MDL (ours) | 99.48   | 93.55 | 99.55 | 94.05 | 93.37 | 72.41 | 93.42 | 72.46 | 93.36 | 68.34 | 94.58 | 76.05 |
| OLS [37]      | 99.55   | 93.37 | 99.57 | 93.75 | 93.26 | 72.51 | 93.69 | 72.35 | 92.55 | 70.23 | 94.47 | 76.00 |
| OLS+MDL (ours)| 99.52   | 93.53 | 99.58 | 93.88 | 93.34 | 72.91 | 93.44 | 72.72 | 93.42 | 69.29 | 94.63 | 76.42 |

Fig. 1. Relationship between the parameter $\eta$ and accuracy (%). Note that MC, MM, VC, VM, RC and RM represent MNIST-Net with Cyclic and Multistep, VGG16 with Cyclic and Multistep, ResNet50 with Cyclic and Multistep, respectively.

Table 3 shows that the average test accuracy of MDL is better than that of the other 9 regularization methods on FashionMNIST and CIFAR10.

Compatibility between MDL and Other Methods.

TABLE 3
The average accuracy (%) and build time (mins) of three runs. The type of DNN is MNISTNet on FashionMNIST and VGG16 on CIFAR10. The learning rate strategy is Cyclic.

| Methods       | FashionMNIST | CIFAR10 |
|---------------|--------------|---------|
|               | Accs | Time | Accs | Time |
| Dropout [10]  | 93.38+0.13  | 9.11  | 93.16+0.11 | 144 |
| FL [34]       | 93.01+0.13  | 9.7  | 92.85+0.25 | 161 |
| Dropblock [12]| 92.67+0.12  | 9.5  | 93.27+0.17 | 158 |
| MSD [13]      | 92.84+0.08  | 11.4 | 93.18+0.27 | 191 |
| Disout [14]   | 92.02+0.13  | 9.3  | 93.02+0.14 | 159 |
| LR [35]       | 92.88+0.11  | 10.0 | 92.42+0.10 | 163 |
| DC [11]       | 92.01+0.16  | 10.7 | 93.08+0.04 | 144 |
| LS [36]       | 93.43+0.15  | 9.3  | 93.07+0.11 | 159 |
| OLS [37]      | 93.42+0.11  | 9.8  | 93.09+0.28 | 160 |
| MDL (ours)    | 93.51+0.05  | 19.4 | 93.41+0.11 | 193 |

0.4% to OLS. In summary, MDL has the best comprehensive generalization.

The Influence of Random Seed for Test Accuracy.

Table 4 shows that the average test accuracy of MDL is better than that of the other 9 regularization methods on FashionMNIST and CIFAR10.

Compatibility between MDL and Other Methods.
Table 2 shows the generalization improvements of MDL combined with dropout, LS, and OLS on 4 datasets, respectively. For the DNN with dropconnect, MDL can effectively improve the accuracies of the DNNs on 4 datasets and 2 learning schedulers, i.e., 0.05%, 0.62%, 0.47%, 1.58%, 0.47%, and 5.71% on MNIST, FashionMNIST, CIFAR10 (both VGG16 and ResNet50 of CIFAR10) and CIFAR100 (both VGG16 and ResNet50 of CIFAR100) respectively by using the Cyclic scheduler, and 0.06%, 0.61%, 0.05%, 0.56% and 1.1% on MNIST, FashionMNIST, CIFAR10 (ResNet50 of CIFAR10), CIFAR100 (both VGG16 and ResNet50 of CIFAR100) respectively by using the Multistep scheduler, except for the accuracy reduction of 0.19% on VGG16 of CIFAR10 by using the Multistep scheduler. For label smoothing and online label smoothing, MDL can improve the accuracies of the DNNs on MNIST and Fashion-MNIST datasets, and the accuracies of the most DNNs on CIFAR10 and CIFAR100. Therefore, MDL has good compatibility with dropconnect (a variant of dropout) and certain compatibility with label smoothing and online label smoothing (a variant of label smoothing).

Impacts of $\eta$ on Generalization. Fig. 1 shows the impacts of the size of $\eta$ on 4 datasets. As Fig. 4 shows, the parameter $\eta$ has a certain impact on the accuracies of all DNNs on 4 datasets. Generally, when the size of $\eta$ is equal or near to the percentage of the accuracy, the DNN using MDL can obtain the optimal or sub-optimal generalization, which saves the time consumption on adjusting the parameter $\eta$. For example, for MNIST, FashionMNIST, CIFAR10, and CIFAR100, when $\eta$ is set to 100%, 90%, 100%, and 70% near the percentage of the accuracies, respectively (i.e., 99%, 93%, 94%, and 72%), all DNNs can obtain the optimal generalization. Therefore, the optimal generalization of the DNN can be achieved by setting the parameter $\eta$ as the percentage of the accuracy approximately. Note that the initial value of the parameter $\eta$ is set to 100.

The t-SNE Visualization of Features Extracted from the DNNs Trained by Different Methods. To study the influence of MDL on feature extraction, we visualize the model logits of the CIFAR10 test dataset by using t-SNE [14]. Fig. 2(1) and Fig. 2(2) are the t-SNE visualization of VGG16 with Dropout and MDL respectively. Fig. 2(3) and Fig. 2(4) are the t-SNE visualization ResNet50 with Dropout and MDL respectively. In Fig. 2(1) and Fig. 2(3), there are many separate small clusters, which verifies that the DNN with dropout has learned more complex classification bound-
Compatibility between MDL and Dropconnect. To verify that MDL is compatible with dropconnect, the dropout operator in MDL replaces with dropconnect. Fig. 5 evaluated the robustness of the DNN trained by the combination of MDL and dropconnect on 4 datasets. Under FGSM and PGD attacks with any strength, the accuracy of the combination of MDL and dropconnect is significantly greater than that of only dropconnect. Therefore, the combination of MDL and dropconnect does not affect the significant improvement in the robustness of the DNN.

5.1.4 Statistical Analysis of MDL

The Statistical Verification of the Theoretical CT. According to Section 5.1.2, MDL makes more test inputs to be classified correctly. Meanwhile, as shown in Table 4, MDL makes the probability of more wrong categories less than the theoretical CT (i.e., \(\frac{1}{\frac{m}{2}}\)). Therefore, the theoretical analysis of Section 5.1.2 is correct.

The Exploration of Tighter Empirical CT. To explore a CT (i.e., the tighter empirical CT) of MDL may be less than the theoretical CT, as shown in Fig. 6, with the decreasing of the empirical CT from the theoretical CT, i) the number of wrong categories with probability less than the empirical CT decreases slowly; ii) the gap between MDL and the other methods is gradually widened in the number of wrong categories with probability less than the empirical CT. Therefore, a tighter empirical CT exists, and the effectiveness of MDL is empirically verified in reducing the CT.

5.2 Adversarial Training with CTR

In this section, the robustness evaluation of Fast-AT, Free-AT, Madry-AT and TRADES with and without CTR are compared where CTR is implemented by integrating the STD loss into the loss function of original adversarial training. Note that the setup not mentioned in this section is the same as Section 5.1.1.

5.2.1 Setup

The effectiveness of the proposed standard deviation loss function is evaluated with CIFAR10 [40] dataset and ResNet18 [43] for adversarial training. Fast-AT [18], Free-AT [17], Madry-AT [2] and TRADES [19] are selected as the baselines to evaluate the robustness with and without CTR where the purpose of Fast-AT, Free-AT and Madry-AT methods is to improve the only robustness of the DNN while the purpose of TRADES is to achieve the trade-off between the robust and natural accuracies.

Because a large number of epochs leads to the overfitting of Fast-AT [18] without CTR (i.e., losing the robustness), Fast-AT with and without CTR train 50 and 40 epochs, respectively. In Madry-AT [2], the model is basically convergent after 50 epochs of training, and thus Madry-AT with or without CTR trains 50 epochs. Because Free-AT [17] is an accelerated version of Madry-AT, the model is convergent after 50 epochs of training with Free-AT, and thus Free-AT with or without CTR trains 50 epochs. The number of the minibatch replays of Free-AT with or without CTR is set as 8. The TRADES with or without CTR trains 200 epochs, which is the same as the original paper of TRADES [19].

| Dataset | CTR | Acc(rac) | MDL(O(rs) | Dropb ock | FL | MSD | Dropo(t | Diso(t | MDL(O(rs) | Dropb ock | FL | MSD | Dropo(t | Diso(t |
|---------|-----|----------|-----------|-----------|-----------------|-----------------|-----------|-----------|-----------------|-----------|-----------------|-----------|-----------|-----------|-----------|
| CIFAR10 |     |          | 0.60      | 0.65      | 0.70            | 0.75            | 0.80      | 0.85      | 0.90            | 0.95      | 1.00            | 0.95      | 1.00      | 0.95      | 1.00      |
|         |     |          | 0.60      | 0.65      | 0.70            | 0.75            | 0.80      | 0.85      | 0.90            | 0.95      | 1.00            | 0.95      | 1.00      | 0.95      | 1.00      |
|         |     |          | 0.60      | 0.65      | 0.70            | 0.75            | 0.80      | 0.85      | 0.90            | 0.95      | 1.00            | 0.95      | 1.00      | 0.95      | 1.00      |
|         |     |          | 0.60      | 0.65      | 0.70            | 0.75            | 0.80      | 0.85      | 0.90            | 0.95      | 1.00            | 0.95      | 1.00      | 0.95      | 1.00      |

Fig. 4. The accuracy (%) lines of more regularization methods on CIFAR10 under more attacks with different strength, respectively. The type of DNN is VGG16.
Fig. 5. The accuracy (%) lines of DC and the combination of both MDL and DC on 4 datasets under FGSM and PGD attacks with different strength, respectively. The first row of subgraphs are under FGSM attack, the second row are under PGD attack.

Table 5:
The accuracies (%) of TRADES [19] with or without CTR on each attacks. Time denotes build time (mins). Bold indicates higher performance.

| Methods               | $\beta$ | $\gamma$ | Multistep | Cyclic |
|-----------------------|---------|----------|-----------|--------|
|                       |         |          | Natural   | FGSM   | PGD    | AA     | Time   | Natural   | FGSM   | PGD    | AA     | Time   |
| TRADES w/o CTR [19]   | 1       | 0        | 86.67     | 54.5    | 47.65  | 41.9   | 627.9  | 86.23     | 54.7   | 47.4   | 42.9   | 633.8  |
|                       | 1       | 1        | 86.85     | 56.6    | 47.65  | 41.7   | 667.0  | 86.52     | 55.15  | 48.3   | 42.7   | 627.5  |
|                       | 1       | 2        | 87.11     | 55.56   | 47.85  | 42.6   | 646.9  | 87.00     | 55.05  | 46.8   | 41.3   | 646.3  |
|                       | 1       | 3        | 87.89     | 55.97   | 47.9   | 41.3   | 628.5  | 87.48     | 55.3   | 46.7   | 40.1   | 625.6  |
|                       | 1       | 4        | 88.80     | 51.4    | 42.8   | 36.4   | 648.3  | 87.65     | 55.5   | 47.55  | 40.7   | 656.4  |
| TRADES w/ CTR (ours)  | 1       | 5        | 88.27     | 49.95   | 39.3   | 28.8   | 647.2  | 90.02     | 49.3   | 36.65  | 28.8   | 620.2  |
|                       | 2       | 3        | 86.76     | 57.2    | 49.35  | 43.6   | 640.3  | 86.37     | 57.15  | 49.95  | 44.9   | 626.7  |
|                       | 3       | 3        | 86.11     | 58.15   | 51.35  | 44.6   | 649.4  | 85.25     | 58.4   | 51.35  | 45.3   | 623.2  |
|                       | 4       | 3        | 85.91     | 59.65   | 52.75  | 46.1   | 639.8  | 85.08     | 58.15  | 52.65  | 46.0   | 633.1  |
|                       | 5       | 3        | 85.18     | 58.35   | 52.15  | 46.8   | 645.8  | 85.23     | 58.4   | 53.35  | 46.9   | 622.2  |
|                       | 6       | 0        | 81.88     | 58.35   | 54.15  | 47.1   | 626.8  | 82.03     | 57.65  | 52.8   | 48.0   | 626.9  |
| TRADES w/o CTR [19]   | 6       | 1        | 83.52     | 59.3    | 54.2   | 47.5   | 655.6  | 83.23     | 57.1   | 52.45  | 47.7   | 620.9  |
|                       | 6       | 2        | 84.37     | 59.45   | 53.95  | 47.0   | 631.1  | 84.15     | 58.2   | 53.05  | 47.7   | 641.3  |
|                       | 6       | 3        | 84.97     | 58.15   | 52.75  | 47.1   | 651.5  | 84.82     | 58.7   | 52.65  | 48.6   | 626.8  |
| TRADES w/ CTR (ours)  | 6       | 4        | 86.25     | 58.95   | 52.65  | 46.2   | 638.8  | 85.45     | 58.05  | 52.85  | 46.4   | 622.2  |
|                       | 6       | 5        | 86.47     | 57.95   | 51.75  | 45.8   | 644.2  | 85.58     | 59.1   | 52.25  | 46.5   | 645.6  |
|                       | 7       | 1        | 83.15     | 58.2    | 53.45  | 48.1   | 636.7  | 82.80     | 58.05  | 53.5   | 48.6   | 636.0  |
|                       | 8       | 1        | 82.95     | 58.75   | 54.3   | 47.8   | 633.9  | 82.69     | 57.65  | 53.1   | 48.1   | 638.6  |

Fig. 6. The exploration of the tighter empirical CT on FashionMNIST and CIFAR10 test set. The y-axis denotes the number of wrong categories with probability less than the empirical CT of the x-axis.

In addition, for Multistep, due to the initial training difficulties of the SCE and SKL losses, the gradual warmup is applied, i.e., the learning rate is multiplied by the warmup factor $\kappa_i$:

$$\kappa_{i+1} = \kappa_i \ast \left(1 - \frac{i}{I}\right) + \frac{i}{I}, 1 \leq i \leq I$$

$$\kappa_1 = 0.001$$

(29)

where $I$ is the total epochs, $\kappa_i$ is the $i$-th epoch of the warmup factor. For Multistep, the learning rate is initially set to 0.1 on Free-AT and TRADES, 0.2 on Fast-AT and Madry-AT, which decay at the $\frac{3}{4}$ and $\frac{5}{6}$ of the total epochs by a factor of 0.1. For Cyclic, the max and min learning rates are respectively set to 0.2 and 0 on Fast-AT, Madry-AT and TRADES, and 0.1 and 0 on Free-AT. In addition to the attacks in Section 5.1.1, momentum iterative FGSM (MIFGSM) is used to evaluate the robustness of the model. The attack strength of all attacks is $\epsilon = \frac{1}{255}$.

5.2.2 Robustness Evaluation of TRADES w/ or w/o CTR

Comparison of TRADES with and without CTR. As shown in Table 5, in comparison with TRADES without CTR ($\beta=1$) [19], TRADES with CTR ($\beta \geq 1$ and bold in Table 5) can improve the FGSM accuracy by 2.7% to 5.15%.
Cyclic Natural FGSM PGD AA Time
of TRADES with CTR ($\gamma$) accuracy of TRADES without CTR decreases faster than that ter CTR can further improve the robustness of the model. 
CTR on more attacks is shown in Appendix A (available in unchanged. The evaluation of TRADES with and without while keeping the FGSM accuracy and PGD accuracy almost accuracy by 0.4% to 1.0% on Multistep and 0.6% on Cyclic, the AutoAttack accuracy by 1.7% to 4.9% on Multistep and 2.6% to 6% on Multistep and 2.55% to 5.95% on Cyclic, the PGD accuracy by 2.4% to 4.35% on Multistep and 1.3% to 2.5% on Cyclic, the AutoAttack accuracy by 2.1% to 2.2% on Multistep and 0.7% to 1.0% on Cyclic while keeping the comparable or slight decreasing natural accuracy.

In comparison with Free-AT without CTR [17], Free-AT with CTR (bold in Table 3) can improve the FGSM accuracy by 1.6% to 1.95% on Multistep and 4.75% on Cyclic, the PGD accuracy by 2.4% to 4.3% on Multistep and 0.7% to 2.2% on Cyclic, the PGD accuracy by 2.4% to 4.35% on Multistep and 1.3% to 2.5% on Cyclic, the AutoAttack accuracy by 2.1% to 2.2% on Multistep and 0.7% to 1.0% on Cyclic while keeping the comparable natural accuracy.

In comparison with Madry-AT without CTR [2], Madry-AT with CTR (bold in Table 5) can improve the FGSM accuracy by 1.95% on Multistep and 4.75% on Cyclic, the PGD accuracy by 1.27% to 1.64% on Multistep and 0.77% to 2.79% on Cyclic, the AutoAttack accuracy by 0.4% to 1.0% on Multistep and 0.6% on Cyclic while keeping the FGSM accuracy and PGD accuracy almost unchanged. The evaluation of TRADES with and without CTR on more attacks is shown in Appendix A (available in the online supplemental material). Therefore, TRADES with CTR can further improve the robustness of the model.

**Sensitivity of Hyperparameter $\gamma$.** As the hyperparameter $\beta$ increases from 1 to 6, Table 3 shows that the natural accuracy of TRADES without CTR decreases faster than that of TRADES with CTR ($\gamma=3$), i.e. 4.79%>2.92% on Multistep and 4.2%>2.66% on Cyclic. Therefore, in comparison with TRADES without CTR, TRADES with CTR can increase the hyperparameter $\beta$ to improve the robust accuracy while keeping the natural accuracy almost unchanged.

**Sensitivity of Hyperparameter $\text{Method}$**. As the hyperparameter $\gamma$ increases from 1 to 6, TRADES with CTR ($\gamma=6$) [19], TRADES with CTR ($\gamma \geq 6$ and bold in Table 3) can improve the natural accuracy by 1.27% to 1.64% on Multistep and 0.77% to 2.79% on Cyclic, the AutoAttack accuracy by 0.4% to 1.0% on Multistep and 0.6% on Cyclic while keeping the FGSM accuracy and PGD accuracy almost unchanged. The evaluation of TRADES with and without CTR on more attacks is shown in Appendix A (available in the online supplemental material). Therefore, TRADES with CTR can further improve the robustness of the model.

**Comparison of Multistep and Cyclic.** The improvement of the robust accuracy on Cyclic is higher than that on Multistep. The improvement of the natural accuracy on Multistep is higher than that on Cyclic.

In addition, the build time of TRADES with CTR is slightly higher than that without CTR, which is acceptable while being compared with the improvement of robustness. 5.2.3 Robustness Evaluation of Fast-AT, Free-AT and Madry-AT with and without CTR. As shown in Table 6, in comparison with Fast-AT without CTR [18], Fast-AT with CTR (bold in Table 6) can improve the FGSM accuracy by 1.6% to 3.55% on Multistep and 1.45% to 3.55% on Cyclic, the PGD accuracy by 1.5% to 6.6% on Multistep and 2.2% to 7.4% on Cyclic, the AutoAttack accuracy by 1.6% to 1.7% on Multistep and 2.1% to 2.3% on Cyclic while achieving the comparable or slight decreasing natural accuracy.

**Sensitivity of Hyperparameter $\gamma$.** As the hyperparameter $\gamma$ increases from 1 to 5, TRADES with CTR, Table 3 shows that the natural accuracy increases, and the robust accuracy increases first and then decreases. Therefore, choosing an intermediate value for the hyperparameter $\gamma$ will make the comprehensive performance optimal, such as, $\gamma=3$ for $\beta=1$ and $\gamma=1$ for $\beta=6$ on Multistep.

**Comparison of Multistep and Cyclic.** The improvement of the robust accuracy on Cyclic is higher than that on Multistep. The improvement of the natural accuracy on Multistep is higher than that on Cyclic.

In addition, the build time of TRADES with CTR is slightly higher than that without CTR, which is acceptable while being compared with the improvement of robustness.

**Table 6** The accuracies (%) of Fast-AT [18], Free-AT [17] and Madry-AT [2] with or without CTR on each attacks. Time denotes build time (mins). Bold indicates higher performance. Note that due to the overfit of the model, Fast-AT without CTR runs 40 epochs on Multistep.

| Methods                  | $\gamma$ | Epochs | Natural | FGSM | PGD | AA | Time |
|--------------------------|----------|--------|---------|------|-----|----|------|
| Fast-AT w/o CTR [15]     |          |        |         |      |     |    |      |
| Fast-AT w/ CTR (ours)    |          |        |         |      |     |    |      |
| Free-AT w/o CTR [17]     |          |        |         |      |     |    |      |
| Madry-AT w/o CTR [2]     |          |        |         |      |     |    |      |
| Madry-AT w/ CTR (ours)   |          |        |         |      |     |    |      |

Note that due to the slow convergence of adversarial training with CTR, we further explore the robustness of the model by appropriately increasing the training time.

**Comparison of Fast-AT, Free-AT and Madry-AT with and without CTR.** As shown in Table 6, in comparison with Fast-AT without CTR [18], Fast-AT with CTR (bold in Table 6) can improve the FGSM accuracy by 1.6% to 3.55% on Multistep and 1.45% to 3.55% on Cyclic, the PGD accuracy by 1.5% to 6.6% on Multistep and 2.2% to 7.4% on Cyclic, the AutoAttack accuracy by 1.6% to 1.7% on Multistep and 2.1% to 2.3% on Cyclic while achieving the comparable or slight decreasing natural accuracy.

In comparison with Fast-AT without CTR [17], Fast-AT with CTR (bold in Table 6) can improve the FGSM accuracy by 3.0% to 4.3% on Multistep and 0.7% to 2.2% on Cyclic, the PGD accuracy by 2.4% to 4.35% on Multistep and 1.3% to 2.5% on Cyclic, the AutoAttack accuracy by 2.1% to 2.2% on Multistep and 0.7% to 1.0% on Cyclic while keeping the comparable natural accuracy.

In comparison with Madry-AT without CTR [2], Madry-AT with CTR (bold in Table 5) can improve the FGSM accuracy by 1.95% on Multistep and 4.75% on Cyclic, the PGD accuracy by 1.27% to 1.64% on Multistep and 0.77% to 2.79% on Cyclic, the AutoAttack accuracy by 0.4% to 1.0% on Multistep and 0.6% on Cyclic while keeping the comparable natural accuracy.

In comparison with Madry-AT without CTR [2], Madry-AT with CTR (bold in Table 5) can improve the FGSM accuracy by 1.95% on Multistep and 4.75% on Cyclic, the PGD accuracy by 1.27% to 1.64% on Multistep and 0.77% to 2.79% on Cyclic, the AutoAttack accuracy by 0.4% to 1.0% on Multistep and 0.6% on Cyclic while keeping the comparable natural accuracy.
The attack success rates (%) of the different loss functions based gradient attacks on naturally trained and adversarially trained models. Note that NT denotes natural training and TR denotes TRADES.

| Methods | Loss | NT | Fast-AT | Free-AT | Madry-AT | TR |
|---------|------|----|---------|---------|----------|----|
| CE [1]  | 47.45 | 46.05 | 46.05 | 43.9 | 45.5 |
| SCE (ours) | 47.55 | 46.35 | 46.3 | 44.65 | 45.7 |
| KL [19] | 26.45 | 24.35 | 25.05 | 22.2 |
| SKL (ours) | 24.9 | 25.75 | 25.55 | 22.75 | 22.05 |
| STD (ours) | 53.75 | 49.95 | 46.95 | 44.55 | 46.6 |
| CE [1]  | 75.7 | 53.0 | 30.45 | 33.4 |
| SCE (ours) | 76.05 | 54.3 | 51.75 | 51.45 | 54.25 |
| KL [19] | 43.55 | 39.35 | 36.15 | 37.85 |
| SKL (ours) | 43.35 | 40.05 | 37.05 | 38.95 |
| STD (ours) | 82.25 | 52.9 | 51.2 | 49.55 | 54.25 |
| CE [1]  | 89.45 | 55.8 | 52.55 | 56.3 |
| SCE (ours) | 89.6 | 57.4 | 54.85 | 53.0 | 57.2 |
| KL [19] | 59.7 | 53.8 | 39.2 | 43.3 |
| SKL (ours) | 59.75 | 54.25 | 39.6 | 43.55 |
| STD (ours) | 90.4 | 55.8 | 53.0 | 51.4 | 56.65 |

5.3 The STD Loss Based Gradient Attack Methods

In this section, the attack success rates (ASR) of the gradient attacks based on different loss functions are compared. Note that the setup not mentioned in this section is the same as Sections 5.1.1 and 5.2.1.

5.3.1 Setup

The effectiveness of the STD loss based gradient attack is evaluated with CIFAR10 [40] dataset and ResNet18 [43]. FGSM [1], PGD [2] and APGD [6] are selected as the baselines to attack the models trained by natural training (NT), Fast-AT [18], Free-AT [17], Madry-AT [2] and TRADES [19], respectively. The attack strength is &epsilon; = 2/255 on the naturally trained model and &epsilon; = 2/255 on the adversarially trained model. The hyperparameter $\beta$ is set as 5 for the SCE loss and 1 for the SKL loss.

5.3.2 Evaluation of the STD Loss and Its Variants Based Gradient Attack Methods

**ASR Comparison on Naturally Trained Model.** As shown in Table 7, the ASR of the STD loss based gradient attacks on the naturally trained model is significantly greater than the other losses based gradient attacks, which verifies the correctness of the theoretical analysis in Section 4.3.

**ASR Comparison on Adversarially Trained Model.** As shown in Table 7, the ASR of the STD loss based gradient attacks on the adversarially trained model is greater than the CE loss based gradient attacks, which verifies the correctness of Proposition 4.4.

In most cases, the ASR of the SCE loss based gradient attacks on the adversarially trained model is greater than that of the STD loss based gradient attacks. Because the output of the correct category has strong robustness in the adversarially trained model, the output of the correct category on the STD loss decreases passively slowly (Note that in the softmax function, the input of one category becomes larger, which leads to the output probability of other categories becoming smaller). However, on the SCE loss, the output of the correct category decreases actively faster when the descending gradient of the correct category is 0 in the reverse derivation of the STD loss and greater than 0 in that of the SCE loss, which can be obtained from the proof of Propositions 4.2 and 4.4. Therefore, i) on the adversarially trained model, the ASR of the SCE loss based gradient attacks is greater than that of the STD loss based; ii) in the theoretical analysis of Section 4.3, to verify that the STD loss based gradient attacks are better than the SCE loss based, an assumption that the output of the correct category has no strong robustness is required.

In addition, the ASR of the SCE (or SKL) loss based gradient attacks is greater than that of the CE (or KL) loss, which verifies that the adversarial examples generated by the SCE or SKL loss for adversarial training are more effective than that by the CE or KL loss in Propositions 4.2 and 4.3 of Section 4.2.2.

Overall, the STD loss is the key role to achieve high ASR on the naturally trained model and adversarially trained model.

**Sensitivity of Hyperparameter $\gamma$.** As shown in Fig. 7 with the increase of $\gamma$, the ASR of the SCE based PGD accuracy by 3.35% on Multisest and 5.35% on Cyclic while keeping the comparable natural and AutoAttack accuracies.

The evaluation of Fast-AT, Free-AT and Madry-AT with or without CTR on more attacks is shown in Appendix B (available in the online supplemental material).

Therefore, the robustness of the model with CTR is higher than that without CTR on Fast-AT [18], Free-AT [17] and Madry-AT [2] against white-box gradient attacks.

**Sensitivity of Hyperparameter $\gamma$.** Using the same training time, as the hyperparameter $\gamma$ increases from 1 to 5, Table 8 shows that the natural accuracy decreases, and the robust accuracy increases first and then decreases. Therefore, choosing an intermediate value for the hyperparameter $\gamma$ will make the comprehensive performance optimal, such as, $\gamma = 2$ for Fast-AT, Free-AT and Madry-AT on Multisest.

**Comparison of Multisest and Cyclic.** Cyclic is better than Multisest on the natural and robust accuracies.

In addition, Table 6 shows that the average training time of each epoch is almost the same on Fast-AT, Free-AT and Madry-AT with and without CTR. However, due to the slow convergence of adversarial training with CTR, the slight increased training time is acceptable for the improvement of the robustness.

**Comparison of Cyclic and Madry-AT.** The comparison of Cyclic and Madry-AT shows that the training time is increased with CTR, but the natural and robust accuracies are improved. Therefore, due to the slow convergence of adversarial training with CTR, the slight increased training time is acceptable for the improvement of the robustness.
increases slowly and linearly, which demonstrates that increasing the weight of the STD function in the SCE loss can improve the ASR.

6 RELATED WORK

In this section, related regularization methods and adversarial training methods are reviewed.

6.1 Regularization Methods

Zhang et al. [45] concluded two types of regularization methods: explicit regularization and implicit regularization, but the improvement of the DNNs is limited. Novak et al. [46] explored the sensitivity of trained neural networks in perturbation, and the experimental results show that poor generalization corresponds to lower robustness and good generalization gives rise to more robust functions. Presently, the regularization methods can be categorized into three types: dropout, label smoothing and, batch normalization.

6.1.1 Dropout and Its Variants.

StochasticDepth [47] was proposed to avoid overfitting and improve the inference speed of ResNet by adding a probability on residual connect. Different from dropout which randomly selects the neurons to set to zero, weighted channel dropout [28] operates on the channels in the stack of convolutional layers. Some Dropout variants are suitable for different DNN structures and different applications, such as auto-encoder [27], Transformer [26], recurrent neural network [30], image restoration [48], adversarial training [49] and reinforcement learning [31].

For dynamic dropout variants, their parameters change dynamically based on prior information. A reinforcement learning approach [23] was proposed to find better dropout patterns for various architectures. Contextual dropout [24] was proposed to determine the dropout rate by input covariates. In group-wise dynamic dropout [50], the dropout rate of different groups is dynamically changed based on local feature densities. Guided dropout [29] chooses guided neurons for intelligent dropout, which leads to better generalization as compared to the traditional dropout.

Arora et al. [51] investigated the capacity control of dropout in various machine learning problems, and calculated the generalization error bound by Rademacher complexity. Zhang et al. [52] verified that dropout can prevent the co-adaptation of features in the DNN with theories and experiments. Wei et al. [53] analyzed the effectiveness of dropout from two aspects of explicit regularization effect and implicit regularization effect, where explicit regularization effect is explained as that dropout changes the objective loss function of neural networks and implicit regularization effect is regarded as that dropout introduces mean-zero noise in gradient. Pal et al. [54] theoretically verified that dropblock induces spectral k-support norm regularization and dropconnect is equivalent to dropout for single hidden-layer linear networks.

6.1.2 Label Smoothing and Its Variants.

Bahri et al. [55] presented several baselines to reduce churn and a K-Nearest Neighbor based label smoothing outperforming the baselines on churn. Ghoshal et al. [56] presented a low-rank adaptive label smoothing, which can summarize label smoothing and be adaptive to the latent structure of label space in structured representations. Rosenfeld et al. [57] presented a unifying view of randomized smoothing over arbitrary functions and a new strategy for building classifiers that are robust to general adversarial attacks. Some label smoothing variants appear in co-saliency detection [58], recommender systems [59] and arbitrary-oriented object detection [60].

Label smoothing is not the root cause of the poor performance of knowledge distillation. Lukasik et al. [61] studied how label smoothing relates to loss-correction techniques, and show that when distilling models from noisy data, label smoothing of the teacher is beneficial, which is in contrast to recent studies for noise-free problems. Shen et al. [62] explained that teachers with label smoothing provide less subtle semantic information than without label soothing, which is not the main reason for label smoothing failure but the training dataset appears a long-tailed distribution, and the number of the class is increased.

6.1.3 Batch Normalization and Its Variants.

Batch normalization [63] solved the problem of internal covariate shift, which leads to an unstable training process and slow convergence speed. Summers et al. [64] proposed four tricks to improve batch normalization, especially proposing a method for reasoning about the current example in inference normalization statistics, fixing the training vs. inference discrepancy. Transformer and meta learning also have their batch normalization versions, PowerNorm [65] and TaskNorm [66] respectively. Batch normalization has been demonstrated as an effective strategy to avoid networks collapsing quickly with depth [67]. Li et al. [68] proposed two solutions to alleviate the variance shift between dropout and batch normalization.

6.2 Adversarial Training Methods

Due to the linear nature [1] of the DNN, the DNN is vulnerable to the imperceptible perturbation [1, 2]. The adversarial training is the most effective defense methods, which are divided into two categories based on the purposes: the only adversarial samples trained [17, 18] and the trade-off between robustness and accuracy [19, 20, 21], which have been introduced in Section 1.

7 CONCLUSION

In this paper, we propose and analyze a confidence threshold reduction (CTR) method to improve the generalization and robustness of the model simultaneously. Specifically, for natural training, to reduce the confidence threshold (CT), we propose a mask-guided divergence loss function (MDL), which consists of a cross-entropy loss term and an orthogonal term. The target of the orthogonal term is to increase the diversity of the ensemble sub-DNN and reduce the CT. The empirical and theoretical analysis demonstrates...
that the MDL loss improves the generalization and robustness simultaneously with the CTR. However, the model robustness improvement of natural training with the CTR is not comparable to that of adversarial training. Therefore, for adversarial training, to reduce the CT, we propose a standard deviation loss (STD) to further improve the robustness of the model by integrating it into the loss function of adversarial training. The empirical and theoretical analysis demonstrates that the STD loss based loss function can further improve the robustness of the adversarially trained model while keeping the natural accuracy unchanged or slightly improved. In addition, the STD loss and its variants based gradient attack methods can achieve great attack success rate.
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Appendix A

Robustness Evaluation of TRADES w/ or w/o CTR

This section provides the robustness evaluation of TRADES with and without CTR on more attack methods. As shown in Table 8, in comparison with TRADES without CTR ($\beta = 1$), TRADES with CTR ($\beta \geq 1$ and bold in Table 8) can improve the robustness of the model against more white-box gradient attacks (i.e., MIFGSM, APGD and PGD-SCE), white-box optimization attack (i.e., CW$_\infty$) and black-box attack (i.e., Square). Particularly, TRADES with CTR can significantly improve the robustness of the model against white-box gradient attacks.

Appendix B

Robustness Evaluation of Fast-AT, Free-AT and Madry-AT w/ or w/o CTR

This section provides the robustness evaluation of Fast-AT, Free-AT and Madry-AT with and without CTR on more attack methods. In comparison with Fast-AT, Free-AT and Madry-AT without CTR, these methods with CTR (bold in Table 9) can improve the robustness of the model against more white-box gradient attacks (i.e., MIFGSM, APGD and PGD-SCE) while keeping the comparable white-box optimization attack accuracy and comparable black-box attack accuracy.
### TABLE 8
The accuracies (%) of TRADES with or without CTR on more attacks. Time denotes build time (mins). Bold indicates higher performance. MI denotes MIFGSM.

| Methods          | β   | γ   | MI   | APGD | PGD-SCE | CW∞ | Square | MI   | APGD | PGD-SCE | CW∞ | Square |
|------------------|-----|-----|------|------|---------|-----|--------|------|------|---------|-----|--------|
| TRADES w.o. CTR  | 1   | 0   | 48.1 | 43.6 | 45.8    | 45.1| 50.0   | 48.75| 44.15| 46.55   | 46.1| 50.6   |
|                  | 2   | 1   | 49.15| 44.45| 46.35   | 45.8| 52.0   | 49.45| 45.1 | 47.35   | 46.5| 50.6   |
|                  | 3   | 2   | 49.3 | 45.0 | 46.65   | 45.5| 50.7   | 47.85| 43.6 | 45.8    | 44.8| 48.9   |
|                  | 4   | 3   | 49.55| 44.35| 46.45   | 44.8| 49.7   | 48.4 | 43.7 | 45.6    | 44.6| 49.8   |
|                  | 5   | 4   | 44.0 | 38.9 | 40.6    | 39.25| 45.5  | 48.45| 44.15| 45.0    | 43.15| 49.0  |
| TRADES w. CTR    | 1   | 5   | 40.25| 34.85| 35.35   | 32.9| 40.9   | 38.4 | 31.5 | 34.9    | 32.7| 38.7   |
|                  | 2   | 3   | 51.2 | 46.4 | 48.2    | 46.45| 51.1  | 51.15| 47.2 | 48.5    | 47.05| 51.0  |
|                  | 3   | 5.285| 46.3 | 49.5 | 47.75   | 51.5 | 53.1   | 48.6 | 49.9 | 48.1    | 52.4| 52.4   |
|                  | 4   | 5.15 | 49.65| 50.7 | 48.55   | 52.6 | 53.5   | 50.5 | 51.1 | 49.9    | 52.9| 52.9   |

### TABLE 9
The accuracies (%) of Fast-AT, Free-AT and Madry-AT with or without CTR on more attacks. Time denotes build time (mins). Bold indicates higher performance. Note that due to the overfit of the model, Fast-AT without CTR runs 40 epochs on Multistep. MI denotes MIFGSM.

| Methods        | γ   | Epochs | MI   | APGD | PGD-SCE | CW∞ | Square |
|---------------|-----|--------|------|------|---------|-----|--------|
| Fast-AT w.o. CTR | 0   | 40     | 48.15| 44.25| 45.6    | 45.8| 50.2   |
|               | 1   | 50     | 49.75| 44.45| 47.2    | 46.95| 51.6   |
|               | 2   | 50     | 50.0 | 45.65| 46.25   | 46.7 | 50.5   |
|               | 3   | 50     | 50.9 | 46.45| 45.8    | 44.1 | 49.8   |
|               | 4   | 50     | 54.2 | 51.2 | 47.6    | 46.2 | 50.3   |
|               | 5   | 50     | 52.8 | 49.9 | 46.45   | 44.65| 47.3   |
|               | 6   | 50     | 52.85| 49.25| 48.95   | 47.25| 51.2   |
|               | 7   | 53.95 | 51.3 | 51.55| 49.8    | 53.8 | 53.95  |
|               | 8   | 55.4   | 51.9 | 52.3 | 50.8    | 53.7 | 53.65  |
| Fast-AT w. CTR | 1   | 50     | 51.6 | 48.25| 48.4    | 47.85| 51.7   |
|               | 2   | 50     | 52.5 | 49.35| 47.8    | 47.15| 51.8   |
|               | 3   | 50     | 53.55| 50.8 | 48.3    | 46.55| 51.1   |
|               | 4   | 50     | 51.8 | 49.3 | 45.95   | 44.1 | 46.7   |
|               | 5   | 50     | 52.8 | 49.9 | 46.45   | 44.65| 47.3   |
|               | 6   | 52.5   | 49.55| 47.8 | 46.5    | 50.2 | 52.8   |
|               | 7   | 52.9   | 48.75| 47.2 | 45.4    | 48.6 | 54.05  |
|               | 8   | 53.95  | 51.3 | 51.55| 49.8    | 53.8 | 53.95  |
| Free-AT w.o. CTR| 0   | 50     | 50.7 | 47.45| 48.25   | 47.65| 50.6   |
|               | 1   | 50     | 51.6 | 48.25| 48.4    | 47.85| 51.7   |
|               | 2   | 50     | 52.5 | 49.35| 47.8    | 47.15| 51.8   |
|               | 3   | 50     | 53.55| 50.8 | 48.3    | 46.55| 51.1   |
|               | 4   | 50     | 51.8 | 49.3 | 45.95   | 44.1 | 46.7   |
|               | 5   | 50     | 52.8 | 49.9 | 46.45   | 44.65| 47.3   |
|               | 6   | 52.5   | 49.55| 47.8 | 46.5    | 50.2 | 52.8   |
|               | 7   | 52.9   | 48.75| 47.2 | 45.4    | 48.6 | 54.05  |
|               | 8   | 53.95  | 51.3 | 51.55| 49.8    | 53.8 | 53.95  |
| Free-AT w. CTR | 1   | 50     | 51.7 | 48.85| 48.1    | 47.65| 51.7   |
|               | 2   | 50     | 52.7 | 50.1 | 49.05   | 48.4 | 52.9   |
|               | 3   | 50     | 54.75| 51.65| 49.3    | 47.85| 51.8   |
|               | 4   | 50     | 52.75| 49.9 | 47.0    | 44.85| 49.1   |

| Madry-AT w.o. CTR| 0   | 50     | 52.0 | 49.35| 49.7    | 49.15| 53.9   |
|                 | 1   | 50     | 53.35| 50.75| 49.8    | 49.7 | 52.6   |
|                 | 2   | 50     | 54.85| 52.1 | 50.2    | 49.2 | 53.2   |
|                 | 3   | 50     | 56.8 | 54.45| 50.9    | 49.05| 53.1   |
|                 | 4   | 50     | 56.0 | 53.85| 49.5    | 47.4 | 50.4   |
|                 | 5   | 50     | 52.8 | 50.7 | 46.05   | 44.5 | 46.5   |
| Madry-AT w. CTR | 1   | 50     | 53.45| 50.9 | 50.05   | 49.55| 52.0   |
|                 | 2   | 50     | 54.4 | 51.8 | 50.05   | 48.25| 52.1   |
|                 | 3   | 57.15 | 54.5 | 51.2 | 49.7    | 54.4 | 55.05  |
|                 | 4   | 56.1  | 53.15| 49.55| 48.1   | 51.5 | 57.55  |
|                 | 5   | 55.5  | 52.95| 48.45| 46.2   | 50.2 | 56.05  |