Ground-state phase diagram of the square lattice Hubbard model from density matrix embedding theory
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We compute the ground-state phase diagram of the Hubbard and frustrated Hubbard models on the square lattice with density matrix embedding theory using clusters of up to 16 sites. We provide an error model to estimate the reliability of the computations and complexity of the physics at different points in the diagram. We find superconductivity in the ground-state as well as competition between inhomogeneous charge, spin, and pairing states at low doping. The estimated errors in the study are below $T_c$ in the cuprates and on the scale of contributions in real materials that are neglected in the Hubbard model.

The Hubbard model \cite{1, 3} is one of the simplest quantum lattice models of correlated electron materials. Its one-band realization on the square lattice plays a central role in understanding the essential physics of high temperature superconductivity \cite{4, 5}. Rigorous, near exact results are available in certain limits \cite{6}: at high temperatures from series expansions \cite{7} - \cite{11}, in infinite dimensions from converged dynamical mean-field theory \cite{12, 14}, and at weak coupling from perturbation theory \cite{15} and renormalization group analysis \cite{16, 17}. Further, at half-filling, the model has no fermion sign problem, and unbiased determinantal quantum Monte Carlo simulations can be converged \cite{18}. Away from these limits, however, approximations are necessary. Many numerical methods have been applied to the model at both finite and zero temperature, including fixed node, constrained path, determinantal, and variational quantum Monte Carlo (QMC) \cite{19-29}, density matrix renormalization group (DMRG) \cite{30, 32}, and dynamical cluster (DMCA) \cite{33, 34} and (cluster) dynamical mean-field theories (CDMFT) \cite{35, 36}. These have revealed rich phenomenology in the phase diagram including metallic, antiferromagnetic, d-wave (and other kinds of) superconducting phases, a pseudogap regime, and inhomogeneous orders such as stripes, and charge, spin, and pair-density waves \cite{6}.

Here, we employ density matrix embedding theory (DMET) \cite{37, 38}, together with clusters of up to 16 sites and thermodynamic extrapolation, to compute a calibrated ground-state phase diagram for the Hubbard model. We use the term calibrated as we provide an error model to estimate the quality of the results, and by proxy, the complexity of the underlying physics. The one-band (frustrated) Hubbard model on the $L \times L$ square lattice is

$$H = -t \sum_{\langle ij \rangle} a_{i\sigma}^\dagger a_{j\sigma} - t' \sum_{\langle\langle ij \rangle\rangle} a_{i\sigma}^\dagger a_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow}$$

where $\langle \ldots \rangle$ and $\langle\langle \ldots \rangle\rangle$ denote nearest and next-nearest neighbors, respectively, $a_{i\sigma}^\dagger$ destroys (creates) a particle on site $i$ with spin $\sigma$, and $n_{i\sigma} = a_{i\sigma}^\dagger a_{i\sigma}$ is the number operator. The standard Hubbard model corresponds to $t' = 0$ (we fix $t = 1$). We further study the frustrated model with $t' = \pm 0.2$.

DMET is a cluster impurity method which is exact for weak coupling ($U = 0$) and weak hybridization ($t = 0$) and which becomes exact for arbitrary $U$ as the cluster size $N_c$ increases. It differs from Green function impurity methods such as the DCA or (C)DMFT, as it is a wavefunction method, with a finite bath constructed to reproduce the entanglement of the cluster with the remaining lattice sites without bath discretization error. DMET has recently been applied and benchmarked in a variety of settings from lattice models \cite{37-39} to ab-initio calculations with realistic long-range interactions \cite{40, 41}, and for ground-state and spectral quantities \cite{42}. In its ground-state formulation, the use of wavefunctions substantially lowers the cost relative to Green function impurity methods, allowing larger clusters to become computationally affordable.

We briefly summarize the method here, with details in the supplementary information and original references \cite{37, 38}. DMET maps the problem of solving for the bulk ground-state $|\Psi\rangle$ (on the $L \times L$ lattice for $L$ sufficiently large) to solving for the ground-state of an impurity model with $N_c$ impurity and $N_c$ bath sites. The exact mapping is defined via the Schmidt decomposition \cite{43} of the exact $|\Psi\rangle = \sum \lambda_i |a_i\rangle |b_i\rangle$, where $|a_i\rangle$ denotes impurity states, and $|b_i\rangle$, bath states. The bulk $|\Psi\rangle$ can be expressed exactly in the Schmidt subspace $\{|a_i\rangle|b_i\rangle\}$ and is the ground state of the impurity Hamiltonian defined as $H_{\text{imp}} = PHP$, $P = \sum_{ij} |\alpha_i\beta_j\rangle \langle\alpha_i\beta_j|$, thus establishing the exact ground-state bulk to impurity mapping. In practice, however, the exact $|\Psi\rangle$ is, of course, unknown! DMET therefore solves an approximate impurity problem defined from a model bulk wavefunction $|\Phi\rangle$, the ground-state of a quadratic Hamiltonian $h = h_0 + u$, where $h_0$ is one-body part of the Hubbard Hamiltonian, and $u$ is a one-body operator acting in each cluster unit cell of the bulk lattice, to be determined. Via $|\Phi\rangle$ we define the bath space, impurity Hamiltonian, and impurity model ground-state $|\Phi\rangle$ (which is now an approximation to the exact bulk wavefunction $|\Psi\rangle$) and from which energies and local observables can be measured. Under this approximation, the bath Hilbert space spanned by $\{|b_i\rangle\}$ (of equal size to the impurity Hilbert space) becomes isomorphic to the Fock space of $N_c$ (one-particle) sites, i.e. the bath sites. All these quantities are functions of the one-body operator $u$, which is determined self-consistently by matching the one-particle density matrix of the impurity wavefunction $|\Phi(u)\rangle$, and the model lattice wavefunction $|\Phi(u)\rangle$, corresponding to the optimization $\min_u \sum_{ij} \langle\Phi(u)|a_i^\dagger a_j|\Phi(u)\rangle - \langle\Phi(u)|a_i^\dagger a_j|\Phi(u)\rangle^2$, where $i, j$ label impurity and bath sites.
In this work, we used two small modifications of the original DMET procedure in Ref. [37]. First, we allowed $u$ to vary over particle non-conserving terms, thus allowing $|\Psi(u)|$ to spontaneously break particle number symmetry in order to describe superconducting phases. Second, we used an additional chemical potential on the impurity sites, to ensure that the impurity fillings for $|\Phi|$ and $|\Phi'|$ exactly match.

To obtain the ground-state phase diagram, we carried out DMET calculations using $2 \times 2$, $4 \times 2$, $8 \times 2$, and $4 \times 4$ impurity clusters, cut from a bulk square lattice with $L = 72$. We considered $t' = 0, 0.2, -0.2$, and $U = 2, 4, 6, 8$, and various densities between $n = 0.6 - 1$. The impurity model ground-state $|\Psi'|$ was determined using a DMRG solver with a maximum number of renormalized states $M = 2000$, and which allowed for $U(1)$ and $SU(2)$ symmetry breaking. The energy, local moment $m = \frac{1}{2}(n_{t\uparrow} - n_{t\downarrow})$, double occupancy $D = \langle n_{t\uparrow} n_{t\downarrow} \rangle$, and local $d$-wave pairing $d_{sc} = \frac{1}{\sqrt{2}}(\langle a_{t\uparrow} a_{j\downarrow} \rangle + \langle a_{j\uparrow} a_{t\downarrow} \rangle)$ were measured from $|\Psi'|$.

The finite cluster DMET energies and measurements contain 3 sources of error relative to the exact thermodynamic limit. These are from (i) errors in the DMET self-consistency, (ii) finite $M$ in the DMRG solver (only significant for the $8 \times 2$ and $4 \times 4$ clusters, corresponding to 32 impurity plus bath sites in the impurity model), which also induces error in the correlation potential $u$, (iii) finite impurity cluster size. (The error from the use of a finite $72 \times 72$ bulk lattice, is so small as to not affect any of the significant digits presented here). To estimate the thermodynamic result, we (i) estimated DMET self-consistency quality by the convergence of expectation values in the last iterations, (ii) extrapolated DMRG energies and expectation values at finite $M$ to infinite $M$, using the linear relation with DMRG density matrix truncation error [44], (iii) estimated the error in $u$ due to finite $M$, by extrapolating expectation values from self-consistent $u(M)$ obtained with different solver accuracy, (iv) extrapolated cluster size to infinite size, with the scaling $N_{sc}^{-1/2}$ appropriate to a non-translationally-invariant impurity. Each of (i) to (iv) gives an estimate of an uncertainty component (for linear extrapolations, we use the 1σ standard deviation), which we combined to obtain a single error bar on the DMET thermodynamic estimates. Details of the error estimation and a discussion of the complete data (of which only a fraction is presented here) are given in the supplementary information.

We first verify the accuracy of our thermodynamic estimates and error bars by comparing to benchmark data available at half-filling. In Table I and Fig. 1 we compare the DMET ground-state energy, double occupancies, and staggered magnetization with exact estimates at half-filling, as obtained from ground-state (auxiliary field) determinant QMC (AFQMC) calculations on finite square lattices extrapolated to infinite size [45], and DMRG on long open cylinders, extrapolated to infinite width and length [47]. For comparison, we also show recent DCA energies computed at the lowest published temperatures, $T = 0.05 - 0.15t$ [48].

The data shows the high accuracy of the DMET energies at half-filling. The error bars from DMET, AFQMC, and DMRG are all consistent. Except for $U = 8$ where the error is slightly larger, DMET provides the same number of significant digits as the “exact” AFQMC number with an accuracy better than 0.001$t$. As a point of reference, the uncertainties in the ground-state methods are significantly smaller than the finite temperature contributions to the low-temperature DCA calculations (Fig. 1(a)).

Figure 1(c) further gives the half-filling staggered magnetization and double occupancies computed with DMET, as compared with AFQMC. The DMET double occupancies are obtained with similar error bars to the “exact” AFQMC estimates. The DMET staggered magnetization, a non-local quantity, exhibits larger errors at the smallest $U = 2$ (a cluster size effect) but for $U > 4$ appears similarly, or in fact more accurate than the AFQMC result. At the largest value $U = 12$, we find $m = 0.327(15)$, slightly above the exact Heisenberg value [49].

The half-filling benchmarks lend confidence to the DMET
thermodynamic estimates of the energy and observables, and their associated error bars. We therefore use the same error model to estimate the accuracy of the DMET energies and expectation values away from half-filling, in the absence of benchmark data. Although exact thermodynamic limit results are not available away from half-filling, we can verify our error model at low density using constrained path (CP) AFQMC, a sign-free QMC with a bias that disappears at low density and small $U$ \cite{23, 24}. For $U = 4$ and $n \leq 0.6$, a parameter regime where CP-AFQMC is very accurate, the DMET and CP-AFQMC energies agree to 0.001$t$ (Table I). Fig. 1(b) shows the energy uncertainties across the phase diagram for $t' = 0$. (The same figure for $t' = \pm 0.2$ is given in the supplementary information, which, in general, displays smaller error than $t' = 0$). As expected, the accuracy away from half-filling is significantly lower than at half-filling, with the largest errors found in the underdoped region of $n=0.8-0.9$. The main source of error is from cluster size extrapolation, especially in the underdoped region. Large errors can be viewed as reflecting underlying physics, as they coincide (see below) with phase boundaries and/or the onset of competing inhomogeneous orders, both of which are sensitive to cluster shape, and thus lead to errors in extrapolation.

We present the DMET phase diagrams in Fig. 2. We observe (i) an AF phase at half-filling, (ii) a metallic phase at large dopings and at small $U$, enhanced by frustration, (iii) a region of d-wave SC order at intermediate dopings and sufficiently large $U$, (iv) a region of coexisting AF and SC order, (v) a region with various inhomogeneous charge, spin, and superconducting orders, (vi) points in between the AF and SC phase where the AF and SC orders extrapolate to zero. (The metallic phase is predicted, to be unstable at very weak coupling and large dopings from weak coupling expansions \cite{17, 50}, but this is associated with an exponentially small energy scale not probed here). Fig. 3 shows the average AF and d-wave SC order parameters as a function of filling for $U=4$. We find that $t' = 0.2$ stabilizes AF versus SC, and the reverse is true for $t' = -0.2$. For $t' = 0$, the peak in SC order is around $\langle n \rangle = 0.9$ and SC extends to $\langle n \rangle \sim 0.8$. The figures also show the suppression (enhancement) of SC order with positive (negative) $t'$. As positive (negative) $t'$ corresponds to electron-(hole)-doped cuprates, our results are consistent with the stronger superconductivity found in hole-doped materials \cite{51, 53}.

The presence of SC in the Hubbard model ground-state has previously been much discussed. From the Mermin-Wagner theorem, long-range order is not allowed at finite temperatures \cite{54, 56}, but at zero temperature, such long-range order can exist. In a cluster mean-field approach embodied by cluster DMET (and similarly CDMFT) a concern is that the observation of local order in finite clusters does not translate into true long-range order. However, our estimates indicate that a homogeneous SC order parameter survives in the infinite cluster limit, within the error bars of our extrapolation.

At $t' = 0$, we observe a banana-shaped SC region. At $U = 6$ and $n = 0.875$ (between the AF and SC phases) we find that the AF and SC order parameters are nonzero in finite clusters, but extrapolate to 0 in the thermodynamic limit. However, for the analogous $U = 8$, $n = 0.875$ point, a SC state with strong inhomogeneity appears which creates large uncertainties in the extrapolated order parameters, thus the precise location of the SC phase boundary at $U = 8$ is uncertain.

We now further discuss the intermediate region between the AF and SC phases (low doping and large $U$). In this region, a variety of spin-density \cite{25, 57, 61}, charge-density \cite{25, 62, 64}, pair-density wave \cite{64, 67}, and stripe orders \cite{50, 52, 61, 68, 71}, have been posited in both the Hubbard model and the simpler $t$-$J$ model. These inhomogeneous phases are proposed to be relevant in the pseudogap physics \cite{65, 66, 72, 76}. Recent projected entangled pair state (PEPS) studies of the $t$-$J$ model suggest that different inhomogeneous and homogeneous states are near degenerate at low doping \cite{71}. Our work indicates that the Hubbard model behaves similarly. For
large $U$ and low doping $n = 0.875 - 0.8$ we find some points (marked (g) in Fig. 2) where the AF and SC order parameters are small or vanish, but also many other points with various inhomogeneous orders. Some representative examples of inhomogeneous states are shown in Fig. 4. These correspond to (i) a local phase separation between a half-filled, antiferromagnetic phase and a superconducting ribbon (Fig. 4(a)), (ii) a classic stripe phase order, with a period 4 charge and period 8 spin density modulation (Fig. 4(b)), very similar to as seen in earlier DMRG ladder studies [32]. There is also a coexisting weak PDW (exhibiting a sign change across the cell), consistent with earlier stripe proposals [45]. (iii) Inhomogeneities in the pairing order coexisting with the charge and spin orders in, eg., Fig. 4(c) where we see a PDW with an 8 unit cell wavelength coexisting with a CDW with a 4 unit cell wavelength and a 8 unit cell SDW. The PDW is all positive (on the ladders) indicating coexistence with superconductivity, similar to a recent theoretical proposal (see e.g. Ref. [66]). The inhomogeneity is mainly observed with zero or negative $t’$, corresponding to the hole-doped cuprates. Fig. 4(d) shows an example with $t’ = 0.2$, where the inhomogeneity is much weaker than in the $t’ \leq 0$ cases. Although only $8 \times 2$ clusters are shown above, not all $8 \times 2$ clusters are inhomogeneous, and similarly not all $4 \times 4$ clusters are homogeneous. A detailed analysis of observed inhomogeneous phases, and the determination of the phase diagram, is presented in the supplementary information. While the impurity clusters we use are still too small to definitively resolve the competing orders, they hint at the possible behaviour and energy resolution required to determine the ground state at various points in the phase space, and where we should focus our attention using larger clusters in future studies.

To summarize, we have computed a ground-state phase diagram for the Hubbard and frustrated Hubbard models on the square lattice using cluster DMET. At half-filling, the accuracy achieved by DMET appears competitive with the best exact benchmarks, while away from half-filling our error model suggests that the calculations remain very accurate. We observe standard AF and metallic phases, regions of d-wave SC pairing order, and several kinds of inhomogeneities. At special points in the phase diagram, the inhomogeneous and homogeneous solutions associated with $8 \times 2$ and $4 \times 4$ clusters are very close in energy and definitive characterization will require higher energy resolution with larger clusters. However, for real materials such as the cuprates, assuming $t = 3000K$, the energy resolution achieved here for most of the phase diagram is already below the superconducting transition temperature, suggesting that the near degeneracy of these orders will be lifted by terms beyond those in the Hubbard model, such as long range charge and hopping terms, multi-orbital effects, and interlayer coupling. Moving beyond the Hubbard model to more realistic material models thus now appears of principal relevance.
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I. SUMMARY OF DMET

Fig. 1 illustrates the computational flow of a DMET calculation. A DMET self-consistency cycle consists of (i) solving for the ground-state of the DMET lattice Hamiltonian, (ii) building the impurity Hamiltonian, (iii) solving for the impurity Hamiltonian ground-state and observables, and (iv) fitting the DMET correlation potential. As discussed in the main text, in this work we allow the DMET solutions to spontaneously break particle number and spin symmetry. We also include a chemical potential in the self-consistency. Here, we explain some general aspects of practical DMET calculations which have not been discussed in detail in the existing literature, as well as describe the technical extensions to broken particle number symmetry, and the self-consistency procedure for the additional chemical potential.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{Graphical representation of the DMET procedure.}
\end{figure}

A. DMET correlation potential

A general DMET correlation potential is a quadratic operator. It is local in the sense that it does not have cross terms between different images of the impurity cluster on the lattice. In the original DMET paper\cite{1}, it took the form

\[ u = \sum_{\mathcal{C}} u_{\mathcal{C}} = \sum_{\mathcal{C}} \sum_{i,j \in \mathcal{C}, \sigma} v_{ij(\alpha,\beta)} a_{i\sigma}^\dagger a_{j\sigma} \]

In Eq. (1), \( \mathcal{C} \) ranges over all impurity cluster supercells within the (large) lattice, \( i, j \) range over sites in the same cluster \( \mathcal{C} \), and \( \sigma \in \{\alpha, \beta\} \) denotes the two flavors of spin. In this form, the correlation potential has \( N_c(N_c + 1)/2 \) free parameters (here and later on, we assume real potentials) where \( N_c \) is the number of impurity cluster sites. For spontaneously broken particle number and spin symmetry, the correlation potential acquires additional terms,

\[ u = \sum_{\mathcal{C}} \sum_{i,j \in \mathcal{C}, \sigma} v_{ij(\alpha,\beta)} a_{i\sigma}^\dagger a_{j\sigma} + \Delta_{ij} a_{i\alpha}^\dagger a_{j\beta}^\dagger + h.c. \quad (2) \]

In this work, we only allow singlet pairing (strictly speaking, \( S_z = 0 \) pairing) but it is straightforward to extend the above to triplet pairing. The normal part \( v \) has two spin components. The pairing term \( \Delta \) has \( N_c^2 \) free parameters (it is symmetric when spin symmetry is preserved, but we allow for spin symmetry breaking). In total, the correlation potential \( u \) has \( N_c(2N_c + 1) \) degrees of freedom.

B. DMET lattice Hamiltonian

The DMET lattice Hamiltonian (including a chemical potential \( \mu_n \)) is

\[ h' = h + u - \mu n = \sum_{i,j\sigma} h_{ij\sigma} a_{i\sigma}^\dagger a_{j\sigma} + \Delta_{ij} a_{i\sigma}^\dagger a_{j\beta}^\dagger + c.c. \quad (3) \]

where \( h \) is the hopping term in the (frustrated) Hubbard model. \( h' \) can be rewritten in the form of a spin-unrestricted Bogoliubov-de Gennes (BdG)\cite{2,3} equation,

\[ \begin{pmatrix}
    h'_{\alpha} & \Delta \\
    \Delta & h'_{\beta}
\end{pmatrix}
\begin{pmatrix}
    U_{\alpha} \\
    V_{\beta}
\end{pmatrix}
= \begin{pmatrix}
    U_{\alpha} \\
    V_{\beta}
\end{pmatrix} \varepsilon_{\alpha}
\]

\[ \begin{pmatrix}
    h'_{\beta} & -\Delta^T \\
    -\Delta & h'_{\alpha}
\end{pmatrix}
\begin{pmatrix}
    U_{\beta} \\
    V_{\alpha}
\end{pmatrix}
= \begin{pmatrix}
    U_{\beta} \\
    V_{\alpha}
\end{pmatrix} \varepsilon_{\beta}
\]

These coupled equations are expressed concisely as

\[ \begin{pmatrix}
    h'_{\alpha} & \Delta \\
    \Delta & h'_{\beta}
\end{pmatrix}
\begin{pmatrix}
    U_{\alpha} \\
    V_{\beta}
\end{pmatrix}
= \begin{pmatrix}
    U_{\alpha} \\
    V_{\beta}
\end{pmatrix} \varepsilon_{\alpha}
\]

\[ \begin{pmatrix}
    h'_{\beta} & -\Delta^T \\
    -\Delta & h'_{\alpha}
\end{pmatrix}
\begin{pmatrix}
    U_{\beta} \\
    V_{\alpha}
\end{pmatrix}
= \begin{pmatrix}
    U_{\beta} \\
    V_{\alpha}
\end{pmatrix} \varepsilon_{\beta}
\]

where \( \varepsilon_{\alpha} \) and \( \varepsilon_{\beta} \) are both positive, \( h' \) is diagonalized by transforming to the Bogoliubov quasiparticles,

\[ c_{\alpha}^\dagger = u_{\alpha} a_{i\alpha}^\dagger + v_{\alpha}^\beta a_{j\beta} \]

\[ c_{\beta}^\dagger = u_{\beta} a_{j\beta}^\dagger + v_{\beta}^\alpha a_{i\alpha} \]

Note that the number of \( \{c_{\alpha}\} \) and \( \{c_{\beta}\} \) quasiparticles will differ if \( S_z \neq 0 \) in the physical ground-state.

In terms of the quasiparticles, the lattice Hamiltonian in Eq. (3) is diagonalized as

\[ h' = E_0 + \sum_{i\sigma} \varepsilon_{i\sigma} c_{i\sigma}^\dagger c_{i\sigma} \quad (7) \]
and the (ground state) quasiparticle vacuum \(|−\rangle\), defined by \(c_iσ|−\rangle = 0\), has energy \(E_0\). The quasiparticle vacuum is also known as the Bardeen-Cooper-Schrieffer (BCS) ground-state\(^4\).

C. DMET impurity model Schmidt subspace

We now discuss how to define the impurity model Schmidt subspace corresponding to a BCS ground-state of the lattice Hamiltonian in Eq. (3). To start, we review the “product space” construction of the impurity model Schmidt subspace, starting from the lattice Hamiltonian Slater determinant ground-state, as used in the original DMET\(^{1,5}\).

The original DMET impurity model consists of a set of impurity sites augmented by a set of bath modes. In Ref\(^5\), the bath modes are defined through the projected overlap matrix of the Slater determinant. We compute the projected overlap matrix from the Slater determinant coefficient matrix,

\[
C_0 = \begin{pmatrix} M \\ N \end{pmatrix}_{L \times n},
\]

(8)

where the rows denote physical sites, and columns are occupied modes (orbitals). The upper part \(M\) has \(N_c\) rows. The projected overlap matrix is

\[
S = M^T M
\]

(9)

From the singular value decomposition (SVD) of \(M\) as \(M = \Sigma R^T\) (where we use the “full” form of the SVD, \(L\) is \(N_c \times N_c\), \(Σ\) is \(N_c \times \), and \(R\) is \(n \times n\)) then \(S = R(Σ^T Σ)R^T\), i.e. \(R\) is the eigenvector matrix of the projected overlap matrix. \(R\) defines a unitary transformation of the occupied modes in \(C_0\), giving a new coefficient matrix \(C = C_0R\), where

\[
C = \begin{pmatrix} LΣ \\ NR \end{pmatrix} = \begin{pmatrix} A \\ B \end{pmatrix} \begin{pmatrix} 0 & D \\ \bar{B} & \bar{D} \end{pmatrix}
\]

(10)

and the second equality follows because \(Σ\) is a rectangular matrix of the form (\(\text{diag}(σ), 0, 0, ..., 0\)), where the first \(N_c\) columns constitute a diagonal matrix, and the remaining \(n - N_c\) columns are zero columns. The first \(N_c\) columns of \(C\), \(\begin{pmatrix} A \\ B \end{pmatrix}\) define the embedding modes, which have non-zero weight on the impurity sites. The matrix \(B\) defines the bath modes, which may be orthonormalized using the QR decomposition, \(B = QR\). The remaining columns in \(C\) define the core modes, which have no weight on the impurity. The Schmidt subspace is then \(F(a_i^1) \otimes F(b_i^1) \otimes |e_1 \ldots e_{n-N_c}\rangle\), where \(\{a_i^1\}\) create the impurity site basis, \(\{b_i^1\}\) create the bath modes (from the columns of \(Q\), and \(|e_1 \ldots e_{n-N_c}\rangle\) is the core state, defined by the columns of \(D\). The coefficients defining \(\{a_i^1\}, \{b_i^1\}\) can be gathered in the columns of a matrix \(C_1\),

\[
C_1 = \begin{pmatrix} I_{N_c} \\ Q \end{pmatrix}
\]

(11)

where \(I_{N_c}\) is an \(N_c \times N_c\) identity matrix.

\(A\) and \(B\) can also be obtained directly from the one-particle density matrix. The rotation between \(C\) and \(C_0\) leaves the one-body density matrix invariant, thus

\[
\rho = \begin{pmatrix} a_i^1 & a_j^1 \end{pmatrix} C_0 C_0^T = C C^T
\]

\[
= \begin{pmatrix} A^T \\ B^T \end{pmatrix} \begin{pmatrix} \rho_\text{imp} & \rho_\text{imp}^T \\ \rho_\text{imp}^T & \rho_\text{env} \end{pmatrix}
\]

(12)

Defining the eigendecomposition \(\rho_\text{imp} = UΛ U^T\), we find

\[
A = UΛ\frac{1}{2} \quad \text{and} \quad B = \rho_\text{env}(A^T)^{-1}
\]

(13)

The above defines the impurity model Schmidt subspace as a tensor product of the impurity site space, and a bath space, thus we refer to it as a “product-space” embedding construction. However, for the BCS state, it is easier to use a slightly different, but equivalent construction. We explain this first for the Slater determinant. Here we build a \(L \times 2N_c\) matrix \(C_2\), whose columns span the same vector space as \(C_1\) in Eq. (11), but which does not have the block structure. We start with the “hole” one-particle density matrix

\[
\rho_h = \begin{pmatrix} a_i^1 & a_j^1 \end{pmatrix} = I - \rho^T = I - \rho
\]

(14)

We can replace \(\rho\) with \(\rho_h\) in Eqs. (12) and (13) and compute an analogous set of coefficients \(A'\) and \(B'\). Taking \(A, B\), and \(A', B'\) gives \(C_2\),

\[
C_2 = \begin{pmatrix} A \\ B \\ B' \end{pmatrix}_{L \times 2N_c}
\]

(15)

The \(2N_c\) columns of \(C_2\) span exactly the same space as \(C_1\) (proved in the Appendix). Thus, we can equivalently define the Schmidt subspace from the columns of \(C_2\) as we can from \(C_1\). Transforming to the quasiparticle vacuum of the Slater determinant, \(|−\rangle\), the columns of \(C_2\) define a set of \(2N_c\) quasiparticle creation operators

\[
c_{iσ}^\dagger = \sum_{j \in \text{imp}} A_{ji}a_{jσ} + \sum_{j \in \text{env}} B_{ji}a_{jσ} \]

(16)

\[
c_{iσ}^\dagger = \sum_{j \in \text{imp}} A_{ji}^†a_{jσ} + \sum_{j \in \text{env}} B_{ji}^†a_{jσ}^†
\]

(17)

that yields the Schmidt subspace as \(F(\{a_{iσ}^†\}) \otimes |−\rangle\). As the impurity model Schmidt subspace here does not (transparently) separate between the impurity sites and environment sites, but rather involves a set of modes which are a linear transformation of both the occupied and virtual modes in the Slater determinant, we refer to this as a “quasiparticle embedding” construction. This provides an alternative view of the DMET embedding as an active space method that uses the embedding quasiparticles defined from \(C_2\) as the active space, while freezing other excitations that involve only the environment.

Extending the quasiparticle embedding construction to BCS states is straightforward. By analogy with the one-particle density matrix of a Slater determinant, we define the generalized one-body density matrix for BCS states,

\[
G_σ = \begin{pmatrix} U_σ & U_σ^T \\ V_σ & V_σ^T \end{pmatrix} = \begin{pmatrix} 1 - \rho_σ & \kappa_σ \\ \kappa_σ^T & \rho_σ \end{pmatrix}
\]

(18)
where the normal one-particle density matrices \( \rho_\sigma = \langle a_i^\dagger \sigma a_j \sigma \rangle = V_\sigma V_\sigma^T = 1 - U_\sigma U_\sigma^T \) and the pairing density matrix \( \kappa = \langle n_{i\alpha} n_{j\beta} \rangle = \kappa_{\alpha \beta} = U_{\alpha \beta} V_{\beta}^T \). The diagonal of \( G \) is formed by the hole and particle density matrices, and the off-diagonals by the pairing matrix. When the BCS state is a Slater determinant, \( \kappa = 0 \).

We reorganize the generalized density matrix \( G \) into impurity and environment blocks, placing the impurity (environment) submatrices of \( \rho \) and \( \kappa \) together.

\[
G = \begin{pmatrix} G_{\text{imp}} & G_{\text{c}}^T \\ G_{\text{c}} & G_{\text{env}} \end{pmatrix}
\]

Then, similar to the treatment in Eq. (13), we rewrite the impurity part of the density matrix \( G_{\text{imp}} = AA^T \), and define a quasiparticle \( C_2 \) matrix

\[
C_2 = \begin{pmatrix} \tilde{U}_{\sigma,\text{imp}} & \tilde{V}_{\sigma,\text{env}} \\ \tilde{U}_{\sigma,\text{env}} & \tilde{V}_{\sigma,\text{env}} \end{pmatrix} = \begin{pmatrix} G_{\text{imp}} & G_{\text{c}} \\ G_{\text{c}}^T & 0 \end{pmatrix} (A^T)^{-1} = \begin{pmatrix} \tilde{A} & \tilde{B} \end{pmatrix}_{2L \times 2N_c}
\]

where \( \tilde{B} = G_{\text{c}} (A^T)^{-1} \). Eq. (20) defines a new set of quasiparticles (with associated quasiparticle creation operators \( \{ c_{i\sigma} \} \)) in Eq. (6) through the coefficients \( U_\sigma, V_\sigma \). These are a unitary rotation of the original 2L quasiparticles such that only \( 2N_c \) of them have non-zero overlap with the impurity. As the rotation does not mix the quasiparticle creation and annihilation operators, the vacuum of \( \tilde{c}_{i\sigma} \) is still the BCS ground state \( | - \rangle \). In analogy to the embedding for Slater determinants, the Schmidt subspace is now spanned by the embedding quasiparticles, \( \mathcal{F}(\{ c_{i\sigma} \} \otimes | - \rangle) \).

To connect with Eq. (15), note that when the BCS state is a Slater determinant, \( G_{\text{imp}} \) and \( G_{\text{c}} \) are both block diagonal, and thus, \( \tilde{A} = \text{diag}(A^\sigma, A^\bar{\sigma}), \tilde{B} = \text{diag}(B^\sigma, B^\bar{\sigma}) \), and Eq. (20) becomes

\[
\tilde{U}_\sigma = \begin{pmatrix} A^\sigma & 0 \\ B^\sigma & 0 \end{pmatrix}
\]

\[
\tilde{V}_\sigma = \begin{pmatrix} 0 & A^\bar{\sigma} \\ 0 & B^\bar{\sigma} \end{pmatrix}
\]

Combining both sets of spins, the quasiparticles in Eq. (22) then span exactly the same Hilbert space as the basis defined in Eq. (15). For general BCS ground states, however, \( \tilde{A} \) and \( \tilde{B} \) are not block diagonal, and the embedding quasiparticles are mixtures of particles and holes.

### D. DMET impurity Hamiltonian and DMRG solver

Once the Schmidt subspace has been defined, the DMET Hamiltonian is formally obtained by projecting an interacting lattice Hamiltonian into the subspace as \( H_{\text{imp}} = PH'P \), with the many-particle projector defined as

\[
P = \sum_{\bar{n}_{i\sigma}} | \Psi_{\bar{n}_{i\sigma}} \rangle \langle \Psi_{\bar{n}_{i\sigma}} |
\]

where \( \bar{n}_{i\sigma} \) is a vector of occupation numbers of the embedding quasiparticles, and \( | \Psi_{\bar{n}_{i\sigma}} \rangle = \prod_{\alpha \sigma} (c_{i\sigma}^{\dagger})^{\bar{n}_{i\sigma}} | - \rangle \). In earlier DMET work, two choices of lattice Hamiltonian were used in the projection: the original interacting lattice Hamiltonian \( H \) (in this case the original Hubbard Hamiltonian) and a modified interacting lattice Hamiltonian \( H' \), where the interaction term \( U \) is only used in the impurity sites. As in earlier DMET work on lattice models, here we use the latter simpler Anderson-like lattice Hamiltonian \( H' \). In \( H' \), on the environment sites (outside of the impurity cluster) the Coulomb interaction \( U \) is replaced by the correlation potential \( u \), giving

\[
H' = h + \sum_{\langle i \neq j \rangle \text{imp}} u_{ij} + \sum_{i \in \text{imp}} U n_{i\alpha} n_{i\beta} - \mu n
\]

The projection defined in Eq. (23) reduces to transforming \( \{ a_{i\sigma}^{(1)} \} \) to the embedding quasiparticles using the inverse Bogoliubov transformation,

\[
a_{i\sigma} = u_{ij} c_{j\sigma}^{\dagger} + v_{ij} c_{j\bar{\sigma}}
\]

and replacing the pure environment quasiparticle operators with their expectation values with the BCS ground state \( | - \rangle \). After projection, we can write \( H_{\text{imp}} \) as a sum of one- and two-particle parts, \( H_{\text{imp}} = h_{\text{imp}} + V_{\text{imp}}, \) where \( h_{\text{imp}} \) is

\[
h_{\text{imp}} = \sum_{pqsr,\sigma \mu} \phi_{pqsr,\sigma \mu} c_{pq,\sigma}^{\dagger} c_{sr,\mu} + \sum_{pq,\sigma} \phi_{pq,\sigma} c_{pq,\sigma}^{\dagger} c_{pq,\sigma} + \sum_{pq,s} \Delta_{pq,s} c_{pq,\sigma}^{\dagger} c_{pq,\sigma} + \text{c.c.} + E_0
\]

and \( c_{i\sigma}^{(1)} \) here denote the embedding quasiparticles. The two-particle part \( V \) contains many contributions due to the breaking of particle number symmetry in the quasicontinuum formulation. These have the form

\[
V_{\text{imp}} = \frac{1}{2} \sum_{pqsr,\sigma \mu} \phi_{pqsr,\sigma \mu} c_{pq,\sigma}^{\dagger} c_{sr,\mu} c_{pq,\sigma}^{\dagger} c_{sr,\mu} + \sum_{pq,\sigma} \phi_{pq,\sigma} c_{pq,\sigma}^{\dagger} c_{pq,\sigma} + \frac{1}{4} \sum_{pqsr} \phi_{pqsr} c_{pq,\sigma}^{\dagger} c_{sr,\mu} c_{pq,\sigma}^{\dagger} c_{sr,\mu} + \frac{1}{2} \sum_{pqsr,\sigma} \phi_{pqsr,\sigma} c_{pq,\sigma}^{\dagger} c_{sr,\mu} c_{pq,\sigma}^{\dagger} c_{sr,\mu} + \sum_{pq} \Delta_{pq} c_{pq,\sigma}^{\dagger} c_{pq,\sigma} + \text{c.c.}
\]

\( V_{\text{imp}} \) connects \( N \) electron states with \( N, N \pm 2, N \pm 4 \) states. For brevity, we do not give the formula for the coefficients explicitly (which are obtained by simple algebra from Eq. (25)). The scalar and one-particle terms in \( V_{\text{imp}} \) contain contributions from pure environment quasiparticles, and can be absorbed into \( h_{\text{imp}} \).

We have adapted our quantum chemistry density matrix renormalization group (DMRG) code BLOCK7–9 to break \( U(1) \) particle number symmetry and to incorporate the Hamiltonian terms in Eq. (26) and (27). While the full wavefunction is not restricted to \( U(1) \) symmetry, the particle quantum number is still used in the calculation in the sense that the renormalized states are required to carry a definite particle number.
This allows us to use the block-sparsity of the operators to tackle larger numbers of renormalized states.

The quasi-particle basis associated with $c^{(1)}_{i\sigma}$ is not localized to a site, thus we use a localization and ordering procedure as used in quantum chemistry DMRG calculations to reduce long-range entanglement between the embedding quasiparticles. We find that the localization and reordering significantly reduce the DMRG truncation error, by up to a factor of 10.

### E. Expectation values

As discussed in the original papers on DMET, the DMET energy of $H_{\text{imp}}$ defined in Eq. (26) does not correspond to the ground-state energy of the impurity cluster. This is because the impurity Hamiltonian contains three types of energy contributions: pure impurity, impurity-bath interactions, and pure bath (environment) parts. The proper DMET energy should exclude the pure environment contributions and include only part of the impurity-bath interaction energy. Therefore, the DMET energy is evaluated as a partial trace of the one- and two-particle reduced density matrices of the impurity wavefunction. This partial trace can be equivalently implemented as a full trace, with appropriate scaling factors for terms in the Hamiltonian which couple the impurity and environment. For each class of term in the Hamiltonian, this scaling factor is given by the number of indices in the impurity, divided by the total number of indices. For example, for the one-particle terms in the Hamiltonian, the contribution of the impurity-bath block to the total trace is scaled by a factor of $\frac{1}{2}$.

An equivalent formulation for the Hubbard Hamiltonian (which contains no long-range Coulomb terms) is to evaluate the two-particle part of DMET energy as

$$E_2 = \langle \Psi | V_{\text{imp}} | \Psi \rangle = E_{\text{DMRG}} - \langle \Psi | h_{\text{imp}} | \Psi \rangle,$$

where $|\Psi\rangle$ is the DMRG ground state. Since $h_{\text{imp}}$ is a quadratic operator, $E_2$ can be computed only with knowledge of the DMRG energy and the one-particle (and pairing) density matrix, avoiding explicitly evaluating $\langle \Psi | V_{\text{imp}} | \Psi \rangle$ through the two-particle density matrix.

The local spin moments and pairing are both one-particle quantities. We therefore obtain them from the one-particle and pairing density matrix $\rho = \langle c^\dagger_{i\sigma} c_{j\sigma} \rangle$, $\kappa = \langle a^\dagger_{i\alpha} a_{j\beta} \rangle$ of the DMRG wavefunction $|\Psi\rangle$, transformed back to the lattice site basis $\{|a^{(1)}_{i\sigma}\rangle\}$ using Eq. (25). Note that $\rho$ and $\kappa$ are defined not only for quasiparticles inside the impurity Schmidt subspace, but also for core quasiparticles. (In the quasiparticle approach, although $\rho$ and $\kappa$ are themselves zero in the core, terms such as $c^\dagger_{i\sigma} c^\dagger_{j\sigma}$ can appear in the expansion using Eq. (25) and result in non-zero expectation values). If one is interested only in impurity cluster expectation values, or for DMET lattice Hamiltonians without broken symmetry, the contribution of the core quasiparticles is strictly zero and may thus be omitted. However, for ordered (e.g. magnetic or superconduction) states, the core contribution must always be included. Neglecting it, as was done in Ref. 10, is an error and leads to erroneous conclusions, such as vanishing of long-range correlation functions outside of the cluster even in ordered states.

In this study, when a single value of the order parameter is given, it is computed using the $2 \times 2$ plaquette at the center of the impurity cluster, to minimize the boundary effects. The antiferromagnetic order parameter is defined as

$$m = \frac{1}{4}(m_{0,0} + m_{1,1} - m_{0,1} - m_{1,0})$$

and the d-wave parameter as

$$d = \frac{1}{4}[d_{(0,0),(0,1)} + d_{(1,0),(1,1)} - d_{(0,0),(1,0)} - d_{(0,1),(1,1)}]$$

where $m_i = \frac{1}{2}(n_{i\alpha} - n_{i\beta})$ and $d_{ij} = \frac{1}{\sqrt{2}}(\langle a_{i\alpha} a_{j\beta} \rangle + \langle a_{j\alpha} a_{i\beta} \rangle)$ as defined in the main text. Of course in some cases there are also inhomogeneous states. When the inhomogeneity is strong, we report here the full distribution of local order parameters.

### F. DMET self-consistency

The DMET embedding constructs the impurity model via the model ground-state of the DMET lattice Hamiltonian, however, this state (and the lattice Hamiltonian) are functions of the correlation potential $u$. $u$ is determined by the self-consistency procedure, which aims to minimize the difference between the embedding wavefunction and the DMET mean-field wavefunction, as measured by their (generalized) one-particle density matrix difference. In the quasiparticle embedding space, the one-particle and pairing density matrices of the mean-field wavefunction $|\Phi\rangle$ are simply zero. Conceptually, the simplest technique is to define $u$ to minimize the Frobenius norm,

$$\min_u \|G_{\Phi(u)} - G_{\Psi}\|_F$$

However, as the derivative of the correlated wavefunction $|\Psi\rangle$ with respect to $u$ is expensive, the above is solved in a two-step procedure consisting of an inner and outer loop. In the inner loop, we carry out $\min_u \|G_{\Phi} - G_{\Phi(u)}\|_F$, i.e. the correlated wavefunction is held fixed, while in the outer loop, the updated $u$ leads to a new impurity model, and a new correlated wavefunction $\Psi$.

If the total particle number $n$ is allowed to fluctuate, as in a superconducting state, then one of the conjugate pairs (chemical potential) $\mu$ or (particle density) $\langle n \rangle$ must be fixed. We usually want to express the observables as a function of doping, or occupation, thus we fix $\langle n \rangle$ and determine the appropriate $\mu$. Since the diagonal elements of the correlation and chemical potential appear redundant, how can one determine the chemical potential? Formally, at the DMET mean-field level (Eq. (3)), there is a gauge freedom between $u$ and $\mu$, namely

$$\mu' = \mu + \phi, u' = u + \phi \sum_{i\sigma} a^\dagger_{i\sigma} a_{i\sigma}$$
however, this gauge freedom is lost at the embedding stage (Eq. (24)), because u is only added to the environment (sites outside of the impurity) while μ affects every site in the lattice, including the impurity. This difference allows us to use the two-step self-consistency scheme to determine μ, as shown in Fig. 1. Specifically, we first fit μ at the mean-field stage, to ensure ⟨n⟩ is correct. Then at the embedding stage, we vary μ and u simultaneously, following Eq. (32). This means that the DMET mean-field solution (and thus definition of the impurity model) stay the same, but the relative energy levels of the impurity change as compared to the bath states, which allows us to adjust the filling on the impurity.

Fitting at the embedding stage means we need to solve the correlated impurity problem more than once in a single DMET self-consistency iteration. This increases the computational cost. Our strategy is to allow only one iteration of chemical potential fitting in each DMET iteration, corresponding to at most three DMRG calculations. Because fitting μ is a one dimensional search, even with this crude approach, we can usually control the relative deviation of ⟨n⟩ to under 10^{-4}.

II. ERROR MODEL

As described in the main text, we consider 3 sources of error: (i) errors in DMET self-consistency, (ii) finite M in the DMRG solver, and (iii) finite impurity cluster size. The DMET self-consistency error is estimated as \frac{1}{2}|E^{(n-1)} - E^{(n)}|, where E^{(n)} and E^{(n-1)} are the energies of the last two DMET self-consistency iterations. A typical DMET calculation oscillates between two slightly different solutions with the magnitude of the oscillations decreasing with the number of iterations. We use the range of oscillation as a representation of the self-consistency error. The error distributions across the range of calculations in this work are shown in Fig. 2, with the average values in the inset. For most points in the phase diagram, and for all cluster sizes, the self-consistency error is less than 0.0005t. For 4 × 4 clusters DMRG calculations are the harder to converge, giving a largest error of up to 0.002t, and an average self-consistency error approximately twice as large as that for the other cluster shapes.

For impurity clusters larger than the 2×2 cluster (where our DMRG solver essentially does an exact diagonalization), there is error due to using finite M in the DMRG impurity solver. The error due to finite M has two components:

1. variational error in the DMRG calculation, which is usually assumed proportional to the density matrix truncation weight δv.

2. the DMET correlation potential error δu, as δu is a function of the impurity density matrices, and these have an error for finite M.

For the 4 × 2 and 8 × 2 clusters, δu appears negligible. For these clusters, we carry out the DMET self-consistency with lower M to obtain the DMET correlation potential u, then do a few final DMRG calculations at large M to extrapolate to the

\[ M \to \infty \] exact solver limit. For 4 × 4 clusters, the U = 2 data is processed in this way as well. However, for other values of U using the 4 × 4 clusters, the DMRG truncation weight is as large as 10^{-3} for low to intermediate doping with our accessible M, thus making the contribution of δu also significant. To compensate for this, we first carry out the DMET self-consistency with a series of different M up to 1200, and linearly extrapolate the energy to the \[ M = \infty \] limit, \[ E_1 \]. This thus extrapolates errors from both source 1 and 2, assuming \[ \delta_u \propto \delta_w \]. Another further set of DMRG calculations are then done with \[ M = 2000 \], using the converged correlation potential from the DMET self-consistency with the largest \[ M \]. This second set of results are then extrapolated again against the truncated weight to obtain an energy \[ E_2 \], which only accounts for the error from source 1. Although the linear relation between the source 2 error and the truncation weight need not hold in general, in practice, we find that \[ \delta_u = \frac{1}{2}|E_1 - E_2| \] gives a crude estimate of \[ \delta_u \]. Therefore, we report the 4 × 4 cluster energy as \[ E_{4 \times 4} = \frac{1}{2}(E_1 + E_2) \], with a final uncertainty of \[ \delta E_{4 \times 4} = \delta v^2 + \delta E^2_1 + \delta E^2_2 \], where \[ \delta E_1 \] is a combination of the linear regression uncertainty and the uncertainties of the original data points (from DMET self-consistency error), while \[ E_2 \] does not have any self-consistency error. Fig. 3 illustrates the set of computations and linear extrapolations performed with each 4 × 4 cluster to obtain the 4 × 4 cluster energy and error estimate.

After obtaining the energy and observables for each cluster size, we extrapolate to the thermodynamic limit using the relation \[ \Delta E_{N_e} \propto N_e^{-1/2} \]. Since both the 4 × 4 and 2 × 8 clusters are 16 site clusters, we must choose which one to use in the extrapolation to the thermodynamic limit. We believe that 4 × 4 clusters have less finite size error than the 8 × 2 clusters, and thus we generally use these in the extrapolation. However, at certain points in the phase diagram (e.g. at strong coupling, or negative t') there is a strong tendency to inhomogeneity, and the 4 × 4 clusters cannot accommodate the order parameters, resulting in a much higher energy. In such cases, namely, when (a) 4 × 4 and 8 × 2 clusters show different orders, and (b) the 8 × 2 cluster is lower in energy, we use the

![FIG. 2. Distribution and average value (inset) of the DMET self-consistency error in the energy (units of t) for each cluster size.](image-url)
8 × 2 cluster energy for the extrapolation.

The cluster size extrapolation works surprisingly well given the limited number and small sizes of the clusters, although it contributes the main source of error in the final uncertainty. In Fig. 4 we show some of the extrapolation results at $U = 4$. At half-filling and in the overdoped region ($n < 0.8$), the linear relation used in the cluster size extrapolation appears quite good even for these small clusters. In the underdoped region, however, the energy is more strongly dependent on the cluster shape, often because the system has a strong tendency to establish an inhomogenous phase. In Fig. 5, we plot the local order parameters at $n = 0.875$, where the 8 × 2 cluster energy (-1.031) is slightly higher than the 4 × 4 cluster result (-1.033), its inhomogeneity suggests the existence of a low-lying inhomogeneous state that can be (relatively) stabilized by special cluster shapes. Nonetheless, even in the underdoped region, the error model appears to give a reliable estimate of the energy at the thermodynamic limit, albeit with a large uncertainty.

Fig. 6 shows the final energy errors for $t' = ±0.2$ across the phase diagram. The same plot for $t' = 0$ is shown in Fig. 2 in the main text. The overall uncertainty for $t' = 0.2$ is smaller than $t' = 0$ (see Fig. 2 in the main text) and $t' = −0.2$, as is the maximum uncertainty ($0.01t$ compared to $0.03t$ and $0.01t$).
FIG. 6. DMET energy uncertainty plot for the frustrated Hubbard model with $t' = \pm 0.2$. Refer to Fig. 2 in the main text for the legend.

0.02$t$, respectively). As mentioned before, the main source of error is the cluster size extrapolation. Two examples of large uncertainties due to cluster size (and shape) effect are shown in Fig. 7. The largest uncertainties are observed at $U = 6$ and moderate doping.

(a)$t'=0.2$
(b)$t'=-0.2$

FIG. 7. Examples of thermodynamic extrapolations where the energy is sensitive to cluster shape.

FIG. 8. Staggered magnetization ($m$) of the half-filled Hubbard model for $t' = \pm 0.2$ and $t' = 0$.

FIG. 9. At $U = 2$, the uncertainty of antiferromagnetic order parameter decreases exponentially with doping. The exponent is $65 \pm 4$.

model at half-filling (compared to the $t' = 0$ model and the Heisenberg limit) is shown in Fig. 8. Due to particle-hole symmetry, the plot is identical for $t' = \pm 0.2$. The onset of antiferromagnetism is at finite $U$ in the frustrated model, between $U = 2$ and 3.5, consistent with previous quantum Monte Carlo simulations\(^{11}\). The large error bar at $U = 3$ indicates the sensitivity to impurity cluster sizes near the phase boundary, resulting in a large uncertainty in the thermodynamic extrapolation.

At weak coupling $U = 2$, we find that the antiferromagnetism (in the non-frustrated model) is destroyed already at small doping $x = 0.05$, where the staggered magnetization is $m = 0.00 \pm 0.05$. Although the expectation value is 0, the relatively large uncertainty $\delta m$ reflects that short-range spin fluctuations are still significant, although long-range order does not exist. As we increase doping, $\delta m$ decreases exponentially (Fig. 9). At $U = 2$, we do not find d-wave superconductivity, to within numerical precision.

FIG. 10. Inhomogeneous order from $8 \times 2$ cluster calculations at $U = 4$, $t' = -0.2$ $n = 0.875$. 

III. FURTHER RESULTS

In this section, we will expand on the determination of the phase diagram (Fig. 3 in the main text).

The staggered magnetization for the frustrated Hubbard
TABLE I. Energy comparison for different 16-site impurity clusters at $U = 4$ and $t' = -0.2$.

| n   | $E_{8\times2}$   | $E_{4\times4}$   |
|-----|------------------|------------------|
| 0.8 | -1.10483(6)      | -1.0507(4)       |
| 0.85| -1.0162(1)       | -1.020(2)        |
| 0.875| -0.9966(1)       | -0.9989(7)       |

We now discuss $U = 4$. We have already shown the order parameters, and the observed thermodynamic extrapolated ground state orders are all homogeneous. However, for $t' = -0.2$, the $8 \times 2$ cluster calculations result in an inhomogeneous state at doping $n = 0.8 - 0.875$, although the energy is significantly higher than obtained with the $4 \times 4$ clusters at the same fillings. An example of an inhomogeneous pattern is shown in Fig. 10, where one can see a pair density wave and incommensurate magnetic order. In Table I, we compare the energies between the $8 \times 2$ cluster and $4 \times 4$ cluster results at relevant points in the phase diagram for $U = 4$. In all these cases, the $8 \times 2$ cluster has a higher energy, suggesting that the ground state at $U = 4$ is homogeneous or inhomogeneous with a very long wavelength that does not fit in our cluster shapes.

![Fig. 10](image)

At $U = 6$, more interesting inhomogeneous orders start to appear. At $t' = 0$, $8 \times 2$ clusters result in various orders (Fig. 11). At both $n = 0.875$ and $n = 0.85$, $4 \times 4$ clusters are significantly lower in energy, suggesting the charge, spin and pairing orders shown in Fig. 11(a) and 11(b) are not stable. At $n = 0.875$, a homogeneous solution with both superconductivity and antiferromagnetism is found (Fig. 12(a)). However, the thermodynamic extrapolation gives zero for both AF and SC order parameters. At $n = 0.85$, the $4 \times 4$ cluster result also shows slight inhomogeneity, with a $\pi, \pi$ modulation of the d-wave order parameter (Fig. 12(b)). At $n = 0.8$, where the $8 \times 2$ impurity cluster gives a slightly lower energy ($\Delta E = 0.003(2)$), where DMET calculations indicate a weak spin density wave (Fig. 11(c)). This spin density wave may still exist in the thermodynamic limit because the amplitude is comparable to the staggered magnetization in smaller clusters (eg. $m = 0.04$ for $2 \times 2$ clusters).

![Fig. 12](image)

![Fig. 13](image)

We now turn to $t' = -0.2$. At $n = 0.8$ and 0.875, $8 \times 2$ cluster calculations show inhomogeneous orders. At $n = 0.875$, the pattern is similar to what we observed for $t' = 0$ at the same filling, and its energy $E_{8\times2} = -0.8402(4)$ is much higher than that of the $4 \times 4$ homogeneous solution $E_{4\times4} = -0.850(3)$. At $n = 0.8$ (Fig. 13), both $4 \times 4$ and $8 \times 2$ cluster calculations show $\pi$-phase shifts in the spin density and d-wave order, while the $8 \times 2$ cluster has an additional charge density wave. They are very similar in energy, with $E_{8\times2} = -0.9283(2)$ and $E_{4\times4} = -0.927(3)$. This suggests that the ground state here is superconducting with a superimposed spin density wave.

Most results for the underdoped region at $U = 8$ are already shown in the main text (Fig. 5). In Table II, we compare energies for the two 16-site clusters. At all the points shown in the table, the $8 \times 2$ cluster gives a lower energy.
result is that at \( n = 0.8, t' = 0 \), the \( 8 \times 2 \) cluster shows a homogeneous solution, while both the \( 4 \times 4 \) and \( 4 \times 2 \) clusters give a spin \( \pi \)-phase shift. This unusual behaviour, where the \( 8 \times 2 \) solution favours homogeneity, is related to the large error in the energy at this point in the thermodynamic extrapolation (\( \delta E = 0.03 \)).

Table II. Energy comparison for different 16-site impurity clusters at \( U = 8 \).

| \( t' \) | \( n \) | \( E_{8\times2} \) | \( E_{4\times4} \) |
|---|---|---|---|
| 0 | 0.8 | -0.9018(13) | -0.873(6) |
| 0 | 0.875 | -0.7548(4) | -0.748(4) |
| -0.2 | 0.8 | -0.8487(4) | -0.846(10) |
| -0.2 | 0.875 | -0.7556(5) | -0.737(7)* |

* The error estimate may not be reliable at this point, because we have only two self-consistent DMET calculations with \( M=1000 \) and 1200.

In the above we discussed competing orders at different coupling strength, but it is also interesting to look at their evolution with \( U \), as shown in Fig. 14. When \( U \) increases from 4 to 8, we see increasing charge and spin inhomogeneity although they all show the same pattern of charge localization and a spin \( \pi \)-phase shift. The d-wave pairing strength first increases and then becomes inhomogeneous. The energy difference between the \( 8 \times 2 \) and \( 4 \times 4 \) clusters also changes monotonically, although the large error bars prevent us from definitively determining the true order at \( U = 6 \) and 8.

Finally, we end our discussion on the results by showing the energies across the phase space in Fig. 15. At half-filling, the energy in the frustrated model \( t' = \pm 0.2 \) is slightly below \( t' = 0 \), while the difference becomes negligible at large \( U \). At the large doping, eg. \( n \leq 0.8 \), the energy order is dominated by the kinetic effects, i.e. \( E_{t'=-0.2} > E_{t'=0} > E_{t'=0.2} \). The energy curves show more complex characteristics at underdoped region, especially for \( t' = 0 \) and \( t' = -0.2 \). The concavity at \( n = 0.875 \) in Fig. 15(c) and Fig. 15(d) may suggest either our clusters are not large enough to capture the correct ground state, or there is phase separation in this region.

### IV. Data Set

In the attached TDL.csv file, we present the energy, chemical potential and (averaged) order parameters computed and their uncertainties at the thermodynamic limit. Since the averaged order parameters are meaningless when inhomogeneity dominates, we have removed these entries from the table.

In the file clusters.csv, we present the results for finite impurity clusters. In addition to the results available at thermodynamic limit, we also present the local order parameters. The local order parameters are encoded in an 1D array, which is explained in Fig. The errors shown only include the DMET convergence error, as the other sources of error can be deduced using the procedures described above, from the raw data. We also include the local orders (charge, spin and pairing strength) in this table as a 1D array. The order of the sites and pairs are shown in Fig. 16.

### V. Appendix

Here we prove the equivalence of the Fock spaces spanned by \( C_1 \) and \( C_2 \) in the construction of the impurity Schmidt subspace, as defined in section (I C). Precisely, we need to prove

1. \( C_2 \) is orthonormal, \( C_2^T C_2 = I \). (It is easy to see \( C_1 \) is orthonormal, because \( Q \) is a unitary matrix from QR decomposition).

2. \( C_2 = C_1 V \), which is equivalent to \( C_2^T C_2 = V \), where \( V \) is unitary.

To prove (1) \( C_2^T C_2 = I \), we need the idempotency of density matrices \( \rho^2 = \rho \). Considering only the upper-left block of \( \rho \), we have

\[
\rho_{\text{imp}}^2 + \rho_{c}^T \rho_{c} = \rho_{\text{imp}}
\]

\[(33)\]

From Eq. (13) and (14), we know \( A' = U(I - \Lambda)^{\frac{1}{2}} \), \( B' = -\rho_c(A^T)^{-1} \). Therefore
\[ C_2^T C_2 = \begin{pmatrix} A^T & A^{-1} \rho_c^T \\ A^T (A')^{-1} \rho_c^T \end{pmatrix} \begin{pmatrix} A & A' \\ \rho_c(A'^T)^{-1} & \rho_c(A'^T)^{-1} \end{pmatrix} = \begin{pmatrix} A^T A + A^{-1} \rho_c^T \rho_c(A'^T)^{-1} & A^T A' - A^{-1} \rho_c^T \rho_c(A'^T)^{-1} \\ A^T (A'')^{-1} \rho_c^T \rho_c(A'^T)^{-1} & A^T A' + (A')^{-1} \rho_c^T \rho_c(A'^T)^{-1} \end{pmatrix} \]

\[ = \begin{pmatrix} A + \Lambda^{-\frac{1}{2}} \Lambda (I - \Lambda) \Lambda^{-\frac{1}{2}} & \Lambda^{\frac{1}{2}} (I - \Lambda)^{\frac{1}{2}} - \Lambda^{-\frac{1}{2}} \Lambda (I - \Lambda)(I - \Lambda)^{-\frac{1}{2}} \\ (I - \Lambda)^{\frac{1}{2}} \Lambda^{\frac{1}{2}} - (I - \Lambda)^{-\frac{1}{2}} \Lambda (I - \Lambda) \Lambda^{-\frac{1}{2}} & I - \Lambda + (I - \Lambda)^{-\frac{1}{2}} \Lambda (I - \Lambda)(I - \Lambda)^{-\frac{1}{2}} \end{pmatrix} = I \]

(34)

For (2), since

\[ V = C_1^T C_2 = \begin{pmatrix} A^T \rho_c(A'^T)^{-1} & A' \\ Q^T \rho_c(A'^T)^{-1} & Q^T \rho_c(A'^T)^{-1} \end{pmatrix} \]

(35)
FIG. 16. The encoding of local order parameters for all impurity clusters. Numbers shown in the circles represent the order of sites, which is associated with charge density and spin density. The numbers in the rhombus represent the order of bonds, or pairs between neighbor sites, which is associated with pairing strength. Some numbers are omitted since it is easy to know what they are.

we have

$$VV^T = \begin{pmatrix} A & A' \\ Q^T \rho_c(A^T)^{-1} - Q^T \rho_c(A^T)^{-1} \\ A^T & A^{-1} \rho_e^T Q \end{pmatrix} \begin{pmatrix} A^T & A^{-1} \rho_e^T Q \\ A^T & A^{-1} \rho_e^T Q \end{pmatrix}$$

$$= \begin{pmatrix} AA^T + A' A'^T & \rho_e^T Q - \rho_e^T Q \\ Q^T \rho_c - Q^T \rho_c & Q^T \rho_c(AA^T)^{-1} \rho_e^T Q + Q^T \rho_c(AA^T)^{-1} \rho_e^T Q \end{pmatrix}$$

$$= \begin{pmatrix} I & 0 \\ 0 & R[A^{-1} + (I - A)^{-1}]R^T \end{pmatrix}$$ \hspace{1cm} (36)

In the bottom-right block

$$A^{-1} + (I - A)^{-1} = U \Lambda^{-1} U^T + U(I - \Lambda)^{-1} U^T$$

$$= U \Lambda^{-1} (I - \Lambda)^{-1} U^T$$

$$= [A(I - A)]^{-1}$$

$$= (B^T B)^{-1} = (R^T R)^{-1} = R^{-1} (R^T)^{-1}$$ \hspace{1cm} (37)

So $VV^T = I$. Here we assume $R$ is invertible, which is true if and only if we have the full set of $N_c$ bath orbitals coupled to the impurity. This is generally true in lattice settings where the impurity and the environment are strongly coupled. Sometimes the bath can be smaller than the impurity in molecules and when we use a large basis set, and in these cases, special treatment is needed.
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