We calculate the scalar form factor of the pion using two dynamical flavors of non-perturbatively \(O(a)\)-improved Wilson fermions, including both the connected and the disconnected contribution to the relevant correlation functions. We employ the calculation of all-to-all propagators using stochastic sources and a generalized hopping parameter expansion. From the form factor data at vanishing momentum transfer, \(Q^2 = 0\), and two non-vanishing \(Q^2\) we obtain an estimate for the scalar radius \(\langle r^2 \rangle_\pi^S\) of the pion at one value of the lattice spacing and for five different pion masses. Using Chiral Perturbation Theory at next-to-leading order, we find \(\langle r^2 \rangle_\pi^S = 0.635 \pm 0.016\) fm\(^2\) at the physical pion mass (statistical error only). This is in good agreement with the phenomenological estimate from \(\pi\pi\)-scattering. The inclusion of the disconnected contribution is essential for achieving this level of agreement.
I. INTRODUCTION

Recent years have seen extensive efforts to gain a quantitative understanding of the low-energy dynamics of hadrons. The principal theoretical tools in this endeavour are Chiral Perturbation Theory (χPT) \(^{1,2}\) and numerical simulations of QCD on a space-time lattice. While χPT is an effective theory based on hadronic degrees of freedom, lattice QCD seeks to describe hadronic properties from first principles in terms of the fundamental constituents, i.e. the quarks and gluons. Lattice QCD and χPT interact in two ways: on the one hand, for performance reasons, lattice simulations are usually performed at unphysically heavy light quark masses (although recently, simulation results at physical light quark masses and below \(^{3,5}\) have become available), and thus χPT is used to extrapolate results obtained in a range of masses to the physical point, in order to obtain physical predictions; on the other hand, lattice simulations allow for the calculation of low-energy matrix elements that can also be computed in χPT. Thus the low-energy constants of χPT can be determined from first principles (cf. e.g. \(^{6,14}\)). An important long-term goal is the quantitative description of nucleon properties for which a wealth of data has been accumulated by numerous experiments. However, baryonic systems are more difficult to treat theoretically: while the range of validity of baryonic χPT is largely unknown, one finds that baryonic correlation functions computed in lattice QCD suffer from an exponentially increasing noise-to-signal ratio. Therefore, the interplay between lattice QCD and χPT has mostly been studied in the context of mesonic systems. In addition to investigations of masses and decay constants, the focus has recently shifted to dynamical observables, such as form factors, which depend on a momentum transfer. For instance, the vector form factor, which describes the coupling of a photon to the pion and is thus directly accessible to experiment, has been calculated to a fair level of accuracy in lattice simulations \(^{16–25}\). While some of the systematics remain to be determined, the disconnected contribution to the scalar radius is not negligible. PT interact in two ways: on the one hand, for performance reasons, lattice simulations are usually performed at unphysically heavy light quark masses (although recently, simulation results at physical light quark masses and below \(^{3,5}\) have become available), and thus χPT is used to extrapolate results obtained in a range of masses to the physical point, in order to obtain physical predictions; on the other hand, lattice simulations allow for the calculation of low-energy matrix elements that can also be computed in χPT. Thus the low-energy constants of χPT can be determined from first principles (cf. e.g. \(^{6,14}\)). An important long-term goal is the quantitative description of nucleon properties for which a wealth of data has been accumulated by numerous experiments. However, baryonic systems are more difficult to treat theoretically: while the range of validity of baryonic χPT is largely unknown, one finds that baryonic correlation functions computed in lattice QCD suffer from an exponentially increasing noise-to-signal ratio. Therefore, the interplay between lattice QCD and χPT has mostly been studied in the context of mesonic systems. In addition to investigations of masses and decay constants, the focus has recently shifted to dynamical observables, such as form factors, which depend on a momentum transfer. For instance, the vector form factor, which describes the coupling of a photon to the pion and is thus directly accessible to experiment, has been calculated to a fair level of accuracy in lattice simulations \(^{16–25}\). While some of the systematics remain to be determined, the disconnected contribution to the scalar radius is not negligible.
given in section II, and the methods used to calculate the disconnected contribution using a combination of stochastic sources and a generalized hopping parameter expansion are described in section III. Our data analysis methods are detailed in section IV, and the results for the form factor, as well as the scalar radius, including the determination of the low-energy constant \( \bar{\ell}_4 \) from the chiral extrapolation of the scalar radius are given in section V. We conclude with a summary of our main findings and several remarks on the differences between our results and those of [22] in section VI.

II. SIMULATION SETUP

Our calculation of the scalar pion form factor is performed with \( N_f = 2 \) dynamical flavors of non-perturbatively \( \mathcal{O}(a) \)-improved Wilson fermions. The corresponding Dirac operator \( D_{sw} \) is given by

\[
D_{sw} = D_w + c_{sw} \frac{i}{4} \sigma_{\mu\nu} \tilde{F}_{\mu\nu}
\]

where

\[
D_w = \frac{1}{2} \kappa - \frac{1}{2} H
\]

is the unimproved Wilson-Dirac operator, and the term with coefficient \( c_{sw} \) in (4) is the Sheikholeslami-Wohlert (clover) term [39] implementing \( \mathcal{O}(a) \)-improvement [40]. Since the latter is local, all couplings between neighboring lattice points appearing in (5) are contained in the hopping matrix \( H \). The hopping parameter \( \kappa \) determines the bare quark mass

\[
m = \frac{1}{2a} \left( \frac{1}{\kappa} - \frac{1}{\kappa_c} \right),
\]

where \( \kappa_c \) is the critical value for which the quark (and hence pion) mass vanishes. For our simulations we use gauge ensembles produced as part of the CLS initiative, which have been generated using Lüscher’s deflation-accelerated DD-HMC algorithm [41, 42]. An overview of the ensembles used in this study can be found in table I. Here we use the non-perturbative determination of the improvement coefficient \( c_{sw} \) for \( N_f = 2 \) flavors [43] at a single value of the gauge coupling, \( \beta = 5.3 \). The corresponding lattice spacing of \( a = 0.063 \) fm was determined via the mass of the \( \Omega \) baryon [44]. A similar result for the lattice spacing was obtained by the ALPHA collaboration using the Kaon decay constant [45].

| \( \beta \) [fm] | \( a \) [\( \text{fm} \)] | lattice | \( m_\pi \) [MeV] | \( m_\pi L \) | \( \kappa \) | Label | \( N_{c\ell} \) |
|-----------------|-----------------|---------|-----------------|-----------------|-----------------|-------|-----------------|
| 5.3             | 0.063           | \( 64 \times 32^3 \) | 650             | 6.6             | 0.13605         | E3    | 156             |
| 5.3             | 0.063           | \( 64 \times 32^3 \) | 605             | 6.2             | 0.13610         | E4    | 162             |
| 5.3             | 0.063           | \( 64 \times 32^3 \) | 455             | 4.7             | 0.13625         | E5    | 1000            |
| 5.3             | 0.063           | \( 96 \times 48^3 \) | 325             | 5.0             | 0.13635         | F6    | 300             |
| 5.3             | 0.063           | \( 96 \times 48^3 \) | 280             | 4.3             | 0.13638         | F7    | 351             |

TABLE I. Overview of the CLS ensembles used in this work. The lattice spacing given was determined using the \( \Omega \) baryon mass [44]. Note that all ensembles fulfill \( m_\pi L > 4 \).

III. CALCULATION OF DISCONNECTED DIAGRAMS

A. Inversion with stochastic sources

While the connected three-point function can be calculated using conventional point-to-all propagators and the extended propagator method [46], the disconnected three-point function is computationally more demanding, since the calculation of the loop \( L(p,t) \) (c.f. figure I) requires the all-to-all propagator, i.e. the inverse of a generic lattice Dirac operator \( D \) for arbitrary source and sink positions:

\[
L(p,t) = \sum_x e^{ip \cdot x} \text{Tr} \left[ \Gamma D^{-1}(x,x) \right].
\]
FIG. 1. The three contributions to the three-point function. The connected on the left, the disconnected with subtracted vacuum on the right. The middle diagram contains the loop factor $L(p,t)$.

One particular method for calculating the all-to-all propagator is based on the use of stochastic sources $[33, 47]$. As a first step one selects $N$ random source vectors, $|\eta_i\rangle$, which fulfill the conditions

$$\frac{1}{N} \sum_{i=1}^{N} |\eta_i\rangle = 0 + O\left(1/\sqrt{N}\right), \quad \frac{1}{N} \sum_{i=1}^{N} |\eta_i\rangle \langle \eta_i| = 1 + O\left(1/\sqrt{N}\right).$$

After solving the Dirac equation $D |s_i\rangle = |\eta_i\rangle$ for all $N$ sources, an estimate of the propagator is given by

$$D^{-1} = \frac{1}{N} \sum_{i=1}^{N} |s_i\rangle \langle \eta_i| .$$

While the statistical error associated with the stochastic noise scales like $N^{-1/2}$, the numerical cost of the method is proportional to the number of stochastic sources, $N$. It is then clear that one has to optimize the value of $N$, in order to balance good statistical accuracy against an acceptable numerical effort. The generalized hopping parameter expansion described in the following section is designed to reduce the statistical error of the disconnected contribution for a given number of stochastic sources.

**B. The generalized Hopping Parameter Expansion**

The inverse of the Wilson-Dirac operator can be expressed in terms of a hopping parameter expansion (HPE) $[36, 47]$. As already indicated in (5), the unimproved Wilson-Dirac operator can be split into two parts, one of which is proportional to the unit matrix while the other matrix, the hopping term $H$, contains all couplings of neighboring lattice points,

$$D_w = \frac{1}{2\kappa} \mathbb{1} - \frac{1}{2} H ,$$

where $\kappa$ denotes the hopping parameter. For the calculation of the quark propagator $D_w^{-1}$, the hopping parameter expansion amounts to performing a geometric series expansion in $\kappa$,

$$D_w^{-1} = 2\kappa \sum_{i=0}^{k-1} (\kappa H)^i (\kappa H)^k D_w^{-1} .$$

The advantage of rewriting the propagator in this way lies in the fact that $D_w^{-1}$ on the right-hand side is multiplied by $k$ powers of $\kappa < 1$. Hence one expects that the noise introduced by the stochastic inversion of $D_w$ is reduced accordingly.

When $O(a)$-improvement is employed, equation (11) must be generalized. According to equation (4) the improved operator has the form

$$D_{sw} = \frac{1}{2\kappa} \mathbb{1} - \frac{1}{2} H + c_{sw} B ,$$

where $B = \frac{1}{4} \sigma_{\mu\nu} F_{\mu\nu}$ is the clover term. This can be rewritten as

$$D_{sw} = A - \frac{1}{2} H = A \left( \mathbb{1} - \frac{1}{2} A^{-1} H \right) \quad \text{where} \quad A = \frac{1}{2\kappa} \mathbb{1} + c_{sw} B .$$
which again allows for a geometric series expansion, resulting in
\[
D_{SW}^{-1} = \sum_{i=0}^{k-1} \left( \frac{1}{2} A^{-1} H \right)^i A^{-1} + \left( \frac{1}{2} A^{-1} H \right) k D_{SW}^{-1}.
\]  
(14)

In (14), the inverse of the matrix \( A \), which is defined in (13), appears. Without \( O(a) \)-improvement, i.e. \( c_{SW} = 0 \), this inverse is trivial, \( A^{-1} = 2 \kappa \), and (14) reduces to (11). For \( c_{SW} \neq 0 \), one can show that the matrix \( A \) is block-diagonal due to the local form of the clover term. Therefore one only has to invert two 6 \( \times \) 6 matrices for each lattice point, which is still comparatively cheap in terms of the required computer time.

The inverse \( D_{SW}^{-1} \) on the right-hand side of (14) can now be estimated with stochastic sources as described above. In order to find a good compromise between statistical fluctuations and low numerical cost, one can now tune two parameters, namely the number of stochastic sources \( N \) and the order \( k \) of the hopping parameter expansion.

As an example how these two parameters influence the effort required to reach a given statistical precision, we show in figure 2 the standard deviation of the loop \( L(p = 0, t = 0) \) divided by its gauge mean (i.e. the relative statistical error) computed on 33 configurations of the E4 ensemble (cf. table 1). The loop has been calculated stochastically without employing the HPE, as well as for \( k = 2, 4, 6 \) terms in the hopping parameter expansion, using \( N = 3, 5 \) and 7 sources in each case. One can see clearly that increasing the order of the HPE decreases the statistical error of the loop. In addition, we observe the expected behavior for the scaling of the error, \( \sigma \propto \sqrt{\frac{1}{N}} \), as indicated by the linear curves in figure 2. Therefore the intercept on the \( y \)-axis shows the remaining gauge noise in the calculation. To obtain a good balance between the accuracy of the calculation and the computer time needed, we use \( N = 3 \) stochastic sources and the order \( k = 6 \) of the generalized HPE for the calculation of the loop. At this point the error is already close to the gauge noise, and the relatively small gain in statistical accuracy does not justify a further increase in the number of stochastic sources \( N \).

In order that the method produces an exact result for the loop, also the contributions from the first \( k \) terms in the generalized hopping parameter expansion of equation (14), i.e.
\[
X \equiv \sum_{i=0}^{k-1} \text{tr} \left[ \Gamma \left( \frac{1}{2} A^{-1} H \right)^i A^{-1} \right],
\]  
(15)

have to be calculated. This can also be done with stochastic sources, by inserting a unit matrix in (15) and using (8), i.e.
\[
\text{tr} \ X = \text{tr} \ (X \mathbb{1}) = \frac{1}{M} \sum_{i=1}^{M} \text{tr} \ (X | \eta_i \rangle \langle \eta_i |) + O \left( \frac{1}{\sqrt{M}} \right) = \frac{1}{M} \sum_{i=1}^{M} \langle \eta_i | X | \eta_i \rangle + O \left( \frac{1}{\sqrt{M}} \right).
\]  
(16)

Since this calculation does not require much computer time compared to the inversion, we can use a large number \( M = 50 \) of sources. A more detailed discussion of the tuning of the generalized hopping parameter expansion can be found in [48].
IV. EXTRACTING THE FORM FACTOR

A. Two- and three-point functions

The scalar form of the pion can be determined from appropriate combinations of the two- and three-point correlation functions. In order to compute the ground state energy of a pion with momentum $p$ we consider the two-point function

$$ C_{2pt}(t, p) = \sum_x e^{-ip \cdot x} \langle \phi(t, x) \phi(0) \rangle $$

of the pseudoscalar density

$$ \phi(x) = \overline{q}(x) \gamma_5 q(x). $$

On a periodic lattice with time extent $T$ the asymptotic behavior at large Euclidean times $t$ is given by

$$ C_{2pt}(t, p) \sim \frac{Z(p)^2}{2 E_\pi(p)} \left[ e^{-t E_\pi(p)} + e^{-(T-t) E_\pi(p)} \right], $$

where $E_\pi(p)$ is the energy of the pion, and $Z(p)^2 = |\langle \pi(p) | \phi(0) | 0 \rangle|^2$ is the squared matrix element of the pseudoscalar density between a pion state and the vacuum.

In order to describe the coupling of a scalar particle to the pion, one has to consider insertions of the local scalar density

$$ O_S(y) = \overline{q}(y) q(y). $$

The scalar form factor can be extracted from the three-point correlation function

$$ C_{3pt}(t_s, p_i, p_f) = \sum_{x,y} e^{-ip_i \cdot x + i p_f \cdot y} \langle \phi(t_s, x) O(t, y) \phi(0) \rangle, $$

where $p_i, p_f$ denote the three-momenta of the initial and final pions, respectively, and $Q^2 = -q^2 = -(p_f - p_i)^2$ is the squared momentum transfer. For $0 \ll t \ll t_s$ the three-point functions behaves like

$$ C_{3pt}(t, t_s, p_i, p_f) \sim \frac{Z(p_i)Z(p_f)}{4 E_\pi(p_i) E_\pi(p_f)} \langle \pi(p_f) | O_S(0) | \pi(p_i) \rangle e^{-(t_s-t) E_\pi(p_f)} e^{-t E_\pi(p_i)}, $$

and the matrix element $\langle \pi(p_f) | O_S(0) | \pi(p_i) \rangle$ that occurs in equation (22) is the desired scalar form factor. Note that in the scalar case the vacuum contribution

$$ C_{vac}(t, t_s, p_i, p_f) = C_{2pt}(t_s, p_f) \sum_y e^{iq \cdot y} \langle O_S(t, y) \rangle $$

is non-zero for $q = 0$ and must be subtracted prior to fitting numerical data for $C_{3pt}$ to equation (22). Figure 1 shows the three diagrams that contribute to the three-point function, i.e. the quark-connected and disconnected diagrams, as well as the subtracted vacuum contribution.

Our simulations are performed using Wilson fermions, which break chiral symmetry explicitly. As a consequence, the scalar operator $O = \overline{q} q$ undergoes an additive renormalization besides the multiplicative one, i.e.

$$ \langle O_S^R \rangle = Z_S \langle O_S - b_0 \rangle. $$

The subtraction of the vacuum contribution (cf. figure 1) ensures that the cubically divergent additive renormalization $b_0$ of the scalar operator is canceled. Since the multiplicative renormalization constant $Z_S$ has not been determined in our calculation, all form factor data in this paper are not renormalized. Note, however, that $Z_S$ drops out in the calculation of the scalar radius (cf. equation (24)), which implies that our results can be readily compared to phenomenology and other lattice determinations.
B. Building Ratios

To extract the scalar matrix element \( \langle \pi(p_f) | \mathcal{O}_S(0) | \pi(p_i) \rangle \), it is convenient to form appropriate ratios of three- and two-point functions. Here we follow the approach of ref. [19], focusing, in particular, on the two ratios called \( R_1 \) and \( R_3 \),

\[
R_1(t,t_s,p_i,p_f) = \frac{C_{3pt}(t,t_s,p_i,p_f)C_{3pt}(t,t_s,p_f,p_i)}{C_{2pt}(t,t_s,p_i)C_{2pt}(t,t_s,p_f)},
\]

\[
R_3(t,t_s,p_i,p_f) = \frac{C_{3pt}(t,t_s,p_i,p_f)}{C_{2pt}(t,t_s,p_f)} \sqrt{\frac{C_{2pt}(t,t_s,p_f)C_{2pt}(t,t_f)C_{2pt}(t,s)}{C_{2pt}(t,t_s,p_i)C_{2pt}(t,t_i)C_{2pt}(t,t_f)}},
\]

(25)

(26)

When the expressions of equations (19) and (22) for the asymptotic forms of the two- and three-point functions are inserted into the definition of \( R_3 \) one obtains

\[
R_3(t,t_s,p_i,p_f) \sim \frac{\langle \pi(p_f) | \mathcal{O}_S(0) | \pi(p_i) \rangle}{2\sqrt{E_{\pi}(p_i)E_{\pi}(p_f)}} f(t,t_s),
\]

(28)

where the factor

\[
f(t,t_s) = \frac{e^{-(t-t_s)\pi_s(p_f)\pi_s(p_i)}}{(e^{-t\pi_s(p_f)} + e^{-(T-t_s)\pi_s(p_i)})} \times \frac{\langle e^{-t\pi_s(p_f)} + e^{-(T-t_s)\pi_s(p_i)} \rangle \langle e^{-t\pi_s(p_f)} + e^{-(T-t_s)\pi_s(p_i)} \rangle \langle e^{-(t-t_s)\pi_s(p_f)} + e^{-(T-(t-t_s))\pi_s(p_i)} \rangle}{\langle e^{-t\pi_s(p_f)} + e^{-(T-t_s)\pi_s(p_i)} \rangle \langle e^{-(t-t_s)\pi_s(p_f)} + e^{-(T-(t-t_s))\pi_s(p_i)} \rangle}
\]

(29)

depends on both \( t_s \) and the time \( t \) of the operator insertion. As in the case of \( R_1 \), the time dependence can be determined for every \( t \) and \( t_s \) once the pion energies are known from the two-point functions. For large time separations \( 0 \ll t \ll T/2 \), the factor \( f(t,t_s) \rightarrow 1 \), i.e. the ratio \( R_3 \) forms a plateau, which is proportional to the form factor.

Note that equation (28) is only valid when the same interpolating operator (e.g. with smeared or point-like quark fields) is used at the pion source and the pion sink. Otherwise, not all factors \( Z(p) \) cancel out, since they depend on the source type [20]. Moreover, the three-point functions must obviously be computed with the same type of source and sink as the two-point functions.

In the calculation of the quark-connected contribution to the three-point function, Gaussian smearing [51, 52] was only applied at the source. Therefore, the connected part could only be determined via the ratio \( R_1 \). By contrast, for the quark-disconnected part we had smeared-smeared pion two-point functions at our disposal. Since we found that the ratio \( R_3 \) gives a much cleaner signal than \( R_1 \), we have computed \( R_3 \) for smeared-smeared correlation functions, in order to determine the quark-disconnected contribution.

V. RESULTS

In this section we present our results for the ratios from which the scalar form factor can be determined. For these results to be reliable it is important to address the issue of unwanted contributions from excited states which may arise if the separations in Euclidean time are not large enough to guarantee that the correlation functions \( C_{2pt} \) and \( C_{3pt} \) can be described by their asymptotic behavior. We have therefore performed a systematic study of the \( t_s \)-dependence of the ratios \( R_1 \) and \( R_3 \).

Twisted boundary conditions [49, 54, 57] are widely used to compute vector form factors for nearly arbitrary momentum transfers \( Q^2 \). In the case of the scalar form this is not an option, since the effect of the twist angle cancels in the quark-disconnected contribution. Therefore we discuss our results for vanishing momentum transfer, as well as two non-zero values of \( Q^2 \) which can be realized via the usual Fourier momenta.
state contributions for $t$ was already observed in the plateau values shown in figure 3. The most likely explanation is the presence of excited states in the spectra, which are particularly apparent in the case of the quark-disconnected part. In figures 4 and 5, the ratios are plotted against the time slice $t_s$ for vanishing momentum transfer, $Q^2 = 0$, on the left, and the disconnected (smeared-smeared) contribution on the right. A function of the form (30) has been fitted to the data.

FIG. 3. Plateau values plotted against the different $t_s$ for vanishing momentum transfer $Q^2 = 0$ for the E5 ensemble. The connected contribution (smeared-local) is shown on the left, the disconnected (smeared-smeared) on the right. A function of the form (30) has been fitted to the data.

A. Ratios for $Q^2 = 0$

In the case of vanishing momentum transfer, $Q^2 = 0$, i.e. for $p_i = p_f = p$, the ratios $R_1$ and $R_3$ are identical. Specifically, for $p_i = p_f = 0$ we have

$$R_1(t, t_s, 0, 0) = R_3(t, t_s, 0, 0) = \frac{C_{3pt}(t, t_s, 0, 0)}{C_{2pt}(t_s, 0)} = \frac{\langle \pi(0)|O_S(0)|\pi(0)\rangle}{2m_\pi e^{-m_\pi t_s} + e^{-m_\pi(T-t_s)}} f(t_s),$$

where we have assumed that the ground state dominates. Equation (30) can be used to extract the form factor for $Q^2 = 0$ from the simulated three- and two-point function data at zero momentum. To increase the statistics we have exploited translational invariance by computing the disconnected contribution for four different pion source positions separated by $T/4$.

To investigate the $t_s$-dependence of the ratios, we fitted constants to the plateau regions of the ratios for the different values of $t_s$. The plateau values obtained are plotted against $t_s$ in figure 3 for the E5 ensemble, which has the highest statistics of all ensembles studied so far. The blue line indicates a function of the form (30), which has been fitted to the data. Clearly, the data deviate from the expected $t_s$-dependence for the smaller values $t_s < 24$ for both the connected and the disconnected contribution. However, for larger source-sink separations our data show the expected $t_s$-dependence. The deviation at small $t_s$ indicates the presence of excited state contributions for $t_s < 24$.

In figures 4 and 5 the ratios are plotted against the time $t$ of the operator insertion at each value of the sink timeslice $t_s$ for E5 and for F7, which has the lightest pion mass of all ensembles studied so far. To account for the $t_s$-dependence (cf. equation (30)) we have divided the ratios by the factor $f(t_s)$. Provided that excited state contributions are sufficiently suppressed, one expects the quantity $R(t, t_s, 0, 0)/f(t_s)$ to form plateaus in $t$ about $t_s/2$, which are independent of $t_s$. From the plots for the E5 ensemble one can easily see that the ratios show a systematic trend as the source-sink separation $t_s$ is increased, which is particularly apparent in the case of the quark-connected contribution. At the same time one observes that consistent plateaus are obtained when $t_s \geq 24$. For the quark-disconnected part the trend is somewhat obscured by the larger statistical errors. The same $t_s$-behavior was already observed in the plateau values shown in figure 3. The most likely explanation is the presence of excited state contributions for $t_s < 24$. In order to avoid a systematic bias, we have excluded ratios with $t_s < 24$ from the subsequent analysis.

The blue lines in the plots of figures 4 and 5 show the results of global fits to a constant within the plateau regions, applied to the data computed for $t_s \geq 24$. The values of $t_s$, that have been used for the global fit are listed in table 1. Furthermore, in table 1 we have compiled the fit ranges in $t$ applied to the ensembles E5 and F7, which are shown in figures 4 and 5. The fit result is proportional to the unnormalized scalar form factor at vanishing momentum transfer,

$$\frac{R(t, t_s, 0, 0)}{f(t_s)} = \frac{\langle \pi(0)|O_S(0)|\pi(0)\rangle}{2m_\pi} = \frac{1}{2m_\pi} F^s_{bare}(Q^2 = 0),$$

where the pion mass $m_\pi = E_\pi(0)$ is known from the two-point function $C_{2pt}(t, 0)$.
We end this discussion with the observation that our method for the evaluation of the quark-disconnected contribution can resolve the corresponding ratio with good statistical accuracy at vanishing momentum transfer. The plots on the right-hand side of figures 4 and 5 clearly show a good signal, which differs from zero within several standard deviations.

B. Ratios for $Q^2 \neq 0$

As was mentioned above, we cannot employ twisted boundary conditions to study the $Q^2$-dependence of the scalar form factor. Non-vanishing values of $Q^2$ are obtained by projecting the final-state pion and the insertion point of the operator onto the values of $p_f$ and $q_i$, respectively. On a finite lattice with spatial extent $L$ the Fourier momenta are

| label   | $t_s$ values in global fit       |
|---------|----------------------------------|
| E3 - E5 | connected 24, 28, 32             |
|         | disconnected 24, 26, 28, 30, 32  |
| F6, F7  | connected 28, 36, 40, 44, 48     |
|         | disconnected 24, 28, 32, 36, 40, 44, 48 |

TABLE II. The values of $t_s$ that have been used in the global fits.
While the relative contribution of the quark-disconnected diagram to the form factor is smaller compared to the case of equation (27) for the analysis for the connected, and ratio $R_3$ of equation (28) for the disconnected contribution. Both ratios have known time-dependences which we can correct for. The ratios with the time-dependence divided out are shown in figures 6 and 7, where they are plotted against the operator insertion time $t_s$. Within our statistical accuracy we do not see a trend in the data computed for non-vanishing momentum transfer at different values of $t_s$, unlike the case of $Q^2 = 0$ discussed earlier. Nonetheless, we again exclude the data with $t_s < 24$ from the analysis, to be sure that systematic effects from excited states are under control.

As before, the blue lines in figures 6 and 7 indicate the results from a global fit to the plateau regions for different values of $t_s$. From the fit results the scalar form factor for this momentum transfer can be calculated,}

$R_1(t, t_s, p_i, p_f)/f(t_s) = \frac{\langle \pi(p_i) | O_S(0) | \pi(p_f) \rangle}{2\sqrt{E_{\pi}(p_i)E_{\pi}(p_f)}} = \frac{1}{2\sqrt{E_{\pi}(p_i)E_{\pi}(p_f)}} F_{S}^{\text{bare}}(Q^2), \hspace{1cm} (32)$

$R_3(t, t_s, p_i, p_f)/f(t_s) = \frac{\langle \pi(p_i) | O_S(0) | \pi(p_f) \rangle}{2\sqrt{E_{\pi}(p_i)E_{\pi}(p_f)}} = \frac{1}{2\sqrt{E_{\pi}(p_i)E_{\pi}(p_f)}} F_{S}^{\text{bare}}(Q^2). \hspace{1cm} (33)$

While the relative contribution of the quark-disconnected diagram to the form factor is smaller compared to the case discrete, and the smallest possible momentum is $|p| = 2\pi/L$. For the ensembles E5 and F7, the minimum momentum transfer corresponds to $Q^2 = 0.278$ GeV$^2$ and $Q^2 = 0.121$ GeV$^2$, respectively.
of vanishing momentum transfer, \(Q^2 = 0\), we note that our method is clearly able to resolve a signal.

In addition, we have included data for another momentum transfer, where the final state of the pion is projected to 
\[ |p_f| = 2 \cdot 2\pi/L \]. The corresponding pion two-point functions \(C_{2pt}(t_s,p_f)\), which occur in the ratios, are fluctuating strongly, especially for larger values of \(t_s \lesssim T/2\), such that a reliable estimate for the form factor is not possible using the two-point data themselves. Instead of dividing the three-point function by \(C_{2pt}(t_s,p_f)\) we use the fitted two-point function in order to compute the ratios \(R_1\) and \(R_3\), which reduces their statistical fluctuations.

### C. The \(Q^2\) dependence of the form factor

We briefly recall the definition of the scalar radius in terms of the scalar form factor

\[
\langle r^2 \rangle_\pi = -\frac{6}{F_{\pi}^\pi(0)} \frac{\partial F_{\pi}^\pi(Q^2)}{\partial Q^2} \bigg|_{Q^2=0}.
\]  

The scalar form factor admits an expansion, which has the general form

\[
F_{\pi}^\pi(Q^2) = F_{\pi}^\pi(0) \left( 1 - \frac{1}{6} \langle r^2 \rangle_\pi Q^2 + O(Q^4) \right),
\]  
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**FIG. 8.** The \(Q^2\)-dependence of the scalar form factor: on the left-hand side E5 with a pion mass of 455 MeV, on the right-hand side F7 with \(m_\pi = 280\) MeV. The red points show the results for the total form factor and the green points for the connected contribution only.
and which is consistent with the definition [34] of the scalar radius.

In practice, the slope at $Q^2 = 0$ is difficult to determine on the lattice in a model-independent way. Usually one fits the lattice data for form factors obtained at a few discrete values of $Q^2$ to some phenomenological model such as vector meson dominance. In the case of the pion vector form factor, which is amenable to the use of twisted boundary conditions, it is possible to tune $Q^2$ so as to generate a high density of data points in the immediate vicinity of $Q^2 = 0$ from which the slope can be extracted without any model assumptions [58].

Here we must resort to a more naive treatment, since twisted boundary conditions cannot be used to evaluate the quark-disconnected contribution, so that the resolution in $r^2$ is only quite rough. As a consequence, we estimate the scalar radius from a linear fit over a relatively broad interval in $Q^2$, using three data points only. However, we compare different fit ansätze in an attempt to investigate the systematics of this procedure.

In figure 8 we show the $Q^2$-dependence for the ensembles E5 and F7. Both plots show the total form factor and the results obtained when the disconnected contributions are neglected. According to (35) a linear function was fitted to the data to estimate the scalar radius. For both ensembles shown here the descending slope of the linear curves is clearly steeper for the total form factor than for the connected part only. This stresses the importance of including the disconnected data for determining the scalar radius.

For all ensembles studied so far, we find the results for the three different $Q^2$ to be consistent with a linear $Q^2$ dependence within their statistical errors. In order to investigate the systematic effect in the determination of the scalar radius arising from the ansatz for the $Q^2$ dependence, we have compared the linear fit to a VMD-inspired fit of the data to estimate the scalar radius. For both ensembles shown here the descending slope of the linear curves is clearly steeper for the total form factor than for the connected part only. This stresses the importance of including the disconnected data for determining the scalar radius.
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the form $1/(1 + Q^2/M^2)^2$ as well as a linear interpolation using only the two smallest $Q^2$ values. As can be inferred from figure 9 no statistically significant effect in the determination of $\langle r^2 \rangle_s$ arising from the use of different ansätze is observed. This indicates that any possible curvature contained in the data cannot be resolved at the current level of statistical accuracy.

We choose the linear fit as a reasonable compromise between achieving a well-motivated description of the data and keeping the statistical error of the fitted radius in check. The results for the form factor and the scalar radius from the linear fit are summarized in table IV.

D. Chiral extrapolation

Since our simulations of the scalar radius have been performed with pion masses larger than the physical mass $m_\pi > m_{\pi,\text{phys}}$, we have to perform a chiral extrapolation. In chiral perturbation theory at NLO the scalar radius of the pion is $\chi$PT

$$\langle r^2 \rangle_s = \frac{1}{2} \left[ \frac{-13}{2} + 6 \left( \frac{m_{\pi,\text{phys}}^2}{m_\pi^2} \right) \right]$$

(36)

where $F = 92.2$ MeV [60] is the pion decay constant.

In figure 10 the values obtained for $\langle r^2 \rangle_s$ are plotted against the square of the pion mass, $m_\pi^2$. The point shown at the physical pion mass is the value obtained from $\pi\pi$-scattering [30]. The expression (36) from NLO $\chi$PT has been fitted to the data and the obtained curve is shown in blue. This fit allows a determination of the low energy constant $\ell_4$ for which we find $\ell_4 = 4.74 \pm 0.09$, where the error is only statistical.

This is in excellent agreement with the result of ref. [58], which was extracted from chiral fits to the pseudoscalar decay constant computed on the CLS ensembles at three different lattice spacings. The result for the scalar radius at physical pion mass obtained from our NLO fit is

$$\langle r^2 \rangle_s = 0.635 \pm 0.016 \text{ fm}^2,$$

(37)

which agrees very well with the $\pi\pi$-scattering $\langle r^2 \rangle_s = 0.61 \pm 0.04 \text{ fm}^2$ reported in ref. [30]. In figure 10 one can see that our data are well described by $\chi$PT at NLO. As already indicated in figure 8, the quark-disconnected contribution to the scalar radius of the pion is not negligible. The yellow points in figure 10 show the data obtained from the connected contribution only. For the ensembles analyzed so far, we find that the disconnected contribution to the scalar radius becomes more important as the pion mass approaches its physical value. Clearly, neglecting the disconnected diagram fails to reproduce the phenomenological expectation for the scalar radius.
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FIG. 10. The $m_\pi^2$-dependence of the scalar radius. The blue band is a fit to the lattice data obtained from both quark-connected and -disconnected diagrams.
These findings differ from the results obtained by the JLQCD and TWQCD collaborations [22], where no significant pion mass dependence of the scalar radius was observed. The reason for this discrepancy is presently unknown. Here we only comment that the two simulations in question differ substantially regarding the value of the lattice spacing, the minimum value of \( m_\pi L \), and the type of fermionic discretization. It should also be noted that the contribution of quark-disconnected diagrams in [22], though significant, was observed to be much smaller than in our study. Clearly, more work is needed to investigate the systematics of these calculations. To this end we will add more ensembles at smaller pion masses and different lattice spacings.

VI. CONCLUSIONS

The combination of the hopping parameter expansion with the use of stochastic sources provides a powerful means for estimating quark-disconnected contributions to hadronic form factors. We have been able to obtain a clearly non-vanishing signal for the scalar form factor of the pion both at \( Q^2 = 0 \) (where there is a large subtraction of the vacuum contribution) and at non-vanishing momentum transfer, where the correlation functions become intrinsically noisy.

We find that the disconnected contribution to the scalar form factor is not negligible, and that indeed the purely connected part of the form factor fails to reproduce the expected logarithmic behaviour of the pion scalar radius as a function of the pion mass. This is in qualitative agreement with what has been found in partially quenched \( \chiPT \) [31]. From our determination of the pion scalar radius, we can derive a lattice estimate of the low-energy constant \( \ell_4 = 4.74 \pm 0.09 \), which is in fair agreement with the phenomenological estimate \( \ell_4 = 4.4 \pm 0.2 \) based on the analysis of \( \pi\pi \)-scattering amplitudes.

The present study is based on a single, albeit rather fine, lattice spacing. It is therefore important to repeat this study on ensembles with different values of the lattice spacing, to estimate the size of discretization effects and perform an extrapolation to the continuum limit. Another potential source of systematic errors are finite-volume effects. While all of our lattices satisfy \( M_\pi L \geq 4 \), it is desirable to include further, even larger, lattice volumes to ensure that finite-volume effects are indeed fully under control.

Another source of systematic error in the determination of the pion scalar radius, and hence of \( \ell_4 \), is the simple linear fit used to estimate the derivative of the scalar form factor at vanishing \( Q^2 \). It would be highly desirable to augment this somewhat naive approximation by using partially twisted boundary conditions for the connected part along the lines of [18, 25]. Unfortunately this method is fundamentally inapplicable to the disconnected part, where the same quark propagator connects to the operator insertion on both sides, and some interpolation will necessarily be required in this case. However, all our data are consistent with a linear \( Q^2 \) dependence, and any possible curvature cannot be resolved with our current accuracy.

Finally, another potential for systematic error lies in the use of NLO \( \chiPT \) formulae, which may not always give a good description of pion form factors [58]. The ability of the NLO expressions to describe the numerical data crucially depends on the overall accuracy of the latter. If the the statistical errors in the determinations of the scalar form factor and radius can be substantially decreased, one may have to resort to \( \chiPT \) at NNLO.
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