Guaranteed Rejection-free Sampling Method Using Past Behaviours for Motion Planning of Autonomous Systems

THOMAS T. ENEVOLDSEN\textsuperscript{1} and ROBERTO GALEAZZI\textsuperscript{2} (Member, IEEE)

\textsuperscript{1}Department of Electrical and Photonics Engineering, Technical University of Denmark, 2800 Kgs. Lyngby (e-mail: tthen@dtu.dk)
\textsuperscript{2}Department of Electrical and Photonics Engineering, Technical University of Denmark, 2800 Kgs. Lyngby (e-mail: roga@dtu.dk)

Corresponding author: Thomas T. Enevoldsen (e-mail: tthen@dtu.dk).

This research was sponsored by the Danish Innovation Fund, The Danish Maritime Fund, Orients Fund and the Lauritzen Foundation through the Autonomy part of the ShippingLab project, grant number 8090-00063B. The electronic navigational charts have been provided by the Danish Geodata Agency. The drone data has been provided by the Inspectrone project.

ABSTRACT The paper presents a novel learning-based sampling strategy that guarantees rejection-free sampling of the free space under both biased and approximately uniform conditions, leveraging multivariate kernel densities. Historical data from past states of a given autonomous system is leveraged to estimate a non-parametric probabilistic description of the domain, which in turn also describes the free space where feasible solutions of the motion planning problem are likely to be found. The tuning parameters of the kernel density estimator, the bandwidth and the kernel, are then used to alter the description of the free space so that no sampled states can fall outside the originally defined space. The proposed method is demonstrated in two real-life case studies: An autonomous surface vessel (2D) and an autonomous drone (3D). Two planning problems are solved, showing that the proposed approximately uniform sampling scheme is capable of guaranteeing rejection-free sampling of the considered workspace. Furthermore, the planning effectiveness of the proposed method is statistically validated using Monte Carlo simulations.

INDEX TERMS Autonomous systems, Motion planning, Path planning

I. INTRODUCTION

The interest in adopting autonomous robotic systems is steadily increasing in several industrial sectors, especially after witnessing the positive impact that robotization has had in large companies to perform mundane, repetitive and dangerous tasks. Small and medium companies see a growth potential in the integration of cobots into the manufacturing process; however, they are also concerned about the challenges associated with frequent changes on the production line. In addition, the transport sector is making the first experiments with the introduction of autonomous vehicles for logistics and urban mobility; however, there are open questions about the flexibility of such systems in the face of changes in the operational environment. If autonomous systems had the ability to leverage past experiences accumulated through the successful execution of tasks to plan the execution of similar tasks in a partly new environment, then the barriers to their actual adoption could be lowered. Furthermore, by leveraging past experiences, autonomous systems can plan in such a way that actions are predictable to humans. For autonomous systems such as cars and marine crafts, this will be of utmost importance, as humans are interacting with these systems on both roads and oceans, respectively.

Learning-based motion planners could provide a solution to transfer these experiences. Past states of the autonomous system collected during the completion of a task or experiences of other agents could be used to hone the search for new solutions to the given motion planning problem, within the region containing the past experiences, as long as the task or objective does not change significantly. When alterations in the task or systems workspace occur, the past states could be used to drive the exploration of previously unaccounted regions of the workspace in the vicinity of that encoded within the past experience. Sampling-based motion planning (SBMP) is proven to conquer complex motion planning tasks, where the given robotic system is highly constrained by
its dynamics and working environment. Given the probabilistic nature of the historical data and the SBMP, investigating how to integrate such experiences in the sampling procedure seems like a natural extension.

A. NOVELTY AND CONTRIBUTION

This paper proposes a novel learning-based sampling strategy for motion planning of autonomous systems. The method takes advantage of past experiences from prior motions to efficiently find new solutions to the motion planning problem in the presence of changes of the workspace. To achieve this, kernel density estimation with a finite support kernel is adopted to generate a non-parametric probabilistic description of regions of the free space where feasible solutions of the motion planning problem are likely to be found, in the neighbourhood of past data. The bandwidth of the multivariate probability density function is exploited to redefine the free space by enlarging obstacle regions. The sampling of the KDE in this new restricted space ensures that the generated samples always fall within the original free space. The paper also shows how the estimated kernel density can be exploited to obtain weights for performing importance sampling in the neighbourhood of past motions, for both biased and approximately uniform sampling of the free space, allowing the motion planner to both improve the current solution, but also explore nearby regions to the estimated one in relation to a new planning problem. Both sampling strategies are guaranteed to be rejection-free by construction.

The presented sampling strategy is verified in two case studies that address motion planning for an autonomous ship sailing in coastal waters and for an aerial drone performing a complex inspection task in a confined space.

B. RELATED WORK

Since the introduction of Probabilistic Roadmaps (PRM) and Rapidly-exploring Random Trees (RRT), Sampling-based Motion Planning (SBMP) has had a strong grasp on the motion and path planning space. This class of algorithms has a set of key advantages over traditional grid-based algorithms, primarily due to its ability to deal with systems of greater complexity with less computational burden. State-of-the-art optimal sampling-based motion planners include RRT* and PRM* [7], Batch Informed Trees (BIT*) [8], Fast Marching Trees (FMT*) [9] and additional variants of the aforementioned algorithms [10]–[15]. By uniformly sampling the state space, the previously mentioned SBMPs maintain their probabilistic guarantees and are asymptotically optimal.

However, the choice of sampling technique plays an important role in the convergence speed. The primary objective of alternative sampling schemes is to increase the probability of sampling states which can improve the current solution, compared to wasting sampling effort on states which provide no value. An extensive review of sampling techniques utilised in conjunction with RRT and its variants was performed by [16]. The authors categorised the following sampling objectives: Goal-biased, obstacle-biased, region-based, path-biased, passage-biased, search space reduction and biasing through sampling distributions. Furthermore, [17] provided an updated overview of the current state of SBMP.

The uniform sampling strategy is applicable to all problems and also guarantees that a solution, if it exists, is found. However, for certain problems, the uniform sampling strategy tends to sample states that are infeasible due to collision or system constraints. As an alternative, [18] investigated planning using knowledge of the free space to form a non-convex region, which was then sampled directly using a hit-and-run sampling scheme. [19] showed that uniform sampling a triangulated representation of a non-convex environment provided a significant increase in sampling value, as the obstacle-to-free space ratio increases, compared to the baseline uniform sampler. Leveraging prior knowledge of the problem is often referred to as importance sampling [20], which is a class of non-uniform sampling, more specifically, a priori non-uniform sampling. The key idea is that utilising knowledge of the problem will allow for a more rapid convergence to a solution. The application of importance sampling is a general topic within the motion planning literature [21]–[23].

Search space reduction was popularised by [24], which proposed the Informed-RRT*, a method for reducing the search space as the current best found solution improves. This is achieved by uniformly sampling a n-dimensional hyperspheroid, which corresponds to bounding the search space by n-dimensional symmetric ellipses scaled by the current best path length. This concept was further iterated by [25], who proposed a system that incrementally densifies the internal states of the bounding n-dimensional hyperspheroid. [26] proposed an informed uniform sampling strategy that directly encodes the maritime rules-of-the-road (known as the COLREGs) by sampling an elliptical half-annulus. [27] proposed an alternative informed sampling scheme for kinodynamic planning, since the elliptical informed subset is not suitable for systems with kinodynamic constraints. The authors propose a hierarchical rejection sampler which can sample the relevant informed set without explicitly parameterizing it. [28] proposed sampling routines for generating samples in a generalised informed set, primarily using Markov Chain Monte Carlo. The authors show asymptotic optimality for generally shaped informed spaces.

Recently, a growing interest in exploring learning methods to drive the sampling strategy has emerged. [29] proposed a self-learning sampling scheme, where an initial uniform distribution is updated with experiences from previous paths. The update occurs by augmenting the uniform distribution with the new data and using kernel density estimation to bias the uniform search space. [30], [31] propose a similar idea, however, using Gaussian Mixture Models (GMMs) to bias the sampling towards regions with previous solutions. [32] created a bank of local samplers by decomposing the work space into smaller regions; these local samplers are then customised to a specific problem based on prior knowledge of the task. The authors argue that the data for local samplers
have high complexity and therefore represent the local space with GMMs. \cite{33} proposed using a variant of GMM called Infinite GMMs, which allows the authors to learn typical GMM tuning parameters based on the expert data. \cite{34} demonstrated the use of a GMM sampling bias routine for automated parking, where the underlying data is generated from past parking scenarios carried out by experts. \cite{35} proposed modelling a rejection sampling technique using Markov Decision Processes, so that an offline policy can be modelled for environments that are similar.

For probabilistic roadmaps, \cite{36} propose using expansive configuration spaces, where the algorithm attempts to only sample areas of the configuration space of most relevance to the query at hand. \cite{37} combines sampling-based and optimisation-based planning, while approximating the configuration space. \cite{38} utilises estimates of observed samples from the obstacle-free space to generate new samples.

A two-stage approach is proposed by \cite{39}, where each sample is classified as collision-free or not. Kernel density estimation is used to create a collection of collision-free samples, which then generates new samples with a greater probability of also being collision-free. The second stage evaluates the potential of the newly generated sample, to determine whether or not it is capable of providing value. \cite{40} further iterates on this by restricting the search space to the $L^2$ informed subset (as proposed by \cite{24}), while leveraging the information captured by the classifier.

\cite{41} presented a conditional variational autoencoder, which is trained on past robot experiences. Non-uniform samples biased towards the past experiences are generated using the latent layer, narrowing the search for new paths to the area previously explored. Non-uniform and uniform sampling schemes are combined to retain the optimality guarantees of the given SBMP algorithm. The work was later extended into multiple networks capable of solving the entire SBMP problem. \cite{42}, \cite{43} proposed Neural RRT*, where a Convolutional Neural Network (CNN) is trained with previously successful paths, and then used to generate biased samples in the neighbourhood of the provided input data. \cite{44} proposes an imitation learning-based kinodynamic motion planner, where deep neural networks are combined with Model Predictive Control. The method is trained on historical data, to compute paths that directly adhere to the kinodynamic constraints of the given system.

II. PRELIMINARIES

A. THE WORKSPACE

Consider some autonomous (robotic) system, for example, an unmanned aerial vehicle (UAV) or an autonomous surface vehicle (ASV), that operates in some workspace $\mathcal{W}$ that is a subset of the Euclidean space $\mathbb{R}^n$. Let $A$ be some instance of the aforementioned autonomous system, then $x_A$ is an instance of coordinates that determines the current state of the system. Obstacles present in the workspace of the autonomous system can also be mapped in the space $\mathcal{W}$. Let $O$ be an obstacle in the workspace $\mathcal{W}$, then the obstacle in the workspace $\mathcal{W}_{\text{obs}} \subseteq \mathcal{W}$, is defined as $\mathcal{W}_{\text{obs}} \triangleq \{ x \in \mathcal{W} | A(x) \cap O \neq \emptyset \}$, i.e., the set of all states in which the autonomous system collides with the obstacle. The complementary set of the obstacle space is called the free space, that is $\mathcal{W}_{\text{free}} = \mathcal{W} \setminus \mathcal{W}_{\text{obs}}$.

B. SAMPLING-BASED MOTION PLANNING

The proposed method intended use is for computing low-cost feasible solutions in connection with the solution of the optimal sampling-based motion planning problem, defined similarly to \cite{24}.

Consider the state space $\mathcal{X}$, consisting of two subsets, namely $\mathcal{X}_{\text{free}}$ and $\mathcal{X}_{\text{obs}}$, with $\mathcal{X}_{\text{free}} = \mathcal{X} \setminus \mathcal{X}_{\text{obs}}$. The space $\mathcal{X}_{\text{free}}$ contains all states that are feasible with respect to the given system and its operating environment. Let $x_{\text{start}} \in \mathcal{X}_{\text{free}}$ be the initial state at the initial time $t = t_0$ and $x_{\text{goal}} \in \mathcal{X}_{\text{free}}$ be the desired final state.

Let $\sigma : [0, 1] \rightarrow \mathcal{X}$ be a sequence of states that constitute a found path, and $\Sigma$ be the set of all feasible and non-trivial paths. The objective is to compute the optimal path $\sigma^*$, which minimises a cost function $c(\cdot)$ while connecting $x_{\text{start}}$ to $x_{\text{goal}}$ through $\mathcal{X}_{\text{free}}$, i.e.,

$$
\sigma^* = \arg\min_{\sigma \in \Sigma} \{ c(\sigma) \mid \sigma(0) = x_{\text{start}}, \sigma(1) = x_{\text{goal}} \},
$$

\forall s \in [0, 1], \sigma(s) \in \mathcal{X}_{\text{free}}. \tag{1}

For the remainder of the paper, it is assumed that the above-mentioned state space quantities are equal to their workspace counterparts, i.e. $\mathcal{W} = \mathcal{X}$, $\mathcal{W}_{\text{free}} = \mathcal{X}_{\text{free}}$ and $\mathcal{W}_{\text{obs}} = \mathcal{X}_{\text{obs}}$.

C. UNIFORM SAMPLING STRATEGIES

Several sampling techniques exist to obtain new nodes for the exploration of a given state space. Uniform random sampling is the simplest strategy to achieve uniform exploration of the space and is based on the random selection of values for each degree of freedom present in the state $x \in \mathcal{X}$. Deterministic methods also exist, where sampling is driven by a low-discrepancy objective or a low-discrepancy objective. The former leads to the use of a grid whose resolution changes so that samples are placed to minimise the size of the uncovered areas. The latter addresses the shortcomings that arise from having grids that are aligned with the coordinate axes of the space. Among these sampling strategies, we find the Halton sequence (and its variants) and lattices.

III. GUARANTEED REJECTION-FREE SAMPLING OF NON-PARAMETRIC SPACES

Consider the autonomous system $A$ performing tasks in the free space $\mathcal{W}_{\text{free}}$ over an arbitrary large time horizon $T$. In the event of changes of the free space due to e.g., the introduction of new obstacles or operational boundaries, it is of interest to produce new motion plans by leveraging the information carried by the historical paths $\sigma_i$ traversed by $A$ over the period $T$. We propose to leverage the available data from past experiences in order to compute a non-parametric probabilistic representation of the free space that
describes the space in which new solutions may exist. Such a non-parametric description can be utilized twofold. Directly sampling the non-parametric distribution provides a biased sampling strategy, aiding in the computation of motion plans similar to those encoded within the data. The non-parametric distribution can also be used to approximately uniformly explore nearby regions of the free space to that traversed by the paths $\sigma_t$, yet remaining within the defined free space.

A. KERNEL DENSITY ESTIMATION

Multivariate kernel density estimation (KDE) is a non-parametric method to estimate an unknown multivariate probability density function $f(x)$ based on a finite data set containing realisations of the multivariate random variable described by $f(x)$. Specifically, the kernel density estimator operates on a set of $n$ data vectors each of which is an identically distributed $p$-variate random variable drawn from the same and unknown distribution $f(x)$.

Let $X = \{x_i \in \mathbb{R}^p | x_i \sim f, i = 1, \ldots, n\}$ be the available data set; then the general form of the $p$-variate kernel density estimator is given by

$$\hat{f}_X(x, H) = \frac{1}{n} \sum_{i=1}^{n} |H|^{-1/2} K(H^{-1/2}(x - x_i))$$  \hspace{1cm} (2)

where $x_i = [x_{i1}, x_{i2}, \ldots, x_{ip}]^T \in X$, $x = [x_1, x_2, \ldots, x_p]^T \in \mathbb{R}^p$ is an arbitrary element, $H = H^T > 0$ is the non-random $p \times p$ bandwidth matrix, and $K(\cdot)$ is the kernel function.

The kernel and the bandwidth are the tuning parameters; however, as the size of the data set increases, the importance of choosing the bandwidth outweighs the particular choice of the kernel [46, Section 6.2.3]. In the case of 1D KDEs, if the underlying distribution is unimodal or exhibits normal features, then Silverman’s rule or Scott’s rule [47] can be applied to compute the bandwidth. For 1D instances where the data has multiple modes, the Improved Sheather-Jones algorithm serves as a plug-in bandwidth selector [48].

When multivariate kernel density estimation is performed, such rule-based approaches do not apply. However, data-driven methods exist to compute optimal kernel functions and bandwidth matrices, as shown in [49], [50].

B. GENERATING SAMPLES FROM $f$

The generation of samples from parametric distributions is achieved through inverse transform sampling, in order to uniformly create samples belonging to the corresponding probability density function. Performing such an inversion of a KDE poses several challenges. However, by construction, a KDE $f_X(x, H)$ consists of a mixture of the kernel function $K(\cdot)$. This means that the KDE itself can be reconstructed by sampling the data used to generate it, biased by the chosen kernel function and its parameters.

One can generate $m$ samples from the estimated PDF $\hat{f}_X(x, H)$, given the data set $X = \{x_1, x_2, \ldots, x_n\}$ used to compute the estimate $f$, generate $m$ indices $(k_1, k_2, \ldots, k_m)$ from the discrete uniform density $U(1, 2, \ldots, n)$ in order to uniformly select data from the original data set. Each selected point is then biased by a sample $t_i$ generated from the chosen scaled multivariate kernel [46], [51]

$$s_i = x_{k_i} + t_i, \quad i = 1, \ldots, m.$$  \hspace{1cm} (3)

This procedure naturally leads to generating samples that are biased towards regions of higher density, and as the number of sampled points $m$ tends toward infinity, the samples represent a densified estimate of the non-parametric distribution of past states.

For sampling-based motion planning, it may instead be desired that the generated samples are uniformly distributed over the domain of the KDE. This can be achieved by computing the densities for each data point in the set $X$,

$$\omega_i = \hat{f}_X(x_i, H), \quad i = 1, \ldots, j$$  \hspace{1cm} (4)

and using the reciprocal $1/\omega_i$ to weight the selection of the indices $(k_1, k_2, \ldots, k_m)$. Fig. 1 shows a one-dimensional
implementation of such procedure, where Fig. 1a illustrates the estimated KDE and the computation of the weights, while Fig. 1b shows the reweighted sampling of the KDE domain compared to the original KDE.

Remark 1. There are complexities in generating the kernel sample \( t_i \), depending on the chosen kernel function. The most common case is a KDE using the Gaussian kernel, where sampling occurs by selecting the data points as described above and subsequently biasing each sample by a zero-mean \( p \)-variate normal distribution with the covariance described in terms of the bandwidth.

Remark 2. To ensure that the given sampling-based motion planner maintains its asymptotic optimality, the proposed method should be combined with uniform sampling of the entire space \([46, Section 6.2.3]\). This results in \( \lambda m \) samples drawn from the proposed scheme and \( (1 - \lambda)m \) samples from a uniform sampler, where \( 0 < \lambda < 1 \) is a tuning parameter based on the available data set and the problem at hand.

C. GUARANTEED REJECTION-FREE SAMPLING SCHEME

Consider the autonomous system \( A \) operating in space \( \mathcal{W} \subseteq \mathbb{R}^p \) in the presence of a set of obstacles \( \mathcal{O}_0 \). Then the free space is defined as

\[
\mathcal{W}^0_{\text{free}} = \{ x \in \mathcal{W} \mid A(x) \cap \mathcal{O}_0 = \emptyset \}.
\]  

Depending on the configuration of the obstacles, the free space \( \mathcal{W}^0_{\text{free}} \) can be either an open and unbounded set, or a closed and bounded. Fig. 2 shows an exemplification of the latter. The following theorem is valid in both cases.

Theorem 1. Let \( X \) be the set of states \( x_i \in \mathcal{W}^0_{\text{free}} \) that an agent \( A \) has assumed during a time period \( T = [t_0, t_1] \subseteq \mathbb{R}, \ t_1 > t_0 \geq 0 \), and \( f(x) \) the unknown spatial distribution of such states over the free space \( \mathcal{W}^0_{\text{free}} \). Assume that at time \( t_2 > t_1 \) the free space \( \mathcal{W}^0_{\text{free}} \) changes to \( \mathcal{W}^1_{\text{free}} \), where \( \mathcal{W}^1_{\text{free}} \cap \mathcal{W}^0_{\text{free}} \neq \emptyset \). Then the rejection-free sampling of \( \mathcal{W}^0_{\text{free}} \) is guaranteed through the sampling of \( \tilde{f}_X(x, H) \) on the set \( \tilde{X} = \{ x \in \mathcal{W}^2_{\text{free}} \cap X \} \subseteq X \), where \( f_X(x, H) \) is a kernel density estimator of \( f(x) \) with finite support kernel, and \( \mathcal{W}^2_{\text{free}} \subseteq \mathcal{W}^1_{\text{free}} \).

Proof. Given the set \( X \), the \( p \)-variate KDE with finite support kernel \( K(\cdot) \) (e.g., the box or Epanechnikov’s kernel), and bandwidth matrix \( H \) [46, Section 6.2.3]

\[
\tilde{f}_X : \mathcal{W}^0_{\text{free}} \to E
\]

is an estimator of the unknown spatial distribution \( f(x) \), which maps elements of the free space to density values, where

\[
E = \{ e \in \mathbb{R}^+ | 0 \leq e \leq 1 \}.
\]

\( \tilde{f}_X \) is a biased non-parametric probabilistic description of \( \mathcal{W}^0_{\text{free}} \), whose sampling allows to plan the motion of the agent \( A \) within the free space \( \mathcal{W}^0_{\text{free}} \).

At an arbitrary time instant \( t_2 > t_1 \) the free space partly changes such that \( \mathcal{W}^1_{\text{free}} \cap \mathcal{W}^0_{\text{free}} \neq 0 \), i.e.,

\[
\mathcal{W}^1_{\text{free}} = \{ x \in \mathcal{W} \mid A(x) \cap \mathcal{O}_1 = \emptyset \}
\]

where \( \mathcal{O}_1 \) is the new set of obstacles. Let \( B = \{ x \in \mathbb{R}^p \mid |x| \leq \varrho \} \) be a ball of radius \( \varrho \), where \( \varrho = (\lambda_{\min}(\mu_2(K)I_p))^{-1/2} \| H^{1/2} \|_p \), \( \mu_2(K)I_p \) is the second order moment of the selected kernel function \( K(\cdot) \) [52, Section 3.6], and \( \lambda_{\min} \) is its smallest eigenvalue. The new free space \( \mathcal{W}^2_{\text{free}} \) is defined by enlarging the obstacle regions \( \mathcal{O}_1 \), i.e.,

\[
\mathcal{O}_2 = \mathcal{O}_1 \oplus B
\]

\[
\mathcal{W}^2_{\text{free}} = \{ x \in \mathcal{W} \mid A(x) \cap \mathcal{O}_2 = \emptyset \}.
\]

and by construction \( \mathcal{W}^2_{\text{free}} \subseteq \mathcal{W}^1_{\text{free}} \).

The sampling of \( \tilde{f}_X(x, H) \) on the set \( \tilde{X} = X \cap \mathcal{W}^2_{\text{free}} \) achieves the rejection-free sampling of \( \mathcal{W}^0_{\text{free}} \). To guarantee that all samples fall within \( \mathcal{W}^2_{\text{free}} \) the chosen kernel \( K(\cdot) \) must have finite support, otherwise the use of the kernel \( K(\cdot) \) on data points belonging to \( X \) could generate samples falling outside \( \mathcal{W}^2_{\text{free}} \).

Remark 3. To obtain the approximately uniform sampling of \( \{ \tilde{X} \oplus B \} \subseteq \mathcal{W}^2_{\text{free}} \), the \( p \)-variate KDE \( \tilde{f}_X \) should be reweighted. This can be achieved through two approaches: (i) the estimation of a new KDE based on the data set \( \tilde{X} \); (ii) the truncation and normalization of the original KDE.

Following the latter, \( \tilde{f}_X(x, H) \) is first truncated by zeroing the densities that falls outside \( \mathcal{W}^2_{\text{free}} \) and then normalized to ensure that the resulting function still qualifies as a density, i.e.,

\[
\hat{f}_X(x, H) = \begin{cases} \tilde{f}_X(x, H), & \forall x \in X \cap \mathcal{W}^2_{\text{free}} \\ 0, & \text{otherwise} \end{cases}
\]

\[
\hat{f}_X(x, H) = \frac{\tilde{f}_X(x, H)}{\rho}
\]

where

\[
\rho = \int_{R^p} \tilde{f}_X(s, H) \, ds.
\]
D. TOY EXAMPLE

The following section presents a toy example to provide a detailed demonstration of how the proposed method is applied to a given problem.

Using two bivariate normally distributed random variables \( X_1 \sim N(\mu_1, \Sigma_1) \) and \( X_2 \sim N(\mu_2, \Sigma_2) \) with parameters \( \mu_1 = 0, \Sigma_1 = \text{diag}(10, 20) \), \( \mu_2 = [20, 10]^T \) and \( \Sigma_2 = \text{diag}(45, 35) \), some historical data, in this case 1500 samples, is generated, such that a collection of data points

\[
X = [(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)]^T
\]

(14)

is created. This particular data set is created such that it represents past states that at some point were feasible with respect to the nominal space \( W^0_{\text{free}} \). However, at the current time instant, a boundary limitation has been imposed described by the following polygon \( P \)

\[
P = [(-10, -10), (22, 3), (30, 27), (-12, 30), (-20, 0)]
\]

which now represents the new free space \( W^1_{\text{free}} \). Fig. 3a visualises the historical data and nominal space, whereas Fig. 3b visualises the imposed boundary \( W^1_{\text{free}} \) and its impact on the historical data. An unbounded KDE is computed based on the data set \( X \) using the bandwidth matrix \( H = 2I \) and the finite support Epanechnikov kernel. Fig. 3c shows a visualisation of such KDE. To guarantee that sampling of the new free space \( W^1_{\text{free}} \) occurs completely rejection-free, a final space is introduced. This space is an erosion (or shrinkage) of the polygonal boundary, resulting in the space \( W^2_{\text{free}} \), as shown in Fig. 3d. The amount of erosion is related to the bandwidth matrix \( H \) through the radius \( \varrho \). The computed KDE is truncated to \( W^2_{\text{free}} \) and normalised, resulting in the KDE presented in Fig. 3e. By reducing the original data set \( X \) to only encompass points which fall within \( W^2_{\text{free}} \), \( \bar{X} \), the KDE can be sampled in either of the two ways presented in Section III-B. Fig. 3f shows the subset \( \bar{X} \), which will be utilised such that no rejection sampling is required. Finally, \( \bar{X} \) and the resulting KDE are used to generate samples. Fig. 3g and Fig. 3h demonstrate the sampling schemes ability to generate biased samples as well as an approximate uniform coverage of an extended region within \( W^1_{\text{free}} \) surrounding the original data set \( X \).

IV. CASE STUDIES

The following case studies are performed on raw data, without any sort of pre-processing or augmentation. This allows the effectiveness of the proposed method to be demonstrated. However, in practise, one may potentially gain further increased performance from procedures such as upsampling.

All KDEs were computed using \texttt{KDEpy} \cite{KDEpy}, an FFT-based KDE package for Python. The proposed rejection-free sampling method is compared to the simplest and most versatile method, namely uniform sampling. The planning prob-
A. AUTONOMOUS SURFACE VESSEL SAILING IN CONFINED WATERS

The development of autonomous ships has been in focus in recent years, where it is desired to bring highly automated capabilities to vessels such as harbour buses, small island ferries, or even larger vessels such as container feeders. A key component towards the achievement of autonomous marine navigation is collision and grounding (i.e., sailing in waters shallower than the clearance) avoidance. Therefore, a tailored sampling space for such a system could be designed to directly sample regions where the given vessel would typically operate, without sampling states that may cause grounding. Formulating a data-driven sampling space for this particular application is made possible by a significant amount of available GPS data, since modern standards dictate that certain classes of vessels must broadcast their positions at all times. The presented case study (Fig. 5) considers a vessel restricted by shallow waters, which, according to good safe navigation practise, also wants to maintain a safe distance from shallow water [53]. The case study uses real ships’ position and chart data from the Little Belt area in Denmark (for additional details regarding this particular case study and data see [19]). Fig. 5a shows the feasible contours

FIGURE 4: Outcome of the motion planner for the ASV and drone case studies. Fig. 4a shows a path where the vessel maintains the specified safety distance to shallow waters. The proposed method ensures that only safe samples are generated, thereby increasing the efficiency of computing low cost solutions, as evident in Table 3 and Fig. 6. Details regarding safe sampling-based motion planning for ASVs can be found in [19], [53]. Fig. 4b details a similar scenario, but instead for the drone. This particular case study mimics an inspection task, and therefore the drone must also maintain some safety distance from the obstacles (see [54] for more details). Note that due to limitations with the 3D engine used for plotting, the location of the data points within the figure may be deceptive, see therefore instead the 2D projection in Fig. 4c.

TABLE 1: Computing obstacle-free samples (from \( \mathcal{W}_{\text{free}} \)) 10,000 times (Fig. 4c). Comparison between the baseline (B) and proposed approach (R), where the percentage (\( \Delta \% \)) is computed as \( (R - B) / B \), where lower numbers are better. Mean (\( \mu \)), median \( \bar{\mu} \) and standard deviation (\( \sigma \)).

| Samples  | Times |
|----------|-------|
| \( \mu \) | \( \bar{\mu} \) | \( \sigma \) | \( \mu \) | \( \bar{\mu} \) | \( \sigma \) |
| 9552.722 | 2500.000 | -73.83% | 0.423 | 0.116 | -72.63% |
| 9551.000 | 2500.000 | -73.83% | 0.422 | 0.116 | -72.55% |
| 164.550 | 0 | -100.00% | 0.009 | 0.001 | -93.02% |
FIGURE 5: Application of the proposed method detailed in Section III, where the generated sampling schemes are created based on real historical data from vessels passing through the Little belt area of Denmark, such that the resulting samples ensure feasibility with respect to the available water depth. The white regions in Fig. 5a and 5b are infeasible regions for the chosen vessel. For more details regarding this particular case study and associated data, see [19].

FIGURE 6: Comparison between the required number of samples, computational time and graph nodes required to achieve the specified solution cost ($c = 8000$, $c = 8250$ and $c = 8500$) for both the baseline sampling scheme (B) and proposed rejection-free sampling method (R), when solving the planning problem for the ASV (Fig. 4a). The blue line indicates the mean and solid red the median. Each method has been simulated 10,000 times, further statistical results can be found in Table 3.
Monte Carlo simulations were used to investigate the performance of the proposed method for generating approximately uniform samples from the KDE. All the following results were generated from solving the planning problem detailed in Fig. 4a, where the baseline sampling scheme is simply a rectangular approximation of the planning region.

Table 1 details 10,000 trials, where the two sampling schemes were tasked with generating 2500 feasible samples. As expected, since the proposed method directly samples the free space in a rejection-free manner, each trial spends exactly 2500 samples in order to generate the required 2500 feasible samples. The performance of the baseline sampler is highly correlated with the area ratio between the actual free space and its approximation. In general, the traditional uniform sampler results in a constant factor, relative to the area ratio, in terms of increased run time [19], [38]. These results highlight the sampling efficiency to be gained from specialising the scheme to the particular problem at hand, as the strength of the method becomes more apparent when the baseline sampler is a poor approximation of the free space.

Table 2 contains the results of 10,000 trials in which the baseline sampling scheme is simply a rectangular approximation of the planning region. The performance of the baseline sampler is highly correlated with the area ratio between the actual free space and its approximation. In general, the traditional uniform sampler results in a constant factor, relative to the area ratio, in terms of increased run time [19], [38]. These results highlight the sampling efficiency to be gained from specialising the scheme to the particular problem at hand, as the strength of the method becomes more apparent when the baseline sampler is a poor approximation of the free space.

The true strength of the proposed method is captured when one wishes to find paths within the space of past behaviours, which are lower cost than some desired cost. Table 3 shows 10,000 trials for both methods, where both planners solve the problem in Fig. 4a until the reported solution cost is lower than 8500, 8250 and 8000. Fig. 6 visualises the table data, where it is clear that to obtain a specific solution cost, the achieved solution cost is 7% lower. The results show that the graph density (number of nodes) for the proposed method is 65% higher for this particular case study, which explains why the overall run time is increased.

The true strength of the proposed method is captured when one wishes to find paths within the space of past behaviours, which are lower cost than some desired cost. Table 3 shows 10,000 trials for both methods, where both planners solve the problem in Fig. 4a until the reported solution cost is lower than 8500, 8250 and 8000. Fig. 6 visualises the table data, where it is clear that to obtain a specific solution cost, the rejection-free method excels. The proposed method for all three cost scenarios outperform every baseline, whilst also significantly reducing the amount of standard deviation in the resulting solution. As previously detailed, using the proposed method allows one to successfully capture the underlying navigational behaviour of past vessels. The sampling scheme guarantees that any generated sample is approximately uniform in the domain of the KDE, which describes the past behaviours of other vessels, and always falls within the defined free space. The approach allows one to include design specifications directly in the formulation of the sampling space, which in this case translate to maintaining a certain safety distance towards the shallow waters.
FIGURE 7: Application of the proposed sampling method from Section III with real life data from a drone inspecting a confined space [54]. The resulting space ensures that the drone is able to maintain an adequate safety distance from the updated obstacle space. Fig. 7b and 7d-7f are the 2D projections to the xy-plane of the space shown in Fig. 7a for z = 0. Fig. 7c is a 3D visualisation of the untruncated KDE; the colour of each data point indicates the probability density. Note that due to limitations with the 3D engine used for plotting, the location of the data points in Fig. 7a and Fig. 7c may be deceptive.

FIGURE 8: Comparison between the required number of samples, computational time and graph nodes required to achieve the specified solution cost (c = 4.1, c = 4.3 and c = 4.5) for both the baseline sampling scheme (B) and proposed rejection-free sampling method (R), when solving the drone planning problem in Fig. 4b and Fig. 4c. The blue line indicates the mean and solid red the median. Each method has been simulated 500 times, further statistical results can be found in Table 5.
B. NAVIGATING AUTONOMOUS DRONES IN CHALLENGING ENVIRONMENTS

Drones are widely adopted in various industries, proving their worth in many highly automated or autonomous tasks. Their ability to move freely in 3D provides significant value when it comes to performing inspection, monitoring, and surveying tasks, as well as providing the ability to interact and reach places infeasible for humans. This particular case study was chosen to demonstrate the applicability of the proposed methods to higher-dimensional problems. This case study uses data from a real drone that has previously inspected a marine vessel, specifically ballast tank inspection. The motion planning problem is then to compute a path for a new inspection task. Fig. 7 details the steps of the proposed method. Given some inspection data collected in $W^0_{\text{free}}$, the problem changes to contain new obstacles and a safety distance requirement, which generates $W^1_{\text{free}}$ (Fig. 7a and Fig. 7b). Next, the bandwidth matrix $H = 0.18I$ and Epanechnikov kernel is selected and the KDE is computed and evaluated (Fig. 7c), where then the space $W^1_{\text{free}}$ is dilated by the bandwidth, generating $W^2_{\text{free}}$ (Fig. 7d). By imposing $W^2_{\text{free}}$ on $X$, one can generate biased or approximately uniform samples as desired (Fig. 7c and Fig. 7f).

Compared to the ASV case study, when looking for a feasible solution to the drone scenario, the proposed method significantly outperforms the baseline. Table 4 details 10,000 simulations of the presented planning problem in Fig. 4c and Fig. 4d. Here, it is evident that as the dimensional complexity increases, the true benefits of a specialised sampling scheme appear. Since the particular historical data are a good representation of the desired path, the proposed method is faster (by 57%) and produces lower cost paths at a significantly lower standard deviation (88% lower).

Obtaining lower-cost solutions, using the proposed method, for a problem such as the one posed by drone navigation also heavily outperforms the baseline. Three cost ($c = 4.5$, $c = 4.3$ and $c = 4.1$) thresholds were selected that lie within the range of what was produced by the feasible solutions of both methods (from Table 4). Due to the sheer amount of compute time required by the baseline, the number of trials was reduced to 500. Table 5 and Fig. 8 detail the statistics related to obtaining a solution better than the cost thresholds mentioned above. Since the historical data are very representative of the desired paths, the proposed method does significantly better than the baseline. The baseline spends significant sampling effort exploring the entire space, where instead the rejection-free scheme hones its search. This results in greater speeds and overall consistency of the proposed method, since, as shown by the median and mean values of the baseline, there are a large number of outliers in the 500 trials that significantly impact the performance. By comparing the median values, the proposed method performs at least twice as well for $c = 4.5$ and $c = 4.3$, while for $c = 4.1$ it performs 11 times better.

V. CONCLUSIONS

This paper proposed a new learning-based sampling strategy to generate biased or approximately uniform samples of a given free space, while guaranteeing that no rejection sampling is required. Kernel density estimation is adopted to achieve a probabilistic non-parametric description of regions of the workspace where solutions of the motion planning problem are likely to exist. The kernel and bandwidth of the estimated kernel density were exploited to provide a guarantee-by-construction that all future states generated by sampling the KDE fall within the boundaries of the free space. The method was illustrated in two case studies using real historical data for 2D and 3D workspaces, collected from surface vessels and drones, respectively. Each case study contained detailed steps explaining how to generate the sampling spaces. Finally, motion planning problems were solved for both the ASV and the drone case studies, and extensive Monte Carlo simulations were performed to gather statistical data, which detailed the strengths of the method.

It is noteworthy that the proposed method only performs as well as the available historical data. If the sought motion plan does not exist within the neighbourhood of the past behaviours, then the proposed method will perform worse than the baseline uniform sampling scheme.

Potential future work includes investigating whether or not pre-processing the data provides any performance improvement. It is speculated that for cases with highly application specific data, data augmentation or modification may improve the performance. Additionally, the statistical properties of the approximately uniform sampling scheme could be further investigated such that the uniformity of the sampled points could be accessed with respect to the underlying distribution.
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