Electrocardiogram Signal Classification Based on Mix Time-Series Imaging
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Abstract: Arrhythmia is a significant cause of death, and it is essential to analyze the electrocardiogram (ECG) signals as this is usually used to diagnose arrhythmia. However, the traditional time series classification methods based on ECG ignore the nonlinearity, temporality, or other characteristics inside these signals. This paper proposes an electrocardiogram classification method that encodes one-dimensional ECG signals into the three-channel images, named ECG classification based on Mix Time-series Imaging (EC-MTSI). Specifically, this hybrid transformation method combines Gramian angular field (GAF), recurrent plot (RP), and tiling, preserving the original ECG time series’ time dependence and correlation. We use a variety of neural networks to extract features and perform feature fusion and classification. This retains sufficient details while emphasizing local information. To demonstrate the effectiveness of the EC-MTSI, we conduct abundant experiments in a commonly-used dataset. In our experiments, the general accuracy reached 93.23%, and the accuracy of identifying high-risk arrhythmias of ventricular beats and supraventricular beats alone are as high as 97.4% and 96.3%, respectively. The results reveal that the proposed method significantly outperforms the existing approaches.
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1. Introduction

According to the World Health Organization (WHO), cardiovascular disease has been the leading cause of death globally for the past 20 years. Since 2000, cardiovascular disease deaths have climbed by more than 2 million, reaching approximately 9 million in 2019, accounting for 16 percent of all deaths [1].

Arrhythmia is a serious disease in the category of cardiovascular diseases [2]. It is produced by abnormal activation of the sinus node or, outside the sinus node, slow conduction of excitation, blockage, or irregular channel conduction, i.e., a cardiac activity’s origin or conduction disorder leads to an abnormal heart rate or rhythm [3]. Arrhythmias can be divided into bradyarrhythmias, tachyarrhythmias, and hereditary arrhythmias [4]. In severe circumstances, the disease can cause physical discomfort or even death [5,6]. For instance, ventricular fibrillation, the deadliest type of arrhythmia, may nearly stop blood flow because the ventricles handle most of the “hard physical work” in the circulatory system [7]. People with ventricular fibrillation are usually patients with potential heart disease. If they cannot be treated within a few minutes, they may die. Therefore, identifying and classifying ECG signals is critical. With early warning and timely prevention, doctors can promptly detect problems.

ECG, a technique for recording the electrical activity patterns of the heart during each cardiac cycle, has been regarded as an essential auxiliary tool for diagnosing cardiovascular diseases [8]. The essence of ECG is a time series, which refers to random variables formed by arranging the values of the same statistical indicator in the order of their occurrence time [9]. Except for classification algorithms that have been applied in other applications [10–13],
researchers have proposed a series of methods for the ECG classification in the past decades. The classification methods of ECG can be roughly divided into traditional statistical learning and machine learning methods. Statistical learning methods mainly include dynamic time warping (DTW), Fisher’s linear discriminant analysis (FLDA), and K-nearest neighbor classifier (KNN) [14]. Venkatesh et al. [15] proposed a method for identification using single-lead ECG, which extracted nine feature parameters from the ECG space domain for classification and used DTW and FLDA combined with the KNN classifier for type. For machine learning methods, many studies have proposed effective models based on machine learning models, such as artificial neural network (ANN) [16], support vector machine (SVM) [17], and decision tree (DT) [18].

However, the main disadvantage of these machine learning methods is they cannot fully exploit in-deep features while using heuristic manual construction with shallow feature learning architectures. It is challenging to find the most suitable and representative features, which are the key to improving the accuracy of ECG classification. As a branch of machine learning, deep learning [19] can extract features automatically, which has also been extensively applied to ECG diagnosis. Saadatnejad et al. [20] proposed a model that combines wavelet transform (WT) and long short-term memory (LSTM) for continuous cardiac monitoring on wearable devices with limited processing power. Compared with many methods based on computationally intensive deep learning, it has the characteristic of being lightweight. Kiranyaz et al. [21] proposed a system using adaptive one-dimensional convolutional neural networks (CNNs) to quickly and accurately classify and monitor the specific ECG of patients. However, these methods are all based on one-dimensional time series modeling, which cannot fully exploit the intrinsic characteristics of ECG signals.

In recent years, due to the significant progress brought by computer vision technology, scholars in different fields have gradually employed this technology in time series classification. A common strategy is to develop deep learning models to extract features from time-series data through imaging, which is an up-and-coming area of research. Specifically, it firstly converts time series into images and then applies deep learning algorithms to extract features from these images. The extracted features are then fed into the classifier to obtain the final results. Recently, the strategy has been applied in the time series classification task. Thanaraj et al. [22] used the Gramian angular summation field (GASF) to encode EEG signals into RGB images and then construct a custom CNN for detecting focused GASF images which realize the classification and diagnosis of epilepsy. Shahverdy et al. [23] converted driving signals into pictures through the recurrent plot (RP) to realize the transformation from the timing dependence of driving signals to the spatial support of images, which are employed to categorize driving behavior. Wang et al. [24] utilized single and composite time series imaging methods on 20 standard datasets to explore the effect of this technology, followed by feature learning using tiled convolutional neural networks (TCNN), and the competitive results reveal the superiority of the proposed approach.

The above studies show that the method of converting time series into images can achieve more impressive performances in time series classification. However, there are few works that focus on ECG classification based on time series imaging. In addition, the previous studies related to ECG classification tend to process one-dimensional ECG sequences directly, which cannot fully explore the internal characteristics of ECG signals and improve the accuracy of ECG classification [25]. Therefore, the main goals of this paper are as follows:

1. Design a novel and effective time series imaging method that better preserves the temporal dependence and correlation of the original ECG time series, such as Gramian angular field (GAF) [26], recurrent plot (RP) [27], and tiling [28].
2. Employ the image classification neural network to perform feature extraction, and then through feature fusion to lessen the impact of the inherent defects of a single feature.
3. Evaluate the effectiveness of the proposed method.
Aiming to achieve these goals, we propose an ECG classification based on Mix time-series imaging (EC-MTSI), classified by encoding ECG time-series into 2D images. The main contribution of this work is summarized as follows.

- We transform the one-dimensional ECG signals into two-dimensional images to explore the nonlinearity and temporality of the raw data, opening a new direction for ECG research.
- We employ several effective networks to extract features and perform feature fusion to exploit the hidden information fully.
- To verify the proposed method, we perform extensive experiments on a classic dataset, and the results show our model demonstrates a high capability of classifying ECG signals.

The other parts of this paper are organized as follows. Firstly, we provide a brief review of relevant literature in Section 2. Then, we introduce the proposed ECG classification framework model in Section 3. After that, we conduct three experiments to prove the superiority of the proposed method, followed by the possible future development directions in Section 5.

2. Methods

In this section, we will first briefly illustrate the structure of the proposed EC-MTSI model, then the three components in our model are introduced in detail.

2.1. EC-MTSI Framework Model

Figure 1 demonstrates the structure of the EC-MTSI model proposed in this paper. Part I is the model structure of the mix time-series imaging (MTSI) framework, where the input ECG time series is passed through the GAF [22] and RP [18] and tiling [19] simultaneously. By superimposing the one-dimensional time gray images obtained by these three methods, three-channel images are obtained. After that, Part II extracts the features of the received RGB image through the two branches of ResNet and DenseNet. Lastly, the in-depth features obtained by the aforementioned two branches are fused in Part III. Combined with convolutional feature fusion, the integrated features pass through two fully connected layers and output the final classification result through the softmax activate function.

Figure 1. The framework of the EC-MTSI model.

2.2. Mix Time-Series Imaging Method

In order to preserve the timing dependence, stationarity, and internal similarity of ECG signals, we construct a mix time series imaging (MTSI) method. Specifically, the input ECG signals are obtained by RP, GAF, and tiling methods, individually, and finally the superimposed image containing rich features is output. GAF encodes the ECG signals and
maintains the time-series dependency, which enables the transformed 2D image retains the static information of the raw ECG signal [24]. RP, a vital method to analyze the periodicity, chaos, and non-stationarity of a time series, can reveal the internal structure of the time series and give prior knowledge about similarity, information, and predictability [29]. Due to the length of the patients’ average heartbeats being different or too long or even containing some outliers, tiling is necessary to divide the dataset with a fixed time interval. For example, a 3.6 s record at 360 Hz contains $3.6 \times 360$ measurements, and the signal can be tiled into a $36 \times 36$ matrix. To this end, it is reasonable to believe the MTSI can preserve sufficient information and boost classification performance.

The Mix conversion method uses Algorithm 1 to fuse GAF, RP, and tiling images to obtain the three-channel pictures corresponding to the ECG signals. Algorithm 1 takes the original signal as the red channel input, denoises the absolute value of the difference between the smoothed signal and the original signal as the green channel input, and the denoised green channel input as the blue channel input. After that, the ECG signals of the three channels are visualized by tiled, GAF, and RP, then superimposed to obtain the tensor. Finally, the array is rearranged to output the image to meet the requirement of the subsequent neural networks.

Algorithm 1: The pseudocode for the MTSI.

| Data: The original signal $s$ |
| Result: Mix-encoded three-channel image $I$ |
| Channel$_{red} = s$ |
| Channel$_{Green} = f_{denoise}(|f_{denoise}(s) - s|)$ |
| Channel$_{blue} = f_{denoise}(s)$ |
| $I = [TILING(Channel_{red}), GAF(Channel_{Green}), RP(Channel_{Blue})]$ |
| $I = move\_axis(I, 0, 2)$ |

In order to improve the accuracy of the data and the smoothness of the ECG signal and reduce the interference of noise without changing the signal trend, we employ the Savitzky–Golay algorithm [30] to smooth signal and restrain noise. In the Savitzky–Golay algorithm, the continuous subset of adjacent data points is fitted with a low-order polynomial by the linear least square method. When the distance between data points is equal, the analytical solution of the least-squares equation can be found, which is in the form of a set of “convolution coefficients” that can be applied to all data points. Savitzky–Golay’s convolution smoothing algorithm is an improvement of the moving smoothing algorithm (Equation (1)).

$$Y_j^* = \frac{\sum_{i=-m}^{m} C_i Y_{j+i}}{N}, \quad \frac{m+1}{2} \leq j \leq n - \frac{m-1}{2}$$  \hspace{1cm} (1)

where $m$ is a fixed window size, $Y_j$ represents the observed value of the ECG signals, and $C_i$ is the convolution coefficient of continuous observations with each window size $m$.

2.3. Feature Extraction

To fully exploit the intrinsic features of ECG signals, more effectively utilize the advantages of CNNs in image processing, and further improve the accuracy of classification. We use feature extraction to process the transformed images further. Feature extraction will use a computer to extract image information and decide whether each image point belongs to an image feature [31]. The result of feature extraction is to divide the facts on the image into different subsets, which often belong to isolated points, continuous curves, or continuous regions.

The single-channel neural network structure can usually only process one type of information, and it is challenging to extract different ECG signal features simultaneously. Therefore, we propose an extraction method based on a multi-feature fusion convolutional neural network for ECG classification to solve this problem. Specifically, we use ResNetV2 [32] and DenseNet [33]. The modified ResNet50V2 and DenseNet121 extract
the features after converting the ECG into an image. Namely, the last activation layer and output layer are removed. The output of the final fully connected layer is to prepare for the subsequent feature fusion.

2.3.1. ECG Feature Extraction Based on ResNetV2

A powerful feature extractor is required to extract deep features in encoded images more efficiently. The feature extraction network used in this paper is ResNetV2. Compared with ResNetV1, ResNetV2 converges faster without changing the model depth. From a mathematical point of view, the residual structure of ResNetV1 shown in Figure 2 can be expressed by Formula (2):

\[ y_l = h(x_l) + F(x_l, W_l) \]  \hspace{1cm} (2)
\[ x_{l+1} = f(y_l) \] \hspace{1cm} (3)

where \( x_l \) and \( x_{l+1} \) are the input and output of the \( l \)th unit, respectively, and \( F(\cdot) \) is the residual function. \( h(\cdot) \) is the identity map, and \( f(\cdot) \) is the ReLU function. Although this structure can alleviate the gradient disappearance and gradient explosion problems when the network structure is deepened, studies have shown that when the weight is too small, the gradient disappearance problem will still occur in ResNetV1 [32]. The ResNetV2 shown in Figure 3 can avoid this problem well. Specifically:

- ResNetV2 does not easily change the value of the “identity” branch on the left side of the residual structure. The input is consistent with the output, \( h(x_l) = x_l \). Forward parameters and reverse gradients can be directly passed from shallow to deep layers without hindrance, effectively alleviating the problem of gradient disappearance during training.
- The distribution of features is no longer changed after the addition operation. In ResNetV2, \( x_{l+1} \) is always equal to \( y_l \); the ReLU at the end of ResNetV1 makes the output of the residual block always non-negative, which restricts the expressive ability of the model.

![Figure 2. ResNetV1 residual structure.](image-url)
2.3.2. ECG Feature Extraction Based on DenseNet

Aiming at the relative scarcity of training data and overfitting, we choose DenseNet [33] as another feature extractor. DenseNet uses a more aggressive dense linking mechanism, as shown in Figure 4. The connector can express all its layers to each other. The following form:

\[
X_l = H_l([X_0, X_1, \ldots, X_{l-1}])
\]  

(4)

where \([\cdot]\) represents the concatenation operation, which combines all output feature maps from \(X_0\) to \(X_{l-1}\) layers by channel. The nonlinear transformation \(H\) used here is a combination of BN+ReLU+conv.

---

**Figure 3.** ResNetV2 residual structure.

**Figure 4.** The dense connection mechanism in DenseNet.
2.4. ECG Feature Fusion

We add feature fusion after the feature extraction network to solve the problem of a single network extracting ECG signal features. Feature fusion can reduce the influence of the inherent defects of a single feature by removing multiple features simultaneously and achieving feature complementation. It is a critical way to improve classification performance [34].

We mainly select early fusion [35], which extracts image features through different networks and then performs feature fusion. In part III in Figure 1, the obtained features are spliced and fused after two feature extraction networks. Then input it into the multi-layer perception module, and the splicing is shown in Equation (5).

$$Z_{concat} = \sum_{i=1}^{c} X_i * K \sum_{i=1}^{c} Y_i * K + c$$

where $X_i$ and $Y_i$ are the eigenvalues of the two inputs, $K$ represents the convolution kernel, and $*$ represents the convolution. This module consists of one output layer and two dense layers. The output layer uses the softmax function to predict the classification of the ECG.

3. Experiment

We begin with the introduction of the dataset used in the study to verify the effectiveness of the EC-MTSI. Then several evaluation metrics are elaborated, followed by extensive experiments and the corresponding analysis.

3.1. Datasets and Data Pre-Processing

We use the MIT-BIH arrhythmia dataset [36], which contains ECG signals derived from more than 4000 long-term Holter recordings obtained by the Hospital Arrhythmia Laboratory in Boston between 1975 and 1979. The specifications of 360 sampling points per second per channel are digitized, with a total of 109,500 heartbeats, of which abnormal beats account for 30%. In this paper, the heartbeat signals in the dataset are divided into five types according to Advancement of Medical Instrumentation (AAMI) standards [37], including regular beats, supraventricular beats, ventricular beats, fusion beats, and unknown beats. The details of five categories of heartbeats in the MIT-BIH dataset are represented in Table 1. Figure 5 shows a sample of each type.

| AAMI Classes            | Heartbeat Types                                                     |
|-------------------------|---------------------------------------------------------------------|
| Normal beats            | Normal beats, Left bundle branch block, Right bundle branch block,   |
|                         | Atrial escape beat, Nodal (junctional) escape beat                  |
| Supraventricular beats  | Atrial premature beat, Aberrated atrial premature beat, Nodal       |
|                         | (junctional) premature beat, Supraventricular premature beat        |
| Ventricular beats       | Premature ventricular contraction, Ventricular escape beat          |
| Unknown beats           | Paced beat, Fusion of paced and normal beat, Unclassified beat       |
| Fusion beats            | The fusion of ventricular and normal beat                           |
Figure 5. Five types of heartbeats. (a) The normal beat represents the beat of implementing the sinus node. (b) The supraventricular beat means supraventricular ectopic. (c) The ventricular beat denotes ventricular ectopic. (d) Unknown beats and rhythmic beats are classified as unknown beats. (e) The fusion beat represents the fusion of ventricular and normal beat.

3.2. Experimental Evaluation Metrics

As ventricular and supraventricular beats are the two types of arrhythmias with the most significant health risk, they need to be identified separately. Two assessment methods, VEB (Ventricular, VEB) and SVEB (Supraventricular, SVEB), are used in this paper. VEB refers to ventricular beats and other categories, and SVEB refers to supraventricular and different ones.
To evaluate the proposed method, we have four criteria of accuracy (Accuracy, acc), positive prediction (Positive Predictivity, Pp), sensitivity (Sensitivity, Se), and specificity (Specificity, Sp) to evaluate the classification results [38]. The calculation equation is shown in (6)–(9).

\[
    \text{acc} = \frac{TP + TN}{TP + TN + FP + FN} \\
    \text{Pp} = \frac{TP}{TP + FP} \\
    \text{Se} = \frac{TP}{TP + FN} \\
    \text{Sp} = \frac{TN}{TN + FP}
\]

where TP, TN, FP, and FN indicate true positive, true negative, false positive, and false negative, respectively. The total number of samples is TP + TN + FP + FN.

3.3. Analysis

We perform abundant experiments to prove the superiority of the proposed EC-MTSI. The programming language is Python 3.8.5, and the experiment is based on TensorFlow-GPU 2.4.0 on Windows 10. Specifically, the platform is equipped with the following hardware: i7 9700k CPU, RTX2070 GPU, 32 GB memory, and 1T hard drive.

3.3.1. Discussion of the Parameters

We determined the optimal number of training epochs to prevent the model from overfitting and increasing computational overhead. The model was trained for 60 epochs at the beginning of the experiment. Figures 6 and 7 show the accuracy and loss versus epoch during model training.

![Figure 6. The relationship of ResNet50V2 network loss with epoch.](image)

In the first 30 epochs, the accuracy rate gradually increases, and the loss gradually decreases. It tends to be stable at the 40th epoch, so the experiment trains 40 epochs.
To better deal with the noise existing in the ECG signal, we reduced its negative impact on the performance of the classification model. When using the Savitzky–Golay algorithm to denoise the ECG signal, a grid search is used to determine the optimal combination of the appropriate window size and the polyorder of the polynomial fit. The selection range of window size is $[25, 51, 75, 101]$, and the selection range of order is $[2, 4]$. The experiment uses ResNet50V2 and DenseNet169 as the feature extraction network, and the experiment records the ECG signal classification accuracy. The experimental results are shown in Table 2. It can be seen that when the poly order is 2 and the window size is 51, the noise reduction effect is the best, and the experimental accuracy reaches the highest, 93.23%. Therefore, in subsequent experiments, the poly order is 2, and the window size is 51.

Table 2. Savitzky–Golay algorithm parameters discuss the experiment.

| Polyorder | Window Size | 25  | 51  | 75  | 101 |
|-----------|-------------|-----|-----|-----|-----|
| 2         |             | 92.58 | 93.23 | 88.68 | 89.02 |
| 4         |             | 89.02 | 90.12 | 89.02 | 89.02 |

3.3.2. Comparison

In our experiments, we compare the proposed method with the following feature extraction networks:

1. **ResNet** [29]: The Bottleneck structure is adopted, and a $1 \times 1$ convolution is introduced. The number of channels is increased and decreased to realize the linear combination of multiple feature maps while maintaining the original feature map size. We use ResNet50 and ResNetV2 as representatives for comparison.

2. **DenseNet** [30]: From the perspective of features, DenseNet dramatically reduces the number of parameters of the network through feature reuse and bypass settings, which are easy to train and have a specific regularization effect.

3. **MobileNet** [39]: A lightweight deep neural network built using depthwise separable convolutions to improve the computational efficiency of convolutional networks.

Table 3 shows the experimental results of using the ResNet50V2 to extract features under different time series imaging methods. The average accuracy of ventricular beats and
supraventricular beats encoded in three separate ways is 94.73% and 92.94%, respectively, which is lower than the accuracy of the mix time series imaging (95.74% and 96.27%, respectively). The general classification accuracy is between 82.48% and 89.84% while the proposed MTSI obtained 91.25% accuracy, exhibiting better performances in ECG classification. The improvement in the classification accuracy thanks to the MTSI, the hybrid transformation method, preserving more information compared to single time series imaging approach. The results prove that competitive results can be obtained when ECG signal is converted into images with the help of computer vision methods.

Table 3. Comparison of Mix and three other separate methods to transform image experimental results.

| Transformation | Network       | VEB | SVEB |
|----------------|---------------|-----|------|
|                |               | Acc | Pp   | Se   | Sp   | Acc | Pp   | Se   | Sp   |
| GAF            | ResNet50V2    | 95.35 | 91.91 | 31.08 | 99.81 | 87.36 | 5.41 | 14.66 | 90.15 | 82.49 |
| RP             | ResNet50V2    | 94.06 | 52.73 | 84.83 | 94.71 | 95.34 | 6.06 | 1.79 | 98.93 | 88.82 |
| TILING         | ResNet50V2    | 94.8  | 56.75 | 84.02 | 95.55 | 95.14 | 22.82 | 1.85 | 99.76 | 89.84 |
| Mix            | ResNet50V2    | 95.74 | 67.1  | 67.58 | 97.7  | 96.27 | 0     | 0    | 99.96 | 91.25 |

Table 4 shows the results of converting ECG time series into images by the MTSI with different feature extractors. The accuracy of identifying high-risk arrhythmias of ventricular beats and supraventricular beats alone are as high as 97.4% and 96.3%, respectively. At the same time, the best performances in GAF, RP, and tiling in Table 3 are 95.35% and 96.14%, which are lower than the Mix method 2.05% and 0.17%. Furthermore, the highest general accuracy rate of the single transformation method rate is 89.84%; the metric improved to 91.25% when MTSI employed. After combining the feature fusion, the general accuracy further boosts to 93.23%, achieving the impressive performances in ECG signal classification. The reason behind this is that feature fusion can reduce the influence of the inherent defects of a single feature by removing multiple features simultaneously and achieving feature complementation. Figure 8 illustrates the confusion matrices for the test set with MTSI. Compared to single feature extraction (ResNetV2 and DenseNet169), feature fusion can classify more samples into the right categories (46,264 samples are classified correctly).

Table 4. Experimental results of Mix-transformed images.

| Transformation | Network       | VEB | SVEB |
|----------------|---------------|-----|------|
|                |               | Acc | Pp   | Se   | Sp   | Acc | Pp   | Se   | Sp   |
| Mix            | ResNet50      | 95.57 | 67.86 | 60.18 | 98.02 | 95.66 | 12.11 | 2.78 | 99.23 | 90.57 |
| Mix            | ResNet50V2    | 95.74 | 67.1  | 67.58 | 97.7  | 96.27 | 0     | 0    | 99.96 | 91.25 |
| Mix            | DenseNet121   | 97.21 | 79.68 | 76.41 | 98.65 | 93.75 | 6.52 | 5.18 | 97.15 | 88.99 |
| Mix            | DenseNet169   | 95.58 | 67.8  | 60.62 | 98.0  | 96.24 | 8.75 | 0.16 | 99.93 | 91.11 |
| Mix            | DenseNet201   | 95.74 | 66.59 | 69.01 | 99.53 | 95.55 | 8.44 | 2.07 | 99.14 | 90.66 |
| Mix            | MobileNet     | 93.41 | 12.35 | 0.96  | 99.53 | 96.3  | 0     | 0    | 100   | 88.64 |
| Mix            | MobileNetV2   | 93.31 | 20.79 | 1.15  | 99.7  | 96.3  | 0     | 0    | 99.99 | 88.88 |
| Mix            | ResNet50V2+DenseNet169 | 97.40 | 83.57 | 74.63 | 98.98 | 96.3  | 0     | 0    | 100   | 93.23 |
4. Discussion

Early diagnosis of arrhythmia is helpful to prevent and reduce the occurrence of cardiovascular disease. ECG signals contain important information about cardiac abnormalities. Precise classification of ECG signals is the first important step to detect and diagnose many cardiovascular diseases. A novel ECG classification method is proposed in this paper, encoding one-dimensional ECG signals into the three-channel images, named EC-MTSI. The work related to the automatic classification of ECG signals is summarized in Table 5. Many machine learning methods have been proposed for the classification of five arrhythmias [40–48]. Previous studies tend to conduct features manually, which is time-consuming. Moreover, the final performance of the models is easily affected by the selected features. Our work can extract features automatically, and the MTSI transforms the original signals into images, preserving more information related to time dependence and correlation.

Table 5. The comparison of five categories of arrhythmia in the MIT-BIH dataset.

| Methods                | Feature Set                                                                 | Classifier                      | Accuracy (%) |
|------------------------|-----------------------------------------------------------------------------|---------------------------------|--------------|
| De Lannoy et al. [40]  | HBF, morphological, ECG-segments, HOS, RR intervals                        | Weighted conditional random fields | 85.0         |
| Park et al. [41]       | HOS, HBF                                                                    | Hierarchical support vector machine | 85.0         |
| Ye et al. [42]         | ICA, RR interval, wavelet, PCA, morphological features                     | Combined support vector machine  | 86.0         |
| Zhang et al. [43]      | ECG segments and intervals, morphological features, RR intervals,            | Combined support vector machine  | 86.0         |
|                       | wavelet coefficients                                                        |                                 |              |
| Zhang and Luo [44]     | Morphological features, statistical features, temporal features, SFFS        | Multilayer perceptron, weighted linear discriminants | 89.0         |
| Mar et al. [45]        | Morphological features, RR Intervals, VCG, FFS                              | weighted linear discriminants    | 90.0         |
| Soria and Martinez [46] | Morphological features, wavelet                                             | Support vector machine, IWKLR, DTSVM | 93.0         |
| Bazi et al. [47]       | Normalized RR interval                                                      | Weighted linear discriminants    | 93.0         |
| EC-MTSI                | Encoded three-channel images                                                | Softmax                          | 93.7         |
In Figure 8, the most correct category is the normal beat, while other types only have a small part. To this end, the unbalanced dataset may inhibit further improvement of model performance. In the future, sample rebalancing is necessary. Data augmentation is also a useful strategy to solve this issue. As the signals are encoded into images, we can use some technologies in the field of image classification to increase the number of small sample classes, including MixUp [49] and CutMix [50].

Considering the possibility of better parameter combinations and the good accuracy of our proposed classifier, the novel ECG classification method shows great potential. This method, i.e., using the image classifier as an ECG classifier, is an interesting method using advanced image classification research. We can easily replace the feature extractor in this paper with a better image classifier that may appear in the future and apply it to ECG classification, which does not require much effort.

5. Conclusions and Future Work

In this paper, we propose a novel ECG classification model named EC-MTSI. Different from the previous methods, we encode ECG signals into two-dimensional images, which preserves the time dependence and correlation of the original ECG time series data. It is reasonable to employ CNNs to fully extract features. In order to improve classification performance, we utilize two powerful networks to extract features simultaneously to reduce the influence of the inherent defects of a single feature. We conduct three experiments on a benchmark dataset, and the experimental results prove the effectiveness of EC-MTSI. Furthermore, the classification performance can be further enhanced by feature fusion. Compared to the single network (ResNet50V2 and DenseNet169) to extract features, feature fusion raises the general accuracy to 1.98% and 2.12%, respectively. Dominant results have verified that the proposed EC-MTSI can lead to an impressive performance in this task, and it also shows superiority in the classification tasks of the two arrhythmias with the highest health risk.

The experimental results show that using the EC-MTSI model to detect arrhythmias can help experts effectively diagnose cardiovascular diseases from ECG signals. In addition, the proposed ECG classification method can be applied to medical robots or scanners to monitor ECG signals and help medical experts identify ECG arrhythmias more easily. However, our study still has some limits. On one hand, further studies and comparisons are needed in different time series imaging methods and other state-of-the-art classification models, including Swin Transformer [51] and ConvNeXt [52]. On the other hand, when we evaluated our method on MIT-BIH dataset, the samples were unbalanced which may suppress model performance improvement. To solve this issue, we can use the SMOTE oversampling approach to rebalance the samples. In the future, we plan to explore more effective time series imaging methods to fully exploit the implicit information inherent in ECG. It is also necessary to design a more powerful backbone network to fully mine and extract features to boost the capacity of classification performance further.
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