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Abstract
Modular robots can be rearranged into a new design, perhaps each day, to handle a wide variety of tasks by forming a customized robot for each new task. However, reconfiguring just the mechanism is not sufficient: each design also requires its own unique control policy. One could craft a policy from scratch for each new design, but such an approach is not scalable, especially given the large number of designs that can be generated from even a small set of modules. Instead, we create a modular policy framework where the policy structure is conditioned on the hardware arrangement, and use just one training process to create a policy that controls a wide variety of designs. Our approach leverages the fact that the kinematics of a modular robot can be represented as a design graph, with nodes as modules and edges as connections between them. Given a robot, its design graph is used to create a policy graph with the same structure, where each node contains a deep neural network, and modules of the same type share knowledge via shared parameters (e.g., all legs on a hexapod share the same network parameters). We developed a model-based reinforcement learning algorithm, interleaving model learning and trajectory optimization to train the policy. We show the modular policy generalizes to a large number of designs that were not seen during training without any additional learning. Finally, we demonstrate the policy controlling a variety of designs to locomote with both simulated and real robots.
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1 Introduction
A general-purpose robot can handle a wide variety of tasks, but such a robot is still fictional. On the other hand, a special-purpose robot can perform a single task, but such a robot is typically limited to that task. We believe that modularity can break the trade-off between generality and specialization in robot design, by allowing a designer to combine a small set of building blocks into a specialized robot for a wide variety of tasks. In other words, a designer can use modules to create a variety of special-purpose robots.

Even with a small set of modules, there is a combinatorial exponential explosion in the number of specialized robot designs that can be generated from that set (Chen 1994; Yim 1995; Seo et al. 2019). Each of these many designs needs a control policy to coordinate motion among its constituent modules. Further, there is an added nuance to this scaling: how the modules interact with each other also plays a role in optimizing policies. Each module needs to behave differently depending on its context, i.e. its functional role in the system. For instance, the legs in a hexapod must behave differently than those same legs need to behave in a quadruped. And, even within any one robot, the location of the module impacts its desired behavior, e.g. a leg should function differently when used as a front or rear limb. Dynamic interactions among the different portions of a robot (e.g. coupling between legs) are important within the policy as well.

Given that context matters, with an eye towards mitigating computational complexity, we aim to create policies for the modules that can automatically determine their function within their given context. Just as one can install a new
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keyboards into a computer without reinstalling the operating system, we seek for the module’s policies to have a similar “plug and play” feature. However, we seek a “plug and adaptive play” because in robots, a module’s behavior must adapt to its context within the system.

Instead of optimizing separate policies for each individual robot design, this work develops a learning process that trains policies for the modules. The modules’ policies learn to adapt to different contexts, such that they can be connected together into system-wide policies for various designs. In our architecture, the global policy (comprised of the union of the module policies) consists of a set of deep neural networks, where there is one network for each type of module, and all modules of the same type share network parameters. For instance, a hexapod uses one network six times for its six legs, whereas a leg-wheel hybrid uses that same leg module network for all of its legs and a different network for each of its wheels. Once trained, the policy can readily transfer to many different robots made from the same set of modules.

Our approach leverages the fact that kinematic structure of any modular design can be represented as a graph, where modules are nodes and electromechanical connections between them are edges. Fig. 1 depicts the relationship between modular designs and graphical structures which we adopt in this work. When a robot design graph is input, the module policies combine to act as a reactive feedback control policy for that robot, where the module policies are connected with a graph structure corresponding to that of the hardware. This makes the architecture a hardware-conditioned policy, in which the output behavior changes depending on the robot design (Chen et al. 2018). Introducing a graph structure into a hardware-conditioned policy mediates how robots with different designs share neural network parameters. We find that this graph-based approach to parameter sharing results in more effective behaviors than non-graph counterparts.

The policy graph structure also enables modules to adjust their behavior to their context. Module policies do not act independently, but rather learn to automatically adapt their outputs via a communication procedure (Scarselli et al. 2008) in which they send and receive information over the graph edges. Some prior work has applied graph structure to robot learning, treating each joint in the robot as a node to learn dynamics (Sanchez-Gonzalez et al. 2018) or policies (Wang et al. 2018; Pathak et al. 2019; Huang et al. 2020). However, these approaches were shown only in simulation, partly owing to large number of samples needed for training.

To efficiently train the policy to handle a variety of robot designs, we develop a new model-based reinforcement learning (MBRL) algorithm for modular robots. We choose MBRL over related model-free methods because it has been shown to be more computationally efficient (Nagabandi et al. 2018; Chua et al. 2018; Rajeswaran et al. 2020), which is a requirement for real robots. The main innovation of our algorithm is that where prior MBRL methods generate and learn from data for a single robot, we developed a training method that learns from multiple designs simultaneously. We are able to achieve some notion of scalability, and test on many additional designs, because each type of module, regardless of which robot it is situated in, shares the same dynamics model and policy neural network parameters. Each module type (e.g. a leg), uses the same parameters in all positions within a single robot, and over all robots that are generated; this prevents them from over-fitting to a single positions and design, forcing them to learn to communicate with other modules in the system and adapt to their context.

Our algorithm is inspired by the ideas of Guided Policy Search (Levine and Koltun 2013; Levine and Abbeel 2014; Zhang et al. 2017; Chebotar et al. 2017), which iterates between learning an approximate model of the system dynamics, predicting optimal trajectories under the learned model, and distilling those local trajectories into a global policy. We achieve policy generalization to new robots: we show zero-shot transfer (i.e. application without additional learning or optimization) to an order of magnitude more designs than were in the training set. Lastly, we demonstrate our modular policy applied to designs with different combinations of legs and wheels locomoting on real robots.

2 Related Work

Our modular policy architecture and training algorithm draw inspiration from a range of literature on robot modularity, model-based control, deep reinforcement learning, and methods that learn a single policy for multiple robot designs. Because our methods are applied to ground robot locomotion, we focus our attention on related work using such systems.

2.1 Modular robots

Modular robots have a rich history in prior work which have posed many interesting questions. The choice of what constitutes a module is itself an open question. Modules can have a “simple” structure like rotary joints, prismatic joints, links, and brackets (Yim et al. 2000; Chen et al. 2006; Kalouche et al. 2015; Ha et al. 2018a; Li et al. 2019; Liu and Althoff 2020; Grimminger et al. 2020; Liu et al. 2020; Schunk 2021). Alternatively, modules may contain more complex multi-degree-of-freedom structures, like a leg or arm (Chitta 2005; Wolfe et al. 2012; Kim et al. 2017; Kim and Kim 2020; Liu et al. 2021). Modules may be of all of the same type, i.e., homogeneous units (Yim et al. 2007; Sproewitz et al. 2009; Romanishin et al. 2015; Daudelin et al. 2018; Li et al. 2020; Liu et al. 2020; Schunk 2021), or they can be of different types, i.e., heterogeneous units (Stoy et al. 2016; Kalouche et al. 2015; Whitman et al. 2017; Ha et al. 2018a; Liu and Althoff 2020; Schunk 2021). We therefore take the broad view that modules can be any combination of structure, power, computation, sensing, and actuation, and leave it up to the engineer to define what each module and each module set contains. In this work we will define three module types: a leg, steered wheel, and body, from which a variety of locomoting robots can be constructed.

Previous work controlling modular locomoting robots used a library of policies that are either hand-crafted (Yim et al. 2000; Chitta 2005; Kalouche et al. 2015; Daudelin et al. 2018) or optimized individually for each robot design (Whitman et al. 2017; Ha et al. 2018a; Hafner et al. 2020). While these methods have been successful for individual designs, such approaches do not scale to a large set of
designs. Conventional control policy methods, where highly-trained experts carefully hand-tune the policy over long periods of time for individual robots, become expensive when the robot takes on a new design every day.

### 2.2 Model-predictive control

Recently, promising results in legged and leg-wheel robot locomotion have been made through model-predictive control (MPC) (Winkler et al. 2018, Giftthaler 2018, Geilinger et al. 2018; Bjelonic et al. 2020; Bledt and Kim 2020). These methods use hand-engineered models of the robot dynamics. They repeatedly alternate between optimizing control actions over a finite horizon and executing a short sequence of those actions. One drawback of these methods is that they often rely on assumptions specific to an individual robot design; for instance, manually setting the sequence of foot or wheel contact modes a priori, and assuming centroidal dynamics with massless limbs. Such assumptions make it difficult to apply these methods to arbitrary modular designs, each of which may have a different number and types of limbs, and a different distribution of mass.

Another drawback of these MPC approaches is that they require highly efficient trajectory optimization subroutines, in order to react quickly to disturbances or unmodelled interactions with the environment (Bledt and Kim 2020). This requirement for efficiency is further complicated by the curse of dimensionality. To help these methods converge in real-time, pre-computed and engineered heuristics can be used (Bledt and Kim 2020, Bledt 2020), but which are customized specifically to an individual design. Thus, we turn to learning-based approaches to create reactive controllers, which are comparatively inexpensive to compute at run-time, and where a single algorithm can apply to a variety of designs without assumptions or heuristics specific to the design.

### 2.3 Reinforcement learning

Reinforcement learning (RL) has proven effective at discovering control policies for articulated locomoting robots. RL can be broadly divided into two classes: Model-free RL (MFRL) and Model-based RL (MBRL).

MFRL has been successful in creating a range of behaviors for many robot morphologies both in simulation and reality (Hwangbo et al. 2019, Xie et al. 2020, Peng et al. 2020, Heess et al. 2017, Tan et al. 2018, Ha et al. 2020, Hafner et al. 2020). In MFRL, a control policy is learned directly from an agent’s interaction with its environment, collecting and learning from trajectory data (states, actions, and cost/rewards), without explicitly modelling the system dynamics. However, these approaches often suffer from high sample complexity and computationally expensive training procedures. Consequently, to direct a robot to locomote in multiple directions, often a separate policy is trained for each desired robot heading (Xie et al. 2020, Peng et al. 2020, Hafner et al. 2020).

In MBRL, a model of the robot’s dynamics is learned, then used within trajectory optimization to create policies (Rajeswaran et al. 2020). MBRL has been shown to be more sample efficient than MFRL (Nagabandi et al. 2018, Chua et al. 2018, Rajeswaran et al. 2020), that is, uses fewer data samples to gain equivalent proficiency. This means that MBRL is often more computationally efficient than MFRL, as gathering data is usually the main computational bottleneck in RL control algorithms.

In MBRL, the learned model can be used within MPC to direct the robot to locomote at various headings and speeds (Nagabandi et al. 2018, Yang et al. 2020), but doing so requires running trajectory optimization in real-time. As an alternative, reactive control using a neural network to compute control actions is comparatively inexpensive at run-time, even for high degree-of-freedom systems. Guided Policy Search (GPS) (Levine and Koltun 2013, Levine and Abbeel 2014, Chebotar et al. 2017) is a form of MBRL that can produce such a reactive controller. GPS iteratively re-fits dynamics models, uses local trajectory optimization off-line to find a series of local trajectories, then merges those trajectories via imitation learning into a global reactive control policy. A summary of recent MBRL algorithms can be found in (Langlois et al. 2019).

### 2.4 Learning decentralized and multi-design control

RL can not only be applied separately to individual designs, it can also be used to train one policy for multiple designs. This is accomplished by applying one set of neural network parameters to a range of designs, and training the network using data gathered from those designs. One method to do so is to condition the policy network input on the robot design parameters encoded as a vector (Chen et al. 2018, Schatt et al. 2019, Luck et al. 2020). Then, the policy can be applied directly to, or fine-tuned to transfer to, a design not seen during the initial training period. However, this has only been shown previously where the set of designs all share the same topology.

When robots contain repeated structures, but not necessarily the same overall topology, another method to transfer a policy among multiple designs is to train a decentralized policy. The policy is applied to each repeated part of the robot, e.g. the joints or limbs reused multiple times within the designs. By assigning a policy component to each part of the robot, when that part of the robot is removed or an additional part added, the policy can transfer to the altered design. For example, Sartoretti et al. (2019-10) trained a decentralized policy for the legs of a hexapod. This demonstrated that sharing policy information among the legs enabled accelerated training compared to a centralized policy for the full robot, and showed the policy could transfer to robot designs with fewer legs. However, each leg acted independently, without any internal coordination between limbs, ultimately limiting its capabilities.

In order to allow internal coordination between decentralized policy components, a more complex function than a conventional deep neural networks is needed. Graph neural networks (GNNs) are one such class of functions. GNNs are a form of neural network that operate over graphs. They can encode graphical structures into neural networks and share learned knowledge among repeated components (Wu et al. 2020). Unlike more conventional neural networks, which have a fixed input and output dimension, GNNs allow a
single set of neural network parameters to process inputs and produce outputs with variable dimensions. For robotics applications, this means that a single GNN can be applied to a range of robots with different numbers of sensors and actuators, as long as those components can be represented as nodes in a graph. Wang et al. (2018) introduced “NerveNet,” which used GNNs as a control policy. Each joint on the robot formed a node in the policy graph. While NerveNet was not necessarily modular, it was shown to generalize to a limited number of simulated designs not seen in training. Similarly, Pathak et al. (2019) and Huang et al. (2020) used MFRL to train GNNs where each node controlled an individual robot joint, showing that GNNs can transfer to control systems with different topologies than were seen during training. GNNs have also been used to represent an approximation of the forward dynamics model, such that a single model can be applied to multiple designs Battaglia et al. 2016 Sanchez-Gonzalez et al. 2018. But, the GNNs and training procedures used by prior methods encoded only the connectivity between joints into the graph, without the recognition that groups of joints repeated within the robot (e.g. limbs) or rigid components without joints (e.g. bodies or links) can be reused across different designs. Further, in order to make the model agnostic to the design, prior methods use maximal-coordinate state representations, for instance by including the full world-frame positions and velocities of each link in the robot to their state, which would make transfer to reality difficult in the face of uncertain state estimation.

3 Problem Overview

In this section, we first define the modules and design graph. Then, we describe the objective function used to optimize modular policies for locomoting robots.

3.1 Module and design graph

We represent each robot system with a design graph, where a node corresponds to a module, and an edge corresponds to the electromechanical connection between two modules. In this work, the example modules we use to ground the discussion are a two-DoF steered wheel, a three-DoF leg, and a rigid body with no actuation. A design \( d \) has \( N_d \) modules, and can contain multiple modules of the same type. For example, a robot made up of a body, two wheel, and four leg modules, uses all three module types and has \( N_d = 7 \) total modules in it.

Let \( M \) represent the number of types of module, where each type has an index \( m = \{1, \ldots, M\} \); here we will use \( M = 3 \) for the leg, wheel, and body modules. Note that this index refers to the type of module, and not an instance of that module in the robot; a single module type may appear multiple times within a design. Each module naturally has a state, makes observations through its sensors, and executes actions through its actuators. Let \( x_m \in \mathbb{R}^{n_{x,m}} \) be the state of a module type \( m \) where \( n_{x,m} \) is the size of that module’s state vector. Likewise, let \( o_m \in \mathbb{R}^{n_{o,m}} \) and \( u_m \in \mathbb{R}^{n_{u,m}} \) be the observations and actions, respectively, for module type \( m \) where \( n_{o,m} \) is the number of observations and \( n_{u,m} \) the number of output actions for module type \( m \). Observations contain partial and/or noisy state measurements. The full states \( x \in X \), observations \( o \in O \), and actions \( u \in U \) of any design are the union of states, observations, and actions of that design’s component modules. Note that the dimensionality of these spaces, for any given design, vary depending on the modules in that design.

Each module type has a \( N_{ports,m} \) ports, which form connections between modules, and exchange power and data. Each port has at most one edge connecting to one neighboring module, or that port may be empty if no module is attached to it. In our module set, the body has six ports, and the wheels and legs each have one port.

3.2 Modular policy optimization problem

During training, our objective is to obtain reactive policies optimized for a set of \( K \) modular robot designs \( D = \{d_1, d_2, \ldots, d_K\} \). The \( K \) designs may be fewer than the total number of possible combinations of modules. In this work, these designs are assumed to be given, and concurrent work addresses automatic selection of the design training set.

In order to specify locomotion with various headings and speeds, we input a target velocity to the policy in addition to the robot’s sensor observation inputs. We call this auxiliary input the policy “goal” \( g \in G \), the target desired velocity for the robot to achieve, represented by a linear velocity \((v_x, v_y)\) and yaw angular velocity \((\omega_z)\), so \( g = [v_x^{des}, v_y^{des}, \omega_z^{des}] \), \( G \subseteq \mathbb{R}^3 \). During training, these desired velocities are sampled from a distribution \( g \sim G \). \( G \) is a distribution over \( G \), e.g., a uniform distribution over a bounded range of velocities. At deployment time, goals can come from a user (e.g. joystick teleoperation) or from a high-level planner. Without loss of generality, goals could also contain other desired state conditions. The policy \( \pi : O \times G \rightarrow U \), conditioned on a design, takes an observation and goal as input and outputs actions for all modules in the design. We condition the policy on a desired body velocity, which has not been shown by previous MBRL methods. The policy \( \pi \) takes the form of a GNN with parameters \( \theta \), which will be described in detail in the next section.

The overall objective of policy optimization is to minimize a cost function \( C : X \times U \times G \rightarrow \mathbb{R}^+ \). The cost penalizes deviations of the velocity from the desired velocity, e.g., \( C(x, u, g) = \|\{v_x, v_y, \omega_z\} - g\|^2 + c(x, u) \). The cost function also includes additional penalties \( c \) include regularizing the control input norm, rate of control variation, as well as the roll, pitch, and height of the body. Further cost function details are listed in the Appendix. The policy optimization problem can be written as

\[
\theta^* = \arg \min_{\theta} \mathbb{E}_{g \sim G} \left[ \frac{1}{K} \sum_{d \in D} \sum_{t=1}^T C(x_t, \pi(\alpha_t, g), g) \right]
\]

(1)

Over the course of a trajectory of length \( T \), the state evolves according to an underlying forward dynamics transition \( x_{t+1} = f(x_t, u_t) \). The dynamics \( f \) are different for each design. We assume \( f \) is not known analytically, but robot-environment interaction data can be accessed from a
4.1.1 Input function At each time step $t$, each node $\nu$ receives an observation $o_\nu$, which is passed through an input function $F_{in}$ to produce an hidden state vector $h^{0}_\nu = F_{in}(o_\nu)$. Here we use the subscript to indicate that a vector belongs to the node $\nu$. Each node maintains its own hidden state $h$. Nodes take as input their local parts of the full robot’s observation in minimal coordinates. For example, a leg module node takes in the local joint angles and velocities from a leg’s three joint encoders, but does not require information about the Cartesian position of that limb.

The body node takes in its orientation, linear, and angular velocities from the IMU sensors on the body.

4.1.2 Message-passing propagation In the GNN, there are two notions of “time.” The first is the standard time step discretizing the dynamics and controls, during which the GNN forward pass occurs. The second notion occurs inside the span of each real-world external time step, when multiple computation steps occur inside the GNN during a single forward pass. In the space of one external time step, the GNN computes a series of internal propagation steps to pass messages (real-valued vectors whose content will be learned) between nodes. This learned communication protocol occurs internally to the network during each time step; it provides a means for the nodes of the GNN to produce collective coordinated outputs. Each module learns to alter its behavior depending on the messages it receives, and learns to pass messages that inform other modules how to alter their behavior, to achieve the full robot’s goals.

At each internal propagation step, each node sends outgoing messages, receives incoming messages, and then uses those messages to update its hidden state. Specifically, after the input function, the graph undergoes $N_{int}$ internal propagation (message-passing) steps within a single time step. Let $e$ represent an edge connecting $\nu$ to a neighboring node. At internal propagation step $i \in [1 \ldots N_{int}]$, each node converts its hidden state into outgoing message vectors $m$ that will be sent over each of its edges using an output function $m_{e, \nu} = F_{mes, e}(h_{\nu})$. The superscript on $h$ indicates the internal propagation step index. The message output function $F_{mes}$ sends a separate message to each port. The content of the messages is a learned output of the node, and not directly human-interpretable.

After each node computes its outgoing messages, each node reads all messages received from its neighbors. Those messages are concatenated into a vector $m_{i, \nu} = [m_{1,\nu} \ldots m_{N_{in}, \nu}]$. When a module’s port is unoccupied, the node receives zeros as messages over that port.

The maximum number of input and output ports on each node are fixed according to the ports on the modular hardware. Then, by concatenating incoming messages, the
receiving node can easily learn to determine the source of incoming messages. In contrast, recent related work \cite{Sanchez-Gonzalez2018,Wang2018,Pathak2019} averaged incoming messages, which prevented
the receiving node from determining their source. Fixing the number and order of messages allows the nodes to implicitly
learn to send information about the relative location of the receiver module to the sender, and as a result, allows modules
to adapt their behavior according to their placement on the body.

4.1.3 Update function Each node uses the incoming messages to update its hidden state via an update
function $h^{i+1}_\nu = F^{\text{up}}(m_{\nu,i}, h^i_\nu)$. The message computation and internal update functions are called repeatedly for $N_{\text{int}}$
internal propagation steps, iteratively integrating information from incoming messages into the hidden states.

4.1.4 Output function After $N_{\text{int}}$ internal propagation steps, all of which occur within a single time step, each
node computes an output from its hidden state via an output function $F^{\text{out}}(h^{N_{\text{int}}}_\nu)$.

4.2 Implementation
Each module type has its own instance of the input, update, message, and output functions ($F^{\text{in}}, F^{\text{mes}}, F^{\text{up}}, F^{\text{out}}$). We use
MLPs within each of these functions, although other function representations could be used as well.

An important feature in our application of GNNs to modular robots is that all instances of a module type share
the same network weights for the GNN internal functions. The policy parameters are divided by module type, $\theta = [\theta_1 \ldots \theta_M]$. Then, $\theta_m$ are the parameters used in functions ($F^{\text{in}}, F^{\text{mes}}, F^{\text{up}}, F^{\text{out}}$) for all modules of type $m$. Each module
type has the same parameters regardless of the design in which they are used, so the number of learned parameters scales
with the number of module types, and not with the number of designs or number of total modules. When
invoked, the GNN nodes are automatically connected to match the design graph, arranging the nodes into the same
connectivity as the hardware. For example, in a hexapod robot (a body and six leg modules), the GNN contains
six leg nodes which all share the same neural network parameters, and a body which has its own parameters. Each
leg module uses the leg-type node parameters to compute their hidden states, messages, and outputs separately. To
properly coordinate full-robot locomotion, the legs learn to alter their behavior according to the messages passed to them
via the body module.

5 Model-based Reinforcement Learning
We now turn to training the modular policy to produce effective behaviors for a range of designs. The policy
optimization problem \cite{1} is solved using MBRL. Our method first learns an approximate model of the system
dynamics for use within trajectory optimization (for brevity, henceforth referred to as “TrajOpt”). Then, similarly to
Guided Policy Search (GPS), the well-known idea from the MBRL literature \cite{Levine2013,Levine2014,Zhang2017,Chemoff2017},
optimized trajectories are used within imitation learning,
resulting in a global reactive control policy. Our training algorithm is shown at a high-level graphically in Fig. 4
and in more detail by Algorithm 2.

The most significant difference between our algorithm and prior MBRL/GPS methods is that we apply one set of neural
network parameters to, and synthesize data from, a varied set

Algorithm 1 Message passing graph neural network forward
pass described by Sec. 4. Our algorithm uses one GNN as
an approximate dynamics model and another as a policy.

1: Collect graph-structured observation $o$ from robot for the
current time step.
2: for $\nu \in \{\nu_1, \ldots, \nu_{N_{\text{int}}}\}$ do
3: Apply input function $h^{0}_{\nu} = F^{\text{in}}(o_{\nu})$
4: end for
5: Message passing internal propagation steps
6: for $i = 0 \ldots N_{\text{int}}$ do
7: for $\nu \in \{\nu_1, \ldots, \nu_{N_{\text{int}}}\}$ do
8: Compute message function $m_{e,\nu} = F^{\text{mes}}(h^{i}_{\nu})$
9: end for
10: Send messages to neighbors over graph edges
11: end for
12: for $\nu \in \{\nu_1, \ldots, \nu_{N_{\text{int}}}\}$ do
13: Aggregate incoming messages, $m_{\nu,i} = [m_{e,\nu}, \ldots, m_{N_{\text{int}},\nu}]$
14: Apply update function $h^{i+1}_{\nu} = F^{\text{up}}(m_{\nu,i}, h^{i}_{\nu})$
15: end for
16: end for
17: for $\nu \in \{\nu_{N_{\text{int}}}, \ldots, \nu_{N_{\text{int}}+1}\}$ do
18: Apply output function $F^{\text{out}}(h^{N_{\text{int}}}_{\nu})$ to obtain either a
next state $x$ (model network) or action $a$ (policy
network).
19: end for
20: Return the graph-structured outputs.
Learning Modular Robot Control Policies

A global reactive policy via imitation learning, which is then applied to the robot. We adopt the latter approach for the following reasons, which overlap with those recently noted by Kaufmann et al. (2020):

- We use full states within TrajOpt, which includes quantities like body position and velocity, and directly impose a cost on those quantities within the trajectory optimization. But, we learn a global policy that operates over partial observations, mitigating the need to accurately estimate those quantities on a physical robot.
- MPC in real-time can become computationally expensive to run on-board a robot when compared to using a single forward pass of a neural network at each time step.
- The global policy can be used to provide initial seeds to TrajOpt. In our method the approximate dynamics is relearned from the states gathered during TrajOpt. This causes the model to become more accurate in regions of the state space near the policy, which leads to better TrajOpt results in the next iteration.

In the remainder of this section, we present the process for each step in the algorithm, along with associate experiments demonstrating their efficacy when applied to multiple designs simultaneously. The hyperparameters for the various components in this method were tuned by hand and can be found in the appendix.

5.1 Initial trajectory collection

First, trajectories from random actions were gathered (Sanchez-Gonzalez et al. 2018; Nagabandi et al. 2018). These trajectories were to learn initial approximation of the dynamics model, and do not resemble the trajectories that are obtained by later stages of the algorithm. To create smooth random actions for 100 time steps, random actions were chosen for every 10-step interval, and splines were fit to generate actions for every time step in between. In this work, the actions are target joint velocities tracked by low-level joint PD controllers, but could in general also represent target torques or positions. Each design was simulated for a number of trajectories proportional to the number of joints in that design. If the robot flipped onto its side (roll or pitch magnitude exceeds $\pi/2$) then that trajectory was ended. Each trajectory $T = (x_0, u_0, \ldots, x_{100})$ was added to a dataset $D$.

Figure 4. An overview of our model-based reinforcement learning process, described in detail in Sec. 5. All steps are applied simultaneously to multiple robot designs, which share one set of graph neural network parameters. (a) First, data is collected for random control actions from which (b) initial dynamics approximations are learned. (c) Next, the learned model is used to optimize trajectories for the various designs to locomote in a range of headings and speeds. The resulting trajectory data is used to improve the dynamics approximation. (d) A global control policy is learned that distills the set of optimized trajectories. (e) Finally, the policy is tested in simulation, then validated on physical robots.

Figure 5. The twelve "training set" designs with different arrangements of legs and wheels used in our experiments. In our learning process, the approximate dynamics models and control policy parameters are shared among these designs, chosen for their bilateral symmetry. The policy can generalize to a much larger "test set" of asymmetric designs.

of the many possible designs, shown in Fig. 5. Two separate GNNs— a model GNN and a policy GNN— are trained as part of our MBRL algorithm. The model GNN, $f_\phi$ with parameters $\phi$ approximating the forward dynamics, takes the robot state and action as input and outputs the estimated next state. The model is used in TrajOpt, then refit with data gathered from low-cost regions of the state space visited by the optimized trajectories, becoming more accurate in those regions, such that in the next iteration we obtain trajectories closer to those that would be optimal under the true dynamics (Lambert et al. 2020). The policy GNN, $\pi_\theta$ with parameters $\theta$, takes the robot state as input and outputs actions used as control set-points for each module’s actuators.

With MBRL, it is possible to learn from real-world robot data (Yang et al. 2020). It is time-consuming and expensive, however, to gather such data from a variety of robot designs. We therefore collect all robot data in a simulation environment. This means training must take additional considerations, described throughout this section, to ensure that the resulting policies can be used on robot hardware.

Our method produces a reactive control policy mapping directly from robot sensor observations to actuator signals. This stands in contrast to recent MBRL approaches (Chua et al. 2018; Yang et al. 2020) that use a learned approximate dynamics model for model predictive control (MPC) to produce actions applied to the robot. GPS methods (Levine and Abbeel 2014; Chebotar et al. 2017; Zhang et al. 2017) add an additional step, using optimized trajectories to learn

| Gather random-trajectories | Learn forward dynamics model | Trajectory optimization for many goals | Learn global control policy | Deploy to robot |
|---------------------------|-----------------------------|-------------------------------------|-----------------------------|-----------------|

(a) (b) (c) (d) (e)
where \( \phi \) of a Gaussian with diagonal covariance, that is, that the GNN outputs at each node are a mean and a variance deterministic value (Chua et al. 2018). In our case, this means as the parameters of a probability distribution rather than as a neural network is one whose output variables are interpreted to our modular model learning: probabilistic neural networks over multiple time steps. We adapt two of these techniques the accuracy of this approximation in making predictions with batches of data from the training set of designs.

5.2.1 Probabilistic graph neural networks

This model approximation can be learned using standard supervised regression, but additional techniques can increase the accuracy of this approximation in making predictions over multiple time steps. We adapt two of these techniques to our modular model learning: probabilistic neural networks (Chua et al. 2018) and a multi-step loss (Yang et al. 2020).

\[
\hat{x}_{t+1} = x_t + \hat{f}_\phi(x_t, u_t) \tag{2}
\]

where \( \hat{x}_{t+1} \) approximates the true next state \( x_{t+1} = x_t + \Delta x_t \) for a fixed time step \( \Delta t \). The dynamics of each design is different, but all designs share the same model GNN, trained with batches of data from the training set of designs.

This model approximation can be learned using standard supervised regression, but additional techniques can increase the accuracy of this approximation in making predictions over multiple time steps. We adapt two of these techniques to our modular model learning: probabilistic neural networks (Chua et al. 2018) and a multi-step loss (Yang et al. 2020).

5.2.2 Multi-step probabilistic loss

A learned approximate model is not guaranteed to stay within physically meaningful states when used to predict dynamics over long time horizons (Nagabandi et al. 2018; Kolter and Manejk 2019). To mitigate such divergence effects, one recent approach is to penalize deviations from the ground truth over sequences of states (Yang et al. 2020), rather than from single state transitions as in (4). We adapt the multi-step loss of (Yang et al. 2020) for use with a probabilistic network,

\[
L_{f, ms} = \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{n+T} \left[ (\mu_f(\tilde{x}_t, u_t) - \Delta x_t)^T \Sigma_f^{-1}(\mu_f(\tilde{x}_t, u_t) - \Delta x_t) + \log \det \Sigma_f(\tilde{x}_t, u_t) \right], \tag{5}
\]

where \( \tilde{x} \) are recursively predicted states \( \tilde{x}_{t+1} = \tilde{x}_t + \mu_f(\tilde{x}_t, u_t) \), and when \( t = n \) (the first state in the multi-step sequence) \( \tilde{x}_t = x_0 \) is sampled from dataset \( D \). The recursively predicted sequence of states measures the deviation over time of the learned dynamics. We use sets of \( T = 10 \) sequential states to compute this loss.

One drawback to this approach is that the gradients of this loss become increasingly expensive to compute as the sequence length increases and the network is called recursively multiple times. This is compounded when using a GNN, which already has more complex gradients than a MLP. To reduce training time, we used a form of curriculum learning (Bengio et al. 2009), in which the multi-step sequence length started is incrementally raised over the course of training. At the start of training, we set \( T = 1 \) in (5) and then periodically increase it to a final value of 10. This adaptation resulted in the same trained model accuracy with significantly less computation.

5.2.3 Training with a set of designs \( f_\phi \) is trained to approximate the dynamics of the training set of designs. During training, we sample batches of \( N \) state-action sequences (i.e. short trajectories) \( T = (x_0, u_0, x_{n+1}, u_{n+1}, \ldots x_{n+T}) \) for each design, compute (5), and accumulate the gradients over multiple designs before taking an optimization step with

\[
L_f = -\sum_{n=1}^{N} \log \tilde{f}_\phi(\Delta x_n|x_n, u_n) \\
= \sum_{n=1}^{N} (\mu_f(x_n, u_n) - \Delta x_n)^T \Sigma_f^{-1}(\mu_f(x_n, u_n) - \Delta x_n) + \log \det \Sigma_f(x_n, u_n). \tag{4}
\]
an Adam optimizer \cite{Kingma2015}. Averaging the loss over multiple designs prevents the model from over-fitting to any specific design, and instead, to fit jointly to all designs.

To further reduce computational load, we applied a form of curriculum learning over the number of designs included in each step. At each training step, a subset of designs were sampled for a forward pass, rather than including all designs in the loss. The number of sampled designs was incrementally increased until all training set designs were used at each step. This adaptation also resulted in the same trained model accuracy with significantly less computation.

5.3 Trajectory optimization with a learned model

The next step in the algorithm is to use the learned model in TrajOpt. The goals and states visited by the optimized trajectories will ultimately be used to train a global reactive control policy. Note that each of these steps is applied at each iteration to all designs in the training set.

5.3.1 Optimization and Model Predictive Control

Each TrajOpt solves for a series of control inputs \( u \) that minimize an objective function \( C \) over a finite horizon length \( T \). Each trajectory was given a constant body velocity matching goal \( g \) within the objective function, for a minimization problem,

\[
\begin{align*}
    u_{0:T}^* &= \arg\min_{u_{0:T}} \sum_{t=0}^{T} C(x_t, u_t, g) \\
    \text{s.t.} & \quad x_{t+1} = x_t + \mu_f(x_t, u_t).
\end{align*}
\]

In the TrajOpt, the dynamics evolve according to the mean predicted by the model GNN. The initial state \( x_0 \) in each trajectory has a significant impact on the full MBRL process and on transfer from simulation to reality, as it governs the states used to train the policy, and will be discussed later.

The objective of the TrajOpt process is to create a dataset \( D_{new} \) of “expert” demonstrations showing robots tracking various goals \( g \) from many initial states \( x_0 \). As such, for each trajectory, we sample a new body velocity from the bounded range of goal body velocities \( G \). The cost function \( C \) penalizes deviations of the body velocity from the desired body velocity, as described by Sec. 3.2. Further penalties in the cost function include costs on the control input norm, as well as the roll, pitch, and height of the body. A cost term that we found to be critical is the “slew rate” penalty, which penalizes abrupt changes in the control inputs. While trajectories without this penalty perform well in simulation, they did not transfer well to physical hardware, where actuators perform poorly when commanded to frequently abruptly change direction.

Many TrajOpt methods exist to find locally optimal solutions to \( \mathcal{O} \). Prior work \cite{Nagabandi2018, Yang2020} used simple gradient-free random shooting methods. We found that such methods suffer from the curse of dimensionality when applied to high-dimensional systems like our hexapod. Instead, we turn to a gradient-based method, differential dynamic programming with input constraints \cite{Tassa2014, Amos2018}, which is able to exploit model linearization to efficiently find locally optimal control inputs. Other TrajOpt algorithms could be used as well. Batches of trajectories were optimized at once using batched forward passes of the learned model.

To create a trajectory, a start state \( x_0 \) and velocity goal \( g \) is sampled, a local solution to \( \mathcal{O} \) is solved under the approximate model. However, the approximate model is not guaranteed to stay within physically meaningful states when used to predict dynamics over long time horizons \cite{Tassa2014, Amos2018}. To mitigate such divergence effects, we combined the multi-step loss described above with TrajOpt in a model-predictive control fashion \cite{Nagabandi2018, Yang2020}. That is, we set the horizon length \( T \), solve \( \mathcal{O} \), then execute the first \( n_{cx} \) steps of the optimized control in the simulation environment. The remaining \( T - n_{cx} \) steps are then reused as part of the initial seed for the next replan. This process was repeated \( R \) times for each goal, resulting in each trajectory \( T_{mpc} \) of length \( n_{cx} R \). The trajectories \( T_{mpc} \) are stored in a dataset \( D_{new} \).

5.3.2 Initial seeds

The local TrajOpt requires an initial control input seed, which had a significant impact on the quality of the solution at convergence. During the first MBRL iteration, when the global policy is entirely untrained, we used zeros as initial control seeds. During subsequent iterations, we use the global policy rolled out on the learned model to create initial control seeds. This ultimately resulted in lower-cost trajectories than always using zeros as initial control seeds. More importantly, the optimized trajectories end up nearby the global policy, and the policy is then retrained from those trajectories. This process iteratively reinforces a consistent gait style. Without using the policy as the initial control seed, motions generated by TrajOpt were dissimilar between iterations, and cyclical locomotion patterns did not emerge.

5.3.3 Initial states

We found the initial state set in the TrajOpt to have a significant impact on the policy’s ability to change locomotion heading on-the-fly both in simulation and reality. While prior GPS learned policies for forward locomotion \cite{Zhang2017, Levine2014}, our objective is to learn policies that move the robot in any direction in the plane, and to be usable with teleoperation. Consequently, policies must have the ability to quickly change direction and speed. The policy is learned via imitation, given optimal “expert” trajectories demonstrating the robot changing directions.

To create trajectories that contain rapid direction and speed changes, we follow the following steps. During the first \( M_{init} \) trajectories in each iteration, the initial state \( x_0 \) was set to a nominal state, standing upright at zero velocity, as shown in Fig. 5. These trajectories provide expert examples showing the robot starting from rest, stored in \( D_{new} \). Then, we sample additional initial states from states visited in \( D_{new} \). This was inspired by the methods of \cite{Zhang2017}, who noted that such a process creates overlap in the state distributions visited by the optimized trajectories.

Since the velocity and heading goal of the new trajectory were sampled independently of the goal used to create that sampled state, this resulted in trajectories in which the robots abruptly change directions mid-step, an essential behavior to capture if the end user will be creating the heading on-the-fly with a joystick. To further enable transfer to reality,
we injected a small amount of noise to each sampled initial state, in the form of small perturbations to the joint angles and velocities. This provided demonstrations for the global policy of how to optimally recover from disturbances.

5.3.4 Gait style objective When creating controllers for legged robots, experts often inject their intuition or preferences about gait style. For instance, recent work on both model-based and model-free reinforcement learning forced cyclical motions (gaits) to emerge by using reparameterization of the actions space (Yang et al. 2020) or externally generated cyclical keyframes (Xie et al. 2020; Peng et al. 2020). While our method does not require keyframes for gaits to emerge, we introduce the option to impose a manually selected gait styling with an additional cost on leg joint angles.

The gait style objective was created by first selecting an amplitude, frequency, and phasing for hexapod joint positions that would result in an “alternating tripod” step-in-place pattern. Deviations of any joints in legs from this pattern are then penalized in $C$. These open-loop joint angles do not move the robot in any direction nor effect the wheels, and the TrajOpt process must discover how to produce locomotion to minimize the velocity matching cost. This cost resulted in gaits that follow the main body velocity-matching objective while also remaining near an alternating tripod gait style. In designs where the gait style may not be the optimal gait pattern (for example, in a quadruped), it can be automatically overcome by TrajOpt because it is set to a smaller weighting than the velocity-matching objective. Note that this cost is not necessary for gaits to emerge with our method. When a simpler cost on angles deviating from their nominal stance is used, cyclical gaits still emerged which are equally effective in simulation as those learned with the gait style cost.

5.4 Learning the modular control policy

Given a dataset $D_{new}$ of expert demonstrations, the next step in the MBRL process is to distill these local policies into a global policy via imitation learning. That is, given many samples of robots moving in many different directions, the imitation learning process acts to “interpolation” between the samples.

We use a reactive control policy for the reasons stated at the start of the section: it is simpler to implement on a physical real-time system than is running MPC with the learned model, it is able to operate on partial state observations while allowing the internal trajectory optimization operate on the full state, and it provides initial state observations while allowing the internal trajectory to contain in-place patterns. Deviations of any joints in legs from this pattern are then penalized in $C$. These open-loop joint angles do not move the robot in any direction nor effect the wheels, and the TrajOpt process must discover how to produce locomotion to minimize the velocity matching cost. This cost resulted in gaits that follow the main body velocity-matching objective while also remaining near an alternating tripod gait style. In designs where the gait style may not be the optimal gait pattern (for example, in a quadruped), it can be automatically overcome by TrajOpt because it is set to a smaller weighting than the velocity-matching objective. Note that this cost is not necessary for gaits to emerge with our method. When a simpler cost on angles deviating from their nominal stance is used, cyclical gaits still emerged which are equally effective in simulation as those learned with the gait style cost.

5.5 Updating the learned model

The trajectories seen in simulation during TrajOpt form a dataset $D_{new}$ that provides “guiding samples” (Levine and Koltun 2013) to update the dynamics and learn the policy. We retrain the model using both $D_{new}$ and $D$, adding samples along trajectories relevant to perform effective locomotion without causing catastrophic forgetting of the dynamics in other states. After the policy is learned, the trajectories in $D_{new}$ are merged into $D$, and $D_{new}$ is reset to empty. Then, training as described in 5.2 is continued, warm-started using GNN parameters from the previous iteration.

Note that the TrajOpt problem in (6) uses the approximate model $f$, so the resulting trajectories are optimal with respect to those dynamics and not to the true dynamics. However, the model is relearned from trajectories seen during TrajOpt in the previous iteration, increasing model accuracy in the vicinity of low-cost regions in the state space. Subsequently, the optimal trajectories in the next iteration will be closer
to the optimum under the true dynamics, and the policy learned from those expert trajectories will be closer to the true solution to $\pi^*$. In other words, iterative process of re-learning the model with data seen during TrajOpt is intended to combat the recently observed “objective mismatch” in MBRL: namely, learning a globally accurate dynamics model does not necessarily lead to higher-quality trajectories (Lambert et al. 2020).

### 5.6 Evaluation metric

In order to evaluate the quality of the local trajectories and the global policy, we developed a metric quantifying the mismatch between the desired and achieved body velocity over a fixed time period. In the case of forward locomotion at maximum speed, as is commonly used in locomotion learning, the distance travelled or average speed serves easily as an evaluation metric. In the case of a multi-direction and multi-speed distribution of desired body velocities, (which we represent as a goal distribution $G$ in (1)), this metric no longer suffices, and we must create a new evaluation metric.

As an evaluation metric we form a fixed “test set” of goal velocities that serve as a finite sampling proxy for the expectation over all possible goals $g \in G$ in (1). This test set of goal velocities include moving forward, backwards, left, right, and turning in place left and right. For each of these test goals, we execute the policy. At every $n_{ex}$ step period over the resulting $n_{ex}R$ step trajectory we measured the difference between the desired and achieved average velocity. Under this metric bounded on $[-1, 1]$, higher values are better. A value of 1 would indicate that the robot always moved exactly in the commanded direction, and a metric of 0 indicates that the robot did not move at all. We did not know in advance how fast each design would be physically capable of moving, and therefore a metric value 1 was not achieved in our experiments, because the desired maximum speed in the goals set was chosen based on a rough estimate of the theoretical maximum robot speed (additional details and hyperparameters are described in the Appendix). Similarly, any given design might not achieve the top speed, even were it physically capable of doing so, since the multi-objective TrajOpt cost balances body velocity matching with other costs. Some designs have difficulty in locomoting in a given direction due to their design, for instance, if a goal velocity requires moving perpendicular to the direction of a wheel. We use this metric to track the progress of training over the outer MBRL loop and within policy transfer tests.

### 5.7 Zero-shot transfer to unseen designs

The policy and model GNNs were trained on a set of 12 designs, chosen out of the full set of possible module combinations because they are symmetric along their front-back axis and allowed to have the middle port unoccupied. However, these make up only a small fraction of the total possible space of designs from these modules— if we allow the designs to be asymmetric, there are an additional 132 possible designs, not seen during training. The policy can automatically be applied to each of the 132 asymmetric designs. We conducted an experiment to test zero-shot transfer (that is, without additional training or modification) of our policy to these designs.

### 5.8 Comparison to MLP weight sharing

In our GNN architecture, the model and policy are both hardware-conditioned because the structure of the learning representation matches the physical kinematic structure of the robot, and modules of the same type share information. This stands in contrast to the related hardware-conditioned policies used by Chen et al. (2018), which shared all weights among all robots using an MLP. To test whether our learning architecture results in higher-quality policies than other weight-sharing architectures using MLPs, we created two baseline comparisons, which we call “hardware-conditioned MLP” and “shared trunk MLP.”

The hardware-conditioned MLP is adapted from the architecture presented by Chen et al. (2018). When initializing the network, a fixed maximum number of modules and maximum dimension of the inputs and outputs are specified. For each robot design the network is applied to, the inputs are padded with zeros to reach this constant maximum dimension length before entering them into the network. For example, the leg module has a state dimension size six (position and velocity for each joint), and the wheel dimension three (position and velocity for the first joint, and wheel velocity for the second). When entering the state of a leg into the network, no zeros need be appended. When entering the state of a wheel module into the network, three zeros are appended to bring the input size up to the maximum length six. The output layer of the network is also set to a maximum output size, and the unused outputs for each module are ignored. The design used during each forward pass is encoded via a one-hot vector, with entries corresponding to the type of each module. This architecture allows transfer to new designs not seen during training.

The shared trunk MLP is a simpler weight sharing scheme. The bulk of the neural network weights are shared by reuse of the hidden layers across the 12 training set designs. To account for the different dimensions of states, actions, and observations among the designs, each design is given its own input and output layers that are not shared. Then at each forward pass, the design index is passed to the network, so that the corresponding input and output layers are used. It is not possible to transfer this network to new unseen designs without further training, as each design has its own input and output layer specific to its dimensionality.

For each of these two network architectures, a separate network instance was used as a model and policy. The number of layers and depth were tuned to approximately match the capacity and depth of the set of GNN nodes. We then applied our MBRL algorithm to measure the policy efficacy via the velocity matching metric. The gait style objective was used in these experiments.

### 5.9 Application to real robots

Our MBRL algorithm was designed to create a control policy that allows a user to drive a variety of robot designs with a joystick in reality. The body contained a battery pack, Ethernet switch, WiFi router, and and IMU. A USB gamepad was connected to an off-board laptop, on which joystick inputs were converted to goals, appended to the control policy input, and joint-level commands were computed and sent via WiFi to the robot.
6 Results

Our method enabled us to control a variety of robot designs with a single set of GNN parameters. The modules behave differently when placed in different locations on the robot, even though the GNN node weights are the same for all modules of the same type, because the messages passed between nodes differ depending on the relative position of the modules. Further, the modules behave differently within different designs—e.g., for example, the gait pattern that emerges to control the quadrupedal design is different than that of the hexapod. We ran the algorithm for 3 iterations (alternating between batches of model learning, TrajOpt, and policy learning), which resulted in a policy trained for 12 designs, after approximately 10 hours on a large desktop with 18 Intel i9 cores and four NVIDIA RTX 5000 graphics cards. We believe with further code optimization time to train could be reduced, for example, by parallelization of functions that were conducted independently and sequentially for the 12 designs.

The following subsections describe the results of our experiments on model and policy learning with multiple designs, on zero-shot transfer, and demonstrate sim-to-real transfer.

6.1 Modular model learning

We conducted an experiment to validate the utility of training a shared model with data from multiple three-dimensional articulated robot designs. We created datasets using the random-action procedure from Sec. 5.1 for three designs (as shown in the left-most column of Fig. 5): four-wheel car, a six-leg walking hexapod, and a design with two wheels and four legs. We then divided the data into training and validation sets, and trained a GNN and an MLP for each design separately using two data regimes: either 100 trajectories or 1,000 trajectories. The total number of parameters in the GNN and MLP were made comparable in this experiment. We also trained a single shared GNN model using data from all three designs.

We compared the validation error of a forward dynamics approximation network learned via comparably sized GNNs and MLPs within high-data and low-data regimes. We compared further against a GNN trained using data from all three designs. We also compared the prediction validation error between the conditions to a “constant prediction baseline” (Sanchez-Gonzalez et al., 2018), the error value that would be obtained if the state change prediction was zero at each step. The results of this experiment are shown in Fig. 6. We found that shared weights between modules of the same type help prevent over-fitting in low-data regime, and also results in lower validation error for the same number of parameters. Data from multiple modules of the same type contribute to the parameters of the corresponding graph node. Where Sanchez-Gonzalez et al. (2018) conducted a similar experiment, they used higher-capacity models (e.g. deeper networks) and thus was able to obtain lower validation error than we obtained. However, lower validation error has recently been shown to not necessarily correspond with the cost of trajectories obtained in model-based TrajOpt (Lambert et al., 2020). We also observed that using data from multiple designs had little impact on the validation error, indicating that parameters can be shared among designs to accurately predict the future states of multiple designs made from the same set of components.

6.2 Modular policy learning

Next we explored whether a policy created via our full MBRL process with data shared among 12 designs would perform as well as a policy trained with only one design at a time, with the same hyperparameters. In this experiment, we first use the full MBRL process on 12 designs at once, at each step using data from all designs. Then, we use the full MBRL process on the lowest and highest degree-of-freedom systems (car and hexapod) independently, at each stage using only data from a single design. Table 1 shows the evaluation metric applied to the car and hexapod designs; this indicates that the policy trained with shared data between multiple designs is able to perform similarly to a policy trained on only one design.

| Velocity matching metric | Hexapod | Car |
|--------------------------|---------|-----|
| Trained alone            | 0.63    | 0.80|
| Trained with 12 designs  | 0.73    | 0.80|

Table 1. Modular policy training result for Sec. 6.2

6.3 Generalization to unseen designs

We trained the control policy with data shared between 12 bilaterally symmetric designs, then tested the policy on 132 simulated asymmetric designs without further training or optimization. Fig. 7 shows the evaluation metric, as described in Sec. 5.6, applied to the test set (robots seen during training) and transfer set (not seen during training). While the average metric for the transfer designs is lower than the training set, we found that the policy was able to direct all designs in the commanded direction.
Figure 7. Results of applying the policy to the training and zero-shot transfer set of designs. The left and left-center plots show our modular GNN architecture with and without the gait style objective applied, described by Sec. 5.3. The right-center and right plots show the baseline comparisons with multi-layer perceptrons, described by Sec. 5.4. The training set contains 12 designs, and the transfer set 132 designs not seen during training. The mean of the set is shown in orange, the boxes show the first and third quartiles, and the maximum and minimum of the set are shown by the top and bottom whiskers for each set. The policies were measured using a velocity matching metric, where higher values indicate that the policy tracked the desired robot velocity well. We found that our modular policy results in effective locomotion for different headings and speeds on a range of different robots, and is able to generalize (without additional training) to an even larger set of designs.

6.4 Comparison to MLP weight sharing

The results of our weight-sharing baseline comparisons with MLPs are shown in Fig. 7. We found that the GNN policy had both a higher mean performance and narrower range of performance among both the training and transfer set of designs. Although sharing neural network parameters centrally for all parts of multiple robots was demonstrated previously for fixed-base manipulators (Chen et al., 2018), we found a hardware-conditioned MLP to be less effective than a GNN for our locomoting robots. This experiment shows that the inductive bias we applied in learning, that is, matching the structure of the graph network to the structure of the robot, enables more significantly more successful policy learning outcomes than using a more generic architecture.

6.5 Physical robot validation

We control the twelve “training set” robots using the modular policy outdoors on a sidewalk. The goal heading and speed used as the policy input was commanded via a joystick. Fig. 8 shows a time-lapse of this demonstration, and the videos can be viewed at https://youtu.be/LTe4LZHpajY. Qualitatively, most designs performed well, although differences in ground interactions between simulation and reality appear to hamper some of the designs where slipping or dragging contacts occurs.

7 Discussion

Model-based trajectory optimization for legged or leg-wheel hybrid robots, such as Winkler et al. (2018), Geilinger et al. (2018), Bjelonic et al. (2020), Bieth and Kim (2020), typically make the assumption that the contact sequence is known a priori. An emergent feature of our work is that the contact sequence can be discovered automatically. This becomes particularly important when we are tasked with creating trajectories for multiple robot designs, because each design may have different combinations of legs and wheels, resulting in a different optimal contact sequence. We added a gait style objective for the case where the user biases learning towards a particular contact sequence. An example of the difference in contact sequences that emerge with and without the gait style objective is shown in Fig. 9. When the gait style impedes learning, it is overcome; we found this was the case with the quadruped, which qualitatively has a similar behavior, and quantitatively has a similar performance measure, both with and without the gait style.

The contact sequences that emerge differ among the designs, even though they are the result of a single policy. We found that the interplay between trajectory optimization and global policy imitation learning played a key part in enabling the policy to be effective on many designs. Training the modular policy using the dataset created by each iteration of trajectory optimization creates module-level behaviors that apply increasingly well to the full range of designs. In the first iteration of the pipeline, before the policy has been trained at all, the initial control seed in TrajOpt is zero. The local trajectories that arise for the different designs appear dissimilar, and some are low-quality local optima. The policy learns to imitate the collective dataset of trajectories, so in the first iteration, the policy may not be effective on even a single design. However, that policy provides an initial seed for the next iteration of TrajOpt, resulting in lower-cost local minima that are more similar across designs. We observe that this effect compounds until ultimately the policy is effective on the full training set of designs.

A number of choices in the algorithm are taken to aid computational efficiency. We allow for intra-limb coordination of multiple joints encapsulating multiple actuated joints within a graph node, which reduces the number of message passing steps compared to related work (Sanchez-Gonzalez et al., 2018; Wang et al., 2018; Huang et al., 2020) in which each node controls, or approximates the dynamics of, one joint. We use smaller capacity models than Sanchez-Gonzalez et al. (2018) to learn the dynamics, but find that these are still effective when used within trajectory optimization, especially when combined with the multi-step loss function introduced by Yang et al. (2020). We also showed that the additional inductive bias introduced by shared weights between limbs of the same type helps prevent over-fitting in the low-data regime, resulting in sample efficient training. With these choices, in addition to some strategic curriculum learning as described throughout Sec. 5, we were able to conduct training on a single computer without cloud compute resources. We believe this to be an
8 Conclusion

This paper introduced a model-based reinforcement learning method to control a variety of modular robot designs with a single policy. Both a dynamics approximation and a global control policy are learned with graph neural networks (GNN) that share parameters among distinct designs and learn from a combination of data from those designs. Our GNN formulation embodies a novel inductive bias (Battaglia et al. 2018) in the learning representation and training process relative to prior works (Wang et al. 2018; Sanchez-Gonzalez et al. 2018; Huang et al. 2020): not only is a robot made up of a tree of joints, but there are multiple types of modules repeated in the graph structure of modular designs, and the structural modules without joints impact the dynamics and control as well. The GNN learns how each module type (body, wheel, or leg) should behave within the context of the other modules present in the design. As a result, we observe emergent behavior wherein limbs with the same neural network weights behave differently for different designs and locations on the body. The policy allows a user to drive a range of robots with a joystick, or for the policy to be used as motion primitives within a high-level path planner.

We showed that our policy transfers readily to designs, composed of those same modules that were not seen during training, without additional learning or optimization. We were inspired by the computer vision research community, which has found that the right learning representation (convolutional neural networks) and a diverse set of training examples (dataset of images) enables generalization to images not seen in training (Russakovsky et al. 2015).
Similarly, we find that for modular robots, a learning representation that stores knowledge about dynamics and controls in the module graph nodes (a GNN), and a diverse set of training examples (designs with various combinations of modules) enables policy generalization to designs not seen in training.

In the development of our methods, we noticed a number of limitations. As noted by Lambert et al. (2020), there is a fundamental mismatch in the functions being optimized in model-based reinforcement learning—more accurate model does not necessarily result in a better policy. Our use of Guided Policy Search techniques (Levine and Koltun 2013) appear to mitigate this problem, at each iteration increasing the accuracy of the model in regions of low trajectory cost. Future work will thus consider convergence analysis, as well as further study on the effect of the number and size (number of joints) of the modules, as well as the effect of the many other hyperparameters on convergence, in particular when applied simultaneously to many robot designs at once.

Another limitation of our work lies in the simulation to reality transfer. We showed that the policy transfers to reality, but the performance of robots in simulation appears better than in reality. In future work, we will investigate learning from data collected on a combination of simulation and physical hardware. Our experiment, with results in Sec. 6.1, found that a GNN can learn from smaller datasets more efficiently than a comparably sized MLP when data from modules of the same type are shared, which shows that our method has the potential to learn from physical robot data. We are also investigating combining our methods with existing sim-to-real techniques like simulated latency (Yang et al. 2020) or domain identification (Peng et al. 2020).

In this work, we learn a model from simulation, and perform trajectory optimization using that learned model. One reason we do so is the potential to learn a model using data from reality either in place of, or in addition to, simulation data. A reasonable alternative would be to use the simulation directly for trajectory optimization. Our initial attempts to do so using Pybullet (Coumans and Bai 2016–2021) failed, which we attribute to the difficulty in using finite differences to compute dynamics linearizations while frequently making and breaking contacts. Further, we found it computationally less expensive to compute batches of trajectories in parallel with neural networks on GPUs than with parallel physics simulations. But, this may be possible using a differentiable physics simulator (Carpenter et al. 2019), or using gradient-free TrajOpt (Williams et al. 2018) in tandem with physics simulations that run in parallel on GPUs (Liang et al. 2018). To account for sim-to-real transfer, the resulting policies could be used to gather real-world data from a robot, and that data used to learn an error correction term to create a model that is hybrid of a simulator and a neural network (Ajay et al. 2019), potentially rivaling our current sample efficiency by learning only terms defining how reality differs from the simulation.

We note that there are a number of different formulations used for GNNs in recent literature. The GNNs of Sanchez-Gonzalez et al. (2018), Wang et al. (2018), Huang et al. (2020) all differ, and Wu et al. (2020) reviews a variety of additional formulations yet to be applied to robotics. The type of network used impacts the forms of data and robot topologies that can be included. Future work will investigate the effect of different GNN formulations on model and policy learning.

We presented generalization of the policy to designs not seen during training; however, we noticed that the worst-case from those designs, while still moving in the right direction on average, performed worse than the lowest-performing design from the training set under our evaluation metric. One way to address this would be to include some bilaterally asymmetric designs in the training set, such that the policy learns to coordinate limbs in asymmetric designs. However, such an approach would likely not be scalable in the general case, as even our small set of components can be used to form over 100 designs. In future work, we plan to scale the model up to larger design spaces by sampling designs at each training iteration, rather than using every design in a fixed set at each iteration. Further, we recognize that not all designs have the physical capability to move effectively, and so we intend to interleave design optimization with policy training to simultaneously identify high-performing designs and create their policies.

This work, though using a limited set of modules and operating in uniform environments, represents a stepping stone towards the vision of rapidly deployable task-specific robots. So far, our method (and most other MRBL methods of which we are aware) learn a model and operate the robot on flat ground. Model-free methods have been able to address variable terrain heights (Heess et al. 2017). Future work will experiment with model-free fine-tuning (Nagabandi et al. 2018) or adding additional inputs to the learned model such that the policy can adapt motions based on the sensed environment.

As modular robot hardware components become more commonplace, we believe the need for scalable methods to simulate, prototype, and evaluate the potential of the many possible designs will grow as well. Our methods and planned future work aim to make modules, both in physical hardware and in their control, into the general building blocks with which a user can specialize the robot to the task.
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**A Hyperparameters and cost functions**

All neural networks in this work were implemented using PyTorch (Paszke et al. 2019). The many hyperparameters listed below were tuned by hand. Tuning was conducted on each process independently (i.e. tuning the model learning first on its own, then tuning the trajectory optimization on its own, etc.).

**A.1 Simulator parameters**

The simulator used throughout this work had the following settings:

- Simulator: Pybullet (Coumans and Bai 2016–2021)
- Simulator time step: 1/240 seconds
• Time steps per control action: 20, resulting in an effective time step for learned model and controller of 20/240 seconds.

A.2 Approximate dynamics model learning
The dynamics model learning process used the following settings:
• Length of random rollouts: 100 steps
• Number of random rollouts per design: 300 rollouts per actuated joint on the designs (between 12 and 18 joints).
• Batch size per design forward pass: 500
• GNN (internal state, message, hidden layer) size: (100, 50, 350)
• GNN (input, message, update, output) function hidden layers: (0, 1, 0, 0)
• GNN Update function LSTM hidden size: 50
• Activation function: ReLU
• GNN training steps initial: 10000
• GNN training steps after each set of TrajOpt complete: 1000
• Learning rate: 1 × 10⁻³, decays by half every 2500 steps
• GNN weight decay (weight norm penalty): 10⁻⁴
• Number of designs used per step: 6, increasing by one every 2000 steps

A.2.1 Translation and yaw invariance
The dynamics of motion under a constant gravitational field are invariant to the translation and yaw of the system. Prior work [Sanchez-Gonzalez et al. 2018; Nagabandi et al. 2018] learned the model in the world frame, then subtracted out the body translation to compute network inputs. We extended this translation-invariance with an additional inductive bias by recognizing the symmetry of the dynamics with respect to not only the translation in the plane but also the yaw of the body.

The model dynamics were learned in a yaw-aligned frame centered at the body location. This frame is different from the conventionally-defined body frame, as the height, roll, and pitch of the body are still relevant when the dynamics occur under the external force from gravity. The x-position, y-position, and yaw \( \gamma \) in the plane were removed from the state. Then the world velocities were rotated by the negative yaw; for example, the body world-frame linear velocity \( \dot{v}_B \) was rotated to \( \dot{v}_B = R_z(-\gamma)\dot{v} \), where \( R_z(\cdot) \) represents an SO(3) rotation matrix about the z-axis. The state transitions (and also the global policy, discussed later) were learned with respect to the yaw-aligned frame. The change in x-position, y-position and yaw with respect to that frame was predicted by \( f_\phi \).

A.3 Trajectory optimization
The trajectory optimization used the following cost weights:
• Horizon length \( T = 20 \)
• Execute the first \( n_{ex} = 10 \) steps of each optimized control sequence
• Cost on norm control signal: 0.01
• Slew rate cost: 7

• Cost \( w_z||z - z_d||^2 \) for z-position (height) of body: \( w_z = 5, z_d = 0.23 \)
• Cost \( w_p||p||^2 \) for roll of body: \( w_p = 30 \)
• Cost \( w_p||p||^2 \) for pitch of body: \( w_p = 20 \)
• Cost \( w_x||x - x_d||^2 + w_y||y - y_d||^2 \) for time-varying x- and y-position of body, following desired goal position over time: \( w_x = \gamma = 110, x_d = x_0 + v_x d \), \( y_d = y_0 + v_y d \), given body position \((x_0, y_0)\) at the start of the MPC replanning step
• Cost \( w_y||\gamma - \gamma_d||^2 \) for time-varying yaw of body, following desired goal yaw over time: \( w_y = 25, \gamma_d = \gamma_0 + \omega_\gamma d \), given body yaw \( \gamma_0 \) at the start of the MPC replanning step
• Penalty for joint angle of open-loop gait style for first joint on wheel modules (set to zero joint angle for all time): 0.4
• Penalty for joint angle of open-loop gait style on legs (set to zero joint angle for all time for first joint, sine wave with amplitude 0.6 rad and period 1.25 s for second and third joint): 6
• Maximum goal velocity in (x, y) directions, based on maximum wheel rotation rate: 0.7 m/s
• Maximum goal velocity in yaw directions, based on maximum wheel rotation rate and body radius: 2.4 rad/s

A.4 Control policy learning
The control policy learning process used the following settings:
• Length of expert TrajOpt rollouts: 40 steps
• Number of expert rollouts per design: 750, or 1000 at final iteration
• Batch size per design forward pass: 500
• GNN (internal state, message, hidden layer) size: (100, 50, 250)
• GNN update function LSTM hidden size: 50
• Activation function: ReLU
• GNN training steps: 8000
• Learning rate: 3 × 10⁻³, decays by half every 2000 steps
• GNN weight decay (weight norm penalty): 10⁻⁴
• Feed-forward torque loss weighting: 0.25

A.5 Velocity matching metric
The velocity metric \( V \) is calculated based on the desired x, y, and yaw changes over \( n_{ex} \) time steps, using the weights from Sec. A.3 as follows,

\[
\begin{align*}
    e_1 &= \sum D_{\Delta x_{\text{des}}}^2 + \sum D_{\Delta y_{\text{des}}}^2 + \sum D_{\Delta \gamma_{\text{des}}}^2 \\
    e_2 &= \sum D_{\Delta x_{\text{des}}}^2 + \sum D_{\Delta y_{\text{des}}}^2 + \sum D_{\Delta \gamma_{\text{des}}}^2 \\
    V &= \frac{e_2}{e_1} 
\end{align*}
\]

A.6 MLP baseline
A.6.1 Hyperparameters The MLP baselines were set with a comparable depth and capacity as the GNNs. The same
hidden layer sizes were used for both the “shared trunk” and “hardware-conditioned” baselines. The shared trunk network has a separate input and output layer for each design, which transforms its inputs and outputs to the hidden layer dimension. The hardware-conditioned network uses the same input and output layers for all designs, but pads the inputs with zeros as needed to reach the input layer size.

- Model network, 6 hidden layers with 300 ReLU units
- Policy network, 6 hidden layers with 350 ReLU units

A.6.2 Zero-shot transfer comparison In Sec. 6.4 with corresponding Fig. 7 we found that our GNN was able to generalize to unseen designs more effectively than a hardware-conditioned MLP. However, the average, max and min performance of the many designs does not reveal which designs the policy can transfer to. We plot the number of leg and wheel modules against the transfer results in Fig. 10. We can see that the MLP is able to transfer more effectively to designs with wheels, which agrees with our intuition that wheels are “easier” to learn to control. The velocity matching metric measures how well the robot can match a desired heading and speed using the learned policy. As the number of legs increases and number of wheels decreases, the MLP policy performance degrades significantly more than does the GNN policy. In all cases, our GNN policy is able to transfer more effectively to new designs.
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