Numerical study of acoustic cell trapping above elastic membrane disks driven in higher-harmonic modes by thin-film transducers with patterned electrodes
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Excitations of MHz acoustic modes are studied numerically in 10-µm-thick silicon disk membranes with a radius of 100 and 500 µm actuated by an attached 1-µm-thick (AlSc)N thin-film transducer. It is shown how higher-harmonic membrane modes can be excited selectively and efficiently by appropriate patterning of the transducer electrodes. When filling the half-space above the membrane with a liquid, the higher-harmonic modes induce acoustic pressure fields in the liquid with interference patterns that result in the formation of a single, strong trapping region located 50 - 100 µm above the membrane, where a single suspended cell can be trapped in all three spatial directions. The trapping strength depends on the acoustic contrast between the cell and the liquid, and as a specific example it is shown by numerical simulation that by using a 60% iodixanol solution, a cancer cell can be held in the trap.

I. INTRODUCTION

Recently, the concept of thin-film-actuated devices has been introduced in the field of microscale acoustofluidics at MHz ultrasound frequencies. In 2018, Reichert et al. demonstrated experimentally and numerically, how to generate useful acoustofluidic responses in microchannels with a thin silicon-membrane lid driven by a lead-zirconate-titanate (PZT) thin-film transducer [1]. In this case, the transducer makes up around 15% by volume (v/v) of the actuated membrane, which is excited while leaving the bulk part of the device inert. In 2021, we successfully modeled and experimentally validated the excitation by aluminum scandium nitride (AlSc)N thin-film transducers of MHz-modes in millimeter-sized glass-block devices without microchannels [2]. In this system, the transducer is only 0.2% v/v. In a follow-up study [3], which constitutes the theoretical foundation of our present work, we demonstrated by numerical simulation, how thin-film transducers can induce acoustofluidic responses in bulk microfluidic devices on par with those obtained by using conventional bulk PZT transducers. In Ref. [3], we also studied the robustness and pointed out several advantages of using thin-film transducers: the low sensitivity of the thin-film device to the material, the thickness, and the quality factor of the thin-film transducer, and that the microfabrication techniques, by which the thin-film devices can be produced, also allow for careful shaping of the transducer electrodes, a design freedom that may be used to boost the acoustofluidic response of the device.

In this work, we follow up on the latter idea, and present a numerical study of how proper shaping of the electrodes on circular thin-film-driven membranes can increase the excitation amplitudes of the higher-harmonic vibration eigenmodes in the membrane. When placing such membranes in the bottom wall of a cavity containing a liquid, we show that specific higher harmonics of the order $n \gtrsim 10$ in the membrane induce acoustic pressure fields in the liquid with interference patterns that result in the formation of a single, strong trapping region located 50 - 100 µm above the membrane, where a single suspended cell can be trapped in all three spatial directions. The choice of this model system is motivated by the increasing use of disk-shaped membranes in acoustofluidic applications, such as capacitive micro-machined ultrasonic transducers (CMUT) for imaging, inkjet printing, and testing [4], thin-film resonators for mixing and biosensing [5, 6], and silicon-membrane devices for particle manipulation [7].

In the field of acoustofluidics, electrode shaping is of course used extensively when dealing with surface acoustic waves (SAW), as the electrodes directly define these waves [8]. However, when dealing with bulk acoustic waves (BAW), the topic of this work, electrode shaping is rarely used, and not at all for the above-mentioned membrane devices. A simple split-electrode configuration with an applied anti-symmetric driving voltage, has been used on experiments on bulk piezoelectric (PZE) transducers [9, 10] and on thin-film transducers [1] to obtain a strong excitation of anti-symmetric modes for optimal particle focusing. Such systems has also been studied in numerical simulations [3, 11–13]. Furthermore, in a combined experimental and numerical study, Hammarström et al. used a square-shaped back and a full front electrode on a bulk PZE transducer to create a dynamically-defined array of particle traps in the liquid just above the transducer [14].

In the field of microelectromechanical system (MEMS), shaping of PZE-transducer electrodes has been studied in much more detail. For example the development of energy harvesting MEMS devices involving shaping of electrodes is an active research field [15–19]. A particular thorough study is the combined experimental and theoretical work on the excitation and detection of more
than 50 permitted arbitrary modes in disc-, plate-, ring-, and beam-shaped PZT-on-silicon resonators by electrode shaping [20]. It is this kind of selective excitation of chosen resonance modes that we in the present work extend from solid-state MEMS to acoustofluidic devices for particle handling.

The contents of the paper is as follows. In Section II we introduce our model system, a disk-shaped silicon-membrane-based microscale acoustofluidic system driven at MHz-frequencies by an (AlSc)N PZE thin-film transducer with patterned electrodes for selective excitation of higher-harmonic resonance modes, a system chosen for its compatibility with standard MEMS fabrication techniques. A brief summary is given of the basic theory and modeling developed in our previous work [3]. It includes time-harmonic perturbation theory, the electromechanical theory of the elastic membrane and the linear PZE transducer, acoustics and time-averaged acoustic streaming of the liquid, boundary conditions, and the numerical implementation in the software COMSOL Multiphysics [21]. In Section III, we present the main result of the paper, the selective enhanced excitation by electrode shaping of higher-harmonic resonance modes for acoustofluidic applications. In Section IV, we present an application example by showing how specific higher-harmonics membrane modes may induce the above-mentioned trapping of a single suspended cell. In Section V, we discuss the possibility of size-dependent cell trapping and the advantages and disadvantages of the presented method of trapping, and finally in Section VI we present our main conclusions.

II. MODEL SYSTEM, THEORY, AND NUMERICAL IMPLEMENTATION

The model system, sketched in Fig. 1, consists of a thin disk-shaped silicon membrane completely covered by a (AlSc)N thin-film PZE transducer on one of its surfaces. The ground electrode of the transducer is always fully covering the transducer, whereas the excitation electrode may be divided into several pieces each with individual alternate-current (AC) excitation voltages. Below the membrane is air (treated as vacuum), and above it a liquid. The system is axisymmetric, so the we use cylindrical coordinates \((r, \phi, z)\) through the paper with the \(z\) axis perpendicular to the membrane through its center.

The basic theory and modeling for such a thin-film PZE-transducer-driven acoustofluidic system was developed in a perturbation scheme involving the acoustic first-order fields and the steady time-averaged second-order fields in our previous work [3], founded on the theory for bulk PZE-transducer-driven systems [22] taking the acoustic boundary layers into account analytically through effective boundary conditions [23]. Numerical simulations based on this theory have been validated experimentally for several different microscale acoustofluidic systems [2, 9, 10, 22]. In the following we briefly summarize this basic theory and its numerical implementation and adapt the previous cartesian-coordinate formulation into the cylindrical coordinates of the present axisymmetric system. We do not study azimuthal variations, so the full three-dimensional (3D) problem is independent of \(\phi\) and is thus reduced to a two-dimensional (2D) problem in the radial and axial coordinates \(r\) and \(z\), respectively.

A. First-order acoustic fields

Using first-order perturbation theory and complex-valued fields [3], the time-harmonic electric potential \(\bar{\varphi}_1(r, t)\) applied to the PZE thin-film excites a time-harmonic acoustic displacement field \(\bar{u}_1(r, t)\),

\[
\bar{\varphi}_1(r, t) = \varphi_1(r) e^{-i\omega t}, \quad \bar{u}_1(r, t) = u_1(r) e^{-i\omega t},
\]

where \(\omega = 2\pi f\) is the angular frequency, \(f\) the frequency, \(r\) the spatial coordinate, and \(t\) the time.

We convert the cartesian coordinates \(\mathbf{r} = (x, y, z)\) of Refs. [2, 3, 22] into cylindrical coordinates \(\mathbf{r} = (r \cos \phi, r \sin \phi, z)\), and assuming \(\phi\)-independent excita-
tion voltages, we have,
\[ \varphi_1(r) = \varphi_1(r, z), \quad u_1(r) = u_r(r, z)e_r + u_z(r, z)e_z. \] (2)

The governing equations of \( u_1 \) and \( \varphi_1 \) are the weakly damped Cauchy elastodynamic equation and the quasi-static Gauss equation for a charge-free linear dielectric,
\[ -\rho \omega^2 (1 + i \Gamma_s) u_1 = \nabla \cdot \sigma_{sl}, \quad \nabla \cdot D = 0, \] (3)
where \( \sigma_{sl} \) is the Cauchy stress tensor, \( \Gamma_{sl} \) is the damping coefficient of the solid, and \( D = -(1 + i \Gamma_e) e \cdot \nabla \varphi_1 \) is the electric displacement field with \( \Gamma_e \) and \( \varepsilon \) being the dielectric damping coefficient and tensor, respectively. For a purely mechanical solid, the stress tensor is defined in Voigt notation as,
\[ \sigma_{sl} = C \cdot S_{sl}, \] (4)
where \( C \) is the elastic moduli tensor of rank two which relates the strain tensor \( S_{sl} \) to the stress tensor \( \sigma_{sl} \). In cylindrical coordinates, the Voigt notation-form of \( C, S_{sl} \) and \( \sigma_{sl} \) is,
\[ C = \begin{pmatrix} C_{11} & C_{12} & C_{13} \\ C_{21} & C_{22} & C_{23} \\ C_{31} & C_{32} & C_{33} \end{pmatrix}, \] (5a)
\[ S_{sl} = \begin{pmatrix} \partial_r u_{1r} \frac{1}{r} u_{1r}, \partial_z u_{1z}, 0, \partial_r u_{1z} + \partial_z u_{1r}, 0 \end{pmatrix}^T, \] (5b)
\[ \sigma_{sl} = \begin{pmatrix} \sigma_{rr}, \sigma_{\varphi z}, \sigma_{zz}, \sigma_{r \varphi}, \sigma_{rz}, \sigma_{\varphi \varphi} \end{pmatrix}^T. \] (5c)

Here, the column vectors \( S_{sl} \) and \( \sigma_{sl} \) are written as the transpose "T" of the row vectors. Moreover, \( C \) is written for the lowest symmetry in our problem, the hexagonal crystal structure of (AlSc)N, and we note that it has the same form in cartesian as in cylindrical coordinates when the polarization axis is parallel to the z axis. Whereas neither the displacement nor the electric field has a component in the azimuthal \( \varphi \)-direction, the strain and stress do have a nonzero \( \varphi \varphi \)-component. Finally, we note that for silicon (111) the above form for \( C \) still applies, but with the symmetry constraints \( C_{13} = C_{12}, C_{33} = C_{11}, \) and \( C_{66} = C_{44}. \) Other orientations of silicon crystal are not isotropic in the \( r-\varphi \) plane and thus cannot be modeled as an axisymmetric system [24, 25].

In this work, our PZE transducer is taken to be (AlSc)N which has a hexagonal piezoelectric crystal structure [26] with the material parameters listed in Table 1. For PZE materials, the stress and electric displacement fields are coupled to the electric and strain fields though the piezoelectric coupling tensor,
\[ \sigma_{sl} = C \cdot S_{sl} - \varepsilon^T \cdot E, \] (6a)
\[ D = e \cdot S_{sl} + \varepsilon \cdot E, \] (6b)
where the electric field defined as \( E = -\nabla \varphi_1 \), and where in the Voigt notation for the hexagonal crystal structure, \( e \) and \( \varepsilon \) are the following tensors,
\[ e = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & \varepsilon_{15} \\ 0 & 0 & 0 & 0 & \varepsilon_{15} & 0 \\ \varepsilon_{31} & \varepsilon_{31} & \varepsilon_{33} & 0 & 0 \end{pmatrix}, \quad \varepsilon = \begin{pmatrix} \varepsilon_{11} & 0 & 0 \\ 0 & \varepsilon_{11} & 0 \\ 0 & 0 & \varepsilon_{33} \end{pmatrix}. \] (7)

The mechanical displacement in the solids couple into the adjacent liquid or fluid as pressure waves. For a fluid with density \( \rho_f \), dynamic viscosity \( \eta_f \), bulk viscosity \( \eta_b^f \), compressibility \( \kappa_f \), and sound speed \( c_f \), and damping coefficient \( \Gamma_f \), the acoustic pressure \( p_1 \) is governed by the weakly damped Helmholtz equation, and the acoustic velocity \( v_1^d \) is derived from \( p_1 \),
\[ \dot{p}_1 = p_1(r) e^{-i \omega t}, \quad \dot{v}_1^d = v_1^d(r) e^{-i \omega t}, \] (8a)
\[ \nabla^2 p_1 = -\frac{\omega^2}{c^2} (1 + i \Gamma_f) p_1, \quad \kappa_f = (\rho_f c_f^2)^{-1}, \] (8b)
\[ v_1^d = -i \frac{1 - i \Gamma_f}{\omega \rho_f} \nabla \tilde{p}_1, \quad \Gamma_f = \left( \frac{4}{3} \eta_f + \eta_b^f \right) \omega \kappa_f. \] (8c)

In our \( \phi \)-independent axisymmetric case we have
\[ p_1(r) = p_1(r, z), \quad v_1^d(r, z) = v_1^d(r, z) e_r + v_1^d(r, z) e_z. \] (9)

B. Second-order time-averaged fields

The nonlinearities in the fluid dynamics induce second-order terms in the perturbation theory from products of first-order terms [3]. Here, we focus on the time-averaged values of such fields, \( F_2 = \langle F_2(r, t) \rangle = \frac{\omega}{2 \pi} \int_0^{\infty} F_2(r, t) dt \), in particular the steady streaming velocity \( v_2 \) and the acoustic radiation force \( F_{rad} \) on suspended particles. For the time-averaged product of two first-order fields \( A_1 \) and \( B_1 \) we use the well-known expression \( \langle [A_1](r, t) [B_1](r, t) \rangle = \frac{1}{\omega} \left( \frac{\omega}{4} \kappa_f \right) \langle A_1(r, t) B_1^*(r, t) \rangle \). The acoustic streaming \( v_2 \) is an incompressible Stokes flow with a non-negligible time-average Eckart-streaming bulk force
\[ \eta_{fl} \nabla^2 v_2 = \nabla p_2 - \frac{\Gamma_{fl} \omega}{2 \eta_{fl}} \Re \left( \frac{\rho_f^* v_1^d}{\rho_f} \right), \quad \nabla \cdot v_2 = 0, \] (10)
where \( p_2 \) is the pressure redefined to include the excessive pressure [23]. The expression for the acoustic radiation force \( F_{rad} \) acting on a suspended particle of radius \( a \), density \( \rho_{pt} \), and compressibility \( \kappa_{pt} \) is [27],
\[ F_{rad} = -\pi a^3 \left\{ \frac{2 \eta_{fl}}{3} \Re \left[ f_0^* p_1 \nabla p_1 \right] - \rho_{pt} \Re \left[ f_1^* v_1^d \cdot \nabla v_1^d \right] \right\}, \] (11a)
\[ f_0 = 1 - \frac{\kappa_{pt}}{\kappa_{fl}}, \quad f_1 = \frac{2(1 - \gamma)(\rho_{pt} - \rho_{fl})}{2 \rho_{pt} + (1 - 3 \gamma) \rho_{fl}}, \] (11b)
where $f_0$ and $f_1$ are the monopole and dipole scattering coefficients, $\delta$ is the width of the acoustic boundary layer, and $\gamma$ is a correction factor,

$$\delta = \sqrt{\frac{2\eta}{\omega \rho}}, \quad \gamma = -\frac{3}{2}\left[1 + \left(1 + \frac{\delta}{\rho}\right)\frac{\delta}{a}\right]. \quad (12)$$

The total force $F_{\text{pt}}$ acting on a suspended particle moving with speed $v_{\text{pt}}$ at position $r$ is the sum of the radiation force $F_{\text{rad}}$, the Stokes drag force $F_{\text{drag}}$, and the buoyancy-corrected gravitational force $F_{\text{grav}}$ from the gravitational acceleration $g$.

$$F_{\text{pt}} = F_{\text{rad}} + F_{\text{drag}} + F_{\text{grav}}, \quad (13a)$$

$$F_{\text{drag}} = 6\pi \eta a (v_2 - v_{\text{pt}}), \quad F_{\text{grav}} = 4 \frac{\pi}{3} a^3 (\rho_{\text{pt}} - \rho) g. \quad (13b)$$

### C. Boundary conditions

In the following we state the boundary conditions that we apply to the first-order acoustic and time-averaged second-order steady fields. On the axis $r = 0$, we have the usual axisymmetry conditions,

$$\partial_r p_1 = 0, \quad \partial_r u_{1z} = 0, \quad u_{1r} = 0, \quad \partial_r \varphi_1 = 0, \quad (14a)$$

$$\partial_r p_2 = 0, \quad \partial_r v_2 = 0, \quad v_2 = 0, \quad \text{at } r = 0. \quad (14b)$$

We control the electric potential $\varphi_1$ on the transducer electrodes. At the ground electrode, $\varphi_1 = 0$ always, whereas the excited electrodes have a peak-to-peak AC voltage amplitude of $\varphi_0$, so there $\varphi = \frac{1}{2} \varphi_0 e^{i\Delta}$ with $\Delta$ being a phase. Here, we work only with in-phase $\Delta = 0$ (positive) and anti-phase $\Delta = \pi$ (negative) excitation voltages, so at the electrode surfaces we have

$$\varphi_1 = 0, \quad \text{on ground electrodes}, \quad (15a)$$

$$\varphi_1 = \frac{1}{2} \varphi_0, \quad \text{on positive electrodes}, \quad (15b)$$

$$\varphi_1 = -\frac{1}{2} \varphi_0, \quad \text{on negative electrodes}. \quad (15c)$$

At interfaces away from the electrodes, we assume a zero-free-charge condition on $\varphi_1$. On freely vibrating interfaces, we assume a zero-stress condition on $u_{1z}$.

$$D \cdot n = 0, \quad \sigma_{n \cdot n} = 0, \quad \text{at the solid-air interface}, \quad (16)$$

At the solid-fluid interface, we use the effective boundary conditions for the continuity of the first-order velocity and stress, developed in a coordinate-free form by Bach and Bruus [23], where the acoustic boundary layer in the fluid has been accounted for analytically. Here we state these boundary conditions for our case with $\varphi$-independent axisymmetric first-order fields,

$$\partial_z p_1 = \frac{i \omega p_0}{1 - i \Gamma} [-i \omega u_{1z} - \frac{i}{k_r} \partial_r (-i \omega r u_{1r})]$$

$$- \frac{i}{k_s} (k_c^2 p_1 + \partial^2_z p_1), \quad (17a)$$

$$\sigma_{z z} \cdot e_z = -p_1 e_z + i k_{s \varphi_0} \left(-i \omega u_1 + \frac{1}{\omega p_0} \nabla p_1\right), \quad (17b)$$

$$k_c^2 = (1 + i \Gamma) \frac{\omega^2}{c^2}, \quad k_s = \frac{1 + i}{\delta}. \quad (17c)$$

as well as the second-order streaming $v_2$,

$$v_{2r} = -\frac{1}{2 \omega} \text{Re} \left\{ \frac{1}{2} v_{1r}^0 \partial_r v_{1z}^0 + \frac{1}{2} v_{1z}^0 \partial_z v_{1z}^0 + \frac{2}{\delta} \left( \partial_r v_{1r}^0 + \frac{1}{r} v_{1r}^0 + \partial_z v_{1z}^0 \right) v_{1r}^0 + i \left( \partial_r u_{1r}^0 + \frac{1}{r} u_{1r}^0 + \partial_z u_{1z}^0 - \partial_z v_{1z}^0 \right) v_{1r}^0 - i (v_{1r}^0 + v_{1z}^0) \partial_z (v_{1r}^0 + v_{1z}^0) \right\}, \quad (18a)$$

$$v_{2z} = -\frac{1}{2 \omega} \text{Re} \left\{ \frac{i}{v_{1r}^0} \partial_r u_{1z}^0 + \frac{1}{v_{1z}^0} \partial_z (v_{1r}^0 + v_{1z}^0) \right\}. \quad (18b)$$

Here, $v_{1r}^0 = u_{1r}^0 - v_{1r}^0$, which together with all terms containing the factor $k_s$ originates from the boundary layer of width $\delta$.

Finally, when we consider systems without a lid, the acoustic waves transmitted from the membrane into the fluid will propagate toward infinity ($r \to \infty$ and $z \to \infty$) until damped out. To keep a finite-sized computational domain, we therefore follow Refs. [22, 28] and limit the physical domain of the fluid to the region $0 < r < r_{\text{f}}$ and $0 < z < z_{\text{f}}$, then add so-called perfectly matched layers (PML) around this domain for $r_{\text{f}} < r < r_{\text{PML}}$ or $z_{\text{f}} < z < z_{\text{PML}}$, in which all outgoing waves from the membrane are damped out, and from which no incoming waves are sent toward the membrane.

For $r_{\text{f}} < r < r_{\text{PML}}$ or $z_{\text{f}} < z < z_{\text{PML}}$,

$$\chi(r, z) = \frac{K_{\text{PML}} \theta (r - r_{\text{f}}) \left[ \frac{r - r_{\text{f}}}{r_{\text{PML}} - r_{\text{f}}} \right]^2 + \theta (z - z_{\text{f}}) \left[ \frac{z - z_{\text{f}}}{z_{\text{PML}} - z_{\text{f}}} \right]^2}{\left( r - r_{\text{f}} \right)^2 + \left( z - z_{\text{f}} \right)^2}, \quad (19a)$$

$$\partial_r \to [1 + i \chi(r, z)] \partial_r, \quad \partial_z \to [1 + i \chi(r, z)] \partial_z. \quad (19b)$$

Here, $\theta$ is the Heaviside step function, and $K_{\text{PML}}$ is a constant chosen, such that the outgoing waves are damped in the PML without reflections at $r = r_{\text{f}}$ and $z = z_{\text{f}}$.

The choice of boundary conditions at the outer surface of the PML are not crucial due to the strong damping provided in the PML. We use the Dirichlet condition $p_1 = 0$ there, but changing to Neumann condition $n \cdot \nabla p_1 = 0$ leads to negligible relative deviation in the result, less than $10^{-5}$ measured in terms of the L2-norm.
TABLE I. Material parameter values used in the model. The iodixanol solution is computed from the interpolation polynomials given in Ref. [30]. For the MCF-7 cells, the radius is chosen as the center value 10 μm in the observed range of 8.1-12.2 μm given in Ref. [31], and the scattering coefficients $f_0$ and $f_1$ are computed from Eq. (11b) using data from Ref. [32].

| Parameter                | Value       | Parameter                | Value       |
|--------------------------|-------------|--------------------------|-------------|
| Thin-film aluminum scandium nitride, Al$_{0.6}$Sc$_{0.4}$N [33, 34] |             |                          |             |
| $\rho_1$                 | 3300 kg m$^{-3}$ | $\Gamma_1$              | 0.0005      |
| $C_{11}$                 | 313.8 GPa    | $C_{33}$                 | 197.1 GPa   |
| $C_{12}$                 | 150.0 GPa    | $C_{44}$                 | 108.6 GPa   |
| $C_{13}$                 | 139.2 GPa    | $C_{66}$                 | 81.9 GPa    |
| $v_{31, f}$              | $-2.65$ C m$^{-2}$ | $v_{15}$               | $-0.32$ C m$^{-2}$ |
| $v_{33}$                 | $2.73$ C m$^{-2}$ | $\Gamma_z$            | 0.0005      |
| $\varepsilon_1$         | $22 \varepsilon_0$ | $\varepsilon_{33}$     | $22 \varepsilon_0$ |
| Membrane silicon, Si (111) [25, 35, 36] |             |                          |             |
| $\rho$                   | 2329 kg m$^{-3}$ | $s$                      | 0.262       |
| $E$                      | 168.9 GPa    | $C_{44}$                 | 73.7 GPa    |
| $C_{11}$                 | 207.5 GPa    | $\Gamma_d$              | 0.0001      |
| $C_{12}$                 | 66.9 GPa     | $\varepsilon_{33}$      | 3425 m s$^{-1}$ |
| $c_0$                    | 5594 m s$^{-1}$ | $c_{tr}$                | 3425 m s$^{-1}$ |
| Water [29]               |             |                          |             |
| $\rho$                   | 997 kg m$^{-3}$ | $\eta_\theta$           | 0.890 mPa s |
| $c_0$                    | 1497 m s$^{-1}$ | $\eta_\theta$           | 2.485 mPa s |
| $c_\eta$                 | 448 TPa$^{-1}$ | $\eta_\theta$           | 10.3 THz$^{-1}$ |
| Iodixanol 60% solution [30] |             |                          |             |
| $\rho_1$                 | 1320 kg m$^{-3}$ | $\eta_\theta$           | 1498 m s$^{-1}$ |
| $c_0$                    | 7.690 mPa s  | $\eta_\theta$           | 338 TPa$^{-1}$ |
| Cancer cell MCF-7 [31, 32] |             |                          |             |
| $\rho_{MCF-7}$           | 1055 kg m$^{-3}$ | $\rho_{MCF-7}$         | 373 TPa$^{-1}$ |
| $a_{MCF-7}$              | 10 μm       |                          |             |
| $f_{Wa}^{1}$             | 0.167       | $f_1^{Wa}$              | 0.037 + 0.0002i |
| $f_{Wa}^{2}$             | -0.104      | $f_1^{Wa}$              | -0.153 + 0.0010i |

D. Numerical implementation in COMSOL

As in Ref. [3], we implement the model in the commercial finite-element software COMSOL 5.5 [21], closely following the implementation method described in Ref. [22]. The fields $p_1$, $u_1$, $\varphi_1$, $p_2$, and $u_2$ are all computed with quartic-order polynomial test functions. The mesh is defined to ensure at least 20 mesh elements per wavelength, and typically more, resulting in more than 80 nodal points per wavelength in the physical domain, and 10 elements per wavelength in the PML domain. In the bulk fluid we use a triangular mesh, and in both the membrane and the thin-film transducer, a structured mesh is used with at least four mesh elements in the thickness direction. At the symmetry axis $r = 0$ is added a boundary layer of 15 elements, growing up from a smallest element of 0.005 times the bulk mesh size. This mesh ensured a successful mesh-convergence analysis similar to that presented in Ref. [29].

The materials used in the model are as follows: the PZE thin-film transducer is Al$_{0.6}$Sc$_{0.4}$N, the silicon membrane is Si-(111), the liquid is either pure water or a 60% aqueous solution of iodixanol, and the cell is a MCF-7 breast-cancer cell. All material parameter values used in the model are listed in Table I including references to the literature.

We carried out the numerical simulations of the model on a workstation with a 16-cores Intel i9-7960X processor at 3.70 GHz boost clock frequency and 128 GB of random access memory (RAM). At any given frequency, a simulation of the first-order fields $p_1$, $u_1$, and $\varphi_1$ comprised of 1.4 million degrees of freedom, used 14 GB RAM, and took 50 s, whereas the second-order fields $p_2$ and $u_2$ comprised of 2.7 million degrees of freedom, used 27 GB RAM, and took 180 s.

III. EXCITATION OF HIGHER-HARMONIC MEMBRANE MODES BY ELECTRODE PATTERNING

We now introduce the excitation of higher-harmonic membrane modes in acoustofluidics. As already indicated in Fig. 1, we show that only by patterning the excitation electrode to be compatible with the shape of the target higher-harmonic membrane mode, this mode can be excited with a sufficiently large amplitude.

A. Membrane modes and patterned electrodes

In Fig. 2 we show the main effect of patterning the excitation electrodes appropriately for a 10-μm-thick Si-disk membrane covered uniformly by a 1-μm-thick (AlSc)N thin-film transducer. The inner part $r < r_{nv} = 100$ μm of the membrane is free to vibrate, whereas the surrounding ring $r_{nv} < r < r_{nc} = 300$ μm is clamped. Above the membrane is placed a cylindrical domain of water of radius $r_{nc}$ and height $z_0 = 200$ μm, and outside this domain is placed a PML domain of thickness 100 μm.

In Fig. 2(a), the ground and excitation electrode are fully covering the transducer, and a peak-to-peak voltage $\varphi_0 = 1$ V is applied to the latter. A frequency sweep reveals the $\phi$-independent vibration resonance modes $n$ of the membrane disk, $n = 0, 1, 2, 3, \ldots$, with resonance frequencies $f_n = 2.16, 10.5, 19.7, 52.0$ MHz and a monotonically decreasing maximum displacement amplitude $u_{n,\max}$ that is either stretching across the entire membrane at any given time, or contracting, although not uniformly, resulting in a perpendicular displacement $u_{1z}$ that is either posi-
FIG. 2. Simulation of the resonance modes $n$ for a 10-$\mu$m-thick silicon Si (111) membrane of radius $r_{\text{mv}} = 100$ $\mu$m placed below a half-space filled with a fluid and actuated by an attached 1-$\mu$m-thick Al$_{0.6}$Sc$_{0.4}$N thin-film PZE transducer with a peak-to-peak AC voltage $\varphi_0 = 1$ V$_{pp}$. The fluid domain is surrounded by a 100-$\mu$m wide PML domain. (a) Color plot of the pressure $\text{Re}[p_{z}]$ from $-7.8$ (blue) to $+7.8$ kPa (red) and of the displacement amplitude $|u_r|$ from 0 (blue) to 0.75 nm (yellow) for the $n = 0$ fundamental mode at 2.16 MHz, excited by the uniform excitation electrode shown in (d) the $r$-$z$ plane and (g) the $x$-$y$ plane. (b) The same as (a) but for the $n = 3$ harmonic mode at 52.0 MHz with pressure amplitude $\pm 14$ kPa and displacement amplitude 0.08 nm, excited by the uniform excitation electrode shown in (e) the $r$-$z$ plane and (i) the $x$-$y$ plane. (c) The same as (b) but with with pressure amplitude $\pm 513$ kPa and displacement amplitude 0.75 nm, and with the patterned excitation electrode shown in (f) the $r$-$z$ plane and (k) the $x$-$y$ plane. (h), (j), and (l) Color plot of the out-of-phase in-plane strain $\text{Re}[\partial_z u_{1r}]$ from min (cyan) to max (magenta) for the membrane modes shown respectively in (a), (b), and (c) for which the vertical displacement $\text{Re}[u_{1z}]$ for clarity has been enhanced by a factor 15000, 30000, and 6000, respectively. Animations of panels (a) and (c) are given in the Supplemental Material [37].

The clue is the out-of-phase in-plane strain $\partial_z u_{1r}$, for mode $n = 0$ and 3 shown in Fig. 2(h,j), respectively. This field indicates how the membrane would move were it free to vibrate in a given resonance mode. For $n = 0$ at 2.16 MHz, the strain indicates a contraction (cyan) in a large center part of the membrane, which the uniform applied potential supports, only countercarcting the expansion indicated by the strain in a minor peripheral part (magenta). In contrast, for mode $n = 3$ at 52 MHz, the strain indicates four ring-shaped domains respectively exhibiting contraction, expansion, contraction, expansion, which is not compatible with the applied uniform potential, as each full contraction-expansion period is nearly canceled by the potential.

To make the potential for $n = 3$ compatible with the strain pattern, we therefore split the excitation electrode into the same 3 ring-shaped domains (plus the central disk) defined by the strain with alternating excitation voltages $\pm \varphi_0, \mp \varphi_0, \mp \varphi_0,$ and $\pm \varphi_0$, shown in Fig. 2(f,k). If these rings should be contacted by wires in the same layer [20] or by conducting vias to wires in a second layer, we leave to the experts of MEMS technology to figure out, here we just assume it possible in practise. The resulting acoustic response for the same applied voltage amplitude is shown in Fig. 2(c). Here we see that the resonance frequency remains $f_3 = 52.0$ MHz, and that the displacement amplitude for the patterned electrode is $u^\text{max,p}_{1z,3} = 0.75$ nm, one and half order of magnitude higher than that of the uniform electrode, $u^\text{max,u}_{1z,3} = 0.02$ nm, and equal to the uniform-electrode mode-0 amplitude $u^\text{max,u}_{1z,0} = 0.76$ nm.

B. Traveling and standing pressure waves induced by higher-harmonic membrane modes

Let us now turn to the resulting acoustic pressure field $p_1$ in the liquid above the membrane vibrating in its res-
pressure. Following an outward radial path from the center of the membrane increases. Following any vertical path upward parallel to the $z$-axis, $|p_1|$ is mainly monotonically decreasing, which is the characteristic of a nearly ideal damped traveling wave. One exception to this behavior is found along the $z$-axis, where a local maximum in $|p_1(0, z)|$ is found for $z \approx 60 \mu m$ above the center of the membrane. Here we estimate the ratio $\max |p_1|/\min |p_1| \approx 1.3$, which corresponds to a 1:0.3 mixture of a traveling and a standing wave. We shall see in Section IV that this small component of a standing wave along $z$ together with the large standing wave component along $r$ spawns a particle trap in all three spatial directions at some distance above the center of the vibrating silicon membrane.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{(a) 3D contour plot of instantaneous isobars at $-250, -125, 125,$ and $250$ kPa equivalent to Fig. 2(c) of the acoustic pressure $p_1$ in the liquid above the membrane excited to resonance mode $n = 3$ at $52.0$ MHz by the patterned 3-ring electrode shown in Fig. 2(f,k). The displacement amplitude is enhanced by a factor $20,000$ to be visible. An animation of $p_1$ and $u_1$ is given in the Supplemental Material [37]. (b) A color plot similar to Fig. 2(c), but for the absolute value $|p_1|$.}
\end{figure}

C. The effect of introducing a rigid lid

So far, we have assumed ideally absorbing surroundings by introducing the PML. As a result the pressure waves are traveling away from the membrane without being reflected back. In actual acoustofluidic systems, such a behavior is approximately realized by using soft PDMS rubber walls, as demonstrated recently by Skov et al. in a combined experimental and numerical study [38]. They also showed how replacing the soft lid with the other extreme, a hard glass lid, the traveling wave field was replaced by a standing wave field. Here, we briefly examine this latter case, by replacing the top PML in our model by a rigid lid placed at $z = z_0$ with a hard-wall boundary condition, $\partial_z p_1 = 0$, for the acoustic pressure. We keep the PML at the side to mimic an infinitely broad system.

The results of the rigid-lid simulation of $p_1$ is shown in Fig. 4, where a vertical standing-wave behavior is clearly seen as horizontal nodal lines in the color plot of $|p_1|$ in Fig. 4(b). However, since the PML at the side still allows for the waves to propagate away from the membrane, most of the pressure waves are traveling away from the membrane, with a tendency to widen out as the distance to the membrane increases. Following any vertical path upward parallel to the $z$-axis, $|p_1|$ is mainly monotonically decreasing, which is the characteristic of a nearly ideal damped traveling wave. One exception to this behavior is found along the $z$-axis, where a local maximum in $|p_1(0, z)|$ is found for $z \approx 60 \mu m$ above the center of the membrane. Here we estimate the ratio $\max |p_1|/\min |p_1| \approx 1.3$, which corresponds to a 1:0.3 mixture of a traveling and a standing wave. We shall see in Section IV that this small component of a standing wave along $z$ together with the large standing wave component along $r$ spawns a particle trap in all three spatial directions at some distance above the center of the vibrating silicon membrane.

This particular mixture of standing radial and traveling axial waves is clearly revealed by studying the color plot Fig. 3(b) of the absolute value $|p_1|$ of the acoustic pressure. Following an outward radial path from $r = 0$ at any given fixed height $z = z_0$, reveals regular oscillations in $|p_1(r, z_0)|$ between nearly zero minima and large maxima, a characteristic of a standing radial wave. The most pronounced oscillation happens at height $z_0 = 60 \mu m$, and here we find the ratio $\max |p_1|/\min |p_1| \approx 140$, which corresponds to a nearly ideal standing wave.

When inspecting the pressure nodal surfaces (gray) in $|p_1|$ in Fig. 3(b), we see that they form two nearly perfect and one deformed coaxial cylinder centered on the $z$-axis, but with a tendency to widen out as the distance to the membrane increases. Following any vertical path upward parallel to the $z$-axis, $|p_1|$ is mainly monotonically decreasing, which is the characteristic of a nearly ideal damped traveling wave. One exception to this behavior is found along the $z$-axis, where a local maximum in $|p_1(0, z)|$ is found for $z \approx 60 \mu m$ above the center of the membrane. Here we estimate the ratio $\max |p_1|/\min |p_1| \approx 1.3$, which corresponds to a 1:0.3 mixture of a traveling and a standing wave. We shall see in Section IV that this small component of a standing wave along $z$ together with the large standing wave component along $r$ spawns a particle trap in all three spatial directions at some distance above the center of the vibrating silicon membrane.
field are not strongly affected by the lid boundary condition, we continue using the previous case of an ideally absorbing lid in the following.

IV. CELL TRAPPING BY HIGHER-HARMONIC MEMBRANE MODES

We choose to illustrate the possibilities offered by the use of higher-harmonic membrane modes in acoustofluidics application with the example of trapping of a single suspended biological cell. Particle trapping is a central problem in the field studied by many groups. Examples are microparticle trapping in acoustic tweezers [39–44] and in disposable capillary tubes [28, 45], nanoparticle by using seed particles [46–48], and short and long term trapping [49, 50]. Trapping and the associated focusing has been created by various methods, including standing bulk [51, 52], traveling bulk [53], and surface [38, 54, 55] acoustic waves. An important focus area in the field is the trapping and focusing of biological cells in general [50, 56–58] and of circulating tumor cells in particular [30, 59, 60], in some cases accomplished by tuning the acoustic properties of the suspension medium tune relative to those of the given cells [30, 61].

A. Design of the membrane for cell trapping

In the following numerical simulation analysis of cell trapping, we choose as our model cell the breast cancer cell MCF-7 with the known acoustic parameters listed in Table I and here assumed to be spherical with a radius \( a_{MCF-7} = 10 \) \( \mu \) m. To facilitate acoustic trapping of such a cell, we prefer to work with an acoustic wavelength in the fluid larger than the cell, \( \lambda_0 \gtrsim 8a_{MCF-7} \approx 80 \) \( \mu \) m, or \( f_0 \lesssim 20 \) MHz, a limit in which the long-wavelength limit expression (11a) of the acoustic radiation force on a suspended particle is valid. Furthermore, for membrane mode \( n \) with radial wavelength \( \lambda_r^{(n)} \approx 2r_{mw}/(n + \frac{1}{2}) \), the mode frequency scales as \( f^{(n)} \propto \lambda_r^{(n)} \), and since \( f^{(n)} \propto \lambda_0^{-1} \) in the fluid, we can at membrane resonance write \( \lambda_r^{(n)} = \lambda_0L \), where \( L \) is a parameter of dimension length characteristic for the given system. We find numerically that \( L \approx 110 \) \( \mu \) m in our system with a 10-\( \mu \)m-thick silicon-membrane pushing on water. Combined with the long-wavelength criterion, we obtain \( \lambda_r^{(n)} = \sqrt{\lambda_0L} \gtrsim \sqrt{8a_{MCF-7}L} \approx 94 \) \( \mu \) m. Finally, to ensure the formation of a trapping point on the \( z \)-axis, we must demand that \( \lambda_0 < a\lambda_r^{(n)} \) (where \( \alpha \approx 1 \) is a constant we have not been able to compute) because if not, the acoustic wave in the fluid propagates at an angle away from the \( z \)-axis. We thus conclude that all above criteria are satisfied if \( 8a_{MCF-7} \lesssim \lambda_0 \lesssim 2L \) (equivalent to 12 MHz \( \lesssim f_0 \lesssim 20 \) \( \alpha \) MHz) and \( \lambda_r^{(n)} \gtrsim 94 \) \( \mu \) m.

Consequently, as a proof of concept, we use the design shown in Fig. 5, consisting of a 10-\( \mu \)m-thick silicon Si (111) disk membrane of radius \( r_{mw} = 500 \) \( \mu \) m in its \( n = 10 \) harmonic mode with \( \lambda_r^{(10)} \approx 95 \) \( \mu \) m and

FIG. 4. The small membrane of Figs. 2 and 3 but with a hard-wall lid at \( z = z_0 \) instead of PML. (a) Same as Fig. 2(c) for the pressure \( p_1 \). An animation of \( p_1 \) and \( u_1 \) is given in the Supplemental Material [37]. (b) Same as Fig. 3(b) for the magnitude \( |p_1| \) of the pressure \( p_1 \).

FIG. 5. A membrane device as in Fig. 2(c), but with \( r_{mw} = 500 \) \( \mu \) m, \( r_{mc} = 1500 \) \( \mu \) m, \( z_n = 1000 \) \( \mu \) m, and with the excitation electrode is divided into 10 (instead of 3) ring-shaped segments each 44 \( \mu \) m wide, separated by 4-\( \mu \)m-wide gaps (not shown), and excited with alternating voltages \( \pm \frac{1}{2}V_{20} \) as in Fig. 2(f,k). Color plots of the pressure \( \text{Re}[p_1] \) from \(-235\) (blue) to \(+235\) kPa (red) and of \( |u_1| \) from 0 (blue) to 0.49 nm (yellow) for the \( n = 10 \) higher-harmonic mode at 18.5 MHz. The top inset is a color plot of \( |p_1| \). The bottom inset shows details of \( p_1 \) and \( |u_1| \). An animation of \( p_1 \) and \( u_1 \) is given in the Supplemental Material [37].
an estimated resonance frequency $f (10)^{\text{th}} \approx \frac{L_{c0}}{[\lambda (10)]^2} \approx 18.2 \text{ MHz}$. Similar to Fig. 2(f,k) of mode $n = 3$, the mode $n = 10$ is excited by patterning the excitation electrode of the 1-µm-thick Al$_{0.3}$Sc$_{0.7}$N transducer into ten ring-shaped segments. A 1 V$_{pp}$ AC voltage is applied to the these segments with alternating phases $+ \frac{1}{2} \phi_0$ and $- \frac{1}{2} \phi_0$, resulting in a strong excitation of resonance mode $n = 10$ at $f = 18.5 \text{ MHz}$, close the prediction $f (10)^{\text{th}}$. All the features seen in Fig. 5 of the disk-membrane displacement field $u_1$ and of the pressure field $p_1$ in the liquid are the same as in Fig. 2(c), and the amplitudes are relatively large being $|u_1| = 0.49 \text{ nm}$ and $|p_1| = 235 \text{ kPa}$. Of particular interest for trapping, we notice a local maximum in $|p_1(0,z)|$ in the inset of Fig. 5 near $z = 100 \text{ µm}$, similar to the one at $z = 60 \text{ µm}$ shown in Fig. 3(b).

B. Characterizing the cell trap

To characterize the cell trap, we study the total force $F_{\text{pt}}$ (13a) that acts on a MCF-7 cell suspended in water. In Fig. 6(a,b) is shown the contour plots of the radial and axial components $F_{\text{pt}}^r$ and $F_{\text{pt}}^z$ of $F_{\text{pt}}$. To set the scale, we note that in this case, the buoyancy-corrected gravitational force is $F_{\text{grav}} \approx 4 \text{ pN}$ and the Stokes drag force is $F_{\text{drag}}(10 \text{ µm/s}) = 1.7 \text{ pN}$ assuming that the velocity of the cell relative to water is $10 \text{ µm/s}$. Firstly, we note that $F_{\text{pt}}$ with a magnitude above $70 \text{ pN}$ is completely dominated by the radiation force $F_{\text{rad}}$, secondly that $F_{\text{pt}}^r \gtrless F_{\text{pt}}^z$, and thirdly that using pure water, $F_{\text{pt}}$ expels the cell from the primary nodal plane, instead of trapping it, as indicated by the black arrows.

This anti-trapping is a well-known result in trapping theory for a particle more heavy and rigid than the fluid in a single traveling wave [44]. To change the system into a trap, we need to tune the acoustic properties of the fluid to reverse the signs of the scattering coefficients $f_0$ and $f_1$. This can be done by using the density modifier iodixanol as demonstrated in Refs. [30, 62–64].

In Fig. 6(c,d) is shown that indeed by using a 60% aqueous iodixanol solution that is heavier than pure water, the particle force $F_{\text{pt}}$ is reversed: the orange regions of $F_{\text{pt}}^r > 0$ in Fig. 6(a) turns into the cyan regions of $F_{\text{pt}}^r < 0$ in Fig. 6(c), and vice versa. Also, the yellow regions of $F_{\text{pt}}^r > 0$ in Fig. 6(b) turns into the magenta regions of $F_{\text{pt}}^r < 0$ in Fig. 6(d), and vice versa. The characteristic forces for the solution are $F_{\text{grav}}^{160\%} = -11 \text{ pN}$ and $F_{\text{drag}}^{160\%}(10 \text{ µm/s}) = 15 \text{ pN}$. In Fig. 6(c) we see that radial force $F_{\text{pt}}^r$ points toward the $z$ axis for $r_{mv} \lesssim 20 \mu m$, reaching a maximum amplitude of $234 \text{ pN}$ at the height $z_{\text{trap}} \approx 70 \mu m$. However, the axial component $F_{\text{pt}}^z$ is an order of magnitude smaller, and when plotting $F_{\text{pt}}^z(0,z)$ along the $z$-axis, we find that along this axis, we find that the desired upward direction $F_{\text{pt}}^z(0,z) > 0$ for $z < z_{\text{trap}}$; it is still positive at its minimum at $z = z_{\text{trap}}$, $F_{\text{pt}}^z(0,z_{\text{trap}}) \approx +5 \text{ pN}$. The setup is thus not a trap at all, because as the numerical simulation reveals, at $z_{\text{trap}}$ we have $F_{\text{rad}} = -20 \text{ pN}$, $F_{\text{drag}} = +14 \text{ pN}$, and $F_{\text{grav}} = +11 \text{ pN}$, such that $F_{\text{pt}}^z = (-20 + 14) \text{ pN} + 11 \text{ pN} = 5 \text{ pN} > 0 \text{ pN}$.

A trap is achieved simply by enhancing the AC voltage amplitude from the 1 V$_{pp}$ to 5 V$_{pp}$. This enhances the magnitude of the voltage-dependent second-order forces $F_{\text{rad}}$ and $F_{\text{drag}}$ by a factor $5^2 = 25$, leaving the gravitational force unchanged. Changing from 1 V$_{pp}$ to 5 V$_{pp}$, we thus expect the weakest point in the trap to attain the value $F_{\text{pt}}^z = (-234 \times 5, (-20 + 14) \times 25 + 11) \text{ pN} = (-5850, -119) \text{ pN}$, and this is exactly what is obtained, as shown in Fig. 6(e,f). So using an appropriate tuning of density of the liquid and of the excitation voltage, our
system is able to trap the MCF-7 cell in a trapping point located on the z-axis approximately 70 µm above the membrane as revealed by the red thick line in Fig. 6(g).

As shown in Fig. 6(e), radial trapping occurs once the cell enters the cyan region where $F_{pt}^r < 0$. However, we notice that this region is surrounded by barrier-like orange region with $F_{pt}^r > 0$, which repels the cell. This barrier could make it difficult for the cell to enter the trapping region in the first place, however once trapped, the barrier prevents more particles to enter the trap. This aspect is discussed further in Section V. To gain a better understanding of how the trap is loaded, we study in the steady acoustic streaming in the following.

C. Steady acoustic streaming in the trap

In the system with an acoustic wave propagating upward from a vibrating membrane, the acoustic streaming is dominated by the bulk-driven Eckart streaming due to the force density (10) $F = \frac{\Gamma_n \omega}{2 \pi^2} \Re \left[ p_1^* v_1^d \right]$ from the upward traveling acoustic wave, whereas the Rayleigh boundary-driven streaming is negligible. In Fig. 7 is shown the simulated streaming for the 60% iodixanol solution at 18.5 MHz and 5 Vpp, corresponding to Fig. 6(e,f). The dominant feature is the toroidal vortex centered at $(r, z) = (200, 140)$ µm, which drags in particles down toward the membrane near $r = 300$ µm and then sends them upward along the lower part of the z-axis, exactly where the trapping point is located. The flow velocity there is 247 µm/s corresponding to a Stokes drag force on a trapped cell of $F_{drag} = 358$ pN, which is a factor of 1.4 lower than the dominant radiation force, $F_{rad}^{rad} = 500$ pN. The trap thus work well for the large cancer cells, but less so for smaller cells, and we can estimate the critical cell radius $a_{cr}$, below which the cell is not trapped as $a_{cr} = \sqrt{F_{drag}^{rad}(10 \, \mu m)/F_{rad}^{rad}(10 \, \mu m)} \times 10 \, \mu m = 8.5 \, \mu m$. [65]

V. DISCUSSION OF THE RESULTS

In the following, we discuss various aspects of the higher-harmonic membrane trap, its advantages and disadvantages. Some of these aspects are particular to the specific type of trap, while other apply to single-cell traps in general.

Arrays of traps. One distinct advantage of the membrane trap is its relatively small size, which permits the fabrication of arrays of single-cell traps for parallel analysis that can be turned on and off in a controlled manner. The design with $(r_{eq}, n) = (500 \, \mu m, 10)$ analyzed in Fig. 5 allows for placing one trap per mm², a density that can be increased by identifying membrane modes with the desired properties for smaller values of $r_{eq}$.

Improved loading by turning the trap upside down. In Section IV C, it was mentioned how the toroidal streaming vortex of the membrane trap helped loading the trap. Given that $F_{grav}$ points upward, a further improvement of the loading process can be achieved by placing the membrane trap above the liquid instead of below. In this case cells would sediment upward toward the membrane, even when the acoustics is turned off. By subsequent actuation of the acoustics, the cells would be in a good position to be carried into the trap by the toroidal vortex. A further advantage of the inverted trap geometry is that trapping can be obtained at lower excitation voltages and for smaller particles due to a favorable interplay between $F_{grav}$ and $F_{drag}$ [66]. Turning the trap described in Section IV B upside down reduces the critical trapping radius $a_{cr}$ by 30%.

Reduction of the radial force barrier. If the repelling force barrier surrounding the trap region poses a problem, as mentioned in Section IV B, it would be possible to reduce and perhaps even remove it by careful further tuning of the liquid. As studied by Qiu et al. [64], a range of carrier fluids with different acoustic properties can be created using solutions of Ficoll or iodixanol. In Fig. 8 we show the result of a purely theoretical computation of $F_{pt}$ for the 60% iodixanol solution of Fig. 6(c,d), were we assume it possible to keep all parameters constant, while lowering the density from its actual value, $\rho_{Idx,60\%} = 1320$ kg m⁻³, to match that of the MCF-7 cell, $\rho_{MCF-7} = 1055$ kg m⁻³, and even lower to 930 kg m⁻³. Were it possible to find a liquid with these parameters, we see in Fig. 8(a,c), how the force barrier is strongly reduced in the neutral buoyant case, and nearly vanished in the low-density case of in Fig. 8(b,d).

Creating an axial pressure node by breaking the ax-
Trapped large seed particles would be a way to trap for systems dominated by boundary-driven Rayleigh streaming. Several of the methods proposed in the literature are membrane traps, but it is not easy to reduce the critical length $\lambda_0$ where the acoustic wave length $\lambda_0$ is comparable to the cell radius $a$. In this regime, diffraction effects may change the sign reversal to occur for $a = 0.4\lambda_0$. A recent numerical study on suspended white blood cell solution $\rho_n = 1055 \text{ kg/m}^3$ showed numerically that MCF-7 cancer cells could be trapped approximately 70 $\mu$m above the center of the membrane. Several aspects of the trap was discussed in Ref. [67].

**V. SIGNS CHANGE OF THE RADIATION FORCE FOR SHORTER WAVELENGTHS.** The anti-trapping of the membrane trap may be circumvented in a different way by working in the regime where the acoustic wave length $\lambda_0$ is comparable to the cell radius $a$. In this regime, diffraction effects may change the sign of the radiation force $F_{pt}$. A recent numerical study on suspended white blood cell solution $\rho_n = 1055 \text{ kg/m}^3$ showed that MCF-7 cancer cells could be trapped approximately 70 $\mu$m above the center of the membrane. Several aspects of the trap was discussed in Ref. [67].

**VI. CONCLUSION**

In this paper, we have shown in a numerical study, how the concept of selective and efficient excitation of higher-harmonic disk membrane modes can be applied to acoustofluidic systems. The physical mechanism is based on the actuation of 1-$\mu$m-thick piezoelectric Al$_{0.6}$Sc$_{0.4}$N thin-film transducers by patterning the excitation electrodes to match the out-of-phase strain pattern in the transducer at specific mode. As a proof of concept, we have shown that the $n = 3$ higher-harmonic mode in an axisymmetric 200-µm-diameter, 10-µm-thick silicon membrane actuated at a frequency 52 MHz, emits pressure waves form each anti-node which results in interference patterns in the pressure field in a liquid placed above the membrane. When the condition that the wavelength in the liquid is smaller than that of the node spacing in the membrane mode, the interference pattern in the liquid can create a global pressure maximum in some distance above the membrane.

Our main example demonstrated how the global pressure maximum can be associated with the appearance of a single-cell trap, if the suspending liquid is tuned such that the cells have a negative acoustic contrast factor. In our model, this tuning was achieved by using a 60% iodixanol solution. To lower the operating frequency and obtain a wave length larger than the cell, the $n = 10$ higher-harmonic mode in 1000-µm-diameter, 10-µm-thick silicon membrane was excited at 18.5 MHz using appropriately patterned excitation electrodes. We showed numerically that MCF-7 cancer cells could be trapped approximately 70 $\mu$m above the center of the membrane. Several aspects of the trap was discussed in Ref. [67].
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