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ABSTRACT
A weblog contains the history of previous user navigation pattern. If the customer accesses any portal of organization website, the log is generated in web server, based on sequence of user transaction. The weblog stored in the web server as unstructured format, it contains both positive and negative responses i.e. successful and unsuccessful responses, identifying the positive and negative response is not useful for identifying user behavior of individual user. Initially the successful response is taken, from that conversion of unstructured log format to structured log format through data preprocessing technique. The process of data preprocessor contains three step process data cleaning, user identification and session identification. The pattern is discovered by preprocessing technique from that user navigation pattern is generated. From that navigation pattern classifier technique is applied, the conversion of sequence pattern to sub sequence pattern by clustering technique. This research is to identify the user navigation pattern from weblog. The Improved Spanning classification algorithm classifies the frequent, infrequent and semi frequent pattern. To identify the optimal webpage using classification algorithm from that user behavior is identified.
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1. INTRODUCTION
Now a day lot of products available in online websites, so the number of users is increased due to attraction of price discounts in online shopping. In the current situation, the percentage of users is increased day by day to access the internet. The users are utilizing the internet lot of time to access the websites; the lot of products offers is available in websites. So more number of user shown interest in online shopping.

To identify the user’s optimal page is a difficult task in online shopping. While the users accessing the website, the user searching transactions are stored as log format. Initially, the log as unstructured format, the conversion of unstructured log to structured information by data pre-processing technique. The weblog consists of various entries like Logical address of user, date & time stamp, categories of product details and status code of the webpage. The pre-processing is a three-step process. The data cleaning contains relevant and irrelevant data; it cleans the irrelevant data in log. The user identification is identified by IP address of the specified user that is stored in the weblog. The session identification is classified based on session management of each user accessing the websites.
Every organization identifies the user’s demand, so organization will manufacture depends upon users need. If the product is currently not available to the user, the user may purchase some other product that is available in the online websites. If the product is crossed benchmark production, the sale of product to the customer is a biggest challenge, so the organization identifies the need the demand of the user. The calculation of identify the demand is different for each product. So the organization has to concentrate the need of the users demand. With the help of weblog the demand of each of the individual user needs are monitored. 

The process of identifying user needs and user interest is a difficult task. With the help of weblog the user needs and interest of every user can identify by user navigation pattern. The user navigation path pattern can be analyzed by history of pattern that is taken from weblog. Using pattern discovery is the process of convert sequence in to sub sequence of similar pattern. By using forward path and backward path technique subsequence pattern can be generated. Then the sub sequence pattern is grouped to form a cluster, that will helpful to identify the number of user needs. The user interest is a biggest task of every organization. By using improved span classification algorithm the user interest will classified.

The paper is organized as follows, Section 2 is deals review of literature, Section 3 deals with problem definitions, Section 4 describes framework for user navigation system, and Section 5 gives the results & discussion. Finally Section 6 concludes the paper.

2. LITERATURE SURVEY

WUM is a mining technique that is to identify the user pattern from that navigational behaviour is analysed that was stored in weblog. Wangshu et al. [1] showed that preprocessing has two stages, first it eliminates unwanted and similar datasets and then it removes irrelevant features of ranking. Xin et al. [2] showed that (OSN) classified in to extroversive and introversive behavior. First, it identifies how users communicate with online friends then it gathering social information in the following websites.

Guoshuai et al. [3] showed that prediction service is based on rating. Ruili et al. [4] suggested that user behaviour pattern, it analyze the actual usage and anticipated usage. The actual usage get transaction database based on sessions. The anticipated usage has to get the session from the count of user path is identified. Surbhi et al. [5] showed that back navigation approach utilizes forward path and backward path to identify frequent pattern, semi frequent pattern and infrequent pattern. Ziobabte et al [6] identified the prediction accuracy by adaptive pre-processing algorithm. Om Prakash et al. [7] suggested user pattern is classified by navigation behaviour. User behavior can be analyzed based on the count of similar data. If the count of user is above the benchmark level then the user can be considered as interested user (IU), if it is below the level then it is not interested user (NIU) from that user behavior is analyzed.

Dr. A. R. Patel et al. [8] identified initially weblog initially contains raw log, so conversion of raw data to processed information by using pre-processing technique, the data pre-processing has the following process of cleaning the data then identify the user based on ip address by using session. Hong Cheng et al. [9] showed that the traversal pattern, it contains sequence of pattern. To convert the sequence of pattern in to sub sequence pattern based on navigation pattern modeling. The classification algorithm has there sequences of pattern generation, it has frequent, semi-frequent and in-frequent. Kerana et al. [10] identified that, the traversal pattern utilizes database transaction, the sequence of similar and dissimilar transactions are converted into sub sequence by reducing number of similar transactions to form clusters, through the clustering technique it classifies frequent, semi frequent and in frequent item data sets, from that user buying behavior is identified.

Mobasher et al. [11] identified the personalize of each user. The unprocessed weblogs are converted into processed log by using data pre-processing. After pre-processing the sequence of pattern is generated by using traversal pattern, it uses forward path the sequence of path is breakdown the sequence in to sub sequence path. The clustering algorithm reduces the number of similar path grouped to form a cluster. The classification classifies the user interested pattern and user not interested pattern. Rajesh et al. [12] showed the three main classification models are random forest, SVM and K-neighbors classifiers, by using single classifier the prediction accuracy is 30%, while using all the three classifier the prediction accuracy is increased up to 51%. Vinothkanna et al. [13] suggested to analysis the future detection RBFN classifier is used for effective classification. RBFN is a good classification and its recognition rate is nearly 99.2%.

Kousar Nikhath et al. [14] discussed text clustering approach along with distance-based approach model helps in optimizing the text documents. Babu et al. [15] suggested rapid miner tool is a data mining technique; it helps to cluster the information to get high profit and less risk to customers, that yields profit to the customers. Gummadi et al. [16] proposed the algorithm to improve the performance of the system using clustering technique. The clustering technique algorithm uses the LEACH, CLAEEER and mean shifted algorithm to improve the accuracy of energy efficient routing in vehicle tracking using wireless sensor networks. Karthikeyan et al. [17] suggested neighbor based cluster location aware routing (NCLAR) helps to
achieve more packet delivery rate with high location accuracy. Initially cluster region has greater signal strength with less signal delay, then routing table is constructed is formed with less signal delay value and more signal strength. In second phase, neighbor node routing table is constructed and updated with addition of more fields.

Bommadevara et al. [18] identified K-means algorithm is suitable for predicting the route cause for getting the Heart disease. Heart disease prediction is used to determine the root cause of getting heart attack and the probability of getting a heart attack. Akhila et al. [19] Suggested frequent pattern mining and cluster analysis, measure and analysis of energy utilization of human activity, to predict human health through smart devices. Angel Prathyusha et al. [20] utilized Hybrid soft decision model is a classification techniques, the classifier predict the farmer growth in agriculture development. It helps to cultivate the best suitable crops rather than unsuitable crops, by using this technique it attained 92% of accuracy. Anjali Devi et al. [21] utilizes apriori algorithm, it utilizes previous academic information from that to predict the placement of the current student. Arshad et al. [22] proposed the machine learning based attack detection model is best than the traditional statistical based learning model and rule based learning models in terms of time, detection rate are concerned. Arvind Selwal et al. [23] suggested Machine Learning Model, it classify seven to eleven features, by this model it predict thyroid nearly 99.8%. Chanintorn et al. [24] utilized regression model, it will forcast the with optimal solutions. Wahab et al. [25] analysed prediction of energy consumption of two laboratories by using artificial neural network algorithm.

Research GAP:

a) There exists a difficulty in capturing the individual user behaviour.

b) Visitors face difficult to find the relevant web pages that leads to wastage of time.

c) Need to reduce the mining time while capturing the user behavior from weblogs.

d) There is a lack of prediction accuracy to analyze user behavior.

e) User behavior is difficult to analyze the unstructured data.

3. PROPOSED FRAMEWORK FOR USER NAVIGATION SYSTEM

Figure 1 shows the framework for user navigation system, to identify the user behavior, the following techniques are applied, it consists of preprocessor, navigation pattern modeling and classification technique. The role of preprocessor converts the raw log to processed information. The Navigation pattern modeling converts the above sequence to subsequences. The classification algorithm classifies the above sequence into frequent sequence and infrequent sequence.

3.1. Weblogs

Whenever the user accesses the web site, the log is recorded in the form of IP address, categories, date & time, bytes transmission and status code of each webpage. The log consists of following user attributes

a) IP address
b) Date and time
c) Request method
d) URL of the page
e) Categories
f) Bytes transmission
g) Status code

Figure 2 shows the structure of weblog, the log consists of Ip address, date and time, request method, URL of page, number of bytes transmission and status code for the webpage.
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3.2. Preprocessing

In pre-processing, it has unstructured data format of user transaction. The pre-processing contains three step processes

a) Data cleaning
b) User identification
c) Session identification

3.2.1. Data cleaning

These logs have been taken from the vehicle web server, the logs taken from the period of 23/Oct/2016 to 30/Oct/2016. The log file has 3568 data sets, in that each data set contains the IP address, Categories and status code. The data cleaning will take care of irrelevant information when the user was visited sited earlier. It cleans the incomplete information that is available in websites. The status code is generated whenever user transforms to another page. The status code helps to clean the irrelevant information in log. After the data cleaning process in log 1568 records are obtained.

E.g.: from Figure 2 shows “172.16.2.7 [23/Oct/2016:00:44:16] “GET 9.gif HTTP/1.0” 200 441” the status code 200-400 is successful webpage of the user.

3.2.2. User identification

The user is identified from cleaning process, it has Users IP address, request time, requested URL, date & time.

E.g.: Figure 2 shows the user IP address 172.16.2.7 is identified from datasets.

3.2.3. Session identification

It classifies the user based on time sessions, if the similar user visits the website two times, so two sessions must be recorded.

E.g.: Figure 2 identified the similar ip address of different time stamp from 13:41:41 to 13:45:46 & 14:05:31 to 14:08:54 is considered as two session.

3.3. Navigation pattern modelling

The Table 1 has the browsing pattern of the users. Figure 3 shows the tree structure of navigation pattern modeling, from the above weblog the tree structure is generated, T1 consider as Home page, T2 as City selection, T3 as Two wheeler, T4 as LMV, T5 as Heavy Vehicle, T6 as Petrol, T7 as Diesel, T8 as TVS, T9 as Honda, T10 as Bajaj, T11 as Enfield, T12 as Maruti suzuki, T13 as Hyundai, T14 as OPEL, T15 as VAN, T16 as Saab, T17 as Bus, T18 as Manual, T19 as Automatic, T20 as Color Selection, T21 as Payment Gateway, T22 as Credit Card, T23 as Debit Card, T24 as Cash, T25 as Loan option.

Figure 2. Weblog structure
Table 1. User pattern

| Pattern Nos | Pattern                      |
|-------------|------------------------------|
| 1           | <T1,T2,T3,T5,T6,T8,T18,T20,T21,T22> |
| 2           | <T1,T2,T3,T5,T6,T10,T18,T21,T22,T23> |
| 3           | <T1,T2,T5,T7,T17,T7,T16> |
| 4           | <T1,T2,T4,T5,T7,T16,T19,T20,T21,T25> |
| 5           | <T1,T2,T4,T5,T7,T15,T19,T20,T21,T24> |
| 6           | <T1,T2,T3,T5,T7,T11,T6,T9> |
| 7           | <T1,T2,T4,T5,T6,T4,T7> |

Figure 3. Tree structure of navigation pattern modelling

3.4. Classification

Using Improved Spanning algorithm, the pattern is converted into FS, SFS and IFS. It classifies the pattern by count. The pattern count is above the threshold then it has IU, so users are interested in purchase, then user as NIU, then the user not interested in purchase. Table 2 shows the count of user pattern. Table 3 shows the buying interest of the vehicle for the individual user. If the count of the pattern determines the Buying interest of the vehicle.

Table 2. Pattern count

| Pattern Nos | Pattern                | Count |
|-------------|------------------------|-------|
| 1           | <T1,T2,T3,T5,T6,T8,T18,T20,T21,T22> | 16    |
| 2           | <T1,T2,T4,T5,T7,T15,T19,T20,T21,T24> | 17    |
| 3           | <T1,T2,T4,T5,T7,T16,T19,T20,T21,T25> | 11    |
| 4           | <T1,T2,T3,T5,T6,T10,T18,T20,T21,T23> | 16    |
| 5           | <T1,T2,T5,T5,T7,T17,T7,T16> | 2     |

Table 3. Interested and not interested users

| Pattern Nos | Pattern                                 | Interested/Not Interested |
|-------------|-----------------------------------------|---------------------------|
| 1           | <T1,T2,T3,T5,T6,T8,T18,T20,T21,T22>    | Interested                |
| 2           | <T1,T2,T4,T5,T7,T15,T19,T20,T21,T24>   | Interested                |
| 3           | <T1,T2,T4,T5,T7,T16,T19,T20,T21,T25>   | Interested                |
| 4           | <T1,T2,T3,T5,T6,T10,T18,T20,T21,T23>   | Interested                |
| 5           | <T1,T2,T5,T7,T17,T7,T16>               | Not Interested            |
Improved Spanning Algorithm
(Sequential Pattern, FS, SFS, IFS)

\{
\begin{enumerate}
\item Step 1: Get the Input Sequence Pattern \( \alpha \)
\item Step 2: Scan the Sequence item \( b \) with \( \alpha \)
\item Step 3: for each \( b \) with \( \alpha \)
\item Step 4: if item \( b \) greater than max_sup // end of if
\item Step 5: Push item \( b \) in FS “Frequent Sequence” // end of if
\item Step 6: else if item \( b \) greater than min_sup
\item Step 7: Push item \( b \) in SFS “Semi Frequent Sequence” // end of else if
\item Step 8: else Push item \( b \) in IFS “In Frequent Sequence” // end of else
\item Step 9: End for
\end{enumerate}
\}
//end of algorithm

4. RESULTS AND DISCUSSION

The experimentation will be performed using vehicle data. The implementation will be done using Weka tool and the performance will be compared with the existing algorithms based on precision, recall and F-measure. Figure 4 shows the Vehicle compactness, Figure 5 shows Circularity of vehicle, Figure 6. Shows the Categories of individual vehicles and Figure 7. Shows the Different class of vehicles. The proposed method is implemented using improved spanning algorithm with a knowledge base which has 1568 instances in log. The maximal is 119, mean is 93.678, Std.Dev is 8.234 and the minimum compactness is 73. In total 19 attributes were generated. The accuracy is calculated by the number of instances generated by the system and the total number of attributes generated. The IU and NIU can be classified based on the threshold of the system. Figures 4-7 shows the sample output screen for search result.

![Figure 4. Vehicle compactness](image1.png)

![Figure 5. Circularity of vehicle](image2.png)

![Figure 6. Categories of individual vehicles](image3.png)

![Figure 7. Different class of vehicles](image4.png)
The Figure 8 shows the buying vehicle prediction in various classes of people and compare the attributes such as fuel, color, brand, cost, technology and compact, the user has compared with the above maximum attributes from that prediction is identified. The Figure 9 shows the comparison of existing and proposed methods. The graph analysis method has precision, recall, and F-measure, the modified improved span algorithm values are 0.8742, 0.8534, and 0.8775 respectively.

![Vehicle Prediction](image1)

**Figure 8. Vehicle prediction**

![Comparison graphs of existing and proposed algorithm](image2)

**Figure 9. Comparison graphs of existing and proposed algorithm**

The comparative discussion Table 4 shows the comparison of existing and proposed methods of predicting the buying behavior of vehicle. The analysis is compared with existing and proposed method. The precision, recall, and F-measure of the modified improved span method are 0.8742, 0.8534, and 0.8775, respectively, that is greater than the existing methods. The precision, recall, and F-measure of existing methods of prefix span are 0.7903, 0.7396, and 0.6784 respectively.

| Datasets         | Methods            | Precision | Recall  | F-measure | Prediction accuracy |
|------------------|--------------------|-----------|---------|-----------|---------------------|
| Vehicle Dataset  | Prefix Span Algorithm | 0.7903   | 0.7396  | 0.6784   | 0.5934             |
|                  | Improved Spanning Algorithm | 0.8242   | 0.8534  | 0.8775   | 0.7375             |

5. **CONCLUSION**

The proposed method is implemented by using improved spanning classification algorithm, the proposed algorithm is implemented for vehicle prediction for that weka tool is used. The system will show the prediction level of user based on attributes such as fuel, cost, technology, compact, color and brand from that user buying interest is generated and improves prediction accuracy. The prediction accuracy of each user can be identified by the behaviour of user path that is taken from weblog, based on that IU and NIU can be classified by modified improved span classification algorithm. The system will focus to increase the buying prediction behavior from weblog.
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