Multiple-impulse orbital maneuver with limited observation window
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Abstract

This paper proposes a solution for multiple-impulse orbital maneuvers near circular orbits for special cases where orbital observations are not globally available and the spacecraft is being observed through a limited window from a ground or a space-based station. The current study is particularly useful for small private launching companies with limited access to global observations around the Earth and/or for orbital maneuvers around other planets for which the orbital observations are limited to the in situ equipment. An appropriate cost function is introduced for the sake of minimizing the total control/impulse effort as well as the orbital uncertainty. It is subsequently proved that for a circle-to-circle maneuver, the optimization problem is quasi-convex with respect to the design variables. For near circular trajectories the same cost function is minimized via a gradient based optimization algorithm in order to provide a sub-optimal solution that is efficient both with respect to energy effort and orbital uncertainty. As a relevant case study, a four-impulse orbital maneuver between circular orbits under Mars gravitation is simulated and analyzed to demonstrate the effectiveness of the proposed algorithm.
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1. Introduction

Impulsive orbital maneuvers (IOM) have always been a challenging issue in astrodynamics. In 1925 the well-known two-impulse maneuver for transfer between coplanar orbits was first proposed by Walter Hohmann (Hohmann, 1960) that was demonstrated to be an optimal solution for the unconstrained transfer problem. Subsequently, many researches have focused on IOM in order to propose and improve the solutions for more complex and challenging situations by considering different constraints on the problem (Lion and Handselman, 1968; Prussing and Chiu, 1986; Lawden, 1992; Taur et al., 1995; Wenzel and Prussing, 1996; Eckel, 1982; Shakouri, 2019), while some researches have tried to find more simplified methods to solve the multiple-impulse orbital maneuver (MIOM) with less computational efforts (Caruso et al., 2019; Shakouri et al., 2019b; Sanatifar and Capuzzo-Dolcetta, 2019).

On the other hand, the Lambert’s approach (Gooding, 1990; Albouy, 2019) has traditionally been utilized to establish conic trajectories between any two spatial points in space within a predefined time interval that can be directly used as the maneuver trajectory, as well. Several solution methods are proposed in the literature to enhance the speed and accuracy of the early algorithms in which the reader can refer to (Leeghim and Jaroux, 2010; De La Torre et al., 2018; Russell, 2019) and the references therein. Many enhanced versions over the classical Lambert’s method have emerged since its original introduction due to its vast applicability for multiple-revolution (Prussing, 2000; Shen and Tsiotras, 2003; Zhang et al., 2010), perturbed (Engels and Junkins, 1981; Kechichian, 1997), and optimized transfer solutions (Abdelkhalik and Mortari, 2007) in various related contexts.

However, the majority of the state-of-the-art IOM methods do not consider the issue of realistic uncertainties such as measurement and process noise, actuation errors, etc. The inherent nature of the stochastic uncertainty could indeed affect the mission design (MD) parameters that are usually not considered at the initial MD stages. Of course there exist powerful estimation and filtering techniques that can compensate for the role of uncertainty with acceptable accuracy for offline MD when the system is fully observable. On the other hand, the uncertainty problem persists when there are lack of sufficient observability level and time, where state estimation will no longer produce a converged solution to an acceptable error bound. In these scenarios, the estimation uncertainty, modeled via the system covariance matrix, can be considered as an affecting tool in the process of MD for orbital maneuvers. The continuous-
thrust two-dimensional coplanar orbital maneuvers under poor measurements are studied in (Zimmer et al., 2010) where the diagonal elements of the covariance matrix are augmented in the cost function to be minimized alongside the control effort. For spacecraft rendezvous, a same approach for the impulsive maneuvers under uncertainty is discussed in (Li et al., 2010) where a multi-objective unconstrained optimization approach is implemented and analyzed. In (Shakouri et al., 2019a) the multiple-impulse rendezvous problem is studied by proposing a covariance minimization approach under several constraints on the maximum control effort, maximum thruster limit, and maximum flight time while satisfying some safe approach corridors.

This current study investigates the MIOM problem under a special realistic assumption that the measurements are not available at all times and the state estimation cannot retain its convergence beyond the observation window (see Fig. 1). In this situation, thrust actuation cannot be performed in the blind regions for sure and nevertheless, the impulses should not be applied at the early times of entering the observation window as well, as obviously the state variables need a sufficient time for convergence through the filtering process. Therefore, a cost function is introduced in which by its minimization the sum of impulses will be reduced and also enough time will be given to the system for the relaxation of its estimation errors. It is also demonstrated that the cost function is quasi-convex for two-impulse circle-to-circle maneuvers. For MIOMs, the transfer trajectory is approximated by several two-impulse circle-to-circle maneuvers and a gradient based optimization technique is implemented to establish a solution. The Lambert’s algorithm is also used for trajectory generation and calculation of the cost function in which the impulse positions and impulse times are considered as the optimization (design) variables.

\[ \mathbf{a}(t) = -\frac{\mu}{r(t)^3} \mathbf{r}(t) \]  

in which \( r = \| \mathbf{r} \| \) stands for the Euclidean norm. The following discrete-time form is obtainable using Eq. (1):

\[ \mathbf{r}_{i+1} = f_i(\mathbf{r}_i, \mathbf{v}_i, \delta t) \]  

\[ \mathbf{v}_{i+1} = f_i(\mathbf{r}_i, \mathbf{v}_i, \delta t) \]

where \( \mathbf{r}_i, \mathbf{v}_i \in \mathbb{R}^3 \) are the position and velocity vectors of the spacecraft at step \( i \) which occurs at \( t_i = t_{i-1} + \delta t_{i-1} \in [0, \infty) \). Functions \( f_i(\cdot, \cdot, \cdot) : \mathbb{R}^3 \times \mathbb{R}^3 \times [0, \infty) \mapsto \mathbb{R}^3 \) are defined as below:

\[ f_i(\mathbf{r}_i, \mathbf{v}_i, t) = \int_{t_i}^{t} f_i(\mathbf{r}, \mathbf{v}, \tau) d\tau + \mathbf{r}_i \]  

\[ f_i(\mathbf{r}_i, \mathbf{v}_i, t) = \int_{t_i}^{t} \mathbf{a}(\tau) d\tau + \mathbf{v}_i \]

Let us introduce two symbols of \( \mathbf{v}_i^+, \mathbf{v}_i^- \in \mathbb{R}^3 \) in order to denote the spacecraft velocity vector before and after applying the impulse vector, respectively. So,

\[ \mathbf{v}_i^+ = \mathbf{v}_i^- + \delta \mathbf{v}_i \]

in which \( \delta \mathbf{v}_i \in \mathbb{R}^3 \) is the impulse vector at step \( i \). Using the above notation, the actuated analog of Eqs. (2) and (3) can be written as:

\[ \mathbf{r}_{i+1} = f_i(\mathbf{r}_i, \mathbf{v}_i^+, \delta t_{i+1}) \equiv f_i(\mathbf{r}_i, \mathbf{v}_i^- + \delta \mathbf{v}_i, \delta t_{i+1}) \]  

\[ \mathbf{v}_{i+1} = f_i(\mathbf{r}_i, \mathbf{v}_i^+, \delta t_{i+1}) \equiv f_i(\mathbf{r}_i, \mathbf{v}_i^- + \delta \mathbf{v}_i, \delta t_{i+1}) \]

It is presumed that both the initial and final orbits rotate clockwise (CW) or counterclockwise (CCW) which is the case for almost all IOMs. Knowing the values of \( \mathbf{r}_i, \mathbf{r}_{i+1}, \) and \( \delta t_{i+1} \), the velocity vectors of \( \mathbf{v}_i^+ \) and \( \mathbf{v}_{i+1} \) can be obtained by implementation of Lambert’s algorithm (Algorithm 54 in (Vallado, 2001)). First, Consider the following assumption.

**Assumption 2.1.** The angle between two subsequent impulse positions is less than \( \pi \), i.e., \( \forall i \in \mathbb{N} : |\angle(\mathbf{r}_i, \mathbf{r}_{i+1})| < \pi \). In other words, dividing the \( \mathbb{R}^2 \) space into two subsets \( \mathcal{R}_1 = \{ \mathbf{r} \in \mathbb{R}^2 : |\angle(\mathbf{r}, \mathbf{r}_{i+1})| < \pi \} \) and \( \mathcal{R}_2 = \mathbb{R}^2 - \mathcal{R}_1 \), if for a two-body dynamics with the initial conditions \( \mathbf{r}_i \) and \( \mathbf{v}_i^- \) the trajectory enters \( \mathcal{R}_1 \), then it is said that this assumption is satisfied. Otherwise, this assumption is not satisfied. See Fig. 2
Assumption 2.1 holds: $r$ algorithm where $D$ L

Let $\delta$ of $\mathcal{R}_1 \times \mathcal{R}_2 \times \mathbb{R}^3$ be a function that employs the Lambert’s algorithm where $\mathcal{D}_c \subset \mathbb{R}^2 \times (0, \infty)$ is considered such that Assumption 2.1 holds:

$$v_i^+ = L(r_i, r_{i+1}, \delta t_{i,i+1})$$

Therefore, using Eqs. (9), (10), and (6) for a two-impulse maneuver from $r_i, v_i^-$ to $r_{i+1}, v_{i+1}^-$ in a time interval of $\delta t_{i,i+1}$, the first impulse vector can be obtained as follows:

$$\delta v_i = L(r_i, r_{i+1}, \delta t_{i,i+1}) - v_i^-$$

and using Eqs. (8), (9), and (6) the second impulse vector is:

$$\delta v_{i+1} = v_{i+1}^- - f_i(r_i, L(r_i, r_{i+1}, \delta t_{i,i+1}), \delta t_{i,i+1})$$

On the other hand, to handle those cases where Assumption 2.1 is not satisfied (i.e., $|\mathcal{L}(r_i, r_{i+1})| \in (\pi, 2\pi)$), first we need to consider the following proposition:

**Proposition 2.2.** Let $r_{ac}$ denote the position where orbits (a) and (c) intersect similarly, $r_{bc}$ denote the position where orbits (a) and (b) intersect which are shown in Fig. 3. Consider a spacecraft decides to travel from orbit (a) to (b) using an arc of orbit (c). Then, the impulse magnitudes are equal in the following scenarios:

1. Orbits (a) and (b) are CCW and for a two-impulse maneuver between $r_{bc}$ and $r_{ac}$, an arc of orbit (c) is used which has a CCW rotation (i.e., orbit (c)–Traj. (1) in Fig. 3).
2. Orbits (a) and (b) are CW and for a two-impulse maneuver between $r_{ac}$ and $r_{bc}$, an arc of orbit (c) is used which has a CW rotation (i.e., orbit (c)–Traj. (2) in Fig. 3).

**Proof.** Suppose the velocity of orbit (a) in $r_{ac}$ is shown by $v_{ac(a)}$ or $-v_{ac(a)}$ when the rotation is CW or CCW, respectively. This rule is then used to denote the rest of the velocities. In scenario (2) the impulse magnitudes are $||v_{1(CW)}|| = ||v_{ac(c)} - v_{ac(a)}||$ and $||v_{2(CW)}|| = ||v_{bc(b)} - v_{bc(c)}||$. In scenario (1) the impulse magnitudes are $||v_{1(CW)}|| = ||v_{bc(b)} - v_{bc(c)}||$ and $||v_{2(CW)}|| = ||v_{bc(b)} + v_{bc(c)}||$. Therefore, $||v_{1(CW)}|| = ||v_{2(CW)}||$ and $||v_{2(CW)}|| = ||v_{2(CW)}||$, and the statement is proved.

According to Proposition 2.2, if Assumption 2.1 is not satisfied, then the problem can be viewed as an equivalent problem at which Assumption 2.1 is satisfied. The procedure for the calculation of an impulse vector is summarized in Algorithm 1 and depicted in Fig. 4. Algorithm 2 presents the extended procedure for the case of MIOM.

**Algorithm 1:** An algorithm based on Lambert’s problem for impulse generation.

- **Input:** Initial position $r_i$; final position $r_{i+1}$; transfer time $\delta t_{i,i+1}$; and initial velocity $v_i$.
- **Output:** Impulse vector $\delta v_i$; and the final velocity $v_{i+1}$.
- **if** Assumption 2.1 is satisfied **then**
  1. Use Eq. (10) and calculate $\delta v_i$.
  2. Use Eq. (8) and calculate $v_{i+1}$.
- **end**

- **if** Assumption 2.1 is not satisfied **then**
  1. $v_i^- \leftarrow -v_i^+$
  2. Use Eq. (10) and calculate $\delta v_i$.
  3. Use Eq. (8) and calculate $v_{i+1}$.
  4. $\delta v_i \leftarrow -\delta v_i$
  5. $v_{i+1}^- \leftarrow -v_{i+1}^-$
- **end**

**Return:** $\delta v_i, v_{i+1}$.

Consider the following cost functions for a two impulse maneuver:

$$J_{CE} = \sum_{i=1}^{n} \delta v_i$$

$$J_{MI} = \max(\delta v_1, \delta v_2, \ldots, \delta v_n)$$

in which the former defines the control effort, the latter is the maximum required impulse magnitude, and $||\delta v_i|| = \delta v_i$. The above-mentioned cost functions are expressible as follows using Eqs. (9), (10), and (11).
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J_{CE} = \|\mathbf{L} (\vec{r}_1, \vec{r}_2, \delta t_{1,2}) - \vec{v}_1^+\| + \|\mathbf{L} (\vec{r}_2, \vec{r}_3, \delta t_{2,3}) - \vec{f}_i (\vec{r}_1, \mathbf{L} (\vec{r}_1, \vec{r}_2, \delta t_{1,2}), \delta t_{1,2})\| + \cdots
(14)

J_{MI} = \max \{\|\mathbf{L} (\vec{r}_1, \vec{r}_2, \delta t_{1,2}) - \vec{v}_1^+\|, \|\mathbf{L} (\vec{r}_2, \vec{r}_3, \delta t_{2,3}) - \vec{f}_i (\vec{r}_1, \mathbf{L} (\vec{r}_1, \vec{r}_2, \delta t_{1,2}), \delta t_{1,2})\|, \ldots\}
(15)

To simplify the analysis for near circular orbits, polar coordinates are used. In a polar coordinate system, an equatorial orbit can be specified by \( r(t) \) and \( \theta(t) \) such that \( \dot{r}(t) = r(t) \cos(\theta(t)) \). Before presenting a result, consider the following assumption:

Assumption 2.3. The spacecraft trajectory, except of impulse instants, is approximately circular, i.e., \( \dot{r}(t) \approx 0 \) and \( \dot{\theta}(t) \approx 0 \).

Under Assumption 2.3, in a coplanar trajectory, \( \vec{v}_i^- \), \( \vec{r}_i^- \), and \( \vec{v}_{i+1}^-, \vec{r}_{i+1}^- \) are functions of \( \theta_i \) and \( \theta_{i+1} \), respectively. Therefore, the cost functions of Eqs. (14) and (15) are both functions of \( \theta_i, \theta_{i+1}, \delta t_{i+1,i} \), i.e., \( J_{CE} \equiv J_{CE}(\theta_i, \ldots, \theta_n, \delta t_{1,2}, \cdots, \delta t_{n-1,n}) \) and \( J_{MI} \equiv J_{MI}(\theta_1, \cdots, \theta_n, \delta t_{1,2}, \cdots, \delta t_{n-1,n}) \).

Proposition 2.4. Suppose Assumption 2.1 is satisfied. The cost functions \( J_{CE} \) and \( J_{MI} \) both have one global minimum value with respect to \( \delta t_{i+1,i} \) and if also Assumption 2.3 is satisfied, then, they have also one global minimum with respect to \( \theta_i \) for all \( i \in \mathbb{N} \) (See Fig. 5).

Proof. For simplicity we drop the subscripts. The semimajor axis of the transfer trajectory, \( a \), against the time of flight, \( \delta t \), has a single global minimum value (which corresponds to the so-called minimum-energy transfer (Izzo, 2015)). According to the orbital energy equation, \( v^2 / 2 = \mu (r - 1/a) \) (\( v \) can stand for the initial or final velocity of the Lambert’s trajectory), \( v \) is a non-decreasing function of \( a \), therefore \( v \) has a single global minimum with respect to \( \delta t \). The square of the (first or second) impulse magnitude, \( \delta v^2 \), has a quadratic relation with \( v \). Therefore, since \( \delta v^2 \) is a composite of a quadratic function and an invex function of \( \delta t \), it has none, a single, or two extremaums with respect to \( \delta t \) (because \( \delta v^2/\delta t = \delta v/\delta a \cdot \delta a/\delta t \), hence, \( \delta v^2/\delta t \) can switch the sign one, two, or three times). We know that both when \( t \to 0 \) and \( t \to \infty \) the value of \( \delta v^2 \) approaches infinity. Therefore, \( \delta v \) (as well as its weighted sum) has a single global minimum against \( \delta t \) (which according to Fig. 5 it is not convex since obviously counter examples exist).

For the second part we use a proof by contradiction. Suppose that the cost function with respect to \( \theta \), for a constant \( \delta t \), changes the derivative sign of the cost function (and equivalently the velocity magnitudes) three (or more) times. Therefore, corresponding to some values of \( \delta t, a \) (or \( v \) and \( J \), there exist three (or more) solution values of \( \theta \). According to Eq. (63) in (De La Torre et al., 2018) one can obtain:

\[ \delta t^2 = a_2 \cos^2 \left( \frac{\theta}{2} \right) + a_1 \cos \left( \frac{\theta}{2} \right) + a_0 \]
(16)

for some fixed values of \( a_{0,1,2} \). According to Eq. (16) it is impossible for \( \theta \) to pick more than two solutions. Therefore, the first assumption is false and the cost function with respect to \( \theta \), for a constant \( \delta t \), has none, one, or two solutions which means that there exists one global minimum.

3. Covariance Propagation and Analysis

For a circular orbit, the dynamics in a polar coordinate system is expressible as follows:

\[
\begin{align*}
\dot{r}(t) &= 0 \quad \dot{\theta}(t) = 0 \quad \dot{\theta}(t) + w \\
\theta(t) &= 0 \quad \dot{\theta}(t) = 0
\end{align*}
\]
(17)

where \( w \in \mathbb{R}^3 \) is a zero-mean, normally-distributed, random vector with the associated diagonal covariance matrix of \( Q = [Q_i] \in \mathbb{R}^{3 \times 3} \). Suppose the measurement vector is \( m = [r \quad \theta]^T \) \( v \) in which \( v \) is a zero-mean, normally-distributed random vector with the associated diagonal covariance matrix of \( R = [R_i] \in \mathbb{R}^{2 \times 2} \).

The propagation of the state covariance matrix, \( P(t) = [P_{ij}(t)] \), can be stated as

\[
P = \begin{bmatrix}
0 & 0 & 0 \\
0 & P_{22} & 0 \\
0 & 0 & P_{33}
\end{bmatrix}
\begin{bmatrix}
P_{11}^2 / R_{11} \\
P_{22}^2 / R_{22} \\
P_{33}^2 / R_{33}
\end{bmatrix}
+ Q
\]
(18)

According to the above formulation, \( P_{11} \) and \( P_{22} \) are decoupled. Thus, for \( i = 1 \) or \( 2 \):
Figure 5: Graphical representation of $J_{CE}$ and $J_{MI}$ as functions of $\delta t_1$ and $\delta \theta = \theta_2 - \theta_1$ for a two-impulse maneuver between circular orbits with altitudes of 400 km and 500 km.

In Fig. 6, the phase plane of Eq. (17) is plotted schematically which shows that if $P_{ii}(0) > \sqrt{R_{ii}Q_{ii}}$, that is often the case, the uncertainty of $r(t)$ and $\theta(t)$ will decrease over time. If $Q_{ii} = 0$, then the limit of uncertainty is zero.

Figure 6: Phase plane of $\dot{P}_{ii} = -P_{ii}^2/R_{ii} + Q_{ii}$.

Considering $\theta(t) = \omega t = \sqrt{\mu}/r^3 t$ for circular orbits, Eq. (19) can be expressed as a function of $\theta$:

$$P_{ii}(\theta) = \frac{R_{ii}P_{ii}(0) + \sqrt{R_{ii}Q_{ii}(P_{ii}(0) - \sqrt{R_{ii}Q_{ii}})\theta}}{R_{ii} + (P_{ii}(0) - \sqrt{R_{ii}Q_{ii}})\theta}$$

(20)

According to Eqs. (19) and (20), the variances of $r(t)$ and $\theta(t)$ decrease in the window that observation exists, but in the rest of the path, the variances increase as $P_{ii} = Q_{ii}t = \sqrt{R_{ii}Q_{ii}} \theta$. Depending on the measurement accuracy, spacecraft orbit, and the process uncertainty, waiting for the next window may increase or decrease the orbit accuracy. However, the variance decrement in the observation window still exists. Therefore, another cost function on behalf of the variances can be defined as follows:

$$J_V = \sum_{i=1}^{n-1} |\theta_i - \theta_{i+1}^{\max}|$$

(21)

Another source of uncertainty is the impulse vectors. A lower amount of $J_{CE}$ results in a more accurate final trajectory. In this regard, inserting $J_{CE}$ to the total cost function not only results in a decrease of control effort, but as a side effect, decreases the uncertainty due to the impulse magnitudes.

4. Optimization and Simulations

According to the results of the previous sections, the following total cost function can be defined which under Assumptions 2.1 and 2.3 is (quasi) convex with respect to the optimization variables of $\theta_i, i = [1, 2, \cdots, n]$ and $\delta t_{i+1}, i = [1, 2, \cdots, n-1]$.

$$\min_{\theta_i, \delta t_{i+1}} w_{CE} J_{CE} + w_{MI} J_{MI} + w_V J_V$$

(22)
\( \theta_i \) are constrained by \( \theta_i^{\min} \) and \( \theta_i^{\max} \) that are determined by the observation field provided by a ground based observation site for example. Since a real MIOM problem has degrees of freedom also on the values of \( \|r_i\| \), therefore, the following problem is solved in this paper instead of the ideal problem defined by Eq. (22). The following problem may have more than one local minimum solutions, but according to Proposition 2.4, the local minimum is near the global minimum if the initial and final orbits are close enough and consequently the transfer trajectory is near circular (i.e., Assumption 2.3 is satisfied approximately).

\[
\begin{aligned}
\text{minimize} & \quad w_{CE}J_{CE} + w_{MI}J_{MI} + w_J J_v \\
\theta_i^{\min} & \leq \theta_i \leq \theta_i^{\max}
\end{aligned}
\]  
(23)

**Remark 4.1.** The cost function which is considered in this paper is free of exact covariance elements, unlike works done by Zimmer et al. (2010); Li et al. (2010); Shakour et al. (2019a), in which a representative cost function, \( J_v \), is used instead. This approach makes the solution much more easier and faster to obtain, while needs the designer to have intuitions about the level of the uncertainties in order to select appropriate values for the weighting parameter, \( \gamma \).

**Remark 4.2.** An optimization problem pretty similar to problem (23) may be written in the following form:

\[
\begin{aligned}
\text{minimize} & \quad w_{CE}J_{CE} + w_{MI}J_{MI} \\
\theta_i^{\min} + \theta_i^{\lower} \leq \theta_i \leq \theta_i^{\max}
\end{aligned}
\]  
(24)

such that after \( \theta_i = \theta_i^{\min} + \theta_i^{\lower} \) it is known that a convergence occurs in the filtering procedure. However, since such an information is not known for a system (i.e., the covariance matrix elements cannot be calculated offline) we solve the previously mentioned problem (23) in this study.

In this paper, a gradient-based optimization method is used at which the gradients are evaluated numerically by a finite-difference technique. The implemented optimization method is summarized in Algorithm 3.

If the observation field of view half angle is \( \alpha \), then we have:

\[
\theta_i^{\max} = \cos^{-1} \left( \frac{R}{R + r_i} \sin^2 \alpha + \cos \alpha \sqrt{1 - \left( \frac{R}{R + r_i} \right)^2 \sin^2 \alpha} \right)
\]  
(25)

where \( R \) is the celestial body radius and \( \theta_i^{\min} \) is considered equal to \( -\theta_i^{\max} \) in our case studies.

**Remark 4.3.** It is obvious that the set of all \( n \)-impulse maneuvers is a subset of the set of all \( m \)-impulse maneuvers if \( m > n \) (which is equivalent to the set of \( m \)-impulse maneuvers with \( m - n \) zero impulses). Consequently, we have \( J_m^{\min} \leq J_n^{\min} \) where \( J_m^{\min} \) and \( J_n^{\min} \) are the solutions of problem (23) corresponding to \( m \) and \( n \) impulses, respectively. Therefore, increasing the number of impulses may decrease the optimal cost function or at least leaves it unchanged. However, the computational effort will increase considerably which is a result of the curse of dimensionality.

**Algorithm 3:** A gradient-based numerical optimization algorithm to solve problem (23).

**Input:** A desired number of impulses, \( i = 1, \ldots, n \); initial guesses for impulse position magnitudes, \( \|\mathbf{r}_i^{\gamma}\| \) (\( i = 2, \ldots, n - 1 \)); initial guesses for impulse angles, \( \theta_i^{\gamma}(i = 1, \ldots, n - 1) \); initial guesses for impulse times, \( \tau_i^{\gamma}(i = 1, \ldots, n - 1) \); initial orbit, \( \|\mathbf{r}_i\| \) and \( \|\mathbf{v}_i\| \) as well as the final orbit, \( \mathbf{r}_n \) and \( \mathbf{v}_n \); the observation filed of view, \( \alpha \); and the weighting values, \( w_{CE}, w_{MI}, \) and \( w_J \).

**Output:** The optimal values for optimization variables, \( \|\mathbf{r}_i\|, \theta_i^\gamma, \) and \( \mathbf{v}_i^\gamma \).

**for** \( i = 1, \ldots, N \) **do**

1. \( \mathbf{x}^{(1)} \leftarrow \frac{\|\mathbf{r}_i^\gamma\|, \ldots, \|\mathbf{r}_n^\gamma\|, \theta_1^\gamma, \ldots, \theta_{n-1}^\gamma, \theta_n^{\gamma(1)}, \theta_1^{\gamma(2)}, \ldots, \theta_{n-1}^{\gamma(n)}, \theta_n^{\gamma(n)}}{\mathbf{w}^T} \)

2. \( \theta_i^\gamma \leftarrow \theta_i^\gamma \)

3. Pick an appropriate value for \( \gamma > 0 \)

4. **for** \( j = 1, \ldots, 4n - 7 \) **do**

5. \( J \leftarrow w_{CE}J_{CE} + w_{MI}J_{MI} + w_J J_v \) (from the outputs of step 4)

6. Pick a small enough \( \varepsilon > 0 \).

7. Add \( \varepsilon \) to the \( j \)th element of \( \mathbf{x}^{(i)} \).

8. Repeat step 4.

9. \( J_{o} \leftarrow w_{CE}J_{CE} + w_{MI}J_{MI} + w_J J_v \) (from the outputs of step 8)

10. \( (\nabla J_{\mathbf{x}})_{\mathbf{x}} \leftarrow J_{o} - J \)

11. \( (\nabla J_{\mathbf{r}_i})_{\mathbf{r}_i} \leftarrow \left( (\nabla J_{\mathbf{x}})_{\mathbf{x}} \right)_{\mathbf{r}_i} \)

12. \( \mathbf{x}^{(i+1)} \leftarrow \mathbf{x}^{(i)} - \gamma (\nabla J_{\mathbf{x}})_{\mathbf{x}} \)

13. Extract the output values from \( \mathbf{x}^{(i)} = \frac{\|\mathbf{r}_1^\gamma\|, \ldots, \|\mathbf{r}_n^\gamma\|, \theta_1^\gamma, \ldots, \theta_{n-1}^\gamma, \theta_n^{\gamma(1)}, \theta_1^{\gamma(2)}, \ldots, \theta_{n-1}^{\gamma(n)}, \theta_n^{\gamma(n)}}{\mathbf{w}^T} \).

14. **for** \( i = 1 \) to \( n - 1 \) **do**

15. Obtain the values of \( \theta_i^{\max} \) and \( \theta_i^{\min} \) (e.g. using Eq. (25)).

16. **if** \( \theta_i > \theta_i^{\max} \) **then**

17. **if** \( \theta_i < \theta_i^{\min} \) **then**

18. Return: \( \|\mathbf{r}_i\| \) (\( i = 2, \ldots, n - 1 \)), \( \theta_i^\gamma(i = 1, \ldots, n - 1) \), \( \theta_n^{\gamma(1)} \) and \( \theta_{n-1, i}^{\gamma(i)}(i = 1, \ldots, n - 1) \).
The four impulse orbital maneuver is considered as a numerical example for a transfer between circular orbits with altitudes of 500 km and 1000 km with \( \alpha = 60^\circ \). The unconstrained optimal maneuver for this case in view of control effort is the Hohmann maneuver that requires a maximum impulse capability of 0.33 km/s and the sum of impulses will be as low as 0.62 km/s.

Fig. 7 shows the optimal trajectory for \( w_{CE} = 1, w_{MI} = w_V = 0 \) at which the sum of impulses is 1.48 km/s and requires a maximum impulse magnitude of 0.78 km/s. This solution has the minimum \( J_{CE} \) such that the impulse position angles are constrained to be located in the observation window. However, this trajectory is not appropriate in view of uncertainty since \( J_V \) is not considered, and consequently, the first impulse is applied at the beginning of the observation period when the filtering procedure have not had enough time to converge. The sum of impulses is much higher than the Hohmann solution which is the result of the constrained impulse positions.

Fig. 8 shows the trajectory when the uncertainty is taken into account in which the first impulse position is postponed in order to provide more time for the estimation algorithm to converge. In this case, the sum of impulses is 2.37 km/s and the maximum required impulse magnitude is 1.26 km/s. Fig. 9 shows the case where the uncertainty has a major impact on the selection of impulse positions which is considered by increasing its cost function weight, \( w_V \). In this case, the sum of impulses increased as high as 5.12 km/s with a required maximum impulse of 2.68 km/s. As is shown, when \( w_{MI} \) is set to zero, the four-impulse trajectory reduces to a two-impulse trajectory (\( \delta v_2 = \delta v_3 = 0 \)). By increasing the value of \( w_{MI} \) the maximum impulse required for the maneuver can be reduced where accordingly, Fig. 10 shows the optimal trajectory when the control effort and the maximum impulse are both important while no attentions are paid to the role of uncertainty. In this case, the sum of impulses is 1.91 km/s while the maximum required impulse magnitude reaches a lower value of 0.5 km/s. These amounts clearly show that how the uncertainty can be reduced by spending more energy.

The general solutions, when all weighting values are non-zero, are shown in Figs. 11 and 12. As is shown in Fig. 11, selection of the weights may have other side effects, as collisions with the planet, which should be studied and devised by the designer. In the case study shown in Fig. 12, the sum of impulses is 2.8 km/s and the required maximum impulse magnitude is 0.71 km/s.

In Figs. 7–10, Assumption 2.1 is satisfied. In case studies shown in Figs. 11 and 12, Assumption 2.1 is violated and the trajectory turns around the celestial body. In the former cases the value of \( \theta_2 \) is less than \( \theta_3 \) while in the latter cases we have \( \theta_2 > \theta_3 \). Regardless of the initial guesses used in Algorithm 3, the solutions are converged to the appropriate values which means that the proposed algorithms are robust to initial values without encountering any singularities.
The sum of impulses is 1.91 km/s and the maximum impulse required is 0.50 km/s.

The sum of impulses is 3.22 km/s and the maximum impulse required is 0.83 km/s. Collision points are shown by solid dots.

5. Conclusions

A multiple-impulse orbital maneuver (MIOM) scheme for preliminary trajectory optimization and mission design (MD) is proposed. The aforementioned problem is investigated while considering a limited observation window as well as the role of uncertainty involved in a realistic mission. The problem is formulated in a simple form so that a gradient-based optimization method can be implementable. The proposed MIOM approach is vital when the system lacks a global observation. Impulse positions and times have been considered as the optimization (design) variables in an actuated spacecraft dynamics model in which the Lambert’s algorithm is incorporated for orbital maneuvers between arbitrary orbits in the three-dimensional space.

A numerical case study is performed for MIOM under Mars gravitational field. The results showed how a trade-off can happen between the impulse time deferment (as a measure of uncertainty level), the control effort, and the maximum required impulse magnitude that should be considered in the MD.

The future works may include a more realistic situation around a planet with different sources of observation which are provided from multiple space-based and/or ground-based stations. Solving the problem in a real operation field may needs more advanced and combined optimization techniques. Moreover, the same problem can rise in an asteroid environment with a highly perturbed gravity where a lander needs to be observed by a parent spacecraft.
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