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Abstract: It is of great significance for emergency rescue to rapidly assess damage of buildings after an earthquake. Some previous methods are time-consuming, data are difficult to obtain, or there is lack of regional damage assessment. We proposed a novel way to rapidly assess building damage by comprehensively utilizing earth observation-derived data and field investigation to alleviate the above problems. These data are related to hazard-causing factors, hazard-formative environment, and hazard-affected body. Specifically, predicted ground motion parameters are used to reflect hazard-causing factors, e.g., peak ground velocity (PGV), peak ground acceleration (PGA), and pseudo-spectral acceleration (PSA). The hazard-formative environment is denoted by the underground 30 m shear wave velocity. Vulnerability of buildings is reflected by their structure type, age, and height. We take the April 2015 Nepal earthquake as a case study, and building damage data interpreted from satellite images are used to validate the effectiveness of the proposed method. Based on the gradient boosting machine, this paper rapidly assesses building damage from two different spatial levels, i.e., pixel and microzone, and obtains the potentially affected position and regional damage rate. Compared with the method of fragility function, the machine learning method provide a better estimation of the building damage rate. Compared with the assessment method based on remote sensing image, the method in this paper is very efficient since spatial distribution of hazard-causing factors, e.g., PGA, can be quickly predicted shortly after an earthquake. The comparison of experiment with and without vulnerability data of buildings shows that data on the vulnerability of buildings are very important to improve the assessment accuracy of building damage.
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1. Introduction

Since the building is the most important place of human activity, it is very important for emergency rescue to obtain building damage information shortly after an earthquake. The location and state of each damaged building can be accurately obtained by investigation after an earthquake [1,2]. However, this would be a lengthy and resource intensive process that is not sufficient to support emergency response and early recovery plans. Although the timeliness is poor, these field investigations are actually very important because they can provide relatively accurate research data and valuable experience for subsequent earthquake research. Leaving aside the most primitive way, it is a subject worthy of research to rapid assess building damage after an earthquake.

1.1. Previous Related Work

Data are the basis of research. According to the data, we can divide the building damage assessment methods into two categories. The first category uses data that can be
seen directly. This method category is mainly remote sensing method. Remote sensing is an advanced method widely used in earthquake damage assessment [3–9]. As one of the important hazard-affected bodies, a building is a complex object because of the diversity of materials and the differences in geographic regions. The seismic damage caused by structural damage is difficult to extract from the image. The acquisition of remote sensing images after an earthquake has a lag, and differences in data sources will also lead to a poor model transfer capability [10]. Therefore, we did not use remote sensing images to extract earthquake damage. Remote sensing products of historical earthquake damage combined with manual interpretation are used as verification data. Damaged pixels made by SAR or interpreted by optical images are used as the ground truth or verification data of damaged buildings, which are described in detail below.

The data used in the second category methods cannot be seen directly and need to be observed, investigated, or predicted. In this method category, the traditional method fragility function plays a vital role in understanding the regional risk of seismic active areas. The fragility function describes the probability of reaching or exceeding a given damage state under the action of a given ground motion. The empirical method is the most widely used when large databases are available because real-time building damage can be expressed as a function of any ground motion parameter. Due to the low frequency of destructive earthquakes in seismic active areas, most of the existing empirical fragility curves are constructed using limited databases, which is one of the salient features of empirical fragility curves. In the past few decades, the number of fragility functions using various methods has increased significantly around the world [11,12]. However, the fragility functions basically use a single influencing factor, ignoring a large number of relevant factors or available data, such as PGA, PGV, PSA, slope, and site effect factor. There are also methods to comprehensively use a variety of factors for building damage assessment. ShakeMap [13,14] and ShakeCast [15] developed by USGS are feasible in providing timely information of impact on buildings after earthquake. ShakeMap combines ground motion records with seismic information, such as magnitude, location, and fault type, as well as the geological conditions (i.e., shear wave velocity of 30 m underground) of the affected area, to automatically generate seismic intensity maps. ShakeCast was developed as a supplement to ShakeMap, which can assess the damage to the infrastructure in real time. With the advancement of contemporary information technology, the availability and access to data related to building damage have increased. After the Gurkha earthquake in 2015, the government carried out detailed damage assessment activities. Some scholars formulated the fragility function and curve based on the collected building damage cases [16,17]. At the same time, after the earthquake in Nepal, a large amount of accessible building data were generated, including building structure, age, height, and other information. These developments have made it possible to explore how to timely assess building damage by using machine learning from available data [18,19]. Machine learning methods can solve the problem of multi-inputs and difficult fitting of the model and make comprehensive use of a variety of factors. Related machine learning methods include fuzzy logic [20], multi-layer perceptron [21], support vector machine [22], tree model [23], and deep neural networks [24]. These machine learning models are basically for the damage assessment of single buildings and use a lot of detail data of building structure, which are difficult to obtain. In the earthquake emergency rescue, the regional building damage is often used to provide information for dispatching rescue forces.

Above all, the first category of methods is similar to visual interpretation, and the assessment is closer to identifying building damage. The second category of methods is closer to predicting building damage, which predicts the building damage unseen according to some parameters. The first category needs to mobilize satellites after an earthquake, and the second category is easier to assess rapidly. However, some of the second category methods use a single factor, and some methods focus on the damage assessment of single buildings and use the data difficult to be obtained, which makes it difficult to assess rapidly.
We try to solve these problems by building regional assessment models, using multi factors, shortening the data acquisition time, and improving the quality of assessment data.

1.2. Overview of Research Process

We explored a novel way shown in Figure 1 to rapidly assess building damage by comprehensively utilizing multi-source data concerning hazard-causing factors, hazard-formative environment, and hazard-affected body. Among them, the hazard-formative environment and the hazard-affected body can be regarded as the prior information before the earthquake. The hazard-formative environment includes site conditions and terrain slope. As the analysis object of this paper, the building is the main hazard-affected body, and its structure, age, height, density, and distribution are the factors affecting the vulnerability of the hazard-affected body. The hazard-causing factors in our analysis are mainly the ground motion parameters, including PGV, PGA, and PSA, which can be observed or predicted after an earthquake to further assess building damage. According to previous studies, these parameters can reflect the impact of ground motion on buildings [25–28]. Among them, PSA contains the values of three periods of 0.3 s, 1.0 s, and 3.0 s. These three periods are also the three periods used by the pseudo-spectral acceleration output by ShakeMap. The corresponding PSA (0.3 s, 1.0 s and 3.0 s) can also be obtained through ShakeMap when quickly assessing the damage of regional buildings after the earthquake, which can reduce the limitations of the method proposed in this paper and help the model to be used and evaluated by others. The above data are all observation-derived or field investigated and used for analysis at two levels. Pixel-level classification is to distinguish damaged pixels, and microzone-level regression is to construct a model of the relationship between the damage rate and factors to estimate the proportion of damaged buildings with different damage levels. The whole method framework uses a variety of influencing factors to assess building damage from the regional level (pixels can also be regarded as areas of a certain size). According to the method framework, the relevant models can be built in advance. After the earthquake, the relevant data including ground motion parameters can be quickly obtained or predicted after the earthquake, so as to achieve the purpose of rapid assessment.

Figure 1. Technical flow chart. The blue rectangles represent data, the yellow rectangles represent method or processing operations, and the red rectangles represent the desired result.
2. Multi-Source Data of the 2015 Nepal Earthquake

The Mw 7.8 earthquake in Nepal is used as a case for research. The earthquake occurred on 25 April 2015 and caused casualties and serious damage to houses. The epicenter was 77 km northwest of Kathmandu [29]. The microzone-level analysis area is located in the red wireframe in Figure 2, covering all administrative districts with building structure information. The green areas in subplot 2(b) shows the administrative districts with structural information in detail. There are still some administrative districts without structural information, such as Kathmandu. The pixel-level analysis area is located in the green wireframe in Figure 3, covering Kathmandu and some surrounding areas. The longer yellow line in Figures 2 and 3 is the Himalayan fault zone with roughly the same extension direction as microzones distribution. The deep slope (MHT) of the main Himalayan fault has a strike of 295°, a dip angle of 11°, and a forward dip of 103°. It is the seismogenic structure of the Nepal main shock [30].

![Figure 2. Distribution of building regions with structural information and refined building regions. Subplot (a) shows the geographical location of all microzones. Subplot (b) shows the distribution of all microzones. The background is terrain, and the light green regions are the administrative wards with building structure information. The longer yellow line in subplot b represents the seismogenic fault. Subplots (c-e) show the refinement process of the building regions, transforming the building regions from wards to microzones. The Green wireframe is the circumscribed polygon of blue buildings in subplot (d); the red parts are building regions after refinement named microzones, and the red polygon in subplot (e) is one of the microzones.](image-url)
which is widely used to reflect the site conditions) [31]. The slope data of the study area
(i.e., building attributes).

The data of the hazard-affected body are composed of building attributes, i.e., vectorized
information. The data of
hazard-causing factors, and hazard-affected body. The hazard-formative environment consists of
both the DEM data of Nepal with a spatial resolution 30 m and the global Vs30 product
data with a spatial resolution 1000 m (i.e., the shear wave velocity of 30 m underground,
which is widely used to reflect the site conditions) [31]. The slope data of the study area
can be calculated based on DEM. The hazard-causing factors include PGA, PGV, and PSA
(0.3 s, 1.0 s, and 3.0 s), which are predicted based on the observed seismic information.
The data of the hazard-affected body are composed of building attributes, i.e., vectorized
footprint, structure, height, and age, which are from the survey of building damage done
by the National Planning Commission (NPC) of Nepal after the earthquake [32]. Based on
the vector data of buildings from OSM [33], the building density can be calculated, which
represents the number of buildings distributed per unit area. Table 1 lists all the data and
their sources. Among these data, some are made (i.e., DEM and Vs30) or predicted (i.e.,
PGA, PGV, and PSA) based on earth observation data, and some are from field investigation
(i.e., building attributes).

2.1. Observation-Derived Data and Field Investigation

According to the technical flow chart in Figure 1, the data used are observation-derived
or investigated, divided into three categories, i.e., hazard-formative environment, hazard-
causing factors, and hazard-affected body. The hazard-formative environment consists of
both the DEM data of Nepal with a spatial resolution 30 m and the global Vs30 product
data with a spatial resolution 1000 m (i.e., the shear wave velocity of 30 m underground,
which is widely used to reflect the site conditions) [31]. The slope data of the study area
can be calculated based on DEM. The hazard-causing factors include PGA, PGV, and PSA
(0.3 s, 1.0 s, and 3.0 s), which are predicted based on the observed seismic information.
The data of the hazard-affected body are composed of building attributes, i.e., vectorized
footprint, structure, height, and age, which are from the survey of building damage done
by the National Planning Commission (NPC) of Nepal after the earthquake [32]. Based on
the vector data of buildings from OSM [33], the building density can be calculated, which
represents the number of buildings distributed per unit area. Table 1 lists all the data and
their sources. Among these data, some are made (i.e., DEM and Vs30) or predicted (i.e.,
PGA, PGV, and PSA) based on earth observation data, and some are from field investigation
(i.e., building attributes).

Table 1. Different categories of data and applied analysis levels.

| Category                  | Data                        | Source                     | Analysis Level |
|---------------------------|-----------------------------|----------------------------|----------------|
| Hazard-formative environment | DEM, Vs30, PGA, PSA (0.3 s, 1.0 s, 3.0 s) | ASTER GDEM, Heath et al. [31] | pixel and microzone |
| Hazard-causing factors    | Building vector, Building structure, Building height, Building age | Prediction, Prediction, Nepal government | microzone |
| Hazard-affected body      |                            |                            |                |

Figure 3. (a,b) Damage proxy map and pixel-level study area. The green box is the analysis area
at the pixel level, including Kathmandu. The red position indicates where there may be building
damage. The yellow line indicates the seismogenic fault.

Table 1. Different categories of data and applied analysis levels.
2.2. Data Processing for Microzone-Level Regression

When assessing the damage pattern of buildings at microzone level, the analysis units are transformed from single buildings into building regions. We used the field investigation of more than 760,000 houses obtained by the NPC of Nepal after the earthquake as basic building data. A total of 832 small building regions are obtained through statistical analysis of the basic building data based on the smallest administrative unit “ward” in Nepal. However, these 832 building regions are still divided on the basis of administrative districts. Many regions have a small number of buildings, and most of the locations have no building. The total area of 832 wards is 20,634 km$^2$, and the total area of buildings is 47 km$^2$, accounting for 0.23%. Figure 2 shows that most of the locations without buildings are mountain. The entire region is considered when calculating the average value of each feature, which will inevitably cause errors. In order to reduce the errors, we refined the building regions. The method is to delineate the outer polygon of the building group as an independent building region, as shown in subplot 2(d). Two separate building regions are generated where the distance between buildings exceeds 500 m. After refined processing, a total of 2439 building regions called microzones are finally formed as the red fragmented parts in subplot 2(b). The average scale of these microzones is 1.64 km$^2$. As for each microzone, the building attributes (e.g., structure, age, height) are obtained through the regionalized statistics of the buildings, while the other features are the average values of the coverage of each microzone.

2.3. Data Processing for Pixel-Level Classification

After obtaining the basic data, the data need to be processed differently according to different purposes. When assessing building damage patterns at pixel level, we transformed this problem into a pixel-level classification. A damage proxy map (DPM) is used as the ground truth for result evaluation. As shown in Figure 3, the damage proxy map covers the area around Kathmandu and was processed by ARIA, an advanced rapid imaging analysis team from JPL and California Institute of Technology, using X-band interferometric synthetic aperture radar data from the COSMO-SkyMed satellite [34]. The technology uses prototype algorithms to quickly monitor changes in the surface caused by natural or man-made destruction. Assessment techniques are most sensitive to damage to the built environment. The multi-temporal radar data span is from 24 November 2014 to 29 April 2015. DPM is raster data with a spatial resolution of 30 m.

We use a 9-bands feature map for classification. The 9 bands are the distribution of buildings, the shear wave velocity of 30 m underground, terrain slope data, building density, PGA, PGV, PSA0.3 s, PSA1.0 s, and PSA3.0 s. The raster data of the building distribution are transformed from vector data with a spatial resolution of 100 m. The original spatial resolution of the Vs30 data is 1000 m, and here, we upsample it to 100 m. Correspondingly, slope data and building density data are also adjusted to 100 m resolution. The ground motion raster data can be obtained from USGS, and their original resolution is 5000 m, which is much larger than 100 m. Here we use a machine learning method to predict the distribution of ground motions, instead of using the same up-sampling method to avoid the “different objects have the same spectrum” as much as possible. According to previous studies, ground motion parameters are functions of both distance and magnitude and many scholars have developed a variety of GMPEs based on this combined with other parameters [35–40]. Based on the global ground motion database NGA-west2, we used a gradient boosting tree method to build a prediction model of ground motion parameters and predicted the ground motion of Nepal earthquake with a spatial resolution of 100 m.

2.4. Classification System of Building Damage

It is critical to determine the damage classification system of buildings before building damage assessment. At present, there are many damage classification standards in the world, where both EMS-98 [41] and FEMA-273 [42] are often adopted in practice. In Nepal, 90% of buildings can be roughly divided into reinforced concrete, stone masonry, and
bamboo and wood structures. The National Housing and Census of Nepal emphasizes that 9.94% of buildings are reinforced concrete structures, and most of the buildings are stone masonry structures [43]. Therefore, stone masonry buildings are also the main building structures analyzed in Nepal earthquake cases. Dipendra et al. [16,17] proposed a modified damage system based on the standard proposed by Grunthal [41], which is also the standard used by the fragility function of stone masonry structure in this paper. The NPC standard mainly considers the structural damage of buildings and mainly for single buildings. It is a comprehensive damage system, which divides the building damage into 5 levels. In this study, the microzone-level analysis adopts the same standard as NPC but takes the proportions of buildings with different damage levels in each microzone as its damage rates. The pixel-level analysis adopts two damage levels, namely, damaged and intact. The different classification systems are shown in Table 2.

Table 2. Different damage classification systems for Nepal’s buildings.

| Pixel-Level | Fragility Curves [8] | NPC (Single Building) | Microzone-Level | Description |
|-------------|----------------------|-----------------------|-----------------|-------------|
| intact-0    | DS-0                 | Grade 1               | Grade 1         | Negligible to slight damage (no structural damage, slight non-structural damage) |
|             | DS-1                 |                       | Grade 1         | Moderate damage (slight structural damage, moderate non-structural damage) |
| damaged-1   | DS-2                 | Grade 2               | Grade 2         | Substantial to heavy damage (moderate structural damage, heavy non-structural damage) |
|             | DS-3                 | Grade 3               | Grade 3         | Very heavy damage (heavy structural damage, very heavy non-structural damage) |
|             | DS-4                 | Grade 4               | Grade 4         | Destruction (very heavy structural damage) |
|             | DS-5                 | Grade 5               | Grade 5         | |

3. Methodology

The light gradient boosting machine (LightGBM) [44] used in this paper is an ensemble of learning methods, and a decision tree is used as basic learner. LightGBM can be used for regression and classification problems, suitable for the task of building damage assessment.

3.1. LightGBM

The Boosting algorithm based on the tree model uses a pre-sorting algorithm for feature selection and tree splitting, but this consumes more space and time resources. As shown in Figure 4, LightGBM uses a histogram algorithm to discretize continuous eigenvalues into k discrete values and constructs a histogram of width k according to the segmentation point. The next step is to traverse all the data and count the cumulative statistics of each segmentation point in the histogram. When selecting features, the histogram is traversed, and the best segmentation point can be found according to the discrete value of the histogram, which can greatly save time and space resources. Due to its regularization effect, it can also effectively prevent over-fitting of the model and improve accuracy. After the histogram is processed, the feature values are input into the decision tree for regression or classification. LightGBM uses a leaf-wise growth strategy with depth restrictions instead of the level-wise strategy currently used by most GBDT algorithms. Based on the level-wise strategy, the leaves of the same layer can be divided at the same time to control the complexity of the model so that the model is not easy to overfit. However, the level-wise is an inefficient strategy because it treats leaves of the same layer indiscriminately, which will cause a lot of unnecessary calculations. In fact, there is no need to search and segment many leaves because the segmentation gain is very low. The leaf-wise strategy is a more effective strategy. Each segmentation needs to find the leaf with
the largest segmentation gain from all current leaves [44]. LightGBM is an ensemble model based on the CART tree, which connects multiple decision tree models in series to make classification decisions together.

Figure 4. Histogram-based decision tree algorithm. The left part of the figure represents the organization form of the original data, and the middle part of the figure represents the histogram data.

3.2. Ground Motion Prediction

In addition to ground motion prediction equations (GMPEs) [35–40], there have also been many studies using machine learning methods for ground motion prediction in recent years [45–47]. Ground motion parameters are mainly functions of both magnitude and distance, and many ground motion equations also use these two factors as the main influencing factors. In addition, factors such as the location of the epicenter, the location of the target point, the fault related parameters (e.g., rake, strike, dip), and site effect will also have an impact on ground motion. We use LightGBM, a tree model method under the framework of gradient boosting tree, to build a model combined with the strong motion database NGA-West2, predicting the distribution of ground motion parameters, i.e., PGA, PGV, and PSA. A total of 305 earthquakes and 12,892 strong motion data records are used for model construction and verification. The magnitudes of 305 historical earthquake cases range between Mw 3.2 and Mw 7.9. In the process of model construction, the features mentioned above are used as regression parameters. The resolution of the predicted ground motion distribution can reach to 100 m and is used for the regression of microzone-level damage rate and pixel-level classification. The ground motion prediction method carried out features selection and transformation, and the method LGB-FS is introduced in detail in another paper [48]. We use mean absolute error (MAE), root mean squared error (RMSE), and coefficient of determination (R²) [49] as evaluation indicators. MAE can reflect the average error level of the predicted results. RMSE actually describes dispersion, which can be understood as stability of errors. The smaller the RMSE, the more stable the errors of the predicted values, and the larger the RMSE, the more unstable and fluctuating the predicted errors. R² is the fitting coefficient in linear regression. The closer to 1, the better the fit of the regression.

As shown in Table 3 by Chen et al. [48], compared with other methods, the ground motion parameters obtained by this method are more accurate. The results evaluation of PGA and PGV are listed in the table. Compared with GMPEs and ShakeMap, the predicted ground motion parameters are closer to the observed values. Based on the constructed ground motion prediction model, the distribution of ground motion can be quickly predicted when the basic parameters of the earthquake are quickly obtained after an earthquake. Because the ground motion of Nepal is used in this paper, we validate the ground motion prediction model with the Nepal earthquake case. The ground motion data used in the verification are from five seismic stations [50], and the relevant data can be obtained from https://www.strongmotioncenter.org/ (accessed on 10 September 2021). The ground motion distribution given by ShakeMap is based on GMPEs and corrected with the observation data of some seismic stations. As shown in Table 4, the PGA predicted by LGB-FS model is closer to the observation data of the five seismic stations than ShakeMap. AE in the table represents absolute error.

The ground motion prediction model seems to be a black box model, but it can be explained. LightGBM model is a tree-based model. In the process of building the model, we built 2000 trees to fit the model. If it is unrealistic to show these trees, we choose one
of them as an example. The target of each fitting of the model is the residual between the fitting result of the previous tree and the final regression target. For example, the fitting target bit is 10, the fitting result of the first tree is 8, and the fitting target of the second tree is 2. Therefore, it can be deduced that the final predicted value of the model is the sum of the predicted values of each tree. Figure 5 shows a tree of the fitted PGA prediction model. The output value of each leaf node is the average value of the samples falling into the leaf node. $Mag$ represents the magnitude of the earthquake, and $EpiD$ represents the epicentral distance. $Sx$ and $Sy$ respectively represent the Cartesian coordinates X and Y values of the target point. The following trees will fit the residual between the predicted value and the actual value on the basis of this tree.

Table 3. Performance comparison of the LGB-FS for ground motion prediction with other methods.

| Methods       | PGA     |     |     | PGV     |     |     |
|---------------|---------|-----|-----|---------|-----|-----|
|               | $R^2$   | MAE | RMSE| $R^2$   | MAE | RMSE|
| DNN [47]      | 0.814   | 0.395 | 0.504 | 0.808   | 0.397 | 0.503 |
| ANN/SA [46]   | 0.731   | 0.460 | 0.523 | 0.764   | 0.450 | 0.537 |
| GP/OLS [45]   | 0.593   | 0.488 | 0.637 | 0.661   | 0.506 | 0.637 |
| MEP [51]      | 0.696   | 0.697 | 0.624 | 0.686   | 0.726 | 0.671 |
| GP/SA [52]    | 0.704   | 0.617 | 0.701 | 0.701   | 0.648 | 0.648 |
| LGB-FS [48]   | 0.882   | 0.284 | 0.374 | 0.889   | 0.287 | 0.389 |

Table 4. Performance comparison of the LGB-FS for PGA prediction with ShakeMap after Nepal earthquake.

| Station Code | ln(PGA) | LGB-FS | ShakeMap | AE of LGB-FS | AE of ShakeMap |
|--------------|---------|--------|----------|--------------|----------------|
| KATNP        | −1.808  | −1.841 | −1.033   | 0.033        | 0.805          |
| KTP          | −1.341  | −1.638 | −0.800   | 0.291        | 0.547          |
| TVU          | −1.452  | −1.748 | −0.787   | 0.295        | 0.665          |
| PTN          | −1.871  | −1.690 | −0.777   | 0.180        | 1.094          |
| THM          | −1.871  | −1.486 | −1.013   | 0.385        | 0.858          |

MAE 0.237 0.794

Figure 5. A tree of PGA prediction model. Rectangles represent feature segmentation nodes, and ellipses represent leaf nodes.
3.3. Regression of Microzone-Level Damage Rate

The LightGBM is used to regress and estimate damage rates of each microzone. There are up to 13 features for regression in each microzone, including ground motion parameters PGA, PGV, PSA (0.3 s, 1.0 s, and 3.0 s), terrain slope, site effect, building density, the proportion of stone masonry buildings, the proportion of bamboo and wood buildings, the proportion of reinforced concrete (RC) buildings, and the age and height of buildings. The proportions of several building structures mentioned above can be defined and calculated by the following formula:

$$P_i = \frac{N_i}{\sum_{i=1}^{n} N_i} \quad (n = 4, i = 1, 2, 3, 4)$$

where P represents the proportion of a certain type of buildings, and N represents the total number of such buildings in a microzone. i is 1 for stone masonry buildings, i is 2 for bamboo wood structure buildings, i is 3 for RC structure buildings, and i is 4 for other structure buildings.

Ground motion parameters can be quickly predicted after the earthquake, or the results of USGS can be used as a substitute. The terrain slope can be calculated based on DEM data. The site effect is the product data already available. However, data of vulnerability of buildings, e.g., structure, age, and height, may not be quickly obtained after the earthquake. Therefore, two kinds of feature combinations will be analyzed according to data availability, which is terms as “EASY” and “HARD” mode. These two modes will be elaborated in detail later.

3.4. Classification of Pixel-Level Damaged Buildings

The assessment of damaged pixels is reformulated as a dichotomous classification problem. Specifically, the values of pixels with the distribution of damaged buildings are 1, and the values of pixels without damaged buildings are 0. We use a trained LightGBM model to accomplish this task. The feature dimension used for classification is 9, including five ground motion parameters (i.e., PGA, PGV, PSA0.3s, PSA1.0s, and PSA3.0s), building distribution, building density, terrain slope, and site effect. During model training, we can fit a binary classification model through the histogram algorithm and the leaf-wise tree growth strategy. In the model fitting process, each tree is used to estimate the error of all previous trees, and the fitting is performed with the goal of reducing the error. After the model is trained and fitted, we need to input each $1 \times 1 \times 9$ pixel into the fitted tree for classification.

When classifying the damage state of the pixel, we use recall, precision, and F1 score as evaluation indicators, which can be calculated by the confusion matrix. We calculate the above indicators on the test set to evaluate the classification effect of the model.

3.5. Comparison of Methods

In the classification of damaged pixels in Nepal, we also try to use other machine learning methods and compare them with the LightGBM method used in this paper. The data used for method comparison are located in the green box in Figure 2. In this area, the training set and the test set are randomly selected according to the ratio of 7:3, and the methods are compared on the test set. As shown in Figure 6a, LightGBM has the highest accuracy in the test data, and its several evaluation indexes including recall, precision, and F1 score are the highest among several methods. In terms of the classification performance, the effect of random forest is closest to LightGBM. On the other hand, the algorithms are compared by using true positive rate and false positive rate. As shown in Figure 6b, when the classification threshold is 0.5, different points represent the performance of different algorithms. The closer the point is to (0, 1), the better the performance of the model. Among them, the red dot is closest to (0, 1), which represents the best performance of LightGBM.
fit a binary classification model through the histogram algorithm and the leaf matrix. We calculate the test set are randomly selected according to the ratio of 7:3, and the evaluation model through the histogram algorithm and the leaf matrix. We calculate the proportion of buildings with different structures in each microzone have their corresponding proportion. Subplot 7(c) shows the distribution of the proportion of buildings with different structures. It can be seen from subplot 7(c) that in the census of housing damage conducted by the government after the earthquake, stone masonry buildings accounted for more than 90% in most building regions, while bamboo and wood structure buildings and RC structure buildings accounted for very little, and the two types of buildings in most building regions did not exceed 10%. Since stone masonry is the main building structure in Nepal, we analyzed damage to building regions with different proportions of stone masonry. For the building regions with damage levels 5 and 4, as the proportion of stone masonry increases, the damage rate shows an upward trend, especially the damage rate of regions with damage level 5.

The height and structure of buildings are also closely related to the vulnerability of buildings. When a major earthquake occurred in 2015, the overall height of buildings in Nepal was not high, which was related to the structures of the local buildings. As shown in Figure 7b, the average height of most building regions is less than 25 feet, of which the building regions around 15 feet are the most, and the average height of the regions basically conforms to the normal distribution. According to the research of Takai et al. [50], the natural vibration period of high-rise buildings in Nepal is between 3 and 5 s, and for low-rise buildings, the natural vibration period is less than 3 s. Most of the research areas in this paper are rural areas in the middle and high mountainous areas, and the main types of buildings are stone masonry structures, which account for the largest proportion. Stone masonry buildings are non-engineering buildings and do not meet any seismic requirements, especially toughness requirements. The large number of damaged stone masonry buildings in each earthquake in Nepal’s history also proves this point. According

4. Results and Discussion

Based on the building census data, we analyzed the building vulnerability after the Nepal earthquake. Then we perform microzone-level regression and pixel-level classification on building damage and establish the corresponding regression and classification models to quickly assess building damage after the Nepal earthquake. The detailed analysis results and discussion are as follows.

4.1. Analysis of Building Vulnerability

As the most important hazard-affected body in an earthquake, the building and its attributes will inevitably affect the severity of damage. In the case of the Nepal earthquake, the attributes of buildings include structure, age, and height. We analyze the damage of buildings in different attribute intervals and explore the impact of attribute changes on building damage. Most of the buildings in Nepal are stone masonry buildings. Buildings with different structures in each microzone have their corresponding proportion. Subplot 7(c) shows the distribution of the proportion of buildings with different structures. It can be seen from subplot 7(c) that in the census of housing damage conducted by the government after the earthquake, stone masonry buildings accounted for more than 90% in most building regions, while bamboo and wood structure buildings and RC structure buildings accounted for very little, and the two types of buildings in most building regions did not exceed 10%. Since stone masonry is the main building structure in Nepal, we analyzed damage to building regions with different proportions of stone masonry. For the building regions with damage levels 5 and 4, as the proportion of stone masonry increases, the damage rate shows an upward trend, especially the damage rate of regions with damage level 5.

The height and structure of buildings are also closely related to the vulnerability of buildings. When a major earthquake occurred in 2015, the overall height of buildings in Nepal was not high, which was related to the structures of the local buildings. As shown in Figure 7b, the average height of most building regions is less than 25 feet, of which the building regions around 15 feet are the most, and the average height of the regions basically conforms to the normal distribution. According to the research of Takai et al. [50], the natural vibration period of high-rise buildings in Nepal is between 3 and 5 s, and for low-rise buildings, the natural vibration period is less than 3 s. Most of the research areas in this paper are rural areas in the middle and high mountainous areas, and the main types of buildings are stone masonry structures, which account for the largest proportion. Stone masonry buildings are non-engineering buildings and do not meet any seismic requirements, especially toughness requirements. The large number of damaged stone masonry buildings in each earthquake in Nepal’s history also proves this point. According

![Figure 6. Performance comparison of classification methods. Subplot (a) shows the accuracy, recall, precision, and F1 score of several machine learning methods. Subplot (b) shows the FPR and TPR classified by several methods with a classification threshold of 0.5.](image)
to NPC records, in the 2015 earthquake, buildings in 31 administrative regions of Nepal were damaged, of which 84.2% were stone masonry structures in the wild, 5.4% were masonry structures, 4.1% were reinforced concrete structures, and 5.8% are bamboo and wood structures. As can be seen from subplot 7(e), the severe damage rate will increase as the height increases for buildings under 20 feet. This is also caused by the majority of stone masonry buildings, and the height of stone masonry buildings is usually not too high.

Figure 7. Damage rate curves of different damage levels and distribution of building attributes. Subplot (a), the building age distribution; subplot (d), the damage rate curves of different age; subplot (b), the building height distribution; subplot (e), the damage rate curves of different height; subplot (c), the distribution of different building structures; subplot (f) shows the effect of different stone masonry proportions on the damage rate.

The construction period of the building has a certain impact on the damage of the building after an earthquake. Generally, the older the building, the worse the quality, and the greater the possibility of earthquake damage. The ages of buildings in the study area are basically distributed within 50 years, and buildings with a construction period of 10–30 years occupy the main body. As can be seen from Figure 7d, with the increase of building age, the proportion of each damage level shows an upward trend, but there are some fluctuations. The total damage rate of buildings in 30–40 years will decline, which is due to the decline of the proportion of stone masonry buildings in this age group. At this time, the impact of structure exceeds that of building age. Within 10 years, the proportions of bamboo wood structure and RC structure will increase a lot, so the proportion of severely damaged buildings will be smaller.

4.2. Damage Assessment at Microzone Level

The research objects in this section are 2439 microzones, 2000 of which are randomly selected as training data, and the rest are as test data. The features that affect the building damage include ground motion parameters, building attribute (density and structure), site effect (Vs30), and terrain slope. Each microzone has the above-mentioned features, and feature values are the average values of each microzone. Actually, not all data can be obtained quickly after the earthquake. Therefore, we have considered two feature combinations according to the difficulty of data acquisition, i.e., EASY and HARD mode. In the EASY mode, there are 8 features, including PGA, PGV, PSA (0.3 s, 1.0 s, and 3.0 s), building density, terrain slope, and Vs30. In the HARD mode, five additional features are included, which are closely related to vulnerability of buildings, e.g., structure, age, and height of buildings. The building structure information includes the proportion of stone masonry structure, the proportion of bamboo and wood structure, and the proportion of RC
The corresponding feature combinations are used to perform regression learning on the damage rates of different damage levels, and the models obtained are evaluated on the test set. The evaluation results are shown in the Table 5. The assessment accuracy of the regression models is significantly improved due to the addition of features related to vulnerability of buildings. When the damage level is 5, the MAE of estimated damage rate is 0.07, while it is 0.05 for the damage level 4. It can be understood that the error ranges of estimating the severe damage rates reach ±7% and ±5%, respectively.

Table 5. Evaluation of microzone-level building damage assessment with different feature combinations.

| Data Availability | Data                                      | Damage Grade | MAE   | RMSE  | R²    |
|-------------------|-------------------------------------------|--------------|-------|-------|-------|
| EASY mode         | PGA, PGV, PSA (0.3 s, 1.0 s, 3.0 s), building density, slope, Vs30 | 5            | 0.189 | 0.239 | 0.286 |
|                   |                                           | 4            | 0.113 | 0.150 | 0.221 |
|                   |                                           | 3            | 0.095 | 0.125 | 0.154 |
|                   |                                           | 2            | 0.073 | 0.098 | 0.285 |
|                   |                                           | 1            | 0.075 | 0.126 | 0.194 |
| HARD mode         | EASY mode + building structure (stone masonry, bamboo and wood, RC), age, height | 5            | 0.070 | 0.113 | 0.841 |
|                   |                                           | 4            | 0.051 | 0.083 | 0.753 |
|                   |                                           | 3            | 0.039 | 0.072 | 0.704 |
|                   |                                           | 2            | 0.029 | 0.053 | 0.787 |
|                   |                                           | 1            | 0.024 | 0.049 | 0.874 |

The importance of a feature is calculated based on the total information gain generated when it is used as a feature of tree splitting [53]. After calculating and normalizing the feature importance of the models with different feature combinations as Figure 8, it can be found that the most important features are related to the building structures, especially the proportion of stone masonry and bamboo and wood structure. The attributes of hazard-affected body are more important to the model than the ground motion parameters. Building structure, age, and height can be obtained through building census before earthquake to build a basic information database. On the premise of using the above data, a better regression model can be constructed to assess damage of building regions in Nepal. The feature importance ranking shown in Figure 8 is only for the study area of the Nepal earthquake, from which we can see the importance of different features in the model construction, which is not necessarily applicable to all earthquakes in the world.

![Figure 8](https://example.com/figure8.png)

**Figure 8.** Feature importance of different feature combinations. Subplot (a) represents the EASY mode, and subplot (b) represents the HARD mode.

In order to better measure the pros and cons of the regional building damage assessment methods, we use the traditional empirical fragility function method to assess regional damage. Dipendra et al. constructed the fragility curve of buildings in Nepal based on the building damage cases collected after earthquake by the Nepal government [8]. He used the two-parameter Gaussian distribution function to derive the fragility curves. The estimation of Gaussian parameters from building damage data can be found firstly in
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the studies of Shinozuka et al. [54] and Porter et al. [55]. The Figure 9 shows the fragility curves of stone masonry buildings in Nepal. PGA and PSA0.3s are used as indicators to measure the intensity of ground motion. According to the fragility curves, the probability of buildings reaching each damage level can be calculated under different intensity levels.

Figure 9. (a,b) Empirical fragility curves for stone masonry buildings in Nepal considering PGA and PSA0.3s as intensity measures.

The building structures in the test area are mainly stone masonry, so that the fragility functions of stone masonry building can be used. We select the building regions where the stone masonry structure buildings account for more than 90% to compare the two methods. As shown in Table 6, it is obvious that the regression method using multiple data is better than the general fragility function, especially for the damage rate estimation of severe damage levels. When the damage level is 5, the estimation error of the fragility functions reaches 33.8%, while the worst of the regression models is 18.6%; when the damage level is 4, the estimation error of the fragility functions is 14.1%, and the worst of the regression model is 11.2%. Most of the current empirical fragility functions are the relationships between ground motion parameters and building damage constructed using historical seismic damage data. They all use a single influencing factor to build an empirical model, which may lead to worse results than the multi-factor regression model.

Table 6. Results comparison of fragility curves and assessment model in microzones where the stone masonry is the main building structure (MAE).

| Damage Grade | Fragility Functions | EASY Mode | HARD Mode |
|--------------|--------------------|-----------|-----------|
| 5            | 0.338              | 0.186     | 0.077     |
| 4            | 0.141              | 0.112     | 0.053     |
| 3            | 0.134              | 0.098     | 0.041     |
| 2            | 0.088              | 0.068     | 0.030     |

As mentioned earlier, when the structure, age, and height of the building are used in the regression model, the estimated regional building damage rates would achieve the highest accuracy. As shown in Figure 10, subplots (a)–(d) respectively show the correlation between damage rates of the four damage levels estimated using 13 features and the true damage rates. The R-squares between the estimated damage rates and the true damage rates of the four levels are relatively high on the test set. The linear regression coefficients are basically about 1. The MAE below 0.1 means that the estimation error is within ±10%. In summary, the estimated results of the regression models are better than damage estimated results using fragility functions. Taking the Nepal earthquake as an example, the method can be transferred to other regions. The regional damage assessment model based on different regional building information can quickly give the damage ratios after
an earthquake, which is helpful for earthquake emergency and loss assessment. This is also the transfer idea of the method.

**Figure 10.** Evaluation of the assessment results of the best-performing (considering building attributes) regression model for different damage grades on test data. Subplots (a–d) represent evaluation of the best-performing model for damage grades 5-2, respectively.

### 4.3. Damage Assessment at Pixel Level

When assessing the building damage at pixel level, the study area is a 269 x 410 area including Kathmandu. After many trials, we have adopted a sampling strategy to separate the regions of training and test data. We re-segmented the training area and the test area. The training area is 269 x 301 pixels as the subplot Figure 11a, and the test area is 269 x 108 pixels as the subplot Figure 11b. Buildings are mainly distributed in low terrain locations and less in mountainous areas. The pixels containing damaged buildings are positive samples, and the pixels without damaged buildings are negative samples. The positive samples are selected from the pixels with both buildings and damage information, and the negative samples are selected from the pixels without damage information. In DPM, the damaged pixels without buildings are not selected to be negative samples, because some of the damage pixels in ground truth are not caused by building damage. Subplot Figure 11c is the assessment result. The orange pixels represent the damaged pixels classified correctly (true positive), and the green pixels represent the damaged pixels classified incorrectly (false positive). Subplot Figure 11e shows the details of the assessment results. Red pixels indicate that the damaged pixels are incorrectly classified as non-damaged pixels, and green pixels indicate the redundant classified damaged pixels. Finally, the recall of damaged pixels classification is 0.80, the precision is 0.56, and the F1 score is 0.65 on the test set.
Figure 11. Map of building damage assessment in Kathmandu. Subplot (a), terrain, building, and damage information of the training area; subplot (b), terrain, building, and damage information of the test area; subplot (c), the damage assessment in test area; subplot (d), the epicenter, the training area, and test area; subplot (e), detailed display of the classified result in the black box. Orange pixels represent damaged pixels classified correctly, and green pixels represent damaged pixels classified incorrectly.

Figure 12 shows the ranges of influencing factors in the classification of damaged pixels. Blue and red represent the training set and test set, respectively. It can be seen from the figure that the data distribution on the test set is basically distributed within the coverage of the value range of the training set. However, the data ranges of some factors are different between the training set and the test set, such as PGV and PSA0.3s, PSA3.0s, which could make the classified results on the test set different from the ground truth.

As shown in Figure 13, we used optical remote sensing image data to verify the classified results of damaged pixels. The optical image verification data used is the damaged building data produced by the UNOSAT (United Nations Satellite) project of UNITAR (United Nations Institute for Training and Research). These interpretation data based on optical images are not available in all locations. UNITAR has only conducted visual interpretation at individual locations shown as the red and orange pixels in subplot (a). We only verify pixels where there is damage information interpreted by UNITAR. The
damaged information was interpreted based on Worldview3 images. There are 49 pixels with damage information in UNOSAT data. Our model classified 44 of the 49 damaged pixels correctly, with an accuracy of nearly 90%. Subplots (b1)–(c1) and (c2)–(c2) are optical images at several red pixels in subplot (a) before and after earthquake. At the locations of red pixels, the model could not correctly classify the damaged pixels and wrongly classified them as non-damaged pixels, called false negatives. Subplots (d1)–(g1) and (d2)–(g2) are optical images at several orange pixels in subplot (a) before and after earthquake. At the locations of orange pixels, the model correctly classified the damaged pixels as true positives. The damage of buildings can be reflected in the boxes of subplots. It can be seen that the damage of buildings on true positive pixels is more serious than that of those on false negative pixels, and even many buildings outside orange dash boxes have undergone severe deformation, which leads to the misclassification of the model at false negative pixels.

Figure 13. Validation of classified results of damaged pixels on remote sensing images. Remote sensing validation data were produced by UNOSAT project of UNITAR. The selected verification pixels are distributed in the blue box of the thumbnail (part of the test area). In subplot (a), the yellow pixels represent the classified damaged pixels, the red pixels represent the damaged locations interpreted from optical image, and the orange pixels represent the correctly classified damaged pixels (true positive). The sampling pixels b to g are marked in subplot (a) in blue font. Subplots (b1,c1) and (b2,c2) are optical images at the positions of red pixels (false negative) before and after earthquake, respectively. Subplots (d1–g1) and (d2–g2) are optical images at the positions of orange pixels (true positive) before and after earthquake, respectively. The red and orange dash boxes indicate the locations of the damaged buildings.
5. Conclusions

The paper takes the Nepal earthquake in April 2015 as a research case. Aiming at solving the problem that a single source data cannot correctly extract building damage, we use machine learning methods to assess building damage from both pixel and microzone levels by combining multi-source data such as hazard-formative environment, hazard-affected body, and hazard-causing factors. The assessment results include possible damaged locations and damage rate. The main contributions are as follows, which can be referenced by emergency departments or teams to improve the efficiency of emergency rescue after earthquakes.

(1) We comprehensively use multiple factors such as ground motion parameters, building distribution and attributes, terrain slope, site effects, etc., to provide a new idea for building damage assessment after earthquakes.

(2) Compared with remote sensing methods, the assessment method at pixel level in this paper considers the physical causes of building damage. Therefore, it has a better transfer capability and overcomes the deficiencies of data source differences and difficulty in data acquisition.

(3) We discussed the building damage with different attributes at microzone level. It can be seen that the structural information of the building has the greatest impact on the results combined with experiments. Compared with the fragility function, the application of multiple factors can better promote the construction of a regional damage assessment model, with better accuracy and transfer capability.

(4) Building damage at both levels can be assessed rapidly based on data that can be quickly obtained or predicted after earthquake. The assessment mode can be selected according to the availability of data.

We have done some exploratory work on earthquake damage assessment, but there are still many problems that need to be resolved. The resolution of different data is different in pixel classification. The problem of “different objects having the same spectrum” remains unavoidable after using the resampling method. The damage assessment of building regions mostly considers the area near the epicenter, where the difference of ground motion is small, and the building structure is the main influencing factor. The Nepal earthquake case cannot clearly reflect the impact of ground motion on building damage so that other earthquake cases need to be introduced for further exploration.
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The following symbols and abbreviated terms are used in this paper.

- PGV: Peak ground velocity
- PGA: Peak ground acceleration
- PSA: Pseudo-spectral acceleration
- SAR: Synthetic Aperture Radar
- OSM: Open street map
- NPC: National Planning Commission
- DPM: Damage proxy map
- JPL: Jet Propulsion Laboratory
- NGA-west2: Enhancement of Next Generation Attenuation Relationships for Western US
- LightGBM: Light gradient boosting machine
- GMPEs: Ground motion prediction equations
- MAE: Mean absolute error
- RMSE: Root mean squared error
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