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Abstract

For market-based procurement of low voltage (LV) flexibility, DSOs identify the amount of flexibility needed for resolving probable distribution network (DN) voltage and thermal congestion. A framework is required to avoid over or under procurement of flexibility in the presence of uncertainty. To this end, we propose a scenario-based robust chance-constrained (CC) day-ahead flexibility needs assessment (FNA) framework. The CC level is analogous to the risk DSO is willing to take in flexibility planning. Multi-period optimal power flow is performed to calculate the amount of flexibility needed to avoid network issues. Flexibility is defined in terms of nodal power ramp-up and ramp-down and cumulative energy needs over a full day for each node. Future uncertainties are considered as multiple scenarios generated using multivariate Gaussian distribution and Cholesky decomposition. These scenarios are utilized to solve the flexibility needs assessment optimal power flow (FNA-OPF) problem. Zonal clustering of an LV feeder is performed using electrical distance as a measure and spatial partitioning. The FNA tool calculates ramp-up and ramp-down flexibility’s power and energy requirements. Energy and power needs are often valued differently in many energy markets. We identify the marginal value of flexibility associated with energy and power needs separately. From numerical results for an LV feeder, it is observed that zonal flexibility needs assessment is more immune to uncertainty than nodal flexibility needs, making it more useful for DSOs to evaluate day-ahead flexibility procurement. We also propose a Pareto optimal mechanism for selecting CC level to reduce flexibility needs while reducing DN congestion.
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I. INTRODUCTION

With growing uncertainty in distribution network (DN) operation due to distributed generation (DG) and loads with high simultaneity factor such as electric vehicle charging, it is crucial for DSOs to plan flexible resources to ensure reliable operation of DN. ENTSO-e defines flexibility "as the ability of the power system to cope with variability and uncertainty in demand, generation and grid capacity, while maintaining a satisfactory level of reliability at all times" [1]. Flexibility assists power networks to damp fluctuations, which could potentially reduce the reliability of the DN [2], [3]. Authors in [4] propose a computational method to calculate prosumer multi-period flexibility forecast. Using these feasible flexibility spaces, prosumers can participate in the energy market. Reference [5] shows that small electricity prosumers can utilize their flexibilities for providing grid services while making a profit in day-ahead (DA) market. Authors in [6] schedule flexible resources for DA energy dispatch, which minimizes the energy procurement cost. [7] presents a case study of Northern Germany, where every MW of additional wind installation will require 0.7 MW of flexibility for avoiding curtailment of renewable generation. Prior works [8]–[10] present market mechanisms for end-user flexible resources for solving low voltage (LV) network issues. Market mechanism presented in [8] utilizes contractual flexibility by DSOs for H2020 Interflex project. Authors in [9] propose an efficient design for flexibility markets. Although flexibility market design is not the focus of the work, interested readers can refer to [11], [12]. In [13] authors observe that locational temporal flexibility mapping is crucial for avoiding future network issues. They propose a mapping tool for Northern Ireland through GIS analysis.

Activation of flexibility in LV DN could aim at (a) mitigating LV DN issues [14] and/or (b) providing services to MV and HV transmission or DN. The latter would require coordination in the operation of flexible resources, ensuring it does not create new problems [15]. The focus of this work is to utilize flexible resources for solving LV DN issues. Flexibility needs assessment (FNA) is fairly a new concern for power networks. Recent works such as [16]–[19] discuss the need for flexibility provisioning. [16] utilize FNA for prioritization of future investments. Authors in [17], [19] quantifies flexibility provisions based on conditional value at risk. The goal of this paper is to quantify the flexibility needs of a DN from a DSO’s perspective. The DSO utilizes the FNA output provided by the framework proposed in this work for procurement of flexible resources in DA flexibility market implemented in H2020 EUversal project. The procurement of such flexible resources in the DA market can be costly. Under-procuring can lead to network congestion, and over-procuring of flexible resources may not be efficient. FNA should consider the probable uncertainties which could happen. Advanced time planning utilizes one or a combination of (a) probabilistic modelling [20], (b) scenario generation [21], or (c) robust planning [22]–[24]. We propose a scenario-based robust DA planning mechanism for quantifying the flexibility needs of a DN. Chance constrained (CC) levels are utilized to avoid planning for the worst-case scenario. The DSO also needs to consider how a selection of a CC level...
would project on probable DN congestion.

Power network clustering is widely utilized for operation and planning of transmission and DNs [25]–[27]. In [25], [26] network clustering is used for transmission system operator level resource dispatch and planning. Authors in [27] use zonal voltage regulation in the context of a LV DN with high penetration of DG. In this work, we identify zones using spectral partitioning, along with k-means clustering for a doubly stochastic measure matrix formulated using a static network admittance matrix. The proposed framework for zonal clustering partitions the DN in connected segments, a key challenge in other partitioning methods. These zones are used to aggregate nodal flexibility needs. Often, exact flexibility needs may not be met by the resources available in the flexibility market. In such a case, zonal FNA can be utilized by DSOs to find alternative resources which could resolve the network congestion. Advantages of flexibility aggregation are also observed in [28].

In robust optimization, an uncertainty set is defined, over which a robust feasible solution is identified. It is unclear how we can define such an uncertainty set for FNA problem. Thus, we utilize generated scenarios for creating bounds on uncertainty. These scenarios define the uncertainty set for the flexibility needs assessment optimal power flow (FNA-OPF). The bounded uncertainty and its associated worst-case action selection may lead to too conservative solution (see Chapter 2 of [29]). A simple scenario generation model is proposed which takes a point forecast and its associated forecast error as input for generating nodal load and generation scenarios. The flexibility needs which provides a feasible solution for all scenarios will often lead to an over-procurement of flexible resources. These values of flexibility needs will be robust in true sense. To avoid worst case planning, chance-constrained is used. CC level is analogous to the risk level DSO is willing to consider in flexibility planning. Chance constraint is associated to the FNA. The generated scenarios are used as snapshots of Monte Carlo simulations.

FNA-OPF calculates the flexibility needs for solving LV DN issues while minimizing the cost of curtailed load and generation. Furthermore, spatio-temporal metrics of FNA are proposed. Numerically, it is observed that variance of the day-ahead FNA can be reduced by zonal aggregation of flexibility needs. This implies aggregation makes it more predictable for the DSO to plan flexibility in a day-ahead setting. The zonal FNA can help DSOs to identify alternative flexible resources which could probably solve DN congestion issues. We also propose a Pareto optimal mechanism for selecting the level of CC used in FNA-OPF. The selection of CC level for proposed FNA of a DN should consider DSO’s risk for over and under-procurement of flexible resources. In multi-objective optimization, some of the objectives may be in conflict with others. In such a case, an optimal solution for one objective could lead to unacceptable outcomes for other objectives. In power systems, prior works such as [30]–[32] utilize multi-objective optimization. Authors in [32] use epsilon-constrained Pareto front for an electric vehicle scheduling problem of an aggregator, while considering
DSO’s goal to minimize losses at the same time reducing the charging cost. In our work, we use the Pareto optimal value of chance-constraint to reduce DSO’s risk of over-procurement of flexible resources while reducing the probable DN congestion incidents.

The key contributions of the paper are:

• **Uncertainty consideration**: We propose a simple scenario generation model using multivariate Gaussian distribution and Cholesky decomposition, which takes as input PV size at a node, forecasted nodal load profiles, forecast of normalized PV generation, and the associated forecast errors for load and solar generation. The forecast error creates a boundary of uncertainty. The generated scenarios serve as input for the FNA-OPF.

• **Flexibility needs assessment**: The spatial and temporal robust flexibility needs of a DN are identified for avoiding all network incidents for all scenarios generated. For risk-averse FNA of the DN, a chance constrained nodal flexibility level is applied. Further, the nodal FNA is extended to zonal FNA by aggregating flexibility needs in a zone.

• **Case studies**: Two dedicated numerical case studies are presented. The first case study shows the FNA output of a DN. A Pareto optimal mechanism is provided for tuning CC level. The selection of CC level is projected on to unavoidable network incidents using power flow simulations. The FNA of a DN is aggregated for providing zonal FNA. The second case study quantifies the marginal value of flexibility based on energy or power needs. It is observed that for the DN, power needs are twice as important as the energy needs.

![Fig. 1: Structure of this paper and the inputs and the outputs of robust chance-constrained FNA under uncertainty.](image)

The structure of the paper and the inputs and outputs of the proposed FNA framework are shown in Fig. 1. In Section II, we detail the methodology to generate scenarios. In Section III, zonal clustering of a DN based on electrical distance using spatial partitioning is provided. In Section IV, the metrics used in FNA are quantified. In Section V, the FNA-OPF is detailed. Section VI presents the numerical results. Section VII concludes the paper.
II. SCENARIO GENERATION

The focus of the present paper is to consider probable future uncertainties to provide FNA. This tool is developed as part of the EUUniversal project to be implemented by the distribution system operator Mitnetz Storm in Germany. Due to German data limitations, only historical forecast errors and point forecasts are available for scenario generation. This has led us to opt for a simple scenario generation model with data limitation. The generated scenarios using multivariate Gaussian distribution and Cholesky decomposition considers (a) correlation of data points, (b) parameter distribution. Cholesky factor is utilized to form unique scenarios emulating different uncertainties. This structure of scenario generation can be used for historical data and point forecasts with known forecast errors. In the present case, large historical data is unavailable, instead a point forecast along with its associated forecast error is known. In such a case, a multivariate Gaussian distribution can be formed by using point time-series forecast as the mean value and the variance of the distribution is proportional to forecast error [33].

A. Multivariate distribution and Cholesky decomposition

The multivariate Gaussian distribution is a generalization of the one-dimensional normal distribution to more than one dimension. For our case, $X_i$ denotes the load profile of consumers connected at time $i$. The multivariate normal distribution of a $S$-dimensional random vector $\mathbf{X} = (X_1, X_2, ..., X_S)^T$ can be written as $\mathbf{X} \sim \mathcal{N}(\mu, \Sigma)$, with $S$-dimensional mean vector given as $\mu = \mathbb{E}[\mathbf{X}] = [\mathbb{E}[X_1], ..., \mathbb{E}[X_S]]^T$, and the covariance matrix is given as $\Sigma = \begin{bmatrix} \text{Cov}(X_1, X_1) & \cdots & \text{Cov}(X_1, X_S) \\ \vdots & \ddots & \vdots \\ \text{Cov}(X_S, X_1) & \cdots & \text{Cov}(X_S, X_S) \end{bmatrix}$, where $\text{Cov}(X_i, X_j)$ (also denoted as $\Sigma_{i,j}$) denote the covariance between $X_i$ and $X_j$ and is given as

$$\Sigma_{i,j} = \mathbb{E}[(X_i - \mu_i)(X_j - \mu_j)], \ i, j \in \{1, ..., S\}.$$  

Each component $X_i$ has distribution $\mathcal{N}(\mu_i, \sigma_i^2)$ with $\Sigma_{ii} = \sigma_i^2$. The covariance matrix is a square matrix. To qualify as a covariance matrix, $\Sigma$ must be symmetric ($\Sigma = \Sigma^T$) and positive semidefinite ($x^T \Sigma x \geq 0$).

In order to ensure that Cholesky decomposition does not fail, a small error is added to the covariance matrix for numerical reasons, e.g. $\Sigma = \Sigma + \epsilon I_S$, where $I_S$ denotes identity matrix of order $S$, $\epsilon$ denotes small error value. This ensures that eigenvalues of $\Sigma$ do not decay rapidly, which stabilizes the decomposition. Due to the small magnitude of $\epsilon$, it has inconsequential effects on the samples while ensuring numerical stability [34], [35].
Cholesky decomposition is used to calculate the lower triangular matrix, \( L \), for the covariance matrix such that \( \Sigma = LL^T \). \( L \) is also called the Cholesky factor. A lower triangular matrix is convenient because it reduces the calculation of a scenario as \( \mu + LZ \) where \( Z \sim N(0, I) \) to

\[
X_1 = \mu_1 + l_{11}z_1,
\]
\[
X_2 = \mu_2 + l_{21}z_1 + l_{22}z_2, \ldots
\]
\[
X_S = \mu_S + l_{S1}z_1 + l_{S2}z_2 + \ldots + l_{SS}z_S
\]

where \( z_1, z_2, \ldots, z_S \) are independent and identically distributed random variables. The Cholesky factor is utilized to form unique scenarios [36] and is calculated using eigenvalue factorization. Since \( \Sigma \) is symmetric and positive semidefinite, therefore, its eigenvalues \( \lambda_1, \ldots, \lambda_S \) are non-negative. The covariance matrix can be denoted as \( \Sigma = V \land V^T \), where \( V \) is an orthogonal matrix, i.e. \( VV^T = I \), \( \land \) is a diagonal matrix with eigenvalues as diagonal entries. In this case, \( L = V \land^{0.5} \).

Consider \( J \) scenarios are generated for a time-series with \( S \) intervals. The scenario matrix is given as

\[
S_J = \begin{bmatrix}
\mu_1 & \ldots & \mu_1 \\
\mu_2 & \ldots & \mu_2 \\
\vdots & \ddots & \vdots \\
\mu_S & \ldots & \mu_S \\
\end{bmatrix}_{S,J} + \begin{bmatrix}
l_{11} & \ldots & 0 \\
l_{21} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
l_{S1} & \ldots & l_{SS} \\
\end{bmatrix}_{S,J} \text{rnd}(S, J), \tag{2}
\]

where \( \text{rnd}(S, J) \sim N(0, I) \) denotes uniformly distributed random numbers. (2) is used to generate \( J \) number of unique forecast profiles.

**B. Temporal and spatially correlated scenarios**

The proposed scenario generation tool considers the point forecast as the mean shown in (2). The covariance matrix is a function of forecast error calculated based on historical data. The forecast error is assumed to be 1.96 times the standard deviation of the normal distribution. This would ensure that more than 95% of the incidents are covered. The extreme tail events are ignored in the scenario generation. The scenario generation does not consider the spatial correlation. However, the generated scenarios do not ignore spatial correlation entirely. The net load of a node consists of a solar generation as DG and load. Since consumption is assumed positive, therefore, the load is strictly non-negative and DG is negative. The load profile is sampled separately depending on load forecast error and its point forecast, both of which are assumed to be known. On the other hand, DG scenarios are calculated based on its point forecast and associated forecast errors. The DG forecast scenarios are normalized in per kW installed capacity. These scenarios are assumed to be the same for all DGs in the feeder, assuming all DGs are installed in geographical proximity to be not affected by
different levels of solar irradiance. The average spread of 160 Spanish feeders, [37], is a square of size of 158 meters. Therefore, this assumption would be valid for most DNs. Fig. 2 shows input and output of scenario generation.

Fig. 2: Scenario generation decoupling load and generation to consider temporal and spatial correlation.
III. IDENTIFYING ZONES OF A LV DN

Identifying the zones of a LV DN will help the DSO in planning the flexibility needs of a network. Although, the analytical division of a DN is expected to work well, however, due to the sheer number of DN feeders, it becomes crucial to have a standardized framework for dividing DN into zones based on electrical and/or geographical distances. For example, in the UK, there are more than 1.3 million LV feeders [38]. In this section, we develop a clustering framework to identify the best-suited LV DN zonal partition using electrical distance as a measure.

The proposed zone formation solves following challenges: (i) The formation of connected zones requires an incidence matrix based measure, therefore, we consider admittance as a measure. (ii) The admittance matrix cannot be used directly, therefore, spectral decomposition of doubly stochastic matrix is used. (iii) The adequate number of zones is not known a priori. However, to apply unsupervised clustering techniques such as $k$-means, one should know how many clusters are needed. We use silhouette score as a measure for identifying the best number of clusters.

Although, the different methods mentioned above have been well discussed in the literature, in this work, they have been for the first time combined to perform zonal FNA of a DN.

A. Distance measure for clustering

A DN can be represented in standard directed graph notation $G = (N, E, W)$, where $N$ denotes the set of nodes such that $|N| = D$ ($D$ denotes the total number of nodes), $E$ denotes edges and $W$ denotes edge weight matrix. We aim to divide $N$ into $p$ groups $\{M_1, M_2, ..., M_p\}$ such that $M_i \subset N$ and $M_i \cap M_j = \emptyset$, $\forall i \neq j$. The edge weights can be considered as a penalty for cutting that line in the graph while clustering. It also measures the connection strength of two nodes in a graph. A good measure would separate the weakly connected nodes and identify nodes that should be clustered together.

A power network can be clustered based on static network parameters such as line impedance/admittance or dynamic parameters such as power flows, line losses, voltage variations [12], [26], [39]. The electrical distance matrix is used for partitioning LV DNs in [25], [26]. Similar to these prior works, we use the line admittance matrix as the distance measure parameter. The weight $w_{ij} = Y_{ij} = 1/|R_{ij} + jX_{ij}|$, where $Y_{ij}$, $R_{ij}$ and $X_{ij}$ denotes admittance, resistance and impedance between nodes $i$ and $j$ and the edge weight $w : N \times N \rightarrow \mathbb{R}^{\geq 0}$ such that (a) $w_{ij} = w_{ji}$, $\forall i, j$, (b) $w_{ij} = 0$, if $(i, j) \notin E$, (c) $w_{ii} = 0$, $\forall i$.

B. Spectral partitioning

Spectral clustering is used for power network partitioning or creation of zones or network reduction in [26], [27]. Previously described weight matrix cannot be directly used, as the diagonal elements are all zeros.
Authors in [26] use the normalized Laplacian matrix for spectral partitioning. Tutorial [40] transforms the weight matrix into a doubly stochastic matrix. A double stochastic matrix is a special type of Markov matrix where not only each row but also each column add to 1. Spectral properties of doubly stochastic matrices have been detailed in [41]. For this transformed matrix, all eigenvalues are real and smaller than or equal to 1, with one eigenvalue exactly equal to 1. For identifying $k$ partitions in a graph, the $k$ highest eigenvalues and corresponding orthonormal eigenvectors are identified. The eigenvector matrix of the order $N \times k$ is used for DN partitioning, in effect reduces the dimensionality of the problem. $k$-means clustering is used to partition the spectral data points.

C. Goodness of a cluster

Previously, we detailed partitioning a given LV DN into $k$ zones. In this subsection, we deal with identifying the best-suited values of $k$. In a real-world LV DN network partitioning problem, we may not know how many clusters we want. We use performance indices for measuring the goodness of a partition and, based on different values of $k$, identify the best value which fits our needs. In this work, the goodness of a cluster is measured using the mean silhouette index of the network cluster. The silhouette coefficient of a node is a confidence indicator of its association in a group $M_x$ [27], [42]. Rousseeuw [43] proposed an interpretation based on value of silhouette coefficient. The zone selection algorithm is detailed in Appendix A.
IV. DAY-AHEAD FLEXIBILITY PLANNING

Flexibility is referred to as resources that can be activated or deactivated, thus in effect increasing or decreasing the consumption based on the grid’s needs. For a DN, nodal voltages and line loadings should remain within operational bounds. Violation of these limits could damage appliances, affect DN operation, or grid elements. Authors in [11] present two business models for operating electrical flexibility in the context of services provided to transmission and distribution system operators and assisting them to accommodate a greater amount of renewable energy. Depending on the application of flexibility, flexible resources needs can be measured in terms of response speed (or ramp rate), duration (or energy) and direction (ramp up and ramp down power) [44]. Next, the framework for calculating the flexibility needs that DSO procures in the energy market is detailed.

A. Flexibility: definition

Prior work, [45], used three parameters for defining flexibility: (a) ramp rate, (b) power, and (c) energy. The flexibility model used in this work utilizes the power and energy parameters. This model resembles the simple storage model used in [46]. The active power flexibility at node \( i \) and time \( t \) is given as

\[
\Delta P^{\text{flex}}_{i,t} = \Delta P^{\text{flex}+}_{i,t} + \Delta P^{\text{flex}−}_{i,t},
\]

where \( \Delta P^{\text{flex}+}_{i,t} \) and \( \Delta P^{\text{flex}−}_{i,t} \) denotes ramp down and ramp up flexibility, respectively.

Ramp down flexibility decreases the nodal load and is analogous to load curtailment. Ramp up flexibility increases the nodal load and is analogous to generation curtailment. Ramp up flexibility can be provided by consumer loads such as HVAC, water heaters, pool pumps [47] etc. Ramp down flexibility can be provided by solar generation, and also by curtailment of flexible loads. Prosumer energy storage if not fully charged or discharged can provide both ramp up and ramp down flexibility [48]. Note these flexible resources have a limited ramp rate, power and energy to be utilized as flexibility. As an example, the temperature of a water heater can be temporally constrained to be within some bounds of water temperature. If utilized as ramp up flexibility to increase the nodal load, it can only be operated till water temperature hits the upper bound (or the lower bound for ramping down). Thus, to respect technical device and user comfort constraints, we use power and energy constraints to define flexible resources. The ramp down and ramp up flexibility energy for node \( i \) are given as

\[
E^{\text{flex}+}_i = \sum_t \Delta P^{\text{flex}+}_{i,t} \Delta t, \quad E^{\text{flex}−}_i = \sum_t \Delta P^{\text{flex}−}_{i,t} \Delta t,
\]
with

\[
\Delta P_{i,t}^{\text{flex}+} \in [0, \Delta P_{i,t,\text{max}}^{\text{flex}+}], \quad \Delta P_{i,t}^{\text{flex}−} \in [\Delta P_{i,t,\text{min}}^{\text{flex}−}, 0], \quad \forall t, \quad (5)
\]

\[
E_{i}^{\text{flex}+} = [0, E_{i,\text{max}}^{\text{flex}+}], \quad E_{i}^{\text{flex}−} = [E_{i,\text{min}}^{\text{flex}−}, 0]. \quad (6)
\]

Since ramp up and ramp down flexibility levels can compensate each other, therefore, they are dealt with separately in order to correctly assess the DN needs. Next, we describe the metrics used to quantify flexibility needs.

**B. Metrics for day-ahead FNA**

The limits on ramp up and down power and energy needs are infrastructure constraints that the optimization needs to take into account. The needs assessment should provide the temporal and locational needs of the DN. With these inputs and dimensions to the needs assessment problem, the following metrics are utilized:

1) **Objective function:** the optimization minimizes the cost of operation of flexible resources while ensuring network issues are avoided. Assuming ample amount of flexible resource available, there are many solutions that can solve DN issues, some of which could have the same objective function value. In this work, we utilize a flat penalty factor for penalizing the use of ramp down and ramp up flexibilities. The penalty factors are denoted as \( \lambda_{\text{rampDown}} \) and \( \lambda_{\text{rampUp}} \). These factors are fixed for all nodes across all times.

2) **Flexibility power needs assessment metrics:** Ramp up \( (R_{i,t}^{P_{\text{up}}}) \) and ramp down \( (R_{i,t}^{P_{\text{down}}}) \) power (with CC) needs for node or zone \( i \) and time \( t \): the temporal distribution of ramp up and ramp down power needs will often have a fat-tailed distribution, as shown in Fig. 3. Planning for the absolute worst case may lead to drastic over-design of flexibility needs.

3) **Flexibility energy needs assessment metrics:** Ramp up \( (R_{i}^{E_{\text{up}}}) \) and ramp down \( (R_{i}^{E_{\text{down}}}) \) energy with chance constrained needs for node or zone \( i \) denotes the energy needs of DN.

4) The nodal and zonal FNA are compared using the average weighted variance of nodal ramp up and down power and energy needs for all \( t \).

5) **Tuning CC level \((\epsilon_{cc})\) for FNA:** The selection of \( \epsilon_{cc} \) is crucial for DSO to appropriately plan for day-ahead flexibilities. Both over and under procurement is not efficient. We project \( \epsilon_{cc} \) on mean DN voltage and thermal congestion over all generated scenarios. Next, the Pareto optimal level of CC is utilized for reducing DN flexibility activation and reducing DN congestion events. Pareto optimality is frequently used to select between conflicting goals of a multi-objective optimization problem [49].
V. FLEXIBILITY NEEDS ASSESSMENT

A. Notation

A power network consists of nodes ($N$), branches ($E$), generators and loads. Each node $i \in N$ has two variables, i.e., voltage magnitude ($V_{i,t}$) and phase angle ($\theta_{i,t}$) for time $i$ which depends on power injection and load magnitude. The branch admittance $(i, j) \in E$ together with the nodal voltage differences govern the power flow and losses. The subset of nodes with loads connected is denoted as $N_L \subset N$. The active and reactive power demand in these nodes are denoted as $P_{d_i,t}^d$ and $Q_{d_i,t}^d$. Nodes with generators connected is denoted as $N_G \subset N$, have active and reactive power generation denoted as $P_{g_i,t}^g$ and $Q_{g_i,t}^g$.

B. Optimization formulation

The flexibility needs assessment is performed by solving the optimal power flow problem which minimizes the cost of dispatching flexible resources. We solve a multi-period optimal power flow problem with penalties associated with generation and load curtailment, refer to (5). Further, multi-period coupled energy curtailment constraint is considered along with instantaneous curtailed power constraint, refer to (6). The optimization problem is denoted as flexibility needs assessment optimal power flow dispatch or FNA-OPF. FNA-OPF is an adaptation of the resource dispatch tool introduced in [50].

\[
\text{(FNA-OPF)} \quad \min_{\Delta P_{i,t}^{\text{flex}}} \sum_i \left( \lambda_{\text{rampDown}} E_{i}^{\text{flex+}} - \lambda_{\text{rampUp}} E_{i}^{\text{flex-}} \right) 
\]
subject to, \ (5), \ (6)

\[
V_{\text{min}} \leq |V_{i,t}| \leq V_{\text{max}}, \ \forall i \in N, \ t \in \{1, \ldots, T\}, \tag{7b}
\]

\[
(P_{i,t}^g) - (P_{i,t}^d - \Delta P_{i,t}^{\text{flex}}) + jQ_{i,t}^d = \sum_j s_{i,j,t}, \ \forall i, j \in N, \tag{7c}
\]
\[ |s_{i,j,t}| \leq s_{i,j}^{\text{max}}, \quad \forall \ i, j \in \mathcal{N}, \quad (7d) \]
\[
P_{g,i,t} \in [P_{g,\min,i}, P_{g,\max,i}], \quad \forall \ i \in \mathcal{N}_g, \quad (7e) \]
\[
s_{i,j,t} = Y_{ij}^V V_{i,t}^* V_{j,t}^* - Y_{ij}^V V_{i,t}^* V_{j,t}^*, \quad \forall (i,j) \in E \cup E^R, \quad (7f) \]
\[
\angle(V_{i,t}^* V_{j,t}^*) \in [\theta_{i,j}^{\text{min}}, \theta_{i,j}^{\text{max}}], \quad \forall \ i, j \in \mathcal{N}, \quad (7g) \]

where \( s_{i,j,t} \) denote the apparent power flow from node \( i \) to \( j \) at time \( t \). (7b), (7d) and (7g) denote the voltage constraint for nodes, thermal limit constraint and phase angle constraints for branches, respectively. (7c) denotes the nodal balance of active and reactive power in the network. (7e) denotes the generator output power limits. (7f) denotes Ohm’s law.

To avoid that both the ramp up and down flexibility described in (3) are non-zero simultaneously they have been defined as \( \Delta P_{i,t}^{\text{flex}+} \geq 0, \Delta P_{i,t}^{\text{flex}−} \leq 0 \). As such a change in either of them increases the objective function value in (7a). Active power of the generation is not included in the objective function, as this would influence the amount of flexibility activation. Especially, optimization with several components which may come in conflict, it is not clear how these components will affect each other. Furthermore, the active power dispatch is an entirely different problem. The goal of this study is to find out the flexibility needs of a DN provided active power is already dispatched.

C. Robust FNA under uncertainty

Robust optimization is a two-stage optimization problem where the inner level minimizes the objective function and the outer level maximizes the inner-optimization within an uncertainty set [22]–[24], [29]. For the robust FNA, we utilize scenarios for defining the uncertainty set. The inner min-problem solves the FNA-OPF for all generated scenarios. The outer level max-problem finds the robust flexibility levels for all time steps at a day-ahead level. The ramp down and ramp up flexibility needs of a DN is modelled as an empirical cumulative distribution function (ECDF), given as

\[ F_{i,t,+}(z) = \frac{1}{S} \sum_{j=1}^{S} \mathbb{I}_{(-\infty,z]}(\Delta P_{i,t}^{\text{flex}+} \text{ for scenario } j), \forall i,t, \quad (8) \]
\[ F_{i,t,-}(z) = \frac{1}{S} \sum_{j=1}^{S} \mathbb{I}_{(-\infty,z]}(\Delta P_{i,t}^{\text{flex}−} \text{ for scenario } j), \forall i,t, \]
where identity function is given as
\[ I_{(-\infty,z]}(y) = \begin{cases} 
1, & \text{if } y \leq z, \\
0, & \text{otherwise,} 
\end{cases} \] (9)

Based on ECDF, the chance constrained robust flexibility needs of the distribution network are identified as below
\[ (\Delta P_{i,t}^{\text{flex}+})^* = F_{i,t,+}^{-1}(1 - \epsilon_{cc}), \]
\[ (\Delta P_{i,t}^{\text{flex}-})^* = F_{i,t,-}^{-1}(\epsilon_{cc}), \] (10)

where \( \epsilon_{cc} \in [0, 1] \) denotes the chance constraint level.

The load profiles and their associated forecast error profiles are utilized by generating 1000 scenarios. These scenarios are used as input for FNA-OPF. Note that to obtain a feasible solution in all the scenarios, we solve FNA-OPF where each load and/or generation can be curtailed. The activated flexibility is analysed as shown in Fig. 3. The chance constraint level will denote the amount of risk in the procurement of flexibility. If the \( \epsilon_{cc} \) is too low, then the risk for over-procurement is high. However, if the \( \epsilon_{cc} \) is too high, then the risk of under-procurement is high, see (10). Based on a CC level, the nodal ramp up and ramp down power and energy needs of a DN are identified. These nodal needs’ assessment is aggregated into the zones identified in Section III.
VI. Numerical case studies

A. System description

The DN considered is an adaptation of one of the Spanish LV feeders described in [37]. The DN consists of 76 nodes and 75 branches connecting the nodes. 52 loads are connected in 28 DN nodes, implying many nodes have more than one load connected. The network diagram is shown in Fig. 12 (in Appendix A). The network used in this work along with load profiles can be found on GitHub [51]. The numerical simulations are performed using PowerModels.jl in Julia / JuMP [52]. Since the FNA-OPF problem is nonconvex, therefore, IPOPT solver [53] is utilized to solve (7). The feasibility of the solution of FNA-OPF is verified using power flows.

The load and PV distributions are selected so as the network issues are visible for significant periods. The total load of the DN seen at substation over a day is 2.719 MWh. Total installed PV is equal to 338 kW peak, with a cumulative PV generation over a day of 1.709 MWh. Based on the above load profiles, referred to as nominal nodal profiles, 1000 scenarios are generated using Cholesky decomposition and shown in Fig. 4. For the scenario generation, the forecast error for nodal load is assumed to be 30% and PV generation is assumed to be 40%. Note from Fig. 4, that the load perturbations are reduced during aggregation at the substation, however, PV generation due to high simultaneity factor leads to significantly high fluctuations during the day. For the nominal load profile, the self-sufficiency is 62.85% which means a substantial part of consumer load is met using PV generation. The voltage set-point at the slack bus is set at 1.01 per unit.

Due to high PV installations and high peak loads during late evening, we observe DN voltage and thermal constraint violations. For the 1000 scenarios generated, we observe that only 57.03% of optimal power flow calculations are feasible for all time steps using an iteration limit of 3000. We observe under voltage (voltage < 0.95)) for 6.165% of the samples in all scenarios, and 3.275% of samples we observe over-voltage (voltage > 1.05). Thermal overload is calculated by performing OPF with relaxed network constraints, as OPF output for infeasible cases are not reliable. Power flow calculations are used for all non-feasible OPF solutions. We observe thermal over-loads for 0.11% of samples over all samples, i.e., (number of scenarios)×(number of nodes)×(number of time steps in 1 scenario).

The mean silhouette score for the 76 node network based on the best cluster evaluation described is shown in Fig. 5. The mean silhouette score for 12 clusters is 0.8487. The high silhouette score implies the nodes in a cluster are strongly related to each other and weakly related to other nodes in the other clusters. Fig. 12 shows the zones of the DN. Note that the naming of zones is arbitrarily selected based on k-means centroid.
Fig. 4: Net load seen at transformer with 1000 scenarios. (A) shows the nominal aggregate load profile without PV generation, (B) shows the nominal aggregate load profile with PV generation.

Fig. 5: Silhouette score for 76 node network with 12 zones
B. Case study 1: Flexibility needs assessment

FNA-OPF is executed for unbounded power and energy flexibilities. Thus, we identify the minimum amount of flexibility needed to avoid all network issues in all scenarios. FNA based on chance constraint level of 5% is shown in Figure 6. The distribution of flexibility needs is fitted using a normal distribution. Note from Fig. 6 that the quality of the approximation depends on the distribution of the flexibility needs for all scenarios. We utilize an empirical cumulative distribution function for applying chance constraint as normal distribution fit, shown in Fig. 6(a). From the numerical results we observed that the error between FNA calculated by applying chance constraint level on the inverse ECDF and on an approximate Gaussian fit is less than 1% for most points, however, few instances had an error exceeding 5%. Since the distribution of FNA of a DN is not known, ECDF is used for all subsequent results. Note for ramp up flexibility, the chance constraint level is \((1 - \epsilon_{cc})\) level because of the sign reversal.

![Ramp up flexibility (kW) needs for node 52 at time 13:00h](image)

![Ramp down flexibility (kW) needs for node 76 at time 23:00h](image)

Fig. 6: FNA calculation based on normal distribution fit and CC quartiles. The error between inverse ECDF and quantile of approximate normal distribution fit is 0.33% and 0.02% respectively.

Fig. 7 shows the nodal ramp up and ramp down flexibility power needs of the DN. The nodal needs are aggregated into zones of the DN. Zonal flexibility power needs are shown in Fig. 8. The figure shows that the majority of generation and load flexibility is needed in zones 1, 3, 4, 5, 6, and 11. Note that these zones are located at the end of the distribution feeder. The locational disparity of prosumers can be reduced by
implementing a flexibility market. The participation of flexible resources in such a market can create an additional revenue stream for such prosumers and can alleviate the locational disparity.

From Table I it can be observed that normalized flexibility needs if aggregated in zones will have a reduction in standard deviation (STD) compared to nodal flexibility needs. The mean and STD denotes the parameters for the normal distribution fitted to the histogram of ramp up and down flexibility power needs. We observe that in this numerical case study that the zonal flexibility needs have an STD which is 43.48% and 57.85% less for ramp up and down nodal flexibility needs. Thus, zonal flexibility needs assessment is more immune to uncertainty. The aggregation of uncertain parameters leads to the reduction in variance of uncertainty is a well known concept [54].

Table I shows that a significant amount of ramp up and ramp down flexibility is needed for DN, with network issues less than 10% of the time. In our numerical example, mean ramp up and down needs are around 9.2% and 12.1% respectively. With growing DG integration, the need for flexibility planning will be
Fig. 8: Zonal flexibility power needs with $\epsilon_{cc} = 0.05$

crucial for maintaining the reliability of DN.

Fig. 9 shows the impact of the chance constraint level on the flexibility energy needs. The heavy tail distribution can be avoided by a small value of CC. Choosing $\epsilon_{cc} = 5\%$ can reduce ramp up energy needs by 68\% and ramp down energy needs 40\%, respectively. The CC level can also be used for identifying the criticality of a resource in ensuring DN reliability, as shown in the next section.

1) Projecting CC levels on network issues: The CC levels are analogous to the risk DSOs are willing to take while planning for DN flexibility in a day-ahead setting. It will be useful to understand how the CC levels project on avoiding probable network issues. We perform traditional OPF calculations with different levels of CC for FNA. The network voltage and thermal congestions are analysed and listed in Table II. where the mean values of probabilities over 1000 scenarios are provided. Note for the $\epsilon_{cc} = 5\%$, the mean under-voltage probability reduced from 6.165\% for no flexibility to 0.076\%, a reduction of 98.77\%. The mean over-voltage probability is reduced by 84.2\% and thermal over-load probability is reduced by 77.9\%. The mean hours of congestion (thermal and/or voltage) for $\epsilon_{cc} = 5\%$ is reduced by 93.23\%. As expected, a robust FNA with $\epsilon_{cc} = 0$ will eliminate all DN issues. From Tab. II we observe that CC levels cannot be directly projected on probable DN issues and will be governed by DN layout and the nodal distribution of demand. Next, we discuss the mechanism for selecting the appropriate CC-level for FNA.

2) Pareto optimal tuning of CC level: The FNA of a DN is governed by network layout and nodal load profiles. A Pareto front is built for the two conflicting goals of reducing the amount of flexibility needed, and probable network congestion. Fig. 10 shows that the Pareto optimal value of the CC-level for the considered DN is 5\%.
C. Case study 2: Marginal value of energy and power

Flexible resources are valued differently in different types of markets [55]. The goal of this case study is to quantify the marginal impact of energy and power constraints for flexible resources. The ramp up and down energy and power constraints are tightened in 10\% steps, in order to evaluate: (a) marginal increase in objective function value of FNA-OPF, (b) calculate the percentage feasibility of 100 scenarios, (c) cumulative ramp up and (d) cumulative ramp down energy needs. These metrics are shown in Fig. 11. The key observations from this study are:
TABLE II: Projecting CC levels on probabilities of network congestion

| CC level % | Under voltage % | Over voltage % | Thermal over load % | % of hours with congestion |
|------------|-----------------|----------------|--------------------|--------------------------|
| No flexibility | 6.165 | 3.275 | 0.110 | 46.36 |
| With robust CC 5 | 0.076 | 0.518 | 0.024 | 3.138 |
| FNA planning 20 | 0.544 | 1.440 | 0.082 | 12.16 |
| 40 | 2.079 | 2.563 | 0.153 | 26.43 |

Fig. 10: Tuning CC level using Pareto optimality.

- The marginal cost for ramp up and down power is more than two times that of the energy. This is observed in Fig. 11(a) where the marginal increase in the objective function is more than 487% compared to the unconstrained objective function value for FNA-OPF. This marginal increase is due to a reduction in flexibility power ranges by 60%. However, for up to 80% reduction in energy constraint over a day, the marginal increase in the objective function is around 186%. Similar trends can be observed for other combinations of simultaneous tightening of power and energy constraints.

- The percentage of feasible FNA-OPF calculations is shown in Fig. 11(b). It is expected that the feasibility will reduce with tighter flexibility power and energy constraints. Note that we limit the levels of power and energy bounds tightening to 0.6 and 0.8 respectively, as the majority of points are infeasible for any further tightening. The solutions with extremely high levels of tightening are unreliable, as in such...
VII. CONCLUSION

Power system flexibility will be crucial for reliable operation of distribution network for ensuring a large scale integration of distributed generation and new loads such as electric vehicle. An optimization-based framework for calculating the day-ahead flexibility needs of a distribution network is presented in this work. This flexibility needs assessment tool considers future uncertainties in the form of PV generation and demand scenarios. The FNA-OPF identifies nodal ramp up and ramp down power and energy needs of a distribution network, which minimizes the cost of dispatching flexible resources. Based on the distribution of flexibility needs, a chance constraint-based robust needs assessment is performed to avoid under or over procurement of such resources. In the first case study, this needs assessment is evaluated for a zonal partition of the distribution network. The appropriate number of zones is determined based on electrical distance measure.
and spatial partitioning. It is observed that zonal needs assessment is more immune to future uncertainties, and DSOs can utilize this feature along with nodal flex needs assessment for flexibility planning and operation. The second case study illustrates the impact of the flexibility bounds for power and energy on the flexibility needs and the marginal cost of additional flexibility. We observe that the marginal impact of tighter power flexibility constraints on activation cost is more than twice compared to energy flexibility constraint. Finally, a mechanism for DSOs to tune the level of chance constraint for FNA-OPF, considering the flexibility needed and probable network congestion reduction, is demonstrated in this paper.

In future work, we use the need assessment for developing a strategy to select bids in flexibility markets. The purpose of zonal analysis is to assist DSOs in finding alternative resources in the same zone in case the nodal flexibility needs identified are not available in the flexibility market. Further, the impact analysis on power and energy flexibility constraints can be utilized to determine the best suitable location and size of flexibility sources in the network.
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APPENDIX

The silhouette coefficient of node \( j \in M_x \) is calculated as, \( s_j = \frac{b_j - a_j}{\max\{b_j, a_j\}} \), where \( a_i \) denotes the mean distance between node \( j \) and all other nodes in the group \( M_x \) and \( b_j \) denotes the mean distance between node \( j \) and all other nodes not in the group \( M_x \). The mean silhouette score of a group \( M_x \) is given as \( S_x = \frac{1}{|M_x|} \sum_{i=1}^{|M_x|} s_i \), where \( |M_x| \) denotes the number of nodes in the group \( M_x \). The mean silhouette score of a \( k \) partitioned network is given as \( SC_T^k = \frac{1}{k} \sum_{x=1}^k S_x \). For a given network, vary \( k \) to maximize the value of \( SC_T^k \). Note \( SC_T^k \) may be high for a small number of clusters which may not suit the application, therefore, the selection of best \( k \) which increases \( SC_T^k \), is a design problem.

The algorithm for selecting the best number of zones that maximizes the mean silhouette score is detailed below. The output of the algorithm is the ideal number of zones for our flexibility assessment application.

**Algorithm 1** Zones of distribution network

**Inputs**: Network details, \( SC_T^k = [\] \).

1: Calculate admittance matrix, \( Y \), for the network,
2: Make the electrical distance matrix double stochastic,
3: Set value of \( k = 2 \) clusters.
4: Calculate \( k \) the largest eigenvalues and eigenvectors.
5: Use \( k \)-means clustering and calculate \( SC_T^k \) and concatenate,
6: Increment \( k \) till \( k \leq N \) and Goto Step 4,
7: Analyse \( SC_T^k \) vector to select the best suited number of zones. The best suited number of zones depends on (a) how many clusters will meet the required application for which clusters are formed, and (b) silhouette score of the cluster. For example, if the silhouette score is very high for very few numbers of clusters, but it does not meet our purpose, then we may opt for a lower silhouette score.

The network diagram and the zones are shown in Fig. 12.
Fig. 12: Network diagram with 12 zones indicated