Classifying Forest Type in the National Forest Inventory Context with Airborne Hyperspectral and Lidar Data
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Abstract: Forest structure and composition regulate a range of ecosystem services, including biodiversity, water and nutrient cycling, and wood volume for resource extraction. Forest type is an important metric measured in the US Forest Service Forest Inventory and Analysis (FIA) program, the national forest inventory of the USA. Forest type information can be used to quantify carbon and other forest resources within specific domains to support ecological analysis and forest management decisions, such as managing for disease and pests. In this study, we developed a methodology that uses a combination of airborne hyperspectral and lidar data to map FIA-defined forest type between sparsely sampled FIA plot data collected in interior Alaska. To determine the best classification algorithm and remote sensing data for this task, five classification algorithms were tested with six different combinations of raw hyperspectral data, hyperspectral vegetation indices, and lidar-derived canopy and topography metrics. Models were trained using forest type information from 632 FIA subplots collected in interior Alaska. Of the thirty model and input combinations tested, the random forest classification algorithm with hyperspectral vegetation indices and lidar-derived topography and canopy height metrics had the highest accuracy (78% overall accuracy). This study supports random forest as a powerful classifier for natural resource data. It also demonstrates the benefits from combining both structural (lidar) and spectral (imagery) data for forest type classification.
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1. Introduction

Forests play an important role in the global carbon cycle, thus forest monitoring is critical to understanding and quantifying forest dynamics and the impact of climate change on forest ecosystems [1,2]. Alaska is the largest state in the USA and the boreal forests within the interior region of the state account for approximately 17% (520,000 km²) of the nation’s forestland. [3]. Interior Alaska is also warming faster than many places on Earth, with a mean annual temperature increase of 2.06 degrees Celsius between 1949–2016 [4,5]. Climate projections indicate continued increases in average annual temperature and precipitation in the coming years, with some models predicting up to five degrees Celsius increase in annual temperature and 50% increase in precipitation by 2080 [6]. These projected changes have potential impacts on livelihoods and resource management. Although much of interior Alaska’s forests are remote and inaccessible, many households within the rural communities of interior Alaska are dependent on the nearby forest resources for heat/energy, building materials, and wildlife habitat [7]. As a result, interior Alaska’s
communities are interested in assessing the available supply of forest biomass in Alaska’s forests for use in the production of bioenergy [8]. In addition, understanding biomass and how it is distributed within different forest types in Alaska helps us to quantify and measure changes in boreal forests under climate change [9].

The USDA Forest Service Forest Inventory and Analysis (FIA) program provides vital information for assessing the status of forests in the United States. Prior to 2014, interior Alaska was not included in the FIA program due to the extreme remoteness and inaccessibility of the region. In 2014, a pilot project was established to begin the work of surveying interior Alaska, starting with the Tanana valley region of the state. This area included the Tanana Valley State Forest and Tetlin National Wildlife Refuge, which were sampled at a 1:4 intensity (or one plot per 97.12 km², or 24,000 acres) on a hexagonal grid [10].

While these new FIA plots were being established for the 2014 Tanana pilot project, high-resolution airborne remote sensing data were acquired by NASA Goddard’s Lidar, Hyperspectral and Thermal (G-LiHT) Airborne Imager to augment the relatively sparse sample of FIA field plots. This new suite of sensors developed by scientists at NASA maps the composition, structure, and function of terrestrial ecosystems with coincident, high (~1 m²) spatial resolution hyperspectral, thermal, and lidar data. [11]. Together, these multi-sensor data provide a novel opportunity to assess forest conditions in the areas covered by the G-LiHT swaths at the scale of individual tree crowns.

One of the standard measures in the FIA plot protocol is the condition class within each plot. Forest type is a primary condition class attribute recorded at each plot and is defined as the species of tree with the dominant stocking of live trees that are not overtopped [12]. In Alaska this essentially records the dominant canopy tree species present at a given plot. If there are no trees present or if the trees do not meet a specific tree canopy cover threshold (10%), then the plot is considered non-forest [13]. These data provide a field reference for the distribution of different species throughout the forests. For species that frequently occur in mixed stands, the dominant species information is a categorical indicator of condition class, not a continuous measure of canopy cover by species. In combination with the G-LiHT data, condition class data for each plot location can be used to classify forest type throughout that Tanana valley of interior Alaska.

In this study, we developed and applied a methodology for classifying FIA-defined forest type across the Tanana Inventory Unit (TIU) of interior Alaska using the fusion of G-LiHT hyperspectral and lidar data [10,11]. These structural and spectral data from G-LiHT, and the field data from the newly installed FIA plots, provide the information necessary to predict forest type within the TIU. We evaluated different classification algorithms and combinations of hyperspectral and lidar data to identify the model with the highest classification accuracy, and then applied the best model to G-LiHT data across the TIU to compare modeled versus observed forest type information from FIA forest inventory plots. Although interior Alaska has only six main canopy tree species, the combination of small crown sizes, open canopy structure, and mixed stands creates challenges for classifying forest type, even with high-resolution multi-sensor airborne data. Similar studies have used hyperspectral and lidar data to classify tree species with machine learning models [14,15], but none have used the combination to classify forest type, a unique metric in the USDA Forest Service FIA inventory. The potential to accurately classify forest type using airborne remote sensing data is important to support multi-level forest inventories as well as broader assessments in regions where FIA plots were not installed but hyperspectral and lidar data are available.

2. Materials and Methods

2.1. Study Location

This study was conducted within the Tanana Inventory Unit (TIU) located within the Tanana Valley of Interior Alaska (Figure 1).
The TIU covers 136,482 km$^2$ and is dominated by six tree species: black spruce (*Picea mariana*), white spruce (*Picea glauca*), tamarack (also referred to as larch, *Larix laricina*), Alaska paper birch (*Betula papyrifera* var. *neoalaskana*), quaking aspen (*Populus tremuloides*), and balsam poplar (*Populus balsamifera*). Forests in the TIU often have open canopy structures that promote the establishment and growth of understory and ground cover vegetation, including shrubs such as dwarf birch (*Betula* spp.) and willow (*Salix* spp.) [16–20] (Figure 2).
2.2. FIA Field Data

The modern FIA program implements a multi-phase sampling design. The first phase uses ancillary data, such as satellite or aerial imaging, to stratify the land area by cover type. The second phase is the installation and measurement of permanent ground plots, so long as any portion of the plots contain forest land. In the standard FIA inventory implemented in the lower 48 states, the plots are typically established based on a hexagonal tessellation of the landscape, with one ground plot randomly located in each 24.28 km$^2$ (or 6000-acre) hexagon. The plots are laid out such that there is one central subplot, and 3 outer subplots that are each 36.576 m (120 ft) from center-to-center (Figure 3). The 2014 pilot project in the Tanana Valley of Interior Alaska implemented the same plot design within a sparser 97.12 km$^2$ (24,000 acre) regular hexagon grid, due to the cost and accessibility issues associated with these plots [10]. At each subplot, forest type was measured by field crews who determined the dominant species present within each condition and recorded this as forest type. Only one forest type is assigned for each measured condition. This method is standard for all USDA FIA plots collected on public lands throughout the United States and thus could not be modified for the purposes of this study.

![Figure 3. FIA plot layout. From the center subplot (subplot 1), the other subplots are located at azimuths of 360° (subplot 2), 120° (subplot 3), and 240° (subplot 4). There is 36.576 m (120 ft) horizontal distance between the center of subplot 1 and the other subplot centers.](image)

2.3. G-LiHT Data

G-LiHT data were acquired in July–August 2014, coincident with the establishment of FIA plots. Airborne data were acquired as a systematic sample of strips, spaced every 9.2 km (Figure 1); additional flight lines were designed to acquire data over other research study sites.

Lidar point clouds were processed to obtain digital terrain models (DTM) from the ground-classified points and canopy height models (CHM) from the highest point in each grid cell, each at 1-m resolution [21]. The DTM was processed to obtain topography metrics using the gdaldem function within the gdalUtils package in R [22], including slope, aspect, topographic roughness index (TRI), topographic position index (TPI), and roughness [23]. The CHM was processed to obtain canopy metrics using the GridSurfaceStats command line utility in FUSION [21]. This resulted in metrics for max height, potential volume, surface area ratio, surface volume, and surface volume ratio. All DTM and CHM metrics were averaged over each circular subplot (7.3 m radius) (Figure 3).

The G-LiHT hyperspectral data were radiometrically calibrated [11] and converted to at-sensor reflectance for 114 bands approximately equally spaced between 418 and 918 nm at 1 m spatial resolution. The hyperspectral data were further processed in R to obtain a variety of hyperspectral vegetation indices, each of which describe a different and unique spectral characteristic of vegetation. In total, 27 metrics were tested to capture the unique characteristics of each forest type. When aggregating the hyperspectral indices, shadow...
pixels were eliminated by removing pixels that fell into the lower 10% quantile in three indices: Normalized Difference Vegetation Index (NDVI), photochemical reflectance index (PRI), or Red Edge normalized difference vegetation index (RENDVI) [24,25]. These shadow pixels were removed in all vegetation indices before averaging over each circular subplot.

Nine hyperspectral vegetation indices were calculated to estimate vegetation structure (Table 1): Enhanced Vegetation Index (EVI), NDVI Inverse Simple Ratio (ISR NDVI), NDRE Inverse Simple Ratio (ISR NDRE), Normalized Difference in Red Edge (NDRE), Normalized Difference Vegetation Index (NDVI), Simple Ratio (SR), Simple Ratio Red Edge (SR Red Edge), Visible Atmospheric Resistant Index (VARI), and the Green Vegetation Index (VI green).

### Table 1. Metrics describing vegetation structure.

| Index                                      | Equation                                                                 | Reference |
|--------------------------------------------|--------------------------------------------------------------------------|-----------|
| Enhanced Vegetation Index (EVI)            | $(2.5 \times (-R_{\text{Red}}))/((R_{\text{NIR}} + (6 \times R_{\text{Red}}) - (7.5 \times R_{\text{Blue}}) + 1))$ | [26]      |
| NDVI Inverse Simple Ratio (ISR NDVI)       | $(1 - \text{NDVI})/(1 + \text{NDVI})$                                   | [27,28]   |
| NDRE Inverse Simple Ratio (ISR NDRE)       | $(1 - \text{NDRE})/(1 + \text{NDRE})$                                   | [28]      |
| Normalized Difference in Red Edge (NDRE)   | $(R_{\text{NIR}} - R_{\text{(Red Edge)}/(R_{\text{NIR}} + R_{\text{(Red Edge)}})$ | [29]      |
| Normalized Difference Vegetation Index (NDVI) | $(R_{\text{NIR}} - R_{\text{Red}})/(R_{\text{NIR}} + R_{\text{Red}})$  | [30]      |
| Simple Ratio (SR)                          | $R_{\text{NIR}}/R_{\text{Red}}$                                         | [31]      |
| Simple Ratio Red Edge (SR Red Edge)        | $R_{\text{NIR}}/R_{\text{(Red Edge)}}$                                  |           |
| Visible Atmospheric Resistant Index (VARI)  | $(R_{\text{Green}} - R_{\text{Red}})/(R_{\text{Green}} + R_{\text{Red}})$ | [32]      |
| Green Vegetation Index (VI green)          | $(R_{\text{Green}} - R_{\text{Red}})/(R_{\text{Green}} + R_{\text{Red}})$ | [32]      |

Six hyperspectral indices were calculated to characterize biochemical pigments in vegetation (Table 2): Pigment Specific Normalized Difference (PSND a and b), Plant Senescence Reflectance Index (PSRI), Pigment Specific Simple Ratio (PSSR a and b), and Structure Insensitive Pigment Index (SIPI).

### Table 2. Metrics describing biochemical pigments in vegetation.

| Index                                      | Equation                                                                 | Reference |
|--------------------------------------------|--------------------------------------------------------------------------|-----------|
| Pigment Specific Normalized Difference (PSND a) | $(R_{\text{(Red Edge)}} - R_{\text{675}})/(R_{\text{(Red Edge)}} + R_{\text{675}})$ | [33]      |
| Pigment Specific Normalized Difference (PSND b) | $(R_{\text{(Red Edge)}} - R_{\text{Red}})/(R_{\text{(Red Edge)}} + R_{\text{Red}})$ | [33]      |
| Plant Senescence Reflectance Index (PSRI)   | $(R_{\text{680}} - R_{\text{500}})/R_{\text{750}}$                    | [34]      |
| Pigment Specific Simple Ratio (PSSR a)      | $R_{\text{(Red Edge)}}/R_{\text{675}}$                                 | [35]      |
| Pigment Specific Simple Ratio (PSSR b)      | $R_{\text{(Red Edge)}}/R_{\text{Red}}$                                 | [35]      |
| Structure Insensitive Pigment Index (SIPI)  | $(R_{\text{(Red Edge)}} - R_{\text{445}})/(R_{\text{(Red Edge)}} - R_{\text{660}})$ | [36]      |

In addition, six chlorophyll-specific indices were calculated from the 1 m hyperspectral data (Table 3): Chlorophyll Absorption Ratio (CARI), Chlorophyll Index Red-Edge (CI Red Edge), Carter and Miller index (CSM), Carter and Miller red-edge index (CSM Red Edge), Datt Index (Datt), and Modified Chlorophyll Absorption Ratio (MCARI).

### Table 3. Metrics describing chlorophyll content in plants.

| Index                                      | Equation                                                                 | Reference |
|--------------------------------------------|--------------------------------------------------------------------------|-----------|
| Chlorophyll Absorption Ratio (CARI)        | $(R_{\text{700}} - R_{\text{670}}) - 0.2 \times (R_{\text{700}} - R_{\text{550}})$ | [37]      |
| Chlorophyll Index Red-Edge (CI Red Edge)   | $R_{\text{NIR}}/R_{\text{(Red Edge)}} - 1$                               | [38]      |
| Carter and Miller index (CSM)              | $R_{\text{Red}}/R_{\text{NIR}}$                                         | [39]      |
| Carter and Miller red-edge index (CSM Red Edge) | $R_{\text{(Red Edge)}}/R_{\text{NIR}}$                               | [39]      |
| Datt Index (Datt)                          | $(R_{\text{NIR}} - R_{\text{(Red Edge)}})/(R_{\text{NIR}} - R_{\text{Red}})$ | [40]      |
| Modified Chlorophyll Absorption Ratio (MCARI) | $((R_{\text{700}} - R_{\text{670}}) - 0.2 \times (R_{\text{700}} - R_{\text{550}})) \times R_{\text{700}}/R_{\text{670}}$ | [41]      |

Finally, six indices were calculated to evaluate anthocyanin (Table 4) and carotenoid (Table 5) pigment content: Anthocyanin Content Index (ACI), Anthocyanin Reflectance Index (ARI), Modified Anthocyanin Reflectance Index (mARI), Red/Green Ratio Index (RGR), and two Carotenoid Reflectance Indices (CR1, CR2).
Table 4. Metrics describing anthocyanin content in plants.

| Index                                      | Equation                                    | Reference |
|--------------------------------------------|---------------------------------------------|-----------|
| Anthocyanin Content Index (ACI)             | $R_{\text{Green}}/R_{\text{NIR}}$          | [42]      |
| Anthocyanin Reflectance Index (ARI)        | $1/R_{\text{Green}} - 1/R_{\text{(Red Edge)}}$ | [43]      |
| Modified Anthocyanin Reflectance Index (mARI) | $(1/R_{\text{Green}} - 1/R_{\text{(Red Edge)}}) \times R_{\text{NIR}}$ | [38]      |
| Red/Green Ratio Index (RGRI)               | $R_{\text{Red}}/R_{\text{Green}}$          | [44]      |

Table 5. Metrics describing carotenoid content in plants.

| Index                                      | Equation                                    | Reference |
|--------------------------------------------|---------------------------------------------|-----------|
| Carotenoid Reflectance Index (CRI1)       | $1/R_{510} - 1/R_{550}$                     | [45]      |
| Carotenoid Reflectance Index (CRI2)       | $1/R_{510} - 1/R_{700}$                     | [45]      |

Carotenoid Reflectance Index (CRI 1 and 2) describe carotenoid content (Table 5).

2.4. Data Sub-Setting

In total, 632 FIA subplots were covered by the G-LiHT data used in this study. The nested subplot design of FIA plots leads to an issue of pseudo replication. Subplots that lie within the same plot are only 36.576 m (120 ft) from one another, and thus are more likely to be spectrally and texturally similar to each other when compared to plots in different parts of the forest, based on spatial autocorrelation in both forest and topographic characteristics (Figure 3). Consequently, the models are more likely to classify the forest types of these subplots correctly, even if they trained on a different subplot within the same plot. Despite issues of pseudo replication, all subplots were retained in to provide more complete coverage of forest types in the TIU (Table 6), given the small tree sizes and high degree of spatial heterogeneity in vegetation structure, topography, and moisture conditions in the TIU. The dataset itself is small because it was collected using the USDA Forest Service’s FIA methodology that was adapted for use in remote regions of Alaska. This methodology led to a relatively small dataset, making this an ideal case study for evaluating the feasibility of using remote sensing to fill in the gaps where field data could not.

Table 6. Number of subplots for each forest type class.

| Forest Type   | Number of Subplots |
|---------------|--------------------|
| Aspen         | 23                 |
| Balsam Poplar | 7                  |
| Black Spruce  | 280                |
| Cottonwood    | 12                 |
| Paper Birch   | 175                |
| Tamarack      | 4                  |
| White Spruce  | 93                 |
| Non-Forest    | 38                 |

Most studies that focus on the FIA subplots overcome this issue of pseudoreplication by selecting only one subplot per plot and eliminating the remaining plots from the analysis [46,47]. Subsetting to a single subplot per plot in this study would result in an insufficiently representative sample of subplots for both training and validation (Table 6). Thus, all subplots were used in this analysis, but it must be recognized that pseudo replication is present. Until there are enough subplots of each forest type, this issue cannot be addressed further. This is an important tradeoff that comes with using a “real world” dataset rather than experimental study data collected specifically for use with remote sensing. Bootstrap aggregating, or bagging, was tested, but did not improve model performance [48].
2.5. Model Development

We tested five classification algorithms: Random Forest, Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Naive Bayes Classifier (NBC), and Multinomial Logistic Regression. These five algorithms were chosen because they are commonly used in ecological classification studies but have not been simultaneously compared in any other known ecological study. These were also readily available through packages in R, which is a widely used programming language in USDA Forest Service Research and Development. It should be noted that other languages such as MatLab and Python also offer packages to simultaneously compare Machine Learning algorithms.

Random forest is a machine learning algorithm commonly used in ecological studies as it frequently outperforms other algorithms. Random Forest uses an ensemble of decision trees that are split at each node using a random subset of input predictors. This is repeated a set number of times and used to create models for prediction of classes [49,50]. Random forest is unique when compared to other classification algorithms because it estimates the importance of a predictor variable by determining how much the out of bag (OOB) error increases when data for that variable are permuted while others are left unchanged [49]. Of the multiple ways of measuring variable importance, we used mean decrease in accuracy to measure variable importance rather than mean decrease in Gini [51]. Support vector machines use hyperplanes in an n-dimensional space to separate and distinguish distinct classes in a dataset [52,53]. K-Nearest Neighbor classifiers find the k closest training vectors in Euclidean space to the validation set, and determine the class based on a majority vote of the k training vectors [54,55]. A naive Bayes classifier is a probability-based classifier that uses Bayes’ theorem and assumes conditional independence and a Gaussian distribution in the predictor metrics. The model computes the conditional posterior probability of the response and uses that to perform classifications [56–59]. Multinomial logistic regressions use a logistic regression to predict the probability of different classes given a set of independent predictor variables. In this study, all Multinomial Logistic Regression models were fit using neural networks [60].

These five classification algorithms were tested to determine the best algorithm for classifying forest type from hyperspectral and lidar data. The overall and kappa prediction accuracies for each model were compared among models. Overall prediction accuracy is defined as the rate at which the model correctly predicts a given class, or forest type in this case. It is calculated by taking the sum of the total number of correct predictions divided by the total number of predictions made. Kappa accuracy, or the kappa coefficient of agreement, is a commonly used metric in remote sensing that accounts for the expected error rate. Kappa is calculated by subtracting the expected accuracy (E) from the observed accuracy (O), and dividing that by 1 minus the expected accuracy [61]:

\[
\frac{O - E}{1 - E} \tag{1}
\]

Though commonly used, the kappa statistic remains controversial in the field of remote sensing, which is why it was used in combination with overall accuracy in this study [62].

When necessary, parameters within the models were tuned to improve accuracy (Table 7). In the case of Random Forest models, 5000 trees were used instead of the default 500 to boost model performance and obtain a more consistent estimation of variable importance between different model runs [51]. The final Random Forest model used 15,000 trees to ensure extremely stable estimates of variable importance [49,51]. When tuning the Support Vector Machine, a variety of tuning parameters were tested (cost values between \(10^{-1}\) and \(10^{2}\) and gamma values of 0.5, 1, 2). The best parameters were selected from the tuning function and used in the final models with a radial kernel. In the K-Nearest Neighbor models, k values between 0 and 100 were tested to determine the k value that resulted in the highest prediction accuracy. This “best” k value was selected for each model using an optimization script. In the case of the Naive Bayes Classifier and Multinomial Logistic Regression models, all default parameters were used.
Table 7. Classification algorithms in this study and their associated R functions and packages, as well as the run specifications for each model.

| Classification Algorithm                                      | R Function | R Package | Model Run Specifications                                                                 |
|---------------------------------------------------------------|------------|-----------|-------------------------------------------------------------------------------------------|
| Random Forest                                                | randomForest | randomForest | ntrees = 5000                                                                                     |
| Support Vector Machine (both Tuned and Untuned)              | svm        | e1071     | Tuning parameters were set to values between: cost = $10^{(6-12)}$ and gamma = c (0.5, 1, 2) |
|                                                               |            |           | The best parameters were selected and used in the final models.                               |
| K-Nearest Neighbor                                           | knn        | class     | K values between 0 and 100 were tested, the value that resulted in the most accurate predictions was used in the final models. |
| Naive Bayes Classifier                                       | naiveBayes | e1071     | Default                                                                                         |
| Multinomial Logistic Regression                              | multinom   | nnet      | Default                                                                                         |

We tested six combinations of predictor data with each classification algorithm to investigate the contributions from structural and spectral metrics to overall model accuracy. The predictor inputs can be summarized as four data types: raw hyperspectral bands, hyperspectral vegetation indices, DTM metrics, and CHM metrics. In the first predictor input group, all available data for the subplots were input into the model. This group was not tested in the Multinomial Logistic Regression models as there were too many predictor inputs. In the second predictor group, most of the raw hyperspectral bands (excluding one band each for red, green, blue, near infrared, and red edge) were removed and only the hyperspectral vegetation indices and the DTM and CHM metrics were included. The other four predictor groups consisted of inputs from a single predictor data group: all 114 raw hyperspectral bands, hyperspectral vegetation indices and 5 raw bands (one band each for red, green, blue, near infrared, and red edge; Table 8), DTM metrics, and CHM metrics.

Table 8. Raw hyperspectral bands used in predictor data groups.

| Index                  | Equation |
|------------------------|----------|
| Red (R_Red)            | R_650    |
| Green (R_Green)        | R_550    |
| Blue (R_Blue)          | R_475    |
| NIR (R_NIR)            | R_710    |
| Red Edge (R_(Red Edge))| R_800    |

All available subplot data were used in a 3-fold cross validation to ensure that all data were included in both validation and training. K-fold cross validation is a common practice in machine learning [63]. The 3-fold cross validation used in this study held ~33% of the data for validation and ~66% for training, and then was rotated so that different thirds of the data were used in 3 different “folds” for each modeling algorithm tested. Within each of the 3 cross validation sets, the distribution of each forest type remained consistent to ensure that forest type distribution in the validation sets did not impact results when comparing between sets. These models were used to make predictions over the validation data and compared with the known values for each of the 3 models. This ensures that a prediction was made on every data point within the model and reduces the likelihood of overfitting the model by validating and training on the same data. In total, there were 15 separate models (3 models for each of the 5 classification algorithms) which were compared for each response input.

2.6. Model Application

The two best performing models (Random Forest and Multinomial Logistic Regression) were applied over a portion of the TIU to assess model performance over the G-LiHT data swaths. The model predictions were compared with FIA plot designations for forest type where available by overlaying the model prediction raster and the FIA plot locations at a 13 m² resolution. A 13 m² resolution was used to compensate for the 1 to 3 m misalign-
ment between the hyperspectral and lidar data. The raster cell that intersected with the plot center was used in comparing the model classification to the FIA plot designation of forest type for that location (Figure 4).

![Figure 4](image.jpg)

**Figure 4.** Example of G-LiHT data swaths displaying: (a) canopy height model and RGB composite; (b) and Multinomial Logistic Regression forest type predictions for the same area.

3. Results

3.1. Model Validation

3.1.1. Random Forest

Random forest with hyperspectral vegetation indices, DTM metrics, and CHM metrics as model inputs had the highest accuracy and kappa of all the classification algorithms and model inputs tested, at an overall accuracy of 78% and a kappa of 0.66 (Table 9). The kappa value of 0.66 indicates substantial agreement (0.61 < kappa < 0.8 [64]) between the known and predicted forest types for each subplot. Table 9 shows the combined accuracy of the three validation “folds” tested for the random forest model. Each of these three validation folds consisted of a unique subset of the data, thus by combining the three we were able to get the overall accuracy of the entire dataset.

| Model Inputs Included                                      | Accuracy | Kappa |
|------------------------------------------------------------|----------|-------|
| Hyperspectral Bands and Vegetation Indices, with DTM and CHM Metrics | 75%      | 0.62  |
| Hyperspectral Vegetation Indices, with DTM and CHM Metrics  | 78%      | 0.66  |
| CHM Metrics                                                 | 69%      | 0.54  |
| Hyperspectral Vegetation Indices                            | 67%      | 0.5   |
| Hyperspectral Bands                                         | 45%      | 0.23  |
| DTM Metrics                                                 | 65%      | 0.47  |

The kappa value of 0.66 indicates substantial agreement (0.61 < kappa < 0.8 [64]) between the known and predicted forest types for each subplot [64].

When all available data were included in the model (hyperspectral bands and vegetation indices, with DTM and CHM metrics), the results were also promising, with accuracy reaching 75%. In this model, the kappa value, 0.62, also indicated substantial agreement between known and predicted forest type [64]. The other model inputs tested were the individual model inputs: CHM Metrics, Hyperspectral Vegetation Indices, Hyperspectral Bands, and DTM Metrics. These models all resulted in moderate accuracies, with CHM metrics resulting in the highest accuracy at 69% overall and a kappa value of 0.54, indicating just moderate agreement (0.41 < kappa < 0.6 [64]) between known and predicted forest type. The lowest accuracy and kappa were obtained when inputting only hyperspectral
bands, with an accuracy of 45% and a kappa of just 0.23. The raw hyperspectral band data was significantly less predictive than the band-derived hyperspectral vegetation indices.

3.1.2. Support Vector Machine

The SVM model had a relatively high accuracy in the “best” model with 74% accuracy and a kappa of 0.60 (Table 10). Once again, the highest accuracy model resulted from the inclusion of three data types, the hyperspectral vegetation indices with DTM and CHM metrics. The second most accurate SVM model was the model with hyperspectral vegetation indices as inputs at 65%, with a kappa value indicating moderate agreement.

Table 10. Combined validation set accuracy and Kappa values for Support Vector Machine models.

| Model Inputs Included                                           | Accuracy | Kappa |
|----------------------------------------------------------------|----------|-------|
| Hyperspectral Bands and Vegetation Indices, with DTM and CHM Metrics | 46%      | 0.1   |
| Hyperspectral Vegetation Indices, with DTM and CHM Metrics     | 74%      | 0.6   |
| CHM Metrics                                                    | 48%      | 0.26  |
| Hyperspectral Vegetation Indices                               | 65%      | 0.47  |
| Hyperspectral Bands                                            | 44%      | 0.2   |
| DTM Metrics                                                    | 48%      | 0.27  |

3.1.3. K-Nearest Neighbor

The K-Nearest Neighbor (KNN) models had moderate overall accuracy at ~64% overall with almost all model inputs (Table 11). DTM metrics had the lowest accuracy of any KNN model, at just 48% accuracy. The most accurate model included only hyperspectral vegetation indices, but there was not a significant difference in accuracy between this model input and other data combinations (excluding DTM metrics).

Table 11. Combined validation set accuracy and Kappa values for K-Nearest Neighbor models.

| Model Inputs Included                                           | Accuracy | Kappa |
|----------------------------------------------------------------|----------|-------|
| Hyperspectral Bands and Vegetation Indices, with DTM and CHM Metrics | 65%      | 0.49  |
| Hyperspectral Vegetation Indices, with DTM and CHM Metrics     | 64%      | 0.45  |
| CHM Metrics                                                    | 64%      | 0.47  |
| Hyperspectral Vegetation Indices                               | 66%      | 0.49  |
| Hyperspectral Bands                                            | 65%      | 0.47  |
| DTM Metrics                                                    | 48%      | 0.28  |

3.1.4. Naive Bayes Classifier

Although maximum likelihood models like the Naive Bayes Classifier (NBC) are standard in classification-focused studies, in this case the NBC model performed the worst overall. Of all NBC model inputs tested, the model that included three data types (hyperspectral vegetation indices with DTM and CHM metrics) was the most accurate at 54% overall accuracy and a kappa of 0.38 (Table 12). The worst performing model included only hyperspectral bands and had an overall accuracy of just 20% and a kappa of 0.08.

Table 12. Combined validation set accuracy and Kappa values for Naive Bayes Classifier models.

| Model Inputs Included                                           | Accuracy | Kappa |
|----------------------------------------------------------------|----------|-------|
| Hyperspectral Bands and Vegetation Indices, with DTM and CHM Metrics | 45%      | 0.28  |
| Hyperspectral Vegetation Indices, with DTM and CHM Metrics     | 54%      | 0.38  |
| CHM Metrics                                                    | 22%      | 0.13  |
| Hyperspectral Vegetation Indices                               | 49%      | 0.31  |
| Hyperspectral Bands                                            | 20%      | 0.08  |
| DTM Metrics                                                    | 38%      | 0.18  |

3.1.5. Multinomial Logistic Regression

The Multinomial Logistic Regression model (MLR) had the third highest overall accuracy at 71% (Table 13). The highest accuracy models were obtained with hyperspectral
vegetation indices, with DTM and CHM metrics as model inputs. This is consistent with most other classification algorithms tested in this study. The second most accurate model input was hyperspectral vegetation indices, which was also commonly observed as the second most accurate input in other models.

Table 13. Combined validation set accuracy and Kappa values for Multinomial Logistic Regression models.

| Model Inputs Included | Accuracy | Kappa |
|-----------------------|----------|-------|
| Hyperspectral Vegetation Indices, with DTM and CHM Metrics | 71% | 0.58 |
| CHM Metrics | 48% | 0.27 |
| Hyperspectral Vegetation Indices | 68% | 0.52 |
| Hyperspectral Bands | 45% | 0.25 |
| DTM Metrics | 50% | 0.32 |

3.2. Random Forest Model Variable Importance

Random forest with hyperspectral vegetation indices and DTM and CHM metrics as model inputs had the highest overall and kappa accuracy of all the classification algorithms and model inputs tested. Thus, a single model was produced using all subplots. This model was used to assess variable importance. The metric used to assess variable importance was mean decrease in accuracy, a common metric used in Random Forest studies [65,66].

The canopy height model (CHM) values were shown to be the most important predictor, followed by roughness, surface volume ratio, and elevation (DTM). Canopy height is often the single most important lidar variability in forest studies, indicating that different forest types in this region have different canopy heights on average. The roughness and surface volume ratio capture differences in canopy texture between different forest types, and elevation is well known in ecology as a key attribute of site conditions that influences forest type. These predictor variables were followed by the Datt hyperspectral vegetation index [40] and topographic roughness index (TRI). Datt is sensitive to chlorophyll content, an important factor that helps discriminate among forest types. TRI is a topographic index that indicates the texture of the terrain. It is well known that topography is an important predictor of species distribution in plants [67,68]. It should be noted that many of these predictor variables are highly correlated, thus this may not be truly representative of which predictors are most important.

3.3. Forest Type Class Prediction Accuracies

The three most accurate models were the Random Forest, SVM, and MLR models which included hyperspectral vegetation indices and DTM and CHM metrics. For random forest, the confusion matrix shows the model predicted black spruce and paper birch forest types most accurately, and balsam poplar least accurately. The random forest model also frequently confused white spruce with black spruce and paper birch. Black spruce and paper birch are the most common forest types in the TIU, followed by white spruce (Table 14).

Table 14. Confusion matrix for Random Forest model. Bolded values represent correct predictions.

| Reference | Non-Forest | White Spruce | Black Spruce | Tamarack | Cottonwood | Aspen | Paper Birch | Balsam Poplar |
|-----------|------------|--------------|--------------|----------|------------|-------|-------------|---------------|
| Non-Forest | 20 | 52.63% | 2 | 2.13% | 2 | 0.71% | 1 | 25% | 0 | 0% | 0 | 0% | 1 | 0.52% | 1 | 14.29% |
| White Spruce | 1 | 2.63% | 40 | 31.41% | 4 | 1.63% | 0 | 0% | 3 | 25% | 3 | 25% | 6 | 5.00% | 2 | 28.57% |
| Black Spruce | 9 | 23.68% | 19 | 20.43% | 262 | 93.57% | 2 | 50% | 1 | 6.33% | 8 | 24.14% | 23 | 12% | 1 | 14.29% |
| Tamarack | 0 | 0% | 1 | 1.08% | 0 | 0% | 1 | 25% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% |
| Cottonwood | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% |
| Aspen | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 6 | 24.19% | 1 | 0.52% |
| Paper Birch | 7 | 18.42% | 23 | 24.73% | 12 | 26.09% | 0 | 0% | 1 | 25% | 6 | 24.14% | 1 | 14.29% | 0 | 0% |
| Balsam Poplar | 1 | 2.63% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% | 0 | 0% |

Both Random Forest and SVM achieved high accuracies in the two most common classes, paper birch and black spruce, but had lackluster results in the less common classes, tamarack, cottonwood, aspen, and balsam poplar. The MLR model had very
different results—it excelled in predicting the least common species and achieved moderate accuracies in the more common species Table 15). None of the three models had high accuracy for cover types with intermediate abundance (white spruce, non-forest). Overall, MLR had more consistently accurate performance when predicting forest type, despite having a slightly lower overall accuracy when compared to the equivalent Random Forest and SVM models.

Table 15. Comparison of class and overall accuracy for Random Forest, SVM, and Multinomial Logistic Regression. Bold text indicates the highest accuracy for each forest type and most acute model overall.

| Forest Type     | Random Forest | Support Vector Machine | Multinomial Logistic Regression | Total # of Plots |
|-----------------|---------------|------------------------|-------------------------------|-----------------|
| Non-Forest      | 52%           | 13%                    | 51%                           | 38              |
| White Spruce    | 51%           | 33%                    | 50%                           | 93              |
| Black Spruce    | 94%           | 93%                    | 66%                           | 280             |
| Tamarack        | 25%           | 25%                    | 84%                           | 4               |
| Cottonwood      | 58%           | 16%                    | 75%                           | 12              |
| Aspen           | 26%           | 52%                    | 83%                           | 23              |
| Paper Birch     | 83%           | 87%                    | 67%                           | 175             |
| Balsam Poplar   | 0%            | 0%                     | 70%                           | 7               |
| **Overall Accuracy** | 78%           | 73%                    | 71%                           |                 |

3.4. Model Application

The models were applied to predict forest type over a portion of the raw G-LiHT collected over the TIU and predictions were compared with FIA plot designations for forest type where available. Random Forest performed well when predicting Non-Forest, Black Spruce, Cottonwood, and Paper Birch. MLR only had high accuracies in predicting paper birch and mid-range accuracies with Non-Forest (Table 16).

Table 16. Models were applied over a subset of the G-LiHT swaths in the TIU and compared with FIA plot values. This table describes the accuracies of those FIA plot forest type vs. model prediction.

| Forest Type     | RF Model Predicted Class | MLR Model Predicted Class |
|-----------------|--------------------------|---------------------------|
| Non-Forest      | 88%                      | 65%                       |
| White Spruce    | 23%                      | 0%                        |
| Black Spruce    | 94%                      | 45%                       |
| Tamarack        | 0%                       | 0%                        |
| Cottonwood      | 100%                     | 0%                        |
| Aspen           | 0%                       | 36%                       |
| Paper Birch     | 85%                      | 84%                       |
| Balsam Poplar   | 0%                       | 0%                        |

4. Discussion

This study aimed to provide an exploratory comparison of techniques for classifying forest type using well-known accuracy statistics and widely available FIA data. Previous studies have worked to answer similar questions and achieved promising results. One study compared the accuracies of Support Vector Machines (SVM), K-Nearest Neighbor, and Gaussian maximum likelihood with leave-one-out-covariance algorithms for the classifications of tree species using both hyperspectral and lidar data [14]. They found that the SVM classifier was the most accurate, yielding just over 89% kappa accuracy. This study also found SVM yielded higher accuracy than the K-Nearest Neighbor classifier, but the Gaussian maximum likelihood (GML) with leave-one-out-covariance algorithm was not tested. Instead, a naive Bayes classifier which is based on GML assumptions was tested and found to perform the worst of any model. This contradicts the findings with the GML model in [14] which found their GML algorithm outperformed the K-Nearest Neighbor algorithm. This difference is likely due to differences in GML and KNN algorithm and model parameters used in each study.

A second study compared the results of classifying seven tree species and a non-forest class in the Southern Alps of Italy using hyperspectral and lidar data with Support Vector
Machines and Random Forest [15]. They found that SVM consistently outperformed Random Forest, achieving 95% overall accuracy. This differs from our findings which revealed that Random Forest outperformed SVM models, no matter the model input, achieving 77.53% overall accuracy with the best Random Forest model, and 73.89% with the best SVM model. This is likely due to differences in data pre-processing, especially in the case of hyperspectral data wherein [15] performed a minimum noise fraction transformation to reduce the data dimensionality. Both minimum noise fraction transformations and principal component analyses (PCA) are common data reduction steps when working with hyperspectral data [69]. Neither were performed in this study as it would impact the interpretability of the results and make it challenging to compare across the different algorithms.

A second factor that may have influenced the difference in results between both [14,15] and this study are the model parameters used. In both SVM and KNN models, users must supply parameters to build the models. In this study, optimization scripts were used to test different model parameters and choose those that resulted in the highest accuracy. In the case of the KNN model, 100 different k-values were tested. For the SVM, multiple cost and gamma values were tested. Additionally, this study used a radial kernel for the SVM, while studies [14,15] used different kernels (a Gaussian kernel was used in the 2008 paper [14], and the kernel used in the 2012 paper [15] was not specified). All these differences in parameters used makes for difference in the final results.

Within the training data there could be a significant difference between forest type as defined by the FIA protocol at the scale of a mapped condition (which must meet certain minimum size criteria, >1 acre, etc.) and the tree species present at a given location, or even subplot scale. In the FIA inventory, forest type (on conditions with >10% tree canopy cover) is based on the tree species with the dominant stocking. This means that on any given subplot, the actual forest composition may be much more mixed than is captured by a single forest type class. A subplot with 51% stocking (or tree cover) of white spruce is spectrally very different from a plot that is 100% white spruce, but the methods here treat both examples as the same class. Though this is the method for forest type classification used by the USDA Forest Service throughout the US, it can create challenges when using this data as ground truth for multispectral classification algorithms, and likely contributed to lower accuracies for white spruce and other species that commonly form mixed stands. Future studies may consider using different field validation data and carrying out a hypothesis test to determine if differences in accuracies between models are statistically significant. Additionally, future studies should consider reporting precision and recall, as opposed to overall accuracy, to compare between models [70]. Each of these steps would allow for better reporting of the uncertainty associated with each measure of accuracy and make for better comparison between classification algorithms.

Unlike the potential loss of accuracy due to the spectral mixing within subplots, the nested plot design in this study likely inflated overall accuracy. The FIA protocol is designed such that, for each plot, there are four subplots on which forest type information is collected. There are just 36.576 m (120 ft) between the center subplot and the surrounding three subplots. This leads to an issue of pseudo replication and spatial autocorrelation as the outer three subplots are so close together that they are likely to include similar vegetation. In this study, each subplot was treated as if it was unique and independent of others. This likely led to an inflation in accuracy which cannot be overcome until a more balanced dataset with more equal representation of all forest types within the TIU is available.

Imbalanced datasets are common in ecological studies using natural datasets. While we hope that more data will become available for future research to improve the imbalanced nature of the data in this dataset, we identified multiple ways to overcome the impacts of imbalanced datasets. One common method is to sample the dataset so that there is an equal number of samples in each class that is equal to or less than the size of the smallest class. For example, in this case the smallest forest type class (Tamarack) has four subplots of that class. This methodology would require that for every other forest type class, just
four subplots are sampled and used in model training and validation to ensure that the number of samples of each class is the same. This was not feasible in this study because only four samples per class is not enough to train and validate a representative model, so this type of down sampling was not performed.

A second method of overcoming this issue is to oversample the dataset so that each class is sampled with replacement until it reaches a quantity that is typically greater than or equal to the largest class in the dataset. This same methodology can be performed in an ensemble called bootstrap aggregating, or bagging. Bagging is the process by which one samples a dataset D of length \( n \) with replacement, to generate a new dataset D1 of length \( m \) wherein each class is equally represented [48].

In this case, bagging was implemented in all models to test its impact overall and kappa accuracy. Each class was sampled with replacement until we reached a set equal in length to the largest class within the dataset (280 data points). In most cases, bagging did not improve overall or kappa accuracy. In the cases where accuracy was improved, most models were already performing so poorly that the improved accuracy still did not make the algorithm or model inputs a contender for the best algorithm and inputs. Thus, bagging was not included as a part of this study.

The primary objective of the study was to assess the potential for classifying forest type in the context of a national forest inventory program using high-resolution airborne data. While pseudo replication caused by the nested plot design used in this study, and overfitting of the model in the less common forest types, such as tamarack and poplar, are issues that should be addressed in future studies to provide a full accounting of the classification uncertainty, the results of this study indicate the potential for application of machine learning algorithms to classify forest types in the forest inventory context using a combination of field measurements and high-resolution airborne remote sensing data. As this FIA effort in Alaska continues, leading to more FIA plots and G-LiHT data collected throughout the state, the sample size for every forest type will increase significantly, possibly allowing pseudoreplication to be dealt with by using just one subplot from each plot to represent the entire plot. Alternatively, training and validation datasets could be selected using independent datasets distinct from the FIA field plot sample (at representative sites such as experimental forests, etc.) and then the resulting model could be applied to the FIA field data and G-LiHT data, which would allow for a straightforward assessment of accuracy across the FIA plot sample (although obviously also requiring the collection of an additional, expensive data set).

Future studies could use alternative methods for reducing correlation, and dimensionality, of the input data through PCAs or other techniques. It is also important to note that the variables used in this study are not the only lidar and hyperspectral data-derived metrics that can be used to describe forest composition. There are a multitude of other metrics, from lidar grid metrics to other hyperspectral vegetation indices that have been used in previous studies and may increase model performance [71,72]. Additionally, when aggregating the hyperspectral and lidar metrics over each subplot, using a standard deviation of the metrics instead of or in addition to the average of the metrics may also improve model performance.

5. Conclusions

Overall, the Random Forest classification algorithm resulted in the highest overall and kappa accuracy. There are many factors that make ecological data complex and difficult to model [73,74]. Many studies use Random Forests to overcome these complexities and still yield high prediction accuracies [75,76]. This was likely also the case in this study, resulting in the highest overall accuracy coming from Random Forest.

The MLR model with hyperspectral vegetation indices, DTM metrics, and CHM metrics had the best performance when predicting individual classes, especially rarer classes. This may indicate that the MLR model would be a more suitable model in cases where the objective is to accurately predict rare classes. It also indicates that it may be more
suitable to use multiple models when predicting forest type. One could use Random Forest for predicting the more common forest types, and MLR for predicting the less common forest types.

This study also tested a multitude of model inputs and found that including hyperspectral vegetation indices, DTM metrics, and CHM metrics as model inputs yielded the highest overall and kappa accuracy with almost all classification algorithms. Each of these model input groups describe different ecological factors that are essential for distinguishing forest types.

Topography plays an important role in the distribution of vegetation across the landscape, and the topographic variables that can be derived from a DTM can in predicting vegetation distribution [67,77,78]. Unsurprisingly, when these model inputs were tested with all subplots in one Random Forest model, roughness, topographic roughness index, and elevation were found to be extremely important in predicting forest type.

The canopy height model describes the over story structure and can be used to describe species composition when used alongside optical sensors [79–81]. In this study, we used both the raw canopy height model and a multitude of CHM-derived metrics to describe the over story. Canopy height was found to be the most important predictor for forest type, with surface volume ratio following close behind.

When it comes to hyperspectral model inputs, including the raw hyperspectral band data with the hyperspectral vegetation indices and CHM and DTM metrics in the Random Forest model decreased accuracy. While it is unclear exactly why this is, we hypothesize that the 114 hyperspectral bands are so highly correlated that they had a negative impact on prediction accuracies. Additionally, transforming the raw hyperspectral data into vegetation indices allows for the data to be relativized, which can boost model performance in many cases.

In summary, this study concluded that:

1. Of all classification algorithms tested, Random Forest resulted in the highest overall and kappa accuracy.
2. A combination of structural and spectral metrics resulted in the highest overall accuracy, including Canopy Height and Digital Terrain model metrics with hyperspectral vegetation indices and five raw hyperspectral bands.
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