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Abstract

Conversational agents and assistants have been used for decades to facilitate learning. There are many examples of conversational agents used for educational and training purposes in K-12, higher education, healthcare, the military, and private industry settings. The most common forms of conversational agents in education are teaching agents that directly teach and support learning, peer agents that serve as knowledgeable learning companions to guide learners in the learning process, and teachable agents that function as a novice or less knowledgeable student trained and taught by a learner who learns by teaching. The Instructional Quality Assessment (IQA) provides a robust framework to evaluate reading comprehension and mathematics instruction. We developed a system for pre-service teachers, individuals in a teacher preparation program, to evaluate teaching instruction quality based on a modified interpretation of IQA metrics. Our demonstration and approach take advantage of recent advances in Natural Language Processing (NLP) and deep learning for each dialogue system component. We built an open-source conversational agent system to engage pre-service teachers in a specific mathematical scenario focused on scale factor with the aim to provide feedback on pre-service teachers’ questioning strategies. We believe our system is not only practical for teacher education programs but can also enable other researchers to build new educational scenarios with minimal effort.

1 Introduction

In the era of remote teaching due to governmental regulations and stay-at-home orders for COVID-19, remote teaching methodologies have come to the forefront of education and training. Virtual conversational agents have been used for a variety of training scenarios to train teachers and nurses in many different contexts (Datta et al., 2016). Virtual conversational agents refers to an online interactive system where a user is able to dialogue and receive responses in turn. all future references to conversational agents will refer to this definition of virtual conversational agents. Conversational agents, often characterized as dialogue systems, are common in customer support representative applications (Yan et al., 2017). In education, they have been used extensively for interpreting the content of the conversation, integrating and assimilating information, and providing feedback (Chhibber and Law, 2019). However, as pointed out by Smutny and Schreiberova (2020) very few conversational agents used in education use recent advances in machine learning and deep learning, instead relying on simple decision trees. This reinforces the need for more research and development on artificial intelligence–based methods to support content-specific conversations. A conversational agent deployed through a web interface, as opposed to software implementations, for teacher learning has multiple benefits. Two of the prominent benefits are that this approach can easily be scaled to reach more in-service and pre-service teachers as well while also providing a cost-effective way to build systems that can be scaled to new teaching scenarios as multiple dialogue system components can be reused. The dialogue manager and semantic sentence-level components can be used for different mathematical scenarios as long as the assessment component remains unchanged. In this case the term assessment is referring to pre-service teacher evaluation as opposed to a students understanding of a mathematical topic. In this work, we combine the advances in NLP and deep learning research with a modified version of the Instructional Quality Assessment (IQA) (Boston, 2012) framework to build a scenario to be used in teacher
education settings. Our goal in this project is to assess and give teachers immediate feedback on the quality of their instructional moves using a specific scenario on a given mathematical topic.

Research demonstrates that the Instructional Quality Assessment provides a robust framework for evaluating teachers’ instructional practice in mathematics classrooms. Our demonstration uses a modified version of the IQA that focuses on the strategy of teachers’ questions during one-on-one or class discussions through a web-based platform that allows for pre-service teachers to receive real-time feedback on the quality of their questioning. Although our demonstration centers on using an adapted version of IQA as the assessment component, our modular architecture can be used to incorporate alternative evaluation schemes as well.

A critical challenge of developing dialogue systems in a new domain is the requirement of large data sets for the different components of the dialogue system (intent classification, slot filling for dialogue state tracking, and the dialogue policy). In education, where data collection can itself prove a significant challenge, especially given a need for increased domain expert annotations, our system is developed with only a small amount of annotated data: around two thousand sentences that are labeled with one of four adapted IQA classes. Note that this system is not necessarily better than existing approaches that use annotated training data for each component of the dialogue system, rather, this system is a compromise because dialogue systems are challenging to build in low- or no-data amount scenarios. What our system demonstrates is a solution to developing a highly-manipulable scenario given minimal domain-expert annotated data that can be used to support virtual feedback for pre-service teachers.

Our contributions are as follows:

- An open-source web-platform for assessment of the quality of teachers’ mathematical questioning
- A process that allows for scenario development with minimal training data
- Direct feedback to pre-service teachers on the quality of mathematical questioning by relying on the state of the art NLP components
- A framework in which new scenarios can be deployed with minimal change in components

by relying on transfer learning and weak supervision

2 Related Work

Virtual human-based simulations can provide meaningful, deliberate practice for learning a wide range of teaching skills during teacher preparation as well as extended practice for advanced skills for in-service teachers. Dialogue systems for conversational agents can be built in two different approaches: End-to-end approaches that combine all of the dialogue system stages require large-scaled labeled training data and component-based systems which require less data, but each component needs to be trained separately. Component-based systems have the advantage of allowing certain components to be reused for similar contextual scenarios. Our work utilizes the latter approach leveraging unstructured data collected from web and textbooks as knowledge bases. Our dialogue policy is a combination of handcrafted rules by education domain experts, and dialogue states are tracked through a reading comprehension based approach highlighted by Gao et al. (2019). The most common approach for dialogue state tracking is the “slot-value” pairs approach. In this scenario, different stages of the dialogue are often framed as a multi-class classification task (Mrkšić et al., 2015). While this approach is well-studied, the decision to use the reading comprehension based approach in this system is based on the ability to incorporate pre-trained models for dialogue state tracking.

The assessment component for the pre-service teachers’ questioning strategy is an adapted version of IQA. The IQA has been developed by the Learning Research and Developmental Center at the University of Pittsburgh since 2002 (Matsumura et al., 2006). The IQA offers a holistic assessment of mathematical instruction, including the academic rigor of the specific tasks and student and teacher discussion surrounding the task (Pianta and Hamre, 2009). The IQA has been further validated by its developers in subsequent research (Boston and Candela, 2018). More recent developments suggest that the IQA can be used not only as an assessment tool but also as a feedback tool to help teachers actively improve their instruction (Boston and Candela, 2018).

The questions that teachers ask are essential for promoting students’ meaningful mathematical discourse. The academic rigor component (Junker
et al., 2005; Boston, 2012) of the IQA builds on earlier classifications of teacher questions (e.g., Boaler and Brodie (2004), distinguishes between “probing and exploring” questions that ask students to clarify their ideas or the connections between them, and “procedural and factual” questions that elicit facts or yes/no responses). The IQA is intended to be used in contexts where cognitively demanding mathematical tasks are implemented and is well suited for fine-grained teacher professional development such as that which focuses on teacher questioning (Boston et al., 2015). Another advantage of utilizing IQA is the limited categories as a high number of categories results in very complex dialogue policies (Yan et al., 2017).

Given the limited amount of time domain experts may have for annotating data, several methods to improve label efficiency were explored. Weak supervision techniques, as highlighted by Ratner et al. (2016) provides the two-fold benefit in that it requires less human labeling than would otherwise be required for training. An additional benefit of Weak supervision is that noisy data and the accuracy of each annotator can be taken into account for classification. Ratner et al. (2016) has shown that weak supervision systems are better than generic majority vote approaches. Noisy label data for model classification has also been studied by deep-learning-based approaches (Guan et al., 2018) and proven effective.

3 Data and Tools

3.1 Classification Model Data
A primary purpose of this conversational agent is in its ability to provide feedback for pre-service teachers. This requires the ability to classify each statement or question using the selected assessment rubric which in this implementation is an adapted IQA rubric. The categories of the adapted IQA measure were set by education domain experts and iterated on over the course of several months for the purposes of classification and feedback for pre-service teachers. The adapted IQA measure includes the following categories of questions:

- **Probing and Exploring**: Clarifies student thinking, enables students to elaborate their own thinking for their own benefit and the class. Points to underlying mathematical relationships and meanings and makes links among mathematical ideas. (e.g., Explain to me how you got that expression?)
- **Procedural and Factual**: Elicits a mathematical fact or procedure; Requires a yes/no or single response answer; Requires the recall of a memorized fact or procedure (e.g., What is the square root of 4?)
- **Expository and Cueing**: Provides a mathematical cueing or mathematical information to students. (e.g: To solve this problem you need to double this side, then take that number and multiply it by 3.)
- **Other**: This refers to all other conversations not related to the above topics. (e.g: Close your books, Why didn’t you use graph paper?)

Annotators also had the opportunity to flag any data as a “data issue” which would represent a transcript preprocessing error or another issue indicating the data could not be labeled such as incoherent text or blank text.

The data used for the adapted IQA evaluation rubric was developed from transcriptions of audio recordings of teachers in whole-class and teacher-student conversations that took place in elementary mathematics classrooms using different mathematics curricula across the United States. The de-identified dataset was shared from an NSF-sponsored project that had previously collected the recordings to answer separate research questions. Students engaged with a project purposed to help them understand different geometry concepts like scale factor, dimensions, surface area, and volume of rectangular prisms. The students recorded the observations from a given visualization and explained the impact of the scale factor. The data collected for the development of this scenario contained 2826 questions. The unique question along with the context, or speaking turn, in which the question was uttered were both provided as reference for the annotators to use during labeling.

We had 5799 total labeled data instances. There were five total annotators: three expert teachers as well as two pre-service teachers. The total number of annotators fluctuated during different stages of the annotation process resulting in varied amounts of labels generated by each annotator. The time to label each data point averaged between 5.2 to 6.7 seconds per annotator. The total number of unique labeled sentences was 2826. The total distribution of labels between the four assessment categories ranged from 856 to 2133. We used weak supervision based approaches to combine the labeled
3.2 Labeling Platforms

Two labeling platforms were used extensively for this project: Labelbox (Labelbox, 2020) and Label Studio (Tkachenko et al., 2020). While both platforms were simple and straightforward to use, Label Studio enabled the building of custom user interfaces with several improved features such as keyboard shortcuts that allowed annotators to more easily onboard and complete labeling tasks more efficiently.

Each individual question was labeled with a context reference that allowed annotators to see the entire speaking turn of the teacher. The decision to include context came after previous iterations of labeling questions resulted in an inter-annotator agreement of below 0.50, which subsequently increased to 0.66 after including context. An example of the Label Studio labeling interface is shown in Figure 1.

Our data collection approach relied on weak supervision and learning with noisy labels strategies. In this paradigm noisy labels acquired either through human labels or machine learning models are cost effective to acquire. In the scenario in which domain expert annotators are available (in our case, expert teachers), noisy disagreements between annotators can be leveraged to build high accuracy models (Ratner et al., 2016; Guan et al., 2018). Weak supervision approaches are scalable, enabling easy adaptation to multiple mathematical scenarios, one of the key contributions and focuses of this project.

3.3 Knowledge Base Data

The knowledge-base of dialogue systems can be very complex depending on the scenario for which the dialogue system is being built (Yan et al., 2017). For this initial demonstration scenario the conversational agent represents a student with some level of understanding of the topic scale factor. The knowledge base relies on unstructured knowledge about scale factor collected from the web and textbooks in which text compiled is in the format of plain text. As our system is intended to reflect a students understanding of a topic, which is reasonably im-
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| Context |
|---------------------------------|
| ['Alright nice job, thank you very much.'], ['Alright, Joelle please give her a high five, cheer her on, thank you for leading that for us today.'], ['Alright, so this morning our job was to fill out our post it note.'], ['Alright, we were to write our own definition for area, our own definition for perimeter, because we’ve been talking about this for about the past four days now.'], ['Alright and we’re going to be jumping in to how to measure volume today.'], ['Alright?'], ['What did our target say about volume?'], ['Are we measuring liquid volume today?'], ['What did our target say?'], ['I like that a lot of you are turning around to refer to that.'], ['What are we measuring?'], ['Arian?'] |

| Question |
|---------------------------------|
| What did our target say? |
| Probing and Exploring[1] |
| Procedural and Factual[2] |
| Expository and Cueing[3] |
| Other[4] |
| Data Issues[5] |

Select order in case you have a preference
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Task ID: 5636952

![Figure 1: Labeling interface for annotation](image)
perfect, contradictory sources of information are not a primary concern. In fact a knowledge base with contradictory information may be leveraged to support more robust answering. Additionally, the expected level of understanding of a student for a given topic is likely to be documented in instructional materials readily available on the web and therefore collecting this data is a simple way to develop a knowledge base. Future efforts will address identifying grade-appropriate filtering that may improve interaction by generating a more realistic student profile with a grade-reflective knowledge-base.

The text collected from the web was not cleaned, labeled, or annotated. Basic pre-processing included removing references to figures or hyperlinks to other web pages. Once the plain text reference base was compiled, we then separated the text into sections of no more than 512 words. This processing step was done so that an entire section could be directly used as the input in the response generation discussed further in the methods section.

Relying on unstructured knowledge bases is critical to rapidly developing and deploying new conversational agent scenarios. Unstructured texts on varying mathematical topics are readily available from websites and video transcripts. Our framework allows for a simple way to incorporate newly generated external knowledge bases as a way to scale to additional scenarios. The ability to use unstructured knowledge as the key input of our knowledge base is possible due to the recent advances in question-answering models, reading comprehension tasks, and readily available libraries such as Huggingface Transformers (Wolf et al., 2020).

3.4 Platform Interface and Hosting

The application was built with Django, a Python web application development framework. Credentials must be generated and are required prior to using the interface. The interface includes an Institutional Review Board (IRB) consent form as well as a description of the scenario to include topic, expected student understanding of topic (Beginner, Intermediate, Advanced), and student grade level. Screenshots of the application are included in the Appendix.

4 Methods

The overall architecture of our conversational agent is depicted in Figure 2. As discussed, a central component of our demonstration is evaluating and providing feedback of pre-service teacher instruction. For this initial version of the scenario, domain experts provided a specified rubric for pre-service teachers to meet that clarifies the types of IQA categories desired within a session. One sample rubric evaluates if the teacher is asking at least one "probing and exploring" question, one "expository and cuing" question, and one "procedural and factual" question. This rubric can be changed easily in the demonstration through a separate JSON file. In our current evaluation, we do not evaluate the order in which the questions are asked, but we plan to include more sophisticated evaluation protocols in future work.

The current implementation incorporates text interactions between a conversational agent, representing a student, and a pre-service teacher. The pre-service teacher can interact with the conversational agent by providing new knowledge and
testing understanding as well as testing knowledge of the topic “scale factor”. The pre-service teacher types a statement, question, multiple statements or multiple questions in the text box, and the conversational agent responds by taking into account the conversation context as well as the pre-service teacher’s utterance. Each component of the dialogue system is described in detail in the subsequent subsections.

4.1 Assessment Metric Classifier

In our demonstration, we utilize the entire speaking turn of the pre-service teacher as the input text. This formulation is very similar to the two-sentence classification task like what is used in the Stanford Natural Language Inference corpus (Bowman et al., 2015). We frame our input in a similar format for classification and fine-tuning. The input text undergoes basic cleaning and is tokenized prior to being used as the input to our classifier model. We experimented with multiple text classification approaches to include Convolutional Neural Network (CNN)—based text classification (Kim, 2014), Long Short-Term Memory (LSTM)—based text classification (Liu et al., 2016), and newer approaches that rely on Transformer Architectures (Devlin et al., 2018; Liu et al., 2019) and perform well with small amounts of labeled data. Transfer learning models tend to perform well with less labeled data than other models because of the pretraining with unsupervised text that encodes knowledge and semantic meaning of words and sentences. This demonstration incorporates a fine-tuned Bidirectional Encoder Representations from Transformers (BERT) model for our adapted IQA classification task.

4.2 Semantic Matching

For the conversational agent to respond to input text, the first step is to identify the most relevant section of the knowledge base. To do this, the pre-processed input text is used in combination with the Universal Sentence Encoder (Cer et al., 2018) to find the most relevant, or more specifically, semantically similar section of the knowledge base. Semantic similarity refers to identifying the degree to which two texts have the same meaning. As discussed in the data treatment section, the knowledge base section is split into smaller sections that are a more optimized size for the semantic similarity tool used: the Universal Sentence Encoder. This process is depicted in Figure 3.

The Universal Sentence Encoder is optimized for short phrases or paragraphs and outputs a 512-dimensional vector. Semantic similarity computation is accomplished by computing the inner product between the input and knowledge base text. The semantic similarity between generated embeddings was computed using normalized cosine similarity of the embeddings. Semantic similarity computation at the sentence level is more accurate than the aggregate of word-level similarities and is therefore preferred in this application. Models trained to understand words in context are often better suited for identifying semantic similarities of phrases and sentences. In application, we may take input such as “What is scale factor?” By finding the most semantically similar section in the knowledge base, we can use this section to input the response generation.

If the text’s semantic similarity and the knowledge base sections do not achieve a pre-defined
threshold, the system responds from the unknown category. For this demonstration the threshold was set to 0.80 after empirical evaluation of semantic coherence. This threshold value will be further tested and empirically evaluated in future iterations of this system.

In the unknown category, one of the six random responses (pre-defined) is selected to convey to the pre-service teacher that the system does not understand the user input. This pre-defined selection represents a hand-crafted dialogue policy that was determined by domain experts.

If the semantic similarity is greater than or equal to the threshold for a given knowledge base section, the system then selects this knowledge section. The initial input text along with the selected knowledge base section are used as the inputs to a question-answering module. The question-answering module is a pre-trained BERT model that is fine-tuned on the Stanford Question Answering Dataset (SQuaD). This module is then used to generate a response in the user interface for the subsequent turn of the conversation. The dialogue manager retains the dialogue states of the conversation for record and reference within the conversation.

4.3 Dialogue Manager

4.3.1 Dialogue State Tracking

Dialogue State Tracking is a core component of the dialogue system. The goal of the dialogue state tracking system is to estimate the goal at each turn of the conversation. There are multiple formulations of dialogue state tracking systems like hand-crafted rules (Wang and Lemon, 2013) and web-style ranking (Williams, 2014). In our approach we use the most recent question-answering paradigm for dialogue state tracking (Gao et al., 2019). Unlike Gao et al. (2019) we do not train our reading comprehension based model, but instead use the question-answering paradigm to understand the dialogue states. We append each of the pre-service teacher utterances along with the student responses. Since conversational agent responses can either be mathematical (evaluating an expression) or responding to a pre-service teacher utterance, we evaluate each stage as a question-answer task. So at the end an utterance questions prompted include: “Did the teacher ask a probing and exploratory question?”, “Did the conversational agent answer the question correctly?”, “Did the pre-service teacher acknowledge the answer”. This iterative framework of question answering helps keep track of the dialogue state. Since this is a task-specific dialogue system being evaluated for a specific mathematical scenario, we are already aware of the dialogue states of the conversation. At each turn in the conversation, we use all the previous pre-service teacher utterances to determine the current dialogue state of the conversation.

4.3.2 Dialogue Policy

In our task-specific dialogue system, our dialogue policy is rule-based. Depending on the dialogue state accomplished up to turn $n$, our utterance at $n + 1$ depends on the dialogue states accomplished up to that point. The hand-crafted rules for our dialogue policy also enable the use of direct evaluation based on simple metrics such as the number of questions in each adapted IQA category or development of metrics like Initiate Response Evaluate (IRE) (Mehan, 1979).

4.4 Response Generation

The response generation component extracts relevant sections of the knowledge base as a question-answering task. A question-answering task, also referred to as a reading comprehension task, is a supervised learning problem, where given a segment of text of $i$ tokens, a question of $j$ tokens, it returns an answer segment of $k$ tokens. The answer in question-answering tasks can be cloze-style as in CNN/Daily Mail (Hermann et al., 2015), span prediction (like SQuaD (Rajpurkar et al., 2016)), or be similar to NarrativeQA (Kočiský et al., 2018). We retrieved our knowledge from semantic matching of web-text categories and thus our response generation pipeline matched closely to span prediction tasks. We implemented the response generation pipeline using the transformers library (Wolf et al., 2020), where a BERT model (Devlin et al., 2018) was fine-tuned on the SQuaD dataset. We did not fine-tune our question-answering system for the response generation module, rather relying on semantically-matched unstructured data sections to be used as inputs in generating answers to questions.

4.5 Session Feedback

All text input by the pre-service teacher is retained as well as the associated adapted IQA category classification. The compilation of classifications of the pre-service teachers’ input texts are provided in
an assessment report which is used as feedback for the pre-service teacher at the end of the session.

5 Results

This section will discuss the step by step interaction with the developed interface that is developed. Only one scenario currently exists and is defined as a 4th-5th grade average understanding of the mathematics topic scale factor.

5.1 IQA Classifier

To train the IQA classifier, we used BERT (Devlin et al., 2018) and DistillBERT (Sanh et al., 2019) for classification based on the open source Transformers (Wolf et al., 2020) implementation. We trained the classifiers on 80% of the data and sectioned the remaining data as a 10% validation set and 10% for the test set. The validation set accuracy for the BERT and DistillBert models were 75.8 and 74.3 respectively. Since, the performance increase with Bert was minimal we used Distillbert for faster inference.

5.2 Walk Through

This platform is currently hosted on Python Anywhere. Pre-generated credentials for instructors are generated for a given user ID. Each user uses the unique ID to create an associated password. Following the prompts the user is able to read through the IRB consent form and sign in to access the conversational interface. Figure 4 shows the first conversational agent interaction screen as well as an example inputs where the pre-service teacher may ask several questions to assess the conversational agents current level of understanding.

The pre-service teacher, or user, can then interact with the conversational agent by typing questions or statements. The Appendix contains additional screen captures of the developed interface. Currently the system only supports text-based conversation.

An example of a text snippet that does not meet the set semantic matching threshold with the generated conversational agent response is demonstrated in Figure 4. There are instances when the conversation breaks despite the teacher re-framing their questions or input differently. This is intended to reflect how a student may sometimes fail to answer a properly framed question or statement appropriately.

Once the session is completed, the pre-service teacher receives a session report which incorporates the adapted IQA rubric and the number of their interactions that would be classified within each of the sections. They are also provided a report of the entire conversation that is shared with expert teachers as well in an effort to identify how the conversational agent stages can be designed better.

6 Conclusion and Future Work

Our goal in this paper is to demonstrate the implementation of a conversational agent with very little training data that relied on foundational and well-studied metrics like IQA. By leveraging state of the art modules for natural language processing and deep learning we could build a functional prototype that is now going to be used as a pilot for training for a specific mathematical scenario of "scale factor". By integrating pre-trained models such as SQuAD, BERT, and the Universal Sentence Encoder as well as using weak supervision approaches in data treatment we have leveraged minimal amounts of domain-expert-labeled data and knowledge base data in order to create a usable interface. Approaches like this help evaluate pre-service teachers in a scalable fashion and can also be deployed across the web for large scale participation. There are several areas we are pursuing to improve this interface in order to provide a more robust interface as well as a more useful assessment tool. Some of the current features that we are working on are as follows:

- **Improved IQA model**: We plan to continue collecting domain-expert labeled data that can then be used to improve the trained classification model. The improved classification model will better reflect a realistic assessment of pre-service teacher sessions using the IQA-developed categories as a rubric.

- **Increased Knowledge Base**: This first scenario is limited to a specific knowledge base on the topic "Scale Factor". We plan to incorporate a wider variety of data related to expected knowledge on this topic (from 4th grade to 10th grade) as well as associated topics such as perimeter, volume, and ratio. With these knowledge bases compiled we will be able to test techniques that can assist in generating responses that are representative of a limited understanding of the desired topic to a
more advanced level of understanding on the topic.

- **Response Generation:** Currently there are some features within the response that appear to represent the way a student is more likely to respond. We would like to further develop these features by incorporating more student-like speech features. This would allow for more realistic conversational agent interaction and result in less formal or textbook-like responses. Additionally, current responses generated are more coherent when responding to a question which is not necessarily reflective of all student-teacher interactions. Future developments are planned to improve the robustness of responses to better account for the different forms of inputs.

Finally, we plan to deploy this tool with a group of pre-service teachers under the direction of expert teachers in order to test the qualitative aspects and realism of this system.
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Appendix
Figure 5: Conversational Agent Session Example: Login
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**Figure 6: Conversational Agent Session Example: Acknowledgement**
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**Figure 7: Conversational Agent Session Example: Institutional Review Board consent**
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Figure 8: Conversational Agent Session Example: Initial Session Screen

Figure 9: Conversational Agent Session Example: Testing Scale Factor Knowledge
Figure 10: Conversational Agent Session Example: Improperly Phrased Question

Figure 11: Conversational Agent Session Example: Properly Phrased Question
Figure 12: Conversational Agent Session Example: Irrelevant Question