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Abstract

This paper explores a new outlier detection algorithm based on the spectrum of the Laplacian matrix of a graph. Taking advantage of boosting together with sparse-data based learners. The sparsity of the Laplacian matrix significantly decreases the computational burden, enabling a spectrum based outlier detection method to be applied to larger datasets compared to spectral clustering. The method is competitive on synthetic datasets with commonly used outlier detection algorithms like Isolation Forest and Local Outlier Factor.
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1 Introduction

Spectral clustering ability to discover non-convex clustering structures has been well researched. Von Luxburg (2007) offers a survey on spectral clustering. Its usage as an outlier detection method based on connectivity has been explored in works like Yuan Yuan et al. (2017).

In this paper, we explore a new algorithm that exploits boosting and the sparsity of the Laplacian matrix to speed up the computation of the eigenvectors and apply a family of learners based on the spectrum to the outlier detection task.

We show that the performance is comparable or superior to well known outlier detection methods such as Local Outlier Factor from Breunig et al. (2000) and Isolation Forest from Liu et al. (2012). LOF and Isolation Forest are two widely applied outlier detection algorithms, as stated in Cheng et al. (2019). Here we show as well how LOF can fail in complex data structures given its main focus on local relations, and how Isolation Forest misses other local structures given its focus in global outliers.

Schapire (2003) offers a review on boosting methods, one main difference between our boosted application with respect to other boosting methods like Adaboost is that a proportion of the dataset is removed and the remaining data is passed on to the next learner, progressively decreasing the computational effort needed.

2 The boosted algorithm

In this section we present the boosted method, called Boosted Spectral Outlier Detection (BSOD) algorithm. Because boosting methods progressively focus on harder to classify instances, and given that outliers generally represent a very small subset of the whole dataset, we can use a boosting approach to progressively focus on distinctive observations in the dataset.

The ε-neighborhood graph $W$ is defined as the graph in which points within a distance $\varepsilon$ from each other are connected. We have used the Euclidean distance to construct this graph.

The Laplacian matrix $L$ is defined as

$$L = D - W$$
Where \( D \) is the diagonal matrix of degrees i.e. each element in the diagonal is

\[
d_i = \sum_j w_{ij}
\]

\( \lambda_k \) corresponds to the \( k \)-th largest eigenvalue of \( L \) and \( v_k \) is the associated eigenvector.

Algorithm 1: Boosted spectral outlier detection algorithm, BSOD

Result: set of outliers \( X^* \)

input : \( X_0 = \{ x_i \}_{i=1}^n, 0 < c < 1, \varepsilon > 0 \)

while \( \# X_i > nc \) do

\[
X_i \leftarrow (X_i - \bar{X}_i) / s_{X_i}
\]

\[
W \leftarrow \varepsilon\text{-neighborhood graph}
\]

\[
L \leftarrow D - W
\]

\[
v^i_n \leftarrow |v^i_n|
\]

\[
C_1, C_2 \leftarrow \text{k-means on } v^i_n \text{ with } k = 2
\]

\[
X_i = \{ x_i \in C_j \mid \# C_j = \max \{ \# C_1, \# C_2 \} \}
\]

end

Lemma 2.1. Given a contamination parameter \( c < 1 \) and observations \( \{ x_i \}_{i=1}^n \subset X \), the boosted algorithm requires a finite number of weak learners to reach \( c \)

Proof. Given that k-means with \( k = 2 \) is used in the transformed space and that the next learner focuses in only one of those clusters, we have that \( X_i \subset X_{i-1} \). Therefore, \( \forall i, \# X_i < \# X_{i-1} \Rightarrow \exists i^*, \# X_i < nc, \forall i > i^* \). \( \square \)

3 Datasets and experiments

We have tested our algorithm in 2 synthetic datasets. In order to compare the performance, we also test the performance on the same datasets for Local Outlier Factor and Isolation Forest. We have used 20 as the number of neighbors for Local Outlier Factor, the default parameter in the Scikit-learn implementation. 100 trees for Isolation Forest, which is also the default parameter in the Scikit-learn implementation. Finally, \( \varepsilon = 0.5 \) for all the experiments in BSOD. Each method was given the real contamination value, and the values of precision and recall were recorded for different levels of contamination.

The synthetic dataset 1, corresponds to a circle corresponding to inliners and uniformly random noise as outliers. We have used 4 different levels of contamination. The number of inliners used was 10,000 and a number of outliers was added in order to reach each contamination level. The synthetic dataset 1 is shown below for a contamination level of 10%.

Figure 1: Synthetic dataset 1 and real labels
The synthetic dataset 2 includes two moons corresponding to inliners and uniformly random noise as outliers. As for the synthetic dataset 1, we have also used 4 different levels of contamination. The number of inliners used was 10,000 and a number of outliers was added in order to reach each contamination level. The synthetic dataset 2 is shown below for a contamination level of 10%.

4 Performance analysis on synthetic datasets

4.1 Synthetic dataset 1

In the plots below, we can see the results of the outlier detection methods for the contamination case of 10%. We can see how Isolation forest misses the outliers within the 2 circles and that LOF misses the outliers outside of the circle, given that they have similar local density.
The summary, including precision and recall for different contamination levels is below

|               | c = 1%  | c = 5%  | c = 10% | c = 15% |
|---------------|---------|---------|---------|---------|
| BSOD Precision| 0.78    | 0.85    | 0.87    | 0.93    |
| BSOD Recall   | 0.75    | 0.85    | 0.85    | 0.81    |
| IF Precision  | 0.70    | 0.60    | 0.63    | 0.61    |
| IF Recall     | 0.71    | 0.55    | 0.55    | 0.57    |
| LOF Precision | 0.50    | 0.41    | 0.43    | 0.34    |
| LOF Recall    | 0.51    | 0.31    | 0.31    | 0.27    |

4.2 Synthetic dataset 2

In the plots below, we can see the results of the outlier detection methods for the contamination case of 10%. We can see how Isolation forest misses the outliers within the 2 circles and that LOF misses the outliers outside of the circle, given that they have similar local density.
Figure 6: BSOD on synthetic dataset 2

Figure 7: Isolation Forest on synthetic dataset 2

Figure 8: Local Outlier Factor on synthetic dataset 2
The summary, including precision and recall for different contamination levels is below

Table 2: Results on synthetic dataset 2

|               | c = 1%  |          | c = 5%  |          | c = 10% |          | c = 15% |          |
|---------------|---------|----------|---------|----------|---------|----------|---------|----------|
|               | Precision | Recall   | Precision | Recall | Precision | Recall | Precision | Recall |
| BSOD         | 0.81     | 0.71     | 0.86     | 0.87     | 0.84     | 0.92     | 0.80     | 0.92     |
| IF           | 0.46     | 0.46     | 0.55     | 0.58     | 0.56     | 0.62     | 0.56     | 0.62     |
| LOF          | 0.89     | 0.90     | 0.80     | 0.84     | 0.70     | 0.78     | 0.66     | 0.76     |

5 Conclusions

In this paper we have introduced a new outlier detection algorithm based on the spectrum of the Laplacian matrix. Our method seems to be robust to both local and global outliers, mainly because it is based on the notion of connectivity in a graph. Our method has some similarities to spectral clustering, like the application of k-means on the transformed space but our method is based on the largest eigenvalue. The boosted application has a nice computational property, the complexity of each learner is decreasing given the fact that the sample size is progressively decreasing. This fact together with using a sparse representation of the Laplacian matrix allows the application of this method to bigger datasets compared to other methods based directly on spectral clustering. Our method obtains superior precision and recall measures for different contamination parameters in the synthetic datasets, which provides some evidence that this method can be competitive with respect to widely applied outlier detection algorithms.
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