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Abstract—Multi-label text classification deals with the issue that arises from each sample being related to multiple labels. The text data suffers from high dimensionality. In order to resolve this issue, a feature selection (FS) method can be implemented for efficiently removing the noisy, irrelevant, and redundant features. Multi-label FS is a powerful tool for solving the high-dimension problem. With regards to handling correlation and high dimensionality problems in multi-label text classification, this paper investigates the various heterogeneous FS ensemble schemes. In addition, this paper proposes an enhanced FS method called dynamic multi-label two-layers MI and clustering-based ensemble feature selection algorithm (DMMC-EFS). The proposed method considers the: 1) dynamic global weight of feature, 2) heterogeneous ensemble, and 3) maximum dependency and relevancy and minimum redundancy of features. This method aims to overcome the high dimensionality of multi-label datasets and acquire improved multi-label text classification. We have conducted experiments based on three benchmark datasets: Reuters-21578, Bibtex, and Enron. The experimental results show that DMMC-EFS has significantly outperformed other state-of-the-art conventional and ensemble multi-label FS methods.

Keywords—Multi-label text classification; high dimensionality; filtering method; ensemble clustering; ensemble MI feature selection

I. INTRODUCTION

In multi-label text classification, each sample is related to one or more classes at the same time. The difference between main key to a multi-label learning and single label learning is that the labels in the multi-label learning are related and inclusive. Thus, the problems related to multi-label learning are more challenging to solve. In the field of machine learning and data mining, multi-label learning is an endeavor task that greatly suffers from high dimensionality [1] [2].

The limitation of this research in multi-label text learning process, there is a significant number of irrelevant, redundant, and disruptive information. The number of involved features is usually large. The high dimensionality of multi-label text data results in challenges such as poor performance, over-fitting, and anything from computational to classification complexity. Some existing multi-label feature selection (FS) methods can be considered in order to minimize the effect of the irrelevant and redundant features that disrupts the learning process [3]. A label or a class can be a non-convex region which is a union of several overlapping or disjointed sub-regions. As a result, they may suffer from large memory requirements or poor performance. FS is a method that aims to discover a minor subset of features that can define the original features of the dataset or something better [4] [5], and it can be regarded as an effective way to manage the problem of high dimensionality. FS can reduce the dimensionality of the original data by speeding up the learning process and building comprehensible learning models with quality generalization performance. In multi-label learning, there is a need to implement multi-label feature reduction techniques so that they remove any irrelevant features and transform high dimensional documents into low dimensional ones. Many algorithms exist that can simplify the multi-label FS sets, but they neglect the interrelations among multi-label FS sets. However, multi-label filter-based FS algorithms consider the label interactions and are able to promptly and effectively select features [1] [6] by evaluating the measures. Several researches [7] [8] [9] [10], have proposed the adaption of single-label FS techniques.

The multi-label FS algorithms are designed based on the decomposition of multi-label learning into a number of single-label classification, and thus, they ignore the correlation between the different labels. By reviewing the existing studies, it can be assumed that the single-label filter-based FS methods are not appropriate for multi-label datasets. Therefore, after taking several factors into consideration, it seems reasonable to propose:

The first priority of the FS method should be to maximize the feature-class dependency and minimize the feature-feature conditional redundancy. FS methods help reduce the redundant dimensions without suffering the loss of the total information. These redundant features [11] [12] [13] provide overlapped information about the selected feature.

Secondly, a good ensemble FS method should take into account the functional diversity of the data. In other words, the ensemble FS method should reduce the possibility of overvoting caused by the other existing FS methods [14].
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Thirdly, the FS method [15] should consider the dynamic changes of the selected features along with the class and dynamic global weight of the feature.

Therefore, the following are the expected key contributions of this paper:

1) Investigating the several state-of-the-art conventional multi-label FS methods that have been derived from different mathematical and statistical concepts for generating different FS solutions. The aim is to identify and select the best multi-label FS methods that can be used in the ensemble FS method. The expected outcome of this endeavor is to identify features that are effective in accomplishing the intended tasks.

2) Proposing two multi-label ensemble FS methods: multi-label Mean ensemble FS method and multi-label Plurality Vote ensemble FS method.

3) Designing a new dynamic multi-label MI and clustering-based ensemble FS method that considers the functional diversity and dynamic changes of the selected features along with the class and dynamic global weight of the feature.

Thus, this paper is presented in several sections where Section II briefly reviews the related work; Section III briefly describes the FS methods that have been used in this study; Section IV explains the framework of our proposed multi-label ensemble FS method that solves the problem of multi-label high-dimensionality in multi-label text classification; Section V presents the classifier models used in the experiments; Section VI presents the experimental work; Section VII presents the experiment results; The results discussion is presented in Section VIII; and lastly, Section IX concludes the paper.

II. RELATED WORK

In multi-label text classification, the goal of an FS method is to reduce the feature space dimensions and improve the classification efficiency and performance by removing redundant and irrelevant (disruptive) features. In multi-label text classification, there is a need for a method that ensures multi-label feature reduction by subtracting the irrelevant features and transforming high dimensional documents into low dimensional ones. Many existing algorithms simplify the multi-label FS sets but neglect the interrelations among the features of multi-label data sets. Multi-label filter-based FS methods consider label interactions and promptly and effectively selects features based on evaluating measures [3].

In [16], proposed an ensemble filter-based FS technique for multi-label data classification. As suggested in [16], ensemble FS provides relatively stable feature ranking and reduces the negative effects of the change in the training dataset. This technique combines the results of four FS methods in order to create an ensemble method. In [17], proposed an ensemble method that employs a prediction risk and forward search strategy for creating an ensemble FS method. They were used to evaluate the importance of selection of the features in order to generate a feature subset that can be employed to improve the classifier’s performance. In [18], incorporated a mutual information measure in an ensemble method in order to create an optimal subset of features. The approach combines multiple algorithms, such as Info Gain, Gain-ratio, Relief, Chi-square and Symmetric Uncertainty. In [19], an ensemble method multi-label FS algorithm based on information entropy (EMFSIE) was proposed. The core idea of this method is to accomplish information gain for evaluating the correlation between the feature and the label set and more effectively filtering out the irrelevant features. In [20], proposed an improved global FS scheme (IGFSS) on an ensemble method that combines the superior functionality of a filter-based global FS method and a one-sided local FS method. The idea behind IGFSS is to allow the feature set almost equally represent each class in the dataset. In [11], presented a new FS method that is based on term frequency reordering of document-level (TRDL). The TRDL uses the document's frequency to measure the unbalanced factors in the data set and considers the effect of the term "frequency" on the ordering the importance of the features. Author in [21] also proposed a new text FS method based on the mutual information using sample variance (MIUSV). MIUSV is a typical variation in terms of distribution and also calculates the mutual information score of the term. In [10] proposed a fast-multi-label FS method, which is called MLFR that implements an information-theoretic feature ranking. The method in [10] speeds up the search process by scrapping the dispensable calculations and identifying the important label combinations for accomplishing a fast-multi-label FS. The method demonstrates the relationship between the labels and the features using a graphical scheme. The proposed method of [10] was used to solve a problem with datasets that contain discrete values, as it used a Symmetric Uncertainty criterion for evaluating the features. In addition, by reviewing the proposed methods in [22] [23], it can be stated that both methods used an adaptation entropy calculation in order to calculate information gain for each feature in the multi-label dataset. The features were then selected based on the resultant top scores. An FS method, which was proposed in [24], [24], was based on information gain. The proposed methods identifies the relationship between the features and the labels in order to discover the importance of each feature in the multi-label dataset.

Based on the conclusions provided by [16] [17] [18], it was found that the FS ensemble methods provide promising results for solving the high dimensionality problem in multi-label text classification. It is crucial to further investigate the use of the ensemble filter-based method in different applications, such as using it for multi-label FS methods wherein the results are expected to be higher.

This work examines the various heterogeneous FS ensemble schemes and proposes a dynamic multi-label two layers MI and clustering-based ensemble feature selection algorithm (DMMC-EFS). The proposed method takes the following factors into account: 1) dynamic global weight of the feature; 2) heterogeneous ensemble; 3) maximum dependency and relevancy and minimum redundancy of the features. In the following section (Section 3), we will discuss the various FS ensemble methods before we venture into explaining in detail our proposed method on multi-label FS (Section 4).
III. Multi-Label FS Ensemble Methods

FS is an important for ensuring the attainment of an effective multi-label text classification system. Adapting an FS method improves the performance of text classification tasks in terms of their learning speed and effectiveness. An FS method also reduces the number of data dimensions and removes any irrelevant, redundant, and disruptive data. FS methods can be effective to solve the classification problem of multi-label datasets. They can improve the performance of the tasks and even speed up the process. They can remove the irrelevant, noisy, and redundant data. Several approaches, including filter methods and wrapper methods, have been considered in order to perform FS for multi-label learning. The filter-based FS methods do not take into account features redundancy and feature class dependency, and their results are inconsistent with the available classifiers. On the other hand, the wrapper methods usually produce better results, but their drawback includes the risk of overfitting and high computational complexity. The ensemble methods [25] are also popular methods for FS in case of high dimensional datasets. However, the redundancy of the features among themselves and all the class labels is not considered by the existing ensemble-based FS methods.

In order to design an effective multi-label FS method so that it can remove the irrelevant features and handle the high dimensionality problem, it should be able to ensure minimum redundancy among the selected features and have maximum dependency between features and all the class labels [18] [26] [27] [28] [19] [1] [29] [6]. In addition, the multi-label FS method should scalable, not computationally demanding, and be as fast as the filtering methods, and they should perform well like the wrapper methods.

In order to handle the correlation and high dimensionality problems in multi-label text classification, this work investigates the various heterogeneous FS ensemble schemes and proposes an FS method (DMMC-EFS). The baseline FS method and multi-label FS method is described in Section 3.1 and Section 3.2, respectively.

A. Baseline Feature Selection Method

Several FS methods have been analyzed in order to select features from each sample, including Information Gain, F-score, Relief, mutual information, and normalized mutual information. Based on the existing literature review [27] [28] [19] [6] [30], these methods and their extensions prove to be effective in case of multi-label FS, and in addition, they are able to cope with the feature-label correlation [1].

1) Information Gain (IG): IG is an FS algorithm [31] [32] that is used to measure the quality of the features in solving the machine learning problem. The appearance or absence of a feature is measured in order to what extent it contributes to the attainment of a correct classification result. IG is one of the most popular and commonly used FS in the multi-label text classification system. It is formally defined by using the following equation:

\[ IG(x, y) = -\sum_{i=1}^{n} \sum_{j=1}^{n} p(x(i), y(j)) \log p(x(i)) \]  \hspace{1cm} (1)

Here, \( p(x(i)) \) indicates the likelihood of feature \( x \), and \( p(x(i), y(j)) \) is the joint likelihood when \( (x(i), y(j)) \) is denoted simultaneously.

2) F-score: F-score is a multi-label FS method [3] that evaluates the discriminative ability of the features. F-score estimates the relevance of the features based on their ability to discriminate between the groups of the target variable and discrimination within each group. A higher F-score indicates an increased likelihood that this feature is discriminative. It is formally defined through the following equation:

\[ F - score_i = \frac{\sum_{k=1}^{c} f_k^i}{\sum_{k=1}^{c} f_k^i + \left( \frac{c-1}{N_i} \right) \left( f_k - \bar{f}_k \right)^2} \]  \hspace{1cm} (2)

Here, \( c \) is the number of labels, and \( n \) is the number of features; \( N_k^i \) is the number of samples of the feature \( i \) in label \( k \), \( k = 1, 2, ..., c \); \( i = 1, 2, ..., n \), \( x_{ij} \) is the \( j \) the training sample for the feature \( i \) in class \( k \), \( j = 1, 2, ..., N_k^i \), \( f_k \) is the mean value of feature \( i \) from all labels, and \( f_k \) is the mean of the \( i \)th feature of the samples in label \( k \).

3) Relief: Relief is the most effective and commonly used FS [5] [30] [33], in multi-label text classification system. The Relief randomly selects instances from the training data, and then estimates the features’ relevance to a class based on the closest data that can be found. It assigns a high weight to the features based on each instance’s ability to differentiate between the classes [32] [30]. Relief algorithm is the only individual evaluation filter-based algorithm that is capable of detecting feature dependencies.

4) Mutual Information (MI): Relief is the most effective and commonly used FS in multi-label text classification system [27] [30].

\[ MI(x, y) = \sum_{i=1}^{n} \sum_{j=1}^{n} p(x(i), y(j)) \log \frac{p(x(i), y(j))}{p(x(i))p(y(j))} \]  \hspace{1cm} (3)

Here, \( p(x(i)) \), is the likelihood of incidence of a feature \( x \), and \( p(x(i), y(j)) \) is the joint likelihood when \( (x(i), y(j)) \) happens simultaneously. Depending on the MI definition, the filter process is described by the following steps:

a) Compute the MI of the features.

b) Use the MI values in order to calculate the mean and their standard deviation.

c) Remove any feature that has an MI value below the value acquired by subtracting the standard deviation from the mean.

5) Normalized Pointwise Mutual Information (NPMI): The measure of the mutual information FS provides a formal way to model the mutual information between the terms and the classes [6] [34]. The mutual information MI \( (t, c) \) between the term \( t \) and the class \( c \) can be defined on the basis of the level of co-occurrence between a feature \( f_j \) and a class \( c_l \). In this work, the normalized pointwise mutual information FS method has been adopted in order to select the features for each class according to the co-occurrence measure between a feature \( f_j \).
and a class \( c_i \). The normalized pointwise mutual information (NPMI) between the feature and its class [34] [35] can be calculated using the following equations:

\[
P_{MI}(\text{class} = c_i, \mathbf{f}) = \ln \frac{p(c_i, \mathbf{f})}{p(c_i)p(\mathbf{f})}
\]

\[
NPMI(\text{class} = c_i, \mathbf{f}) = \frac{PMI(c_i, \mathbf{f})}{\sum_k PMI(c_i, \mathbf{f}_k)}
\]

**B. Multi-Label Mean Ensemble Feature Selection Method (ME-mean)**

The multi-label mean ensemble FS method [29] calculates the mean feature scores across all the FS methods and then finds the overall mean value. This value is used to create the final feature list. Let us consider \( n \) data samples, \( S_1, \ldots, S_n \), base feature methods, \( FS_1, \ldots, FS_n \). Here, each FS method \( SF^i \) selects a list of \( m \) features \( F^i = \{f^1, \ldots, f^m\} \) from the data sample \( S^i \). The final score or ensemble score of a feature \( f^j \) from any list of features is calculated using the following equation:

\[
E_{Score}(f^j) = \frac{\sum_{i=1}^{n} SF^i_{Score}(f^j)}{n}
\]

After calculating the ensemble mean score for each feature from all lists of features, the final list of the mean ensemble FS method containing only \( m \) features that have the highest high ensemble scores is developed.

**C. Multi-Label Plurality Vote Ensemble Feature Selection Method (ME-PV)**

In the plurality vote ensemble [29], each FS selects its preferred list of features. These lists are used to select the candidate features. The selected features are based on the number of times they appear in the multiple lists. Once a feature is selected from a list, it is removed from the list. This process is repeated according to the number of required candidate features [29]. It should be noted that most of the votes are not required for the selection of the candidate features. Let us consider \( n \) data samples \( S_1, \ldots, S_n \), base feature methods, \( FS_1, \ldots, FS_n \), each FS method, \( SF^i \), selects a list of \( m \) features \( F^i = \{f^1, \ldots, f^m\} \) from the data sample \( S^i \). The final score or ensemble score of a feature \( f^j \) from a list of features can be calculated using the following equations:

\[
SF^i_{Score}(f^j) = \begin{cases} 1 & \text{if } f^j \in F^i \\ 0 & \text{otherwise} \end{cases}
\]

\[
E_{Score}(f^j) = \frac{\sum_{i=1}^{n} SF^i_{Score}(f^j)}{n}
\]

**IV. DYNAMIC MULTI-LABEL TWO-LAYERS MI AND CLUSTERING-BASED ENSEMBLE FEATURE SELECTION ALGORITHM (DMMC-EFS)**

This section illustrates the proposed multi-label dimension reduction technique that takes into account the 1) dynamic global weight of a feature; 2) heterogeneous ensemble; 3) maximum dependency and relevancy and minimum redundancy of the features. After the subsets of features are produced using baseline FS methods, the dynamic ensemble multi-label FS algorithm obtains a subset of useful features by combining the outputs of each method with each method in order to enhance the performance of the multi-label classification algorithm. The following figure provides the detailed steps of the proposed dynamic multi-label two layers MI and clustering-based ensemble FS methods (DMMC-EFS) (see Fig. 1).

**A. Data Partitioning**

Using random sampling, the dataset is partitioned into multiple samples (based on \( j \)). The process involves randomly shuffling the instances in order to ensure that the samples, \( P_1, \ldots, P_j \), in each partition are properly balanced. Each data sample contains equal or almost equal number of instances from all the classes.

**B. Baseline Feature Selection Methods Step**

For each data sample or partition \( P_j \), all the FS methods, \( FM_1, \ldots, FM_k \), are applied to compute the FS values depending on the raw feature values of the sample to produce its selected feature list. The selected feature lists are sorted and passed on to the next stage. Each feature lists, \( FS^i_j \), consists of all the features from the data sample or partition \( P_j \), using the FS method \( FM_i \). Specifically, each primary feature subset \( FS^i_j \) consists of the top \( k \) features in \( P_j \) that are selected and sorted according to the filter-based measure values \( FM_i \).

---

**Fig. 1.** The Diagram of the Proposed Dynamic Multi-Label Two Layers MI and Clustering-based Ensemble FS Methods (DMMC-EFS).
C. First Ensemble Layer (Clustering Ensemble Step)

FS methods with similar statistical and mathematical concepts may generate an alike output. If an ensemble is created by combining such similar methods, this can lead to strongly biased results. In order to avoid such bias, the FS methods that are used for an ensemble should be carefully selected. However, identifying FS methods with similar backgrounds may not be obvious, and in order to make the proposed multi-label FS ensemble more general and function well regardless of the selected baseline FS methods, we propose a graph-based clustering of group or similar ensemble intermediate FS lists that are produced using similar FS methods. With the help of the data sample or partition \( P_j \), \( k \) intermediate feature lists are produced using the base FS methods; \( k \) intermediate feature lists are aggregated to \( c < k \) feature lists, as shown in Fig. 1. The clustering step is done in order to identify and categorize the similar FS methods based on their similar outputs. Doing so should reduce the chances of allowing the similar methods to overvote the other ones, which can lead to higher diversity. The step-by-step flow of the clustering step has been summarized below:

Step 1: Similarity Graph Construction: Given the data sample or partition \( P_j \) and its \( k \) intermediate feature lists that are produced by \( k \) base FS methods, \( FS^j = \{FS^j_1, ..., FS^j_k\} \), each output of the FS method (a feature list) over the partition \( P_j \) is represented as a node. The edge between the two nodes, \( E_{xy} \), is computed with each pair of intermediate feature lists \( (FS^j_x, FS^j_y) \), where the output of two baseline FS methods \( x \) and \( y \), with the following equation:

\[
E_{xy} = \cos(FS^j_x, FS^j_y) = \frac{|FS^j_x| |FS^j_y|}{|FS^j_x| \cdot |FS^j_y|} \tag{9}
\]

Step 2: Node Clustering Based on Edges Weights Estimation: If their edge weight is higher than a threshold \( t > 0.70 \), two node pairs is clustered together. The threshold value is measured experimentally. The resulted feature list contains the features of both the nodes. The value of the feature \( f \) is calculated using the following equation:

\[
V(f) = \begin{cases} 
\text{average} \left( V_x(f), V_y(f) \right) & \text{if } f \in \text{both } FS^j_x, FS^j_y \\
V_x(f) & \text{if } f \in FS^j_x \\
V_y(f) & \text{if } f \in FS^j_y 
\end{cases} \tag{10}
\]

Step 3: Graph Reconstruction and Node Clustering Repetition: Repeat step (1) to recalculate edge weights between the clustered node and remaining graph nodes and then step (2) in order to continue clustering the nodes as long as their edge weight is higher than the threshold value. After this has been done, the \( k \) intermediate feature lists are aggregated to \( c < k \) and the feature lists for each partition, \( P_j FS^l = \{FS^l_1, ..., FS^l_c\} \).

D. Second Ensemble Layer of the Dynamic MI-based Multi-Label Feature Selection Algorithm

In the second ensemble layer, the ensemble FS method [17] takes into account the dynamic change of the selected features along with the class and dynamic global weight of the feature. In addition, the ensemble FS method measures the importance of the feature based on a criterion that has been adapted in order to maximize the dependency between the candidate feature and all class labels and minimize the conditional redundancy between the candidate feature and the selected features [36] [37] [6]. The maximal relevancy, i.e., the correlation and the minimal redundancy condition, ensures that the selected feature subset contains the most class-discerning information.

The DMM-EFS is based on a few factors which have been described as follows:

1) The first factor is the dynamic sample weight, and it considers the weight \( w(FS, h, q) \) of feature \( h \) in the feature list \( q \).

2) The second factor is the average weight \( (ASW_h) \) of feature \( h \) from all the FS lists (samples). Based on this factor, the DMM-EFS is able to evaluate the importance of each feature in all the partitions \( P \) and all FS lists \( Q \) using the following equation:

\[
ASW_h = \sum_{p \in P} \sum_{q \in Q} w(FS, h, p, q) \tag{11}
\]

3) The third factor is the size \((ai)\) of the selected features in the sample by the FS method (i.e., \( ai \) represents the size of the features that appear in the sample). This factor is used to dynamically reduce the feature weight.

4) The fourth and last factor is the maximum sample weight of the overall samples which is used to map the feature weight \( fw(i, j) \) into a higher value if the assigned value of the weight at the level of all the samples are not high.

The proposed algorithm, as shown in algorithm 1, uses the dynamic sample weight (DSW) and defines the rest of the aspects as follows: a set of samples or FS methods \( D_{f,x}^{\text{FS}} \), where \( t \) is a unique set of features, while \( n \) is the number of used base FS methods (number of samples). Dynamic feature weight (DFW) is the weight of each feature in each of the base FS method or in each sample. DSW is the number of base methods that selects feature using the following equations:

\[
SFW_{ij} = \frac{(fw(i, j) \cdot ASW_j \cdot ai)}{ASW_i} \tag{12}
\]

\[
DSW_j = \frac{\sum_{i \in FS} SFW_{ij}}{\text{sumSF}_j} \tag{13}
\]

As shown in the algorithm 1, the DMM-EFS consists of several steps. With Step (i), it calculates the size of the features in each sample. Then, with Step (ii), it measures the maximum weight of the features in the sample of each sample. Following this, Step (iii) finds out the average weight of the feature \( j \) in all the samples. If feature \( j \) is selected from several samples by using FS methods, then it has various weights (different weights in different samples); this step will calculate the average weight of feature \( j \) in all the samples. With Step (iv), it calculates the overall weight of the feature in all the samples, this step computes the weight of feature \( j \) in all the FS methods (samples). (Note: For each sample, a FS method is applied to the selected feature on the basis of their weight.) After that, Step (v) calculates the dynamic global weight of each feature from the weights of the feature \( j \) in all the samples.
Step (vi) selects the features based on their calculated dynamic global weight. This means that features with dynamic sample weight greater than the threshold is selected using the ensemble algorithm.

Algorithm 1: DMM-EFS

Input: sample feature matrix // contains the weight of each feature in each sample

Output: A new subset of features

Begin

Step 1: Find the size of features in each sample
\[ a_i = \text{Calculate Sample Size (si)} \]

Step 2: Find the max weight in each sample samples
\[ \text{MSW}_i = \text{Calculate_max_weight (si)} \]

Step 3: Find the average weight of feature j in all samples
\[ \text{ASW}_j = \text{CalculateAverageWeight (feature j)}. \]

Step 4: Calculate weight of feature in all samples
\[ f \text{ or } j = 1 \text{ to } t \text{ do} // Number of Features \]
\[ \text{for } i = 1 \text{ to } n \text{ do} // Number of Samples \]
\[ \text{SFW}_{ij} = (f_i \cdot a_i) / \text{ASW}_j \]
\[ // \text{SFW}_{ij} \text{ is the weight of feature } i \text{ in sample } j \]

Endfor

Endfor

Step 5: Calculate Dynamic global weight of each feature
\[ j = 1 \text{ to } t \text{ do } // \text{number of features} \]
\[ i = 1 \text{ to } n \text{ do } // \text{number of samples} \]

if feature \( j \) appears in the sample \( i \) then

Updating \( \text{DSW}_j = \text{DSW}_j + \text{SFW}_ij \)

end

\[ \text{DSW}_j = \text{DSW}_j / \text{sumSF}_j \]

end for

Step 6: select features based on their calculated dynamic global weights
\[ F_{\text{sed}} = \{ \} // \text{final selected features set} \]

\[ \text{for } j = 1 \text{ to } t \text{ do} \]

if \( \text{DSW}_j \geq \text{threshold} \) then

\[ F_j^{'} \leftarrow \text{Compute feature redundancy}(f_j, F) \text{with all the selected features} \]

if Calculated information is less than \( \alpha \) for all selected features in \( F \) then

\[ F \leftarrow F \cup {f_j} \]

end

newsubsetD = newsubsetD \cup \text{feature } j

End if

end for

Return newsubsetD

V. CLASSIFICATION MODELS

For the evaluation, two multi-label classification learning models: chain of classifier (CC), which is based on binary relevance method, and AdaBoostMH are adopted. CC model [38] [39] can be trained independently using different datasets. This work utilizes three proven binary classifiers, namely, support vector machines (SVM) classifier, K-nearest neighbor (KNN) classifier, and Naive Bayes (NB) [40] [41]. These classifiers can be selected to construct the classifier chain. Based on different sets of domains, the training of each classifier was done independently using a data set from each domain. On the other hand, AdaBoost.MH model can adaptively adjust the weight distribution of the training samples and choose the best weak classifier out of the sample weight distribution by consistently combining all the weak classifiers, and vote by a given weight in order to build a strong classifier. AdaBoost.MH is a multi-label version of AdaBoost algorithm [42] [15]. However, these models were selected, as they have been considered as two of the high-performance state-of-the-art classification models [15] [42] [39], and they are often used to solve problems related to high dimensionality of datasets.

VI. EXPERIMENTAL WORK

This section describes the datasets and measurements that have been used to evaluate the proposed method. The experiments were evaluated using a 5-fold cross-validation technique.

A. Multi-Label Text Dataset

Table I presents the three datasets that have been used in this work: Reuters-21578, Bibtex, and Enron and are publicly available for the multi-label text domain. In Table I, the number of features, instances, labels, cardinality, and average imbalance ratio per label (avgIR) are displayed. Cardinality measures the average number of classes for each instance, whereas density denotes the cardinality divided by the total number of labels. The datasets are available at the Mulan website (http://mulan.sourceforge.net/datasets-mlc.html).

| Dataset       | Instances | Features | Labels | Cardinality | avgIR  |
|---------------|-----------|----------|--------|-------------|--------|
| Reuters-21578 | 6000      | 500      | 103    | 1.462       | 54.081 |
| Bibtex        | 7395      | 1836     | 159    | 3.378       | 73.953 |
| Enron         | 1702      | 1001     | 53     | 2.402       | 12.498 |

B. Evaluation Metric

The results of the experiment on multi-label classification were measured using the following three evaluation metrics: Precision, Recall, and F measure [39] [11] [43] [44], using equations 14, 15, and 16, respectively. These evaluation metrics are well-known in this domain for making comparisons.

\[ M_\text{PRECISION} = \sum_{i=1}^{d} \frac{TP_i}{TP_i + FP_i} \]  

(14)

\[ M_\text{RECALL} = \sum_{i=1}^{d} \frac{TP_i}{TP_i + FN_i} \]  

(15)

\[ M_F = \sum_{i=1}^{d} \frac{(\beta^2+1)PR_i \times Re}{\beta^2 PR_i + Re} \]  

(16)

VII. EXPERIMENT RESULTS

This section evaluates and compares the five individual FS methods: Information Gain (IG), F-score (F), Normalized Mutual Information (NMI), Relief (R), and Mutual Information (MI) and the multi-label ensemble FS methods: multi-label mean-based ensemble feature (ME-mean) selection method and multi-label plurality vote ensemble FS method (ME-PV) with our proposed method, dynamic multi-label two layers MI and clustering-based ensemble FS method (DMMC-EFS).
Three experiments are conducted: The first experiment (Experiment I) is conducted using conventional and ensemble FS methods on Reuters-21578 corpus; the second, experiment (Experiment II) is conducted using conventional and ensemble FS methods on Bibtex corpus; and the third experiment (Experiment III) is conducted using conventional and ensemble FS methods on Enron corpus.

A. Experiment I: Evaluation of the Proposed Ensemble FS Method and the Conventional FS Methods on Reuters-21578 Corpus

This subsection evaluates five state-of-the-art conventional multi-label FS methods (FSMs): IG, F, NMI, R, and MI and three multi-label ensemble FS methods: ME-mean, ME-PV and DMMC-EFS. The effect of these methods is studied using two classification models: CC model, which combines three classifiers (SVM, KNN and NB), and AdaBoost.MH.

All experiments in this subsection are conducted on Reuters-21578 corpus benchmark dataset. The macro-averaging F-measure of the CC and AdaBoost.MH with the eight FS methods (FSMs) are displayed in Table II.

With a focus only on the conventional multi-label FS methods, both NMI and MI multi-label FS methods achieve the best performance with all the classifiers. The performance of the two conventional FS methods: IG and F-score is below average. The main reason is that both NMI and MI multi-label FS methods use feature-class mutual information to select relevant features.

With a focus on both multi-label ensemble and conventional FS methods, the results from all the multi-label ensemble methods are better than the results that are obtained using the conventional FS methods. DMMC-EFS multi-label ensemble method achieves the highest performance in terms of macro-averaging F-measure outperforming both the multi-label ensemble and conventional methods. As mentioned in Section 4, DMMC-EFS considers the feature-class and feature-feature correlation in order to select relevant and non-redundant features and the dynamic change of selected features along with the class and dynamic global weight of the feature.

A range of 71–90% was achieved by all the classifiers. AdaBoost.MH displays higher classification performance than the CC on the Reuters-21578 corpus in terms of all the multi-label ensemble and conventional FS methods. This may be due to the fact that AdaBoost.MH model produces alternating decision trees that can handle multi-label data.

In general, all the classification models with all the multi-label ensemble FS methods (ME-mean, ME-PV, and DMMC-EFS) achieve good results in terms of prediction performance on the Reuters-21578 (a high dimensional dataset) corpus. This is expected as the ensemble FS methods exploits the several FS methods by combining their strengths.

B. Experiment II: Evaluation of the Proposed Ensemble FS and the Conventional FS Methods on Bibtex Corpus

This subsection evaluates five state-of-the-art conventional multi-label FS methods: IG, F, NMI, R, and MI and three multi-label ensemble FS methods: ME-mean, ME-PV, and DMMC-EFS. The effect of these methods is studied using two classification models: CC model, which combines three classifiers (SVM, KNN and NB) and AdaBoost.MH. All the experiments in this subsection have been conducted on Bibtex corpus benchmark dataset. The macro-averaging F-measure of the CC and AdaBoost.MH along with the eight FSM selection methods are shown in Table III.

With a focus only on the conventional multi-label FS methods, unlike experiments on Reuters-21578 corpus, experiments on Bibtex corpus show that R multi-label FS method achieves the best performance among all the conventional FS methods irrespective of the classifier used. R, as a feature evaluation measure, more often selects smaller number of features than the other FS methods, without degrading the performance of the classifiers. This could be due to the fact that R considers interactions among the features [27].

With a focus only on the multi-label ensemble FS methods, DMMC-EFS multi-label ensemble method achieves the best performance with all the classifiers. As mentioned in Section 4, DMMC-EFS takes into account the feature-class and feature-feature interaction in order to select the relevant and non-redundant features and the dynamic change of selected features along with the class and dynamic global weight of the feature.

Its results on Bibtex corpus is slightly higher than its results on Reuters-21578 corpus. This is due to the fact that Reuters-21578 dataset has higher dimensionality than Bibtex corpus.

| Feature Selection Method | AdaBoost.MH | CC |
|--------------------------|-------------|----|
| IG                       | 74.13       | 71.67       |
| R                        | 81.1        | 79.54       |
| NMI                      | 86.01       | 81.6        |
| MI                       | 85.23       | 80.9        |
| F                        | 77.17       | 76.36       |
| ME-mean                  | 86.62       | 82.62       |
| ME-PV                    | 86.58       | 82.99       |
| DMMC-EFS                 | 89.96       | 87.41       |

| Feature Selection Method | AdaBoost.MH | CC |
|--------------------------|-------------|----|
| IG                       | 75.25       | 70.85       |
| R                        | 86.03       | 83.28       |
| NMI                      | 84.41       | 80.2        |
| MI                       | 84.32       | 80.82       |
| F                        | 73.84       | 70.13       |
| ME-mean                  | 84.42       | 80.52       |
| ME-PV                    | 83.7        | 80.39       |
| DMMC-EFS                 | 91.31       | 88.81       |

TABLE III. PERFORMANCE (F-MEASURE) OF CC AND ADABOOST.MH WITH ALL MULTI-LABEL ENSEMBLE AND CONVENTIONAL FS METHODS ON IBITEX CORPUS
With a focus on both the multi-label ensemble and conventional FS methods, DMMC-EFS multi-label ensemble methods achieve better results than those obtained using all the conventional FS methods. R multi-label FS method attain better performance than ME-mean and ME-PV multi-label ensemble FS methods. The ME-mean and ME-PV ensemble FS methods, which use NMI and MI, dominate other methods when they are combined, and the final feature list are strongly biased toward their choice. So, the ME-mean and ME-PV ensemble FS methods act as a single MI FS method. However, in terms of macro-averaging F-measure, the DMMC-EFS multi-label ensemble method performs the best among the other multi-label ensemble and conventional methods. As it has been mentioned above, DMMC-EFS takes into account feature-class and feature-feature interaction in order to select relevant and non-redundant features and the dynamic change of selected features along with the class and dynamic global weight of the feature.

A range of 70–91% of performance is achieved by all the classifiers. AdaBoost.MH gave higher classification performance than the CC on Bibtex corpus with all the multi-label ensemble and conventional FS methods. This may due to the fact that AdaBoost.MH model produces alternating decision trees that can handle multi-label datasets. In general, all the classification models (CC and AdaBoost.MH) with the multi-label ensemble FS methods (ME-mean, ME-PV and DMMC-EFS) achieve good results (between 80% and 91%) in prediction performance on Bibtex corpus’ high dimensional datasets.

C. Experiment III: Evaluation of the Proposed Ensemble FS and Conventional FS Methods on Enron Corpus

This subsection examines five state-of-the-art conventional multi-label FS methods: IG, F, NMI, R, and MI and three multi-label ensemble FS methods: ME-mean, ME-PV, and the proposed method (DMMC-EFS). The effect of these methods is studied using two classification models: CC model, which combines three classifiers (SVM, KNN, and NB), and AdaBoost.MH. All the experiments in this subsection are conducted on Enron corpus benchmark dataset. The macro-averaging F-measure of the CC and AdaBoost.MH with the eight FSM selection methods are presented in Table IV.

Considering only the conventional multi-label FS methods, similar to the results on the Reuters-21578 corpus dataset (as shown in Table II), both NMI and MI multi-label conventional FS methods achieve the best performance on Enron corpus among all the conventional FS methods regardless of which classifier has been used. Considering only the multi-label ensemble FS methods, DMMC-EFS multi-label ensemble method achieves the best performance with all the classifiers. On both the multi-label ensemble and conventional FS methods, both DMMC-EFS and E-mean multi-label ensemble methods achieve performances higher than that of all the conventional FS methods. Both NMI and MI multi-label conventional FS methods attain better performance than ME-PV multi-label ensemble FS methods. However, DMMC-EFS multi-label ensemble method achieves the highest performance in terms of macro-averaging F-measure among both the multi-label ensemble and conventional methods.

A range of 73–92% of performance is achieved by all the classifiers. In general, all the classification models with multi-label ensemble FS methods achieve good results between 84% and 91% of F-measure in the prediction performance on Enron corpus’ high dimensional datasets.

VIII. RESULTS DISCUSSION

In order to evaluate and compare the performance of the conventional multi-label FS methods, ensemble FS methods and our proposed DMMC-EFS on all the data sets, the obtained results are presented in Fig. 2.

It can be observed in Fig. 2 that the F-measure is within the range of 86–91.7%; this demonstrates that the multi-label text classification models can be improved if the inherited high dimensionality problem is reduced. Fig. 2 also validates the stability of the proposed DMMC-EFS and the conventional methods. Stability is defined as the ability to behave the same way regardless of what dataset is being used. Since the complexity of the datasets varies, and they are derived from different sources, the stability could be found to be different for all the conventional FS methods. The proposed DMMC-EFS multi-label ensemble method is the most stable method, as it always achieves the top rank, and their results on all datasets is mostly consistent, which means that it outperforms all the other methods on all the datasets, and the difference in the values of its performance from one dataset to another is minute.

By comparing the behavior of both the ME-mean and ME-PV multi-label ensemble FS methods with the behavior of both the NMI and MI multi-label conventional FS methods using the data presented in Tables II–IV, we notice that the ME-mean and ME-PV behave like the conventional FS methods and their results are effected by NMI and MI. As stated in [29], if the similar FS methods are combined, the result will be strongly biased towards their aggregated outputs. In fact, NMI and MI have similar underlying concepts, which means that they are derived from the same mathematical and statistical concepts. Therefore, they tend to produce similar outputs. NMI and MI [29] dominate other methods when they are combined, and the final feature list are strongly biased toward their output. This supports our hypothesis that similar methods outputs should be clustered together, so as to ensure that they have less chance to overvote the other methods which eventually widen the output diversity.

### Table IV. Performance (F-Measure) of CC and AdaBoost.MH with All Multi-Label Ensemble and Conventional FS Methods on Enron Corpus

| Feature Selection method | AdaBoost.MH | CC |
|--------------------------|-------------|----|
| IG                       | 78.83       | 74.82 |
| R                        | 85.19       | 82.67 |
| NMI                      | 86.41       | 83.34 |
| MI                       | 86.7        | 84.2 |
| F                        | 77.7        | 73.88 |
| ME-mean                  | 87.27       | 83.37 |
| ME-PV                    | 86.11       | 84.57 |
| DMMC-EFS                 | 91.79       | 89.54 |

www.ijacsa.thesai.org
This paper presents a scalable multi-label classification method that can handle the high dimensionality problem of the multi-label datasets. Firstly, this paper investigates the several state-of-the-art conventional multi-label FS methods. In addition, this paper proposes two multi-label ensemble FS methods: multi-label mean ensemble (ME-mean) FS method and multi-label plurality vote ensemble (ME-PV) FS method. Finally, this paper proposes a new dynamic multi-label two layers MI and clustering-based ensemble FS (DMMC-EFS) method that takes into account the 1) dynamic global weight of the feature; 2) heterogeneous ensemble 3) maximum dependency and relevancy and minimum redundancy of the features. The results show that the proposed multi-label FS methods significantly outperformed the other state-of-the-art conventional and ensemble multi-label FS methods. To conclude, it can be stated that an enhanced ensemble FS method, which takes into account the dynamic global weight of the feature, heterogeneous ensemble, and max dependency and relevancy and minimum redundancy of the features, can overcome the high dimensionality of the multi-label datasets and improve the performance of the multi-label text classification system. In future, it is recommended to extend the proposed method by adding more sophisticated feature selection methods to it. Additionally, it is also recommended to examine the performance of DMM-EFS method using different languages and datasets.
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