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Abstract. In April 2020, KAGRA conducted its first science observation in combination with the GEO 600 detector (O3GK) for two weeks. According to the noise budget estimation, suspension control noise in the low frequency band and acoustic noise in the middle frequency band are identified as the dominant contribution. In this study, we show that such noise can be reduced in offline data analysis by utilizing a method called Independent Component Analysis (ICA). Here the ICA model is extended from the one studied in iKAGRA data analysis by incorporating frequency dependence while linearity and stationarity of the couplings are still assumed. By using optimal witness sensors, those two dominant contributions are mitigated in the real observational data. We also analyze the stability of the transfer functions for whole two weeks data in order to investigate how the current subtraction method can be practically used in gravitational wave search.

1. Introduction

Since advanced LIGO (aLIGO) has achieved the first direct detection of gravitational wave (GW) \[1\] with their two detectors, more than 90 GW events \[2, 3, 4\] have been detected by aLIGO and advanced Virgo. The GW detector KAGRA, constructed in Japan, has unique features compared to the aLIGO and advanced Virgo. KAGRA uses cryogenic mirrors to reduce thermal noise and it is located at the underground site to be isolated from seismic motions \[5\]. KAGRA performed the first joint observation run (O3GK) with GEO600 in Germany, from April 7 to 21, 2020 \[6, 7\] after the LIGO and Virgo O3 observation was suspended due to the COVID-19 pandemic. During O3GK, the median value of the binary-neutron-star (BNS) range of KAGRA, which is the observable distance of GWs from BNS coalescence, was about 0.6 Mpc \[6\]. While the continuous operation for two weeks itself has significant meaning for the KAGRA collaboration, one cannot expect astronomical findings from the KAGRA observation with its current sensitivity. During the commissioning period before and after the O3GK, the contributions of various noise sources were investigated \[7\], which provides useful information for noise reduction in KAGRA. Nevertheless, we should consider the possibility that noise partially remains in the data even after the noise reduction efforts in the instruments, which occasionally happens in experiments. There can be another possibility that a new noise source is found during the observation run which was buried in the previously dominant noise. In such situations, establishing a noise subtraction scheme in the data analysis after data acquisition\[^\dagger\] which, for example, makes use of

\[^\dagger\] See also Ref. \[9, 10, 11\] for the feed forward subtraction.
the various witness sensors is highly beneficial for achieving the first detection of GW in KAGRA.

Noise subtraction from GW strain data in offline analysis has been extensively studied, from the application of well-known filtering technique [9, 12, 13], to the newly developed methods [14, 15, 16] and the machine learning [17, 18, 19]. It is worthwhile mentioning that the strain sensitivity of LIGO Hanford during O2 was significantly improved by utilizing the Wiener filtering with the auxiliary sensors, e.g., photodiodes that monitor beam motion and its size for beam jitter [13]. As for KAGRA data, application of Independent Component Analysis (ICA) [20, 21, 22] was investigated with the initial KAGRA (iKAGRA) strain data and seismometers [23]. ICA is a method of signal processing which separates mixture of signals into statistically independent components by making use of non-Gaussianity of the sources. While the principle of ICA based on the statistical independence is so general that it is applicable to the non-linearly coupled system [25], it makes the calculation more transparent compared to the machine learning. In the previous study [23], we demonstrated that the seismic noise can be partially subtracted by the simplest model of ICA. Note that the model assuming instantaneous linear mixing, was implemented in two different ways and the optimal case turned out to be the time domain Wiener filtering [24, 25].

At the timing of iKAGRA, however, seismometers were the only environmental channels installed at the site. Since they are sensitive in the lower frequency band, our analysis cannot be applied to the $\mathcal{O}(100)$ Hz range, which is crucial to the GW observation. Since various environmental monitors including the ones sensitive to $\mathcal{O}(100)$ Hz range have been installed before O3GK [8], we can now apply ICA and investigate the noise subtraction in this frequency range. Among those monitors, microphones are of our interest since the acoustic noise contamination has been reported [20]. In addition, the sensors in the local controls of the Vibration Isolation System (VIS) can be included in our analysis to subtract its control noise. In the iKAGRA data, the effect of the control noise was buried in the dominant seismic noise and was hardly observed due to the simplified suspension for the mirrors. With the current configuration of KAGRA, non-negligible contribution from the control noise has been estimated [7] and it is worth investigating whether it can be subtracted. With these consideration, in this work, we apply extended model of ICA with newly installed microphones and local sensors of VIS to the KAGRA O3GK data.

As for the ICA model, convoluted linear mixing in time domain is considered to include the frequency dependence of the coupling. The optimal subtraction in this case was shown to be the Wiener filtering for each mode [25] and here the discussion is generalized to multiple components. One can understand that the method estimates the so-called transfer function of the noise for each frequency. Among two possible ways of the estimation [25, 14], we here utilize the one whose computational cost is lower and performance was investigated with the LIGO O2 data resulting in successful noise subtraction [15]. In order to ensure the validity of the method, we first apply it to the data in which acoustic noise was artificially injected and check whether
the injected amount of noise is subtracted. Note that such a consistency check with hardware injection was not performed in the previous studies mentioned above. Then we analyze two prominent noise contributions mentioned above in the O3GK data and perform subtraction. We should note that, however, our model and formulation assumes the stationarity of the transfer function, which does not hold in general. In order to appropriately incorporate the current subtraction method into the data analysis flow, stability of the transfer function during the whole observation period needs to be quantified.

The rest of paper is organized as follows. In Sec. 2, we make a brief review on the concept of ICA and show how the Wiener filtering in Fourier domain can be derived in our framework. In order to demonstrate validity of the subtraction formula, we perform the subtraction with the hardware injection data in Sec. 3. Then we apply the method to the O3GK data and report the performance of the noise subtraction in Sec. 4. In Sec. 5, we show the stability of the estimated transfer function in specific frequency band for whole period of O3GK. Sec. 6 is devoted to the conclusion and the future prospects.

2. Independent Component Analysis (ICA) with frequency dependence

In this section, we first make a brief review on the concept of Independent Component Analysis (ICA) [20, 21, 22] with the simplest mixing model. Then we reformulate the frequency dependent model discussed in Ref. [25] to the multiple components and consider its implementation to the data analysis.

2.1. Conceptual introduction of ICA and its application to noise subtraction

To introduce the concept of ICA, we first consider the following simplest model where only two stationary sources $s_0(t)$ and $s_1(t)$ are involved. The observable $\mathbf{x}(t)$ has the same number of components as the sources and can be written as

$$\mathbf{x}(t) = \begin{pmatrix} x_0(t) \\ x_1(t) \end{pmatrix} = \begin{pmatrix} a_{00} & a_{01} \\ a_{10} & a_{11} \end{pmatrix} \begin{pmatrix} s_0(t) \\ s_1(t) \end{pmatrix} = A\mathbf{s}(t),$$

(1)

where $A$ is here assumed to be a time independent matrix for simplicity. Generally speaking, the purpose of ICA is to recover $\mathbf{s}(t)$ from $\mathbf{x}(t)$ relying on the fact that $s_0(t)$ and $s_1(t)$ are statistically independent to each other and they obey non-Gaussian distributions\footnote{Precisely speaking, one of the sources is allowed to be a Gaussian variable.}. For this linear mixing case, our goal is to find the inverse matrix of $A$ whose components are not known a priori. The estimation of the $A^{-1}$ is carried out in ICA as follows. Let us consider linear transformation of the observable

$$\mathbf{y}(t) = \begin{pmatrix} y_0(t) \\ y_1(t) \end{pmatrix} = \begin{pmatrix} w_{00} & w_{01} \\ w_{10} & w_{11} \end{pmatrix} \begin{pmatrix} x_0(t) \\ x_1(t) \end{pmatrix} = W\mathbf{x}(t),$$

(2)
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which coincides with \( s(t) \) if \( W = A^{-1} \). A probability distribution function (PDF) of \( y \), \( p_y(y) \), is constructed from the observed PDF of \( x \), \( p_x(x) \), as

\[
p_y(y) \equiv ||W^{-1}||p_x(x),
\]

where \( ||W^{-1}|| \) denotes the determinant of \( W^{-1} \). Since the original sources are independent, \( p_y(y) \) should coincide with the marginalized distribution function:

\[
\bar{p}(y) \equiv \int p_y(y_0, y_1) dy_0 \int p_y(y_0, y_1) dy_1 = \bar{p}_0(y_0)\bar{p}_1(y_1),
\]

such that each component of the transformed variables \( y \) is to be mutually independent in the statistical sense. In other words, \( p_y(y) = \bar{p}(y) \) is understood as a necessary condition for \( W = A^{-1} \). Based on these arguments, the cost function of the estimation should be the one able to measure the “distance” between the two arbitrary PDFs such as Kullback-Leibler divergence [27]. Kullback-Leibler divergence is defined for two arbitrary PDFs \( p(y) \) and \( q(y) \) as

\[
D[p(y); q(y)] = \int p(y) \ln \frac{p(y)}{q(y)} dy = E_p \left[ \ln \frac{p(y)}{q(y)} \right],
\]

where \( E_p[\cdot] \) denotes an expectation value with respect to a PDF \( p \). In one implementation of ICA called FastICA [28], for example, \( D[p(y), \bar{p}(y)] \) is approximately evaluated and minimized to find mutually independent variables. We should note that there can be a possibility that FastICA is trapped at local minima, which correspond to distributions mutually independent but different from the proper distribution of the sources. To reach the correct answer, one may incorporate the information about the sources by explicitly assuming a concrete form of the PDF \( \bar{q}(y) = q_1(y_1)q_2(y_2) \) and minimizing \( D[p(y), \bar{q}(y)] \). When one considers noise subtraction from a main channel by using auxiliary monitors, however, the problem is significantly simplified due to the lack of the sensitivity of the monitors to the target signal in the main channel.

Let us identify the \( x_0(t) \) as the output of a laser interferometer and \( x_1(t) \) as the output of a witness channel. We can assume that \( x_0(t) \) is composed of the GW signal \( h(t) \) and stationary noise components \( n(t) \), \( k(t) \). Here \( k(t) \) is the noise monitored by a witness channel \( x_1(t) \) and \( n(t) \) represents the noise components to which \( x_1(t) \) is insensitive. Note that all the components are statistically independent. Then one can identify \( s_1(t) = k(t) \) and \( s_0(t) = h(t) + n(t) \), which results in the following form of the mixing matrix:

\[
A = \begin{pmatrix} a_{00} & a_{01} \\ 0 & a_{11} \end{pmatrix}.
\]

Note that here \( a_{01} \) can be rephrased as “transfer function” of the noise \( s_1 \). Since its inverse matrix also has a vanishing component \( (A^{-1})_{10} = 0 \), we can focus on the specific form of the linear transformation \( W \) as

\[
W = \begin{pmatrix} w_{00} & w_{01} \\ 0 & w_{11} \end{pmatrix},
\]
to obtain statistically independent variables \( y(t) = Wx(t) \). By virtue of these assumptions (6) and (7), it turns out that we can easily construct such transformation only by considering two-point correlation of observable \( x(t) \). It is straightforward to show that taking
\[
w_{01} = -\frac{\langle x_0 x_1 \rangle}{\langle x_1^2 \rangle}w_{00}
\] results in \( \langle y_0 y_1 \rangle = 0 \), where a bracket represents the ensemble average. Note that one can practically replace the ensemble average with temporal average owing to the assumed stationarity of the noise. What is special to the coupling (6) is that the condition \( \langle y_0 y_1 \rangle = 0 \) is necessary and sufficient to subtract \( k(t) \) from \( x_0(t) \), when \( \langle s_0 s_1 \rangle = 0 \) holds. This is a significant reduction of our problem since statistical independence generally involves higher order correlation function. For example, taking
\[
y_0(t) = x_0(t) - \frac{\langle x_0 x_1 \rangle}{\langle x_1^2 \rangle}x_1(t)
\]
\[
\simeq a_{00}(h(t) + n(t)) + a_{01}k(t) - \frac{a_{01}a_{11}}{a_{11}^2}a_{11}k(t) = a_{00}(h(t) + n(t)),
\] does not contain \( k(t) \) and thus does not correlate with \( k(t) \) at any higher order, which satisfies the principle for the separation in ICA. Note that \( a_{00} \) is irrelevant to our subtraction purpose.

One can see that Eq. (9) coincides with the Wiener filtering for two channels and it turns out to be a optimal subtraction method for the coupling (6) in the context of ICA. In our previous work \[23\], we showed that the above discussion is generalized to arbitrary number of witness channels \( x_i(t) (i = 1, ..., n) \) and confirmed that the performance of this method corresponding to the Wiener filtering \[24\] was better than FastICA in subtracting seismic noise from iKAGRA data. Based on this result, we extend the model of mixing matrix (6) by incorporating the effect of time delay, or the frequency dependence in the following.

2.2. Frequency dependence and multiple components

Next we extend the simplest model (6) to incorporate time delay as
\[
\mathbf{x}(t) = \int A(t, \tau)\mathbf{s}(\tau)d\tau = \int A(t - \tau)\mathbf{s}(\tau)d\tau,
\] where \( a_{12}(t - \tau) = 0 \) and we have taken the matrix \( A \) to be a function of time delay \( t - \tau \) only assuming the stationarity. Assuming that the delay time scale \( \tau \) is sufficiently small compared to the temporal length \( T \) of the data, the above coupling can be decomposed into the linear mixing of each Fourier mode \[25\]:
\[
\tilde{\mathbf{x}}(f) = \begin{pmatrix} \tilde{x}_0(f) \\ \tilde{x}_1(f) \end{pmatrix} = \begin{pmatrix} \tilde{a}_{00}(f) & \tilde{a}_{01}(f) \\ 0 & \tilde{a}_{11}(f) \end{pmatrix} \begin{pmatrix} \tilde{s}_0(f) \\ \tilde{s}_1(f) \end{pmatrix} = \tilde{A}(f)\tilde{s}(f),
\] || Here we also assume \( h \ll n, k \) so that the statistical property of the GW signal becomes irrelevant to the above discussion.
where a tilde represents the Fourier transformation of the quantities. Note that such a frequency dependent linear coupling was actually observed in e.g. acoustic noise [26] and thus it is a reasonable extension to be explored. Now one can see that the mixing [11] has the same structure with the previous problem of the instantaneous linear mixing. Once again we wish to find statistically independent variables

\[ y(t) = \int W(t - \tau)x(\tau)d\tau, \tag{12} \]

which is equivalent to

\[ \tilde{y}(f) = \tilde{W}(f)x(f) = \begin{pmatrix} \tilde{w}_{00}(f) & \tilde{w}_{01}(f) \\ 0 & \tilde{w}_{11}(f) \end{pmatrix} \begin{pmatrix} \tilde{x}_0(f) \\ \tilde{x}_1(f) \end{pmatrix}. \tag{13} \]

The independence of \( y_0(t) \) and \( y_1(t) \) requires that their correlation should vanish at an arbitrary order. However, as one can expect from the similar structure to the previous case, it is sufficient to eliminate the two-point correlation for the coupling model [12]:

\[ \langle y_0(t)y_1(t + \Delta t) \rangle \propto \int df \langle \tilde{y}_0^*(f)\tilde{y}_1(f) \rangle e^{2\pi if\Delta t} \]

\[ = 0, \tag{14} \]

where * represents the complex conjugate and \( \Delta t \) represents the time shift. Assuming that Eq. [14] holds for any shift \( \Delta t \), the condition for the statistical independence is satisfied when

\[ \langle \tilde{y}_0^*(f)\tilde{y}_1(f) \rangle = 0 \tag{15} \]

holds for each Fourier mode \( f \). In this way, the convoluted mixing [10] is now reduced to the problem for the stochastic variable \( \tilde{y}_i(f) \) with the same condition to the previous one. Because the normalization of \( y_i \) is arbitrary, we can put \( \tilde{w}_{00}(f) = \tilde{w}_{11}(f) = 1 \) and \( \tilde{y}_1(f) = \tilde{x}_1(f) \). Then we find that the optimal subtraction formula turns out be the Wiener filtering for each frequency mode, namely, \( \tilde{y}_0(f) = \tilde{x}_0(f) + \tilde{w}_{01}(f)\tilde{x}_1(f) \) with

\[ \tilde{w}_{01}(f) = -\frac{\langle \tilde{x}_0(f)\tilde{x}_1^*(f) \rangle}{\langle |\tilde{x}_1(f)|^2 \rangle} \approx -\frac{\tilde{a}_{01}(f)\tilde{a}_{11}^*(f)}{|\tilde{a}_{11}(f)|^2}. \tag{16} \]

Note that the right hand side of Eq. [16] is derived by using statistical independence \( \langle s_0(f)s_1^*(f) \rangle = 0 \) and results in \( \tilde{y}_0(f) \approx \tilde{a}_{00}s_0(f) \), which satisfies the principle of ICA.

As in the previous problem, the above discussion can be generalized to the case with multiple monitors \( x_i(t) (i = 1, ..., n) \) where vanishing component of \( \tilde{A}(f) \) then becomes \( \tilde{a}_{i0}(f) = 0 \). Consequently, \( \langle \tilde{y}_0(f)\tilde{x}_i(f) \rangle = 0 \) needs to be satisfied for mutual independence among \( x(t) \). This is achieved through the Gram-Schmidt orthogonalization in terms of two point correlation between witness channels, as was done in Ref. [23] for the simplest instantaneous coupling. In this frequency dependent case, the cleaned strain data is given by

\[ \tilde{y}_0(f) = \tilde{x}_0(f) - \sum_{i=1}^{n} \frac{\langle \tilde{x}_0(f)\tilde{x}_i^*(f) \rangle}{\langle |\tilde{x}_i(f)|^2 \rangle} \tilde{x}_i(f), \tag{17} \]
where
\[
\tilde{x}'_i(f) = \tilde{x}_i(f),
\]
\[
\tilde{x}'_i(f) = \tilde{x}_i(f) - \sum_{j=1}^{i-1} \frac{\langle \tilde{x}_i(f) \tilde{x}_j^*(f) \rangle}{\langle |\tilde{x}_j(f)|^2 \rangle} \tilde{x}'_j(f).
\]

This orthogonalization for the auxiliary monitors becomes important to avoid oversubtraction especially when the common noise is measured by different monitors. It is worthwhile mentioning that this Gram-Schmidt procedure can be free from the singularity problem which appears when one simultaneously treats all components of the covariance matrix [14].

Now we have obtained general expression for the frequency dependent subtraction, which was absent in Ref. [25]. While the above expression is written in the continuous limit, the real data sets are discretized and have finite duration and sampling rate. In such a case, one can estimate the ensemble average of each Fourier mode in two different ways as explained below.

2.3. Implementation of linear ICA with memory effect

Here we summarize how the above method is practically implemented to the actual data analysis. The ensemble average of Fourier components can be evaluated in the following two ways. As discussed in Ref. [25], one may decompose the whole time series into \( N_s \) smaller segments and obtain Fourier components \( \tilde{x}_i(f; n_s) \) of each segment \( n_s \). Then we can take average with respect to the segments \( n_s \) to estimate the ensemble average of Fourier components. In other words, here the transfer function is estimated by the Welch’s method. The subtraction can be performed for each chunk as
\[
\tilde{y}_0(f; n_s) = \tilde{x}_0(f; n_s) - \sum_{i=1}^{n} \frac{\langle \tilde{x}_0(f; n_s) \tilde{x}_i^*(f; n_s) \rangle}{\langle |\tilde{x}_i(f; n_s)|^2 \rangle} \tilde{x}'_i(f; n_s),
\]
where \( \langle \cdot \rangle_{n_s} \) represents the average with respect to the segments. We should note that the full length time series data can be properly reconstructed by allowing 50% overlap when one decomposes the whole time series into the segments. After the subtraction, each cleaned segment is multiplied by a Hann window in time domain and smoothly added together with 50% overlap. In this way, we can provide the cleaned time series data with full length.

On the other hand, there is an alternative method to estimate \( \tilde{W}(f) \), or the transfer function with a single Fourier transformation as described in [14]. In this case, one splits the frequency space into bands with an adimensional width \( F \) as
\[
f \in [f_b, f_{b+1}) \quad \text{with} \quad f_b = \frac{bF}{T}.
\]

\footnote{The length of the segments here is chosen to balance between the number of averaging and the frequency resolution.}
Then the ensemble average can be replaced with taking average within each band $b$ and the subtraction formula becomes

$$\tilde{y}_0^{(b)}(f) = \tilde{x}_0^{(b)}(f) - \sum_{i=1}^{n} \left( \frac{\tilde{x}_0^{(b)}(f), \tilde{x}_i^{(b)*}(f)}{\tilde{x}_i^{(b)}(f), \tilde{x}_i^{(b)*}(f)} \right) \tilde{x}_i^{(b)}(f),$$

(22)

where $\tilde{x}_i^{(b)}(f) = (\tilde{x}_i(f_b), \ldots, \tilde{x}_i(f_{b+1} - 1/T))$ represents the vector of the Fourier modes within the frequency band $b$ and $(\cdot, \cdot)$ is the inner product of those vectors. Since one can obtain the cleaned time series with a single inverse Fourier transformation in this case, this method can be implemented in much simpler way than the former one. These two different implementation can be understood as the consequence of the duality of time and frequency and thus they are expected to have similar performance with each other. In fact, Ref. [15] shows that this method can subtract comparable amount of noise with that subtracted by the Wiener filtering [13] with lower computational cost. Motivated with this study, here we adopt the latter method for the noise subtraction from the KAGRA O3GK data.

In this study, the analysis is based on gwpy [29]. Most of the FFTs are calculated with a Tukey window [30] with $\alpha = 1/32$ in order to remove effects at the beginning and the end of the data stretch. The band width $F$ is determined to balance between the frequency resolution and the sampling number for the average. As discussed in Ref. [14], the spurious correlation can be measured even for independent Gaussian variables, which decreases when $F$ becomes larger. In order to discriminate the “true” correlation from such artifacts, we need to set sufficiently large value of $F$, which was set to be at least $O(10)$ in our analysis. On the other hand, we also need to avoid over subtraction due to spurious correlation. This can be achieved by setting a threshold value for the coherence

$$\tilde{\gamma}_{0i}(f) = \sqrt{\frac{\left| \left( \tilde{x}_0^{(b)}(f), \tilde{x}_i^{(b)*}(f) \right) \right|^2}{\tilde{x}_0^{(b)}(f), \tilde{x}_0^{(b)*}(f)} \tilde{x}_i^{(b)}(f), \tilde{x}_i^{(b)*}(f)},$$

(23)

below which $\tilde{w}_{0i}(f)$, or the transfer function is set to be zero. Since $\langle \tilde{\gamma}^2 \rangle = 1/F$ for independent random variables, we take threshold $N/F$ throughout this study, where $N$ is a constant of the order of unity. Note that we also apply this threshold to the diagonalization in Eq. (19).

By comparing Eq. (22) and Eq. (23), one can see that the amount of the subtraction is characterized by the coherence. In the following sections, we will show how this subtraction method works in the real KAGRA data by utilizing witness sensors which have large values of the coherence to the main channel of the detector.

3. Testing the method: application of ICA to the acoustic injection data

Before moving to the analysis of the observational data, we here show the demonstration of noise subtraction by ICA with a single microphone. We use the data in which
acoustic noise was injected by the speakers and check whether we can subtract the injected amount of the noise. Since acoustic disturbance can easily be generated by using speakers and amplifiers, we can perform consistency check of the method with hardware injection which was not performed in the previous works including the iKAGRA data study [23].

The acoustic noise injection was performed on June 11, 2020, in the post-commissioning term of the O3GK. Figure 1 is a schematic picture of KAGRA apparatus;
PR booth [26]. This result ensured that those data with the acoustic injection in the PSL room can be a suitable playground for testing the subtraction method for linearly coupled noise.

In order to check the validity of our method, we analyze the data with a fixed frequency noise injected in the PSL room for 128 seconds. As a witness sensor, we utilize a microphone installed at the table in the PSL room. Here the data with injection at 140 Hz is selected since the strain relatively well responds to the injection while there is no correlation between strain and the microphone without injection. The amplitude spectral density (ASD) of the raw DARM strain and that of the DARM strain after processed with ICA are compared. Hereafter, each ASD is calculated using the Welch’s method with a Hanning window and overlap = 50%. The FFT length and the bandwidth $F$ are chosen to 4 seconds and 32, respectively, for balancing between the frequency resolution and the variance of the estimated correlation. The result is shown in Fig. 2. For a reference value, the background ASD of the DARM strain is also plotted, which is evaluated from a 2 minute data with no injection in the same lock segment. Note that the accurate calibration was not performed for these data sets and thus the ASD of the DARM strain is in an arbitrary unit. However, since their relative amplitude is preserved and it is sufficient for our purpose. As one can see, the noise ASD at the injected frequency is reduced comparable to the background level after the linear subtraction. Here the accuracy in estimation of the transfer function is mainly limited by the small number of the samples in Eq. (16) due to the short duration of the injection. While the residual is slightly outside the 25% and 75% percentiles of the background ASD, it would be improved if the longer data were available. We thus conclude that the method can be consistently applied to the observational data.

Note again that our subtraction method can provide the cleaned time series data, which is necessary for GW search pipelines. In Fig. 3, we plot time series of the noise injected strain data before and after the subtraction, both of which are bandpassed around the injected frequency as an illustration. While only 1 second is depicted in Fig. 3, full 2 minute cleaned data can be obtained after the subtraction. One can see that the amplitude of the oscillation with corresponding frequency is attenuated. Though we do not show its result here, the subtraction with the other implementation [20] introduced in the former part of Sec. 2.3 shows mostly similar performance to the above but with longer time for the calculation. For those who are interested, we summarize the result with the other implementation in Appendix A. In consideration of the simplicity of the implementation and the computational cost, we intend to use only the method [22] in the following observational data analysis.

$^+$ Both edge of the subtracted data is actually affected by the Tukey window for the one-shot FFT and one may dispose of such part. In the current parameter setup, however, it is only 4 seconds and more than 95% of the original length is still available.
Figure 2. ASDs of the PSL microphone (top) and the DARM (bottom) strain during the single frequency acoustic noise injection in the PSL room. The gray-shaded region corresponds to the values within 25% and 75% percentiles. The threshold for ICA is set to $N = 3$ here, which results in the subtraction only at the injected frequency.

Figure 3. Time series of the DARM strain with bandpass ±1 Hz around the injected frequency. After ICA, the amplitude corresponding to the 140 Hz component is reduced.
4. Noise subtraction from KAGRA O3GK data

Now let us apply the subtraction method to the KAGRA’s first observational data. As mentioned in the introduction, noise budget of the KAGRA O3GK data has been estimated. Among various sources of noise, here we focus on two specific noise contributions, namely, acoustic noise in the middle frequency range and suspension control noise (Type-Bp) in the low frequency range, which are explained in the following. In Fig. 4, typical ASD of the DARM strain and estimated contribution from those noises are presented. As one can see, those estimated contributions becomes comparable to the typical ASD in the frequency range mentioned above. We will show how those can be cleaned by ICA with the auxiliary monitors. In the following, we apply our method to 1024 seconds of the KAGRA O3GK data in the science mode \[6\]. Here we set the parameters of ICA as the bandwidth \( F = 256 \) and the coherence threshold \( N = 3 \). In addition, we also limit the frequency range \((f_{\text{min}}, f_{\text{max}})\) in which the subtraction is performed depending on the auxiliary monitors.

![Figure 4. Typical amplitude spectral density (ASD) of the KAGRA strain sensitivity in the O3GK and the estimated contribution from the known noises [7, 26]. Note that the acoustic noise in PR booth includes the effect of frequency conversion, which cannot be subtracted with the current linear method.](image)
4.1. Acoustic noise

As mentioned in the previous section, it was known that there was an unignorable coupling of the acoustic contamination in the PSL room and the PR booth to the main channel. While some parts of them were mitigated by reducing the corresponding sound sources and adding sound proofing [8], there are still remaining contributions [7]. It is worth investigating whether they can be subtracted by offline analysis. The microphones installed at those places were known to have relatively large coherence to the DARM strain in some frequency bands and should be useful for ICA. With these motivation, here we utilize those two microphones simultaneously in our analysis. Based on the estimation in Fig. 4, we set $f_{\text{min}} = 100$ Hz and $f_{\text{max}} = 450$ Hz in this analysis.

![Graph showing ratio of ASD of DARM strain before and after ICA using microphones in PSL room and PR booth.](image)

**Figure 5.** Ratio of the ASD of the DARM strain before and after ICA using microphones in PSL room and PR booth. Noise reduction is most significant in the frequency range from 330 Hz to 405 Hz as expected from the noise budget [7].

In the same way as the demonstration in Sec. 3, we compare the ASD of the raw strain and that of the strain processed with ICA. In Fig. 5, performance of ICA with those microphones is summarized. Here the ratio of the ASD before and after ICA is plotted and the smaller value means the larger amount of the subtraction. As one can see, the combination of those two channels results in broad reduction of noise. Since the subtraction is effective in the frequency range where excess of the estimated noise contribution was observed, this result is consistent with the noise budget study.

Focusing on the frequency range from 330 Hz to 405 Hz where the subtraction seems significant, we show how the multiple channel analysis works compared to the single channel ICA. In Fig. 6, the actual ASDs before and after ICA are shown. The results of ICA with a single microphone are simultaneously plotted for comparison. It can be seen that the performance of single channel subtraction is not spoiled by the addition of another channel. For example, the contribution around 335-345 Hz and 370-373 Hz has linear correlation only with the PSL room microphone and thus subtracted by the single channel ICA with it. Inclusion of PR booth microphone, which does not linearly
Figure 6. Comparison of ASD of the raw strain (red) and those of cleaned strain by ICA. Black dotted line represents ICA with a microphone in PSL room while green line represents ICA with a microphone at PR booth. The cyan, ICA using both microphones, shows combined subtraction of each contribution.

correlate with those contributions, does not affect the outcome of the multi-channel subtraction. On the other hand, the contribution around 383Hz seems to correlate with both microphones. Though it is small amount, combination of both channels results in further reduction in this case. In summary, the outcome of multiple channel analysis is almost like a combination of the results of single microphone cases, which indicates that our implementation of the Gram-Schmidt orthogonalization \(^{(19)}\) consistently works. We would also like to emphasize that almost no noise is added through this subtraction process. We consider that this is owing both to the appropriate setting of a threshold and to the appropriate choice of the witness sensors for the analysis. While there can be room for improvement in the implementation of, for example, threshold values, this result indicates that we should pay a careful attention to these microphones as monitors for subtractable noise in the forthcoming observation run.

4.2. Type-Bp control noise

Next, we consider the subtraction of suspension control noise by using local sensors. The mirrors of the main interferometer are suspended with Vibration Isolation Systems (VISs) composed of multiple mechanical stages in order to isolate them from the seismic motion. On the other hand, the mechanical resonance would contaminate the detector around the resonant frequencies of the suspensions, which is designed to be lower than \(\mathcal{O}(100)\) Hz. To suppress such vibration of the suspension, local damping controls were activated. In KAGRA, there are four different types of VIS called Type-A, Type-B, Type-Bp and Type-C. Among them, noise from the local damping control in Type-Bp
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suspension turns out to be dominant over other suspension control noise between 50 Hz and 100 Hz \[7\].

As shown in Fig. 1, the power-recycling mirrors (PRM, PR2 and PR3) are suspended by the Type-Bp suspension. Optical levers are used there as the local sensor monitoring the motion of the mirrors and they should be useful for the subtraction of control noise in the DARM strain. Therefore, we have utilized optical levers for those mirrors in this analysis. For each mirrors, three degrees of freedom for the angular motion are monitored. Among them, sensors for pitch and yaw motion of the PRM and PR2 mirrors especially show larger coherence to the DARM strain and thus we select them for the noise subtraction. Here we set \(f_{\text{min}} = 40\) Hz and \(f_{\text{max}} = 100\) Hz for ICA.

![Figure 7](image_url)

**Figure 7.** ASD of the raw strain (red) and that of the cleaned strain by ICA (blue) using the optical levers related to the type-Bp suspension. Reduction of the control noise is mainly observed around 50 Hz (Top) and around 75 Hz (Bottom).

In Fig. 7 we compare ASD of the DARM strain before and after ICA with the Type-Bp optical levers. Here the FFT length is taken as 16 s. Significant noise reduction is observed, for example, around 50 Hz and around 75 Hz. Compared with Fig. 4 again

* While optical levers are not the direct monitor of the power supply, the power line around 60 Hz are
the subtraction seems consistent with the noise budget estimation which predicts large contribution in those frequency range. Similar to the above analysis with microphones, we have not observed contamination after the subtraction process. Thus we can conclude that these sensors for the angular motion of the test masses are appropriate witness channels for the control noise subtraction.

Here we would like to briefly mention the possible origin of the noise around 50 Hz, which we found through this analysis. During the attempt to identify the witness channels for that contribution, we found that it can be subtracted also by the sensors installed at the tables in the PR booth, e.g. accelerometers. Since the type-Bp suspension is utilized for the mirrors in the PR booth, this result indicates that those sensors may observe the oscillation of the tables and its source also affects the control loops. In this way, identification of the appropriate witness sensors may provide useful information of the noise sources.

5. Stability of the transfer function during O3GK

Within a specific segment, we have demonstrated that some contributions of the noise in the KAGRA data during the O3GK run can be subtracted in the offline data analysis. However, our current method (22) assumes the stationarity of the system, or that of the transfer function (16), which does not hold in general for longer duration. While there were some attempts to take into account the non-stationarity, especially for slow variation [15, 16], the problem generally becomes significantly complex. Instead of seeking an improvement of the formalism itself by incorporating the non-stationarity, here we investigate how the current simple strategy can be appropriately applied to the whole period of the KAGRA O3GK data. If the transfer function is approximately constant for some period, current subtraction method is practically applicable to that data segments. This motivates us to check how the estimated transfer function (16) is actually stable during the whole O3GK period. Note that here we check only its stability and do not consider subtraction procedure for whole two weeks data. For this purpose, the transfer function can be evaluated simply by the Welch’s method which has already been implemented in GWpy. The level of environmental noise generally depends on time and the experimental site. Therefore, stability of the acoustic noise transfer function is worth being investigated. Here we pick 57 data segments in which detector is continuously locked for more than 30 minutes. From them, we create 236 data chunks which have 30 minute duration and then evaluate the transfer function individually for each chunk with the FFT length = 32 s, overlap = 50% and the Hanning window.

As an example, the transfer function of the acoustic noise is individually evaluated for 236 data chunks by using the PSL room microphone. Fig. 8 shows the distribution partially reduced due to the appearance of the same line in the optical levers outputs. For this line noise, one can perform subtraction with the optimal sensor for the power supply as shown in [16].

 Dependence on the window function is briefly discussed in Appendix A and the use of the Hanning window is shown to be appropriate for the estimation of the transfer function.
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Figure 8. Scatter plot of the magnitude (Top panel) and the phase (Bottom panel) of the transfer function. Each black dot represents the evaluation within the 30 minute chunk.

of the transfer function for all 2 week data used in this analysis. Note that the broad noise reduction took place around 340 Hz as depicted in Fig. 5. One can clearly see the stable structure especially for the phase from 337 Hz to 345 Hz, while the magnitudes are also stable from 337 Hz to 342 Hz. This behavior of the phase may indicate presence of localized sources of acoustic noise. For such a stable structure, we may be able to subtract them in online analysis by using the transfer function measured, for example, in the first few minutes of the observation.

For more quantitative discussion, the time evolution of this transfer function at a specific frequency bin is shown in Figures 9. Here we take $f = 339$ Hz as an example, which is within the frequency band where the transfer function seems stable. Here the same color corresponds to the same lock segment. On one hand, one can see the aggregation of points of the similar color, which indicates that the transfer function values within the same lock segment were stable in many cases. On the other hand, however, one can also see the case where magnitude of the transfer function largely changes in a relatively short time, for example, around the end of April 8th. If the current method of subtraction is applied to such a lock segment at once, contamination
is unavoidable due to incorrect estimation of transfer function. From this observation, we should conclude that time evolution of the transfer functions should be carefully checked even for the contribution which looks stable.

One may effectively take into account such a time evolution by separating the full-length data uniformly into, for example, 1024 second data and then smoothly connect the cleaned segments as in Ref. [15]. Our thorough analysis of the stability may indicate that, for the optimal subtraction, the length to divide needs to be varied depending on the segment. Such quantitative assessments can be done over time in offline analysis.

![Figure 9](image_url)

**Figure 9.** Time dependence of the transfer function of acoustic noise at 339 Hz. Here the magnitude is normalized by the median value. Each dot corresponds to the 30 minute chunk and the same color corresponds to the same lock segment.

6. Conclusion and future prospects

In this study, we performed linear noise subtraction from KAGRA O3GK data. Compared to the previous study where we applied two simplest models of ICA to the iKAGRA data [23], we have extended the formulation of ICA by including frequency
dependence in the noise coupling based on Ref. [25] and then generalized it into multi-channel case. Assuming the blindness of the witness channels to the other noise sources and the GW signal, the optimal subtraction corresponds to the Wiener filtering for each frequency mode. Note that the derivation is based on the statistical independence of the sources while the Wiener filter is usually derived to minimize the power of the residual. Such a difference should become evident when one removes the simplifying assumption and tries to derive more general expression of the ICA, for example, taking into account the non-linearity [25].

As a consequence of the duality of the time and frequency, there are two possible implementations of the subtraction, or the estimation of the transfer function. Since it can be implemented in a simpler way and reduced computational cost is achievable, we chose the one discussed in Ref. [14] and applied to the LIGO O2 data [13] rather than the one discussed in Ref. [25]. To show the applicability of extended ICA to the real KAGRA data, we first perform consistency check by using data with hardware noise injection. Linear excitation in the DARM strain due to the acoustic noise injection is successfully cleaned by ICA with a microphone and the residual is consistent with the data without noise injection. Therefore, we can safely apply our method to the KAGRA’s observational data.

Based on the noise budget study [7] during the commissioning period, we focus on the two dominant noise contributions, namely, the acoustic noise and the suspension control noise. As summarized in Sec. 4, we have demonstrated how those contributions can be subtracted from KAGRA O3GK data by utilizing appropriate witness sensors. For acoustic noise, we identify two microphones which provides certain amount of the noise reduction. Multiple channel analysis proceeded with the Gram-Schmidt orthogonalization works well and we can properly combine contributions from those different microphones for the subtraction. As for suspension control noise, we find that the local sensors in the control loop seem to be useful for the subtraction of the control noise. It is worth mentioning that we could get a glimpse of the potential origin of the type-Bp control noise from the PR booth microphones. We should note that for both cases, result consistent with noise budget study is obtained and no spurious noise was added to the strain data through ICA. For the detection of tiny GW signal, the latter point is significantly important, which can be achieved by finding the appropriate witness channels and avoiding the use of uncorrelated channels. Therefore, it would be better to select auxiliary monitors beforehand based on the coherence between them and the strain.

We also check the stability of the transfer function, which is a crucial assumption taken in our current ICA model. Focusing on the acoustic noise around 340 Hz related to the PSL room, as an example, the distribution and the time evolution of the transfer function is investigated for all 2 week data. While the structure of the transfer function seems relatively stable during whole observational period, there are a few lock segments in which the magnitude of the transfer function largely changes within a short period. To achieve the cleaning of the full-length data with current method, one
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should divide it into the smaller part in which the transfer function can be approximately regarded as constant. Or alternatively, the formulation of ICA incorporating the time dependence needs to be considered. Such an issue will be further investigated in our future work. Since current level of subtraction is insufficient to provide drastic change in SNR, effect on the signal detection is not investigated in this work. After establishing method incorporating non-stationarity and also non-linearity, it is worthwhile to perform cleaning of the whole data segments and give a prediction for signal detection.
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Appendix A. Alternative implementation

Here we show how the alternative subtraction method (20) works with the noise injected data discussed in Sec. 3. As described in Sec. 2.3, this implementation estimates the transfer function with the Welch’s method and thus there is a choice of the window function to be used in the analysis.

In Fig. A1 the result of subtraction (20) is shown with two different window functions, which were multiplied to each chunk for FFT. Although the cleaned time series is not shown here, reconstruction of the full length is successfully done by the process discussed in Sec. 2.3. Compared to the method in Fig. 2, the similar performance is obtained when the Tukey window is used. While there is a slight dependence on the choice of the window function, the peak height is reduced to the same level for the Hanning window. From this observation, our estimation of the transfer function in Sec. 5, where the Hanning window is used for the Welch method, is validated.

We also compare the execution times when the two subtraction methods (20)
and (22) are applied to this 2 minute injection data. To get the cleaned 2 minute time series data, it takes 1.35s and 190ms respectively. As for the former method, FFT (and inverse FFT) needs to be performed chunk-by-chunk and the reconstruction of the full-length time series becomes complicated as described in Sec. 2.3. This time difference is expected to increase further as the data length increases and the data is divided into more chunks (while keeping the target frequency resolution fixed).
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