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Abstract

Humans can robustly localize themselves without a map after they get lost following prominent visual cues or landmarks. In this work, we aim at endowing autonomous agents the same ability. Such ability is important in robotics applications yet very challenging when an agent is exposed to partially calibrated environments, where camera images with accurate 6 Degree-of-Freedom pose labels only cover part of the scene. To address the above challenge, we explore using Reinforcement Learning to search for a policy to generate intelligent motions so as to actively localize the agent given visual information in partially calibrated environments. Our core contribution is to formulate the active visual localization problem as a Partially Observable Markov Decision Process and propose an algorithmic framework based on Deep Reinforcement Learning to solve it. We further propose an indoor scene dataset ACR-6, which consists of both synthetic and real data and simulates challenging scenarios for active visual localization. We benchmark our algorithm against handcrafted baselines for localization and demonstrate that our approach significantly outperforms them on localization success rate.

1. Introduction

The problem of visual localization is defined as estimating the precise 6 Degree-of-Freedom (DoF) camera pose with only visual observations (RGB/RGB-D). This problem plays an important role in many computer vision and robotics applications, e.g., augmented reality [23], visual manipulation, visual navigation [56, 12] and visual mapping [15]. Visual localization faces a number of fundamental yet common challenges, such as repetitive patterns, textureless regions, illumination changes and rearrangement of objects. The popular visual localization approaches [45, 10, 9, 3, 7, 24] are mostly passive, which assume no control of camera movement, and tend to fail under the conditions above. To address these challenges, there has been limited research in the past about active visual localization for mobile robots. The Active
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processes [54], the past passive or active visual localization approaches are both bound to fail due to limited experience learned only from the calibrated scene region.

To make progress on this decades-old problem, we aim for accurate localization in partially calibrated environments, where the precise camera pose is provided for part of the scene – hence the camera will be lost if placed in the uncalibrated region. In order to achieve an efficient and effective solution to this problem, there are two critical questions to ask. 1) “Where to go”: as for a lost camera in the scene, there could exist many available target positions to go for accurate localization. This makes active visual localization intrinsically ambiguous. 2) “When to stop”: as no ground truth camera pose is available during active camera movement, it becomes difficult to determine the stop condition.

In this paper, we propose a novel active visual localization algorithm implemented within a reinforcement learning framework to deal with partially calibrated environments. It consists of two modules, a camera pose estimator and a policy network. The camera pose estimator learns to map the input visual observation to its corresponding camera pose within the calibrated scene region, which is defined by the provided training sequence of <RGB-D image, camera pose> pairs. The policy learning module formulates the active visual localization problem as a Partially Observable Markov Decision Process (POMDP) [18], implemented as a reinforcement learning algorithm. In each episode, the agent is initialized at a random position in the environment that contains both calibrated and uncalibrated regions, then, to determine “where to go”, the policy learning module guides the agent to navigate towards a novel observation that can be accurately localized with the former pose estimator. As camera pose is not available for supervision, in order to decide “when to stop”, we further design a terminal reward function based on a novel success stop condition triggered by the estimated pose hypotheses.

To validate the effectiveness of our method, we present ACR-6, a new benchmark dataset for training and evaluating the active visual localization algorithms in partially calibrated environments. It consists of 5 high-quality synthetic indoor scenes and 1 scanned real indoor scene, for each of which it provides 1) a training trajectory of <RGB-D image, camera pose> pair that partially covers the scene, 2) the full textured 3D scene mesh, 3) dynamic scenes with geometric and illumination changes, and 4) validation and test image set. Experimental results on the ACR-6 dataset demonstrate that our proposed algorithm outperforms the state-of-the-art (passive) localization approaches by 568% in localization success rate, and surpasses our best performing handcrafted active visual localization baselines by 91% in localization success rate.

Our contributions in this work can be summarized as follows,

- We propose a novel active visual localization algorithm to deal with partially calibrated environments. Our algorithm is formulated as a Partially Observable Markov Decision Process (POMDP) solved within a reinforcement learning framework.
- We present ACR-6, a new benchmark dataset for training and evaluation of the active visual localization problem. It includes 6 high-quality indoor scenes, equipped with training sequence, 3D scene mesh, dynamic scenes, validation and test image set.
- Our proposed algorithm outperforms the existing localization approaches by a large margin and surpasses the designed active visual localization baselines with much higher accuracy.

2. Related Work

Visual localization. The task of visual localization is to estimate a 6 DoF camera pose from visual observation. The early work explored various image features to retrieve the most similar database image for pose approximation of a reference image. The traditional retrieval-based approaches mostly rely on hand-crafted features [39, 25, 38, 40], such as SIFT [27], which are replaced with the recent deep learning features [1, 37, 36, 48]. Besides image retrieval, a different popular trend for visual localization is to learn a deep neural network that directly maps a reference image to its corresponding camera pose. The pioneer work in this direction is known as PoseNet [20] with many followups [19, 52, 8]. However, the recent work [42] observe that the learning-based direct pose estimation approaches perform similarly to the type of image retrieval methods.

The aforementioned approaches run in an end-to-end manner for direct pose estimation. The other type of literature employs a two-step procedure, where the first step is to regress the 3D scene coordinate from the input RGB/RBG-D observation, and the second step takes a RANSAC based optimization to produce the final camera pose according to the 2D/3D-3D correspondence constructed from the first step. The popular scene coordinate regression approaches are implemented as a regression forest [45, 30, 32, 33, 16, 4, 50, 10, 9] or a convolution neural network [3, 5, 7, 6, 55, 24]. These approaches builds structure-based knowledge in a more explicit way, and performs better than image retrieval on small- or medium- scale environments.

The aforementioned approaches are all passive and vulnerable to a number of challenges, such as dynamic environments and highly ambiguous regions. There emerge a few works [14, 11, 17, 29] regarding active localization to resolve the above issues. However, these approaches mainly leverage the past visual experience to construct a grid [14, 11], topological graph [17, 12] or visual memory [29] as guidance for active localization, which significantly boosts the localization performance, while on the other hand limits their algorithm to be robust in uncalibrated scene regions. In this paper, we target active visual localization in partially calibrated environments, which has not been discussed much
in the past and the existing works can not be applied to our
scenario.

**Reinforcement learning for active vision.** Reinforcement
learning has boosted the state of the art of many
computer vision tasks, e.g., object detection [31], tracking
[35, 47], 3D shape modelling [26], and 3D part discovery
[28]. A few recent works focus on the 3D pose estimation
and refinement of objects. [22] optimizes the parameters
of an existing state-of-the-art object pose estimation system
via learning to select the optimal pose hypotheses within a
limited computational budget. [44] proposes a pose-free re-
forcement learning approach to refine the 6D pose by learn-
ing to manipulate the 3D model. [46] tackles the problem of
accurate object pose estimation through camera movement
towards the uncertain objects.

Unlike the aforementioned approaches that mostly focus
on the object space, in this work, we aim at camera pose
estimation with respect to a scene-level environment without
the ground truth pose supervision for policy learning.

**3D scene dataset for visual localization.** The scene
dataset consists of visualizations developed for visual localization can mostly
be categorized into outdoor and indoor datasets. The out-
doors ones [2, 41] usually characterize day-night, season and
weather changes, or middle-/large-scale geometric changes,
e.g., cars and buildings. However, the 3D scene models
in these datasets are either missing or constructed in the
format of sparse point cloud, which is not suitable to ren-
der high-quality visual observations at any unpredictable
position for reinforcement learning. On the other side, the
3D scene models developed for indoor datasets in the past cover both room-level environments
[45, 49, 51] and large-scale university buildings [48]. The
constructed training and test scene meshes in these scanned
data sets mostly do not fully overlap with each other, and
sometimes lack important geometric details, such as walls,
which are however required to obtain a complete full-frame
visual observation for real-time rendering in reinforcement
learning.

As a benefit of the highly-controlled synthetic environ-
ments, our proposed ACR-6 dataset provides high-quality
3D scene mesh during both training and test. We also scan a
real indoor scene covering bedroom, living room and kitchen
to demonstrate the robustness of our algorithm on real-world
environments.

### 3. Problem Definition

Provided a sequence of <RGB-D image, camera pose>
pairs, denoted as \( \{I_i^{\text{train}}, C_i^{\text{train}}\}_{i=1}^m \), where \( m \) is the number of images, that covers the partial scene where camera is
 calibrated, and an initial test frame \( I_0 \) sampled in the entire
scene, the task of active visual localization is to translate and
 rotate the camera in an active manner until reaching a new frame \( I_i \) where an accurate camera pose \( C_i \) can be
estimated. This problem can be naturally formulated into a
Partial Observable Markov Decision Process (POMDP)
defined by the tuple \( \mathcal{M} = (S, A, O, T, R) \). Here, \( S \) is the
state space; \( A \) is the action space; \( O \) is the observation space;
\( T(s'|s, a) \) is the state transition function, \( s \in S, a \in A \) and
\( s' \) is the new state; \( R(s, a) \) is the reward function.

We assume that the state is not directly observable and learn
a policy \( \pi(a|o) \) conditioned on observations \( o \in O \) to
generate the action \( a \). Its goal is to maximize the expected
discounted reward \( \mathbb{E}_{a \sim \pi} \left[ \sum_{t \geq 0} \gamma^t r_t \right] \), where \( \gamma \in [0,1) \) is the
discount factor, and \( r_t \) is the immediate reward at time step
\( t \). As a deviation from the classic POMDP setup, our real
reward is not directly observable due to the unavailability of
ground truth camera pose for policy learning, which makes
the problem even more challenging. In the next section, we
provide the instantiation of each space and how we formulate
a surrogate reward.

### 4. Approach

In order to solve this problem, in this paper, we propose a
novel active visual localization algorithm. Its full pipeline is
illustrated in Figure 2(a), and can be separated into two steps,
1) building a camera pose estimator and 2) a reinforcement
learning (RL) framework for localization, which are detailed
below.

#### 4.1. Camera Pose Estimator

The input consecutive image observations along with
their corresponding ground truth camera poses provide the
basic 3D knowledge of the partial calibrated indoor scene.
To take advantage of the fact that it is possible for the agent
to localize accurately when observing the calibrated region,
we build a camera pose estimator, denoted as \( E \), using the
above sequence to project the input image \( I_i^{\text{train}} \) to its camera
pose \( C_i^{\text{train}} \). We employ the state-of-the-art structure-based
camera relocalization algorithm, regression forest [10], as
our pose estimator. The pose estimator serves only as a tool
to facilitate the following RL framework, and our solution
is general in the sense that this module is replaceable with
other visual localization solutions.

#### 4.2. Reinforcement Learning for Localization

Given the pretrained camera pose estimator, the goal
of the reinforcement learning algorithm is to progressively
move the agent from an initial bad observation to a new ob-
ervation that can be accurately localized. The camera pose
estimator is used as-is and no longer finetuned in this stage
due to the lack of ground truth camera pose. Moreover, the
pose estimator is trained solely on the provided consecutive
images, which may not fully cover the whole indoor scene,
while the agent has the full access to the same scene when
training reinforcement learning algorithm. The state space,
observation space, action space and reward function of the
RL algorithm are detailed below.
4.2.1 State Space

The state space of the agent indicates the ground truth of agent’s position and orientation with respect to the map frame. Specifically, the state at time step $t$ is represented as a 3D tensor, $s_t = (x_t, y_t, \theta_t)$, where $x_t, y_t$ are the agent locations within the 2D scene map, and $\theta_t$ is the agent orientation that ranges from $0^\circ$ to $360^\circ$. These values not visible to the agent while the agent keeps track of the observation $o_t$ for policy learning.

4.2.2 Observation Space

The observation design should encode the knowledge of the current sensor input and the scene, and have positive guidance for the agents to move towards the position acknowledged by the pretrained camera pose estimator. In order to achieve this goal, we define the observation at time step $t$ as the combination of the following four components: $o_t = \{I_t^{(c)}, I_t^{(d)}, \hat{C}_t, P_t, D_{scene}\}$, where $n$ is a hyperparameter denoting how many pose hypotheses to use.

Current visual observation. The most direct signal given to the agent is the current visual input $I_t = \{I_t^{(c)}, I_t^{(d)}\}$, which is the simulated sensor output from the agent’s current accurate pose. The visual observation consists of both RGB color $I_t^{(c)}$ and depth $I_t^{(d)}$. The 2D depth is further lifted to the 3D camera coordinates $P_t$ with the camera intrinsics for policy learning.

Current pose hypotheses. The camera pose estimator takes the RGB-D frame as input and generates a number of pose hypotheses $\{\hat{C}_{t,j}\}_{j=1}^n = E(I_t)$ after employing the preemptive, locally-optimized RANSAC. We rank the pose hypotheses according to the computed scores in [10], in order to select the best $n$ hypotheses, which demonstrate the most confident camera pose estimations for the current observation and hence serve for the policy update.

Geometry of calibrated region. Accurate camera pose can be computed with correct 3D-3D point correspondence established between the geometry of current observation in camera space $P_t$ and calibrated scene region in world space $P_{scene}$, which in turn should benefit learning navigation behavior. We define a 3D point in the scene geometry to be calibrated as it is observed by a visual input with ground truth camera pose. Hence, we compute $P_{scene}$ by firstly projecting the depth images in the training sequence into world coordinates using the ground truth camera poses, and then fusing all the world coordinates into the point cloud of the calibrated scene region.

4.2.3 Action Space and State Transition

The agent is capable of performing three actions, move forward, turn left and turn right. At each time step, the agent will choose one action among the three to obtain a new observation. $A = \{\text{left}, \text{right}, \text{forward}\}$.

To simulate robotic agents in a real world condition, the action does not lead to perfect execution, hence we adds noise on the actions with the state transition function $T$, which is defined as:

$$s_t’ = s_t + N(\mu_t, \Sigma_t), \text{if } a_t = \text{left},$$
$$s_t’ = s_t + N(\mu_r, \Sigma_r), \text{if } a_t = \text{right},$$
$$s_t’ = s_t + N(\mu_f, \Sigma_f), \text{if } a_t = \text{forward},$$

where $a_t$ is the sampled action, $N$, $\mu$, $\Sigma$ are the Gaussian distribution along with its mean and covariance matrix.
subscript \(l, r, f\) refers to the action of \textit{turn left}, \textit{turn right} and \textit{move forward}.

The design of action space is decided by the target embodiment, which we choose to be a robot in this paper, as it can be directly applied to facilitate the localization step in the visual navigation task. The action space can also be further extended to be more complex, such as 6 DoF if required, which however is not the focus of this work.

4.2.4 Reward Estimation

At each time step, the agent will receive a reward and later use it to update the policy network. In the classical POMDP setup, the reward \(R(s, a)\) is a function of state and action pair. However in our case, the state is not visible to the agent, and the real reward is also unavailable due to the lack of ground truth camera pose. Hence we design a surrogate reward \(\hat{R}(o, a)\) defined on the observation and action. The total reward consists of the slack reward \(\hat{R}_{\text{slack}}\) and terminal reward \(\hat{R}_{\text{stop}}\), which are detailed below.

**Terminal reward** is to either punish the failure stop or award the success stop. The failure stop happens when the agent reaches the predefined maximum allowed time steps, collides with any object, or the camera pose estimator returns NULL due to systematic error. The success stop is non-trivial to determine in the active visual localization problem since the agent is not aware of the ground truth camera pose except for the provided image observations, and this makes our problem highly ambiguous and dramatically different from the others, such as robotic navigation or manipulation tasks, which mostly have a deterministic goal. In order to decide when the agent successfully reaches an accurate camera pose with high confidence, we calculate the variance \(v_t\) of the four pose hypotheses and define the variance threshold \(v_{\text{thres}}\), we consider a success stop when \(v_t \leq v_{\text{thres}}\). In the later experimental session, we observe that the success stop judgements usually conform to highly accurate camera pose estimations, which phenomenon justifies the effectiveness of the proposed hypotheses variance \(v_t\). Then the terminal reward is defined as,

\[
\hat{R}_{\text{stop}} = \begin{cases} 
100, & \text{if success: } v_t \leq v_{\text{thres}}, \\
-100, & \text{if failure (out of bound, timeout)} 
\end{cases}
\]

(2)

**Slack reward** is used to punish unnecessary steps and keep the path efficient. Let \(\tau\) denotes the total time steps that the agent takes until meeting the stop criterion in one episode, and the punishment for each time step is empirically set as \(5\), then the slack reward is defined as,

\[
\hat{R}_{\text{slack}} = -5\tau
\]

(3)

The final reward is the weighted summation of both the aforementioned rewards in each navigation episode,

\[
\hat{R} = \hat{R}_{\text{slack}} + \lambda\hat{R}_{\text{stop}}
\]

(4)

where \(\lambda\) is the hyper parameter to balance the weights between the two reward terms. Please refer to Sec 6.1 and the Supplementary Material for information about hyper parameters described in this section.

4.2.5 Policy Network

The policy network takes the observation \(o_t\) as input and generates the probability of the three actions defined by the action space \(A\). Its structure is illustrated in Figure 2(b). The input geometry of current observation \(P_t\) and calibrated scene region \(P_{\text{scene}}\) are both represented as 3D coordinates, the same as point cloud. Inspired by the popular point cloud processing network PointNet [34], for both \(P_t\) and \(P_{\text{scene}}\), we employ a three-layer pointwise MLP (64-128-64) followed by a max pooling layer to extract its global feature \((\mathbb{R}^{64})\). \(P_t\) and \(P_{\text{scene}}\) shares the same network architecture yet with different learned weights. For the input frame \(I_t\), we employ a convolution neural network of 4 convolution layers (32-64-128-256) and 1 linear layer (64) to extract the global feature \((\mathbb{R}^{64})\). Each convolution layer is of kernel size 3x3 and followed by a batch normalization layer and a max pooling layer of stride 2. Each input pose hypothesis \(\hat{C}_{t,j}\) is represented as a 6D tensor that consists of 3D translation and 3D rotation (Euler angles), and we leverage a two-layer MLP (32-16) to extract its feature \((\mathbb{R}^{16})\). Finally, by concatenating all the extracted features, we use a three-layer MLP (64-16-3) to predict the probability of the three predefined actions.

5. ACR-6 Dataset

As discussed in Sec. 2, we need a dataset that supports changing layout, photorealistic rendering and real time rendering to benchmark our algorithm on active visual localization problem. So we propose a new benchmark dataset, namely ACR-6 dataset, to facilitate the training and evaluation for the active visual localization problem. We are committed to release this dataset to the research community. In order to construct such a dataset, we collect 5 high-quality synthetic indoor scenes, which are created by professional interior designers, and hence feature realistic texture, lighting, layout and high resolution mesh. We also scanned one real indoor scene to further test the robustness of our algorithm in real-world environments. For each scene, we also provide a “dynamic” counterpart to it, we denote them as \(sx-d\) and \(r0-d\). The “dynamic” scene is a perturbed version of the original scene, in furniture arrangements as well as lighting. For the difference between original scene and dynamic scene, please refer to the Supplementary Material.

For each indoor scene, we provide a list of data as follows:

- A training trajectory of <RGB-D image, camera pose> pairs that observes the partial scene where the camera is calibrated.
- The full 3D scene mesh and its photorealistic texture that includes both calibrated and uncalibrated regions.
The dynamic scene (textured mesh) that characterizes the illumination and geometric changes to test the robustness of the visual localization algorithms.

The validation and test split for benchmarking purposes. Each split consists of 1000 initial positions randomly sampled from the entire scene, and are provided for both the original static and modified dynamic scenes. The full 3D scene meshes are shown in Fig. 3, and the related statistics are demonstrated in Table 1.

For purpose of reinforcement learning, the ACR-6 dataset supports real-time photorealistic rendering from high-quality scene meshes. For the synthetic indoor scene, real-time rendering usually sacrifices the rendering quality. To tackle this challenge, we take advantage of the texture baking workflow. It firstly employs a physically-based renderer to generate the photorealistic images that cover the whole indoor scene, and then optimizes the mesh and texture using the above high-quality rendered images, finally real-time photorealistic rendering can be achieved using the optimized scene without losing much image quality. In the implementation, we employ Cycles to render the photorealistic images, and the real-time renderer in Interactive Gibson [53] to synthesize camera images for reinforcement learning. For the real indoor scene, the texture is realistic in nature, but the constructed scene meshes tend to have some artifacts due to the limited scanner in the existing visual localization datasets [45, 49, 51]. We take advantage of the Matterport scanner device along with its scene reconstruction algorithms to obtain the high-quality complete indoor scene mesh, and achieve real-time rendering also in Interactive Gibson.

6. Experiments

6.1. Implementation Details

In our experiment, we use the state-of-the-art off-policy learning method Proximal Policy Optimization (PPO) [43] as the policy optimizer. We employ the Adam [21] to optimize the network weights with initial learning rate $3 \times 10^{-4}$. Some hyper-parameters: $\nu_{\text{thres}} = 10^{-4}$, $\lambda = 2$, $\gamma = 0.99$.

The state $s_t = (x_t, y_t, \theta_t)$ is perturbed with Gaussian noise to generate the new state $s'_t$ according to the chosen action as shown in the state transition function. To be specific, if the agent turns left or right, the Gaussian noise of mean $(30/-30)$ and standard deviation $(6)$ will be added on the rotation angle $\theta_t$; if the agent moves forward, the Gaussian noise of mean $(20)$ and standard deviation $(5)$ will be added on the 2D positions $x_t, y_t$. The positions are measured in centimeters, and the rotation angle is measured in degrees.

6.2. Baselines

Since the most related work on active visual localization [11] requires a full map and is not specifically designed for partially calibrated scenes, we cannot directly compare with their algorithm. Therefore, we propose several baseline approaches for comparison. No-movement indicates the visual localization result of the initial test frame predicted by the pretrained camera pose estimator. This baseline is used to demonstrate how inaccurate the initialization is, and how much improvement the other approaches can achieve. Turn-around means the agent turns a circle along the vertical z axis without any forward movement, and stops at the estimated case pose with lowest hypotheses variance $v(t)$. It simulates a common localization strategy in real-life visual navigation solutions. At each time step, Random action chooses a random action, and Greedy action tries all the actions once and selects the one with the lowest hypotheses variance $v(t)$. Both of these two strategies enable agent navigation, and stop when triggering the success/failure condition same as our algorithm.

6.3. Evaluation Metrics

The performance of active visual localization is evaluated on accuracy. It employs the camera pose accuracy computed as the proportion of successful test frames whose
Table 2: Active camera localization performance compared with baselines on the ACR-6 dataset. The metrics are formulated as (accuracy, #steps). sx-d denotes the dynamic variant of sx.

| Scene       | s0   | s1   | s2   | s3   | s4   | r0   | Avg.  |
|-------------|------|------|------|------|------|------|-------|
| No-movement | (0.155, 0) | (0.180, 0) | (0.149, 0) | (0.180, 0) | (0.105, 0) | (0.136, 0) | (0.151, 0) |
| Turn-around | (0.488, 15.2) | (0.459, 15.1) | (0.510, 15.0) | (0.589, 15.2) | (0.424, 15.2) | (0.486, 15.1) | (0.493, 15.1) |
| Random      | (0.299, 20.8) | (0.350, 11.3) | (0.162, 14.7) | (0.292, 12.9) | (0.229, 28.0) | (0.207, 12.2) | (0.253, 16.7) |
| Greedy      | (0.484, 15.2) | (0.380, 5.0) | (0.312, 11.4) | (0.358, 7.4) | (0.325, 14.4) | (0.297, 8.4) | (0.359, 10.3) |
| Ours        | **(0.966, 14.0)** | **(0.896, 12.3)** | **(0.876, 12.7)** | **(0.913, 8.6)** | **(0.870, 15.2)** | **(0.958, 15.6)** | **(0.913, 13.1)** |

Table 3: Analysis of input modalities. The metrics are formulated as (accuracy, #steps).

|                  | Static | Dynamic |
|------------------|--------|---------|
| w/o geometry & color | (0.742, 18.0) | (0.738, 20.4) |
| w/o geometry     | (0.890, 11.1) | (0.749, 11.2) |
| Ours             | **(0.896, 12.4)** | **(0.773, 14.7)** |

Table 4: Analysis of the variance convergence threshold and number of pose hypotheses. The metrics are in (accuracy, #steps, successIOU).

| Parameter  | Value       | Static | Dynamic |
|------------|-------------|--------|---------|
| $\nu_{thre}$ | $2 \times 10^{-5}$ | (0.842, 14.3, 0.998) | (0.770, 20.6, 0.997) |
|            | $5 \times 10^{-5}$ | (0.880, 12.7, 0.991) | (0.771, 14.3, 0.996) |
|            | $1 \times 10^{-4}$ | **(0.896, 12.3, 0.979)** | **(0.773, 14.7, 0.983)** |
|            | $2 \times 10^{-4}$ | (0.858, 10.7, 0.974) | **(0.757, 13.3, 0.958)** |
|            | $5 \times 10^{-4}$ | (0.780, 8.7, 0.863) | (0.761, 11.5, 0.941) |
| $n$        | $2$ | (0.408, 3.863, 0.426) | (0.286, 5.269, 0.302) |
|            | $4$ | (0.896, 12.3, 0.979) | **(0.773, 14.7, 0.983)** |
|            | $6$ | **(0.901, 14.0, 0.998)** | (0.734, 15.345, 0.999) |

6.4. Results

Quantitative results. The quantitative results in ACR-6 test set are shown in Table 2. The No-movement baseline achieves only an average of 15.1% accuracy in static scenes and 9.9% accuracy in their dynamic variants, suggesting moving the agent is crucial for successful visual localization in partially calibrated environments. The Turn-Around heuristic is about to achieve 49.3% in static scenes and 37.7% accuracy in their dynamic variants, suggesting turning around is a simple yet effective heuristic, which is the reason it is commonly used in many robotics appli-

...
6.5. Ablation Study and Analysis

For sake of simplicity, the experiments in this section are all conducted on a representative scene s1 of the ACR-6 dataset.

**Input modalities.** Our policy network consumes the geometry of calibrated scene and current observation \( \{P_t, P_{\text{scene}}\} \), current observed color information \( \{I_t^{(c)}\} \) and pose hypotheses \( \{C_t, J\}_{j=1}^n \). We gather the evidence that each modality is useful by running 3 experiments with different input modalities: All modalities, without geometry, and without both geometry and color. For the variant with reduced modalities, the corresponding feature encoding branches in the policy network is removed. The results are shown in Table 3. The performance degrades as we gradually remove modalities. This is expected and demonstrates that both geometry and color information do help. It also provides evidence that the agent is able to use context information to plan more effective paths towards localizable regions.

**Analysis of variance threshold \( v_{\text{thres}} \).** The success of our algorithm critically depends on the design of the success stop condition, which is determined by the variance threshold \( v_{\text{thres}} \). Therefore, in this experiment, we test the effect \( v_{\text{thres}} \) has on our algorithm. We test 5 different values from low to high in Table 4, and observe that as \( v_{\text{thres}} \) increases, the successIOU and \#steps gradually degrades. This demonstrates that our proposed success stop condition triggered by the camera pose hypotheses is very effective with a small variance threshold, which however may make the reinforcement learning framework difficult to achieve real success as the localizable regions will also be smaller controlled by \( v_{\text{thres}} \). This is verified by the experiment that the best accuracy is actually achieved by an intermediate \( v_{\text{thres}} \), not the smallest one.

**Analysis of number of hypotheses \( n \).** The performance of using different numbers of pose hypothesis is shown in Table 4. Using \( n = 2 \) causing an inaccurate (often optimistic) estimation of pose variance, causing performance to degrade. Using \( n = 6 \) results in better pose variance estimation at the cost of additional computation. Empirically, using \( n = 6 \) also causes performance to drop in dynamic scenes, so we used \( n = 4 \) in our main experiments.

**Robustness to camera pose estimator.** We swap the camera pose estimator to DSAC++ [5] and test the performance. The performance of using DSAC++ as camera pose estimator yields a success rate of 0.888 in static scenes, which is comparable to using regression forest [10] as camera pose estimator (0.896), indicating that our framework is agnostic to the camera pose estimator used.

**Running time.** The averaged time for each step of our algorithm during inference is 224ms on an Nvidia GTX 2080Ti GPU, indicating that our approach can be used a real robots that require real-time predictions of actions.

---

![Figure 4: Qualitative Results. The agent learns various intelligent behaviors for active visual localization. White arrow: start position; Green arrow: end position (successfully localized); Light green region: calibrated region for accurate localization; Static/Dynamic: different captured frames in static and dynamic environments. The dots with color gradient indicate the path the agent takes. (a) The agent is able to travel along a long trajectory from an uncalibrated area to a calibrated area. (b) Starting from the same location, the agent generally travels to the same target region. (c) Even placed in the dynamic environment, the agent can still actively localize itself by exploring and finding a familiar region. (d) Emergence of turn around behavior. (e) The agent is able to turn around upon seeing texture-less region. (f) The agent actively turns around when the initial frame results in ambiguity in localization. Zoom in to see the details.](image)

7. Conclusion and Future Work

In this paper, we propose an algorithm to solve the active visual localization problem in partially calibrated environments. We formulate this problem as a Partially Observable Markov Decision Process (POMDP) and solved with a reinforcement learning framework. Our approach is evaluated in our proposed dataset, namely ACR-6, containing challenging relocalization cases in partially calibrated and dynamic environments. Our algorithm outperforms the compared approaches on camera pose accuracy by a significant margin. In the future, we would like to extend our framework to
be able to update the camera pose estimator along with RL training, so that the agent can learn to localize in a life-long learning setting. We would also validate the algorithm on a robot platform in the real world.

8. Appendix

The appendix provides the additional supplemental material that cannot be included into the main paper due to its page limit:

- Camera Pose Estimation for Active Localization.
- Generalization to Novel Scenes.
- Performance in Both Localizable and Unlocalizable Regions.
- Training Curves.
- More Details of the ACR-6 Dataset.
- More Visual Results.

A. Camera Pose Estimation for Active Localization

Once the reinforcement learning algorithm finishes one episode triggered by the success or failure stop condition, the final camera pose will be selected from the generated pose hypotheses by iterative refinement following [5, 10].

B. Generalization to Novel Scenes

In order to move the agent from an initial bad observation to a new localizable observation in the partially calibrated environments, the policy network learns scene-specific prior for active guidance. To test its generalization capability to novel scenes that the policy network does not observe during training, we conduct two experiments, 1) train the policy network on s0 and test on s1; 2) train the policy network on s1 and test on s0.

The numerical results are shown in Table 5. We observe that the generalization version achieves much worse performance compared to our original version, yet is still comparable to the baselines. Especially when the policy network is trained on s0 and tested on s1, the accuracy is surprisingly much better than all the baselines. It demonstrates the promising generalization ability of our algorithm on novel scenes, which however is not the focus of this work and can be explored deeper in the future work.

C. Performance in Both Localizable and Unlocalizable Regions

To study our learned behavior on the easy and difficult cases individually, we separate the indoor scene into localizable and unlocalizable region. The localizable region is defined as the area where the simple “Turn-around” baseline succeeds, hence theoretically the agent can naively learn the rotation actions only. The unlocalizable region is all the other areas in the environment where the agent needs to at least move forward in order to find a better position for accurate localization.

Based on the above definition, we separate the test images in ACR-6 dataset into localizable and unlocalizable ones, and calculate their performance in Table 6. As expected, within the localizable region, our algorithm is able to succeed in much fewer steps, and achieves higher accuracy, while within the unlocalizable region, our algorithm takes longer steps and achieves lower accuracy.

D. Training Curves

We demonstrate the accumulated reward, accuracy and #steps along the training environment episodes in Figure 5. For all the 6 scenes, our algorithm achieves high accuracy and low #steps. The saturated reward curve indicates that our algorithm converges well. We observe r0 converges the fastest, hence we stop its training earlier than the others. r0 and s4 converge the slowest, this is mainly due to the fact that r0 has complex realistic scene layout and much smaller calibrated region (12.0%) compared to the other scenes (average: 27.38%), while s4 owns much larger scene area (103.0 m²), which creates difficulties for policy learning compared to others (average: 37.38 m²).

E. More Details of the ACR-6 Dataset

To demonstrate more details about the ACR-6 dataset, we illustrate the pairwise comparison between the static and dynamic scenes for both look-down view and first-person view in Figure 6 and Figure 7 respectively. To create the dynamic variant of the static scene, we rearrange the furniture and manipulate the illumination in the environment.

F. More Visual Results

We demonstrate more visual results for s0, s1, s2, s3, s4 and r0 in Figure 8, 9, 10, 11, 12 and 13 separately. For each scene, we visualize the learned long trajectory, emergence of turn-around behavior and comparison between navigation paths in static and dynamic scenes. We observe our algorithm consistently learns intelligent behavior for active localization in all the scenes.
Table 6: Evaluation of our algorithm on the localizable and unlocalizable region along with the entire scene. The metrics are formulated as (accuracy, #steps).

| Scene  | s0         | s1         | s2         | s3         | s4         | r0         | Avg.        |
|--------|------------|------------|------------|------------|------------|------------|------------|
| unlocalizable | (0.960, 23.1) | (0.877, 17.2) | (0.846, 13.7) | (0.905, 8.9) | (0.807, 21.5) | (0.897, 22.3) | (0.881, 17.7) |
| localizable   | (0.972, 4.4)  | (0.919, 7.0)  | (0.905, 11.8) | (0.919, 8.4) | (0.950, 8.4)  | (0.938, 10.3) | (0.933, 8.3)  |
| entire      | (0.966, 14.0) | (0.896, 12.3) | (0.876, 12.7) | (0.913, 8.6) | (0.870, 15.2) | (0.916, 16.4) | (0.906, 13.2) |

Figure 5: Training curves of the accumulated reward, accuracy and #steps for all the scenes in ACR-6 dataset.

Figure 6: Comparison between the original static scene (left) and modified dynamic scene (right) from the look-down view. The geometry and illumination are changed to simulate the realistic dynamic environments. Zoom in to see the details.
Figure 7: Comparison between the static and dynamic scenes from the same first-person viewpoint in ACR-6 dataset.
Figure 8: More visual results in $s_0$. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
Figure 9: More visual results in s1. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
Figure 10: More visual results in s2. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
Figure 11: More visual results in §3. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
Figure 12: More visual results in s4. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
Figure 13: More visual results in $r_0$. First row: the agent travels along a long trajectory to localize itself; Second row: emergence of turn-around behavior; Third row: starting from roughly the same position, comparison between our learned navigation paths in static and dynamic scenes. The green and red arrow indicate the success and failure stop respectively. The shaded green area is the calibrated region.
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