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Abstract

Elastic metamaterials may exhibit band gaps at wavelengths far exceeding feature sizes. This is attributed to local resonances of embedded or branching substructures. In branched configurations, such as a pillared plate, waves propagating in the base medium—e.g., the plate portion—experience attenuation at band-gap frequencies. Considering a simplified lumped-parameter model for a branched medium, we present a theoretical treatment for a periodic unit cell comprising a base mass-spring chain with a multi-degree-of-freedom, mono-coupled branch. Bloch's theorem is applied, combined with a sub-structuring approach where the resonating branch is modelled separately and condensed into its effective dynamic stiffness. Thus, the treatment is generally applicable to an arbitrary branch regardless of its size and properties. We provide an analysis—supported by guiding graphical illustrations—that yields an identification of fundamental bounds for the band-gap edges as dictated by the dynamical characteristics of the branch. Analytical sensitivity functions are also derived for the dependence of these bounds on the degree of coupling between the base and the branch. The sensitivity analysis reveals further novel findings including the role of the frequency derivative of the branch dynamic stiffness in providing a direct relation between the band-gap edge locations and variation in the coupling parameters—the mass and stiffness ratios between the base chain and the branch root. In additional analysis, sub-Bragg bounds of an exact model comprising a one-dimensional continuous base—modeled as a rod—and a discrete branch are derived and shown to be tighter than those of the all-discrete model. Finally, the applicability of the derived bounds and sensitivity functions are shown to be valid for a corresponding full two-dimensional finite-element model of a pillared waveguide admitting out-of-plane shear waves.
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1. Introduction

A noticeable property of locally resonant acoustic or elastic metamaterials is the possibility of exhibiting band gaps at relatively low frequencies; that is, frequencies for which the corresponding wavelength may be substantially larger than the characteristic sizes of the substructure units from which the metamaterial is formed ¹. While spatial periodicity is not necessary in this class of artificial materials, it is often enforced in modelling and design to allow for a dispersion-curves characterization using Bloch's theorem ², or, as commonly referred to in the structural dynamics community, periodic structures theory ³. A local-resonance band gap ⁴ appearing in the waveguide's band diagram is generated by a coupling between a local resonance (LR) associated with the substructure and one or more dispersion curves corresponding to the underlying host medium forming the base of the metamaterial. This type of band gap contrasts with a Bragg-scattering band gap which stems from destructive interferences of waves with wavelengths on the order of the unit cell size—a prime feature of phononic crystals ⁴–⁶. Locally resonant metamaterials—admitting acoustic or elastic waves—may be realized in three- ⁷–⁹, two- ¹⁰ or one-dimensional ¹¹–¹³ forms with embedded resonating subsystems. The reader is referred to Refs. ¹⁴–¹⁷ for extensive reviews and detailed coverage of dynamic properties and applications of both elastic metamaterials and phononic crystals.

A specific class of locally resonant elastic metamaterials, pertaining in particular to one-dimensional (1D) or two-dimensional (2D) wave propagation, is one where the local resonators are introduced as branching substructures, for example, elastic rings around a rod ¹⁸ or a beam ¹⁹–²³ or elastic pillars or stubs standing on an elastic plate ²¹–²⁷. A
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simple mass-in-mass lumped-parameter model for 1D wave propagation has emerged as a canonical model for branched acoustic or elastic metamaterials [28], and more complex models have appeared examining the effects of damping [29, 31] and nonlinearity [13, 52]. Numerous applications have been proposed that utilize local resonances stemming from various types of branched substructures including, for example, sound isolation [33], elastic waveguiding [23, 34], topological insulation [35, 56], and nanoscale phonon manipulation for thermal conductivity reduction [37, 38]. A recent review article surveys research on elastic metamaterials and metasurfaces exhibiting surface vibrational resonances [39].

The proposition of intrinsic local resonances at the material level, initiated by Liu et al. [1], inspired the investigation of a variety of elastic metamaterial configurations and the unique band-gap and dynamic effective properties that emerge. For example, in the context of branched media, numerous studies examined the effects of the geometric and material properties of the attached resonators [21, 22, 40, 41], or the host medium [26, 27], on the local-resonance band gaps—how low and wide they are. The effect of material properties on the interaction of a low-frequency locally resonant band gap with a Bragg band gap has also been investigated, showing transition from one type to the other [20] and in some cases coalescence into a much larger band gap [13, 42]. Furthermore, the influence of local resonances on the corresponding frequency-dependent effective mass/density and/or stiffness/elasticity has been studied in depth, with particular focus on demonstration of negative effective properties [1, 28, 43, 45]. The rich design space afforded by the attachment of branching resonators to different types of waveguides continues to encourage investigation of a wide range of configurational possibilities including, for example, a phononic-crystal resonator [46], cantilevered beam-like resonator [47] and multiple distinct resonators in the unit cell [48, 49]. Although the focus is mostly on the dispersion characteristics of these systems, the response in a finite, truncated setting has also been examined [50, 53], including studies of the response of an isolated attached resonator [54, 55] or the energetics of a single resonator [43].

Given the broad appeal of waveguides with branching local resonators, analytical research has been pursued seeking a more in-depth elucidation of the fundamental properties of LR band gaps. Mathematical studies emerged with varying levels of complexity in the treatment of the resonating branch, discretely modeled as a single [13, 42, 56], double [19, 57], or multiple [18, 58] degrees-of-freedom (DOF) substructure. Xiao et al. [42] studied the problem of a string with periodically attached resonators to elucidate band-gap formation mechanisms. Analytical expressions for the formation and coupling of LR and Bragg band gaps were derived, providing physical insight into the underlying mechanisms for each band-gap type. The band-gap attenuation profile was also examined and shown to vary as the local-resonance band-gap location relative to Bragg band gaps was changed. This approach was later applied to a rod-based [18] and a beam-based [56] metamaterial, and also used to obtain approximate closed-form expressions for the edges of the two lowest band gaps in rods and shafts as well as design guidelines for sub-Bragg local-resonance band gaps [59]. It was also utilized by Guo et al. [60] for studying the interplay between local-resonance and Bragg band gaps in acoustic waveguides with periodic Helmholtz resonators. The same approach was subsequently extended to finite-strain thin rods with periodic resonators shedding light on the effects of nonlinearity on local-resonance band gap formation [13].

It is common in discrete models to feature a mono-coupled resonating branch, i.e., a branch coupled to the base medium through only a single DOF [3]. As mentioned above, this branch may be modeled as a single- or multi-DOF resonator whose influence may be determined by individually varying its masses and spring constants and finding the effects of these changes on the location and size of the local-resonance band gaps [18, 42, 56]. With this approach, however, it is difficult to draw general conclusions pertaining to how the properties of the branch and its level of coupling to the base medium correlates with the characteristics of the local-resonance band gaps, let alone to determine the level of sensitivity of this correlation. Few studies aimed to express the resonating branch influence on band-gap characteristics in terms of its effective dynamic properties—a more general approach. Using modal analysis, a method has been presented for multiple local-resonance band gaps control using the branch poles (resonances) and zeros (antiresonances)—described by the structure's transfer function [52]. In another approach, Raghavan and Phani [62] used a receptance-based method to find band-gap edges without performing a Bloch unit cell analysis. This approach is based on the notion that band-gap edges occur at the unit-cell natural frequencies under fixed- and free-end boundary conditions [3, 42]. Conclusions were made with respect to single-DOF branch parameters, but it was suggested that the approach can be extended to multi-DOF branches as well. Alternatively, from a wave propagation perspective, the poles and zeros of the branch may be considered given that they induce enhanced or reduced wave transmission [46, 53, 65]. Analytical wave transmission analysis based on effective dynamic forms of the branching structure may be found in Refs. [53, 64]. For example, Williams et al. [65] treated symmetric Lamb wave transmission in a pillared plate using an impedance term to describe the role of the individual pillar—and the local-resonance band-gap edges were found to lie near the pillar poles and zeros. Rughunathan et al. [64], on their part, investigated 1D mono-coupled waveguides with conservative discontinuities featuring mass-spring resonators and related the wave transmission to dispersion properties such as the propagation constant, stop-band width,
etc. Their formulation utilized a dynamic-stiffness term to describe the effect of the discontinuities and enabled them to examine how the bandwidth (and maximum bandwidth points) of a stop band varies with the dynamic stiffness values.

In this paper, we present a mathematical formulation that establishes a rigorous analytical connection between the properties of a general multi-DOF branch, the branch-base coupling properties, and the local-resonance band gap characteristics— including bounds on their edges and their sensitivity to the coupling properties. We model the branch dynamics through an effective dynamic stiffness, but unlike prior approaches we do not use transmission analysis. The relationship we develop between the branch effective dynamic properties and the characteristics of the local-resonance band gaps provides us with a fundamental understanding that readily extends to any arbitrary resonating branch even when modeled as a continuum. Furthermore, we complement our theoretical treatment with illustrations that provide a graphical connection between the dispersion band structure and the dynamical properties of the resonating branch. The branch effective dynamic properties incorporates features such as the poles and zeros, and inherently accounts for any design changes in the mass and spring constants for the case of a discrete branch or the geometric and material properties for the case of a continuous branch. Dynamic condensation of the branch by an effective dynamic stiffness is an intuitive strategy because this effective quantity may simply be considered as a spring with a frequency-dependent stiffness. The effective dynamic stiffness may also be readily measured from experiments or finite-element (FE) analysis [68]. This approach offers physical insights unobscured by the multiple design parameters that represent a resonating branch. It provides a significant reduction to the design-parameter space, which is particularly useful for elucidating band-gap sensitivities to branch-base medium coupling.

The paper is organized as follows. Section 2 provides dispersion analysis of a discrete branched unit cell using Bloch’s theorem and our branch-substructuring approach. Subsection 3.1 identifies fundamental bounds for the local-resonance band gaps. The band-gap edges’ sensitivity to the degree of coupling is then derived in subsection 3.2. Guidelines for tuning local-resonance band-gap width, attenuation strength, and effective properties are given in subsection 3.3. Section 4 extends the study of local-resonance band gaps to branched metamaterial unit cells with a continuum base and establishes tighter bounds for the band-gap edges. The applicability of the derived bounds to a 2D all-continuum model for a branched unit cell is discussed in section 5. Finally, concluding remarks are given in section 6.

### 2. Wave dispersion of branched chain

![Diagram](image-url)  
**Fig. 1:** (Top left) A branched metamaterial unit cell with a base mass $m_0$ connected to an $n$-degrees-of-freedom resonating branch, which is inspected separately below (bottom left) with a point force applied at the previous connection node to the base. (Bottom right) The branch is condensed into an effective stiffness $R(\Omega)$ experienced by the point force and is replaced into the unit cell (top right).

Consider the branched metamaterial unit cell shown in the top-left corner of [Fig. 1]. It contains a base chain with a lumped point mass $m_0$ moving with a displacement $u_l(t)$, where the subscript indicates the point mass index. Since this is an infinitely repeating unit cell, the point mass $m_0$ is connected to other equal masses (not shown in the figure), whose
displacements are $u_{l-1}(t)$ and $u_{l+1}(t)$. The base-chain masses are inter-connected by springs with a stiffness constant $k_0$. In the unit cell, the base-chain point mass is also connected to an $n$-DOF branch comprising lumped masses $m_j$ with displacements $v_j(t)$ and interconnected by springs of stiffness constants $k_j$, where $j = 1,\ldots,n$. In this section, the dispersion relation of the unit cell is derived. The resonating branch is condensed into its effective dynamic stiffness using the approach illustrated by the arrows in Fig. 1 and explained in the upcoming subsections.

2.1. Unit-cell dispersion analysis

Starting at the top-left corner of Fig. 1, the point mass $m_0$ equation of motion can be written as

$$m_0 \ddot{u}_l = -k_1 (u_l - v_1) - k_0 (u_l - u_{l-1}) - k_0 (u_l - u_{l+1}).$$  \hspace{1cm} (1)

We assume a traveling wave solution $u_l(t) = U_l e^{i(k_l a - \omega t)}$ and impose Bloch’s boundary conditions $u_{l-1}(t) = u_l(t) e^{-i\kappa a}$ and $u_{l+1}(t) = u_l(t) e^{i\kappa a}$, where $\kappa$ is the wave number, $\omega$ is the temporal frequency and $a$ is the lattice constant. We also assume a harmonic wave solution for the branch masses $v_l(t) = V_l e^{i\omega t}$. Therefore, Eq. (1) can be rewritten as

$$-m_0 \omega^2 U_l = -k_1 (U_l - V_1) - k_0 U_l \left(1 - e^{-i\kappa a}\right) - k_0 U_l \left(1 - e^{i\kappa a}\right).$$  \hspace{1cm} (2)

For convenience, we set $\Omega = \omega/\Omega_1$, where $\Omega_1 = \sqrt{k_1/m_1}$, $\sigma = k_0/k_1$ and $\mu = m_0/m_1$. Then Eq. (2) can be expressed as

$$-\mu \Omega^2 U_l = -(U_l - V_1) - \sigma U_l \left(1 - e^{-i\kappa a}\right) - \sigma U_l \left(1 - e^{i\kappa a}\right).$$  \hspace{1cm} (3)

It should be noted that the mass and stiffness ratios $\mu$ and $\sigma$ are inversely proportional to the degree of coupling between the base and the resonating branch. This is because an increase in $\mu$ and $\sigma$ means that the base becomes heavier or stiffer relative to the branch, and hence the branch effect diminishes leading to a decrease in the degree of coupling.

Finally, the system of linear equations describing the unit cell can be written as

$$
\begin{bmatrix}
  k_{f,1} + \sigma (2 - e^{i\kappa a} - e^{-i\kappa a}) & -k_{f,1} & 0 \\
  -k_{f,1} & k_{f,1} + k_{f,2} & -k_{f,2} \\
  -k_{f,2} & k_{f,2} + k_{f,3} & -k_{f,3} \\
  \vdots & \ddots & \ddots \\
  0 & \cdots & -k_{f,n} & k_{f,n}
\end{bmatrix}
\begin{bmatrix}
  U_l \\
  V_1 \\
  V_2 \\
  \vdots \\
  V_n
\end{bmatrix}
\begin{bmatrix}
  \mu \\
  m_{f,1} \\
  m_{f,2} \\
  \vdots \\
  m_{f,n}
\end{bmatrix}
= 0, \hspace{1cm} (4)
$$

where $m_{f,j} = m_j/m_1$ and $k_{f,j} = k_j/k_1$.

Substituting $q = \kappa a$, where $q$ is the normalized wave number, the eigenvalue problem in Eq. (4) is solved for different values of $q$ spanning the first irreducible Brillouin zone (IBZ) to obtain the dispersion relation. A numerical example is presented in Fig. 2 (top). The real part of the dimensionless wave number $q$ indicates propagating waves, while the imaginary part indicates the exponential spatial attenuation rate. While the dispersion relation provides key information on the wave propagation characteristics of the model, in its raw form it does not reveal much of the underlying physical mechanisms from the perspective of the influence of the resonating branch. In the next subsection, the branch is condensed into its effective dynamic stiffness to offer mechanistic insights into the role it plays in shaping the dispersion diagram and the LR band gaps it exhibits.

2.2. Resonating branch effective dynamic stiffness

To express the resonating branch in terms of its effective dynamic stiffness, consider the separated branch in the lower left corner of Fig. 1 with a force $f(t)$ acting on a massless node (indicated by the black circle) which was previously connected to the unit-cell base mass $m_0$. Assuming a harmonic force $f(t) = F e^{i\omega t}$ and considering the steady state solution, we get

$$F - k_1 (U_l - V_1) = 0.$$  \hspace{1cm} (5)

Using static condensation, $V_1$ can be expressed as a function of $U_l$,

$$V_1 = \zeta_1 (\Omega) U_l,$$  \hspace{1cm} (6)
Fig. 2: A numerical example for the branched metamaterial unit cell in Fig. 1 in which $\Omega_0 = 1$ rad/s, $\mu = 1$, $\sigma = 1$ and a 4-degrees-of-freedom resonating branch with mass ratios $m_{f,j} = 1$ and stiffness ratios $k_{f,j} = 1$, with $j = 1, \ldots, 4$, is connected to the base chain. (Top) Dispersion curves, (middle) left $y$-axis: effective dynamic stiffness $R(\Omega)$ and right $y$-axis: driven-point frequency response of the separate branch shown in the lower row of Fig. 1, (bottom) bottom and top band-gap edges at the intersection points satisfying Eqs. (13) and (14).
where $\zeta_1(\Omega)$ is obtained from the recursive formula

$$
\zeta_j(\Omega) = \frac{k_{f,n}}{m_{f,j}} \left( \frac{k_{f,j}}{m_{f,j} - \Omega^2} + \frac{k_{f,j+1}}{m_{f,j}} (1 - \zeta_{j+1}(\Omega)) \right),
$$

(7)

where the index $j = n, n-1, \ldots, 1$, starts at the branch last mass. Thus, $\zeta_1(\Omega)$ contains all the resonating branch parameters. Note that in Eq. (7), $k_{f,n+1} = 0$ if the branch end is free as shown in Fig. 1 or $k_{f,n+1} \neq 0$ if it is fixed. Also, $\zeta_{n+1}(\Omega)$ is set to equal zero. Inserting Eqs. (7) and (6) into Eq. (5) yields

$$
F = k_1 R(\Omega) U_j,
$$

(8)

where

$$
R(\Omega) = 1 - \zeta_1(\Omega).
$$

(9)

It can be seen that $R(\Omega)$ is the stiffness experienced by the force acting on the connection node normalized by $k_1$, the connecting spring between the base and branch in the unit cell in Fig. 1. Moreover, the driven frequency response function of the branch at the connection node is written as

$$
\frac{U_j}{F} = \frac{1}{k_1 R(\Omega)},
$$

(10a)

$$
\left| \frac{U_j}{F} \right| = \left| \frac{1}{k_1 R(\Omega)} \right|, \quad \phi = \arg \left( \frac{1}{k_1 R(\Omega)} \right) = \arg \left( \frac{1}{R(\Omega)} \right),
$$

(10b)

The frequency response magnitude is shown on the right axis in Fig. 2 (middle), while the effective dynamic stiffness $R(\Omega)$ is plotted on the left axis. It is noted that the effective dynamic stiffness has a reciprocal relationship with the frequency response as per Eqs. (10). In other words, the poles (resonances) of the frequency response function are the roots of the dispersion relation can finally be written as

$$
R(\Omega) = \frac{\prod_{i=1}^n (\Omega^2 - p_i^2)}{\prod_{i=1}^n (\Omega^2 - z_i^2)},
$$

(11)

where $p_i$ is the $i$th pole and $z_i$ is the $i$th zero, and $p_1 \leq z_1 \leq p_2 \ldots \leq p_n \leq z_n$. Therefore, the branch is condensed into its effective dynamic stiffness $R(\Omega)$, obtained by studying it separately from the rest of the unit cell.

2.3. Unit-cell dispersion with incorporation of resonating-branch effective dynamic stiffness

Going back to the dispersion relation, substituting Eqs. (6) and (9) and $q = \kappa a$ into Eq. (5) and using Euler’s identity, the dispersion relation can finally be written as

$$
- \mu \Omega^2 U_j = - \left( R(\Omega) + 2\sigma (1 - \cos(q)) \right) U_j.
$$

(12)

Eq. (12) describes the dispersion curves in Fig. 2 (top) with the resonating branch represented in terms of its effective dynamic stiffness $R(\Omega)$. This is schematically illustrated in the top-right corner of Fig. 1 in which the resonating branch is regarded as a spring with a frequency-dependent stiffness. From Eq. (12), the LR band-gap edges can be found by setting $q = \pi$ for the bottom edge, and $q = 0$ for the top edge. Thus, the set of $n$ bottom LR band-gap edges can be expressed as

$$
\{ \Omega_{L,j} : R(\Omega) = 4\sigma + \mu \Omega^2 \},
$$

(13)

and the top band-gap edges as

$$
\{ \Omega_{U,j} : R(\Omega) = \mu \Omega^2 \}.
$$

(14)

---

[This result is arrived at using: (1) The fact that the driven-point frequency response poles are the eigenvalues of the free-free branch, while the zeros are the eigenvalues of the fixed-free branch. (2) The eigenvalue interlacing theorem states that if a principal submatrix is obtained by deleting a row and a column from a Hermitian matrix, then the submatrix eigenvalues interlace with those of the bigger matrix. (3) The fixed-free branch equations are obtained by deleting the row and column corresponding to the fixed degree of freedom from the free-free branch equations.]
These band-gap edge conditions are graphically depicted in Fig. 2 (bottom), which shows that the bottom edges occur at the intersection of the dynamic stiffness $R(\Omega)$ with $\mu \Omega^2 - 4\sigma$; and the top ones at the intersection of $R(\Omega)$ with $\mu \Omega^2$. From a Newtonian force equilibrium perspective, this indicates that the bottom edge occurs when there is a balance between the base inertia $\mu \Omega^2 U_l$ on one side, and the base restoring force $4\sigma U_l$ and the resonating branch restoring force $R(\Omega) U_l$ on the other. Meanwhile, the top edge occurs when the base inertia is balanced by the branch restoring force. Note that there is no influence of the base restoring force on the top edge.

In the next section, we utilize the derived dispersion relation in Eq. (12) to establish theoretical results regarding bounds for the LR band-gap edges, as well as the edges’ sensitivity to the mass and stiffness ratios $\mu$ and $\sigma$ and to develop insights for tuning the band gaps.

3. Local resonance band-gap edge bounds, sensitivity, and tuning

3.1. Bounds on local-resonance band-gap edges

In this subsection, fundamental bounds on the branched metamaterial LR band-gap edges are derived in terms of the resonating branch dynamic characteristics. For illustration, a numerical parametric study is performed in Fig. 3 by varying the mass and stiffness ratios $\mu$ and $\sigma$ and extracting the corresponding second LR band-gap edges. Since we seek to understand the relationship between the gap edges and the resonating branch effective dynamic stiffness, it is useful to recall the definition of $R(\Omega)$ from Eq. (11) from which we deduce that

$$R(p_i) = 0, \quad \lim_{\Omega \to z_i^-} R(\Omega) = -\infty, \quad \lim_{\Omega \to z_i^+} R(\Omega) = \infty.$$  \hspace{1cm} (15)

Local resonance band-gap bottom edge Looking at Eq. (13), it is seen that both sides can take either a positive or a negative sign. Therefore, the bottom gap edge can fall into one of the following categories:

1. A case in which the base inertia $\mu \Omega^2$ is low or its restoring force $\sigma$ is high, such that

$$\mu \Omega^2 U_l - 4\sigma < 0.$$  \hspace{1cm} (16)

Then,

$$R(p_i) > \mu \Omega^2 U_l - 4\sigma > \lim_{\Omega \to z_i^-} R(\Omega) \Rightarrow p_i < \Omega_{L,i} < z_i.$$  \hspace{1cm} (17)

Therefore, the LR band gap starts within an interval in which the phase angle $\phi = \pi$ [see Eq. (10b)], which means that the resonating-branch restoring force is in phase with the base inertia force. This case is indicated by the orange region in Fig. 3 (left).
2. A case in which the base inertia $\mu \Omega^2$ is high or its restoring force $\sigma$ is low such that

$$\mu \Omega^2_{L,i} - 4\sigma > 0. \tag{18}$$

Then, using Eq. (15),

$$\lim_{\Omega \to z_i^-} R(\Omega) > \mu \Omega^2_{L,i} - 4\sigma > R(p_i), \quad \Rightarrow \quad z_{i-1} < \Omega_{L,i} < p_i, \tag{19}$$

whereby the gap starts earlier than the first case, in a range of frequencies where the phase angle $\phi = 0$. This means that the resonating branch restoring force is out of phase with the base inertia force. This frequency range is indicated by the grey area in Fig. 3 (left).

3. The transition point between the first two cases when

$$\mu \Omega^2_{L,i} - 4\sigma = 0 \quad \Rightarrow \quad \Omega_{L,i} = p_i. \tag{20}$$

At this point, the resonating branch restoring force is null (see Eq. (15)) and the base inertia balances its own restoring force. This is also the point where the phase angle $\phi$ changes from $\pi$ to 0.

Interestingly, the transition point in case 3 also marks the bottom edge of a monatomic chain semi-infinite gap. This means that whether the LR band-gap bottom edge lies in the interval described by case 1 ($\phi = \pi$) or case 2 ($\phi = 0$), depends on if the monatomic chain (without the resonating branch) experiences a pass band or a band gap at this frequency. For a more detailed contrast of the relationship between these cases and the monatomic lattice dispersion, see Appendix A.

Combining these cases, it is concluded that for any positive-valued $\sigma$ and $\mu$, the $i$th band gap caused by the resonating branch can start anywhere in the open interval

$$z_{i-1} < \Omega_{L,i} < z_i, \quad i = 2, ..., n. \tag{21}$$

In the numerical parametric study in Fig. 3 (left), this is indeed shown to be the case. The numerical results also show that the stiffness ratio $\sigma$ exhibits a nonlinear relationship with the bottom edge frequency $\Omega_B$, which also depends on the mass ratio $\mu$.

The first LR band gap represents a special case because the bottom edge will be bounded from below by 0 since there is no preceding zero $z_{i-1}$, hence

$$0 < \Omega_{L,1} < z_1. \tag{22}$$

However, the phase $\phi$ would vary depending on the boundary conditions. If rigid body motion is allowed in the separated-branch (the $n$th mass is free as depicted in the separate-branch schematic and implied by the plot of Fig. 2 (middle)), then $\phi = \pi$. Otherwise, if the branch is fixed at that end, then $R(0) > 0$ and $\phi$ can either be 0 or $\pi$ when the first gap starts.

**Local resonance band-gap top edge** Moving on to the top band-gap edge and considering Eqs. (14) and (15), for any positive real-valued $\mu$,

$$\mu \Omega^2_{U,i} > 0 \quad \Rightarrow \quad R(z_i) > \mu \Omega^2_{U,i} > R(p_{i+1}) \quad \Rightarrow \quad z_i < \Omega_{U,i} < p_{i+1}, \quad i = 1, ..., n-1. \tag{23}$$

This points to a region where the phase angle $\phi = 0$, which means that the branch restoring force is out of phase with the base inertia force. The numerical parametric study in Fig. 3 (right) shows the top edge variation with the mass ratio $\mu$ for the second LR band gap, as well as the delimiting bounds.

Therefore, the poles and zeros of the resonating branch constitute fundamental bounds for the intervals in which LR band-gap edges exist. In the next subsection, the band-gap edges’ shift due to variation in the mass and stiffness ratios $\mu$ and $\sigma$ is examined analytically by deriving their sensitivity relations. This informs us about what happens within the edges’ bounded intervals of existence.

### 3.2. Sensitivity of LR band-gap edges

The expressions in Eqs. (13) and (14) can be differentiated with respect to the mass and stiffness ratios $\mu$ and $\sigma$ in order to understand their effects on the location of the LR band-gap edges. Note that there is also a dependence on the
resonating branch parameters. In general,
\[ R = R(\Omega; m_{f,1}, \ldots, m_{f,n}, k_{f,1}, \ldots, k_{f,n}), \]
\[ \Omega_{R,i} = \Omega_{R,i}(\mu, \sigma; m_{f,1}, \ldots, m_{f,n}, k_{f,1}, \ldots, k_{f,n}), \]
\[ \Omega_{T,i} = \Omega_{T,i}(\mu, \sigma; m_{f,1}, \ldots, m_{f,n}, k_{f,1}, \ldots, k_{f,n}), \]
where the dependence of the band-gap edges on the branch parameters comes originally through \( R(\Omega) \). It can be concluded from Eqs. (11) and (15), and also seen in Fig. 2, that
\[ R'(\Omega) \leq 0, \] (27)
for all frequency values. To simplify the notation, the derivative of \( R(\Omega) \) with respect to frequency is denoted as \( R' \). Taking the derivative of Eq. (13) with respect to the mass and stiffness ratios \( \mu \) and \( \sigma \), it is shown that
\[ \frac{\partial \Omega_{R}}{\partial \mu} = \frac{\Omega_{R}^{2}}{R' - 2\mu\Omega_{R}}, \] (28)
\[ \frac{\partial \Omega_{R}}{\partial \sigma} = \frac{-4}{R' - 2\mu\Omega_{R}}. \] (29)
Similarly, taking the derivative of Eq. (14) with respect to the mass and stiffness ratios \( \mu \) and \( \sigma \) yields,
\[ \frac{\partial \Omega_{T}}{\partial \mu} = \frac{\Omega_{T}^{2}}{R' - 2\mu\Omega_{T}}, \] (30)
\[ \frac{\partial \Omega_{T}}{\partial \sigma} = 0. \] (31)
Looking at Eqs. (28), (30), and (31), it can be seen that the top and bottom edge \( \mu \)-derivatives are always negative. This is in agreement with the results in subsection 3.1 which state that the top and bottom band-gap edges are closer to their upper bounds with decreasing values of \( \mu \). Similarly, looking at the bottom edge \( \sigma \)-derivative in Eq. (29) and using Eq. (27), it is seen that it is always positive. This is also in agreement with the fact, shown earlier in subsection 3.1, that the bottom gap edge comes close to the upper bound at high enough values of \( \sigma \). Both of these trends can also be inferred from the graphical representation of the intersection points marking band-gap edges in Fig. 2 (bottom).

Moreover, the bottom-edge derivatives with respect to \( \mu \) and \( \sigma \) have identical denominators, while the numerator of the \( \mu \)-derivative has a squared frequency term as opposed to a constant term in the \( \sigma \)-derivative. This means that the bottom-edge sensitivity to a perturbation in \( \sigma \) is higher than to a perturbation in \( \mu \) at low frequencies, i.e., \( \sigma \) is more important than \( \mu \) in determining the bottom edge at low frequencies. This is reversed at higher frequencies as the bottom edge sensitivity to \( \mu \)-perturbations gains prominence. Interestingly, all derivatives with the exception of Eq. (31) show an inverse relationship with \( \mu \). Physically, this means that the sensitivity to perturbations increases with mass coupling, which is inversely proportional to the mass ratio \( \mu \). It also indicates that the bottom-edge sensitivity to \( \sigma \)-perturbations depends on the value of \( \mu \) (see Fig. 3), but not vice versa. Thus, these relations provide a mathematical understanding for the nonlinear trends in the numerical parametric studies in Fig. 3 and the complex trends reported in the literature.

Lastly, the sensitivity of the band-gap edges depends on the effective dynamic stiffness frequency derivative \( R' \). Particularly, the sensitivity will increase with decreasing \( R' \). This can also be seen in the numerical example in Fig. 2 (bottom) as having a flatter \( R(\Omega) \) maximizes the shift in the intersection frequency resulting from perturbing either \( \mu \) or \( \sigma \). This sums up the effect of the resonating branch on the band-gap edges’ sensitivity to perturbations in the mass and stiffness ratios. It also offers a new perspective for design problems motivating a focus on the objective of flattening the branch effective dynamic stiffness to achieve wider LR band gaps. Additionally, it provides insights into the nature of the derived bounds. Apart from the upper bound on the top edge that results from the physical impossibility of \( \mu \leq 0 \), it is seen that the sensitivity equals zero at the singularity points of \( R(\Omega) \), which means that the band-gap edges will never pass these bounds. The next subsection offers some guidelines for tuning band-gap width, attenuation profile, and effective properties in light of the bounds and sensitivity results.

3.3. LR band-gap tuning

**Band-gap width** Following from the previous subsections, the band-gap width can be increased by locating the edges farther apart from each other within their allowed intervals. In Fig. 4(a), a numerical example shows the effect of decreasing the stiffness ratio \( \sigma \) on the bottom edge. As predicted by the sensitivity relations in Eq. (29), it is seen that the bottom edge
Fig. 4: Two examples of the branched metamaterial unit cell in Fig. 1 for a 4-DOF branch with $\Omega_1 = 1$, $m_{f,j} = 1$, $k_{f,j} = 1$ for $j = 1, \ldots, 4$. (a) Dispersion curves (top) and intersection points (bottom) satisfying the bottom band-gap edge condition in Eq. (13) with different stiffness ratios $\sigma_1 = 1$ and $\sigma_2 = 0.1$ and a fixed mass ratio $\mu = 1$. (b) Dispersion curves (top) and intersection points (bottom) satisfying the top band-gap edge condition in Eq. (14) for different mass ratios $\mu_1 = 1$ and $\mu_2 = 0.1$ and a fixed stiffness ratio $\sigma = 1$. 

(a) Variable $\sigma$ and constant $\mu$

(b) Constant $\sigma$ and variable $\mu$
is shifted downwards farther from the upper bound \( z_i \) in the second case (grey) than in the first case (orange), thus widening the gap. This shift increases when the effective stiffness average slope is flatter in the neighborhood of the first-case bottom edge (orange). Another approach to widen the LR band gaps is presented in the numerical example in Fig. 4(b), in which the mass ratio \( \mu \) is decreased instead. This causes the top band-gap edge to shift upwards closer to the upper bound \( p_{i+1} \) in the second case (grey) than in the first case (orange), as predicted by Eq. (30). Also, note that this shift grows with the frequency which is also predicted by the quadratic frequency term in the numerator in Eq. (30) (as opposed to the linear term in the denominator). The edge frequency shift also grows with flatter slopes of the effective stiffness \( R(\Omega) \) in the neighborhood of the band-gap top edge (see the first gap for example). On the other hand, decreasing \( \mu \) in the second case (grey) has little effect on the bottom edge, which is already close to its upper bound \( z_i \) and has a sensitivity close to zero [see Eq. (20)].

It is worth noting that when considering any individual case in Fig. 4 the edges will move towards their lower bounds with higher band gaps. This is due to the growth of the base inertia term with frequency, compared to its constant stiffness term. This growth causes the edges to migrate towards their lower bounds [see Eqs. (25) and (21)]. This trend may seem contradictory to the earlier discussion concerning the sensitivity, in which the shift (caused by the \( \mu \)-decrease) of the top edges towards their upper bounds was magnified by increasing frequency. However, that discussion is applicable to a specific gap that was being tuned by changing \( \mu \), while the latter remark concerns band gaps with increasing order in the same case. This apparent contradiction in the frequency role offers an instructive example that points to the complexity of predicting the band-gap edges’ locations and trends without a guiding mathematical framework.

**Spatial attenuation rate** Another objective of LR band-gap design is the strength of spatial attenuation, i.e., the imaginary component of the wave number \( q \). It is known that the LR band-gap attenuation rate is maximum at the branch zero \( z_i \) [42]. This can be seen by rearranging Eq. (12) as

\[
- (\mu \Omega^2 - R(\Omega) - 2\sigma) U_1 = -2\sigma \cosh(i q) U_1.
\]

Recalling that \( q \) is imaginary inside the band gap and using Eq. (15), then \( q(z_i) \to \pm i \infty \), resulting in theoretically infinite attenuation at the resonating branch zero [42]. Hence, the branch zero \( z_i \) location within the band gap determines the attenuation rate profile, i.e., positioning it towards the middle or the extremities of the band gap results in a symmetric or an asymmetric attenuation profile, respectively. Recall that the branch zero \( z_i \) is also the top-edge lower bound and the bottom-edge upper bound.

In the numerical example plotted in Fig. 4(a), the attenuation profile develops from the first until the last gap in the two cases due to the growing role of the inertia term \( \mu \Omega^2 \), which moves the edges towards their lower bounds, and thus shifts their location with respect to the maximum attenuation at \( z_i \). In the first case (orange), the attenuation profile is mainly asymmetric in the first two band gaps and becomes more symmetric in the last two narrow band gaps. In the second case (grey), lowering the stiffness ratio \( \sigma \) shifts the band-gap bottom edge downwards away from the maximum attenuation at the upper bound \( z_i \). This causes the maximum attenuation to occur towards the band-gap middle in the second and third band gaps, thus resulting in a more symmetric attenuation profile. Due to the growing inertia role in the last bandgap in the second case (grey), the bottom and top edges are closer to the lower bounds, \( z_{i-1} \) and \( z_i \), resulting again in an asymmetric attenuation profile with the maximum attenuation instead appearing closer to the top edge. Therefore, the knowledge of bounds and of the competing roles of the base inertia and stiffness are key to tuning the LR band-gap attenuation profile.

**Effective dynamic properties** One last aspect considered in band-gap design is the effective negative properties and the mechanism of wave attenuation inside the band gap. It is known that a negative effective dynamic mass occurs after the branch zero \( z_i \) [28]. Therefore, to maximize regions of negative effective dynamic mass within the gap, it is desirable not only to widen the LR band gap, but lay most of it after \( z_i \), such as in the second case (grey) in Fig. 4(b). For further discussion on the variation of the negative effective dynamic mass and its relation to the attenuation mechanism inside the band gap, see Appendix B.

In summary, general guidelines for the design of band gaps can be drawn from the knowledge of the band-gap edge bounds and sensitivity to perturbations in the branch-base medium coupling, as well as how the attenuation profile and effective dynamic mass vary relative to the branch zeros. This concludes the branched metamaterial unit-cell discrete model results and discussion. These results are naturally applicable to physically discrete media, such as granular systems exhibiting local resonances [71, 72]. The next sections examine their applicability in the continuum regime, and hence their value for continuous media treated either analytically or by FE modeling.
4. Comparison to the sub-Bragg bounds of an exact model comprising a 1D continuum base and a discrete branch

![Branched metamaterial with continuum rod base](image)

Fig. 5: (Top) A branched metamaterial unit cell with a continuum base modeled as a 1D rod connected to an \( n \)-degrees-of-freedom resonating branch, which is inspected separately (bottom) with a point force applied at the previous connection node to the base.

In this section, we show that in a continuum-base/discrete-branch model of a branched metamaterial, in the sub-Bragg frequency domain, the lower bound for the \( i \)th LR band-gap bottom edge is the \( i \)th pole of the resonating branch, \( p_i \), instead of \( z_i-1 \). This is justified by showing that the frequency corresponding to a resonating-branch pole actually satisfies the conditions for a Bragg-band-gap edge. Therefore, the sub-Bragg LR resonance bottom band-gap edge cannot lie on a resonating-branch pole; otherwise, the band gap is no more in the sub-Bragg regime and the wave-attenuation is due to both the local-resonance and Bragg effects.

We consider a rod with periodic resonating branches and follow an approach that is based on the analytical treatment presented by Xiao et al. in Ref. [42] for a string with periodic resonators. Consider a rod unit cell of length \( L \), Young’s modulus \( E \) and density \( \rho \) with periodic resonating branches of \( n \) DOFs, as shown in Fig. 5. Using the transfer matrix method [20, 73], the rod unit-cell dispersion equation can be written as

\[
\cos(\kappa L) - \cos \left( \frac{\omega L}{c} \right) = \frac{k_1 R(\omega)}{2 \omega \rho c} \sin \left( \frac{\omega L}{c} \right)
\]  

(33)

where \( c \) is the long-wave longitudinal speed and \( k_1 R(\omega) \) is the resonating branch non-normalized effective dynamic stiffness (see Eq. 10a).

Setting \( \kappa L = q \), where \( q \) is the normalized dimensionless wave number and considering that the band gaps occur at the edge of the first IBZ, the band-gap edges’ equation can be written as

\[
\cos \left( \frac{\omega L}{c} \right) + \frac{k_1 R(\omega)}{2 \omega \rho c} \sin \left( \frac{\omega L}{c} \right) = \pm 1.
\]  

(34)

Setting

\[
P = \frac{k_1 R(\omega)}{\omega \rho c},
\]  

(35)

and \( \bar{\Omega} = \omega L / \pi c \), and squaring Eq. 34, we obtain

\[
\sin(\bar{\Omega} \pi) \left( P^2 \sin(\bar{\Omega} \pi) - 4P \cos(\bar{\Omega} \pi) - 4 \sin(\bar{\Omega} \pi) \right) = 0.
\]  

(36)
Upon further manipulation using trigonometric identities, Eq. (36) can be rewritten as

\[ 4 \sin \frac{\hat{\Omega} \pi}{2} \cos \frac{\hat{\Omega} \pi}{2} \left( P \sin \frac{\hat{\Omega} \pi}{2} - 2 \cos \frac{\hat{\Omega} \pi}{2} \right) \left( P \cos \frac{\hat{\Omega} \pi}{2} + 2 \sin \frac{\hat{\Omega} \pi}{2} \right) = 0. \]  

(37)

Xiao et al. [42] have shown that the roots of Eq. (37) indicate the edges of band gaps caused by both LR and Bragg scattering effects. The following relations

\[ \sin \frac{\hat{\Omega} \pi}{2} = 0, \quad \hat{\Omega} = \frac{\omega L}{\pi c} = n, \quad n = 2, 4, 6... \]  

(38)

and

\[ \cos \frac{\hat{\Omega} \pi}{2} = 0, \quad \hat{\Omega} = \frac{\omega L}{\pi c} = n, \quad n = 1, 3, 5... \]  

(39)

indicate band-gap edge frequencies corresponding to integral multiples of half the wavelength between the resonating branches. This is entirely dependent on the base parameters and its length \( L \), hence it is relevant to a Bragg-type mechanism. While the roots of

\[ P \sin \frac{\hat{\Omega} \pi}{2} - 2 \cos \frac{\hat{\Omega} \pi}{2} = 0, \]  

(40)

and

\[ P \cos \frac{\hat{\Omega} \pi}{2} + 2 \sin \frac{\hat{\Omega} \pi}{2} = 0, \]  

(41)

define band-gap edges caused by the resonating branch parameters in \( P \). This includes low-frequency sub-Bragg LR band gaps.

Now, let us approximate Eqs. (40) and (41) in the low-frequency regime corresponding to \( \hat{\Omega} = \frac{\omega L}{\pi c} \approx 0 \) and substitute the value of \( P \) from Eq. (35). After some manipulation and using the normalized frequency \( \Omega = \omega/\sqrt{k_1/m_1} \), Eq. (40) becomes

\[ R(\Omega) = \frac{4 \rho c^2}{L} = 4\sigma_{cb}, \]  

(42)

where \( E = \rho c^2 \) and \( \sigma_{cb} = E/k_1L \) is the analog of the stiffness ratio \( \sigma \) we previously used in the discrete model. Note the similarity between Eq. (42) and the discrete-model bottom-band-gap-edge equation in Eq. (13). However, unlike Eq. (13), it does not have an inertia term. This can be attributed to the fact that at very low values of \( \hat{\Omega} = \frac{\omega L}{\pi c} \approx 0 \), both the rod density \( \rho \) and the frequency \( \omega \) can have low values, making the inertia term negligible. The same procedure can be performed with Eq. (41), resulting in

\[ R(\Omega) = \mu_{cb} \Omega^2, \]  

(43)

where \( \mu_{cb} = \rho L/m_1 \), which is the analog of the mass ratio \( \mu \) previously used in the discrete model. Equation (43) matches the top-band-gap-edge equation of Eq. (14) of the discrete model.

Moving on to discuss bounds on band-gap edges in the continuum-base model, the same reasoning can be used as in the discrete-model case to conclude that the top-band-gap-edge bounds stay the same and can be written as

\[ z_i < \Omega_{T,i} < p_{i+1}, \]  

(44)

where \( i \) stands for the band-gap index. However, different bounds can be obtained for the bottom band-gap edge as it is noted that \( 4\sigma_{cb} > 0 \), resulting in

\[ p_i < \Omega_{B,i} < z_i. \]  

(45)

This effectively tightens the bounds for LR band gaps in a branched metamaterial unit cell with a continuum base. In fact, as we approach the lower bound by decreasing the value of \( \sigma_{cb} \), thus decreasing the Young’s modulus \( E \), the assumption that \( \hat{\Omega} = \frac{\omega L}{\pi c} \approx 0 \) is no longer valid as the value of \( c = \sqrt{E/\rho} \) decreases, causing \( \hat{\Omega} \) to increase—this means that the frequency is approaching the Bragg-scattering regime. Moreover, it is recalled from Eq. (11) that

\[ R(p_i) = 0, \quad i = 1,...,n, \]

which leads to \( P \) being 0 [from Eq. (35)]. Inserting this into Eqs. (40) and (41)—the exact expressions for band-gap edges affected by the resonator—the Bragg band-gap edges’ conditions in Eqs. (38) and (39) are recovered. Therefore, it is concluded that the pole frequency \( p_i \) of the resonating branch can coincide with a Bragg band gap. Therefore, the resulting band gap is no longer a pure sub-Bragg LR band gap, as is typical in the low-frequency regime. This is also depicted in
Fig. 6 as it shows the Bragg band gap approaching the 4th LR band gap and finally merging with it as the value of $\sigma_{cb}$ decreases. The bottom band-gap edge never goes lower than the 4th pole, which is the lower bound, unless the band gap changes from that of a LR to a mixed LR-Bragg band gap. Note that the transition of the band-gap attenuation mechanism from LR to mixed LR-Bragg as the resonator stiffness decreases was pointed out before by Liu et al. [7], Xiao et al. [18] and Liu and Hussein [20]. However, establishing bounds for the band-gap edges before the onset of Bragg scattering effects as the stiffness decreases was not performed before, to the authors’ knowledge. Needless to say, the sub-Bragg frequency regime is the operating range for most branched-meta material applications, making the model predictions useful for these applications.

5. Comparison to the bounds and sensitivity of a finite-element model comprising a 2D base and a 2D branch

In this section, we transition further to an all-continuum model where both the base and the branch are modeled as a continuum [see Fig. 7(a)]. This is often referred to as a pillared unit cell [39] in which waves propagate along the base and
are influenced by the standing waves oscillating in the branching pillar. We select a scalar continuum model that admits out-of-plane shear waves for which the governing partial differential equation is

\[ \nabla \cdot \left( G(x,y) \nabla u(x,y) \right) = \rho(x,y) \ddot{u}(x,y), \]

where \( \rho(x,y) \) is the density, \( G(x,y) \) is the shear modulus and \( u(x,y,t) \) represents the displacement field. Constant material properties are assumed in each of the base and pillar domains. The density ratio \( \mu_{\text{cont}} = \rho_{\text{base}}/\rho_{\text{branch}} \) and modulus ratio \( \sigma_{\text{cont}} = G_{\text{base}}/G_{\text{branch}} \) are used to replace the mass and stiffness ratios \( \mu \) and \( \sigma \) in the discrete model. The Poisson ratio \( \nu \) is assumed to be the same in the base and branch. An FE analysis is performed using COMSOL Multiphysics®, in which Bloch periodic boundary conditions are imposed to compute the unit-cell dispersion curves. A numerical example is plotted in Fig. 7(b) in which several LR band gaps are observed.

Following the same approach in section 2, the resonating branch is separated as shown in Fig. 8(a). To adapt the analysis to the 2D continuum domain, a distributed load is applied at the branch interface points \( y_j \). The frequency response and the effective dynamic stiffness at these points are plotted for a numerical example in Fig. 8(b) with the same values as in Fig. 7(b). It can be seen that the first six LR band gaps shown in Fig. 7(b) take place around the first six branch zeros in Fig. 8(b). It is noted that the poles are aligned at the same frequency, but the zeros differ according to the measurement point \( y_j \). They grow further apart at higher frequencies as the wavelength becomes comparable to the interface points \( y_j \) spacings.

On another note, a modal analysis is performed for the branch with fixed-free boundary conditions. The separate branch second fixed-free mode shape occurs at a normalized frequency of \( \omega/c = 0.6264 \) m\(^{-1} \), which lies close to the zero points in the frequency response plot in Fig. 8(b). This slight difference stems from the fact that the zeros are measured at the individual interface points, while the branch fixed-free mode shape takes place when all the interface points are fixed. Note the similarity between the separate branch fixed-free mode shape in the numerical example in Fig. 8 and the connected branch mode shape at the second band-gap bottom edge in Fig. 7.

Finally, we perform a numerical parametric study in Fig. 9 to investigate the effects of the density and modulus ratios \( \mu_{\text{cont}} \) and \( \sigma_{\text{cont}} \) on the band-gap edges. Since the model predictions are generally expected to apply in the sub-Bragg regime, all data points for band gaps occurring after the onset of Bragg scattering effects are omitted. Moreover, the bounds
Fig. 8: (a) A meshed separate continuum branch showing nodal degrees of freedom $y_1$, $y_2$, $y_3$, and $y_4$ at the interface with the base where a distributed loading is applied. (b) Second fixed-free branch natural mode shape at $\omega/c = 0.6264$. (c) Branch frequency response (top) and effective dynamic stiffness (bottom) at different interface nodes for a numerical example where the Young’s modulus $E_{\text{branch}} = 4$ GPa, density $\rho_{\text{branch}} = 1000$ kg/m$^3$ and Poisson ratio $\nu = 0.34$.

Fig. 9: (a) FEM-calculated second band-gap bottom edges plotted against the modulus ratio $\sigma_{\text{cont}}$ for different density ratios $\mu_{\text{cont}}$. (b) FEM-calculated second band-gap top edges plotted against density ratio $\mu_{\text{cont}}$ for different modulus ratios $\sigma_{\text{cont}}$. In all cases, the branch Young’s modulus $E_{\text{branch}} = 4$ GPa, density $\rho_{\text{branch}} = 1000$ kg/m$^3$ and Poisson ratio $\nu = 0.34$. 
are modified to accommodate the multiple interface points by taking the minimum of all zeros for the lower bound and the maximum for the upper bound. Therefore, the bounds for sub-Bragg LR band-gap edges in a continuous branched metamaterial are expressed as

\[ p_i < \Omega_{R,i} < \max_j z_{i,j}, \]  
\[ \min_j z_{i,j} < \Omega_{T,i} < p_{i+1}, \]

where \( i \) stands for the band gap index and \( j \) stands for the measurement point index at the end of the branch. As can be seen in Fig. 9 which focuses on the second LR band gap, the top and bottom LR band-gap edges are within the derived bounds. Moreover, the onset of the Bragg regime seems to occur whenever the bottom edge reaches the pole \( p_2 \) for different values of the density ratio \( \mu_{\text{cont}} \) in Fig. 9(a). Thus, the \( i^{th} \) pole constitutes the lower bound for the bottom band-gap edge of a pure LR band gap when the base is modeled as a continuous medium as predicted by Eq. (45). Moreover, the edges’ locations variation with the density and modulus ratios is inversely proportional to the effective dynamic stiffness slope in Fig. 9 as predicted by the sensitivity relations in Eqs. (28), (29) and (30). The bottom edge variation due to the modulus ratio \( \sigma_{\text{cont}} \) seems to be independent of the variation in the density ratio \( \mu_{\text{cont}} \) near the upper bound, as predicted by the continuum-base/discrete-branch model. However, as the bottom edge approaches the lower bound, some dependence on the density ratio \( \mu_{\text{cont}} \) is noticeable, following the trend predicted by the all-discrete model. Therefore, the all-discrete-model predictions better capture the inertia effects on the bottom-band-gap edge in the intermediate frequency range as Bragg scattering effects get closer. The effect of the dynamic stiffness slope dominates the sensitivity of the band-gap edges to changing coupling parameters near the bounds as it approaches infinity. On the other hand, the top edge \( \Omega_T \) shows no dependence on the modulus ratio \( \sigma_{\text{cont}} \) initially, as expected from the results of the all-discrete and continuum-base/discrete-branch models. However, this gradually changes as the Bragg scattering regime gets closer, which is manifest in data points with \( \sigma_{\text{cont}} < 1 \).

With these results, we can confirm that the analytical predictions of the all-discrete and continuum-base/discrete-branch models—regarding the sensitivity of the band-gap edges and their bounding values—hold for the all-continuum FE model in the sub-Bragg regime. This affirms the applicability of our theoretical findings to LR band gaps in branched metamaterials in general.

6. Conclusions

Considering 1D branched metamaterials, we have provided an analytical formulation—complemented by illustrative graphical representations—for relating the properties of a general multi-DOF branch, and the branch-base coupling parameters, to the LR band gap characteristics. Our formulation has yielded rigorous bounds on band-gap edges and their sensitivity to the coupling parameters. By examining the role of the resonating branch in terms of its effective dynamic stiffness, we obtain a more generalized understanding of its influence on LR band gaps, as opposed to investigating the direct influences of specific geometric and material properties.

We started our analysis by focusing on an all-lumped parameter mass-spring unit-cell model representing a “typical” branched metamaterial. Bloch analysis was performed to obtain the dispersion relation in terms of the resonating branch dynamic stiffness and the mass and stiffness ratios of the base to the branch first mass value and spring constant, respectively. Two sets of key physical findings are revealed:

- **Bounds on band gap edges:** The top and bottom band-gap edges are proven to exist only within certain intervals, the bounds of which are shown to be described by the poles and zeros of the resonating branch. For a given resonating branch configuration, the locations of band-gap edges within these intervals depend on the competition between the branch-to-base mass and stiffness coupling for a bottom band-gap edge, and solely on the mass coupling for a top band-gap edge. Furthermore, the attenuation profile inside an LR band gap is determined by the band-gap edges’ location relative to their respective bounds. For instance, if the bottom edge lies near the upper bound, or the top edge lies near the lower bound, it results in extreme asymmetric attenuation, and vice versa.

- **Sensitivity to branch-base material coupling:** The derived sensitivity expressions for the locations of band-gap edges with respect to perturbations in the degree of coupling show nonlinear dependence of the sensitivity on multiple parameters including the mass coupling and frequency. Among these parameters is also the frequency derivative of the resonating branch effective dynamic stiffness. The derivative dictates how sensitive the band-gap edge locations are to a given variation in the mass and stiffness ratios, with lower derivative values indicating higher sensitivity. This points to a new criterion for designing optimal resonating branches given certain mass and stiffness ratios between the resonating branch and the base portion of the waveguide; such ratios may often be restricted by structural design requirements.
Lastly, it was analytically shown that the derived bounds hold for a sub-Bragg LR band gap when the base is modeled as a continuum. It was shown that a continuous base gives tighter bounds. The validity of our findings in the sub-Bragg frequency domain for a 2D FE-discretized all-continuum branched metamaterial model was also demonstrated by considering out-of-plane shear waves.
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Appendix A. Relation between band-gap bottom edge phase $\phi(\Omega_{B,i})$ and monatomic lattice dispersion

![Dispersion graph](image)

**Fig. A.1:** Dispersion of a monatomic lattice with point mass $\mu^*$ connected to a spring with constant $\sigma^*$. Shaded regions highlighting the bandwidth and semi-infinite band gap correspond to regions within the allowed intervals for branched metamaterial bottom band-gap edge as shown in [Fig. 3](#) and explained by Eqs. (16), (18) and (20).

Wave propagation in a monatomic lattice is widely studied in the literature [14, 15] and the dispersion equation can be expressed as

$$\mu^* \Omega^2 U_l = 2\sigma^* (1 - \cos(q)) U_l, \quad (A.1)$$

for a monatomic lattice of point masses $\mu^*$ connected by spring constants $\sigma^*$. Note the similarity of the inertia and stiffness terms between Eqs. (A.1) and (12), with $\mu^*$ and $\sigma^*$ here representing the mass value and spring constant, as opposed to $\mu$ and $\sigma$ which represent the coupling parameters in Eq. (12). The dispersion relation is plotted in [Fig. A.1](#). At the edge of the first IBZ, $q = \pi$ and a semi-infinite band gap starts at

$$\mu^* \Omega^2 - 4\sigma^* = 0. \quad (A.2)$$

This condition coincides with Eq. (20), which corresponds to the bottom band-gap edge of a branched metamaterial falling on top of a branch pole. Therefore, whether the branched metamaterial LR band-gap bottom edge starts within a region where the dynamic stiffness phase $\phi$ is $\pi$ or 0 corresponds to whether the frequency falls within the monatomic lattice propagation band or band gap as can be seen in [Fig. A.1](#). Note that the same color code is used for $\phi = \pi$ and $\phi = 0$ regions as in [Fig. 3](#).
Fig. B.1: Two examples of the branched metamaterial unit cell in Fig. 1 for a 4-DOF branch with $\Omega_1 = 1$, $m_{f,j} = 1$, $k_{f,j} = 1$ for $j = 1, \ldots, 4$. (a) Dispersion curves (top) and effective dynamic mass (bottom) with different stiffness ratios $\sigma_1 = 1$ and $\sigma_2 = 0.1$ and a fixed mass ratio $\mu = 1$. Note that the effective dynamic mass is unaffected by the change in $\sigma$. (b) Dispersion curves (top) and effective dynamic mass (bottom) for different mass ratios $\mu_1 = 1$ and $\mu_2 = 0.1$ and a fixed stiffness ratio $\sigma = 1$. 
Appendix B. Effective dynamic mass

From Eq. \((12)\), the effective dynamic mass ratio \(\mu_{\text{eff}}\) can be written as

\[
\mu_{\text{eff}} = \mu - \frac{R(\Omega)}{\Omega^2}.
\] (B.1)

Recalling Eq. \((11)\), it is seen that the effective dynamic mass takes a negative sign after the branch zero \(z_i\). Therefore, from the discussion in subsection 3.1, it may be concluded that the effective dynamic mass can take positive or negative values inside the branched metamaterial band gap. This is also in agreement with past work for single-DOF branches \([45]\) and multi-DOF branches \([57]\). Some numerical examples are shown in Fig. B.1 for illustration. It is seen that the band-gap regions before the branch zero \(z_i\) exhibit a positive effective dynamic mass, while those shortly after \(z_i\) exhibit a negative effective dynamic mass. Chang et al. \([45]\) have shown using numerical simulations that positive effective dynamic mass regions exhibit Bragg-like attenuation behavior while negative effective dynamic mass regions exhibit LR attenuation behavior, as previously discussed in the introduction section. They have determined that the Bragg-like attenuation behavior occurs if the LR frequency lies above the monatomic lattice pass band. It should further be noted that a positive effective dynamic mass can also occur when the branch zero \(z_i\) is still within the monatomic lattice propagation band \((z_i < \sqrt{4\sigma^2/\mu^*})\) (from Eq. \((A.2)\)) as observed in Fig. B.1.
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