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Abstract—We propose a method for multi-object tracking and segmentation based on a novel memory-based mechanism to associate tracklets. The proposed tracker, MeNToS, addresses particularly the long-term data association problem, when objects are not observable for long time intervals. Indeed, the recently introduced HOTA metric (High Order Tracking Accuracy), which has a better alignment than the formerly established MOTA (Multiple Object Tracking Accuracy) with the human visual assessment of tracking, has shown that improvements are still needed for data association, despite the recent improvement in object detection. In MeNToS, after creating tracklets using instance segmentation and optical flow, the proposed method relies on a space-time memory network originally developed for one-shot video object segmentation to improve the association of sequence of detections (tracklets) with temporal gaps. We evaluate our tracker on KITTIMOTS and MOTSChallenge and we show the benefit of our data association strategy with the HOTA metric. Additional ablation studies demonstrate that our approach using a space-time memory network gives better and more robust long-term association than those based on a re-identification network. Our project page is at www.mehdimiah.com/mentos+.
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I. INTRODUCTION

Object tracking is a common task in computer vision: given a video, the objective is to detect objects (for example, all road users such as vehicles, pedestrians and cyclists) and to attribute a unique identifier to each object. This task is fundamental for several applications such as for autonomous vehicles, city traffic management and road safety analysis [1], [2]. In the last application, since crashes between road users are not always easily observable, the use of computer vision and surrogate risk estimation metrics let researchers collect more data about road safety without relying on the actual observation of incidents. From extracted user trajectories, several safety indicators are computed such as speed, acceleration, post-encroachment time or time-to-collision [3]. Besides, the widespread presence of cameras in cities enables large-scale studies.

However, collecting trajectories from raw video is particularly hard since the trajectories of interest are those involving at least two objects at a close distance. In such situations, it is common to observe occlusions, partial or complete, provoking missed detections and also identity switches (the identifiers of two objects are inverted). Objects trajectories are then incorrect, altering or mis-attributing the computed road safety indicators. That is why developing a tracking method robust to occlusions is particularly important for road safety indicators.

The most popular paradigm for tracking multiple objects is “tracking-by-detection”: the first step, named the detection step, detects all objects of interest in all frames of the video and the second step, named the association step, aims to assign unique consistent identities to all the objects in a video. This paper mainly focuses on the second aspect. In particular, multi-object tracking and segmentation (MOTS) [4] consists in tracking several objects at the pixel level where the objects of interest are those belonging to a category class such as “cars”. Until recently, MOTS was generally evaluated with measures heavily biased against the association step [5], [6]. Luiten et al. [5] proved that some metrics such as the Multiple Object Tracking Accuracy (MOTA) [7] and its variants ignore largely the association quality. Hence, they introduced the High Order Tracking Accuracy (HOTA) metric that not only balances the detection and the association step but also has a better alignment with the human visual assessment. Therefore, evaluating MOTS with the HOTA metrics (HOTA, DetA and AssA) should lead to methods that are more robust and in turn that could improve the quality of the analysis of traffic videos.

Our proposed tracker, named MeNToS (Memory Network-based Tracker of Segments), consists in using a propagation method originally developed for one-shot video object segmentation (OSVOS) to solve an association problem for MOTS. OSVOS [8]–[10] is a task where the segmentation masks of all objects of interest are provided at the first frame. It cannot rely on detections since the classes of objects of interest are unknown. Yet, we believe that its principle can be helpful for data association.

We solve the association problem hierarchically. First, given some instance segmentation masks, we associated masks between adjacent frames. As such, masks are spatially close and visually similar and therefore a method based on a low-level information (meaning colors) may be sufficient. That is why our short-term association is based on the optical flow. After this first association, we obtain continuous tracklets of various lengths. Second, we use a space-time memory (STM) network [11], originally developed to solve OSVOS, to associate the tracklets. A STM network can
be viewed as a spatio-temporal attention mechanism [12], [13] able to find a correspondence between a target and a set of queries. As opposed to OSVOS where memory networks [14], [15] are used to propagate masks to the next frames, here we use them to associate tracklets that are temporally apart.

The main contributions of our work are as follows:
- We propose MeNToS, a tracker to solve MOTS based on a space-time memory network with a new similarity measure between tracklets;
- We evaluate our tracker on KITTIMOTS and MOTSChallenge to prove that it is competitive, especially on the association part. We demonstrate that our approach for long-term association using a STM network is better than recent approaches based on re-identification networks;
- We show the usefulness of the HOTA metric for MOTS to capture the improvement resulting from improved data association.

II. RELATED WORKS

A. MOTS

Similarly to multi-object tracking where the “tracking-by-detection” paradigm is popular [16], MOTS is mainly solved by creating tracklets from segmentation masks and then building long-term tracks by merging the tracklets [17]–[19]. Usually, methods use an instance segmentation method to generate binary masks; ReMOTS [17] used two advanced instance segmentation methods and self-supervision to refine masks. As for the association step, many methods require a re-identification (ReID) step. For example, Voigtlaender et al. [4] extended Mask R-CNN by an association head to return an embedding for each detection. Yang et al. [17] associated two tracklets if they were temporally close, without any temporal overlap with similar appearance features based on all their observations and a hierarchical clustering. Zhang et al. [18] used temporal attention to lower the weight of frames with occluded objects. More recently, Wei et al. [20] proposed to solve MOTS by improving the quality of detected masks with massive instance augmentation during training [21] and refining masks during inference [22], then by associating detections with an ensemble method.

B. OSVOS

Closely related to MOTS, OSVOS requires tracking objects whose segmentation masks are only provided at the first frame. OSVOS is mainly solved by propagation-based methods: a model learns the representation of the initial mask and tries to make some correspondences in the next frames. MAST [23] used a memory component to predict the future location of objects. STM [11] was proposed to solve OSVOS by storing some previous frames and masks in a memory that is later read by an attention mechanism to predict the new mask in a target image. Such a network was recently used [24] to solve video instance segmentation (VIS), a problem in which no prior knowledge is given about the objects to track. However, it is unclear how the STM network behaves when multiple instances from the same
class appear in a video. We show in this work that space-time memory network performs well and can help to solve an association problem by taking advantage of the information at the pixel level and the presence of other objects.

C. Bridging the gap between MOTS and OSVOS

Despite some clear similarities between the two tasks (prediction of the future position of an object at the pixel level), there are some differences such as the evaluation (sMOTSA, HOTA measures which evaluate the quality of detection and association versus $J_{\&F}$ which evaluates the masks quality with a region similarity and a contour accuracy) and the specification at the first frame (predefined classes without any initial mask versus class-agnostic with initial mask). Recently, Wang et al. [25] addressed this issue by considering a common shared appearance model to solve several tracking problems including MOTS and OSVOS. They compared the performance of several pretrained vision models such as an ImageNet [26] pretrained architecture, MoCo [27] or CRW [28] architectures to get visual features. Then the authors used these representations to either propagate instances like in OSVOS or associate them like in MOTS. Moreover, for the association step, they computed a similarity score between tracklets with an attention perspective. Their method consists in the reconstruction at the patch level of all features of existing tracklets and current detections. The similarity is then the average cosine similarity between the forward and backward reconstruction. Yan et al. [29] proposed UniTrack to solve both OSVOS and MOTS with a single framework consisting in a unified backbone for representations extraction, a unified embedding module and a unified head. In their network, the distinction between MOTS and OSVOS tasks is made with some “target priors” maps which provide a prior information about the objects to track.

D. Memory mechanism

The use of a memory mechanism enables to use information from multiple frames to associate detections, specially in case of long periods of occlusion. In this case, it is highly likely that the appearance of objects has changed. Instead on relying on only the last or first frame in which an object was detected, keeping multiple appearance information coming from several frames is a logical way of improving the performance of a tracker. But it is currently unknown which frames to keep in memory: the lastest, the whole appearance information, an average of appearance or a few of them. The tracker MeMOT [30] preserves a large spatio-temporal memory to keep the embeddings of the tracked objects over 24 frames. Conversely, Korbar and Zisserman [31] kept the appearance information of the first and the last five frames of each tracklet to overcome the occlusions, reducing the limitation due to the GPU memory. We show in this work that keeping in memory the appearance information from only two frames leads to competitive results.

III. PROPOSED METHOD

As illustrated in Figure 1, our pipeline for tracking multiple objects is based on three main steps: detections via instance segmentation, a short-term association of segmentation masks in adjacent frames and a greedy long-term association of tracklets using a memory network.

A. Detections

Our method follows the “tracking-by-detection” paradigm. First, we use the non-overlapping instance segmentations from a pre-trained detector. Objects with a detection score higher than $\theta_d$ and a size (as the number of pixels of its binary mask) higher than $\theta_s$ are extracted. Detections with a low confidence score or with a small size are usually false positives.

B. Short-term association (STA)

During the short-term association, we associate temporally close segmentation masks between adjacent frames by computing the optical flow. Masks from the previous frames are warped and a mask IoU (mIoU) is computed between these warped masks and the masks from the next frame. As some object classes are visually similar (for example car and truck), only associating objects of the same class may lead to missing some objects due to classification errors. That is why this step is a class-agnostic association, letting the model match a car with a truck if the optical flow corresponds.

The Hungarian algorithm [32] is used to associate masks where the cost matrix is computed based on the negative mIoU. Matched detections with a mIoU above a threshold $\theta_s$ are connected to form a tracklet and the remaining detections form new tracklets.

Finally, the class of a tracklet is the one that accumulates the highest sum of confidence score of its detections, and tracklets with only one detection are deleted since they often correspond to false positives.

C. Long-term association (LTA)

Greedy long-term association and the use of a STM network for re-identification of tracklets are the novel contributions of our approach. Once tracklets have been created, it is necessary to link them in case of fragmentation caused, for example, by occlusion. In this long-term association, we use a space-time memory network as a similarity measure between tracklets by propagating some masks of a tracklet in the past and the future. Given a binary segmentation mask in a frame of reference and a query frame, the STM network outputs a heatmap indicating the probability of the location of the object of reference in the query frame. If a predicted heatmap of a tracklet sufficiently overlaps a mask of another tracklet, these two tracklets are linked together.
fact that this procedure is applied at the pixel-level on the whole image, this similarity is only computed on a selection of admissible tracklet pairs to reduce the computational cost. At this step, we point out that all tracklets have a length longer than or equal to two.

1) Measure of similarity between tracklets: Our similarity measure is based on the ability to match some parts of two different tracklets (say $T^A$ and $T^B$) and can be interpreted as a pixel-level visual-spatial alignment rather than a patch-level visual alignment [17], [18]. For that, we propagate some masks of tracklet $T^A$ to other frames where the tracklet $T^B$ is present and then compare the masks of $T^B$ and the propagated version of the mask heatmaps, computed before the binarization, for $T^A$. The more they are spatially aligned, the higher the similarity is. In details, let us consider two tracklets $T^A = (M^A_1, M^A_2, \ldots, M^A_N)$ and $T^B = (M^B_1, M^B_2, \ldots, M^B_P)$ of length $N$ and $P$ respectively, such that $T^A$ appears first and where $M^A_1$ denotes the first segmentation mask of the tracklet $T^A$. We use a pre-trained STM network [11] to store two binary masks as references (and their corresponding frames): the closest ones ($M^A_2$ for $T^A$ and $M^B_1$ for $T^B$) and a second mask a little farther ($M^A_{N-1}$ for $T^A$ and $M^B_{P-1}$ for $T^B$). The farther masks are used because the first and last object masks of a tracklet are often incomplete due, for example, to occlusions. Then, the reference frames are used as queries to produce heatmaps with continuous values between 0 and 1 ($H^A_\tau$, $H^A_{N-1}$, $H^B_\tau$, $H^B_{P-1}$). Finally, the average cosine similarity between these four heatmaps and the four masks ($M^A_1$, $M^A_{N-1}$, $M^B_1$, $M^B_{P-1}$) is the final similarity between the two tracklets, denoted as $\text{sim}(T^A, T^B)$. Figure 2 illustrates a one-frame version of this similarity measure between tracklets.

2) Selection of pairs of tracklets: Instead of estimating a similarity measure between all pairs of tracklets, a selection is made to reduce the computational cost [17]. The selection is based on the following heuristic: two tracklets may belong to the same objects if they belong to the same object class, are temporally close, spatially close and with a small temporal overlap.

In details, let us denote $f(M)$ the frame where the mask $M$ is present, $M$ its center and $f_{ps}$, $H$ and $W$ respectively the number of frames per second, height and width of the video. The temporal ($C_t(T^A, T^B)$), spatial ($C_s(T^A, T^B)$) and temporal overlap ($C_o(T^A, T^B)$) costs between $T^A$ and $T^B$ are defined respectively as:

$$C_t(T^A, T^B) = \frac{|f(M^A_2) - f(M^B_1)|}{f_{ps}}, \quad (1)$$

$$C_s(T^A, T^B) = \frac{2}{H + W} \times \|M^A_N - M^B_1\|_1, \quad (2)$$

$$C_o(T^A, T^B) = \left\{ \bigcap_{T \in T^A,T^B} \{f(M), \forall M \in T\} \right\} \quad (3)$$

A pair $(T^A, T^B)$ is admissible if the tracklets belong to the same object class, $C_t(T^A, T^B) \leq \tau_t$, $C_s(T^A, T^B) \leq \tau_s$ and $C_o(T^A, T^B) \leq \tau_o$.

3) Greedy association: We gradually merge the admissible pairs with the highest cosine similarity, $\text{sim}(T^A, T^B)$, if it is above a threshold $\theta_t$, while continuously updating the admissible pairs using equation 3. A tracklet can therefore be repeatedly merged with other tracklets. Finally, tracks having their highest detection score lower than $\theta_f$ are deleted.

IV. EXPERIMENTS

A. Implementation details

At the detection step, the detection are provided by the RobMOTS challenge [33] obtained from a Mask R-CNN X-152 [34] and Box2Seg Network [35] for all 80 categories of COCO. The threshold of the detection confidence score $\theta_d$ is set to 50 % and small masks whose area is less than $\theta_a = 128$ pixels are removed.

[Figure 2. Similarity used at the long-term association step. For simplicity, only one mask and frame are used as reference and as target in the space-time memory network.]
For the short-term data association, the optical flow is computed with RAFT [36]. We select $\theta_s = 0.15$ for the threshold in the Hungarian algorithm.

For the long-term data association, the pre-selection is done with $(\tau_1, \tau_2, \tau_n) = (1.5, 0.2, 1)$. We took a space-time memory network pretrained on DAVIS [37]. To have a more generic tracker, STM was not fine-tuned on MOTSChallenge or KITTIMOTS. To measure similarity, the second frame is picked using $n = 5$. If that frame is not available, $n = 2$, is used instead. We select $\theta_I = 0.30$ in the greedy association. Then, the tracklets having at least one observation with a confidence score higher than $\theta_f = 90\%$ are kept. All these hyper-parameters were selected using the HOTA score on the validation sets and remain fixed regardless of the dataset and object classes.

B. Datasets and performance evaluations

We evaluated our method on KITTIMOTS and MOTSChallenge [4] two common datasets about MOTS. KITTIMOTS contains 21 training videos and 29 test videos on cars and pedestrians obtained from a camera mounted on the roof of a car. The scenes are captured at 10 Hz displaying real-world traffic situations. MOTSChallenge contains 4 training videos and 4 test videos only with pedestrians in cities. Tracking performance is measured with metrics including MOTA [7] (and its variant sMOTS, MOTSA and sMOTSP), Identity F1 score (IDF1) which measures the quality of trajectory identity accuracy, Identity switches (IDSw) which counts the number of inversion of identity. We also use, when possible, the recently introduced HOTA metric [5] that fairly balances the quality of detections and associations. It can be decomposed into the DetA and AssA metrics to measure the quality of these two components. The higher the HOTA is, the more the tracker is aligned with the human visual assessment.

C. Results

Results\(^1\) in tables I and II indicate that our method is competitive on the association performance. We ranked first and second respectively on pedestrians and cars on this criteria on KITTIMOTS and our identity switches are the lowest on MOTSChallenge with the second highest IDF1. Contrarily to other methods, we point out that ours does not require any additional fine-tuning on the benchmarks or per benchmark hyper-parameters selection. For example, we did not fine-tune STM on the benchmarks. Note also that the methods in the tables do not use all the same detection inputs. The ablation studies in the next section gives a better understanding of our contribution by fixing the detection inputs to assess only the data association component.

\(^1\)Full results at https://www.cvlibs.net/datasets/kitti/eval_mots.php for KITTIMOTS and https://motchallenge.net/results/MOTS/ for MOTSChallenge

Some qualitative results are provided in Figure 3. We notice that our method can successfully retrieve objects even after occlusions, as happens to the green, yellow and purple cars in the first sequence and the blue pedestrian in the second sequence. The main limitations are contaminated segmentation masks and short tracklets since they provide little information and their appearances are unstable. For example, pedestrians usually walk in group provoking more occlusions and eventually lowering the quality of the masks, as in the third and fourth sequences. A large spatial displacement of the center of the masks may happen in the case of an occlusion, like in the fifth sequence. In that particular case, the spatial distance between the center of the two masks (the yellow one in the first frame and the green one in the second one) is higher than the threshold used for the constraint in equation 2.

V. ABLATION STUDIES

A. Contribution of each step

To examine the effects of each step, we evaluate the performance by successively adding a component at a time.

Results of Table III indicate that all steps improve the tracking performance (either in terms of HOTA or sMOTSA). More precisely, on KITTIMOTS and MOTSChallenge, the HOTA metric is highly sensitive to the quality of the association. From the tracking results obtained at the STA step, on average, two thirds of the total improvement in HOTA is made at the LTA step. As for sMOTSA, unsurprisingly, it shows a smaller improvement brought by the long-term association. Consequently, improving the LTA step leads to a boost in terms of HOTA: this improvement in the data association is not fully captured by the previous sMOTSA measure.

B. Upper bounds with oracles

Since the HOTA gives more importance to the data association part of MOTS compared to the sMOTSA, we also conducted some experiments to measure the current limitations of our method and estimate the steps which can lead to the biggest gain in HOTA. Using the ground truth annotations on KITTIMOTS, we build two methods that incorporate some ground truth knowledge:

1) **OracleLTA** that perfectly associates tracklets (perfect long-term association). Precisely, after associating masks using the optical flow with RAFT and filtering short tracklets, we compute the ground truth identity for each tracklet and associate them based on the same ground truth identity. This oracle ignores the step of the selection of candidate pairs. Then tracklets that do not correspond to any ground truth one are deleted.

2) **OracleSLTA** that perfectly associates detections from all frames (perfect short-term and long-term association). The oracleSLTA is obtained with perfect short and long-term assignments of detections that match the
Table I
RESULTS ON THE TEST SET OF KITTIMOTS. **BOLD RED** AND **italic blue** INDICATE RESPECTIVELY THE FIRST AND SECOND BEST METHODS.

| Method             | Cars HOTA | DetA↑ | AsA↑ | Pedestrians HOTA | DetA↑ | AsA↑ |
|--------------------|-----------|-------|------|------------------|-------|------|
| ViP-DeepLab [38]   | 76.4      | 82.7  | 70.9 | 64.3             | 70.7  | 59.5 |
| EagerMOT [39]      | 74.7      | 76.1  | 73.8 | 57.7             | 60.3  | 56.2 |
| MOTSFusion [19]    | 73.6      | 75.4  | 72.4 | 54.0             | 60.8  | 49.5 |
| ReMOTS [17]        | 71.6      | 78.3  | 66.0 | 58.8             | 68.0  | 52.4 |
| PointTrack [40]    |           |       |      |                  |       |      |
| MeNToS (ours)      | 75.8      | 77.1  | 74.9 | 65.4             | 68.7  | 63.5 |

Table II
RESULTS ON THE TEST SET OF MOTSCHALLENGE. **BOLD RED** AND **italic blue** INDICATE RESPECTIVELY THE FIRST AND SECOND BEST METHODS.

| Method         | sMOTSA↑ | IDF1↑ | MOTSA↑ | FP↓   | FN↓  | IDSw↓ |
|----------------|---------|-------|--------|-------|------|-------|
| ReMOTS [17]    | 70.4    | 75.0  | 84.4   | 819   | 3999 | 231   |
| GMPHD [41]     | 69.4    | 66.4  | 83.3   | 935   | 3985 | 484   |
| MPNTrack [42]  | 58.6    | 68.8  | 73.7   | 1059  | 7233 | 202   |
| SORTS [43]     | 55.0    | 57.3  | 68.3   | 1076  | 8598 | 552   |
| TrackRCNN [4]  | 40.6    | 42.4  | 55.2   | 1261  | 12641| 567   |
| MeNToS (ours)  | 64.8    | 73.2  | 76.9   | 654   | 6704 | 110   |

Table III
ABLATION STUDIES ON THE VALIDATION SET OF KITTIMOTS (KT) AND THE TRAIN SET OF MOTSCHALLENGE. EACH STEP OF OUR APPROACH LEADS TO AN IMPROVEMENT IN TERMS OF HOTA AND sMOTSA.

| Step   | KT-car HOTA | KT-ped HOTA | MOTSChallenge HOTA | sMOTSA |
|--------|-------------|-------------|--------------------|--------|
| STA    | 79.4        | 62.0        | 57.9               | 62.8   |
| + filter | (+0.4)        | (+1.3)        | (+0.3)               | (+1.2) |
| + LTA  | 84.1        | 66.2        | 64.5               | 64.9   |
| + filter | (+4.3)        | (+2.9)        | (+6.3)               | (+0.9) |
| + filter | (+0.0)        | (+1.4)        | (+0.9)               | (+2.8) |

We evaluated the HOTA of these two oracle upper bounds on the validation set of KITTIMOTS and compare them with our method. Results from Table IV indicate that MeNToS is able to reach performance close to the oracles, although improvements are still possible. Potential gains of 3.3 and 5.1 points are still possible on the car and pedestrian classes of KITTIMOTS. Moreover, the short-term association step with RAFT is nearly perfect for cars: compared to the tracker with perfect association at both short and long-term association, 70% of the gap comes from the long-term association step. On the contrary, the short-term association is the limiting step for pedestrian: MeNToS is close to the performance of the tracker using oracle information at the long-term association step. We hypothesize that the difference between the car and pedestrian classes comes from the fact that there are more distractors (detected objects wrongly classified, such as mannequins recognized as persons), for pedestrians than for cars. Indeed, the model fully using the ground truth annotations is able to eliminate all distractors. Moreover, pedestrians are harder to track in KITTIMOTS because of their deformable nature and of their vertical shape which moves more on the horizontal axis between frames when the car capturing the videos is moving.

Table IV
HOTA FOR THE ORACLE METHODS ON THE VALIDATION SET OF KITTIMOTS (KT).

| Method          | KT-car | KT-ped | Use of oracle at STA | Use of oracle at LTA |
|-----------------|--------|--------|----------------------|----------------------|
| MeNToS          | 84.1   | 67.6   |                       |                      |
| OracleLTA       | 86.4 (+2.3) | 69.4 (+1.8) | -                     | ✓                   |
| OracleSLTA      | 87.4 (+3.3) | 72.7 (+5.1) | ✓                     | ✓                   |

C. Comparison with other strategies of long-term association

In the proposed method, we use a STM network to compute a similarity measure between tracklets. Other methods traditionally used re-identification features [17] or color histograms [44]. Moreover, they also tend to use more reference frames whereas ours only takes into account two frames. In order to measure the contribution of the STM network combined with a cosine similarity, we replace them by one the following method:
1) **RGB_2x2**: for two tracklets, we extracted the histogram of color of the same two frames of references computed at the pixel level. The similarity measure is then the average of four Bhattacharyya coefficients;

2) **RGB_NxP**: for two tracklets, we extracted the histogram of color of all frames of reference computed on the mask. The similarity measure is then the average Bhattacharyya coefficient over all possible combinations of histograms between the two tracklets;

3) **ReID_2x2**: for two tracklets, we computed the ReID features of the same two frames of reference. Their similarity is the average of four cosine similarities;

4) **ReID_NxP**: for two tracklets, we computed the ReID features of all frames of reference. Their similarity is the average cosine similarity over all possible combinations of ReID features between the two tracklets.

The ReID features are computed with the OsNet-AIN [45] network. This is motivated by some works [46]–[48] which indicate that ReID features are suitable for associating far apart detections and that color histograms are efficient specially for small objects.

Figure 4 illustrates the behavior of these four methods for LTA alongside the one based on the STM network on HOTA with regard to the similarity threshold \( \theta_l \). First, our STM-based approach is the one with the highest HOTA and is less sensitive to the parameter \( \theta_l \); the HOTA is the highest on a large interval \((0.1; 0.5]\). It is generally better than other methods requiring less frames in memory. Second, the four additional methods are sensitive to the parameter \( \theta_l \); the interval where the HOTA is the highest is narrow and there is no single method that is better on all datasets. Then, for color histogram-based methods, using all frames of a tracklet as reference leads to a higher HOTA than using only two frames of reference.

Generally STM-based association performs better, but it can face some issues when different parts of an object are occluded. For example, if one tracklet displays only the hood of a car and another only the car trunk, even if they belong to the same object, our STM-based approach could not associate such tracklets since no particular parts are in common. As for ReID features, they are trained to overlook such events but in the case of heavy occlusion, the features would also probably be too dissimilar. To reduce this effect, we performed the propagation at the pixel level and on the whole image for better precision to match tracklets. Working on the entire image is advantageous when a detection is...
D. Number of frames of reference

From the results of Figure 4, it seems that taking into account more reference frames leads to better results. Is this trend still relevant for our method based on STM? Since it is not technically possible with our GPU to load all frames in memory and compute the attention, we compared the following approaches:

1) Frame 1: only the closest frames \((f(M^A_N))\) and \((f(M^B_N))\) with the notation used in section III-C1) are used as references, as illustrated in Figure 2;
2) Frames 1-2: the two closest frames \((f(M^A_N), f(M^A_{N-1}))\) and \((f(M^B_N), f(M^B_{N}))\) are used as reference;
3) Frames 1-5/2: this is the method currently used in our approach. The closest frames are used and \((f(M^A_{N-4}))(\text{respectively } f(M^A_5))\) if it exists for \(T^A\) (respectively \(T^B\)), otherwise \((f(M^A_{N-1}))(\text{respectively } f(M^B_5))\);
4) Frames 1-2-5: the two closest frames are used and \((f(M^A_{N-4}))(\text{respectively } f(M^B_5))\) if it exists for \(T^A\) (respectively \(T^B\)).

Figure 5 illustrates the performance in terms of HOTA for different selections of reference frames in the STM with regard to the similarity threshold \(\theta_l\). On KITTIMOTS, using the closest frames as reference leads to the lowest HOTA. For pedestrians, using at least two reference frames provides a little improvement. With more frames, it seems that the performance is saturating. We hypothesize that this is due to some masks contaminated by other pedestrians, as people tend to walk in groups. As for cars, replacing the second closest frames by its fifth equivalent contributes to a boost in terms of HOTA. Considering three frames seems to saturate the HOTA. We hypothesize that using the fifth frame as a reference is a better choice than the second one because it is less similar to the first frame. Hence, more uncorrelated information is available for the STM. These results are similar to the conclusion drawn by Lai et al [23] on OSVOS: their Memory-Augmented Tracker used both short and long term memory to recover objects.

VI. CONCLUSION

We propose a method to solve MOTS using a space-time memory network originally developed for solving OSVOS. It is mainly based on a hierarchical association where masks are first associated between adjacent frames to form tracklets. Then, these tracklets are associated using a STM network, leveraging the ability of the network to match similar parts. Experiments on KITTIMOTS and MOTSChallenge show that our approach gives good performance with regard to the association quality. We demonstrate that our approach for long-term association using a STM network is better than...
the recent approach based on re-identification networks and is less sensitive to hyper-parameters.
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