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Abstract

In this article we study physical realizability for a class of nonlinear quantum stochastic differential equations (QSDEs). Physical realizability is a property in which a QSDE corresponds to the dynamics of an open quantum system. We derive a sufficient and necessary condition for a nonlinear QSDE to be physically realizable.
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1 Introduction

The theory of coherent quantum feedback control has attracted a significant amount of interest [1–5]. A coherent feedback controller is a quantum system that is constructed to coherently manipulate the output field of the controlled system and feed it back to the controlled system. Another approach to implement feedback control for a quantum system is based on measurements of the quantum system, where the control input is computed based on the measurement record. This approach, known as measurement-based feedback control (MBFC), has been well studied over the last two decades [6–9].

There are situations in which coherent feedback control potentially offers advantages over MBFC; e.g., see [5,10,11]. Coherent feedback has been demonstrated in optics [12–14], superconducting circuits [15], and electromechanical systems [16].

In designing a coherent quantum feedback controller, the question arises as to whether a given feedback controller can be realized as a physical quantum system. A Markovian open quantum system’s dynamics can be characterized by its Hamiltonian operator $\mathcal{H}$, its coupling operator $\mathcal{L}$, and its scattering matrix $\mathcal{S}$ [17]. Given these parameters, the dynamics of this open quantum system can be described by quantum stochastic differential equations (QSDEs). In contrast to classical stochastic differential equations, for any given QSDEs, there might not be an open quantum system which has these dynamics. Therefore, we consider conditions under which a given QSDE corresponds to the dynamics of an open quantum system. A QSDE which corresponds to the dynamics of an open quantum system is said to be physically realizable.

For linear QSDEs, the notion of physical realizability was introduced in [4], which presented some algebraic conditions for physical realizability in terms of the linear dynamics matrices. Furthermore, the papers [18–21] have shown how to construct a physical quantum optical system from basic quantum optical components corresponding to a given physically realizable QSDE. However, for nonlinear QSDEs, there are only a few limited results available on physical realizability. The paper [22] considers physical realizability for a class of nonlinear QSDEs satisfying a strong structural assumption. The paper [23] considers the physical realizability of bilinear QSDEs corresponding to finite level quantum systems.

Physical realizability conditions for nonlinear QSDEs will play an important role in designing nonlinear coherent controllers for quantum systems since any designed controller must be physically realizable [24,25]. They will also be useful in the modeling of unknown nonlinearities in linear QSDEs, which helps in the synthesis of robust linear quantum controllers as considered.
in [26, 27]. Furthermore, the physical realizability of nonlinear QSDEs will lead to constraints which need to be satisfied in the system identification of nonlinear quantum systems [28].

In this article, we derive a sufficient and necessary condition for a general class nonlinear QSDEs to be physically realizable. We initially consider the single mode case where there are two observables of interest \(x_1(t), x_2(t)\), which satisfy the canonical commutation relation \([x_1(t), x_2(t)] = i\hbar\). In particular we will consider \(x_1(t) = q(t)\) the position operator and \(x_2(t) = p(t)\) the momentum operator. The dynamics of these observables are assumed to be given by

\[
dx(t) = f(x(t))dt + g(x(t))dA(t)^* + g(x(t))^*dA(t), \quad (1)
\]

where in this equation, both \(f\) and \(g\) are assumed to be written as a power series of the pair \(x_1(t), x_2(t)\), whilst \(dA(t)^*, dA(t)\), are the annihilation and creation processes of the quantum field [17]. In comparison to the class of nonlinear QSDEs considered in [22,23], this class of QSDEs will cover a larger class of nonlinear QSDEs which may arise in many practical applications. Indeed, in many practical applications, both the Hamiltonian and the coupling operator can be modeled by polynomial functions. In addition to the single-mode case, we generalize further the notion of physical realizability and our results to the case of multi-mode quantum systems. The article is organized as follows. In the Section II, we will review some basic facts on quantum mechanics and open quantum systems. We also introduce new notations about the class of nonlinear QSDEs considered in this article and its properties. In Section 3, we will derive a necessary and sufficient condition for the physical realizability of a QSDE and the preservation of the commutation relations. In essence, we show that both \(f\) and \(g\) have to be conservative vectors of potential operators under suitable choice of axes, which is stated in Theorem 27. Section IV will cover the generalization of the result obtained in Section III to the multi-mode case. In the Section V, we will discuss some examples of physical realizability of QSDEs. The last section will give the conclusions of this paper.

### 1.1 Notation

We denote the identity operator on a Hilbert space by 1. Bold letters (e.g. \(y\)) will be used to denote a matrix or vector whose elements are Hilbert space operators. Hilbert space adjoints are indicated by \(^\dagger\), while the adjoint transpose of a vector or matrix of operators will be denoted by \(^\top\); i.e. \((x^*)^\top = x^\dagger\). For single-element operators we will use \(*\) and \(^\dagger\) interchangeably. The commutator of vectors of operators \(x\) and \(y\) is given by \([x, y]^\top = xy^\top - (yx^\top)^\top\). For a set \(A\), \(A^\dagger\) denotes the complement of \(A\) with respect to a particular universe. For notation simplicity, we set \(\hbar = 1\).

### 2 Preliminaries

In this section we will present some preliminaries that will be used in the subsequent sections. We will first review the concepts of closed and open quantum systems. Furthermore, in Subsections 2.2-2.4 we will introduce new results about the class of nonlinear functions considered in this article and its properties. In Section 3, we will build up our main result using these notations. All proofs of the results in these subsections are given in the Appendix.

#### 2.1 Closed and Open Quantum System Dynamics

For quantum systems, in contrast to classical systems where the state is determined by a set of scalar variables, the *state* of the system is described by a vector in the system’s Hilbert space \(\mathcal{H}\). Furthermore, in quantum mechanics, physical quantities like the spin of an atom, position, and momentum, are described as self adjoint operators on a Hilbert space. These operators called observables. The expected values of these quantities are given by an inner product. For example, an observable \(A\) at state \(|\psi\rangle\) has expected value \(\langle \psi | A |\psi\rangle\) using the Dirac notation; e.g., see [29].

The dynamics of a closed quantum system are described by an observable called the *Hamiltonian* \(\hat{H}\) which acts on the state vectors in the system’s Hilbert space, as per

\[
\frac{d|\psi(t)\rangle}{dt} = -i\hat{H}|\psi(t)\rangle, \quad (2)
\]

which is known as the Schrödinger equation. The evolution of the state can be described by a unitary operator \(U(t)\), where \(|\psi(t)\rangle = U(t)|\psi(0)\rangle\). Accordingly, the Schrödinger equation can be rewritten as

\[
\frac{dU(t)}{dt} = -i\hat{H}U(t), \quad U(0) = 1. \quad (3)
\]

From this equation, any system observable \(X\) will evolve according to \(X(t) = U(t)^*XU(t)\), satisfying

\[
\frac{dX(t)}{dt} = -i[X(t), \hat{H}], \quad (4)
\]

which is called the Heisenberg equation of motion for the observable \(X\).
An open quantum system is a quantum system which interacts with other quantum mechanical degrees of freedom. Typically, we assume interaction with a large number of degrees of freedom, and refer to them collectively as the environment of our system. An open quantum system $\mathcal{G}$ can be characterized by a triple $(\mathcal{S}, \mathcal{L}, \mathcal{H})$, with Hamiltonian $\mathcal{H}$, coupling operator $\mathcal{L}$ and scattering matrix $\mathcal{S}$, which are operators on the system’s Hilbert space $\mathcal{H}$. Furthermore, for an open quantum system with $n$ field channels, the matrix $\mathcal{S}$ satisfies, $\mathcal{S}^\dagger \mathcal{S} = \mathcal{S} \mathcal{S}^\dagger = I$, where $I$ is the $n \times n$ identity matrix.

The environment is modeled using a symmetric Fock space $\Gamma(\mathcal{H})$. Specifically, $\Gamma(\mathcal{H})$ is the Hilbert space for an infinite number of indistinguishable environment particles, where a single environment particle Hilbert space is given by $\mathcal{H}^\otimes n$. The total Hilbert space will be given as $\mathcal{H} = \mathcal{H} \otimes (\mathcal{H})^\otimes n$.

In a similar way to the unitary operator evolution in the closed quantum system (3), we could also derive the unitary evolution in the open quantum system observable $X(t)$, where $1$ is identity operator on $\Gamma(\mathcal{H})^\otimes n$, as the analog of (4), for an open quantum system, the corresponding Heisenberg equation of motion for a system operator $X$ is given by [32],

$$
\begin{align*}
\frac{dX(t)}{dt} & = \left( -i [X(t), \mathcal{H}(t)] + \frac{1}{2} [\mathcal{L}(t)^\dagger, X(t)] [\mathcal{L}(t), X(t)^\dagger] \right) dt \\
& \quad + \frac{1}{2} [\mathcal{L}(t)^\dagger, X(t)] [\mathcal{L}(t), X(t)^\dagger] dt \\
& \quad + d\mathcal{A}^\dagger(t) \mathcal{S}^\dagger(t) [X(t), \mathcal{L}(t)^\dagger] \\
& \quad + [\mathcal{L}^\dagger(t), X(t)] \mathcal{S}(t) d\mathcal{A}(t) \\
& \quad + \text{tr} \left[ (\mathcal{S}^\dagger(t) X(t) \mathcal{S}(t) - X(t)) d\mathcal{A}(t)^\dagger \right].
\end{align*}
$$

We call this equation a quantum stochastic differential equation (QSDE) for the system observable $X$. All operators in (7) evolve according to (6); i.e., $\mathcal{L}(t) \equiv U(t)^\dagger (\mathcal{L} \otimes 1) U(t)$.

For the sake of simplicity, if the context is clear, we will drop the time index $t$ from the system observables in the Heisenberg picture; e.g., $X \equiv X(t)$.

### 2.2 Nonlinear Functions of $q$ and $p$, Derivatives and Zero Integrals

In this subsection, we will examine the QSDEs for a single mode quantum system of the form (1). Notably, we consider that both $f$ and $g$ belong to a class of functions which can be described as a power series in the pair $q,p$ corresponding to the position and momentum operators of the system respectively. We will also introduce a derivative and integration of this class of nonlinear functions. The generalization of this class to multiple modes along with its derivative and integration will be presented in Section 2.3.

**Definition 1** A function $f(q,p)$ belongs to the class of nonlinear functions $\mathcal{P}_{q,p}$ if it can be written as a power series of $q$ and $p$ as follows:

$$
X = \sum_{j=1}^\infty a_j \phi_j(q,p), \quad a_j \in \mathbb{C}, \quad k_j, l_j \in \mathbb{N}
$$

where $\phi_j(q,p) = q^{k_j} p^{l_j}$. Also a function $f$ belongs to $\mathcal{P}_q$ or $\mathcal{P}_p$ if it can be written as a power series of $q$ and $p$ respectively as follows:

$$
X = \sum_{j=1}^\infty a_j q^{k_j}, \quad Y = \sum_{j=1}^\infty b_j p^{l_j}, \quad a_j, b_j \in \mathbb{C}, \quad k_j, l_j \in \mathbb{N}.
$$
We notice that under (8), $P_{q,p}$ is a vector space over the complex number field $\mathbb{C}$, with a basis given by,

\[ \Phi = \{1, q, p, q^2, p^2, qp, q^3, p^3, qp^2, q^2p, \cdots \}. \quad (10) \]

By using the canonical commutation relation $[q, p] = i1$, we can always write any $X \in P_{q,p}$ in “q-p” order as (8). Therefore, since both 1 and $qp$ are already members of the basis $\Phi$, there is no need to include $pq$ as a member of the basis $\Phi$. Higher order functions of $q$ and $p$ can also be obtained as linear functions of the members of the basis $\Phi$.

Clearly $P_q$ and $P_p$ are subspaces of $P_{q,p}$ spanned by $\Phi_q = \{1, q, q^2, \cdots \}$ and $\Phi_p = \{1, p, p^2, p^3, \cdots \}$, respectively. Suppose we select a set $\Phi_A \subseteq \Phi$. The projection of $X \in P_{q,p}$ onto the space $A$, spanned by $\Phi_A$, is denoted by $X_A$. The projection of $X \in P_{q,p}$ onto $A$, is then given by

\[ X_A = \sum_{j=1}^{\infty} a'_j \phi_j(q,p), \quad (11) \]

where $a'_j = a_j$ if $\phi_j(q,p) \in \Phi_A$, and $a'_j = 0$ if $\phi_j(q,p) \notin \Phi_A$. As an example, let $\Phi_A = \Phi_q$. The projection of $X$ of the form (8) onto $P_q$, is given by $X|_A = \sum_{j=1}^{\infty} a'_j \phi_j(q,p)$, where $a'_j = a_j$ if $\phi_j(q,p) \in \Phi_q$, and $a'_j = 0$ if $\phi_j(q,p) \notin \Phi_q$.

Furthermore, the subspace $P_{q,p} \setminus A$ is defined to be the subspace spanned by $\Phi \setminus \Phi_A = \Phi \cap \Phi_A^c = \Phi_A^c$, i.e., the elements of $\Phi$ not in $\Phi_A$, where the complement is taken with $\Phi$ as the universe.

**Definition 2** The self adjoint subset of $P_{q,p}$, denoted by $\mathcal{O}_{q,p}$, is set of all $X(q,p) \in P_{q,p}$ such that $X(q,p)^* = X(q,p)$.

Using (8), we can write any $X \in \mathcal{O}_{q,p}$ as

\[ X = \sum_{j=1}^{\infty} \frac{1}{2} \left[ a_j \phi_j(q,p) + a^*_j \phi_j(q,p)^* \right] = \sum_{j=1}^{\infty} \frac{\Re(a_j) \phi_j(q,p) + \phi_j(q,p)^*}{2} + \Im(a_j) \frac{\phi_j(q,p)^* - \phi_j(q,p)}{2} = \sum_{k=1}^{\infty} b_k \varphi_k(q,p), \quad b_k \in \mathbb{R}, \varphi_k(q,p) = \varphi_k(q,p)^*, \quad (12) \]

Observe that $\mathcal{O}_{q,p}$ is a vector space over the field $\mathbb{R}$, where the collection $\varphi_k(q,p)$ define a standard basis for the space of functions $\mathcal{O}_{q,p}$.

Now we define derivatives on the space $P_{q,p}$; see also [33][33]

**Definition 3** For any $X \in P_{q,p}$, define

\[ \frac{\partial X}{\partial p} \equiv \frac{1}{i} [q,X] \quad (13a) \]

and

\[ \frac{\partial X}{\partial q} \equiv -\frac{1}{i} [p,X]. \quad (13b) \]

Both $\partial/\partial q$ and $\partial/\partial p$ define a surjective mapping from $P_{q,p}$ to $P_{p,q}$, where $\ker(\partial/\partial q) = P_p$ and $\ker(\partial/\partial p) = P_q$. We will use the following lemma to obtain a general expression for the derivatives defined in this definition.

**Lemma 4** For any $m \geq 1, m \in \mathbb{N}$, we have $\partial q^m/\partial q = m q^{m-1}$, and $\partial p^m/\partial p = mp^{m-1}$.

Using the above lemma, for $X$ defined in (8), we have

\[ \frac{\partial X}{\partial q} = \sum_{j=1, \{j,k \geq 1\}} a_j k q^{k-1} p^j, \quad (14a) \]

\[ \frac{\partial X}{\partial p} = \sum_{j=1, \{j,k \geq 1\}} a_j l q^{l-1} p^j. \quad (14b) \]

We also notice that the derivatives defined in Definition 3 preserve self adjointness. That is, if $f \in \mathcal{O}_{q,p}$, then $\partial f/\partial q$ and $\partial f/\partial p$ belong to $\mathcal{O}_{q,p}$. In the following propositions, we will present some additional properties of the derivatives defined in this definition.

**Proposition 5** The derivatives $\partial/\partial p$ and $\partial/\partial q$ have the following properties:

a) The derivatives $\partial/\partial p$ and $\partial/\partial q$ are commutative operations on $P_{q,p}$; i.e.,

\[ \frac{\partial^2 f}{\partial p \partial q} = \frac{\partial^2 f}{\partial q \partial p}, \quad \forall f \in P_{q,p}. \quad (15) \]

b) The derivatives $\partial/\partial p$ and $\partial/\partial q$ satisfy the product rule; i.e., $\forall X, Y \in P_{q,p}$

\[ \frac{\partial XY}{\partial q} = X \frac{\partial Y}{\partial q} + \frac{\partial X}{\partial q} Y. \quad (16a) \]
and 
\[ \frac{\partial XY}{\partial p} = X \frac{\partial Y}{\partial p} + \frac{\partial X}{\partial p} Y. \]  \tag{16b} 

\( c) \) The derivatives \( \partial/\partial p \) and \( \partial/\partial q \) are symmetric; i.e.,

\[ \left( \frac{\partial X}{\partial q} \right)^* = \frac{\partial X}{\partial q}, \]  \tag{17a} 

and

\[ \left( \frac{\partial X}{\partial p} \right)^* = \frac{\partial X}{\partial p}. \]  \tag{17b} 

In the context of \( C^* \)-algebras, functions on an algebra satisfying the product rule and the symmetric property as in Proposition 5b) and c) are called symmetric ‘derivations’ of the \( C^* \)-algebra; see [34, Definition 3.2.21].

We now define the anti-derivative of a function which belongs to \( P_{q,p} \).

**Definition 6** A function \( F \in P_{q,p} \) is called an anti-derivative of \( X \in P_{q,p} \) with respect to \( q \) or \( p \) if its derivative with respect to \( q \) or \( p \) is given by \( X \) respectively. We denote the anti-derivative with respect to \( q \) or \( p \) by \( \int \cdot dq \) or \( \int \cdot dp \) respectively.

It is obvious that if \( F \) is an anti-derivative of \( X \) with respect to \( q \) or \( p \), then \( F + R(p) \) or \( F + R(q) \) are also anti-derivatives of \( X \) with respect to \( q \) or \( p \), for any \( R(p) \in P_q, R(q) \in P_p \).

Now we define the operations \( \int \cdot dq \) and \( \int \cdot dp \), which we refer to as the zero integrals with respect to \( q \) and \( p \).

**Definition 7** The zero integrals \( \int_o \cdot dq \) and \( \int_o \cdot dp \) are mappings from \( P_{q,p} \) to \( P_{q,p} \setminus P_q \) and from \( P_{q,p} \) to \( P_{q,p} \setminus P_p \) respectively, such that \( \partial(\int_o X dq)/\partial q = X \) and \( \partial(\int_o X dp)/\partial p = X \).

According to this definition, the zero integral \( \int_o dq \) maps from \( P_{q,p} \) to \( P_{q,p} \setminus P_q \). This definition implies that for any \( X \in P_{q,p} \), we can always write \( \int X dq = \int_o X dq + R(p) \), where \( R(p) \in P_{q,p} \). This way, \( \int_o X dq \) is the anti-derivative of \( X \) with respect to \( q \) that has no component in the kernel of \( \partial/\partial q \), and that \( \partial(\int_o X dq)/\partial q = X \).

**Lemma 8** The zero integrals \( \int_o dq \) and \( \int_o dp \) are unique.

The quantities \( \int_o dq \) and \( \int_o dp \) can be constructed as follows. Let \( X \in P_{q,p} \). Then with \( \phi_j(q,p) = q^{k_j} p^{l_j} \), we can write \( X \) in (8) in the following form

\[ X = \sum_{j=1}^{\infty} a_j F_j(q)G_j(p) \]  \tag{18} 

where \( F_j(q) = q^{k_j} \) and \( G_j(p) = p^{l_j} \) and \( a_j \in C \). From Lemma 4, and the uniqueness of \( \int_o dq \) and \( \int_o dp \), it follows that \( \int_o F_j(q) dq = \frac{1}{q^{k_j}+1} q^{k_j+1} \) and \( \int_o G_j(p) dp = \frac{1}{p^{l_j}+1} p^{l_j+1} \). It follows from Proposition 5b), that if we define

\[ \int_o X dq = \sum_{j=1}^{\infty} a_j \left( \int_o F_j(q) dq \right) G_j(p) \]  \tag{19a} 

and,

\[ \int_o X dp = \sum_{j=1}^{\infty} a_j F_j(q) \left( \int_o G_j(p) dp \right) \]  \tag{19b} 

then we will obtain

\[ \partial \left( \int_o X dq \right)/\partial q = X \] 

and \( \partial(\int_o X dp)/\partial p = X \), where \( \int_o X dq \in P_{q,p} \setminus P_q \) and \( \int_o X dp \in P_{q,p} \setminus P_p \). As the derivatives \( \partial/\partial q \) and \( \partial/\partial p \) are commutative in \( P_{q,p} \), from (19) it follows directly that \( \int_o \int_o dq dp = \int_o \int_o dp dq \). It also directly follows from (19) that the zero integrals are symmetric. That is

\[ \left( \int_o X dq \right)^* = \int_o X^* dq, \] 

and \( \left( \int_o X dp \right)^* = \int_o X^* dp \).

The following proposition summarizes these properties of the zero integrals,

**Proposition 9** The zero integrals defined in Definition 7 have the following properties:
2.3 Functions of a Finite Collections of Observables, Their Derivatives and Zero Integrals

We now generalize the definitions and results of the previous subsection to the case of multiple mode quantum systems. Let \( \mathbf{x} \) be a vector of system observables which do not necessarily commute with each other. In particular, suppose there are \( m \) modes in the system and assume

\[
\mathbf{x} = \left[ \mathbf{q}^\top, \mathbf{p}^\top \right]^\top,
\]

where \( \mathbf{q}^\top = [q_1 \cdots q_m]^\top \) is the vector of position operators for different modes in the system, and \( \mathbf{p}^\top = [p_1 \cdots p_m]^\top \) is the vector of momentum operators respectively. From the canonical commutation relations, we have for all \( t \geq 0 \), and \( k, l \leq m \),

\[
\frac{1}{i} [q_k, q_l] = 0, \quad \frac{1}{i} [p_k, p_l] = 0, \quad \frac{1}{i} [q_k, p_l] = \delta_{k-l}. \tag{22}\]

**Definition 10** A function \( f(x_1, \ldots, x_{2m}) \) belongs to the class \( \mathcal{P}_{(x_1, \ldots, x_{2m})} = \mathcal{P}_\mathbf{x} \) if it can be written in the form of the following power series:

\[
f = \sum_{j=1}^\infty a_j x_1^{k_{1,j}} x_2^{k_{2,j}} \cdots x_{2m}^{k_{2m,j}}, \quad a_j \in \mathbb{C}, \quad k_{i,j} \in \mathbb{N}. \tag{23}\]

Observe that, no matter what order the observables appear in the definition of a function \( f \), we can always rearrange it in the order \( x_1, x_2, \ldots, x_{2m} \) by suitable use of the commutative relations (22). In (23), the collection of polynomial functions

\[
\phi_j(x_1, x_2, \ldots, x_{2m}) = x_1^{k_{1,j}} x_2^{k_{2,j}} \cdots x_{2m}^{k_{2m,j}}, \tag{24}\]

define a standard basis for the space of functions \( \mathcal{P}_\mathbf{x} \); i.e., we write

\[
\Phi = \{1, \quad x_1, x_2, \ldots, x_{2m},
\]
\[
x_1^2, x_2^2, \ldots, x_{2m}^2,
\]
\[
x_1 x_2, x_1 x_3, \ldots, x_1 x_{2m},
\]
\[
x_2 x_3, x_2 x_4, \ldots, x_2 x_{2m},
\]
\[
\ldots
\]
\[
\ldots, \},
\]

This, in turn makes \( \mathcal{P}_\mathbf{x} \) a vector space over the complex numbers \( \mathbb{C} \).

As for the single mode case, we will use the following definition of the derivatives on \( \mathcal{P}_\mathbf{x} \).

**Definition 11** For any \( X \in \mathcal{P}_\mathbf{x} \), define

\[
\frac{\partial X}{\partial p_i} \equiv \frac{1}{i} [q_i, X], \tag{25a}\]

\[
\frac{\partial X}{\partial q_i} \equiv -\frac{1}{i} [p_i, X]. \tag{25b}\]

Using a similar approach as in Proposition 5, one can verify that these derivatives are commutative on \( \mathcal{P}_\mathbf{x} \), symmetric, and satisfy the product rule.

**Definition 12** The self adjoint subset of \( \mathcal{P}_\mathbf{x} \), denoted as \( \mathcal{O}_\mathbf{x} \), is the collection of all \( X \in \mathcal{P}_\mathbf{x} \) such that \( X(x_1, \cdots, x_{2m}) = X(x_1, \cdots, x_{2m})^\dagger \).

In a similar way to (12), we can construct a set of functions \( \varphi_k(\mathbf{x}) \) which define a standard basis for \( \mathcal{O}_\mathbf{x} \). Suppose we select \( \Phi_\mathcal{A} \subseteq \Phi \). The projection of \( f \in \mathcal{P}_\mathbf{x} \) onto a space \( \mathcal{A} \) spanned by \( \Phi_\mathcal{A} \), is given by \( f|_\mathcal{A} = \sum_{j=1}^\infty a'_j \phi_j(q, p) \), where \( a'_j = a_j \) if \( \phi_j \in \Phi_\mathcal{A} \), and \( a'_j = 0 \) if \( \phi_j \not\in \Phi_\mathcal{A} \). Furthermore, the subspace \( \mathcal{P}_\mathbf{x} \backslash \mathcal{A} \) is defined to be the subspace spanned by \( \Phi \backslash \Phi_\mathcal{A} = \Phi \cap \Phi_\mathcal{A}^\circ \).

Suppose \( \mathbf{z} = \{z_1, \ldots, z_k\} \subseteq \{x_1, \ldots, x_{2m}\} \). The space \( \mathcal{P}_\mathbf{z} \) is the set of all functions that can be written as a power series of \( \{z_1, \ldots, z_k\} \). We also define \( \mathcal{P}_{\mathbf{z}} \uplus \mathcal{P}_{\mathbf{z}^\circ} \).

That is, \( \mathcal{P}_\mathbf{z} \) is the set of functions of \( \{x_1 \cdots x_{2m}\} \setminus \mathbf{z} \).

Also notice that the following properties hold:

\[
\mathcal{P}() = \mathcal{P}_\mathbf{x}, \quad \mathcal{P}_\mathbf{x} = \mathbb{C}.
\]
Using this notation, we observe that for any \( 1 \leq i \leq 2m \),

\[
\mathcal{P}_{(x_1, \ldots, x_{i-1})} \setminus \mathcal{P}_{(x_1, \ldots, x_i)} \bigcap \mathcal{P}_{(x_1, \ldots, x_{i+1})} = \{0\}.
\]

We then define the zero integral as follows.

**Definition 13** The zero integral \( \int_o dx_i \) is a mapping from \( \mathcal{P}_x \) to \( \mathcal{P}_x \setminus \mathcal{P}_{x_i} \), such that \( \partial(\int_o X dx) / \partial x_i = X \) if \( \forall X \in \mathcal{P}_x \).

We now observe that from the properties of the derivatives \( \partial / \partial x_i \), for any two operators \( X, X' \in \mathcal{P}_x \setminus \mathcal{P}_{x_i} \), the condition \( \partial(X - X') / \partial x_i = 0 \) will only be satisfied if \( X = X' \). Therefore, as in the previous subsection this leads to the uniqueness of \( \int_o dx_i \). The commutative and symmetric properties of \( \int_o dx_i \) can be concluded directly from the commutativity of \( \partial / \partial x_i \) on \( \mathcal{P}_x \) and Definition 13.

Using the product rule and \( \partial x_i / \partial x_i = 1 \), in a similar way as in Lemma 4, we obtain \( \partial x_i / \partial x_i = m x_i^{-1} \). Therefore, we can readily verify that for \( X \) of the form (23)

\[
\frac{\partial X}{\partial x_i} = \sum_{j=1,(j \neq k, j \geq 1)}^\infty a_{j,k} x_1^{k_1-1} \cdots x_i^{k_{i-1}} x_{i+1} \cdots x_{2m} = 0,
\]

and

\[
\int_o X dx_i = \sum_{j=1}^\infty a_{j,k} x_1^{k_1} \cdots x_i^{k_{i-1}} \cdots x_{2m} = \sum_{j=1}^\infty a_j x_1^{k_{i+1}} \cdots x_i^{k_{i-1}+1} \cdots x_{2m}.
\]

We can also construct a projection of the zero integral onto a subspace of \( \mathcal{P}_x \). For example, the integration term \( \int_o \frac{\partial X}{\partial x_i} dx_i \bigg|_{\mathcal{P}_{(x_1, \ldots, x_{2m})}} \) is the projection of \( \int_o \frac{\partial X}{\partial x_i} dx_i \) onto \( \mathcal{P}_{(x_1, \ldots, x_{2m})} \), which in turn maps from \( \mathcal{P}_x \) to \( \left( \mathcal{P}_x \setminus \mathcal{P}_{x_i} \right) \mathcal{P}_{(x_1, \ldots, x_{i-1})} \setminus \mathcal{P}_{x_1, \ldots, x_i} \).

In the following lemma, we will show that we can expand any function \( f \in \mathcal{P}_x \) as a series of zero integrals. We will use this lemma in the next subsection to prove necessary and sufficient conditions for a vector whose elements belong to \( \mathcal{P}_x \) to be the gradient of a potential.

Before that, we recall that a permutation \( \sigma \) of the set \( \{1, \ldots, 2m\} \) is a bijective mapping from \( \{1, \ldots, 2m\} \) onto itself.

**Lemma 14** Any \( f \in \mathcal{P}_x \) can be expanded as a series of integrals with respect to a permutation of \( x, y = [x_\sigma(1) \cdots x_\sigma(2m)] \).

\[
f = \int_o \frac{\partial f}{\partial y_1} dy_1 + \int_o \frac{\partial f}{\partial y_2} dy_2 \bigg|_{\mathcal{P}_{(y_1, \ldots, y_{2m})}} + \cdots + \int_o \frac{\partial f}{\partial y_{2m}} dy_{2m} \bigg|_{\mathcal{P}_{(y_1, \ldots, y_{2m})}} + C = \int_o \frac{\partial f}{\partial y} dy + R_{y_1},
\]

where \( R_{y_1} \in \mathcal{P}_{y_1} \), and \( C \in \mathfrak{C} \) is a constant.

2.4 The Gradient Vector on \( \mathcal{P}_x \)

In this subsection, we will introduce the concept of a gradient vector on \( \mathcal{P}_x \). Let \( \mathcal{P}_{2m \times 1}^{k \times 1} \) be a space of \( k \times l \) matrices whose elements belong to \( \mathcal{P}_x \).

**Definition 15** A vector \( g \in \mathcal{P}_{2m \times 1}^{k \times 1} \) is a gradient of \( f \) with respect to \( x \), if \( \frac{\partial f}{\partial x} = g \). Furthermore, \( g \) is a gradient with respect to \( x \) if there exists an \( f \in \mathcal{P}_x \) such that \( \frac{\partial f}{\partial x} = g \).

For the sake of simplicity, we also use the following notation for the integral expansion in (27),

\[
f = \int_o \frac{\partial f}{\partial y} dy + C.
\]

In vector calculus, a gradient defined as above is also known as a conservative vector field. In simply connected spaces like \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \), a gradient can be characterized by the fact that the curl operation acting on it will equal zero [35].

The following theorem shows that a gradient with respect to \( x \) must be expandable by a series of zero integrals of permutations of \( x \).

**Theorem 16** Consider \( g \in \mathcal{P}_{2m \times 1}^{k \times 1} \) and \( f \in \mathcal{P}_x \). Then \( g \) is a gradient of \( f \) with respect to \( x \) if and only if \( f \) can be expanded in the integral sum form (27), using elements of \( g \) for any permutation of \( x \).
In two-dimensional vector calculus, Green's theorem leads to the fact that every curl zero vector (irrotational vector) is a conservative vector field in a simply connected region [35]. It is interesting to consider whether every curl zero vector in $P_x$ is also a gradient. The following theorem shows that the answer to this question is affirmative.

**Theorem 17** Consider $g \in P_{2m \times 1}^x$. Then $g$ is a gradient with respect to $x$ if only if,

$$\frac{\partial g_i}{\partial x_j} = \frac{\partial g_j}{\partial x_i}, \forall i \neq j, 1 \leq i, j \leq 2m. \quad (29)$$

The following corollary is a straightforward generalization of Theorem 16 to a set of observables.

**Corollary 18** Let $g \in P_{2m \times k}^x$ and $f \in P_{k \times 1}^x$ be given. Then $g$ is a gradient of $f$ with respect to $x$ if and only if each element of $f$ can be expanded using elements of $g$ for any permutation of $x$.

### 3 Main Results

In this section, we will give sufficient and necessary conditions for a QSDE corresponding to a single mode quantum system interacting with single environment field to be physically realizable. For this purpose, let $x = [q \, p]^T$.

**Definition 19** The QSDE in (1) is said to be physically realizable if there exists a pair $\mathcal{H} \in O_{q,p}$, and $L \in P_{q,p}$ satisfying the following equations

$$f(x) = L(x) \quad (30a)$$

$$= -i [x, \mathcal{H}] + \frac{1}{2} [(g(x))^\ast L] + g(x)^\ast L,$$

$$g(x) = [x, L]. \quad (30b)$$

As Definition 19 implies, the QSDE in (1) is physically realizable if it is corresponds to dynamic of an open quantum system with a coupling operator $L$ and a Hamiltonian $\mathcal{H}$ where the Hamiltonian $\mathcal{H}$ needs to be self-adjoint.

Before we state our main result, we will introduce a notion of a commutator-conservative mapping $f$. First, let

$$\Sigma = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.$$  

**Definition 20** A mapping $j \in P_{2 \times 1}^q$ is said to be commutator-conservative if there exists $j \in P_{q,p}$, such that $j = -i [x, J]$.

If we consider a closed quantum system with dynamics as in (4), the function $f = \partial \mathcal{H}/\partial t$ is commutator-conservative if there exists a Hamiltonian $\mathcal{H}$, such that $f = -i[x, \mathcal{H}]$. Furthermore, if the QSDE (1) is physically realizable, the function $g$ will be commutator-conservative for $j = -iL$. In what follows, by using results from the preliminary section, we will arrive at a conclusion that a function $f$ with self-adjoint elements is commutator-conservative if there exists a potential observable $\mathcal{H}$, such that $f = \partial \mathcal{H}/\partial (\Sigma x)$, or if it is satisfies $-\frac{\partial f_1}{\partial q} = \frac{\partial f_2}{\partial p}$, where $f_1$, and $f_2$ are self-adjoint elements of $f$. In this way, we could think of a commutator-conservative mapping $f \in O_{q,p}$ as a conservative vector field of a potential $\mathcal{H}$ with the axis being $x = p$, and $y = q$.

The following result gives a sufficient and necessary condition for a mapping $j \in P_{2 \times 1}^q$ to be commutator-conservative.

**Theorem 21** Consider $j = [j_1 \, j_2]^T \in P_{2 \times 1}^q$. $j$ is commutator-conservative if and only if

$$\int j_1 dp \bigg|_{P_p} - \int j_2 dq = \int j_1 dp - \int j_2 dq \bigg|_{P_q}. \quad (31)$$

**PROOF.** Suppose $j$ satisfies (31). Then we can construct an operator $J \in P_{q,p}$, as follows:

$$J = \int j_1 dp \bigg|_{P_p} - \int j_2 dq + C \quad (32)$$

where $C$ is a constant self adjoint operator. By (31), we have $j_1 = \partial \mathcal{H}/\partial p$, $j_2 = -\partial \mathcal{H}/\partial q$. Therefore,

$$\begin{bmatrix} j_1 \\ j_2 \end{bmatrix} = \frac{1}{i} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} \partial \mathcal{H}/\partial q \\ \partial \mathcal{H}/\partial p \end{bmatrix} = \frac{1}{i} \begin{bmatrix} i \partial \mathcal{H}/\partial p \\ -i \partial \mathcal{H}/\partial q \end{bmatrix}$$

$$= \frac{1}{i} \begin{bmatrix} [q, J] \\ [p, J] \end{bmatrix} = -i [x, J].$$

Now suppose $j$ is commutator-conservative; i.e., $j = -i [x, J]$, for some $J \in P_{q,p}$. Also, suppose $J_q = J|_{P_q}$, and $J_p = J|_{P_p}$. Then we can expand $J$ as follows:

$$J = \int \frac{\partial J}{\partial p} dp + J_q = J_p + \int \frac{\partial J}{\partial q} dq. \quad (33)$$
From (3), we have \( j_1 = \partial J / \partial p, j_2 = - \partial J / \partial q \), and therefore by (33), we have

\[
J_q = J_q |_{\mathcal{P}_p} = \left( J_p - \int_o j_2 dq - \int_o j_1 dp \right) |_{\mathcal{P}_p} \\
= - \int_o j_2 dq |_{\mathcal{P}_p} + C
\]

and

\[
J_p = J_p |_{\mathcal{P}_p} = \left( J_q + \int_o j_2 dq + \int_o j_1 dp \right) |_{\mathcal{P}_p} \\
= \int_o j_1 dp |_{\mathcal{P}_p} + C.
\]

Hence, (31) is satisfied. □

**Corollary 22** Consider \( j \in \mathcal{P}_{q,p}^{2 \times 1} \). The following three conditions are equivalent,

(1) \( j \) is commutator-conservative,
(2) \( j \) is a gradient with respect to \( y = \Sigma x \),
(3) \( j \) satisfies,

\[
- \frac{\partial j_1}{\partial q} = \frac{\partial j_2}{\partial p} \tag{34} \]

**PROOF.** This result is combination of Theorem 21, Theorem 16, and Theorem 17. □

**Proposition 23** Using the notation of Theorem 21, if a mapping \( j \) is commutator-conservative and has self-adjoint elements; i.e., \( j_1, j_2 \in \mathcal{O}_{q,p} \), then there exists a self-adjoint operator \( J \in \mathcal{P}_{q,p} \) such that \( j = -i[\mathbf{x}, J] \).

**PROOF.** To see this, without loss of generality assume that \( j_1, j_2 \neq 0 \). Otherwise we can select \( J \) as a real constant \( C \in \mathbb{R} \). Suppose that there is no self-adjoint operator \( J \) satisfying

\[
j_1 = -i[\mathbf{q}, J], \tag{35a} \]
\[
j_2 = -i[\mathbf{p}, J]. \tag{35b}
\]

Observe that we can write \( J = J_\ast + iJ_i \), where both \( J_\ast \) and \( J_i \) are self-adjoint operators, and \( J_i \neq 0 \). Now observe that since \( j_1, j_2 \) are self-adjoint operators

\[
0 = j_1^\ast - j_1 = -i[qJ - Jq]^\ast - (-i[qJ - Jq]) = -2[q, J_i], \tag{36a} \\
0 = j_2^\ast - j_2 = -i[pJ - Jp]^\ast - (-i[pJ - Jp]) = -2[p, J_i]. \tag{36b}
\]

Therefore, from (36a), \( J_i \in \mathcal{P}_q \), while at the same time from (36b), \( J_i \in \mathcal{P}_p \). Hence \( J_i \in \mathcal{P}_q \cap \mathcal{P}_p = \mathbb{C} \). But if this is the case, then taking \( J' = J_i \), will give \( j_1 = -i[q, J'], j_2 = -i[p, J'] \). Hence we have arrived at a contradiction.

Due to the nature of the unitary operator \( U(t) \), for a physically realizable quantum system (1), if a pair of observables at the initial time has a commutator equal to \([X(0), Y(0)] = i\epsilon, \epsilon \in \mathbb{R} \), then this commutator will remain constant in the future. Mathematically, this is equivalent to the following,

\[
[X(t), Y(t)] = X(t)Y(t) - Y(t)X(t) \\
= U(t)^\ast X(0)U(t)^\ast Y(0)U(t) - U(t)^\ast Y(0)U(t)^\ast X(0)U(t) \\
= U(t)^\ast [X(0), Y(0)]U(t) \\
= i\epsilon.
\]

Due to this property, we say that the commutation relations are preserved. In particular, for \( x(t) = [q(t), p(t)]^\top \), we have for any \( t \geq 0 \), \([x(t), x(t)^\top] = [x(0), x(0)^\top] = i\Sigma \). For a closed quantum system, if the commutation relations are preserved, then

\[
\frac{d [x(t), x(t)^\top]}{dt} = \frac{d \Sigma}{dt} = 0_{2 \times 2}. \tag{38}
\]

The following proposition and its corollary show that for any commutator-conservative mapping \( f \), the corresponding closed quantum system (4) will preserve the commutation relations.

**Proposition 24** Consider \( j \in \mathcal{P}_{q,p}^{2 \times 1} \). If \( j \) is a commutator-conservative mapping then

\[
[j, x^\top] + [x, j^\top] = 0_{2 \times 2}. \tag{39}
\]

**PROOF.** Let \( j \) be commutator-conservative. Then by Proposition 5a) and the existence of \( J \in \mathcal{P}_{q,p} \) by Theorem 21, we have

\[
[j_1, p] = i \frac{\partial j_1}{\partial q} = i \frac{\partial^2 j}{\partial q \partial p} = -i \frac{\partial}{\partial p} \left( -\frac{\partial j}{\partial q} \right) = -[q, j_2].
\]

The condition \([j_2, q] = -[q, j_1] \) can also be established in the similar way. Then, we obtain \([j_1, p] = -[q, j_2] \) and \([j_2, q] = -[q, j_1] \). However, this is equivalent to (39) and hence the proof is completed. □
Corollary 25 Consider \( f \in \mathcal{O}^{2 \times 1}_{q,p} \). If \( f \) is a commutator-conservative mapping, then the corresponding closed quantum system dynamics (4) preserve the commutation relations.

**PROOF.** First observe that for the system (4) with \( x = [q \ p]^\top \), the preservation of the commutation relation will be satisfied if \( \partial [x, x^\top] / \partial t = [f, x^\top] + [x, f^\top] = 0_{2 \times 2} \). The result then follows by Proposition 24. \( \square \)

We will use the following Lemma in the main theorem to show that the constant contribution obtained during integration of \( g \in (1) \) to construct the coupling operator \( L \) does not affect the physical realizability property of QSDEs.

**Lemma 26** Consider the QSDEs given in (1). Let

\[
Z = \int_0^t g_1 dp |_{\mathcal{P}_p} - \int_0^t g_2 dq, \quad (40a)
\]

\[
L = -i(Z + C), \quad (40b)
\]

\[
f_L = \frac{(g^*L) + (g^*L)^*}{2}, \quad (40c)
\]

where \( C \in \mathbb{C} \) is a constant. Suppose \( g \) is a commutator-conservative mapping. Let, \( L_1 = -i(\tilde{L} + C_1) \) and \( f_{L,1} = \frac{1}{2}[(g^*L_1) + (g^*L_1)^*] \), where \( C_1 \) is a constant. Then for any \( C_1 \in \mathbb{C} \), \( f - f_{L,1} \) is commutator-conservative if \( f - f_{L,1} \) is commutator-conservative.

**PROOF.** Suppose \( f - f_{L,1} \) is commutator-conservative, and let \( j = f - f_{L,1} \). Then \( f - f_{L,1} = j - f_{L,1} \), with \( f_{L,1} = \frac{1}{2}[g(C_1 - C)^* - g^*(C_1 - C)] \). However \( g \) is commutator-conservative by assumption, which implies the commutator-conservativeness of \( f_{L,1} \), hence so is \( f - f_{L,1} \). \( \square \)

Now using the concept of a commutator-conservative mapping, we will establish a condition for the physical realizability of the open quantum system given in (1), which is given in the following theorem.

**Theorem 27** Consider the QSDEs given in (1). Using the notation of Lemma 26, the following conditions are equivalent

(1) The QSDEs (1) are physically realizable,

(2) Both \( g \) and \( f - f_L \) are commutator-conservative mappings for some \( C \in \mathbb{C} \) in (40b), and the elements of \( f \) are self-adjoint,

(3) Both \( g \) and \( f - f_L \) are commutator-conservative mappings for any \( C \in \mathbb{C} \) in (40b), and the elements of \( f \) are self-adjoint.

**PROOF.** First, assume that the QSDEs (1) are physically realizable. From (30b) with \( J = -iL \), we conclude the commutator-conservativeness of \( g \). Therefore, there exists \( C \in \mathbb{C} \) such that \( L \) satisfies (40b). We observe that elements of the function \( f \) in (30a) are self-adjoint. Further, from \( f_L \) given in (40c), we have \( f - f_L = -i[x, H] \) which is also commutator-conservative. Therefore, this implies the condition (2).

Now suppose condition (2) holds. Lemma 26 shows that condition (2) implies condition (3).

Lastly, assume that condition (3) of the theorem is satisfied. Using the commutator-conservativeness of \( g \), Theorem 21 implies that there exists an \( L \in \mathcal{P}_{q,p} \) given in (40b), such that \( g = [x, L] \). Furthermore, we can construct \( f_L \) as in (40c), which is a vector with self-adjoint operator elements. Since \( f - f_L \) is commutator-conservative and self-adjoint for any \( C \in \mathbb{C} \) in (40b), then by Theorem 21 and Proposition 23, there exists an \( H \in \mathcal{O}_{q,p} \), such that \( f - f_L = -i[x, H] \). From the existence of the Hamiltonian \( H \) and the coupling operator \( L \), it follows that both \( f \) and \( g \) satisfy (30a) and (30b) respectively, and therefore the QSDEs are physically realizable. \( \square \)

From the properties of the open quantum system dynamics (37), QSDEs which correspond to an open quantum system will always preserve the commutation relations. In the following proposition, we will show that physically realizable QSDEs do indeed preserve the commutation relations. However, before we proceed, we observe that for open quantum dynamics as in (30) and for \( x = [q \ p]^\top \), when quantum randomness effects are taken into account, the preservation of the commutation relations corresponds to \( [x, x^\top] = 0_{2 \times 2} \).

**Proposition 28** Consider QSDEs given as in (1). If these QSDEs are physically realizable, then they preserve the commutation relations.

**PROOF.** Let \( f_C = f - f_L \). Using the quantum Itô rule [17], the preservation of the commutation relations for
the QSDEs (1) is equivalent to

\[
0_{2 \times 2} = d \left[ x, x^\top \right] \\
= \left( \begin{array}{c}
[f_C, x^\top] + \left[ x, f_C^\top \right] + \left[ f_L, x^\top \right] + \left[ x, f_L^\top \right] + \left[ g^*, g^\top \right] \\
A_1 \\
\left[ g, x^\top \right] + \left[ x, g^\top \right] dA^* + \left[ g^*, x^\top \right] + \left[ x, g^\top \right] dA \\
B_1 \\
A_2 \\
B_2
\end{array} \right) dt
\]

Since both \( f_C \) and \( g \) are commutator-conservative with respect to \( x \), by Proposition 24 the terms \( A_1, B_1, B_2 \) are equal to zero. It remains to prove that \( A_2 + A_3 \) is equal to zero. Since \( g \) is commutator-conservative, then we can write \( g_1 = i \partial L / \partial q \), and \( g_2 = -i \partial L / \partial p \). Using \((40c)\), we can expand the terms \( A_2 \) and \( A_3 \) as follows,

\[
\begin{bmatrix}
[f_L, x^\top] + \left[ x, f_L^\top \right] \\
\left[ g^*, g^\top \right]
\end{bmatrix} = \begin{bmatrix}
0 & \frac{1}{2} (f_{L,1,p} + q_{f_{L,2}}) \\
0 & g_{21}^* g_2 - g_{22}^* g_1
\end{bmatrix}
\]

Now we can evaluate the non zero elements of the last two matrices. Substituting for \( g_1 \) and \( g_2 \) and using the product rule in Proposition 5b), we obtain after some calculations

\[
\frac{1}{2} (f_{L,1,p} + q_{f_{L,2}}) = i \left( \frac{\partial (g_1^* L + L^* g_2)}{\partial q} + \frac{\partial (g_2^* L + L^* g_1)}{\partial p} \right) = g_{22}^* g_1 - g_{21}^* g_2.
\]

Similarly, one can obtain that \( \frac{1}{2} (f_{L,2,q} + p_{f_{L,1}}) = g_{21}^* g_2 - g_{22}^* g_1 \). Hence, we have \( A_2 + A_3 \) is equal to zero which completes the proof. \( \Box \)

4 Generalization to Multiple Modes

In this section, we will generalize the results in the previous section to the case of multiple modes interacting with \( n \) environment fields. We assume that the scattering matrix is constant; i.e., \( \Sigma \in \mathbb{C}^{n \times n} \). In this case, the system dynamics can be described by QSDEs of the form

\[
dx = f(x) dt + g(x) dA^* + g(x)^* dA,
\]

From (7), the functions \( f \) and \( g \) in these QSDEs will be given by,

\[
f(x) = -i [x, H] + \frac{1}{2} \left( (L^\dagger \Sigma g(x))^\top + (L^\dagger \Sigma g(x))^\top \right),
\]

\[
g(x) = [x, L^\top] \Sigma^*.
\]

We also define physical realizability as in the previous section as below.

**Definition 29** QSDEs of the form \((41)\), where \( f \in O_x \) and \( g \in P_x \) are said to be physically realizable if there exists a pair \( H \in O_x \), \( L \in P^{n \times 1} \) and a matrix \( \Sigma \in \mathbb{C}^{n \times n} \) satisfying \((42a)\) and \((42b)\).

As in the previous section, we now define the notion of a commutator-conservative mapping for the multiple mode case.

**Definition 30** A mapping \( g \in P_{x}^{2m \times n} \) is commutator-conservative if and only if \( g \) is a gradient with respect to \( y = \Sigma_m x \).

The following proposition gives a necessary and sufficient condition for a mapping to be commutator-conservative in the case of multiple modes. As in the corollary of Theorem 21, it also relates the commutator-conservative mapping and gradient concepts for a multiple channel quantum system. Let

\[
\Sigma_m = \begin{bmatrix}
0 & I_m \\
-I_m & 0
\end{bmatrix}.
\]

**Proposition 31** Consider \( g \in P_{x}^{2m \times n} \). \( g \) is commutator-conservative if and only if \( g \) is a gradient with respect to \( y = \Sigma_m x \).

**PROOF.** First we can decompose \( g \) as

\[
g = \begin{bmatrix}
g_1^\top \\
\vdots \\
g_m^\top
\end{bmatrix}, \quad g_i \in P_{x}^{n \times 1}, \forall i \in \{1, \cdots, 2m\}.
\]

If \( g \) is a gradient with respect to \( y = \Sigma_m x = [p_1 \cdots p_1 (-q_1) \cdots (-q_m)]^\top \), by Theorem 16 we can write, for \( 1 \leq i \leq 2m \), \( J = \int g_i dy_i + R(y_i) \), where
\( R(y_i) \in P_y \). Hence for \( 1 \leq i \leq m, x_i = q_i \), we have 
\[ -i[q_i, J] = \partial J/\partial p_i = \partial J/\partial q_i = g_i. \]
Furthermore, for \( m + 1 \leq i \leq 2m, x_i = p_i \), we have 
\[ -i[p_i, J] = -\partial J/\partial q_i = \partial J/\partial y_i = g_i. \]
Therefore, \( g \) is commutator-conservative.

Now suppose \( g \) is commutator-conservative. Then there exists a \( J \in P_x \) such that

\[
g = -i [x, J^\top] = \frac{1}{i} \begin{bmatrix} [q, J^\top] \end{bmatrix} = \frac{1}{i} \begin{bmatrix} i(\partial J/\partial p)^\top \end{bmatrix}
= \begin{bmatrix} \partial J/\partial p \end{bmatrix}^\top.
\]

Hence \( g = \partial J/\partial y^\top \) with \( y = \Sigma_m x \). \( \square \)

**Corollary 32** Consider \( g \in P_x^{2m \times n} \). \( g \) is commutator-conservative if and only if

\[
\frac{\partial g_{ij}}{\partial y_j} = \frac{\partial g_{ij}}{\partial y_i}, \quad (44)
\]

for all \( 1 \leq i, j \leq 2m, i \neq j \), and \( y = \Sigma_m x \).

**PROOF.** This result is immediate from Theorem 17. \( \square \)

**Corollary 33** Let \( g \in P_x^{2m \times n} \) be commutator-conservative. Then for any \( S \in C^{n \times n} \) such that \( SS^\dagger = S^\dagger S = I \), there exists \( K \in P_x^{n \times 1} \) such that \( g = -i [x, K^\top] S^\dagger \).

**PROOF.** From Proposition 31, there exists \( J \in P_x^{n \times 1} \) such that \( g = -i [x, J^\top] \). Now let \( K = SJ \). The result immediately follows. \( \square \)

**Lemma 34** Consider the QSDEs given in (41). Let

\[
Z = \int_0^\infty g_1^\top dp - \int_0^\infty g_2^\top dq, \quad (45a)
\]

\[
L = \frac{1}{i} S(Z + C), \quad (45b)
\]

\[
f_L = \frac{1}{2} \left( (L^\dagger Sg(x)^\top)^\top + (L^\dagger Sg(x)^\top)^\top \right), \quad (45c)
\]

where \( C \in C^{n \times 1} \) is a constant. Suppose \( g \) is commutator-conservative mapping. Let, \( L_1 = -i(Z + C_1) \) and \( f_{L,1} = \frac{1}{2} \left( (g^\dagger L_1) + (g^\dagger L_1)^\top \right) \), where \( C_1 \) is a constant. Then for any \( C_1 \in C^{n \times 1} \), \( f - f_{L,1} \) is commutator-conservative if \( f - f_L \) is commutator-conservative.

**PROOF.** Immediate generalization from the proof of Lemma 26. \( \square \)

**Theorem 35** Consider a QSDE given as in (41) and an \( S \in C^{n \times n} \) satisfying, \( SS^\dagger = S^\dagger S = I \). Using the notation of Lemma 34, the following conditions are equivalent

1. The QSDEs in (41) are physically realizable,
2. Both \( g \) and \( f - f_L \) are commutator-conservative mappings for some \( C \in C \) in (45b), and the elements of \( f \) are self-adjoint,
3. Both \( g \) and \( f - f_L \) are commutator-conservative mappings for any \( C \in C \) in (45b), and the elements of \( f \) are self-adjoint.

**PROOF.** First, suppose the QSDEs given in (41) are physically realizable. We observe that the elements of the function \( f \) in (42a) are self-adjoint. From (42b), the commutator-conservativeness of \( g \) follows from \( g = \begin{bmatrix} x, L \end{bmatrix} S^\dagger = -i \begin{bmatrix} x, L \end{bmatrix} \). Therefore, there exists \( C \in C^{n \times 1} \) such that \( L \) satisfies (45b). Furthermore from (42a), we observe that using (45c) we obtain \( f - f_L = \begin{bmatrix} x, H \end{bmatrix} \), which is also commutator-conservative. Therefore, this implies the condition 2.

Now suppose condition 2 holds. Lemma 34 shows that condition 2 implies condition 3.

Lastly, assume that condition 3 of the theorem is satisfied. Then from the commutator-conservativeness of \( g \), by Corollary 33, there exists an \( L \in P_x \) such that \( g = \begin{bmatrix} x, L \end{bmatrix} S^\dagger \) given by (45b). Choose any \( C \in C^{n \times 1} \) for \( L \) in (45b). Then we have, \( L^\dagger Sg(x)^\top = i(Z + C)^\dagger g(x)^\top \).

Hence by (45c), we have that \( f_L \) is independent of \( S \) and \( f_L \) is self-adjoint. Since \( f - f_L \) is commutator-conservative and self-adjoint, then by Propositions 31 and 23, there exists an \( H \in \mathcal{O}_x \) such that \( f - f_L = -i[x, H] \). By the existence of a Hamiltonian \( H \), \( S \in C^{n \times n} \) satisfying, \( SS^\dagger = S^\dagger S = I \), and a coupling operator \( L \), it follows that both \( f \) and \( g \) satisfy (42a) and (42b) respectively, and therefore the QSDEs are physically realizable. \( \square \)

**Remark 36** Theorem 35 also shows that any physically realizable QSDEs of the form (41) can be realized independently of the choice of \( S \in C^{n \times n} \) satisfying, \( SS^\dagger = S^\dagger S = I \). This adds an extra degree of freedom in realizing nonlinear QSDEs.

**Remark 37** Using a similar assertion as in Proposition 28, one can also show that any QSDE of the form (41) which is physically realizable, also preserves the commutation relations.
5 Examples

5.1 Physical Realizability of Linear QSDEs

Let $x = [q, p]^\top$ and consider single mode linear QSDEs as follows

$$dx = Ax dt + B dA^* + B^* dA. \quad (46)$$

Without loss of the generality, let $B = i \Sigma C = i[c_2 - c_1]^\top$, where $c_i \in \mathbb{C}$ and $A \in \mathbb{R}^{2 \times 2}$. We will consider conditions under which the linear QSDEs (46) are physically realizable. By Theorem 27, we obtain $L = C^\top x$. Then with $g = B$ and $L = C^\top x$, using (40c), we have, $f_L = \text{Im}\{(c_2^* c_1)\} x = -\frac{2}{\gamma} x$, with $\gamma = -2 \text{Im}\{(c_2^* c_1)\} \in \mathbb{R}$. Then from the commutator-conservativeness of $f_C = f - f_L$, we can solve for the Hamiltonian $H$ as follows,

$$H = \int_0^\gamma f_{c,1} dp \bigg|_p - \int_0^\gamma f_{c,2} dq + C_1$$

$$= \frac{A_{12} p^2}{2} - \frac{A_{21} q^2}{2} - \frac{(A_{22} + \gamma/2) pq + C_1}{2}.$$  

Select $C_1 = -i/2(A_{22} + \gamma/2)$, so that the Hamiltonian is self-adjoint, and given by

$$H = \frac{A_{12} p^2}{2} - \frac{A_{21} q^2}{2} - \frac{(A_{22} + \gamma/2)(qp + pq)}{2}.$$  

However,

$$H = \int_0^\gamma f_{c,1} dp - \int_0^\gamma f_{c,2} dq \bigg|_p + C_2$$

$$= \left( A_{11} + \frac{\gamma}{2} \right)(qp + pq) - \frac{A_{12} p^2}{2} - \frac{A_{21} q^2}{2}.$$  

Equating the last two integrals, we obtain $A_{11} = -A_{22} - \gamma$. The Hamiltonian can then be written as $H = \frac{1}{2} x^\top (\Sigma^\top A + A^\top \Sigma) x$. One can verify that with $A$ satisfying this condition, the preservation of the commutation relations for the linear QSDEs above $i(A\Sigma + \Sigma A^\top) + [B^\top, B] = 0$, also holds. This condition is equivalent to the physical realizability condition for linear quantum systems given in [4, Theorem 3.4].

5.2 Synthesis of a Physically Realizable Nonlinear QSDE

Let $x = [q, p]^\top$. Suppose we want to construct a nonlinear coherent quantum controller. Assume that we have determined that the controller should be given by the following nonlinear QSDEs:

$$dx = f(x) dt + B dA^* + B^* dA,$$  

with $B$ as in the previous example. In these nonlinear QSDEs, assume that we know $f_1 = q^2$, but $f_2$ is left arbitrary. We would like to determine $f_2$, so that (47) is physically realizable.

As in the previous example, we obtain $L = C^\top x$, as well as $f_L = \text{Im}\{(c_2^* c_1)\} x = -\frac{2}{\gamma} x$, for some $\gamma \in \mathbb{R}$. Then from the commutator-conservativeness of $f_C = f - f_L$, using (34) we can solve for $f_{c,2} = f_2 + \gamma/2p$ as bellow

$$f_{c,2} = -\int_0^\gamma \frac{\partial f_{c,1}}{\partial q} dp + R(q),$$

where $R(q)$ to be chosen so that $f_{c,2}$ is self-adjoint. Doing so we obtain,

$$f_{c,2} = -\int_0^\gamma (3q^2 + \gamma/2) dp + R(q)$$

$$= -(3q^2 p + \gamma/2p) + R(q).$$  

We can choose $R(q) = 3q$ so that $f_{c,2} = -\frac{3}{2}(q^2 p + pq^2) - \gamma/2 p$. Therefore, we obtain

$$f_2 = -\frac{3}{2}(q^2 p + pq^2) - \gamma p.$$  

As in the previous example, we can obtain $H = 1/2(q^2 p + pq^2) - \gamma/2(qp + pq) + C$, for any $C \in \mathbb{R}$. Now, we consider the case where $f_1$ is the analytical function $f_1 = \cos(q) = \sum_{i=0}^\infty (-1)^i q^{2i}/(2i)!$. It is easily verified that $\partial \cos(q)/\partial q = -\sin(q)$ and $\partial \sin(q)/\partial q = \cos(q)$. Using the same procedure as before, we obtain

$$f_2 = \frac{1}{2}(\sin(q)p + p \sin(q)) - \gamma p.$$  

6 Conclusions

In this article, we have derived algebraic necessary and sufficient conditions for a class of nonlinear QSDEs to be physically realizable. We have also given two examples which highlight the application of these results.
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A Appendix

A.1 Proof Lemma 4

PROOF. We will only prove $\partial q^m/\partial q = mq^{m-1}$, while $\partial p^m/\partial p = mp^{m-1}$ can be proven in a similar way. We will establish the proof by induction. Let $n, m \in \mathbb{N}$ be given. Observe that for $m = 1$, by direct substitution, we have $\partial q/\partial q = \frac{1}{i}[p, q] = 1 = mq^{m-1}$. Now we will evaluate the case of $m > 1$, assuming that for $n = m - 1, \partial q^n/\partial q = nq^{n-1}$ holds. Then,

$$
\frac{\partial q^n}{\partial q} = \frac{\partial q q^n}{\partial q} = -\frac{1}{i}[p, qq^n] = -\frac{1}{i}[p, q]q^n - \frac{1}{i}[p, q^n] \\
= -\frac{1}{i}[p, q]q^n + \frac{\partial q^n}{\partial q}q^n = q^n + nq^n = mq^{m-1}.
$$

Hence the assertion is proved by induction. □

A.2 Proof of Proposition 5

PROOF. For a), let $X \in \mathcal{P}_{q, p}$. Then

$$
\frac{\partial^2 X}{\partial q \partial p} = \frac{[p, [q, X]]}{Xq + Xq^2 - (qXp + pXq)} = \frac{\partial^2 X}{\partial p \partial q}.
$$

For b), we can write,

$$
\frac{\partial XY}{\partial p} = \frac{1}{i}[q, XY] = \frac{1}{i}[q, X]Y + X\frac{1}{i}[q, Y] \\
= \frac{\partial X}{\partial p} Y + X \frac{\partial Y}{\partial p}.
$$

The case for $\frac{\partial XY}{\partial p}$ is similar and hence b) holds true. For c), we can write

$$
\left(\frac{\partial X}{\partial p}\right)^* = \left(\frac{1}{i}[q, X]\right)^* = -\frac{1}{i}[qX - Xq]^* \\
= \frac{1}{i}[q, X^*] = \frac{\partial X^*}{\partial p}.
$$

The case for $\left(\frac{\partial X}{\partial p}\right)^*$ then follows similarly. □

A.3 Proof of Lemma 8

PROOF. We will show this result for the $\int_o dp$ case only. The other case follows similarly. Without loss of the generality, take $X = \phi_j = q^{k_j} p^{l_j}$. Assume that there are $Y, Y' \in \mathcal{P}_{q, p} \setminus \mathcal{P}_q$ such that $Y \neq Y'$ and $\int_0 X dp = Y, \int_0 X dp = Y'$. In addition, we suppose $Y = \frac{1}{i^{j+1}} q^{k_j} p^{l_j} \in \mathcal{P}_{q, p} \setminus \mathcal{P}_q$. Then by Lemma 4, $\partial Y/\partial p = X$. Also, since $Y' \in \mathcal{P}_{q, p} \setminus \mathcal{P}_q$, we have

$$
X = \frac{\partial Y'}{\partial p} = \frac{\partial (Y + (Y' - Y))}{\partial p} = \frac{\partial Y}{\partial p} + \frac{\partial (Y' - Y)}{\partial p} \\
= X + \frac{\partial (Y' - Y)}{\partial p}.
$$

Hence $\partial (Y' - Y)/\partial p = 0$. But $Y' - Y \in \mathcal{P}_{q, p} \setminus \mathcal{P}_q$, and therefore, $Y' - Y = 0$, which is a contradiction. The general case then follows by linearity. □

A.4 Proof of Lemma 14

PROOF. First, we observe that we can expand $\mathcal{P}_x$ as follows

$$
\mathcal{P}_x = \left(\mathcal{P}_x \setminus \mathcal{P}_{x_1}\right) \oplus \mathcal{P}_{x_1} = \left(\mathcal{P}_x \setminus \mathcal{P}_{x_1}\right) \oplus \mathcal{P}_{x_1} \\
= \mathcal{P}_{(x_1, x_2)} \oplus \mathcal{P}_{(x_1, x_2, x_3)} \oplus \cdots \oplus \mathcal{P}_{(x_1, \ldots, x_{2m-1})} \oplus \mathcal{C} \oplus \mathcal{C}.
$$

(A.1)

Using this fact, any $f \in \mathcal{P}_x$, can be expanded as follows

$$
f = \int_o \frac{\partial f}{\partial x_1} dx_1 + \int_o \frac{\partial f}{\partial x_2} dx_2 \bigg|_{\mathcal{P}_{(x_1, \ldots, x_{2m})}} \\
+ \cdots + \int_o \frac{\partial f}{\partial x_{2m}} dx_{2m} \bigg|_{\mathcal{P}_{(x_1, \ldots, x_{2m})}} + C.
$$

(A.2)
where $C \in \mathbb{C}$ is a constant. From the fact that $\mathcal{P}_x = \mathcal{P}_y$, we could also expand $\mathcal{P}_y$ as in (A.1). Therefore (27) follows.

A.5 Proof of Theorem 16

**Proof.** Necessity. If $f$ can be expanded using elements of $g$ for any permutation of $x$, then by Lemma 14, for any $i, f = \int g_i dx_i + R_{x_i}$, where $R_{x_i} \in \mathcal{P}_{x_i}$. Since $\frac{\partial R_{x_i}}{\partial x_i} = 0$, it follows immediately that $\partial f / \partial x = g^\top$.

Sufficiency. Let $g_i = \frac{\partial f}{\partial x_i}$. Then by (27), it follows immediately that we can write for each $i, f = \int g_i dx_i + R_{x_i}$, where $R_{x_i} \in \mathcal{P}_{x_i}$, which completes the proof.

A.6 Proof Theorem 17

**Proof.** We first prove the sufficiency part. Let $g$ be a gradient with respect to $x$. From Theorem 16, and the fact that $\partial / \partial x_i$ and $\partial / \partial x_j$ are commutative, taking two derivatives of the integral equality for both $\frac{\partial^2}{\partial x_i \partial x_j}$ and $\frac{\partial^2}{\partial x_j \partial x_i}$, we obtain

$$
\frac{\partial^2}{\partial x_i \partial x_j} \left[ \int g_i dx_i + R_{x_i} \right] = \frac{\partial^2}{\partial x_j \partial x_i} \left[ \int g_j dx_j + R_{x_j} \right],
$$

where $R_{x_i} \in \mathcal{P}_{x_i}$, and $R_{x_j} \in \mathcal{P}_{x_j}$. Consequently we obtain, $\frac{\partial g_i}{\partial x_j} = \frac{\partial g_j}{\partial x_i}$.

We will establish the necessary part by induction. Let $P(n)$ be the statement that if (29) is true for all $i \neq j, 1 \leq i \leq n, 1 \leq j \leq n$, then there exists $f \in \mathcal{P}_x$ such that $\partial f / \partial x_i = g_i$, for any $1 \leq i \leq n$. First, we will establish $P(2)$. Suppose (29) holds. Then, we can write

$$
g_1 = \int g_1 dx_1 + r_1 = g_1 \mid_{\mathcal{P}_x \setminus \mathcal{P}_{x_1}} + g_1 \mid_{\mathcal{P}_{x_1}}, r_1 \in \mathcal{P}_{x_2},
$$

(A.3a)

$$
g_2 = \int g_2 dx_2 + r_2 = g_2 \mid_{\mathcal{P}_x \setminus \mathcal{P}_{x_2}} + g_2 \mid_{\mathcal{P}_{x_2}}, r_2 \in \mathcal{P}_{x_1}.
$$

(A.3b)

We observe that by (A.1)

$$
\mathcal{P}_x = (\mathcal{P}_x \setminus \mathcal{P}_{x_1}) \oplus (\mathcal{P}_{x_1} \setminus \mathcal{P}_{(x_1,x_2)}) \oplus \mathcal{P}_{(x_1,x_2)}.
$$

(A.4)

Now according to (A.4), select $f$ as

$$
f = \int g_1 dx_1 + \int g_2 dx_2 \bigg|_{\mathcal{P}_{x_1}} + r_3, r_3 \quad (A.5)
$$

$$
\in \mathcal{P}_{(x_1,x_2)}.
$$

Substituting (A.3) to (A.5), we obtain,

$$
f = \int_0^1 \int_0^1 \left( \frac{\partial g_2}{\partial x_1} dx_2 dx_1 + \int_0^1 r_1 dx_1 + \int_0^1 g_2 dx_2 \right) \bigg|_{\mathcal{P}_{x_1}} + r_3.
$$

However, according to (A.3) and by the commutativity property of $\int_0^1 dx_1, \int_0^1 dx_2$, we obtain

$$
f = \int_0^1 \int_0^1 \left( \int_0^1 \frac{\partial g_2}{\partial x_1} dx_2 dx_1 + \int_0^1 r_1 dx_1 + \int_0^1 g_2 dx_2 \right) \bigg|_{\mathcal{P}_{x_1}} + r_3.
$$

We observe that $\int_0^1 \frac{\partial g_2}{\partial x_1} dx_1 = g_2 \mid_{\mathcal{P}_x \setminus \mathcal{P}_{x_1}}$, and $\int_0^1 r_1 dx_1 + \int_0^1 g_2 dx_2 \mid_{\mathcal{P}_{x_1}} = \int_0^1 r_1 dx_1 + \int_0^1 g_2 \mid_{\mathcal{P}_{x_2}} dx_2$.

Therefore,

$$
f = \int_0^1 g_2 \mid_{\mathcal{P}_x \setminus \mathcal{P}_{x_1}} dx_2 + \int_0^1 g_2 \mid_{\mathcal{P}_{x_1}} dx_2 + \int_0^1 r_1 dx_1 + r_3
$$

$$
= \int_0^1 g_2 dx_2 + \int_0^1 r_1 dx_1 + r_3
$$

$$
= \int_0^1 g_2 dx_2 + \int_0^1 g_1 \mid_{\mathcal{P}_{x_2}} dx_1 + r_3
$$

$$
= \int_0^1 g_2 dx_2 + \int_0^1 g_1 \mid_{\mathcal{P}_{x_2}} dx_1 + r_3.
$$

(A.6)

Hence, $P(2)$ is true.

Now, we will consider $P(n)$ for $n > 2$ assuming that $P(n-1)$ is true. Since $P(n-1)$ true, then for any permutation $\sigma: (1, \cdots, n-1) \rightarrow (1, \cdots, n-1)$, there exists an $f \in \mathcal{P}_x$ such that

$$
f = \int_0^1 \dot{g}_1 dx_1 + \int_0^1 \dot{g}_2 dx_2 \bigg|_{\mathcal{P}_{x_1}} + \cdots
$$

$$
+ \int_0^1 \dot{g}_{n-1} dx_{n-1} \bigg|_{\mathcal{P}_{x_1, \cdots, x_{n-2}}} + r_n, r_n
$$

$$
\in \mathcal{P}_{(x_1, \cdots, x_{n-1})}.
$$
where $\dot{x}_i = x_{\sigma(i)}$ and $\dot{g}_i = g_{\sigma(i)}$. Now suppose

$$r_n = \int_o g_n dx_n \bigg|_{\mathcal{P}(x_1, \ldots, x_{n-1})} + r_{n+1}, r_{n+1}$$

$$\in \mathcal{P}(x_1, \ldots, x_n).$$

We can write for any $i \leq n - 1$

$$g_i = \int_o \frac{\partial g_n}{\partial x_i} dx_n + r_i$$

$$= g_i|_{\mathcal{P}_x \setminus \mathcal{P}_{x_n}} + g_i|_{\mathcal{P}_{x_n}}.$$ 

For simplicity, let us assign

$$\int_o \dot{g}_n^{\top} d\dot{x} = \int_o \dot{g}_1 d\dot{x}_1 + \int_o \dot{g}_2 d\dot{x}_2 \bigg|_{\mathcal{P}_{z_1}} + \cdots$$

$$+ \int_o \dot{g}_{n-1} d\dot{x}_{n-1} \bigg|_{\mathcal{P}_{z_1, \ldots, z_{n-2}}}.$$ 

Observe that we can also write

$$\mathcal{P}_x = \left( \mathcal{P}_x \setminus \mathcal{P}_{z_1} \right) \oplus \left( \mathcal{P}_{z_1} \setminus \mathcal{P}(\dot{x}_1, \dot{x}_2) \right)$$

$$\oplus \cdots \left( \mathcal{P}(\dot{x}_1, \ldots, \dot{x}_{n-2}) \setminus \mathcal{P}(\dot{x}_1, \ldots, \dot{x}_{n-1}) \right)$$

$$\oplus \mathcal{P}(\dot{x}_1, \ldots, \dot{x}_{n-1}).$$

Substituting (A.9) and (A.8) to (A.7) we have

$$f = \int_o g_n|_{\mathcal{P}_x \setminus \mathcal{P}_{z_1}} dx_n + \int_o g_n|_{\mathcal{P}_x \setminus \mathcal{P}_{z_2}} dx_n \bigg|_{\mathcal{P}_{z_1}}$$

$$+ \cdots + \int_o g_n dx_n \bigg|_{\mathcal{P}(x_1, \ldots, x_{n-1})} + r_{n+1}$$

$$+ \int_o d\dot{x}_1 + \int_o d\dot{x}_2 \bigg|_{\mathcal{P}_{z_1}} + \cdots$$

$$+ \int_o \dot{g}_1 d\dot{x}_1 + \int_o \dot{g}_2 d\dot{x}_2 \bigg|_{\mathcal{P}_{z_1}}$$

$$+ \cdots + \int_o \dot{g}_{n-1} d\dot{x}_{n-1} \bigg|_{\mathcal{P}_{z_1, \ldots, z_{n-2}}} + r_{n+1}.$$ 

Using the commutativity of zero integration and (A.3), we obtain

$$f = \int_o g_n|_{\mathcal{P}_x \setminus \mathcal{P}_{z_1}} dx_n + \int_o g_n|_{\mathcal{P}_x \setminus \mathcal{P}_{z_2}} dx_n \bigg|_{\mathcal{P}_{z_1}}$$

$$+ \cdots + \int_o g_n dx_n \bigg|_{\mathcal{P}(x_1, \ldots, x_{n-1})}$$

$$+ \left[ \int_o \dot{g}_1 d\dot{x}_1 + \int_o \dot{g}_2 d\dot{x}_2 \bigg|_{\mathcal{P}_{z_1}} + \cdots + \int_o \dot{g}_{n-1} d\dot{x}_{n-1} \bigg|_{\mathcal{P}_{z_1, \ldots, z_{n-2}}} \right] + r_{n+1}.$$
Therefore, as in (A.6), we can write

\[
    f = \int_0 \left[ g_n|_{\mathcal{P}_{x_1}} + g_n|_{\mathcal{P}_{x_1} \setminus \mathcal{P}(\hat{x}_1, \hat{x}_2)} + \cdots + g_n|_{\mathcal{P}(\hat{x}_1, \cdots, \hat{x}_{n-2}) \setminus \mathcal{P}(\hat{x}_1, \cdots, \hat{x}_{n-1})} \right] dx_n + \int_0 \hat{g}^T d\hat{x} \bigg|_{\mathcal{P}_{x_n}} + r_{n+1}
\]

\[
    = \int_0 g_n dx_n + \int_0 \hat{g}^T d\hat{x} \bigg|_{\mathcal{P}_{x_n}} + r_{n+1}.
\]

Therefore, \(P(n)\) is true, which completes the proof by induction. \(\square\)