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ABSTRACT
Space debris have become exceedingly dangerous over the years as the number of objects in orbit continues to increase. Active debris removal (ADR) missions have gained significant interest as effective means of mitigating the risk of collision between objects in space. This study focuses on developing a multi-ADR mission that utilizes controlled reentry and deorbiting. The mission comprises two spacecraft: a Servicer that brings debris to a low altitude and a Shepherd that rendezvous with the debris to later perform a controlled reentry. A preliminary mission design tool (PMDT) was developed to obtain time and fuel optimal trajectories for the proposed mission while considering the effect of \( J_2 \), drag, eclipses, and duty cycle. The PMDT can perform such trajectory optimizations for multi-debris missions with computational time under a minute. Three guidance schemes are also studied, taking the PMDT solution as a reference to validate the design methodology and provide guidance solutions to this complex mission profile.

1 Introduction
The space environment in the low Earth orbit (LEO) is becoming increasingly congested with space debris. As a result, the average rate of debris collisions has increased to four or five objects per year [1]. Most debris consist of artificial objects, such as derelict satellites, discarded rocket stages, and fragments originating from collisions. As satellites become increasingly essential to daily life, an increasing number of satellites are added to expand space-enabled services. However, additional launches increase the risk of collision for all satellites as they further saturate space with objects, thereby endangering critical space infrastructure. A collision in space can create debris that can collide with other space objects and generate more debris. This cascading effect is known as the “Kessler syndrome”, named after D. J. Kessler [2, 3]. Kessler et al. [3] discussed the frequency of collisions and their consequences, describing standard mitigation techniques for the first time. Subsequently, Pelton [4] discussed the cascading effect of collisions and international standards for debris mitigation and space traffic management. He also provided estimates of the number of orbital debris at the time to be approximately six metric tons in mass and 22,000 in number. Several events in recent history have caused significant additions to the space debris population. These include the anti-satellite missile tests in 2007 and 2021, and the collision of Iridium 33 and Kosmos 2251 in 2009 [5, 6].

Active debris removal (ADR) is the process of removing derelict objects from space, thus minimizing the build-up of unnecessary objects and lowering the probability of on-orbit collisions that can fuel a “collision cascade” [7, 8]. ADR has become significant over the past two decades, leading to numerous studies and implementations of potential debris removal missions and technologies. The ELSA-d mission designed by Astroscale was launched in March 2021 and has successfully tested both rendezvous algorithms required for ADR and a magnetic capture mechanism to remove objects carrying a dedicated
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docking plate at the end of their missions\(^1\). The RemoveDebris mission by the University of Surrey is another project that demonstrated various debris removal methods, including harpoon and net capture [9]. The CleanSpace-1 mission by the European Space Agency (ESA) aims to deorbit a 112 kg upper stage of a Vega rocket\(^2\).

While individual removals are essential milestones towards ADR implementation, a deployment on a larger scale, targeting more objects, might be necessary [8, 10]. To make this financially feasible, each ADR Servicer might require to remove more than one object and use mass-efficient low-thrust electric propulsion (EP). This combination of long, EP-based transfers and complex vehicle paths rendezvousing with multiple moving targets presents a difficult optimization challenge that must be addressed at the design stage of ADR missions. Because of the large number of potential ADR targets to be visited, transfers between consecutive mission orbits must be analyzed quickly to enable design iteration and parametric studies.

This paper introduces a novel multi-ADR removal mission concept that involves a two-spacecraft system. By request, the system would provide contact-based debris removal through a rendezvous and deorbit process. One spacecraft, called the Servicer, is reused for multiple pieces of debris, enabling the mission costs to remain low. The other spacecraft, the Shepherd, performs coupled reentry with the debris; therefore, the reentry process can be controlled adequately, thus complying with the ground-casualty risk requirements. The majority of the mission utilizes EP. This paper discusses the proposed mission in detail and develops a mission design tool to simulate multi-ADR tours accurately and efficiently.

To this end, a preliminary mission design tool (PMDT) is developed to optimize both the fuel consumption and time of flight (TOF) of multi-target missions while considering the effect of \(J_2\), eclipses, and duty cycle. The PMDT exploits \(J_2\) to achieve right ascension of ascending node (RAAN) changes to reduce the fuel consumption of the mission.

The PMDT extends the traditional Edelbaum method by introducing the contribution of drag and duty cycle. Phasing orbits are used for matching RAAN when required, as discussed in Ref. [11]. Finally, the altitude and inclination of the phasing orbits are optimized to obtain either time- or fuel-optimal trajectories. The sequence of targets can also be treated as an optimization variable in the PMDT. However, it was treated as a constant in the examples given in this study.

Our approach shares similarities with the Multidisciplinary design Electric Tug tool (MAGNETO) developed in Ref. [12] as well as the work by Viavattene et al. in Ref. [13]. However, it develops the presented models further by considering duty cycles and a more accurate description of eclipses and drag. Furthermore, the tool considers mission-specific constraints and uses an optimizer to perform rapid design iterations and parametric studies of the proposed multi-ADR mission.

Three guidance laws are used to assess the accuracy of the models adopted in the PMDT. Ruggiero et al. [14] developed a series of closed-loop guidance laws based on the Gauss form of Lagrange planetary laws. Locoche [15] developed a guidance law based on Lyapunov feedback control known as the \(\Delta v\)-law to supplement preliminary mission design tools. Finally, Petropoulos [16] developed one of the most versatile and well-known control laws, the Q-law, which is also based on Lyapunov control. These three approaches are used here to optimally track the transfers computed by the PMDT, thus validating its key assumptions and providing a possible approach for flying the missions.

The remainder of this paper is organized as follows. First, the mission concept of operations is presented. Then, the design of the PMDT is discussed and used to generate optimal debris removal trajectories at high computational speeds. Third, guidance schemes implemented on the PMDT outcomes are discussed.
The results section provides an example trajectory optimization solution for both a time- and mass-optimal multi-ADR mission. Finally, the paper’s outcomes are summarized, and conclusions are drawn regarding the method’s usefulness.

2 Concept of operations of the multi-ADR mission

The proposed multi-ADR mission architecture is shown in Fig. 1, where two spacecraft are involved in the debris removal process. A Servicer is used to approach and rendezvous with the debris. When the rendezvous is achieved, the Servicer brings the object to a low altitude orbit (≈ 350 km in this study). The debris is then handed over to a Reentry Shepherd, which docks with the debris and performs a controlled reentry on its behalf. Controlled reentry reduces the casualty risk posed by removing the debris, which is desirable because the ADR targets are, by definition, large and thus contain components likely to survive the reentry. The Servicer can be reused for several debris removals, while each Reentry Shepherd can only be used once as it burns while deorbiting the debris. A handover altitude of 350 km was selected to reduce the ∆v required of the Servicer by minimizing the orbital transfers it requires to perform while ensuring the technical feasibility of the Shepherd and satisfying safety constraints posed by the altitude of the International Space Station (ISS).

The proposed mission architecture can perform multi-ADR services significantly cheaper than using a monolithic spacecraft, which would perform all the mission phases and then burn in the atmosphere after removing a single debris [17]. This is because the development and operation costs of a space mission are proportional to the system’s dry mass [18]. Thus, although launching one Servicer and n Shepherds to remove n debris requires one more launch than using n monolithic spacecraft, it is expected to be cheaper because of the lower overall mass that must be launched. This mass, and therefore also cost, saving provided by launching specialized spacecraft is further enhanced by the fact that the two spacecraft can be made smaller than a single monolithic spacecraft. Note that the Servicer proposed here is not obligated to carry re-entry-related hardware, thus saving dry mass and fuel. In addition, the Shepherd is not required to perform extensive orbital changes or have a long lifetime in space, thus reducing its size. These smaller spacecraft might be launched on cheaper dedicated rockets, further reducing the costs and offsetting the added complexity of operating two spacecraft instead of one. Furthermore, depending on the debris characteristics and governing regulations, the requirements of controlled reentry for each piece of debris will differ. The use of the Reentry Shepherd provides flexibility in performing controlled reentry of large-scale objects.

Trajectory optimization for this mission through traditional methods is non-intuitive, as multiple transfer arcs and targets are involved. Hence, in Section 3, a trajectory optimization tool that can develop suboptimal solutions with limited computational effort is described.

3 Methodology

3.1 Design of the preliminary mission design tool

In the 1960s, an analytical solution for the transfer between two inclined circular orbits under continuous thrust was developed by Theodore N. Edelbaum [19]. While the transfer arcs developed were both time- and fuel-optimal, they were obtained under the assumption of continuous thrust and the lack of other perturbations.

![Fig. 1 Mission architecture of the multi-ADR mission.](image-url)
such as $J_2$ and air resistance. Several studies were conducted following Edelbaum’s work to include the effect of discontinuous thrust and orbital perturbations on the problem dynamics. Colasurdo and Casalino [20] extended Edelbaum’s analysis to compute optimal quasi-circular transfers while considering the effect of the Earth’s shadow, and Kechichian [21] developed a method of calculating coplanar orbit-raising maneuvers considering eclipses while constraining the eccentricity to zero. However, both Refs. [20, 21] could only provide suboptimal solutions as they utilized thrust steering to maintain zero eccentricity. In 2011, Kluever [22] further extended Kechichian’s method into a semi-analytic method that considers the effect of $J_2$ and Earth-shadow arcs. This method used Edelbaum-based orbital elements to compute the Earth-shadow arc during the transfer. However, it failed to consider the effect of air resistance, which is crucial for LEO transfers. In 2019, Cerf [11] proposed the use of $J_2$ to achieve RAAN changes during transfers to reduce fuel consumption while maintaining the TOF. However, they did not consider the effects of eclipses and air resistance. The PMDT is developed to unite the concepts given in Refs. [11, 19, 22] and develop them further by considering air resistance and duty cycle.

The PMDT first calculates the TOF and fuel expenditure of a single transfer using Edelbaum’s method described in Ref. [19]. Then, additions to the classical Edelbaum method, such as creating the extended Edelbaum method (Algorithm 1), are performed to consider the effect of atmospheric drag, solar eclipses, and duty cycles. This method used Edelbaum-based orbital elements to compute the Earth-shadow arc during the transfer. However, it failed to consider the effect of air resistance, which is crucial for LEO transfers. In 2011, Kluever [22] further extended Kechichian’s method into a semi-analytic method that considers the effect of $J_2$ and Earth-shadow arcs. This method used Edelbaum-based orbital elements to compute the Earth-shadow arc during the transfer. However, it failed to consider the effect of air resistance, which is crucial for LEO transfers. In 2011, Kluever [22] further extended Kechichian’s method into a semi-analytic method that considers the effect of $J_2$ and Earth-shadow arcs. This method used Edelbaum-based orbital elements to compute the Earth-shadow arc during the transfer. However, it failed to consider the effect of air resistance, which is crucial for LEO transfers. In 2019, Cerf [11] proposed the use of $J_2$ to achieve RAAN changes during transfers to reduce fuel consumption while maintaining the TOF. However, they did not consider the effects of eclipses and air resistance. The PMDT is developed to unite the concepts given in Refs. [11, 19, 22] and develop them further by considering air resistance and duty cycle.

The PMDT first calculates the TOF and fuel expenditure of a single transfer using Edelbaum’s method described in Ref. [19]. Then, additions to the classical Edelbaum method, such as creating the extended Edelbaum method (Algorithm 1), are performed to consider the effect of atmospheric drag, solar eclipses, and duty cycles. Third, an RAAN matching algorithm (Algorithm 2) that does not utilize fuel to perform RAAN adjustments is implemented to make transfers cheaper.

This is achieved by introducing an intermediate phasing orbit in which the Servicer can utilize the effect of $J_2$ perturbations to reach the desired RAAN. Finally, this process is introduced into an optimization scheme (Fig. 3) in which the launch time and phasing orbits involved can be optimized to achieve the minimum TOF or minimum fuel expenditure.

3.1.1 Extended Edelbaum method

The extended Edelbaum method is a version of the classical Edelbaum method adapted to consider the effect of atmospheric drag, solar eclipses, and duty cycles. This method is detailed in Algorithm 1. Note that this method can only ensure that a desired semi-major axis and inclination are reached.

To consider the effect of drag, the drag acceleration is calculated at the current node. Then, the semi-major axis variation due to drag at the next node is calculated, and the semi-major axis value of that node is updated to include the decrement due to drag.

A weighting factor equal to the fraction of eclipse time per orbit is obtained to account for eclipses. This is performed by sampling the current orbit at several points for one orbital period and observing how many of those points are in eclipse using the formulation given in Ref. [23]. Given the position of the spacecraft and the Sun relative to the Earth, Ref. [23] calculates an eclipse value that is 0 in eclipse, 1 in sunlight, and (0, 1) in the penumbra.

3.1.2 RAAN matching method

This method builds on the extended Edelbaum method such that RAAN changing transfers can be optimized. In this method, orbital precession is used to achieve a target RAAN by phasing at an intermediate phasing orbit, as

![Fig. 2 Thurst–phasing–thrust structure (subscript T1 denotes the first thrust phase, subscript p denotes phasing, and subscript T2 indicates the second thrust phase).](image-url)
Algorithm 1  Extended Edelbaum method

Require: Initial and final orbital velocity \((V_0, V_f)\), change in inclination \(\Delta i\), maximum thrust \((T_{\text{max}})\)

Calculate \(\Delta v\) and mission TOF \(\Delta t\) using Eqs. (1) and (2):

\[
\Delta v_{\text{total}} = \sqrt{V_0^2 + V_f^2 - 2V_0V_f \cos(\pi/2\Delta i)} \quad (1)
\]

\[
\Delta t = \frac{\Delta v_{\text{total}}}{T} \quad (2)
\]

Calculate the initial yaw steering angle \(\beta_0\), defined in the plane normal to the orbit plane, using Eq. (3):

\[
\tan \beta_0 = \frac{\sin(\pi/2\Delta i)}{V_0/V_f - \cos(\pi/2\Delta i)} \quad (3)
\]

Calculate thrust acceleration \(f_t = T_{\text{max}}/m_0\).

Discretize the TOF \((\Delta t)\) into \(N\) segments and compute the semi-major axis, inclination, yaw steering angle \(\beta(t)\), and \(\Delta v\) per segment using Eqs. (4), (5), (6), and (2), respectively.

\[
a(t) = \frac{\mu}{V_0^2 + f_t^2t^2 - 2V_0f_tt \cos(\beta_0)} \quad (4)
\]

\[
i(t) = i_0 + \frac{\text{sgn}(i(t) - i_0)}{2} \left( \arctan \left( \frac{f_t - V_0 \cos i_0}{V_0 \sin i_0} \right) + \frac{\pi}{2} - \beta_0 \right) \quad (5)
\]

\[
\beta(t) = \arctan \left( \frac{V_0 \sin \beta_0}{V_0 \cos \beta_0 - f_t} \right) \quad (6)
\]

\text{for } k = 1 : N \text{ do}

Calculate the sunlit time during a single orbit \((w_{\text{ecl}})\) using the eclipse time formulation in Ref. [23].

Calculate the fraction of thrust time per orbit \((w)\).

\[
w(k) = \min[DC, w_{\text{ecl}}], \text{ where } DC : \text{duty cycle} \quad (7)
\]

Calculate mass \(m(k)\) using \(\Delta v(k)\) and the rocket equation.

Calculate \(f_t(k) = T_{\text{max}}/m(k)\)

Compute the new transfer time using Eq. (8):

\[
t(k+1) = t(k) + \frac{\Delta v(k+1) - \Delta v(k)}{f_t(k)w(k)} \quad (8)
\]

Calculate drag acceleration \((f_d)\) at \(t_k\) using Eq. (9):

\[
f_d = -\frac{1}{2} \rho C_d A v(k)^2/m(k) \quad (9)
\]

where \(\rho, C_d, A, v(k), \text{and } m(k)\) represent the air density, drag coefficient, frontal area, velocity, and mass, respectively.

Calculate the semi major axes \(a_d(k+1)\) from \(f_d(k)\) using Eq. (4), assuming \(f_d(k)\) remains constant from \(t_k\) to \(t_{k+1}\).

Update \(a(k+1) \leftarrow a(k+1) - (a(k) - a_d(k+1))\).

Return to the first step of this algorithm and repeat the procedure from \(t(k+1)\) to \(t_t\).

Propagate the RAAN using Eqs. (10) and (11):

\[
\dot{\Omega}(k) = -\frac{3}{2} f_z \sqrt{\frac{\mu}{a(k)^3}} \left( \frac{R_e}{a(k)} \right)^2 \cos i \quad (10)
\]

\[
\Omega(k+1) = \Omega(k) + \dot{\Omega}(k)(t(k+1) - t(k)) \quad (11)
\]

end for

conducted in Ref. [11]. Note that in the thrust phases, Edelbaum’s model is used to determine the optimal thrust, which maintains the thrust direction at a constant angle with respect to the orbital plane, switching signs at the antinodes. Thus, the thrust has no direct impact on the RAAN [24]. The spacecraft follows the thrust–
phasing–thrust trajectory shown in Fig. 2 to reach its target state. The phasing orbit variables \((V_p, I_p)\) are obtained by optimizing the transfer for optimal time or propellant consumption, as discussed in Section 3.1.3.

During phasing, some thrust may be required to maintain the orbital altitude. Hence, the thrust magnitude is set to be equal to the drag acceleration experienced. The thrust direction is set act in the opposite direction of the drag. The two thrust phases in this sequence are evaluated using the extended Edelbaum method discussed earlier. Algorithm 2 shows the steps associated with calculating the TOF and \(\Delta v\) for a trajectory that utilizes the RAAN matching method.

3.1.3 Optimization

Consider a mission that aims to remove a set of debris from debris(1) to debris\((N)\). The optimization of this mission is initiated from the orbit of debris(1), as the initial orbit of the Servicer prior to that point is not well-defined. First, the Servicer brings debris(1) down to the Shepherd. The TOF and \(\Delta v\) consumed in this phase are calculated using the extended Edelbaum method. Next, the debris is handed over to the Shepherd. The handover is expected to take \(\text{TOF}_{\text{handover}}\). During this time, the influence of \(J_2\) on RAAN is considered in the optimization. Subsequently, the Servicer returns to collect debris(2), for which time and fuel consumption are calculated using the RAAN matching method. Proximity operations are performed in the vicinity of debris(2), such

\[\Omega_{t,\text{initial}} + \Delta \Omega_{T1} + \Delta \Omega_{T2} + \dot{\Omega}/c \times \text{TOF}_p = \Omega_{t,\text{target}} + \dot{\Omega}_{\text{target}} \times (\text{TOF}_p + \text{TOF}_{T1} + \text{TOF}_{T2})\] \hspace{1cm} (12)

Calculate the \(\Delta v\) used to offset the drag in the phasing phase \((\Delta v_p)\). This is achieved by setting the thrust magnitude equal to the drag acceleration (Eq. (9)) acting in the opposite direction during phasing.

\[
\Delta v_p = -\int_0^{\text{TOF}_p} f_d \, dt 
\] \hspace{1cm} (13)

Output: \(\text{TOF}_p\) and \(\Delta v_p\)

**Return:** Calculate the total \(\Delta v\) and TOF.

\[
\Delta v = \Delta v_{T1} + \Delta v_{T2} + \Delta v_p 
\] \hspace{1cm} (14)

\[
\text{TOF} = \text{TOF}_{T1} + \text{TOF}_p + \text{TOF}_{T2} 
\] \hspace{1cm} (15)

---

**Algorithm 2** RAAN matching method

**Require:** Initial orbit elements \((a_0, i_0, \Omega_{t,\text{initial}})\), target orbit elements \((a_f, i_f, \Omega_{t,\text{target}})\), and phasing orbit elements \((V_p, I_p)\).

**Thrust phase 1**

**Input:** \(a_0, i_0, V_p, I_p\)
Calculate TOF\(_{T1}\) and \(\Delta v_{T1}\) using the extended Edelbaum method. Calculate \(\Delta \Omega_{T1}\) (RAAN change of the spacecraft due to precession during thrust phase 1).

**Output:** TOF\(_{T1}\), \(\Delta v_{T1}\), and \(\Delta \Omega_{T1}\).

**Thrust phase 2**

**Input:** \(V_p, I_p, a_f, i_f\)
Calculate TOF\(_{T2}\) and \(\Delta v_{T2}\) using the extended Edelbaum method. Calculate \(\Delta \Omega_{T2}\) (RAAN change of the spacecraft due to precession during thrust phase 2).

**Output:** TOF\(_{T2}\), \(\Delta v_{T2}\), and \(\Delta \Omega_{T2}\).

**Phasing**

**Input:** \(V_p, I_p, a_f, i_f, \text{TOF}_{T1}, \text{TOF}_{T2}, \Delta \Omega_{T1}, \Delta \Omega_{T2}, \Omega_{t,\text{initial}}, \) and \(\Omega_{t,\text{target}}\)
Calculate the phasing rate of the spacecraft \(\dot{\Omega}_p/c\) and the phasing rate of the target \(\dot{\Omega}_{\text{target}}\) using Eq. (10).

Calculate TOF\(_p\) (phasing time required to match with the final RAAN) using Eq. (12), which equates the RAAN reached by the Servicer to the RAAN of the debris at arrival time.

\[
\Omega_{t,\text{initial}} + \Delta \Omega_{T1} + \Delta \Omega_{T2} + \dot{\Omega}_p/c \times \text{TOF}_p = \Omega_{t,\text{target}} + \dot{\Omega}_{\text{target}} \times \text{TOF}_p + \text{TOF}_{T1} + \text{TOF}_{T2} 
\] \hspace{1cm} (12)

Calculate the \(\Delta v\) used to offset the drag in the phasing phase \((\Delta v_p)\). This is achieved by setting the thrust magnitude equal to the drag acceleration (Eq. (9)) acting in the opposite direction during phasing.

Subsequently,

\[
\Delta v_p = -\int_0^{\text{TOF}_p} f_d \, dt 
\] \hspace{1cm} (13)

Output: \(\text{TOF}_p\) and \(\Delta v_p\)

**Return:** Calculate the total \(\Delta v\) and TOF.

\[
\Delta v = \Delta v_{T1} + \Delta v_{T2} + \Delta v_p 
\] \hspace{1cm} (14)

\[
\text{TOF} = \text{TOF}_{T1} + \text{TOF}_p + \text{TOF}_{T2} 
\] \hspace{1cm} (15)
that it can rendezvous with the Servicer. This process is assumed to take $T_{OF}^{\text{prox-ops}}$. Then, debris(2) is carried to the Shepherd, and the time and fuel consumption for this is calculated using the extended Edelbaum method. This process is repeated for all debris in the sequence. Figure 3 illustrates this in detail.

The phasing orbit parameters and the launch epoch of the mission must be optimized to obtain the best $T_{OF}$ or $\Delta v$ for a given tour. The input parameters required for the optimization are the duty cycle, maximum thrust, specific impulse, constraints on $T_{OF}$ or $\Delta v$, coordinates of the debris to be removed, Servicer wet mass, and optimization parameter (TOF or $\Delta v$).

The optimization vector ($\mathbf{x}$) is set to represent the orbital velocity $V$ and the inclination $I$ of all phasing orbits in the tour. Thus, for a sequence of $N$ debris,

$$\mathbf{x} = [V_{p_1}, I_{p_1}, V_{p_2}, I_{p_2}, \ldots, V_{p_{N-1}}, I_{p_{N-1}}]$$ (16)

Note that the second subscript plus one is the debris that is reached using that phasing orbit (i.e., $[V_{p_1}, I_{p_1}]$ is used to reach debris(2), etc.). Figure 3 shows the steps involved in the objective function calculation to remove $N$ debris. The optimization uses the interior-point algorithm in MATLAB’s fmincon. As either TOF or $\Delta v$ is being optimized in a given simulation, constraints can be set on the other parameter such that it remains within a feasible domain. These constraints are introduced as nonlinear inequality constraints to the optimization.

### 3.2 Mission guidance

The PMDT can provide only a low-accuracy solution to the optimal trajectories as no integration of the dynamics is conducted. If the thrust law computed with the PMDT is applied in a forward manner, the trajectory can deviate significantly from the reference owing to the simplifications made in the model and the lack of a feedback mechanism. These limitations can be circumvented by the inclusion of a guidance scheme that computes the thrust law to track the PMDT reference trajectory. The guidance scheme can aid in assessing the accuracy of the PMDT and provides a method to actually fly the mission.

Three such schemes are explored for this: the first one adapts the guidance laws by Ruggiero in Ref. [14], the second utilizes the $\Delta v$-law proposed by Locoche in Ref. [15], and the third one uses the Q-law proposed by Petropolous in Ref. [16]. Note that these laws take the transfers computed by the PMDT as references to track, which enables them to also use $J_2$ to minimize fuel consumption due to RAAN changes. This feature is not directly available in these schemes.

Importantly, these laws take the transfers computed from PMDT as references to track, thus implicitly exploiting $J_2$, a feature not directly available in these schemes.

---

**Fig. 3** Fitness function calculation for the optimization.
3.2.1 Ruggiero guidance

The Ruggiero guidance was proposed by Ruggiero in Ref. [14]. It uses a closed loop guidance law to steer a given orbital element to a target value. Hence, the thrust direction is changed according to the orbital element correction laws generated based on the optimal thrust direction \( \mathbf{f}_t \) given in Table 1 in Ref. [14]. Denoting the current orbital elements as \( \mathbf{X} = [a, e, i, \Omega]^T \) and the target elements as \( \mathbf{X}_T = [a_T, e_T, i_T, \Omega_T]^T \), the optimal thrust vectors for changing each orbital element are

- **Semi-major axis (a):**
  \[
  \mathbf{f}_{fa} = (\eta_a > \eta_{a}^{bd}) \text{sgn}(a_T - a) \cdot [\cos \alpha_a \sin \alpha_a, \cos \alpha_a \cos \alpha_a, \sin \beta_a] \tag{17}
  \]
  where
  \[
  \tan \alpha_a = \frac{e \sin \nu}{1 + e \cos \nu}, \beta_a = 0, \eta_a = |\nu| \sqrt{\frac{a(1 - e)}{\mu(1 + e)}}
  \]

- **Eccentricity (e):**
  \[
  \mathbf{f}_{fe} = (\eta_e > \eta_{e}^{bd}) \text{sgn}(e_T - e) \cdot [\cos \beta_e \sin \alpha_e, \cos \beta_e \cos \alpha_e, \sin \beta_e] \tag{18}
  \]
  where
  \[
  \tan \alpha_e = \frac{\sin \nu}{\cos \nu \cos \nu}, \beta_e = 0, \eta_e = \frac{1 + 2e \cos \nu + e^2 \nu}{1 + e \cos \nu}
  \]

- **Inclination (i):**
  \[
  \mathbf{f}_{fi} = (\eta_i > \eta_{i}^{bd}) \text{sgn}(i_T - i) \cdot [\cos \beta_i \cos \alpha_i, \cos \beta_i \sin \alpha_i, \sin \beta_i] \tag{19}
  \]
  where
  \[
  \tan \alpha_i = 0, \beta_i = \frac{\pi}{2} \text{sgn} \left( \cos(\omega + \nu) \right), \eta_i = \frac{|\cos(\nu + \omega)|}{1 + e \cos \nu} \left( \sqrt{1 - e^2 \sin^2 \omega} - e |\omega| \right)
  \]

- **Right ascension of the ascending node (Ω):**
  \[
  \mathbf{f}_{f\Omega} = (\eta_\Omega > \eta_{\Omega}^{bd}) \text{sgn} \left( \frac{-\sin(\Omega_T - \Omega)}{\sqrt{1 - \cos^2(\Omega_T - \Omega)}} \right) \cdot [\cos \beta_\Omega \sin \alpha_\Omega, \cos \beta_\Omega \cos \alpha_\Omega, \sin \beta_\Omega] \tag{20}
  \]
  where
  \[
  \tan \alpha_\Omega = 0, \beta_\Omega = \frac{\pi}{2} \text{sgn} \left( \sin(\omega + \nu) \right), \eta_\Omega = \frac{|\sin(\nu + \omega)|}{1 + e \cos \nu} \left( \sqrt{1 - e^2 \cos^2 \nu} - e |\sin \omega| \right)
  \]

(Note that the term \( \text{sgn} \left( \frac{-\sin(\Omega_T - \Omega)}{\sqrt{1 - \cos^2(\Omega_T - \Omega)}} \right) \) is used instead of \( \text{sgn}(\Omega_T - \Omega) \) to determine the direction of the thrust required to go towards \( \Omega_T \). This is performed to obtain the correct direction with the smallest angle between \( \Omega \) and \( \Omega_T \).)

The thrust vector is only activated above the limits set by \( \eta^{bd} \). At each time step of the tour, the orbital elements from the PMDT solution are taken as the target when providing guidance.

When the optimal thrust vectors are calculated, weighting coefficients \( \langle c_X \rangle \) are introduced to alter the intrinsic behavior and prioritize certain orbital elements. Then, the optimal unit thrust acceleration \( \langle u \rangle \) can be calculated as Eq. (21):

\[
\mathbf{f}_{opt} = \frac{c_a \mathbf{f}_{fa} + c_e \mathbf{f}_{fe} + c_i \mathbf{f}_{fi} + c_\Omega \mathbf{f}_{f\Omega}}{|c_a \mathbf{f}_{fa} + c_e \mathbf{f}_{fe} + c_i \mathbf{f}_{fi} + c_\Omega \mathbf{f}_{f\Omega}|} \tag{21}
\]

where \( \mathbf{X} = \mathbf{X}_T \).

For each element in \( \mathbf{X} \), \( c_X \) is dependent on the difference between the current value of the orbital element and the target value. \( \mathbf{W} = [W_a, W_e, W_i, W_\Omega]^T \) are coefficients to be optimized to improve the performance of Ruggiero guidance.

3.2.2 Δν-law

The Δν-law guidance scheme called the Δν-law, proposed by Locoche in Ref. [15], is based on Lyapunov feedback control. This method entails developing a control feedback algorithm that decreases a scalar function (called the Lyapunov function), representing the distance between the current state and its target. The designed control algorithm aims to drive the Lyapunov function \( (L) \) to zero. The \( L \) function used in the Δν-law is

\[
L = \Delta \nu^2 \equiv \lambda_\nu \left( V_c^2 - 2 V_c \dot{V}_c \cos(\pi/2 \Delta \sigma) + V_c^2 \right) + \frac{4}{9} \lambda_\nu \left\{ \left[ (1 - \lambda_{e_1}) V_c + \lambda_{e_1} \dot{V}_c \arcsin(e) - \arcsin(e_1) \right] \frac{\cos(\beta)}{\cos(\beta)} \right\}^2 \tag{22}
\]

where

\[
\Delta \sigma = \sqrt{(\lambda_{a,i} \Delta i)^2 + (\lambda_{a,\Omega} \sin(i) \Delta \Omega)^2}
\]

\[
\tan(\Delta \beta) = \frac{3 \pi \lambda_{a,i} \Delta i}{4 \cos(\lambda_{a,\Omega}) \ln \left( \frac{c + 1}{c - 1} \right) \ln \left( \frac{c + 1}{c - 1} \right) - \Delta e} \tag{23}
\]

Here, \( V_c \) and \( V_t \) indicate the current and target orbital velocities respectively. \( \lambda_{e_1}, \lambda_{e_2}, \lambda_{a,i}, \lambda_{e_1}, \lambda_{a,\Omega}, \) and \( \lambda_\nu \) are parameters to be optimized to enhance the Lyapunov controller performance. Note that \( L \) is constructed by combining the analytical Δν equations to perform semi-major axis, eccentricity, inclination, and RAAN changes [15]. Additionally, note that \( \Delta i = i - i_T \), \( \Delta \Omega = \arccos(\cos(\Omega - \Omega_T)) \), and \( \Delta e = e - e_T \).
The aim of Lyapunov control is to make $\dot{L}$ as negative as possible such that $L$ will approach zero quickly. Note that

$$\dot{L} = \frac{\partial L}{\partial \dot{X}} \dot{X} = \frac{\partial L}{\partial \dot{X}} B f_t$$

where $X$ denotes the state variables as given in Ruggiero guidance, and $B$ represents the Gauss variational equations (GVEs) for the slow variables and is given by

$$B = \begin{bmatrix}
\frac{2a^2 e \sin(\nu)}{h} & \frac{2a^2}{h} p \sin(\nu) & \frac{1}{h} \left[(p + r) \cos(\nu) + r e\right] & 0 \\
0 & 0 & r \cos(\omega + \nu) & 0 \\
0 & 0 & h \sin(\nu) & r \sin(\omega + \nu)
\end{bmatrix}
$$

Hence, the optimal control acceleration direction can be calculated as

$$\dot{f}_{t,\text{opt}} = -\frac{B^T \left( \frac{\partial L}{\partial X} \right)^T}{\left\| \left( \frac{\partial L}{\partial X} \right) B \right\|}$$

### 3.2.3 Q-law

One of the most versatile and well-known control laws is the Q-law developed by Petropoulos [16]. The Q-law is best thought of as a weighted, squared summation of the time required to change the current state $X$ to the target state $X_T$.

$$Q = (1 + W_P P(X)) \sum_X S_X(X) W_X(X) \left( \frac{\delta(X, X_T)}{\max_\nu(X)} \right)^2$$

where $W_P$ and $P$ form a penalty function, and $S_X$ are scaling functions. These are functions of the state and are described in Ref. [16], $\delta(X, X_T) = X - X_T$ for $X = [a, e, i, \Omega]^T$, whereas $\delta(X, X_T) = \arccos(\cos(X - X_T))$ for $X = \Omega$.

The expressions $\max_\nu(X)$ denote the maximum rate of change of each COE over the current osculating orbit and can be calculated analytically for all elements. The weights $W_X$ can be used to prioritize which elements to target.

$$\dot{Q} = \frac{\partial Q}{\partial X} \dot{X} = \frac{\partial Q}{\partial X} B f_t$$

leading to a control acceleration direction

$$\dot{f}_{t,\text{opt}} = -\frac{B^T \left( \frac{\partial Q}{\partial X} \right)^T}{\left\| \left( \frac{\partial Q}{\partial X} \right) B \right\|}$$

### 3.2.4 Propagating with guidance

1. **Integrating the effect of eclipses and duty cycle.**

When propagating the dynamics with guidance, the effect of eclipses and duty cycle must be considered adequately. However, turning thrust off asymmetrically (i.e., only during the eclipse) will cause eccentricity to build up [13]. Hence, thrust is turned off symmetrically across the orbit in the highlighted regions in Fig. 4. These regions are determined as follows.

![Fig. 4 Eclipse formulation for propagating with guidance.](image)

First, the value of the argument of latitude at the eclipse center $\theta_C$ is calculated at each time step of the propagation. Next, the thrust is turned off for a symmetric fraction of the orbit across the point $C$ when $\theta_C - 2\pi \frac{1-DC}{4} \leq \theta \leq \theta_C + 2\pi \frac{1-DC}{4}$, where $DC$ is the duty cycle. The thrust is also turned off for the same orbit fraction opposite from $C$ (at $O$), when $\theta_O - 2\pi \frac{1-DC}{4} \leq \theta \leq \theta_O + 2\pi \frac{1-DC}{4}$.

Note that if the spacecraft were required to make large inclination changes and one of the orbit nodes lay within the eclipse, thrusting can be performed on the opposite side of the eclipse to make inclination changes more efficient. Depending on the power budget, thrust can also be provided during the eclipse. The build-up of eccentricity incurred by asymmetric thrusting can be corrected by guidance.

2. **Counteracting drag in phasing orbits.**

Note that using guidance during the phasing orbits for RAAN matching uses a large amount of propellant to counteract minute orbital changes resulting from the drag. To minimize this, the thrust is only turned on when the drag results in significant orbit changes compared with the reference phasing orbit. Hence, on phasing orbits, the thrust is only turned on when $|a - a_{\text{ref}}| > 5$ km, $|i - i_{\text{ref}}| > 0.1$ deg, or $|\Omega - \Omega_{\text{ref}}| > 0.1$ deg provided that the spacecraft is not in eclipse. The thrust is turned off when $|a - a_{\text{ref}}| < 0.5$ km, $|i - i_{\text{ref}}| < 0.01$ deg, and $|\Omega - \Omega_{\text{ref}}| < 0.01$ deg to conserve fuel.
Algorithm 3 illustrates the implementation of the three guidance schemes when propagating the dynamics. Note that the mean orbital elements are used to calculate the control acceleration direction such that propellant is not wasted on correcting for the osculating nature of the elements.

The GVEs are used to propagate the dynamics.

\[
\frac{da}{dt} = \frac{2a^2}{\sqrt{\mu p}} \left( f_R \sin \nu + f_T \frac{p}{r} \right)
\]

\[
\frac{dc}{dt} = \sqrt{\frac{p}{\mu}} \left[ f_R \sin \nu + f_T (\cos E + \cos \nu) \right]
\]

\[
\frac{di}{dt} = f_N \frac{r}{\mu p^2} \cos (\nu + \omega)
\]

\[
\frac{dw}{dt} = -\sqrt{\frac{p}{\mu}} \left\{ f_N \frac{r}{p} \cot i \sin (\nu + \omega) \right. \\
+ \left. \frac{1}{e} \left[ f_R \cos \nu - f_T \left( 1 + \frac{r}{p} \right) \sin \nu \right] \right\}
\]

\[
\frac{d\Omega}{dt} = f_N \frac{r}{\mu p^2 \sin i} \sin (\nu + \omega)
\]

\[
\frac{dM}{dt} = n - f_R \left( \frac{2r}{\sqrt{\mu a}} - \frac{1 - e^2}{e} \sqrt{\frac{a}{\mu}} \cos \nu \right) \\
- f_T \frac{1 - e^2}{e} \sqrt{\frac{a}{\mu}} \left( 1 + \frac{r}{p} \right) \sin \nu
\]

where \( p \) is the semi latus rectum \( p = a(1 - e^2) \), and \( f_R, f_T, \) and \( f_N \) are the perturbing accelerations in the RTN frame. Note that

\[
\begin{bmatrix}
    f_R \\
    f_T \\
    f_N
\end{bmatrix} = \begin{bmatrix}
    f_R \\
    f_T \\
    f_N
\end{bmatrix} + \begin{bmatrix}
    f_{d1} \\
    f_{d2}
\end{bmatrix}
\]

where \( J_2 \) acceleration \( f_{d2} \), and drag acceleration \( f_{d1} \) are calculated as described in Ref. [25]. \( f_i = \eta \frac{T_{max}}{m} \hat{f}_{i, opt} \), where \( \eta \) is the eclipse factor and \( \hat{f}_{i, opt} \) is the optimal thrust acceleration direction provided by the guidance or the PMDT (where \( \hat{f}_{i, opt} = [0, \cos \beta, \sin \beta] \)).

### 3.2.5 Optimizing the guidance parameters

Each of the three guidance approaches has user-defined parameters in the form of weights: \( W_x \) for Ruggiero and the Q-law guidance, and \( \lambda_x \) for the \( \Delta v \)-law guidance.

---

**Algorithm 3** Implementation of guidance

**Require:** The PMDT solution of the transfer, the transfer time \((t_t)\).

for \( t = 0 : t_t \) do

1. Convert the osculating orbital elements to mean elements.
2. Calculate the target state \((X_T)\) at \( t \) by interpolating the PMDT solution.
3. Calculate the optimal thrust direction \((u)\) using Eq. (21) (For Ruggiero guidance), Eq. (26) (for \( \Delta v \)-law guidance) or Eq. (29) (for Q-law guidance), taking the mean elements as the current state.
4. Calculate the effect of the eclipse and duty cycle.
   if \((\theta - 2\pi \frac{1-DC}{4} \leq \theta \leq \theta_C + 2\pi \frac{1-DC}{4}) \text{ or } \theta - 2\pi \frac{1-DC}{4} \leq \theta \leq \theta_C + 2\pi \frac{1-DC}{4})\) then
       \( \eta = 0 \)
   else if \( |a - a_{ref}| > 5 \text{ km} \) or \(|i - i_{ref}| > 0.1 \text{ deg} \) or \(|\Omega - \Omega_{ref}| > 0.1 \text{ and } \eta \neq 0\) then
       \( \eta = 1 \)
   else if \( |a - a_{ref}| < 0.5 \text{ km} \) and \(|i - i_{ref}| < 0.01 \text{ deg} \) and \(|\Omega - \Omega_{ref}| < 0.01 \text{ deg} \) then
       \( \eta = 0 \)
   end if
5. If propagating a phasing orbit, implement the drag counteraction method.
6. Use Eq. (32) to determine the time derivative of the state \( \dot{X} \), where

\[
\dot{X} = [\dot{a}, \dot{\epsilon}, \dot{i}, \dot{\omega}, \dot{\Omega}, \dot{M}]^T
\]

7. Determine the derivative of the mass by

\[
\dot{m} = \frac{T_{max}}{I_{sp} g_0}
\]

end for

Integrate \( \dot{X} \) to obtain \( X \) using a propagator such as MATLAB’s ode45.
These parameters can significantly affect the behavior of the guidance control laws. Thus, particle swarm optimization (PSO) is used to tune these parameters. Due to the computational challenges of converting from osculating to mean elements and computing the duty cycle, the guidance strategy was simplified for the PSO.

A duty cycle of 50% was simulated by reducing the spacecraft thrust by a factor of 2. In addition, only the average/secular contribution of $J_2$ was considered, removing the requirement for converting from osculating to mean elements when computing the control. Given that there are two distinct transfer scenarios, either lowering the altitude with the debris attached to the Servicer or climbing and rendezvousing to the debris, different sets of weights were computed for these two transfer scenarios. This further reduced the computational requirements and created a design vector of maximum 10 elements, five for the downward legs and five for the upwards legs. For the Ruggiero and Q-law guidance, the weights relating to the eccentricity and argument of periapsis can automatically be set to 0. For Locoche guidance, the problem can be simplified by assuming $\lambda = \omega = 0$ as the eccentricity and the argument of periapsis are not targeted.

Six PSO simulations were initiated, with a swarm size of 50 each, tracking the time- and fuel-optimal reference trajectories with the Ruggiero, $\Delta v$-law, and Q-law guidance strategies. Whilst tracking the reference trajectory, the objective was to minimize the accumulated errors in the semi-major axis, inclination, and RAAN at the end of each leg. When a set of weights were obtained in the simplified scenarios used in the PSO, they were deployed in the original, osculating dynamics with the 50% duty cycle. The coefficients provided by these PSO simulations are reported in Tables 3 and 7 in Sections 4.1 and 4.2, respectively. Naturally, a deviation from the PSO results was observed, but the guidance remained satisfactory without requiring extensive computational resources. Note that the results might be improved upon with a more accurate model in the PSO simulations, at the cost of increasing the computational effort.

4 Exemplar three-debris ADR mission

This section discusses the results of optimizing an ADR mission for three debris in near Sun-synchronous orbits. The objects to be removed were, in order, H-2A R/B (ID: 33500), ALOS 2 (ID: 39766), and GOSAT (ID: 33492). The masses of these objects were taken to be 2991, 2120, and 1750 kg, respectively.

This sequence of objects was selected arbitrarily to provide an exemplar test case in which PMDT could be evaluated. Note that the debris sequence can be optimized using the PMDT to assess various sequences, but this was not performed in this preliminary study.

The propulsion conditions used were 60 mN maximum thrust, 50% duty cycle, and 1300 s specific impulse. The Servicer was assumed to have a wet mass of 800 kg, and the launch date was set to 25-Mar-2022 06:37:09 UTC. The debris two-line elements (TLEs) were obtained from 31-Aug-2021 to 15-Dec-2021. Ephemeris kernels were generated using MKPSK, extrapolating the states outside the TLE time window, to make data available for the phases of the mission following the launch in 2022. Thus, the total epoch considered was from the first TLE date until three years after the final TLE. The altitude at which the debris and the Servicer meet the Shepherd was set to 350 km, i.e., below the ISS altitude, to satisfy safety requirements. Eclipses and drag acceleration were considered for this case study. TOF$_{prox-op}$ and TOF$_{handover}$ were set to be 45 and 30 days, respectively.

The optimizations were conducted on MATLAB 2022b using a Windows Desktop computer with an Intel Core i7-117000 CPU of 2.50 GHz and 32.0 GB of RAM.

4.1 Fuel-optimal scenario

When generating the fuel-optimal result, the total TOF was limited to less than five years (1825 days). The initial phasing orbit guess required to solve the fuel-optimal trajectory using fmincon was set to be the average between the final and initial velocity and inclination of each of the transfers that require phasing. In the optimized solution, the first phasing orbit (going from the Shepherd altitude to ALOS 2) was at $a = 7662.8$ km and $i = 98.29$ deg. The second optimal phasing orbit (going from the Shepherd altitude to GOSAT) was at $a = 7499.2$ km and $i = 97.85$ deg. The optimization took 10.41 s to complete. The optimal $\Delta v$ obtained was 945.58 m/s, with a total fuel consumption of 136.07 kg. Note that the optimized tour requires five years, i.e., it is at the limit for the total allowed TOF. Tours with better

---

3 https://naif.jpl.nasa.gov/pub/naif/toolkit_docs/C/ug/mkspk.html
Table 1  Orbital elements of the target debris at launch time

| Debris     | a (km)   | e    | i (deg) | Ω (deg) | ω (deg) | M (deg) |
|------------|----------|------|---------|---------|---------|---------|
| H-2A R/B   | 6986.160 | 0.00468 | 98.146  | 20.248  | 158.015 | 335.561 |
| ALOS 2     | 7008.582 | 0.00144 | 97.918  | 182.340 | 116.123 | 281.396 |
| GOSAT      | 7052.974 | 0.00101 | 98.062  | 197.538 | 73.893  | 279.245 |

Table 2  Fuel-optimal tour: ∆v and TOF per leg

| Leg                  | ∆v (m/s) | TOF (d) |
|----------------------|----------|---------|
| Leg 1 (from H-2A R/B to 350 km orbit) | 140.12 | 203.82 |
| Handover             | —        | 30.00   |
| Leg 2 (from 350 km orbit to ALOS 2) | 238.54 | 817.44 |
| Proximity operations | —        | 45.00   |
| Leg 3 (from ALOS 2 to 350 km orbit) | 151.93 | 166.91 |
| Handover             | —        | 30.00   |
| Leg 4 (from 350 km orbit to GOSAT) | 239.86 | 292.57 |
| Proximity operations | —        | 45.00   |
| Leg 5 (from GOSAT to 350 km orbit) | 175.14 | 164.25 |
| Handover             | —        | 30.00   |
| Total                | 945.58   | 1825.00 |

Fig. 5  Fuel-optimal tour with guidance.

fuel consumption can be obtained at the cost of increased mission duration.

Table 2 shows the ∆v and TOF breakdown of the fuel-optimal trajectory obtained. Figure 5 shows the plots of semi-major axis, inclination, and RAAN variations observed during the tour.

Tables 4 and 5 show the performance comparison between the three guidance schemes and the forward propagation of the PMDT outcome. The forward propagation of the phasing orbits was performed by assuming that at each time step, \( f_T = -\eta \frac{f_a}{DC} \).

For all other legs, the out-of-plane thrust angle (\( \beta \)) obtained using the extended Edelbaum method was interpolated at each time step to calculate \( f_T = \eta \frac{T_{\text{max}}}{m} [0, \cos(\beta_{\text{interp}}), \sin(\beta_{\text{interp}})] \).

Note that it is assumed that errors that are smaller than \( \sim 20 \) km in semi-major axis, \( \sim 1 \) deg in RAAN, and \( \sim 0.1 \) deg in inclination shall be taken care of in the proximity operation and handover phases of the mission. The coefficients of guidance were optimized using PSO such that the errors at each leg would be minimized. It can be seen that the propagation errors were reduced through the use of either guidance scheme.

Additionally, the Ruggiero guidance consumed the least fuel. The ∆v-law consumed more propellant but exhibited better accuracy in tracking the semi-major axis and inclination. The Q-law consumed even more fuel but without achieving better accuracy. As Fig. 6 shows, Ruggiero guidance could track the reference RAAN through the phasing orbit in Leg 2 to a better extent than the ∆v-law and Q-law.

Table 3  Fuel-optimal tour: Guidance coefficients obtained from PSO simulations in simplified dynamics

| Guidance | Guidance coefficient |
|----------|----------------------|
| Ruggiero | \( W_a \) \( W_e \) \( W_i \) \( W_\Omega \) |
| Leg 1    | 0.2058 0 0 0         |
| Leg 2    | 0.8622 0 1 0         |
| Leg 3    | 0.2058 0 0 0         |
| Leg 4    | 0.8622 0 1 0         |
| Leg 5    | 0.2058 0 0 0         |

\( \Delta v \)-law \( \lambda_a \) \( \lambda_e \) \( \lambda_i \) \( \lambda_\Omega \) \( \lambda_{\text{e2}} \)

| Leg 1    | 0.0341 0.9595 0.7910 0 0.0006800 |
| Leg 2    | 0.1260 0.04625 0.5969 0.8367 0.01846 |
| Leg 3    | 0.0341 0.9595 0.7910 0 0.0006800 |
| Leg 4    | 0.1260 0.04625 0.5969 0.8367 0.01846 |
| Leg 5    | 0.0341 0.9595 0.7910 0 0.0006800 |

Q-law \( W_a \) \( W_e \) \( W_i \) \( W_\Omega \)

| Leg 1    | 1.0 0 0.8479 0 |
| Leg 2    | 0.6934 0 0.5649 0 |
| Leg 3    | 1.0 0 0.8479 0 |
| Leg 4    | 0.6934 0 0.5649 0 |
| Leg 5    | 1.0 0 0.8479 0 |
Table 4  Fuel-optimal tour: Error per leg obtained for each of the guidance schemes used

| Leg No. | Forward propagated PMDT | Ruggiero guidance |
|---------|--------------------------|-------------------|
|         | \( \Delta a \) (km)    | \( \Delta i \) (deg) | \( \Delta \Omega \) (deg) | \( \Delta a \) (km)    | \( \Delta i \) (deg) | \( \Delta \Omega \) (deg) |
| 1       | 2.9424                  | 0.000044          | 0.3086                | 0.0847                  | 0.000004          | 0.1641                |
| 2       | 11.5665                 | 0.050289          | 1.6496                | 0.8959                  | 0.037086          | 0.1514                |
| 3       | 7.7504                  | 0.000006          | 0.7289                | 1.9466                  | 0.000004          | 0.1794                |
| 4       | 1.6705                  | 0.023349          | 0.2748                | 0.5171                  | 0.102374          | 0.1619                |
| 5       | 5.7491                  | 0.000005          | 0.0060                | 5.9474                  | 0.000013          | 0.3375                |
| Total   | 29.6790                | 0.074             | 2.9680                | 9.3916                  | 0.139             | 0.9943                |

Table 5  Fuel-optimal tour: \( \Delta v \), TOF, and total error comparison of guidance strategies

| Case                  | TOF (d) | Fuel (kg) | \( \Delta a \) (km) | \( \Delta i \) (deg) | \( \Delta \Omega \) (deg) |
|-----------------------|---------|-----------|---------------------|---------------------|---------------------|
| Forward propagated PMDT | 1825.0  | 136.10    | 29.679              | 0.074               | 2.968               |
| Ruggiero guidance     | 1825.4  | 137.11    | 9.392               | 0.139               | 0.994               |
| \( \Delta v \)-law guidance | 1824.6  | 138.32    | 1.088               | 0.002               | 1.074               |
| Q-law guidance        | 1825.0  | 138.98    | 6.4102              | 0.01                | 1.2998              |

4.2 Time-optimal scenario

When generating the time-optimal result, the total \( \Delta v \) was limited to less than 1500 m/s. The initial phasing orbit guess required to solve the time-optimal trajectory using fmincon was set to be the maximum of the final and initial velocities and the minimum of the final and initial inclinations. As shown in Eq. (10), higher phasing velocity and lower inclination naturally lead to a high phasing rate, reducing the time required for phasing. The first optimal phasing orbit was at \( a = 7714.2 \) km and \( i = 99.35 \) deg. The second optimal phasing orbit was at \( a = 7464.5 \) km and \( i = 97.60 \) deg. The optimization took 31.88 s to complete. The optimal TOF obtained was 1274.54 days, which occurred when \( \Delta v = 1500.00 \) m/s and the total fuel consumption was 166.18 kg. As this solution reached the \( \Delta v \) boundary, it is evident that outcomes with better TOF can be obtained at the cost of increasing the \( \Delta v \).

Table 6 shows the \( \Delta v \) and TOF breakdown of the obtained time-optimal trajectory. Figure 7 shows the plots of semi-major axis, inclination, and RAAN variations observed throughout the tour. Tables 8 and 9 illustrate the variation of the guidance solutions from the forward propagated PMDT solution at various mission stages for the time-optimal case. The forward propagation had a significant RAAN and inclination error in the second leg, largely due to the low phasing orbit altitude. The Ruggiero guidance was more accurate than the \( \Delta v \)-law
Table 6  Time-optimal tour: $\Delta v$ and TOF per leg

| Leg                                      | $\Delta v$ (m/s) | TOF (d) |
|------------------------------------------|------------------|---------|
| Leg 1 (from H-2A R/B to 350 km orbit)   | 140.12           | 203.82  |
| Handover                                 |                  | 30.00   |
| Leg 2 (from 350 km orbit to ALOS 2)     | 691.14           | 422.09  |
| Proximity operations                     |                  | 45.00   |
| Leg 3 (from ALOS 2 to 350 km orbit)     | 151.93           | 165.40  |
| Handover                                 |                  | 30.00   |
| Leg 4 (from 350 km orbit to GOSAT)      | 341.67           | 141.03  |
| Proximity operations                     |                  | 45.00   |
| Leg 5 (from GOSAT to 350 km orbit)      | 175.14           | 162.20  |
| Handover                                 |                  | 30.00   |
| Total                                    | 1500.00          | 1274.54 |

Table 7  Time-optimal tour: Guidance coefficients obtained from PSO simulations in simplified dynamics

| Guidance          | Guidance coefficient |
|-------------------|----------------------|
| Ruggiero          | $W_a$ $W_e$ $W_i$ $W_\Omega$ |
| Leg 1             | 0.2058 0 0 0          |
| Leg 2             | 0.9564 0.1211 0.00985 |
| Leg 3             | 0.2058 0 0 0          |
| Leg 4             | 0.9564 0.1211 0.00985 |
| Leg 5             | 0.2058 0 0 0          |
| $\Delta v$-law    | $\lambda_{e1}$ $\lambda_{e2}$ $\lambda_{a1}$ $\lambda_{a2}$ $\lambda_{a\Omega}$ |
| Leg 1             | 0.0169 0.9431 0.9998 0.9010 0.00329 |
| Leg 2             | 0.2312 0.4254 1 0.1943 0.0724 |
| Leg 3             | 0.0169 0.9431 0.9998 0.9010 0.00329 |
| Leg 4             | 0.2312 0.4254 1 0.1943 0.0724 |
| Leg 5             | 0.0169 0.9431 0.9998 0.9010 0.00329 |
| Q-law             | $W_a$ $W_e$ $W_i$ $W_\Omega$ |
| Leg 1             | 0.8784 0 0.9156 0.0001773 |
| Leg 2             | 1.0 0 0.04448 0.009775 |
| Leg 3             | 0.8784 0 0.9156 0.0001773 |
| Leg 4             | 1.0 0 0.04448 0.009775 |
| Leg 5             | 0.8784 0 0.9156 0.0001773 |

guidance but consumed the highest amount of propellant. The Q-law guidance consumed the least amount of propellant and reduced the RAAN error the most. The $\Delta v$-law guidance provided a middle ground, where the inclination error was reduced at the cost of increasing the RAAN and semi-major axis errors.

The results of the time-optimal scenario reinforce the conclusion about the suitability of the PMDT for ADR mission design and of the guidance schemes in tracking the reference solutions.

5 Conclusions

The paper details the design and guidance of a multi-ADR mission. First, the proposed mission architecture is discussed in detail. Then, a preliminary mission design tool (PMDT) that considers the effect of drag, eclipses, duty cycle, and $J_2$ perturbations is developed to analyze the multi-ADR mission. Guidance algorithms are introduced to assess the PMDT’s accuracy and to provide a method of tracking the reference trajectories. Example time and fuel optimization cases are provided for a three-debris removal mission.

The example optimizations show that the simplified models adopted in the PMDT produce good estimates of the TOF and propellant usage for a complex ADR mission. Furthermore, the three guidance schemes can track the reference trajectories with good accuracy even when osculating dynamics and realistic operational constraints are considered. Hence, the method developed...
can optimize multi-ADR missions with a good degree of accuracy and limited computational cost. The guidance laws can track the reference trajectories computed by the PMDT to effectively exploit the $J_2$ perturbation to reduce the propellant cost associated with making RAAN changes. The PMDT performance is expected to degrade with the inclusion of additional perturbations and errors, such as thrust execution and orbit determination. However, the guidance laws could provide similar accuracy in higher fidelity dynamics due to the feedback mechanisms present. Simulations performed with high-fidelity dynamics are beyond the scope of this work and shall be explored in the future.

**Acknowledgements**

This project was partially supported by the Ministry of Business, Innovation and Employment (MBIE) study: Astroscale/ Rocket Lab/ Te Pūnaha Ātea-Space Institute Active Debris Removal Study.

**Funding note**

Open Access funding enabled and organized by CAUL and its Member Institutions.

---

### Table 8  
*Time-optimal tour: Error per leg obtained for each of the guidance schemes used*

| Leg No. | Forward propagated PMDT | | | | Ruggiero guidance | | | |
| --- | | | | | | | | |
| | $\Delta a$ (km) | $\Delta i$ (deg) | $\Delta \Omega$ (deg) | | | | |
| 1 | 2.9424 | 0.000044 | 0.3086 | | | | |
| 2 | 3.7791 | 1.315875 | 4.6885 | | | | |
| 3 | 6.7373 | 0.000022 | 0.3806 | | | | |
| 4 | 0.1680 | 0.016903 | 0.0190 | | | | |
| 5 | 10.0930 | 0.000011 | 0.6387 | | | | |
| Total | 23.7199 | 1.333 | 6.0354 | | | | |
| | | | | | | | |
| Leg No. | $\Delta v$-law guidance | | | | Q-law guidance | | | |
| | $\Delta a$ (km) | $\Delta i$ (deg) | $\Delta \Omega$ (deg) | | | | |
| 1 | 0.1778 | 0.000107 | 0.0000 | | | | |
| 2 | 8.4013 | 0.039387 | 0.1574 | | | | |
| 3 | 0.1220 | 0.000006 | 0.2208 | | | | |
| 4 | 0.1556 | 0.000676 | 0.0076 | | | | |
| 5 | 9.7757 | 0.000676 | 0.5419 | | | | |
| Total | 18.6324 | 0.40 | 0.9276 | | | | |

### Table 9  
*Time-optimal tour: $\Delta v$, TOF, and total error comparison for the guidance strategies implemented*

| Case | TOF (d) | Fuel (kg) | $\Delta a$ (km) | $\Delta i$ (deg) | $\Delta \Omega$ (deg) |
| --- | --- | --- | --- | --- | --- |
| Forward propagated PMDT | 1274.5 | 166.18 | 23.720 | 1.333 | 6.035 |
| Ruggiero guidance | 1274.4 | 168.78 | 3.720 | 0.019 | 0.799 |
| $\Delta v$-law guidance | 1274.2 | 167.67 | 18.632 | 0.040 | 0.928 |
| Q-law guidance | 1274.6 | 167.10 | 13.976 | 0.087 | 0.670 |
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