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Abstract. An attacker who breaks into an authentication server and steals all of the cryptographic password hashes is able to mount an offline-brute force attack against each user’s password. Offline brute-force attacks against passwords are increasingly commonplace and the danger is amplified by the well documented human tendency to select low-entropy password and/or reuse these passwords across multiple accounts. Moderately hard password hashing functions are often deployed to help protect passwords against offline attacks by increasing the attacker’s guessing cost. However, there is a limit to how “hard” one can make the password hash function as authentication servers are resource constrained and must avoid introducing substantial authentication delay. Observing that there is a wide gap in the strength of passwords selected by different users we introduce DAHash (Distribution Aware Password Hashing) a novel mechanism which reduces the number of passwords that an attacker will crack. Our key insight is that a resource-constrained authentication server can dynamically tune the hardness parameters of a password hash function based on the (estimated) strength of the user’s password. We introduce a Stackelberg game to model the interaction between a defender (authentication server) and an offline attacker. Our model allows the defender to optimize the parameters of DAHash e.g., specify how much effort is spent to hash weak/moderate/high strength passwords. We use several large scale password frequency datasets to empirically evaluate the effectiveness of our differentiated cost password hashing mechanism. We find that the defender who uses our mechanism can reduce the fraction of passwords that would be cracked by a rational offline attacker by around 15%.
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1 Introduction

Breaches at major organizations have exposed billions of user passwords to the dangerous threat of offline password cracking. An attacker who has stolen the cryptographic hash of a user’s password could run an offline attack by comparing the stolen hash value with the cryptographic hashes of every password in a large dictionary of popular password guesses. An offline attacker can check as many guesses as s/he wants since each guess can be verified without interacting with the authentication server. The attacker is limited only by the cost of checking each password guess i.e., the cost of evaluating the password hash function.
Offline attacks are a grave threat to security of users’ information for several reasons. First, the entropy of a typical user chosen password is relatively low e.g., see [8]. Second, users often reuse passwords across multiple accounts to reduce cognitive burden. Finally, the arrival of GPUs, FPGAs and ASICs significantly reduces the cost of evaluating a password hash functions such as PBKDF2 [17] millions or billions of times. Blocki et al. [7] recently argued that PBKDF2 cannot adequately protect user passwords without introducing an intolerable authentication delay (e.g., 2 minutes) because the attacker could use ASICs to reduce guessing costs by many orders of magnitude.

Memory hard functions (MHFs) [4,24] can be used to build ASIC resistant password hashing algorithms. The Area x Time complexity of an ideal MHF will scale with $t^2$, where $t$ denotes the time to evaluate the function on a standard CPU. Intuitively, to evaluate an MHF the attacker must dedicate $t$ blocks of memory for $t$ time steps, which ensures that the cost of computing the function is equitable across different computer architectures i.e., RAM on an ASIC is still expensive. Because the “full cost” [34] of computing an ideal MHF scales quadratically with $t$ it is also possible to rapidly increase guessing costs without introducing an unendable delay during user authentication — by contrast the full cost of hash iteration based KDFs such as PBKDF2 [17] and BCrypt [25] scale linearly with $t$. Almost all of the entrants to the recent Password Hashing Competition (PHC) [33] claimed some form of memory-hardness.

Even if we use MHFs there remains a fundamental trade-off in the design of good password hashing algorithms. On the one hand the password hash function should be sufficiently expensive to compute so that it becomes economically infeasible for the attacker to evaluate the function millions or billions of times per user — even if the attacker develops customized hardware (ASICS) to evaluate the function. On the other hand the password hashing algorithm cannot be so expensive to compute that the authentication server is unable to handle the workload when multiple users login simultaneously. Thus, even if an organization uses memory hard functions it will not be possible to protect all user passwords against an offline attacker e.g., if the password hashing algorithm is not so expensive that the authentication server is overloaded then it will almost certainly be worthwhile for an offline attacker to check the top thousand passwords in a cracking dictionary against each user’s password. In this sense all of the effort an authentication server expends protecting the weakest passwords is (almost certainly) wasted.

**Contributions** We introduce DAHash (Distribution Aware Hash) a password hashing mechanism that minimizes the damage of an offline attack by tuning key-stretching parameters for each user account based on password strength. In many empirical password distributions there are often several passwords that are so popular that it would be infeasible for a resource constrained authentication server to dissuade an offline attacker from guessing these passwords e.g., in the Yahoo! password frequency corpus [6,8] the most popular password was selected by approximately 1% of users. Similarly, other users might select passwords that are strong enough to resist offline attacks even with minimal key stretching. The basic idea behind DAHash is to have the resource-constrained authentication server
shift more of its key-stretching effort towards saveable password i.e., passwords the offline attacker could be disuaded from checking.

Our DAHash mechanism partitions passwords into $\tau$ groups e.g., weak, medium and strong when $\tau = 3$. We then select a different cost parameter $k_i$ for each group $G_i$, $i \leq \tau$ of passwords. If the input password $pw$ is in group $G_i$ then we will run our moderately hard key-derivation function with cost parameter $k_i$ to obtain the final hash value $h$. Crucially, the hash value $h$ stored on the server will not reveal any information about the cost parameter $k_i$ or, by extension, the group $G_i$.

We adapt a Stackelberg Game model of Blocki and Datta [5] to help the defender (authentication server) tune the DAHash cost parameters $k_i$ to minimize the fraction of cracked passwords. The Stackelberg Game models the interaction between the defender (authentication server) and an offline attacker as a Stackelberg Game. The defender (leader) groups passwords into different strength levels and selects the cost parameter $k_i$ for each group of passwords (subject to maximum workload constraints for the authentication server) and then the offline attacker selects the attack strategy which maximizes his/her utility (expected reward minus expected guessing costs). The attacker’s expected utility will depend on the DAHash cost parameters $k_i$ as well, the user password distribution, the value $v$ of a cracked password to the attacker and the attacker’s strategy i.e., an ordered list of passwords to check before giving up. We prove that an attacker will maximize its utility by following a simple greedy strategy. We then use an evolutionary algorithm to help the defender compute an optimal strategy i.e., the optimal way to tune DAHash cost parameters for different groups of passwords. The goal of the defender is to minimize the percentage of passwords that an offline attacker cracks when playing the utility optimizing strategy in response to the selected DAHash parameters $k_1,...,k_\tau$.

Finally, we use several large password datasets to evaluate the effectiveness of our differentiated cost password hashing mechanism. We use the empirical password distribution to evaluate the performance of DAHash when the value $v$ of a cracked password is small. We utilize Good-Turing frequency estimation to help identify and highlight uncertain regions of the curve i.e., where the empirical password distribution might diverge from the real password distribution. To evaluate the performance of DAHash when $v$ is large we derive a password distribution from guessing curves obtained using the Password Guessing Service [28]. The Password Guessing Service uses sophisticated models such as Probabilistic Context Free Grammars [18,30,22], Markov Chain Models [10,11,19,28] and even neural networks [21] to generate password guesses using Monte Carlo strength estimation [12]. We find that DAHash reduces the fraction of passwords cracked by a rational offline attacker by up to 15% (resp. 20%) under the empirical distribution (resp. derived distribution).

2 Related Work

Key-stretching was proposed as early as 1979 by Morris and Thomson as a way to protect passwords against brute force attacks [22]. Traditionally key stretching has been performed using hash iteration e.g., PBKDF2 [17] and BCrypt [25].
More modern hash functions such as SCRYPT and Argon2 [4], winner of the password hashing competition in 2015 [33], additionally require a significant amount of memory to evaluate. An economic analysis Blocki et al. [7] suggested that hash iteration based key-derivation functions no longer provide adequate protection for lower entropy user passwords due to the existence of ASICs. On a positive note they found that the use of memory hard functions can significantly reduce the fraction of passwords that a rational adversary would crack.

The addition of “salt” is a crucial defense against rainbow table attacks [23] i.e., instead of storing \((u, H(pw_u))\) and authentication server will store \((u, s_u, H(s_u, pw_u))\) where \(s_u\) is a random string called the salt value. Salting defends against pre-computation attacks (e.g., [13]) and ensures that each password hash will need to be cracked independently e.g., even if two users \(u\) and \(u'\) select the same password we will have \(H(s_u, pw_u) \neq H(s_{u'}, pw_{u'})\) with high probability as long as \(s_u \neq s_{u'}\).

Manber proposed the additional inclusion of a short random string called “pepper” which would not be stored on the server [20] e.g., instead of storing \((u, s_u, H(s_u, pw_u))\) the authentication server would store \((u, s_u, H(s_u, x_u, pw_u))\) where the pepper \(x_u\) is a short random string that, unlike the salt value \(s_u\), is not recorded. When the user authenticates with password guess \(pw'\) the server would evaluate \(H(s_u, x, pw')\) for each possible value of \(x \leq x_{\text{max}}\) and accept if and only if \(H(s_u, x, pw') = H(s_u, x_u, pw_u)\) for some value of \(x\). The potential advantage of this approach is that the authentication server can usually halt early when the legitimate user authenticates, while the attacker will have to check every different value of \(x \in [1, x_{\text{max}}]\) before rejecting an incorrect password. Thus, on average the attacker will need to do more work than the honest server.

Blocki and Datta observed that non-uniform distributions over the secret pepper value \(x \in [1, x_{\text{max}}]\) can sometime further increase the attacker’s workload relative to an honest authentication server [5]. They showed how to optimally tune the pepper distribution by using Stackelberg game theory [5]. However, it is not clear how pepper could be effectively integrated with a modern memory hard function such as Argon2 or SCRYPT. One of the reasons that MHFs are incredibly effective is that the “full cost” [34] of evaluation can scale quadratically with the running time \(t\). Suppose we have a hard limit on the running time \(t_{\text{max}}\) of the authentication procedure e.g., 1 second. If we select a secret pepper value \(x \in [1, x_{\text{max}}]\) then we would need to ensure that \(H(s_u, x, pw')\) can be evaluated in time at most \(t_{\text{max}}/x_{\text{max}}\) — otherwise the total running time to check all of the different pepper values sequentially would exceed \(t_{\text{max}}\). In this case the “full cost” to compute \(H(s_u, x, pw')\) for every \(x \in [1, x_{\text{max}}]\) would be at most \(O(x_{\text{max}} \times (t_{\text{max}}/x_{\text{max}})^2) = O(t_{\text{max}}^2/x_{\text{max}})\). If instead we had not used pepper then it would have been possible to ensure that the full cost could be as large as \(O(t_{\text{max}}^2)\) simply by allowing the MHF to run for time \(t_{\text{max}}\) on a single input. Thus, in most scenarios it would be preferable for the authentication server to use a memory-hard password hashing algorithm without incorporating pepper.

Boyen’s work on “Halting Puzzles” is also closely related to our own work [9]. In a halting puzzle the (secret) running time parameter \(t \leq t_{\text{max}}\) is randomly chosen whenever a new account is created. The key idea is that an attacker will need
to run in time $t_{\text{max}}$ to definitively reject an incorrect password while it only takes time $t$ to accept a correct password. In Boyen’s work the distribution over running time parameter $t$ was the same for all passwords. By contrast, in our work we assign a fixed hash cost parameter to each password and this cost parameter may be different for distinct passwords. We remark that it may be possible to combine both ideas i.e., assign a different maximum running time parameter $t_{\text{max},\text{pw}}$ to different passwords. We leave it to future work to explore whether or not the composition of both mechanisms might yield further security gains.

3 DAHash

In this section, we first introduce some preliminaries about passwords then present the DAHash and explain how the authentication process works with this mechanism. We also discuss ways in which a (rational) offline attacker might attempt to crack passwords protected with the differentiated cost mechanism.

3.1 Password Notation

We let $\mathcal{P} = \{pw_1, pw_2, \ldots\}$ be the set of all possible user-chosen passwords. We will assume that passwords are sorted so that $pw_i$ represents the $i$’th most popular password. Let $\Pr[pw_i]$ denote the probability that a random user selects password $pw_i$ we have a distribution over $\mathcal{P}$ with $\Pr[pw_1] \geq \Pr[pw_2] \geq \ldots$ and $\sum_i \Pr[pw_i] = 1$.

The distributions we consider in our empirical analysis have a compressed representation. In particular, we can partition the set of passwords $\mathcal{P}$ into $n'$ equivalence sets $es_1, \ldots, es_{n'}$ such that for any $i$, $pw, pw' \in es_i$ we have $\Pr[pw] = \Pr[pw'] = p_i$. In all of the distributions we consider we will have $n' \ll |\mathcal{P}|$ allowing us to efficiently encode the distribution using $n'$ tuple $(|es_1|, p_1), \ldots, (|es_{n'}|, p_{n'})$ where $p_i$ is the probability of any password in equivalence set $es_i$. We will also want to ensure that we can optimize our DAHash parameters in time proportional to $n'$ instead of $|\mathcal{P}|$.

3.2 DAHash

**Account Creation:** When a new user first register an account with user name $u$ and password $pw_u \in \mathcal{P}$ DAHash will first assign a hash cost parameter $k_u = \text{GetHardness}(pw_u)$ based on the (estimated) strength of the user’s password. We will then randomly generate a $L$ bit string $s_u \leftarrow \{0,1\}^L$ (a “salt”) then compute hash value $h_u = H(pw_u, s_u; k_u)$, at last store the tuple $(u, s_u, h_u)$ as the record for user $u$. The salt value $s_u$ is used to thwart rainbow attacks \(^{23}\) and $k_u$ controls the cost of hash function \(^1\).

**Authentication with DAHash:** Later, when user $u$ enters her/his password $pw'_u$, the server first retrieves the corresponding salt value $s_u$ along with the hash value $h_u$, runs $\text{GetHardness}(pw'_u)$ to obtain $k'_u$ and then checks whether the hash $h'_u = H(pw'_u, s_u; k'_u)$ equals the stored record $h_u$ before granting access. If $pw'_u = \ldots$ We remark that the hardness parameter $k$ is similar to “pepper” \(^{20}\) in that it is not stored on the server. However, the hardness parameter $k$ is distinct from pepper in that it is derived deterministically from the input password $pwd_u$. Thus, unlike pepper, the authentication server will not need to check the password for every possible value of $k$. 

\(^1\) We remark that the hardness parameter $k$ is similar to “pepper” \(^{20}\) in that it is not stored on the server.
If $pw_u$ is the correct password then we will have $k'_u = k_u$ and $h'_u = h_u$ so authentication will be successful. Due to the collision resistance of cryptographic hash functions, a login request from someone claiming to be user $u$ with password $pw'_u \neq pw_u$ will be rejected. The account creation and authentication processes are formally presented in Algorithms 1 and 2 (see Appendix A).

In the traditional (distribution oblivious) key-stretching mechanism $\text{GetHardness}(pw_u)$ is a constant function which always returns the same cost parameter $k$. Our objective will be to optimize $\text{GetHardness}(pw_u)$ to minimize the percentage of passwords cracked by an offline attacker. This must be done subject to any workload constraints of the authentication server and (optionally) minimum protection constraint, guiding the minimum acceptable key-stretching parameters for any password.

The function $\text{GetHardness}(pw_u)$ maps each password to a hardness parameter $k_u$ which controls the cost of evaluating our password hash function $H$. For hash iteration based key-derivation functions such as PBKDF2 we would achieve cost $k_u$ by iterating the underlying hash function $t = \Omega(k)$ times. By contrast, for an ideal memory hard function the full evaluation cost scales quadratically with the running time $t_u$ so we have $t_u = O(\sqrt{k_u})$ i.e., the attacker will need to allocate $t_u$ blocks of memory for $t_u$ time steps. In practice, most memory hard functions will take the parameter $t$ as input directly. For simplicity, we will assume that the cost parameter $k$ is given directly and that the running time $t$ (and memory usage) is derived from $k$.

**Remark.** We stress that the hardness parameter $k$ returned by $\text{GetHardness}(pw_u)$ should not be stored on the server. Otherwise, an offline attacker can immediately reject an incorrect password guess $pw' \neq pw_u$ as soon as he/she observes that $k \neq \text{GetHardness}(pw')$. Furthermore, it should not be possible to directly infer $k_u$ from the hash value $h_u = H(pw_u, s_u; k_u)$. Any MHF candidate such as SCRYPT [24], Argon2 [4] or DRSample [3] will satisfy this property. While the hardness parameter $k_u$ is not stored on the server, we do assume that an offline attacker who has breached the authentication server will have access to the function $\text{GetHardness}(pw_u)$ (Kerckhoff’s Principle) since the code for this function would be stored on the authentication server. Thus, given a password guess $pw'$ the attacker can easily generate the hardness parameter $k' = \text{GetHardness}(pw')$ for any particular password guess.

**Defending against Side-Channel Attacks.** A side-channel attacker might try to infer the hardness parameter $k$ (which may in turn be correlated with the strength of the user’s password) by measuring delay during a successful login attempt. We remark that for modern memory hard password hashing algorithms [3][4][24] the cost parameter $k$ is modeled as the product of two parameters: memory and running time. Thus, it is often possible to increase (decrease) the cost parameter without affecting the running time simply by tuning the memory parameter.

Thus, if such side-channel attacks are a concern the authentication server could fix $\text{Remark.}$ By contrast, the cost parameter for PBKDF2 and BCRIPT is directly proportional to the running time. Thus, if we wanted to set a high cost parameter $k$ for some groups of passwords we might have to set an intolerably long authentication delay [7].
the response time during authentication to some suitable constant and tune the memory parameter accordingly. Additionally we might delay the authentication response for a fixed amount of time (e.g., 250 milliseconds) to ensure that there is no correlation between response time and the user’s password.

3.3 Rational Adversary Model

We consider an untargeted offline adversary whose goal is to break as many passwords as possible. In the traditional authentication setting an offline attacker who has breached the authentication server has access to all the data stored on the server, including each user’s record \( (u,s,u,h) \) and the code for hash function \( H \) and for the function \( \text{GetHardness}() \). In our analysis we assume that \( H \) can only be used as a black box manner (e.g., random oracle) to return results of queries from the adversary and that attempts to find a collision or directly invert \( H(\cdot) \) succeed with negligible probability. However, an offline attacker who obtains \( (u,s,u,h) \) may still check whether or not \( pw_u = pw' \) by setting \( k' = \text{GetHardness}(pw') \) and checking whether or not \( h = H(pw',s,u;k') \). The only limitation to adversary’s success rate is the resource she/he would like to put in cracking users’ password.

We assume that the (untargeted) offline attacker has a value \( v = v_u \) for password of user \( u \). For simplicity we will henceforth use \( v \) for password value since the attacker is untargeted and has the same value \( v_u = v \) for every user \( u \). There are a number of empirical studies of the black market \[2,16,27\] which show that cracked passwords can have substantial value e.g., Symantec reports that passwords generally sell for \( $4 - $30 \) \[14\] and \[27\] reports that e-mail passwords typically sell for \$1 on the Dark Web. Bitcoin “brain wallets” provide another application where cracked passwords can have substantial value to attackers \[29\].

We also assume that the untargeted attacker has a dictionary list which s/he will use as guesses of \( pw_u \) e.g., the attacker knows \( pw_i \) and \( \text{Pr}[pw_i] \) for each password \( i \). However, the the attacker will not know the particular password \( pw_u \) selected by each user \( u \). Therefore, in cracking a certain user’s account the attacker has to enumerate all the candidate passwords and check if the guess is correct until there is a guess hit or the attacker finally gives up. We assume that the attacker is rational and would choose a strategy that would maximize his/her expected utility. The attacker will need to repeat this process independently for each user \( u \). In our analysis we will focus on an individual user’s account that the attacker is trying to crack.

4 Stackelberg Game

In this section, we use Stackelberg Game Theory \[31\] to model the interaction between the authentication server and an untargeted adversary so that we can optimize the DAHash cost parameters. In a Stackelberg Game the leader (defender) moves first and then the follower (attacker) plays his/her best response. In our context, the authentication server (leader) move is to specify the function \( \text{GetHardness}() \). After a breach the offline attacker (follower) can examine the code for \( \text{GetHardness}() \) and observe the hardness parameters that will be selected for
each different password in \( \mathcal{P} \). A rational offline attacker may use this knowledge to optimize his/her offline attack. We first formally define the action space of the defender (leader) and attacker (follower) and then we formally define the utility functions for both players.

### 4.1 Action Space of Defender

The defender’s action is to implement the function \( \text{GetHardness}() \). The implementation must be efficiently computable, and the function must be chosen subject to maximum workload constraints on the authentication server. Otherwise, the optimal solution would simply be to set the cost parameter \( k \) for each password to be as large as possible. In addition, the server should guarantee that each password is granted with at least some level of protection so that it will not make weak passwords weaker.

In an idealized setting where the defender knows the user password distribution we can implement the function \( \text{GetHardness}(pw_u) \) as follows: the authentication server first partitions all passwords into \( \tau \) mutually exclusive groups \( G_i \) with \( i \in \{1, \ldots, \tau\} \) such that \( \mathcal{P} = \bigcup_{i=1}^{\tau} G_i \) and \( \Pr[pw] > \Pr[pw'] \) for every \( pw \in G_i \) and \( pw' \in G_{i+1} \). Here, \( G_1 \) will correspond to the weakest group of passwords and \( G_\tau \) corresponds to the group of strongest passwords. For each of the \( |G_i| \) passwords \( pw \in G_i \) we assign the same hash cost parameter \( k_i = \text{GetHardness}(pw) \).

The cost of authenticating a password that is from \( G_i \) is simply \( k_i \). Therefore, the amortized server cost for verifying a correct password is:

\[
C_{SRV} = \sum_{i=1}^{\tau} k_i \Pr[pw \in G_i],
\]

where \( \Pr[pw \in G_i] = \sum_{pw \in G_i} \Pr[pw] \) is total probability mass of passwords in group \( G_i \). In general, we will assume that the server has a maximum amortized cost \( C_{\text{max}} \) that it is willing/able to incur for user authentication. Thus, the authentication server must pick the hash cost vector \( \vec{k} = \{k_1, k_2, \ldots, k_\tau\} \) subject to the cost constraint \( C_{SRV} \leq C_{\text{max}} \). Additionally, we require that \( k(pw_i) \geq k_{\text{min}} \) to ensure a minimum acceptable level of protection for all accounts. The attacker will need to repeat this process independently for each user \( u \). Thus, in our analysis we can focus on an individual user’s account that the attacker is trying to crack.

### 4.2 Action Space of Attacker

After breaching the authentication server the attacker may run an offline dictionary attack. The attacker must fix an ordering \( \pi \) over passwords \( \mathcal{P} \) and a maximum number of guesses \( B \) to check i.e., the attacker will check the first \( B \) passwords in the ordering given by \( \pi \). If \( B = 0 \) then the attacker gives up immediately without checking any passwords and if \( B = \infty \) then the attacker will continue guessing until the password is cracked. The permutation \( \pi \) specifies the order in which the attacker will guess passwords, i.e., the attacker will check password \( pw_{\pi(1)} \) first then \( pw_{\pi(2)} \) second etc... Thus, the tuple \((\pi, B)\) forms a strategy of the adversary.
Following that strategy the probability that the adversary succeeds in cracking a random user’s password is simply sum of probability of all passwords to be checked:

\[ P_{ADV} = \lambda(\pi, B) = \sum_{i=1}^{B} p_{\pi(i)}. \]  

(2)

Here, we use short notation \( p_{\pi(i)} = \Pr[pw_{\pi(i)}] \) which denotes the probability of the \( i \)th password in the ordering \( \pi \).

### 4.3 Attacker’s Utility

Given the estimated average value for one single password \( v \) the expected gain of the attacker is simply \( v \times \lambda(\pi, B) \) i.e., the probability that the password is cracked times the value \( v \). Similarly, given a hash cost parameter vector \( \vec{k} \) the expected cost of the attacker is \( \sum_{i=1}^{B} k(pw_{\pi(i)}) \cdot (1 - \lambda(\pi, i-1)) \). We use the shorthand \( k(pw) = k_i = \text{GetHardness}(pw) \) for a password \( pw \in G_i \). Intuitively, the probability that the first \( i-1 \) guesses are incorrect is \((1 - \lambda(\pi, i-1))\) and we incur cost \( k(pw_{\pi(i)}) \) for the \( i \)th guess if and only if the first \( i-1 \) guesses are incorrect. Note that \( \lambda(\pi, 0) = 0 \) so the attacker always pays cost \( k(pw_{\pi(1)}) \) for the first guess. The adversary’s expected utility is the difference of expected gain and expected cost:

\[ U_{ADV}(v, \vec{k}, (\pi, B)) = v \cdot \lambda(\pi, B) - \sum_{i=1}^{B} k(pw_{\pi(i)}) \cdot (1 - \lambda(\pi, i-1)). \]  

(3)

### 4.4 Defender’s Utility

After the defender (leader) moves the offline attacker (follower) will respond with his/her utility optimizing strategy. We let \( P_{ADV}^* \) denote the probability that the attacker cracks a random user’s password when playing his/her optimal strategy.

\[ P_{ADV}^* = \lambda(\pi^*, B^*), \quad \text{where} \quad (\pi^*, B^*) = \arg\max_{\pi, B} U_{ADV}(v, \vec{k}, (\pi, B)). \]  

(4)

\( P_{ADV}^* \) will depend on the attacker’s utility optimizing strategy which will in turn depend on value \( v \) for a cracked password, the chosen cost parameters \( k_i \) for each group \( G_i \), and the user password distribution. Thus, we can define the authentication server’s utility as

\[ U_{SRV}(\vec{k}, v) = -P_{ADV}^*. \]  

(5)

The objective of the authentication is to minimize the success rate \( P_{ADV}^*(v, \vec{k}) \) of the attacker by finding the optimal action i.e., a good way of partitioning passwords into groups and selecting the optimal hash cost vector \( \vec{k} \). Since the parameter \( \vec{k} \) controls the cost of the hash function in passwords storage and authentication, we should increase \( k_i \) for a specific group \( G_i \) of passwords only if this is necessary to help deter the attacker from cracking passwords in this group \( G_i \). The defender may not want to waste too much resource in protecting the weakest group \( G_1 \) of passwords when password value is high because they will be cracked easily regardless of the hash cost \( k_1 \).
4.5 Stackelberg Game Stages

Since adversary’s utility depends on \((\pi, B)\) and \(\vec{k}\), wherein \((\pi, B)\) is the responses to server’s predetermined hash cost vector \(\vec{k}\). On the other hand, when server selects different hash cost parameter for different groups of password, it has to take the reaction of potential attackers into account. Therefore, the interaction between the authentication server and the adversary can be modeled as a two stage Stackelberg Game. Then the problem of finding the optimal hash cost vector is reduced to the problem of computing the equilibrium of Stackelberg game.

In the Stackelberg game, the authentication server (leader) moves first (stage I); then the adversary follows (stage II). In stage I, the authentication server commits hash cost vector \(\vec{k} = \{k_1, \cdots, k_\tau\}\) for all groups of passwords; in stage II, the adversary yields the optimal strategy \((\pi, B)\) for cracking a random user’s password. Through the interaction between the legitimate authentication server and the untargeted adversary who runs an offline attack, there will emerge an equilibrium in which no player in the game has the incentive to unilaterally change its strategy. Thus, an equilibrium strategy profile \(\{\vec{k}^*, (\pi^*, B^*)\}\) must satisfy

\[
\begin{align*}
U_{SRV}(\vec{k}^*, v) &\geq U_{SRV}(\vec{k}, v), \quad \forall \vec{k} \in \mathcal{F}_{C_{max}}, \\
U_{ADV}(v, \vec{k}^*, (\pi^*, B^*)) &\geq U_{ADV}(v, \vec{k}_{\pi}(\pi, B)), \quad \forall (\pi, B)
\end{align*}
\]

Assuming that the grouping \(G_1, \ldots, G_\tau\) of passwords is fixed. The computation of equilibrium strategy profile can be transformed to solve the following optimization problem, where \(\Pr(pw_i), G_1, \ldots, G_\tau, C_{max}\) are input parameters and \((\pi^*, B^*)\) and \(\vec{k}^*\) are variables.

\[
\begin{align*}
\min_{\vec{k}^*, \pi^*, B^*} & \quad \lambda(\pi^*, B^*) \\
\text{s.t.} & \quad U_{ADV}(v, \vec{k}_{\pi}(\pi^*, B^*)) \geq U_{ADV}(v, \vec{k}_{\pi}(\pi, B)), \quad \forall (\pi, B), \\
& \quad \sum_{i=1}^\tau k_i \cdot \Pr[pw \in G_i] \leq C_{max}, \\
& \quad k_i \geq k_{\min}, \quad \forall i \leq \tau.
\end{align*}
\]

The solution of the above optimization problem is the equilibrium of our Stackelberg game. The first constraint implies that adversary will play his/her utility optimizing strategy i.e., given that the defender’s action \(\vec{k}^*\) is fixed the utility of the strategy \((\pi^*, B^*)\) is at least as large as any other strategy the attacker might follow. Thus, a rational attacker will check the first \(B^*\) passwords in the order indicated by \(\pi^*\) and then stop cracking passwords. The second constraint is due to resource limitations of authentication server. The third constraint sets lower-bound for the protection level. In order to tackle the first constraint, we need to specify the optimal checking sequence and the optimal number of passwords to be checked.

5 Attacker and Defender Strategies

In the first subsection, we give an efficient algorithm to compute the attacker’s optimal strategy \((\pi^*, B^*)\) given the parameters \(v\) and \(\vec{k}\). This algorithm in turn is an important subroutine in our algorithm to find the best stratagy \(\vec{k}^*\) for the defender.
5.1 Adversary’s Best Response (Greedy)

In this section we show that the attacker’s optimal ordering \( \pi^* \) can be obtained by sorting passwords by their “bang-for-buck” ratio. In particular, fixing an ordering \( \pi \) we define the ratio \( r_{\pi(i)} = \frac{p_{\pi(i)}(b)}{k(p_{\pi(i)})} \) which can be viewed as the priority of checking password \( pw_{\pi(i)} \) i.e., the cost will be \( k(pw_{\pi(i)}) \) and the probability the password is correct is \( p_{\pi(i)} \). Intuitively, the attacker’s optimal strategy is to order passwords by their “bang-for-buck” ratio guessing passwords with higher checking priority first. Theorem 1 formalizes this intuition by proving that the optimal password is correct is \( B^* \) when cracking users’ accounts the adversary increases number of guesses \( B^* \) of checking password \( pw_{\pi(1)} \). Theorem 1 gives us an easy way to compute the optimal attacker strategy.

Theorem 1. Let \((\pi^*, B^*)\) denote the attacker’s optimal strategy with respect to hash cost parameters \( \vec{k} \) and let \( \pi \) be an ordering with no inversions relative to \( \vec{k} \) then

\[
U_{ADV}(v, \vec{k}, (\pi, B^*)) \geq U_{ADV}(v, \vec{k}, (\pi^*, B^*))
\]

Theorem 1 gives us an easy way to compute the attacker’s optimal ordering \( \pi^* \) over passwords i.e., by sorting passwords according to their “bang-for-buck” ratio. It remains to find the attacker’s optimal guessing budget \( B^* \). As we previously mentioned the password distributions we consider can be compressed by grouping passwords with equal probability into equivalence sets. Once we have our cost vector \( \vec{k} \) and have implemented \texttt{GetHardness()} we can further partition password equivalence sets such that passwords in each set additionally have the same bang-for-buck ratio. Theorem 2 tells us that the optimal attacker strategy will either guess all of the passwords in such an equivalence set \( ec_j \) or none of them. Thus, when we search for \( B^* \) we only need to consider \( n' + 1 \) possible values of this parameter. We will use this observation to improve the efficiency of our algorithm to compute the optimal attacker strategy.

Theorem 2. Let \((\pi^*, B^*)\) denote the attacker’s optimal strategy with respect to hash cost parameters \( \vec{k} \). Suppose that passwords can be partitioned into \( n \) equivalence sets \( es_1, ..., es_{n'} \) such that passwords \( pw_a, pw_b \in es_i \) have the same probability and hash cost i.e., \( p_a = p_b = p^i \) and \( k(pw_a) = k(pw_b) = k^i \). Let \( r^i = p^i / k^i \) denote the bang-for-buck ratio of equivalence set \( es_i \) and assume that \( r^1 \geq r^2 \geq ... \geq r_{n'} \) then \( B^* \in \{0, |es_1|, |es_1| + |es_2|, ..., \sum_{i=1}^{n'} |es_i| \} \).

The proof of both theorems can be found in Appendix B. Theorem 2 implies that when cracking users’ accounts the adversary increases number of guesses \( B \) by the size of the next equivalence set (if there is net profit by doing so). Therefore, the attacker finds the optimal strategy \((\pi^*, B^*)\) with Algorithm \texttt{BestRes}(v, \vec{k}, D) in time \( O(n' \log n') \) — see Algorithm \texttt{GetRes} in Appendix A. The running time is dominated by the cost of sorting our \( n' \) equivalence sets.
5.2 The Optimal Strategy of Selecting Hash Cost Vector

In the previous section we showed that there is an efficient greedy algorithm $\text{BestRes}(v, \vec{k}, D)$ which takes as input a cost vector $\vec{k}$, a value $v$ and a (compressed) description of the password distribution $D$ computes the the attacker’s best response $(\pi^*, B^*)$ and outputs $\lambda(\pi^*, B^*)$ — the fraction of cracked passwords. Using this algorithm $\text{BestRes}(v, \vec{k}, D)$ as a blackbox we can apply derivative-free optimization to the optimization problem in equation (7) to find a good hash cost vector $\vec{k}$ which minimizes the objective $\lambda(\pi^*, B^*)$. There are many derivative-free optimization solvers available in the literature [26], generally they fall into two categorizes, deterministic algorithms (such as Nelder-Mead) and evolutionary algorithm (such as BITEOPT [1] and CMA-EA). We refer our solver to as $\text{OptHashCostVec}(v, C_{\max}, k_{\min}, D)$. The algorithm takes as input the parameters of the optimization problem (i.e., password value $v$, $C_{\max}$, $k_{\min}$, and a (compressed) description of the password distribution $D$) and outputs an optimized hash cost vector $\vec{k}$.

During each iteration of $\text{OptHashCostVec}(\cdot)$, some candidates $\{\vec{k}_{ci}\}$ are proposed, together they are referred as population. For each candidate solution $\vec{k}_{ci}$ we use our greedy algorithm $\text{BestRes}(v, \vec{k}_{ci}, D)$ to compute the attacker’s best response $(\pi^*, B^*)$ i.e., fixing any feasible cost vector $\vec{k}_{ci}$ we can compute the corresponding value of the objective function $P_{\text{adv}, \vec{k}_{ci}}^* := \sum_{i=1}^{B^*} p_{\pi^*(i)}$. We record the corresponding success rate $P_{\text{adv}, \vec{k}_{ci}}^*$ of the attacker as “fitness”. At the end of each iteration, the population is updated according to fitness of its’ members, the update could be either through deterministic transformation (Nelder-Mead) or randomized evolution (BITEOPT, CMA-EA). When the iteration number reaches a pre-defined value $ite$, the best fit member $\vec{k}^*$ and its fitness $P_{\text{adv}}^*$ are returned.

6 Empirical Analysis

In this section, we design experiments to analyze the effectiveness of DAHash. At a high level we first fix (compressed) password distributions $D_{\text{train}}$ and $D_{\text{eval}}$ based on empirical password datasets and an implementation of $\text{GetHardness}()$. Fixing the DAHash parameters $v$, $C_{\max}$ and $k_{\min}$ we use our algorithm $\text{OptHashCostVec}(v, C_{\max}, k_{\min}, D_{\text{train}})$ to optimize the cost vector $\vec{k}^*$ and then we compute the attacker’s optimal response $\text{BestRes}(v, \vec{k}^*, D_{\text{eval}})$. By setting $D_{\text{train}} = D_{\text{eval}}$ we can model the idealized scenario where the defender has perfect knowledge of the password distribution. Similarly, by setting $D_{\text{train}} \neq D_{\text{eval}}$ we can model the performance of DAHash when the defender optimizes $\vec{k}^*$ without perfect knowledge of the password distribution. In each experiment we fix $k_{\min} = C_{\max}/10$ and we plot the fraction of cracked passwords as the value to cost ratio $v/C_{\max}$ varies. We compare DAHash with traditional password hashing fixing the hash cost to be $C_{\max}$ for every password to ensure that the amortized server workload is equivalent. Before presenting our results we first describe how we define the password distributions $D_{\text{train}}$ and $D_{\text{eval}}$ and how we implement $\text{GetHardness}()$. 
6.1 The Password Distribution

One of the challenges in evaluating DAHash is that the exact distribution over user passwords is unknown. However, there are many empirical password datasets available due to password breaches. We describe two methods for deriving password distributions from password datasets.

Empirical Password Datasets We consider nine empirical password datasets (along with their size $N$): Bfield (0.54 million), Brazzers (0.93 million), Clixsense (2.2 million), CSDN (6.4 million), LinkedIn (174 million), Neopets (68.3 million), RockYou (32.6 million), 000webhost (153 million) and Yahoo! (69.3 million). Plaintext passwords are available for all datasets except for the differentially private LinkedIn [15] and Yahoo! [6, 8] frequency corpuses which intentionally omit passwords. With the exception of the Yahoo! frequency corpus all of the datasets are derived from password breaches. The differentially LinkedIn dataset is derived from cracked LinkedIn passwords $^3$.

Formally, given $N$ user accounts $u_1,\ldots,u_N$ a dataset of passwords is a list $D = pw_{u_1},\ldots,pw_{u_N} \in \mathcal{P}$ of passwords each user selected. We can view each of these passwords $pw_{u_i}$ as being sampled from some unknown distribution $D_{\text{real}}$.

Empirical Distribution. Given a dataset of $N$ user passwords the corresponding password frequency list is simply a list of numbers $f_1 \geq f_2 \geq \ldots$ where $f_i$ is the number of users who selected the $i$th most popular password in the dataset — note that $\sum_i f_i = N$. In the empirical password distribution we define the probability of the $i$th most likely password to be $\hat{p}_i = f_i/N$. In our experiments using the empirical password distribution we will set $D_{\text{train}} = D_{\text{eval}}$ i.e., we assume that the empirical password distribution is the real password distribution and that the defender knows this distribution.

In our experiments we implement $\text{GetHardness}()$ by partitioning the password dataset $D_{\text{train}}$ into $\tau$ groups $G_1,\ldots,G_{\tau}$ using $\tau - 1$ frequency thresholds $t_1 > \ldots > t_{\tau-1}$ i.e., $G_1 = \{i: f_i \geq t_1\}$, $G_j = \{i: t_{j-1} > f_i \geq t_j\}$ for $1 < j < \tau$ and $G_{\tau} = \{i: f_i < t_{\tau-1}\}$. Fixing a hash cost vector $\vec{k} = (k_1\ldots,k_\tau)$ we will assign passwords in group $G_j$ to have cost $k_j$ i.e., $\text{GetHardness}(pw) = k_j$ for $pw \in G_j$. We pick the thresholds to ensure that the probability mass $\text{Pr}[G_j] = \sum_{i \in G_j} f_i/N$ of each group is approximately balanced (without separating passwords in an equivalence set). While there are certainly other ways that $\text{GetHardness}()$ could be implemented (e.g., balancing number of passwords/equivalence sets in each group) we found that balancing the probability mass was most effective.

Good-Turing Frequency Estimation. One disadvantage of using the empirical distribution is that it can often overestimate the success rate of an adversary.

$^3$ The LinkedIn password is derived from 174 million (out of 177.5 million) cracked password hashes which were cracked by KoreLogic [15]. Thus, the dataset omits 2% of uncracked passwords. Another caveat is that the LinkedIn dataset only contains 164.6 million unique e-mail addresses so there are some e-mail addresses with multiple associated password hashes.
For example, let \( \hat{\lambda}_B := \sum_{i=1}^{B} \hat{p}_i \) and \( N' \leq N \) denote the number of distinct passwords in our dataset then we will always have \( \hat{\lambda}_{N'} := \sum_{i \leq N'} \hat{p}_i = 1 \) which is inaccurate whenever \( N \leq |P| \). However, when \( B \ll N \) we will have \( \hat{\lambda}_B \approx \lambda_B \) i.e., the empirical distribution will closely match the real distribution. Thus, we will use the empirical distribution to evaluate the performance of DAHash when the value to cost ratio \( v/C_{max} \) is smaller (e.g. \( v/C_{max} \ll 10^8 \)) and we will highlight uncertain regions of the curve using Good-Turing frequency estimation.

Let \( N_f = |\{i: f_i = f\}| \) denote number of distinct passwords in our dataset that occur exactly \( f \) times and let \( B_f = \sum_{i \geq f} N_i \) denote the number of distinct passwords that occur more than \( f \) times. Finally, let \( E_f := |\lambda_{B_f} - \hat{\lambda}_{B_f}| \) denote the error of our estimate for \( \lambda_{B_f} \), the total probability of the top \( B_f \) passwords in the real distribution. If our dataset consists of \( N \) independent samples from an unknown distribution then Good-Turing frequency estimation tells us that the total probability mass of all passwords that appear exactly \( f \) times is approximately \( U_f := (f+1)N_{f+1}/N \) e.g., the total probability mass of unseen passwords is \( U_0 = N_1/N \). This would imply that \( \lambda_{B_f} \geq 1 - \sum_{j=0}^{f} 1 - \sum_{j=0}^{(i+1)N_{i+1}} \) and \( E_f \leq U_f \).

The following table plots our error upper bound \( U_f \) for \( 0 \leq f \leq 10 \) for 9 datasets. Fixing a target error threshold \( \epsilon \) we define \( f_\epsilon = \min\{ i: U_i \leq \epsilon \} \) i.e., the minimum index such that the error is smaller than \( \epsilon \). In our experiments we focus on error thresholds \( \epsilon \in \{0.1, 0.01\} \). For example, for the Yahoo! (resp. Bfield) dataset we have \( f_{0.1} = 1 \) (resp. \( j_{0.1} = 2 \)) and \( j_{0.01} = 6 \) (resp. \( j_{0.01} = 5 \)). As soon as we see passwords with frequency at most \( j_{0.1} \) (resp. \( j_{0.01} \)) start to get cracked we highlight the points on our plots with a red (resp. yellow).

\[
\begin{array}{cccccccccc}
\text{Table 1: Error Upper Bounds: } U_i \text{ for Different Password Datasets} \\
& \text{Bfield} & \text{Brazzers} & \text{Clixsense} & \text{CSDN} & \text{Linkedin} & \text{Neopets} & \text{Rockyou} & \text{000webhost} & \text{Yahoo!} \\
U_0 & 0.09 & 0.531 & 0.655 & 0.557 & 0.123 & 0.315 & 0.365 & 0.59 & 0.425 \\
U_1 & 0.101 & 0.126 & 0.095 & 0.092 & 0.321 & 0.093 & 0.081 & 0.124 & 0.065 \\
U_2 & 0.036 & 0.054 & 0.038 & 0.034 & 0.043 & 0.051 & 0.036 & 0.055 & 0.031 \\
U_3 & 0.02 & 0.03 & 0.023 & 0.018 & 0.055 & 0.034 & 0.022 & 0.034 & 0.021 \\
U_4 & 0.014 & 0.02 & 0.016 & 0.012 & 0.018 & 0.025 & 0.017 & 0.022 & 0.015 \\
U_5 & 0.01 & 0.014 & 0.011 & 0.008 & 0.021 & 0.02 & 0.013 & 0.016 & 0.012 \\
U_6 & 0.008 & 0.011 & 0.009 & 0.006 & 0.011 & 0.016 & 0.011 & 0.012 & 0.01 \\
U_7 & 0.007 & 0.01 & 0.007 & 0.005 & 0.011 & 0.013 & 0.01 & 0.009 & 0.009 \\
U_8 & 0.006 & 0.008 & 0.006 & 0.004 & 0.008 & 0.011 & 0.009 & 0.008 & 0.008 \\
U_9 & 0.005 & 0.007 & 0.005 & 0.004 & 0.007 & 0.01 & 0.008 & 0.006 & 0.007 \\
U_{10} & 0.004 & 0.007 & 0.004 & 0.003 & 0.006 & 0.009 & 0.007 & 0.005 & 0.006 \\
\end{array}
\]

**Monte Carlo Distribution** As we observed previously the empirical password distribution can be highly inaccurate when \( v/C_{max} \) is large. Thus, we use a different approach to evaluate the performance of DAHash when \( v/C_{max} \) is large. In particular, we subsample passwords, obtain guessing numbers for each of these passwords and fit our distribution to the corresponding guessing curve.
We follow the following procedure to derive a distribution: (1) subsample $s$ passwords $D_s$ from dataset $D$ with replacement; (2) for each subsampled passwords $pw \in D_s$ we use the Password Guessing Service \cite{28} to obtain a guessing number $\#\text{guessing}(pw)$ which uses Monte Carlo methods \cite{12} to estimate how many guesses an attacker would need to crack $pw$. (3) For each $i \leq 199$ we fix guessing thresholds $t_0 < t_1 < ... < t_{199}$ with $t_0 := 0$, $t_1 := 15$, $t_i - t_{i-1} = 1.15^{j+25}$, and $t_{199} = \max_{pw \in D_s} \{ \#\text{guessing}(pw) \}$. (4) For each $i \leq 199$ we compute $g_i$, the number of samples $pw \in D_s$ with $\#\text{guessing}(pw) \in [t_{i-1}, t_i)$. (5) We output a compressed distribution with 200 equivalences sets using histogram density i.e., the $i$th equivalence set contains $t_i - t_{i-1}$ passwords each with probability $\frac{g_i}{s \times (t_i - t_{i-1})}$.

In our experiments we repeat this process twice with $s = 12,500$ subsamples to obtain two password distributions $D_{train}$ and $D_{eval}$. One advantage of this approach is that it allows us to evaluate the performance of DAHash against a state of the art password cracker when the ratio $v/C_{max}$ is large. The disadvantage is that the distributions $D_{train}$ and $D_{eval}$ we extract are based on current state of the art password cracking models. It is possible that we optimized our DAHash parameters with respect to the wrong distribution if an attacker develops an improved password cracking model in the future.

**Implementing GetHardness() for Monte Carlo Distributions.** For Monte Carlo distribution $\text{GetHardness}(pw)$ depends on the guessing number $\#\text{guessing}(pw)$. In particular, we fix thresholds points $x_1 > ... > x_{\tau-1}$ and (implicitly) partition passwords into $\tau$ groups $G_1,...,G_{\tau}$ using these thresholds i.e., $G_i = \{ pw : x_{i-1} \geq \#\text{guessing}(pw) > x_i \}$. Thus, $\text{GetHardness}(pw)$ would compute $\#\text{guessing}(pw)$ and assign hash cost $k_i$ if $pw \in G_i$. As before the thresholds $x_1,...,x_{\tau-1}$ are selected to (approximately) balance the probability mass in each group.

### 6.2 Experiment Results

Figure\cite{1} evaluates the performance of DAHash on the empirical distributions empirical datasets. To generate each point on the plot we first fix $v/C_{max} \in \{ i \times 10^{2+j} : 1 \leq i \leq 9, 0 \leq j \leq 5 \}$, use $\text{OptHashCostVec()}$ to tune our DAHash parameters $k^*$ and then compute the corresponding success rate for the attacker. The experiment is repeated for the empirical distributions derived from our 9 different datasets. In each experiment we group password equivalence sets into $\tau$ groups ($\tau \in \{1,3,5\}$) $G_1,...,G_{\tau}$ of (approximately) equal probability mass. In addition, we set $k_{min} = 0.1C_{max}$ and iteration of BITEOPT to be 10000. The yellow (resp. red) regions correspond to unconfident zones where we expect that the our results for empirical distribution might differ from reality by 1% (resp. 10%).

Figure\cite{2} evaluates the performance of DAHash for for Monte Carlo distributions we extract using the Password Guessing Service. For each dataset we extract two distributions $D_{train}$ and $D_{eval}$. For each $v/C_{max} \in \{ j \times 10^{j} : 3 \leq j \leq 5 \}$.

\footnote{The Password Guessing Service \cite{28} gives multiple different guessing numbers for each password based on different sophisticated cracking models e.g., Markov, PCFG, Neural Networks. We follow the suggestion of the authors \cite{28} and use the minimum guessing number (over all automated approached) as our final estimate.}
we obtain the corresponding optimal hash cost \( \vec{k}^* \) using \( \text{OptHashCostVec}() \) with the distribution \( D_{\text{train}} \) as input. Then we compute success rate of attacker on \( D_{\text{eval}} \) with the same cost vector \( \vec{k}^* \). We repeated this for 6 plaintext datasets: Bfield, Brazzers, Clixsense, CSDN, Neopets and 000webhost for which we obtained guessing numbers from the Password Guessing Service.

Figure 1 and Figures 2 plot \( P_{\text{ADV}} \) vs \( v/C_{\text{max}} \) for each different dataset under empirical distribution and Monte Carlo distribution. Each sub-figure contains three separate lines corresponding to \( \tau \in \{1, 3, 5\} \) respectively. We first remark that \( \tau = 1 \) corresponds to the status quo when all passwords are assigned the same cost parameter i.e., \( \text{getHardness}(pw_u) = C_{\text{max}} \). When \( \tau = 3 \) we can interpret our mechanism as classifying all passwords into three groups (e.g., weak, medium and strong) based on their strength. The fine grained case \( \tau = 5 \) has more strength levels into which passwords can be placed.
DAHash Advantage: For empirical distributions the improvement peaks in the uncertain region of the plot. Ignoring the uncertain region the improvement is still as large as 15%. For Monte Carlo distributions we find a 20% improvement e.g., 20% of user passwords could be saved with the DAHash mechanism.

Figure 3a explores how the hash cost vector $\mathbf{k}$ is allocated between weak/medium/strong passwords as $v/C_{max}$ varies (using the RockYou empirical distribution with $\tau = 3$). Similarly, Figure 3b plots the fraction of weak/medium/strong passwords being cracked as adversary value increases. We discuss these each of these figures in more detail below.
How Many Groups ($\tau$)? We explore the impact of $\tau$ on the percentage of passwords that a rational adversary will crack. Since the untargeted adversary attacks all user accounts in the very same way, the percentage of passwords the adversary will crack is the probability that the adversary succeeds in cracking a random user’s account, namely, $P^*_{ADV}$. Intuitively, a partition resulting in more groups can grant a better protection for passwords, since by doing so the authentication server can deal with passwords with more precision and can better tune the fitness of protection level to password strength. We observe in Figure 1 and Figures 2 for most of time the success rate reduction when $\tau = 5$ is larger compared to $\tau = 3$. However, the marginal benefit plummets, changing $\tau$ from 3 to 5 does not bring much performance improvement. A positive interpretation of this observation is that we can glean most of the benefits of our differentiated hash cost mechanism without making the getHardness() procedure too complicated e.g., we only need to partition passwords into three groups weak, medium and strong.

Our hashing mechanism does not overprotect passwords that are too weak to withstand offline attack when adversary value is sufficiently high, nor passwords that are strong enough so that a rational offline attacker loses interest in cracking. The effort previously spent in protecting passwords that are too weak/strong can be reallocated into protecting “savable” passwords at some $v/C_{max}$. Thus, our DAHash algorithm beats traditional hashing algorithm without increasing the server’s expected workload i.e., the cost parameters $\vec{k}$ are tuned such that expected workload is always $C_{max}$ whether $\tau = 1$ (no differentiated costs), $\tau = 3$ (differentiated costs) or $\tau = 5$ (finer grained differentiated costs). We find that the defender can reduce the percentage of cracked passwords $P^*_{ADV}$ without increasing the workload $C_{max}$.

Understanding the Optimal Allocation $\vec{k}^*$ We next discuss how our mechanism re-allocates the cost parameters across $\tau = 3$ different groups as $v/C_{max}$ increases — see Figures 3a At the very beginning $v/C_{max}$ is small enough that a rational password gives up without cracking any password even if the authentication server assigns equal hash costs to different groups of password, e.g., $k_1 = k_2 = k_3 = C_{max}$. As the adversary value increases the Algorithm OptHashCostVec() starts to reallocate $\vec{k}$ so that most of the authentication server’s effort is used to protect the weakest passwords in group $G_1$ while minimal key-stretching effort is used to protect the stronger passwords in groups $G_2$ and $G_3$ In particular, we have $k_1 \approx 3C_{max}$ for much of the interval $v/C_{max} \in [4\times 10^3,10^6]$ while $k_2,k_3$ are pretty small in this interval e.g., $k_2,k_3 \approx 0.1 \times C_{max}$. However, as the ratio $v/C_{max}$ continues to increase from $10^6$ to $10^7$ Algorithm OptHashCostVec() once again begins to reallocate $\vec{k}$ to place most of the weight on $k_2$ as it is now necessary to protect passwords in group $G_2$. Over the same interval the value of $k_1$ decreases sharply as it is no longer possible to protect all of the weakest passwords group $G_1$.

As $v/C_{max}$ continues to increase Algorithm OptHashCostVec() once again reallocates $\vec{k}$ to place most of the weight on $k_3$ as it is now necessary to protect the strongest passwords in group $G_3$ (and no longer possible to protect all of the medium strength passwords in group $G_2$). Finally, $v/C_{max}$ gets too large it is no
longer possible to protect passwords in any group so Algorithm \texttt{OptHashCostVec()} reverse back to equal hash costs, i.e., $k_1 = k_2 = k_3 = C_{\text{max}}$.

Figures 3a and 3b tell a complementary story. Weak passwords are cracked first as $v/C_{\text{max}}$ increases, then follows the passwords with medium strength and the strong passwords stand until $v/C_{\text{max}}$ finally becomes sufficiently high. For example, in Figure 3b we see that initially the mechanism is able to protect all passwords, weak, medium and strong. However, as $v/C_{\text{max}}$ increases from $10^5$ to $10^6$ it is no longer possible to protect the weakest passwords in group $G_1$. Up until $v/C_{\text{max}} = 10^6$ the mechanism is able to protect all medium strength passwords in group $G_2$, but as the $v/C_{\text{max}}$ crosses the $10^7$ threshold it is not feasible to protect passwords in group $G_2$. The strongest passwords in group $G_3$ are completely projected until $v/C_{\text{max}}$ reaches $2 \times 10^7$ at which point it is no longer possible to protect any passwords because the adversary value is too high.

Viewing together with Figure 3a, we observe that it is only when weak passwords are about to be cracked completely (when $v/C_{\text{max}}$ is around $7 \times 10^5$) that the authentication server begins to shift effort to protect medium passwords. The shift of protection effort continues as the adversary value increases until medium strength passwords are about to be massively cracked. The same observation applies to medium passwords and strong password. While we used the plots from the RockYou dataset for discussion, the same trends also hold for other datasets (concrete thresholds may differ).

**Robustness** We remark that in Figure 1 and Figure 2 the actual hash cost vector $\vec{k}$ we chose is not highly sensitive to small changes of the adversary value $v$ (only in semilog x axis fluctuation of $\vec{k}$ became obvious). Therefore, DAHash may still be useful even when it is not possible to obtain a precise estimate of $v$ or when the attacker's value $v$ varies slightly over time.

**Incentive Compatibility** One potential concern in assigning different hash cost parameters to different passwords is that we might inadvertently provide incentive for a user to select weaker passwords. In particular, the user might prefer a weaker password $pw_i$ to $pw_j$ ($\Pr[pw_i] > \Pr[pw_j]$) if s/he believes that the attacker will guess $pw_j$ before $pw_i$ e.g., the hash cost parameter $k(pw_j)$ is so small that makes $r_j > r_i$. We could directly encode incentive compatibility into our constraints for the feasible range of defender strategies $F_{C_{\text{max}}}$ i.e., we could explicitly add a constraints that $r_j \leq r_i$ whenever $\Pr[pw_i] \leq \Pr[pw_j]$. However, Figures 3b suggest that this is not necessary. Observe that the attacker does not crack any medium/high strength passwords until all weak passwords have been cracked. Similarly, the attacker does not crack any high strength passwords until all medium strength passwords have been cracked.

7 Conclusions

We introduce the notion of DAHash. In our mechanism the cost parameter assigned to distinct passwords may not be the same. This allows the defender to focus key-stretching effort primarily on passwords where the effort will influence the decisions of a rational attacker who will quit attacking as soon as expected costs exceed ex-
pected rewards. We present Stackelberg game model to capture the essentials of the interaction between the legitimate authentication server (leader) and an untargeted offline attacker (follower). In the game the defender (leader) commits to the hash cost parameters $\vec{k}$ for different passwords and the attacker responds in a utility optimizing manner. We presented a highly efficient algorithm to provably compute the attacker’s best response given a password distribution. Using this algorithm as a subroutine we use an evolutionary algorithm to find a good strategy $\vec{k}$ for the defender. Finally, we analyzed the performance of our differentiated cost password hashing algorithm using empirical password datasets. Our experiments indicate that DAHash can dramatically reduce the fraction of passwords that would be cracked in an untargeted offline attack in comparison with the traditional approach e.g., by up to 15% under empirical distributions and 20% under Monte Carlo distributions. This gain comes without increasing the expected workload of the authentication server. Our mechanism is fully compatible with modern memory hard password hashing algorithms such as SCRYPT [24], Argon2id [4] and DRSample [4].
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A Algorithms

Algorithm 1 Account creation

| Input: | u, pw, L |
|---|---|
| 1: | \( s_u \leftarrow \{0,1\}^L \); |
| 2: | \( k \leftarrow \text{GetHardness}(pw_u) \); |
| 3: | \( h \leftarrow H(pw_u, s_u; k) \); |
| 4: | \( \text{StoreRecord}(u, s_u, h) \) |
Algorithm 2 Password authentication

Input: $u, pw'_u$
1: $(u, s_u, h) \leftarrow \text{FindRecord}(u)$;
2: $k' \leftarrow \text{GetHardness}(pw'_u)$;
3: $h' \leftarrow H(pw'_u, s_u; k')$;
4: Return $h = h'$

Algorithm 3 The adversary’s best response $\text{BestRes}(v, \vec{k}, D)$,

Input: $\vec{k}, v, D$
Output: $(\pi^*, B^*)$
1: sort $\{\frac{p_i}{k_i}\}$ and reindex such that $\frac{p_1}{k_1} \geq \cdots \geq \frac{p_n}{k_n}$ to get $\pi^*$;
2: $B^* = \arg\max U_{\text{ADV}}(v, k, (\pi, B))$
3: return $(\pi^*, B^*)$

B Missing Proofs

Proof of Theorem 1

Reminder of Theorem 1. Let $(\pi^*, B^*)$ denote the attacker’s optimal strategy with respect to hash cost parameters $\vec{k}$ and let $\pi$ be an ordering with no inversions relative to $\vec{k}$ then

$$U_{\text{ADV}}(v, \vec{k}, (\pi, B^*)) \geq U_{\text{ADV}}(v, \vec{k}, (\pi^*, B^*)) .$$

Proof of Theorem 1. Fixing $B, v, \vec{k}$ we let $\pi$ be the optimal ordering of passwords. If there are multiple optimal orderings we take the ordering $\pi$ with the fewest number of inversions. Recall that an inversion is a pair $b < a$ such that $r_{\pi(a)} > r_{\pi(b)}$ i.e., $pw_{\pi(b)}$ is scheduled to be checked before $pw_{\pi(a)}$ but password $pw_{\pi(a)}$ has a higher “bang-for-buck” ratio. We say that we have a consecutive inversion if $a = b + 1$. Suppose for contradiction that $\pi$ has an inversion

- If $\pi$ has an inversion then $\pi$ also has a consecutive inversion. Let $(a, b)$ be the closest inversion i.e., minimizing $|a - b|$. The claim is that $(a, b)$ is a consecutive inversion. If not there is some $c$ such that $b < c < a$. Now either $r_{\pi(c)} > r_{\pi(a)}$ (in which case the pair $(c, a)$ form a closer inversion) or $r_{\pi(c)} \geq r_{\pi(a)} > r_{\pi(b)}$ (in which case the pair $(b, c)$ forms a closer inversion). In either case we contradict our assumption.

- Let $b, b + 1$ be a consecutive inversion. We now define $\pi'$ to be the same ordering as $\pi$ except that the order of $b$ and $b + 1$ is flipped i.e., $\pi'(b) = \pi(b + 1)$ and $\pi'(b + 1) = \pi(b)$ so that we now check password $pw_{\pi(b + 1)}$ before password $pw_{\pi(b)}$. Note that $\pi'$ has one fewer inversion than $\pi$.

We will prove that

$$U_{\text{ADV}}(v, \vec{k}, (\pi', B)) \geq U_{\text{ADV}}(v, \vec{k}, (\pi, B))$$
From the above two equations, we have

\[
U_{ADV}(v, \tilde{\pi}(\pi, B)) = v \cdot \lambda(\pi, B) - \sum_{i=1}^{B} k(pw_{\pi(b)}) \cdot (1 - \lambda(\pi, i - 1)),
\]

and

\[
U_{ADV}(v, \tilde{\pi}(\pi', B)) = v \cdot \lambda(\pi', B) - \sum_{i=1}^{B} k(pw_{\pi'(i)}) \cdot (1 - \lambda(\pi', i - 1)).
\]

Note that \(\pi\) and \(\pi'\) only differ at guesses \(b\) and \(b+1\) and coincide at the rest of passwords. Thus, we have \(\lambda(\pi, i) = \lambda(\pi', i)\) when \(0 \leq i \leq b - 1\) or when \(i \geq b+1\). For convenience, set \(\lambda = \lambda(\pi, b - 1)\).

Assuming that \(b+1 \leq B\) and taking difference of above two equations,

\[
U_{ADV}(v, \tilde{\pi}(\pi, B)) - U_{ADV}(v, \tilde{\pi}(\pi', B)) = k(pw_{\pi(b)}) \cdot (\lambda + p_{\pi(b)}) - k(pw_{\pi(b+1)}) \cdot (\lambda + p_{\pi(b+1)})
\]

\[
= p_{\pi(b)} \cdot k(pw_{\pi(b+1)}) - p_{\pi(b+1)} \cdot k(pw_{\pi(b)}) \leq 0.
\]

The last inequality holds since \(0 > (r_{\pi(b)} - r_{\pi(b+1)}) = \frac{p_{\pi(b)}}{k(pw_{\pi(b)})} - \frac{p_{\pi(b+1)}}{k(pw_{\pi(b+1)})}\) (we multiply by both sides of the inequality by \((k(pw_{\pi(b+1)}) k(pw_{\pi(b)}))\) to obtain the result). From equation (8) we see that the new swapped strategy \(\pi'\) has a utility at least as large as \(\pi\). Contradiction!

If \(b > B\) then swapping has no impact on utility as neither password \(pw_{\pi(b)}\) or \(pw_{\pi(b+1)}\) will be checked.

Finally if \(B = b\) then checking last password in \(\pi\) provides non-negative utility, i.e.,

\[
v \cdot p_{\pi(B)} - k(pw_{\pi(B)}) (1 - \lambda(\pi, B - 1)) \geq 0,
\]

whereas continue to check \(pw(B + 1)\) after executing strategy \((\pi, B)\) would reduce utility, i.e.,

\[
v \cdot p_{\pi(B+1)} - k(pw_{\pi(B+1)}) (1 - \lambda(\pi, B)) < 0.
\]

From the above two equations, we have

\[
r_{\pi(B)} = \frac{p_{\pi(B)}}{k(pw_{\pi(B)})} \leq \frac{1 - \lambda(\pi, B - 1)}{v} > \frac{1 - \lambda(\pi, B)}{v} > \frac{p_{\pi(B+1)}}{k(pw_{\pi(B+1)})} = r_{\pi(B+1)}.
\]

Again, we have contradiction. Therefore, an optimal checking sequence does not contain inversions.

\(\square\)
Proof of Theorem 2

Reminder of Theorem 2. Let \((\pi^*, B^*)\) denote the attacker’s optimal strategy with respect to hash cost parameters \(\bar{k}\). Suppose that passwords can be partitioned into \(n\) equivalence sets \(es_1, \ldots, es_n\) such that passwords \(pwd_a, pwd_b \in es_i\) have the same probability and hash cost i.e., \(p_a = p_b = p^i\) and \(k(pwd_a) = k(pwd_b) = k^i\). Let \(r^i = p^i/k^i\) denote the bang-for-buck ratio of equivalence set \(es_i\), and assume that \(r^1 \geq r^2 \geq \ldots \geq r_n\) then \(B^* \in \{0, |es_1|, |es_1| + |es_2|, \ldots, \sum_{i=1}^{n'} |es_i|\}\).

Proof of Theorem 2. The proof of Theorem 2 follows from the following lemma which states that whenever \(pwd_i\) and \(pwd_j\) are in the same equivalence set the optimal attack strategy will either check both of these passwords or neither.

Lemma 1. Let \((\pi^*, B^*)\) be the optimal strategy of the adversary and given two passwords \(pwd_i\) and \(pwd_j\) in the same equivalence set. Then

\[
\text{inv}_{\pi^*}(i) \leq B^* \Leftrightarrow \text{inv}_{\pi^*}(j) \leq B^* .
\] (12)

Proof. Suppose for contradiction that the optimal strategy checks \(pwd_i\) but not \(pwd_j\). Then WLOG we can assume that \(\text{inv}_{\pi^*}(i) = B^*\) is the last password to be checked and that \(\text{inv}_{\pi^*}(j) = B^* + 1\) is the next password to be checked (otherwise, we can swap \(pwd_j\) with the password in the equivalence set that will be checked next). Since \(pwd_i\) and \(pwd_j\) are in the same equivalence set, we have \(\text{Pr}[pwd_i] = \text{Pr}[pwd_j]\) and \(k(pwd_i) = k(pwd_j)\). The marginal utility of checking \(pwd_i\) is

\[
\Delta_i = \nu \text{Pr}[pwd_i] - k(pwd_i)(1 - \lambda(\pi^*, B^*)). 
\]

Because checking \(pwd_i\) is part of the optimal strategy, it must be the case \(\Delta_i \geq 0\). Otherwise, we would immediately derive a contradiction since the strategy \((\pi^*, B^* - 1)\) would have greater utility than \((\pi^*, B^*)\). Now the marginal utility \(\Delta_j = U_{ADV}\left(v, \bar{k}, (\pi^*, B^* + 1)\right) - U_{ADV}\left(v, \bar{k}, (\pi^*, B^*)\right)\) of checking \(pwd_j\) as well is

\[
\Delta_j = \nu \text{Pr}[pwd_j] - k(pwd_j)(1 - \lambda(\pi, B^*) - \text{Pr}[pwd_j]) \geq 0 .
\]

Since \(\Delta_j > 0\) we have \(U_{ADV}\left(v, \bar{k}, (\pi^*, B^* + 1)\right) > U_{ADV}\left(v, \bar{k}, (\pi^*, B^*)\right)\), contradicting the optimality of \((\pi^*, B^*)\). \(\Box\)

From Theorem 1 it follows that we will check the equivalence sets in the order of bang-for-buck ratios. Thus, \(B^*\) must lie in the set \(\{0, |es_1|, |es_1| + |es_2|, \ldots, \sum_{i=1}^{n'} |es_i|\}\).

\(\Box\)

C FAQ

Could this mechanism harm user’s who pick weak passwords?

We understand the concern that our mechanism might provide less protection for weak passwords since we using a uniform hash cost for all passwords. If our estimation of the value \(v\) of a cracked password is way too high then it is indeed possible
that the DAHash parameters would be misconfigured in a way that harms users with weak passwords. However, even in this case we ensure that every password recieves a minimum level of acceptable protection by setting a minimum hash cost parameter $k_{min}$ for any password. We note that if our estimation of $v$ is accurate and it is feasible to deter an attacker from cracking weaker passwords then DAHash will actually tend to provide stronger protection for these passwords. On the other hand if the password is sufficiently weak that we cannot deter an attacker then these weak passwords will always be cracked no matter what actions we take. Thus, DAHash will reallocate effort to focus on protecting stronger passwords.