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Abstract: The article is dedicated to using the methodology of building a decision support system under threats and risks. This method has been developed by modifying the methods of targeted evaluation of options and is used for constructing a scheme of the decision support system. Decision support systems help to make correct and effective solution to shortage of time, incompleteness, uncertainty and unreliability of information, and taking into account the risks. When we are making decisions taking into account the risks, it is necessary to solve the following tasks: determination of quantitative characteristics of risk; determination of quantitative indicators for the effectiveness of decisions in the presence of risks; distribution of resources between means of countering threats, and means that are aimed at improving information security. The known methods for solving the first problem provide for the identification of risks (qualitative analysis), as well as the assessment of the probabilities and the extent of possible damage (quantitative analysis). However, at the same time, the task of assessing the effectiveness of decisions taking into account risks is not solved and remains at the discretion of the expert. The suggesting method of decision support under threats and risks has been developed by modifying the methods of targeted evaluation of options. The relative efficiency in supporting measures to develop measures has been calculated as a function of time given on a time interval. The main idea of the proposed approach to the analysis of the impact of threats and risks in decision-making is that events that cause threats or risks are considered as a part of the decision support system. Therefore, such models of threats or risks are included in the hierarchy of goals, their links with other system's parts and goals are established. The main functional modules that ensure the continuous and efficient operation of the decision support system are the following subsystems: subsystem for analysing problems, risks and threats; subsystem for the formation of goals and criteria; decision-making subsystem; subsystem of formation of the decisive rule and analysis of alternatives. Structural schemes of functioning are constructed for each subsystem. The given block diagram provides a full-fledged decision-making process.

Index Terms: Information system, decision support system, efficiency, information security, quantitative criterion, process modeling, information impact.

1. Introduction

Decision support information technology is the interface between a human and a computing system. Decisions are developed as a result of a cyclical process. The decision support system (DSS) is a computing device and a control object. Man is the controlling part. DSS is designed to provide information support to the decision-maker. The use of DSS is due to: the necessity for an accurate assessment of various alternatives; difficulty in making decisions; the necessity for predictive functionality; data-driven decision making, expert judgment, known limitations.

DSS scope is non-standard situations and problems associated with uncertainty and risk. They are characterized by the presence of uncertainty, which makes it almost impossible to find the best alternative solution. Various methods are used to analyse and develop proposals in the DSS. These can be following: evolutionary computing and genetic algorithms, neural networks, information retrieval, data mining, knowledge search in databases, use of precedents, simulation modelling, situational analysis, cognitive modelling, etc.

The basic principles of the formation and use of the DSS include: providing the decision maker with the necessary information in the maximum possible volume; the ability to quickly search for information; generating alternative solutions; providing forecast estimates of the results of the implementation of possible alternatives; constant evolution of the system by increasing its capabilities.
Aspects of development and application of decision support systems are discussed in detail in the works [1,2,3,4]. The author has analysed the history of their development, field application descriptions the most common DSSs. The necessary conditions for the effectiveness of decisions are timeliness, complexity and optimality. The first of these conditions is a constraint, and the others are the defining fundamental conditions. The requirement of complexity implies the need for the fullest and most comprehensive consideration of the influence of internal and external factors and their relationships. Therefore, taking into account the factors influencing information flows by attackers is a priority for developers of information systems. Research of risks and threats to the information system requires comprehensive attention and solving the problem of functioning of the information system taking into account the threats and risks.

The main functions of the DSS are regulated by the following items [5,6,7,8]:

- comprehensive analysis of the problem on the basis of formal and informal methods of decision support;
- obtaining reliable and up-to-date information on the current state of the problem on the basis of reports, statistics, analytical reviews and monitoring systems;
- automated choice of decision support methods;
- support the development of the system;
- dynamic management in order to increase the effectiveness and validity of conclusions and recommendations in the development of management influences;
- opportunity analysis, operational management and control problem that is solved.

In general, the decision support system is a set of activities united by the unity of a global goal and common resources. The main objects of research are decision-making processes. These processes are carried out under the influence of external factors such as threats and information security risks [9,10].

When developing a decision support system, it is necessary to take into account the possibility of threats and risks, analyse their impact [11]. Based on this, we need to provide measures to counter or eliminate them.

When we are making decisions taking into account the risks, it is necessary to solve the following tasks:

- determination of quantitative characteristics of risk;
- determination of quantitative indicators for the effectiveness of decisions in the presence of risks;
- distribution of resources between means of countering threats, and means that are aimed at improving information security.

The known methods for solving the first problem provide for the identification of risks (qualitative analysis), as well as the assessment of the probabilities and the extent of possible damage (quantitative analysis). However, at the same time, the task of assessing the effectiveness of decisions taking into account risks is not solved and remains at the discretion of the expert. Moreover, the definition of damage in absolute terms is often impossible.

Thus, the task of assessing the effectiveness of countermeasures against threats in the decision support system arises.

To achieve this goal, it is necessary to develop the stages of decision support technology, taking into account threats. This technology is based on the method of targeted dynamic estimation.

These tasks are solved subject to the formation of tasks at a given time interval. The basis for them is the task of assessing the comparative effectiveness of a given set of tasks. It is proposed to evaluate the effectiveness of means of countering risks and threats taking into account the fact that there are means of counteraction. The proposed method is a modification of the method of target dynamic estimation of tasks on a time interval.

This technology can be used for complex programs for various purposes.

2. Review of Literature

The review of the literature [1,3,4,6] has shown that aspects of the influence of destructive factors in the decision-making are not considered in the construction of decision support systems. Moreover, the problems of including the means of countering threats to the list of objects and goals of the system itself are not considered, as well as the issues of evaluating the effectiveness of these means.

3. Construction of an Algorithm to Support Decision-making for the Managing of information Processing System Tasks

Firstly, it is necessary to build an algorithm for the DSS to solve the problem.

There are many approaches to building a DSS [12]. Classical approaches such as the logical approach, the structured approach, the evolutionary approach and the imitation approach have become widespread.

Building an algorithm for decision-making tasks is a complex procedure. It consists of formalized and informal
There are three groups of people involved in the construction and research process. This is a decision maker, consultant, and experts.

Let’s take a look at the procedure of the decision-making.

Fig. 1 depicts the decision-making procedure, which consists of eight stages. The results of the study allow obtaining an ordering of the set of acceptable solutions. It is possible to build different versions of models. The advantages and disadvantages of these models can be identified only based on their comparative analysis and practical use.

The main feature of this procedure is that threats and risks are taken into account. Models of threats and risks are included in the hierarchy of goals, their links with other system's parts and goals are established. This is done when forming a goal.

The decision support algorithm is designed to determine the optimal number of factors, alternatives and decision rules to ensure the effective functioning of the system.

The following general decision support algorithm is proposed. It consists of successive stages, goals and methods of achieving goals [13,14,15]. Table 1 presents stages of iterative algorithm.

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Problem analysis      | Formulation of the problem. Defining the problem and its structure, the general structure of the system | Methods of the theory of systems for causal modelling and structural analysis |
| 2  | Formulating goals and objectives | Setting goals, constraints and system functions | Methods of structural analysis, goal trees, mathematical modelling, brainstorming, analogies |
| 3  | Definition of criteria | Defining the system of criteria | Methods of structural analysis, goal trees, mathematical modelling, brainstorming, economic analysis |
| 4  | Formation the set of alternatives | Determining the set of alternatives | Methods of structural brainstorming, economic analysis, functional-cost analysis |
| 5  | Analysis of alternatives | Identify an alternative or set of alternatives that meet the system of criteria | Theory of support-decision-making, methods of structural analysis, economic analysis |
| 6  | Formation of control influences | Implementation of the solution | Theory of support-decision-making, management theory, methods of structural cognitive analysis, economic analysis |
According to the decision-making algorithm, we will consider each of the stages mentioned in it: problem analysis, formation of goals and objectives, definition of criteria, generation of alternatives, decision analysis and formation of control influences.

We need to perform the following steps to implement the first stage of problem formation and analysis:

- analyse the problem;
- perform system definitions;
- analyse the structure of the system and the problem.

The source is information about the system, threats and risks. Table 2 shows the scheme of the problem analysis.

Table 2. The stage of formulation and analysis of the problem. Sequence of actions

| No | The name of the stage                                      | Goals                                                                 | Methods of achieving goals                                    |
|----|-----------------------------------------------------------|----------------------------------------------------------------------|---------------------------------------------------------------|
| 1  | Definition and formulation of tasks and problems          | Formulation of the problem and definition of its structure, general structure of the system. Choice of the system description language | Methods of systems theory, Delphi method, causal modelling and structural analysis |
| 2  | System definition                                         | Definition and classification of the system                          |                                                               |
| 3  | System structure analysis                                 | General structure of the system                                      |                                                               |

The source is information about the system, threats and risks. Table 2 shows the scheme of the problem analysis.

The given sequence of actions allows to carry out the detailed analysis of all data received during performance of this stage, the analysis of data of the system and revealing of the general structure of a problem. The received information is used for definition of the purpose and formulation of tasks for specification of the given problem.

In the stage 2, which is called the formulation of tasks and objectives, the goals and objectives of the system are defined, the global goal and limitations are formulated. To achieve the goal of this stage it is necessary:

- define the goals of the system and supersystem;
- define the goals and limitations of the environment;
- identify threats and risks;
- define the global goal of the system;
- perform decomposition of the goals and functions of the system.

The goals of the lower levels can be obtained based on the goals of the upper levels by the method of decomposition. However, at the top level, there are usually several. It is important not to miss any of the essential ones. One technique is to use a model of super- and subsystems for a system that contains problems. This allows to take into account the goals of all stakeholders, which should be set out on a nominal scale. The use of stronger scales is a sign of lower-level goals. The transition from goals to criteria is the next stage in the implementation of decision support systems [16].

Input information is information about the system, problems, threats and risks, as well as the hierarchy of the system.

Table 3 shows the analysis of goals and performance criteria for the DSS model which is implemented in accordance with the following step.

Table 3. Analysis of goals and performance criteria

| No | The name of the stage                                      | Goals                                                                 | Methods of achieving goals                                    |
|----|-----------------------------------------------------------|----------------------------------------------------------------------|---------------------------------------------------------------|
| 1  | Defining the goals of the supersystem                     | Objectives of the supersystem                                        | Methods of structural analysis, goal trees, mathematical modelling, brainstorming, morphological analysis, fuzzy set theory, expert methods |
| 2  | Defining goals and constraints of the environment         | The goals of the system and the constraints imposed by the environment |                                                               |
| 3  | Identification of threats and risks                       | Threats and risks                                                     |                                                               |
| 4  | Defining the global goal of the system                    | The global goals of the system                                        |                                                               |
| 5  | Decomposition of goals and functions of the system       | Goals and functions of the system                                     |                                                               |

We need to consider the following principles of a systematic approach in setting goals:

- The principle of the ultimate goal. This means the absolute priority of the ultimate goal.
- The principle of unity. This means a common consideration of the system as a whole and as a set of elements.
The principle of connectivity. This means considering any part together with its connections with the environment.

The principle of modular construction. This means the selection of modules in the system and its consideration as a set of modules.

Hierarchy principle. This means the introduction of a hierarchy of elements and/or their ranking.

The principle of functionality. This means a joint consideration of the structure and function with the priority of the function over the structure.

The principle of development. This means taking into account the variability of the system, its ability to develop, expand, replace parts, the accumulation of information.

The principle of decentralization. This means a combination of decisions and management of the principles of centralization and decentralization.

Uncertainty principle. This means accounting for uncertainties and coincidences in the system.

To achieve these goals, it is necessary to form qualitative and quantitative features that characterize them, which will allow a detailed assessment of their achievement in the following stages [17].

The following sequence of actions is implemented when we are forming a system of criteria (the stage 3): definition of the system of criteria for achieving the goal, decomposition of criteria by subgoals, evaluation of the effectiveness of criteria (Table 4).

| No | The name of the stage | Goals | Methods of achieving goals |
|----|----------------------|-------|---------------------------|
| 1  | Defining a system of criteria for achieving the goal | A set of performance criteria | Methods of structural analysis, goal trees, mathematical modelling, brainstorming, analogies, morphological analysis, fuzzy set theory, expert methods |
| 2  | Decomposition of criteria on a subgoal | System of criteria | |
| 3  | Determination of methods for evaluating criteria based on modelling results and methods for determining system criteria | Methods for evaluating performance criteria | |
| 4  | Development of methods for evaluating the effectiveness of the system | Methods for evaluating the effectiveness of the system | |

However, the definition of “criterion” can be considered not only as a criterion function, but also as any way to compare alternatives. This means that the criterion for the quality of the alternative can be any of its features. Once such a criterion is formed, it is possible to set the task of selection and optimization.

The process of forming a system of efficiency criteria is creative, poorly formalized and largely subjective, which requires in each case an individual approach [14,16]. It depends on the uncertainty of the source information, but is necessary for further analysis of alternatives and their generation.

The Stage 4 is called the formation of many alternatives.

This stage is represented by the iterative algorithm according to the general algorithm of decision support systems. Table 5 shows the formation of the set of alternatives.

| No | The name of the stage | Goals | Methods of achieving goals |
|----|----------------------|-------|---------------------------|
| 1  | Formation of the set of alternatives | Determining the set of alternatives | Methods of structural brainstorming, fuzzy set theory, expert methods, morphological analysis |
| 2  | Structuring alternatives | Structuring alternatives | Methods of structuring alternatives |
| 3  | Formation of alternative subsets | Subsets of alternatives | Expert methods, methods of structural analysis |

It is necessary to develop methods to describe the alternatives for solving the following tasks: construction of possible sets and acceptable alternatives, formation of aspects essential sets for the evaluation of alternatives, arrangement of alternatives by criteria. The process of forming a set of alternatives is based mainly on the heuristic advantages of decision-maker and the search for similar options in solving problems of a similar nature. The stage of generating solutions or forming the original set of alternatives can be divided into three successive stages: generating a set of alternatives, structuring alternatives, forming a subset of effective alternatives.

The input data are the simulation results and the system of criteria, as well as information about the system.

The Stage 5 is called analysis of alternatives. The most important stage is the analysis of solutions. During this stage, it is necessary to optimize the solution. It is based on a decision support methodology that includes a variety of technologies and techniques that can be partially or completely formalized. Different methods have different input requirements and operating conditions, but the ultimate goal of each of the rules and methods is to help the decision maker choose the best alternative.

From the point of view of system analysis, the main stages of alternative solution analysis include: analysis of solution uncertainty, choice of optimization methods and definition of decision functions, evaluation of possible
solutions, selection of optimal solution. Table 6 shows the content of the analysis step of alternatives.

Further consideration of the selected alternatives is entrusted to the decision maker, who determines the degree of achievement of the objectives defined earlier, based on the proposed options. It may turn out that none of the presented options is suitable. It is possible to run the iteration of the algorithm again with the specification of some characteristics of the problem and the system, or to identify specific actions that control the implementation of the solution or solutions.

Table 6. Analysis of alternatives

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Analysis of decision uncertainty | Analysis of decision uncertainty | Theory of decision support, methods of structural analysis, economic analysis |
| 2  | Choice of optimization methods and critical functions | Choice of optimization methods and critical functions | Methods of generalized criterion, main criterion, utility functions, expert systems, game theory, fuzzy set theory |
| 3  | Evaluation of possible solutions | Evaluation of possible solutions | |
| 4  | Selection of optimal alternatives | Selection of an (set) alternative that meet the criteria | Expert methods |

The stage 6 is called the formation of control impact is the final stage in the chain of stages of decision support and, in fact, is the result of actions in previous stages. At the stage of formation of administrative impact on the object of management, the decision-maker performs a number of actions aimed at implementing the recommendations provided to him, or making adjustments to the recommended impact on the management object, with subsequent application to the management object (Table 7).

Table 7. Formation of control action

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Identification of the state of the object and the environment | Result environmental impact | Decision support theory, control theory, expert systems, fuzzy set theory |
| 2  | Developing control action | Analysis of the impact on the system | |
| 3  | Implementation of control action | Realization | |

At the stage of the control action on the object management entity that decides performs a number of actions aimed at the identification of the facility and environment required for the control action (Table 8).

Table 8. Identification of the state of the environment and the object

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Identification of the state of the object and the environment | The result of identification | Decision support theory, control theory, expert systems, fuzzy set theory |
| 2  | Forecasting the development of the environment | The result of forecasting | |
| 3  | Forecasting results provide control action on the object | Result environmental impact | |

In developing the control action is important to establish informational portraits of conditions and predict correct control action on the object (Table 9).

Table 9. Development control action

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Formation of information portraits of states | Factors affecting the object | Theory of decision support, methods of structural cognitive analysis |
| 2  | Predicting the results of administrative impact on the object | Impact on the system | |

The last step is called the implementation of the control action based on the training set and verification system model (Table 10).

Table 10. Implementation of control action

| No | The name of the stage | Goals | Methods of achieving goals |
|----|-----------------------|-------|---------------------------|
| 1  | Formation of the training sample | Training sample | Methods of support-decision theory, management theory, methods of structural cognitive analysis |
| 2  | The result of adaptation | The result of adaptation | |
| 3  | Model verification | Realization | |
3.1. Description of the functioning algorithm of the decision support system

Decision support system is designed to support decision-making for various areas of technological, socio-economic and political nature. The main functions of the decision support system are as follows:

- analyse the problem;
- comprehensive analysis of the problem on the basis of formal and informal methods of decision support;
- obtaining reliable and up-to-date information on the current state of the problem on the basis of reports, statistics, analytical reviews and monitoring systems;
- automated selection of decision support methods;
- support for the development of the managed system;
- dynamic management in order to increase the effectiveness and validity of conclusions and recommendations in the development of administrative impacts;
- the ability to analyse, manage and control the problem to be solved [18].

A standard DSS should include the following main modules and subsystems:

1. DSS database.
2. DSS knowledge base.
3. Base of models, rules and methods of decision-making.
4. Interface management system.
5. Basic functional modules.

DSS should provide the following types of support for the implementation of decision support:

- analyse the problem;
- the expert;
- automated;
- combined.

It is convenient to consider any decision support system as an automated dialog system. Such a system uses appropriate mathematical models in conjunction with databases and knowledge, as well as an interactive computer modelling process [19, 20].

The main functional modules that ensure the continuous and efficient operation of the system include the following subsystems or models [21]:

- automated;
- subsystem of analysis of problems, risks and threats;
- subsystem for the formation of goals and criteria;
- decision-making subsystem;
- subsystem of decision-making and analysis of alternatives.

The block diagram of the functioning of the decision support system is shown in Fig. 2. This scheme provides a full-fledged decision-making process in the analysis of any type of task [22]. Consider in more detail the algorithms for the operation of individual subsystems of DSS.

3.2. Analysis of problems, risks and threats

There are four classes of the most common problems.

1. Standard problems. Problems of this class require the application of instructions established by the head of the rules for their solution.
2. Well-structured problems. Problems of this class have quantitative characteristics and indicators. Economic and mathematical methods are most often used to solve them.
3. Ill-structured problems. Problems of this class have not only quantitative but also qualitative characteristics. To solve them, as a rule, a systematic approach is used.
4. Unstructured problems. Their solution is possible on the basis of expert assessments, judgments of professionals. Problems of this class usually have as their subject little-studied processes [23].
In terms of content, the whole set of possible management tasks can be divided into the following types:

- identification;
- evaluation;
- synthesis of possible options;
- problem analysis;
- factor analysis;
- trend analysis;
- forecasting;
- planning;
- software implementation of algorithms;
- organization and operational management;
- implementation of decisions;
- control.

The subsystem "Analysis of problems, risks and threats" [24] should provide search and formulation of the problem in order to further solve it. The main areas of operation of the subsystem are:
monitoring of the control object;
definition of quantitative criteria and indicators;
identification of sources of the problem based on arguments;
choice of method of problem formulation;
formulation of a general problem;
determining the degree of uncertainty of the problem;
identification of issues within the general problem.

The block diagram of the algorithm of operation of the subsystem is presented in Fig. 3.

After identifying the problem, it is necessary to form a list of goals and a system of performance criteria to assess the problem and its subsequent solution. It is necessary to develop a subsystem "Formation of goals and criteria".

3.3. Formation of goals and criteria

Different tasks can arise when forming a goal or set of goals. These tasks can be intertwined in different ways: to unite, to contradict each other, to be mutually exclusive, etc.

Formation of goals and of criteria can be divided into:

- fundamentally new innovative goals formed by experts;
- typical goals, by analogy with goals set in similar situations, based on a combination of known partial goals, the generation of which is available to decision-making systems

The most effective way to form goals and performance criteria are software systems in collaboration with experts. The subsystem "Formation of goals and criteria" should provide a step-by-step formation of goals and a system of criteria for the further operation of DSS:

- multilevel construction of a hierarchy of criteria and indicators;
- decomposition of criteria by sub-goals;
• determining the mathematical relationship between criteria and indicators;
• selection of scales and units of measurement for the criterion indicator.

The block diagram of the algorithm of operation of the subsystem is shown in Fig. 4.

3.4. Decision making

For further analysis of the problem, it is necessary to form alternative solutions, which are formed in the subsystem "Decision Making".

The formation of possible solutions can be implemented using: software implementation of analytical models, using expert systems, generating scenarios by combining different operations specified by the decision maker or taken from the database, and using an approach called situational management.

The decision-making process can be divided into two types:

• innovative solutions that the computer is not yet able to develop;
• solutions based on typical scenarios, by analogy, based on a combination of known partial solutions. Note that the formation of such solutions is available to the computer.

The decision-making subsystem must provide a set of solutions in accordance with the following sequence:

• generation of many solutions using mathematical, expert methods and using cognitive maps;
• structuring of alternatives;
• formation of a finite subset of alternative solutions for further processing at the stage of analysis of alternatives and selection of the best solutions.

The block diagram of the algorithm of functioning of the subsystem "Decision formation" is given in Fig. 5.

At the final stage, the subsystem "Formation of the decision rule and analysis of alternatives" is used for the selection of decisions.
3.5. **Subsystem "Formulation of the decision rule and analysis of alternatives"**

The subsystem "Formulation of the decision rule and analysis of alternatives" represents the following sequence of functional actions:

- formation of a decisive rule for the choice of a solution under the conditions of the problem. The formation of the decisive rule is carried out in an automated mode or with the involvement of a group of experts who form the decisive function depending on the problem to be solved and the system of criteria formed. The basis for the formation of the decision rule is a multi-criteria function of preference for hierarchical structures of criteria, mathematical and heuristic rules of decision support, providing the most effective selection of management decisions in the social, economic, technical and technological spheres;

- selection of the most effective solution on the basis of the formed decisive function. The analysis and choice of alternatives is carried out on the basis of the formed decisive rule. In the absence of a solution in the subsystem should provide the possibility of expert evaluation of solutions based on the views of experts in the problem-oriented industry.

The block diagram of the algorithm of operation of the subsystem is shown in Fig. 6.

The formation of the decisive rule is carried out in conjunction with the expert system on the basis of the formed knowledge base of rules, techniques and methods of decision-making depending on different situations. In parallel, there are two areas: automated formation of the decision-making rule and the choice of decisions based on expert opinions.

Automated formation of the decision rule in accordance with the initial system of criteria is based on human-machine interaction with a systems analyst, which forms the goal function based on the proposed methods. Previously formed alternatives are analysed and if the decisions satisfy the decision maker, the system stops working.

Expert formation of the goal function is determined by the interaction of experts on the basis of their opinions with the expert system. The decision is selected on the basis of the experts' choice of the best solution taking into account their weight.

The subsystem allows you to build a crucial function in parallel both in automated mode and on the basis of expert opinion. Independent application of the rules allows comparing the initial decisions obtained as a result of their operation of the subsystem.
3.6. Expert subsystem support

Expert systems are one of the main applications of artificial intelligence and are designed to solve problems related to a specific subject area, knowledge of which is stored in the knowledge base of the system [25].

The main purpose of the expert subsystem, as the basis of DSS, is to focus on solving a large class of problems, which include the so-called partially structured or unstructured tasks.

The expert subsystem provides development and evaluation of possible alternatives by the user at the expense of the knowledge received from experts.

The expert subsystem consists of:

- knowledge base designed to store the initial and intermediate facts and store models and rules for manipulating models in the database;
- task solving unit, which provides the implementation of a rule sequences for solving a specific task based on criteria and rules, stored in databases and knowledge bases;
- an explanation subsystem that allows the user to get answers about the reasons for the decision;
- rule-making module designed to add new rules to the knowledge base and modify them;
- interface that implements the user's dialogue with the subsystem.

The core of the expert subsystem is the knowledge base, which accumulates the knowledge of experts in a particular field in the form of heuristic rules. Training and accumulation of knowledge base is based on the following principle:

- when considering a specific problem, a rule is formed that ensures its solution;
- developed rules, depending on the specifics of a particular problem area are placed in the database of rules.

The search for the required rule in the rule base is based on the semantic model.

The block diagram of the operation algorithm of the expert subsystem is shown in Fig. 7.

The sequence of actions of the algorithm is as follows:

The search for a solution takes place in the existing knowledge base in the process of obtaining information about the task. If a similar situation existed before and certain rules of decision-making, then a solution to this problem is
clearly defined.

If the solution to the initial problem is not found, then a problem-oriented expert group is formed on the basis of semantic analysis. Then questions are sent to experts to form a decision rule based on the classification of methods and decision-making subsystems. Experts form a crucial rule for choosing the best alternative and DSS subsystem.

The next step is to choose the best solution. If the solution corresponds to the original problem, the rule is written to the database of rules, and the solution to the knowledge base.

This algorithm of functioning of expert system provides an opportunity of the analysis and finding of the decision on any problem from various subject areas.

4. Evaluating the Effectiveness of Means of Countering Threats and Risks

The method for evaluating the effectiveness of countermeasures against threats and risks is part of the decision support system. Let’s consider it in detail.

The hierarchy of subgoals is built in three stages. The hierarchy of goals, without taking into account threats and risks, is built on the first and second stages. At the third stage, models of these factors are introduced into the hierarchy. At the same time, at the first stage, the movement is carried out from top to bottom, and at the second - in the opposite direction - from bottom to top.

The essence of the first stage consists in determining the type of subgoal: quantitative or qualitative in terms of output; quantitative, definite or indefinite.

At the second stage, the procedure of moving from the bottom up is carried out, which consists in the fact that for each subgoal all immediate supragoals are determined. Those, goals, the achievement of which is directly influenced by the achievement of the analysed subgoal.

At the last stage, threat and risk models are introduced into the hierarchy. Experts sequentially analyse the entire set of goals entered into the hierarchy at the first two stages. This is done in order to establish the influence on these
elements. They determine the impact on them of the respective threat. Note that tasks that are threat models can have subgoals that serve as models of threat neutralization means. They are defined in the same way as subgoals of the regular goals.

The introduction of risk models is carried out as follows. First, the risk factors that need to be taken into account are identified. Then the goals are built, which act as indicators of the corresponding risks, and their parameters are determined. This is done in the same way as for the main hierarchy. At the last step, links are established between the introduced risk indicators and the elements of the constructed hierarchy.

The basis of the presented method is determined by two main ideas: the use of the degree of influence of the task on the degree of achievement of the main goal as an indicator of efficiency; the inclusion of objectives in the hierarchy of objectives, which are threat models or risk indicators.

The task of assessment is reduced to the degree of influence on the achievement of the main goal the task performing being assessed in the presence of these factors. Then we use the concepts of simple and complex tasks. Simple is a task that is considered as a whole. At the same time, a complex task consists of a series of interdependent simple tasks.

The partial coefficients of the influence of subgoals generally depend on time. Therefore, the degree of achievement of supra-goals, including the main one, also depends on time. Therefore, we can talk about the instantaneous values of the performance indicators of simple and complex tasks.

Definition 1. The instantaneous value \( \phi_k(t) \) of the relative efficiency indicator (ROE) of a complex task \( CD_k \) at time \( t \) from the beginning of its implementation is equal to

\[
\phi_k(t) = F\left[A_k(D), A_k(D\setminus CD_k)\right]
\]

where \( D \) is the set of all simple tasks;
\( A_k(D) \) is the degree of achievement of the main goal at time \( t \), provided that all simple tasks are included \( SD_j \in D \);
\( A_k(D\setminus CD_k) \) is the degree of achievement of the main goal at time \( t \), provided that all simple tasks are included, with the exception of simple tasks that are included in a complex task \( CD_k \).

The type of function \( F \) does not depend on the structure of the hierarchy and the type of goals.

Thus, a \( CD \) can be characterized by a set of instantaneous values of its relative efficiency indicator. \( CD \) is calculated for a plurality of points in time at some given interval \( \tau \). In this case, the estimation of the set \( CD \) is reduced to the calculation of a certain definite function \( T \), which is given on the set of values of the indicators of the relative efficiency of the task at a time from the interval \( \tau \). We will use as such a function:

\[
T_k = \sup_{\text{basis}} \phi_k(t) \quad \text{or} \quad T_k' = \int_0^\tau \phi_k(t)^* \, dt
\]

where \( \phi_k(t)^* \) is the best approximation of the set of instantaneous values \( \phi_k(t) \) for times from the interval \([0, \tau]\). The approximation is the best with respect to some criterion.

In addition to the task estimating of a complex task, there is a task estimating of a simple task within the boundaries of a given complex task. Therefore, for a relatively simple task, we can talk about the value of the indicator of its relative efficiency within the boundaries of a complex task. In general

\[
\phi_{ih} \neq \phi_{ik}; h \neq k
\]

Definition 2. The instantaneous value \( \phi_{ik}(t) \) of the indicator of the relative efficiency for the simple task \( SD_i \) as part of the complex task \( CD_j \) at the time \( t \) from the start of implementation \( CD_k \) is equal to

\[
\phi_{ik}(t) = F(\phi_k(t), \phi_{k-i})
\]

where \( \phi_k(t) \) is the value of the indicator of the relative effectiveness for a complex task \( CD_k \) at a time \( t \);
\( \phi_{k-i} \) is the value of the indicator of the relative efficiency for the complex task \( CD_k \) at a time \( t \) that does not contain a simple task \( SD_i \). In general

\[
\phi_{ih} \neq \phi_{ik}; h \neq k
\]
Thus, the dynamic evaluation of the simple task $SD_q \in CD_h$ in the course of determining the indicator of its relative efficiency at a given time interval is reduced to calculating the indicators of the relative effectiveness of two complex tasks $CD_h$ and $CD_{h-1}$ at a certain set of points in time from this interval. In turn, the task of calculating the indicator of relative efficiency $CD_h$ is reduced to calculating at these moments of time the following values:

- the degree $A_q(D)$ of achievement of the main goal at the moment of time $t$, provided that all $SD_q \in D$ are fully realized;
- the degree $A_q(D \setminus CD_h)$ of achievement of the main goal at the moment of time $t$, provided that all $SD_q \in D$, except for simple tasks that are included in $CD_h$. The specified conditions, under which the degree of achievement of the main goal is calculated, is determined by the set. The specified conditions under which the degree of achievement of the main goal is calculated are determined by the set. In the analysed tasks, it is convenient to set this set by the vector, $A_B = \{A_{B_q}\}$, $q = |D|$ degrees of implementation of tasks. The components of this vector are

\[ A_{B_q} = \begin{cases} 1, & \text{if } SD_q \in B; \\ 0, & \text{if } SD_q \notin B. \end{cases} \]

Thus, the task of calculating the relative efficiency of simple and complex tasks is reduced to calculating the degree of achievement of the main goal at a set of points in time, provided that the degrees of implementation of the tasks $SD_q \in B \subseteq D$ are given by the vector $A_B$.

5. Method Implementation

Let us first consider the method for estimating a complex task at a given moment in time $t$. The task is formulated as follows.

There are specifications:

- the point in time $t$ from the interval $[0, \tau]$;
- the directed graph of the hierarchy of goals $H(G,V)$, where $G = \{g_s\}, s = (0,n)$ is the set of vertices, each vertex $g_s$ is denoted by the function $A_q(t)$ of the degree of goal achievement;
- for each vertex $g_s$, the set $G_s = \{G_{sc}\}$ of sets of compatible one-predecessor vertices is given;
- $V = \{v_q\}, q = (1,b)$ is the set of arcs, each arc has a weight (partial influence coefficient);
- the vector $A_B$ is defined by expression (1) in accordance with the values at the time $t$ of the random processes that set threats and risks.

It is required to determine the values of the function $A_q(t)$ of the degree of achievement for the main goal, provided that $\forall g_p \in B \subseteq D \subseteq G \left[ A_q(t) = A_{B_q}(t) \right]$.

The determination of the vector $B$ components at the time $t$ instant that define the threat models is carried out in accordance with the values of the random processes that describe these factors, in the same way as the probabilities of the implementation of the remaining tasks are taken into account.

It is necessary to determine the method for calculating ROE for the most general case. According to the case is that when the network hierarchy, nonlinear, non-monotonic with positive and negative feedback is both linear and threshold goal. The search for a method for constructing an analytical expression that allows calculating the degree of achievement of the main goal seems hopeless due to the complexity of the analytical description of a graph of an arbitrary structure. This is further aggravated by the fact that in the practical application of this decision support method, it becomes necessary to evaluate the effectiveness of tasks with respect to different goals. And also, it is necessary to quickly change the hierarchy structure when maintaining the system. Therefore, the authors use a solution method based on modelling the hierarchy of goals. The hierarchy is modelled according to this algorithm.
Step 1. \( x \vdash 1; \forall 0 \leq s \leq m \left[ A_j (t_s) = 0 \right] \), where \( A_j (t_s) \) is the function value \( A_j (t) \) at the \( x \)-th iteration.

Step 2. \( \forall g_p \in B \leq D \subset C \left[ A_j (t_s) = A_{g_p} (t) \right] \).

Step 3. It is necessary to find a subset \( G_u = \{ g_{j_s} \} \) vertices of the graph for which \( A_j (t_s) \neq A_{g_{j_s}} (t) \).

Step 4. It is necessary to find a set \( G_c \) vertices of the one-predecessor graph of the vertices \( g_s \in G_u \).

It is necessary to calculate function values \( A_j (t_s) \) to the \( g_s \in G_c \).

Step 5. If \( g_0 \in G_c \), then go to the Step 6, else go to the Step 7.

Step 6. If
\[
\left| A_j (t_s) - A_{g_p} (t) \right| \leq \Delta
\] (2)
where \( \Delta \) is the acceptable value of the calculation error, then go to the Step 8, else \( x \vdash x + 1 \).

Step 7. \( G_c = G_r \).

Step 8. Finish.

It is easy to see that with such a procedure for calculating the degree of achievement of the main goal with the complete completion of the task \( d_j \), the degrees of achievement of subgoals \( g_s \in G^* \) should be calculated.

\[
G^* = \bigcup_j G_j; G_j = \bigcup_q G_{j_q},
\]
where \( G_{j_q} \) is the set of subgoals that enter the path \( q \) in the graph of subgoal hierarchies leading from the top designated by the task \( d_j \) to the top \( g_0 \) designated by the main goal.

It should be noted that, in the general case, in hierarchies of the network type \( q > 1 \), i.e., there may be many such paths. This means that completing the same task affects the achievement of multiple subgoals. Achievement of some subgoal, as a rule, affects the achievement of not one, but several supragoals. This creates many paths from one task or program to the main goal.

This algorithm is executed \( N \) times, and the number of repetitions depends on the required accuracy of calculations, after which the mathematical expectation of the value of the degree of achievement of the main goal at a time \( t \) is determined.

The next moment in time \( t+1 \) is established from the following considerations. The degree of achievement of the main goal at this moment is uniquely determined by the degrees of achievement of all subgoals located on the paths from the tasks to which units correspond in the vector and the instantaneous values of their influence coefficients at this moment in time. Since the degrees of achievement of all subgoals calculated at a point in time \( t \) do not change over the interval \( t - t+1 \), the degree of achievement of the main goal can change at a point in time \( t+1 \) only if, at the beginning of \( t+1 \) at least one subgoal, the influence coefficient takes a stationary value instead of zero. Therefore, we will determine \( t+1 \) from the expression \( t+1 = \inf_{e_j \in E^o_j} (e_j) \), where \( T^0 = (e_j \geq t) \) is the set of values of system moments of time, not less than \( t \) in which events occur in the hierarchy (execution of a task, completion of the propagation of the influence of achieving a sub-goal).

In the presence of feedbacks in the network of subgoals, it is necessary to calculate the degree of achievement of the main goal by an infinite number of iterations, which we determine based on the acceptable accuracy of the results, i.e. from condition
\[
\gamma (u+1) = \left| \mu_u (u+1) - \mu_u (u) \right| \leq \Delta \ll 1
\] (3)
where \( \mu_u (u+1), \mu_u (u) \) are the values of the efficiency indicator of a simple task \( d_u \), calculated at \( u+1 \) and \( u \) iterations, respectively; \( \Delta \) the acceptable value of the calculation error.
The components of vector $B$ are determined in a similar manner to that described above. For this, the mode of estimating the relative efficiency of the vector is used. This mode is suitable for tasks that do not serve as threat models. After that, the indicators of the relative effectiveness of each of the goals are determined.

Evaluation of the relative effectiveness of means of countering risks and threats, taking into account the fact that there are means of countering risks and threats - tasks, is carried out similarly to the assessment of tasks considered above.

6. Conclusions

The authors of the article have proposed the structural scheme of the decision support system for the information processing system in terms of risks. The main functional modules that ensure the continuous and efficient operation of the system include the following subsystems or models.

This scheme provides a full-fledged decision-making process in the analysis of any type of task.

The stages of decision support technology have been developed, taking into account threats and risks, which are based on the method of targeted dynamic assessment of tasks. These tasks are solved subject to the formation of tasks for a given time interval. The algorithm for solving this problem has been developed taking into account threats and risks.

The presented algorithm fully allows determining the whole sequence of stages of decision support in order to optimize and find the most optimal options for solving problems of different classes and nature. At each stage, appropriate mathematical and heuristic methods and rules are used to determine the effective organization of the entire decision support algorithm.

The relative efficiency in supporting measures to develop measures has been calculated as a function of time given on a time interval. The main idea of the proposed approach to the analysis of the impact of threats and risks in decision-making is that events that cause threats or risks are considered as a part of the decision support system. Therefore, such models of threats or risks are included in the hierarchy of goals, their links with other system's parts and goals are established.

This technology can be used for complex programs for various purposes.
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