Multi-Agent Deep Reinforcement Learning for Efficient Passenger Delivery in Urban Air Mobility
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Abstract—It has been considered that urban air mobility (UAM), also known as drone-taxi or electrical vertical takeoff and landing (eVTOL), will play a key role in future transportation. By putting UAM into practical future transportation, several benefits can be realized, i.e., (i) the total travel time of passengers can be reduced compared to traditional transportation and (ii) there is no environmental pollution and no special labor costs to operate the system because electric batteries will be used in UAM system. However, there are various dynamic and uncertain factors in the flight environment, i.e., passenger sudden service requests, battery discharge, and collision among UAMs. Therefore, this paper proposes a novel cooperative multi-agent deep reinforcement learning (MADRL) algorithm based on centralized training and distributed execution (CTDE) concepts for reliable and efficient passenger delivery in UAM networks. According to the performance evaluation results, we confirm that the proposed algorithm outperforms other existing algorithms in terms of the number of serviced passengers increase (30%) and the waiting time per serviced passenger decrease (26%).

Index Terms—Urban Air Mobility (UAM), Air transportation service, Multi-agent deep reinforcement learning (MADRL)

I. INTRODUCTION

Many studies have been conducted on urban air mobility (UAM) such as Uber Elevate (acquired by Joby Aviation) [1], Amazon Prime Air [2], and NASA’s unmanned traffic management (UTM) [3]. In order to activate UAM-based air transportation services, it is vital to conduct research on autonomous UAM mobility control and operation for preventing path/trajectory planning/interference or collision between vehicles in the air [4]–[7]. In particular, in the case of a UAM-based taxi system, advanced intelligent technologies are required in terms of the number passenger delivery increase and the waiting time per serviced passenger decrease.

This paper assumes an environment with multiple UAM, passengers, and vertiports deployed at regular intervals [4]. We aim to provide optimal service to all passengers through new UAM-based air transportation services. The passengers’ locations and desired destinations are different at this time. The UAM transfers the passenger by moving the vertiport where the passenger is waiting to board to the target vertiport. In addition, it is assumed that sufficient power can be charged while the UAM stays at the vertiport for passenger boarding or getting off. To achieve the purpose of multi-UAM based high level air transportation service, we proposed a new UAM and passenger matching algorithm using deep reinforcement learning (DRL). There are many studies using DRL for optimizing control or trajectory in a network using unmanned aerial vehicles (UAVs), and these studies show results and performance improvement effects that reinforcement learning is a suitable technology for air mobility control. For this reason, Three factors are considered as components of reward function in DRL-based proposed algorithm, e.g., (i) the power state of the UAM, (ii) the number of users who received the air transportation service, and (iii) the latency of users. However, in the case of using general DRL algorithms that operate only with environmental information observed by one agent, cooperation between several UAMs is impossible due to the lack of consideration for the system-wide efficiency. For this reason, we design our proposed algorithm inspired by multi-agent deep reinforcement learning (MADRL), i.e., CommNet [8]–[11], which can share observation information for inter-agent communications. We also divide the reward components as a common reward (e.g., (iii) short user latency) to be achieved collaboratively in all UAMs and individual reward (e.g., (i) the power state and (ii) the number of users serviced) get independently from one UAM. As a result, the cooperative air transportation service can be provided through information sharing between UAMs.

The main contributions are as follows, i.e., (i) we propose a CommNet-based cooperative air transportation service algorithm via communication between multi-UAMs. The proposed
algorithm is suitable for the environment which needs multi-agent cooperation when a single agent’s observation range is limited compared to system-wide information using CTDE; and (ii) to analyze the performance of the proposed algorithm, we consider the specifications of the real-world UAM model, build an MADRL environment similar to the real-world environment, and design a reward function suitable for the system.

II. MADRL FOR EFFICIENT PASSENGER DELIVERY IN UAM NETWORKS

A. Algorithm Design

1) Reinforcement Learning Formulation: We formulate our MADRL problem with the Markov decision process (MDP). MDP follows the Markov property that the present determines the future, regardless of the past. The components of MDP are \((S, A, R, \mathcal{P}, \gamma)\), which are state space, action space, reward function, transition probability, and discount factor, respectively. The state space \(S\) and action space \(A\) are sets of states and actions that an agent can have, and the reward function \(R\) is a function that outputs a reward when an agent in a specific state takes a specific action. The goal of reinforcement learning is to find a policy matching the state with action which maximizes reward in an episode. The transition probability \(\mathcal{P}\) is the probability that an agent will reach the next state from its current state. The discount factor \(\gamma\) has a value between 0 and 1 and determines how much the agent weights the rewards it will get in the future compared to now. Here, \(\gamma\) helps to train optimal policy faster. In the followings, we will describe how we designed the MDP in this paper.

State. In this paper, we denote the sets of passengers, UAM agents, and vertiports as \(U \triangleq \{u_1, \ldots, u_n, \ldots, u_N\}, B \triangleq \{b_1, \ldots, b_m, \ldots, b_M\}, V \triangleq \{v_1, \ldots, v_k\} \) where \(u_n\) is \(n\)-th passenger, \(b_m\) is \(m\)-th UAM agent, and \(v_k\) is \(k\)-th vertiport, respectively. The state space corresponds to the environmental information observed by the UAM agent. The state space that \(b_m\) can observe is comprised of three parts, which are fully charged. UAM agent is an electrified air vehicle that uses fossil fuels. Thus, \(e_m\) is the power to overcome induced drag which is caused by lift due to the finite wingspan. Next, the energy expenditure for round-trip traveling of \(b_m\) is expressed as follows [12].

- **Service Information:** All UAM agents must consider information about their services to provide reliable air transportation service to passengers. In our proposed model, \(u_n\) randomly sends request \(\chi_n\) for passenger transportation service at a specific time step \(t\) in any \(v_k\). Suppose \(b_m\) is within the cell radius of \(v_k\) where \(u_n\) who sends a request is located. In that case, \(b_m\) can accept the request of \(u_n\) and establish a wireless link. Therefore, \(\chi_{mn} = 1\) when \(d(b_m, u_n) \leq \zeta(v_k)\) where \(\zeta(v_k)\) is the function which outputs the cell radius of \(v_k\) (otherwise, \(\chi_{mn} = 0\)). We also denote the status of the link, seat, and waiting time for passengers on board of \(b_m\) by \(\eta_m \triangleq \{\lambda_n^1, \ldots, \lambda_n^N\}, \Psi_m \triangleq \{\psi_n^1, \ldots, \psi_n^N\}, \) and \(\tau_m = \{\omega_n^1, \ldots, \omega_n^N\}, \forall \{n, n'\} \in [1, N]\), respectively. \(\zeta\) is the size of the UAM agent’s seat, \(\lambda_n^i\) is the established wireless link between \(u_n\) and \(b_m\), and \(u_n^1\) means \(u_n\) is boarding on the first seat. In addition, \(\lambda_n^i, \lambda_n^{i'}\) are for distinguish between other links, and \(\psi_n, \psi_n^{i'}\) are for distinguish between \(n\)-th passenger and other passengers. Once the connected passenger boards the UAM agent, the established link is maintained until they reach their destination vertiport. However, the established radio link is broken if the UAM agent leaves the vertiport’s cell radius without picking up the connected passenger. The waiting time for passengers is the time from starting to send a request to arrive at the destination vertiport. All UAM agents try to reduce the overall passengers’ waiting time to provide reliable service. To sum up, the service information of \(b_m\) is \(S_m^* = \{\chi_m^N, \eta_m, \Psi_m, \tau_m\}\).

Energy Information: Each UAM agent needs to consider its energy information to prevent full discharging for reliable service. At every time step \(t\), UAM agents consume operational energy \(e_m\) that is the amount of energy remaining of \(b_m\), which is a component of energy information \(E_m^* = \{e_m\}\). We assume that all UAM agents are fully charged. UAM agent is an electrified air vehicle that uses a battery unlike an internal combustion engine-based aircraft that uses fossil fuels. Thus, \(e_m\) can be expressed through the aerodynamically calculated power without considering the specific fuel consumption. Here, (1) is the power when the UAM agent is ascending or descending while carrying passengers [8], i.e.,

\[
P_h = \frac{\delta}{8} \rho A S R^3 + (1 + k) W \frac{a}{\sqrt{2pA}}.
\]

where \(\delta, \rho, A, S, \rho, R, R, W, a, p, k, R,\) and \(W\) are the drag coefficient, air density, rotor solidity, rotor disc area, blade angular velocity, induced drag coefficient, rotor radius, and total weight considering the passenger’s payload, respectively. In (1), the blade profile \(P_b\) is the power required to rotate to the blade, and the induced \(P_i\) is the power to overcome the induced drag which is caused by lift due to the finite wingspan. Next, the energy expenditure for round-trip traveling of \(b_m\) is expressed as follows [12].
one action, the UAM agent transitions to the next time step $t+1$. The passenger transport action $A_p$ means the UAM agent moves in the air in $x$ or $y$ direction. For every time step, the UAM agent can move $(v \times t)$ in $x$ or $y$ direction, where $v$ and $t$ denote the speed of the UAM in table I, and current time step $t$. Next, the takeoff and landing action $A_h$ means the UAM agent lands at a vertiport for boarding passengers or leaves the ground to transport passengers to their arrivals. The UAM agent can take $A_h$ when there is one more link with passengers or there is a vertiport which is the arrival of one more onboard passenger. In addition, if the remaining energy of the UAM agent is not enough to cruise, the UAM agent can take $A_h$ to recharge its battery. The air transportation service proceeds in the following steps: (1) Passengers send a request to receive air transportation service to UAM agents. (2) If the UAM agent is within the radius of the vertiport’s communication cell, the UAM agent can accept the passenger’s request and establish a wireless link with it. The established radio link is broken if the agent accepts the passenger’s request but leaves the vertiport’s cell radius without picking up the passenger. (3) After the agent has accepted the passenger’s request and has arrived at the appropriate port, the agent can board the passenger. (4) When the agent takes off again and lands at the passenger’s arrival vertiport, the passenger will disembark at that vertiport, and the air transport service will be completed.

**Reward.** The reward is comprised of two elements: (i) individual reward (ii) common reward. The individual reward is for providing a transportation service, and the common reward is for overall transportation service quality. In every time step, agents try to maximize their total reward in (3). This paper considers higher transportation service quality as less overall waiting time and more support rate.

\begin{align*}
R^{\text{m}}(t) &= \rho_s \times \left(1 + \frac{R^{\text{m}}_i(t)}{R^{\text{m}}_e(t)} \right), \\
R^{\text{c}}(t) &= \sum_{j=1}^{N} \frac{1}{1 + \sum_0 W^2(t)}, \\
R^{\text{e}}(t) &= \left(1 - R^{\text{e}}_e(t) \right) - \left(P_b \times A_h + P_p \times A_p \right),
\end{align*}

where $\rho_s$, $R_c(t)$, $R^m_i(t)$ are the scaling factor, common reward for all UAM agents and individual reward of $b_m$ at time step $t$, respectively. $R_c(t)$ is composed of the summation of all users’ waiting time, where $W(t)$ is the waiting time of the $j$-th passengers from starting to send request until arriving
at destination vertiport. At the end of the episode, the lower summation of all users’ waiting time is, the higher the common reward UAM agents get. Consequently, all UAM agents try to reduce users’ waiting time to enhance overall service quality. However, the individual reward of $b_m$ is comprised of $R^m_s(t)$ and $R^m_e(t)$, which are the service reward and energy reward at time step $t$, respectively. Suppose $b_m$ picks up or disembarks $u_n$ (i.e., provides transportation service) in any vertiport at time step $t$. In that case, it instantaneously receives the individual reward $R^m_s(t)$ at that time step. Otherwise, $b_m$ cannot get any individual reward at that time. $R^m_e(t)$, the energy reward, is for managing its remaining battery. It is the difference between the energy information at $t$, $e_m(t)$, and energy consumption depending on the action taken by $b_m$ at time step $t$. Note that the reward components related to our environment are not considered for reward formulation because the aerial situations are generally free spaces, i.e., rare obstacles.

### B. Pseudo-Code and CTDE Computation

To cooperate with UAMs during MADRL training, we use CommNet architecture that enables inter-agent communication. Various studies are using agent-to-agent communication by CommNet for agent cooperation in MADRL [8]–[10]. Fig. 1 illustrates our overall air transportation systems where all UAM agents have a CommNet-based policy. Each CommNet-based UAM agent collects observation information $s$ and simultaneously shares it with other UAM agents [13]. Here, we set the input state as a set of UAM agent’s observation information in matrix form, i.e., $s \equiv \{o_1, \cdots, o_M\}$, which is the input of CommNet. The sequential process of CommNet architecture is expressed as,

$$h^1_m = \text{Encoder}(o_m),$$

(7)

where $\text{Encoder}(\cdot)$ is an encoding function that converts observation $o_m$ to the hidden variable $h^1_m$ in the first layer, i.e.,

$$c^l_m = \frac{1}{M-1} \sum_{m \neq M} h^l_m,$$

(8)

By averaging all hidden variables of all UAM agents except $b_m$ for every $l$-th layer, we can make the communication variable $c^l_m$. Note that the communication between UAM agents occurs by averaging hidden variables, i.e.,

$$h^{l+1}_m = \text{Activ}(f^l_m(\text{Concat}(h^l_m, c^l_m))),$$

(9)

where $\text{Activ}(\cdot)$, $f^l_m(\cdot)$, and $\text{Concat}(\cdot)$ are an activation function (e.g., ReLU, sigmoid, hyperbolic tangent), non-linear function of $l$-th layer, and concatenate function, respectively. The variables $\{h^l_m, c^l_m\}$ are feed-forwarded to the next layer. In CommNet, (8) and (9) are repeatedly performed from the first layer to the last $L$-th layer, i.e.,

$$a_m = \text{Softmax} (\text{Concat}(h^1_1, \cdots, h^L_M)),$$

(10)

where $\text{Softmax}(\cdot)$ is a softmax function. The action probability of $b_m$, which is the output of policy $\pi_m(a|s)$, is calculated by concatenating all hidden variables in the last layer $[h^L_1, \cdots, h^L_M]$ and taking a softmax function.

Next, we describe the training procedure of UAM agents. All UAM agents train their policy with multi-agent actor-critic DRL framework [14]. There are two independent neural networks, which are actor and critic networks. The parameters of actor and centralized critic network are denoted as $\theta^\mu_m, \forall m \in [1, M]$ and $\theta^Q$, respectively. Note that $M$ UAM agents have their own dependent actor networks and share one critic network in our proposed MADRL framework.

By doing this strategy, CTDE-based agents use a centralized neural network when training offline, then execute online after sharing the trained neural network in a decentralized manner. Below is the detailed of CTDE-based training procedure.

We initialize the parameters of actor network $\theta^\mu_m$ and critic network $\theta^Q$ (line 1). Also, initialize parameters of target actor network $\theta^\mu$ and critic network $\theta^Q$ (line 2). The target network helps the learning process more stable by making the target value $y_i$ independent of the parameters. All UAM agents learn the policy by repeating the following procedure until all episodes are finished: (i) For every time step, all UAM agents take action by the policy of their own actor networks $\pi_m(a_m|o_m; \theta^\mu_m)$. By taking action, they move to the next time

---

**Algorithm 1: Coordination of autonomous multi-UAM agents for reliable air transportation service.**

1. Initialize the critic and actor networks with weights $\theta^Q$ and $\theta^\mu$.
2. Initialize the target networks as; $\theta^Q \leftarrow \theta^Q, \theta^\mu \leftarrow \theta^\mu$.
3. for episode = 1, MaxEpisode do
   4.  \> Initialize UAM Agent Environments
   5.  \> for time step = 1, T do
      6.    \> With probability $\pi(S|\theta^\mu)$ select a set of actions $A$ for each $s^m_i \in S$
      7.    \> Execute actions at in Simulation Environments and observe reward $R_{total}$ and the next set of states $S'$
      8.    \> Store the transition pairs $\xi = (S, A, R_{total}, S')$ in replay buffer $\Phi$
      9.    \> If time step is update period and replay buffer is full enough to train, do followings:
         10.   \> Sample a mini-batch randomly from $\Phi$
         11.   \> Set $y_i = r_i + \gamma \max Q(s_{i+1}, \pi(s_{i+1}|\theta^Q))$
         12.   \> Update the $\theta^Q$ by stochastic gradient descent to the loss function of critic network:
                  \> $L(\theta^Q) = \frac{1}{2} \sum_{i} (y_i - Q(s_i, a_i|\theta^Q))^2$
         13.   \> Update the $\theta^\mu$ by stochastic gradient ascent with respect to the gradient of objective function in actor network:
                  \> $\nabla_{\theta^\mu} J(\theta^\mu) \approx \mathbb{E}[Q(s, a|\theta^Q) \nabla_{\theta^\mu} \pi(s|\theta^\mu)]$
         14.   \> Update parameters of Target Networks $\theta^Q$ and $\theta^\mu$
   15. end
   16. end

---

5692
step and make transition pairs \( \xi = (S, A, R_{\text{total}}, S') \), where the state is denoted by \( S = \{ o_m \}_{m=1}^M \). Sampled transition pairs are stored in experience replay buffer \( \Phi \) [15] (lines 4–8). (ii) After \( \Phi \) is full enough to sample, UAM agents randomly sample \( I \) transition pairs from \( \Phi \) where \( I \) is the size of the mini-batch. By training the neural network after the buffer is full enough to train, we can prevent biased training of the UAM agent to initial data. Experience replay buffer helps improve the learning performance of the UAM agent by reducing the continuity of the data used for training. (iii) Using \( i \)-th sampled transition pair in the mini-batch, the loss function \( L(\cdot) \) is calculated with target value \( y_i \) and action-value function \( Q(s_i, a_i; \theta^Q) \) by Bellman optimality equation (line 9). (iv) Update the critic network via gradient descent to reduce the value of the loss function (line 10-11). After that, update the actor network \( \theta^\mu_m \) via gradient ascent to increase the value of objective function \( J(\theta^\mu) \) (line 12-13). (v) Update the target parameters \( \theta^\mu_m \) and \( \theta^Q \) at specific periods (line 14).

### III. PERFORMANCE EVALUATION

#### A. System Settings

In our environment, we consider 3D grid map which is \( 10\text{km} \times 10\text{km} \times 600\text{m} \). There are five different vertiports at \((0\text{km}, 6\text{km}), (-6\text{km}, 1\text{km}), (6\text{km}, 1\text{km}), (-4\text{km}, -6\text{km}), (4\text{km}, -6\text{km})\). At the beginning of the episode, all UAM agents are centered on the grid. Each episode has a total of 100 time steps, which is 100 minutes in real time. \( N \) passengers randomly request air transportation services to any UAM agents in one of five vertiports. The service requested by the passenger is delivered to the UAM agent within a 3km communication cell radius of the vertiport [16]. If there is a seat in the UAM agent, it accepts the request and establishes a radio link. This paper considers CommNet-based and DNN-based neural artificial networks consisted of \( L \) dense layers. We also use the \( \epsilon \)-greedy method to explore the UAM agent to experience different actions in various states. Detailed descriptions of hyperparameters to configure environment are summarized in Table III.

The basic operations of our proposed method and the comparison method are described as follows.

- **Proposed Method:** All agent UAMs try to serve optimal air transportation service to passengers based on CommNet. They simultaneously communicate with each other to share their own rich experiences (i.e., observation information). Each UAM agent calculates its communication variables by averaging hidden variables (i.e., experiences) of other UAM agents.

- **Comparison Method:** There are no inter-communication with UAM agents. In other words, all UAM agents try to provide air transportation service to users based on DNN. Thus, each UAM agent takes an action as if it were in a single-agent reinforcement learning environment. This paper uses independent Q-learning [17] to train DNN-based comparison method.

| Notation                      | Value |
|-------------------------------|-------|
| Number of UAM agents, \( M \) | 4     |
| Number of passengers, \( N \) | 25    |
| Dense layer, \( L \)          | 6     |
| Size of mini-batch, \( I \)   | 256   |
| Size of experience replay buffer, \( \Phi \) | 10k |
| Discount factor, \( \gamma \) | 0.99  |
| Initial value of epsilon, \( \epsilon \) | 0.3  |
| The number of nodes in all layers | 64   |
| Annealing epsilon             | 0.0001|
| Learning rate                 | 0.0005|
| Training epochs               | 100k  |
| Activation function           | ReLU  |
| Optimizer                     | Adam  |

![Fig. 2](image)

**Fig. 2:** (a) Total, (b) Average.

#### B. Evaluation Results

1) **Reward Convergence:** Fig. 2 shows the tendency of reward convergence in all training epochs. In Fig. 2(a), the proposed method shows a fast reward increase rate up to about the value 19 at the beginning of the training. The total reward in the proposed method finally converges at around [18,19]. Conversely, the comparison method does not show a conspicuous reward increase, and the total reward converges at around [15,16]. Furthermore, the average reward of the proposed method in Fig. 2(b) is about 18 % higher than the comparison method. By virtue of the above results, our proposed method has more outstanding reward convergence performance than the comparison method thanks to inter-agent communications by CommNet.

2) **Quality of Air Transportation Service:** This paper considers the quality of air transportation service as the number of serviced passengers and waiting time per passenger. We will discuss about the service quality with Fig. 3 as follows.

- **Number of Serviced Passengers:** Fig. 3(a)–3(b) shows the number of passengers serviced by the UAM agent, i.e., arrive at their destination vertiport. Each UAM agent in the proposed method serves air transportation service to 6, 8, 5, and 3 passengers, and in the case of the comparison method, to 7, 3, 3, and 4 passengers. Finally, it is obvious that the proposed method serves approximately 30 % more passengers than the comparison method.

- **Waiting Time per Serviced Passenger:** Fig. 3(c) shows each method’s overall average waiting time for serviced passengers. The passengers in the proposed method spend...
an average of 26% fewer times waiting to arrive at their destination vertiport than in the comparison method.

To put it succinctly, UAM agents in the proposed method provide higher quality air transport service to passengers than the comparison method in terms of the number of service passengers and overall waiting time.

3) Trained Trajectories of Each UAM Agent: We describe the trajectories of UAM agents after training their policies. In Fig. 4–5, the number of vertiports each UAM agent has ever landed on is 4, 4, 5, and 4, and in the case of the comparison method, 4, 3, 3, and 3, respectively. UAM agents of the proposed method arrived at an average of about 31% different vertiports than the comparison method. Moreover, all UAM agents of the proposed method cruise evenly across the entire map. However, UAM agents in the comparison method only cruise in a limited area except for b1. Taking these results into account, CommNet helps UAM agents learn more about their environment. In other words, CommNet-based UAM agents efficiently achieve a common goal by communicating different information that UAM agents observe. Our proposed trajectories those are plotted in Fig. 4 is based on nonlinear control. If we can consider linear trajectory control and optimization, it would be better in terms of moving distance minimization. However, it is not realistic in the view points of practical aircraft control. Therefore, it can be verified that our approach is more practical even though the moving trajectories have additional nonlinear control movement.

IV. CONCLUSIONS

This paper proposes a novel multi-UAM cooperative CTDE-based MADRL algorithm for reliable and efficient passenger delivery in UAM networks. To train the centralized critic neural network, we define optimization standards based on the reward function in MDP, considering the actual specifications of the UAM model. According to the performance evaluation results in various ways, we verify that the proposed algorithm outperforms other existing algorithms in terms of the number of serviced passengers increase (≈ 30%) as well as the waiting time per serviced passenger decrease (≈ 26%).
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