Abstract

In 1997 Rosenthal and York defined generalized Hamming weights for convolutional codes, by regarding a convolutional code as an infinite dimensional linear code endowed with the Hamming metric. In this paper, we propose a new definition of generalized weights of convolutional codes, that takes into account the underlying module structure of the code. We derive the basic properties of our generalized weights and discuss the relation with the previous definition. We establish upper bounds on the weight hierarchy of MDS and MDP codes and show that that, depending on the code parameters, some or all of the generalized weights of MDS codes are determined by the length, rank, and internal degree of the code. We also prove an anticode bound for convolutional codes and define optimal antcodes as the codes which meet the anticode bound. Finally, we classify optimal antcodes and compute their weight hierarchy.

1 Introduction

Invariants play an important role in coding theory, both from a theoretical and a practical point of view. They capture qualitative properties of codes and allow us to quantify the performance of a code with respect to error correction. They also play a role in the classification of codes, as they provide us with an effective way to distinguish non-equivalent codes.

Generalized weights are among the most studied invariants of codes. Helleseth, Kløve, and Mykkeltveit in [9] propose the first definition of generalized Hamming weights of linear block codes. The \( r \)-th generalized Hamming weight of a linear block code \( C \) is the smallest cardinality of a support of an \( r \)-dimensional subcode of \( C \). Generalized weights are further studied in [21] by Wei, who proves that they characterize the code performance in the wire-tap channel of type II. In fact, Wei shows in [21] that they allow us to measure how much information is gained by an adversary with a given number of taps. The interest in generalized Hamming weights also follows from their connection with the complexity of the minimal trellis diagram, as shown by Forney in [5].

Several definitions of generalized weights in the rank metric have also been proposed. In [16] Oggier and Sboui define generalized weights for vector rank-metric codes. In [12] Kurihara, Matsumoto, and Uyematsu introduce relative generalized weights in the same context. In [17], Ravagnani proposes a definition of generalized weights for a rank-metric code based on optimal antcodes. In [15] Martínez-Peñas and Matsumoto give different, but related, definitions for generalized weights and relative generalized weights of rank-metric codes. In [1], the authors propose a definition of weights for sum-rank metric codes that simultaneously extends both the Hamming and the rank metric case.

In [5], Forney suggests that generalized Hamming weights may be extended to convolutional codes. Motivated by this observation, Rosenthal and York in [19] introduce a notion of generalized Hamming weights for convolutional codes. Given a convolutional code \( \mathcal{C} \), they forget about its module structure and regard it as an infinite dimensional vector space endowed with the Hamming metric. Their definition of generalized Hamming weights is the natural extension of the usual definition to infinite dimensional codes. Along the same lines, Cardell, Firer, and Napp in a series of papers [2, 4, 3] introduce and study a new class of generalized weights for convolutional codes, based on the column distance instead of the Hamming distance.

The aim of this paper is to introduce a new family of generalized weights for convolutional codes, which takes into account their module structure. Since a convolutional code is an \( \mathbb{F}_q[x] \)-submodule of \( \mathbb{F}_q[x]^n \), it is natural to consider the set of its \( \mathbb{F}_q[x] \)-submodules instead of that of its \( \mathbb{F}_q \)-linear subspaces. This point of view was adopted in the past in order to define generalized...
weights for codes over rings. In [10], Horimoto and Shiromoto use submodules to define generalized weights of linear codes over finite chain rings. More recently, in [5] Gorla and Ravagnani give a definition of generalized weights for codes over finite principal ideal rings and for a large class of support functions, by looking at supports of submodules.

After defining generalized weights of convolutional codes, we investigate their basic properties and prove a number of results on generalized weights and related concepts. In particular, we define and study optimal convolutional anticodes.

The paper is organized as follows. In Section 2 we fix the notation and recall some algebraic background and useful facts about convolutional codes. In Section 3 we define the weight of a convolutional code and use this concept to define generalized weights for convolutional codes. We establish their basic properties and prove that our generalized weights are a natural extension of the generalized Hamming weights of linear block codes. We also discuss their relation with the generalized Hamming weights of convolutional codes defined in [10]. In Section 4 we show that the computation of our generalized weights can be simplified by considering only submodules with certain properties. For instance, we prove that the generalized weights are realized by submodules generated by codewords of minimal support. In Section 5 we establish some upper bounds for certain properties. For instance, we prove that the generalized weights are realized by submodules.

Finally, in Section 6, we define the maximum weight of a convolutional code and prove an anticode bound. We define optimal convolutional anticodes as the codes which meet the anticode bound, we classify optimal anticodes, and compute their generalized weights.

2 Preliminaries

Let \( \mathbb{F}_q \) denote the field with \( q \) elements and let \( \mathbb{F}_q[x] \) be the ring of univariate polynomials with coefficients in \( \mathbb{F}_q \). For \( \delta \geq 0 \), we denote by \( \mathbb{F}_q[x]_{\leq \delta} \) the set of polynomials of degree at most \( \delta \). For every positive integers \( n \) we write \( \mathbb{F}_q[x]^n \) for the direct sum of \( n \) copies of \( \mathbb{F}_q[x] \). Since \( \mathbb{F}_q \) is a field, we have that \( \mathbb{F}_q[x] \) is a principal ideal domain. Therefore, every submodule of \( \mathbb{F}_q[x]^n \) is a free \( \mathbb{F}_q[x] \)-module of finite rank \( k \leq n \) that admits a finite basis of cardinality \( k \). We recall that given a submodule \( M \) of \( \mathbb{F}_q[x]^n \) a set \( B \subseteq M \) is a basis for \( M \) if \( B \) generates \( M \) and \( B \) is \( \mathbb{F}_q[x] \)-linearly independent, that is, for every subset \( \{b_1, b_2, \ldots, b_n\} \) of \( B \), \( r_1b_1 + r_2b_2 + \cdots + r_nb_n = 0 \) implies that \( r_1 = r_2 = \cdots = r_n = 0 \). From here on, we will only work with submodules of \( \mathbb{F}_q[x]^n \), so it will be always possible to fix a basis. For \( U \subseteq \mathbb{F}_q[x]^n \) a subset, we denote by \( \langle U \rangle_{\mathbb{F}_q[x]} = \langle \{a \mid u \in U \} \rangle_{\mathbb{F}_q[x]} \) the \( \mathbb{F}_q[x] \)-module generated by the elements of \( U \).

An \((n, k)\) convolutional code \( C \) is an \( \mathbb{F}_q[x] \)-submodule of \( \mathbb{F}_q[x]^n \) of rank \( k \). We always assume that \( C \neq 0 \). An element \( c(x) \in C \) is an \( n \)-tuple \((p_1(x), \ldots, p_n(x))\), where

\[
p_j(x) = a_{j,0} + a_{j,1}x + \cdots + a_{j,n}x^n,
\]

for all \( j \in \{1, \ldots, n\} \). Equivalently, we can express \( c(x) \) with a more compact notation as

\[
c(x) = \sum_{t=0}^{\deg(c(x))} c[t]x^t,
\]

where \( \deg(c(x)) = \max_j \deg(p_j(x)) \) and \( c[t] = (a_{1,t}, \ldots, a_{n,t}) \in \mathbb{F}_q^n \) for all \( t \). The \( j \)th truncation of \( c(x) \) is

\[
c_{[a,j]}(x) = \sum_{t=0}^{j} c[t]x^t.
\]

One can associate to \( C = \langle c_1, \ldots, c_k \rangle_{\mathbb{F}_q[x]} \) the linear block code

\[
C[0] = \langle c_1[0], \ldots, c_k[0] \rangle_{\mathbb{F}_q}.
\]

Notice that \( C[0] \) does not depend on the choice of a system of generators for \( C \) and \( \dim(C[0]) \leq k \).
The (Hamming) weight $\text{wt}_H(c)$ of $c \in \mathbb{F}_q^n$ is the number of non zero components of $c$. The weight of an element $c(x) \in \mathcal{C}$ is given by

$$\text{wt}(c(x)) = \sum_{k=0}^{\deg(c(x))} \text{wt}_H(c[t]).$$

Let $c(x) = (p_1(x), \ldots, p_n(x))$. Then

$$\text{supp}(c(x)) = \{(j,k) : a_{j,k} \neq 0\}$$

is the support of $c(x)$. We have

$$|\text{supp}(c(x))| = \text{wt}(c(x)).$$

Let $U \subseteq \mathcal{C}$ be a subset of $\mathcal{C}$. The support of $U$ is

$$\text{supp}(U) = \bigcup_{c(x) \in U} \text{supp}(c(x)).$$

If $U = \langle c_1(x), \ldots, c_h(x) \rangle_{\mathbb{F}_q}$ is an $\mathbb{F}_q$-linear space, then it is easy to show that

$$\text{supp}(U) = \bigcup_{i=1}^h \text{supp}(c_i(x)),$$

see e.g. [8] discussion after Definition 2.8.

If $\mathcal{C} = \langle c[0]\ldots c[\deg(c)] \rangle \in \mathbb{F}_q^{\times(\deg(c)+1)}$ is the matrix with columns $c[0], \ldots, c[\deg(c)]$, then $\text{supp}(c(x))$ simply corresponds to the support of $\mathcal{C}$, i.e., the set of positions of the non zero entries of $\mathcal{C}$. Notice that, in this notation, the columns of $\mathcal{C}$ are indexed starting from 0 instead of 1.

Let $\mathcal{C}_1, \mathcal{C}_2 \subseteq \mathbb{F}_q[x]^n$ be convolutional codes. We call $\mathcal{C}_1$ and $\mathcal{C}_2$ isometric if there exists a weight-preserving $\mathbb{F}_q[x]$-isomorphism $\phi : \mathcal{C}_1 \to \mathcal{C}_2$, that is, $\phi$ is a homomorphism of $\mathbb{F}_q[x]$-modules and $\text{wt}(c(x)) = \text{wt}(\phi(c(x)))$ for all $c(x) \in \mathcal{C}_1$, see [3].

A generator matrix of $\mathcal{C}$ is a matrix $G(x)$ with entries in $\mathbb{F}_q[x]$ whose rows form a basis of $\mathcal{C}$. We denote by $\delta$ the internal degree of a convolutional code $\mathcal{C}$, i.e., the maximum degree of a full size minor of $G(x)$. It can be shown that $\delta$ is independent of the choice of $G(x)$. A convolutional code $\mathcal{C} \subseteq \mathbb{F}_q[x]^n$ of rank $k$ and degree $\delta$ is an $(n, k, \delta)$ convolutional code. Let $G(x) = (p_{i,j}(x))_{i,j}$ be a generator matrix of $\mathcal{C}$ and let $\delta_i = \max_{j=1}^n \deg(p_{i,j}(x))$. Up to a row permutation, we may assume that $\delta_1 \geq \delta_2 \geq \cdots \geq \delta_k$. We say that $G(x)$ is row-reduced if $\delta = \sum_{i=1}^k \delta_i$. Every code $\mathcal{C}$ has a row-reduced generator matrix, see e.g. [11].

A convolutional code $\mathcal{C}$ is noncatastrophic if it has a left-prime generator matrix $G(x)$, i.e., a generator matrix $G(x)$ with the property that if $G(x) = H(x)G'(x)$, then $H(x)$ is unimodular. If $\mathcal{C}$ has no left-prime generator matrix, we say that $\mathcal{C}$ is catastrophic. The following theorem provides some useful characterizations of being left-prime.

**Theorem 2.1** ([11] Theorem 10.2.6]). Let $k \leq n$ and let $G(x) \in \mathbb{F}_q[x]^{k \times n}$. The following are equivalent:

1. $G(x)$ is left-prime.
2. The Smith form of $G(x)$ is $(\text{Id}_k \times k_{0 \times (n-k)})$.
3. $G(x)$ admits a right $n \times k$ inverse with entries in $\mathbb{F}_q[x]$.

The free distance of a convolutional code $\mathcal{C}$ is defined as

$$d_{\text{free}}(\mathcal{C}) = \min\{\text{wt}(c(x)) \mid c(x) \in \mathcal{C} \setminus \{0\}\}.$$

In [18] Smarandache and Rosenthal established an analogue of the Singleton bound for convolutional codes.
Theorem 2.2 (Singleton bound). Let \( C \) be an \((n,k,\delta)\) convolutional code. Then

\[
d_{\text{free}}(C) \leq (n-k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + \delta + 1.
\]

Similarly to the case of block codes endowed with the Hamming metric, a code that meets the Singleton bound is called Maximum Distance Separable (MDS). Notice that linear block codes are exactly the convolutional codes with internal degree \(\delta = 0\). Coherently, the Singleton bound from Theorem 2.2 coincides with the usual Singleton bound for \(\delta = 0\). In particular, a linear block code is MDS if and only if it is MDS when regarded as a convolutional code with internal degree 0.

The \(j^{th}\) column distance of a convolutional code \(C\) is defined as

\[
d_j(C) = \min\{ \text{wt}(c_{0,j}(x)) : c(x) \in C \text{ and } c[0] \neq 0 \}.
\]

In [7], the authors proved the following bound.

**Theorem 2.3.** Let \( C \) be an \((n,k,\delta)\) convolutional code. Then

\[
d_j(C) \leq (n-k)(j+1) + 1,
\]

for all \(j \in \mathbb{N}_0\).

A code with \(k \neq n\) that achieves this bound for \(j = 0, \ldots, L = \left\lfloor \frac{n}{k} \right\rfloor + \left\lceil \frac{\delta}{n-k} \right\rceil\) is called Maximum Distance Profile (MDP). Finally, \( C \) is strongly Maximum Distance Separable (sMDS) if \(d_{\text{free}}(C) = d_M(C)\), where \(M = \left\lfloor \frac{n}{k} \right\rfloor + \left\lceil \frac{\delta}{n-k} \right\rceil\). Strongly MDS convolutional codes are a family of MDS convolutional codes and were introduced in [7].

Let \( C \) be an \((n,k,\delta)\) convolutional code. The dual code \( C^\perp \) is defined as

\[
C^\perp = \{d(x) \in \mathbb{F}_q[x]^n \mid d(x)c(x)^T = 0 \text{ for all } c(x) \in C \}.
\]

It is well known that, if \( C \) is noncatastrophic, then \( C^\perp \) is an \((n,n-k,\delta)\) convolutional code and \( (C^\perp)^\perp = C \).

### 3 Generalized weights

In this section, we propose a new definition of generalized weights for convolutional codes and we establish some of their basic properties. We discuss their connection with the generalized weights defined in [10] and the generalized weights in the Hamming metric. Finally, we prove by means of an example that these generalized weights do not satisfy Wei duality.

We start by giving a characterization of noncatastrophicity, which will be useful in the sequel.

**Proposition 3.1.** Let \( C \subseteq \mathbb{F}_q[x]^n \) be an \((n,k,\delta)\) convolutional code. Then, \( C \) is noncatastrophic if and only if for every \( r(x) \in \mathbb{F}_q[x] \setminus \{0\} \) we have that

\[
r(x)c(x) \in C \implies c(x) \in C.
\]

**Proof.** Suppose that \( C \) is noncatastrophic and let \( G(x) \) be a generator matrix for \( C \). Then, by Theorem 2.1 we have that there exists \( H \in \mathbb{F}_q[x]^{n \times k} \) such that \( GH = \text{Id} \). If \( r(x)c(x) \in C \), then there exists \( u(x) \in \mathbb{F}_q[x]^k \) such that \( u(x)G(x) = r(x)c(x) \). Therefore

\[
u(x) = u(x)G(x)H(x) = r(x)c(x)H(x).
\]

This implies that \( r(x) \) divides each entry of \( u(x) \), hence \( c(x) \in C \).

In order to prove the converse, we suppose that \( C \) is catastrophic and we prove that there exists \( r(x) \in \mathbb{F}_q[x] \setminus \{0\} \) and \( c(x) \in \mathbb{F}_q[x]^n \setminus C \) such that \( r(x)c(x) \in C \). Since \( C \) is catastrophic, by Theorem 3.1 we may assume up to an isometry that the Smith form of \( G(x) \) is \( D(x) = (\tilde{D} 0_{k \times (n-k)}) \), where \( \tilde{D} \) is a diagonal matrix with entries \( d_1(x), \ldots, d_k(x) \in \mathbb{F}_q[x] \) such that \( \text{deg}(d_1(x)) \geq 1 \). Let \( S, T \) be two invertible matrices such that \( SDT = G \). We have that

\[
(1,0,\ldots,0)S^{-1}G = (1,0,\ldots,0)S^{-1}SDT = (d_1(x),0,\ldots,0)T \in C.
\]
In order to conclude, it suffices to show that $(1, 0, \ldots, 0)T \notin C$. Suppose by contradiction that there exists $u(x) \in \mathbb{F}_q[x]^n$ such that $u(x)T = (1, 0, \ldots, 0)$. Let $\tilde{u}(x) = (\tilde{u}_1(x), \ldots, \tilde{u}_k(x)) = u(x)S$. Since $T$ is invertible, then $\tilde{u}(x)D = (1, 0, \ldots, 0)$, hence $\tilde{u}_1(x)t_1(x) = 1$. This contradicts the assumption that $\deg(t_1(x)) \geq 1$. Therefore $(d(x), 0, 0, \ldots, 0)T \notin C$. □

In the next proposition, we collect some facts on $(n, k, 0)$ convolutional codes, that we will use throughout the paper.

**Proposition 3.2.** Let $C \subseteq \mathbb{F}_q[x]^n$ be an $(n, k, 0)$ convolutional code. Then $C = \langle C[0] \rangle_{\mathbb{F}_q[x]}$ and $C[0] \subseteq \mathbb{F}_q^n$ is a linear block code with $\dim(C[0]) = k$ and minimum distance $d_{\text{min}}(C[0]) = d_{\text{free}}(C)$. Moreover $C^\perp = \langle C[0]^\perp \rangle_{\mathbb{F}_q[x]}$.

**Proof.** Since $C$ is an $(n, k, 0)$ convolutional code, then $C[0] = C \cap \mathbb{F}_q^n$ and $C = \langle C[0] \rangle_{\mathbb{F}_q[x]}$. Since $C[0] \subseteq \mathbb{F}_q^n$, then

$$\dim(C[0]) = \text{rk}(\langle C[0] \rangle_{\mathbb{F}_q[x]}) = \text{rk}(C).$$

Since $C[0] \hookrightarrow C$ is an $\mathbb{F}_q$-linear isometry, $d_{\text{min}}(C[0]) \geq d_{\text{free}}(C)$. However, for any $c(x) \in C$, $c[0] \in C[0]$ and $\text{wt}(c[0]) \leq \text{wt}(c(x))$, showing that $d_{\text{min}}(C[0]) \leq d_{\text{free}}(C)$. Finally, the equality $C^\perp = \langle C[0]^\perp \rangle_{\mathbb{F}_q[x]}$ follows from the definition of dual code. □

In order to define the generalized weights of a convolutional code, we first wish to define a notion of weight of a code. This replaces the usual notion of cardinality of the support of a code.

**Definition 3.3.** Let $C \subseteq \mathbb{F}_q[x]^n$ be a convolutional code of rank $k \leq n$. The **weight** of $C$ is

$$\text{wt}(C) = \min\{\text{supp}(\langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q[x]}): C = \langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q[x]}\}.$$ 

Notice that the set $\{\text{supp}(\langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q[x]}): C = \langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q[x]}\}$ may not have a minimum with respect to inclusion, as the next example shows.

**Example 3.4.** Let $C = \langle (1 + x^2, 0, 1), (1, 1, 0) \rangle \subseteq \mathbb{F}_2[x]^3$. Then $C$ is a noncatastrophic $(3, 2, 2)$ binary code and

$$\begin{pmatrix} 1 + x^2 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix} \text{ and } \begin{pmatrix} 1 & x^2 & 1 \\ 1 & 1 & 0 \end{pmatrix}$$

are two row-reduced generator matrices for $C$ whose $\mathbb{F}_q$-rowspaces have incomparable supports. We claim that these supports are minimal in the set

$$\{\text{supp}(c_1(x)) \cup \text{supp}(c_2(x)): C = \langle c_1(x), c_2(x) \rangle_{\mathbb{F}_2[x]}\}.$$ 

In fact, if $c_1(x), c_2(x) \in \mathbb{F}_2[x]$ are generators of $C$, then

$$\text{supp}(c_1(x)) \cup \text{supp}(c_2(x)) \supseteq \{(1, 0), (2, 0), (3, 0)\}.$$ 

Moreover, we have that $\text{supp}(c_1(x)) \cup \text{supp}(c_2(x)) \neq \{(1, 0), (2, 0), (3, 0)\}$, otherwise $\langle c_1(x), c_2(x) \rangle_{\mathbb{F}_2}$ would be a two-dimensional binary linear block code of length 3 and the largest dimension of a binary linear block code inside $C$ is one.

We are now ready to define the generalized weights of a convolutional code.

**Definition 3.5.** Let $C$ be an $(n, k, \delta)$ convolutional code. For $1 \leq r \leq k$, the $r$-th **generalized weight** of $C$ is

$$d_r(C) = \min\{\text{wt}(D) : D \subseteq C \text{ is a subcode of } \text{rk}(D) \geq r\}.$$ 

We say that $D \subseteq C$ realizes the $r$-th generalized weight of $C$ if $\text{rk}(D) = r$ and $d_r(C) = \text{wt}(D)$.

In the next lemma we provide several equivalent formulations of Definition 3.5. In particular, we show that $d_r(C)$ is the minimum weight of a subcode of $C$ of rank $r$.

**Lemma 3.6.** Let $C$ be a convolutional code. Let $V$ denote the set of $\mathbb{F}_q$-linear subspaces of $C$. Then

1. $d_r(C) = \min\{|\text{supp}(U)| : U \subseteq C \text{ and } \text{rk}(\langle U \rangle_{\mathbb{F}_q[x]}) \geq r\}$,
2. \( d_r(C) = \min \{ |\text{supp}(U)| : U \subseteq C \text{ and } \text{rk}(\langle U \rangle_{F_q[x]}(u)) = r \} \),
3. \( d_r(C) = \min \{ |\text{supp}(U)| : U \in V \text{ and } \text{rk}(\langle U \rangle_{F_q[x]}(u)) \geq r \} \),
4. \( d_r(C) = \min \{ |\text{supp}(U)| : U \in V \text{ and } \text{rk}(\langle U \rangle_{F_q[x]}(u)) = r \} \),
5. \( d_r(C) = \min \{ \text{wt}(D) : D \subseteq C \text{ is a subcode of } \text{rk}(D) = r \} \),

for \( 1 \leq r \leq k \).

**Proof.** We already observed that the support of a linear space is equal to the union of the supports of a system of generators. Therefore, for any set \( U \), the support of \( U \) is the same as the support of the \( F_q \)-linear space generated by \( U \). This proves that definitions 1. and 3. are equivalent and 2. and 4. are equivalent. Moreover, by comparing the sets over which we minimize, one sees that the minimum in 4. is greater than or equal to that in 3., the minimum in 5. is greater than or equal to that in 4., and the \( r \)-th generalized weight of \( C \) is greater than or equal to the minimum in 3. In order to prove that all numbers coincide, it suffices to show that the minimum in 3. is greater than or equal to that in 5.

Let \( U \subseteq C \) be an \( F_q \)-linear subspace such that \( \text{rk}(\langle U \rangle_{F_q[x]}(u)) \geq r \). Then \( \dim(U) \geq r \) and there exists \( U' \subseteq U \) an \( F_q \)-linear subspace such that \( \dim(U') = \text{rk}(\langle U' \rangle_{F_q[x]}(u)) = r \). We conclude, since \( U' \subseteq U \) implies that \( \text{supp}(U') \subseteq \text{supp}(U) \).

**Remark 3.7.** Consider a noncatastrophic code \( C \). One may also define the generalized weights as

\[
\tilde{d}_r(C) = \min \{ \text{wt}(D) : D \subseteq C \text{ is a noncatastrophic subcode of } \text{rk}(D) = r \}
\]

for \( 1 \leq r \leq k \). Notice that this definition is not equivalent to Definition 3.5. Indeed, it may happen that \( \tilde{d}_2(C) \neq d_{\text{free}}(C) \), while \( d_r(C) = d_{\text{free}}(C) \) for every \( C \), as shown in Proposition 5.5. For example, let \( C = \langle (1,1+x+x^2+x^3) \rangle_{F_2[x]} \subseteq F_2[x]^2 \). Then \( d_{\text{free}}(C) = \text{wt}(1+x,1+x^4) = 4 \) and every element of minimum weight generates a catastrophic code. On the other side, \( \text{wt}(1,1+x+x^2+x^3) = 5 \) hence \( d_1(C) = 5 \). Since we want the first generalized weight to be equal to \( d_{\text{free}}(C) \), we will not discuss this definition further.

In the next proposition, we establish some basic properties of the generalized weights. In particular, we prove that they are strictly increasing and that the minimum distance coincides with the first generalized weight. Moreover, we provide an upper bound on each generalized weight.

**Proposition 3.8.** Let \( C \subseteq D \subseteq F_q[x]^n \) be convolutional codes, let \( k = \text{rk}(C) \). Then

1. \( d_1(C) = d_{\text{free}}(C) \).
2. \( d_r(C) < d_{r+1}(C) \) for all \( 1 \leq r \leq k - 1 \).
3. \( d_r(D) \leq d_r(C) \) for all \( 1 \leq r \leq k \).
4. \( d_r(C) \leq n(\delta_1 + 1) - k + r \) for all \( 1 \leq r \leq k \).
5. \( d_k(C) \leq \text{wt}(C) \).

**Proof.** 1., 3., and 5. follow directly from the definition, while 4. follows by combining 2. and 5.

For 2., let \( U = \langle u_1, \ldots, u_r+1 \rangle_{F_q[x]} \) be a subcode of \( C \) that realizes \( d_{r+1}(C) \). After adding suitable multiples of \( u_1 \) to the other generators, we may suppose that \( \text{supp}(u_1) \nsubseteq \text{supp}(\langle u_2, \ldots, u_{r+1} \rangle_{F_q[x]} \). Since \( u_2, \ldots, u_{r+1} \) are still \( F_q[x] \)-linearly independent, we conclude.

**Remark 3.9.** Notice that, unlike what happens for linear block codes, one does not always have that \( d_1(C) = \text{wt}(C) \). For example, for the code \( C \) of Remark 3.7, one has \( d_1(C) = 4 < 5 = \text{wt}(C) \).

**Remark 3.10.** In spite of their simplicity, for all these bounds there exists codes that meet them. In particular, in Proposition 5.7 we prove that MDS codes meet bound 4. and in Proposition 6.6 we prove that the generalized weights of optimal anticodes increase by one at each step.
Generalized weights are invariant under isometries of convolutional codes. As a consequence, they are also invariant under strong isometries as defined in [6].

**Proposition 3.11.** If \( C_1 \) and \( C_2 \) are isometric convolutional codes, then they have the same weight and generalized weights.

**Proof.** Let \( \phi : C_1 \to C_2 \) be an isometry. Since \( \phi^{-1} : C_2 \to C_1 \) is also an isometry, it suffices to prove that the weight and the generalized weights of \( C_1 \) are greater than or equal to the corresponding invariants of \( C_2 \).

Let \( c_1(x), \ldots, c_k(x) \) be a basis of \( C_1 \) such that \( \text{wt}(C_1) = |\text{supp}(\langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q})| \). Then \( \phi(c_1(x)), \ldots, \phi(c_k(x)) \) are a basis of \( C_2 \) and the restriction of \( \phi \) is an \( \mathbb{F}_q \)-linear isometry of linear block codes between \( \langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q} \) and \( \langle \phi(c_1(x)), \ldots, \phi(c_k(x)) \rangle_{\mathbb{F}_q} \), with respect to the Hamming distance. In particular,

\[
\text{wt}(C_1) = |\text{supp}(\langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_q})| = |\text{supp}(\langle \phi(c_1(x)), \ldots, \phi(c_k(x)) \rangle_{\mathbb{F}_q})| \geq \text{wt}(C_2).
\]

Suppose now that \( D \subseteq C_1 \) realizes \( d_r(C_1) \). Since \( \phi \) is an isomorphism of \( \mathbb{F}_q \)-modules, then \( \text{rk}(\phi(D)) = r \). Moreover, \( \phi \) induces an isometry between \( D \) and \( \phi(D) \), hence

\[
d_r(C_1) = \text{wt}(D) = \text{wt}(\phi(D)) \geq d_r(C_2). \quad \square
\]

In [19], the authors introduce the family of generalized Hamming weights for convolutional codes. We now recall their definition and we briefly discuss how it relates to the generalized weights that we introduced.

**Definition 3.12.** Let \( C \) be a convolutional code. For every positive integer \( r \), the \( r \)-th generalized Hamming weight of \( C \) is

\[
d_r(C) = \min\{|\text{supp}(U)| : U \text{ is an } \mathbb{F}_q \text{-linear subspace of } C \text{ and } \dim(U) = r\}.
\]

**Remark 3.13.** It follows directly from the definitions that \( d_i(C) \leq d_r(C) \) for \( 1 \leq i \leq \text{rk}(C) \).

From now on, we refer to the weights from Definition 3.12 as generalized weights and to those from Definition 3.12 as generalized Hamming weights. Even though Definition 3.12 appears to be similar to our Definition 3.12, the fact that we consider rank \( r \) subcodes in place of \( r \)-dimensional subspaces leads to a different set of invariants.

In the next examples we exhibit two pairs of non-isometric codes. The codes in the first example can be distinguished using the generalized weights, but not using the generalized Hamming weights, while the codes in the second example can be distinguished using the generalized Hamming weights, but not using the generalized weights.

**Example 3.14.** (a) Let \( C_1, C_2 \in \mathbb{F}_q[x]^3 \) be the convolutional codes generated respectively by \( (1, 0, 0), (0, 1, 1 + x) \) and \( (1, 0, 0), (0, 0, 1) \). Then, \( d_r(C_1) = d_r(C_2) = r \) for every positive integer \( r \). By computing the generalized weights according to Definition 3.12, we can prove that the two codes are not isometric, since \( d_1(C_1) = d_1(C_2) = 1 \), \( d_2(C_1) = 4 \) and \( d_2(C_2) = 2 \).

(b) Let \( C_1, C_2 \in \mathbb{F}_q[x]^3 \) be the convolutional codes generated respectively by \( (1, 1, 1) \) and \( (1 + x, 0, 1) \). Then \( d_1(C_1) = d_1(C_2) \), that is, the generalized weights of \( C_1 \) and \( C_2 \) coincide. However, \( d_2(C_1) = 6 \) and \( d_2(C_2) = 5 \), in particular the codes are not isometric, as generalized Hamming weights are invariant under isometry.

Notice that an \((n, k, \delta)\) convolutional code has exactly \( k \) generalized weights and an infinite number of generalized Hamming weights. In particular, one can recover the rank of a convolutional code from its generalized weights, but not from its generalized Hamming weights, as the next example shows.

**Example 3.15.** Let \( C \subseteq \mathbb{F}_2[x]^n \) be such that \((1, 0, \ldots, 0) \in C \). Then \( d_r(C) = r \) for any \( r \geq 1 \). Clearly, there exist codes of any rank \( k \leq n \) which contain the codeword \((1, 0, \ldots, 0)\).

It may happen that, in order to distinguish two non-isometric codes, one needs to compute an arbitrarily large number of generalized Hamming weights. For instance, in the next example we show that, for fixed \( n \) and \( k \), there exist non-isometric convolutional codes with the same first \( N \) generalized weights for \( N \) arbitrary large as \( \delta \) goes to infinity. We will use the following simple lemma.
Lemma 3.16. Let \( q \) be a prime number. For a polynomial \( p(x) \in \mathbb{F}_q[x] \setminus \{0\} \) we have that
\[
\text{wt}
\left(
\sum_{t=0}^{N} x^t \right) + \text{wt}(p(x)) \geq N + 2.
\]

Proof. Let \( p(x) = a_1x^{k_1} + \cdots + a_2x^{k_2} \) be a polynomial with \( k_1 < \cdots < k_2 \) and \( \text{wt}(p(x)) = \ell > 0 \). If \( \ell \geq N + 1 \) or \( \ell = 1 \) the statement is trivially true. Suppose \( \ell < N + 1 \). Clearly,
\[
p(x) \sum_{t=0}^{N} x^t = \sum_{t=0}^{\ell} \sum_{i=1}^{n} a_i x^{k_i + t}.
\]

Two monomials have the same exponent if and only if there are \( i_1, i_2, t_1, t_2 \) such that \( k_{i_1} + t_1 = k_{i_2} + t_2 \). Moreover if \( (t_1, t_2) \neq (t_3, t_4) \) with \( t_1 < t_2 \) and \( t_3 < t_4 \) then \( q^{t_2} - q^{t_1} \neq q^{t_4} - q^{t_3} \). Therefore, in \( \mathbb{F}_q \) there are at most \( \ell(\ell - 1)/2 \) pairs of monomials with the same exponent. Since the number of monomials in the sum is \((N + 1)\ell\), we have that
\[
\text{wt}
\left(
\sum_{t=0}^{N} x^t \right) + \ell \geq (N + 1)\ell - \ell(\ell - 1) + \ell = \ell(N - \ell + 3).
\]

Finally, since \( 1 < \ell < N + 1 \), we have that \( \ell(N - \ell + 3) \geq N + 2 \).

Example 3.17. Let \( q \) be a prime number and let \( \mathcal{C}_N = \{(1, 1, 0), (0, \sum_{t=0}^{N} x^t, 1)\}_{F_q[x]} \subseteq F_q[x]^3 \). We claim that \( d'_r(\mathcal{C}_N) = 2r \) for all \( r \in \{1, \ldots, N + 1 \} \) and \( d'_{N+2}(\mathcal{C}_N) = 2(N + 1) + 1 \). In particular, the first \( N \) generalized weights of \( \mathcal{C}_{N+1} \) coincide and \( d'_{N+1}(\mathcal{C}_{N+1}) \neq d'_{N+1}(\mathcal{C}_N) \).

Let \( U = \langle p_{i,1}(x)(1, 1, 0) + p_{i,2}(x)(0, \sum_{t=0}^{N} x^t, 1) \mid 1 \leq i \leq r \rangle_{F_q} \) be a linear subspace of dimension \( r \leq N + 1 \). Let \( J \subseteq \{1, \ldots, r\} \) be a maximal set of indices such that \( \{p_{i,1}(x)\}_{j \in J} \) is an \( F_q \)-linear independent set. If \( |J| = r \), then \( d'_r(\mathcal{C}_N) \geq 2r \). If \( |J| < r \), we may assume without loss of generality that \( p_{i,1}(x) = 0 \) for every \( i \not\in J \). It is easy to show that the support of \( U \) has cardinality at least \( |J| \), and we may choose \( J \) such that the last entry of the support of \( U \) has cardinality greater than or equal to \( r - |J| - 1 + \text{wt}(p_{J,2}(x)) \). Since the cardinality of the second entry of the support of \( U \) is at least \( \text{wt}(p_{J,2}(x) \sum_{t=0}^{N} x^t) \),
\[
d'_r(\mathcal{C}_N) \geq |J| + r - |J| - 1 + \text{wt}(p_{J,2}(x)) + \text{wt}(p_{J,2}(x) \sum_{t=0}^{N} x^t).
\]

By Lemma 3.16, we conclude that
\[
d'_r(\mathcal{C}_N) \geq N + 1 + r \geq 2r.
\]

Let \( V = \langle (x^i, x^j, 0) \mid 1 \leq i \leq r \rangle_{\mathbb{F}_q} \). Then \( V \) is an \( r \)-dimensional subspace of \( \mathcal{C}_N \) with \( |\text{supp}(V)| = 2r \), showing that \( d'_r(\mathcal{C}_N) = 2r \) for \( 1 \leq r \leq N + 1 \).

Moreover, \( V = \langle (0, \sum_{t=0}^{N} x^t, 1), (x^i, x^j, 0) \mid 1 \leq i \leq N \rangle_{\mathbb{F}_q} \) is an \( (N + 2) \)-dimensional \( \mathbb{F}_q \)-linear subspace of \( \mathcal{C} \), showing that \( d'_{N+2}(\mathcal{C}_N) \leq 2(N + 1) + 1 \). Since \( d'_{N+1} = 2(N + 1) \), then \( d'_{N+2}(\mathcal{C}_N) = 2(N + 1) + 1 \) by Proposition 3.8.

The next proposition relates the generalized weights of an \((n, k, 0)\) convolutional code with the generalized Hamming weights of the linear block code generated by the same elements. The latter were studied by Wei in [21] and we refer to his work for their definition and basic properties.

Proposition 3.18. Let \( \mathcal{C} \) be an \((n, k, 0)\) convolutional code. Then \( \text{rk}(\mathcal{C}) = \text{dim}(\mathcal{C}[0]) \) and
\[
d_r(\mathcal{C}) = d'_r(\mathcal{C}[0])
\]
for \( 1 \leq r \leq \text{rk}(\mathcal{C}) \), where \( d'_r(\mathcal{C}[0]) \) denotes the \( r \)-th generalized Hamming weight of \( \mathcal{C}[0] \). In particular
\[
d_r(\mathcal{C}) \leq n + k - r.
\]
In addition, if $D \subseteq C_0$ is an $r$-dimensional subspace such that $d_r^H(C_0) = |\text{supp}(D)|$, then $D = \langle D \rangle_{F_q[x]} \subseteq C$ realizes $d_r(C)$. In particular

$$d_{rk(C)}(C) = \text{wt}(C) = |\text{supp}(C_0)|,$$

where $\text{supp}(C_0)$ denotes the Hamming support of $C_0$.

**Proof.** Since $C = \langle C_0 \rangle_{F_q[x]}$ and $C_0 \subseteq F_q^n$, then $\text{rk}(C) = \dim(C_0)$. Fix $1 \leq r \leq \text{rk}(C)$ and let $D \subseteq C_0$ be an $F_q$-linear subspace such that $\dim(D) = r$ and $d_r^H(C_0) = |\text{supp}(D)|$. Let $D = \langle D \rangle_{F_q[x]} \subseteq C$, then $\text{rk}(D) = r$ and $\text{wt}(D) \leq |\text{supp}(D)| = d_r^H(C_0)$. This implies that

$$d_r^H(C_0) \geq d_r(C).$$

To prove the reverse inequality, let $D \subseteq C$ be a rank $r$ submodule and let $v_1, \ldots, v_r$ be an $F_q[x]$-basis of $D$ such that $\text{wt}(D) = |\text{supp}(\langle v_1, \ldots, v_r \rangle_{F_q})|$. For $1 \leq i \leq r$ write $v_i = \sum_{j=0}^{t_i} v_i[j]x^j$. Since $C = \langle C_0 \rangle_{F_q[x]}$, then $v_i[j] \in C_0$ for all $i, j$. Let $U = \langle \{u_{i,j}\}_{j,i} \rangle_{F_q}$. By construction

$$D \subseteq \langle U \rangle_{F_q[x]}$$

and $\text{wt}(D) = |\text{supp}(\langle v_1, \ldots, v_r \rangle_{F_q})| \geq |\text{supp}(U)|$.

Since $\dim(U) = \text{rk}(\langle U \rangle_{F_q[x]}) \geq \text{rk}(D) = r$, one can find $U' \subseteq U$ an $F_q$-linear subspace with $\dim(U') = r$. Then $\text{rk}(\langle U' \rangle_{F_q[x]}) = r$ and

$$\text{wt}(\langle U' \rangle_{F_q[x]}) \leq |\text{supp}(U')| \leq |\text{supp}(U)| \leq \text{wt}(D).$$

Observe in addition that, if $D$ has an $F_q[x]$-basis $v'_1, \ldots, v'_r$, then $U = U' = \langle v'_1, \ldots, v'_r \rangle_{F_q}$, showing that

$$\text{wt}(D) = |\text{supp}(\langle v'_1, \ldots, v'_r \rangle_{F_q})|. $$

Summarizing we have shown that, for every submodule $D \subseteq C$ of rank $r$, one can find a submodule of $C$ of the form $\langle U' \rangle_{F_q[x]}$ for some $U' \subseteq C_0$, with rank $r$ and weight smaller than or equal to the weight of $D$. Since $|\text{supp}(U')| = \text{wt}(\langle U' \rangle_{F_q[x]}), this implies that $d_r^H(C_0) \leq d_r(C)$. $\Box$

Notice that the generalized Hamming weights of an $(n, k, 0)$ convolutional code may not coincide with the generalized Hamming weights of the linear block code generated by the same elements, as the next example shows.

**Example 3.19.** Let $C = \langle (1, 0, 0), (0, 1, 1) \rangle_{F_q[x]} \subseteq F_q^3$ and let $C_0 \subseteq F_q^1$. The generalized Hamming weights of $C_0$ are $d_1^H(C_0) = 1$ and $d_2^H(C_0) = 3$, while the generalized Hamming weights of $C$ are $d_r(C) = 1$ for all $r \geq 1$.

The next result is obtained by combining Proposition 3.13 and Wei duality for the generalized Hamming weight of a linear block code.

**Proposition 3.20.** Let $C$ be an $(n, k, 0)$ convolutional code. Then $C^\perp$ is an $(n, n-k, 0)$ convolutional code and its set of generalized weights is

$$\{d_r(C^\perp) \mid 1 \leq r \leq n-k\} = \{n+1-d_r(C) \mid 1 \leq r \leq k\}.$$ 

In particular, the generalized weights of $C$ determine those of $C^\perp$.

**Proof.** By Proposition 3.2, $C$ has the form $C = \langle C_0 \rangle_{F_q[x]}$ and $\dim(C_0) = k$. Moreover, $C^\perp = \langle C_0^\perp \rangle_{F_q[x]}$ is an $(n, n-k, 0)$ convolutional code. Wei duality states that

$$\{d_r^H(C^\perp) \mid 1 \leq r \leq n-k\} = \{n+1-d_r^H(C_0) \mid 1 \leq r \leq k\},$$

see [21] Theorem 3. We conclude by Proposition 3.13. $\Box$

For a catastrophic convolutional code, one may have that $C \subseteq (C^\perp)^\perp$. In such a situation, one expects to be able to find a code such that $C$ and $(C^\perp)^\perp$ have different generalized weights. This is indeed the case, as the next example shows.
Example 3.21. Let $C = ((1 + x, 0))_{\mathbb{F}_2[x]} \subseteq \mathbb{F}_2[x]^2$. Then $C^\perp = \langle (0, 1) \rangle$ and $(C^\perp)^\perp = \langle (1, 0) \rangle \supseteq C$. In addition, $d_1(C) = 2$ while $d_1((C^\perp)^\perp) = 1$. In particular, $C$ and $(C^\perp)^\perp$ have different generalized weights, while having the same dual code $C^\perp$.

Noncatastrophic convolutional codes coincide with their double dual. However, no result along the lines of Wei duality holds even when restricting to this class of codes. More precisely, the next example shows that there exists noncatastrophic convolutional codes with the same generalized weights and whose dual codes have different generalized weights.

Example 3.22. Let $C_1 = \langle (1 + x, 1 + x, 1, 0) \rangle_{\mathbb{F}_2[x]}$ and $C_2 = \langle (1 + x, 1, 1, 1) \rangle_{\mathbb{F}_2[x]}$ be $(4, 1, 1)$ noncatastrophic convolutional codes. We have that $d_1(C_1) = d_1(C_2) = 5$, while $d_1((C_1^\perp)^\perp) = 1$ and $d_1(C_2^\perp) = 2$.

Notice that the previous example also shows that Wei duality cannot hold for any set of generalized weights with the property that the first generalized weight is the free distance of the code. More precisely, we have the following.

Remark 3.23. Given any definition of generalized weights for convolutional codes such that the first generalized weight is the free distance of the code, the generalized weights of a code do not determine in general the generalized weights of its dual.

Although Wei duality does not hold for this type of dual, the are other types of duality that have been considered in the literature. For example, in [20] the authors define the reverse of a convolutional code.

Definition 3.24. Let $C$ be an $(n, k, \delta)$ convolutional code and let $\text{rev} : \mathbb{F}_q[x]^n \to \mathbb{F}_q[x]^n$ be the map given by $\text{rev}(0) = 0$ and

$$\text{rev}(c(x)) = x^{\deg(c(x))}c\left(\frac{1}{x}\right)$$

if $c(x) \neq 0$. The reverse code of $C$ is

$$\text{rev}(C) = \langle \text{rev}(c(x)) : c(x) \in C \rangle_{\mathbb{F}_q[x]}.$$

Remark 3.25. Let $c(x) \in \mathbb{F}_q[x]^n \setminus \{0\}$. The following are equivalent:

- $\text{rev}(\text{rev}(c(x))) = c(x)$,
- $\deg(c(x)) = \deg(\text{rev}(c(x)))$,
- $x \nmid c(x)$.

In addition, one has $x^d \text{rev}(\text{rev}(c(x))) = c(x)$ for $d = \max\{t \geq 0 : x^t \mid c(x)\}$.

For the sake of completeness, we prove that Definition 3.24 is equivalent to the definition of reverse code given in [20]. This implies in particular that if $C$ is an $(n, k, \delta)$ convolutional code, then $\text{rev}(C)$ is an $(n, k, \delta')$ convolutional code, for some $\delta'$.

Proposition 3.26. Let $C$ be an $(n, k, \delta)$ convolutional code and let $G$ be a row-reduced generator matrix for $C$. Let $c_1, \ldots, c_k$ be the rows of $G$. Then,

$$\text{rev}(C) = \langle \text{rev}(c_1), \ldots, \text{rev}(c_k) \rangle_{\mathbb{F}_q[x]}.$$  

In particular, $\text{rk}(\text{rev}(C)) = k$.

Proof. It is clear from the definition that $\text{rev}(C) \supseteq \langle \text{rev}(c_1), \ldots, \text{rev}(c_k) \rangle_{\mathbb{F}_q[x]}$. Therefore, it suffices to show that $\text{rev}(c) \in \langle \text{rev}(c_1), \ldots, \text{rev}(c_k) \rangle_{\mathbb{F}_q[x]}$ for all $c \in C$. Let $c \in C$ and let $u_1, \ldots, u_k \in \mathbb{F}_q[x]$ such that $c = \sum u_ic_i$. Since $G$ is row-reduced, we have that $\deg(c) = \max_i\{\deg(u_i) + \deg(c_i)\}$. Therefore

$$\text{rev}(c) = x^{\deg(c)}\sum_{i=1}^k u_i \left(\frac{1}{x}\right) c_i \left(\frac{1}{x}\right) = \sum_{i=1}^k x^{\deg(c) - \deg(c_i)} u_i \left(\frac{1}{x}\right) \text{rev}(c_i).$$

This concludes the proof. Indeed, from $\deg(c) = \max_i\{\deg(u_i) + \deg(c_i)\}$ we immediately deduce that $x^{\deg(c) - \deg(c_i)} u_i \left(\frac{1}{x}\right) \in \mathbb{F}_q[x]$. □
Corollary 3.27. Let $\mathcal{C}$ be an $(n,k,\delta)$ convolutional code. The following hold:

1. $\text{rev}(\text{rev}(\mathcal{C})) \supseteq \mathcal{C}$.
2. There exists a positive integer $d$, such that $x^d \text{rev}(\text{rev}(\mathcal{C})) \subseteq \mathcal{C}$.
3. If $\mathcal{C}$ is noncatastrophic, then $\text{rev}(\text{rev}(\mathcal{C})) = \mathcal{C}$.

Proof. 1. Let $G$ be a row-reduced generator matrix for $\mathcal{C}$ and let $c_1, \ldots, c_k$ be the rows of $G$. For every $1 \leq i \leq k$ there exists $t_i \geq 0$ such that $x^{t_i} \text{rev}(\text{rev}(c_i)) = c_i$. Therefore, $\text{rev}(\text{rev}(\mathcal{C})) \supseteq \mathcal{C}$.

2. Consider the ascending chain of modules $\mathcal{C} \subseteq C : x \subseteq \ldots \subseteq C : x^d \subseteq \ldots$ for $d \geq 0$. Since every submodule of $\mathcal{C}$ is finitely generated, any ascending chain of submodules of $\mathcal{C}$ is stationary. This means that there exists a $d$ such that $\mathcal{C} : x^d = C : x^d$ for any $d \geq 0$. Let $c \in \mathcal{C}$, then $c = x^t \text{rev}(\text{rev}(c))$ for some $t \geq 0$, hence $\text{rev}(\text{rev}(c)) \in \mathcal{C} : x^d \subseteq \mathcal{C} : x^d$ if $d \geq t$. Moreover, $\mathcal{C} : x^d = \mathcal{C} : x^t$ if $t \geq d$. Therefore $\mathcal{C} : x^d \supseteq \text{rev}(\text{rev}(\mathcal{C}))$, that is $x^d \text{rev}(\text{rev}(\mathcal{C})) \subseteq \mathcal{C}$.

3. For a noncatastrophic code one has $\{c(x) \in \mathbb{F}_q[x]^n \mid x^d c(x) \in \mathcal{C}\}$ is stationary. This means that there exists a $d$ such that $\mathcal{C} : x^d = \mathcal{C} : x^d$ for any $d \geq 0$. Let $c \in \mathcal{C}$, then $c = x^d \text{rev}(\text{rev}(c))$ for some $d \geq 0$, hence $\text{rev}(\text{rev}(c)) \in \mathcal{C} : x^d \subseteq \mathcal{C} : x^d$ if $d \geq t$. Moreover, $\mathcal{C} : x^d = \mathcal{C} : x^t$ if $t \geq d$. Therefore $\mathcal{C} : x^d \supseteq \text{rev}(\text{rev}(\mathcal{C}))$, that is $x^d \text{rev}(\text{rev}(\mathcal{C})) \subseteq \mathcal{C}$.

where $\mathcal{C} : x^d$ is the set of all $\mathcal{C}$ that realize $\text{rev}(\text{rev}(\mathcal{C}))$.

The next proposition proves that the generalized weights of $\mathcal{C}$ are the same as those of $\text{rev}(\mathcal{C})$.

Proposition 3.28. Let $\mathcal{C}$ be an $(n,k,\delta)$ convolutional code. Then,

$$d_r(\mathcal{C}) = d_r(\text{rev}(\mathcal{C})),$$

for $1 \leq r \leq k$.

Proof. Let $D = \langle c_1, \ldots, c_r \rangle_{\mathbb{F}_q[x]}$ be a submodule of $\mathcal{C}$ that realizes $d_r(\mathcal{C})$ and such that $\text{wt}(D) = |\text{supp}(\langle c_1, \ldots, c_r \rangle_{\mathbb{F}_q[x]}))|$. Let $s = \max\{\deg(c_i) : 1 \leq i \leq r\}$ and let

$$D' = \langle x^{s-\deg(c_1)} \text{rev}(c_1), \ldots, x^{s-\deg(c_r)} \text{rev}(c_r) \rangle_{\mathbb{F}_q[x]} \subseteq \mathcal{C}.$$

Since $\text{rk}(D') = \text{rk}(\text{rev}(D)) = r$, then

$$d_r(\mathcal{C}) \leq \text{wt}(D') \leq |\text{supp}(\langle x^{s-\deg(c_1)} \text{rev}(c_1), \ldots, x^{s-\deg(c_r)} \text{rev}(c_r) \rangle_{\mathbb{F}_q[x]})| = \text{wt}(D) = d_r(\mathcal{C}).$$

To prove the reverse inequality, let $D \subseteq \text{rev}(\mathcal{C})$ be a submodule that realizes $d_r(\text{rev}(\mathcal{C}))$. By Corollary 3.27 there exists a positive integer $d$ such that $x^d D \subseteq \mathcal{C}$. Since $\text{rk}(x^d D) = \text{rk}(D) = r$, then

$$d_r(\mathcal{C}) \leq \text{wt}(x^d D) = \text{wt}(D) = d_r(\text{rev}(\mathcal{C})).$$

Therefore

$$d_r(\mathcal{C}) \leq d_r(\text{rev}(\mathcal{C})) \leq d_r(\text{rev}(\mathcal{C})) \leq d_r(\mathcal{C}).$$

4 Minimal supports

In this section, we study codewords of minimal support and submodules that realize the generalized weights of a convolutional code. We show that it is possible to calculate the generalized weights considering only subspaces with special properties. In particular, in Theorem 4.3 we prove that, in order to compute $d_r(\mathcal{C})$, we may restrict to subspaces generated by vectors, whose degree is
bounded by a function of \( n, k, r \) and \( \delta_1 \) only. Moreover, we show that the generalized weights are realized by subspaces generated by codewords of minimal support.

Some of the results in this section are similar to those obtained in [S] Section 3] for a large family of support functions and codes over rings. Notice however that the setup of [S] does not apply to our situation, as the Hamming support for convolutional codes is not a support according to the definition from [S].

**Definition 4.1.** Let \( C \subseteq \mathbb{F}_q[x]^n \) be a convolutional code. A codeword \( c \in C \) is **minimal** if its support is minimal among the supports of the nonzero codewords of \( C \).

It is easy to show that, for a given code, minimal supports correspond uniquely to minimal codewords, up to a nonzero scalar multiple.

**Lemma 4.2.** Let \( C \subseteq \mathbb{F}_q[x]^n \) be a convolutional code. If two minimal codewords \( u(x), v(x) \in C \) have the same support, then there exists \( \alpha \in \mathbb{F}_q^* \) such that \( u(x) = \alpha v(x) \).

**Proof.** If \( u(x), v(x) \in C \) have the same support, then there exists \( \alpha \in \mathbb{F}_q^* \) such that \( \text{supp}(u(x) - \alpha v(x)) \subset \text{supp}(u(x)) \). By the minimality of the support of \( u(x) \), we deduce that \( u(x) - \alpha v(x) = 0 \).

In this section, we study the subcodes of \( C \) which realize its generalized weights. We start by showing that if \( C \) is a noncatastrophic convolutional code, then each of its generalized weights is realized by a subspace that contains an element that is not divisible by \( x \).

**Theorem 4.3.** Let \( C \) be a noncatastrophic convolutional code of rank \( k \). For \( 1 \leq r \leq k \), consider the set

\[
\mathcal{U}_r = \{ \mathcal{D} \subseteq C \text{ is a subcode of } \text{rk}(\mathcal{D}) = r \text{ and } \exists c \in \mathcal{D} \text{ with } c[0] \neq 0 \}.
\]

Then

\[
d_r(C) = \min \{ \text{wt}(\mathcal{D}) \mid \mathcal{D} \in \mathcal{U}_r \}.
\]

**Proof.** Let \( \mathcal{D} = \langle c_1, \ldots, c_r \rangle_{\mathbb{F}_q[x]} \subseteq C \) be a subcode that realizes the \( r \)-th generalized weight and such that \( \text{wt}(\mathcal{D}) = |\text{supp}(\langle c_1, \ldots, c_r \rangle_{\mathbb{F}_q[x]})| \). Let \( \ell = \max \{ d \geq 0 : x^d | c_i \text{ for } 1 \leq i \leq k \} \). Since \( C \) is noncatastrophic, by Proposition 3.1 we have that \( \mathcal{D}' = \langle c_1/x^\ell, \ldots, c_r/x^\ell \rangle \in \mathcal{U}_r \). This concludes the proof, since \( \text{wt}(\mathcal{D}) = |\text{supp}(\langle c_1/x^\ell, \ldots, c_r/x^\ell \rangle_{\mathbb{F}_q[x]})| \geq \text{wt}(\mathcal{D}') \).

Let \( \phi_{d,\delta} : \mathbb{F}_q[x] \to \mathbb{F}_q[x]^{\leq \delta} \) be the linear map given by

\[
\phi_{d,\delta}(a_0 x + \cdots + a_d x^d - \delta + \cdots + a_n x^n) = a_d x^d + a_{d-1} x^{d-1} + \cdots + a_n x^n,
\]

where \( \mathbb{F}_q[x]^{\leq \delta} \) denotes the set of polynomials of degree at most \( \delta \). We can extend this map to \( \mathbb{F}_q[x]^{k \times n} \) by applying \( \phi_{d,\delta} \) to each entry. This yields the map \( \Phi_{d,\delta} : \mathbb{F}_q[x]^{k \times n} \to \mathbb{F}_q[x]^{\leq \delta} \), given by

\[
\Phi_{d,\delta}(a_{i,j}(x)) = \phi_{d,\delta}(a_{i,j}(x)).
\]

In order to simplify the notation, given a matrix \( M \in \mathbb{F}_q[x]^{k \times n} \), we write \( M_t = \Phi_{t,t}(M) \). The next lemma follows directly from the definition.

**Lemma 4.4.** Let \( M \in \mathbb{F}_q[x]^{k \times n} \) be a matrix with entries in \( \mathbb{F}_q[x] \).

1. If each entry of \( M \) is divisible by \( x^t \) for some \( t \in \mathbb{N} \), then

\[
\Phi_{d,\delta}(x^{-t} M) = \Phi_{d+t,\delta}(M).
\]

2. If \( d - \delta \leq \deg(M) \leq d \), then

\[
\Phi_{d,\delta}(M) = \Phi_{\deg(M),d-\deg(M)}(M).
\]

The next lemma is crucial for the proof of Theorem 4.8.
Lemma 4.5. Let $C$ be an $(n, k, \delta)$ convolutional code, $G$ a row-reduced generator matrix for $C$ with maximum degree $\delta_1 \geq 1$, $M = \langle m_{i,j}(x) \rangle, i,j \in \mathbb{F}_q[x]^{r \times k}$, and $1 \leq s_1 < s_2 \leq d = \max_{i,j} \deg(m_{i,j}(x))$ natural numbers. If $s_2 - s_1 \geq q^d kr$, then there exist $M' = \langle m'_{i,j}(x) \rangle, i,j \in \mathbb{F}_q[x]^{r \times k}$ and a natural number $t < d' = \max_{i,j} \deg(m'_{i,j}(x))$ such that

1. $s_1 \leq t < t + d - d' \leq s_2$.
2. $(M'G)_t = (MG)_t$.
3. $\Phi_{d+\delta_1, d'+\delta_1-1}(MG) = \Phi_{d'+\delta_1, d'+\delta_1-t-1}(M'G)$.

Proof. Consider the set $F = \{ \Phi_{s+\delta_1, \delta_1-1}(MG) : s_1 \leq s \leq s_2 \}$. Since $s + \delta_1 > \delta_1$ and the rows of $M_i G$ are elements of $C$ of degree smaller than or equal to $s + \delta_1$, then

$$|F| \leq \left| \bigcup_{h=\delta_1}^{\infty} \left\{ \Phi_{h, \delta_1-1}(c_1, \ldots, c_{\delta_1}) : c_i \in C \text{ and } \deg(c_i) \leq h \right\} \right| \leq q^{d_1 kr}.$$

The second inequality follows from observing that there are $r$ rows, each row is a combination of $k$ generators of $C$ and there are $\delta_1$ possible shifts.

Since $s_2 - s_1 \geq q^{d_1 kr}$, by the pigeonhole principle there exist $s_1 \leq t \leq t' \leq s_2$ such that $\Phi_{t+\delta_1, \delta_1-1}(MG) = \Phi_{t'+\delta_1, \delta_1-1}(M'G)$. Let

$$M' = M_t + (M - M_t')x^{t'-t}.$$

(3)

We claim that $M'$ and $t$ satisfy the statement. Since $d \geq t' > t$, it follows from equation (3) that $d' = d - t' + t$ and therefore $s_1 \leq t < t' = d + t - d' \leq s_2$. Moreover

$$(M'G)_t = (MG_t + (M - M_t')x^{t'-t}G)_t = (MG)_t.$$

Finally,

$$\Phi_{d'+\delta_1, d'+\delta_1-1}(M'G) = \Phi_{d'+\delta_1, d'+\delta_1-t-1}(M_t + (M - M_t')x^{t'-t}G) = \Phi_{d'+\delta_1, d'+\delta_1-t-1}(MG_t + (M - M_t')x^{t'-t}G) = \Phi_{t+\delta_1, \delta_1-1}(MG_t) + \Phi_{d'+\delta_1, d'+\delta_1-t-1}(M'G) = \Phi_{t+\delta_1, \delta_1-1}(MG_t) + \Phi_{d+\delta_1, d'+\delta_1-t-1}(MG) - \Phi_{t'+\delta_1, \delta_1-1}(M'G) = \Phi_{d+\delta_1, d'+\delta_1-t-1}(MG),$$

where the second and third equalities follow from Lemma 4.4 while the last one follows from the fact that $\Phi_{t+\delta_1, \delta_1-1}(MG_t) = \Phi_{t'+\delta_1, \delta_1-1}(M_tG)$.

Remark 4.6. By Lemma 4.5 we have that

$$|\text{supp}(M'G)| \leq |\text{supp}(MG)|.$$

Indeed

$$|\text{supp}(M'G)| = |\text{supp}((M'G)_t)| + |\text{supp}(\Phi_{d'+\delta_1, d'+\delta_1-t-1}(M'G))| = |\text{supp}((MG)_t)| + |\text{supp}(\Phi_{d+\delta_1, d'+\delta_1-t-1}(MG))| \leq |\text{supp}(MG)|.$$

Since $G$ is a generator matrix of $C$, the submodules spanned by the rows of $MG$ and $M'G$ are subcodes of $C$. Suppose that the submodule spanned by the rows of $MG$ realizes $d_r(C)$. Since Lemma 4.5 implies that $|\text{supp}(M'G)| \leq |\text{supp}(MG)|$, if we had $\text{rk}(MG) = \text{rk}(M'G)$, then $M'G$ would realize $d_r(C)$, too. However, it may happen that $\text{rk}(MG) \neq \text{rk}(M'G)$, as the next example shows.
Example 4.7. Let $\mathcal{C}$ be an $(3, 2, 1)$ code in $\mathbb{F}_2[x]^3$ with row-reduced generator matrix

$$G = \begin{pmatrix} 1 & 0 & x \\ 0 & 1 & 0 \end{pmatrix}.$$ 

Let $M \in \mathbb{F}_2[x]^{2 \times 2}$ be the following matrix of degree $d = 38$

$$M = \begin{pmatrix} x^{38} & x^{17} \\ x^{17} & 1 \end{pmatrix}.$$ 

Let $s_1 = 17$ and $s_2 = 37$. Since $s_2 - s_1 = 20 > 16 = 2^4 = q^{s_1 k r}$, we can apply Lemma 4.5 to $M$ and $G$. Let $M' \in \mathbb{F}_2[x]^{2 \times 2}$ be the matrix

$$M' = \begin{pmatrix} x^{34} & x^{17} \\ x^{17} & 1 \end{pmatrix}.$$ 

We claim that $M'$ with $t = 20$ satisfies the condition in Lemma 4.5. Indeed, we have that $s_1 = 17 < t = 20 < 24 = 38 + 20 - 34 = d + t - d' < 37$. Moreover,

$$(M'G)_{20} = \begin{pmatrix} 0 & x^{17} \\ 1 & x^{18} \end{pmatrix} = (MG)_{20}.$$ 

Finally, we have that

$$\Phi_{35, 14}(M'G)_{20} = \begin{pmatrix} x^{13} & 0 \\ 0 & 0 \end{pmatrix} = \Phi_{39, 14}(MG).$$

Notice that $\det(M') = 0$ while $\det(M) = x^{38} - x^{34}$, therefore $\text{rk}(MG) \neq \text{rk}(M'G)$. Notice moreover that $(M', 20)$ is not the only pair that satisfies the conditions in Lemma 4.5 and that other pairs may behave differently. For example, consider the matrix $M'' \in \mathbb{F}_2[x]^{2 \times 2}$ given by

$$M'' = \begin{pmatrix} x^{35} & x^{17} \\ x^{17} & 1 \end{pmatrix}.$$ 

One can verify that the pair $(M'', 20)$ satisfies the conditions in Lemma 4.5 and $\text{rk}(MG) = \text{rk}(M''G)$.

For a matrix $M \in \mathbb{F}_q^{m \times n}$ and $S \subseteq \{1, \ldots, k\}$, $L \subseteq \{1, \ldots, n\}$ we let $M(S, L)$ denote the submatrix of $M$ consisting of the rows indexed by $S$ and the columns indexed by $L$. We are now ready to prove the main result of this section. It says that, in order to compute generalized weights, it suffices to look at a subcodes generated by codewords of bounded degree. A similar result for the generalized Hamming weights of a convolutional code is stated without proof in [19, 22].

Theorem 4.8. Let $\mathcal{C}$ be an $(n, k, \delta)$ convolutional code with maximum degree $\delta_1$. Then, $d_r(\mathcal{C})$ is realized by a subspace generated by codewords of degree at most $(r + 2)q^{\delta_1 k r} + 1)(n(\delta_1 + 1) - k + r)$.

Proof. If $\delta_1 = 0$, $d_r(\mathcal{C})$ is realized by a subspace generated by codewords of degree zero by Proposition 5.18. If $\delta_1 \geq 1$, let $G$ be a generator matrix for $\mathcal{C}$ with maximum degree $\delta_1$. Suppose that $d_r(\mathcal{C})$ is realized by a subspace generated by the rows of $MG$, where $M = (m_{i,j}(x))_{i,j} \in \mathbb{F}_q[x]^{r \times k}$ is a matrix with $\max_{i,j} \deg(m_{i,j}(x)) \geq ((r + 2)q^{\delta_1 k r} + 1)(n(\delta_1 + 1) - k + r) + 1$ and such that there exists $N \subseteq \{1, \ldots, n\}$ with $|N| = r$ and $MG[R, N]$ has non-zero determinant, where $R = \{1, \ldots, r\}$.

By Proposition 3.8

$$d_r(\mathcal{C}) \leq n(\delta_1 + 1) - k + r.$$ 

Therefore, there exist $s_1 > s_2 > \cdots > s_{r+3}$ such that

$$s_h - s_{h+1} \geq q^{\delta_1 k r} \text{ and } \Phi_{s_h, s_h - 1}(MG) = 0.$$ 
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By induction, we define a chain of matrices $M^{(1)}, \ldots, M^{(r+2)}$ as follows. Applying Lemma 4.3 to $M, s_1, s_2$, we obtain $M^{(1)} = (m_{i,j}^{(1)}(x))_{i,j} \in \mathbb{F}_q[x]^{r \times k}$. In the same way, applying Lemma 4.3 to $M^{(b)}, s_h, s_{h+1}$, we obtain a matrix $M^{(b+1)} = (m_{i,j}^{(b+1)}(x))_{i,j} \in \mathbb{F}_q[x]^{r \times k}$. By Lemma 4.4 we have

$$(MG)_{s_{r+3}} = (M^{(1)}G)_{s_{r+3}} = \cdots = (M^{(r+2)}G)_{s_{r+3}}$$

and

$$|\text{supp}(MG)| = |\text{supp}(M^{(1)}G)| = \cdots = |\text{supp}(M^{(r+2)}G)|.$$ 

If there exists $1 \leq h \leq r + 2$ such that $\det(M^{(b)}G[R, N]) \neq 0$, then $d_r(C)$ is also realized by $MG^{(h)}$ and we conclude since the maximum degree of $MG^{(h)}$ is smaller than that of $MG$. Else, compute the determinant of $MG[R, N]$, indicating the monomial operations without solving them. We obtain

$$\det(MG[R, N]) = \sum_a a_u x^{a_1,u} \cdots x^{a_r,u}.$$ 

We rewrite this sum as

$$\det(MG[R, N]) = \sum_{d, \ell} S(MG, d, \ell),$$

where with $S(MG, d, \ell)$ we denote the partial sum of those terms $a_u x^{a_1,u} \cdots x^{a_r,u}$ that appears in $\det(MG[R, N])$ such that $\sum a_{h,u} = d$ and the number of exponents that are greater or equal than $s_{r+3}$ is exactly $\ell$. Notice that there exists at least a pair $d, \ell$ such that $S(MG, d, \ell) \neq 0$ since $\det(MG[R, N]) \neq 0$. In the same way we define $S(M^{(b)}G, d, \ell)$ for each $1 \leq h \leq r + 2$. By construction, we have that for each $1 \leq h \leq r + 2$ there exists a natural number $w_h$ such that

$$\det(M^{(b)}G[R, N]) = \sum_{d, \ell} S(M^{(b)}G, d, \ell) = \sum_{d, \ell} S(MG, d, \ell) x^{-w_h(\ell)}. \tag{4}$$

For each $1 \leq h \leq r + 2$, let $y_h$ be

$$y_h = \max\{d : \text{ there exists } \ell \text{ such that } S(M^{(b)}G, d, \ell) \neq 0\}$$

and $z_h$ be

$$z_h = \min\{\ell : S(M^{(b)}G, y_h, \ell) \neq 0\}.$$ 

We prove now that for $0 \leq h \leq r + 1$ we have that $z_h > z_{h+1}$. Since $\det(M^{(b+1)}G[R, N]) = 0$, there exists $\ell > z_{h+1}$ such that $S(M^{(b+1)}G, y_{h+1}, \ell) \neq 0$. Then, by equation (4) we have that

$$y_h = (w_{h+1} - w_h)\ell \geq y_{h+1} \geq y_h - (w_{h+1} - w_h)z_h.$$ 

So, we obtain that $z_{h+1} < \ell \leq z_h$. Therefore, we have that $r \geq z_1 > z_2 > \cdots > z_{r+2} \geq 0$. Since this is a contradiction, we conclude that there exists $h \in \{1, \ldots, r\}$ such that $\det(M^{(h)}G[R, N]) \neq 0$. 

Even though we do not expect the bound of Theorem 4.8 to be sharp, the theorem implies that the generalized weights of a convolutional code can be computed by exhaustive search in a finite number of steps. However, since the upper bound in Theorem 4.8 is large, it does not lead to a practical algorithm. It would be interesting to better understand under which assumptions and by how much this bound can be improved.

**Question 4.9.** Is it possible to sharpen the bound in Theorem 4.8? 

In this paper we improve the bound of Theorem 4.8 for two families of codes. Proposition 3.18 shows that, if $\delta = 0$, then $d_r(C)$ is realized by a subspace generated by codewords of degree 0 for all $r$, while Proposition 5.8 improves the bound of Theorem 4.8 for certain MDS codes.

In order to further simplify the computation of the generalized weights, we show that they are realized by subspaces generated by elements of minimal support. This is analogous to what happens for generalized Hamming weights of linear block codes and in fact for a much larger class of codes and supports, as discussed in [8, Section 3].
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Lemma 4.10. Let $C$ be an $(n, k, \delta)$ convolutional code and let $u_1, \ldots, u_r \in C$ be such that $\text{rk}(\langle u_1, \ldots, u_r \rangle_{F_q[x]}) = r$. Then there exist $u'_1, \ldots, u'_r \in C$ minimal codewords such that $\text{supp}(u'_i) \subseteq \text{supp}(u_i)$ for $1 \leq i \leq r$ and $\text{rk}(\langle u'_1, \ldots, u'_r \rangle_{F_q[x]}) = r$.

Proof. Let $e \in C$ be a minimal codeword with $\text{supp}(e) \subseteq \text{supp}(u_1)$. If

$$\text{rk}(\langle e, u_2, \ldots, u_r \rangle_{F_q[x]}) = r,$$

then let $u'_1 = e$. Else, we claim that there exists $\alpha \in F_q^*$ such that $\text{supp}(u_1 - \alpha e) \subseteq \text{supp}(u_1)$ and $\text{rk}(\langle u_1 - \alpha e, u_2, \ldots, u_r \rangle_{F_q[x]}) = r$.

In fact, if $\text{rk}(\langle u_1 - \alpha e, u_2, \ldots, u_r \rangle_{F_q[x]}) < r$, then there exist $p_1(x), \ldots, p_r(x), q_1(x), \ldots, q_r(x) \in F_q[x]$ such that $p_1(x)q_1(x) \neq 0$ and

$$p_1(x)e = \sum_{i=2}^r p_i(x)u_i \quad \text{and} \quad q_1(x)(u_1 - \alpha e) = \sum_{i=2}^r q_i(x)u_i.$$ 

Therefore

$$p_1(x)q_1(x)u_1 = \sum_{i=2}^r (p_1(x)q_i(x) + \alpha q_1(x)p_i(x))u_i,$$

contradicting the assumption that $\text{rk}(\langle u_1, \ldots, u_r \rangle_{F_q[x]}) = r$. If $u_1 - \alpha e$ is a minimal codeword, let $u'_1 = u_1 - \alpha e$, otherwise we repeat this process. Notice that, since at each step the support becomes strictly smaller, we find a minimal codeword in a finite number of steps. Proceeding in the same way for $u_2, \ldots, u_r$, we find minimal codewords $u'_1, \ldots, u'_r \in C$ with the desired properties. \hfill $\square$

The next theorem shows that, when computing generalized weights, we may restrict to subcodes generated by minimal codewords with the property that the support of each of them is not contained in the union of the supports of the others.

Theorem 4.11. Let $C$ be an $(n, k, \delta)$ convolutional code, let $1 \leq r \leq k$. Then there exist $r$ minimal codewords $u_1, \ldots, u_r \in C$ such that $\langle u_1, \ldots, u_r \rangle_{F_q[x]}$ realizes $d_r(C)$ and $\text{supp}(u_i) \not\subseteq \bigcup_{j \neq i} \text{supp}(u_j)$ for $1 \leq i \leq r$.

Proof. Let $U = \langle u_1, \ldots, u_r \rangle_{F_q[x]} \subseteq C$ realize $d_r(C) = |\text{supp}(\{u_1, \ldots, u_r\})|$. Up to performing Gaussian elimination, we can assume that $\text{supp}(u_i) \not\subseteq \bigcup_{j \neq i} \text{supp}(u_j)$ for $1 \leq i \leq r$. By Lemma 4.10 there exist $u'_1, \ldots, u'_r$ elements of minimal support such that $\text{supp}(u'_i) \subseteq \text{supp}(u_i)$ for $1 \leq i \leq r$ and $\text{rk}(U') = r$, where $U' = \langle u'_1, \ldots, u'_r \rangle_{F_q[x]}$. By construction,

$$\text{wt}(U) = |\text{supp}(\{u_1, \ldots, u_r\})| \geq |\text{supp}(\{u'_1, \ldots, u'_r\})| \geq \text{wt}(U').$$

(5)

Since $d_r(C) = \text{wt}(U)$ and $\text{rk}(U') = r$, we conclude that $\text{wt}(U) = \text{wt}(U')$ and $U'$ realizes $d_r(C)$. In addition, $\text{supp}(\{u_1, \ldots, u_r\}) = \text{supp}(\{u'_1, \ldots, u'_r\})$ by (4). Therefore

$$\bigcup_{j \neq i} \text{supp}(u_j) \subseteq \bigcup_{j=1}^r \text{supp}(u_j) = \bigcup_{j=1}^r \text{supp}(u'_j).$$

Since by construction $\bigcup_{j \neq i} \text{supp}(u'_j) \subseteq \bigcup_{j \neq i} \text{supp}(u_j)$, we conclude that $\text{supp}(u'_i) \not\subseteq \bigcup_{j \neq i} \text{supp}(u'_j)$. \hfill $\square$

5 MDS convolutional codes

This section focuses on the generalized weights of MDS and MDP convolutional codes. Proposition 3.3 yields lower bounds for the generalized weights of these two classes of codes. Indeed, for an MDS code $C$ we know that

$$d_i(C) \geq d_1(C) + i - 1 = d_{\text{free}}(C) + i - 1 = (n - k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + i.$$  

(6)
Similarly, for an MDP code $C$ we have that
\[ d_i(C) \geq d_1(C) + i - 1 = d_{\text{free}}(C) + i - 1 \geq d^*_\ell(C) + i - 1 \]
\[ = (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + \left\lfloor \frac{\delta}{n - k} \right\rfloor + 1 \right) + i \]

Proposition 5.1 also provides an upper bound on the generalized weights of any convolutional code. In this section, we show that this bound can be sharpened when $C$ is MDS or MDP. We start by showing that, if $C$ is an MDS or MDP convolutional code, then the row degrees of a row-reduced matrix of $C$ can only take certain values.

**Lemma 5.1.** Let $C$ be an $(n, k, \delta)$ a convolutional code, $G(x) = (p_{i,j}(x))_{i,j}$ be a row-reduced generator matrix for $C$ and $\delta_i = \max_j \deg(p_{i,j}(x))$ for $1 \leq i \leq k$.

1. If $C$ is MDP, then $\left\lfloor \frac{\delta}{k} \right\rfloor \leq \delta_i \leq \left\lfloor \frac{\delta}{n} \right\rfloor + k - a$, where $\delta = k \left\lfloor \frac{\delta}{k} \right\rfloor - a$ and $0 \leq a < k$.

2. If $C$ is MDS, then $\left\lfloor \frac{\delta}{k} \right\rfloor \leq \delta_i \leq \left\lfloor \frac{\delta}{n - k} \right\rfloor + 1$.

3. If $C$ is MDS or MDP and $k \mid \delta$, then $\delta_i = \frac{\delta}{k}$.

**Proof.** Suppose by contradiction that there exists an index $i$ such that $\delta_i < \left\lfloor \frac{\delta}{k} \right\rfloor$. If $k = n$ and $C$ is MDS, then
\[ \text{wt}(p_{i,1}(x), \ldots, p_{i,n}(x)) \leq n \left\lfloor \frac{\delta}{n} \right\rfloor < \delta + 1 = d_{\text{free}}(C). \]

If $k < n$, then
\[ \text{wt}(p_{i,1}(x), \ldots, p_{i,n}(x)) \leq n \left\lfloor \frac{\delta}{k} \right\rfloor \]
\[ = n \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) - n = (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + k \left\lfloor \frac{\delta}{k} \right\rfloor + k - n \]
\[ < (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + (n - k) \left\lfloor \frac{\delta}{n - k} \right\rfloor + 1. \]

If $C$ is MDP, then
\[ (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + (n - k) \left\lfloor \frac{\delta}{n - k} \right\rfloor + 1 = d^*_\ell(C) \leq d_{\text{free}}(C). \]

If $C$ is MDS, then
\[ (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + (n - k) \left\lfloor \frac{\delta}{n - k} \right\rfloor + 1 \leq d_{\text{free}}(C). \]

In all cases, the weight of the $i$-th row is strictly smaller than the free distance of the code, a contradiction. This proves that $\delta_i \geq \left\lfloor \frac{\delta}{k} \right\rfloor$ for $1 \leq i \leq k$.

If $k \mid \delta$, then $\delta_i = \frac{\delta}{k}$, since $\sum \delta_i = \delta$ and $\delta_i \geq \frac{\delta}{k}$. Else, since $\delta_i \geq \left\lfloor \frac{\delta}{k} \right\rfloor$ and $\sum \delta_i = \delta$, then $\delta_i \leq \left\lfloor \frac{\delta}{k} \right\rfloor + k - a$.

Finally, let $C$ be MDS and suppose that there exists an index $\ell$ such that $\delta_\ell > \left\lfloor \frac{\delta}{k} \right\rfloor + 1$. Consider the submatrix $G_\ell(x)$ obtained from $G(x)$ by deleting the $\ell$-th row and let $C_\ell$ be the code associated to $G_\ell(x)$. Then $G_\ell(x)$ is row-reduced and $C_\ell \subseteq C$. By Proposition 5.1 we have that $d_{\text{free}}(C_\ell) \geq d_{\text{free}}(C)$. On the other hand, by Theorem 2.2
\[ d_{\text{free}}(C_\ell) \leq (n - k + 1) \left( \left\lfloor \frac{\delta - \left\lfloor \frac{\delta}{k} \right\rfloor - 2}{k - 1} \right\rfloor + 1 \right) + \delta - \left\lfloor \frac{\delta}{k} \right\rfloor - 2 + 1 \]
\[ = (n - k + 1) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + \delta - \left\lfloor \frac{\delta}{k} \right\rfloor - 1 \]
\[ \leq (n - k) \left( \left\lfloor \frac{\delta}{k} \right\rfloor + 1 \right) + \delta = d_{\text{free}}(C) - 1, \]
a contradiction.
As a consequence of Lemma 5.1, we obtain an upper bound for the generalized weights of an MDS code, that improves the bound 4. from Proposition 5.8 whenever $k \nmid \delta$.

**Proposition 5.2.** Let $C$ be an $(n, k, \delta)$ convolutional code and write $\delta = k \left\lceil \frac{\delta}{k} \right\rceil - a$ with $0 \leq a < k$.

1. If $C$ is MDS, then
   \[ d_k(C) \leq n \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) - a. \]

2. If $C$ is MDP, then
   \[ d_k(C) \leq n \left( \left\lceil \frac{\delta}{k} \right\rceil + k - a + 1 \right) - k + 1. \]

**Proof.** 1. If $a = 0$, then the bound follows from Proposition 5.8 and Lemma 5.1. So, suppose that $a > 0$. Let $G(x)$ be a row-reduced generator matrix for $C$ and let $c_1(x), \ldots, c_k(x)$ be the rows of $G(x)$. Since $C$ is MDS, then $\deg(c_1(x)) = \cdots = \deg(c_{k-a}(x)) = \left\lceil \frac{\delta}{k} \right\rceil$ and $\deg(c_{k-a+1}(x)) = \cdots = \deg(c_k) = \left\lceil \frac{\delta}{k} \right\rceil$. For $1 \leq i \leq k-a$, there exist $\alpha_{i,1}, \ldots, \alpha_{i,a} \in \mathbb{F}_q$ such that the last $a$ entries of $\tilde{c}_i(x) = c_i(x) + \sum_{j=1}^{a} \alpha_{i,j}x^{k-a+j}$ have degree smaller or equal than $\left\lceil \frac{\delta}{k} \right\rceil$. Since
   \[ \text{rk } (\tilde{c}_1(x), \ldots, \tilde{c}_{k-a}(x), c_{k-a+1}(x), \ldots, c_k(x))_{\mathbb{F}_q[x]} = k, \]
   we obtain that
   \[ d_k(C) \leq |\text{supp}(c_1(x), \ldots, c_{k-a}(x), c_{k-a+1}(x), \ldots, c_k(x))| \leq n \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) - a. \]
   2. The proof is similar to that of part 1. \qed

The next corollary is a rewriting of the bound for MDS codes from Proposition 5.2.

**Corollary 5.3.** Let $C$ be an $(n, k, \delta)$ MDS convolutional code.

1. If $k \mid \delta$, then $d_k(C) \leq (n - k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + k$.

2. If $k \nmid \delta$, then $d_k(C) \leq (n - k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + n$.

3. If $k = n$, then $d_k(C) \leq \delta + k$.

A consequence of Corollary 5.3 is that some, and in some cases all, of the generalized weights of an $(n, k, \delta)$ MDS code are determined by the code parameters. In particular, the generalized weights of an MDS code such that $k \mid \delta$ meet bound 4. from Proposition 5.8.

**Proposition 5.4.** Let $C$ be an $(n, k, \delta)$ MDS convolutional code.

1. If $k = n$, then $d_r(C) = \delta + r$, for $1 \leq r \leq k$.

2. If $k \mid \delta$, then
   \[ d_r(C) = n \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) - k + r, \]
   for $1 \leq r \leq k$.

3. If $\delta = k \left\lceil \frac{\delta}{k} \right\rceil - a$ with $0 < a < k$, then
   \[ d_r(C) = (n - k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + r, \]
   for $1 \leq r \leq a$.  
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Proof. The equalities in 1. and 2. are equivalent to \( d_k(C) \leq d_{\text{free}}(C) + k - 1 \). The claims now follow from Proposition 3.8.\footnote{\textbf{3.8}} more precisely from the fact that the generalized weights are increasing.

3. Let \( G(x) \) be a row-reduced matrix for \( C \). Let \( C' \subseteq C \) the subcode generated by the \( a \) rows of \( G(x) \) of degree \( \left\lfloor \frac{\delta}{r} \right\rfloor \). Then \( C' \) is an MDS \((n, a, \left\lfloor \frac{\delta}{r} \right\rfloor)\) convolutional code. Hence
\[
(n - k) \left( \left\lfloor \frac{\delta}{r} \right\rfloor + 1 \right) + \delta + r \leq d_r(C) \leq d_r(C') = n \left( \left\lfloor \frac{\delta}{r} \right\rfloor + 1 \right) - a + r
\]
for \( 1 \leq r \leq a \), where the first inequality follows from \( \text{[3]} \), the second from Proposition 3.8, and the equality from part 2. Since the first and last quantities agree, the thesis follows. \( \square \)

Proposition 3.14 shows in particular that, if \( k \nmid \delta \), then the first \( a = k \left\lceil \frac{\delta}{r} \right\rceil - \delta \) generalized weights of an \((n, k, \delta)\) MDS convolutional code are determined by its parameters. We now show that the other generalized weights are not in general determined by the parameters of the code. In the next example, we exhibit two MDS codes with parameters \((3, 2, 1)\) with different second generalized weight. In particular, by Proposition 3.14 this provides an example of MDS codes with the same parameters \((n, k, \delta)\), which are not isometric.

Example 5.5. (a) Let \( \text{char}(\mathbb{F}_q) \neq 2, 3 \) and let \( C_1 \subseteq \mathbb{F}_q[x]^3 \) with be the code with generator matrix
\[
\begin{pmatrix}
2x & x + 1 & x + 1 \\
1 & 1 & 2
\end{pmatrix}.
\]
The free distance of \( C_1 \) is \( d_{\text{free}}(C_1) = d_1(C_1) = 3 \), as shown in \text{[13]} Example 3.2. Since
\[
|\text{supp}((2x, x + 1, x + 1), (x, x, 2x))_{\mathbb{F}_q}| = 5,
\]
we have that \( d_2(C_1) \leq 5 \). We claim that \( d_2(C_1) = 5 \). Assume by contradiction that there are \( c_1, c_2 \in C_1 \) such that \( |\text{supp}(c_1, c_2)_{\mathbb{F}_q}| \leq 4 \) and \( \text{rk}(c_1, c_2)_{\mathbb{F}_q} = 2 \). Then there exists \( c \in (c_1, c_2)_{\mathbb{F}_q} \) such that \( \text{wt}(c) = 3 \) and \( c \) has a zero entry. Let \( p(x), q(x) \in \mathbb{F}_q[x] \) such that
\[
c = (p(x) + 2xq(x), p(x) + q(x)(x + 1), 2p(x) + q(x)(x + 1)).
\]
Since \( c \) has a zero entry, then \( p(x), q(x) \neq 0 \). Moreover:

- If \( p(x) + 2xq(x) = 0 \), then
  \[
  \text{wt}(c) = \text{wt}(q(x)(-x + 1)) + \text{wt}(q(x)(1 - 3x)) = 4.
  \]
- If \( p(x) + (x + 1)q(x) = 0 \), then
  \[
  \text{wt}(c) = \text{wt}(q(x)(x - 1)) + \text{wt}(q(x)(x + 1)) = 4.
  \]
- If \( 2p(x) + q(x)(x + 1) = 0 \), then
  \[
  \text{wt}(c) = \text{wt}\left(\frac{1}{2}q(x)(3x - 1)\right) + \text{wt}\left(\frac{1}{2}q(x)(x + 1)\right) = 4.
  \]
Therefore \( \text{wt}(c) = 4 \), which yields a contradiction. We conclude that \( d_2(C_1) = 5 \).

(b) Let \( \text{char}(\mathbb{F}_q) \neq 2, 3 \) and let \( C_2 \in \mathbb{F}_q[x]^3 \) be the code with generator matrix
\[
\begin{pmatrix}
2x & x + 1 & 0 \\
1 & 1 & 2
\end{pmatrix}.
\]
It is easy to check that \( d_1(C_2) = 3 \). Moreover
\[
|\text{supp}((2x, x + 1, 0), (x, x, 2x))_{\mathbb{F}_q}| = 4,
\]
and hence \( d_2(C_2) = 4 \) by Proposition 3.8.
Next we produce a new upper bound for the last \( k - a \) generalized weights of an MDS convolutional code, in the case when they are not determined by the parameters of the code. To an \((n, k, \delta)\) convolutional code \( C = \langle c_1, \ldots, c_k \rangle_{F_q[x]}\) we associate the linear block code \( C[0] = \langle c_1[0], \ldots, c_k[0] \rangle_{F_q}\). Notice that, if \( C \) is MDS, then \( \dim(C[0]) = k \). In the next proposition, we establish a relation between the last \( k - a \) generalized weights of \( C \) and the first \( k - a \) generalized Hamming weights of \( C[0] \).

**Proposition 5.6.** Let \( C \) be an \((n, k, \delta)\) MDS convolutional code. If \( \delta = k \left\lceil \frac{\delta}{k} \right\rceil - a \) with \( 0 < a < k \), then

\[
d_{a+r}(C) \leq (n-k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + a + \min \{ d_H^U(C[0]), d_H^U(\text{rev}(C[0])) \}
\]

for \( 1 \leq r \leq k - a \).

**Proof.** We start by showing that

\[
d_{a+r}(C) \leq (n-k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + a + d_H(C[0]).
\]

Since \( C \) is MDS, by Lemma 5.1 there exist \( c_1, \ldots, c_k \) such that \( C = \langle c_1, \ldots, c_k \rangle_{F_q[x]}, \deg(c_1) = \cdots = \deg(c_a) = \left\lceil \frac{\delta}{k} \right\rceil \) and any element of \( \langle c_{a+1}, \ldots, c_k \rangle_{F_q[x]} \) has degree bigger than or equal to \( \left\lceil \frac{\delta}{k} \right\rceil + 1 \). If \( c \in \langle c_1, \ldots, c_a \rangle_{F_q} \), then

\[
\text{wt}(c[0]) \geq d_{\text{free}}(C) - n \left\lceil \frac{\delta}{k} \right\rceil = n - a + 1.
\]

Since \( d_{\text{free}}(C[0]) \leq n - a \), if \( U \subseteq C[0] \) realizes \( d_H^U(C[0]) \), then \( U \cap \langle c_1[0], \ldots, c_a[0] \rangle_{F_q} = 0 \). Therefore, there exist \( c_1', \ldots, c_a' \in C \) with \( \deg(c_1') = \cdots = \deg(c_a') = \left\lceil \frac{\delta}{k} \right\rceil \) such that \( U = \langle c_1'[0], \ldots, c_a'[0] \rangle_{F_q} \). Let \( D = \langle c_1', \ldots, c_a', xc_1, \ldots, xc_a \rangle_{F_q[x]} \). Then

\[
\text{rk}(D) = \text{rk}(\langle c_1'[0], \ldots, c_a'[0], c_1, \ldots, c_a \rangle_{F_q}) = a + r.
\]

Therefore \( \text{rk}(D) = a + r \) and

\[
d_{a+r}(C) \leq \text{wt}(D) \leq |\text{supp}(\langle c_1', \ldots, c_a', xc_1, \ldots, xc_a \rangle)| \leq (n-k) \left\lceil \frac{\delta}{k} \right\rceil + \delta + a + d_{\text{free}}^U(C[0]).
\]

In fact, \( c_1'[0], \ldots, c_a'[0] \) contribute \( d_{\text{free}}^U(C[0]) \) and the rest at most \( n \left\lceil \frac{\delta}{k} \right\rceil = (n-k) \left\lceil \frac{\delta}{k} \right\rceil + \delta + a \). Since the same inequality holds for \( \text{rev}(C) \), we conclude by Proposition 3.28.

**Question 5.7.** Is the bound in Proposition 5.6 sharp, for any choice of the code parameters?

A positive answer to this question would complete the classification of the generalized weights of MDS codes. Moreover, it would imply that the generalized weights of an MDS code are realized by subspaces generated by codewords of degree at most \( \left\lceil \frac{\delta}{k} \right\rceil \), thus answering Question 4.9 for this specific class of codes. We conclude this section with a result in this direction.

**Proposition 5.8.** Let \( C \) be an \((n, k, \delta)\) sMDS convolutional code such that \( \text{rev}(C) \) is MDP. Then, \( d_r(C) \) is realized by a subcode generated by codewords of degree smaller than \( \left\lceil \frac{\delta}{k} \right\rceil + \left\lceil \frac{\delta}{n-k} \right\rceil + 1 \).

**Proof.** By Theorem 4.11 we have that \( d_r(C) \) is realized by a subcode \( D \) generated by minimal codewords \( c_1, \ldots, c_r \) such that \( \text{supp}(c_i) \subseteq \bigcup_{j \neq i} \text{supp}(c_j) \) for \( 1 \leq i \leq r \). If there exists \( i \) such that \( c_i \) has degree greater or equal to \( \left\lceil \frac{\delta}{k} \right\rceil + \left\lceil \frac{\delta}{n-k} \right\rceil + 1 \), then

\[
\text{wt}(c_i) \geq d_{\text{free}}(C) + n - k + 1,
\]

since \( C \) is sMDS and its reverse is MDP. We conclude that

\[
\text{wt}(D) \geq d_{\text{free}}(C) + n - k + r = (n-k) \left( \left\lceil \frac{\delta}{k} \right\rceil + 1 \right) + \delta + n + 1 + r - k.
\]

This contradicts bound 1. or 2. in Corollary 5.3, since \( D \) realizes \( d_r(C) \).
6 Optimal antcodes

In this section we prove an anticode bound for convolutional codes and define optimal convolutional antcodes as the codes that meet the anticode bound. We give a complete classification of optimal antcodes and we compute their generalized weights. We start by recalling the anticode bound for linear block codes with the Hamming metric.

**Theorem 6.1.** Let $C \subseteq \mathbb{F}_q^n$ be an $\mathbb{F}_q$-linear code. Then
\[ \dim(C) \leq \max_{H}(C). \]

A convolutional code contains codewords of arbitrarily large weight. However, any finite dimensional subspace contains a finite number of codewords, therefore one can define its maximum weight in the usual way.

**Definition 6.2.** Let $C \subseteq \mathbb{F}_q[x]^n$ be an $(n, k, \delta)$ convolutional code and let $U \subseteq C$ be a finite dimensional vector space. The **maximum weight** of $U$ is
\[ \maxwt(U) = \max \{ \wt(u) \mid u \in U \}. \]

The **maximum weight** of $C$ is
\[ \maxwt(C) = \min \{ \maxwt(U) : U \text{ is an } \mathbb{F}_q\text{-linear subspace of } C \text{ and } \dim(U) = k = \rk((U)_{\mathbb{F}_q[x]}) \}. \]

**Remark 6.3.** For an $(n, k, \delta)$ convolutional code $C$ one has
\[ \maxwt(C) = \min \{ \maxwt(U) : U \text{ is an } \mathbb{F}_q\text{-linear subspace of } C \text{ and } \dim(U) = k = \rk((U)_{\mathbb{F}_q[x]}) \}. \]

In fact, every $\mathbb{F}_q$-linear subspace $V \subseteq C$ which generates a subcode of rank $k$ contains a $k$-dimensional $\mathbb{F}_q$-linear subspace $U \subseteq V$ such that $U$ generates a subcode of rank $k$ and $\wt(U) \leq \maxwt(V)$.

As a consequence of Theorem 6.1 we obtain a bound for convolutional codes that we call anticode bound, in analogy with the Hamming metric case and the rank-metric case.

**Theorem 6.4** (Anticode bound). Let $C \subseteq \mathbb{F}_q[x]^n$ be an $(n, k, \delta)$ convolutional code. Then
\[ \rk(C) \leq \maxwt(C). \]

**Proof.** Let $U$ be an $\mathbb{F}_q$-linear subspace of $C$ such that $\rk((U)_{\mathbb{F}_q[x]}) = k$ and let $d = \max \{ \deg(c) : c \in U \}$. There exists an $\mathbb{F}_q$-linear injective homomorphism $\varphi : U \to \mathbb{F}_q^d$ such that $\wt_I(c) = \wt_H(\varphi(c))$ for all $c \in C$. Since $\dim(U) = \dim(\varphi(U))$ and $\maxwt(U) = \maxwt_H(\varphi(U))$, by Theorem 6.1 we conclude that
\[ \rk(C) = \rk((U)_{\mathbb{F}_q[x]}) \leq \dim(U) \leq \maxwt_H(\varphi(U)) = \maxwt(U). \]
Since the inequality holds for every $\mathbb{F}_q$-linear subspace $U \subseteq C$, we conclude. \hfill \Box

**Definition 6.5.** A convolutional code $A$ is an **optimal (convolutional) anticode** if
\[ \rk(A) = \maxwt(A). \]

The next proposition shows that two optimal antcodes with the same rank have the same generalized weights, when $q \neq 2$.

**Proposition 6.6.** Let $q \neq 2$ and let $A \subseteq \mathbb{F}_q[x]^n$ be an optimal anticode. Then $d_r(A) = r$ for $1 \leq r \leq \rk(A)$. 

Proof. Since \( A \) is an optimal anticode, there exists an \( \mathbb{F}_q \)-linear subspace \( U \) such that \( \text{rk}(A) = \text{rk}((U)_{\mathbb{F}_q[x]}) = \text{maxwt}(U) \). Let \( \varphi \) be as in the proof of Theorem 6.4. By Theorem 6.1
\[
\text{rk}((U)_{\mathbb{F}_q[x]}) \leq \dim(\varphi(U)) \leq \text{maxwt}_H(\varphi(U)) = \text{maxwt}(U).
\]
Then \( \varphi(U) \) is an optimal anticode in the Hamming metric and \( |\text{supp}(\varphi(U))| = \text{maxwt}_H(\varphi(U)) \), since \( q \neq 2 \). Since \( |\text{supp}(U)| = |\text{supp}(\varphi(U))| \), we have that
\[
|\text{supp}(U)| = \text{maxwt}(U) = \dim(U) = \text{rk}(A).
\]
This implies that \( d_{\text{rk}(A)}(A) \leq \text{rk}(A) \). Since \( 1 \leq d_1(A) < \ldots < d_{\text{rk}(A)}(A) \leq \text{rk}(A) \) by Proposition 3.8 we conclude.

The assumption that \( q \neq 2 \) in the previous proposition is necessary, as the next example shows.

**Example 6.7.** Let \( A = \langle (1, 1, 0), (1, 0, 1) \rangle_{\mathbb{F}_2[x]} \). \( A \) is an optimal anticode, since \( \text{rk}(A) = 2 = \text{maxwt}_H(\langle (1, 1, 0), (1, 0, 1) \rangle_{\mathbb{F}_2}) \geq \text{maxwt}(A) \). However, \( d_1(A) = 2 \) and \( d_2(A) = 3 \) by Proposition 3.18.

The next result is the converse of Proposition 6.6. Notice that, in this case, we do not need to assume that \( q \neq 2 \).

**Proposition 6.8.** Let \( A \subseteq \mathbb{F}_q[x]^n \) be an \((n, k, \delta)\) convolutional code. If \( d_k(A) = k \), then \( A \) is an optimal anticode.

**Proof.** Let \( U \) be an \( \mathbb{F}_q \)-linear subspace of \( A \) such that \( d_k(A) = |\text{supp}(U)| \) and \( \text{rk}((U)_{\mathbb{F}_q[x]}) = k \). By Theorem 6.1
\[
\text{maxwt}(U) \leq |\text{supp}(U)| = k \leq \dim(U) \leq \text{maxwt}(U)
\]
Therefore \( \text{maxwt}(U) = k \geq \text{maxwt}(A) \), so \( A \) is an optimal anticode by Theorem 6.3.

Because of the generalized-weight-preserving correspondence between \((n, k, 0)\) convolutional codes and \((n, k)\) linear block codes, the next result is not surprising.

**Proposition 6.9.** An \((n, k, 0)\) convolutional code \( C \subseteq \mathbb{F}_q[x]^n \) is an optimal anticode if and only if \( C[0] \subseteq \mathbb{F}_q^n \) is an optimal anticode with respect to the Hamming metric.

**Proof.** If \( C[0] \subseteq \mathbb{F}_q^n \) is an optimal anticode with respect to the Hamming metric, then
\[
\text{maxwt}(C) \leq \text{maxwt}(C[0]) = \dim(C[0]) = k,
\]
where the last equality follows from Proposition 6.3. Therefore, \( C \) is an optimal anticode.

Conversely, suppose that \( C \) is an optimal anticode. If \( q \neq 2 \), by Proposition 6.18 and Proposition 6.9 we have that
\[
\dim(C[0]) = k = d_k(C) = d_k^H(C[0]) = |\text{supp}(C[0])| \geq \text{maxwt}(C[0]).
\]
Therefore \( \dim(C[0]) = \text{maxwt}(C[0]) \) by Theorem 6.3 and \( C[0] \) is an optimal anticode. Let \( q = 2 \).

Since \( C \) is an optimal anticode and by Theorem 6.11 there exists \( U = \langle c_1(x), \ldots, c_k(x) \rangle_{\mathbb{F}_2} \) such that \( k = \text{rk}((U)_{\mathbb{F}_2[x]}) = \dim(U) = \text{maxwt}(U) \) and \( \text{supp}(c_j) \subseteq \bigcup_{i \neq j} \text{supp}(c_i(x)) \) for \( 1 \leq j \leq k \).

This implies that \( |\text{supp}(\sum_{i \neq j} c_i(x))| \geq k - 1 \) for \( 1 \leq j \leq k \). Moreover, \( |\text{supp}(\sum c_i(x))| \geq k \), therefore equality must hold. It follows that every element of \( \text{supp}(c_j) \), except for the one that belongs to no \( \text{supp}(c_i) \) for \( i \neq j \), must belong to \( \text{supp}(\sum_{i \neq j} c_i(x)) \). This implies that \( \text{wt}(c_j(x)) \leq 2 \) for \( 1 \leq j \leq k \).

Let
\[
V = \{c_i[0], \ldots, c_i[\deg(c_i)] : 1 \leq i \leq k\}
\]
Since \( c_i(x) \in C \) for all \( i \), then \( c_i[j] \in C[0] \) for \( 0 \leq j \leq \deg(c_i) \). Therefore \( V \subseteq C[0] \). Moreover,
\[
k = \text{rk}((U)_{\mathbb{F}_2[x]}) \leq \text{rk}((V)_{\mathbb{F}_2[x]}) \leq \text{rk}(C) = k
\]
from which
\[
k = \text{rk}((V)_{\mathbb{F}_2[x]}) \leq \dim((V)_{\mathbb{F}_2}) \leq \dim(C[0]) = k.
\]
It follows that \( V = C[0] \). Therefore, there exist \( a_1, \ldots, a_k \in (V)_{\mathbb{F}_2} \) that satisfy the following conditions:
\[ \langle a_1, \ldots, a_k \rangle_{F_q} = C[0], \]
\[ \text{wt}(a_1) = \cdots = \text{wt}(a_r) = 1 \text{ and } d^H((a_{r+1}, \ldots, a_k)_{F_q}) = 2 \text{ for some } 1 \leq r \leq k, \]
\[ \bigcup_{i=1}^r \text{supp}(a_i) \cap \bigcup_{i=r+1}^k \text{supp}(a_i) = \emptyset, \]
\[ \text{for } r + 1 \leq j \leq k, \text{ there exist } 1 \leq j \leq k \text{ and } 0 \leq j \leq \deg(c_j) \text{ such that } a_j = c_j \big| j \big]. \]

Since \( \text{wt}(a_1) = 2 \) for \( r + 1 \leq j \leq k \), up to permuting \( c_1(x), \ldots, c_k(x) \), we may assume without loss of generality that \( c_j(x) = c_j[\deg(c_j)] x^{\deg(c_j)} \) for \( r + 1 \leq j \leq k \). In particular, \( a_j = c_j[\deg(c_j)] \). Fix \( 1 \leq i \leq r \). Suppose that \( \text{supp}((\langle c_1[0], \ldots, c_i[\deg(c_i)] \rangle)) \subseteq \text{supp}((a_{r+1}, \ldots, a_k)) \), then \( (c_1(x), c_{r+1}(x), \ldots, c_k(x))_{F_q[x]} \subseteq (a_{r+1}, \ldots, a_k)_{F_q[x]} \), but this is a contradiction since \( \text{rk}(c_1(x), c_{r+1}(x), \ldots, c_k(x))_{F_q[x]}[x]) = k - r + 1 \) while \( \text{rk}((a_{r+1}, \ldots, a_k)_{F_q[x]}[x]) = k - r \). If instead we assume that \( \text{supp}((\langle c_i[0], \ldots, c_i[\deg(c_i)] \rangle)) \cap \text{supp}((a_{r+1}, \ldots, a_k)) = 1 \), we again find a contradiction since \( d^H((a_{r+1}, \ldots, a_k)_{F_q}) = 2 \). Therefore \( \text{supp}((\langle c_i[0], \ldots, c_i[\deg(c_i)] \rangle : 1 \leq i \leq r)) \subseteq \text{supp}((a_1, \ldots, a_i)) \), hence \( \bigcup_{i=1}^r \text{supp}(c_i(x)) \cap \bigcup_{i=r+1}^k \text{supp}(c_i(x)) = \emptyset \).

Suppose by contradiction that \( \text{maxwt}(C[0]) \geq k + 1 \). Then there exists \( I \subseteq \{1, \ldots, k\} \) such that

\[
\sum_{i \in I} a_i = \sum_{j \in S} a_j + \text{wt} \left( \sum_{i \in I \setminus S} a_i \right),
\]

where \( S = I \setminus \{r + 1, \ldots, k\} \). Since \( \text{wt}(\sum_{i \in I \setminus S} a_i) = |I \setminus S| \leq r \), then \( \text{wt}(\sum_{i \in S} a_i) \geq k - r + 1 \).

Therefore

\[
\text{wt} \left( \sum_{i=1}^r c_i(x) + \sum_{i \in S} c_i(x) \right) = \text{wt} \left( \sum_{i=1}^r c_i(x) \right) + \text{wt} \left( \sum_{i \in S} c_i(x) \right) \geq r + \text{wt} \left( \sum_{i \in S} a_i \right) \geq k + 1,
\]

contradicting the assumption that \( C \) is an optimal anticode of rank \( k \). Therefore we conclude that \( \text{maxwt}(C[0]) = k \), that is, \( C[0] \) is an optimal anticode.

The rest of the section is devoted to classifying optimal antcodes. We start by introducing the concept of elementary optimal anticode.

**Definition 6.10.** A code \( A \subseteq F_q[x]^n \) with \( \text{rk}(A) = k \) is an elementary optimal anticode if there exist a set \( J = \{j_1, \ldots, j_k\} \) with \( 1 \leq j_1 < \cdots < j_k \leq n \) and non-negative integers \( a_1, \ldots, a_k \) such that \( A = \langle c_1(x), \ldots, c_k(x) \rangle_{F_q[x]}, \) where for \( 1 \leq i \leq k \) the only nonzero entry of \( c_i(x) \) is \( x^{a_i} \) in position \( j_i \).

**Lemma 6.11.** Every elementary optimal anticode is an optimal anticode.

**Proof.** Let \( A \) be an elementary optimal anticode. By definition \( A = \langle c_1(x), \ldots, c_k(x) \rangle_{F_q[x]} \), where for \( 1 \leq i \leq k \) the only nonzero entry of \( c_i(x) \) is \( x^{a_i} \) in position \( j_i \). Then, \( \text{maxwt}(A) \leq \text{maxwt}(U) = k = \text{rk}(A). \) We conclude by Theorem 6.4.

**Theorem 6.12** (Characterization of optimal antcodes). Let \( q \neq 2 \) and let \( A \subseteq F_q[x]^n \) be a code. Then: \( A \) is an optimal anticode if and only if there exists an elementary optimal anticode \( A' \) such that \( \text{rk}(A') = \text{rk}(A) \) and \( A' \subseteq A \).

**Proof.** \( \Leftarrow \) If \( A \) contains an elementary optimal anticode \( A' \) of the same rank, then by Proposition 6.8 Lemma 6.11 and Proposition 6.6

\[
d_{kh(A)}(A) \leq d_{kh(A')}(A') = \text{rk}(A') = \text{rk}(A).
\]

Therefore \( A \) is an optimal anticode by Proposition 6.8.

\( \Rightarrow \) Assume that \( A \) is an optimal anticode. By Proposition 6.6 we have that \( d_{kh(A)}(A) = \text{rk}(A). \) Then, there exists \( U \) such that \( \text{supp}(U) = \dim(U) = \text{rk}((U)_{F_q[x]}) = \text{rk}(A) \). Therefore, \( U \) is generated by elements of rank 1 which are supported on different entries. The generators of \( U \) as an \( F_q \)-linear space generate the elementary optimal anticode \( A' \) as an \( F_q[x] \)-module.
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Notice that not all optimal anticodes are elementary, as the next example shows.

**Example 6.13.** Let \( A = \langle (1, x), (x, 0) \rangle_{\mathbb{F}_2[x]} \) be a code. It is easy to show that \( A \) is not an elementary optimal anticode. However \( A' = \langle (x, 0), (0, x^2) \rangle_{\mathbb{F}_2[x]} \subseteq A \) is an elementary optimal anticode with generalized weights \( d_1(A') = 1 \) and \( d_2(A') = 2 \). By Proposition 5.3 \( A \) has the same generalized weights as \( A' \), so \( A \) is an optimal anticode by Proposition 6.3.

We conclude this section with a proof that the dual of an optimal anticode is an optimal anticode, provided that \( q \neq 2 \).

**Lemma 6.14.** Let \( q \neq 2 \). Every optimal anticode \( A \subseteq \mathbb{F}_q[x]^n \) with \( \text{rk}(A) = r \) is contained in a code generated over \( \mathbb{F}_q[x] \) by \( r \) vectors of the standard basis of \( \mathbb{F}_q^n \).

**Proof.** Since \( A \) is an optimal anticode, by Theorem 6.12 there exists an elementary optimal anticode \( A' \subseteq A \) such that \( \text{rk}(A') = \text{rk}(A) = r \). We may assume without loss of generality that \( A' \) is maximal with respect to inclusion among the codes with those properties. By definition \( A' \) has a system of generators consisting of \( r \) vectors of weight 1, let \( i_1, \ldots, i_r \) be the positions of the nonzero entries in the generators of \( A' \). Suppose that there exists \( c \in A \setminus A' \) which has a nonzero entry in a position different from \( i_1, \ldots, i_r \) and let \( B = A' + \langle c \rangle_{\mathbb{F}_q[x]} \). Then \( B \subseteq A \) and \( \text{rk}(B) = \text{rk}(A) + 1 \). This is a contradiction, showing that \( A \subseteq \langle e_{i_1}, \ldots, e_{i_r} \rangle_{\mathbb{F}_q[x]} \), where \( e_i \) denotes the \( i \)-th standard basis vector of \( \mathbb{F}_q^n \). \( \square \)

**Corollary 6.15.** Let \( q \neq 2 \). The dual code \( A^\perp \) of an optimal anticode \( A \) is an elementary optimal anticode generated by vectors of the standard basis of \( \mathbb{F}_q^n \).

**Proof.** Let \( \text{rk}(A) = r \), then \( \text{rk}(A^\perp) = n - r \). By Lemma 6.14 \( A \) is generated by \( e_1, \ldots, e_r \) with \( \text{wt}(e_j) = 1 \) for \( 1 \leq j \leq r \). Let \( i_j \in \{1, \ldots, n\} \) be the position of the nonzero entry of \( e_j \), \( 1 \leq j \leq r \) and let \( J = \{1, \ldots, n\} \setminus \{i_1, \ldots, i_r\} \). Consider the elementary optimal anticode \( B = \langle \{e_j\}_{j \in J} \rangle_{\mathbb{F}_q[x]} \). It is easy to check that \( B \subseteq A^\perp \). Moreover, any module that properly contains \( B \) has rank larger than \( n - r \). We conclude that \( A^\perp = B \). \( \square \)

**Corollary 6.16.** Let \( q \neq 2 \). An optimal anticode \( A \subseteq \mathbb{F}_q[x]^n \) of rank \( r \) is noncatastrophic if and only if is generated by \( r \) vectors of the standard basis of \( \mathbb{F}_q^n \).

**Proof.** A code generated by \( r \) vectors of the standard basis of \( \mathbb{F}_q^n \) is an elementary optimal anticode and it is noncatastrophic by Proposition 5.1. Conversely, let \( A \) be a noncatastrophic optimal anticode. Then \( A = (A^\perp)^\perp \) and we conclude by Corollary 6.15. \( \square \)

The conclusions of Lemma 6.14, Corollary 6.15 and Corollary 6.16 do not hold over \( \mathbb{F}_2 \), as the next example shows.

**Example 6.17.** Let \( A = \langle (1, 1, 0), (1, 0, 1) \rangle_{\mathbb{F}_2[x]} \) be the optimal anticode from Example 6.7. It is clear that \( A \) is not contained in any subcode of \( \mathbb{F}_2[x]^3 \) generated by two vectors of the standard basis of \( \mathbb{F}_2^3 \). Moreover, it is easy to show that \( A^\perp = \langle (1, 1, 1) \rangle_{\mathbb{F}_2[x]} \), in particular \( A^\perp \) is not an elementary optimal anticode. Finally, \( A \) is noncatastrophic by Proposition 5.1 but it does not contain any vector of weight 1.
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