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Abstract

We study the convergence properties, in Hellinger and related distances, of nonparametric density estimators based on measure transport. These estimators represent the measure of interest as the pushforward of a chosen reference distribution under a transport map, where the map is chosen via a maximum likelihood objective (equivalently, an empirical Kullback–Leibler loss) or a penalized version thereof. We establish concentration inequalities for a general class of penalized measure transport estimators, by combining techniques from M-estimation with analytical properties of the transport-based density representation. We then demonstrate the implications of our theory for the case of triangular Knothe–Rosenblatt (KR) transports on the \(d\)-dimensional unit cube, and show that both penalized and unpenalized versions of such estimators achieve minimax optimal convergence rates over Hölder classes of densities. Specifically, we establish optimal rates for unpenalized nonparametric maximum likelihood estimation over bounded Hölder-type balls, and then for certain Sobolev-penalized estimators and sieved wavelet estimators.
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1. Introduction. A natural way to represent complicated probability measures is through transportation. The core idea is to express the measure of interest \(P_0\) as the pushforward of a fixed reference measure \(\eta\) through some map \(T\), i.e., \(P_0 = T_\# \eta\). If the goal is to learn \(P_0\) through data, the problem thus becomes one of learning \(T\). With an estimate \(\hat{T}\) of \(T\) in hand, it is easy to generate approximate samples from \(P_0\), so long as one can sample from \(\eta\) and evaluate \(\hat{T}\) at a low cost. Similarly, assuming that \(P_0\) and \(\eta\) have densities with respect to a common dominating measure and that \(\hat{T}\) is invertible (with a continuously differentiable inverse), then the change-of-variables formula immediately yields an estimate \(\hat{T}_\# \eta(x) = \eta(\hat{T}^{-1}(x)) \det \nabla \hat{T}^{-1}(x)\) for the density of \(P_0\).
A notable feature of transport-based representations is that they naturally incorporate the constraints imposed by the simplex of probability measures (i.e., non-negativity and integration to one). This feature is in contrast with common (both linear and nonlinear) approximation schemes employing, e.g., kernel projections [22, 20] or wavelets [13], where such constraints are at most approximately satisfied or require artificial enforcement.

The transport construction has been used successfully in (i) variational inference [15, 42, 14], where the density of $P_0$ is accessible up to a normalizing constant; (ii) density estimation [47, 46, 2, 11, 40, 29], where one is given a sample from $P_0$ and wishes to characterize its density; and (iii) generative modeling [30], where one aims to simulate additional samples from $P_0$ given an initial training set. Empirically, transport-based methodologies achieve state-of-the-art performance in many of these tasks [10, 23, 14, 19], with additional uses ranging from likelihood-free inference [41, 32, 24] to anomaly detection [25]. Throughout these applications, a variety of parameterizations have been proposed for $T$, using both classical function approximation schemes (such as polynomials or wavelets) and neural networks. It is useful to recognize that there are, in general, infinitely many transport maps $T$ that can deterministically couple two given (absolutely continuous) probability measures. Normalizing flows, popular in the machine learning community [39, 31], employ specific parameterizations of transport maps that ensure invertibility and easy evaluation of the Jacobian determinant $\det \nabla T^{-1}$ by construction. Neural ordinary differential equations (ODEs) [26, 8, 19] provide an alternative way of guaranteeing invertibility, by representing $T$ as the finite-time flow map of a deterministic ODE system. Optimal transport maps provide a canonical choice in certain applications, e.g. [7], especially when the geometric structure induced by the Wasserstein distance plays a role.

Another natural class of transport schemes are triangular maps [6]. They play a central role in many of the aforementioned constructions, e.g., as the building block of “autoregressive” normalizing flows, a format that includes many of the most prevalent current approaches. Such normalizing flows represent maps $T$ as a composition of several triangular maps, interleaved with coordinate permutations. Since triangular maps admit an explicit construction in terms of ordered marginal conditional distribution functions (see Section 2 for details), they are also especially suited for conditional density estimation [4] and conditional simulation [34]. Moreover, they inherit sparsity from the conditional independence structure of $P_0$ and $\eta$, and thus have important connections to probabilistic graphical models; see [45] for a full discussion. Other applications of triangular maps include simulation-based inference [3] and nonlinear filtering [44]. Both the evaluation of Jacobian determinants and numerical inversion are convenient for triangular maps, making them an appealing choice from a computational perspective. The concrete examples studied below—i.e., to which the general theory developed in Section 3 is applied—will arise from triangular maps.

Despite their empirical success, we still have little understanding about the theoretical properties of transport-based methods. (The few exceptions, notably the paper [28] which is related to ours, will be discussed further below.) Key questions include: Under what conditions are transport-based density estimators consistent, and what are statistical large-sample convergence rates for transport-based methods? How do those rates compare to statistically optimal minimax convergence rates (which are known to be achieved by classical statistical methods for learning probability distributions, e.g., based on wavelets [13] or kernel density estimation [21])? What are natural parameterization and penalization schemes for transport maps?

The present paper aims to shed light on these theoretical questions. Our main focus is the well-known setting of nonparametric density estimation; see, e.g., [49]. Here i.i.d. observations $(X_i : 1 \leq i \leq N)$ are given from some unknown ‘ground truth’ probability measure $P_0$ with Lebesgue density $p_0$ on some bounded, open domain $U \subseteq \mathbb{R}^d$, and the goal is to infer $p_0$. 
The class of estimators we consider arises from a penalized maximum likelihood objective, given by

\[
\hat{S} \in \arg \min_{S \in \mathcal{S}} \left\{ -\sum_{i=1}^{N} \log S^\# \eta(X_i) + \text{pen}(S) \right\}.
\]

Here, \( \eta \) is a fixed reference density, \( \mathcal{S} \) is a class of invertible \( C^1 \)-diffeomorphic transport maps, \( S^\#(\cdot) \) denotes the pullback operation, and \( \text{pen} : \mathcal{S} \to [0, \infty) \) is some penalty functional; see Section 3 below for details. The resulting estimator for \( p_0 \) is then given as the plug-in \( \hat{S}^\# \eta \approx p_0 \). The objective (1.1) can equivalently be reformulated as an optimization problem over maps \( T = S^{-1} \), replacing the pullback by a pushforward. However, (1.1) is used more frequently for computational reasons; we thus follow this convention. Recall also that (1.1) corresponds to minimizing an empirical approximation of the Kullback–Leibler divergence, which often appears as a loss function; if \( X_1, \ldots, X_N \overset{i.i.d.}{\sim} P_0 \), then \( \text{KL}(p_0||S^\# \eta) \approx -\frac{1}{N} \sum_{i=1}^{N} \log S^\# \eta(X_i) + \int p_0 \log p_0 \).

Contributions. Our main contributions are twofold. First, we prove a concentration bound for general transport-based density estimators arising from variational problems of the form (1.1); see Theorem 3.2 below. Informally speaking, this result characterizes the convergence rate of \( \hat{S}^\# \eta \) towards \( p_0 \) in the Hellinger distance based on two fundamental quantities of the pair \((\mathcal{S}, \text{pen}(\cdot))\): (i) a metric entropy bound for the model class \( \mathcal{S} \) in some suitable Hölder-type norm, and (ii) the ‘best approximation’ of the data-generating density \( p_0 \) by an some element \( S^\ast \in \mathcal{S} \). Our concentration inequality is applicable in principle to any choice of transport class and penalty, and provides an explicit framework for understanding the impact of different choices of \( \mathcal{S} \) and \( \text{pen}(\cdot) \). To our knowledge, penalized estimators of transport maps have not been studied in previous work. In proving this result, we adapt classical methods for the study of nonparametric M-estimators based on empirical process theory, developed in [51, 52, 54], to transport-based estimators of the form (1.1), by combining them with analytical properties of the transport-based representation \( S \mapsto S^\# \eta = (\eta \circ S) \det \nabla S \) of the probability density of interest; see Section 5 and in particular the proof of Theorem 3.2 for details.

Our second main contribution is that we give a comprehensive study of the implications of the general theory for the case of triangular ‘Knothe–Rosenblatt’ (KR) maps of the form

\[
S(x) = \begin{bmatrix}
S_1(x_1) \\
S_2(x_1, x_2) \\
\vdots \\
S_d(x_1, \ldots, x_d)
\end{bmatrix},
\]

between \( d \)-dimensional bounded product domains. In total, three types of concrete estimators are studied: (i) unpenalized nonparametric MLE over bounded Hölder-type balls, (ii) penalized estimators with Tikhonov-type Sobolev norm penalty, and (iii) sieved penalized estimators based on truncated wavelet expansions. While the first estimator might appear simplest on the conceptual level, it may be infeasible to realize computationally; in contrast, the latter two penalization-based methods permit the use of standard optimization methods for unconstrained problems on Euclidean spaces. All three estimators are proven to achieve statistically minimax-optimal convergence rates in the Hellinger (and then also \( L^2 \)) distance, demonstrating that transport methods can satisfy the same theoretical guarantees as classical wavelet estimators or kernel density estimators (see, e.g., [13, 20, 21] and references therein). To obtain those minimax-optimal results, we require a detailed characterization of the smoothness properties of KR transport maps between Hölder-regular densities in terms of certain natural anisotropic norms (partly noted also in the very recent work [28]). We then propose a
parameterization of triangular maps which naturally captures these anisotropic smoothness properties, and which is used crucially in the construction of penalized estimators (ii) and (iii); see Sections 2 and 4 below for details.

Further related work. Key methodological efforts were reviewed above, so we focus our discussion here on recent theoretical advances related to this paper. The papers [55, 56] study the approximation of triangular transport maps between analytic densities, by rational functions and neural networks, on high- and infinite-dimensional bounded domains. [4] proposes a relatively general parameterization of monotone triangular maps on unbounded domains, and analyzes properties of the optimization problem (1.1) (without penalization) under such parameterizations. None of these three papers [55, 56, 4] addresses questions of statistical consistency, however.

The paper [28] appeared while we were preparing this manuscript. It derives convergence rates for non-penalized maximum likelihood estimators of triangular maps over Hölder-type balls. The setting considered there is similar to ours, but our proof techniques differ substantially: the approach in [28] is to directly derive a concentration inequality for the Kullback–Leibler objective, while we exploit the connection to maximum likelihood estimation. In fact, our results in Section 2 improve upon the rates derived in [28]; see Corollary 2.4 below and the ensuing discussion.

Another active line of work surrounds the statistical estimation of Brenier (optimal transport) maps between two distributions, given independent samples from each. The paper [27] establishes minimax upper and lower bounds, under smoothness assumptions on the optimal transport map. [33] build on this work and discuss estimators of the optimal transport map under a variety of smoothness assumptions. Interestingly, one proposed minimax-optimal estimator of the optimal transport map relies on first estimating the target and reference densities using nonparametric kernel or wavelet techniques. Thus, while related, the setting of these papers differs from ours, since we are interested in estimation of the target density, and only secondarily in the map itself (cf. Corollary 4.6 below); the role of the transport map and the reference distribution is to provide a representation of the target. When the reference is known, results in [27] (see Remark 5 in that paper) yield estimation rates also for the target in Wasserstein distance. [38] also consider the estimation of smooth densities in Wasserstein distance, and propose several constructions that achieve minimax rates in this setting.

Structure of the paper. Section 2 first illustrates, in a concrete setting, some of the main intuitions of our approach—which underlie the more abstract conditions laid out in Section 3. In particular, Section 2 recalls the construction of the Knothe–Rosenblatt rearrangement and derives its basic anisotropic regularity properties, which in turn yield the initial Theorem 2.3 demonstrating that unpenalized transport-based density estimators are able to achieve minimax convergence rates. Section 3 introduces our main result, specifically Theorem 3.2 establishing concentration bounds for general penalized transport-based density estimators. Section 4 then studies parameterizations of triangular maps and the implications of our general results for two representative penalized estimation procedures. The proofs are given in Sections 5–7.

2. Triangular maps I: maximum likelihood.

Construction of Knothe–Rosenblatt maps. To begin, we recall the standard construction of the Knothe–Rosenblatt rearrangement, cf. [43, 55]. To limit technical intricacies regarding the regularity properties of such transport maps, in this section we consider the case of product domains. Specifically, let $Q_d = [0, 1]^d$ denote the $d$-dimensional unit cube, and suppose that $\nu, \mu$ are two strictly positive densities on $Q_d$. Then there exists a unique triangular map
The remaining components \( S_{\nu,\mu} \) satisfying \( (S_{\nu,\mu})_{\#} \nu = \mu \) (where \( \# \) denotes the pushforward operation, which we apply to densities in a slight abuse of notation) such that for all \( k = 1, \ldots, d \), the component function \((S_{\nu,\mu})_k : Q_k \to [0,1]\) is monotone increasing in the \( k \)-th variable. The map is constructed as follows. Writing \( x_{1:k} = (x_1, \ldots, x_k) \in Q_k \), we define the marginal densities

\[
(2.1) \quad \tilde{\nu}_k(x_{1:k}) = \int_{Q_{d-k}} \nu(x_{1:k}, y_{1:d-k}) dy_{1:d-k}, \quad 1 \leq k \leq d,
\]

while for \( k = 0 \) we set \( \tilde{\nu}_0 \equiv 1 \). Then, define the conditional densities of the \( k \)-th variable given the first \( k-1 \) variables by

\[
(2.2) \quad \nu_k(x_{1:k}) = \frac{\tilde{\nu}_k(x_{1:k})}{\tilde{\nu}_{k-1}(x_{1:k-1})}, \quad 1 \leq k \leq d.
\]

Integrating \( \nu_k(x_{1:k}) \) along \( x_k \) gives rise to the corresponding conditional cumulative distribution functions (CDFs)

\[
(2.3) \quad F_{k,x_{1:k-1}}^\nu : [0,1] \to [0,1], \quad F_{k,x_{1:k-1}}^\nu(x_k) := \int_0^{x_k} \nu_k(x_{1:k-1}, y) dy.
\]

For \( \mu \), we analogously define the marginal conditional densities \( \mu_k(x_{1:k}) \), \( 1 \leq k \leq d \), with CDFs \( F_{k,x_{1:k-1}}^\mu \)

For notational convenience, let us write \( S = S_{\nu,\mu} \). Then, the first component \( S_1 \) of \( S \) is given by

\[
S_1(x_1) := [(F_1^\nu)^{-1} \circ F_1^\mu](x_1).
\]

The remaining components \( S_2, \ldots, S_d \) are defined recursively: given \( S_1, \ldots, S_{k-1} \) and writing

\[
S_{1:k-1}(x_{1:k-1}) \equiv \begin{bmatrix} S_1(x_1) \\ \vdots \\ S_{k-1}(x_1, \ldots, x_{k-1}) \end{bmatrix} : Q_{k-1} \to Q_{k-1},
\]

we define

\[
(2.4) \quad S_k(x_{1:k}) := [(F_{k,S_{1:k-1}}^\mu(x_{1:k-1}))^{-1} \circ F_{k,x_{1:k-1}}^\nu](x_k).
\]

Monotonicity of each component \( S_k \)—specifically, the property that \( \partial_{x_k} S_k > 0 \) for all \( x_{1:k} \in Q_k \)—follows from the fact that \( F_{k,x_{1:k-1}}^\nu \) and \( F_{k,S_{1:k-1}(x_{1:k-1})}^\mu \) are strictly increasing functions for strictly positive densities \( \nu, \mu \). We call \( S = S_{\nu,\mu} \) the Knothe–Rosenblatt (KR) rearrangement from \( \nu \) to \( \mu \).

It is useful to note that for \( d = 1 \), the KR rearrangement constructed above coincides with the optimal transport map for any strictly convex transport cost [43, Thm. 2.9]; for the atomless and fully supported measures considered here, both are explicitly given by the composition \((F^\nu)^{-1} \circ F^\mu\) of the CDFs. As is apparent from (2.4), the KR map essentially generalizes this increasing rearrangement to \( d \geq 2 \) dimensions, by recursively applying it to a sequence of marginal conditional distributions.

**Anisotropic regularity of KR maps.** The explicit construction of KR maps allows us to study regularity estimates for \( S_{\nu,\mu} \) directly from the definitions (while deriving regularity properties for optimal transport maps between probability measures is more intricate, see, e.g., [53, 18]). It is well known that a KR map \( S_{\nu,\mu} \) possesses the same regularity as that of the densities \( \nu, \mu \) it couples [43]. However, we require a slightly refined result, Proposition
1.1, which characterizes an anisotropic class of transport maps corresponding to ‘α-smooth’ reference and target distributions. From a statistical point of view, this is key to inform an effective choice of $S$ in (1.1) over which to optimize.

For any open subset $U \subseteq \mathbb{R}^d$ and integer $\alpha > 0$, let $C^\alpha(U)$ denote the space of real-valued $\alpha$-times differentiable functions on $U$ with uniformly continuous derivatives, normed by

$$
\|f\|_{C^\alpha(U)} := \sum_{0 \leq |\beta| \leq \alpha} \|\partial_\beta f\|_{\infty}.
$$

For non-integer $\alpha > 0$, we denote by $C^\alpha(U)$ the space of $\alpha$- Hölder continuous functions with norm

$$
\|f\|_{C^\alpha(U)} := \sum_{0 \leq |\beta| \leq \alpha} \|\partial_\beta f\|_{\infty} + \sum_{|\beta| = \lfloor \alpha \rfloor} \sup_{x \neq y} \frac{\|\partial_\beta f(x) - \partial_\beta f(y)\|}{\|x - y\|^{|\beta| - |\beta|}}.
$$

Moreover, for $k \geq 1$, we denote the corresponding vector-valued Hölder spaces mapping into $\mathbb{R}^k$ and $Q_k$ by $C^\alpha(U, \mathbb{R}^k)$ and $C^\alpha(U, Q_k)$, respectively. (The notation $C^\alpha(U)$ always refers to the real-valued case $k = 1$.) We write $f \in C^\alpha(U)$ for any $f \in C^\alpha(U)$ which (along with all its derivatives) possess continuous extensions to $U$.

Now, for any $0 < c < B < \infty$ and $\alpha > 0$, let us define the regularity class of densities

$$
\mathcal{M}(\alpha, B, c) = \left\{ \nu \in C^\alpha(Q_d) : \nu \geq c, \|\nu\|_{C^\alpha} \leq B, \int_{Q_d} \nu = 1 \right\},
$$

along with the subclass of densities which factorize into $\alpha$-smooth marginals,

$$
\tilde{\mathcal{M}}(\alpha, B, c) = \left\{ \nu \in \mathcal{M}(\alpha, B, c) : \nu(x) = \Pi_{k=1}^d v_k(x_k) \text{ for some } \|\nu_k\|_{C^\alpha([0,1], \mathbb{R})} \leq B \right\}.
$$

While $\mathcal{M}(\alpha, B, c)$ is a natural class in which to model the ‘ground truth’ density (which here is taken to be $\nu$), to limit technicalities we will assume the reference density $\mu$—which we may choose arbitrarily—to belong to $\tilde{\mathcal{M}}(\alpha, B, c)$.

As can be seen from the construction preceding (2.4), intuitively the $k$-th component of a KR map $S_{\nu, \mu}$ should possess higher regularity in the $k$-th variable than in the previous variables, owing to the integration in (2.3). Formally, for $L > 0$, $c_{\text{mon}} > 0$ and integer $\alpha \geq 1$, let us define the regularity class

$$
\text{KR}(\alpha, L, c_{\text{mon}}) := \left\{ S \in C^\alpha(Q_d, Q_d) \text{ bijective and triangular s.t. } \forall 1 \leq k \leq d : \max \left( \|S_k\|_{C^\alpha(Q_k)}, \|\partial_k S_k\|_{C^\alpha(Q_k)} \right) \leq L, \inf_{x_{1:k} \in Q_k} \partial_k S_k(x_{1:k}) > c_{\text{mon}} \right\}.
$$

Here, $c_{\text{mon}} > 0$ is a lower bound for the least amount by which each component map $S_k$ must be increasing in the $k$-th variable.

**Proposition 2.1.** For any $\alpha \geq 1$ and constants $0 < c < B < \infty$, there exist $L, c_{\text{mon}} > 0$ (depending only on $c, B, d, O$) such that for any $\nu \in \mathcal{M}(\alpha, B, c)$ and $\mu \in \tilde{\mathcal{M}}(\alpha, B, c)$, we have $S_{\nu, \mu} \in \text{KR}(\alpha, L, c_{\text{mon}})$.

The anisotropic regularity in $\text{KR}(\alpha, L, c_{\text{mon}})$ is ‘sharp’ insofar as one may also show the converse of the above proposition: namely that pullbacks of $\alpha$-smooth densities under transports from $\text{KR}(\alpha, L, c_{\text{mon}})$ are again $\alpha$-smooth.
**Proposition 2.2.** For any \( L, c_{\text{mon}} > 0 \), and \( 0 < c < B < \infty \), there exist constants \( \tilde{c}, \tilde{B} \) such that for every \( \mu \in \hat{\mathcal{M}}(\alpha, \tilde{B}, \tilde{c}) \) and every \( S \in \mathcal{KR}(\alpha, L, c_{\text{mon}}) \),
\[
S^\# \mu \in \mathcal{M}(\alpha, \tilde{B}, \tilde{c}).
\]

The proofs of the preceding results follow straightforwardly from the definitions, and can be found in Section 7 below. Note that requiring \( S \) to merely belong to \( C^\alpha \) in Proposition 2.2 may not be enough to guarantee that \( S^\# \mu \in C^\alpha \). In this sense, while elementary, the above propositions provide crucial insight to inform which classes of triangular transports are able to achieve statistically optimal convergence rates.

**Statistical convergence rates.** We now present a first theorem which demonstrates that maximum likelihood estimators based on the anisotropic classes of triangular maps described above achieve minimax rates of convergence for Hölder-smooth densities. Consider the classical nonparametric density estimation setup, in which we observe independent, identically distributed (i.i.d.) data \( X_1, \ldots, X_N \in Q_d \), \( X_i \overset{i.i.d.}{\sim} P_0 \), from some unknown probability measure \( P_0 \) on \( Q_d \) (whose \( n \)-fold product measure we denote by \( P_N^0 \)). Define the following negative log-likelihood objective over a class of transport maps \( S \),
\[
J_N(S) := -\sum_{i=1}^{N} \log S^\# \eta(X_i) = -\sum_{i=1}^{N} \log[\eta(S(X_i))] \det \nabla S(X_i)], \quad S \in \mathcal{S}.
\]

Using Propositions 2.1 and 2.2, we obtain the following concentration inequality for density estimators \( \hat{S}^\# \eta \) arising from (2.8). We denote the usual Hellinger distance between any two densities \( p, \tilde{p} \in L^1(Q_d) \) by
\[
h(p, \tilde{p}) = \left( \int_{Q_d} (\sqrt{p} - \sqrt{\tilde{p}})^2 \, dx \right)^{1/2}.
\]

**Theorem 2.3.** Let \( 0 < c < B < \infty \) and \( \alpha > d/2 \), and fix any reference density \( \eta \in \mathcal{M}(\alpha, B, c) \). Then there are constants \( L, c_{\text{mon}} > 0 \) and \( C > 0 \) such that for any \( p_0 \in \mathcal{M}(\alpha, B, c) \), any \( N \geq 1 \) and any minimizer
\[
\hat{S} \in \arg \min_{S \in \mathcal{S}} J_N(S) \quad \text{with} \quad S = \mathcal{KR}(\alpha, L, c_{\text{mon}}),
\]
we have the concentration inequality
\[
P_N^0 \left( h(\hat{S}^\# \eta, p_0) \geq CN^{-\frac{d}{2\alpha + d}} \right) \leq C \exp \left( -\frac{N^{d/2}/(2\alpha + d)}{C} \right).
\]

The assumption for \( p_0 \) to be lower bounded across \( Q_d \) is made here to ensure regularity properties of the KR-rearrangement \( S_{p_0, \eta} \), while the assumption \( \alpha > d/2 \) is needed for standard entropy integrals of Hölder-type spaces [36] to converge. Relaxing those assumptions may be possible at the expense of further technical intricacies, but we do not pursue this here.

Since \( p_0 \geq c \) and \( \sqrt{x} \lesssim x \) on \([c, \infty)\) we immediately obtain the same rate of convergence for the \( L^2 \)-distance,
\[
\| \hat{S}^\# \eta - p_0 \|_{L^2(Q_d)} = O_{p_0}^N \left( N^{-\frac{d}{2\alpha + d}} \right).
\]
as well as the total variation (i.e., $L^1$) distance. The preceding convergence rates correspond to the optimal minimax $L^p$-risk of estimation of $\alpha$-smooth densities on bounded domains [13, 12, 22].

Our results above also imply the following bound for the Kullback–Leibler risk. It follows essentially from the fact that for classes of upper and lower bounded densities, the KL divergence behaves like the squared Hellinger distance.

**Corollary 2.4.** In the setting of Theorem 2.3, we have that

\[(2.10) \quad \text{KL}(P_0, \hat{\theta}^\# \eta) = \mathcal{O}_{P_0}(N^{-\frac{2\alpha}{2\alpha + d}}).\]

Since the proof of Corollary 2.4 follows the same lines as that of Corollary 3.3, it is omitted. Note that in the proof of the smoothness $\alpha$ tending to infinity, the rate exponent in (2.10) satisfies $\frac{2\alpha}{2\alpha + d} \rightarrow 1$. The very recent preprint [28] studies nonparametric transport-based MLEs over anisotropic classes which are very similar to (2.7), under Kullback–Leibler loss. In the regularity regime $\alpha > d/2$ considered here, their results yield the bound $\text{KL}(p_0, \hat{\theta}^\# \eta) = \mathcal{O}_{P_0}(N^{-1/2})$ (see Theorem 3.5 in [28]), which is slower by a polynomial factor than our rate $N^{-\frac{2\alpha}{2\alpha + d}}$. The key difference between their proof strategy and ours (and a possible source of suboptimality) is that they study directly the concentration of the KL objective around its population version, rather than employing the connection to maximum likelihood estimation; we refer to [28] and Section 7 for details.

3. General penalized estimators. Our first Theorem 2.3 is specific to maximum-likelihood type estimators over the anisotropic class $\text{KR}(\alpha, L, c_{\text{mon}})$ from (2.7). While this is of theoretical appeal, in practice it may be challenging to optimize over the infinite-dimensional bounded convex set $\text{KR}(\alpha, L, c_{\text{mon}})$, and it may be more favorable to employ various re-parameterizations and finite-dimensional discretizations of transport maps instead.

The goal of this section is to provide a convergence result, Theorem 3.2, for a general class of transport-based estimators. The estimators arise as minimizers of objective functions which may include a penalty term, where the penalty acts on some parameter $\theta \in \Theta$ indexing a set of transport maps. This formulation permits the analysis of estimators based on reformulations of constrained optimization problems (such as over $\text{KR}(\alpha, L, c_{\text{mon}})$) as numerically more appealing unconstrained objectives. Concrete examples will be provided in Section 4.

Since our results in this section apply in principle also to classes of non-triangular transport maps, and in particular do not hinge on the specific regularity properties from Proposition 2.1 valid on product domains, we consider here a setup where the respective supports of the data-generating density and reference $\eta$ are not necessarily product domains. For some (and not necessarily identical) bounded connected open sets $U, V \subseteq \mathbb{R}^d$, suppose that $P_0$ is a Borel probability measure on $U$ with Lebesgue density $p_0 : U \rightarrow (0, \infty)$ generating data

\[(3.1) \quad X_1, \ldots, X_N \overset{i.i.d.}{\sim} P_0,\]

and that $\eta : V \rightarrow (0, \infty) > 0$ is some reference density.

Now, suppose that $\Theta$ is any parameter set which indexes a set of diffeomorphisms $S_\theta : U \rightarrow V$, which we denote by

$$\mathcal{S} := \{ S_\theta : \theta \in \Theta \}.$$  

Then, for some penalty functional $\text{pen} : \Theta \rightarrow \mathbb{R} \cup \{+\infty\}$ and scalar ‘regularization parameter’ $\lambda > 0$, we consider the objective

\[(3.2) \quad \mathcal{J}(\theta) \equiv \mathcal{J}_{N, \lambda}(\theta) = -\frac{1}{N} \sum_{i=1}^{N} \log \left[ \eta(S_\theta(X_i)) \det \nabla S_\theta(X_i) \right] + \lambda^2 \text{pen}(\theta)^2.\]
Note that the penalty in (3.2) acts on the parameter θ directly instead of the transport map $S_\theta$. We introduce this more general formulation to permit later also the study of penalized estimators with parameterizations $\theta \mapsto S_\theta$ which are not necessarily unique, but which may be attractive from a practical numerical standpoint, e.g., the rational parameterizations detailed in Section 4 below, or neural network parameterizations [40, 55].

As seen in the previous section, for triangular maps the ‘diagonal’ derivatives play a distinguished role in characterizing regularity properties, and accounting for this fact is key for obtaining sharp convergence rates. To this end, for any multivariate function $S \in C^1(U, \mathbb{R}^d)$, we define the anisotropic norm

$$
\|S\|_{C^1_{\text{diag}}} := \sum_{k=1}^d \|S_k\|_\infty + \sum_{k=1}^d \|\partial_k S_k\|_\infty.
$$

The following assumption, which distinguishes between the triangular case and the general case, entails some important ‘global’ boundedness conditions which we require to hold for the class of transport maps $S$ induced by the parameter space $\Theta$.

**ASSUMPTION 3.1.** Suppose that either of the following two statements holds.

(i) $S \subseteq C^1(U, V)$ is a class of diffeomorphisms satisfying that for some $M > 0$,

$$
\sup_{S \in S} \|S\|_{C^1} \leq M \quad \text{and} \quad \inf_{S \in S} \inf_{x \in U} \det \nabla S(x) \geq M^{-1}.
$$

(ii) $S \subseteq C^1(U, V)$ is a class of triangular maps such that for some $M > 0$,

$$
\sup_{S \in S} \|S\|_{C^1_{\text{diag}}} \leq M,
$$

$$
\inf_{S \in S} \inf_{x \in Q_d} \Pi_{k=1}^d \partial_k S_k(x_{1:k}) \geq M^{-1}.
$$

For any $\theta \in \Theta$ and Lebesgue probability density $p : U \to [0, \infty)$, define the functional

$$
\tau^2(\theta, p) := h^2(S^\#_\theta \eta, p) + \lambda^2 \text{pen}(\theta)^2.
$$

For any element $\theta_\ast \in \Theta$, define the classes

$$
\Theta_\ast(\lambda, R) := \{\theta \in \Theta : \tau^2(\theta, S^\#_\theta \eta) \leq R^2\},
$$

$$
S_\ast(\lambda, R) := \{S_\theta : \theta \in \Theta_\ast(\lambda, R)\}.
$$

In what follows, assume that a minimizer of (3.2) over $S$ exists, and let $\hat{\theta}$ denote any minimizer (else if $\arg \min_{\theta \in \Theta} J_{N, \lambda} = \emptyset$ the theorem holds true for approximate minimizers). For any metric space $(X, d)$, subset $A \subseteq X$, and $\rho > 0$, we denote by $H(A, d, \rho)$ the usual metric entropy of the set $A$ (i.e., the logarithm of the size of a minimal $\rho$-covering of $A$).

**THEOREM 3.2.** Suppose that the data are given as in (3.1), and that Assumption 3.1 holds. In the case (i) define $| \cdot | := \| \cdot \|_{C^1}$, whereas in the case (ii) define $| \cdot | := \| \cdot \|_{C^1_{\text{diag}}}$. Assume moreover that for some constants $K, \tilde{K} > 0$, we have that

$$
\rho_0 \leq K, \quad \tilde{K}^{-1} \leq \eta \leq \tilde{K},
$$

and that $\eta$ is Lipschitz continuous on $V$. For any $\theta_\ast \in \Theta$, define the entropy integral

$$
J_\ast(\lambda, R) := R + \int_0^R H^{1/2}(S_\ast(\lambda, R), | \cdot |, \rho) d\rho,
$$

where

$$
J_{N, \lambda}(\theta) := \frac{1}{N} \sum_{i=1}^N \log p(U_i, S_\theta(U_i)) - \log \int p(U, S_\theta(U)) d\mu(U).
$$
and let $\Psi(\lambda, R) \geq J_*(\lambda, R)$ denote any upper bound such that for each $\lambda > 0$, $R \mapsto \Psi(\lambda, R)/R^2$ is non-increasing.

Then, there exist constants $c, c' > 0$ only depending on $U, V, M, K$ and $\|\eta\|_{\text{Lip}}$ such that for all $\theta_*, \lambda, N, \delta$ satisfying

\begin{equation}
\sqrt{N}\delta^2 \geq \Psi(\lambda, \delta),
\end{equation}

and for any $t \geq \delta$, any minimizer $\hat{\theta}_N$ of $J_{N, \lambda}$ from (3.2) satisfies

\begin{equation}
P_0^N \left( \tau^2(\hat{\theta}_N, p_0) \geq 2[\tau^2(\theta_*, p_0) + t^2] \right) \leq c \exp \left( -\frac{Nt^2}{c} \right).
\end{equation}

Let us elaborate more on the two terms in the deviation bound (3.11). The first term $\tau^2(\theta_*, p_0)$ can be thought of as a ‘bias’ term whose size is determined by the sum of the Hellinger distance $h^2(S_{\theta_*}, p_0)$ and penalty norm $\text{pen}(\theta_*)^2$, of some ‘best approximating element’ $\theta_*$. In contrast, the minimal size of the second term $t^2 \geq \delta^2$ is determined by the lower bound (3.10) which encapsulates the metric entropy (and thus statistical complexity) of the classes of transport maps $S_*(\lambda, R)$ which one optimizes over. This intuition is reminiscent of previous classical results in M-estimation [51]. We note that the $\cdot - \cdot$-norm covering bounds are required in order to ultimately control the Hellinger-norm bracketing numbers for the pushforward densities, which in turn control the size of the fluctuations of the empirical process in our proofs; see Section 5 and especially Lemma 5.2 below for details.

The preceding theorem implies the following convergence rate in Kullback–Leibler divergence (see also Corollary 2.4 above).

**Corollary 3.3.** Suppose the assumptions of Theorem 3.2 hold, and suppose in addition that $p_0$ is lower bounded by some constant $l > 0$. Then there exists some $c' > 0$ such that for all $\theta_*, \delta, N, \delta$ as in Theorem 3.2,

\[ P_0^N \left( \text{KL}(p_0, S_{\hat{\theta}_N}^\# \eta) \geq c'\left[\tau^2(\theta_*, p_0) + l^2\right] \right) \leq c' \exp \left( -\frac{Nl^2}{c'} \right). \]

**4. Triangular maps II: parameterizations and penalties.** We now continue the study of estimators based on the triangular Knothe–Rosenblatt maps introduced in Section 2. Equipped with the general theory developed in Theorem 3.2, we may now study more general classes of estimators than the (somewhat restrictive) unpenalized maximum likelihood estimators from Section 2. As noted earlier, it is a priori rather unclear how to parameterize the class $\text{KR}(\alpha, L, c_{\text{mon}})$ of monotone triangular maps with bounded anisotropic Hölder norm in (2.7), and thus how to computationally realize the estimator in Theorem 2.3. Even setting aside questions of how to impose the desired regularity, care is required to parameterize the convex cone of monotone triangular maps from $Q_d$ to itself, due to the monotonicity and range constraints at hand. To surmount these issues, we propose a ‘rational parameterization’ of triangular maps such that minimization of the relevant penalized objective (3.2) becomes an unconstrained problem. Subsequently, in Sections 4.2 and 4.3, we study two concrete estimators arising as penalized MLEs with a Tikhonov-type Sobolev penalty and a wavelet based penalty, respectively.

**4.1. Rational parameterization of triangular maps on $Q_d$.** Roughly speaking, two key properties characterize a valid component function $S_k$ of the triangular KR map (2.7): first the monotonicity constraint that $S_k$ be monotone increasing in the $k$-th variable, and second the range constraint that $S_k$ map $Q_k$ onto $[0, 1]$, for each $k = 1, \ldots, d$. 


To this end, we introduce the following ‘rational’ parameterization of triangular transports, where the parameter is a multivariate function \( F : Q_d \to \mathbb{R}^d \). For some fixed ‘link function’ \( \Phi : \mathbb{R} \to (0, \infty) \) and bounded function \( F_k : Q_k \to \mathbb{R} \) for \( k = 1, \ldots, d \), let

\[
S_{F,k}(x_{1:k}) := \frac{\int_0^{x_k} \Phi(F_k(x_{1:k-1}, y)) \, dy}{\int_0^{x_k} \Phi(F_k(x_{1:k-1}, y)) \, dy}, \quad x_{1:k} \in Q_k.
\]

(4.1)

It is straightforward to see that for such \( F = (F_1, \ldots, F_d) \), \( S_F = (S_{F,1}, \ldots, S_{F,d}) : Q_d \to Q_d \) forms a Knothe–Rosenblatt map.

While the construction (4.1) is admissible for any (say, continuously differentiable) link function \( \Phi > 0 \) (see for instance [55], where \( \Phi = (x + 1)^2 \) is used), it will be convenient for our theory developed below to make the following regularity assumptions on \( \Phi \). The upper and lower bounds on \( \Phi \) in Definition 4.1 below will serve to verify the uniform boundedness assumptions (3.4)–(3.5) for the resulting classes \( S \) of transport maps.

DEFINITION 4.1 (Regular link function). For constants \( 0 < K_{min} < K_{max} < \infty \), we assume that \( \Phi \) is a smooth, bijective and strictly increasing map

\[
\Phi : \mathbb{R} \to (K_{min}, K_{max}), \quad \Phi' > 0.
\]

(4.2)

For example, \( \Phi \) could be a ‘logistic’ function of the form \( \Phi(x) = K_{min} + (K_{max} - K_{min})/(1 + e^{-x}) \).

4.2. Example I: Sobolev-type penalty. We now utilize (4.1) to re-parameterize KR maps by \( F \) belonging to some sufficiently regular function space. For the sake of conciseness we focus here on \( L^2 \)-Sobolev spaces, which due to their Hilbert space (i.e., Euclidean) structure are most convenient for the purposes of numerical computation (see the end of this subsection for discussion of possible generalizations).

For \( k \geq 1 \), let \( H^\alpha(Q_k) \) be the space of real-valued square-integrable functions on \( Q_k \) with square-integrable weak derivatives of up to order \( \alpha \), normed by

\[
\|F\|^2_{H^\alpha(Q_k)} = \sum_{|\beta| \leq \alpha} \|\partial_\beta F\|^2_{L^2(Q_k)},
\]

and denote its vector valued counterpart by \( H^\alpha(Q_k, \mathbb{R}^d) \), \( d \geq 1 \). We moreover define the space of triangular Sobolev functions as

\[
H^\alpha_\Delta(Q_d, \mathbb{R}^d) = \{ F \in H^\alpha(Q_d, \mathbb{R}^d) : \quad F(x) = (F_1(x_1), \ldots, F_d(x_{1:d})) \text{ for some } F_k \in H^\alpha(Q_k), \ 1 \leq k \leq d \},
\]

with norm

\[
\|F\|^2_{H^\alpha_\Delta(Q_d, \mathbb{R}^d)} = \sum_{k=1}^d \|F_k\|^2_{H^\alpha(Q_k)}.
\]

For some integer \( \alpha > d/2 + 1 \), set the parameter space to be \( H^\alpha_\Delta(Q_d, \mathbb{R}^d) \). For some regularization parameter \( \lambda_N > 0 \), the objective to be minimized then reads

\[
\mathcal{J}_N : H^\alpha_\Delta(Q_d, \mathbb{R}^d) \to \mathbb{R}, \quad \mathcal{J}_N(F) := \frac{1}{N} \sum_{i=1}^N \log S^\#_F \eta(X_i) + \lambda_N \|F\|^2_{H^\alpha_\Delta(Q_d, \mathbb{R}^d)}.
\]

Note that since \( H^\alpha(Q_k) \subseteq C^1(Q_k) \) for all \( 1 \leq k \leq d \) by the standard Sobolev embedding, the pullback density \( S^\#_F \eta(X_i) \) is well-defined. Let \( \hat{F}_N \) denote any (measurable) choice of minimizer

\[
\hat{F}_N \in \arg \min_{F \in H^\alpha_\Delta(Q_d, \mathbb{R}^d)} \mathcal{J}_N(F).
\]
THEOREM 4.2. Let \( \alpha > d/2 + 1 \) be some integer and suppose that \( p_0 \in M(\alpha, B, c) \) for some \( 0 < c < B < \infty \). Set \( \lambda_N = N^{-\frac{2\alpha}{2\alpha+d}} \). Assume moreover that \( \eta \in M(\alpha, B, c) \) from (2.6). Then there are constants \( 0 < K_{\min} < K_{\max} < \infty \) such that for any link function \( \Phi \) satisfying (4.2), there exists \( c' > 0 \) (which may be chosen uniformly over \( p_0, \eta \) as above) so that for any \( M \geq c' \) and \( N \geq 1 \),

\[
P_0^N \left( h^2(S_{F_N}^{\#} \eta, p_0) + \lambda_N^2 \| F \|_{H^2_0(Q_d, \mathbb{R}^d)}^2 \right) \geq M^2 N^{-\frac{2\alpha}{2\alpha+d}} \leq c' \exp \left( -\frac{M^2 N^d/(2\alpha+d)}{c'} \right).
\]

The proof of Theorem 4.2, which can be found in Section 6, is based on an application of our general theory from Section 3, with \( \Theta = H^S_0(Q_k, \mathbb{R}^d) \). The \( L^2 \)-type Sobolev penalty chosen here resembles typical Tikhonov regularisation schemes which are commonly used in inverse problems [18, 5]; statistical convergence rates for such estimators have for instance been studied in [37], using techniques similar to the ones employed here.

We also note that the choice of \( L^2 \)-type penalty norm here was made for convenience. In general, other \( \alpha \)-degree (Hölder or Besov) smoothness penalties would lead to the same convergence results; see, e.g., [1], where penalized least squares estimators with Besov penalty are studied in an inverse problems context. However, the choice of \( L^2 \)-penalty is made most commonly in practical situations due to strict convexity and the computationally convenient Hilbert space structure; we thus decided to focus our efforts on this example.

4.3. Example II: Wavelet-based penalty. In practice, one employs high-dimensional discretization schemes to approximate infinite-dimensional regularity classes, and wavelet truncations are one of the most commonly used methods to do so. For any \( 1 \leq k \leq d \), let

\[
\Psi^k = \{ \psi^{k}_{lm} : l \geq 0, m \in \mathbb{Z}^k \}
\]

denote the standard collection of ‘\( S \)-regular,’ compactly supported Daubechies tensor wavelets forming an orthonormal basis of \( L^2(\mathbb{R}^k) \); see, e.g., [9, 35] for definitions \((S > \alpha \text{ will be chosen later to be sufficiently large})\). Here, \( l \geq 0 \) denotes the resolution level, and \( m \) is the index of wavelets at each resolution level. For convenience (and in slight abuse of notation) we also re-enumerate the wavelets in \( \Psi^k \) at each level \( l \) by a single-integer index \( m \geq 1 \). Since we wish to model functions on the cube \( Q_k \), we consider only those wavelets whose support has a non-empty intersection with \( Q_k \),

\[
\Psi^k_{Q_k} := \{ \psi \in \Psi^k : \text{supp}(\psi) \cap Q_k \neq \emptyset \}.
\]

Let \( L^k_l \geq 1 \) denote the number of wavelets in \( \Psi^k_{Q_k} \) at level \( l \), satisfying \( L^k_l \approx 2^{lk} \). Without loss of generality, let us denote the indices of those wavelets by \( m \in \{1, \ldots, L^k_l\} \). For \( J \geq 1 \), we denote the index set up to resolution level \( J \) by

\[
I_{k,J} := \{ (l, m) : 0 \leq l \leq J, 1 \leq m \leq L^k_l \}.
\]

We will use the following parameterization of triangular transport maps using wavelets.

DEFINITION 4.3 (Wavelet-based parameterization of KR maps). Let \( 0 < K_{\min} < K_{\max} < \infty \), and suppose \( \Phi : \mathbb{R} \rightarrow (K_{\min}, K_{\max}) \) is a regular link function in the sense of Definition 4.1. Let \( J \geq 1 \) be some resolution level. Define the parameter space \( \Theta \) as

\[
\Theta := \bigotimes_{k=1}^{d} \mathbb{R}^{I_{k,J}} = \{ \theta = (\theta_1, \ldots, \theta_d) \text{ s.t. } \theta^k = (\theta^{k}_{lm} : (l, m) \in I_{k,J}) \in \mathbb{R}^{I_{k,J}}, 1 \leq k \leq d \}.
\]
Given any $\theta \in \Theta$, we then define the $k$-th component $S_{\theta,k}$ of the KR map $S_\theta : Q_d \to Q_d$ by

\begin{equation}
S_{\theta,k}(x_{1:k}) := \frac{\int_0^{x_k} \Phi(F_{\theta,k}(x_{1:k-1}, y)) dy}{\int_0^1 \Phi(F_{\theta,k}(x_{1:k-1}, y)) dy}, \quad x_{1:k} \in Q_k,
\end{equation}

where $F_{\theta,k} \in L^2(Q_k)$ is given by the wavelet expansion

\begin{equation}
F_{\theta,k}(x_{1:k}) := \sum_{(l,m) \in I_{k,j}} \theta_{lm}^k \psi_{lm}^k(x_{1:k}).
\end{equation}

For $\alpha > d/2 + 1$, we now equip the space $\Theta$ with the wavelet-type sequence norm

\[
\|\theta\|^2_{b_{22}} := \sum_{k=1}^{d} \sum_{l=0}^{J} \sum_{m=1}^{L_k^l} 2^{2\alpha l} |\theta_{lm}^k|^2, \quad \theta \in \Theta.
\]

Again, other choices would have been feasible here; however we focus on the case of (computationally convenient) $\ell^2$-type penalties, yielding the objective function

\begin{equation}
J_N : \Theta = \bigotimes_{k=1}^{d} \mathbb{R}^{I_{k,j}} \to \mathbb{R}, \quad J_N(\theta) := -\sum_{i=1}^{N} \log S_{\theta}^\# \eta(x_i) + \lambda_N^2 \|\hat{\theta}\|^2_{b_{22}},
\end{equation}

where $\lambda_N > 0$, $J \geq 1$ are tuning parameters to be chosen below. Let $\hat{\theta}_N$ denote any (measurable with respect to $X_1, \ldots, X_N$) choice $\hat{\theta}_N \in \arg\min_{\theta \in \Theta} J_N$.

**Theorem 4.4.** Let $\alpha > d/2 + 1$ be some integer and assume that $p_0 \in \mathcal{M}(\alpha, B, c)$ and $\eta \in \hat{\mathcal{M}}(\alpha, B, c)$, for some $0 < c < B < \infty$. Set $\lambda_N := N^{-\frac{d\alpha}{2\alpha + d}}$, and set the resolution level $J = J_N$ such that $2^{Jd} \simeq N^{\frac{d^2}{2\alpha + d}}$. Then there are constants $0 < K_{\min} < K_{\max} < \infty$ such that for any regular link function $\Phi$ (in the sense of Definition 4.1), there exists $c' > 0$ so that for any $M \geq c'$ and $N \geq 1$,

\[
P^N \left( h^2(S_{\theta_N}^\#, \eta, p_0) + \lambda_N^2 \|\hat{\theta}\|^2_{b_{22}} \geq M^2 N^{-\frac{d\alpha}{2\alpha + d}} \right) \leq e^{c' \exp \left( -\frac{M^2 N^{d/(2\alpha + d)}}{c'} \right)}.
\]

**4.4. Estimation of the transport map.** So far, we have primarily been concerned with the estimation of the data-generating density $p_0$ as the pushforward of some learned transport map. However, one may also be interested in the recovery of the (unique up to coordinate orderings) KR rearrangement $S_{p_0,\eta}$. We achieve this by employing the following stability estimate, bounding the modulus of continuity for the nonlinear map $p_0 \rightarrow S_{p_0,\eta}$ (given a fixed reference $\eta$).

**Lemma 4.5.** For some $c > 0$, let $\eta : Q_d \to [c, \infty)$ be a fixed $C^1$ reference density which factorizes into $C^1$ one-dimensional marginals $\eta(x) = \prod_{k=1}^{d} \epsilon_k(x_k)$. Then, for any constants $0 < m < M < \infty$ there exists $C > 0$ such that for any Lipschitz densities $p, \tilde{p} \geq m$ with Lipschitz norm $\max \{\|p\|_{\text{Lip}}, \|\tilde{p}\|_{\text{Lip}}\} \leq M$, we have that

\[
\|S_{p,\eta} - S_{\tilde{p},\eta}\|_{H^1_{\text{log}}} \leq C \|p - \tilde{p}\|_{L^2}.
\]

Combining the preceding stability estimate with our previous theorems, one immediately obtains a convergence rate for the reconstruction error of $\hat{S}_N$. In contrast to recent work in the context of optimal transport [27, 33], the loss function obtained here is the natural anisotropic $\| \cdot \|_{H^1_{\text{log}}}$-norm corresponding to the Hellinger distance between $p_0$ and $\hat{S}_N^\# \eta$ (as opposed to $\| \cdot \|_{L^2}$); see also the discussion at the end of Section 1.
COROLLARY 4.6. Let $\hat{S}_N$ denote either (i) the estimator $S_{F_N}$ from Theorem 4.2, (ii) the estimator $S_{\hat{\theta}_N}$ from Theorem 4.4, or (iii) $\hat{S}$ from Theorem 2.3; and assume the hypotheses of the respective theorems. Then, we have that

$$E_{P_0} \left\| \hat{S}_N - S_{p_0, \eta} \right\|^2_{H_{det}} \leq N^{-\frac{2\alpha}{2\alpha + 1}}.$$

5. Proofs for Section 3. The proof of Theorem 3.2 adapts techniques developed in [51, 52] (see also Chapter 7 in [20]) to the current transport-based setting.

PROOF OF THEOREM 3.2. 1. ‘Basic inequality.’ For ease of notation, let us write $\hat{\theta} = \hat{\theta}_N$, $p^* := S_{\hat{\theta}_N, \eta}$, $\hat{p} := S_{\hat{\theta}_N}$ as well as $I(\theta) := \text{pen}(\theta)$. We begin by deriving an appropriate ‘basic inequality.’ Observe that

$$\int \log \frac{\hat{p} + p^*}{p^*} dP_N - \lambda_N^2 I^2(\hat{\theta}) + \lambda_N^2 I^2(\theta_*) \geq 0.$$  

By the concavity of $\log$ and using that $\frac{1}{2} \log \frac{\hat{p}}{p^*} = \frac{1}{2}(\log \hat{p} + \log p^*) - \log p^*$ we obtain

$$2 \int \log \frac{\hat{p} + p^*}{2p^*} dP_N - \lambda_N^2 I^2(\hat{\theta}) \geq -\lambda_N^2 I^2(\theta_*). \tag{5.1}$$

Now, using the assumptions (3.3)–(3.5), we see that for any choice of $\theta_*$,

$$\inf_{x \in U} p^*(x) = \inf_{x \in U} \eta(S(x)) \det \nabla S(x) \geq K^{-1} L^{-1}. \tag{5.2}$$

Using this as well as $p_0 \leq K$, it follows that

$$\sup_{x \in U} \frac{p_0}{p^*} \leq KKL. \tag{5.3}$$

Therefore, writing $C := 2(1 + \sqrt{KKL})$ and arguing similarly as in pages 189-191 of [51], we obtain the following inequality for the empirical process on the left hand side of (5.1):

$$\frac{1}{2} \int \log \frac{\hat{p} + p^*}{2p^*} dP_N \leq \frac{1}{2} \int \log \frac{\hat{p} + p^*}{2p^*} d(P_N - P) - \int \left(1 - \sqrt{\frac{\hat{p} + p^*}{2p^*}}\right) dP$$

$$\leq \frac{1}{2} \int \log \frac{\hat{p} + p^*}{2p^*} d(P_N - P) - h^2 \left(\frac{\hat{p} + p^*}{2}, p^*\right)$$

$$+ 2 \left(1 + \sup_{x \in U} \sqrt{\frac{p_0}{p^*}}\right) h \left(\frac{\hat{p} + p^*}{2}, p^*\right) h(p^*, p_0),$$

$$\leq \frac{1}{2} \int \log \frac{\hat{p} + p^*}{2p^*} d(P_N - P) - h^2 \left(\frac{\hat{p} + p^*}{2}, p^*\right)$$

$$+ C h \left(\frac{\hat{p} + p^*}{2}, p^*\right) h(p^*, p_0).$$

Combining this with (5.1), we obtain

$$h^2 \left(\frac{\hat{p} + p^*}{2}, p^*\right) + \lambda^2 I^2(\hat{\theta}) \lessgtr \int \log \frac{\hat{p} + p^*}{2p^*} d(P_N - P)$$

$$+ h \left(\frac{\hat{p} + p^*}{2}, p^*\right) h(p^*, p_0) + \lambda^2 I^2(\theta_*)$$

$$=: I + II + III. \tag{5.4}$$
Since \( h(\frac{\hat{p} + p^*}{2}, p^*) \leq 4h(\hat{p}, p^*) \), note that the l.h.s. in this inequality is an upper bound for \( \tau^2(\hat{\theta}_N, p^*)/4 \). Now, we make the following case distinction.

**Case 1: \( III \geq \max\{I, II\} \).** Then we immediately obtain that \( \tau^2(\hat{\theta}_N, p^*) \leq \tau^2(\theta_s, p_0) \).

**Case 2: \( II \geq \max\{I, III\} \).** In this case, we have that

\[
\lambda^2 I^2(\hat{\theta}) \lesssim h(\frac{\hat{p} + p^*}{2}, p^*) h(p^*, p_0).
\]

Dividing this by \( h(p^*, p_0) \), we also obtain \( h(\frac{\hat{p} + p^*}{2}, p^*) \lesssim h(p^*, p_0) \). Using (5.4) it follows that \( \tau^2(\hat{\theta}_N, p^*) \leq \tau^2(\theta_s, p_0) \).

**Case 3: \( I \geq \max\{II, III\} \).** This is the most important case, and by what precedes we may restrict to this event for the remainder of the proof. Writing shorthand \( g^*(p) = \log((p + p^*)/2p^*) \) for any density \( p \), we obtain here the ‘basic inequality’

\[
(5.5) \quad \tau^2(\hat{\theta}_N, p^*) \lesssim \int g^*(\hat{p}) d(P_N - P).
\]

2. ‘Slicing’ argument. Suppose that (5.5) holds. Then, for some constant \( c_1 > 0 \) and any \( t > 0 \) we can estimate

\[
P^N_0(\tau^2(\hat{\theta}, p^*) \geq t)
\]

\[
= \sum_{s=0}^{\infty} P^N_0 \left[ \tau^2(\hat{\theta}, p^*) \in [2^s t, 2^{s+1} t], \int g^*(\hat{p}) d(P_N - P_0) \geq c_1 2^s t \right]
\]

\[
\leq \sum_{s=0}^{\infty} P^N_0 \left[ \sup_{\theta: \tau^2(\theta, p^*) \leq 2^{s+1} t} \left| \int g^*(\hat{p}) d(P_N - P_0) \right| \geq c_1 2^s t \right].
\]

We introduce the notations

\[
\Theta^*_s := \{ \theta : \tau^2(\theta, p^*) \leq 2^{s+1} t \},
\]

\[
G^*_s := \{ g^*_\theta : \tau^2(\theta, p^*) \leq 2^{s+1} t \},
\]

\[
S^*_s := \{ S^*_\theta : \tau^2(\theta, p^*) \leq 2^{s+1} t \}.
\]

Then we can bound the latter sum by

\[
(5.7) \quad \sum_{s=0}^{\infty} P^N_0 \left[ \sup_{g \in G^*_s} \left| \sqrt{N} \int g d(P_N - P_0) \right| \geq \sqrt{c_1 N} 2^s t \right].
\]

3. Concentration via bracketing entropy rates. To control each term in this sum, we will employ concentration of measure techniques for empirical processes; specifically, we aim to apply Theorem 5.11 in [51]. To this end, we define the ‘Bernstein size’ (see, e.g., p. 206 of [20], with \( K = 1 \)) of any function \( f : U \to \mathbb{R} \) by

\[
(5.8) \quad \rho_1(f) = E_{X \sim P_0} \left[ e^{f(X)} \right] - |f(X)| - 1.
\]

Then, by Lemma 5.1 and the definition of \( G^*_s \), we have that for some constants \( c_2, c_3 > 0 \),

\[
\sup_{g \in G^*_s} \rho_1(g) \leq c_2 \sup_{\theta \in \Theta^*_s} h \left( \frac{S^*_\# \eta + p^*}{2}, p^* \right) \leq c_3 \sup_{\theta \in \Theta^*_s} h(S^*_\# \eta, p^*)
\]

\[
\leq c_3 \sup_{\theta \in \Theta^*_s} \tau(\theta, p^*) \leq c_3 2^{(s+1)/2} t^{1/2} =: R_s.
\]
We now need some standard notation for bracketing entropy numbers. For a collection \( \mathcal{F} \) of functions \( U \to \mathbb{R} \) and some Borel measure \( \nu \) on \( U \), we denote by \( N_B(\rho, \mathcal{F}, \nu) \) the \( L^2(\nu) \) bracketing number of \( \mathcal{F} \), i.e., the minimal number of brackets \((f_L^{(i)}, f_U^{(i)}) \in \mathcal{F}^2, 0 \leq f_L^{(i)} \leq f_U^{(i)} \) of \( L^2 \)-size \( \| f_L^{(i)} - f_U^{(i)} \|_{L^2(\nu)} \leq \rho \) such that for each \( f \in \mathcal{F} \) there exists \( i \in \{1, \ldots, N_B(\rho, \mathcal{F}, \nu)\} \) with \( f_L^{(i)} \leq f \leq f_U^{(i)} \). The \( (L^2-) \)-bracketing entropy of \( \mathcal{F} \) is

\[
H_B(\mathcal{F}, \nu, \rho) = \log N_B(\mathcal{F}, \nu, \rho), \quad \rho > 0.
\]

In addition to this, we also require the Bernstein-size bracketing metric entropy \( H_{B, \rho_1}(\mathcal{F}, P_0, \varepsilon) \) where the \( L^2 \)-norm above is replaced by \( \rho_1 \) from \((5.8)\); namely

\[
H_{B, \rho_1}(\mathcal{F}, \nu, \varepsilon) = \log N_{B, \rho_1}(\mathcal{F}, \nu, \varepsilon), \quad \varepsilon > 0,
\]

where \( N_{B, \rho_1}(\mathcal{F}, \nu, \varepsilon) \) is the minimal number of brackets \((f_L^{(i)}, f_U^{(i)}) \) required to cover \( \mathcal{F} \) such that \( \rho_1(f_U^{(i)} - f_L^{(i)}) \leq \varepsilon \) (cf. e.g., Definition 3.5.20 of [20]).

To apply Theorem 5.11 in [51] to \((5.7)\), we require bounds for \( H_{B, \rho_1}(\mathcal{G}_s^*, P_0, \varepsilon), \varepsilon > 0 \). Using Lemma 5.1 below, we may initially bound this by the \( L^2 \)-bracketing metric entropy of the corresponding densities,

\[
H_{B, \rho_1}(\mathcal{G}_s^*, P_0, \varepsilon) \leq H_B\left( \left\{ \sqrt{S^2_{\theta} \eta + p^*} : \theta \in \Theta_s \right\} , \| \cdot \|_{L^2(P_0)}, \varepsilon \right), \quad \varepsilon > 0,
\]

for some \( C > 0 \). We now further estimate these entropies in terms of entropies of classes of transport maps. For clarity, let us assume the case of Assumption 3.1 ii), i.e., the case of triangular maps. (The case of Assumption 3.1 i) follows in exactly the same way, by employing \((5.11)\) instead of \((5.12)\) in Lemma 5.2 below.) By \((5.2)\), \( p^* \) is uniformly bounded away from 0. Using this, Lemma 5.2, as well as the assumption \((3.4)\) (which implies that the maximum on the right hand side of \((5.12)\) is uniformly bounded by a constant only depending on \( \Phi \)), it follows that for some \( C', C'' > 0 \),

\[
H_{B, \rho_1}(\mathcal{G}_s^*, P_0, \varepsilon) \leq H_B\left( \left\{ S^2_{\theta} \eta : \theta \in \Theta_s \right\} , P_0, \varepsilon / C' \right)
\leq H\left( \left\{ S^2_{\theta} \eta : \theta \in \Theta_s \right\} , \| \cdot \|_{L^2(P_0)}, \varepsilon / C' \right)
\leq H(\mathcal{G}_s^*, \| \cdot \|_{L^2(P_0)}, \varepsilon / C'').
\]

Since \( t \geq \delta, (3.10) \) and the fact that \( \Psi_s(\lambda, R)/R^2 \) is decreasing imply that

\[
\int_0^{R_s} H_{B, \rho_1}^{1/2}(\mathcal{G}_s^*, P_0, \varepsilon) d\varepsilon \lesssim \Psi_s(\lambda, R_s) \lesssim \sqrt{N}R_s^2.
\]

Using this and \((5.9)\), we may in particular choose \( C_0 > 0 \) (small enough) and \( C_1 > 0 \) (large enough) such that for all \( N \geq 1 \),

\[
\sqrt{c_1 N 2^{s-1} t} \leq C_1 \sqrt{N}R_s^2, \quad \text{as well as}
\]

\[
\sqrt{c_1 N 2^{s+1} t} \geq C_0 \left( \int_0^{R_s} H_{B, \rho_1}^{1/2}(\mathcal{G}_s^*, P_0, \varepsilon) d\varepsilon \right).
\]

This verifies the hypotheses \((5.30), (5.31), \) and \((5.33)\) in Theorem 5.11 of [51], with choices \( K = 1, \ a = \sqrt{c_1 N 2^s t} \) as well as \( R = R_s \). Noting that we may drop the requirement \((5.32)\)—see the discussion on p.76 of [51]—an application of Theorem 5.11 of [51] to \((5.7)\) yields that for some large enough constants \( c_4, c > 0 \),

\[
P_0^N \left( \tau_2(\hat{\theta}, p^*) \geq t \right) \leq c_4 \sum_{s=0}^{\infty} \exp \left\{ - \frac{2^{2s} N t}{c_4} \right\} \leq c \exp\{N t/c\}.
\]
Since 
\[ \tau^2(\hat{\theta}, p_0) \leq 2[\tau^2(\hat{\theta}, p^*) + h^2(p^*, p_0)] \leq 2[\tau^2(\theta, p^*) + \tau^2(\theta, p_0)], \]
we have 
\[ P_0^N(\tau^2(\hat{\theta}, p_0) \geq 2[\tau^2(\theta, p_0) + t^2]) \leq P_0^N(2[\tau^2(\theta, p^*) + \tau^2(\theta, p_0)] \geq 2[\tau^2(\theta, p_0) + t^2]) \]
\[ \leq P_0^N(\tau^2(\theta, p^*) \geq t^2), \]
which completes the proof. 

The following lemma is an adaptation of Lemmas 7.2 and 7.3 in [51] to our setting.

**Lemma 5.1.** Suppose the hypotheses of Theorem 3.2 hold.

i) There exists some \( C > 0 \) such that for any \( \theta_0 \in \Theta \) and probability density \( p : U \to \mathbb{R} \), it holds that
\[ \rho_{1}(g^*(p)) \leq Ch\left(\frac{p + p^*}{2}, p^*\right). \]

ii) There exists some \( C > 0 \) such that for any \( \theta_0 \in \Theta \) and any \( 0 < p_L \leq p_U \),
\[ \rho_{1}(g^*(p_U) - g^*(p_L)) \leq Ch\left(\frac{p_L + p^*}{2}, \frac{p_U + p^*}{2}\right). \]

**Proof.** i) Using Lemma 7.1 in [51] as well as (5.3), we have that
\[ \rho_{1}^2(g^*(p)) \leq 8 \int (e^{g^*} - 1)^2 dP_0 = 8 \int \left(\sqrt{\frac{p + p^*}{2p^*}} - 1\right)^2 p_0 dP^* \]
\[ \leq 8KL^2 \cdot h^2\left(\frac{p + p^*}{2}, p^*\right). \]

ii) Using again Lemma 7.1 in [51] as well as (5.3), we obtain
\[ \rho_{1}^2(g^*(p_U) - g^*(p_L)) \leq \int \left(\sqrt{\frac{p_U + p^*}{p_L + p^*}} - 1\right)^2 dP_0 \]
\[ = \int \left(\sqrt{\frac{p_U + p^*}{2}} - \sqrt{\frac{p_L + p^*}{2}}\right)^2 \frac{2p^*}{p_L + p^*} \frac{p_0}{p_U} d\lambda_U \]
\[ \leq 2KL^2 \cdot h\left(\frac{p_L + p^*}{2}, \frac{p_U + p^*}{2}\right). \]

The following simple local Lipschitz estimate for the pullback operation \( S \mapsto S^\# \) is crucial for the proof of Theorem 3.2 above.

**Lemma 5.2.** Let \( U, V \subseteq \mathbb{R}^d \) be bounded domains and let \( \eta : V \to \mathbb{R} \) be a bounded, Lipschitz continuous reference density. Then there exists some constant \( C = C(\eta, U) > 0 \) and some increasing function \( M : (0, \infty) \to (0, \infty) \) such that for any two diffeomorphisms \( S, \tilde{S} : U \to V \), we have that
\[ \|S^\# - \tilde{S}^\#\|_\infty \leq C \cdot M\left(\|S\|_{C^1} \vee \|\tilde{S}\|_{C^1}\right)\|S - \tilde{S}\|_{C^1}. \]

If additionally \( U, V \) are convex, then there exists \( C > 0 \) such that for any triangular maps \( S, \tilde{S} : U \to V \),
\[ \|S^\# - \tilde{S}^\#\|_\infty \leq C\|S - \tilde{S}\|_{C^1_{\text{diag}}} \max \left\{ \|S\|^{d-1}_{C^1_{\text{diag}}}, \|\tilde{S}\|^{d-1}_{C^1_{\text{diag}}} \right\}. \]
PROOF. Let us write \( p = S^\# \eta, \tilde{p} = \tilde{S}^\# \eta \), and suppose that \( S, \tilde{S} \) are triangular. Then, using the boundedness and Lipschitz continuity of \( \eta \), we obtain for any \( x \in U \) that

\[
|p(x) - \tilde{p}(x)| = |\eta(S(x)) \det \nabla S(x) - \eta(\tilde{S}(x)) \det \nabla \tilde{S}(x)|
\]

\[
\leq \|\eta\|_{Lip} \|S\|_{C^1_{diag}} \|S - \tilde{S}\|_{\infty}
\]

\[
+ d\|\eta\|_{\infty} \max \left\{ \|S\|_{C^1_{diag}}^{d-1}, \|\tilde{S}\|_{C^1_{diag}}^{d-1} \right\} \|S - \tilde{S}\|_{C^1_{diag}}.
\]

The corresponding statement (5.11) for maps that are not necessarily triangular follows along the same lines, and its proof is thus omitted. \( \square \)

We conclude this section with the proof of the KL-convergence rate from Corollary 3.3.

PROOF OF COROLLARY 3.3. By Assumption 3.1, we have that

\[
\sup_{S \in \mathcal{S}} \|S^\# \eta\|_{\infty} \leq \sup_{S \in \mathcal{S}} \|(\eta \circ S) \det \nabla S\|_{\infty} =: M \leq \infty.
\]

Moreover, Taylor expanding the logarithm, for any lower bounded density \( q \geq l > 0 \) and some intermediate value

\[
\xi(x) \in \left[ \min(l, L^{-1}), \max(K, \sup_{S \in \mathcal{S}} \|S^\# \eta\|_{\infty}) \right],
\]

it holds that

\[
\text{KL}(p_0, q) = - \int_U (\log q(x) - \log p_0(x))p_0(x)dx
\]

\[
= - \int_U \frac{p_0(x)}{p_0(x)}(q(x) - p_0(x))dx + \int_U \frac{p_0(x)}{2\xi(x)^2}(q(x) - p_0(x))^2dx
\]

\[
\leq K \max\{l^{-1}, L\}^2 \int_{Q_d} (q(x) - p_0(x))^2dx \lesssim \|q - p_0\|_{L^2}^2.
\]

Since the densities \( q \in \{S^\# \eta : S \in \mathcal{S}\} \) are uniformly lower bounded, we may in particular assert that \( \|S^\# \eta - p_0\|_{L^2}^2 \lesssim h^2(S^\# \eta, p_0) \leq \tau^2(\theta_N, p_0) \), whence the desired result follows from an application of Corollary 3.2. \( \square \)

6. Proofs for Section 4. We begin with the proof of the Theorem 4.2 for Sobolev-type penalties.

PROOF OF THEOREM 4.2. Fix any \( p_0 \in \mathcal{M}(\alpha, B, c) \). There exists a unique triangular and monotonically increasing transport \( S^{p_0} \) satisfying \( S^{p_0}_\# p_0 = \eta \), as constructed in Section 2. By the smoothness assumptions on \( p_0, \eta \) as well as Proposition 2.1, we have that \( S^{p_0} \in \mathcal{K}(\alpha, L, c_{mon}) \) for some \( \alpha, L, c_{mon} \) only depending on \( \alpha, B, c \).

Since the parameterization \( F \mapsto S_F \) from (4.1) is not necessarily injective, there may in principle be multiple functions \( F \) satisfying \( S_F = S^{p_0} \). However, we may single out one such ‘natural’ parameter, which we define as

\[
F^\#(x_{1:k}) = \Phi^{-1}(\partial_{x_k} S^{p_0}_k(x_{1:k})), \quad k = 1, \ldots, d.
\]

By construction, \( S_{F^\#} = S^{p_0} \). Now choose \( K_{min} < c_{mon} \) and \( K_{max} > L \). Since all derivatives of \( \Phi^{-1} \) are bounded on the sub-interval \( [c_{mon}, L] \subset (K_{min}, K_{max}) \), by definition of \( \mathcal{K}(\alpha, L, c_{mon}) \), and by Lemma 7.2, we thus overall obtain

\[
\sup_{p_0 \in \mathcal{M}(\alpha, B, c)} \|F^\#\|_{C^0(Q_d, \mathbb{R}^d)} \leq M < \infty,
\]
for some $M = M(\alpha, B, c, \Phi)$.

We now verify the hypotheses necessary to apply Theorem 3.2 in the (triangular) case (i), with parameter set $\Theta = H^2_\Delta(Q_d, \mathbb{R}^d)$ and penalty functional $\text{pen}(F) = \| F \|_{H^2_\Delta(Q_d, \mathbb{R}^d)}$. By the standard Sobolev embedding as well as the hypothesis $\alpha > d/2 + 1$, we have that $\Theta \subseteq C^1(Q_d, \mathbb{R}^d)$ -- combined with (6.5) and (6.6) below, this verifies the boundedness requirements from Assumption 3.1 (ii).

Next, we derive a suitable upper bound $\Psi(\lambda_N, R)$ for the $C^1_{\text{diag}}$-entropies featuring in (3.9). Recall the functional $\tau^2(F, p)$ from (3.6), here given by

$$
\tau^2(F, p) = h^2(S^\#_{\text{tr}} \eta, p) + \lambda_N^2 \| F \|^2_{H^2_\Delta(Q_d, \mathbb{R}^d)}.
$$

Since $F^\# \in C^\alpha(Q_d, \mathbb{R}^d) \subseteq \Theta$, we may choose $\theta_* = F^\#$ in Theorem 3.2, whence $S^\#_{\text{tr}} \eta = p_0$. Thus, the sets $\Theta_*(\lambda_N, R)$ from (5.6) are given by

$$
\Theta_*(\lambda_N, R) = \{ F \in H^2_\Delta(Q_d, \mathbb{R}^d) : \tau^2(F, p_0) \leq R^2 \}, \quad R > 0,
$$

which in turn implies that each component map $F_k$ satisfies the norm bound

$$
\sup_{F \in \Theta_*(\lambda_N, R)} \| F_k \|_{H^\alpha(Q_k)} \leq \lambda_N / R, \quad R > 0, \quad 1 \leq k \leq d.
$$

Using the increment bound (6.7) as well as the $\| \cdot \|_\infty$-covering bound from Corollary 2 of [36] (applicable here since $\alpha > d/2$) to each component function $F_k$, we then obtain that for some $c, c' > 0$ and any $\rho > 0$,

$$
H(S^*(\lambda_N, R), \| \cdot \|_{C^1_{\text{diag}}}, \rho) \leq H(\Theta_*(\lambda_N, R), \| \cdot \|_{L^\infty(Q_d, \mathbb{R}^d)} / c, \rho)
\lesssim \sum_{k=1}^d H(\{ g \in H^\alpha(Q_k) : \| g \|_{H^\alpha(Q_k)} \leq \lambda_N / R \}, \| \cdot \|_{L^\infty(Q_k)} / c', \rho)
\lesssim \sum_{k=1}^d \left( \frac{\lambda_N}{\rho R} \right)^{k/\alpha} \lesssim 1 + \left( \frac{\lambda_N}{\rho R} \right)^{d/\alpha}.
$$

Again using that $\alpha > d/2$, we obtain that

$$
\int_0^R H^{1/2}(S^*(\lambda_N, R), \| \cdot \|_{C^1_{\text{diag}}}, \rho) d\rho \lesssim R + \left( \frac{\lambda_N}{R} \right)^{d/2\alpha} R^{1-d/2\alpha}
= R + \lambda_N^{d/2\alpha} R^{1-d/2\alpha}.
$$

This gives our upper bound, i.e., $\Psi^*(\lambda, R) := C(R + \lambda_N^{d/2\alpha} R^{1-d/2\alpha})$ for some sufficiently large $C > 0$. We may now re-write the condition (3.10) as

$$
\sqrt{N} \delta^2 \gtrsim (\delta + \lambda_N^{d/2\alpha} \delta^{1-d/\alpha}),
$$

or equivalently (using that $\lambda_N = N^{-\frac{\alpha}{2\alpha+d}}$),

$$
\delta \gtrsim \max \left\{ N^{-1/2}, N^{-\frac{\alpha}{2\alpha+d}} \right\} = N^{-\frac{\alpha}{2\alpha+d}},
$$

and we may thus choose $\delta \simeq N^{-\frac{\alpha}{2\alpha+d}}$. Moreover, (6.2) implies that

$$
\sup_{p_0 \in \mathcal{M}(\alpha, B, c)} \tau^2(F^\#, p_0) = \sup_{p_0 \in \mathcal{M}(\alpha, B, c)} \lambda_N^2 \| F^\# \|^2_{H^2_\Delta(Q_d, \mathbb{R}^d)} \lesssim \sup_{p_0 \in \mathcal{M}(\alpha, B, c)} \lambda_N^2 \| F^\# \|^2_{C^\alpha(Q_d, \mathbb{R}^d)} \lesssim N^{-\frac{2\alpha}{2\alpha+d}}.
$$

whence Theorem 3.2, applied with $\lambda = N^{-\frac{\alpha}{2\alpha+d}}$ and $\theta_* = F^\#$, implies the desired concentration inequality. \qed
The following lemma contains some boundedness and continuity properties of the rational parameterization (4.1).

**Lemma 6.1.** Suppose that $0 < K_{min} < K_{max} < \infty$, and that $\Phi : \mathbb{R} \to (K_{min}, K_{max})$. Then there exists $M > 0$ such that for any triangular maps $F, \tilde{F} \in C^1(Q_d, \mathbb{R}^d)$, we have

\begin{equation}
\|S_F\|_{C^1_{\text{reg}}} \leq M, \tag{6.5}
\end{equation}

\begin{equation}
\inf_{x \in Q_d} \prod_{k=1}^d \partial_k S_{F,k}(x_{1:k}) \geq M^{-1}, \tag{6.6}
\end{equation}

as well as the increment bound

\begin{equation}
\|S_F - S_{\tilde{F}}\|_{C^1_{\text{reg}}} \leq M\|F - \tilde{F}\|_{L^\infty(Q_d, \mathbb{R}^d)}. \tag{6.7}
\end{equation}

**Proof.** For any $1 \leq k \leq d$, the definition (4.1) of $S_{F,k} : Q_k \to \mathbb{R}$ implies that

\[
\max\{\|S_{F,k}\|_\infty, \|\partial_k S_{F,k}\|_\infty\} \lesssim \sup_{x \in Q_k} \left| \frac{\Phi \circ F_k(x) dx}{\int_0^1 \Phi \circ F_k(x_{k-1}, y) dy} \right|
\]

\[
\lesssim \|\Phi \circ F\|_\infty \|\Phi \circ F\|^{-1}_\infty
\]

\[
\leq K_{max} K_{min}^{-1},
\]

which proves (6.5).

Next, (6.6) follows from noting that $\partial_k S_k \geq K_{min}/(2K_{max})$. Finally, for (6.7), observe that for any $F, \tilde{F}$ and $x \in Q_k$,

\[
\left| \partial_k S_{F,k}(x) - \partial_k S_{\tilde{F},k}(x) \right| = \left| \frac{\Phi \circ F_k(x) dx}{\int_0^1 \Phi \circ F_k(x_{k-1}, y) dy} - \frac{\Phi \circ \tilde{F}_k(x) dx}{\int_0^1 \Phi \circ \tilde{F}_k(x_{k-1}, y) dy} \right|
\]

\[
\lesssim \|F_k - \tilde{F}_k\|_\infty.
\]

Integrating this in the $x_k$-variable yields a similar estimate for $\|S_{F,k} - S_{\tilde{F},k}\|_\infty$, completing the proof.

We now turn to the proof of the Theorem 4.4 regarding wavelet-based estimators.

**Proof of Theorem 4.4.** 1. ‘Bias term’ in H"ellinger distance. We begin by constructing an appropriate element $\theta_\ast \in \Theta$, with the goal to bound $\tau^2(\theta_\ast, p_0)$ given by (3.6). For any $s \geq 0$, $1 \leq p, q \leq \infty$, we denote the usual Besov spaces on $\mathbb{R}^k$ and $Q_k$ by $B^p_q(\mathbb{R}^k)$ and $B^s_{pq}(Q_k)$ respectively; see for instance [49] for definitions. For $p_0 \in M(\alpha, B, c)$, let $F^s$ again denote the ‘natural’ parameter from (6.1). We approximate each of the component functions $F^s_{F,k} : Q_k \to \mathbb{R}$ by wavelet projections. Let $\mathcal{E}$ denote a bounded linear extension operator

\[
\mathcal{E} : B^0_{\infty\infty}(Q_k) \to B^\alpha_{\infty\infty}(\mathbb{R}^k), \quad g \mapsto \mathcal{E}(g).
\]

For the existence of such operators on Lipschitz domains, see, e.g., [48].

Let us denote by $P^k_j$ the $J$-th resolution level wavelet projection operator on $B^\alpha_{\infty\infty}(\mathbb{R}^k)$,

\[
P^k_j(g) = \sum_{l=0}^J \sum_{m \in \mathbb{Z}^k} \psi^k_{lm} \langle \psi^k_{lm}, g \rangle, \quad g \in B^\alpha_{\infty\infty}(\mathbb{R}^k),
\]

Now let $g \in B^\alpha_{\infty\infty}(\mathbb{R}^k)$ and define $\tilde{g} := P^k_J(\mathcal{E}(F))|_{Q_d}$. Then, by the standard characterisation of Besov norms in terms of wavelet decay (see, e.g., p. 370 in [20]) and since $2J \asymp N^{-\frac{1}{\alpha}}$, we have that
\[
\|g - \tilde{g}\|_{L^\infty(Q_s)} \leq \|\mathcal{E}(g) - F_\theta^g \mathcal{E}(g)\|_{L^\infty(\mathbb{R}^d)} \\
\leq \sup_{l \geq j+1} 2^{k/2} \sup_{m \in \mathbb{Z}^k} |\langle \mathcal{E}(g), \psi^k_{lm,m} \rangle| \\
\leq 2^{-J_0} \|\mathcal{E}(g)\|_{B_{\infty,\infty}^\alpha(\mathbb{R}^d)} \lesssim N^{-\frac{2\alpha}{\alpha+\tau}} \|g\|_{B_{\infty,\infty}^\alpha(Q_s)}.
\]

Since \(F_\theta^g \in C^\alpha(Q_k)\) by (6.2) and since \(C^\alpha(Q_k) \subseteq B_{\infty,\infty}^\alpha(Q_k)\) (continuous embedding), we obtain that the above approximation holds for the choice \(g = F_\theta^g\) uniformly over all \(p_0 \in \mathcal{M}(\alpha, L, c_{\text{mon}})\). Moreover, note that for any \(g \in C^\alpha(Q_k)\), denoting \(g_{lm} = \langle \psi^k_{lm}, \mathcal{E}(g) \rangle_{L^2(\mathbb{R}^d)}, \quad (l, m) \in I_k, J\),

\[
\sum_{0 \leq l \leq J} \sum_{1 \leq m \leq L^k_{1l}} 2^{2n_d} \|g_{lm}\|_2 \simeq \|\sum_{0 \leq l \leq J} \sum_{1 \leq m \leq L^k_{1l}} g_{lm} \psi^k_{lm,m}\|_2^{2}_{B_{2,2}^\alpha(\mathbb{R}^d)} \\
\leq \|\mathcal{E}(g)\|_{B_{2,2}^\alpha(\mathbb{R}^d)} \lesssim \|\mathcal{E}(g)\|_{B_{\infty,\infty}^\alpha(\mathbb{R}^d)} \lesssim \|g\|_{B_{\infty,\infty}^\alpha(Q_k)}.
\]

Now we choose \(\theta_* \in \Theta\) to be given by the component vectors

\[
\theta_* = (\langle \psi^k_{lm}, \mathcal{E}(F_\theta^g) \rangle_{L^2(\mathbb{R}^d)} : 0 \leq l \leq J, \quad 1 \leq m \leq L^k_{1l}, \quad 1 \leq k \leq d).
\]

Combining the above with the fact that \(S^\#_{\theta, \eta}\) and \(p_0\) are (uniformly) lower bounded, the local Lipschitz estimate (5.12) and the bound (6.5), we obtain that

\[
\tau^2(\theta_*, p_0) = h^2(S^\#_{\theta, \eta}, p_0) + N^{-\frac{2\alpha}{\alpha+\tau}} \|\theta_*\|_{b_{2d}}^2 \\
\leq \|(S^{p_0})^\#_{\eta} - S^\#_{\eta, \eta}\|_{\infty} + N^{-\frac{2\alpha}{\alpha+\tau}} \sum_{k=1}^d F^\#_{F_{\theta}^g} \|\mathcal{E}(g)\|_{B_{\infty,\infty}^\alpha(Q_s)} \\
\lesssim \|S^{p_0} - S_{\theta_*}\|_{C_{\text{diag}}^{\alpha}} + N^{-\frac{2\alpha}{\alpha+\tau}}.
\]

For \(F_{\theta_*}\) given by (4.5), the increment bound (6.7) and the regularity bound (6.2) for \(F^g\) further imply that

\[
\|S^{p_0} - S_{\theta_*}\|_{C_{\text{diag}}^{\alpha}} \lesssim \|F^g - F_{\theta_*}\|_{L^\infty(Q_d, \mathbb{R}^d)} \lesssim N^{-\frac{2\alpha}{\alpha+\tau}} \|F^g\|_{B_{\infty,\infty}^\alpha} \lesssim N^{-\frac{2\alpha}{\alpha+\tau}} \|F\|_{C^\alpha(Q_d, \mathbb{R}^d)} \\
\lesssim N^{-\frac{2\alpha}{\alpha+\tau}},
\]

which proves that \(\tau^2(\theta_*, p_0) \lesssim N^{-\frac{2\alpha}{\alpha+\tau}}\), uniformly over \(p_0 \in \mathcal{M}(\alpha, L, c_{\text{mon}})\).

2. Metric entropy. As in the proof of Theorem 4.2, we need to derive an upper bound for the metric entropy for the sets \(S_{\alpha}(\lambda_N, R)\) defined in (3.8). For each \(1 \leq k \leq d\), we observe that uniformly over \(\theta \in \Theta_{\alpha}(\lambda_N, R) = \{\theta \in \Theta : \tau^2(\theta, S^\#_{\theta, \eta}) \leq R^2\}\), we have that

\[
\|F_{\theta, k}\|_{H^\alpha(Q_s)} \lesssim \|F_\theta\|_{H^2(Q_d, \mathbb{R}^d)} \lesssim \sum_{k=1}^d \|F_{\theta, k}\|_{B_{2,2}^\alpha(Q_s)} \lesssim \|\theta\|_{b_{2d}} \lesssim \lambda_N / R.
\]

Thus, for the remainder of the proof, we may argue exactly as after (6.3) in the proof of Theorem 4.2; except that at the end we utilize Theorem 3.2 with \(\theta_*\) chosen as in (6.9) in place of \(F^g\). \[\square\]

PROOF OF LEMMA 4.5. Let us write \(S = S_{p, \eta}, \tilde{S} = S_{\hat{p}, \eta}\). Let \(x \in Q_d\) and \(k \in \{1, \ldots, d\}\). We recall the notations \(p_k, \hat{p}_k\) for the marginal conditionals of \(p, \hat{p}\) from (2.2), as well as
the corresponding CDFs $F_{k,x_{1:k-1}}^p \circ F_{k,x_{1:k-1}}^\theta$ given by (2.3). Since $\eta$ factorizes, we may write $F^\eta_k = F^\eta_{k,x_{1:k-1}}$ for its corresponding CDF since it is independent of $x_{1:k-1}$. Because $\eta_k$ is lower bounded and $C^1$, $(F^\eta_k)^{-1}$ is uniformly bounded in $C^2$. We then obtain that

$$
(6.10) \quad |S_k(x_{1:k}) - \bar{S}_k(x_{1:k})| = \left| \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^p \right)(x_k) - \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^\theta \right)(x_k) \right|
$$

$$
\leq \| (F^\eta_k)^{-1} \|_{L^1} \| F_{k,x_{1:k-1}}^p \circ F_{k,x_{1:k-1}}^\theta \|_{L^1} \| (x_k) - (x_k) \|_{L^1}((0,1])
$$

Integrating (the square of) this inequality over $x_{1:k}$, using Minkowski’s inequality, concavity of $x \mapsto \sqrt{x}$ as well as Jensen’s inequality, we obtain that

$$
\|S_k - \bar{S}_k\|_{L^2(Q_k)} = \left( \int_{Q_k} \|p(x_{1:k-1},\cdot) - \bar{p}(x_{1:k-1},\cdot)\|^2_{L^1(Q_{d-k+1})} dx_{1:k} \right)^{1/2}
$$

$$
\leq \|p - \bar{p}\|_{L^2}.
$$

The bound for the ‘diagonal’ derivatives $\|\partial_k S_k - \partial_k \bar{S}_k\|_{L^1}$ is derived as follows. Using the chain rule, we see that

$$
|\partial_k S_k(x_{1:k}) - \partial_k \bar{S}_k(x_{1:k})|
$$

$$
= \left| \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^p \right)'(x_k) - \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^\theta \right)'(x_k) \right|
$$

$$
\leq \left| \left( (F^\eta_k)^{-1} \right)' \circ F_{k,x_{1:k-1}}^p \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^\theta \right)'(x_k) \right|
$$

$$
+ \left| \left( (F^\eta_k)^{-1} \right)' \circ F_{k,x_{1:k-1}}^\theta \left( (F^\eta_k)^{-1} \circ F_{k,x_{1:k-1}}^\theta \right)'(x_k) \right|
$$

$$
\leq \| (F^\eta_k)^{-1} \|_{C^2} \| F_{k,x_{1:k-1}}^p \|_{\infty} \| F_{k,x_{1:k-1}}^\theta \|_{L^1} \| (x_k) - (x_k) \|_{L^1}((0,1])
$$

$$
+ \| (F^\eta_k)^{-1} \|_{C^1} \| F_{k,x_{1:k-1}}^\theta \|_{C^1} \| (x_k) - (x_k) \|_{L^1}((0,1])
$$

$$
\leq \| F_{k,x_{1:k-1}}^p \|_{C^1} \| F_{k,x_{1:k-1}}^\theta \|_{C^1} \| (x_k) - (x_k) \|_{L^1}((0,1])
$$

$$
\leq \| p_k(x_{1:k}) - \bar{p}_k(x_{1:k}) \|_{L^1}((0,1])
$$

First term can then be further estimated as in (6.10), and the second term can be bounded by

$$
|p_k(x_{1:k}) - \bar{p}_k(x_{1:k})| \leq \| p_k(x_{1:k-1}) - \bar{p}_k(x_{1:k-1}) \|_{L^1}((0,1]) + \| \bar{p}_k(x_{1:k}) - \bar{p}_k(x_{1:k}) \|_{L^1}((0,1])
$$

The rest of the proof similarly follows by integrating (the square of) the preceding inequalities, and is thus omitted here. $
$

**7. Proofs for Section 2.** We begin with the proofs of Propositions 2.1 and 2.2.

**Proof of Proposition 2.1.** Fix $\nu \in \tilde{\mathcal{M}}(\alpha, B, c)$ (target) and $\mu \in \tilde{\mathcal{M}}(\alpha, B, c)$ (reference). For ease of notation, we shall write $S = S_{\nu,\mu}$, and we denote the one-dimensional marginal distributions of $\mu$ by $\mu(x) = \Pi_{k=1}^d m_k(x_k)$. Then, from the definition of the $k$-th ‘marginal conditional’ density $\mu_k(x_{1:k})$ given in (2.1)–(2.2), it is clear that

$$
\mu_k(x_{1:k}) = \frac{\Pi_{l=1}^k m_l(x_l)}{\Pi_{l=1}^k m_l(x_l)} = m_k(x_k).
$$
In particular, $\mu_k$ is independent of $x_{1:k-1}$. We may thus write $F^\mu_k \equiv F^\mu_{k,x_{1:k-1}} = \int_{-1}^1 \mu_k(y)dy$, whence $S_k$ admits the form

$$S_k(x_{1:k}) = \left[(F^\mu_k)^{-1} \circ F^\nu_{k,x_{1:k-1}}\right](x_k).$$

(7.1)

To bound the anisotropic smoothness of $S_k$, we notice that since the class of densities $\mathcal{M}(\alpha,B,c)$ is lower bounded, there are constants $C_1,c_1 > 0$ such that for any $\mu \in \mathcal{M}(\alpha,B,c)$,

$$\|F^\mu_k\|_{C^{\alpha+1}([0,1])} \leq C_1 \quad \text{and} \quad \inf_{y \in [0,1]} (F^\mu_k)'(y) = \inf_{y \in [0,1]} m_k(y) \geq c_1.$$

(7.2)

We claim that the inverse $(F^\mu_k)^{-1}$ of $F^\mu_k$ also belongs to $C^{\alpha+1}$. To begin, (7.2) implies that $(F^\mu_k)^{-1} : [0,1] \to [0,1]$ is uniformly continuous. Thus, using that

$$\left(F^\mu_k\right)^{-1}(y) = \frac{1}{\left|\left(F^\mu_k\right)'\circ (F^\mu_k)^{-1}\right|(y)} = \frac{1}{\left|m_k \circ (F^\mu_k)^{-1}\right|(y)} = \frac{1}{\left|m_k \circ (F^\mu_k)^{-1}\right|(y)} = \frac{1}{\left|m_k \circ (F^\mu_k)^{-1}\right|(y)} = \frac{1}{\left|m_k \circ (F^\mu_k)^{-1}\right|(y)}, \quad y \in [0,1],$$

(7.3)

along with Lemma 7.2, the lower bound (7.2), and the fact that $x \mapsto x^{-1}$ is uniformly Lipschitz on $[c_1,\infty)$, it follows that $(F^\mu_k)^{-1} \in C^1$. Thus, we may again use (7.3) to infer that $(F^\mu_k)^{-1} \in C^2$, and bootstrapping this argument yields that for some $C'_1 > 0$,

$$\sup_{\mu \in \mathcal{M}(\alpha,B,c)} \|\left(F^\mu_k\right)^{-1}\|_{C^{\alpha+1}} \leq C'_1.$$

Combining the preceding claim with (7.1) and Lemma 7.2 yields that $S_k \in C^\alpha(Q_k,\mathbb{R})$. In addition, recalling the notation $\nu_k$ from (2.2), we see that

$$\partial_k S_k(x_{1:k}) = \left[(F^\mu_k)^{-1}' \circ F^\nu_{k,x_{1:k-1}}\right](x_k)F^\nu_{k,x_{1:k-1}}'(x_k)$$

$$\quad = \frac{\nu_k(x_{1:k})}{\left|m_k \circ (F^\mu_k)^{-1} \circ F^\nu_{k,x_{1:k-1}}\right|(x_k)}.$$

(7.4)

Since $\nu \geq c$ is lower bounded, we obtain immediately from (2.1) that for any $1 \leq k \leq d$,

$$\inf_{x_{1:k} \in Q_k} \bar{\nu}_k \geq c \quad \text{and} \quad \bar{\nu}_k \in C^\alpha(Q_k),$$

whence $\nu_k \in C^\alpha(Q_k)$. Thus, applying Lemma 7.2 again to (7.4) shows that $\|\partial_k S_k\|_{C^\alpha} \leq M$ for some large enough $M$. Since $\nu_k$ and $m_k$ are lower and upper bounded, clearly $\inf_{x_{1:k} \in Q_k} \partial_k S_k > c_{mon}$ for some $c_{mon} > 0$, and the proof is complete. \hfill \Box

**Proof of Proposition 2.2.** First, by definition of $S^#\eta$ we observe that

$$\inf_{S \in \text{KR}(\alpha,L,c_{mon}), \ x \in Q_d} S^#\eta(x) \geq c' > 0,$$

for some $c' > 0$. This follows immediately from the chain rule (7.2) and the standard multiplication inequality for Hölder-type spaces

$$\|fg\|_{C^{\alpha}} \leq C\|f\|_{C^{\alpha}}\|g\|_{C^{\alpha}}, \quad \text{for some } C > 0, \text{ all } f,g \in C^{\alpha}.$$ 

Indeed, we then have for some increasing function $F$ that

$$\|S^#\eta\|_{C^{\alpha}} = \|\eta \circ S \det \nabla S\|_{C^{\alpha}} = \|\eta \circ S\|_{C^{\alpha}}\|\Pi_{k=1}^d \partial_k S_k\|_{C^{\alpha}}$$

$$\lesssim F(\|\eta\|_{C^{\alpha}}, \|S\|_{C^{\alpha}})\Pi_{k=1}^d \|\partial_k S_k\|_{C^{\alpha}},$$

(7.5)

which is uniformly bounded over $S \in \text{KR}(\alpha,L,c_{mon})$. \hfill \Box
Given the previous two propositions, Theorem 2.3 will be obtained by utilizing a general convergence result for maximum likelihood estimators developed in \cite{50, 51}, which we briefly recall here for the convenience of the reader. Recalling the $L^2$-bracketing metric entropy $H_B(F, P_0, \rho)$ for any class $F$ of functions $Q_d \to \mathbb{R}$, defined in (5.10), we define the following bracketing metric entropy integral:

$$J_B(F, P_0, \delta) := \int_0^d H_B^{1/2}(F, P_0, \rho)d\rho.$$ 

The next proposition, which follows from Theorem 10.13 from \cite{51}, relates the convergence rates of maximum likelihood estimators over any class of densities $\mathcal{P}$, to the entropy integral of its square root densities,

$$\mathcal{A}_P := \left\{ \sqrt{\frac{p + p_0}{2}} : p \in \mathcal{P}, h(p, p_0) \leq \delta \right\}, \quad \delta > 0.$$ 

**Proposition 7.1.** Let $\mathcal{P}$ be a class of densities such that $p_0 \in \mathcal{P}$. Suppose that $\Psi(\delta) \geq J_B(\mathcal{A}_P, P_0, \delta)$ is an upper bound such that $\Psi(\delta)/\delta^2$ is non-increasing in $\delta$. There exists a constant $C > 0$ such that for any $N \geq 1$ and $\delta > 0$ satisfying

$$\delta^2 \sqrt{N} \geq C \Psi(\delta)$$

and all $R \geq \delta$, we have

$$P_0^N(h(\hat{p}, p_0) \geq R) \leq C \exp\left(-\frac{nR^2}{C}\right).$$

**Proof.** Inspection of the proof of Theorem 10.13 in \cite{51} shows that we can assert not just $h(\hat{p}_n, p_0) = O_P(\delta + h(p_*, p_0))$ (where we have adopted notation from the reference), but also the stronger concentration bound (7.7); see also the proof of Theorem 7.4 in \cite{51}.

**Proof of Theorem 2.3.** Suppose that $p_0 \in \mathcal{M}(\alpha, B, c)$ and $\eta \in \tilde{\mathcal{M}}(\alpha, B, c)$. Then, by Proposition 2.1 there exists $S_0 \in \text{KR}(\alpha, L, c_{\text{mon}})$ (for some $L, c_{\text{mon}} > 0$) such that $S_0^\# \eta = p_0$. We fix such $L, c_{\text{mon}}$, noting that these constants may be chosen uniformly over $p_0 \in \mathcal{M}(\alpha, B, c)$. Moreover, by Proposition 2.2, we have the set inclusion

$$\{S^\# \eta : S \in \text{KR}(\alpha, L, c_{\text{mon}})\} \subseteq \mathcal{M}(\alpha, \tilde{B}, \tilde{c}),$$

for some $\tilde{B}, \tilde{c} > 0$. Since $p_0$ is bounded away from zero and since $x \mapsto \sqrt{x}$ is globally Lipschitz on $[l, \infty)$ for any $l > 0$, the class of square root densities

$$\mathcal{A} =: \left\{ \sqrt{\frac{S^\# \eta + p_0}{2}} : S \in S \in \text{KR}(\alpha, L, c_{\text{mon}}) \right\}$$

is embedded in some ball of $C^\alpha(Q_d, \mathbb{R})$. Thus, using Corollary 3 in \cite{36} (and noting the remark in Section 3.3.4 of \cite{36}), we respectively obtain the bracketing metric entropy bound and entropy integral estimate

$$H_B(\rho, A, p_0) \lesssim \rho^{d/\alpha}, \quad \int_0^\delta H_B^{1/2}(\rho, A, p_0)d\rho \lesssim \delta^{\frac{2\alpha - d}{2\alpha}}.$$ 

Standard calculations then yield that the requirement (7.6) translates to the condition

$$\delta \gtrsim N^{-\frac{\alpha}{2\alpha + d}}.$$ 

Since $S_0 \in \text{KR}(\alpha, L, c_{\text{mon}})$, we may apply Proposition 7.1 with $p_* = p_0$ and $\delta \equiv \delta_N \simeq N^{-\frac{\alpha}{2\alpha + d}}$, which completes the proof of Theorem 2.3. \qed
The proof of the following basic lemma follows from a generalized Faà di Bruno’s formula, such as stated in [16], Theorem 1.

**Lemma 7.2.** Suppose \( U \subseteq \mathbb{R}^n \), \( V \subseteq \mathbb{R}^m \) are two open subsets. Then, for each \( B < \infty \) there exists a constant \( C \) such that for any \( r \)-times \((r \in \mathbb{N})\) continuously differentiable functions \( U \xrightarrow{F} V \xrightarrow{G} \mathbb{R} \) with \( \max\{\|F\|_{C^r}, \|G\|_{C^r}\} \leq B \), we have that \( \|G \circ F\|_{C^r} \leq C \).
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