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Abstract

Learning agents can make use of Reinforcement Learning (RL) to decide their actions by using a reward function. However, the learning process is greatly influenced by the elect of values of the parameters used in the learning algorithm. This work proposed a Deep Deterministic Policy Gradient (DDPG) and Hindsight Experience Replay (HER) based method, which makes use of the Genetic Algorithm (GA) to fine-tune the parameters' values. This method (GA-DRL) experimented on six robotic manipulation tasks: fetch-reach; fetch-slide; fetch-push; fetch-pick and place; door-opening; and aubo-reach. Analysis of these results demonstrated a significant increase in performance and a decrease in learning time. Also, we compare and provide evidence that GA-DRL is better than the existing methods.
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1 Introduction

Reinforcement Learning (RL) [1] has recently been applied to a variety of applications, including robotic table tennis [2], surgical robot planning [3], rapid motion planning in bimanual suture needle regrasping [4], and Aquatic Navigation [5]. Each one of these applications employs RL as a motivating alternative to automating manual labor.

We use DDPG [6] in conjunction with HER [7] to learn Deep Reinforcement Learning (DRL) policies in this paper. The efficiency of DDPG + HER is a concern. A better set of DDPG and HER parameters can improve the performance of various robotic manipulation tasks. The number of epochs it takes the learning agent to learn a given robotic task can be used to assess its performance. Genetic Algorithms (GA) and other optimization algorithms can aid in the search for near-optimal parameter values, allowing them to play a larger role in considerably improving the performance of an existing system. [8], [9], [10], and [11] are some of the closely related works. These publications’ findings add to the growing body of data that using a GA to automatically modify the hyper-parameters for DRL can greatly enhance efficiency. The discrepancy can have a notable impact on how long it takes a learning agent to learn.

We develop a novel automatic parameter tweaking approach in this paper, which we apply to DRL from [12]. The algorithm is then applied to four existing robotic manipulator gym environments as well as three custom-built robotic manipulator gym environments. Furthermore, the entire algorithm is examined at various stages to determine whether the technique is effective in increasing the overall efficiency of the learning process. The final results support our claim and provide sufficient evidence that automating the parameter tuning procedure is critical since it reduces learning time by up to 57%. Finally, we compare GA-DRL to four different approaches used on FetchReach. GA-DRL outperforms them all. Open source code is available at https://github.com/aralab-unr/ga-drl-aubo-ara-lab.

The following is a list of our major contributions:

- A novel algorithm for automatic parameter tweaking.
- Six simulated and one real task were used to test the algorithm. To analyze the algorithm, we created Aubo-i5 simulated and actual custom environments.
- As the GA develops, the training process is evaluated based on a variety of parameters.
- The efficiency of DRL was tested over ten runs using GA-DRL discovered parameters in both simulated and actual manipulation tasks.
- GA-DRL was compared to other approaches.
2 Background

2.1 Genetic Algorithm (GA)

Genetic Algorithms (GAs) [13–15] were created to explore poorly-understood areas [16], where an exhaustive search is impossible and other search methods perform poorly. GAs, when employed as function optimizers, aim to maximize fitness that is linked to the optimization goal. On a range of tough design and optimization issues, evolutionary computing techniques in general, and GAs in particular, have had a lot of empirical success. They begin with a population of candidate solutions that have been randomly initialized and are commonly encoded in a string (chromosome). A selection operator narrows the search space to the most promising locations, whereas crossover and mutation operators provide new potential solutions.

To choose parents for crossover and mutation, we employed ranking selection [17]. Higher-ranked (fitter) individuals are probabilistically selected through rank selection. Unlike fitness proportionate selection, ranking selection is concerned with the existence of a fitness difference rather than its magnitude. Uniform crossover [18] is used to create children, who are then altered by flip mutation [15]. Binary coding with concatenated parameters is used to encode chromosomes. [19] shows one such example of GA paired with Lidar-monocular visual odometry (LIMO).

2.2 Deep Reinforcement Learning (DRL)

Q-learning [20] approaches have been used by autonomous robots to do a range of tasks [21], and significant study has been done in this field since its inception [20], with some work focused on continuous action spaces [22–25] and others on discrete action spaces [26]. Reinforcement Learning (RL) [1] has been used to improve locomotion [27] [28] and manipulation [29, 30].

There is also a lot of work on robotic manipulators [31, 32]. Some of this work relied on fuzzy wavelet networks [33], while others relied on neural networks [34] [35] to complete their goals. For real robot systems, off-policy methods [36] such as the Deep Deterministic Policy Gradient algorithm (DDPG) [6] and the Normalized Advantage Function algorithm (NAF) [37] are useful. [38] provides a comprehensive overview of modern deep reinforcement learning (DRL) algorithms for robot handling. For our trials, we are employing DDPG in conjunction with Hindsight Experience Replay (HER) [7]. [39] describes recent work on applying experience ranking to increase the learning pace of DDPG + HER.

Both a single robot [40, 41] and a multi-robot system [42–46] have been extensively trained/taught using RL. Both model-based and model-free learning algorithms have been studied previously. Model-based learning algorithms are heavily reliant on a model-based teacher to train deep network policies in real-world circumstances.
Similarly, there has been a lot of work on GA’s [13] [47] and the GA operators of crossover and mutation [48], which have been applied to a broad variety of problems. GA has been used to solve a wide range of RL problems [48–51].

2.3 GA on DRL

GA can be used to solve a variety of optimization problems as a function optimizer. This study concentrates on the DRL, which was briefly discussed earlier in this chapter. Based on their fitness values, GAs can be utilized to optimize the parameters in the system. GA tries to achieve the highest level of the fitness function. Various mathematical formulas can be used to convert an objective function to a fitness function.

Existing DRL algorithms have a set of parameters that cannot be changed. When GA is applied to DRL, it discovers a better set of parameters, allowing the learning agent to learn more quickly. The fitness value for this problem is the inverse of the number of epochs. GA appears to be a potential technique for improving the system’s efficiency.

3 Genetic Algorithm optimization for Deep Reinforcement Learning

3.1 Reinforcement Learning

Consider a typical RL system, which consists of a learning agent interacting with the environment. $S$ is the set of states, $A$ is the set of actions, $p(s_0)$ is a distribution of initial states, $r : S \times A \rightarrow R$ is a reward function, $p(s_{t+1}|s_t, a_t)$ are transition probabilities, and $\gamma \in [0, 1]$ is a discount factor that can be used to represent an environment. A deterministic policy depicts the relationship between states and actions as follows: $\pi : S \rightarrow A$. Every episode begins with the sampling of the initial state $s_0$. The agent acts at for each timestep $t$ based on the current state $s_t$: $a_t = \pi(s_t)$. The accomplished action is rewarded with $r_t = r(s_t, a_t)$, and the distribution $p(.|s_t, a_t)$ aids in sampling the new state of the environment. $R_t = \sum_{i=T}^{\infty} \gamma^{i-t} r_i$ is the discounted sum of future rewards. The purpose of the agent is to maximize its expected return $E[R_t|s_t, a_t]$, and an optimal policy can be defined as any policy $\pi^*$, such that $Q^*(s,a) \geq Q^*(s,a)$ for each $s \in S, a \in A$, and any policy $\pi$. An optimal Q-function, $Q^*$, is a policy that has the same Q-function as the best policy and fulfills the Bellman equation:

$$Q^*(s,a) = E_{s'}[p(.|s,a))[r(s,a) + \gamma \max_{a' \in A} Q^*(s',a')]]. \quad (1)$$

3.2 Deep Q-Networks (DQN)

A Deep Q-Network (DQN) [52] is a model-free reinforcement learner [53] that is optimized for discrete action spaces. A neural network $Q$ is maintained in a
DQN to approximate $Q^*$. $\pi_Q(s) = \arg\max_{a \in A} Q(s,a)$ denotes a greedy policy w.r.t. $Q$. A $\epsilon$-greedy policy takes a random action with probability $\epsilon$ and action $\pi_Q(s)$ action with probability $1 - \epsilon$.

A $\epsilon$-greedy policy is used to produce episodes during the training. During training, a Replay buffer contains transition tuples $(s_t, a_t, r_t, s_{t+1})$. A generation of fresh episodes is interspersed with neural network training. Tuples $(s_t, a_t, r_t, s_{t+1})$ and a Loss $L$ defined by $L = E(Q(s_t, a_t) - y_t)^2$ where $y_t = r_t + \gamma \max_{a' \in A} Q(s_{t+1}, a')$ are sampled from the replay buffer.

The target network, which is used to measure targets $y_t$, changes at a slower rate than the main network. The target networks’ weights can be set to the main network’s current weights [52]. It is also possible to employ polyak-averaged parameters [54].

3.3 Deep Deterministic Policy Gradients (DDPG)

There are two neural networks in Deep Deterministic Policy Gradients (DDPG): an Actor and a Critic. The critic neural network is an action-value function approximator $Q : S \times A \rightarrow R$ and the actor neural network is a target policy $\pi : S \rightarrow A$. With weights $\theta_Q$ and $\theta_\mu$, the critic network $Q(s,a|\theta_Q)$ and actor network $\mu(s|\theta_\mu)$ are randomly initialized.

To produce episodes, a behavioral policy is used, which is a noisy variation of the target policy, $\pi_b(s) = \pi(s) + N(0,1)$. A critic neural network is trained similarly to a DQN, except that the target $y_t$ is computed as $y_t = r_t + \gamma Q(s_{t+1}, \pi(s_{t+1}))$, where $\gamma$ is the discounting factor. The actor network is trained using the loss $L_a = -E_a Q(s, \pi(s))$.

3.4 Hindsight Experience Replay (HER)

Hindsight Experience Reply (HER) aims to learn from setbacks by imitating human behavior. Even if the agent does not achieve the intended goal, the agent learns from each experience. HER considers the modified goal to be whatever condition the agent reaches. Only the transition $(s_t, a_t, r_t, s_{t+1})$ with the original aim $g$ is saved in standard experience replay. The transition $(s_t g', a_t, r_t', s_{t+1} g')$ to modified goal $g'$ is also stored by HER. HER performs admirably with extremely scarce incentives and is far superior to shaped rewards in this regard.

3.5 Open Problem Discussion

The efficiency of DDPG + HER is a concern. Using a better set of parameters in the algorithm can increase the performance of the majority of robotic activities. The number of epochs for the learning agent to learn specific robotic tasks can be used to assess performance. The remaining sections of this section demonstrate how changing the values of various parameters has a major impact on the agent’s learning rate. Later in this section, the solution to this problem is described, and the accompanying experimental findings show that the proposed approach outperforms the existing reinforcement learning technique.
3.6 DDPG + HER and GA

The main contribution of our paper is presented in this section: the genetic algorithm explores the space of parameter values utilized in DDPG + HER for values that maximize task performance while reducing the number of training epochs. The following parameters are targeted: discounting factor $\gamma$; polyak-averaging coefficient $\tau$ [54]; learning rate for critic network $\alpha_{\text{critic}}$; learning rate for actor-network $\alpha_{\text{actor}}$; percent of times a random action is taken $\epsilon$; and standard deviation of Gaussian noise added to not completely random actions as a percentage of the maximum absolute value of actions on different coordinates $\eta$. All of the parameters have a range of 0-1, which may be justified using the equations in this section.

Adjusting the values of parameters did neither boost nor reduce the agent’s learning in a linear or immediately visible pattern, according to our experiments. As a result, a basic hill climber is unlikely to identify optimal parameters. We use our GA to optimize these parameter values because GAs were created for such poorly understood problems.

We use $\tau$, the polyak-averaging coefficient to show the performance non-linearity for different values of $\tau$. As seen in Equation (2), $\tau$ is employed in the algorithm:

$$
\begin{align*}
\theta^Q' &\leftarrow \tau \theta^Q + (1 - \tau) \theta^Q', \\
\theta^\mu' &\leftarrow \tau \theta^\mu + (1 - \tau) \theta^\mu'.
\end{align*}
$$

Equation (3) demonstrates how is employed in the DDPG + HER method, whereas Equation (4) explains the Q-Learning update. $\alpha$ denotes the rate at which you are learning. This update equation is used to train networks.

$$
y_t = r_t + \gamma Q'(s_{t+1}, \mu'(s_{t+1})|\theta^Q'),
$$

$$
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha [r_{t+1} + \gamma Q(s_{t+1}, a_{t+1}) - Q(s_t, a_t)].
$$

We will need two learning rates, one for the actor-network ($\alpha_{\text{actor}}$) and the other for the critic network ($\alpha_{\text{critic}}$) because we have two types of networks. The use of the percent of times that a random action is executed $\epsilon$ is explained by equation (5).

$$
a_t = \begin{cases} 
a^*_t & \text{with probability } 1 - \epsilon, \\
\text{random action} & \text{with probability } \epsilon.
\end{cases}
$$
Figure 1 indicates that changing the value of $\tau$ causes a change in the agent’s learning, underscoring the importance of using a GA. We are using four CPUs and the original (untuned) value of $\tau$ in DDPG was 0.95. All values are taken into account up to two decimal places to examine how the success rate changes as the parameter value change. We can see from the plots that there is a lot of room for improvement from the original success rate.

Algorithm 1 Proposed GA-DRL Algorithm

1: Choose population of $n$ chromosomes  
2: Set the values of parameters into the chromosome  
3: Run the DDPG + HER to get the number of epochs for which the algorithm first reaches success rate $\geq 0.85$  
4: for all chromosome values do  
5: Initialize DDPG  
6: Initialize replay buffer $R \leftarrow \phi$  
7: for episode=1, M do  
8: Sample a goal $g$ and initial state $s_0$  
9: for $t=0$, T-1 do  
10: Sample an action $a_t$ using DDPG behavioral policy  
11: Execute the action $a_t$ and observe a new state $s_{t+1}$  
12: end for  
13: for $t=0$, T-1 do  
14: $r_t := r(s_t, a_t, g)$  
15: Store the transition $(s_t g, a_t, r_t, s_{t+1} g)$ in $R$  
16: Sample a set of additional goals for replay $G := S$(current episode)  
17: for $g' \in G$ do  
18: $r' := r(s_t, a_t, g')$  
19: Store the transition $(s_t g', a_t, r', s_{t+1} g')$ in $R$  
20: end for  
21: end for  
22: for $t=1,N$ do  
23: Sample a minibatch $B$ from the replay buffer $R$  
24: Perform one step of optimization using $A$ and minibatch $B$  
25: end for  
26: end for  
27: return $1/epochs$  
28: end for  
29: Perform Uniform Crossover  
30: Perform Flip Mutation at a rate of 0.1  
31: Repeat for the required number of generations to find an optimal solution

The integration of DDPG + HER with a GA, which uses a population size of 30 across 30 generations, is explained in Algorithm 1. To choose parents, we
Fig. 1: Success rate vs. epochs for various $\tau$ for FetchPick&Place-v1 task.
used ranking selection [17]. The parents are determined probabilistically based on rank, which is determined by relative fitness (performance). Then, using uniform crossover [18], children are created. We are also utilizing flip mutation [15] with a 0.1 mutation frequency. Each parameter is encoded using a binary chromosome, and the bits are concatenated to generate a chromosome for the GA. Polyak-averaging coefficient, discounting factor, learning rate for critic network, learning rate for actor-network, percent of times a random action is taken, and standard deviation of Gaussian noise added to not completely random actions as a percentage of the maximum absolute value of actions on different coordinates are the six parameters in order. We need 66 bits for six parameters since each parameter requires 11 bits to be expressed to three decimal places. Domain-independent crossover and mutation string operators can then generate new parameter values using these string chromosomes. Because tiny changes in parameter values produce significant variations in success rates, we examined parameter values up to three decimal places. A step size of 0.001 is, for example, considered the greatest fit for our problem.

The inverse of the number of epochs it takes for the learning agent to achieve close to maximum success rate ($\geq 0.85$) for the first time determines the fitness of each chromosome (set of parameter values). Because GA always maximizes the objective function, fitness is inversely proportional to the number of epochs, converting our minimization problem into a maximization problem. We utilize a GA search since an exhaustive search of the $2^{66}$-size search area is not practicable due to the length of each fitness evaluation.

4 Experimental Results

4.1 Experimental setup

A chromosome is binary encoded, as previously stated. Each chromosomal string is the result of combining all of the GA’s arguments. Figure 2 depicts an example chromosome with four binary encoded parameters.

FetchPick&Place-v1, FetchPush-v1, FetchReach-v1, FetchSlide-v1, and DoorOpening are the environments used to test robot learning on five different simulations tasks (see Figures 3 and 4). Figures 5 and 6 depict AuboReach habitats, which are used in both simulated and real-world research. On these six gym situations, we test our algorithm. FetchPick&Place, FetchPush, FetchReach, and FetchSlide are fetch environments from [55]. We created
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Fig. 3: When all six parameters are identified by GA, the matching DRL versus GA-DRL charts are generated. Over ten runs, all graphs are averaged. DDPG+HER is abbreviated as DRL.

DoorOpening and AuboReach, which are custom-built gym environments. The following are the details of the six tasks:

- **FetchPick&Place**: The agent picks up the box from a table and moves to the goal position, which may be anywhere on the table or the area above it.
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Fig. 4: When all six parameters are found by GA, the environments and related DRL versus GA-DRL charts are shown. Over ten runs, the graphs are averaged. DDPG+HER is known as DRL.

- **FetchPush**: In front of the agent, a box is stored. It pushes or rolls the box to the table’s goal location. The agent is not permitted to take possession of the box.
- **FetchReach**: In the area around the end-effector, the agent must move it to the goal position.
- **FetchSlide**: The puck is placed on a slippery surface within reach of the agent. It must strike the puck with sufficient force that it (the puck) comes to a halt in front of the goal owing to friction.
- **DoorOpening**: A simulated Aubo i5 manipulator is positioned within reach of a door, with the door handle pointing in the direction of the robot. The goal is to force the door open by applying force to the area of the door handle.
- **AuboReach**: An Aubo i5 manipulator, simulated or real, learns to achieve a desired joint configuration and pick up an object with a gripper.
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Fig. 5: Using the most accurate policy learned via GA-DRL, the AuboReach environment performs a task in a real experiment.

Fig. 6: In a simulated experiment, the AuboReach environment performs a task using the best policy learned via GA-DRL.

4.2 Running GA

We ran the GA independently on each of these scenarios to test the effectiveness of our method and compared results to the parameters’ original values. Figure 7a depicts the outcome of our FetchPush-v1 experiment. We used the GA to run the system and discover the best values for the parameters $\tau$ and $\gamma$. We display results from ten GA runs because the GA is probabilistic, and
the results show that optimized parameters determined by the GA can lead to greater performance. The learning agent can learn faster and achieve a higher success rate. Figure 7b depicts one learning run for the initial parameter set, as well as the average learning for the ten GA iterations. As we evaluated and debugged the genetic algorithm, the results displayed in figure 7 demonstrate changes when only two parameters are tuned. We can see the potential for performance improvement. Our findings from optimizing all five parameters back up our optimism, and they are detailed below.

Figure 8 (b) shows a comparison of one original experiment with two averaged runs for optimizing parameters $\tau$ and $\gamma$. We only ran this task twice because these tasks can take several hours to complete in a single run. As we evaluated and debugged the genetic algorithm, the results displayed in Figures 7 and 8 demonstrate changes when only two parameters are tuned. We can see the potential for performance improvement. Our findings from optimizing all five parameters back up our optimism, and they are detailed below.

After that, GA was used to optimize all parameters, with the results presented in Figures 3 and 4 for each task. Table 1 compares the GA-discovered parameters to the RL algorithm’s initial parameters. The learning rates, $\alpha_{actor}$ and $\alpha_{critic}$ are the same as they were in the beginning, while the other
Fig. 8: Success rate vs. epochs for FetchSlide-v1 task when $\tau$ and $\gamma$ are found using the GA.

Four parameters have different values. Figures 3 and 4 indicate that the GA-discovered parameters outperformed the original parameters, suggesting that the learning agent was able to learn more quickly. All of the plots in the previous figure have been averaged over ten runs.

Figures 5 and 6 show how GA-DRL settings (as listed in table 1) were applied to a custom-built gym environment for the Aubo-i5 robotic manipulator. The motors in this environment are controlled by the MOVEit package,
but the DRL works as a brain for movement. The results were at first unexpected. Each epoch took several hours to complete (> 10-15 hours). We did not complete the entire curriculum because it could take several weeks. The same holds for DRL settings. This is because the movement speed of the Aubo i5 robotic manipulator was kept sluggish in both simulation and real-world studies to avoid any unexpected sudden movements, which could result in harm. In the AuboReach setting, there were also planning and execution processes involved in the successful completion of each action. AuboReach, unlike the other gym environments covered in this study, could only run on a single CPU. This is because other environments were introduced in MuJoCo and could easily run with the maximum number of CPUs available. MuJoCo can create several instances for training, which allows for faster learning. AuboReach must only perform one action at a time, much like a real robot. Because of these characteristics, training in this setting takes a long period.

### 4.3 Modifications required for AuboReach

The GA-DRL settings were then applied to the AuboReach environment, but only to action values. This means that in both simulated and real-world studies, the robot did not run to do the action. This is accurate since the robot can do each action determined by the DRL algorithm. Because of the planning and execution processes involved in the robot’s movement, we say this. This also eliminates the possibility of a collision, which may have occurred if these procedures had been skipped. Each epoch now took less than a minute to complete, a considerable reduction in training time that allows this environment to be used for training.

The GA-DRL settings (table 1) were re-applied now that some of the environmental challenges had been overcome. These parameters did not outperform the original parameters in any way. We believe this is due to the fact that this environment is far more intricate and unique than others. We took into account even more aspects to ensure that the environment is trainable. For training and testing, this environment employs four joints (instead of six). shoulder, forearm, upper-arm, and wrist1 are the ones used. This was done to ensure that the learning could be finished in a reasonable amount of time.

| Parameters | DRL | GA-DRL | GA-DRL | GA-DRL |
|------------|-----|--------|--------|--------|
| $\gamma$  | 0.98| 0.928  | 0.949  | 0.988  |
| $\tau$    | 0.95| 0.484  | 0.924  | 0.924  |
| $\alpha_{\text{actor}}$ | 0.001 | 0.001 | 0.001 | 0.001 |
| $\alpha_{\text{critic}}$ | 0.001 | 0.001 | 0.001 | 0.001 |
| $\epsilon$ | 0.3 | 0.1  | 0.584 | 0.912 |
| $\eta$    | 0.2 | 0.597  | 0.232  | 0.748  |

Table 1: DRL vs. GA-DRL values of parameters.
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Fig. 9: The AuboReach task’s success rate against epochs. This graph represents the average of over ten runs.

Each joint has a range of -1.7 to 1.7 radians. The robot’s initial and reset states were both set to upright, i.e., [0, 0, 0, 0].

The GA-DRL method was tweaked for better learning and faster parameter search, in addition to minor adjustments to the environment. The definition of success was changed to include ten successful epochs. This means that the GA was regarded successful if it had a 100% success rate for ten consecutive epochs. When \( \alpha_{\text{actor}} \) and \( \alpha_{\text{critic}} \) are both greater than 0.001, learning never converges, according to experiments. As a result, the values of \( \alpha_{\text{actor}} \) and \( \alpha_{\text{critic}} \) were set to 0.001. Multi-threading can occur when only action values are employed; hence four CPUs could be utilized. If the cumulative discrepancy between the target and the achieved joint states is less than 0.1 radians, AuboReach considers the DRL-determined joint states to be a success. [−0.503, 0.605, -1.676, 1.391] were chosen as the objective joint states. We were able to find a new set of parameters using these changes to the algorithm, as shown in Table 1. Figure 9a shows the difference in success rates between DRL and GA-DRL during training. Without a doubt, the GA-DRL outperforms the DRL.

After the GA-DRL had determined the best parameters for the AuboReach environment, the training was repeated using four CPUs to determine
the best policy. The robots were then subjected to this policy in both simulated and real-world testing. The crucial point to remember here is that for testing purposes, CPU consumption was reduced to one. In both studies, the robot was able to transition from the training’s beginning joint space to the goal joint space. Because unpredictability was not added during training, the environment was constrained to only one possible path. Since both DRL and GA-DRL eventually achieved a 100% success rate, there was no discernible difference throughout testing. The main distinction is the speed with which the environment may learn given a set of parameters.

The AuboReach environment was updated in another experiment to train on random joint states. The robot may now start and reach objectives in various joint states during testing thanks to the update. The GA was run on this environment, and the parameters discovered by the GA are shown in table 1. Figure 9b shows that the plot of GA-DRL is still better than DRL. Figures 5 and 6 show the robot in action as it accomplishes the task of picking the object in real and simulated tests.

The use of GA-DRL in the AuboReach environment resulted in automatic DRL parameter adjustment, which improved the algorithm’s performance.

4.4 Training evaluation

Monitoring the status of a GA while it is operating is critical for optimizing the system’s performance. Because of the way GAs work, certain chromosomes will perform better than others. As a result, the performance graph is unlikely to be a smooth rise curve. Some fitness function assessments result in a zero, implying that the chromosome is unsuited for use. Despite the non-smooth slope, it is believed that the system’s overall performance would improve as GA advances.

We created numerous charts to track GA’s progress while we looked for the best parameters. Figures 10, 11, and 12 show how the system’s performance improves as GA progresses. Median success rate across fitness function evaluations, total reward across episodes, and epochs to accomplish the target throughout fitness function evaluations are all parameters taken into account when evaluating training performance. It can be seen that the system’s overall performance is improving. With fitness function evaluations, the overall reward increases as the agent’s episodes and epochs to accomplish the goal decrease. This indicates that the GA is on the right road in terms of determining the best parameter values. We plotted data for only one GA run and limited the duration of a GA run because each GA run requires several hours to many days of run time. When we started to see results, we decided to terminate the GA.

Now that the GA has behaved as intended, we will evaluate the system’s efficiency using the GA’s discovered parameters.
(a) FetchPick&Place - Median reward vs Times GA fitness function evaluated

(b) FetchPick&Place - Epochs vs Times GA fitness function evaluated

(c) FetchPick&Place - Median success rate vs Times GA fitness function evaluated

(d) FetchPush - Median reward vs Times GA fitness function evaluated

(e) FetchPush - Epochs vs Times GA fitness function evaluated

(f) FetchPush - Median success rate vs Times GA fitness function evaluated

**Fig. 10:** When GA finds all six parameters, the GA-DRL training evaluation charts. This is the outcome of a single GA run.

### 4.5 Efficiency evaluation

We generated data for various parameters to evaluate and compare the efficiency of the GA-DRL algorithm for training the agent to accomplish a
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Fig. 11: When all six parameters are identified by GA, the GA-DRL training evaluation plots. One GA run yielded this result.

(a) FetchSlide - Median reward vs Times GA fitness function evaluated
(b) FetchSlide - Epochs vs Times GA fitness function evaluated
(c) FetchSlide - Median success rate vs Times GA fitness function evaluated
(d) DoorOpening - Median reward vs Times GA fitness function evaluated
(e) DoorOpening - Epochs vs Times GA fitness function evaluated
(f) DoorOpening - Median success rate vs Times GA fitness function evaluated

Task. These parameters are good indicators of the algorithm’s efficiency. For the majority of the training tasks, as shown in Figure 13, the total reward has increased significantly. The DRL algorithm’s efficiency was significantly
Fig. 12: When GA finds all six parameters, the GA-DRL training evaluation charts. This is the outcome of a single GA run.

improved when rewards were raised. Because it is steered considerably faster towards the desired task, the agent can learn a lot faster. To get an unbiased review, we averaged these plots over ten runs. With GA-DRL, the FetchSlide
environment performed worse. We believe that this is due to the task’s complexity. The maximum number used for that parameter was used to represent in the tables the tasks that did not attain the target during training.

We also generate more data to evaluate the episodes, running time (s), steps, and epochs that an agent must learn to achieve the desired goal. Tables 2-5 present this information. The information in the tables is an average of ten runs. Table 2 compares the number of episodes an agent needs to achieve a goal. The bolded values imply superior performance, and the majority of environments outperform the rest of the algorithms. The task is learned in 54.34% fewer episodes in the FetchPush environment than in DRL.

| Method   | Fetch Pick & Place | Fetch Push | Fetch Reach | Fetch Slide | Door Opening | Aubo Reach |
|----------|--------------------|------------|-------------|-------------|--------------|------------|
| DRL      | 6,000              | 2,760      | 100         | 4,380       | 960          | 320        |
| GA-DRL   | 2,270              | 1,260      | 60          | 6,000       | 180          | 228        |
| PPO      | 2,900              | 2,900      | 1,711       | 4,880       | 1,500        | 2,900      |
| A2C      | 119,999            | 119,999    | 119,999     | 119,999     | 119,999      | 32,512.3   |
| DDPG     | 10,000             | 2,000      | 423         | 10,000      | 706          | 1,000      |

**Table 2:** Efficiency evaluation: For all activities, compare average (over ten runs) episodes to accomplish the target.

Another factor to consider while evaluating an algorithm’s efficiency is its running time. Seconds are used to measure time. The algorithm is better if it takes less time to learn the task. In the majority of the environments, the GA-DRL algorithm had the lowest running time, as shown in Table 3. For example, When compared to the DRL algorithm, Fetch-push with GA-DRL takes about 57.004% less time.

| Method   | Fetch Pick & Place | Fetch Push | Fetch Reach | Fetch Slide | Door Opening | Aubo Reach |
|----------|--------------------|------------|-------------|-------------|--------------|------------|
| DRL      | 3,069.981          | 1,314.477  | 47.223      | 2,012.645   | 897.816      | 93.258     |
| GA-DRL   | 1,224.697          | 565.178    | 28.028      | 3,063.599   | 167.883      | 66.818     |
| PPO      | 1,964.411          | 2,154.052  | 776.512     | 2,379.393   | 997.779      | 710.576    |
| A2C      | 2,025.344          | 2,082.807  | 2,061.807   | 2,268.114   | 2,718.769    | 214.075    |
| DDPG     | 5,294.984          | 1,000.586  | 236.4       | 5,346.516   | 438.7        | 1,721.992  |

**Table 3:** Efficiency evaluation: For all activities, compare the average (over ten runs) running time (s) to attain the target.

Another factor to consider while evaluating and researching the GA-DRL algorithm’s performance is the average number of steps required to attain the goal. The average number of steps taken by an agent in each environment is
Fig. 13: When all six parameters are determined using GA, the DRL vs. GA-DRL efficiency evaluation plots (Total reward vs episodes). Over ten runs, all graphs are averaged.

shown in Table 4. Except for the FetchSlide environment, most of the environments, when employed with GA-DRL, outperform all other algorithms. When compared to the DRL algorithm, Fetch-Push with GA-DRL takes about 54.35% fewer steps.
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| Method | Fetch Pick & Place | Fetch Push | Fetch Reach | Fetch Slide | Door Opening | Aubo Reach |
|--------|--------------------|------------|-------------|-------------|--------------|------------|
| DRL    | 300,000            | 138,000    | 5,000       | 219,000     | 48,000       | 65,600     |
| GA-DRL | **113,000**        | **63,000** | **3,000**   | **199,000** | **9,000**    | **46,000** |
| PPO    | 595,968            | 595,968    | 324,961     | 1,000,000   | 301,056      | 595,968    |
| A2C    | 600,000            | 600,000    | 600,000     | 600,000     | 600,000      | 162,566.5  |
| DDPG   | 500,000            | 100,000    | 21,150      | 500,000     | 35,300       | 200,000    |

Table 4: Efficiency evaluation: For all activities, compare the average (over ten runs) steps taken to attain the target.

The number of epochs taken by the agent to attain the goal is the final parameter used to compare the competency of GA-DRL with four other algorithms. The average epochs for all of the environments are shown in Table 5. Almost all environments outperform GA-DRL in terms of efficacy. FetchPush, for example, uses 54.35% fewer epochs with GA-DRL than it does with DRL. Following that, we give a comparison of the GA-DRL algorithm to the other algorithms.

| Method   | Fetch Pick & Place | Fetch Push | Fetch Reach | Fetch Slide | Door Opening | Aubo Reach |
|----------|--------------------|------------|-------------|-------------|--------------|------------|
| DRL      | 60                 | 27.6       | 5           | 43.8        | 47           | 16         |
| GA-DRL   | **22.6**           | **12.6**   | **3**       | **8**       | **8**        | **11.4**   |
| PPO      | 290                | 290        | 171.1       | 488         | 150          | 290        |
| A2C      | 1,200              | 1,200      | 1,200       | 1,200       | 1,200        | 325.2      |
| DDPG     | 1,000              | 100        | 42.3        | 1,000       | 70.6         | 100        |

Table 5: Efficiency evaluation: Average (over ten runs) epochs comparison to reach the goal, for all the tasks.

Next, we present the overall analysis of the GA-DRL algorithm compared to the other algorithms.

4.6 Analysis

We provided various findings and the mechanism for judging the efficacy of GA-DRL versus DRL, PPO, A2C, and DDPG algorithms in the previous subsections. Overall, GA-DRL works best, with one exception of the FetchSlide environment. The average comparison tables illustrate that different values of the assessment parameters can be assumed by each environment. This is determined by the type of task that the agent is attempting to learn. While the majority of the tasks outperformed DRL with more than a 50% increase in efficiency, FetchSlide underperformed DRL. The task’s goal is also credited with this performance. The end-effector does not physically go to the desired position to place the box, which makes this task unique. GA-DRL was tested
using a variety of parameters and an average of over ten runs. This is sufficient proof that GA-DRL outperformed several algorithms. Figures 3, 4 and 9b support our claim by demonstrating that when GA-DRL is utilized, the task may be learned substantially faster in most environments. Finally, in Figure 14, we compare the results of five different algorithms. It can be concluded that GA-DRL outperforms all of these techniques.

Fig. 14: GA-DRL comparison with PPO [56], A2C [57], DRL (DDPG[6] + HER[7]) and DDPG [6]. All plots are averaged over ten runs.
5 Conclusion and Future Work

This research presented preliminary findings that indicated how a genetic algorithm may optimize reinforcement learning algorithm parameters to improve performance, as seen by faster learning rates on six manipulation tasks. We reviewed previous work in reinforcement learning in robotics, presented the GA-DRL algorithm for reducing the number of epochs required to reach maximum performance, and described why a GA would be appropriate for such optimization. Our results on the six manipulation tasks show that the GA can identify parameter values that lead to faster learning and higher (or equal) performance at our chosen tasks, confirming our hypothesis that GAs are a suitable fit for such parameter optimization. We compared GA-DRL to other approaches and found ours as the most effective.

We also showed that heuristic search, as implemented by genetic and other evolutionary computing techniques, is a feasible computational tool for improving reinforcement learning and sensor odometry performance. Adaptive genetic algorithms can also be implemented to take different sets of parameters during system execution. This could indicate online parameter adjustment, which can help any system perform better, regardless of the domain or testing environment type.
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