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Abstract Hybrid-kinetic simulations describe ion-scale kinetic phenomena in space plasmas by considering ions kinetically, i.e. as particles, while electrons are modelled as a fluid. Most of the existing hybrid-kinetic codes neglect the electron mass (see chapter 3) for a simplified calculation of the electromagnetic fields. There are, however, situations in which delay in the electrons response due to the electron inertia matters. This chapter concentrates on hybrid-kinetic simulation models which take the finite mass of the electron fluid into account. First a review is given of the history of including the finite electron mass in hybrid-kinetic models. Then the equations are discussed which additionally have to be solved compared to the mass-less hybrid-kinetic models. For definiteness their numerical implementation without additional approximations is illustrated by describing a hybrid-kinetic code, CHIEF. The importance of the consideration of the finite electron mass are discussed for typical applications (magnetic reconnection, plasma turbulence, collisionless shocks and global magnetospheric simulations). In particular the problem of guide field magnetic reconnection is addressed in some detail. Possible next steps towards further improvements of hybrid-kinetic simulations with finite electron mass are suggested.
1 Introduction

The relative scarcity of binary particle collisions in space and astrophysical plasmas makes many of their plasma processes (like magnetic reconnection, shock waves and turbulence) multi-scale in nature, spanning from the largest, global fluid- to electron kinetic scales. In order to investigate those usually non-linear and non-local processes by computer simulations, one needs to resolve, in principle, the smallest scales necessary for the processes and at the same time the large scales of the system, both in space and time. While fully kinetic plasma models well describe physical processes down to ion and electron kinetic scales, they require prohibitively expensive computational resources to describe at the same time larger scale processes even for future computational facilities.

The physicists way out of this situation is to understand the processes in parts by modelling and simulating certain aspects of physics while neglecting others. This implies the use of a variety of simulation models. A comprehensive understanding is then obtained by combining various aspects of these simulations.

In the first part of the book, the basic plasma approximations and models for the simulation of space and astrophysical plasmas were discussed: Magnetohydrodynamic (MHD, Chapter 1), Hall-MHD (Chapter 2), hybrid-kinetic with massless electrons (Chapter 3), gyro-kinetic (Chapter 4), Eulerian Vlasov (Chapter 5) and Particle in Cell (PIC, Chapter 6) simulation models. These basic simulation models and codes separately cover all different ranges of scales and physics. Kinetic scale processes taking place at ion and electron spatio-temporal scales are of critical importance for the mostly collisionless space and astrophysical plasmas. For example, collisionless magnetic reconnection, considered to be responsible for explosive energy release in many space and astrophysical environments including large scale substorms in the Earth’s magnetosphere as well as solar and stellar flares, is enabled by essentially kinetic scale processes [1]. The solar wind turbulence (magnetic field fluctuations) is dissipated by kinetic scales processes [2] and collisionless shock waves essentially require kinetic scale dissipation processes [3]. Simulations of kinetic scale processes are, therefore, indispensable to understand the physics of space and astrophysical plasmas.

Eulerian Vlasov- and semi-Lagrangian PIC-codes (Chapters 5 and 6), in principle, fully describe ion- and electron scale kinetic plasma processes. The computational feasibility, however, restricts their use to artificial physical parameters which reduce, e.g., the gap between electron and ion scales [4]. Fully kinetic simulations are, therefore, usually carried out for ion-to-electron mass ratios in the range 25 - 400 while for a full scale separation between ion- and electron kinetic processes, mass ratios of the order of 1800 would be necessary.

Furthermore, PIC-code simulations (Chapter 6) suffer from their numerical shot noise due to a finite number of computationally traced particles compared to the much larger number of particles in real space and astrophysical plasma systems [5][6]. Vlasov-code simulations (Chapter 5) are free from such particle-associated noise, but they, on the other hand, are computationally equally challenging as PIC-code
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simulations due to the necessity to resolve particle distribution functions on a fine grid in the velocity space [7,8].

Gyro-kinetic plasma models (Chapter 4) reduce the dimensions of the velocity space by one, making simulations this way computationally less demanding. But they are restricted, e.g., by not resolving the details of the electron and ion temporal processes [9] and being valid in strongly magnetized plasmas like in magnetically confining fusion devices and, maybe, in pulsars and accretion disks.

Hybrid-kinetic plasma simulation models completely neglect kinetic effects associated with the electrons. This further reduces the computational burden (see, e.g., [10]). Such models are, therefore, suitable to study processes for which ion kinetic effects are important while electron kinetic effects are not.

The majority of existing hybrid-kinetic plasma simulation models simplify their numerical implementation by assuming a massless (inertia-less) electron fluid. This assumption allows a direct calculation of the electric field from the electron’s momentum equation without the need of solving partial differential equations for the electric field (for details, see Chapter 3). It, however, limits the validity of the model to processes at scales exceeding by far the electron scales.

Hybrid-kinetic codes with massless electrons have been used to simulate global phenomena like the formation of foreshocks and cavitation by the interaction of the solar wind with the Earth’s magnetosphere [11,12], day side magnetic reconnection through the Earth’s magnetopause [13,14], the formation of filamentary structures in the Earth’s magnetosheath [15] and astrophysical explosions [16] as well as for specific physics studies of magnetic reconnection [17,18,19], plasma turbulence [20,21] and shock waves [22]). They contributed to the understanding of space and astrophysical plasma phenomena at scales of the order of the ion scale or larger.

Effects of the finite electron mass originate from electron scales. They nevertheless may play an important role for larger scale plasma phenomena as well. Laboratory experiments of reconnection have revealed that the thickness of current sheets maybe as thin as several electron inertial lengths [23]. At the same time the current sheet thickness can be larger than the electron gyro-radius. This allows a fluid description of the electrons. And hybrid-kinetic simulations with a finite-mass electron fluid have shown that the electron inertia can dominate when the current sheets thin down to electron inertial scale lengths [18,17]. In hybrid-kinetic simulations of collisionless plasma turbulence, carried out for mass-less electrons, current sheets thin down to the grid scale [24,21]. This is not physical. Hence hybrid-kinetic simulation studies of thinning current sheets must incorporate electron inertial effects. Hybrid-kinetic simulations with inertial electrons indeed show the formation of electron-scale thin current sheets in collisionless plasma turbulence. Shock steepening to the grid scale has also been observed in hybrid-kinetic simulations (with massless electrons) of non-stationary shocks [25]. Inertial electron hybrid-kinetic simulations showed that the finite mass of the electrons determines the macroscopic shock reformation [26]. In particular, it determines the strong phase-space mixing between the upstream (incoming) and the reflected ions via wave-particle interactions, the ion thermalization and the growth of plasma waves in the foot and ramp regions of the shock.
Thus the consideration of the finite electron mass, although it is small, is important to understand a number of critical phenomena in space and astrophysical plasmas.

This chapter describes hybrid-kinetic plasma models which take into account the finite mass of the electrons. First, in Sect. 2 a review of the history of the development of finite-mass-electron codes is given. In Sect. 3 we present the equations which have to be solved. As an example we discuss in Sect. 4 their numerical solution by the code CHIEF [27], their numerical implementation, the parallelization of the code and its performance and scaling. In Sect. 5 importance of the consideration of the finite electron mass in hybrid simulations are discussed, comparing results of hybrid-code reconnection simulations with stationary and non-stationary ions. We also discuss other applications like collisionless shocks, plasma turbulence and global magnetospheric simulations. Future improvements of related algorithms are discussed in Sect. 6.

2 Historical development of finite-electron-mass hybrid-kinetic simulation models

A number of hybrid-kinetic models have been developed which include different terms related to the electron inertia under varying degrees of approximations.

First hybrid-PIC models with ions described as macro-particles (PIC method) and electrons modelled as a fluid were developed together with the development of fully kinetic-PIC codes [28, 29]. Those first hybrid-PIC codes used the Darwin approximation and solved the electromagnetic field equations separately for the curl-free and the divergence-free parts of the potentials as well as for the current density. In this approximation the electron inertia had to be considered only for calculating the transverse electron current density. Practically, hybrid codes based on the Darwin approximation have rarely been used, except for 1D cases in which they calculated only electrostatic potentials.

Then hybrid code algorithms with electron inertia were developed to globally simulate the entire Earth’s magnetosphere [30, 31]. In this approach, the electric field is derived from the electron momentum equation, the electron velocity is obtained solving Ampère’s law and the magnetic field by solving Faraday’s law. The electron inertia itself was considered only as a correction by taking into account the electron polarization drift in the (implicit) equation for the magnetic field, while it was neglected in all other equations.

Later hybrid codes with electron inertia solved for the generalized electromagnetic fields which satisfy Faraday’s law like equations (see Sec. 5.7 in [10], see also [32, 17]). These models obtained solutions of the generalized electric and magnetic field equations by means of predictor-corrector schemes, which require a staggered grid, or by a trapezoidal leapfrog algorithm. The electromagnetic fields were then obtained from the generalized fields under different approximations. The magnetic field is calculated solving an elliptic partial differential equation (PDEs) obtained from the expression for the generalized magnetic field neglecting electron scale density...
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The electric field was then calculated from the generalized Ohm’s law by neglecting the electron inertial term with time derivatives of the electron fluid velocity \[\text{(17)}\]. Other authors neglected even the convective electron acceleration term \[\text{(32)}\].

These hybrid codes which partially included electron inertial effects have mainly been used to study collisionless magnetic reconnection \[\text{(33, 34, 35)}\]. In particular Shay et al. (1998) used an evolution equation for a scalar electron pressure \[\text{(32)}\] while Kuznetsova et al. (1998) included the full electron pressure tensor to take into account the non-gyrotropic effects \[\text{(17)}\]. The latter were shown to play an important role in possibly balancing the reconnection electric field.

Another method of calculating the electric field is the solution of an elliptic PDE for the electric field, obtained by combining the Ohm’s law with Maxwell’s equations (see Sec. 5.2.4 of \[\text{(10)}\]). This approach was utilized for a one-dimensional finite-electron-mass hybrid code \[\text{(36)}\]. In that code electric and magnetic fields were obtained by solving the elliptic PDE and Faraday’s law, respectively, and not by calculating for the generalized electromagnetic fields as in Refs. \[\text{(32, 17, 10)}\]. Electron inertia effects were considered in the elliptic equation for the electric field while, still, the electron inertia term was ignored that contains the divergence of the electric field. This code used a variable mass ratio in order to better model low-density plasma regions \[\text{(36)}\]. The mass ratio variation was implemented in the code by locally and temporally varying the electron mass, adjusting it to always satisfy the CFL condition based on the electron Alfvén speed for a given time step (and grid cell size). This works well as long as the scales of interest are not too close to the electron inertial scales.

More recently a PIC-hybrid model was developed which implemented electron inertial terms without any of the approximations used in the codes before (see above) \[\text{(27)}\]. In this approach, the ion Vlasov equations are solved together with the electron fluid and Maxwell’s equations for the electromagnetic fields. For the code described by Valentini et al. (2007), a Helmholtz equation for the electric field was obtained by taking the curl of Faraday’s law, using a generalized Ohm’s law and ignoring density perturbations contained in one of the electron inertial terms \[\text{(37)}\]. This code has been applied, e.g., to describe the solar wind turbulence \[\text{(38, 39, 40)}\] as well as to other 2D3V and 3D3V plasma problems \[\text{(41, 42, 43)}\].

Cheng et al. (2013) developed a three-dimensional hybrid-kinetic code with electron inertia utilizing for the ions a \(\delta f\) method, i.e. evolving only the variations of the ion distribution function which have to be assumed to be small compared to a given background \[\text{(44)}\]. In this \(\delta f\) code the electron inertia was included in the generalized Ohm’s law for the electric field, calculated using the Ampère’s law and the ion fluid momentum equation. Such approach was first proposed by Jones et al. in 2003 for
solving the 1D gyrofluid electron equations \[45\]. It was applied to study the propagation of dispersive Alfvén waves in the coupled Earth’s magnetosphere-ionosphere system and electron acceleration \[46, 47\] as well as to describe the Alfvén wave dynamics in an Io-Jupiter flux tube \[48\].

### 3 Equations to be solved

Here we describe hybrid-PIC models in which ions are treated as particles and electrons as a fluid. The equations of motion of every ion macro-particle,

\[
\frac{d\mathbf{x}_p}{dt} = \mathbf{v}_p \quad \text{and} \\
\rho_i \frac{d\mathbf{v}_p}{dt} = e(\mathbf{E} + \mathbf{v}_p \times \mathbf{B}),
\]

where \(\mathbf{x}_p\) and \(\mathbf{v}_p\) are the positions and velocities of ion macro-particles, respectively, and are solved by a PIC algorithm (see Chapter 6).

The full finite-mass-electron fluid momentum equation is given by

\[
\rho_e \left[ \frac{\partial \mathbf{u}_e}{\partial t} + (\mathbf{u}_e \cdot \nabla) \mathbf{u}_e \right] = -e(\mathbf{E} + \mathbf{u}_e \times \mathbf{B}) - \frac{1}{n_e} \nabla \mathbf{P}_e,
\]

where \(\mathbf{u}_e\) and \(\mathbf{P}_e\) are the electron fluid velocity and the electron pressure tensor, respectively. The electron density is determined by the quasi-neutrality condition \(n_e = n_i = n\). The electric and magnetic fields, \(\mathbf{E}\) and \(\mathbf{B}\), are related to the plasma current density via Maxwell’s equations:

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{B} = \mu_0 n_e (\mathbf{u}_i - \mathbf{u}_e)
\]

Here \(\mathbf{u}_i\) is the ion fluid velocity obtained by the first order velocity moment of the ion distribution function. From Eqs.3 and 4 we obtain an evolution equation for the generalized vorticity \(\mathbf{W} = \nabla \times \mathbf{u}_e - e \mathbf{B}/m_e\).

\[
\frac{\partial \mathbf{W}}{\partial t} = \nabla \times (\mathbf{u}_e \times \mathbf{W}) - \nabla \times \left( \frac{\nabla p_e}{m_e n_e} \right)
\]

\[
p_e = n_e T_e
\]

For simplicity, usually the electron pressure is assumed to be a scalar quantity \(p_e\). For a uniform temperature \(T_e\) the last term in Eq.4 vanishes.

Substituting \(\mathbf{u}_e\) in the expression of \(\mathbf{W}\) from Ampere’s law one obtains an elliptic equation for the magnetic field,
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\[
\frac{1}{\mu_0 e} \nabla \times \left( \frac{\nabla \times \mathbf{B}}{n} \right) + \frac{e\mathbf{B}}{m_e} = \nabla \times \mathbf{u}_e - \mathbf{W} \tag{8}
\]

Eqs. (1–8) represent a complete hybrid-PIC plasma model without any approximation on the electron inertial terms in the electron momentum equation. Note that in conventional hybrid codes, which neglect the electron inertia, the terms on the left hand side (LHS) of Eq. 3 are neglected allowing a direct calculation of \( \mathbf{E} \) from this equation. As a result the \( \nabla \times \mathbf{u}_e \) term in the expression of \( \mathbf{W} \) disappears and Eq. (6) becomes an evolution equation for the magnetic field, i.e. Eq. (8) does not have to be solved at all.

In conventional hybrid codes with electron inertia, the electric and magnetic fields are obtained from Eqs. (3) and (6) by usually neglecting some of the terms. Substituting for \( \mathbf{u}_e \) from Eq. (5) and neglecting terms proportional to \( \partial \mathbf{u}_e / \partial t \) and \( \partial n / \partial t \), the LHS of Eq. (6) can be written entirely in terms of the time derivative of the magnetic field. The neglect of \( \partial \mathbf{u}_e / \partial t \) and \( \partial n / \partial t \) in Eq. (6) is justified for a large mass ratio \( m_i / m_e \). However these approximations are not necessarily valid in all situations of interest and need to be separately justified, especially for artificially small mass ratios \( m_i / m_e \). Neglecting electron scale variation of the density, the LHS of that equation can further be simplified to \( \partial / \partial t [e(\mathbf{B} - d_e^2 \nabla^2 \mathbf{B})/m_e] \), where \( d_e = c/\omega_{pe} \) is the electron inertial length. The electric field is calculated directly from Eq. (3) by neglecting \( \partial \mathbf{u}_e / \partial t \), which is clearly inconsistent with keeping this term to obtain Eq. (6).

In another approach, the electric field is calculated from Eq. (3) by explicitly evaluating the time derivative term \( \partial \mathbf{u}_e / \partial t \) [27]. For this purpose Munoz et al. in 2018 used the heaviness of the ions to assume that the ions quantities do not change much during a single time step i.e. during a fraction of the electron gyro-period [27]. Thus for an update of ion positions and velocities by a single time step \( dt \), \( \mathbf{u}_e \) at \( t = t_0 + dt \) and \( t = t_0 + 2 dt \) can be obtained by advancing Eq. (5) first from \( t = t_0 \) to \( t = t_0 + dt \) and then from \( t = t_0 + dt \) to \( t = t_0 + 2 dt \). This allows the calculation of \( \partial \mathbf{u}_e / \partial t \) by a central difference scheme. In the second of the two time steps, the ion current and density from the previous time step can be used. Alternatively the electric field can be calculated by solving an elliptical PDE which one obtains by taking the curl of the Faraday’s law (Eq. 4), using Ampère’s law (Eq. 5) and substituting for \( \partial \mathbf{J} / \partial t \) from the generalized Ohm’s law. The numerical solution of the resulting elliptical PDE in more than one dimension is, however, much more involved than that of the elliptic PDE for the magnetic field (Eq. 8). The difficulty arises from the fact that one cannot use a Poisson equation to substitute for \( \nabla \cdot \mathbf{E} \), which yields cross-derivative terms in the equation. In case of Eq. 8 the condition \( \nabla \cdot \mathbf{B} = 0 \) simplifies the calculations.
4 Numerical Implementation

For definiteness we illustrate, how a hybrid-PIC simulation model with a finite-mass electron fluid without additional approximations (see Sec. 3) works, by describing the model’s numerical implementation in a code called CHIEF (Code Hybrid with Inertial Electron Fluid). CHIEF combines elements of the PIC code ACRONYM to describe the ions as particles (see, e.g. [49]) with an EMHD code which solves the electromagnetic equations coupled with an inertial electron fluid (see, e.g., [50]). Both codes have separately been tested and independently used to simulate different aspects of magnetic reconnection [51, 52], plasma instabilities [53, 54], particle acceleration [55], shocks [56], wave coupling [57], resonant wave-particle interactions [58] etc. These simulations have helped to clean up both the codes of numerical errors.

4.1 Ions as particles

In the ion-related (PIC-) part of the code the macro-particle positions and velocities at the Nth time step are advanced for the electric and magnetic field values known at the time step N and defined on a staggered grid, the Yee-lattice grid [59]. For this the fields are first interpolated from the grid to the (macro-) ions positions with a weighting given by a shape function $S(x - x^p)$:

$$E^p = E(x^p) = \int E(x) \cdot S(x - x^p) \, dx,$$

$$B^p = B(x^p) = \int B(x) \cdot S(x - x^p) \, dx,$$  \hspace{1cm} (9, 10)

where the super-script $p$ indicates the location of each (macro-)particle. Then, the ions are moved by a second-order accurate leap-frog algorithm. This means that at each time step $N$ the ion velocities are advanced from the half time step $N - 1/2$ to the half time step $N + 1/2$ and the ion positions from time step $N$ to time step $N + 1$ by using the discretized version of Eqs. 1 and 2 (see, e.g., Sec. 4.3 of [60]):

$$x^{p,N+1} = x^{p,N} + v^{p,N+1/2} \Delta t,$$

$$v^{p,N+1/2} = v^{p,N-1/2} + \frac{e \Delta t}{m_i} \left( E^{p,N} + \frac{v^{p,N+1/2} + v^{p,N-1/2}}{2} \times B^{p,N} \right),$$  \hspace{1cm} (11, 12)

Note that the first equation is explicit for $x^{p,N+1}$ while the second is implicit for $v^{p,N+1/2}$. The ion velocity is advanced via a Boris method [61], i.e. a rotation

\footnote{http://plasma.nerd2nerd.org/}
of $v_p^{N+1/2}$ (i.e., the magnitude of the vector stays constant), making Eq. 12 also explicit.

Because of the staggered position- and velocity updates the sources of the electromagnetic field, the ion number density $n_i$ and ion current density $\jmath_i$, are computed at time steps indexed $N + 1$ and $N + 1/2$, respectively. The deposition of both the ion number and current density onto the grid is done via an interpolation scheme using the same shape function as for the electromagnetic field interpolation from the grid to the macro-particles position (Eqs. 9-10):

$$n_i^{N+1}(x) = \sum_p N_p S(x - x_p^{p,N+1}),$$

$$\jmath_i^{N+1/2}(x) = \sum_p N_p v_p^{p,N+1/2} S(x - x_p^{p,N+1}).$$

The use of the same shape function in Eqs. 9 and 13 avoids self-forces and preserves the global momentum (see, e.g., Secs. 8.5-6 in [60] and Sec 5.3.3 of [62] and [63] for fully-kinetic PIC codes or Sec. 4.5.2 in [10] for hybrid-PIC codes).

### 4.2 Electron fluid

The electron density $n_e^{N+1/2}$ is set equal to the ion density $n_i^{N+1/2} = (n_i^N + n_i^{N+1})/2$, i.e. $n_e^{N+1/2}$ is obtained by applying the quasi-neutrality condition. If a constant (not evolving in time) electron temperature $T_e$ is assumed the electron pressure $p_e^{N+1/2} = n_e^{N+1/2} k_B T_e$ can be calculated via the equation of state, Eq. 7.

### 4.3 Electromagnetic fields

Once the sources of the electromagnetic fields (Eqs. 13-14) are known on the Yee lattice, the electromagnetic fields are updated by using the electron fluid equations and Maxwell’s equations. The electric and magnetic fields can be updated, e.g., by advancing the generalized vorticity $W$ in Eq. 6 from time step $N$ to $N + 1$ using a flux-corrected transport algorithm like the one provided by the LCPFCT package. The LCPFCT package solves the generalized continuity equations and has been developed by the U.S. Naval Research Laboratory. Note that the use of the LCPFCT algorithm is advantageous to resolve steep gradients.

The full update to the next time step ($W^{N+1}$) requires $W^{N+1/2}$ and $u_e^{N+1/2}$, which are not known yet. Because of this, the field solver has to first advance the generalized vorticity $W^N$ by half a time step (with the input quantities $n_e^{N+1/2}$, $p_e^{N+1/2}$, $u_e^{N}$, $W^N$.

http://www.nrl.navy.mil/lcp/LCPFCT
\( \mathbf{B}^N \) in order to estimate \( \mathbf{u}^{N+1/2} \), \( \mathbf{W}^{N+1/2} \), and \( \mathbf{B}^{N+1/2} \), by solving the discretized version of Eq. 6

\[
\frac{\partial \mathbf{W}}{\partial t}\bigg|_{N \rightarrow N+1/2} = \nabla \times \left[ \mathbf{u}^N \times \mathbf{W}^N \right] - \nabla \times \left( \frac{\nabla p_e^{N+1/2}}{m_e n_e^{N+1/2}} \right). \quad (15)
\]

A three-dimensional flux-corrected transport algorithm for solving continuity equations (LCPFCT) is used to solve Eq. 15.

The solution for \( \mathbf{B}^{N+1/2} \) of the discretized version of the elliptic Eq. 8 can be obtained by solving

\[
\nabla \times \left( \frac{\nabla \times \mathbf{B}^{N+1/2}}{\mu_0 e n^{N+1/2}} \right) + \frac{e \mathbf{B}^{N+1/2}}{m_e} = \nabla \times \mathbf{u}_i^{N+1/2} - \mathbf{W}^{N+1/2}. \quad (16)
\]

The solution of Eq. 16 allows to obtain \( \mathbf{B}^{N+1/2} \) from \( \mathbf{W}^{N+1/2} \). The discretization of this elliptical PDE reveals a system of algebraic equations which can be solved, e.g., by a general purpose scalable linear multi-grid solver contained in the multigrid-library HYPRE \[64, 65\].

Next the components of \( \mathbf{u}^{N+1/2} \) can be obtained by solving the discretized Ampère’s law, Eq. 5

\[
\mathbf{u}^{N+1/2}_c = \mathbf{u}^{N+1/2}_i - \frac{\nabla \times \mathbf{B}^{N+1/2}}{\mu_0 e n^{N+1/2}}. \quad (17)
\]

At this point all relevant quantities are known at time step \( N + 1/2 \): \( \mathbf{u}^{N+1/2}_c \), \( \mathbf{B}^{N+1/2} \) and \( \mathbf{W}^{N+1/2} \). These quantities can now be advanced to time step \( N + 1 \) by solving the following equations.

\[
\frac{\partial \mathbf{W}}{\partial t}\bigg|_{N \rightarrow N+1} = \nabla \times \left[ \mathbf{u}^{N+1/2}_c \times \mathbf{W}^{N+1/2} \right] - \nabla \times \left( \frac{\nabla p_e^{N+1/2}}{m_e n_e^{N+1/2}} \right) \quad (18)
\]

\[
\nabla \times \left( \frac{\nabla \times \mathbf{B}^{N+1}}{\mu_0 e n_e^{N+1/2}} \right) + \frac{e \mathbf{B}^{N+1}}{m_e} = \nabla \times \mathbf{u}_i^{N+1/2} - \mathbf{W}^{N+1} \quad (19)
\]

\[
\mathbf{u}^{N+1}_c = \mathbf{u}^{N+1/2}_i - \frac{\nabla \times \mathbf{B}^{N+1}}{\mu_0 e n_e^{N+1/2}}. \quad (20)
\]

Eq. 18 can be solved by using already mentioned three-dimensional LCPFCT package developed by the U.S. Naval Research Laboratory and Eq. 19 by utilizing the HYPRE library package. This way one obtains \( \mathbf{W}^{N+1} \), \( \mathbf{B}^{N+1} \) and \( \mathbf{u}^{N+1}_c \). Note

\[\text{https://hypre.readthedocs.io/en/latest/ch-intro.html}\]
that the ion quantities ($u_i$ and $n_i$) are used at time steps $(N + 1/2)$, same as for the first half time step. This is justified by the heavy ions whose mass is much larger compared to that of the electrons.

For the calculation of the electric field, equations 5, 6, and 8 are again advanced from time step $N + 1$ to $N + 2$ but using the ion quantities at the time index $N + 1/2$ (i.e., assuming that they are temporally fixed). This reveals $B^{N+2}$, $W^{N+2}$ and $u_i^{N+2}$. Now, the electric field can be calculated at time step $N + 1$ using the discretized version of the generalized Ohm’s law, Eq. 3:

$$E^{N+1} = -\frac{m_e}{e} \left[ \frac{u_e^{N+2} - u_e^{N}}{2 \Delta t} + (u_e^{N+1} \cdot \nabla) u_e^{N+1} \right]$$

$$- u_e^{N+1} \times B^{N+1} - \frac{\nabla p_e^{N+1}}{en_e^{N+1}}$$

(21)

The value of $p_e^{N+1} = n_e^{N+1} k_B T_e$ are provided by the equation of state, Eq. 7, in the same way as before. Note that $p_e^{N+1} = p_e^{N+1/2}$ and $n_e^{N+1} = n_e^{N+1/2}$ are assumed.

Finally, the values of $E^{N+1}$ and $B^{N+1}$ are available to move the ions further. This ends a time step and the cycle is repeated.

Note that the model and numerical implementation as presented in Sects. 3 and 4 do not contain resistive terms. Finite resistivity is usually included in hybrid codes with massless electron fluid to damp whistler waves propagating at the grid scale. This is necessary since the whistler phase velocity for a massless electron fluid increases with the wave number without bounds. As a result the time steps have to become very small with increasing grid resolution to further satisfy the CFL (Courant) condition and still resolve the whistler wave propagation.

The phase speed of whistlers for an inertial electron fluid, on the other hand, is limited due to the finite electron mass. Therefore, the use of finite resistivity is not necessary for keeping the hybrid codes with massive electrons stable (see Sects. 3 and 4). It can, however, be implemented in the code to model collisional resistivity in cases of interest. The PIC-typical particle shot noise can be reduced in two different ways. One is the use of higher (at least second) order shape functions for the current density deposition from particles to grid and vice-versa to calculate the electromagnetic fields at the ion position. A second possibility in the code is to apply a standard binomial filter on the current deposition, smoothing out the ion current density to be used as a source term in the Maxwell solver.

4.4 Code parallelization and performance

The CHIEF code is parallelized and optimized for a high efficiency on state-of-the-art supercomputer clusters using a domain decomposition approach implemented based on Message Passing Interface (MPI) commands. The three-dimensional LCPFCT algorithm [66] used to solve Eqs. [15] and [18] in a massively parallel way is computa-
tionally much more efficient than the one-dimensional LCPFCT [67] algorithm used in the non-parallel code (see, e.g. [27]). The scalable linear solvers of the HYPRE package using multigrid methods allows to efficiently solve the elliptic equations [16] and [19]. As a result it was shown that a massively parallelized CHIEF code performs well for two- as well as for three-dimensional spatial grids. As an example, Fig. [1] depicts the strong scaling behaviour of the code obtained for quasi-two dimensional grids on the HPC System COBRA of the Max-Planck-Computing and Data Facility (MPCDF) in Garching (Germany). The COBRA cluster used for the scaling shown in Fig. [1] consists of Intel Xeon Gold 6148 (“Skylake” architecture) processors with 40 cores per node, operated at the nominal frequency of 2.4 GHz (Turbo mode disabled). The nodes are connected through a non-blocking 100 Gb/s OmniPath interconnect with a non-blocking fat-tree topology. Further Intel 19.1.3 C++ and Fortran compilers were used as well as the Intel MPI 2019.7, Intel MKL 2020.4, Blitz++ 1.0.1, and the HYPRE 2.22 libraries. Fig. [1] shows the run time per time step (average of the first three time steps in 4 different runs) as a function of the number of computing cores (MPI tasks) for two different grid sizes (4 $\times$ 2048 $\times$ 2048, and 4 $\times$ 4096 $\times$ 4096) up to 10240 cores (256 nodes) with 200 and 500 particles per cell. The black lines indicate ideal strong scaling, taking the computation time on the minimum number of nodes with 768 GB RAM which could run the calculations as the reference. For the larger grid size (4 $\times$ 4096 $\times$ 4096) with 500 particles per cell the code maintains a good strong scalability, up to roughly 2560 cores. It is able to at least decrease the run time down to ca. 12 s per time step when using 10240 cores. As expected, deviation from close-to-ideal scaling occurs at smaller core counts for smaller grids or smaller number of particles per cell.

Fig. 1 Strong scaling results (run time as a function of compute cores) for the CHIEF code using up to 10240 cores (256 nodes with 40 compute cores per node). Reprinted from [68], with the permission of AIP Publishing.
The code CHIEF also performs well on the computer clusters of the Max-Planck-Institute for Solar System Research in Göttingen (Germany) and the computer clusters of the Technical University Berlin.

5 Applications

In the following we discuss the importance of the consideration of the finite electron mass in hybrid-kinetic codes for four typical space and astrophysical plasma processes: collisionless guide-field magnetic reconnection (Sec. 5.1), collisionless plasma turbulence (Sec. 5.2), collisionless shocks (Sec. 5.3) and global simulations of collisionless magnetospheric plasmas (Sec. 5.4). In particular we discuss at some length the importance of the electron inertia for guide field magnetic reconnection by applying the above described code CHIEF.

5.1 Magnetic reconnection

The magnetic reconnection phenomenon was historically first investigated in the framework of MHD model (see Chapter 1). Later the consequences of the decoupling of the electron and ion fluids were addressed by Hall-MHD models and simulations (see Chapter 2). The role of kinetic ions was investigated by hybrid-kinetic codes neglecting the electron mass (see Chapter 3). Finally, in the end of the 1990s, the finite electron mass was taken into account in hybrid-kinetic codes to describe magnetic reconnection.

Shay et al. (1998), e.g., retained electron inertial terms but only in the equation of the generalized magnetic field and not in that of the generalized electric field \[32,69\]. By simulating this way reconnection between two magnetic flux bundles with a zero net-current and a small overlap in order to trigger reconnection, these simulations identified a small region centered around the X-line and extending toward the separatrices of reconnection as a region in which electron inertial effects dominate. These regions with a size of the order of an electron inertial length are much smaller than the Hall region. In these regions, sharp gradients of the electron velocity develop which are susceptible to electron shear flow instabilities.

Kuznetsova et al. (1998) retained the convective derivative of the electron fluid velocity and also included the non-gyrotropic electron pressure tensor terms in the expression of the generalized electric field \[17,34,35\]. Starting with a Harris current sheet equilibrium without an out-of-plane directed guide magnetic field and adding a small perturbation to trigger reconnection, they found that the electron inertial term is subdued by the pressure tensor term in supporting the steady-state reconnection electric field \[17\]. Finite electron inertia, however, contributes to the reconnection electric field in a non-steady fashion for steep gradients at the electron inertial length scale. It was suggested that the electron inertia term may dynamically dominate the
influence of the non-gyrotropic pressure tensor terms at electron time scales and for reconnection in finite guide magnetic field.

Almost a decade later first two-dimensional fully-kinetic PIC-code simulations with open boundary conditions showed that reconnection is, indeed, inherently non-stationary due to the development of secondary instabilities of the electron layer \[70\]. Three dimensional fully-kinetic PIC simulations of magnetic reconnection with guide field confirmed the growth of secondary instabilities of the electron current layer \[71\]. It was shown that the electron inertia is necessary for driving these instabilities \[72\].

Hybrid-kinetic simulation models with finite electron inertia are able to describe not only the electron-inertia related instabilities of the thin electron layers as fully kinetic simulations but also their consequences for the larger (ion) scale dynamics of reconnection. The algorithm of the CHIEF code which implements electron inertia without any approximation (see Sec. \[4\]) is appropriate for such studies including the description of the electromagnetic fluctuations and turbulence in reconnection regions.

5.1.1 Electromagnetic fluctuations in reconnection regions

In-situ space observations of magnetic reconnection have disclosed that electromagnetic and electrostatic fluctuations are generated in and around reconnecting current sheets (see, e.g., \[73\] \[74\] \[75\]). Laboratory experiments \[76\] \[77\] \[78\] \[80\] \[79\] \[23\] revealed electromagnetic fluctuations in the lower hybrid frequency range \[74\] \[76\] \[23\] as well as in the ion acoustic \[78\], Trivelpiece-Gould \[77\] and Langmuir wave frequency ranges \[81\]. In the VINETA.II experiments \[23\], reconnection was driven in a linear laboratory device (cf. the cartoon in Fig. \[2\]) by applying an external time varying magnetic field to a plasma immersed in a uniform and constant guide magnetic field \(B_g\) in the \(z\) (out-of-plane) direction and a figure-eight X-point field \(B_x(t)\) in the perpendicular \(x\)-\(y\) plane. In the resulting reconnecting electron current sheet with a half thickness \(\sim 5 \rho_e \approx \rho_i/2 \approx 25 \rho_e\), electromagnetic fluctuations in the lower hybrid frequency range were generated. At these scales, ions behave as particles while electrons can be treated as a fluid whose inertia is important. A hybrid-kinetic plasma model with kinetic ions and an inertial electron fluid like CHIEF is, therefore, suitable to describe the fluctuations near the lower hybrid frequency as observed in space as well as in VINETA.II.

5.1.2 EMHD simulation of guide-field magnetic reconnection with finite electron mass but with immobile ions

Before presenting hybrid-PIC CHIEF simulation results of guide-field magnetic reconnection, let us demonstrate the role of the electron inertia by first using the framework of an electron-magnetohydrodynamic (EMHD)-model. EMHD models are the simplest hybrid models since they allow to study the effects of the electron
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inertia while neglecting the influence of ions, i.e. considering the ions to be immobile. EMHD simulations of guide-field magnetic reconnection were carried out by Jain et al. in 2017 [82] for a configuration similar to that of the VINETA II experiment [23].

Several consequences of the finite electron mass for guide-field reconnection could be revealed already in the framework of the restricted EMHD description: the formation of a thin electron scale current sheet, development of electron inertial instabilities and the generation of electromagnetic fluctuations.

The EMHD simulations were initialized with a uniform, motionless plasma embedded in an externally imposed magnetic field $B_{\text{ext}} = B_{\text{ext}} \hat{z}$ with a guide field $B_g = 15 \text{ mT}$. The perpendicular magnetic field is created by two infinitely long wires separated by a distance $2d = 30 \text{ cm}$ and carrying a current $I_0 = 2 \text{ kA}$ along the negative $z$-direction (see Fig. 2). To match the experiment geometry, the wire positions are rotated by $\alpha = 30^\circ$ with respect to the $y$ axis. In the experiments, the plasma current is extracted from a localized electron source (the plasma gun) with a radius $r_{\text{gun}} = 6 \text{ mm}$ by the large scale electric field $E_z$, which in the simulations is approximated by $E_{\text{ext}}^z = E_{z0} \exp\left(-\frac{x^2+y^2}{2r_{\text{gun}}^2}\right) \hat{z}$, with $E_{z0} = 10 \text{ V/m}$. The simulation box size, $10 \text{ cm} \times 10 \text{ cm} \times 10 \text{ cm}$, corresponds to the experimental measurement area. Note that the parallel wires are outside the simulation domain (see Fig. 2). The grid resolution in each direction is $1.35 \text{ mm}$. Simulations are run for $3.6 \mu\text{s}$ in steps of $0.2 \text{ ns}$. The collisional resistivity is taken to be zero. The simulation results are presented in normalized variables: Magnetic fields are normalized by the edge magnetic field produced by the experimental current sheet ($B_{\text{edge}} = 0.8 \text{ mT}$), time by the inverse electron cyclotron frequency in this magnetic field ($\omega_{ce}^{-1} = (eB_{\text{edge}}/m_e)^{-1} = 7.2 \text{ ns}$), distances by the electron inertial length ($d_e = 2.7 \text{ mm}$), and the current density by $n_0 e v_A e = B_{\text{edge}}/\mu_0 d_e = 235.8 \text{ kA/m}^2$.

The three dimensional EMHD simulations have shown that the evolution of the system remains two-dimensional (\partial/\partial z \cong 0) during the simulation (electron-) time even for very large simulation boxes in the $z$-direction. Figs. 3 and 4 show the magnetic fields and currents in an x-y plane. In a small disc around the X-point where the in-plane (perpendicular to the guide magnetic field) magnetic field is vanishingly small, electrons are accelerated by the $E_{\text{ext}}^z$ field along the $z$-direction. Fig 5a shows that the current density $j_z$ at the X-point grows until $\omega_{ce}t \approx 100$ and then saturates around $j_z = 0.5 n_0 e v_A e \approx 118 \text{ kA/m}^2$, which is of the same order of magnitude as the peak experimental current density (40 kA/m$^2$). The in-plane drift velocity of electrons, primarily given by $v_{e \perp} = E_\perp \times \hat{z}/B_\perp$, modifies the initially ($\omega_{ce}t < 10$) disc-shaped cross-section of $j_z$, respectively stretching and pinching the current channel along the directions parallel and perpendicular to the line connecting the conductors. Simultaneously, $j_z$ extends towards the separatrices. The resulting structure of the out-of-plane current sheet at $\omega_{ce}t = 100$ is shown in Fig. 3b.

Similar to the experiments, the in-plane electron velocity in the simulations develops a vortical structure. The vortical structure, however, does not align with the
current sheet, unlike the experiments. The single vortex formed by $\omega_{ce} t = 60$ (Fig. 4) breaks into two vortices at $\omega_{ce} t = 100$ (Fig. 4a and 4b) due to the growth of an electron shear flow instability. Linear instability analysis revealed that the dominant instability grows on the shear of the in-plane electron flow and requires a finite electron inertia [82]. In the non-linear state ($\omega_{ce} t > 100$), the instability generates fluctuations in the perpendicular (to the guide field) magnetic field components. The onset of these fluctuations coincide with the saturation of the growth of the axial current density, suggesting that the fluctuations in our simulations with no collisional resistivity can provide some kind of anomalous dissipation (see Fig. 5a). EMHD simulations of the same setup without electron inertial terms show that the axial current density at the X-point continues to grow without saturating. Furthermore, the shear flow structures of the out-of-plane and in-plane flows, as shown in Figs. 5 and 6, did not develop. This suggests that electron inertia plays an important role not only in the development of the instability and fluctuations but also in the formation.
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Fig. 3 Color-coded axial (a) and in-plane (b) current density with field lines (black) of the total perpendicular magnetic field $B_z = B^p + B_{ext}$, where $B^p$ is the magnetic field caused by the plasma currents. Arrows in (b) point in the direction of the in-plane current density (Reproduced from [83] with the permission of AIP Publishing).

Fig. 4 Out-of-plane component of the plasma magnetic field, $\hat{z} \cdot (B - B_{ext})$ (color), at two times with projection of magnetic field lines (blue) and electron flow vectors (arrow) in an x-y plane. The green curve is the contour of the axial current density at $j_z = 0.42 j_{max}^p$. (Reproduced from [83] with the permission of AIP Publishing).

Fig. 5 a) The amplitude spectra of the plasma magnetic field fluctuation obtained near the reconnection X-line, Fig. 3b, show a clear power law with a spectral index of $\alpha \approx 1.9$ for all the components across two decades of frequencies ($f / f_{ce} = 0.1 - 10$ or $f / f_{ce,G} \approx 0.005 - 0.5$, where $f_{ce} = 2\pi / \omega_{ce}$ and $f_{ce,G} = 2\pi / \omega_{ce,G}$ are the electron cyclotron frequencies in the edge and guide magnetic fields, respectively). The experimental spectra show a broadband power law behavior over a wider frequency range, extending below the lower hybrid frequency $f_{LH,G}$ in the guide magnetic field. The part of the spectrum at or below $f_{LH,G}$, however, cannot be studied in EMHD simulations since the ion motion is not included in the model. The spectral index
Fig. 5 (a) Time evolution of the current density $j_z$ (top panel) and fluctuations in magnetic field components, $b_i$ ($i = x, y, z$, bottom three panels), obtained by high pass filtering ($f_{3 \text{ dB}} = f_{ce}$) the plasma magnetic field near the X-line. (b) Amplitude spectra of the $x$, $y$ and $z$ components of the plasma magnetic field $B' = B - B^{ext}$ at the X-point over two decades of frequencies ($f / f_{ce} = 0.1 - 10$ or $f / f_{ce, B} \approx 0.005 - 0.5$). (c) Root-mean-square (RMS) fluctuation amplitude (color) and contours of axial current density. (d) Scatter plot of RMS fluctuations amplitudes with the axial current density over space. The Fourier (in b) and RMS (in c and d) amplitudes were obtained from the magnetic field data in the time interval $200 < \omega_{ce} t < 500$. (Reproduced from [83] with the permission of AIP Publishing).

$\alpha \approx 1.9$ obtained by EMHD simulations in the high frequency part ($f > f_{LH, B}$) should be compared to the value $\alpha \approx 2.4$ obtained in the experiment. As in the experiment, the root-mean-square (RMS) values of the magnetic field fluctuations calculated for the frequencies below the electron cyclotron frequency correlate well with the local current density and peak at the center of the current sheet (Fig. 5c). Fig. 5d shows a good correlation between the two quantities with a nearly linear relationship, as found in the experiment.

Hence, the EMHD model reveals already some consequences of the finite electron inertia for guide-field magnetic reconnection but fails to describe others, which are associated with the coupling of the electron fluid to the ion motion lasting longer than the typical electron-time scales. The inclusion of ion effects requires hybrid-kinetic models with finite electron mass which consider also the mobility of the ions.
5.1.3 Hybrid-kinetic simulation of guide-field reconnection with finite electron mass and mobile ions

A hybrid-kinetic code with an inertial electron fluid like CHIEF allows to investigate the influence of the ions in addition to that of the massive electrons. Let us demonstrate the consequences of mobile ions for guide field reconnection in an initial setup similar (but not identical) to that of EMHD simulations in section 5.1.2. Different from the EMHD simulation setup, the spatial position of the current-carrying wires generating the perpendicular magnetic field are now located on the y-axis, i.e. rotated by 30° with respect to their positions in the EMHD simulations discussed in section 5.1.2. The other simulation parameters are: \( r_{\text{gun}} = 24 \text{ mm} \), \( k_B T_e = 6 \text{ eV} \), \( T_e / T_i = 60 \), ion plasma beta \( \beta_i = 0.002 \) based on the guide magnetic field \( B_g = 8.8 \text{ mT} \), and electron-ion collision frequency \( \nu / \Omega_{ce} = 0.01 \), with \( \Omega_{ce} \) the electron cyclotron frequency based on the guide magnetic field. The ratio of the guide magnetic field \( (B_g) \) to the upstream magnetic field \( (B_{\text{edge}}) \) is 11. The simulation box is two-dimensional with a physical size 10 x 10 cm and a grid resolution \( \Delta x / d_e = 0.25 \). The number of particles is 512 protons per cell. A realistic ion-to-electron mass ratio is used. The physical electron inertial length corresponds to \( d_e = 0.26 \text{ cm} \).

Fig. 6 shows that the profile of the out-of-plane current density (panel a) exhibits a slight asymmetry along one separatrix arm that can be attributed to the asymmetric ion density due to the presence of the strong guide field. The in-plane current density in Fig. 6 displays a strong current flow along the separatrix. Unlike the EMHD simulations, it is aligned with the current sheet. This is in agreement with the VINETA.II experiment. Similar to the experiments, the power spectrum of the in-plane magnetic fluctuations during a given interval in steady-state \( (\Delta t \Omega_{ce} = [12100, 17600]) \) in Fig. 6 now shows a spectral break near the lower-hybrid frequency \( \Omega_{lh} \) (based on the guide magnetic field). For frequencies higher than \( \Omega_{lh} \), the power spectrum steepens indicating a change in the nature of the electromagnetic fluctuations. The power spectrum has a spectral index \( \alpha = 5.5 \) for frequencies higher than \( \Omega_{lh} \) and \( \alpha = 2.3 \) for frequencies lower than \( \Omega_{lh} \). Those values have to be converted to amplitude spectral indices, which results in \( \alpha = 1.15 \) for \( \omega < \Omega_{lh} \) and \( \alpha = 2.75 \) for \( \omega > \Omega_{lh} \). Note that the corresponding experimental values are \( \alpha = 1.4 - 1.8 \) and \( \alpha = 2.4 \), respectively. Although these values still slightly differ from the experimentally obtained ones, they are closer than those obtained from EMHD simulations due to the consideration of the mobile ions.

5.2 Collisionless plasma turbulence and current sheets

The turbulent transfer of energy from macroscopic to microscopic kinetic scales such as Larmor radii and inertial lengths of plasma particles, where it is finally dissipated into heat, is one of the most viable mechanism of energy dissipation in collisionless space and astrophysical plasmas. At kinetic scales, current sheets (CSs) with thicknesses ranging from ion to electron scales are observed ubiquitously in
Fig. 6 Hybrid-kinetic simulation results for the conditions of the VINETA.II experiment. Contours plots of a) out-of-plane current density $J_z$ and b) magnitude of the in-plane current density with the arrows representing the vector flow $\mathbf{J} = J_x \mathbf{\hat{x}} + J_y \mathbf{\hat{y}}$. Both quantities were obtained at $t = 12100 \Omega_{ce}^{-1}$ (based on the guide magnetic field). The normalization value $V_{ce}$ is with respect to the upstream magnetic field. The oblique straight lines represent an exponential fitting with the indicated spectral slopes below and above the lower-hybrid frequency $\Omega_{lh}$.

space observations of collisionless turbulent plasmas. A number of observational and simulation studies strongly suggest that the dissipation of plasma energy is localized in and around such kinetic scale CSs.

To understand the dissipative processes in current sheets, two-dimensional hybrid-PIC simulations were performed with massless electrons. These simulations show the formation of ion scale CSs and reveal that they are formed primarily by electron shear flows with an electron bulk flow velocity exceeding by far the ion bulk velocity while density variations are relatively small ($< 10\%$) [21].

Current sheets, however, tend to thin down below the ion inertial length. In hybrid-kinetic plasma models neglecting the electron mass, CSs thin down all the way to the numerical grid scale where the thinning is stopped by numerical effects at the grid scale [24]. In real collisionless plasmas, of course, the CS thinning would be stopped by some physical effect at scales below the ion inertial length, like the electron inertial length and/or the electron gyro-radius, a finite-electron-mass effect. Then the CSs may become susceptible to electron shear flow instabilities which can generate
the electromagnetic fluctuations observed in space and laboratory experiments (see sections 5.1.1). The influence of the CS thickness on the turbulence, therefore, has to be studied by taking into account the electron inertia.

Hybrid-kinetic simulations with finite electron mass can be used to study these processes. Let us illustrate this by the results of two-dimensional CHIEF-code simulations initialized with randomly uncorrelated Alfvénic fluctuations.

\[ B = \sum_{k_z=-N k_m/2}^{N k_m/2} \sum_{k_y=-N k_m/2}^{N k_m/2} \frac{B_{rms} \sqrt{N}}{k \cdot N} (k_z \hat{y} - k_y \hat{x}) \cos(k_z z + k_y y + \phi_b) + B_0 \hat{x} \]  

(22)

\[ V = V_A \sum_{k_z=-N k_m/2}^{N k_m/2} \sum_{k_y=-N k_m/2}^{N k_m/2} \frac{B_{rms} \sqrt{N}}{B_0 k_z N} (k_z \hat{y} - k_y \hat{x}) \cos(k_z z + k_y y + \phi_v) \]  

(23)

where \( \phi_b \) and \( \phi_v \) are independent random phases. For definiteness an amplitude \( B_{rms}/B_0 = 0.24 \) and a number of modes \( N = 6 \) were chosen. The minimum wave numbers allowed in the simulation domain along y- and z-directions are \( k_m^y = 2\pi/L_y = 0.061d_i^{-1} \) and \( k_m^z = 2\pi/L_z = 0.061d_i^{-1} \), corresponding to the simulation domain length, \( L_y = 102.4d_i \) and \( L_z = 102.4d_i \), in the two directions, respectively. The maximum perturbed wave numbers along any of the two directions are \( 0.18d_i^{-1} \).

Note that the total magnetic energy of the magnetic perturbation is equal to the bulk flow kinetic energy of the velocity perturbations. A plasma beta based on the out-of-plane background magnetic field of \( \beta_i = \beta_e = 0.5 \) is chosen and an ion-to-electron mass ratio of \( m_i/m_e = 25 \). The spatial simulations domain is covered by 1024\times1024 grid cells with a grid cell size equal to \( \Delta y = \Delta z = 0.5d_e = 0.1d_i \), where \( d_e \) (\( d_i \)) is the electron (ion) inertial length. Five hundred macro-particles (protons) per cell are launched. The time step is \( \Delta t = 0.25\omega_{ci}^{-1} = 0.01\omega_{ci}^{-1} \), where \( \omega_{ci} \) (\( \omega_{ci} \)) is the electron (ion) cyclotron frequency, so that the CFL condition for electron Alfvén wave speed is satisfied to \( V_{te} \Delta t/\min(\Delta y, \Delta z) = 0.5 \). The plasma resistivity is zero.

Inertia-less-electron hybrid-kinetic simulations are also carried out to compare with the results obtained for the inertial electrons with the same parameters except the time step which has to be chosen much smaller (by a factor of five, \( \Delta t = 0.002\omega_{ci}^{-1} \)) since one now has to stabilize whistler wave instabilities at the grid scale for inertia-less electrons. Boundary conditions are periodic in all directions.

Results are shown in Fig.7 Its two left panels depict iso-contours of the out-of-plane current density obtained for inertia-less (left panel) and for the inertial-electron-fluid (middle panel) simulations. The plots are obtained at \( \omega_{ci}B_i/L = 120 \) — the time of maximum turbulence, i.e. when the RMS value of the current density peaks. While the current densities are quite similar in both cases they are, however, different at the finer scales. This can be seen in their line-outs taken along the line \( z/d_i = 25 \) (see Fig.7 right panel). While the current densities in both models are more or less the same at larger scales they differ at shorter scales. The current density for the case of the inertia-less electrons is noisier and spikier than that for obtained with inertial electrons. The magnitude of the current density spikes are smaller if
the electron inertia is taken into account. The finite electron inertia interferes with 
the thinning process of the CSs at scales $k \perp d_e \sim 1$ before numerical effects (the grid 
scale) can. This leads to thicker current sheets and smaller current density spikes 
for inertial electron fluid while the electron bulk flow velocity exceeds the ion bulk 
velocity in the CSs for both the inertia-less and inertial electron fluid.

Electron inertial effects further contribute to the dissipation of the turbulence via 
triggering current sheet instabilities. The way the inertial-electron instabilities affect 
the dissipation in the CSs embedded in collisionless plasma turbulence is, however, 
still an open question to be investigated.

Fig. 7 Contours of out-of-plane current density for inertia-less (left panel) and inertial (middle 
panel) electrons and comparison of their line-outs along $z = 25d_i$ at $t = 120 \omega_i^{-1}$, the time 
of maximum turbulent activity (right panel). Reprinted from [68], with the permission of AIP 
Publishing.

5.3 Collisionless shocks

So far collisionless shocks have been simulated mainly by fully-kinetic PIC-codes or 
hybrid-kinetic codes with massless electrons. The shock front needs to be sustained 
by dissipation which in collisionless plasmas is usually provided by wave-particle 
interactions due to the plasma instabilities. Hybrid codes with massless electrons 
do not describe the electron scale instabilities which may provide the dissipation in 
particular shock configurations.

For example, high-Mach number quasi-perpendicular shocks are known to be 
dominated by whistler waves with wave-numbers much larger than the inverse of 
the ion skin depth and the steep gradient scales. Electron inertial effects were taken 
into account in hybrid code simulations of shock waves (see, e.g., chapter 8 of [10]). 
One of the findings of Ref. [10] for quasi-perpendicular shocks with Mach numbers 
greater than six is that the periodic reformation of the shock front is accompanied by 
a standing whistler wave. While the shock front reformation was already described 
by hybrid codes with massless electrons [84], the formation of standing whistler 
waves brought in the new physical insights into the breaking of the shock front after 
its steepening. The whistler waves also cause additional dissipation of the energy 
of the particles crossing the shock front. Finally, it could be shown this way that 
the thickness of the shock ramp is comparable with the largest whistler wavelength
in the system which becomes smaller for larger Mach number shocks. Note that hybrid-kinetic shock simulations with electron inertia require, therefore, a relatively fine grid in order to resolve the electron skin depth. Although this makes simulations more expensive, it also allows to smooth out short-wavelength electric fields and stabilized the simulations over longer periods of time compared to standard hybrid code simulations with massless electrons. This effect is even more expressed the larger the mass ratios are.

Another relevant electron inertial effect, also recognized by Ref. [10] (see their chapter 8), is related to the ion acceleration in low-beta supercritical quasi-perpendicular shocks. In order to reproduce properties of pickup ions as often observed in planetary magnetosphere, an initial ion ring distribution is assumed. Different from the standard diffusive shock acceleration, the shock surfing acceleration is active mainly in quasi-perpendicular shocks. It is due to the formation of a cross-shock potential caused by the different masses of electrons and ions. Ions become trapped between the cross-shock potential and the upstream magnetic field, drifting in this way along the convective electric field becoming energized. This affect mainly the thermal ions, which then become accelerated to the energies that are needed to participate in the standard diffusive shock acceleration. It contributes, therefore, to the solution of the injection problem of the standard diffusive shock acceleration models. A critical ingredient for efficient shock surfing acceleration is a very thin shock front. It was found that for shock surfing acceleration of hydrogen and helium ions, a shock front on the order of the electron skin depth is needed [10]. This finding emphasizes the importance of the electron inertia in shock acceleration processes involving different ion species.

Note that only hybrid codes with electron inertia, or fully kinetic PIC codes which are, however, numerically much more expansive, can reproduce these processes.

5.4 Global magnetospheric hybrid-code simulations

After initially global simulations of whole magnetosphere were carried out within the framework of MHD models the question arose, how to include the physics of magnetopause, magnetotail, reconnection and shock waves as well as the coupling of magnetosphere and ionosphere. First hybrid-PIC code simulations were utilized to include ion kinetic effects of reconnection and shock physics but neglecting the electron inertia for example by Refs. [8, 85, 86] (see also references therein).

The inclusion of the physics due to the finite electron mass in global simulations is a challenging task which has first been attempted, e.g., by Swift in 1996 [30]. Using curvilinear coordinates the author considered the effects of the ionospheric plasma by means of a cold ion fluid component. His simulations included a term related to the electron inertia into the generalized Ohm’s law but neglected it in other places like in the cold-ion-fluid momentum equation. The code completely neglected the contribution of electron pressure. Simulations using this approach revealed that electron inertia has a marginal effect on the code stability compared to the stability
provided by the ad hoc assumed resistivity due to the electron-ion friction. It should be noted, however, that in these simulations the grid cell size always exceeded the electron skin depth.

Later the same author(s) applied this numerical model to the substorm onset problem, again, taking into account the ionospheric-magnetospheric coupling [31]. They found that the observed wave activity behind the dipolarization front could, indeed, be related to the electron inertia, which can cause wave steepening and, finally, contribute to the formation of auroral arcs at electron inertial length scales. The same electron inertia, on the other hand, restricts the maximum accessible current density limiting, this way, the brightness of auroral arcs. It is not clear yet, however, which other effects of the electron inertia might be critical for the global magnetospheric dynamics.

6 Future possible improvements of hybrid code algorithms

Note that further improvements might make hybrid code algorithms more efficient in the future. The calculation of $E_{N+1}^1$ from Eq. (21), e.g., requires $u_{e_{N+1}}$ and $u_{i_{N+2}}$. The value of $u_{e_{N+1}}$ is obtained from Eq. (20) using $u_{i_{N+1/2}}$ since $u_{i_{N+1}}$ is not available, yet, at this point of the calculations. The value of $u_{e_{N+2}}$, on the other hand, is obtained by advancing the equations for $W$, $B$, $u_e$ from time step $N+1$ to $N+2$ without updating the ion density and velocity, i.e., by using $u_{i_{N+1/2}}$ and $n_{i_{N+1}}$. This approach is justified if ions do not move much in a single time step, which is true for phenomena on space and time scales of the order of or shorter than ion characteristic scales. In fact, correct results for a variety of test problems in this scale range are reproduced by the code CHIEF which implements the algorithm presented in Sec. 4 (see also [27]). If the scales range from electron to ion scales and beyond as it is of interest in certain classes of problems, the method of electric field update needs to be improved. Indeed, the electric field can also be obtained by solving an elliptic PDE which can be obtained by taking the curl of Faraday’s law and using the generalized Ohm’s law to substitute for $\partial J/\partial t$. This equation is,

$\nabla \times \nabla \times E + \frac{ne^2}{m_e \epsilon_0 c^2} \left(1 + \frac{m_e}{m_i}\right) E = -\frac{ne^2}{m_e \epsilon_0 c^2} \left(u_e + \frac{m_e}{m_i} u_i\right) \times B$

$+ \frac{e}{m_e \epsilon_0 c^2} \left[m_e \nabla \cdot \left[n \left(u_i u_i - u_i u_e\right)\right] + \frac{m_e}{m_i} \nabla \cdot P_e - \nabla P_e\right]$. (24)

Here $P_e$ is the ion pressure tensor which can be obtained from the second moment of the ion distribution function. The calculation of $E_{N+1}^1$ from Eq. (24) needs $n_{N+1}$, $u_{e_{N+1}}$, $u_{i_{N+1}}$, $B_{N+1}$ and $P_{i_{N+1}}$ but not $u_{i_{N+2}}$. This avoids the need of advancing the equations for $W$, $B$ and $u_e$ by an additional time step without updating ion quantities. The calculation of $E_{N+1}^1$, however, stays still approximate as $u_{i_{N+1}}$ and $P_{i_{N+1}}$ are not known yet. But now the problem is reduced to the standard issue of hybrid codes,
i.e. to the refinement of $E^{N+1}$ given $u^{N+1/2}$ for which various methods discussed in chapter 3 of this textbook can be applied, taking into account the additional deposition of the ion pressure tensor onto the grid.
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