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Abstract—In this article a new algorithm for the design of stationary input sequences for system identification is presented. The stationary input signal is generated by optimizing an approximation of a scalar function of the information matrix, based on stationary input sequences generated from prime cycles, which describe the set of finite Markov chains of a given order. This method can be used for solving input design problems for nonlinear systems. In particular it can handle amplitude constraints on the input. Numerical examples show that the new algorithm is computationally attractive and that is consistent with previously reported results.
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I. INTRODUCTION

Input design concerns the generation of an input signal to maximize the information obtained from an experiment. Some of the first contributions in this area have been introduced in [1], [2]. From the roots of [1], [2], many contributions on the subject have been developed (see [3], [4], [5], [6] and the references therein).

In the case of dynamic systems, the input design problem can be formulated as the optimization of a cost function related to the model to be identified. The results in this area are mainly focused on linear systems. In [7], [8], linear matrix inequalities (LMI) are employed to solve the input design problem. In [9], the input signal is modelled as the output of a Markov chain. Robust input design is covered in [10], where the input signal is designed to optimize a cost function over the feasible set of the true parameters. A time domain approach for input design for system identification is developed in [11]. The results presented above (except for [9]) design an input signal without amplitude constraints. However, in practical applications, amplitude constraints on the input signal are required due to physical and/or performance limitations. Therefore, input design with amplitude constraints needs more analysis.

In recent years, we see growing interest to extend the results of input design to nonlinear systems. An approach to input design for nonlinear systems by using the knowledge of linear systems is presented in [12]. Input design for structured nonlinear systems has been introduced in [13]. An approach of input design for a particular class of nonlinear systems is presented in [14]. A particle filter method for input design for nonlinear systems is presented in [15]. The results presented allow to design input signals when the system contains nonlinear functions, but the constraints on the system dynamics and the computational cost required to solve the problem are the main limitations of these results. Therefore, it is necessary to develop a method for input design suited for a wide class of nonlinear models and requiring low computational effort.

In this article we present a method to solve input design problems with amplitude limitations. The proposed technique also includes nonlinear systems with more general structures than those presented in [14]. The method designs an input signal which is restricted to a finite set of values, and it is a realization of the optimal stationary process. Since the problem is solved over the set of stationary processes, the feasible set needs to be described by basis functions. However, finding the basis functions for this set is a hard task. This drawback is solved by using ideas from graph theory [16], [17], [18]. By deriving the prime cycles of the de Bruijn’s graph associated to the feasible set, we can express any element in the set as a convex sum of a finite number of elements. The information matrices associated to these elements can be approximated by a simple average, which reduces the computational costs compared to the method in [15]. A nice feature of this approach is that, if the cost function is convex, the optimization problem can be solved by using convex tools, even if the system is nonlinear. The numerical examples show that this method is consistent with the results presented in [14], and that it can be successfully applied to solve input design problems with amplitude limitations.

As with most optimal input design methods, the one proposed in this contribution relies on knowledge of the true system. This difficulty can be overcome by implementing a robust experiment design scheme on top of it [10] or via an adaptive procedure, where the input signal is re-designed as more information is being collected from the system [19]. Due to space limitations, however, we will not address these issues in the present paper.

The rest of this paper is organized as follows. Section II presents basic concepts in graph theory. Section III introduces the input design problem. Section IV presents the newly proposed method to compute an optimal input signal. In Section V, some numerical examples are presented. Finally, Section VI concludes the paper.

Remark: In the sequel, we denote by $\mathbb{R}$ the real set, by $\mathbb{R}^p$ the set of real $p$-dimensional vectors, and by $\mathbb{R}^{r \times s}$ the set of real $r \times s$ matrices. The expected value and
the probability measure are denoted by \( \mathbf{E}\{\cdot\} \), and \( \mathbf{P}\{\cdot\} \), respectively. Finally, \( \det \) and \( \text{tr} \) stand for the determinant and the trace functions, respectively.

II. PRELIMINARIES ON GRAPH THEORY

The purpose in this section is to provide a brief background on graph theory to understand the discussion in the next sections. The definitions presented here come from [17, pp. 77].

A directed graph \( \mathcal{G}_V := (V, \mathcal{X}) \) consists of a nonempty and finite set of vertices (or nodes) \( V \) and a set \( \mathcal{X} \) of ordered pairs of distinct vertices called edges. A path in \( \mathcal{G}_V \) is a sequence of vertices \( p_{uv} := (v_1, v_2, \ldots, v_k = u) \) such that \( (v_i, v_{i+1}) \in \mathcal{X} \) for \( i \in \{1, \ldots, k-1\} \). A cycle is a path in which the first and last vertices are identical. A cycle is elementary if no vertex but the first and last appears twice. Two elementary cycles are distinct if one is not a cyclic permutation of the other.

III. PROBLEM FORMULATION

Consider the single-input, single-output time invariant system depicted in Figure 1. Here, \( G_0 \) is a dynamic system (possibly nonlinear), \( \{e_i\} \) is a white noise sequence with zero mean and variance \( \lambda_e \), \( u_i \in \mathbb{R} \) is the input and \( y_t \in \mathbb{R} \) is the measured output. We will assume that we have a model structure for \( G_0 \). Notice that we assume that the noise \( e_t \) enters only at the output.

The objective in this article is to design an input signal \( \mathcal{U}_{\text{seq}} := \{u_{n_{\text{seq}}}, \ldots, u_1\} \) as a realization of a stationary process, such that the system

\[
y_t = G_0(u_1^\infty) + e_t, \tag{1}
\]

\[
\mathcal{U}_{\text{seq}} := \{u_1, \ldots, u_{\infty}\}, \tag{2}
\]

can be identified with maximum accuracy as defined by a scalar function of the Fisher information matrix \( \mathcal{I}_F \) [20]. \( \mathcal{I}_F \) can be computed as

\[
\mathcal{I}_F := \frac{1}{\lambda_e} \mathbf{E} \left\{ \sum_{t=1}^{n_{\text{seq}}} \psi(\theta_0)\psi(\theta_0)^T \right\}, \tag{3}
\]

where

\[
\psi(\theta_0) := \left. \frac{d\hat{y}(t)}{d\theta} \right|_{\theta = \theta_0}, \tag{4}
\]

\[
\hat{y}(t) := G(u_t; \theta), \tag{5}
\]

and \( \theta, \theta_0 \in \Theta \subset \mathbb{R}^m \). The expected value in (3) is with respect to the realizations of \( \mathcal{U}_{\text{seq}} \). In addition, the result introduced in (3–5) assumes that there exists a \( \theta_0 \in \Theta \) such that \( G(U_t; \theta_0) = G_0(U_t) \) [20], i.e., that there is no undermodelling; we will make this assumption in the sequel.

Equation (5) does not depend on the noise realization. Therefore, we can rewrite (3) as

\[
\mathcal{I}_F = \frac{1}{\lambda_e} \int_{\mathcal{U}_{\text{seq}} \in \mathbb{R}^{n_{\text{seq}}}} \psi(\theta_0)\psi(\theta_0)^T dP(\mathcal{U}_{\text{seq}}), \tag{6}
\]

where \( P(\mathcal{U}_{\text{seq}}) \) is the cumulative distribution function of \( \mathcal{U}_{\text{seq}} \).

We note that (6) depends on \( P(\mathcal{U}_{\text{seq}}) \). Therefore, the input design problem is to find a cumulative distribution function \( P_{\text{opt}}(\mathcal{U}_{\text{seq}}) \) which optimizes a scalar function of (6). We define this scalar function as \( h : \mathbb{R}^{m \times m} \rightarrow \mathbb{R} \). To obtain the desired results, \( h \) must be a matrix nondecreasing function [21, pp. 108]. Different choices of \( h \) have been proposed in the literature [10]. Some examples for \( h \) are \( h = \det \), and \( h = -\text{tr}\{\cdot\}^{-1} \). In this work, we leave to the user the selection of \( h \).

Since \( P_{\text{opt}}(\mathcal{U}_{\text{seq}}) \) has to be a stationary cumulative distribution function, the optimization must be constrained to the set

\[
\mathcal{P} := \{ F : \mathbb{R}^{n_{\text{seq}}} \rightarrow \mathbb{R} | F(x) \geq 0, \forall x \in \mathbb{R}^{n_{\text{seq}}}; \ F \text{ is monotone non-decreasing}; \ \lim_{x_i \rightarrow +\infty} F(x) = 1; \ \sum_{x \in \mathbb{R}^{n_{\text{seq}}}} F(x) = 1 \}
\]

\[
\int_{x \in \mathbb{R}^{n_{\text{seq}}}} dF(x, z) = \int_{x \in \mathbb{R}^{n_{\text{seq}}}} dF(z, x), \forall z \in \mathbb{R}^{(n_{\text{seq}}-1)} \}. \tag{7}
\]

The last condition in (7) (with slight abuse of notation) guarantees that \( F \in \mathcal{P} \) is the cumulative distribution function of a stationary sequence [16].

To simplify our analysis, we will assume that \( u_t \) can only adopt a finite number \( c_{\text{seq}} \) of values. We define this set of values as \( \mathcal{C} \). With the previous assumption, we can define the following subset of \( \mathcal{P} \):

\[
\mathcal{P}_C := \{ f : \mathbb{C}^{n_{\text{seq}}} \rightarrow \mathbb{R} | f(x) \geq 0, \forall x \in \mathbb{C}^{n_{\text{seq}}}; \ \sum_{x \in \mathbb{C}^{n_{\text{seq}}}} f(x) = 1; \ \sum_{v \in \mathcal{C}} \sum_{z \in \mathbb{C}^{(n_{\text{seq}}-1)}} f(v, z) = \sum_{v \in \mathcal{C}} \sum_{z \in \mathbb{C}^{(n_{\text{seq}}-1)}} f(z, v), \forall z \in \mathbb{C}^{(n_{\text{seq}}-1)} \}. \tag{8}
\]

The set introduced in (8) will be used to constrain the probability mass function \( p(\mathcal{U}_{\text{seq}}) \).

The discussion presented in this section can be summarized as

**Problem 1:** Design an optimal input signal \( \mathcal{U}_{\text{seq}}^{\text{opt}} \in \mathbb{C}^{n_{\text{seq}}} \) as a realization from \( p(\mathcal{U}_{\text{seq}}) \), where

\[
p(\mathcal{U}_{\text{seq}}) := \arg \max_{p \in \mathcal{P}_C} h(\mathcal{I}_F(p)), \tag{9}
\]

where \( h : \mathbb{R}^{m \times m} \rightarrow \mathbb{R} \) is a matrix nondecreasing function,

\[
\mathcal{I}_F(p) = \frac{1}{\lambda_e} \sum_{\mathcal{U}_{\text{seq}} \in \mathbb{C}^{n_{\text{seq}}}} \sum_{i=1}^{n_{\text{seq}}} \psi(\theta_0)\psi(\theta_0)^T p(\mathcal{U}_{\text{seq}}), \tag{10}
\]
and \( \psi(\theta_0) \in \mathbb{R}^{m} \) is defined as in (4)-(5).

A solution for this problem will be discussed in the next section.

IV. INPUT DESIGN VIA GRAPH THEORY

Problem 1 is hard to solve explicitly. The main issues are

1) We need to describe the elements in the set \( \mathcal{P}_C \) as a linear combination of basis functions, and

2) the sum in (10) is of dimension \( n_{seq} \), where \( n_{seq} \) could be potentially very large.

These issues make Problem 1 computationally intractable. Therefore, we need to develop an approach to solve this problem by using a computational feasible method.

Since \( n_{seq} \) could be large, Problem 1 can be unfeasible to solve. To address this, we restrict the memory of the stationary process \( u_t \), i.e., we consider only finite stationary sequences of length, say, \( n_m \).

To address the first issue, we notice that \( \mathcal{P}_C \) is a convex set. In particular, \( \mathcal{P}_C \) is a polyhedron [21, pp. 31]. Hence, any element of \( \mathcal{P}_C \) can be described as a convex combination of the extreme points of \( \mathcal{P}_C \) [21, pp. 24]. Therefore, if we define \( \mathcal{V}_{\mathcal{P}_C} \) as the set of all the extreme points of \( \mathcal{P}_C \), composed by \( n_Y \) elements, then for all \( f \in \mathcal{P}_C \) we have

\[
f = \sum_{i=1}^{n_Y} \alpha_i v_i,
\]

where \( \alpha_i \geq 0, i \in \{1, \ldots, n_Y\} \),

\[
\sum_{i=1}^{n_Y} \alpha_i = 1,
\]

and \( v_i \in \mathcal{V}_{\mathcal{P}_C} \), for all \( i \in \{1, \ldots, n_Y\} \).

Equation (11) says that all the elements in \( \mathcal{P}_C \) can be described by using \( n_Y \) elements in the set \( \mathcal{V}_{\mathcal{P}_C} \).

To find all the elements in \( \mathcal{V}_{\mathcal{P}_C} \), we need to shift our focus to graph theory. Indeed, we can analyze the set \( \mathcal{C}^{n_m} \) as follows. \( \mathcal{C}^{n_m} \) is composed of \( (e_{seq})^{n_m} \) elements. Each element in \( \mathcal{C}^{n_m} \) can be viewed as one node in a graph. In addition, the transitions among the elements in \( \mathcal{C}^{n_m} \) are given by the feasible values of \( u_{t+k+1} \) when we move from \( (u_{t+k}, \ldots, u_k) \) to \( (u_{t+k+1}, \ldots, u_k) \), for all integers \( k \geq 0 \). The edges among the elements in \( \mathcal{C}^{n_m} \) denote the possible transitions between the states, represented by the nodes of the graph. Figure 2 illustrates this idea, when \( e_{seq} = 2, n_m = 2 \), and \( C = \{0, 1\} \). From this figure we can see that, if we are in node \( (0, 0) \) at time \( t \), then we can only end at node \( (1, 0) \) or \( (1, 1) \) at time \( t+1 \).

The idea to use graph theory to find all the elements in \( \mathcal{V}_{\mathcal{P}_C} \) is related with the concept of prime cycles. In graph theory, a prime cycle is an elementary cycle whose set of nodes do not have a proper subset which is an elementary cycle [16, pp. 678]. It has been proved that the prime cycles of a stationary graph can describe all the elements in the set \( \mathcal{V}_{\mathcal{P}_C} \) [16, Theorem 6]. In other words, each prime cycle defines one element \( v_i \in \mathcal{V}_{\mathcal{P}_C} \). Furthermore, each \( v_i \) corresponds to a uniform distribution whose support is the set of elements of its prime cycle, for all \( i \in \{1, \ldots, n_Y\} \) [16, pp. 681].

Therefore, the elements in \( \mathcal{V}_{\mathcal{P}_C} \) can be described by finding all the prime cycles associated to the stationary graph \( \mathcal{G}_{C^{n_m}} \) drawn from \( \mathcal{C}^{n_m} \).

It is known that all the prime cycles associated to \( \mathcal{G}_{C^{n_m}} \) can be derived from the elementary cycles associated to \( \mathcal{G}_{C^{(n_m-1)}} \) [16, Lemma 4]. In the literature there are many algorithms for finding all the elementary cycles in a graph. For the examples in Section V, we have used the algorithm presented in [17, pp. 79–80] complemented with the one proposed in [18, pp. 157].

Once all the elementary cycles of \( \mathcal{G}_{C^{(n_m-1)}} \) are found, we can find all the prime cycles associated to \( \mathcal{G}_{C^{n_m}} \) by using the idea introduced in [16, Lemma 4]. To illustrate this, we consider the graph depicted in Figure 3. One elementary cycle for this graph is given by \((0, 1, 0)\). Using Lemma 4 in [16], the elements of one prime cycle for the graph \( \mathcal{G}_{C^{2}} \) are obtained as a concatenation of the elements in the elementary cycle \((0, 1, 0)\). Hence, the prime cycle in \( \mathcal{G}_{C^{2}} \) associated to this elementary cycle is given by \(((0, 1), (1, 0), (0, 1))\).

With all the prime cycles clearly defined for \( \mathcal{G}_{C^{n_m}} \), then all the elements in the set \( \mathcal{V}_{\mathcal{P}_C} \) are found. Hence, we can use (10) to describe all the elements in \( \mathcal{P}_C \). Thus, the solution described here presents a computationally feasible method to address the first issue.

Since we know the distribution \( v_i \) for each prime cycle, with \( v_i \in \mathcal{V}_{\mathcal{P}_C} \), we can generate an input signal \( \{u_i^{\ell}\}_{\ell=0}^{N} \) drawn from \( v_i \), so that

\[
I_{\mathcal{P}_C}^{(i)} := \frac{1}{\lambda_c} \sum_{u_{m_{0}}, \in C^{n_m}} \sum_{\ell=1}^{n_m} \psi(\theta_0)\psi(\theta_0)^T v_i(u_{m_{0}})
\]
\[
\approx \frac{1}{\lambda_c N} \sum_{i=1}^{N} \psi(\theta_0)\psi(\theta_0)^T, \tag{13}
\]
for all \(i \in \{1, \ldots, n_V\}\), and \(N\) sufficiently large\(^1\) (in relation to the length of the prime cycles). Notice that \(\psi(\theta_0)\) depends implicitly on \(\{u_i\}_{i=0}^{N}\) through \(\mathbf{I}\) and \(\mathbf{U}\). Furthermore, each \(\mathbf{I}_i^{(s)}\) is associated to the \(i\)-th prime cycle, for all \(i \in \{1, \ldots, n_V\}\).

As an example of how to generate \(\{u_i\}_{i=0}^{N}\) from \(v_i\), we use the graph depicted in Figure 2. One prime cycle for this graph is given by \(((0, 1), (1, 0), (0, 1))\). Therefore, the sequence \(\{u_i\}_{i=0}^{N}\) is given by taking the last element of each node, i.e., \(\{u_i\}_{i=0}^{N} = \{1, 0, 1, 0, \ldots, ((-1)^N + 1)/2\}\).

The approximation of each \(\mathbf{I}_i^{(s)}\) given by (13) reduces the sum (10) from dimension \(n_{seq}\) to dimension 1. This simplification reduces significantly the computation effort to obtain (10). With this approach, issue 2) is also addressed.

To summarize, the proposed method for input design of signals in \(C_n^m\) can be described as follows:

1) Compute all the elementary cycles of \(G_n^{C_{(n=m-1)}}\) by using, e.g., [17, pp. 79–80], [18, pp. 157].
2) Compute all the prime cycles of \(G_n^{C_{(n=m-1)}}\) from the elementary cycles of \(G_n^{C_{(n=m-1)}}\) as explained above (c.f. [16, Lemma 4]).
3) Generate the input signals \(\{u_i\}_{i=0}^{N}\) from the prime cycles of \(G_n^{C_{(n=m)}}\), for each \(i \in \{1, \ldots, n_V\}\).
4) For each \(i \in \{1, \ldots, n_V\}\), approximate \(\mathbf{I}_i^{(s)}\) by using (13).
5) Define \(\gamma := \{\alpha_1, \ldots, \alpha_{n_V}\} \in \mathbb{R}^{n_V}\). Find \(\gamma^{opt} := \{\alpha_1^{opt}, \ldots, \alpha_{n_V}^{opt}\}\) by solving an approximation of Problem 1, given by

\[
\gamma^{opt} := \arg \max_{\gamma \in \mathbb{R}^{n_V}} h(\mathbf{I}^{app}_F(\gamma)), \tag{14}
\]

where

\[
\mathbf{I}^{app}_F(\gamma) := \sum_{i=1}^{n_V} \alpha_i \mathbf{I}_i^{(s)}, \tag{15}
\]

\[
\sum_{i=1}^{n_V} \alpha_i = 1, \tag{16}
\]

and \(\mathbf{I}_i^{(s)}\) is given by (13), for all \(i \in \{1, \ldots, n_V\}\).

The procedure mentioned above computes \(\gamma^{opt}\) to describe the optimal probability density function \(p^{opt}(\{u_i\})\) using (11). Notice that \(\mathbf{I}^{app}_F(\gamma)\) in (15) is linear in the decision variables. Therefore, for a suitable choice of \(h\), the problem (14)–(17) becomes convex.

On the other hand, notice that the steps (1)-(3) mentioned above are independent of the system for which the experiment is designed. Therefore, once steps (1)-(3) are computed, then can be reused to design input sequences for different systems.

\(^1\)Note that \(N\) is the number of Monte Carlo simulations to compute (13), and it is not necessarily equal to the length of the experiment \(n_{seq}\).

Fig. 4. Plot with the stationary probabilities for the optimal input signal of Example 1. The radius of each disc is proportional to the probability of the state \(\{u_t, u_{t-1}\}\).

To obtain an input signal from \(\hat{p}^{opt}(U_{n,m})\), we need to compute a Markov chain associated to the elements in \(C_n^m\). We can find one transition matrix \(A \in \mathbb{R}^{(c_{seq})^m \times (c_{seq})^m}\) for the equivalent Markov chain

\[
\Pi_{k+1} := A \Pi_k, \tag{18}
\]

by using algorithms presented in the literature (e.g., Metropolis-Hastings algorithm [22], [23]). Notice that each entry of \(\Pi_k \in \mathbb{R}^{(c_{seq})^m}\) in (18) represents one element in \(C_n^m\). To use the algorithms presented in [22], [23] we need to determine the stationary probabilities of each element in \(C_n^m\), which can be computed as follows. We know that each vertex in \(\mathcal{V}_{G_c}\) has a uniform distribution with support equal to the set of input vectors in the associated prime cycle. Therefore, the stationary probability of each \(x \in C_n^m\) is given by

\[
P\{X = x\} = \sum_{i=1}^{n_V} \alpha_i^{opt} v_i(x). \tag{19}
\]

Equation (19) can be used to construct \(\Pi^* \in \mathbb{R}^{(c_{seq})^m}\), where each entry in \(\Pi^*\) is associated to the stationary probability of one element in \(C_n^m\). Given \(\Pi^*\), we can find one matrix \(A\) such that

\[
\Pi^* = A \Pi_0. \tag{20}
\]

Finally, the transition matrix \(A\) can be used to compute the input sequence by running the Markov chain with a random initial state \(\Pi_0\).

V. NUMERICAL EXAMPLES

The previous section described a method to compute a solution for Problem 1. In this section we will show that the method is consistent with reported algorithms in the literature.
Example 1: In this example we will solve the input design problem for the system in Figure 1 with

\[ G_0(U_t) = G_1(q, \theta) u_t + G_2(q, \theta) u_t^2, \quad (21) \]

where

\[ G_1(q, \theta) = \theta_1 + \theta_2 q^{-1}, \quad (22) \]
\[ G_2(q, \theta) = \theta_3 + \theta_4 q^{-1}, \quad (23) \]

and \( q \) denotes the shift operator, i.e., \( q^{-1} u_t := u_{t-1} \). We assume that \( e_t \) is Gaussian white noise with variance \( \lambda_e = 1 \). This system has been introduced as an example in [14].

We will solve Problem 1 by considering \( h(\cdot) = \text{det}(\cdot) \), and a ternary sequence \( (c_{\text{seq}} = 3) \) of length \( n_m = 2 \). For this example, we define \( C := \{-1, 0, 1\} \).

To solve (14)-(17) we consider \( h(\cdot) = \text{det}(\cdot) \), and the optimal stationary probabilities depend on the cost function \( h \). However, we see that both cost functions assign higher stationary probabilities to the states \( (-1, -1) \) and \( (1, 1) \).

We can compare the performance of our approach with the method introduced in [9]. For this purpose, we generate an input sequence of length \( N \) by running the Markov chain associated to the stationary distribution in Figure 3(a) and the 4-states Markov chain presented in [9]. To guarantee that the input is a realization of a stationary process, we discard the first \( 10^6 \) outputs of the Markov chain. The results for the sampled information matrix are [9]

\[ \text{tr}\{I_{2000}\} = 1.8233 \cdot 10^{-4} \text{ for the 4-states Markov chain presented in [9]} \]

\[ \text{tr}\{I_{2000}\} = 1.6525 \cdot 10^{-4} \text{ for our method} \]

Therefore, the approach in this paper gives better results for the example introduced in [9].

To have an idea of the computation time required for this example, the optimization was solved in a laptop Dell Latitude E6430, equipped with Intel Core i7 2.6 [GHz] processor, and 8 [Gb] of RAM memory. The time required from the computation of elementary cycles to the computation of stationary probabilities is 1.9 second.

The numerical examples presented in this section show that the proposed method is suitable for input design for systems with output-error-type structure, and when amplitude constraints on the input are required.

VI. CONCLUSIONS

In this paper we have developed a new method to compute input signals for systems with arbitrary nonlinearities. The method is based on the optimization of a scalar cost function of the information matrix with respect to the probability density function of a stationary input. The optimal probability density function is used to compute the optimal input signal. An approach based on graph theory is used to derive a computationally efficient algorithm. This approach assumes that the input can adopt a finite set of values. An important feature of this method is that, by a suitable definition of the cost function, the optimization problem is convex even for nonlinear systems. Numerical examples show that this method is consistent with previous results in the literature, when we assume that the system has a particular structure. The method can also be used for input design with amplitude limitations.

3Notice that our results are consistent with those reported in [9], since the scaling factor \( N \) is not considered here.

A time bound for the computation of elementary cycles is given by \( O(c_{\text{seq}}^m (c_{\text{seq}} + 1) (c_e + 1)) \), where \( c_e \) is the number of elementary cycles [17, p. 77].
Fig. 5. Plot with the stationary probabilities for the optimal input signal in Example 2. The radius of each disc is proportional to the probability of the state \( \{u_t, u_{t-1}\} \). Figure 5(a) \( h() = -\text{tr}(\cdot^{-1}) \). Figure 5(b) \( h() = \text{det}(\cdot) \).
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