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ABSTRACT

We report on the mass and distance measurements of two single-lens events from the 2015 Spitzer microlensing campaign. With both finite-source effect and microlens parallax measurements, we find that the lens of OGLE-2015-BLG-1268 is very likely a brown dwarf (BD). Assuming that the source star lies behind the same amount of dust as the Bulge red clump, we find the lens is a $45 \pm 7 M_\odot$ BD at $5.9 \pm 1.0$ kpc. The lens of the second event, OGLE-2015-BLG-0763, is a $0.50 \pm 0.04 M_\odot$ star at $6.9 \pm 1.0$ kpc. We show that the probability to definitively measure the mass of isolated microlenses is dramatically increased once simultaneous ground- and space-based observations are conducted.

Key words: brown dwarfs – gravitational lensing: micro – stars: fundamental parameters

1. INTRODUCTION

Although gravitational microlensing can, in principle, detect faint or even dark objects (Paczynski 1986; Gould 2000), it is difficult to exclusively determine the mass of the lens object without the measurement of two second-order microlensing parameters: the angular Einstein radius $\theta_E$ and the microlens parallax $\pi_E$. Once $\theta_E$ and $\pi_E$ are measured, the lens mass $M_L$ and the lens-source relative parallax are given by (Gould 1992)

$$M_L = \frac{\theta_E}{\kappa \pi_E}, \quad \pi_{\text{rel}} = \frac{au}{D_L - au} = \pi_E \theta_E.$$  

Here

$$\kappa \equiv \frac{4G}{c^2 au} \approx 8.14 \frac{\text{mas}}{M_\odot},$$

and $D_L$ and $D_s$ are the distances to the lens and the source star, respectively. The main method to measure the Einstein radius $\theta_E$ is via the finite-source effect. Such an effect arises because the observed magnification is the integration of the magnification pattern over the face of the source. Therefore, if that magnification pattern has a non-zero second derivative, such as when the source crosses a caustic (where the magnification diverges to infinity), the physical size of the source limits the observed magnification, leading to a rounded feature in the light curve whose width directly reflects the source size (Gould 1994a; Witt & Mao 1994). The microlens parallax $\pi_E$ is measured through observations from either a single accelerating platform (Gould 1992, 2013; Honma 1999) or two well-separated observatories (Refsdal 1966; Gould 1994b, 1997). With one of these two parameters, one can only obtain a statistical estimate of the lens mass (Calchi Novati et al. 2015a; Yee et al. 2015b), but this cannot yield unambiguous results for individual specific cases.

If only ground-based observations can be obtained, such a method to exclusively determine the lens mass is not very efficient in cases of planet or binary microlensing (Mao & Paczynski 1991; Gould & Loeb 1992), and it becomes extremely inefficient for single lenses. In order for the finite source effect to be observed so as to determine $\theta_E$, the source should cross or closely pass by the caustic structure of the lens. In the case of a single lens, the caustic is a single point, so if the finite source effect is observed, the apparent alignment between the source and the lens must be so perfect that the lens transits the source. Hence, as in a transit, the feature in the light curve is essentially the face of the source resolved in time, and as a result the points of first and fourth contact can also be seen in the light curve (see, for example, the inset of Figure 1). Even in cases in which a finite-source effect is detected, an unambiguous measurement of the lens mass is still hard to achieve, because the parallax signal is intrinsically small and observationally hard to detect (Gould et al. 2009; Yee et al. 2009; Gould & Yee 2013).

The emergence of space-based microlensing has seen improvement in the mass measurements of microlensing planets (Street et al. 2015; Udalski et al. 2015b) and binaries (Dong et al. 2007; Shvartzvald et al. 2015; Zhu et al. 2015b). Here we demonstrate with two examples that such space-based observations also increase the probability to measure the mass of single isolated lenses. Within the 170 microlensing events that were selected for Spitzer observations in the 2015 Spitzer microlensing program (Gould et al. 2014), we find two single-lens events that show reliable detection of the finite-source effect. Such an effect is observed only in the ground-based data in OGLE-2015-BLG-1268, and only in the Spitzer data in OGLE-2015-BLG-0763. In both cases, the combination of Spitzer data and ground-based data sets provides measurement of parallax. Therefore, mass measurements of both microlenses are ensured.

This paper is constructed as follows. The observations of the two events, OGLE-2015-BLG-1268 and OGLE-2015-BLG-0763, are summarized in Section 2; in Section 3 we describe the light curve modeling process; the physical interpretations of both events are given in Section 4; and finally in Section 5 we discuss the interesting findings from these two events, and implications to future space-based microlensing observations.

2. OBSERVATIONS

A general description of the Spitzer observations and ground-based follow-up strategy for the 2015 Spitzer microlensing campaign can be found in Yee et al. (2015a) and Street et al. (2015). In brief, events were selected for Spitzer observations, if (1) they showed or were likely to show significant sensitivity to planets, i.e., events with high peak magnifications (Griest & Safizadeh 1998) and/or events with intensive survey observations; and (2) could probably yield parallax measurement. Most Spitzer targets were assigned the default 1-per-day cadence, except that short or relatively high magnification events were given higher cadence. These
observing protocols were submitted on Monday for observations roughly Thursday through Wednesday for each of the six weeks of the campaign. Ground-based follow-up observations were taken mostly on events that were not heavily monitored by surveys, or when surveys could not observe due to weather or moon passage (e.g., OGLE-2015-BLG-0966, Street et al. 2015). All ground-based data were reduced using standard algorithms (image subtraction/DoPhot), and the Spitzer data were reduced using the new algorithm presented in Calchi Novati et al. (2015b).

Below we give detailed descriptions of the observations for these two particular events.

2.1. OGLE-2015-BLG-1268

The microlensing event OGLE-2015-BLG-1268 was first alerted by the Optical Gravitational Lens Experiment (OGLE) collaboration through the Early Warning System (EWS) real-time event detection system (Udalski et al. 1994; Udalski 2003) on 2015 June 6, based on observations with the 1.4 deg$^2$ camera on its 1.3m Warsaw Telescope at the Las Campanas Observatory in Chile. With equatorial coordinates (RA, Dec)$_{2000} = (17^h 56^m 49.7^s, -21^\circ 53' 57.6'')$ and Galactic coordinates ($l$, $b$)$_{2000} = (7^\circ 41', 1^\circ 42')$, this event lies in the OGLE-IV field BLG642 (Udalski et al. 2015a), meaning that it is observed by OGLE with a cadence less than once per two nights, and it was not monitored by the MOA or KMTNet surveys.

Because of the very sparse observations from the survey team, follow-up teams including the Microlensing Follow-Up Network ($\mu$FUN, Gould et al. 2010), Microlensing Network for the Detection of Small Terrestrial Exoplanets (MiNDSTEp, Dominik et al. 2010) and RoboNet (Tsapras et al. 2009) also observed this event fairly intensively during its peak as seen from Earth, in order to support the Spitzer program and maximize the sensitivity to potential planets (Yee et al. 2015a; Zhu et al. 2015a). One remarkable feature about these follow-up observations is that the CTIO SMARTS telescope used by the $\mu$FUN team could simultaneously obtain $H$ band images while $I$ band observations were taken (DePoy et al. 2003), and these $H$ band observations turned out to be important in characterizing the source star (see next section). Based on the observations taken by 2015 June 16, A.G. issued an alert to the community that this event was deviating from the point-lens point-source model. V.B. later on pointed out that this deviation could be fit by a point-lens finite-source model.

Event OGLE-2015-BLG-1268 was selected for Spitzer observations on 2015 June 14, i.e., ~2 days before it reached its peak magnification as seen from Earth. It was classified as a "subjective" event, because it by then did not (in fact, never could) meet the objective criteria set by Yee et al. (2015a). It was selected primarily because it was going to peak with relatively high magnification in the coming week. With a predicted peak magnification $A_{\text{max},\sigma} > 6$ (1-$\sigma$ lower limit) by the time of selection, this event qualified for bonus observations (Yee et al. 2015a), and so was assigned 4-per-day cadence for its first week of observations. Starting from its second week, the Spitzer cadence went down to the default value (1-per-day), and this cadence continued for two weeks until it met the criteria set by Yee et al. (2015a) for stopping observations. In total, Spitzer observed this event 48 times, each with 6 dithered 30s exposures.

The data for this event are shown in Figure 1. All data sets have been aligned to the OGLE-IV $I$ magnitude according to the best-fit model given in Section 3.3.

![Figure 1. Ground-based and Spitzer data and best-fit model light curves for OGLE-2015-BLG-1268. The inset shows details around the peak as seen from the ground, with best-fit model seen in the $I$ and $H$ bands shown with different colors. The gray solid line indicates the peak of the event as seen from the ground, and the two dashed vertical lines indicate the two contacts between the point-like lens and the finite-size source. Ground-based data points with uncertainties >0.2 mag are suppressed in the figure to avoid clutter, but are included in the modeling.](image-url)
2.2. OGLE-2015-BLG-0763

This event was first alerted by the OGLE collaboration on 2015 April 22. With equatorial coordinates (RA, Dec)_{2000} = (17^h32^m23.41, −29^°18′09″7″) and Galactic coordinates (l, b)_{2000} = (−1°78', 2°25'), this event lies in the OGLE-IV field BLG613 (Udalski et al. 2015a) and is observed by OGLE with once-per-night cadence. It also lies within the region where the new microlensing survey, Korean Microlensing Telescope Network (KMTNet, Kim et al. 2016) obtained 1–2 observations per day from each of their three 1.6m telescopes as support to the Spitzer campaign. Thus, it is also labeled by the KMTNet team as KMT-2015-BLG-0187.

Events such as this, with OGLE-IV cadence of 1-per-day and lying in non-prime KMTNet fields, are treated by Yee et al. (2015a) as having low survey coverage in all respects. That is, they are not eligible for objective selection, and once they are selected subjectively, follow-up observations are strongly encouraged. This event hence received a fairly large amount of observations from μFUN RoboNet, and MiNDSTEp, besides the survey observations, although none of these ground-based data showed deviation from the standard point source model.

Event OGLE-2015-BLG-0763 was selected by the Spitzer team on 2015 May 19, when the Bulge could not yet be seen from Spitzer due to its Sun-angle limit. Nevertheless, at that time it was selected as a future Spitzer target in order to achieve high sensitivity to planets. As specified in Yee et al. (2015a) and enacted in Zhu et al. (2015a), when measuring planet sensitivity or detecting planets, only the portion of the light curve taken after the subjective selection of an event may be considered, in order to isolate any knowledge of the existence of potential planet from the decision making; this is necessary to maintain the objectivity of the sample. The Bulge became accessible to Spitzer starting from June 6 (HJD$_{\text{J}}$ = HJD−2450000 = 7180). Although this event was only assigned 1-per-day cadence, its position, relatively far to the west, made it one of the few targets that could be observed by Spitzer in the beginning of the Bulge window, and thus it received 8-per-day cadence in the first week. The cadence dropped to 2-per-day as more targets became accessible to Spitzer in the second week. Beginning the third week all targets became accessible to Spitzer, and we devoted the extra time to relatively high magnification events (see Streat et al. 2015, for detailed description). Then the cadence for OGLE-2015-BLG-0763 was increased to 8-per-day this week due to its high peak magnification as seen from Earth. The cadence went back to the default one (1-per-day) in the following weeks until it moved out of Spitzer window on HJD$_{\text{J}}$ = 7218. In total, 142 Spitzer observations were obtained.

The Spitzer data for the six epochs nearest the peak of OGLE-2015-BLG-0763 are affected by saturation and/or nonlinearity. This is quite apparent from the online data presented by Calchi Novati et al. (2015b). For this event, we have therefore re-reduced the data by taking into account the specific characteristics of channel 1 (at 3.6 μm) of the IRAC camera. We treat all pixels with counts greater than 70% of the allowed maximum as “corrupted,” i.e., as saturated and/or nonlinear. In addition, all pixels that are interior to corrupted pixels are also treated as corrupted, since the saturation of these pixels can falsely lead to “normal” flux counts. This leads to masking seven to nine pixels for each of these six dithered images of the epoch closest to peak and to masking up to seven pixels for each of the six dithered images for the remaining five affected epochs. The remaining pixels (i.e., those below 70% of full well and not interior to corrupted pixels) are treated as normal, since they are essentially unaffected by the nonlinearities in neighboring pixels. After the masking of the inner saturated pixels, the fit is therefore carried out in standard fashion. We note that our 70% threshold is conservative with respect to the 90% value in IRAC documentation, and was determined by us empirically from inspection of the raw data and by studying the stability of the photometry PRF fitting solution.

The data for this event are shown in Figure 2. Again, all data sets have been aligned to the OGLE-IV I magnitude according to the best-fit model given in Section 3.4.

3. LIGHT CURVE ANALYSES

3.1. Modeling Process

For each event, we perform a Markov Chain Monte Carlo analysis to find the best-fit parameters and the associated probability density functions using the emcee ensemble sampler (Foreman-Mackey et al. 2013). The formalism to incorporate the finite-source effect in the single-lens case is given in Yoo et al. (2004). For each microlensing event, there will be six event parameters: time of maximum magnification as seen from Earth $t_0$, the impact parameter in the absence of parallax as seen from Earth $u_0$, the event timescale $\tau_0$, the source radius scaled to the angular Einstein radius $\rho$, and the two components of microlens parallax along the north and east direction $\pi_{\text{EN}}$ and $\pi_{\text{EE}}$. For each data set on that event, there are two flux parameters ($f_{\text{n}}$, $f_{\text{b}}$). In addition, we have two limb-darkening coefficients ($q_{\text{l},\lambda}$, $q_{\text{2},\lambda}$) described in the next section. If these are also set free, there are two additional parameters for each bandpass.

For each event that is investigated below, we report the six event parameters as well as the blending fraction in the OGLE-IV I band. This blending fraction, defined as $f_{\text{b}}/(f_{\text{n}} + f_{\text{b}})$, can be used to distinguish between degenerate models, as we will see below.

3.2. Limb Darkening Effect

For the present cases, especially OGLE-2015-BLG-1268, many of our observations were taken when the alignment between the source and the lens was closer than roughly the scaled source size $\rho$, so the generally adopted linear limb-darkening law is not adequate. Therefore, we choose the two-parameter square root limb darkening law

$$S_{\lambda}(\mu) = S_{\lambda} \left[ 1 - \Gamma_{\lambda} \left( 1 - \frac{3}{2} \mu \right) - \Lambda_{\lambda} \left( 1 - \frac{5}{4} \sqrt{\mu} \right) \right],$$

where $\mu$ is the cosine of the angle between the line of sight and the emergent intensity, and $\Gamma_{\lambda}$ and $\Lambda_{\lambda}$ are the limb-darkening coefficients at wavelength $\lambda$. Because of our requirement that the total flux, $F_{\text{tot},\lambda} = \pi \theta_{\text{c}}^2 S_{\lambda}$, should be conserved for a given source angular size $\theta_c$, Equation (3) differs from the standard square root limb-darkening law described by (c$_1$, d$_1$) in Diaz-Cordoves & Gimenez (1992). The transformations between limb-darkening

---

46 Unless it is later found to meet objective selection criteria.

47 We have tested that the results remain the same even though higher threshold values (up to 90%) are used.
coefficients \((\Gamma_\lambda, \Lambda_\lambda)\) and \((c_\lambda, d_\lambda)\) can be found in Fields et al. (2003).

In cases in which very little knowledge of the source star can be obtained otherwise, one may want to fit for \((\Gamma_\lambda, \Lambda_\lambda)\). However, simply leaving \((\Gamma_\lambda, \Lambda_\lambda)\) free will very likely lead to unphysical stellar brightness profiles. Therefore, we reparameterize the limb-darkening coefficients \((\Gamma_\lambda, \Lambda_\lambda)\) using the method proposed by Kipping (2013),

\[
\tilde{q}_{1,\lambda} \equiv (\Gamma_\lambda + \Lambda_\lambda)^2, \tag{4}
\]
\[
\tilde{q}_{2,\lambda} = \frac{7\Lambda_\lambda}{12(\Gamma_\lambda + \Lambda_\lambda)}. \tag{5}
\]

The inverse transformation is given by

\[
\Gamma_\lambda = \sqrt{\tilde{q}_{1,\lambda}} \left(1 - \frac{12}{7} \tilde{q}_{2,\lambda}\right), \tag{6}
\]
\[
\Lambda_\lambda = \frac{12}{7} \sqrt{\tilde{q}_{1,\lambda}} \tilde{q}_{2,\lambda}. \tag{7}
\]

As Kipping (2013) has shown, uniform samplings in the interval \([0, 1]\) for both \(\tilde{q}_{1,\lambda}\) and \(\tilde{q}_{2,\lambda}\) can ensure physically meaningful stellar intensity profiles\(^{48}\) as well as being efficient.\(^{49}\)

### 3.3. OGLE-2015-BLG-1268

In the case of OGLE-2015-BLG-1268, because we were unable to fully understand the source star with only photometric data (see Section 4.1), we also fit for the limb-darkening coefficients. Since only the \(I\) and \(H\) band data were relevant when the finite-source effect is prominent, we only set the limb-darkening coefficients of these two bands free. Furthermore, since the \(Spitzer\) data only captured the falling tail of the light curve, a constraint on the source flux in the \(Spitzer\)3.6 \(\mu\)m band \((L_{Spitzer})\) is necessary in order to better measure the parallax (Calchi Novati et al. 2015a, 2015b). This is done by conducting a color–color regression between \(I - H\) and \(I - L_{Spitzer}\) using stars with color and magnitude similar to the clump.

Our best-fit model to this event is shown in Figure 1, and best-fit parameters with 1-\(\sigma\) intervals are given in Table 1. Note that in Figure 1, the \(H\) band model shows deviations from the \(I\) band model, which are obvious on the top and still noticeable at the limb. Characterizing events via such deviations for point-lens (Gould & Welch 1996) and planetary (Gaudi & Gould 1997) events was the original motivation for building the dichroic ANDICAM camera (DePoy et al. 2003). We show in Figure 3 the \(\Delta \chi^2 = 1, 4\) and 9 contours between \((\tilde{q}_{1,\lambda}, \tilde{q}_{2,\lambda})\) on the top of the theoretical values from Claret (2000). The constraint on the \(I\) band limb-darkening coefficients \((\tilde{q}_{1,\lambda}, \tilde{q}_{2,\lambda})\) favors hot stars \((T_{eff} \geq 8000 \text{ K})\) at 2-\(\sigma\) level, and this is consistent with the less constrained \(H\) band limb-darkening coefficients.

Since the impact parameter as seen from Earth is extremely small (indeed, consistent with zero) compared to the that seen from \(Spitzer\), the generic four-fold degeneracy in single-lens events collapses to two-fold, i.e., to a degeneracy only in the direction of \(\pi_\ell\) (and not its magnitude). However, this degeneracy in direction has no effect on the mass and distance measurement (Gould & Yee 2012).

### 3.4. OGLE-2015-BLG-0763

For OGLE-2015-BLG-0763, we adopt the limb-darkening coefficients that correspond to the well characterized source

---

\(^{48}\) Positive intensity everywhere, and monotonically decreasing intensity from the center to the limb.

\(^{49}\) Note that \((\tilde{q}_{1,\lambda}, \tilde{q}_{2,\lambda})\) given by Equations (4) and (5) is not the only parameterization to implement the idea proposed by Kipping (2013).

---

**Figure 2.** Ground-based and \(Spitzer\) data and best-fit model light curves for OGLE-2015-BLG-0763. The finite source effect is only seen in the \(Spitzer\) data. Ground-based data points with uncertainties \(>0.2\) mag are suppressed in the figure to avoid clutter, but are included in the modeling.
(see Section 4.2), so that only event parameters and flux parameters are free in the modeling. The best-fit model is shown in Figure 2, and the best-fit parameters together with 1-σ intervals for the two adopted solutions, (+, −) and (−, +), are given in Table 2. Parameters of the other possible solutions, i.e., (+, +) and (−, −) solutions, are similar except that only upper limit on the source size, $\rho < 0.01$ at $\Delta \chi^2 = 4$ or 2-σ level, can be obtained, meaning that the finite-source effect is not securely detected. Nevertheless these two solutions are rejected, partly because they are disfavored by $\Delta \chi^2 = 15$, and also because the derived physical parameters result in inconsistency with observations (see Section 4.2).

The two adopted solutions have different parallax vector $\vec{\pi}_E$ but similar amplitude $\pi_t$, as is shown in Table 2. As in the previous case, for the purpose of mass and distance determination this means that the four-fold degeneracy is also broken here. We show in Section 5 that this is not coincidental, but is rather almost inevitable for mass measurements of single-lens events with space-based observations.

### 4. PHYSICAL INTERPRETATIONS

#### 4.1. OGLE-2015-BLG-1268L: A Brown Dwarf (BD) in the Inner Disk

The extinction in the region where this event lies is so high that the routine OGLE-IV $V$ band images are not deep enough to resolve the red giant clump in the Bulge. In order to determine the color and magnitude of the source star following the standard routine (Yoo et al. 2004), we then construct an $I - H$ versus $I$ color–magnitude diagram (CMD) in the following way: we obtain OGLE-IV $I$ band magnitudes for stars within 2' separation from the event, and cross-match to the VISTA Variables in the Via Lactea Survey (VVV, Saito et al. 2012) to obtain their $H$ band magnitudes. The position of the source star on this CMD is found to be

$$ (I - H, I)_s = (2.997 \pm 0.003, 19.54 \pm 0.04), \quad (8) $$

in which $I_s$ comes directly from the modeling and $H_s$ is determined by transforming the CTIO instrumental $H$-band source flux that is derived from the model to the standard VVV system using comparison stars. The centroid of the red clump on this CMD is at

$$ (I - H, I)_c = (4.00 \pm 0.02, 17.78 \pm 0.05). \quad (9) $$

The CMD for this event with the positions of the source and the clump centroid indicated is shown on the left panel of Figure 4.

Comparing to the dereddened color and magnitude of the clump at this particular direction, $(I - H, I)_{c,0} = (1.29, 14.23)$ (Bensby et al. 2013; Natalf et al. 2013), we determine the extinction and reddening to be $A_I = 3.6$ and $E(I - H) = 2.7$, respectively. If all of this extinction applies to the source star, the dereddened source will have

$$ (I - H, I)_{s,0} = (0.29 \pm 0.02, 15.99 \pm 0.08). \quad (10) $$

and $M_I = 1.65$. These values suggest the source star is a late A/early F dwarf (Bessell & Brett 1988). Such stars are rare in the Bulge (Bensby et al. 2013; Poleski et al. 2014). In principle, one could not exclude the possibility that the source might not lie behind the same amount of dust as the clump does, so that an intrinsically redder and therefore dimmer but closer source star is also allowed by this CMD analysis. However, the limb-darkening coefficients from our light curve modeling (see Figure 3) also suggest that the source star has $T_{\text{eff}} \geq 8000 \text{ K}$ when compared to the theoretical values given by Claret (2000). Therefore, we conclude that the source star is an A-type dwarf in the Bulge (or at least at a roughly similar distance as the Bulge).

We then use the dereddened source color and magnitude to derive the angular radius of the source star. Boyajian et al. (2014) provide the following relation to estimate the stellar angular diameter based on the dereddened $I - H$ color and $I$ magnitude

$$ \log d_s = a_0 + a_1 (I - H) - 0.2I, \quad (11) $$

with $a_0 = 0.53026 \pm 0.00077$, $a_1 = 0.36595 \pm 0.00079$. Adopting the above dereddened color and magnitude of the source, we find that the source angular radius is

$$ \theta_s = (1.37 \pm 0.10) \mu\text{as}. \quad (12) $$

The uncertainty here is dominated by the 7.4% scatter in the color-surface brightness relation (Equation (11)).

When combined with the source radius $\rho < 0.0108 \pm 0.0005$, it yields $\theta_E = 0.127 \pm 0.009$ mas. Given the microlens parallax measurement $\pi_E = 0.35 \pm 0.04$, we then find the lens mass and the lens-source relative parallax

$$ M_L = (0.045 \pm 0.007) M_\odot; \quad \pi_{\text{rel}} = (0.044 \pm 0.006) \text{mas}, \quad (13) $$

and then (adopting $D_S = 8 \pm 1$ kpc), a lens distance

$$ D_L = (5.9 \pm 1.0) \text{kpc}. \quad (14) $$

That is, a BD in the inner Galactic disk.

The lens-source relative proper motion, $\mu_{\text{rel}} = 2.65 \pm 0.20$ mas yr$^{-1}$, is more typical of Bulge lenses ($\mu_{\text{rel}} \sim 4$ mas yr$^{-1}$) than disk lenses ($\mu_{\text{rel}} \sim 7$ mas yr$^{-1}$). However, this value is certainly not inconsistent with a disk lens for two reasons. First, the higher proper motions typical of disk lenses

---

Note. a Blending fraction in the OGLE-IV $I$ band.

### Table 1

| Parameters | Values |
|------------|--------|
| $\chi^2$/dof | 700.7/693 |
| $\pi_t$ (HJD’−7190) | $0.3992 \pm 0.0016$ |
| $u_0$ ($10^{-4}$) | $0.5 \pm 3.2$ |
| $t_0$ (days) | $17.5 \pm 0.7$ |
| $\rho$ ($10^{-2}$) | $1.08 \pm 0.04$ |
| $\pi_E$ | $0.24 \pm 0.07$ |
| $\pi_{\text{rel}}$ | $0.25 \pm 0.07$ |
| Blend$^a$ | $0.029 \pm 0.039$ |
come from the fact that the Sun and the disk lens partake of the same relatively flat Galactic rotation curve, while Bulge sources are on average not moving in the frame of the Galaxy. Hence, disk lenses tend to have similar proper motions as SgrA*. However, in the present case, the source may be in the disk as indicated by the fact that it is likely to be an A star. If so, it would partake of the same flat rotation curve, which then naturally leads to a low proper motion. Second, one of the two solutions (with $\tau_{\text{E,}N}>0$) is approximately in the direction of Galactic rotation, so that the Bulge source would have to be moving at just $\mu_5 \sim 4$ mas yr$^{-1}$ in the direction of Galactic rotation (i.e., 1.3 $\sigma$) to account for the observed relative proper motion.

The Galactic coordinates of the event, $(l, b) = (7^\circ.41, 1^\circ.42)$, provide a further indication that the source may be in the disk. That is, even if the source were at roughly the Galactocentric distance, it would lie just $\sim 200$ pc from the plane, which is significantly populated by late A/early F stars. Moreover, at this longitude, disk stars account for a significantly larger fraction of stars at these distances than is the case for typical microlensing fields near $l \sim 0$. Thus, this possibility must be taken seriously.

Now, if the source were in the disk, this would not hold in any way change the same dust column as the clump. This is because the estimate of $\theta_\star$ (and so $\theta_\odot$) depends only on the dereddened color and magnitude of the source and not its distance. However, given the various evidences favoring a disk source, as well as the low Galactic latitude of the event, we must consider the possibility that the source does in fact lie in front of at least some of the dust. Hence, we develop a more robust way to estimate the lens mass that does not require the source lying behind all the dust. According to the color-surface brightness relation (Equation (11)), one can write the angular source radius $\theta_\star$ (and further $M_\star$) in terms of the dereddened source color $(I-H)_{0,0}$ and magnitude $I_{0,0}$. If the reddening law derived from the red clump, $R_{HI} = A_I / (I - H) = 1.33$, also applies to the source star, we can express $(I-H)_{0,0}$ and $I_{0,0}$ in terms of $(I-H)$, $I$, and a single parameter $\eta$,

$$ I_{0,0} = I_{0,0,\text{naive}} + \eta A_I, \quad (I-H)_{0,0} = (I-H)_{0,0,\text{naive}} + \eta (I-H). \quad (15) $$

Here $\eta$ is the fraction of total extinction of dust lying behind the source (and in front of the clump), while $I_{0,0,\text{naive}}$ and $(I-H)_{0,0,\text{naive}}$ are the values we derived above under the naive assumption that $\eta = 0$. Combining Equations (11) and (15) with the observed $R_{HI} = 1.33$ and $E(I-H) = 2.7$, one finds that as one varies $\eta$, $\theta_\star$ changes by

$$ \Delta \log \theta_\star = \eta E(I-H)(a_1 - 0.2 R_{HI}) = 0.27 \eta. \quad (16) $$

Thus in particular, our conclusion that the best estimate for the lens mass is in the BD regime ($M < 0.08 M_\odot$) rests on the assumption that $\eta < \log(0.08/0.045)/0.27 = 0.86$. This is very likely because nearby sources are extremely rare in microlensing due to low optical depth. Nevertheless, it would be of interest to definitively resolve this issue. This could be done simply by identifying the stellar type of the source via a low-resolution spectrum. This would remove the uncertainty due to the location of the source with respect to the dust. It

### Table 2

| Parameters | $(+, -)$ | $(-, +)$ |
|------------|----------|----------|
| $\chi^2$/dof | 1469.8/1463 | 1468.7/1463 |
| $q_0$ (HJD=7189) | 0.038 ± 0.005 | 0.045 ± 0.005 |
| $a_0$ (10$^{-2}$) | 5.92 ± 0.06 | −5.99 ± 0.06 |
| $t_E$ (days) | 33.09 ± 0.24 | 32.78 ± 0.25 |
| $\rho$ (10$^{-2}$) | 2.18 ± 0.05 | 2.17 ± 0.05 |
| $\tau_{\text{E,}N}$ | −0.0684 ± 0.0007 | 0.0707 ± 0.0008 |
| $\tau_{\text{E,}E}$ | 0.0174 ± 0.0002 | 0.0083 ± 0.0002 |
| Blend* | −0.035 ± 0.010 | −0.049 ± 0.012 |

*Blending fraction in the OGLE-IV $I$ band.

Note. The other two possible solutions, $(+, +)$ and $(-, -)$, are disfavored by $\Delta \chi^2 = 15$, and have $\rho \lesssim 0.01$ ($2$-$\sigma$ limit) that is inconsistent with the blend constraint (see Section 4).

Figure 3. The $\Delta \chi^2 = 1$, 4 and 9 constraints (solid, dashed and dotted--dashed curves, respectively) on the limb-darkening coefficients in the $I$ band (left) and $H$ band (right) in the case of OGLE-2015-BLG-1268. Open circles are theoretical values taken from Claret (2000) after the transformation from $(c, d)$ to $(\tilde{q}_I, \tilde{q}_H)$, and they are color coded with the stellar effective temperature. The constraints on limb-darkening coefficients effectively rule out a source with $T_{\text{eff}} < 8000$ K.
would also permit one to determine $\theta_\ast$ without appealing to the detailed modeling of limb-darkening coefficients from the light curve (Section 3.3).

4.2. OGLE-2015-BLG-0763L: An M-type Main-sequence Star in the Inner Disk

We first characterize the source of OGLE-2015-BLG-0763 using the method of Yoo et al. (2004). Combining the light curve modeling and a linear regression of OGLE-IV $V$ band on $I$ band flux during the event yield $(V - I, I)_s = (3.25, 17.27)$. The clump centroid in this $V - I$ versus $I$ CMD (see the right panel of Figure 4) is found at $(V - I, I)_c1 = (3.00, 16.89)$. After the correction of OGLE-IV non-standard $V$ band (Zhu et al. 2015b), and combining with the dereddened color (Bensby et al. 2013) and magnitude (Nataf et al. 2013) of the clump at this direction, we derive the color and magnitude of the dereddened source to be $(V - I, I)_c = (1.29, 14.78)$. Thus, the source is a giant star in the Bulge. We then convert from $V - I$ to $V - K$ using the empirical color–color relations of Bessell & Brett (1988), apply the color–surface brightness relation of Kervella et al. (2004), and find the source angular radius

$$\theta_\ast = 6.3 \pm 0.4 \mu \text{as.}$$  \hfill (17)

The uncertainty here has taken into account the uncertainty in centroiding the clump $I$-band magnitude in the CMD ($\sim$0.05 mag) and the derivation of the intrinsic source color (0.05 mag, Bensby et al. 2013).

Given the source size $\rho = 0.0218 \pm 0.0007$ from light curve modeling, this indicates an angular Einstein radius $\theta_E = 0.288 \pm 0.020$ mas. We then combine this with the microlens parallax parameter $\pi_E = 0.0709 \pm 0.0010$ and find the lens mass and distance

$$M_L = 0.50 \pm 0.04 \, M_\odot, \quad D_L = 6.9 \pm 1 \, \text{kpc}. \quad (18)$$

In deriving $D_L$ we have assumed a Bulge source ($D_\odot = 8 \pm 1$ kpc), which is very likely the case given the location of this event. Given the timescale $t_\ell = 32.9 \pm 0.3$ days, the lens-source relative proper motion is $\mu_{\text{rel}} = 3.20 \pm 0.25$ mas/yr, and it is almost due the north/south direction ($\pi_{E,E} \ll |\pi_{E,N}|$).

As is mentioned in Section 3.4, the other two solutions (+, +) and (−, −) are disfavored by $\Delta \chi^2 = 15$ and only provide upper limit of 0.01 on $\rho$. Regardless of the $\chi^2$ argument, if this set of solutions were correct, the lens would have mass $1.0 \, M_\odot$ and distance 6 kpc. First of all, more massive stars are intrinsically rarer. Furthermore, a 1 $M_\odot$ main-sequence star would be 12% as bright as the source star, and therefore contribute 11% of the total baseline flux. This contradicts the fact that slightly negative blending is detected in this event. Therefore, these two solutions are discarded.

5. DISCUSSION

The mass determination of isolated microlenses requires measurements of at least two of the three important microlensing parameters: the angular Einstein radius $\theta_E$, the microlens parallax $\pi_E$, and the lens flux. Among them, measuring the lens flux requires the lens to be luminous, so that it will not work for faint or dark lenses, although it may see broad applications in future space-based microlensing experiments (Yee 2015). Therefore, measuring $\pi_E$ and $\theta_E$ is the only method that works for all types of objects.

In this work, we report on the mass and distance measurements of two single-lens events from our 2015 Spitzer microlensing program. The finite-source effect is detected in the ground-based data in OGLE-2015-BLG-1268, and in the Spitzer data in OGLE-2015-BLG-0763, ensuring measurement

---

52 The adopted solution, a 0.5 $M_\odot$ star at 6.9 kpc, cannot produce a negative blending either, but this solution is much more plausible given the fact that various effects can lead to slightly negative blending (Smith et al. 2007).
of the angular Einstein radius $\theta_E$. The microlens parallax parameter $\pi_\text{rel}$ is measured from a combined fit to the ground- and space-based data. We find that the lens of OGLE-2015-BLG-1268 is very likely a BD, and probably a $45 M_J$ BD at 5.9 kpc if the source star is inside the galactic Bulge. The lens of OGLE-2015-BLG-0763 is a 0.5 $M_\odot$ star at 6.9 kpc.

The result that at least two\(^5\) single-lens events out of the 170 monitored events in the 2015 *Spitzer* program yield mass measurements was unexpected, but turns out to be reasonable. To measure the mass of isolated microlenses by combining $\theta_E$ and $\pi_\text{rel}$, one needs to detect the finite-source effect and measure the microlens parallax. The first is approximately a geometric probability for the lens to “transit” the source star, which is of order $\rho^{3/2}$, and the second, in the case of two-observatory parallax method (Refsdal 1966; Gould 1994b, 1997), is limited mostly by the projected separation between the two observatories $D_\perp$. In order to measure the parallax, the two observatories should both be able to detect the same event, but should each see (slightly) different light curves. In the presence of the finite-source effect, this provides the following constraints on the projected Einstein radius $\tilde{\theta}_E \equiv a \pi_\text{rel}$,

$$D_\perp \lesssim \tilde{\theta}_E \lesssim \frac{50D_\perp}{\rho}. \quad (19)$$

where in the second inequality we have assumed typical photometric uncertainty (2%) during peak (Gould & Yee 2013). For a lens with mass $M_L$, the above inequalities then provide upper and lower limit on the lens distance for which microlens parallax is detectable (assuming Bulge sources)

$$\frac{a}{50D_\perp} \lesssim \pi_\text{rel} \lesssim \kappa M_L \left(\frac{a}{D_\perp}\right)^2. \quad (20)$$

For terrestrial parallax ($D_\perp \sim R_\odot$), the upper constraint on $\pi_\text{rel}$ is almost always satisfied unless the lens is extremely low-mass or extremely nearby. The combined constraint thus suggests that only relatively nearby ($D_\perp \lesssim 2.5$ kpc) lenses can be probed by terrestrial parallax, and since the lensing probability of such stars is quite low, the overall probability to measure isolated lens masses through this channel is extremely low. This has been shown in Gould & Yee (2013), in which they found an event rate $\sim 1.6 \, \text{Gyr}^{-1}$. Observationally, in the era prior to the *Spitzer* microlensing campaign, only two single-lens microlensing events yielded mass measurements (OGLE-2007-BLG-224 and OGLE-2008-BLG-279, Gould et al. 2009; Yee et al. 2009) in this way, although more than 10,000 events were discovered and at least four thousand of them were monitored as intensively as *Spitzer* events.\(^5\)

Equation (20) also shows that in a *Spitzer*-like microlensing program ($D_\perp \sim 1$ au), the parallax parameter is measurable for the majority of microlensing events. This has been proved by the 2014 & 2015 *Spitzer* microlensing programs (Calchi Novati et al. 2015a, 2015b). In addition, the lens-source relative trajectory is most often very different as seen from Earth and from the satellite. This means that the probability to detect the finite-source effect in single-lens events is almost doubled. Thus, the overall probability to make mass measurements of isolated microlenses for *Spitzer* is $2 \langle \rho \rangle / u_{\text{max}}$, where $\langle \rho \rangle \sim 0.005$ is the average source size normalized to the Einstein radius for *Spitzer* events, and $u_{\text{max}} \approx 0.3$ is set as one of the criteria for selecting events (Yee et al. 2015a). This theoretical estimate (3.3%) agrees with the apparent frequency of such events ($3/170 = 1.8\%$) reasonably well, with the factor of $\sim 2$ difference likely due to the incomplete coverage of *Spitzer* data in some events. Hence, space-based microlensing experiments such as *Spitzer* and *Kepler* (Gould & Horne 2013; Henderson et al. 2015) can significantly increase the probability to measure the mass of isolated microlenses, besides their primary goal of detections and statistical studies of planets. Furthermore, because the impact parameter of the observatory that shows the finite-source effect must be close to zero, the generic four-fold degeneracy in single lens cases is effectively broken (Gould & Yee 2012).

Measuring the mass of isolated microlenses is of great scientific interest. Gould (2000) estimated that $\sim 20\%$ of all Galactic microlensing events are caused by stellar remnants, and specifically that $\sim 1\%$ are due to stellar mass black holes. In addition, there exists a population of probably unbound planet-mass objects that are almost twice as common as main-sequence stars (Sumi et al. 2011). These isolated stellar remnants and free floating planets (FFPs) can only be probed by microlensing, and our work shows that space-based observations can significantly enhance the probability to definitely measure their masses.

The future of detecting dark or extremely faint isolated objects via microlensing is promising. In addition to *Spitzer*, the re-proposed *Kepler* mission (K2, Howell et al. 2014) is going to continuously monitor a 4 deg$^2$ microlensing fields for $\sim 70$ days in its campaign 9, which provides so far a unique chance to probe especially the FFP population (Gould & Horne 2013; Henderson et al. 2015). Future space-based microlensing missions such as the Wide-field InfraRed Survey Telescope (Spergel et al. 2015) and possibly Euclid (Penny et al. 2013), once combined with a simultaneous ground-based telescope network, will significantly increase the sensitivities to especially FFPs with even lower masses (Zhu & Gould 2016).
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