EVALUATION OF DYNAMICS OF ECONOMIC DEVELOPMENT IN POLISH AND LITHUANIAN REGIONS
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Abstract. Regional policy of the countries – reducing disparities between economic development of the regions – has been, is and will continue to be the focus of policy makers’ attention, therefore it is important to assess regional conditions qualitatively and to spot the differences in the change of these condition. This would be the basis for developing targeted strategies for further regional development. The process of regional economic development may be assessed quantitatively and qualitatively. The integrated mean of the statistical indicators reflects the dynamics of development. The paper’s objective is to develop an aggregate indicator of development dynamics and to quantify the dynamics of the economic development of the Polish and Lithuanian regions. The employed methodological approach is based on the authors’ definition of the mean of regional economic development equilibrium. The analysis of the statistical characteristics of the indicators of three regions of Poland and Lithuania has shown that the dynamics of economic development in the regions of both countries is similar. On the other hand, Poland is characterized by a more intensive development, while the development of Lithuanian regions is more levelled.
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Introduction

The importance of regional development is widely recognised and discussed nowadays. It is manifested in three essential aspects – economic, social and environmental. The economic development of the regions is important because in the country as a whole, it is primarily the regions that create economic prosperity. On the other hand, we are faced with a situation where, historically (or for other reasons), some regions have developed large centres...
with a well-developed industry. This is, for example, the region of the country where the capital is located; or in whose territory there is a sea port and so on. All these circumstances presuppose unequal conditions for their development. This results in significant differences in development over the time. Another rather relevant social aspect, namely, regional development is closely linked to them. Uneven economic development increases social tensions not only in the regions but also in the country as a whole. It manifests itself in negative processes such as external and internal emigration, unemployment, rising crime, falling birth rates, and so on. Besides, the region’s export opportunities and hence its competitiveness are diminishing.

Uneven regional development gives rise to another problem – environmental crisis, as regions lagging behind in their economic development are less able to deal with it. That is regional policy receives special attention. Its main objective is to reduce regional disparities in economic and social development. Regional development strategies for the country are being developed to achieve this. Their implementation depends on many circumstances. One of the key conditions for the successful implementation of the strategy is the ability to quantify the current regional development situation at the desired time span.

Based on the regional development studies conducted in the country in recent years, two sides of the development process can be distinguished: quantitative and qualitative (Ginevičius et al., 2015, 2018). The first one reflects upon the scale and nature of regional development changes over the period under review, and the second reflects changes in the structure of the development process. Both sides of this development integrate into the category of development dynamics.

Countries are paying increasing attention to regional policy and to various factors influencing regional development (Chodakowska & Nazarko, 2017; Godlewska-Majkowska et al., 2016; Nazarko et al., 2017) with special focus on technology (Halicka, 2017; Nazarko, 2017), innovation (Nazarko & Melnikas 2019) and digitalization (Turovets & Vishnevskiy, 2019; Yeh & Chang, 2020). Changes in development both in the region and in the country as a whole are mostly driven by economic development and the increase in economic productivity (Babu & Datta, 2015; Bolcarova & Kološta, 2015; Gedvilaitė, 2019; Ginevičius et al., 2015; Ginevičius et al., 2018; Soava et al., 2020), so it is important for science and practice to be able to quantify it in order to understand and manage the development process in a more conscious and effective way. The economic development of the region is a multi-faceted and complex process that manifests itself in many different ways in reality. The state of such phenomena can only be quantified by indicators or indices that combine all these aspects.

There are two approaches in the literature to quantifying the status of such processes. It is a development assessment based on gross domestic product per capita in a region or country (GDP) (Babu & Datta, 2015; Bolcarova & Kološta, 2015; Chansara, 2013; Compagnolo et al., 2018; Čiegis et al., 2010; Golusin & Munitlak, 2009; Janker & Mann, 2018; Kareivaite, 2012; Kondyli, 2010; Radonovic & Lior, 2017; Rametsteiner et al., 2011; Schoenoker et al., 2015; Strezov et al., 2017; Touceda et al., 2018; Turcu, 2013; Zinatiradet et al., 2017), and an integrated assessment of development based on multi-criteria approaches (Boggia & Cortina, 2010; Chansarn, 2013; Delai & Takahashi, 2011; Graymore et al., 2010; Grzebyk & Stec, 2015; He et al., 2016; Ivanovic et al., 2009; Radonovich & Lior, 2017; Sala et al., 2015; Wallis et al.,
2011; Wang et al., 2018; Xavier et al., 2018; Zinatiradet et al., 2017). The size of GDP and its changes are considered to adequately reflect the processes of successful economic development (Čiegis et al., 2010).

It is possible that the second method is more accurate, which allows combining the desired number of indicators reflecting upon different aspects of regional development into one aggregate size. On the other hand, the reasons for the limited use of this promising method for quantifying economic development are given. The main ones are the following (Becker et al., 2017; Boggia et al., 2014; Booysen, 2002; Chowdhury & Squire, 2006; Golusin et al., 2011; Rogge, 2018; Verbunt & Rogge, 2018; Zhou et al., 2010):

- authors use different indicators;
- a different number of indicators included in the evaluation system;
- limited access to data to calculate the values of indicators, resulting in inadequate indicator systems to reflect the phenomenon under consideration;
- high computational costs, as it is necessary to find not only the mean but also the importance of each indicator, which is usually determined by experts.

On the other hand, almost all authors include GDP per capita in the system as critical, among other essential indicators. It should be noted here that the inclusion of this indicator is not entirely appropriate, as it differs in its complexity from other indicators which reflect rather local aspects of development. An important factor in favour of GDP per capita as an indicator of economic development in countries or regions is that information on it is easily accessible and published regularly, especially at a country level. At the regional level, such data are available in national statistical publications. For example, in Poland it is published in Statistics Poland (Statistics Poland, n.d.), whereas in Lithuania it is published in Statistics Lithuania (Statistics Lithuania, n.d.) and so on.

For these reasons, the study of the dynamics of economic development in the regions of the countries concerned will be based on GDP per capita. The research is based on the principles of MDD methodology (Ginevičius et al., 2018). Its objective is to develop an aggregate indicator of development dynamics and to quantify the dynamics of the economic development of the Polish and Lithuanian regions. The employed methodological approach is based on the authors’ definition of the mean of regional economic development equilibrium. The research questions are of the theoretical and empirical nature: Can an aggregate indicator of development dynamics provide valuable information on the region's condition? How do Polish and Lithuanian regions compare in terms of the economic development dynamics in the years 2007–2017?

The structure of the paper is as follows. First, the possibilities of quantifying the dynamics of the economic development in regions and countries is considered. Indicators of development intensity and development sustainability (continuity) are suggested as two principal components of development dynamics metrics. In the next section the relevant statistics of Polish and Lithuanian regions are studied. Development dynamics index for economic development of Polish and Lithuanian regions is calculated and the results are discussed. The paper ends with conclusions, description of limitations and the indication of the possible future research avenues.
1. Possibilities for quantifying the dynamics of economic development in the regions of the country

First of all, it is worthwhile presenting the concept of development dynamics. It could be described as the change, evolution, or course of the phenomenon or process under consideration. Thus, the evaluation of dynamics is always related to a certain time span.

An analysis of the literature based on these provisions shows that our primary aim is to quantify the state of development of a country or region at a given point in time, which stands not for the dynamics of the process, but for the static state of its development.

Today, hundreds of indicator systems are used to assess the state of components of development (economic, social, environmental) (Čiegis et al., 2010; Hamilton, 2007; McLaren et al., 1998; Parris & Kates, 2003; Ress, 2000; Rotmans, 2006; Scherp, 1994; Spangenberg, 2002; Wackernagel & Ress, 1996).

In order to quantify the state of development of the phenomenon as a whole, hierarchical indicator systems of 3 to 4 levels are formed (Spanglenberg et al., 2002; Volkov, 2018). In essence, all these studies are designed to assess the state of development at a given point in time, i.e. not in their dynamics. In this way the development trends such as intensity, nature, etc. are not taken into account. Meanwhile, the inherent characteristic of any socio-economic system, as a prerequisite for its existence, is constant development, and in order to gain a deeper understanding of the process, it must be analysed and evaluated in their dynamics.

Tables 1 and 2 show the means of GDP per capita of the regions in the countries concerned, namely, Poland and Lithuania.

| Voivodeship          | Years                  |
|----------------------|------------------------|
|                      | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 |
| Dolnośląskie         | 33.9 | 36.5 | 38.8 | 42.3 | 46.3 | 48.0 | 48.2 | 50.1 | 52.2 | 53.7 | 57.2 |
| Kujawsko-Pomorskie   | 26.9 | 29.0 | 29.7 | 31.1 | 33.2 | 34.4 | 35.3 | 36.4 | 38.2 | 39.5 | 41.9 |
| Lubelskie            | 21.7 | 24.0 | 24.5 | 25.9 | 28.3 | 29.6 | 30.4 | 31.2 | 32.1 | 33.4 | 35.6 |
| Lubuskie             | 27.8 | 29.3 | 30.4 | 31.7 | 33.7 | 35.1 | 35.8 | 37.6 | 39.1 | 40.6 | 42.8 |
| Łódzkie              | 28.9 | 31.3 | 32.8 | 34.7 | 37.6 | 39.4 | 40.1 | 41.7 | 43.8 | 45.2 | 48.4 |
| Małopolskie          | 27.7 | 30.3 | 31.7 | 32.9 | 36.1 | 37.3 | 38.2 | 39.8 | 42.2 | 43.9 | 47.3 |
| Mazowieckie          | 48.3 | 51.6 | 55.7 | 59.7 | 64.5 | 67.4 | 69.0 | 71.7 | 74.7 | 77.4 | 83.0 |
| Opolskie             | 26.2 | 29.0 | 29.9 | 30.8 | 33.2 | 34.2 | 34.6 | 36.3 | 37.8 | 38.6 | 41.2 |
| Podkarpackie         | 22.0 | 24.2 | 25.2 | 26.1 | 28.5 | 29.6 | 30.6 | 31.6 | 33.2 | 34.1 | 36.1 |
| Podlaskie            | 23.1 | 24.6 | 26.1 | 27.4 | 29.7 | 30.3 | 31.4 | 32.4 | 33.3 | 34.3 | 37.1 |
| Pomorskie            | 30.7 | 32.3 | 34.8 | 36.0 | 39.1 | 41.3 | 41.3 | 41.5 | 42.6 | 45.0 | 46.9 |
| Śląskie              | 32.9 | 36.1 | 38.3 | 40.2 | 43.7 | 44.9 | 44.8 | 46.5 | 48.7 | 50.2 | 53.5 |
| Świętokrzyskie       | 24.8 | 27.8 | 28.1 | 29.0 | 31.0 | 31.6 | 31.4 | 32.6 | 33.8 | 34.6 | 36.9 |
| Warmińsko-Mazurskie  | 23.0 | 24.9 | 26.0 | 27.2 | 29.3 | 30.2 | 30.8 | 32.0 | 33.2 | 34.5 | 36.4 |
| Wielkopolskie        | 32.9 | 35.7 | 38.4 | 39.5 | 42.8 | 44.8 | 46.2 | 48.0 | 50.8 | 52.8 | 56.5 |
| Zachodniopomorskie   | 27.5 | 30.2 | 30.8 | 32.1 | 34.1 | 35.5 | 35.9 | 37.5 | 39.6 | 40.6 | 43.1 |
Table 2. GDP per capita at current prices in Lithuanian counties in thousands EUR (source: Statistics Lithuania, n.d.)

| County     | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 |
|------------|------|------|------|------|------|------|------|------|------|------|------|
| Alytus     | 5.8  | 6.8  | 5.6  | 6.0  | 6.9  | 7.2  | 7.6  | 8.1  | 8.2  | 8.5  | 9.4  |
| Kaunas     | 8.6  | 9.9  | 8.1  | 8.7  | 10.1 | 11.0 | 11.6 | 12.3 | 12.8 | 13.7 | 15.2 |
| Klaipėda   | 9.3  | 10.6 | 9.5  | 10.0 | 11.3 | 12.1 | 12.6 | 13.1 | 13.3 | 13.8 | 15.1 |
| Marijampolė| 5.4  | 6.4  | 5.1  | 5.8  | 6.5  | 7.3  | 7.6  | 7.9  | 7.9  | 8.1  | 9.1  |
| Panevėžys  | 6.3  | 7.5  | 6.2  | 6.6  | 7.7  | 8.4  | 8.8  | 9.3  | 9.7  | 10.0 | 11.0 |
| Šiauliai   | 6.5  | 7.4  | 6.0  | 6.7  | 7.8  | 8.5  | 8.9  | 9.3  | 9.6  | 10.3 | 11.5 |
| Tauragė    | 4.1  | 5.2  | 4.5  | 5.0  | 6.0  | 6.4  | 6.6  | 7.0  | 7.2  | 7.4  | 8.2  |
| Telšiai    | 7.5  | 8.7  | 6.9  | 7.6  | 8.8  | 9.0  | 9.2  | 9.1  | 9.4  | 9.6  | 10.7 |
| Utena      | 7.0  | 8.3  | 7.2  | 6.3  | 7.2  | 7.5  | 7.8  | 8.2  | 8.2  | 8.4  | 9.1  |
| Vilnius    | 13.8 | 15.2 | 12.6 | 13.2 | 14.7 | 15.9 | 17.1 | 18.1 | 18.7 | 19.6 | 21.3 |

Tables 1 and 2 show that the dynamics of economic development are reflected upon three parameters: development intensity, continuity and duration of the period under consideration. The first two do change over time and are different for each region. The third parameter is the constant. In this case, the structure of the indicator of economic development dynamics of the country’s region will look like this (Figure 1).

\[
D_{kj}^{TI} = \frac{Q_{kj}^{TF}}{Q_{kj}^{TB}},
\]

where \( D_{kj}^{TI} \) is the indicator of economic development intensity of region \( j \) of country \( k \) during the period under consideration \( T \); \( Q_{kj}^{TF} \) – the value of GDP per capita of region \( j \) of country \( k \) at the end of period \( T \); and is the \( Q_{kj}^{TB} \) same at the beginning of the period.

Figure 1. Structure of indicators of dynamics of economic development in the regions of the country (source: based on Ginevičius et al., 2018)
The mean $D_{kj}^{TI}$ is dimensionless and relative, so it can be used to compare different entities, e.g., when one is expressed, for example, in PLN and the other is in EUR (Lithuania).

The indicator of economic development dynamics combines the intensity and uniformity of development (Figure 1), therefore it is necessary to determine their relation. An analysis of the data in Table 1 and Table 2 show that whereas the intensity of development increases, the uniformity of development decreases. This means that in order to adequately assess the dynamics of development, it is necessary to eliminate the influence of indicator of the development intensity on the sustainability of development. This can be done by relying solely on differences in economic development over particular periods of time such as years. They may be represented either by the relationship between the development values of two adjacent time periods or by the difference between these values. Calculations completed have showed that the development situation is more accurately reflected by differences in development values of adjacent time periods (Ginevičius et al., 2018). We will set them this way (Figure 2).

Differences $\Delta q_i$ in economic development of the region shown on Figure 2. At the individual periods of time ($t_i - t_{i+1}$) will be determined as follows:

\[
\Delta q_i = q_{i+1} - q_i;
\]

\[
\Delta q_{i+1} = q_{i+1} - q_{i+2} \text{ etc.},
\]

where $q_i$ is the value of the economic development indicator at the beginning of period $t_i$.

The essence of the methodology used in this study is that the mean of regional economic development equilibrium is defined as the ratio of the value that reflects the duration of the period under consideration to the actual duration of the development trajectory (Ginevičius et al., 2018):
where $D_{kj}^T$ is the indicator for the economic development of the region of country $j$; $P_i$ is the diagonal length $q_i q_{i+1}$ of the right triangle $i$ (Figure 2); $t_i$ – duration of period $i$ ($t_i = 1$); and $n$ is the number of time periods of the time span under consideration.

Based on this methodology, the indicators of economic development intensity, continuity and dynamics of Polish and Lithuanian regions were determined.

### 2. Calculation of dynamics index for economic development of Polish and Lithuanian regions

Based on the above methodology, first of all, it is necessary to calculate the indicator of the intensity of economic development of the regions of the country during the period under consideration (Figure 1, formula (1)). The calculation results are shown in Table 3.

Table 3. Economic development intensity of Polish and Lithuanian regions over the period of 2008–2017 (source: compiled by authors based on Ginevičius et al., 2018)

| Poland | Lithuania |
|--------|-----------|
| Name of the region (voivodeship) | Mean of intensity indicator | Name of region (county) | Mean of intensity indicator |
| Dolnośląskie | 1.57 | Alytus | 1.38 |
| Kujawsko-Pomorskie | 1.44 | Kaunas | 1.54 |
| Lubelskie | 1.48 | Klaipėda | 1.42 |
| Lubuskie | 1.46 | Marijampolė | 1.42 |
| Łódzkie | 1.55 | Panevėžys | 1.47 |
| Małopolskie | 1.56 | Šiauliai | 1.55 |
| Mazowieckie | 1.61 | Tauragė | 1.58 |
| Opolskie | 1.42 | Telšiai | 1.23 |
| Podkarpackie | 1.49 | Utena | 1.10 |
| Podlaskie | 1.51 | Vilnius | 1.40 |
| Pomorskie | 1.55 | | |
| Śląskie | 1.48 | | |
| Świętokrzyskie | 1.28 | | |
| Warmińsko-Mazurskie | 1.46 | | |
| Wielkopolskie | 1.58 | | |
| Zachodniopomorskie | 1.43 | | |

From formula (4) it can be seen that the uniformity indicator of economic development ranges from 0 to 1. In order to calculate the indicator of dynamics of development, along with intensity and uniformity, it is necessary to combine them into one aggregated measure.
(Figure 1). Consequently, the intensity indicator should also vary within the same range, i.e. y. 0 to 1. For this purpose, the data in Table 3 shall be transformed as follows:

$$\bar{D}_{kj}^{TI} = \frac{D_{kj}^{TI}}{D_{max}^{TI}},$$

(5)

where $D_{kj}^{TI}$ is a transformed mean of economic development intensity of region $j$ of country $k$; where $D_{max}^{TI}$ is a mean of the economic development intensity of the country $k$ for the region for which it is highest.

A comprehensive analysis of countries’ economic development also requires comparisons between them. This can be done as follows:

$$\tilde{\bar{D}}_{kj}^{TI} = \frac{Q_{kj}^{TI}}{Q_{max}^{TI}},$$

(6)

where $\tilde{\bar{D}}_{kj}^{TI}$ is the $T$-value of the economic development intensity of region $j$ of the country $k$ that takes into account the economic development context of the other country; $Q_{max}^{TI}$ is the value of the intensity of economic development over the reference period $T$ for the region of the countries in question where it is highest.

The size and calculation results of values $\bar{D}^{TI}$ and $\tilde{\bar{D}}^{TI}$ are shown in Table 4.

Table 4. The results of intensity calculation of economic development in Polish and Lithuanian regions 2008–2017 (source: compiled by authors)

| Poland | Mean of intensity indicator | Lithuania | Mean of intensity indicator |
|--------|----------------------------|-----------|----------------------------|
| Name of the region (voivodeship) | $\bar{D}^{TI}$ | $\tilde{\bar{D}}^{TI}$ | Name of region (county) | $\bar{D}^{TI}$ | $\tilde{\bar{D}}^{TI}$ |
| Dolnośląskie | 0.98 | 0.98 | Alytaus | 0.87 | 0.86 |
| Kujawsko-Pomorskie | 0.89 | 0.89 | Kauno | 0.97 | 0.96 |
| Lubelskie | 0.92 | 0.92 | Klaipėdos | 0.90 | 0.88 |
| Lubuskie | 0.91 | 0.91 | Marijampolės | 0.90 | 0.88 |
| Łódzkie | 0.96 | 0.96 | Panevėžio | 0.93 | 0.91 |
| Małopolskie | 0.97 | 0.97 | Šiaulių | 0.98 | 0.96 |
| Mazowieckie | 1.00 | 1.00 | Tauragės | 1.00 | 0.98 |
| Opolskie | 0.88 | 0.88 | Telšių | 0.78 | 0.76 |
| Podkarpackie | 0.93 | 0.93 | Utenos | 0.70 | 0.68 |
| Podlaskie | 0.94 | 0.94 | Vilniaus | 0.87 | 0.87 |
| Pomorskie | 0.96 | 0.96 | Average | 0.89 | 0.87 |
| Śląskie | 0.92 | 0.92 | | | |
| Świętokrzyskie | 0.83 | 0.83 | | | |
| Warmińsko-Mazurskie | 0.91 | 0.91 | | | |
| Wielkopolskie | 0.98 | 0.98 | | | |
| Zachodniopomorskie | 0.89 | 0.89 | | | |
| Average | 0.93 | 0.93 | | | |
Table 4 shows that the economic development of regions of Poland during 2008–2017, was more intensive than of regions of Lithuania.

The results of the calculation of the indicator for the economic development of the Polish and Lithuanian regions according to formula (4) are presented in Table 5.

Table 5. The calculation results for economic development in Poland and Lithuania over 2008–2017 (source: compiled by the authors)

| Poland                  | Mean of $D^T$ indicator | Lithuania             | Mean of $D^T$ indicator |
|-------------------------|-------------------------|------------------------|-------------------------|
| Name of the region      |                         | Name of region         |                         |
| (voivodeship)           |                         | (county)               |                         |
| Dolnośląskie            | 0.56                    | Alytaus                | 0.80                    |
| Kujawsko-Pomorskie      | 0.64                    | Kauno                  | 0.71                    |
| Lubelskie               | 0.65                    | Klaipėdos              | 0.75                    |
| Lubuskie                | 0.63                    | Marijampolės           | 0.86                    |
| Łódzkie                 | 0.59                    | Panevėžio              | 0.77                    |
| Małopolskie             | 0.59                    | Šiaulių                | 0.75                    |
| Mazowieckie             | 0.48                    | Tauragės               | 0.81                    |
| Opolskie                | 0.64                    | Telšių                 | 0.78                    |
| Podkarpackie            | 0.65                    | Utenos                 | 0.86                    |
| Podlaskie               | 0.65                    | Vilniaus               | 0.67                    |
| Pomorskie               | 0.62                    | Average                | 0.78                    |
| Śląskie                 | 0.58                    |                        |                         |
| Świętokrzyskie          | 0.67                    |                        |                         |
| Warmińsko-Mazurskie     | 0.66                    |                        |                         |
| Wielkopolskie           | 0.55                    |                        |                         |
| Zachodniopomorskie      | 0.63                    |                        |                         |
| Average                 | 0.61                    |                        |                         |

Table 5 shows that the regions of Lithuania developed in a more economically even way in the period of 2008–2017 than the regions of Poland. This is logical, as the development of Lithuanian regions during this period was developing less intensively.

The integrated indicator of the economic development dynamics of the regions of the countries will be obtained by combining the indicators of intensity and uniformity into one aggregated measure (Figure 1). This can be done as follows (Ginevičius et al., 2018):

$$D_{kj}^{TD} = D_{kj}^{TI} \times D_{kj}^{T},$$ (7)

$$\tilde{D}_{kj}^{TD} = \tilde{D}_{kj}^{TI} \times D_{kj}^{T},$$ (8)

$D_{kj}^{TD}$ here is an indicator of the economic development dynamics of region j of country k.

The results of the calculations for indicators $D_{kj}^{D}$ and $\tilde{D}_{kj}^{D}$ for the Polish and Lithuanian regions are presented in Table 6.
Table 6. Values of economic development dynamics of Polish and Lithuanian regions in 2008–2017 (source: compiled by authors)

| Poland                  | The value of the dynamic index | Lithuania                  | The value of the dynamic index |
|-------------------------|-------------------------------|----------------------------|-------------------------------|
| Name of the region      | The value of the dynamic index | Name of region             | The value of the dynamic index |
| (voivodeship)           | (county)                      |                            |                               |
| Dolnośląskie            | 0.55                          | Alytus                     | 0.70                          |
| Kujawsko-Pomorskie      | 0.57                          | Kaunas                     | 0.69                          |
| Lubelskie               | 0.60                          | Klaipėda                   | 0.68                          |
| Lubuskie                | 0.57                          | Marijampolė                | 0.77                          |
| Łódzkie                 | 0.57                          | Panevėžys                  | 0.72                          |
| Malopolskie             | 0.57                          | Šiauliai                   | 0.74                          |
| Mazowieckie             | 0.48                          | Tauragė                    | 0.81                          |
| Opolskie                | 0.56                          | Telšiai                    | 0.61                          |
| Podkarpackie            | 0.60                          | Utena                      | 0.60                          |
| Podlaskie               | 0.61                          | Vilnius                    | 0.75                          |
| Pomorskie               | 0.60                          | Average                    | 0.71                          |
| Śląskie                 | 0.53                          |                            |                               |
| Świętokrzyskie          | 0.57                          |                            |                               |
| Warmińsko-Mazurskie     | 0.60                          |                            |                               |
| Wielkopolskie           | 0.54                          |                            |                               |
| Zachodniopomorskie      | 0.56                          |                            |                               |
| Average                 | 0.57                          |                            |                               |

Formula (5) assumes that both the intensity and continuity of economic development in a region are equivalent in importance to the dynamics of development. The situation may change if this importance is re-assessed. Logic says that short-term fluctuations in economic development over particular periods of the time span under consideration have a significantly lesser impact on the social and ecological status of the country’s regions than on the intensity of development, which is indicative of long-term economic prosperity.

This hypothesis was verified by expert peer review. The importance of the intensity of economic development of the country’s region for its dynamics was estimated by experts at per cent out of 100 and correspondingly the importance of continuity at 25 per cent. In this case, formula (5) can be transformed as follows (Hwang & Yoon, 1981):

$$
\tilde{D}_{kj}^{TD} = \omega^I D_{ki}^{TF} + \omega^T D_{ki}^T,
$$

where $\tilde{D}_{kj}^{TD}$ is the dynamics indicator of economic development of region $j$ of country $k$ during the period under consideration $T$, which assesses the importance of development intensity and development continuity for development dynamics; and $\omega^I$ is the indicator of the importance of development intensity to its dynamics; whereas $\omega^T$ is an indicator of the importance of development continuity to its dynamics.
The values $\omega_I$ and $\omega_T$ are expressed in partitives of units, so the condition: $\omega_I + \omega_T = 1$ applies.

The results of calculations assessing the importance of development intensity and continuity for the indicators of development dynamics during the period 2008–2017 for the economic development of regions in Poland and Lithuania 2008–2017 are presented in Table 7.

Table 7. The values of the indicator economic development dynamics of Polish and Lithuanian regions 2008–2017 assessing the significance of development intensity and continuity for the indicator of development dynamics (source: compiled by the authors)

| Poland         | Lithuania       |
|----------------|-----------------|
| Name of the region (voivodeship) | The value of the dynamic index | Name of region (county) | The value of the dynamic index |
| Dolnośląskie  | 0.88 0.88       | Alytus         | 0.86 0.84       |
| Kujawsko-Pomorskie | 0.83 0.83   | Kaunas         | 0.91 0.90       |
| Lubelskie     | 0.85 0.85       | Klaipėda       | 0.86 0.85       |
| Lubuskie      | 0.84 0.84       | Marijampolė    | 0.89 0.88       |
| Łódzkie       | 0.87 0.87       | Panevėžys      | 0.89 0.87       |
| Małopolskie   | 0.88 0.88       | Śiauliai       | 0.92 0.91       |
| Mazowieckie   | 0.87 0.87       | Tauragė        | 0.95 0.94       |
| Opolskie      | 0.82 0.82       | Telšiai        | 0.78 0.76       |
| Podkarpackie  | 0.86 0.86       | Utena          | 0.74 0.73       |
| Podlaskie     | 0.87 0.87       | Vilnius        | 0.82 0.82       |
| Pomorskie     | 0.88 0.88       | Average        | 0.86 0.85       |
| Śląskie       | 0.84 0.84       |                |                |
| Świętokrzyskie| 0.79 0.79       |                |                |
| Warmińsko-Mazurskie | 0.85 0.85 |                |                |
| Wielkopolskie | 0.87 0.87       |                |                |
| Zachodniopomorskie | 0.83 0.83 |                |                |
| Average       | 0.85 0.85       |                |                |

In order to summarize the results of the analysis of the economic development of the Polish and Lithuanian regions, it is necessary to determine the statistical characteristics of the calculated indicators – e.g. intensity, uniformity and dynamics – as random variables. The basic ones are: arithmetic average mean, average square deviation, dispersion, moda, median, coefficients of asymmetries and of variation. The brief description is provided in Table 8.

More accurate statistical characteristic values in Table 8 are obtained when the data are not grouped, namely, when they are not represented by interval distribution lines. On the other hand, interval expression of the data makes the calculations simpler. Therefore, part of the statistical characteristics ($\bar{x}, \sigma, \sigma_2, Ka, V$) is calculated on the basis of ungrouped data, while the moda and median are grouped. The interval distribution of the lines is presented in Table 9.
Table 8. Statistical characteristics of analysis of economic development indicators of Polish and Lithuanian regions (source: compiled by authors)

| No. | Name of the statistical characteristic | Description of statistical characteristic |
|-----|----------------------------------------|------------------------------------------|
| 1   | Simple arithmetic mean (\( \bar{X} \)) | The average value of all available numeric values. This is the typical level of a variable trait in specific location and time conditions |
| 2   | Mean square deviation (\( \sigma \)) | Displays the average distance of the attribute values from the mean, i.e. it is a measure of scattering |
| 3   | Dispersion (\( \sigma^2 \)) | Shows how values are dispersed across the whole |
| 4   | Moda (Mo) | The most common recurring value of a variable in a given population |
| 5   | Mediana (Me) | The value of an attribute that divides a ranked distribution line into two equal parts |
| 6   | Asymmetry coefficient (Ka) | Describes the peculiarities of line distribution in horizontal direction |
| 7   | Coefficient of variation (V) | Shows the degree (in per cent) of the average value of a variable at which it is distant from the given attribute values, i.e. it is a numerical characteristic of the dispersion of values |

Table 9. Intervals of economic development indicators of Polish and Lithuanian regions (source: compiled by authors)

| Indicators                                    | Poland                      | Lithuania                   |
|-----------------------------------------------|-----------------------------|-----------------------------|
|                                               | \( D_{ij}^{pj} \) | \( \tilde{D}_{ij}^{pj} \) | \( D_{ij}^{pj} \) | \( \tilde{D}_{ij}^{pj} \) |
| Intensity of economic development             | intervals | frequencies | intervals | frequencies | intervals | frequencies | intervals | frequencies |
| 0.80–0.84                                     | 1          |               | 0.70–0.78 | 2            | 0.65–0.72 | 1            |            |               |
| 0.84–0.88                                     | 1          | 0.84–0.88     | 0.78–0.86 | 0            | 0.72–0.79 | 1            |            |               |
| 0.88–0.92                                     | 6          | 0.88–0.92     | 0.86–0.94 | 5            | 0.79–0.86 | 1            |            |               |
| 0.92–0.96                                     | 4          | 0.92–0.96     | 0.94–1.02 | 3            | 0.86–0.93 | 4            |            |               |
| 0.96–1.00                                     | 4          | 0.96–1.00     | –         | –            | 0.93–1.00 | 3            |            |               |
| Uniformity of economic development            | intervals | frequency     | intervals | frequency    |            |               |            |               |
| 0.45–0.50                                     | 1          |               | 0.64–0.69 | 1            |            |               |            |               |
| 0.50–0.55                                     | 1          |               | 0.69–0.74 | 1            |            |               |            |               |
| 0.55–0.60                                     | 4          |               | 0.74–0.79 | 4            |            |               |            |               |
| 0.60–0.65                                     | 8          |               | 0.79–0.84 | 2            |            |               |            |               |
| 0.65–0.70                                     | 2          |               | 0.84–0.89 | 2            |            |               |            |               |
| Economic development dynamics without         | intervals | frequency     | intervals | frequency    |            |               |            |               |
| consideration of the importance of indicators | 0.46–0.50 | 1             | 0.59–0.64 | 2            | 0.57–0.62 | 3            |            |               |
| 0.50–0.54                                     | 2          | 0.50–0.54     | 0.64–0.69 | 2            | 0.62–0.67 | 1            |            |               |
| 0.54–0.58                                     | 8          | 0.54–0.58     | 0.69–0.74 | 3            | 0.67–0.72 | 4            |            |               |
| 0.58–0.62                                     | 5          | 0.58–0.62     | 0.74–0.79 | 2            | 0.72–0.77 | 1            |            |               |
|                                               |            |               | 0.79–0.84 | 1            | 0.77–0.82 | 1            |            |               |
Based on Tables 4 to 7, the values of the statistical characteristics listed in Table 8 for the economic development of the Polish and Lithuanian regions were calculated. The results of the calculations are shown in Table 10.

Table 10. Means of statistical characteristics of economic development indicators of Polish and Lithuanian regions in 2008–2017 (source: compiled by authors)

| Indicators | Poland | Lithuania |
|------------|--------|-----------|
|            | $D_{ij}^{Pj}$ | $\tilde{D}_{ij}^{Pj}$ | $D_{ij}^{Pj}$ | $\tilde{D}_{ij}^{Pj}$ |
|            | intervals | frequencies | intervals | frequencies | intervals | frequencies |
| Dynamics of economic development considering the importance of indicators | 0.78–0.80 | 1 | 0.78–0.80 | 1 | 0.72–0.77 | 1 | 0.73–0.78 | 2 |
|            | 0.80–0.82 | 1 | 0.80–0.82 | 1 | 0.77–0.82 | 2 | 0.78–0.83 | 1 |
|            | 0.82–0.84 | 4 | 0.82–0.84 | 4 | 0.82–0.87 | 2 | 0.83–0.88 | 4 |
|            | 0.84–0.86 | 3 | 0.84–0.86 | 3 | 0.87–0.92 | 4 | 0.88–0.93 | 2 |
|            | 0.86–0.88 | 7 | 0.86–0.88 | 7 | 0.92–0.97 | 1 | 0.93–0.98 | 1 |

Based on the results of Table 10, some generalizations of the development of Polish and Lithuanian regions can be made. These are shown in Table 11.
Table 11. Summary of statistical characteristics of Economic Development in Polish and Lithuanian regions 2008–2017 (source: compiled by authors)

| Statistical Characteristics of Economic Development in the Region | Conclusions |
|---------------------------------------------------------------|--------------|
| Arithmetic mean                                              | The mean of the coefficient of variation is insignificant, so it can be stated that the calculated arithmetic mean is a sufficiently accurate characteristic of the economic development of both Polish and Lithuanian regions. On the other hand, this statement is much more appropriate for Polish regions |
| Mean square deviation and variance                            | As the coefficient of variation, which binds the average square deviation to the arithmetic mean is of insignificant importance, the dispersion of the arithmetic mean of all indicators of economic development is small |
| Moda                                                          | The most common values for the intensity of economic development in both Poland and Lithuania are in the relatively narrow range of 0.91 to 0.92. The same cannot be said for the uniformity and partly for the dynamics of the next characteristics |
| Mediana                                                       | Both Poland and Lithuania have more regions with economic development intensities above 0.92; and 50 per cent of all regions do not exceed this limit |
| Asymmetry coefficient                                         | Both regions of Poland and Lithuania have a symmetric distribution of economic development indicators. A slight right-sided asymmetry is observed |
| Coefficient of variation                                      | Both Poland and Lithuania have low variations in economic development, as they do not exceed 30 per cent. On the other hand, it is twice as big for Lithuanian regions as for Polish regions. From this it can be concluded that the regions of Poland are developing more economically stably compared to the regions of Lithuania |

In conclusion, there are no significant differences in the dynamics of economic development between the regions of Poland and Lithuania. On the other hand, the regions of Poland are developing economically more intensely compared to the regions of Lithuania, while the regions of Lithuania are characterized by a more uniform economic development.

Conclusions

Countries are paying increasing attention to regional policy and to various factors influencing regional development with special focus on technology and innovation. This is because regional development inequalities exacerbate social tensions, which are manifested by negative processes such as external and internal emigration, crime, rising unemployment, falling birth rates, and so on. The region's overall competitiveness is declining. In order to reduce regional disparities in development, consecutive and effective strategies are needed to be launched. One of the essential conditions for their formation and successful implementation is the ability to quantify the current situation at a desired point in time.

The overall development of the country’s region is based on economic development. Today, there are two fundamental approaches to this kind of quantification. It is an assessment
based on gross domestic product per capita, and an integrated assessment using multi-criteria approaches. Notwithstanding the potential of the latter approach, the study relies on gross domestic product as it is unanimously recognized as one of the most important indicators reflecting upon the country’s economic development. In addition, information about it is easily available. Its content is similar and can therefore be used to compare countries or their regions.

It is expedient to quantify the economic development of the regions of the country on the basis of the intensity, continuity and dynamics of economic development, which combine the former two. The values of these indicators can be determined based on the MDD methodology present in scientific publications.

Based on this methodology, the impact of the intensity of the economic development of the regions of the country on its uniformity, as well as the economic development situation of the regions of Poland and Lithuania were determined. The countries were compared to each other. The main limitation of the study is related to its low predictive potential and thus limited usefulness for policy makers in formulating plans and policy instruments for the future. To overcome this shortcoming, the methodology applied in this paper could be further developed to take into account discontinuities (unprecedented events) and to include elements of scenario methodology.

The overall conclusion is that there are no significant differences in the economic development dynamics of the regions of these countries. On the other hand, the regions of Poland are more economically developed as compared to the regions of Lithuania, while the regions of Lithuania are characterized by a more uniform economic development.
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