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Abstract
It is widely believed that string theory easily allows for a QCD axion in the cosmologically
favoured mass range. The required small decay constant, $f_a \ll M_P$, can be implemented
by using a large compactification volume. This points to the Large Volume Scenario (LVS),
which in turn makes certain cosmological predictions: First, the axion behaves similarly to
a field-theoretic axion in the pre-inflationary scenario, i.e. the initial value can be tuned but
one is constrained by isocurvature fluctuations. In addition, the volume naively represents a
long-lived modulus, that may lead to an early matter-dominated phase. Finally, the volume
modulus’ decay to its own axion tends to produce excessive dark radiation. In this paper we
aim to carefully analyze the cosmology by studying models that not only allow for a QCD axion
but also include inflation. Quite generally, limits on isocurvature fluctuations restrict us to
relatively low-scale inflation, which in the present stringy context points to Kahler or blowup
inflation models. Moreover, we find as a novel and at first sight encouraging feature that the
lightest (volume) modulus is likely to couple strongly to the Higgs. It hence quickly decays to
the Standard Model, thus seemingly resolving the dark radiation problem. This decay is much
faster than that of the inflaton such that the latter comes to dominate the Universe. Since
the inflaton distributes its energy equally between the QCD axion and the Standard Model,
this turns out to be a curse rather than a blessing: Generically, the dark radiation abundance
remains too high. We briefly discuss possibilities to circumvent this issue. In particular, the
rapid decay of the volume modulus into Higgses demotes dark radiation from a generic LVS
problem to an issue resolvable by inflationary model building.
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1 Introduction

The strong $CP$ problem and its possible resolution by a field-theoretic axion [1–4] have become textbook material (e.g. [5]). Here, ‘field-theoretic’ refers to axions arising as the angular component of a complex scalar field with a spontaneously broken $U(1)$ symmetry of sufficiently high quality and featuring the right couplings to the Standard Model.

Apart from the quality issue, one may question to which extent trading a naturalness problem for an additional layer of model building represents progress. If, instead, one takes the promise of string theory to supply a UV completion to our field theory models seriously, things look different: Here, gauge couplings are necessarily replaced by vacuum expectation values of complex moduli and their imaginary parts (usually originating from 10d $p$-form potentials) automatically supply the desired high-quality axions. Getting the phenomenology right used to be difficult [6], but with the advent of the type IIB landscape [7–10] and the Large Volume Scenario (LVS) [11, 12], it has become plausible that a realistic QCD axion is a natural feature of a broad class of string compactifications [13–21].

However, having a more complete theory also has important implications for cosmology. A by

\footnote{In addition to the proper QCD axion there could be a plethora of stringy “axions” that do not necessarily solve the strong CP problem, often dubbed the string axiverse [15]. For a recent exploration by means of black hole superradiance [22] see, e.g. [23, 24].}
now well-known example is the prediction of a significant amount of dark radiation \([25–37]\). In the present paper we aim for a consistent cosmological picture by facing the challenge of dark radiation in combination with that of a stringy QCD axion. To do this we try to build a model that includes an inflationary sector as well as a QCD axion. Moreover, we also study interactions with the Higgs sector of the SM. This allows to coherently investigate constraints from cosmology and the interplay of the different sectors. The outcome, somewhat unexpected to us, is that the original dark radiation problem caused by a relatively long-lived volume modulus decaying into axions can be ameliorated by taking into account natural interactions with the SM Higgs. This rests on the key observation that the Higgs mass is small by fine-tuning. As a result, the Higgs mass term in the lagrangian represents a much stronger portal to the moduli sector than the low Higgs mass scale naively suggests. However, the dark radiation tension reappears when including the inflaton and its decays. Addressing this (open) question is therefore an important challenge to overcome in order to realize the stringy promise of a ‘natural’ axion in a fully working (string) cosmology.

In practical terms our paper follows a somewhat bottom-up strategy by formulating requirements for our model and then adding ingredients to fulfill these. Drawing a very rough outline we pursue the following points.

- We recall that in type II string models and especially in the LVS, an appropriately small axion decay constant requires a very large volume: \( f_a \sim M_P / V^{1/2} \) (cf. Section 2 and Appendix A).
- We argue that at least in simple string scenarios one expects a so-called pre-inflationary cosmology, where the initial value of the axion field is selected during inflation, axionic cosmic strings are absent, but we have to beware of isocurvature constraints (cf. Section 2).
- Using the LVS expression for \( f_a \), as well as dark matter (DM) and isocurvature bounds, we arrive at the result that the scale of inflation must be relatively low, irrespective of whether the axion begins to oscillate during radiation or matter domination (cf. Section 3).
- Usually it is assumed that an exponentially large volume leads to a long-lived volume modulus that is non-relativistic and comes to dominate the Universe. Its decay into axions causes a significant amount of dark radiation. However, we argue that natural couplings to the Higgs lead to a fast decay into the Standard Model (SM), thereby reducing the amount of dark radiation produced. Indeed, these decays are so fast that we do not expect a phase of matter-domination from the volume modulus (cf. Section 4).
- As a next step we include inflation. Since the cosmological constraints enforce a relatively low scale of inflation, we pick a suitable specific model, blowup inflation, and try to create a realistic scenario (cf. Section 5).
- To realize a SM on D-branes with a light QCD axion, we assume a combination of (at least) two 4-cycles wrapped by an appropriate D7-brane configuration. All but one of the corresponding cycle moduli are stabilised via D-terms, the remaining one by loops. Effectively, one may then think of a loop-stabilized cycle supporting the SM brane stack and the light axion (cf. Section 5).
• As the decay of the volume modulus (into Higgses) is now quite fast, the inflaton itself (and its axion) take over the role of the longest-lived particles. Unfortunately, the inflaton’s branching fraction into light axions is sizable. This creates an amount of dark radiation that is in tension with observations of the CMB and structure formation (cf. Sections 6, 7 and Appendices B, C, D and E).

• While the specific model of blowup inflation features too much dark radiation, this may potentially be avoided if the inflaton is more directly coupled to the Standard Model. The rapid decay of the volume modulus into Standard Model Higgses opens room for this possibility: It eliminates the more generic problems of a very long-lived volume modulus which spoils BBN and produces too much dark radiation, even if it was originally produced only as a small fraction of the energy density (cf. Section 8).

Note on conventions

For easy reference let us specify the conventions used in the following:

In the main text as well as in the Appendices A, B and E, we explicitly spell out the reduced Planck mass \( M_P = 2.4 \times 10^{18} \) GeV, whereas in the Appendices C and D we set \( M_P = 1 \) for brevity.

The (large) Calabi-Yau volume in the 10d string frame, \( V_s \), and in the 10d Einstein frame, \( V \), are measured in units of the sixth power of the string length \( l_s = 2\pi\sqrt{\alpha'} \). They are therefore dimensionless. The two volumes are related by

\[
V = V_s/g_s^{3/2}.
\]

Moreover, string length and Planck scale are related by

\[
M_P^2 = \frac{4\pi V_s}{g_s^2 l_s^2}.
\]

For the dimensionless Kahler moduli and their axions, as they are conventionally used in type IIB model building, we write \( \tau \) and \( \theta \) respectively. The corresponding canonically normalized fields with mass dimension 1 are denoted by \( \phi \) and \( a \). Furthermore, basic equations and conventions regarding the LVS can be found in Section C.1.

2 Requirements for and first consequences of stringy QCD axions

2.1 Parametrically small \( f_a \)

We require \( f_a \ll M_P \) for at least two reasons: First, to avoid the overproduction of dark matter (see Section 3 for details). Second, to protect the quality of our axion, which would otherwise be endangered by non-QCD-related corrections to the potential, \( \Delta V \sim \exp(-M_P/f_a) \) [38–44, 21]. The first constraint is typically more severe, demanding \( f_a \lesssim 10^{13} \) GeV. This will be discussed in more detail later on. For now, we only want to note that the most straightforward way for creating...
the required hierarchy between $f_a$ and $M_P$ is to employ a large compactification volume [13] (see also [14–21]). We will argue for this below under the assumption that our axion is the imaginary part of the gauge coupling modulus. This is the standard case in superstring compactifications and such axions are, at the fundamental level, $p$-form axions.

An alternative approach to realizing small $f_a$ would be to have the SM D-brane cycles sit in a strongly warped region [45–48]. If these cycles are singular, the gauge coupling is governed by the axio-dilaton. The latter is in general stabilized by fluxes, removing the axion. Hence, one needs geometries where the relevant cycles with appropriate brane stacks are stabilized in the geometric regime at the bottom of a warped throat. This is conceivable and an interesting direction for further research. However, to the best of our knowledge, this possibility has not been demonstrated so far and we will not pursue this path in the present paper.

Potentially, another alternative to large-volume compactifications with branes is provided by the heterotic string. While achieving small $f_a$ is in general difficult in this context [6], heterotic M-theory at strong warping may provide a way out. The reader may consult e.g. [48–50] for further progress. Nevertheless, the heterotic path to small $f_a$ remains non-trivial.

Obviously, a field-theoretic axion realized as the phase of a 4d charged field or fermion condensate can also arise in string theory. In this case, there are no stringy obstructions to small $f_a$. We will not pursue such ‘open-string’ axions [51–53] in the present paper. Apart from the familiar axion-quality issues, there is nothing wrong with such constructions as a matter of principle. However, our goal here is to explore the concept of an ‘intrinsically stringy’ or ‘fundamental’ axion, where the shift symmetry is by definition perturbatively exact.

After these preliminaries let us now explain why we are forced into the large volume regime in our approach [13]: Consider a large Calabi-Yau with a small $p$-cycle on which a (spacetime-filling) $D(p+3)$ brane stack is wrapped. Let this brane stack be responsible for QCD and let the Ramond-Ramond $p$-form $C_p$, integrated over our $p$-cycle, provide the corresponding axion. Then, assuming that the string coupling is of order unity, $g_s \sim 1$, and that our $p$-cycle is not much larger than string length, one expects that $f_a \sim 1/l_s$ on dimensional grounds. At the same time, the 4d Planck mass scales as $M_P^2 \sim V_s/l_s^2$, where $V_s$ is the string-frame Calabi-Yau volume measured in string units. Thus,

$$f_a^2 / M_P^2 \sim 1/V_s.$$  \hspace{1cm} (2.1)

We perform this analysis more carefully in Appendix A. There, we take into account the parametric dependence on $g_s$ and the fact that the QCD cycle, the volume of which is proportional to the high-scale value $\alpha_s^{-1}_{UV}$ of the inverse strong coupling $\alpha_s^{-1}$, is larger than string scale. As it turns out, this latter feature can in principle be helpful in lowering $f_a$, but at the price of a very peculiar profile of the relevant $C_p$-form mode. Yet, the resulting suppression is limited by $\alpha_s$, which cannot be too small near the string scale without excessive model building. The result (see Appendix A)
reads
\[ \frac{f_a^{2 \text{min}}}{M_P^2} \sim \frac{g_s \alpha_{s,UV}}{V_s} \sim \frac{\alpha_{s,UV}}{\sqrt{g_s}} \frac{1}{V} \quad \text{or} \quad \frac{f_a^{2 \text{min}}}{M_P^2} \sim \frac{\alpha_{s,UV}}{V}. \]  

Here \( V = V_s/g_s^{3/2} \) is the CY volume in the 10d Einstein frame and, in the last expression, we have returned to the choice \( g_s \sim 1 \), which is optimal in our context. We reiterate: To the best of our knowledge, a small axion decay constant of a stringy \( p \)-form axion comes at the price of a large compact volume.

The only phenomenologically viable and reasonably well-understood class of models in which a sufficiently large volume can be realized is the LVS scenario [11].\(^2\) The key feature is the Kahler potential
\[ K = -2 \ln V \quad \text{with} \quad V = \tau_b^{3/2} - \sum_{i \neq b} \gamma_i \tau_i^{3/2}. \]  

Here the \( \tau_i \) are 4-cycle volumes measured in units of \( l_s = 2\pi/\sqrt{\alpha'} \).\(^3\) The corresponding 4-cycles \( \Sigma_i \) are Poincare dual to harmonic 2-forms \( \omega_i \), which form a basis for the decomposition of the Kahler form: \( J = t^i \omega_i \). The \( t^i \) are the volumes of 2-cycles and are related to \( V \) and \( \tau_i \) via
\[ V = \frac{1}{6} \int_X J \wedge J \wedge J, \quad \tau_i = \frac{\partial V}{\partial t^i}. \]  

The Kahler potential \( K \) has to be interpreted as a function of the complexified 4-cycle moduli \( T_i = \tau_i + i\theta_i \), where \( \theta_i \) are the integrals of the RR 4-form \( C_4 \) over the respective 4-cycles:
\[ \theta_i = \int_{\Sigma_i} C_4. \]  

Finally, the \( \gamma_i \) in (2.3) are positive \( O(1) \) parameters related to the triple-intersection numbers which are implicitly present in (2.4). For basic LVS relations and our conventions see also Appendix C.1.

We will return to this scenario in detail below, but for now let us assume that \( \tau_b \gg \tau_{i \neq b} \) and that one of the so-called ‘blowup’ cycles \( \tau_i \) carries the QCD brane stack. We label this cycle by \( i = L \) for “Loop” because, as we will argue below, the most promising scenario is characterized by a SM cycle that is stabilized by loop effects. Then a straightforward calculation (cf. Appendix A) gives the axion decay constant\(^4\)
\[ \frac{f_a^2}{M_P^2} \approx \frac{K_{LL}}{2\pi^2} \sim \frac{O(1)}{2\pi^2 \sqrt{\tau_L} V}. \]  

\(^2\)See [54, 55] for the most recent round of criticism and defense as well as the refs. therein for a wider view on the theoretical status.

\(^3\)A possible constant prefactor of \( \tau_b^{3/2} \) is equivalent to an additive constant coming with \( \ln V \) together with a redefinition of the \( \gamma_i \). This constant can be absorbed in the Kahler potential for the complex-structure moduli.

\(^4\)It is easy to convince oneself that fibred models, where the total volume is proportional to \( \tau_L \), do not allow for sufficiently small \( f_a \). Intermediate options, with a more complicated dependence of \( V \) on \( \tau_L \), do in general not provide a more efficient way of lowering \( f_a \) either.
This is consistent with our general bound (2.2). Parametrically, the bound is not quite saturated since $\tau_L$ appears under a square root while $\alpha_{s,UV} = 1/(2\tau_L)$. Crucially, we have seen that the LVS with a blowup-cycle QCD sector realizes an optimal volume suppression of $f_a$.

For the convenience of the reader, we record the volume scaling of some key quantities:

$$f_a \sim \frac{1}{l_s} \sim \frac{M_P}{\sqrt{V}}, \quad m_{3/2} \sim \frac{M_P}{\sqrt{V}}, \quad m_{\tau_b} \sim \frac{M_P}{\sqrt{3/V}}.$$  

(2.7)

Here $m_{3/2}$ is the gravitino and $m_{\tau_b}$ the volume modulus mass.

### 2.2 Axion realization and consequence for pre- vs postinflationary cosmology

For the cosmological behavior of a field theoretic axion a crucial question is whether the Peccei-Quinn (PQ) symmetry giving rise to the axion is restored (typically by thermal effects) after inflation or not, leading to the so-called post- and preinflationary scenarios, respectively. Important consequences of symmetry restoration after inflation (postinflationary scenario) are:

- The symmetry restoration effectively removes the axion as light degree of freedom. Any isocurvature fluctuations imprinted by inflation are therefore erased (see e.g. [56–59]).
- The field value is randomly selected in each Hubble volume. As the relevant volumes are relatively small today, the cosmological density is given by an average over the random initial values of different Hubble patches and is therefore fixed. A finetuning of the initial value to achieve a smaller density is not possible (see e.g. [60, 57, 59]).
- The random selection leads to large density fluctuations on very small scales that may lead to axion miniclusters (see e.g. [61–64]).
- There can be additional contributions to the density from topological configurations such as axion strings and domain walls (see e.g. [65–69]).

It is therefore important to ask what situation will be realized in a stringy setting. As we will see momentarily the answer is essentially that we will be in the pre-inflationary scenario but also that the question is slightly different from the field theoretic situation.

Our specific axion comes from $C_4$ integrated over a 4-cycle of a type IIB Calabi-Yau orientifold. It is a special case of the more general class of string axions which originate in RR-forms $C_p$ or Kalb-Ramond fields $B_2/B_6$ integrated over some internal cycles of the compact space. For such axions the shift symmetry is not the result of spontaneous symmetry breaking but rather it is non-linearly realized at the fundamental level. Hence the standard question of axion cosmology whether the PQ symmetry is or is not restored after inflation can strictly speaking not be asked.

That said, we can nevertheless ask questions about initial conditions but also on the influence of thermal effects. Let us start with the initial conditions. A first step is to consider whether the axion actually exists at all during inflation. In the model we consider we expect this to be the case. However, more generally, during inflation the moduli, most notably the inflaton, are not
at their minima and therefore the geometry is not necessarily the same as during later phases of the evolution. It is therefore conceivable that the axion does not exist at all, or its properties are different from those at later times. An example of the latter is the possibility to have a different value of the axion decay constant that evolves during inflation and/or reheating to today’s value. In this case the axion would exist during inflation and be subject to questions about initial conditions and isocurvature fluctuations in a similar way as in the pre-inflationary case. However the quantitative answers to these questions could be strongly modified. While we think that this deserves further study, we reiterate that in the simple scenario we are envisioning this is not expected to happen.

A second equally crucial issue is what happens after inflation and reheating when the Universe is in a very hot state. Here, the question is whether there are strong modifications to the axion due to the high temperature\(^5\). In lieu of a full treatment let us ask, a closely related question. Do we expect axionic strings to be present after inflation? We believe that, in most controlled scenarios that we are aware of, the answer is negative. The reason is very simple: With our fundamental forms in 10d come charged objects (various branes of the fundamental string) with a tension of the order of the string scale or above. The 4d axionic string arises from the magnetic dual of our charged object (again some type of brane). It is wrapped on a cycle which is dual to the cycle defining our axion. In non-degenerate geometries, the tension of our 4d axion string will hence be parametrically higher than the string scale. The latter is in general parametrically higher than the KK scale, which in turn is higher than the moduli mass scale. Reheating to a temperature above that scale would destabilize the geometry and is therefore excluded.\(^6\)

## 3 Cosmological constraints

In this section, we use standard cosmological constraints (cf., e.g., [58, 70–73] for detailed studies), i.e. measurements of the dark matter abundance and isocurvature bounds, to set the scene and to obtain restrictions concerning the volume, the decay constant etc. In light of the simple analytical approximations used and the possible presence of $O(1)$ factors, the numbers obtained in the following should be taken as order-of-magnitude estimates and an indication of the different qualitative regimes.

### 3.1 Assuming Standard Cosmology for the Expansion History

**Dark matter abundance**

Having argued in the previous section that we are in a scenario where the axion is present during inflation, any inhomogeneities of the axion field get smoothened out and the initial misalignment

\(^5\)In addition to the thermal production of a (small) number of axions.

\(^6\)Exceptions may arise if the SM model cycle can be realized in the geometric regime in a strongly warped region, as noted before. This could allow for cosmologically relevant axionic strings [69] and also impact the dark radiation problem [35]. However, apart from the model building challenge, one presumable faces a considerable tadpole issue related to such an appropriately large throat [55].
angle $\theta_i$ takes on a single random value in the region that will become today’s Hubble volume. We therefore have the usual misalignment production of axion dark matter $[74–76]$: When the temperature of the Universe reaches a value $T_{\text{osc}}$ such that $H(T_{\text{osc}}) \sim \tilde{m}_a(T_{\text{osc}})$, with $\tilde{m}_a(T)$ being the temperature-dependent axion mass, the axion field starts to oscillate. Assuming a standard cosmological history, this onset of oscillations occurs during radiation domination. As is well known, the axion relic density is given approximately by $[58, 70, 73]$}

$$
\Omega_a h^2 = 0.2 \left( \frac{f_a}{10^{12} \text{GeV}} \right)^{7/6} \theta_i^2,
$$

(3.1)

where the standard relation between $f_a$ and the zero-temperature mass of the axion has been used $[77]$,

$$
m_a \simeq 5.7 \text{ meV} \left( \frac{10^9 \text{GeV}}{f_a} \right).
$$

(3.2)

Obviously, the contribution (3.1) must respect observational constraints on the abundance of dark matter $\Omega_c h^2 = 0.12 [78]$, which implies a bound on $\theta_i$ in terms of $f_a$,

$$
\Omega_a \leq \Omega_c \implies \theta_i \leq 0.8 \left( \frac{10^{12} \text{GeV}}{f_a} \right)^{7/12}.
$$

(3.3)

**Saturating the observed dark matter abundance**

If we want axions to be all of dark matter, $f_a$ also cannot be too small. Indeed, (3.3) suggests that initial angles $\theta_i \sim 1$ are already needed for $f_a \sim 10^{12}$ GeV. As $\theta_i \leq \pi$ this suggests a lower limit on the values of $f_a$ that can yield the required dark matter abundance.

Avoiding significant finetuning we can require $\theta_i \leq 3$. This yields

$$
f_a \gtrsim 1 \times 10^{11} \text{ GeV}
$$

(3.4)

to saturate the DM density.

Allowing for some tuning this can be ameliorated. Using the results of $[71]$, that include also corrections due to the anharmonicity of the potential, the dark matter abundance requires

$$
f_a \gtrsim 10^{10.3} \text{ GeV } \text{ for } H_I \gtrsim 10^4 \text{ GeV}.
$$

(3.5)

Here, the dependence on $H_I$ arises because fluctuations during inflation limit the possible amount of fine-tuning as well as causing excessive isocurvature fluctuations. That being said, in the following we usually only consider the non-finetuned region.

In what follows, we will mostly assume that the QCD axion constitutes all of dark matter, i.e. that the bound (3.3) is saturated.
Isocurvature constraints

Another relevant, observational bound is the one on isocurvature perturbations [57–59, 71]. The latter can arise due to quantum fluctuations of the axion field imprinted during inflation,

\[ \langle \delta a(k) \rangle^2 = \left( \frac{H_I}{2\pi} \right)^2 \frac{2\pi^2}{k^3}, \]  

(3.6)

where \( a \) is the canonically normalised axion field. The power spectrum of the axion density fluctuations is given by

\[ \Delta_a^2 = \left. \left\langle \left( \frac{\delta \rho_a}{\rho_a} \right)^2 \right\rangle \right|_{t_{\text{CMB}}} \approx \left( \frac{\gamma H_I}{\pi f_a \theta_i} \right)^2, \]  

(3.7)

where we use \( \gamma = 2 \) as done in [57]. Planck reports upper bounds at 95% CL for the isocurvature fraction [79]

\[ \beta_{\text{iso}} = \frac{\Delta_a^2(k_*)}{\Delta_R^2(k_*) + \Delta_R^2(k_*)} < 0.038, \]  

(3.8)

where \( k_* = 0.050 \, \text{Mpc}^{-1} \) and \( \Delta_R^2(k_*) \) is the curvature power spectrum amplitude at the scale \( k_* \). The latter is also given by Planck as \( \Delta_R^2(k_*) = (2.101^{+0.031}_{-0.034}) \times 10^{-9} \) at 68% CL [78]. Inserting (3.7) into (3.8), one finds

\[ H_I \lesssim 1.4 \times 10^{-5} f_a \theta_i. \]  

(3.9)

Implications for the string scenario

We are now ready to apply these constraints to our string setup. Combining the value of \( \theta_i \) which is required to saturate the DM abundance (3.3) with the bound from isocurvature constraints (3.9) and using the expression for the volume dependence of the axion scale (2.6), we arrive at a volume dependent constraint for the inflation scale,

\[ H_I < \frac{2 \times 10^9 \, \text{GeV}}{V^{5/24}}. \]  

(3.10)

This implies a very low inflation scale, in particular since the LVS requires \( V \gg 1 \). In consequence this also implies a very low tensor-to-scalar ratio.\(^7\)

\(^{7}\)One might argue, that the bound (3.9) from isocurvature constraints can be loosened or even evaded by considering a scenario where the QCD axion constitutes only a minor fraction of the total DM density. However, this would require that either \( \theta_i \) or \( f_a \) are very small. The former cannot be tuned to arbitrarily low values because the emergence of quantum fluctuations would spoil such a tuning, whereas a smaller \( f_a \) in the LVS context is only achieved by an even larger volume, which would again imply a small inflation scale. We therefore believe that a small \( H_I \) is a general and hardly circumvented feature of a stringy axion. Note also that the relevance of very low-scale string inflation has recently been emphasized in [80], though from a rather different perspective.
the danger of moduli destabilization, whereas if it is much lower, more tuning is in general required. Concretely in the LVS, we then expect

$$H_I^2 \simeq \beta \frac{W_0^2 M_P^2}{\sqrt{3}},$$  \hspace{1cm} (3.11)

where $\beta$ is a model-dependent $O(1)$ parameter. In fact (for more details see Section 5), we will later focus on LVS Kahler or ‘blowup’ inflation, where the above estimate indeed holds.

With that, we can solve (3.10) explicitly for $V$ and obtain an estimation for a lower bound on $V$, which translates into upper bounds on $H_I$ and $f_a$. Moreover, we can estimate a lower bound on $f_a$ by demanding that the axion relic density saturates the DM density without fine-tuning $\theta_i \approx \pi$, that is by saturating (3.3) for $\theta_i \leq 3$. The resulting bounds are given by

$$\frac{\kappa^{24/31}}{31} 1 \times 10^7 \lesssim V \lesssim 9 \times 10^{12},$$  \hspace{1cm} (3.12)

$$\frac{\kappa^{-5/31}}{31} 7 \times 10^7 \text{GeV} \gtrsim H_I \gtrsim 0.1 \text{GeV} \kappa,$$  \hspace{1cm} (3.13)

$$\frac{\kappa^{-12/31}}{31} 9 \times 10^{13} \text{GeV} \gtrsim f_a \gtrsim 1 \times 10^{11} \text{GeV},$$  \hspace{1cm} (3.14)

$$\frac{\kappa^{7/31}}{31} 0.1 \lesssim \theta_i \lesssim 3,$$  \hspace{1cm} (3.15)

where we have defined $\kappa^2 \equiv \beta W_0^2$ and in the penultimate line used (2.6) with the $O(1)$ factor taken to be equal to unity and $\tau_L = 1/(2\alpha_{s,UV}) = 25/2$. Here, the left-hand side corresponds to the bounds from isocurvature constraints and the right-hand side to those from DM saturation. Allowing for some tuning, the upper limit on the volume relaxes slightly, but as already mentioned, eventually this becomes a strict limit due to isocurvature fluctuations.

### 3.2 Assuming Early Matter Domination

It is far from clear that cosmologies following from string models result in a standard expansion history. Indeed string models often feature long-lived moduli that lead to a phase of matter domination$^8$ before decaying to reheat the Universe [16, 81].

**Dark Matter Abundance**

Such an Early Matter Dominated (EMD) phase may have significant impact on the predictions for axion dark matter [70, 72, 73, 81]. In particular, if a modulus $\phi$ decays very late, the axion may begin to oscillate during a phase of matter domination. The modified expansion history leads to a different value of the axion dark matter density and the above analysis changes in this scenario.

---

$^8$These particles may already be produced with low temperature, but their long life-time also allows them to further cool by expansion.
The modified axion relic density is approximately given by [70, 73]^9

\[ \Omega_a h^2 = 6 \times 10^{-5} \left( \frac{f_a}{10^{12} \text{GeV}} \right)^{3/2} \left( \frac{T_{\text{end}}}{10 \text{ MeV}} \right)^2 \theta_i^2, \]

(3.16)

where \( T_{\text{end}} \) is the temperature at which the \( \phi \)-modulus ceases to dominate the energy content of the Universe. Explicitly, it is defined using the modulus decay rate: \( \Gamma_\phi = H(T_{\text{end}}) \). As is commonly done, we will also refer to \( T_{\text{end}} \) as the reheating temperature, \( T_r \equiv T_{\text{end}} \). However, it is important to remember that the SM sector itself thermalizes already much earlier and at a higher temperature [70, 72, 73]^10, based on the energy input from early \( \phi \)-decays. Because of this, one can use the formula for the axion potential valid at temperatures above the QCD phase transition underlying (3.16).

**Isocurvature constraints**

We expect that isocurvature constraints from CMB measurements for the EMD scenario are the same as for a standard cosmology. This is because the observed CMB modes have entered the horizon shortly before (dark) matter-radiation equality or later but long after the EMD phase. They have therefore experienced only a standard cosmological evolution so that (3.9) is still valid if used together with the modified axion relic density (3.16), which we again assume to saturate the DM density, \( \Omega_a h^2 = \Omega_c h^2 = 0.12 \). We obtain

\[ H_I < \frac{1 \times 10^{10} \text{ GeV}}{V^{1/8}} \left( \frac{10 \text{ MeV}}{T_{\text{end}}} \right). \]

(3.17)

As before this implies a relatively low tensor component in the CMB.

**Implications in the string scenario**

Relating (3.17) to the typical order of the LVS potential (3.11), we again obtain a lower bound on \( V \) or, equivalently, upper bounds on \( H_I \) and \( f_a \). In addition we can follow the same logic as above to obtain bounds by demanding that the initial misalignment angle is not finetuned, \( \theta_i \leq 3 \). This

^9 Note that the exact numerical prefactor depends on the number of relativistic degrees of freedom. Here we have used that in the EMD scenario \( T_{\text{osc}} \) is typically still high enough such that \( g_\ast(T_{\text{osc}}) \gtrsim 60 \). For the numerical value of the prefactor we simply use \( g_\ast(T_{\text{osc}}) = 70 \).

^10 Going back to earlier times the temperature actually increases because the energy density of the modulus increases as \( \rho_\phi \sim a^{-3} \), of which a fraction \( \sim \Gamma_\phi/H \sim a^{3/2} \) decays during one Hubble time. Then the energy in SM radiation scales as \( \rho_{\text{SM}} \sim T^4 \sim \rho_\phi \Gamma_\phi/H \sim a^{-3/2} \) such that the temperature is \( T \sim a^{-3/8} \).
where again the left-hand side corresponds to bounds from isocurvature constraints and the right-hand side to DM saturation. We see that for small $T_{\text{end}}$ the window that is given by the above bounds becomes very narrow and, depending on $\kappa$, might even close.

To make this more explicit, we make use of the fact that the reheating temperature is given by the decay of the longest-lived modulus. For the usual case of this being the volume modulus, we have

$$T_r = \left( \frac{90}{g_\ast \pi^2} \right)^{1/4} \sqrt{\Gamma_{\tau_b} M_P},$$

(3.21)

where $\Gamma_{\tau_b}$ is its decay constant and $g_\ast(T)$ the effective number of relativistic degrees of freedom. The decay constant and volume modulus mass are typically given by

$$\Gamma_{\tau_b} \sim \frac{m_{\tau_b}^3}{M_P^2}, \quad m_{\tau_b} \sim \frac{W_0 M_P}{\sqrt{3/2}},$$

(3.22)

where we use simplistic formulae ignoring prefactors that cannot be parametrically small or large and even potential logarithms of the volume. With this, we are ready to re-derive the bounds (3.18) – (3.20) with $T_{\text{end}}$ eliminated. However, it turns out that for the small volume region affected by the isocurvature bound, the reheating temperature (3.21) is usually so large that we are back to the radiation dominated case discussed in Section 3.1. We therefore only give the upper bounds on the volume arising from the requirement of saturating the DM density,

$$V \lesssim 7 \times 10^8 \left( W_0^{4/7} \right),$$

(3.23)

$$H_I \gtrsim 1 \times 10^5 \text{GeV} \left( \beta^{1/2} W_0^{1/7} \right),$$

(3.24)

$$f_a \gtrsim 1 \times 10^{13} \text{GeV} \left( W_0^{-2/7} \right),$$

(3.25)

$$T_r \gtrsim 30 \text{MeV} \left( W_0^{3/14} \right).$$

(3.26)

**Bounds from BBN**

At this point, we make use of the fact that another constraint comes in. In order to not spoil successful BBN, $T_r$ cannot be smaller than $O(1 \text{MeV})$ [82–93]. We can use this together with (3.21)
and (3.22) to derive another upper bound on $V$, which again translates into bounds on $H_I$ and $f_a$,

$$V \lesssim 3 \times 10^9 \left( W_0^{2/3} \right),$$  \hspace{1cm} (3.27)

$$H_I \gtrsim 1 \times 10^4 \text{ GeV} \left( \beta \right)^{1/2},$$  \hspace{1cm} (3.28)

$$f_a \gtrsim 5 \times 10^{12} \text{ GeV} \left( W_0^{-1/3} \right).$$  \hspace{1cm} (3.29)

Note that the above bounds from BBN follow directly from the assumption that the SM is reheated by the volume modulus decay. These bounds are hence independent of the onset of axion oscillations, i.e. they apply to both the standard scenario and the EMD scenario. As a result, they imply a stronger bound than DM saturation in the former scenario but a weaker bound in the latter one.

Let us stress, however, that the assumption of a late-decaying volume modulus that reheats the SM will be challenged in this paper. As we will see in the next section, it is conceivable and perhaps even likely that there exists an additional decay channel, dramatically enhancing the decay rate of the volume modulus and therefore increasing the reheating temperature. In this case the BBN bound will be invalidated or at least strongly modified and the expansion history during the time relevant for axions may be closer to the standard scenario discussed in Section 3.1.

4 Dark Radiation I: An old problem and its new resolution by Higgs-mass-mediated decays

Significant dark radiation abundance is a familiar problem or, more optimistically, a prediction of LVS cosmology [25–37]. It arises in the simplest, sequestered setting because the light volume modulus is the last one to decay. Its $\mathcal{O}(1)$ branching fraction into its own, essentially massless axion is the source of the issue [25, 26]. The dark radiation problem persists in more general LVS implementations [27], including SM-realizations on 7-branes, loop-stabilized cycles or additional flavor branes. Interesting proposals to ameliorate the problem use a sequestered setting with an enhanced decay rate to light scalar superpartners [29] or reheating after fibre inflation together with a large flux on the SM cycle [30]. Unfortunately, the former is not suitable for our purposes since we require a 7-brane SM for our stringy QCD axion realization. The latter is excluded due to the fibre inflation scale being too high.

Using the standard definition of the effective number of neutrino species, the axionic decay of a modulus, $\phi \to aa$, contributes approximately $^{11}$ [25, 26, 37, 94, 95]

$$\Delta N_{\text{eff}} \sim 6.1 \left( \frac{11}{y_s^4} \right)^{1/3} BR(\phi \to aa) \sim 6.1 \left( \frac{11}{y_s^4} \right)^{1/3} \left( \frac{\rho_{\text{DR}}}{\rho_{\text{SM}} + \rho_{\text{DR}}} \right) \bigg|_{T=T_r}. \hspace{1cm} (4.1)$$

This has to be compared with the limits placed by observations of the CMB and large scale structure that usually lie in the [78]

$$\Delta N_{\text{eff}} \lesssim 0.2 - 0.4 \hspace{1cm} (4.2)$$

$^{11}$This formula actually assumes that the energy density in $a$ is subdominant.
region, depending on the data sets used. In the following two subsections, we will first recall how the LVS dark radiation problem usually arises and then show why it is generically avoided in situations with high-scale SUSY breaking.

4.1 Decay of $\tau_b$ to its axion $a_b$

We follow [25, 26] in using the standard no-scale Kahler metric derived from (2.3) and neglecting small-cycle effects. This immediately gives the operators relevant for the decay of $\tau_b$ into its own axion $\theta_b$,

$$\mathcal{L}/M_P^2 \supset \frac{3}{4\tau_b^2} \partial_\mu \tau_b \partial^\mu \tau_b + \frac{3}{4\tau_b^2} \partial_\mu \theta_b \partial^\mu \theta_b.$$  

(4.3)

It is then straightforward to obtain the canonical volume and axion fields, $\phi_b/M_P \equiv \sqrt{3/2 \ln \tau_b}$ and $a_b/M_P = \sqrt{3/2 \theta_b/\langle \tau_b \rangle}$. One then determines the trilinear coupling of the volume fluctuation $\delta \phi_b$ to two axions and hence the decay rate [25, 26]

$$\Gamma_{\phi_b \rightarrow a_b a_b} = \frac{1}{48\pi} \frac{m_{\tau_b}^3}{M_P^2}.$$  

(4.4)

This has to be compared to the decay rate to the Standard Model, which in the simplest (sequestered) setting is dominated by decays to Higgs fields. The latter follow from the appropriately extended Kahler potential

$$K = -3 \ln \left[ T_b + \bar{T}_b + \frac{1}{3} (H_u H_u + H_d H_d + zH_u H_d + h.c.) \right],$$  

(4.5)

where the small cycle has been disregarded. Expanding to leading order in the Giudice-Masiero-type term $zH_u H_d$ one finds an operator which involves the two SUSY Higgs fields $H_{u,d}$, the volume modulus and two derivatives. This induces a decay rate [25, 26]

$$\Gamma_{\tau_b \rightarrow SM} \sim \Gamma_{\tau_b \rightarrow H_u H_d} = \frac{2z^2 m_{\tau_b}^3}{48\pi M_P^2}.$$  

(4.6)

Note that $z = 1$ is a special point distinguished by a shift symmetry in the Higgs sector [96, 97]. It is not understood whether $z \gg 1$ and a corresponding enhancement can be realized. We have given the decay rate above the index ‘SUSY’ since this setting and this $\Gamma$ apply most directly to the case of low-scale supersymmetry. However, this result and in particular the parametric similarity of (4.4) and (4.6) apparently persist in many variations of the simplest setting [27], including SUSY breaking above the scale $m_{\tau_b}$ or additional decays to SM gauge bosons. It is non-trivial to make the prefactor of the SM decay rate larger and, as result, the production of too much dark radiation is widely accepted to be a generic problem.

However, as we will argue next, in the case of a high SUSY breaking scale a different coupling of the volume modulus to the SM Higgs takes over, inducing a parametrically larger decay rate.
4.2 Mass-induced rapid decay of $\tau_b$ to Higgses

The basic idea is that the Higgs mass depends on $\tau_b$, giving rise to a trilinear coupling between volume modulus and two Higgs fields. Naively, one would not hope for a large effect since the Higgs mass squared is small, $|m_H^2| \ll m_{\tau_b}^2$. One then expects the amplitude to be suppressed by $|m_H^2|/m_{\tau_b}^2$ compared to what we found in the last subsection. However, it turns out that the fine-tuning of the Higgs mass, which is usually seen as a problem of high-scale SUSY, is in this case advantageous. Namely, the strength of the mass-induced coupling between Higgs and volume modulus is governed by the untuned, high value that the Higgs mass would naturally have. The actual tuning of the Higgs mass to a small value in the SM vacuum does not diminish this coupling.

To be specific, let us start from the Higgs mass matrix at the KK scale $m_{KK}$ of the SM brane(s). Below this scale, we may use a 4d supersymmetric EFT and run this matrix down to the SUSY breaking scale $m_{3/2}$. In our scenario, the $F$ terms of the Kahler moduli set the scale of SUSY breaking: $m_{3/2}/M_P \sim F_T/T$. In particular, the gaugino masses are comparable to the mass of the gravitino, $m_{1/2} \sim m_{3/2}$. Independently of the details of how the soft Higgs masses arise, it is then guaranteed that at least some of the entries of the Higgs mass matrix are of order $m_{3/2}^2$, possibly suppressed by a loop factor but logarithmically enhanced due to the running. For example, gaugino masses contribute a term $\sim c_{\text{loop}} m_{1/2}^2 \ln(m_{KK}/m_{3/2})$ to the squared soft Higgs masses (see e.g. [100–102] for some of the classic results and [96, 97] for a more recent discussion in the present context).

Now, after running down to the scale $m_{3/2}$, SUSY breaks and the Higgs mass matrix removes one linear combination of the scalars in $H_u$ and $\bar{H}_d$. The mass squared of the remaining (SM) Higgs doublet is then set by the determinant of the Higgs mass matrix, which is fine-tuned to a very small value. According to what was said above, this fine tuning involves the running of some of the entries of the Higgs mass matrix from $m_{KK}$ to $m_{3/2}$. Thus, symbolically we have

$$m_H^2 \sim m_{3/2}^2 \left[ c_0 + c_{\text{loop}} \ln \left( \frac{m_{KK}}{m_{3/2}} \right) \right]$$

and $|m_H^2| \ll m_{3/2}^2$. Since the SM lives on one (or several intersecting) brane-stack(s) wrapping a small cycle of size $O(1-10)$ in string units, we have $m_{KK} \sim M_s \sim M_P \nu^{-1/2}$. Together with $m_{3/2}/M_P \sim W_0/V$, this gives

$$m_H^2 \sim \left( \frac{W_0}{V} \right)^2 \left[ c_0 + c_{\text{loop}} \ln \left( \frac{V^{1/2}}{W_0} \right) \right] M_P^2.$$  

12To be precise, when we specify the phenomenologically interesting volume range in Section 7, it will turn out that for the largest volumes the mass $m_{\tau_b}$ comes dangerously close to $m_H$. One may avoid this situation by assuming $|W_0| > 1$ or one may study this possibly interesting regime in the future. For our present analysis, we mostly assume that $|m_H^2| \ll m_{\tau_b}^2$. We briefly look into lower masses in Section 7.3.

13Note that the masses of gauginos related to non-perturbatively stabilized cycles are suppressed compared to the gravitino mass by a factor $\sim \ln(M_P/m_{3/2}) \sim \ln \nu$ due to a leading-order cancellation of $F$-terms [98]. If however, as in our case, the relevant cycle is stabilized by loop corrections, the cancellation is avoided and the corresponding gaugino has a mass comparable to the gravitino [14, 99].
To determine the coupling between the canonical volume modulus \( \phi_b \) and two Higgs fields, we now recall that \( V \sim \frac{\tau_3}{2} \) and \( \sqrt{3/2} \ln \tau_b = \phi_b / M_P \). We write \( \phi_b = \langle \phi_b \rangle + \delta \phi_b \) and expand \( m^2_H \) to linear order in \( \delta \phi_b \). Due to the fine tuning between \( c_0 \) and the logarithmic term, the effect of expanding the log dominates and we find

\[
\mathcal{L} \supset \sim \left( m^2_{3/2} c_{\text{loop}} \frac{h^2}{2} \frac{V}{2} \right) \frac{\sqrt{3}}{2} \delta \phi_b / M_P \sim m^2_{3/2} c_{\text{loop}} h^2 \delta \phi_b / M_P ,
\]

where \( h \) is the Higgs scalar. Parametrically, the decay width for \( \tau_b \to hh \) decay is then given by

\[
\Gamma_{\phi_b \to hh} \sim \left( m^2_{3/2} c_{\text{loop}} \frac{h^2}{2} \frac{V}{2} \right) \sim \frac{m^2_{3/2} c_{\text{loop}} h^2 \delta \phi_b}{M_P} \sim \left( c_{\text{loop}} \right)^2 m^3_{\tau_b} / M^2_P \sim \Gamma_{\phi_b \to \phi \phi} .
\]

The last relation in (4.10) assumes \( V \gg 1 / c_{\text{loop}} \sim (16 \pi^2) \), implying that the decay of the volume modulus into SM fields is much stronger than into volume axions. The corresponding contribution to dark radiation, \( \Delta N_{\text{eff}} \sim \Gamma_{\phi_b \to \phi \phi} / \Gamma_{\phi_b \to hh} \), is then negligible and the standard dark radiation problem of the LVS is solved.

However, the decay of \( \tau_b \) is now very fast such that the volume modulus may, contrary to what is usually assumed, never get to dominate the total energy density. We need to investigate whether other moduli have longer lifetimes and therefore play a central role for the energy budget, including through their possible decays to axionic dark radiation. In particular, such moduli may be part of concrete realizations of inflation. We will therefore consider possible inflaton sectors and specify a suitable inflation scenario in Section 5 before returning to dark radiation in Section 6.

5 Combining the QCD axion with a suitable inflation model

Our logic has led us to focus on stringy QCD axions in the LVS, and we are hence interested in a consistent cosmological history in this particular framework. The two most popular inflation models in the LVS context are blowup [103] and fibre [104] inflation (see [105] for a review). However, fibre inflation comes with a relatively high inflation scale, hence falling victim to the isocurvature constraints discussed earlier.

Thus, we focus on blowup inflation [103], which in the simplest case requires a volume of the form

\[
V = \tau_b^{3/2} - \gamma_s \tau_s^{3/2} - \gamma I \tau_I^{3/2} .
\]

We see that there are two blowup cycles, the LVS-typical small cycle \( \tau_s \) and the additional inflaton cycle \( \tau_I \). During inflation, \( \tau_I \) is so large that its non-perturbative effects \( \sim \exp(-a_I \tau_I) \) are tiny and slow-roll conditions are obeyed. Eventually, \( \tau_I \) rolls to its minimum, where it is stabilized by the competition of potential terms \( \sim -\exp(-a_I \tau_I) / V^2 \) and \( \sim \exp(-2a_I \tau_I) / V \). It is then on equal footing with \( \tau_s \).

The non-perturbative effects just discussed come either from E3 instantons \( (a_I = 2\pi) \) or gaugino condensation on a stack of \( N \) D7 branes \( (a_I = 2\pi/N) \). The latter case is disfavored since, unless
one appeals to fine-tuning, loop effects then tend to spoil slow-roll. The former possibility also has issues since the vacuum value of the volume,
\[ V \sim \exp(O(1)a_t/g_s), \] (5.2)
tends to become too large at small \( g_s \). However, we take the attitude that \( g_s \) does not have to be extremely small but can instead take ‘smallish’ \( O(1) \) values, as is common in F-theory models.

So far, everything is fine, but of course we need to also implement the QCD axion. Most naively, one might try to stabilize the visible-sector cycle via non-perturbative effects. But this is ruled out since the axion, being the SUSY partner of the corresponding Kahler modulus, would obtain a mass of the same order of magnitude and thus be much too heavy. Instead, we adapt a proposal from Section 4.3 of [16] to our case. Namely, we add a further blowup sector consisting of two small cycles which, when both shrinking to zero volume, produce a codimension-3 singularity. One combination of the two corresponding Kahler moduli is stabilized by D-terms, obtains a high mass and is integrated out. The remaining modulus is stabilized by loop effects [106–109]. We hence denote it by \( \tau_L \) and use from now on the effective volume formula
\[ V = \tau_b^{3/2} - \gamma_s \tau_s^{3/2} - \gamma_I \tau_I^{3/2} - \gamma_L \tau_L^{3/2}. \] (5.3)
The visible sector lives on intersecting branes wrapping the blowup sector governed by \( \tau_L \).

Crucially, perturbative effects and hence the loop potential for \( \tau_L \) respect axionic shift symmetries, so the \( C_4 \)-based QCD axion associated with \( \tau_L \) remains light in this setting. As argued in [16], the part of the loop potential relevant to \( \tau_L \) may plausibly take the form
\[ V_{\text{loop}} = \left( \frac{\mu_1}{\sqrt{\tau_L}} - \frac{\mu_2}{\sqrt{\tau_L} - \mu_3} \right) \frac{W_0^2 M_P^4}{V^3}, \] (5.4)
where the \( \mu_i \) are positive constants. Specifically, \( \mu_1 \) and \( \mu_2 \) depend only on the complex structure moduli and are hence fixed below the flux scale. By contrast, \( \mu_3 \) must scale like the square root of a 4-cycle to conform with the known scaling of such loop corrections. We assume that the geometries of the blowups governed by \( \tau_L \) and \( \tau_s \) are related just in the right way for a term \( \sim 1/(\sqrt{\tau_L} - c\sqrt{\tau_s}) \) to arise. Below the mass scale of \( \tau_s \) we then have a constant \( \mu_3 = c\sqrt{\tau_s} \) and a loop correction as in (5.4). Moreover, if \( c \) is a ‘largish’ \( O(1) \) number and \( \mu_{1,2} \) are similar in magnitude, then \( \tau_L \) is fixed at a size somewhat larger than \( \tau_s \). This is precisely what one would like for the cycles supporting the SM brane stacks. The pseudoscalar \( a_L \) coming with \( \tau_L \) now becomes a suitable QCD axion.

With this, we are ready to study reheating.
6 Dark Radiation II: Problematic Contribution from Early Decays

In Section 4, we have seen that the strong coupling of the volume modulus $\phi_b$ to the Higgs leads to a dramatically increased decay rate:\(^{14}\)

\[
\Gamma_{\phi_b} \sim \frac{c_{\text{loop}}}{\sqrt{2}} \frac{M_P}{V^{2/3}}.
\]  

(6.1)

This is fast enough to call into doubt the standard paradigm by which $\phi_b$, being the lightest modulus, gets to dominate the total energy density and, through its branching ratios, determines the late-time composition of the Universe. Instead, the decay rates and branching ratios of heavier moduli become essential. If they decay more slowly than $\phi_b$, then their decay to $\phi_b$ is followed by an essentially instantaneous decay of $\phi_b$ to Higgses. This is basically equivalent to a direct decay to the SM. As a result, relative late-time abundances are determined by the branching ratios of such heavier moduli to $\phi_b$, to the SM and to other particles.

To analyze such a situation, one needs to specify an inflationary scenario, which we have tried to do in the last section. We will now focus on the subsequent period of reheating, starting with a discussion of the relevant decay rates.

Jumping ahead, let us state right away that the main players will be the inflaton $\phi_I$, the loop-stabilized SM-cycle modulus $\phi_L$ and its partner, the QCD axion $a_L$, as well as the axionic partner $a_b$ of the volume. The inflaton decays to the SM both via $\phi_b$ and $\phi_L$, which has a fast decay rate to the SM as well. In addition, dark radiation arises because $\phi_I$ also decays to $a_b$ and to $a_L$. The latter represents the dominant part of dark radiation, in general leading to a serious dark radiation problem.

We will not discuss the energy possibly deposited in the small cycle modulus $\phi_s$ since its decay rates are, in our simple version of blowup inflation, identical to those of $\phi_I$. It hence suffices to understand the decay chain starting from $\phi_I$. The question to which extent the inflaton axion $a_I$ is excited after inflation and how it decays is an interesting one [110–112]. We do not fully answer it in what follows. However, $a_I$ will clearly tend to decay to other axions such as $a_b$ and $a_L$ at least as fast as $\phi_I$. Thus, a possible significant role of $a_I$ would make the dark radiation problem that we encounter potentially even more severe.

In what follows, we only sketch the derivation of decay rates and present the final results. More detailed calculations can be found in Appendix D.

6.1 Decay rates

6.1.1 The underlying mass hierarchy

First, we discuss the relevant mass hierarchy. It follows from the Kahler potential

\[
K = -2 \ln (V + \xi/2),
\]  

(6.2)

\(^{14}\)Remember that we denote the canonically normalised moduli and axion fields by $\phi_i$ and $a_i$, respectively.
with \( V \) given in (5.3), together with the scalar potential
\[
V = V_{\text{LVS}}^I(\tau_I, \theta_I, V) + V_{\text{loop}}(\tau_L, V). \tag{6.3}
\]
Here \( \xi \sim 1/g_s^{3/2} \) parameterizes the leading \( \alpha' \) correction \([113, 11]\), \( V_{\text{loop}} \) is given in (5.4) and \( V_{\text{LVS}}^I \) is the usual LVS \( F \)-term potential, simplified to serve our present purposes. More precisely, we need this scalar potential near the minimum of \( \tau_I \) such that we may think of \( \tau_I \) as just another small-cycle modulus. In addition, we do not need the \( \tau_s \) dependence, as argued above. Thus, assuming that the relevant part of the superpotential takes the form
\[
W = W_0 + A_I e^{-a_I T_I}, \tag{6.4}
\]
we have
\[
V_{\text{LVS}}^I/M_P^4 = V^{-2} \left[ \frac{8\tau_b^{3/2} \sqrt{\tau_I}}{3\tau_I} a_I^2 |A_I|^2 e^{-2a_I \tau_I} + 4a_I \tau_I e^{-a_I \tau_I} |A_I W_0| \cos (a_I \theta_I) \right] + \frac{3|W_0|^2 \xi}{4V^3}. \tag{6.5}
\]
With this, all relevant masses can be calculated in a straightforward manner (they are of course also well-known in the literature \([11, 12]\)). We summarize them in Table 1. The heaviest fields are the inflaton \( \phi_b \) and its axion \( a_b \), with equal masses due to their supersymmetric, non-perturbative stabilization. The next-lightest field is the loop-stabilized Kahler modulus \( \phi_L \), governing the size of the SM cycle. We emphasize that it is heavier than \( \tau_b \), although the total volume scaling of its mass square is stronger: \( 1/\tau_L^2 V^2 \) for \( \phi_L \) vs. \( 1/V^3 \) for \( \phi_b \). However, we are in a regime where \( V \gg \tau_L^2 \), such that \( \tau_b \) is the lightest Kahler modulus, in spite of its tree-level stabilization. Finally, during the era of reheating both the volume axion \( a_b \) and the QCD axion \( a_L \) are effectively massless.

| Field   | \( m_i^2 \) scaling | \( m_i^2 \) explicit |
|---------|----------------------|----------------------|
| \( \phi_b \) | \( \sim V^{-3} M_P^2 \) | \( -m_{13}m_{22}m_{31} - m_{14}m_{21}m_{33} + m_{11}m_{22}m_{33} \) \( V^{-3} M_P^2 \) |
| \( \phi_I \) | \( a_I^2 \tau_I V^{-2} M_P^2 \) | \( \frac{4|W_0|^2 a_I^2 \tau_I^2}{V^2} M_P^2 \) |
| \( \phi_L \) | \( \sim \tau_L^{-2} V^{-2} M_P^2 \) | \( \frac{W_0^2 (3\tilde{\mu}^3 \mu_3 + \mu_2 \tau_L (-\mu_3 + 3\sqrt{\tau_I}))}{3\tau_L \tilde{\mu}^3 \tau_I^2 V^2} M_P^2 \) |
| \( a_b \) | 0 | 0 |
| \( a_I \) | \( a_I^2 \tau_I V^{-2} M_P^2 \) | \( \frac{4|W_0|^2 a_I^2 \tau_I^2}{V^2} M_P^2 \) |
| \( a_L \) | 0 | 0 |

Table 1: Masses of canonical moduli and axion fields. The parameters \( \tilde{\mu} \) and \( m_{ij} \) are defined below (D.8) and in (D.12) – (D.20).
6.1.2 Decay rate of the inflaton to the volume modulus

Having reviewed the masses, we now turn to the decays. Due to mixing effects, obtaining even the leading order rates is calculationally involved. Therefore, we dedicate the following subsections to a qualitative derivation of the main results. In particular these include that kinetic-term-induced inflaton decays dominate over potential-induced decays, that decay rates to axions and corresponding saxions are equal, and that the decays to the loop-cycle (s)axions and the big-cycle (s)axions are comparable. The reader prepared to take this on trust may jump to our summary of decay rate results in Section 6.1.6 and Table 2.

Let us start with the, perhaps simplest, decay rate of the inflaton – the decay rate to the volume modulus. The relevant Lagrangian terms can be obtained by taking derivatives of the (simplified) Kahler potential

$$K = -2 \ln(\frac{\tau^3}{2} - \gamma \tau^3). \quad (6.6)$$

With this we find the diagonal part of the kinetic lagrangian,

$$\mathcal{L}/M_P^2 \supset \tau b V^2 (\partial \tau b)^2 + \frac{1}{V \sqrt{\tau I}} (\partial \tau I)^2. \quad (6.7)$$

Here we disregard $O(1)$ factors for brevity, referring to the appendix for more precise formulae.

Expanding the first term of (6.7) in leading order in $\delta \tau I$, we find the 3-vertex

$$\mathcal{L}/M_P^2 \supset \frac{\tau b \sqrt{\tau I}}{V^3} \delta \tau I (\partial \tau b)^2. \quad (6.8)$$

Taking care of canonical-normalization factors and replacing $\partial^2$ by $m_{\tau I}^2$, the decay amplitude is estimated as

$$A_{\tau I} \sim \frac{\tau \sqrt{\tau I}}{V^3} \tau b \sqrt{\tau I}^1/4 m_{\tau I}^2 \sim \frac{\tau I}{V} m_{\tau I}^2. \quad (6.9)$$

This gives the rate

$$\Gamma_{\phi I \to \phi b \phi b} \sim \frac{A^2}{m_{\tau I}} \sim \frac{\tau I^3/2}{V^2} \frac{m_{\tau I}^3}{M_P^2} \sim \frac{\tau I^4/5}{V^4} M_P, \quad (6.10)$$

where we have used $m_{\tau I} \sim \tau I/V$. A more precise derivation requires not only keeping all the $O(1)$ factors but also a diagonalization of the kinetic terms and of the mass matrix. These mixing effects modify the result at an $O(1)$ level in many cases. We present the corresponding analysis, following the procedure explained in [114], in our Appendices C and D. Crucially, we extend that analysis to include 3-vertices arising from the higher-order expansion of the kinetic lagrangian, as was just seen in (6.8). In fact, the kinetic-term-induced decays will turn out to be dominant.

Before closing, let us note that in our discussion above as well as in the following subsections we work only at leading order in the logarithmically large quantity $\tau I \sim \tau s \sim \ln V$. Thus, further significant corrections may be expected from an even more precise analysis. However, we believe that what we have done is sufficient to support the qualitative conclusions of this paper.
6.1.3 Dominance of kinetic over potential terms in the decay of the inflaton to the volume modulus

The decay rate of the previous subsection was based on a trilinear term coming from the kinetic lagrangian. Clearly, similar trilinear terms can be derived from the scalar potential. Let us check that their contribution to the decay rate is indeed negligible. In doing so, we will disregard mixing and suppress $O(1)$ factors.

We start by giving the already familiar contribution from the kinetic term in a slightly different form,
\[
\mathcal{L}/M_p^2 \supset \sim (\partial_{\tau_I} K_{jk}) \delta_{\tau_I} \partial_{\tau_j} \partial_{\tau_k} \sim m_{\tau_I}^2 (\partial_{\tau_I} K_{jk}) \delta_{\tau_I} \delta_{\tau_j} \delta_{\tau_k}.
\] (6.11)
Here $\tau_I$ is the inflaton and $\tau_i, \tau_k$ are its decay products. We have also used the substitution $\partial^2 \to m_{\tau_I}^2 \tau_I$, where $m_{\tau_I}$ is the inflaton mass. It can be evaluated as
\[
m_{\tau_I}^2 \sim \frac{\partial_{\tau_I} \partial_{\tau_I} V}{K_{II} M_p^2},
\] (6.12)
where $K_{II}$ corrects for the non-canonical normalization of $\tau_I$.

The competing coupling from the scalar potential reads
\[
\mathcal{L} \supset \sim (\partial_{\tau_I} \partial_{\tau_j} \partial_{\tau_k} V) \delta_{\tau_I} \delta_{\tau_j} \delta_{\tau_k}.
\] (6.13)
To compare the amplitudes resulting from (6.11) and (6.13) we now focus on the big cycle, $\tau_j, \tau_k \to \tau_b$, and make use of the approximate relations
\[
\partial_{\tau_I} \partial_{\tau_I} V \sim a_I^2 V, \quad \partial_{\tau_I} \partial_{\tau_j} \partial_{\tau_k} V \sim \frac{a_I}{\tau_b^2} V, \quad \partial_{\tau_I} K_{bb} \sim \frac{\sqrt{\tau_I}}{\tau_b^{7/2}}, \quad K_{II} \sim \frac{1}{\tau_b^{3/2} \sqrt{\tau_I}}.
\] (6.14)
For the first two relations we used the fact that $V$ depends on $\tau_I$ primarily through $\exp(-a_I \tau_I)$, while its $\tau_b$ dependence is power-like. With this, the ratio of the amplitudes may be estimated as
\[
\frac{A_{\tau_I \to \tau_b}^{\text{kin}}}{A_{\tau_I \to \tau_b}^{\text{pot}}} \sim \frac{m_{\tau_I}^2 M_p^2 (\partial_{\tau_I} K_{bb})}{(\partial_{\tau_I} \partial_{\tau_j} \partial_{\tau_k} V)} \sim \frac{\partial_{\tau_I} \partial_{\tau_I} V \partial_{\tau_I} K_{bb}}{K_{II} (\partial_{\tau_I} \partial_{\tau_j} \partial_{\tau_k} V)} \sim a_I \tau_I \gg 1.
\] (6.15)

6.1.4 Dominance of the kinetic over the potential term in the inflaton decay to the loop modulus

An analysis similar to that of the previous subsection can be performed for the decay $\delta_{\tau_I} \to \delta_{\tau_L} \delta_{\tau_L}$ to the loop-stabilized modulus $\tau_L$, which governs the Standard Model sector. The ratio of kinetic-term- and potential-induced amplitudes follows from the general formula given before after the substitution $\tau_j, \tau_k \to \tau_L$. For the purpose of our estimate, we may disregard $\tau_s$ and work with
\[
K = -2 \ln \mathcal{V}, \quad \mathcal{V} = \frac{\tau_b^{3/2}}{\gamma_{L}^{3/2}} - \frac{\gamma_{L}^{3/2}}{\gamma_{L}^{3/2}} - \gamma_{L}^{3/2}.
\] (6.16)
For the kinetic-term induced decay amplitude, we need
\[ \partial_{\tau_{I}} K_{LL} \sim \frac{\sqrt{\tau_{I}}}{\tau_{b}^{3/2} \tau_{L}}. \]  
(6.17)

For the potential-induced couplings, we report the contributions of the LVS and loop potential, \( V_{\text{LVS}} \) and \( V_{\text{loop}} \), separately.

Concerning the contribution from \( V_{\text{LVS}} \), there is a small complication: \( V_{\text{LVS}} \) is merely a function of \( \tau_{I} \) and \( \tau_{L} \). In other words, \( V_{\text{LVS}} \) possesses an exactly flat direction and this direction corresponds to fluctuations of the ‘loop-stabilized modulus’ \( \tau_{L} \). However, it would be too naive to conclude from this that \( V_{\text{LVS}} \) does not contribute to \( \delta\tau_{I} \rightarrow \delta\tau_{L} \delta\tau_{L} \). Indeed, let us carefully specify the fluctuation associated with the loop modulus: As stated above, the LVS potential takes the form \( V_{\text{LVS}}(\tau_{b}, \tau_{I}, \tau_{L}, \tau_{I}) \). The flat direction is then specified by the two conditions \( \delta\tau_{I} = 0 \) and \( \delta V = 0 \). Using the first condition, the second becomes
\[ \delta V = (\partial_{\tau_{b}} V)\delta\tau_{b} + (\partial_{\tau_{L}} V)\delta\tau_{L} = 0. \]  
(6.18)

Hence, to be aligned with the flat direction at linear order, the variation \( \delta\tau_{L} \) must always be accompanied, at the linear level, by a variation of \( \delta\tau_{b} \),
\[ \delta\tau_{b} = \delta\tau_{b}(\delta\tau_{L}) = \frac{\gamma_{L} \tau_{L}^{1/2}}{\tau_{b}^{1/2}} \delta\tau_{L}. \]  
(6.19)

While this ensures that the corresponding fluctuation of \( V \) vanishes at linear order, at second order a non-zero fluctuation persists,
\[ \delta V(\delta\tau_{L}) = \left( \frac{3\gamma_{L}^{2} \tau_{L}}{8\tau_{b}^{3/2}} - \frac{3\gamma_{L}}{8\tau_{L}^{1/2}} \right) \delta\tau_{L}^{2}. \]  
(6.20)

For \( \tau_{b} \gg \tau_{L} \), this is the same as the naive second-order fluctuation
\[ \frac{1}{2} \frac{\partial^{2} V}{\partial \tau_{L}^{2}} \delta\tau_{L}^{2} = -\frac{3\gamma_{L}}{8\tau_{L}^{1/2}} \delta\tau_{L}^{2}. \]  
(6.21)

Thus, we may proceed by analogy to (6.13), using the 3rd partial derivative of the potential. Naively, we would expect
\[ \partial_{\tau_{I}} \partial_{\tau_{L}} \partial_{\tau_{L}} V_{\text{LVS}} \sim \frac{a_{I}}{\tau_{b}^{3/2} \sqrt{\tau_{L}}} V_{\text{LVS}}. \]  
(6.22)

However, the terms where the \( \tau_{I} \)-derivative acts directly on the two exponential functions \( \sim \partial_{\tau_{I}} \exp(-2a_{I}\tau_{I}) \) and \( \sim \partial_{\tau_{I}} \exp(-a_{I}\tau_{I}) \) cancel. As a result, the leading-order contribution due to the LVS potential suffers a slight further suppression,
\[ \partial_{\tau_{I}} \partial_{\tau_{L}} \partial_{\tau_{L}} V_{\text{LVS}} \sim \frac{\tau_{L}^{3/2} \tau_{I}^{1/2}}{\tau_{b}^{3/2} \tau_{I} \sqrt{\tau_{L}}} V_{\text{LVS}}. \]  
(6.23)
The loop potential manifestly depends of \( \tau_L \), so we do not have to be concerned about small corrections of the loop-modulus direction. The corresponding contribution is simply given by

\[
\partial_{\tau_I} \partial_{\tau_L} \partial_{\tau_L} V_{\text{loop}} \sim \frac{\sqrt{\tau_I}}{\sqrt[3/2]{\tau_L}} V_{\text{loop}}. \quad (6.24)
\]

Since \( V_{\text{LVS}} \sim \tau^{3/2}_L V_{\text{loop}} \), the third-order derivatives of the individual potentials scale like

\[
\frac{\partial_{\tau_I} \partial_{\tau_L} \partial_{\tau_L} V_{\text{LVS}}}{\partial_{\tau_I} \partial_{\tau_L} \partial_{\tau_L} V_{\text{loop}}} \sim \tau^2_L \gg 1. \quad (6.25)
\]

Hence, even though the loop cycle \( \tau_L \) is stabilized by \( V_{\text{loop}} \), the potential decay rate into its modulus is dominated by the \( V_{\text{LVS}} \). Nevertheless, as in the previous subsection, this potential-induced decay amplitude is too small to compete with the kinetic-term effect,

\[
\frac{A_{\text{kin}}^{\tau_I \rightarrow \tau_i \tau_i}}{A_{\text{pot}}^{\tau_I \rightarrow \tau_L \tau_L}} \sim \frac{K_{II} (\partial_{\tau_I} K_{Ii})}{K_{bb} (\partial_{\tau_I} K_{II})} \sim O(1). \quad (6.26)
\]

Before closing, let us also compare the two dominant, kinetic-term-induced decay amplitudes to volume and loop-cycle modulus. This is easily done using (6.11), with the result that they are parametrically the same,

\[
\frac{A_{\text{kin}}^{\tau_I \rightarrow \theta_i \theta_i}}{A_{\text{kin}}^{\tau_I \rightarrow \tau_L \tau_L}} \sim \frac{K_{LL} (\partial_{\tau_I} K_{bb})}{K_{bb} (\partial_{\tau_I} K_{LL})} \sim O(1). \quad (6.27)
\]

Here the factor \( K_{LL}/K_{bb} \) arises from the transformation of \( \delta \tau_b \) and \( \delta \tau_L \) to canonical fields.

A more careful and accurate analysis can be found in the appendices C and D, where we also show that decays of the inflaton into two different decay products are suppressed by powers of \( \tau_b^{-1} \) and hence irrelevant.

### 6.1.5 Equality of decay rates to axion and saxion

We have seen that, in transitions between Kahler moduli, kinetic-term-induced decays dominate over potential-induced decays. For the dominant, kinetic-term-induced rates we can make the following important observation: The decay rate of a certain Kahler modulus into two lighter Kahler moduli is equal to the decay rate of the same Kahler modulus into the two axions associated with these lighter moduli. While this appears natural due to supersymmetry, it is technically not immediately obvious if one considers the explicit amplitudes.

To make our point, focus on the most important case of the decaying inflaton \( \tau_I \). As decay products, consider either the big-cycle modulus \( \tau_b \) or the loop-stabilized modulus \( \tau_L \). Let us refer to them collectively as \( \tau_i \) (with \( i = b \) or \( i = L \)) and to their axions as \( \theta_i \). Thus, we claim that the kinetic-term-induced rates \( \tau_I \rightarrow \tau_i \tau_i \) and \( \tau_I \rightarrow \theta_i \theta_i \) coincide. The relevant trilinear couplings are

\[
\mathcal{L}_{\tau_I \rightarrow \tau_i \tau_i}^{\text{kin}}/M^2_P = \partial_{\tau_I} K_{II} \delta_{\tau_I \tau_i} \partial_{\tau_i} \partial^\mu \tau_i + \partial_{\tau_I} K_{II} \delta_{\tau_i \tau_I} \partial_{\mu} \tau_I \partial^\mu \tau_i + \partial_{\tau_I} K_{II} \delta_{\tau_i \tau_I} \partial_{\mu} \tau_I \partial^\mu \tau_i, \quad (6.28)
\]

\[
\mathcal{L}_{\tau_I \rightarrow \theta_i \theta_i}^{\text{kin}}/M^2_P = \partial_{\tau_I} K_{II} \delta_{\tau_i \theta_i} \partial_{\theta_i} \partial^\mu \theta_i, \quad (6.29)
\]
where no sum over \( i \) is implied. As just noted, the equality of the resulting rates is not obvious since the last two terms of (6.28) arise due to the dependence of the Kahler metric on \( \tau_i \). These terms are missing in (6.29) because, by shift symmetry, no \( \theta_i \)-dependence is possible.

It is, however, straightforward to convince oneself that the decay rates nevertheless agree. To do so, replace the derivatives \( \partial^2 \) by the inflaton mass squared \( m^2 \), making use of the fact that the \( \tau_i \) mass is negligible in this context (cf. (C.24) and the subsequent discussion). This gives

\[
\mathcal{L}_{\tau_I \rightarrow \tau_I \tau_i}^{\text{kin}}/M_P^2 = \frac{m_{\tau_I}^2}{2} (\partial_{\tau_I} K_{ii} \delta \tau_I \delta \tau_i - \partial_{\tau_i} K_{Ii} \delta \tau_I \delta \tau_i - \partial_{\tau_i} K_{ii} \delta \tau_I \delta \tau_i - \partial_{\tau_I} K_{Ii} \delta \tau_i \delta \tau_I) \\
= -\frac{m_{\tau_I}^2}{2} \partial_{\tau_I} K_{ii} \delta \tau_I \delta \tau_i, \quad (6.30)
\]

\[
\mathcal{L}_{\tau_I \rightarrow \theta_i \theta_i}^{\text{kin}}/M_P^2 = \frac{m_{\tau_I}^2}{2} \partial_{\tau_I} K_{ii} \delta \theta_i \delta \theta_i, \quad (6.31)
\]

where we also used the invariance of \( \partial_{\tau_I} K_{jik} \) under permutations of \( i, j \) and \( k \). Now we observe that the kinetic terms of \( \delta \tau_I \) and \( \delta \theta_i \) have the same prefactor, in other words, the corresponding canonical fields arise from an identical rescaling: \( \delta \phi_i \sim \sqrt{K_{ii}} \delta \tau_i \) and \( \delta a_i \sim \sqrt{K_{ii}} \delta \theta_i \). Thus, the amplitudes following from (6.30) and (6.31) differ only by a minus sign, leading to identical decay rates.

In our argument, we have, so far, disregarded the fact that \( \tau_I, \tau_b \) and \( \tau_L \) together with their saxions do not represent the field basis relevant for scattering since neither their kinetic nor their mass terms are precisely diagonal. Concerning the saxions, this is of course easily remedied by a linear field redefinition \( \tilde{\tau}_\alpha \equiv C_{\alpha \beta} \tau_\beta \), where \( \alpha, \beta \) take values in \( \{I, b, L\} \) or in any other set of Kahler moduli. Now, in the present subsection we may treat all fields except \( \tau_I \) and \( \theta_i \) as massless. (Note that the mass for \( \tau_I \) comes from a superpotential term and hence singles out \( \tau_I \) together with its saxion \( \theta_i \).) Thus, we may promote our proposed field redefinition above to the set of complex fields: \( \tilde{\tau}_\alpha + i \tilde{\theta}_\alpha \equiv C_{\alpha \beta} (\tau_\beta + i \theta_\beta) \), still obtaining a diagonal kinetic and mass lagrangian in the new basis. But such a linear coordinate change on the Kahler manifold does not interfere with our earlier analysis leading to (6.30) and (6.31). Thus, our conclusion about equal rates for decays to saxions and axions stands up also in the presence of mixing.

Finally, note that potential-induced decays to axions are irrelevant: The potential of the QCD axion is \( \sim \Lambda^4_{QCD} \), that of the big-cycle axion even smaller. This is negligible in our context. Moreover, decays of the inflaton to its own saxion are kinematically forbidden since their masses are approximately equal. By contrast, the small-cycle axion could be lighter. Indeed, while \( \tau_I \) and \( \tau_s \) are qualitatively equivalent in our minimalist setting, their masses depend on \( \gamma_I, A_I \) and \( \gamma_s, A_s \) respectively. However, without loss of generality we can assume that the inflaton is the lighter of the two. It is then also lighter than the small-cycle axion, preventing any decays \( \tau_I \rightarrow \theta_s \theta_s \).
We summarize the main findings of this section by noting that kinetic decays of the inflaton dominate the potential ones and that their branching ratios into light moduli fields and their respective axions are equal. The results for several decay channels of the inflaton and its axion are summarized in Table 2. To keep the table of manageable size we normalize the decay rates to two suitable channels for the inflaton decay:

\[ \Gamma^1 \equiv \Gamma^\text{kin}_{\phi_I \to \phi_b \phi_b} \approx \frac{3 \gamma_I |W_0|^3 a_I^{3/2} \tau_I^{9/2}}{64 \pi \gamma_L^{1/4} |W_0|^3 M_P}, \]

\[ \Gamma^2 \equiv \Gamma^\text{pot}_{\phi_I \to \phi_L \phi_L} \approx \frac{3 \gamma_I \sqrt{\tau_l} \left[ -3 |W_0|^2 \gamma_L \tilde{\mu}^4 \tau_L^2 + W_0^2 \left( -4 \mu_1 \tilde{\mu}^4 + \mu_2 (\mu_3^2 - 4 \mu_3 \sqrt{\tau_L} + 4 \tau_L) \right) \right]^{1/2}}{64 \pi \gamma_L^{1/4} |W_0|^3 a_I^{3/4} \tau_L^{3/4} \gamma_I^{1/4}} M_P. \]

Note that \( \Gamma^1 / \Gamma^2 \sim a_I^4 \tau_I^4 \sim (\ln \mathcal{V})^4 \gg 1. \)

### 6.2 The Dark radiation problem re-emerges

As we can see from Table 2 all these decay rates are much smaller than those for the rapid decays of the volume modulus \( \phi_b \) into Higgses discussed in Section 4.2. We are therefore in a situation that
after inflation the inflaton itself is the longest-lived modulus\textsuperscript{15} and therefore its decays determine the composition of the energy density into Standard Model parts and those in dark radiation.

Based on Table 2 and taking into account subsequent decays of $\phi_L$ and $\phi_b$ into Standard Model particles, we find for the branching ratios

$$BR(\phi_I \rightarrow \text{DR}) \approx BR(\phi_I \rightarrow \text{SM}).$$

Using the formula (4.1) for the effective numbers of neutrino species, we then have

$$\Delta N_{\text{eff}} \approx 1.5 \left( \frac{100}{g_*^4 g_*^3} \right)^{1/3},$$

a values that is in tension with the observational bound (4.2). Thus the dark radiation problem re-emerges.

One may wonder whether the direct coupling of $\tau_I$ to the Higgs can rescue us, in analogy to what happened with the enhanced $\tau_b$ decay of Section 4.2. To understand this, recall how the relevant decay amplitude of $\tau_b$ arose from (4.8): The fluctuation of the canonical field $\phi_b$ induces a fluctuation of the $\ln V$ term in that equation, which is described by the simple relation

$$\delta \ln V \sim \delta \phi_b / M_P.$$ \hspace{1cm} (6.36)

The fluctuation of $\phi_I$ analogously induces a fluctuation of $\ln V$, with the relevant relation this time being

$$\delta \ln V \sim \delta \ln(\tau_b^{3/2} - \gamma_I \tau_I^{3/2}) \sim \left( \sqrt{\tau_I / V} \right) \delta \tau_I \sim \left( \frac{\tau_I^{3/4}}{\sqrt{V}} \right) \delta \phi_I / M_P.$$ \hspace{1cm} (6.37)

Comparing (6.36) and (6.37), we see that the amplitude squared for the decay of $\phi_I$ to two Higgs fields is suppressed by a factor $\tau_I^{3/2} / V$ relative to the corresponding amplitude squared for $\phi_b$. In the ratio of decay rates, a further suppression factor $m_{\tau_i} / m_{\tau_I} \sim 1 / (\tau_I \sqrt{V})$ comes in. Thus, on the basis of (6.1) we conclude that

$$\Gamma_{\phi_I \rightarrow hh} \sim c_{\text{loop}}^2 \frac{\sqrt{\tau_I}}{V^4} M_P.$$ \hspace{1cm} (6.38)

Compared with the kinetic-term-induced decay rate of the inflaton to $a_L$, this rate is down by $c_{\text{loop}}^2 / \tau_I^{2.5}$. Thus, it is too small to avoid the dark radiation problem.

7 Resulting axion dark matter cosmology

The discussion of the previous sections suggests a significantly changed cosmological scenario. It still features a long-lived modulus, but this is now the inflaton $\phi_I$ and not the volume modulus. In the following we want to briefly collect the main results for the relevant axion phenomenology and cosmology. For the sake of simplicity and concreteness, we will ignore some of the $\mathcal{O}(1)$ parameters

\textsuperscript{15}The decay of the loop cycle modulus is much faster $\Gamma_{\phi_L} / \Gamma_{\phi_I} \sim V^2$.\n
28
by fixing them to unity. The more general analysis including the dependence on these parameters is sketched in Appendix E. We will also again make use of the approximate analytical formulae of [70, 73] to obtain order-of-magnitude estimates for the most important quantities.

As already discussed in Section 3 the axion dark matter abundance depends significantly on whether the axion starts its oscillations before or after reheating. The crucial ingredient that determines the reheating temperature is the decay rate of the longest-lived modulus, which we now have identified to be the inflaton $\phi_I$. Its decay rate is given in Table 2. Choosing $\gamma_I = 1$, $a_I = 2\pi$, $W_0 = 1$ and $a_I/\tau_I \approx \log(V/W_0)$ (cf. (C.6)), we have

$$\Gamma_{I,\text{tot}} \approx 10 \Gamma_1 \sim 9 \cdot 10^{-3} \times V^{-4} (\log V)^{9/2} M_P. \quad (7.1)$$

For the expressions of $f_a$ and $H_I$ we use (2.6) and (3.11) respectively,

$$f_a = \frac{M_P}{\sqrt{2\pi \tau_L^{1/4} \sqrt{V}}}, \quad H_I = \frac{M_P}{\sqrt[3]{V}}. \quad (7.2)$$

Here $\tau_L = 1/(2\alpha_s,UV) = 25/2$ and we have set the $O(1)$ prefactor and $\beta W_0^2$ to unity.

The decay rate of (7.1) is still slow enough that we expect $\phi_I$ to become non-relativistic and to dominate the Universe before it decays. Then $\phi_I$ reheats the Universe to a temperature

$$T_R \sim \left(\frac{g_* \pi^2}{90}\right)^{-1/4} \sqrt{\Gamma_{I,\text{tot}} M_P} \sim 1 \text{ GeV} \left(\frac{g_*}{80}\right)^{-1/4} \left(\frac{1.3 \times 10^{10}}{V}\right)^2 \left(\frac{\log(V)}{\log(1.3 \times 10^{10})}\right)^{9/4}. \quad (7.3)$$

In the following, we want to assess the phenomenological consequences of two different scenarios: One is characterized by a high reheating temperature implying that the axion starts oscillating only after reheating during a radiation-dominated Universe, whereas the other scenario describes a low reheating temperature where the axion starts oscillating already before reheating during a period of early matter domination.

The calculation in the next two subsections follows essentially the same steps as in equivalent subsections of Section 3.

### 7.1 High reheating temperatures, standard radiation-dominated cosmology

Using the results of [70, 73] we know that for a reheating temperature

$$T_R \gg 1 \text{ GeV} \quad (7.4)$$

the axion indeed starts oscillating in a radiation dominated phase, and hence follows a more or less standard cosmology. From (7.3) we can see that being in this regime requires the volume not to be too large and thus provides us an upper boundary for $V$.

If the axions constitute all of dark matter, we also need to avoid excessive isocurvature fluctuations. This requires the Hubble scale of inflation not to be too large and accordingly the volume should not be too small, which yields a lower bound on $V$. 29
Combining the two requirements and using the relevant equations of Section 3.1 to translate them into bounds on the other parameters, we have

\begin{align}
1 \times 10^7 & \lesssim V \lesssim 1 \times 10^{10}, \\
9 \times 10^{13} \text{GeV} & \gtrsim f_a \gtrsim 3 \times 10^{12} \text{GeV}, \\
6 \times 10^{-8} \text{eV} & \lesssim m_a \lesssim 2 \times 10^{-6} \text{eV}, \\
6 \times 10^5 \text{GeV} & \gtrsim T_R \gtrsim 1 \text{GeV}, \\
7 \times 10^7 \text{GeV} & \gtrsim H_I \gtrsim 2 \times 10^3 \text{GeV}, \\
0.1 & \lesssim \theta_i \lesssim 0.4.
\end{align}

(7.5)

(7.6)

(7.7)

(7.8)

(7.9)

(7.10)

Here the constraints on the left-hand side arise due to isocurvature fluctuations. The right-hand side is the requirement for being in the regime of high reheating temperature. It does therefore not represent an actual limit.

### 7.2 Low reheating temperatures, axion starts oscillating during a matter-dominated phase

Let us now turn to lower temperatures, for which the axion starts oscillating already during the $\phi_I$-dominated phase where the equation of state is matter-like.

The dark matter density is then given by (3.16) (adapted from [70, 73]). For (3.16) to be applicable the reheating temperature needs to be sufficiently low, which is why we consider

\[ T_R \ll 300 \text{ MeV}. \]

(7.11)

Analogously to before, being in this regime of low temperature implies a lower boundary on the volume. Moreover, requiring that the axion constitutes all of dark matter for an initial misalignment angle that is not tuned large, $\theta_i \leq 3$, provides an upper bound on $V$. Using the relevant equations in Section 3.2, we then find

\begin{align}
2 \times 10^{10} & \lesssim V \lesssim 5 \times 10^{10}, \\
2 \times 10^{12} \text{GeV} & \gtrsim f_a \gtrsim 1 \times 10^{12} \text{GeV}, \\
3 \times 10^{-6} \text{eV} & \lesssim m_a \lesssim 4 \times 10^{-6} \text{eV}, \\
300 \text{ MeV} & \gtrsim T_R \gtrsim 100 \text{ MeV}, \\
600 \text{ GeV} & \gtrsim H_I \gtrsim 200 \text{ GeV}, \\
0.9 & \lesssim \theta_i \lesssim 3.
\end{align}

(7.12)

(7.13)

(7.14)

(7.15)

(7.16)

(7.17)

Similarly to the previous case, the constraints on the left-hand side arise from requiring that the approximation of low $T_R$ is valid, whereas the right-hand side arises from the requirement of a sufficiently large dark matter density without too much tuning of $\theta_i$. 
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7.3 Low mass of the volume modulus

In the above we have assumed that the volume modulus decays rapidly into Higgses. Let us briefly check whether this is always the case, i.e. whether $m_b > 2m_h$, and what happens if this condition is violated.

Naively applying the simple estimate (3.22) at the lower temperature boundary of the high reheating temperature case the volume modulus has a mass

$$m_b \sim 1700 \text{GeV}. \quad (7.18)$$

While this indicates that the volume modulus is still sufficiently heavy that it can decay into Higgses, its mass is nevertheless relatively close to the threshold. In the low reheating temperature region the situation is even more uncertain: For the largest volumes we have

$$m_b \sim 200 \text{GeV}. \quad (7.19)$$

This is just of the order of twice the Higgs mass. Therefore, in this region the rapid decay into Higgses is questionable. In this case the volume modulus may again start to play a significant role. Moreover, it is crucial to remember that (3.22) is at best a rough estimate and it is far from given that $W_0 = 1$. Let us therefore at least briefly comment on what happens if the mass is close to or even below the two Higgs threshold.

For this let us first note that the trilinear term (4.9) responsible for the decay into two Higgses, is essentially a linear Higgs portal term (cf., e.g., [115] and references therein for investigations of this). Due to electroweak symmetry breaking, this term therefore leads to a mixing between the Higgs and the volume modulus,

$$\tan(\vartheta) \sim \begin{cases} c_{\text{loop}} \frac{m^2_{1/2}}{M_P^2} V & \text{for } m_{\tau_b} \gg m_H \\ 1 & \text{for } m_{\tau_b} \approx m_H \\ c_{\text{loop}} \frac{m^2_{1/2}}{M_P^2} V^{2-2} & \text{for } m_{\tau_b} \ll m_H \end{cases} \quad (7.20)$$

Note that in the intermediate region we have a resonance which allows for $O(1)$ mixing.

Well below the threshold $m_{\tau_b} \ll 2m_H$ we therefore expect

$$\Gamma_{\phi_b} \sim \Gamma_H(m_{\tau_b}) \sin^2(\vartheta) \sim 10^{-16} \left( \frac{c_{\text{loop}}}{1/100} \right)^2 \left( \frac{10^{11}}{V} \right)^4 \Gamma_H(m_{\tau_b}(V)), \quad (7.21)$$

where $\Gamma_H(m_{\tau_b})$ is the decay rate which the SM Higgs would have if its mass were equal to $m_{\tau_b}$. One can convince oneself that, at our level of precision, this is the right quantity to consider for estimating the decay rate of a light state whose decay is dominated by its mixing with the Higgs.

We also have to account for the fact that the volume moduli are produced relativistically from the decays of the much heavier inflaton. The typical $\gamma$ factor is given by

$$\gamma_{\text{typ}} \sim \frac{m_{\tau_I}}{m_{\tau_b}} \sim V^{1/2}. \quad (7.22)$$
This implies a typical decay time

\[ t_{\text{typ}} \sim \frac{\gamma_{\text{typ}}}{\Gamma_{\phi_b}} \sim 1 \text{ s} \left( \frac{1/100}{\c_{\text{loop}}} \right)^2 \left( \frac{\mathcal{V}}{10^{11}} \right)^{4.5} \left( \frac{\Gamma_H(50 \text{ GeV})}{\Gamma_H(m_{\gamma_b}(V))} \right), \]  

(7.23)

where we have used $\Gamma_H(50 \text{ GeV}) \sim 1.5 \text{ MeV}$ from [116]. Hence, if the mass of the volume modulus is suppressed by a modest factor of $2m_H/(50 \text{ GeV}) \sim 1/5$ we are already in danger of spoiling BBN due to late decays of the volume modulus.

In addition to the cosmology discussed here, it may also be interesting to study experimental probes of Higgs mixing, cf., e.g. [117, 115].

8 Discussion and Conclusions

To fully describe the cosmology of axions in a stringy setup, we not only need to realize a QCD axion, but also have a model that at the same time allows for a description of important events in the cosmological history, in particular inflation and the subsequent reheating. Additional information may arise from taking into account electroweak symmetry breaking and the resulting couplings to the Standard Model Higgs.

As is well known the QCD axion can be realized in the Large Volume Scenario. Insisting on an acceptable cosmology with QCD axion dark matter imposes a strong constraint not only on the axion, but also on inflation. As simple stringy scenarios favor a situation where the axion is already present during inflation, isocurvature constraints require a rather low scale of inflation, leading us to use blowup inflation.

The Large Volume Scenario generically features moduli with couplings that are suppressed by powers of the large volume. These moduli are then long-lived and thus become non-relativistic, typically leading to a matter dominated phase in the cosmological evolution. Standard Cosmology, with its early radiation dominated phase only starts with the decay of the last of these moduli.

Up to now the leading candidate for the longest-lived modulus was the volume modulus, with its decay to axions leading to the usual problem of excessive amounts of dark radiation. However, taking into account the volume dependence of the gaugino loop corrections to the Higgs potential, we find that the resulting couplings of the Higgs to the volume modulus lead to fast decays of the volume modulus to Standard Model Higgses. A priori this solves the original dark radiation problem.

At this point, however, we may want to take the next step and also include a model of inflation. In the context of string moduli inflation, the obvious candidates are blowup and fibre inflation. As already mentioned, taking account of isocurvature constraints from axion dark matter guides us to a lower inflation scale and hence, blowup inflation. In this model it is then the inflaton that features the longest lifetime. Its decay to axions, unfortunately, again leads to an amount of dark
radiation that is in tension with observations. In this sense the dark radiation hydra raises another one of its ugly heads.

At this point let us note that the viable volume range we found is only marginally consistent with the constraints on the volume derived from the CMB normalization of Kahler inflation in [103]. This is not surprising since, for the upper end of our volume range, $H_I$ is exceptionally low and the potential must then be very flat indeed to account for the observed scalar perturbations. While in Kahler inflation exponential flatness arises by construction, one would presumably need to invoke fine-tuning (maybe including more than one instanton or the interplay with a loop effect) to make the extremely large $\mathcal{V}$ regime phenomenologically viable.

That said we stress the dark radiation conundrum is now, too, due to the inflationary sector. Therefore, it appears promising to look for a more suitable implementation of inflation. Generally, all models where the inflationary sector is sequestered from the Standard Model are likely to have the same problem: Any particle responsible for reheating and with only feeble interactions with the Standard Model is expected to deposit a significant amount of energy in light axionic fields. For example, this may happen because both the saxion and axion kinetic terms have similar couplings to the last decaying field, as discussed in our blowup scenario.

Therefore, a more promising direction seems to be an inflationary sector directly coupled to the Standard Model, e.g. some form of hybrid inflation [118–121] (see [122–125] for some stringy attempts). In such a setup any direct decays to axions may be overwhelmed by those into the Standard Model. In general, one would be worried about even a relatively small branching fraction into a long-lived volume modulus that comes to dominate the Universe before decaying into axions and Standard Model fields. This could produce too much dark radiation even in our favourable scenario of Standard-Model-related inflation. Fortunately, the rapid decay of the volume into Higgses removes this issue, thereby freeing up room for a successful implementation of such a cosmology. Having such a concrete implementation of inflation without generating too much dark radiation in a consistent setup is likely to give significant constraints on axion phenomenology, thereby providing a focus for experimental searches. Thus, one of our main results is the following challenge to string phenomenology: It is important to identify constructions with a viable QCD axion, a Standard-Model-related inflaton, and a low inflation scale, as well as to derive their observational implications.
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Appendix

A Realizing small $f_a$

A.1 Small $f_a$ in type II in general

A $p$-form-derived axion $\phi$ may be defined as

$$C_p(x, y) = \phi(x) \omega_p(y),$$ (A.1)

where $C_p$ is one of the RR forms of type II string theory and $\omega_p$ a harmonic $p$-form on the compact space $X$. The coordinates $(x^\mu, y^m)$ parameterise $\mathbb{R}^{1,3} \times X$. We follow the conventions of [7], setting in addition $l_s \equiv 2\pi \sqrt{\alpha'} = 1$. The coupling to euclidean brane instantons on a cycle $\Sigma$ then reads

$$S \supset 2\pi \int_\Sigma C_p = 2\pi \phi \int_\Sigma \omega_p,$$ (A.2)

with $\phi \equiv \phi + 1$ if $\omega_p$ is chosen integral. The part of the 10d lagrangian relevant for the size of $f_a$ is

$$S \supset 2\pi \int d^4x d^6y \sqrt{-g} \left\{ \frac{1}{g_s^2} R_{10} - \frac{1}{2(p + 1)} |dC_p|^2 \right\}.$$ (A.3)

Ignoring $O(1)$ constants, one reads off

$$f_a^2 \frac{s}{M_P^2} \sim \frac{g_s^2}{V_s} \int_X \omega_p \wedge * \omega_p \sim \frac{g_s^2}{V_s} \int_X d^6y \sqrt{-g} (\omega_p)_{m_1 \ldots m_p} (\omega_p)_{n_1 \ldots n_p} g^{m_1 n_1} \ldots g^{m_p n_p},$$ (A.4)

where $V_s$ is the Calabi-Yau volume in units of $l_s$.

To estimate the smallest achievable $f_a$, let us assume that $\omega_p$ has support only in a tubular neighbourhood of $\Sigma$ with diameter $R$. Let $\Sigma$ have typical size $L$. The integral in (A.4) evaluated with only $\sqrt{-g}$ in the integrand would then be $\sim L^p R^{6-p}$. But in addition there are the inverse metric factors which, assuming that $\omega_p$ is directed primarily parallel to $\Sigma$, give a factor $\sim 1/L^{2p}$. This results in

$$f_a^2 \frac{s}{M_P^2} \sim \frac{g_s^2}{V_s} \frac{R^{6-p}}{L^p}. \tag{A.5}$$

Next, we should include the constraint that the QCD gauge coupling at the string scale is in general small. Together with $g_s$, this sets the volume of the corresponding brane stack. Most naturally, the relevant minimal-volume cycle is identical to $\Sigma$, such that the brane instantons discussed above are actually the UV cousins of our SM QCD instantons.\footnote{We cannot rule out models where this identification is broken. For example, this could be because there are different homologically equivalent cycles which are locally minimal-volume or because QCD arises as the diagonal subgroup of several $SU(3)$s. But we do not see an immediate way to make use of this to lower $f_a$ parametrically below our estimate.} The familiar form of the DBI action then
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implies $\alpha_{s,UV} \sim g_s/L$ and hence (setting also $R \sim 1$),

$$f_{a,\text{min}}^2 \frac{M_P^2}{M_P^2} \sim g_s \alpha_{s,UV} \sim \frac{\alpha_{s,UV}}{\sqrt{g_s}} \frac{1}{V} \quad \text{or} \quad f_{a,\text{min}}^2 \frac{M_P^2}{M_P^2} \sim \frac{\alpha_{s,UV}}{V} .$$

(A.6)

Here $V = V_s/g_s^{3/2}$ is the CY volume in the 10d Einstein frame and, in the last expression, we have chosen $g_s \sim 1$, which is optimal in our context.

### A.2 Small $f_a$ in the LVS

In the previous subsection, we have argued how the decay constant of the QCD axion scales in type-II models in general. Let us specify this behavior, displayed in (A.6), for the LVS with the SM realized on a small blowup cycle $\tau_L$. In the simplest case, where the $SU(3)$ brane stack directly wraps this cycle, we have $\alpha_{s,UV}^{-1} = 2\tau_L$. Here the index “L” is chosen because this cycle has to be stabilized by loop effects. The kinetic terms for the axions are

$$L/M_P^2 \supset K_{ij} \partial_\mu \theta_i \partial^\mu \theta_j ,$$

(A.7)

and their periodicity is set by $\theta_i = \theta_i + 1$. After a rotation to a diagonal basis $\theta'_i$, we obtain for the QCD axion $\theta'_L$

$$L/M_P^2 \supset \lambda_L \partial_\mu \theta'_L \partial^\mu \theta'_L ,$$

(A.8)

where $\lambda_L$ is the appropriate eigenvalue of $K_{ij}$. The canonically normalized axion $a_L/M_P \equiv \sqrt{2\lambda_L}\theta'_L$ then obeys $a_L = a_L + \sqrt{2\lambda_L}M_P$. From this, we can read off the axion decay constant (see also [126] and refs. therein)

$$f_{a_L} = \frac{\sqrt{2\lambda_L}M_P}{2\pi} .$$

(A.9)

Since in the LVS we have $V \gg 1$, the Kahler metric is almost diagonal such that $\lambda_L \simeq K_{LL} = 3\gamma_L/8V\sqrt{\tau_L}$ (cf. (D.2)). With that we obtain

$$f_{a_L}^2 \frac{M_P^2}{M_P^2} \sim \frac{3\gamma_L}{16\pi^2 V\sqrt{\tau_L}V} ,$$

(A.10)

consistently with our lower-bound estimate in (A.6). (In fact, (A.10) scales as $\sqrt{\alpha_{s,UV}/V}$ and is hence slightly larger than (A.6). This is not surprising since we made the most optimistic assumptions about the relevant harmonic form in Appendix A.1 to make $f_a$ as small as possible.)

### B Decays of $\tau_L$

Decay rates of the modulus $\tau_L$, which governs the SM gauge couplings, could be obtained by a detailed calculation, analogous to that presented below for $\tau_I$. However, for our purposes a
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17The detailed model building will in general involve several Kahler moduli with their ratios fixed by gauge fluxes, leading to $O(1)$ correction factors.
shortcut suffices: Since $\tau_L$ is a (relatively small) blowup cycle, we may analyze the physics in terms of the limit where the large volume decouples, $V^{1/6} \gg \{\text{all local length scales}\}$. Then the coefficient of the operator $\phi_L F^2$, with $F_{\mu\nu}$ the SM field strengths, is of the order of the inverse local mass scale, i.e. the string scale $M_s$, on dimensional grounds. This gives a decay rate to SM gauge bosons

$$\Gamma_{\phi_L \rightarrow AA} \sim m^3_{\phi_L} / M_s^2 \sim M_P / V^2. \quad (B.1)$$

Here in the first step $m^3_{\phi_L}$ appears for dimensional reasons and we then used that $m_{\phi_L} \sim M_P / \sqrt{V}$ and $M_s \sim M_P / \sqrt{V}$. This is so much faster than all the inflaton decay rates, which are $\sim M_P / V^4$, that we may leave it at this very rough estimate.

We need to check whether a significant axion energy density is created while $\tau_L$ reheats the SM as above. Both the decay to gauge bosons and to axions arise through the $\tau_L$ dependence of the respective kinetic terms:

$$L \supset \sim \tau_L \text{tr} F_{\mu\nu} F^{\mu\nu} \quad \text{and} \quad L \supset \sim \frac{1}{V \sqrt{\tau_L}} (\partial_\mu a_L)(\partial^\mu a_L). \quad (B.2)$$

This follows from the standard DBI action and the Kahler potential $-2 \ln V$ together with (5.3). Now, since the decay originates from the fluctuation $\tau_L \sim \langle \tau_L \rangle + \delta \tau_L$, it is clear that the amplitude for the rate to gauge bosons is enhanced by a factor 2 due to the higher-power of $\tau_L$ in (B.2),

$$A_{\phi_L \rightarrow AA} / A_{\phi_L \rightarrow a_L a_L} = 2. \quad (B.3)$$

Taking into account that each gauge boson has two polarizations and the $N_g$ active gauge bosons (with $N_g$ at least $1 + 3 + 8 = 12$), we have

$$\Gamma_{\phi_L \rightarrow AA} / \Gamma_{\phi_L \rightarrow a_L a_L} = 8N_g \gg 1. \quad (B.4)$$

In summary, $\phi_L$ decays for our purposes instantaneously and without aggravating the dark radiation problem.

C Dynamics of the two-moduli system $\tau_b$ and $\tau_I$

In this section, we estimate the decay rates of the inflaton and its axion into the volume modulus and its respective axion. This analysis represents a significant simplification relative to the realistic case, which must include the loop-stabilized modulus $\tau_L$ as well as one (or several) small cycles $\tau_{s,i}$. The latter are needed to keep the volume stabilized during inflation. A more general treatment, including $\tau_L$, is presented in Appendix D. The presentation of the 2-moduli case in the present appendix serves merely to build intuition and to allow the interested reader to start with a very similar but less complex analysis. The fact that we disregard additional small cycles $\tau_{s,i}$ introduces only a negligible error, as we explain below. Our analysis follows the procedure of [114], adapted to our purposes: We expand the $F$-term potential $V$ and (going beyond [114]) also the Kahler
potential up to third order in $\tau_b$ and $\tau_I$ about their respective vacuum expectation values, denoted by $\langle \cdot \rangle$. This provides us with the (mixed) kinetic and mass terms as well as trilinear couplings. We then diagonalize and canonically normalize all dynamical fields so that we can read off the coupling strengths and hence obtain the decay rates. Note that in what follows we set $M_F = 1$ for brevity.

### C.1 Basic definitions

We consider the following volume and Kahler potential:

$$
V = \tau_b^{3/2} - \gamma_I \tau_I^{3/2}, \quad K = -2 \ln \left( \frac{V}{2} \right) - \ln(S + \bar{S}) + K_{cs},
$$

(C.1)

where $S$ is the axio-dilaton, $K_{cs}$ depends on the complex-structure moduli and we have absorbed a factor $g_s^{-3/2}$ into $\xi$. This gives the leading-order Kahler-moduli Kahler metric and its inverse

$$
K_{ij} = \frac{\partial^2 K}{\partial T_i \partial T_j} \approx \begin{pmatrix}
\frac{3}{4\tau_b} & -\frac{9\gamma_I \sqrt{\tau_I}}{8\tau_b^{3/2}} \\
-\frac{9\gamma_I \sqrt{\tau_I}}{8\tau_b^{3/2}} & \frac{3\gamma_I}{2\sqrt{\tau_I}}
\end{pmatrix}, \quad (K^{-1})^{ij} \approx \begin{pmatrix}
\frac{4\tau_b^3}{3} & \frac{4\gamma_I \tau_I}{3\tau_I} \\
\frac{4\gamma_I \tau_I}{3\tau_I} & \frac{8\tau_b^{3/2}}{2\sqrt{\tau_I}}
\end{pmatrix},
$$

(C.2)

where $T_i = \tau_i + i\theta_i$ with $i \in \{b, I\}$. The superpotential, corrected by the non-perturbative term due to D3-brane instantons, reads

$$
W = W_0 + A_I e^{-a_I T_I},
$$

(C.3)

with $a_I = 2\pi$.\(^1\) Since $S$ and the complex structure moduli are fixed by fluxes, the contribution $-\ln(S + \bar{S}) + K_{cs}$ in (C.1) represents merely a constant. We absorb this constant into a redefinition of $A_I$ and $W_0$.

The non-perturbative correction to the LVS potential with one small, non-perturbatively stabilised cycle is given by [11, 12] (see also [10]),

$$
V_{\text{LVS}} = e^K \left[ (K^{-1})^{22} a_I^2 |A_I|^2 e^{-2a_I \tau_I} + 2a_I \tau_I \left( A_I \bar{W}_0 e^{-a_I T_I} + \bar{A}_I W_0 e^{-a_I T_I} \right) \right].
$$

(C.4)

Restoring the explicit axion dependence in $T_I$ and absorbing the constant phases $\arg W_0$ and $\arg A_I$ into a redefinition of $\theta_I$, we arrive at

$$
V_{\text{LVS}} = V^{-2} \left[ \frac{8\tau_b^{3/2}}{3\gamma_I} a_I^2 |A_I|^2 e^{-2a_I \tau_I} + 4a_I \tau_I e^{-a_I \tau_I} |A_I W_0| \cos(a_I \theta_I) \right] + \frac{3|W_0|^2 \xi}{4\gamma_I},
$$

(C.5)

where we have used the explicit formula for $(K^{-1})^{22}$ from (C.2) and approximated the Kahler potential as $K \approx -2 \ln V$. We have also added the contribution induced by the $\alpha'$-corrections to $K$.

\(^1\) Obviously, in the full system, there are also corrections due to instantons on the other small cycles $\tau_{s,i}$. However, the resulting $F$-term potential consists of merely a sum of terms analogous to (C.4) over all $\tau_{s,i}$. These additional terms are irrelevant for the decays of the inflaton and its axion. This is because decays into $\tau_b$ and $\tau_L$ via these terms are highly suppressed whereas decays into the $\tau_{s,i}$ themselves are kinematically forbidden.
This represents the total potential that we use for our analysis in this section. As is well known, the minimum of this potential is defined by the following equations \([11]\),

\[
\xi = 2\gamma_I \langle \tau_I \rangle^{3/2}, \quad e^{\kappa_I \langle \tau_I \rangle} = \frac{4 \langle \mathcal{V} \rangle |A_I| a_I}{3\gamma_I |W_0| \sqrt{\langle \tau_I \rangle}}, \quad \cos(a_I \langle \theta_I \rangle) = -1. \quad (C.6)
\]

Both the kinetic term as well as the scalar potential can now be expanded around this minimum. The relevant lagrangian for us is the truncation of this expansion at cubic order,

\[
\mathcal{L} = \langle K_{ij} \rangle \partial_\mu \delta \tau_i \partial^\mu \delta \tau_j + \langle \partial_\tau K_{ij} \rangle \delta \tau_i \partial_j \delta \tau_k + \langle K_{ij} \rangle \partial_\mu \delta \theta_i \partial^\mu \delta \theta_j + \langle \partial_\tau K_{ij} \rangle \delta \tau_i \partial_j \delta \theta_k - \frac{1}{2} \left( \frac{\partial^2 \mathcal{V}_{LVS}}{\partial \tau_\mu \partial \tau_\nu} \right) \delta \tau_i \delta \tau_j \delta \tau_k - \frac{1}{2} \left( \frac{\partial^2 \mathcal{V}_{LVS}}{\partial \theta_\mu \partial \theta_\nu} \right) \delta \theta_i \delta \theta_j \delta \theta_k
\]

\[ - \langle V_{LVS} \rangle - \frac{1}{2} \left( \frac{\partial^2 \mathcal{V}_{LVS}}{\partial \tau_\mu \partial \tau_\nu} \right) \delta \tau_i \delta \tau_j - \frac{1}{6} \left( \frac{\partial^3 \mathcal{V}_{LVS}}{\partial \tau_\mu \partial \tau_\nu \partial \tau_\rho} \right) \delta \tau_i \delta \tau_j \delta \tau_k - \frac{1}{2} \left( \frac{\partial^2 \mathcal{V}_{LVS}}{\partial \theta_\mu \partial \theta_\nu} \right) \delta \theta_i \delta \theta_j \delta \theta_k.
\]

(C.7)

### C.2 Decay into volume modulus

#### Diagonalisation of fields

Following \([114]\), we must first transform the \(\delta \tau_i\) into canonical fields. On this account, we need the second-derivative matrix w.r.t. the moduli, which at leading order is given by

\[
\langle V_{ij} \rangle = \left\langle \frac{\partial^2 \mathcal{V}_{LVS}}{\partial \tau_i \partial \tau_j} \right\rangle \approx \frac{3\gamma_I |W_0|^2}{\tau_b^{9/2}} \left( \begin{array}{cc} \frac{9\gamma_I^{3/2}}{4\tau_b^{3/2}} & -\frac{3\gamma_I^{5/2}}{2\tau_b} \\ \frac{3\gamma_I^{3/2}}{2\tau_b} & \frac{a_I^{2/3}}{2\tau_b} \end{array} \right).
\]

(C.8)

Here we have used the relations (C.6) after applying the second derivatives.\(^{19}\)

The transformation to the canonical fields reads

\[
\left( \begin{array}{c} \delta \tau_b \\ \delta \tau_I \end{array} \right) = \left( \begin{array}{c} \vec{v}_b \\ \vec{v}_I \end{array} \right) \frac{\delta \phi_b}{\sqrt{2}} + \left( \begin{array}{c} \vec{v}_b \\ \vec{v}_I \end{array} \right) \frac{\delta \phi_I}{\sqrt{2}},
\]

or \(\delta \tau_i = P_{ij} \delta \phi_j / \sqrt{2}\) where \(P\) is the matrix that contains the vectors \(\vec{v}_j\) as columns. These vectors are the eigenvectors of the matrix \((M^2)_{ij} = \left( \langle K^{-1} \rangle \right)_{ij} / 2\), whose eigenvalues \(m_I^2\) are the masses of the canonical fields \(\delta \phi_i\), and they fulfill the normalisation condition

\[
\vec{v}_i^T \cdot \langle K \rangle \cdot \vec{v}_j \equiv P_{ik} \langle K_{kl} \rangle P_{lj} = \delta_{ij}.
\]

(C.10)

Next we have to calculate the eigenvectors \(\vec{v}_j\). The \(M^2\) matrix at leading order reads

\[
(M^2)_{ij} \approx \frac{|W_0|^2}{\tau_b^{3/2}} \left( \begin{array}{cc} \frac{9\gamma_I^{5/2}}{4\tau_b^{3/2}} & \frac{6\gamma_I a_I^{5/2}}{\sqrt{\tau_b}} \\ \frac{9\gamma_I a_I^{5/2}}{4\tau_b} & \frac{9\gamma_I^{5/2}}{4\tau_b^{3/2}} \end{array} \right).
\]

(C.11)

\(^{19}\)Note that after including the other small cycles \(\tau_{s,i}\) the expression for \(\xi\) becomes a sum over all such non-perturbatively stabilized cycles. However, it turns out that our results for the decay rates of \(\tau_I\) and \(\theta_I\) remain unaltered under this modification of \(\xi\).
The eigenvalues and eigenvectors of this matrix are given by

\[ m_{\tau_b}^2 = 0, \quad \vec{v}_1 = \left( \frac{2a_I\sqrt{\tau_I}}{\sqrt{3\gamma_I}}, 1 \right), \]  
\[ m_{\tau_I}^2 = \frac{4|W_0|^2a_I^2\tau_I^2}{\tau_b^3}, \quad \vec{v}_2 = \left( \frac{3\gamma_I\sqrt{\tau_I}}{2\sqrt{3\gamma_I}}, 1 \right). \]  

(C.12)

(C.13)

To fulfill the normalisation conditions (C.10), we rescale the above eigenvectors,

\[ \vec{v}_b \equiv \frac{\vec{v}_1}{\sqrt{\vec{v}_1^T \cdot \langle K \rangle \cdot \vec{v}_1}} \approx \sqrt{\frac{3}{a_I^2}} \vec{v}_1, \quad \vec{v}_I \equiv \frac{\vec{v}_2}{\sqrt{\vec{v}_2^T \cdot \langle K \rangle \cdot \vec{v}_2}} \approx \sqrt{\frac{\gamma_I}{6\gamma_I}} \vec{v}_2. \]  

(C.14)

(C.15)

With these eigenvectors, the transformation to the canonical fields, in analogy to (C.9), is given by

\[ \delta \tau_b = \sqrt{2} \sqrt[3]{\tau_b} \delta \phi_b + \sqrt{3\gamma_I} \tau_I^{1/4} \tau_b^{1/4} \delta \phi_I, \]  
\[ \delta \tau_I = \frac{\sqrt{3}}{2a_I} \delta \phi_b + \frac{2\tau_b^{3/4} \tau_I^{1/4}}{\sqrt{3\gamma_I}} \delta \phi_I. \]  

(C.16)

(C.17)

**Coupling terms**

The kinetic and potential trilinear coupling terms can be read off from (C.7) and are given by

\[ \mathcal{L}_{\text{int,kin}} = K_{mnp} \delta \tau_m \partial_\mu \delta \tau_n \partial_\nu \delta \tau_p, \]  
\[ \mathcal{L}_{\text{int,pot}} = -\frac{1}{6} V_{mnp} \delta \tau_m \delta \tau_n \delta \tau_p, \]  

respectively. Here we defined \( K_{mnp} \equiv \langle \partial_\tau \partial_\tau \partial_\tau \rangle \) and \( V_{mnp} \equiv \langle \partial_\tau \partial_\tau \partial_\tau V \rangle \). Let us first calculate these third-order derivatives at leading order,

\[ K_{bbb} = -\frac{3}{2\tau_b^3}, \quad K_{bbI} = \frac{45\gamma_I}{16\tau_b^{7/2}} \frac{\sqrt{\tau_I}}{\tau_b^{1/2}}, \quad K_{bII} = -\frac{9\gamma_I}{16\sqrt{\tau_I\tau_b^{5/2}}}, \quad K_{III} = -\frac{3\gamma_I}{16\tau_b^{3/2} \tau_b^{3/2}}, \]  

(C.20)

\[ V_{b\ell b} = -\frac{81\gamma_I |W_0|^2 a_I^{2 \tau_I^{3/2}}}{\tau_b^{15/2}}, \quad V_{b\ell b} = \frac{99\gamma_I |W_0|^2 a_I^{2 \tau_I^{3/2}}}{4\tau_b^{13/2}}, \]  
\[ V_{b\ell II} = \frac{2\gamma_I |W_0|^2 a_I^{2 \tau_I^{3/2}}}{2\tau_b^{11/2}}, \quad V_{III} = -\frac{9\gamma_I |W_0|^2 a_I^{2 \tau_I^{3/2}}}{\tau_b^{9/2} \tau_b^{3/2}}. \]  

(C.21)

(C.22)

Here we have again used the relations (C.6), however, this time only after forming the third derivatives.
Let us first focus on the kinetic couplings. Inserting the canonical fields (C.16) and (C.17) into (C.18), we have

\[ \mathcal{L}_{\text{int,kin}} = \frac{1}{2\sqrt{2}} K_{mnp} P_{ni} P_{nj} P_{nk} \delta \phi_i (\partial \mu \delta \phi_j) (\partial \nu \delta \phi_k). \]  

(C.23)

To eliminate the derivatives, we use the relation

\[ \delta \phi_i (\partial \mu \delta \phi_j) (\partial \nu \delta \phi_k) = \frac{1}{2} \left( m_i^2 - m_j^2 - m_k^2 \right) \delta \phi_i \delta \phi_j \delta \phi_k, \]

(C.24)

which is obtained by partial integration and making use of the free Klein-Gordon equation.\(^\text{20}\) Thus we obtain

\[ \mathcal{L}_{\text{int,kin}} = \frac{1}{2\sqrt{2}} K_{mnp} P_{ni} P_{nj} P_{pk} \left( m_i^2 - m_j^2 - m_k^2 \right) \delta \phi_i \delta \phi_j \delta \phi_k. \]

(C.25)

We are only interested in the terms in \( \mathcal{L}_{\text{int,kin}} \) for which one of the three indices \( i, j, k \) is an “I” while the other two are a “b”. From (C.25) we see that in \( \mathcal{L}_{\text{int,kin}} \) all terms are invariant under permutation of these indices except for the factor \( (m_i^2 - m_j^2 - m_k^2) \). However, since \( m_i^2 \gg m_j^2 \), this factor is dominated by \( m_i^2 \) and therefore only changes by a minus sign under permutation of \( i, j \) and \( k \), depending on which of the three indices takes on the value “I”. There are in total three coupling terms corresponding to either \( i = I \) or \( j = I \) or \( k = I \). The two terms with \( j = I \) and \( k = I \) carry a minus sign compared to the term with \( i = I \) so that w.l.o.g. we can just write

\[ \mathcal{L}_{\text{int,kin}}^{(\phi_I \rightarrow \phi_b, \phi_b)} = - \frac{1}{2\sqrt{2}} K_{mnp} P_{ni} P_{nb} P_{pb} m_i^2 \delta \phi_I \delta \phi_b \delta \phi_b, \]

(C.26)

where the minus sign results from the sum of the three terms. From this we can easily get the coupling by computing the contractions,

\[ K_{mnp} P_{ni} P_{nb} P_{pb} = K_{bbi} P_{bi} P_{bb} P_{bb} + 2K_{bbi} P_{bi} P_{bb} P_{Ib} + K_{bII} P_{bi} P_{Ib} P_{Ib} + K_{bII} P_{bb} P_{Ib} P_{Ib} + K_{bIb} P_{bi} P_{bb} P_{Ib} + K_{bII} P_{bb} P_{Ib} P_{Ib} \]

(C.27)

\[ = - \frac{2\sqrt{6} \gamma_I \tau_I^{3/4}}{\tau_b^{3/4}} + \frac{45\sqrt{6} \gamma_I \tau_I^{3/2} \tau_I^{5/4}}{4 \alpha_I \tau_b^{9/4}} - \frac{2\sqrt{6} \gamma_I \tau_I^{3/2} \tau_I^{1/4}}{16 \alpha_I \tau_b^{9/4}} + \frac{5\sqrt{6} \gamma_I \tau_I^{3/4}}{2 \tau_b^{3/4}} - \frac{3\sqrt{6} \gamma_I}{2 \alpha_I \tau_I^{1/4} \tau_b^{3/4}} - \frac{3\sqrt{6} \gamma_I}{8 \alpha_I \tau_I^{5/4} \tau_b^{3/4}}. \]

(C.28)

We see that the dominating contributions are

\[ K_{mnp} P_{ni} P_{nb} P_{pb} \approx K_{bbi} P_{bi} P_{bb} P_{bb} + K_{bII} P_{bb} P_{bb} P_{bb} = \frac{\sqrt{6} \gamma_I \tau_I^{3/4}}{2 \tau_b^{3/4}}. \]

(C.29)

Inserting this and (C.13) into (C.26), we obtain

\[ \mathcal{L}_{\text{int,kin}}^{(\phi_I \rightarrow \phi_b, \phi_b)} \approx - \frac{\sqrt{3} \gamma_I |W_0|^2 \alpha_I^{11/4}}{2 \tau_b^{15/4}} \delta \phi_I \delta \phi_b \delta \phi_b. \]

(C.30)

\(^{2\text{An analogous relation also holds if we replace one or more of the moduli fields } \delta \phi \text{ by axion fields } \delta a_i.\)
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Now we focus on the potential couplings. Inserting the canonical fields (C.16) and (C.17) into (C.19), we obtain
\[
\mathcal{L}_{\text{int.pot}} = -\frac{1}{12\sqrt{2}} V_{mnp} P_{mi} P_{nj} P_{pk} \delta \phi_i \delta \phi_j \delta \phi_k. \tag{C.31}
\]
Again we are only interested in terms where one index of \(i, j, k\) takes on the value \(I\) while the other two take on the value \(b\). There are in total three such terms. Due to the invariance of \(\mathcal{L}_{\text{int.pot}}\) under permutation of \(i, j, k\) are all the same. Hence, we can account for them by a factor 3,
\[
\mathcal{L}_{\text{int.pot}}^{(\phi_I \rightarrow \phi_b \phi_b)} = -\frac{1}{4\sqrt{2}} V_{mnp} P_{mi} P_{nb} P_{pb} \delta \phi_I \delta \phi_b \delta \phi_b. \tag{C.32}
\]
Calculating the contractions, we obtain
\[
V_{mnp} P_{mi} P_{nb} P_{pb} = V_{bb} P_{bb} P_{bb} P_{bb} + 2 V_{bb} P_{bb} P_{bb} P_{bb} + V_{bb} P_{bb} P_{bb} P_{bb}
+ V_{bb} P_{bb} P_{bb} P_{bb} + V_{bb} P_{bb} P_{bb} P_{bb} + V_{bb} P_{bb} P_{bb} P_{bb}
= -\frac{108\sqrt{6} \gamma_I^{3/2} |W_0|^2 \tau_I^{9/4}}{\tau_b^{21/4}} + \frac{99\sqrt{6} \gamma_I^{3/2} |W_0|^2 \tau_I^{9/4}}{\tau_b^{21/4}} - \frac{81\sqrt{6} \gamma_I^{3/2} |W_0|^2 \tau_I^{5/4}}{2a_I \tau_b^{21/4}}
+ \frac{22\sqrt{6} \gamma_I |W_0|^2 a_I \tau_I^{7/4}}{\tau_b^{15/4}} - \frac{36\sqrt{6} \gamma_I |W_0|^2 a_I \tau_I^{3/4}}{\tau_b^{15/4}} - \frac{18\sqrt{6} \gamma_I |W_0|^2 a_I \tau_I^{7/4}}{\tau_b^{15/4}}. \tag{C.34}
\]
The dominating contributions are
\[
V_{mnp} P_{mi} P_{nb} P_{pb} \approx V_{bb} P_{bb} P_{bb} P_{bb} + V_{bb} P_{bb} P_{bb} P_{bb} = \frac{4\sqrt{6} \gamma_I |W_0|^2 a_I \tau_I^{7/4}}{\tau_b^{15/4}}. \tag{C.35}
\]
Inserting this into (C.32), we arrive at
\[
\mathcal{L}_{\text{int.pot}}^{(\phi_I \rightarrow \phi_b \phi_b)} = -\frac{\sqrt{3} \gamma_I |W_0|^2 a_I \tau_I^{7/4}}{\tau_b^{15/4}} \delta \phi_I \delta \phi_b \delta \phi_b. \tag{C.36}
\]
We can also conclude that
\[
\frac{\mathcal{L}_{\text{int.kin}}^{(\phi_I \rightarrow \phi_b \phi_b)}}{\mathcal{L}_{\text{int.pot}}^{(\phi_I \rightarrow \phi_b \phi_b)}} \approx \frac{a_I \tau_I}{2} \gg 1, \tag{C.37}
\]
which confirms our estimate (6.15).

C.3 Decay into volume axion

Diagonalisation of fields

For the decay into the volume axion, we proceed analogously as for the decay into the volume modulus. The second-derivative matrix w.r.t. the axions at leading order is given by
\[
\langle V^{(\theta)}_{ij} \rangle = \left( \begin{array}{cc} 0 & 0 \\ 0 & \frac{3 \gamma_I |W_0|^2 a_I \tau_I^{3/2}}{\tau_b} \end{array} \right), \tag{C.38}
\]
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where we have again used the relations (C.6) after applying the second derivatives. The transformation to canonical fields is given by
\[
\left( \frac{\delta \theta_b}{\delta \theta_I} \right) = \left( \bar{w}_b \right) \frac{\delta a_b}{\sqrt{2}} + \left( \bar{w}_I \right) \frac{\delta a_I}{\sqrt{2}} \tag{C.39}
\]
or \( \delta \theta_l = Q_{ij} \delta a_j / \sqrt{2} \) where \( Q \) is the matrix that contains the vectors \( \bar{w}_j \) as columns. They are the eigenvectors of the matrix \( (M_{(\theta)}^2)_{ij} \equiv ((K^{-1})_{ik} V^{(\theta)}_{kj}) / 2 \) whose eigenvalues are the axion masses. The eigenvectors fulfill the normalisation condition
\[
\bar{w}_i^T \cdot \langle K \rangle \cdot \bar{w}_j \equiv Q_{ki} \langle K_{kl} \rangle Q_{lj} = \delta_{ij}. \tag{C.40}
\]
The \( M_{(\theta)}^2 \) matrix at leading order is given by
\[
(M_{(\theta)}^2)_{ij} \approx \begin{pmatrix} 0 & \frac{6 \gamma I |W_0|^2 a_I^2 \tau_I^{5/2}}{\tau_b^3} \\ \frac{6 \gamma I |W_0|^2 a_I^2 \tau_I^{5/2}}{\tau_b^3} & 0 \end{pmatrix}. \tag{C.41}
\]
The corresponding eigenvalues and eigenvectors are
\[
m_{a_b}^2 = 0, \quad \bar{w}_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \tag{C.42}
\]
\[
m_{a_I}^2 \approx \frac{4 |W_0|^2 a_I^2 \tau_I^2}{\tau_b^3}, \quad \bar{w}_2 \approx \begin{pmatrix} 3 \gamma I \tau_I^{1/4} \tau_b^{3/4} \tau_I^{1/4} \\ 2 \sqrt{2} \tau_I^{1/4} \tau_b^{3/4} \end{pmatrix}. \tag{C.43}
\]
After rescaling to fulfill the normalisation condition (C.40), the normalised eigenvectors read
\[
\bar{w}_b \equiv \frac{\bar{w}_1}{\sqrt{\bar{w}_1^T \cdot \langle K \rangle \cdot \bar{w}_1}} \approx \frac{2 \tau_b}{\sqrt{3}} \bar{w}_1 = \begin{pmatrix} \frac{2 \tau_b}{\sqrt{3}} \\ 0 \end{pmatrix}, \tag{C.44}
\]
\[
\bar{w}_I \equiv \frac{\bar{w}_2}{\sqrt{\bar{w}_2^T \cdot \langle K \rangle \cdot \bar{w}_2}} \approx \frac{2 \sqrt{2} \tau_b^{3/4} \tau_I^{1/4}}{\sqrt{3} \gamma I} \bar{w}_2 = \begin{pmatrix} \frac{\sqrt{6} \gamma I \tau_I^{3/4} \tau_b^{1/4}}{2 \sqrt{2} \tau_I^{1/4} \tau_b^{3/4}} \\ \frac{\sqrt{6} \gamma I \tau_I^{3/4} \tau_b^{1/4}}{2 \sqrt{3} \gamma I} \end{pmatrix}. \tag{C.45}
\]

**Coupling terms**

The kinetic and potential trilinear coupling terms are respectively given by
\[
\mathcal{L}_{\text{int,kin,}(\theta)} = \langle \partial_{r_m} K_{np} \rangle \delta \tau_m \partial_\mu \delta \theta_n \partial^\mu \delta \theta_p \tag{C.46}
\]
\[
= \frac{1}{2^{3/2}} K_{nmp} P_{mi} Q_{nj} Q_{pk} \delta \phi_i \partial_\mu \delta a_j \partial^\mu \delta a_k, \tag{C.47}
\]
\[
\mathcal{L}_{\text{int,pot,}(\theta)} = -\frac{1}{2} \left( \frac{\partial^3 V_{\text{LVS}}}{\partial \tau_m \partial \theta_n \partial \theta_p} \right) \delta \tau_m \delta \theta_n \partial_\mu \delta \theta_p \tag{C.48}
\]
\[
= -\frac{1}{2^{5/2}} \left( \frac{\partial^3 V_{\text{LVS}}}{\partial \tau_m \partial \theta_n \partial \theta_p} \right) P_{mi} Q_{nj} Q_{pk} \delta \phi_i \delta a_j \delta a_k. \tag{C.49}
\]
Let us first argue that the potential coupling to the volume axion vanishes: Since $V_{VLS}$ does not depend on $\theta_b$ but only on $\theta_I$, the indices $n$ and $p$ in (C.49) must both take on the value “$I$”. However, the component $Q_{Ib}$ vanishes, so that there is no potential coupling $\sim \delta \phi_I \delta a_I \delta a_b$.

Focusing now on the kinetic coupling, we have

$$L_{\text{int,kin,}(\theta)}^{(a_I \to \phi_b a_b)} = \frac{1}{2^{5/2}} K_{mnp} P_{mI} Q_{nb} Q_{pb} m_{\tau_I}^2 \delta \phi_I \delta a_I \delta a_b,$$  \hspace{1cm} (C.50)

where we have again eliminated the partial derivatives via (C.24). Since $Q_{Ib} = 0$, the indices $n$ and $p$ must take on the value $b$, so that we have

$$L_{\text{int,kin,}(\theta)}^{(a_I \to \phi_b a_b)} = \frac{1}{2^{5/2}} K_{mbb} P_{mb} Q_{nb} Q_{bb} m_{\tau_I}^2 \delta \phi_I \delta a_b \delta a_b, \quad (C.51)$$

$$= \frac{1}{2^{5/2}} (K_{bIb} P_{bI} + K_{Ibb} P_{II}) Q_{bb} Q_{bb} m_{\tau_I}^2 \delta \phi_I \delta a_b \delta a_b \quad (C.52)$$

$$= \frac{1}{2^{5/2}} \left[ \left( -\frac{3}{2\tau_b^3} \right) \sqrt{6} \gamma_I \tau_I^{3/4} \tau_b^{1/4} + \frac{45 \gamma_I \sqrt{\tau_I}}{16 \tau_b^{3/2}} \sqrt{3 \gamma_I} \right] \left( \frac{2\tau_b}{\sqrt{3}} \right)^2 m_{\tau_I}^2 \delta \phi_I \delta a_b \delta a_b \quad (C.53)$$

$$= \frac{3/7 \gamma_I \tau_I^{11/4} \tau_b^{15/4}}{2\tau_b^{15/4}} \delta \phi_I \delta a_b \delta a_b. \quad (C.54)$$

Comparing this to (C.30), we see that the kinetic decay rate of the inflaton into the volume axion is indeed equal to the one into the volume modulus.

### C.4 Decay of inflaton axion

Finally, we consider the kinetic decay $a_I \to \phi_b a_b$, which stems also from the term $L_{\text{int,kin,}(\theta)}$ as given in (C.47), however, this time we have $i = b$ whereas $j$ and $k$ can take on either the value “$b$” or “$I$” with $j \neq k$. Since there are exactly two possibilities for that, we will w.l.o.g. set $j = I$ and $k = b$ and assign a factor 2,

$$L_{\text{int,kin,}(\theta)}^{(a_I \to \phi_b a_b)} = \frac{1}{\sqrt{2}} K_{mnp} P_{mb} Q_{nI} Q_{pb} \delta \phi_b \partial_\mu \delta a_I \partial^\mu \delta a_b. \quad (C.55)$$

Eliminating the derivatives, this becomes

$$L_{\text{int,kin,}(\theta)}^{(a_I \to \phi_b a_b)} = -\frac{1}{2\sqrt{2}} K_{mnp} P_{mb} Q_{nI} Q_{pb} m_{\tau_I}^2 \delta \phi_b \delta a_I \delta a_b. \quad (C.56)$$

Since $Q_{Ib} = 0$, the index $p$ is forced to take on the value “$b$”. We obtain

$$L_{\text{int,kin,}(\theta)}^{(a_I \to \phi_b a_b)} = -\frac{1}{2\sqrt{2}} K_{mbb} P_{mb} Q_{nI} Q_{bb} m_{\tau_I}^2 \delta \phi_b \delta a_I \delta a_b. \quad (C.57)$$
The contraction reads

\[ K_{mn} P_{mb} Q_{nl} = K_{mb} P_{mb} Q_{bl} + K_{lb} P_{bl} Q_{II} + K_{lb} P_{lb} Q_{II} \]

\[ = 3 \frac{\sqrt{2} \gamma_{T_I}^{3/4}}{\tau_b^{7/4}} + 15 \frac{\sqrt{2} \gamma_{T_I}^{3/4}}{4 \tau_b^{7/4}} + 135 \frac{\sqrt{2} \gamma_{T_I}^{3/2}}{16 a_I \tau_b^{13/4}} - 9 \frac{\sqrt{2} \gamma_{T_I}}{8 a_I \tau_b^{14}} \tau_b^{7/4} \]

\[ \approx K_{mb} P_{mb} Q_{bl} + K_{lb} P_{bl} Q_{II} \]

\[ = 3 \frac{\sqrt{2} \gamma_{T_I}^{3/4}}{4 \tau_b^{7/4}} \] \hspace{1cm} (C.58)

Inserting this and (C.43) into \( \mathcal{L}_{\text{int, kin}(\theta)}^{(a_I \rightarrow \phi_0 a_b)} \), we obtain

\[ \mathcal{L}_{\text{int, kin}(\theta)}^{(a_I \rightarrow \phi_0 a_b)} = - \frac{\sqrt{2} \gamma_{T_I} W_0^2 a_I^{11/4}}{\tau_b^{15/4}} \delta \phi_0 \delta a_I \delta a_b. \] \hspace{1cm} (C.62)

## D Dynamics of the three-moduli system \( \tau_b, \tau_I \) and \( \tau_L \)

In this section we proceed in analogy to Appendix C, however, we do not only consider the inflaton and volume moduli but instead the effective three-moduli system including also the loop-stabilized cycle as well as all corresponding axionic superpartners. This is again a simplified system, which does not take into account the additional small cycles \( \tau_s, i \) which must be present to ensure the stability of the volume during inflation. However, as we will argue below, we do not expect that the inclusion of said small cycles, which play a role very similar to the inflaton \( \tau_I \) except that they are not initially excited, would change our findings of this section significantly. As before, we follow the methodology of [114] in that we first expand \( V \) and \( K \) about the LVS vacuum in the \( \delta \tau_I \) and \( \delta \theta_i \) and then diagonalize and canonically normalize the fields so that we can read off the coupling strengths. We set \( M_P = 1 \) throughout this appendix.

### D.1 Basic definitions

The volume and the Kahler potential have the form,

\[ V = \tau_b^{3/2} - \gamma_I \tau_I^{3/2} - \gamma_L \tau_L^{3/2} \]

\[ K = -2 \ln \left( \frac{V + \xi}{2} \right) - \ln (S + \bar{S}) + K_{cs} \]

where \( S \) is the axio-dilaton, \( K_{cs} \) depends on the complex-structure moduli and we have absorbed a factor \( g_s^{-3/2} \) into \( \xi \). The resulting Kahler metric and its inverse at leading order are given by

\[ K_{ij} = \frac{\partial^2 K}{\partial T_i \partial T_j} \approx \begin{pmatrix}
\frac{3}{4 \tau_b^2} & -\frac{9 \gamma_L \sqrt{\gamma_I}}{8 \tau_b^{5/2}} & \frac{9 \gamma_L \sqrt{\gamma_I}}{8 \tau_b^{5/2}} \\
-\frac{9 \gamma_L \sqrt{\gamma_I}}{8 \tau_b^{5/2}} & \frac{3 \gamma_L}{8 \sqrt{\gamma_I} \gamma_L^{3/2}} & -\frac{3 \gamma_L}{8 \sqrt{\gamma_I} \gamma_L^{3/2}} \\
\frac{9 \gamma_L \sqrt{\gamma_I}}{8 \tau_b^{5/2}} & -\frac{3 \gamma_L}{8 \sqrt{\gamma_I} \gamma_L^{3/2}} & \frac{3 \gamma_L}{8 \sqrt{\gamma_I} \gamma_L^{3/2}}
\end{pmatrix} \]

\[ (K^{-1})^{ij} \approx \begin{pmatrix}
\frac{4 \tau_b^2}{3} & 4 \tau_b \tau_I & 4 \tau_b \tau_L \\
4 \tau_b \tau_I & \frac{8 \sqrt{\gamma_I} \gamma_L^{3/2}}{3 \gamma_I} & 4 \tau_I \tau_L \\
4 \tau_b \tau_L & 4 \tau_I \tau_L & \frac{8 \sqrt{\gamma_I} \gamma_L^{3/2}}{3 \gamma_I}
\end{pmatrix} \] \hspace{1cm} (D.2)
where \(T_i = \tau_i + i\theta_i\) with \(i \in \{b, I, L\}\). Since the model is constructed so that \(\tau_L\) is not stabilized by non-perturbative effects, the superpotential is again only corrected by D3-brane instantons on \(\tau_I\) and hence looks the same as in (C.3)

\[
W = W_0 + A_I e^{-a_I T_I},
\]

with \(a_I = 2\pi\).

The total scalar potential consist of the usual LVS contribution as given in (C.5), which is generated through non-perturbative effects on the superpotential and \(\alpha'\) corrections to the Kähler potential, and a contribution induced by loop effects given in (5.4),

\[
V = V_{\text{LVS}}(\mathcal{V}, \tau_I, \theta_I) + V_{\text{loop}}(\mathcal{V}, \tau_L).
\]

The individual contributions read [11, 16]

\[
V_{\text{LVS}} = \mathcal{V}^{-2} \left[ \frac{8\tau_b^{3/2}}{3\gamma_I} a_I^2 |A_I|^2 e^{-2a_I \tau_I} + 4a_I \tau_I e^{-a_I \tau_I} |A_I| W_0 |\cos (a_I \theta_I)\right] + \frac{3|W_0|^2 \xi}{4\mathcal{V}^3}, \quad \text{(D.5)}
\]

\[
V_{\text{loop}} = \left( \frac{\mu_1}{\sqrt{\tau_L}} - \frac{\mu_2}{\sqrt{\tau_L} - \mu_3} \right) W_0^2. \quad \text{(D.6)}
\]

The relevant, perturbed lagrangian up to cubic order looks the same as in the two-moduli case but with the indices \(i, j, k \in \{b, I, L\}\),

\[
\mathcal{L} = \langle K_{ij}\rangle \partial_\mu \delta \tau_i \partial^\mu \delta \tau_j + \langle \partial_\tau K_{jk}\rangle \delta \tau_i \partial_\mu \delta \tau_j \partial^\mu \delta \tau_k + \langle K_{ij}\rangle \partial_\mu \delta \theta_i \partial^\mu \delta \theta_j + \langle \partial_\theta K_{jk}\rangle \delta \tau_i \partial_\mu \delta \theta_j \partial^\mu \delta \theta_k
\]

\[
- \langle V \rangle - \frac{1}{2} \left( \frac{\partial^2 V}{\partial \tau_i \partial \tau_j} \right) \delta \tau_i \delta \tau_j - \frac{1}{6} \left( \frac{\partial^3 V}{\partial \tau_i \partial \tau_j \partial \tau_k} \right) \delta \tau_i \delta \tau_j \delta \tau_k - \frac{1}{2} \left( \frac{\partial^2 V}{\partial \theta_i \partial \theta_j} \right) \delta \theta_i \delta \theta_j
\]

\[
- \frac{1}{2} \left( \frac{\partial^3 V}{\partial \tau_i \partial \theta_j \partial \theta_k} \right) \delta \tau_i \delta \theta_j \delta \theta_k. \quad \text{(D.7)}
\]

### D.2 Decay into moduli fields

Diagonalisation of fields

Following [114], we again proceed by first transforming the \(\delta \tau_i\) into canonical fields. The second-derivative matrix w.r.t. the moduli \(V_{ij} \equiv \partial^2 V / (\partial \tau_i \partial \tau_j)\) at leading order is given by

\[
\langle V_{ij} \rangle \approx \left( \begin{array}{ccc}
\frac{9(11W_0^2(\mu_1 \mu + \mu_2 \sqrt{\tau_L}^3 + 3W_0^2 \tau_L^{7/2})^2 \sqrt{\tau_L} \beta_1^3)}{4\sqrt{\tau_L} \beta_1^{11/2}} & \frac{-9|W_0|^2 \gamma_2 \tau_L^{3/2}}{2\beta_1^{7/2}} & \frac{9W_0^2(\mu_1 \beta^2 - \mu_2 \tau_L)}{4\beta_1^{11/2} \beta_1^{7/2}} \\
\sim & \sim & \sim \\
\sim & \sim & \sim \\
\end{array} \right),
\]

where \(\beta \equiv \mu_3 - \sqrt{\tau_L}\). Here we have again used the relations (C.6) after applying the second derivatives.
The transformation to the canonical fields reads

\[
\begin{pmatrix}
\delta \tau_b \\
\delta \tau_I \\
\delta \tau_L
\end{pmatrix} = \begin{pmatrix}
\tilde{v}_b \\
\tilde{v}_I \\
\tilde{v}_L
\end{pmatrix} \frac{\delta \phi_h}{\sqrt{2}} + \begin{pmatrix}
\tilde{v}_b \\
\tilde{v}_I \\
\tilde{v}_L
\end{pmatrix} \frac{\delta \phi_I}{\sqrt{2}} + \begin{pmatrix}
\tilde{v}_b \\
\tilde{v}_I \\
\tilde{v}_L
\end{pmatrix} \frac{\delta \phi_L}{\sqrt{2}}
\]

(D.9)

or \(\delta \tau_i = P_{ij} \delta \phi_j / \sqrt{2}\) where \(P\) is the matrix that contains the vectors \(\tilde{v}_j\) as columns. These vectors are the eigenvectors of the matrix \((M^2)_{ij} = \langle (K^{-1})_{ik} V_{kj} \rangle / 2\), whose eigenvalues \(m_i^2\) are the masses of the canonical fields \(\delta \phi_i\), and they fulfill the normalisation condition

\[
\tilde{v}_i^T \cdot \langle K \rangle \cdot \tilde{v}_j \equiv P_{ki} (K_{kl}) P_{lj} = \delta_{ij}.
\]

(D.10)

Next we have to calculate the eigenvectors \(\tilde{v}_j\). The \(M^2\) matrix at leading order in the small parameter \(\epsilon \equiv 1 / \sqrt{\tau_b}\) is given by,

\[
(M^2)_{ij} \approx \begin{pmatrix}
m_{11} \epsilon^9 & m_{12} \epsilon^7 & m_{13} \epsilon^7 \\
m_{21} \epsilon^8 & m_{22} \epsilon^6 & m_{23} \epsilon^9 \\
m_{31} \epsilon^8 & m_{32} \epsilon^9 & m_{33} \epsilon^6
\end{pmatrix},
\]

(D.11)

where the \(m_{ij}\) are expressions which do not depend on \(\tau_b\) and which are given by

\[
m_{11} = \frac{3 \left[ -6 |W_0|^2 \mu^2 \sqrt{\tau_L} \gamma_I a_I \tau_I^{5/2} + W_0^2 \left( 14 \mu^2 \mu_1 + 11 \tilde{\mu} \mu_2 \sqrt{\tau_L} - 3 \mu_2 \tau_L \right) \right]}{2 \mu^2 \sqrt{\tau_L}},
\]

(D.12)

\[
m_{12} = 6 |W_0|^2 \gamma_I a_I^2 \tau_I^{5/2},
\]

(D.13)

\[
m_{13} = \frac{W_0^2 \left( 6 \mu^3 \mu_1 - 3 \tilde{\mu} \mu_2 \tau_L + \mu_2 \tau_L (-\mu_3 + 3 \sqrt{\tau_L}) \right)}{2 \tilde{\mu}^3 \tau_L^{3/2}},
\]

(D.14)

\[
m_{21} = -6 |W_0|^2 a_I \tau_I^2,
\]

(D.15)

\[
m_{22} = 4 |W_0|^2 a_I^2 \tau_I^2,
\]

(D.16)

\[
m_{23} = -\frac{\tau_I \left[ 18 |W_0|^2 \gamma_L \tilde{\mu} \tau_L^3 + W_0^2 \left( -12 \mu^3 \mu_1 + \mu_2 \tau_L (\mu_3 - 3 \sqrt{\tau_L}) + 3 \tilde{\mu} (2 \mu^2 \mu_1 + \mu_2 \tau_L) \right) \right]}{2 \tilde{\mu}^3 \tau_L^{3/2}},
\]

(D.17)

\[
m_{31} = \frac{3 W_0^2 \left( \mu^2 \mu_1 - \mu_2 \tau_L \right)}{\gamma_L \tilde{\mu}^2 \tau_L},
\]

(D.18)

\[
m_{32} = \frac{3 \gamma_L \left[ 2 |W_0|^2 \gamma_L \tilde{\mu} \tau_L a_I^2 \tau_I^{5/2} + W_0^2 \sqrt{\tau_I} (\mu_2 \tau_L - \mu_1 \tilde{\mu}) \right]}{\gamma_L \tilde{\mu}^2 \tau_L},
\]

(D.19)

\[
m_{33} = \frac{W_0^2 \left( 3 \mu^3 \mu_1 + \mu_2 \tau_L (-\mu_3 + 3 \sqrt{\tau_L}) \right)}{3 \gamma_L \tilde{\mu}^3 \tau_L^2}.
\]

(D.20)
The eigenvalues and eigenvectors of $M^2$ at leading order in $\epsilon$ are given by

\[
m^2_{\tau_b} = \frac{-m_{13}m_{22}m_{31} - m_{12}m_{21}m_{33} + m_{11}m_{22}m_{33}}{m_{22}m_{33}} \epsilon^g, \quad \vec{v}_1 = \left( \begin{array}{c} \frac{-m_{33} \epsilon^{-2}}{m_{31}} \\ \frac{-m_{21} \epsilon^{-2}}{m_{22}m_{33}} \\ 1 \end{array} \right), \quad (D.21)
\]

\[
m^2_{\tau_I} = m_{22} \epsilon^6, \quad \vec{v}_2 = \left( \begin{array}{c} \frac{m_{12}(m_{22}-m_{33})}{m_{22}m_{33}} \epsilon^{-2} \\ \frac{m_{21}(m_{31}+m_{22}m_{32})}{m_{22}m_{33}} \epsilon^{-3} \\ 1 \end{array} \right), \quad (D.22)
\]

\[
m^2_{\tau_L} = m_{33} \epsilon^6, \quad \vec{v}_3 = \left( \begin{array}{c} \frac{m_{13} \epsilon}{m_{31}} \\ \frac{m_{12} \epsilon}{m_{33}} \\ \frac{m_{11} \epsilon}{m_{33}} \end{array} \right). \quad (D.23)
\]

Note that $m^2_{\tau_I}/m^2_{\tau_L} = m_{22}/m_{33} \sim a^2 \tau_I^2/\tau_L^2 \gg 1$. To fulfill the normalisation conditions (D.10), we rescale the above eigenvectors,

\[
\vec{v}_b \equiv \frac{\vec{v}_1}{\sqrt{\vec{v}_1^T \cdot \langle K \rangle \cdot \vec{v}_1}} \approx \frac{-2m_{31}}{\sqrt{3}m_{33}} \vec{v}_1 = \left( \begin{array}{c} \frac{-2\tau_b}{\sqrt{3}m_{33}} \\ \frac{2m_{21}}{\sqrt{3}m_{33}} \\ -\frac{2m_{21}}{\sqrt{3}m_{33}} \end{array} \right), \quad (D.24)
\]

\[
\vec{v}_I \equiv \frac{\vec{v}_2}{\sqrt{\vec{v}_2^T \cdot \langle K \rangle \cdot \vec{v}_2}} \approx \frac{4(m_{12}m_{31} + m_{22}m_{32})\tau_I^{1/4}}{\sqrt{6}\gamma_I m_{22}(m_{22} - m_{33})\tau_b^{3/4}} \vec{v}_2 = \left( \begin{array}{c} \frac{4m_{12}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{22}} \\ \frac{4m_{13}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{33}} \\ \frac{4m_{11}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{33}} \end{array} \right), \quad (D.25)
\]

\[
\vec{v}_L \equiv \frac{\vec{v}_3}{\sqrt{\vec{v}_3^T \cdot \langle K \rangle \cdot \vec{v}_3}} \approx \frac{4\gamma_L^{3/4}\tau_I^{1/4}}{\sqrt{6}\gamma_I m_{22}(m_{22} - m_{33})\tau_b^{3/4}} \vec{v}_3 = \left( \begin{array}{c} \frac{4m_{13}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{33}} \\ \frac{4m_{11}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{33}} \\ \frac{4m_{12}\tau_b^{1/4}}{\sqrt{6}\gamma_I m_{22}} \end{array} \right), \quad (D.26)
\]

where we used $m_{22} > m_{33}$ to specify some signs. Note that the first two components of $\vec{v}_b$ and $\vec{v}_I$ correspond exactly to the respective eigenvectors (C.14) and (C.15) of the 2-moduli system.

**Coupling terms**

The kinetic and potential trilinear coupling terms are respectively given by

\[
\mathcal{L}_{\text{int,kin}} = K_{mnp} \delta \tau_m (\partial_\mu \delta \tau_n) (\partial_\nu \delta \tau_p), \quad (D.27)
\]

\[
\mathcal{L}_{\text{int,pot}} = -\frac{1}{6} V_{mnp} \delta \tau_m \delta \tau_n \delta \tau_p. \quad (D.28)
\]
The third-order derivatives $K_{ijk} \equiv \langle \partial_i \partial_j K_{jk} \rangle$ and $V_{ijk} \equiv \langle \partial_i \partial_j \partial_k V \rangle$ at leading order read,

$$
K_{bbb} = -\frac{3}{2\tau_b^3}, \quad K_{bbI} = \frac{45\gamma_I\sqrt{\tau_I}}{16\tau_b^{7/2}}, \quad K_{bII} = \frac{45\gamma_I\sqrt{\tau_I}}{16\tau_b^{7/2}}, \quad K_{bIII} = -\frac{9\gamma_I}{16\sqrt{\tau_I}\tau_b^{5/2}},
$$

$$
K_{bLL} = -\frac{27\gamma_I\gamma_L\sqrt{\tau_I\tau_L}}{8\tau_b^4}, \quad K_{bLLL} = -\frac{9\gamma_L}{16\sqrt{\tau_I}\tau_b^{5/2}}, \quad K_{I} = -\frac{3\gamma_I}{16\tau_I^{3/2}\tau_b^{3/2}}, \quad (D.29)
$$

$$
V_{bbb} = -\frac{9}{8\tilde{\mu}\sqrt{\tau_I}\tau_b^{15/2}} \left[ 143\nu_0^2 \left( \mu_1 \tilde{\mu} + \mu_2 \sqrt{\tau_L} \right) + 72\nu_0^2 \gamma_I \tilde{\mu} \tau_I^{3/2} \sqrt{\tau_L} \right],
$$

$$
V_{bbI} = \frac{99\gamma_I |\nu_0|^2 a_I \tau_I^{3/2}}{4\tau_b^{13/2}},
$$

$$
V_{bII} = -\frac{99\nu_0^2 (\mu_1 \tilde{\mu}^2 - \mu_2 \tau_L)}{8\tilde{\mu}^2 \tau_L^{3/2} \tau_b^{13/2}},
$$

$$
V_{bIII} = -\frac{27\gamma_I |\nu_0|^2 a_I \sqrt{\tau_I}}{2\tau_b^{11/2}},
$$

$$
V_{bLL} = -\frac{27\gamma_I \left[ 2|\nu_0|^2 \mu_1 \tilde{\mu}^2 a_I \tau_I^{3/2} \tau_L^2 + 2W_0^2 \sqrt{\tau_I} (\mu_2 \tau_L - \mu_1 \tilde{\mu}^2) \right]}{4\tilde{\mu}^2 \tau_L^{3/2} \tau_b^7},
$$

$$
V_{bLLL} = -\frac{9W_0^2 \left[ 3\mu_1 \tilde{\mu}^3 + \mu_2 (-\mu_3 + 3\sqrt{\tau_L}\tau_L) \right]}{8\tilde{\mu}^3 \tau_L^{5/2} \tau_b^{11/2}},
$$

$$
V_{III} = -\frac{9\gamma_I |\nu_0|^2 a_I^3 \tau_I^{3/2}}{\tau_b^{9/2}},
$$

$$
V_{LLL} = -\frac{9\gamma_I \left[ 8|\nu_0|^2 \mu_1 \tilde{\mu}^2 a_I^2 \tau_L^{3/2} \tau_L^2 - W_0^2 (\mu_1 \tilde{\mu}^2 - \mu_2 \tau_L) \right]}{8\tilde{\mu}^2 \sqrt{\tau_I} \tau_L^{3/2} \tau_b^6},
$$

$$
V_{LLL} = -\frac{9\gamma_I \left[ -3|\nu_0|^2 \mu_1 \tilde{\mu}^3 \sqrt{\tau_I} \tau_L^2 + W_0^2 \left( 3\mu_1 \sqrt{\tau_I} \tilde{\mu}^3 + \mu_2 \sqrt{\tau_I} \tau_L (\mu_3 - 3\sqrt{\tau_L}) \right) \right]}{8\tilde{\mu}^3 \tau_L^{5/2} \tau_b^6},
$$

Here we have again used the relations (C.6), however, this time only after forming the third derivatives.

To obtain the kinetic couplings, we can insert the canonical fields $\delta \tau_i = P_{ij} \delta \phi_j / \sqrt{2}$ into (D.27),

$$
\mathcal{L}_{\text{int,kin}} = \frac{1}{2^{3/2}} K_{mnp} P_{mi} P_{nj} P_{pk} \delta \phi_i (\partial_\mu \delta \phi_j) (\partial_\nu \delta \phi_k). \quad (D.31)
$$
Eliminating the derivatives via the relation (C.24), we obtain

\[ \mathcal{L}_{\text{int,kin}} = \frac{1}{2} K_{mnp} P_{mi} P_{nj} P_{pk} (m_i^2 - m_j^2 - m_k^2) \delta \phi_i \delta \phi_j \delta \phi_k. \]  

(D.32)

For the potential couplings, after inserting the canonical fields into (D.28), we have

\[ \mathcal{L}_{\text{int,pot}} = -\frac{1}{12\sqrt{2}} V_{mnp} P_{mi} P_{nj} P_{pk} \delta \phi_i \delta \phi_j \delta \phi_k. \]  

(D.33)

We can now calculate the individual coupling terms:

- **Decay** \( \delta \phi_I \rightarrow \delta \phi_b \delta \phi_b \):

  Relevant are those terms in \( \mathcal{L}_{\text{int,kin}} \) for which one of the three indices \( i, j, k \) is an “I” while the other two are a “b”. As in the previous section, from (D.32), we see that all factors in \( \mathcal{L}_{\text{int,kin}} \) are invariant under permutation of these indices except for the factor \((m_i^2 - m_j^2 - m_k^2)\). Again, \( m_I^2 \gg m_b^2 \), and hence this factor is dominated by \( m_I^2 \). Therefore, it only changes by a minus sign under permutation of \( i, j \) and \( k \), depending on which of the three indices takes on the value “I”. Summing up the three terms, two of which have a minus sign, we obtain,

\[ \mathcal{L}^{(\delta \phi_I \rightarrow \delta \phi_b \delta \phi_b)} = -\frac{1}{25/2} K_{mnp} P_{mi} P_{nb} P_{pb} m_I^2 \delta \phi_I \delta \phi_b \delta \phi_b. \]  

(D.34)

The contraction is given by

\[ K_{mnp} P_{mi} P_{nb} P_{pb} \approx K_{bbb} P_{bl} P_{bb} P_{bb} + P_{1bb} P_{11} P_{bb} P_{bb} \approx \frac{\sqrt{3} (\tau^3_I)^{3/4}}{2 \tau_b^{3/4}}. \]  

(D.35)

Inserting this and (D.22) into (D.34), we obtain

\[ \mathcal{L}^{(\delta \phi_I \rightarrow \delta \phi_b \delta \phi_b)} \approx -\frac{\sqrt{3} (\tau^3_I) |W_0|^2 |a_I^2|^{11/4}}{2 \tau_b^{15/4}} \delta \phi_I \delta \phi_b \delta \phi_b. \]  

(D.37)

For the potential coupling, only those terms from (D.33) contribute where one of the indices \( i, j, k \) takes on the value I while the other two take on the value b. Following the same argument as before there are in total three such terms that are all equal and can be accounted for by a factor of 3,

\[ \mathcal{L}^{(\delta \phi_I \rightarrow \delta \phi_b \delta \phi_b)} = -\frac{1}{4\sqrt{2}} V_{mnp} P_{mi} P_{nb} P_{pb} \delta \phi_I \delta \phi_b \delta \phi_b. \]  

(D.38)

The contraction reads

\[ V_{mnp} P_{mi} P_{nb} P_{pb} \approx V_{1bb} P_{11} P_{bb} P_{bb} + V_{111} P_{11} P_{1b} P_{1b} \approx 4 \frac{\sqrt{3} (\tau^3_I) |W_0|^2 |a_I^2|^{7/4}}{\tau_b^{15/4}}. \]  

(D.40)
Inserting this into (D.38), we arrive at

\[ \mathcal{L}_{\text{int, pot}}^{(\phi_I \rightarrow \phi_b \phi_b)} = -\frac{\sqrt{3\gamma_I}|W_0|^2 a_I \tau_I^{7/4}}{\tau_b^{15/4}} \delta \phi_I \delta \phi_b \delta \phi_b. \]  

(D.41)

From this we conclude

\[ \frac{\mathcal{L}_{\text{int, kin}}^{(\phi_I \rightarrow \phi_b \phi_b)}}{\mathcal{L}_{\text{int, pot}}^{(\phi_I \rightarrow \phi_b \phi_b)}} \approx \frac{a_I \tau_I}{2} \gg 1. \]  

(D.42)

- Decay \( \delta \phi_I \rightarrow \delta \phi_L \delta \phi_L \):

  Analogously to the decay \( \delta \phi_I \rightarrow \delta \phi_b \delta \phi_b \), now those terms from \( \mathcal{L}_{\text{int,kin}} \) contribute for which one of the three indices \( i, j, k \) is an “\( I \)” while the other two are an “\( L \).” With \( m_{\tau_I}^2 \gg m_{\tau_L}^2 \), the factor \( (m_i^2 - m_j^2 - m_k^2) \) is again dominated by \( m_i^2 \). Thus we arrive at

\[ \mathcal{L}_{\text{int,kin}}^{(\phi_I \rightarrow \phi_L \phi_L)} = -\frac{1}{2^{5/2}} K_{mnp} P_{nl} P_{pl} m_{\tau_I}^2 \delta \phi_I \delta \phi_L \delta \phi_L. \]  

(D.43)

The contraction is given by

\[
K_{mnp} P_{ml} P_{nl} P_{pl} \approx K_{11L} P_{ll} P_{ll} P_{ll} + K_{1LL} P_{ll} P_{ll} P_{ll} \quad \text{(D.44)} \\
\approx -\frac{\sqrt{6\gamma_I} \tau_I^{3/4}}{\tau_b^{3/4}},
\]

where we used that \( a_I \tau_I, \tau_L \gg 1 \) and assumed that there is no finetuning of the parameter \( \tilde{\mu} = \mu_3 - \sqrt{\tau_L} \). Inserting this and (D.22) into (D.43), we obtain

\[ \mathcal{L}_{\text{int,kin}}^{(\phi_I \rightarrow \phi_L \phi_L)} \approx \frac{\sqrt{3\gamma_I}|W_0|^2 a_I^{11/4}}{\tau_b^{15/4}} \delta \phi_I \delta \phi_L \delta \phi_L. \]  

(D.46)

For the potential coupling, we obtain analogously to (D.38),

\[ \mathcal{L}_{\text{int, pot}}^{(\phi_I \rightarrow \phi_L \phi_L)} = -\frac{1}{4\sqrt{2}} V_{mnp} P_{ml} P_{nb} \delta \phi_I \delta \phi_L \delta \phi_L. \]  

(D.47)

The contraction reads

\[ V_{mnp} P_{ml} P_{nl} P_{pl} \approx \frac{2\sqrt{6\gamma_I} \tau_I^{3/4}}{\gamma_L \tilde{\mu}_L^2} \left[ -3|W_0|^2 \gamma_L \tilde{\mu}_L^4 \tau_L^2 + W_0^2 \left(-4\mu_1 \tilde{\mu}_L^4 + \mu_2 (\mu_3^2 - 4\mu_3 \sqrt{\tau_L} + 4\tau_L) \tau_L \right) \right]. \]  

(D.48)

The potential coupling is then given by

\[ \mathcal{L}_{\text{int, pot}}^{(\phi_I \rightarrow \phi_L \phi_L)} = -\frac{\sqrt{3\gamma_I} \tau_I^{3/4}}{2 \gamma_L \tilde{\mu}_L^2} \left[ -3|W_0|^2 \gamma_L \tilde{\mu}_L^4 \tau_L^2 + W_0^2 \left(-4\mu_1 \tilde{\mu}_L^4 + \mu_2 (\mu_3^2 - 4\mu_3 \sqrt{\tau_L} + 4\tau_L) \tau_L \right) \right] \times \delta \phi_I \delta \phi_L \delta \phi_L. \]  

(D.49)
Note that the term $\sim |W_0|^2$, which stems from $V_{\text{LVS}}$, is larger than the term $\sim W_0^2$, which stems from $V_{\text{loop}}$, by a factor $\sim \tau_L^2$. This confirms the correctness of our estimation (6.25).

Again, the kinetic decay dominates the potential one,

$$\frac{\mathcal{L}^{(\phi_I \to \phi_L, \phi_L)}}{\mathcal{L}^{(\phi_I \to \phi_L, \phi_L)}} \sim a_I^2 \tau_I^2 \gg 1. \quad (D.50)$$

Furthermore, we see that the potential couplings into the volume modulus and loop modulus differ by a factor

$$\frac{\mathcal{L}^{(\phi_I \to \phi_b, \phi_L)}}{\mathcal{L}^{(\phi_I \to \phi_L, \phi_L)}} \sim a_I \tau_I \gg 1. \quad (D.51)$$

- **Decay $\delta \phi_I \to \delta \phi_b \delta \phi_L$:***

  For this decay, the relevant terms are those with the indices $i = I$, $j = b$ and $k = L$ as well as all permutations thereof. In total, there are $3! = 6$ permutations, which have all the same absolute value but with four of them coming with a minus sign compared to the other two. Thus, w.l.o.g. we fix $i = I$, $j = b$ and $k = L$ and assign a factor $2 - 4 = -2$,

  $$\mathcal{L}^{(\phi_I \to \phi_b, \phi_L)}_{\text{int,kin}} = -\frac{1}{2^{3/4}} K_{mnp} P_{mI} P_{nb} P_{pL} m_i^2 \delta \phi_I \delta \phi_b \delta \phi_L. \quad (D.52)$$

  The contraction scales as

  $$K_{mnp} P_{mI} P_{nb} P_{pL} \sim \tau_b^{-3/2}, \quad (D.53)$$

  so that the total coupling term scales like

  $$\mathcal{L}^{(\phi_I \to \phi_b, \phi_L)}_{\text{int,kin}} \sim \tau_b^{-9/2} \delta \phi_I \delta \phi_b \delta \phi_L. \quad (D.54)$$

  This, the kinetic decay $\delta \phi_I \to \delta \phi_b \delta \phi_L$ is suppressed compared to the kinetic decays $\delta \phi_I \to \delta \phi_b \delta \phi_b$ and $\delta \phi_I \to \delta \phi_L \delta \phi_L$.

  For the potential coupling, all 6 permutations of $i = I$, $j = b$ and $k = L$ are the same so that we obtain:

  $$\mathcal{L}^{(\phi_I \to \phi_b, \phi_L)}_{\text{int,pot}} = -\frac{1}{2\sqrt{2}} V_{mnp} P_{mI} P_{nb} P_{pL} \delta \phi_I \delta \phi_b \delta \phi_L. \quad (D.55)$$

  Calculating the contractions, it turns out that we have

  $$\mathcal{L}^{(\phi_I \to \phi_b, \phi_L)}_{\text{int,pot}} \sim \tau_b^{-9/2} \delta \phi_I \delta \phi_b \delta \phi_L, \quad (D.56)$$

  which is also suppressed compared to the potential decays $\delta \phi_I \to \delta \phi_b \delta \phi_b$ and $\delta \phi_I \to \delta \phi_L \delta \phi_L$.

  Note that the inclusion of the other small cycles $\tau_{s,i}$ does not alter the results for the couplings to moduli fields because it only changes the expression for $\xi$ in (C.6), which then becomes a sum over all small cycles including $\tau_I$. However, $\xi$ appears only in the components $V_{bb}$, $(M^2)_{11}$ and $V_{b\bar{b}}$ at leading order. Even though this induces a slight shift of the volume modulus mass (D.21), none of these three components enters the trilinear coupling terms and hence they remain unaltered.
D.3 Decay into axion fields

Diagonalisation of fields

For the decay into the volume axion, we proceed analogously as for the decay into volume modulus.

The second-derivative matrix w.r.t. the axions at leading order is given by

$$\langle V_{ij}^{(\theta)} \rangle \equiv \langle \frac{\partial^2 V}{\partial \theta_i \partial \theta_j} \rangle = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 3\gamma_b |W_0|^2 a_I^2 \tau_b^{3/2} & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (D.57)$$

where we have, again, used the relations (C.6) after applying the second derivatives. The transformation to canonical fields is given by

$$\begin{pmatrix} \delta \theta_b \\ \delta \theta_I \\ \delta \theta_L \end{pmatrix} = \begin{pmatrix} \vec{w}_b \\ \vec{w}_I \\ \vec{w}_L \end{pmatrix} \begin{pmatrix} \frac{\delta a_b}{\sqrt{2}} \\ \frac{\delta a_I}{\sqrt{2}} \\ \frac{\delta a_L}{\sqrt{2}} \end{pmatrix}, \quad (D.58)$$

or \( \delta \theta_i = Q_{ij} \delta a_j / \sqrt{2} \) where \( Q \) is the matrix that contains the vectors \( \vec{w}_j \) as columns. They are the eigenvectors of the matrix \( (M^2_{(\theta)})_{ij} \equiv \langle (K^{-1})_{ik} V_{kj}^{(\theta)} \rangle / 2 \) whose eigenvalues are the axion masses. The eigenvectors fulfill the normalisation condition

$$\vec{w}_i^T \cdot \langle K \rangle \cdot \vec{w}_j \equiv Q_{ki} \langle K_{kl} \rangle Q_{lj} = \delta_{ij}. \quad (D.59)$$

The \( M^2_{(\theta)} \) matrix at leading order is given by

$$\langle M^2_{(\theta)} \rangle_{ij} \approx \begin{pmatrix} 0 & 6\gamma_b |W_0|^2 a_I^2 \tau_b^{5/2} \\ 0 & 4|W_0|^2 a_I^2 \tau_b^2 \\ 0 & 0 \end{pmatrix}. \quad (D.60)$$

The corresponding eigenvalues and eigenvectors are

$$m^2_{\theta_b} = 0, \quad \vec{w}_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad (D.61)$$

$$m^2_{\theta_I} = \frac{4|W_0|^2 a_I^2 \tau_b^2}{\tau_b^3}, \quad \vec{w}_2 = \begin{pmatrix} \tau_b / \tau_L \\ 2\tau_b^{3/2} / \sqrt{3} \tau_L \\ 1 \end{pmatrix}, \quad (D.62)$$

$$m^2_{\theta_L} = 0, \quad \vec{w}_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \quad (D.63)$$
The kinetic and potential trilinear coupling terms are respectively given by

\[ \text{Coupling terms} \]

After rescaling to fulfill the normalisation condition \((D.59)\), the normalised eigenvectors read

\[
\begin{align*}
\vec{w}_b & \equiv \frac{\vec{w}_1}{\sqrt{\vec{w}_1^T \cdot \langle K \rangle \cdot \vec{w}_1}} \approx \frac{2\tau_b}{\sqrt{3}} \vec{w}_1 = \left( \frac{2\tau_b}{\sqrt{3}} \frac{2\tau_b}{\sqrt{3}} 0 \right), \\
\vec{w}_I & \equiv \frac{\vec{w}_2}{\sqrt{\vec{w}_2^T \cdot \langle K \rangle \cdot \vec{w}_2}} \approx \frac{\sqrt{6}/4 \tau_I I_b}{\tau_b} \vec{w}_2 = \left( \frac{\sqrt{6}/4 \tau_I I_b}{\tau_b} \frac{\sqrt{6}/4 \tau_I I_b}{\tau_b} \frac{\sqrt{6}/4 \tau_I I_b}{\tau_b} \right), \\
\vec{w}_L & \equiv \frac{\vec{w}_3}{\sqrt{\vec{w}_3^T \cdot \langle K \rangle \cdot \vec{w}_3}} \approx \frac{2\sqrt{2} \tau_L 3/4 I_b}{\sqrt{3}\gamma_L} \vec{w}_3 = \left( 0 0 \frac{2\sqrt{2} \tau_L 3/4 I_b}{\sqrt{3}\gamma_L} \right).
\end{align*}
\]

**Coupling terms**

The kinetic and potential trilinear coupling terms are respectively given by

\[
\begin{align*}
\mathcal{L}_{\text{int,kin.}(\theta)} &= \left( \partial_{\tau_m} K_{n_p} \right) \delta \tau_n \partial_\mu \delta \theta_n \partial_\mu \delta \theta_p \\
&= \frac{1}{2^{3/2}} K_{mnp} P_{mi} Q_{nj} Q_{pk} \delta \phi_I \partial_\mu \delta a_j \partial_\mu \delta a_k, \\
\mathcal{L}_{\text{int,pot.}(\theta)} &= -\frac{1}{2} \left( \frac{\partial^3 V}{\partial \tau_m \partial \theta_n \partial \theta_p} \right) \delta \tau_m \partial \theta_n \partial \theta_p \\
&= -\frac{1}{2^{5/2}} \left( \frac{\partial^3 V}{\partial \tau_m \partial \theta_n \partial \theta_p} \right) P_{mi} Q_{nj} Q_{pk} \delta \phi_I \delta a_j \delta a_k. 
\end{align*}
\]

Let us first argue that the potential couplings to the volume and loop axions vanish: Since \(V\) does not depend on \(\theta_b\) or \(\theta_L\) but only on \(\theta_I\), the indices \(n\) and \(p\) in \((D.68)\) must both take on the value “\(I\)”. However, the components \(Q_{Ib}\) and \(Q_{IL}\) vanish, so that there are no potential couplings \(\sim \delta \phi_I \delta a_b \delta a_b\) or \(\sim \delta \phi_I \delta a_L \delta a_L\).

The individual coupling terms are then calculated as:

- Decay \(\delta \phi_I \rightarrow \delta a_b \delta a_b\):

  Eliminating the derivatives by using \((C.24)\), the kinetic coupling term becomes

  \[
  \mathcal{L}_{\text{int,kin.}(\theta)}^{(\phi_I \rightarrow \delta a_b \delta a_b)} = \frac{1}{2^{5/2}} K_{mnp} P_{mi} Q_{nb} Q_{pb} m_I^2 \tau_I \delta \phi_I \delta a_b \delta a_b. 
  \]

  Since \(Q_{Ib} = Q_{Lb} = 0\), the indices \(n\) and \(p\) must take on the value \(b\), so that we have

  \[
  \mathcal{L}_{\text{int,kin.}(\theta)}^{(\phi_I \rightarrow \delta a_b \delta a_b)} = \frac{1}{2^{5/2}} K_{mbb} P_{mi} Q_{bb} Q_{bb} m_I^2 \tau_I \delta \phi_I \delta a_b \delta a_b 
  = \frac{1}{2^{5/2}} (K_{bbb} P_{bb} + K_{bbb} P_{bb} + K_{Lbb} P_{bb}) Q_{bb} Q_{bb} m_I^2 \tau_I \delta \phi_I \delta a_b \delta a_b
  \approx \frac{\sqrt{3} L W_0^2 a_{I}^2 \tau_I^{11/4}}{2 \tau_b^{15/4}} \delta \phi_I \delta a_b \delta a_b.
  \]
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• Decay $\delta \phi_I \rightarrow \delta a_L \delta a_L$:

Analogously to before we have

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} = \frac{1}{23/2} K_{mn} P_{mI} Q_{nL} Q_{pL} m_{I,\tau_L}^2 \delta \phi_I \delta a_L \delta a_L. \quad (D.73)$$

Since $Q_{bL} = Q_{IL} = 0$, the indices $n$ and $p$ must take on the value $L$, so that we have

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} = \frac{1}{23/2} K_{mLL} P_{mI} Q_{nL} Q_{pL} m_{I,\tau_L}^2 \delta \phi_I \delta a_L \delta a_L. \quad (D.74)$$

and that there is no finetuning of the parameter $\tilde{\mu}$. Eliminating the derivatives using (C.24), the individual coupling terms are given as follows:

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} = \frac{1}{23/2} (K_{bLL} P_{bL} + K_{LbL} P_{bL} + K_{LLb} P_{bL}) Q_{nL} Q_{pL} m_{I,\tau_L}^2 \delta \phi_I \delta a_L \delta a_L. \quad (D.75)$$

where we have also assigned a factor 2 because there are two possibilities how $\delta \phi_I \delta a_J \delta a_k$ can contribute to this decay. Again, since $Q_{bL} = Q_{IL} = Q_{bL} = Q_{IL} = 0$, the indices are forced to take on the values $n = b$ and $p = L$ so that we have

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} = \frac{1}{23/2} K_{mbL} P_{mI} Q_{nL} Q_{bL} m_{I,\tau_L}^2 \delta \phi_I \delta a_b \delta a_L. \quad (D.76)$$

where we have also assigned a factor 2 because there are two possibilities how $\delta \phi_I \delta a_J \delta a_k$ can contribute to this decay. Again, since $Q_{bL} = Q_{IL} = Q_{bL} = Q_{IL} = 0$, the indices are forced to take on the values $n = b$ and $p = L$ so that we have

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} = \frac{1}{23/2} K_{mbL} P_{mI} Q_{nL} Q_{bL} m_{I,\tau_L}^2 \delta \phi_I \delta a_b \delta a_L. \quad (D.77)$$

Note that this zero only holds at leading order under the approximation that $a_I \tau_I, \tau_L \gg 1$ and that there is no finetuning of the parameter $\tilde{\mu} = \mu_3 - \sqrt{\tau_L}$. At the next-to-leading order, we would get a contribution that scales as,

$$\mathcal{L}_{\text{int,kin},(\theta)}^{(\phi_I \rightarrow a_L a_L)} \sim \frac{1}{\tau_b} \frac{9/2}{\delta \phi_I \delta a_b \delta a_L}. \quad (D.78)$$

which is suppressed compared to $\delta \phi_I \rightarrow \delta a_b \delta a_b$ and $\delta \phi_I \rightarrow \delta a_L \delta a_L$.

### D.4 Decays of the inflaton axion

The trilinear couplings of the inflaton axion always involve exactly one other axion and one modulus field. The relevant coupling terms are given in (D.67) and (D.68). In analogy to the argument above, the potential coupling terms (D.68) vanish because the indices $n$ and $p$ must both take on the value "$I$" while on of the indices $j$ and $k$ must either take on the value "$b$" or "$L$". This gives rise to either a factor "$Q_{IL}$" or "$Q_{bL}$", both of which are zero.

From the kinetic coupling terms of the inflaton axion are induced from (D.67). There are always two possibilities how $\delta \phi_I \delta a_J \delta a_k$ can contribute to a decay of $a_I$ corresponding to $j = I$ or $k = I$. Eliminating the derivatives using (C.24), the individual coupling terms are given as follows:
• Decay $\delta a_I \rightarrow \delta \phi_b \delta a_b$:
  Here we have
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_b a_b)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mb} Q_{nI} Q_{pb} m_{\theta_i}^2 \delta \phi_b \delta a_I \delta a_b. \] (D.82)
  Since $Q_Lb = Q_{lb} = 0$, the index $p$ is forced to take on the value "$b$" so that we obtain
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_b a_b)} = -\frac{1}{2\sqrt{3}/2} K_{mnb} P_{mb} Q_{nI} Q_{bb} m_{\theta_i}^2 \delta \phi_b \delta a_I \delta a_b \] (D.83)
  \[ \approx -\frac{1}{\sqrt{3}/2} (K_{bbb} P_{bb} Q_{bl} + K_{bbl} P_{bb} Q_{ll}) Q_{bb} m_{\theta_i}^2 \delta \phi_b \delta a_I \delta a_b \] (D.84)
  \[ \approx -\frac{\sqrt{3\gamma I} |W_0|^2 a_I^2 \tau_I^{1/4}}{\tau_b^{15/4}} \delta \phi_b \delta a_I \delta a_b. \] (D.85)

• Decay $\delta a_I \rightarrow \delta \phi_L \delta a_L$:
  This decay is given by
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_L)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{pL} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_L. \] (D.86)
  Since $Q_{IL} = Q_{bl} = 0$, the index $p$ is forced to take on the value "$L$" so that we have
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_L)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{LL} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_L \] (D.87)
  \[ \sim -\frac{\gamma L}{2} \delta \phi_L \delta a_I \delta a_L. \] (D.88)

• Decay $\delta a_I \rightarrow \delta \phi_L \delta a_b$:
  The coupling terms read
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_b)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{pb} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_b. \] (D.89)
  Here the index $p$ is again forced to take on the value "$b$" and we obtain
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_b)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{pb} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_b \] (D.90)
  \[ \sim -\frac{\gamma L}{2} \delta \phi_L \delta a_I \delta a_b. \] (D.91)

• Decay $\delta a_I \rightarrow \delta \phi_L \delta a_L$:
  For this decay we have
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_L)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{pL} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_L. \] (D.92)
  The index $p$ must take on the value "$L$" and the coupling terms are given by
  \[ \mathcal{L}_{\text{int,kin},(\theta)}^{(a_I \rightarrow \phi_L a_L)} = -\frac{1}{2\sqrt{3}/2} K_{mnp} P_{mL} Q_{nI} Q_{LL} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_L \] (D.93)
  \[ \approx -\frac{1}{2\sqrt{3}/2} (K_{LLl} P_{LL} Q_{ll} + K_{lLl} P_{LL} Q_{ll} + K_{Lll} P_{LL} Q_{ll}) Q_{LL} m_{\theta_i}^2 \delta \phi_L \delta a_I \delta a_L \] (D.94)
  \[ \approx \frac{2\sqrt{3\gamma I} |W_0|^2 a_I^2 \tau_I^{11/4}}{\tau_b^{15/4}} \delta \phi_L \delta a_I \delta a_L. \] (D.95)
D.5 Decay rates

To obtain the corresponding decay rates, we use the standard formula

$$\Gamma = \frac{1}{S} \int \frac{|M|^2}{2E} d\text{LIPS},$$

where $S$ is the symmetry factor, $E$ is the energy of the decaying particle, $|M|^2$ is the matrix element squared and $d\text{LIPS}$ is an element of Lorentz invariant phase space. The decays we consider can be grouped into two categories, either with two identical decay products or with two different ones. The corresponding interaction terms are schematically of the form

$$\mathcal{L}_A \supset g_A \varphi_A \psi_A^2, \quad \mathcal{L}_B \supset g_B \varphi_B \psi_B \chi_B,$$

where we assume that the decaying particle $\varphi$ is much heavier than the decay products $\psi$ and $\chi$, i.e. $m_{\varphi_A} \gg 2m_{\psi_A}$ and $m_{\varphi_B} \gg m_{\psi_B} + m_{\chi_B}$. A crucial difference between the two categories lies in their respective symmetry factors and matrix elements. For category A, we have $S = 2$ and $|M|^2 = 4g_A^2$ whereas for category B, we have $S = 1$ and $|M|^2 = g_B^2$. This results in the following decay rates for the two categories,

$$\Gamma_{\varphi_A \to \psi_A \psi_A} = \frac{g_A^2}{8\pi m_{\varphi_A}}, \quad \Gamma_{\varphi_B \to \psi_B \chi_B} = \frac{g_B^2}{16\pi m_{\varphi_B}}.$$  

By reading off the respective couplings $g$ from the trilinear coupling terms above, we can easily obtain the corresponding decay rates.

The relevant decays of the inflaton fall into category A. For the kinetic decay into the volume modulus we have

$$|M_1|^2 = \frac{3\gamma_I |W_0|^4 a_I^2 \tau_I^{11/2}}{m_{\tau_I}^{15/2}}, \quad m_{\tau_I} = \frac{4|W_0|^2 a_I^2 \tau_I^2}{\tau_B^3},$$

and thus obtain

$$\Gamma_1 \equiv \Gamma_{\phi_I \to \psi_I \phi_I} \approx \frac{3\gamma_I |W_0|^3 a_I^3 \tau_I^{9/2}}{64\pi V^4}.$$  

Analogously, for the potential decay into the loop modulus, the matrix element squared is given by

$$|M_2|^2 = \left( -\sqrt{\frac{3\gamma_I \tau_I^{3/4}}{15/4}} \left[ -3|W_0|^2 \gamma_L \mu^4 \tau_L^2 + W_0^2 \left( -4\mu_1 \mu^4 + \mu_2 \left( \mu_3^2 - 4\mu_3 \sqrt{\tau_L} + 4\tau_L \right) \tau_L \right) \right] \right)^2$$

and the decay rate by

$$\Gamma_2 \equiv \Gamma_{\phi_I \to \phi_L \phi_L} = \frac{3\gamma_I \sqrt{\tau_I} \left[ -3|W_0|^2 \gamma_L \mu^4 \tau_L^2 + W_0^2 \left( -4\mu_1 \mu^4 + \mu_2 \left( \mu_3^2 - 4\mu_3 \sqrt{\tau_L} + 4\tau_L \right) \tau_L \right) \right]}{64\pi \gamma_L^2 |W_0| \mu^8 a_I^2 \tau_I^4 V^4}.$$  

Note that $\Gamma_1/\Gamma_2 \sim a_I^4 \tau_I^4 \sim (\ln V)^4 \gg 1$. Comparing the coupling functions, all other decay rates of inflaton decays can be related to $\Gamma_1$ and $\Gamma_2$ as given in Table 2.

Likewise, the decay rates of the inflaton axion fall into category $B$ and can also be related to $\Gamma_1$ as given in Table 2.
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E Parameter dependence of cosmological results

In this appendix we collect the dependence of the results of Section 7 on those parameters of the model which are were set to unity in Section 7 to simplify the discussion.

Defining the parameter

\[ \alpha = \left(2\pi\right)^{3/2} \frac{\gamma I|W_0|^3 a_I^3 \tau_I^{9/2}}{(\log|V/W_0|)^{9/2}}, \]  

(E.1)

the total decay rate of the inflaton (7.1) becomes

\[ \Gamma_{\phi,tot} = \alpha \frac{15}{64\sqrt{2}\pi^{5/2}} V^{-4} (\log|V/W_0|)^{9/2} M_P. \]  

(E.2)

Moreover, to take into account the model-dependent \( \mathcal{O}(1) \)-factor in (2.6), we introduce \( \sigma \), which is defined by the relation

\[ f_a \equiv \sigma \frac{M_P}{\sqrt{2}\pi L^{1/4} \sqrt{V}}, \]  

(E.3)

and according to (A.10) is given by

\[ \sigma = \sqrt{\frac{37\nu}{8}}. \]  

(E.4)

As in Section 3, we also use the expression for the inflation scale

\[ H_I = \kappa \frac{M_P}{V^{3/2}}, \]  

(E.5)

with \( \kappa^2 \equiv \beta W_0^2 \).

In Section 7 we have set the above parameters to \( \alpha = \sigma = \kappa = 1 \). To get an impression of the dependence on these parameters, in the following we calculate the power-like dependence of the various phenomenological bounds on \( \alpha, \sigma, \kappa \). We neglect all logarithmic effects. To achieve this, we first disregard the logarithmic dependence in (E.2), finding that the reheating temperature scales as

\[ T_R \sim \left( \frac{g_\ast \pi^2}{90} \right)^{-1/4} \sqrt{\Gamma_{\phi,tot}} M_P \sim \sqrt{\alpha}/V. \]  

(E.6)

Together with (E.3) and (E.5), we can use this to equip the bounds (7.5) – (7.10) and (7.12) – (7.17) with an approximate scaling in the parameters \( \alpha, \sigma \) and \( \kappa \).

For the high-reheating-temperature case with \( T_R \gg 1 \text{ GeV} \) we then have the more general expressions

\[ (\sigma^{-10/31}, \kappa^{24/31}) \times 10^7 \lesssim V \lesssim 1 \times 10^{10} (\alpha^{1/4}) \]  

(E.7)

\[ (\sigma^{36/31}, \kappa^{-12/31}) \times 10^{15} \text{ GeV} \gtrsim f_a \gtrsim 3 \times 10^{12} \text{ GeV} (\alpha^{-1/8} \sigma) \]  

(E.8)

\[ (\sigma^{-36/31}, \kappa^{12/31}) \times 10^{-8} \text{ eV} \lesssim m_a \lesssim 2 \times 10^{-6} \text{ eV} (\alpha^{1/8} \sigma^{-1}) \]  

(E.9)

\[ (\alpha^{1/2}, \sigma^{20/31}, \kappa^{-48/31}) \times 10^5 \text{ GeV} \gtrsim T_R \gtrsim 1 \text{ GeV} \]  

(E.10)

\[ (\sigma^{15/31}, \kappa^{-5/31}) \times 10^7 \text{ GeV} \gtrsim H_I \gtrsim 2 \times 10^3 \text{ GeV} (\alpha^{-3/8} \kappa), \]  

(E.11)

\[ (\sigma^{-21/31}, \kappa^{7/31}) 0.1 \lesssim \theta \lesssim 0.4 (\alpha^{7/96} \sigma^{-7/12}). \]  

(E.12)
As before the left-hand side is the constraint from isocurvature and the right-hand side the boundary of the regime where the axion starts oscillating in a radiation dominated era. The volume modulus mass at the upper end of the volume range is

$$m_b \sim 1700 \text{ GeV} \left(\alpha^{-3/8}\right).$$  \hfill (E.13)

For lower reheating temperatures $T_R \ll 300 \text{ MeV}$ we find

\begin{align*}
(\alpha^{1/4}) & \quad 2 \times 10^{10} \lesssim V \lesssim 5 \times 10^{10} (\alpha^{4/19} \sigma^{6/19}) \quad (E.14) \\
(\alpha^{-1/8} \sigma) & \quad 2 \times 10^{12} \text{ GeV} \lesssim f_a \lesssim 1 \times 10^{12} \text{ GeV} (\alpha^{-2/19} \sigma^{16/19}) \quad (E.15) \\
(\alpha^{1/8} \sigma^{-1}) & \quad 3 \times 10^{-6} \text{ eV} \lesssim m_a \lesssim 4 \times 10^{-6} \text{ eV} (\alpha^{2/19} \sigma^{-16/19}) \quad (E.16) \\
300 \text{ MeV} & \quad \gtrsim T_R \gtrsim 100 \text{ MeV} (\alpha^{3/38} \sigma^{-12/19}) \quad (E.17) \\
(\alpha^{-3/8} \kappa) & \quad 600 \text{ GeV} \gtrsim H_I \gtrsim 200 \text{ GeV} (\alpha^{-6/19} \sigma^{-9/19} \kappa), \quad (E.18) \\
(\alpha^{3/32} \sigma^{-3/4}) & \quad 0.9 \lesssim \theta \lesssim 3. \quad (E.19)
\end{align*}

Now the left-hand side ensures that we are in the regime where oscillations start during the phase where the equation of state is matter-like. The right-hand side arises from achieving the full DM density without tuning the initial value $\theta_i$. At the largest volume the mass of the volume modulus is given by

$$m_b \sim 200 \text{ GeV} (\alpha^{-6/19} \sigma^{-9/19}).$$  \hfill (E.20)
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