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Abstract. This paper proposes a novel and effective method for multiple kernel learning (MKL) that differs from standard MKL approaches. The new algorithm, named effective multiple kernel learning (EMKL), proposes a learn function space generated by multiple kernels with a group of parameters, as well as constructs a new inner-product with an optimized symmetric positive-definite matrix for the solution space of learning problem. We also describe the proposed EMKL algorithm within a general-purpose image classification framework. The EMKL algorithm has a closed-form solution, thus enabling optimization without the need for the additional iterative operations that are common in standard MKL algorithms. Hence, our proposed EMKL has a lower computational cost than that of conventional MKL techniques. The results of experiments on two benchmark datasets show the effectiveness of the proposed algorithm.

1. Introduction
Kernel method plays a key role in machine learning and has been successfully used in data classification tasks[1][2]. The proposed kernel methods can be roughly divided into two categories. The first term maps the image data from the original feature space to a high-dimensional data space, and performs kernel trick to derive the relationship between data in the high-dimensional feature space. This group includes KPCA [3] and kernel Fisher discriminant analysis [4]. The second type of kernel method [6]-[11] uses kernel function to obtain a label function that solves the learning problem by reproducing kernel Hilbert spaces (RKHSs) [5][13]. RKHSs is the function space that can be searched to find the optimal solution to the learning problem.

In these kernel methods, using multiple kernels rather than a single kernel is an important progression. Among the applications for multiple kernels, multiple kernel learning (MKL) [6] is a successful method that enhances the interpretability of the classifier with a combination of base kernels, further improving the performance of kernel methods. MKL algorithms have been widely researched [7]-[11], and reviewed [7][8]. MKL gives a feasible scheme for combining multiple kernels. However, MKL is computationally expensive, owing to the limitations of optimization procedures. Therefore, one common research direction for MKL focuses on effectively solving the MKL problem. For instance, Lanckriet et al. [9] proposed a semi-definite programming method for solving kernel weights, called SimpleMKL [10]. SimpleMKL is a state-of-the-art algorithm that can be used to solve the MKL problem with a useful subgradient descent method. Xu et al. [11] derived a variation of the equivalence between MKL and the so-called group lasso to obtain a closed-form solution for the kernel weights. However, MKL tasks remain challenging, with the reason that the optimal combination of kernels must be calculated and the optimal classifier must be determined during each iteration.
In this paper, a novel multiple kernel learning method via the inner product optimization is proposed, named effective multiple kernel learning (EMKL). EMKL uses a group of kernels and the corresponding parameters to construct the solution space for a learning problem. EMKL offers a closed-form solution, which simplifies the optimization procedure of the solution of learning problem, as well as searches an optimal label function for the learning problem in the new defined space spanned by multiple kernels. To analyze the solution space of the learning problem, we describe the manner in which the RKHS is generated by a single kernel. By analyzing the similarities and differences among single kernel methods, MKL and EMKL can be easily understood.

The paper is organized as follows: we introduce MKL in Section 2. The RKHS is described in Section 3. In Section 4, the proposed EMKL algorithm is described in detail. In Section 5, the experimental results on two real-world data sets are presented, demonstrating the benefits of EMKL. Finally, Section 6 gives some conclusions.

2. Multiple Kernel Learning (MKL)

Consider a set of data \(X = (x_1, \ldots, x_n) \in \mathbb{R}^{D \times n}\) in a \(D\)-dimensional feature space, the corresponding labels are the set \(y = (y_1, \ldots, y_n) \in \{-1, +1\}^n\). Let \(k(x, v) = \sum_{j=1}^{m} \beta_j k_j(x, v)\) be a combined kernel function, where \(\{k_j(x, v), x, v \in X\}\) denote the \(m\) base kernels and \(\{\beta_j\}_{j=1}^{m}\) denote the weights, and \(K = \sum_{j=1}^{m} \beta_j K_j\) is the multiple kernel matrix. Generally, the learning problem of MKL is

\[
\min_{f \in H} \sum_{i=1}^{n} V(y_i, f(x_i)) + \gamma \|f\|^2_H
\]

where \(f\) is the label function, \(V(\bullet, \bullet)\) is the loss function and \(H\) is an RKHS endowed with kernel function \(k(x, v)\). MKL method learns the decision function

\[
f(x) = \sum_{i=1}^{n} \alpha_i k(x, x_i)
\]

Obviously, MKL algorithms must identify two sets of parameters, as well as obtain the solution of the problem (2). Equation (2) constitutes the bulk of the MKL procedure.

3. Reproducing Kernel Hilbert Spaces (RKHS)

RKHS [5] theory provides an unified framework for machine learning. The RKHS can be generated by a symmetric positive-definite kernel function. To do so, a kernel function \(k(x, v)\) is first used to build a linear space with the data \(X\), i.e. \(S(X) = \text{span}\{k(x, v) | k(x) = k(x, v), v \in X\}\). Second, defining an inner product \(\langle \bullet, \bullet \rangle\) on \(S(X)\), i.e., for all \(f \in S(X)\), since \(f(x) = \sum_i \alpha_i k(x, v_i)\), the inner product of \(f\) can be defined as:

\[
\langle f, f \rangle = \sum_i \sum_j \alpha_i \alpha_j k(v_i, v_j)
\]

It can easily be demonstrated that the definition of \(\langle \bullet, \bullet \rangle\) meets the requirements of inner product. Therefore, \(H = (S(X), \langle \bullet, \bullet \rangle)\) is an inner space. The crucial component to this kernel method is applied to RKHS, which describe the relationship between data or functions by the inner product.

4. Effective Multiple Kernel Learning via Inner Product Optimization

In this paper, we propose a effective MKL method with inner product optimization. The label
function in our algorithm is set with multiple kernels:

\[ f(x) = \sum_{i=1}^{n} \alpha_i k_i(x, x_i) \]  

(4)

According to Eq. 4, the number of multiple kernels \( \{k_i(x, v), i = 1 \cdots n\} \) is fixed. Therefore, the classification function \( f \) is determined by each data sample. But this classification function cannot be directly used to the framework of the MKL algorithm (Eq.1). To solve this problem, we learn a suitable and effective solution space for the new classification function. Inspired by the generating of RKHS, a new inner-product space can be defined through the inner product optimization.

We first built a linear space \( S_{\ell}(X) = \text{span}\{k_i(x, x_i) | i = 1 \cdots n, x_i \in X\} \). Then, based on the definition of the inner product, \( \langle f, f \rangle = \sum_{i,j}^{n} \alpha_i \alpha_j \langle k_i(\bullet, x_i)k_j(\bullet, x_j) \rangle \) can be obtained. Because \( k_i(x_j, x_i) \neq k_j(x_i, x_j) \) (here, \( k_i(x, v) \) and \( k_j(x, v) \) are different kernel functions when \( i \neq j \)), i.e, the corresponding kernel matrix

\[
K = \begin{bmatrix}
    k_i(x_1, x_1) & \cdots & k_n(x_1, x_n) \\
    \vdots & \ddots & \vdots \\
    k_i(x_n, x_1) & \cdots & k_n(x_n, x_n)
\end{bmatrix}_{n \times n}
\]

is not symmetric. To solve this problem, we further construct a learned inner product for describe the relationship between data. Before that, a new symmetric and positive-definite matrix with a regular term is defined, i.e., \( K_r = (K_S + K_S^{-1}) / 2 + \rho I \), where \( \rho \) is the regular parameter. The new define matrix can be optimized by the Bregman divergence[12]. For \( K_r \), the Bregman divergence is \( D_{\alpha}(K_r, K_S) = \text{tr}(K_rK_S^{-1}) – \log \text{det}(K_rK_S^{-1}) - \epsilon \). With a slack variable \( \delta \) for avoiding no feasible solution, the learning problem of \( K_r \) becomes

\[
\min D_{\alpha}(K_r, K_S) + \delta \| \xi \|^2
\]

where \( \xi = K_r(x_i, x_i) + K_r(x_j, x_j) - K_r(x_i, x_j) - d(x_i, x_j) \).

With the symmetric positive-definite matrix \( K_r \), the inner product on \( S_{\ell}(X) \) can be obtained, i.e., for any \( f \in S_{\ell}(X) \), \( \langle f, f \rangle = \bar{\alpha}^T K_r \bar{\alpha} \). It is easy to prove that the defined \( \langle f, f \rangle \) meets the requirements of the inner product and that, consequently, \( H_r = (S_{\ell}(X), \langle \bullet, \bullet \rangle) \) is an inner product space. Because \( S_{\ell}(X) \) is finite-dimensional, \( H_r \) is a Hilbert space. The EMKL estimates the new classification function by minimizing

\[
f^* = \arg\min_{f \in H_r} \sum_{i=1}^{n} V(y_i, f(x_i)) + \gamma \| f \|^2_{H_r}
\]

(5)

when the squared loss function is selected for the label function, the problem of EMKL then is reformulated as \( \min_{\bar{\alpha}} (y - K_S \bar{\alpha})^T (y - K_S \bar{\alpha}) + \gamma \bar{\alpha}^T K_r \bar{\alpha} \). Obviously, because \( K_S = \sum_{i=1}^{n} \alpha_i K_i \), EMKL only need to solve one set of parameters \( \bar{\alpha} \) and has a closed-form solution.

5. Experiments
In our experiments, the general single-kernel method and MKL algorithm are used to compared our EMKL. We use the USPS handwritten digit dataset [14] and the object dataset ETH-80 for experiments.
The USPS handwritten digit set contains 10 handwritten digits (form ‘0’ to ‘9’) , each class has 1100 grayscale images. The ETH-80 set has eight class of images, each class contains 10 objects, and each object has 41 images from different perspectives.

The two parameters $\delta$ and $\gamma$ are selected from set $\{0.0, 1.0, 10.0, 100.0\}$. The Gaussian kernel $k(u, v) = exp^{-\frac{\|u-v\|^2}{\tau}}$ is selected as the base kernel. In the single-kernel algorithm, $t = \frac{1}{n} \sum_{i,j} dis(x_i, x_j)$, where $dis(x_i, x_j)$ denotes the distance between $x_i$ and $x_j$, and $n$ is the number of data samples. For each class, the number of data sample is set to $u = 10, 20, 30, 50$.

The experimental results on two real-world data set are shown in Table 1. As can be seen, in the two-class experiments, MKL has the lowest error rate when $u = 50$, and our EMKL has a little improvement over the single-kernel method. And for the multi-class experiments, EMKL has the best results. The reason is that for MKL the optimized kernel learned from the multiple kernels can successfully describe the data distribution, for the single-kernel method it only use an empirical kernel. Therefore, one suitable kernel can improve classification result effectively. For multi-class data samples, the data distribution becomes diverse. Therefore, our EMKL is achieves superior performance. For the ETH-80 set, the data distribution of each class is entirely different. The experimental results on ETH-80 are shown in Table 2. EMKL offered considerably improved performance over the single-kernel method, as well as generally outperformed MKL. We also record the computation time of each algorithm, as shown in Fig. 1. It is clear that the computational cost on MKL increases exponentially with the number of data samples. By contrast, the run-time for EMKL has a little variety when the number of data is given.

| Table 1. Classification error rates (%) of experiments on USPS Set |
|---------------------------------------------------------------|
| Two-class                  | Single-kernel | MKL    | EMKL    |
|----------------------------|---------------|--------|---------|
| $u = 10$                   | 3.6052        | 3.3755 | 4.5781  |
| $u = 20$                   | 2.4272        | 2.1892 | 2.5791  |
| $u = 30$                   | 1.9013        | 1.6576 | 1.9203  |
| $u = 50$                   | 1.3785        | 1.2857 | 1.3519  |
| Multi-class                |               |        |         |
| $u = 10$                   | 18.1441       | 16.7352| 15.9085 |
| $u = 20$                   | 10.0634       | 8.9668 | 8.7451  |

| Table 2. Classification error rates (%) of experiments on ETH-80 Set |
|---------------------------------------------------------------|
| Two-class                  | Single-kernel | MKL    | EMKL    |
|----------------------------|---------------|--------|---------|
| $u = 10$                   | 6.0714        | 5.9056 | 6.1578  |
| $u = 20$                   | 4.5232        | 5.3374 | 5.4716  |
| $u = 30$                   | 3.8273        | 3.5682 | 3.5115  |
| $u = 50$                   | 3.4286        | 2.9813 | 2.5443  |
| Multi-class                |               |        |         |
| $u = 10$                   | 23.8465       | 21.2316| 17.8945 |
| $u = 20$                   | 18.1856       | 15.9473| 14.1571 |
5. Conclusion

Kernel method play a key role in machine learning. In this paper, we proposed a novel and effective MKL method for classification. Compared to a single-kernel approach, our algorithm introduces multiple better kernels to learning problem with diverse data. By comparison with general MKL approach, our proposed EMKL has less computation cost, because the parameters of multiple kernels are not introduced to the learning problem. The results of experiments on two benchmark data sets show the effectiveness of the proposed algorithm.
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