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This work brings forward an alternative experimental approach to infer the topological character of phase transitions in insulators. This method relies on subjecting the target system to a set of external fields, each of which consists of two parts, i.e., a weak spatiotemporally slowly-varying component on top of a constant offset. The fields are chosen in such a way, so that they respectively induce slow variations in the wave vector describing the bulk band structure, as well as a parameter which allows tuning the bulk gap. Such a process maps the Berry singularities of the base space to a synthetic space spanned by the parameters related to the external fields. By measuring the response of the system to the weak part of the perturbations, when these are additionally chosen to form spacetime textures, one can construct a quantity that is here-termed Berry singularity marker (BSM). The BSM enables the Berry singularity detection as it becomes nonzero only in the close vicinity of a Berry singularity and is equal to its charge. The calculation of the BSM requires the measurement of the susceptibility tensor for the applied external fields. Near the Berry singularities, the BSM is dominated by a universal value, which is determined by the quantum metric tensor of the system. While in this work I restrict to 1D AIII insulators, the proposed approach is general. Notably, a key feature of the present method is that it can be implemented in a lock-in fashion, that is, one can “filter out” from the BSM any possible contribution from disorder by performing more measurements. Hence, the present construction paves the way for a disorder resilient diagnosis of topological phase transitions, that appears particularly relevant for disordered topological insulator and hybrid Majorana platforms, while it can be readily implemented using topo-electric circuits.

I. INTRODUCTION

The discovery of new strategies to unambiguously detect the nontrivial character of topological materials and hybrid devices remains a pressing challenge in this timely research field. For instance, recent experiments [1–4] and theoretical studies [5–13] have highlighted the difficulties that are encountered when trying to distinguish Majorana zero modes (MZMs) from topologically-trivial Andreev bound states. While the latter originate from smooth confinement potentials or disorder [14–22], they may nonetheless become pinned near zero energy for an extended range in parameter space. Notably, such hurdles arise for the majority of topological systems, since the bulk nontrivial topology is typically inferred in experiments indirectly, that is, by probing the topologically-protected modes which emerge at boundaries where systems with different topological properties meet [23–27]. While this pursuit is certainly justified by the desire to harness the exotic properties of the arising modes for cutting edge applications [28, 29], this strategy has unavoidably hindered the development of possible methods to detect the bulk topology directly, i.e., by employing bulk-only measurements without involving the topologically-protected modes.

Recently, however, a number of theoretical proposals have appeared advocating for alternative experimental ways to infer the bulk topological properties of the system of interest. For instance, in connection to MZMs, it has been proposed to probe the nonlocal conductance [30–35], the shot noise [36–41], or the equilibrium spin-susceptibility [42]. The spin-orbital magnetic susceptibility has been also proposed as a bulk-topology detection means for topological insulators [43]. Another proposed experimental method that has attracted attention is to infer properties of the bulk topology by studying the bound states of the system [44–46] which are induced by impurities [47]. The last development that I wish to mention here concerns the mapping out of the quantum geometry [48–50] which holds information for the quantum critical and topological properties of the bulk system [51–57]. For an insulator, its “imaging” can be achieved by inducing interband transitions to the system [58–66]. Up to date, the quantum geometry appears to have been successfully measured in various solid-state devices [67–72].

In this Article, I propose an alternative experimental approach which aims at directly diagnosing the bulk topology of a system using bulk-only equilibrium or quasi-equilibrium measurements. The present method relies on the observation that a phase transition separating two topologically-distinct phases is also endowed with topologically-nontrivial properties itself. Such an aspect appears to have been missed in the abovementioned works. Specifically, the target of the here-proposed experimental protocol is to map out the topological properties of the Berry singularities which characterize the bulk Hamiltonian and mediate the various topological phase transitions. The read-out of the topological charges and locations of Berry singularities is achieved by suitable mappings to a synthetic space which is spanned by a
set of \( N \) experimentally-controllable quantities comprising the vector \( \mathbf{F} = (F_1, F_2, \ldots, F_N) \).

In more detail, I suggest to experimentaly carry out this new type of Berry-singularity tomography following a principle which bears close similarities to the one underlying the operation of the lock-in amplifier, cf Ref. 73. Thus, in analogy to the lock-in technique which enables the noise-free measurement of an electric signal by convoluting it with a sinusoidal reference signal, the present method promises the noise-free detection of Berry singularities by accordingly “convoluting” their Berry charge density with a reference field which possesses similar topological properties. As I argue, this convolution is achieved when the vector \( \mathbf{F} \) above possesses a suitable dependence on the spacetime coordinates \( \mathbf{X} = (r, t) \).

This work restricts to situations where \( \mathbf{F}(\mathbf{X}) \) exhibits a slow spatial and/or temporal variation compared to the characteristic length/time scales governing the target system. Under this assumption, a semiclassical-type of approach becomes applicable, and one can theoretically predict the outcome of applying such fields by viewing the wave vector \( \mathbf{k} \) of the system as a variable which exhibits itself a correspondingly slow spatiotemporal variation. In fact, the external fields discussed here are chosen in such a way, so that they can induce the spatial and/or temporal variation of any of the components of \( \mathbf{k} \), as well as the variation of an additional parameter \( M \) which tunes the size of the bulk energy gap and in turn controls the occurrence of topological phase transitions. A crucial aspect of the present method is how to choose the dependence of \( \mathbf{F} \) on \( \mathbf{X} \). As it becomes clear later on, this is decided based on the expected topological properties of the target system. Nevertheless, \( \mathbf{F} \) obtains the general form \( \mathbf{F}(\mathbf{X}) = \mathbf{B} + \mathbf{B}(\mathbf{X}) \) where \( \mathbf{B} \) defines a constant offset, while \( \mathbf{B}(\mathbf{X}) \) gives rise to a topological texture characterized by the same kind of topological charge which is expected to classify the Berry singularities of the target bulk Hamiltonian. If little is known about the latter, then one has to proceed by testing various spacetime profiles in order to exhaust all the topological classes that are possible in the given spacetime dimensionality [23–27].

The engine of the here-proposed method relies on the construction of a quantity that I coin Berry singularity marker (BSM). The BSM enables the experimental diagnosis of the topological charges of the Berry singularities of the target Hamiltonian and their locations in the \( d \)-dimensional \( \mathbf{K} = (k, M) \) space. The BSM is constructed as a suitable convolution of the reference fields \( (F_1, F_2, \ldots, F_d) \), and their experimentally measurable conjugate fields \( (P_1, P_2, \ldots, P_d) \). In the microcanonical statistical ensemble, the conjugate fields are defined as \( P_n(\mathbf{X}) = -\partial E/\partial F_n(\mathbf{X}) \), where \( E \) denotes the energy of the system and \( n = 1, 2, 3, \ldots, d \). As I detail in the remainder, the BSM tends by construction to a universal/topological value when \( \mathbf{B} \) is such, so that the system approaches a topological phase transition. At the same time, the value of \( \mathbf{B} \) required to observe the quantization of the BSM, also holds information regarding the location of the Berry singularities in \( \mathbf{K} \) space. Thus, the BSM provides a measure for the distance away from the locations of the various Berry singularities and for this reason, it is naturally related to the so-called quantum or Fubini-Study metric [48] constructed using the Bloch band eigenvectors. Its value depends on the vector \( \mathbf{B} \) and the modulus \( \mathbf{B}(\mathbf{X}) = |\mathbf{B}(\mathbf{X})| \). The latter variable quantifies the resolution of the experimental probe employed to perform the tomography proposed here. With no loss of generality, I assume that \( \mathbf{B}(\mathbf{X}) \) is tailorable in experiments and is given by an \( \mathbf{X} \)-independent value which is from now on denoted \( \mathbf{B} \).

Under the above conditions, the BSM construction which I present in the following analysis guarantees that the BSM becomes equal to a topological invariant when:

\[
\lim_{\mathbf{B} \to 0} \text{BSM}(\mathbf{B}_s, \mathbf{B}) = Q_s, \tag{1}
\]

where \( Q_s \) defines the total topological charge of the Berry monopoles which mediate the topological phase transition across \( M = M_s \), and \( \mathbf{B}_s \) is the value of \( \mathbf{B} \) which is required for tuning the system at the \( s \)-th phase transition. For a system lacking unitary symmetries, which is actually a prerequisite in the frame of the fundamental topological classification of insulators [23–27], \( Q_s \) stems from a single Berry singularity. In contrast, for a system with additional unitary symmetries, the contributions of symmetry-related Berry singularities are not independent and, thus, one can in principle disentangle the individual contribution of each one of the singularities.

In the following, I concretely exemplify how to construct the BSM for a representative AIII class topological insulator, which shares the same topological phenomenology with the Su-Schrieffer-Heeger (SSH) model [74]. Specifically, I examine the topological properties of this system in the presence of suitable external fields \( \mathbf{F} \), demonstrate how the here-proposed experimental approach allows the detection of the underlying Berry singularities, and how the experimental measurements can be rendered quite insensitive to the presence of disorder.

The remainder is organized as follows. Section II describes the model Hamiltonian of the AIII topological insulator that I employ to demonstrate the here-proposed method. In Sec. III I discuss the coupling of the electrons to the external background fields and the synthetic-space mapping of the Berry singularities that these achieve. Sections IV and V focus on the response of the insulator to these external fields. They respectively discuss the properties of the conjugate fields and the generalized susceptibilities. Section VI contains the construction of the BSM, while Sec. VII reveals the link between the BSM and the quantum metric tensor that characterizes the valence band. The next two sections, i.e., Secs. VIII and IX focus on the implementation of the BSM using synthetic textures. Section X contains an analysis of the effects of random disorder on the BSM, and shows how the BSM can be shielded against noise by employing the lock-in principle. Section XI provides a summary and an
outlook. Finally, App. A discusses alternative possibilities regarding the coupling to the external fields, and App. B presents additional numerical calculations of the BSM in the presence of disorder.

II. MODEL HAMILTONIAN

The approach proposed in this manuscript is demonstrated for the variant of the SSH model which is defined in terms of the single-particle Bloch Hamiltonian $H(K) = d(K) \cdot \tau$, with the “isospin” vector:

$$d(K) = \left( \sin(k - k_0), 1 - \cos k + M, 0 \right).$$  \hspace{1cm} (2)

The wavenumber $k$, as well as the offset $k_0$, are defined in the Brillouin zone (BZ) $[-\pi, \pi]$. To represent the above $2 \times 2$ matrix Hamiltonian I employ the “isospin” $\tau_{1,2,3}$ Pauli matrices and the respective unit matrix $1$. While the precise nature of the $\tau$ degree of freedom is irrelevant for the general idea behind the approach I present, this work is yet restricted to strictly non-superconducting systems. The above Hamiltonian possesses a chiral symmetry effected by $\Pi = \tau_3$, which establishes AIII as the ensuing symmetry class for the topological insulator. For convenience, I set $k_0 = 0$ in the remainder, with the only exception to be Sec. X, where I discuss the effects of disorder sourced by randomly fluctuating $k_0$ and $M$. Note that setting $k_0 = 0$ gives rise to a charge-conjugation symmetry, which is generated by the complex conjugation operator $K$. This additional symmetry modifies the symmetry class according to AIII$\rightarrow$BDI. Nevertheless, this change is insignificant for the results obtained in the upcoming analysis. Once again, I emphasize that the discussion of the lock-in tomography and its resilience against disorder are to be considered in the AIII outlook.

For the values $M \neq \{-2,0\}$, the system described by Eq. (2) features a full gap in the bulk energy spectrum and resides in the topologically-nontrivial regime for $M \in (-2,0)$, where it supports a single fractional zero-energy mode (FZM) at each edge of the system [75]. The characteristic feature of these FZMs is that they possess a fixed chirality $\pm 1$, i.e., the FZM eigenvectors are eigenstates of $\Pi$. Even more, FZMs on opposite edges see opposite chiralities. Hence, the fractionalization in the present case refers to the halving of the chirality degrees of freedom experienced by the zero-energy modes.

The topological properties and the absence/emergence of FZMs in the insulating phases occurring in the three parameter-value regimes $M \in (-\infty, -2), (-2, 0), (0, \infty)$ are confirmed by evaluating the winding number [24]:

$$w = \int_{\text{BZ}} \frac{dk}{2\pi} \sum_{n,m} \varepsilon_{nm} \tilde{d}_n(K) \frac{\partial \tilde{d}_m(K)}{\partial k}$$  \hspace{1cm} (3)

where $\varepsilon_{nm}$ denotes the antisymmetric Levi-Civita symbol with $n, m = 1, 2$, while $\tilde{d}(K) = d(K)/|d(K)|$ corresponds to the unit vector of $d(K)$. One notes that the difference of $w$ across a bulk topological phase transition occurring at $M = M_s$, which is defined as:

$$\Delta w_s = w(M = M_s^+) - w(M = M_s^-)$$  \hspace{1cm} (4)

yields the total topological charge $Q_s$ of the Berry monopoles of $H(K)$ which are responsible for the transition. Note that, in the present case, the Berry singularities correspond to vortices in 2D $K = (k,M)$ space, which appear at the locations $K_s = \{(\pi, s), (0, 0)\}$ with $s = \pm 1$. The two Berry vortices are depicted in Fig. 1(a).

The charge of each Berry vortex can be equivalently obtained by means of the line integral:

$$Q_s = -\oint_{\mathcal{C}_{K_s}} \frac{dK}{2\pi} \sum_{n,m} \varepsilon_{nm} \tilde{d}_n(K) \frac{\partial \tilde{d}_m(K)}{\partial K},$$  \hspace{1cm} (5)

where $\mathcal{C}_{K_s}$ is a loop which encircles the singularity located at $K_s$ and $n, m = 1, 2$. In fact, Eq. (4) originates from Eq. (5) after a particular path $\mathcal{C}_{K_s}$ has been chosen.

The topological charge can be alternatively expressed in terms of the Berry vector potential $A_\pm(K)$ of the Bloch eigenstates $\{u_\pm(K)\}$ corresponding to the energy dispersions $E_\pm(K) = \pm |d(K)|$. In the present case, the Berry vector potential is the same for both bands and is defined as:

$$A(K) = i \langle u_-(K) | \partial_K u_-(K) \rangle = -\frac{1}{2} \varepsilon_{nm} \tilde{d}_n(K) \frac{\partial \tilde{d}_m(K)}{\partial K}$$  \hspace{1cm} (6)

which allows to rewrite $Q_s$ in the compact form:

$$Q_s = \frac{1}{\pi} \oint_{\mathcal{C}_{K_s}} dK \cdot A(K).$$  \hspace{1cm} (7)

FIG. 1. Panel (a) depicts the two Berry singularities obtained from Eq. (2) in $K = (k,M)$ space for $k_0 = 0$. These carry topological charge $\pm 1$ and are located at $K_s = (\pi, -2)$ and $K_s = (0, 0)$, respectively. (b) Topological phase diagram of model in Eq. (8) in the synthetic $B$ space. The numbers shown correspond to the outcome of the winding number $w$ for $k_0 = M = 0$. The Berry singularities are mapped from $K$ to $B$ space. Note that the mapping of the topological charges may differ up to an overall sign depending on the quadrant in synthetic space. The Berry vortices in $K$ space also map to the remaining parts of the lines obtained by $B_1 \rightarrow -B_1$, which are not shown here.
From either one of the above equivalent definitions, one finds that the Berry vorticities across the two transitions at $M_\pm = \{ -2, 0 \}$ are correspondingly $Q_\pm = \{ 1, -1 \}$.

Being in a position to know the topological charges and locations of the Berry singularities allows us to reconstruct the entire topological phase diagram of the system, as long as the topological properties of the system are known for a single value of $M$. For convenience, this value can be associated with a well-known limiting topological behavior of the system. For instance, for the vector $d(K)$ considered in Eq. (2), the limits $M \to \pm \infty$ lead to a topologically-trivial system, which is a piece of information that is typically accessible in experiments.

III. BERRY-SINGULARITY MAPPING TO A SYNTHETIC SPACE

In this paragraph, I proceed by describing the coupling of the system to the external fields $F$. Within the throughout-adopted semiclassical limit, I assume that these couple to the system through generating a spatio/temporal variation for $K$, so that near the Berry singularities we have $dK/dX \sim dF/dX = dB/dX$. For the model of Eq. (2), I first consider the following concrete type of coupling:

$$d(K, F) = (\sin(k - k_0 - F_1), 1 - \cos k + M - F_2, 0),$$

(8)

which gives rise to the accordingly modified energy dispersions that I denote $E_\pm[K, F(X)] = \pm |d(K, F)|$.

Within the semiclassical picture adopted here, the presence of the fields allow us to map the Berry singularities from $K$ space to $F$ space. The Berry singularities appear at the two $F$-dependent locations in $K$ space:

$$K_+(F) = (\pi + F_1 + k_0, F_2 - \cos (F_1 + k_0) - 1),$$

$$K_-(F) = (F_1 + k_0, F_2 + \cos (F_1 + k_0) - 1).$$

(9)

After considering $B = 0$ for the moment, the above results imply that by solely restricting to $B$ space, the two Berry singularities appear respectively along the trajectories:

$$B_2 = 1 \pm \cos (B_1 + k_0) + M.$$ 

(10)

These two Berry singularity branches are overlaid with dot-dashed lines on the topological phase diagram presented in Fig. 1(b). The latter is defined solely in $B$ space and is obtained under the assumption $k_0 = M = B = 0$.

The above results imply that, by introducing the external fields, we are in a position to map out the topological phase diagram of the system, even without knowing the exact Hamiltonian of the system. While the importance of inferring the Hamiltonian is certainly indisputable, in actual experiments the priority is to be able to manipulate the properties of the system using the external parameters. Hence, from this point of view, mapping the Berry singularities onto the synthetic space spanned by the control fields is more important when it comes to potential applications. Evenmore, “transferring” the Berry singularities to a synthetic space has advantages, since there, the Berry singularities are present in an extended window and form lines, thus rendering this approach preferred for their study.

To this end, I stress that the role played by the synthetic space in this work and the purpose for its use, are clearly different than the ones of a number of recent studies regarding conventional [76–81] and topological [82–86] superconductors, which discuss topological phases and Berry singularities in a synthetic space. There, the topological properties are associated with a Hamiltonian which depends on the synthetic space coordinates. Here instead, the focus is on the parametric dependence of the conjugate fields, which constitute expectation values of the Hamiltonian of interest. The goal is to employ the external fields as a means to manipulate the response of the system and infer the topological properties of the underlying Hamiltonian.

IV. RESPONSE TO THE EXTERNAL FIELDS

The above method of imprinting the Berry singularities onto a synthetic space allows for their identification through the study of the response of the system to these external fields. As announced earlier, I consider external fields which consist of two components, the offset $B$ and the spatio/temporal varying $B(X)$. The role of $B$ is to control the topological properties of the system, and tune it near a topological phase transition, as it was demonstrated in the previous section. Being in a position to controllably approach a topological phase transition, at the same time allows us to tune the system near the location of a Berry singularity in synthetic space. On the other hand, the additional $B(X)$ component functions as a weak perturbation which is employed to assert the presence of the Berry singularity and, hence the topological character of the associated phase transition. The introduction of $B(X)$ also opens the door for a lock-in type of experimental detection of the Berry singularity charge. As I detail later on, this lock-in approach provides a route to filter out the effects of noise and disorder from the measurements.

---

1 Note that the above prescription for the coupling is not unique. In fact, App. A discusses an alternative coupling. Furthermore, extra caution should be paid on the choice of the coupling and the nature of the fields $F$ when discussing spatial textures for $F(X)$. Specifically, one should avoid employing $U(1)$ gauge fields for $F$ in this case. This is because the gauge freedom allows to remove static $U(1)$ gauge fields from the Hamiltonian and absorb them into twisted boundary conditions. However, such “large” gauge transformations are not equivalent to the spatial textures that are assumed throughout this work.
The response of the system is encoded in the conjugate fields \( P(F(X)) \). These are measured under fully/quasi-equilibrium conditions, since \( F(X) \) is here restricted to vary adiabatically in time. In the zero-temperature limit of interest, these receive contributions only from the occupied band of the Hamiltonian defined by Eq. (8). The above conditions lead to the expression:

\[
P_n[F(X)] = -\frac{\partial}{\partial F_n(X)} \int_{BZ} \frac{dk}{2\pi} E_\pm[K, F(X)] \\
= \int_{BZ} \frac{dk}{2\pi} d(K, F(X)) \cdot \frac{\partial d(K, F(X))}{\partial F_n(X)}. \tag{11}
\]

To gain further insight regarding the properties of the system, I set \( B = 0 \) and calculate the conjugate fields as functions of \( B_{1,2} \). For convenience, I assume \( k_0 = M = 0 \), and restrict to the regime \( B_1 \in [-\pi, \pi) \) and \( B_2 \in [0, 2] \), where Berry singularities become accessible in the respective synthetic \( B \) space. From the panels of Fig. 2, one observes that the vector \( P(B) \) and the synthetic coordinates \( B \), present an analogy to \( d(K) \) and \( K \), when it comes to their symmetry properties. Hence, based on the correspondence \( d(K) \rightarrow P(B) \), one expects that similar to \( d(K) \), which can be employed to define a nonzero vorticity in \( K \) space, the conjugate vector field \( P(B) \) can be employed to define vorticity in \( B \) space. However, such a construction is not possible since, in contrast to \( |d(K, B)| \), the modulus \( |P(B)| \) does not necessarily contain zeros, and if these, do not have to coincide with the zeros of \( |d(K, B)| \) when restricted to \( B \) space. Nevertheless, the behaviour of \( P(B) \) is significantly influenced by the presence of the Berry singularities in synthetic space, since the variations of \( P(B) \) closely track the lines of the synthetic space Berry singularities given by Eq. (10). It is exactly this property which allows us to identify the presence of Berry singularities by extracting information about the variations of \( P(B) \).

V. PERTURBATIONS ABOUT THE BERRY SINGULARITIES

As mentioned above, one cannot directly use the conjugate fields \( P(B) \) or similarly \( P(F) \) to construct a topological invariant which can be associated with the Berry singularities in synthetic \( F \) space and, in turn, in \( K \) space. Nonetheless, the conjugate fields still hold information regarding the position and the charge of the Berry singularities in the synthetic space. This information can be accessed by decomposing the field \( F \) into the two contributions \( B \) and \( \tilde{B} \), with the latter containing the slow spatiotemporal variations mentioned earlier.

The crucial observation here is that when \( B \rightarrow 0 \), the response of the system can be retrieved by expanding the conjugate fields up to first order in \( B \). Such an expansion leads to the expression:

\[
P_n[F(X)] \approx P_n(B) + \chi_{nm}(B)F_m(X) \tag{12}
\]

where I introduced the generalized susceptibilities:

\[
\chi_{nm}(B) = \frac{\partial P_n(F)}{\partial F_m} \bigg|_{B=0}, \tag{13}
\]

which in the present case obtain the following form:

\[
\chi_{nm}(B) = \int_{BZ} \frac{dk}{2\pi} \left[ \frac{\partial d(K, B)}{\partial B_m} \cdot \frac{\partial d(K, B)}{\partial B_n} \right. \\
\left. + \hat{d}(K, B) \cdot \frac{\partial^2 d(K, B)}{\partial B_m \partial B_n} \right]. \tag{14}
\]

From the above, one also obtains the equality relation \( \chi_{21}(B) = \chi_{12}(B) \) for the off-diagonal tensor elements, since Eq. (14) is symmetric under the exchange \( 1 \leftrightarrow 2 \).

In Fig. 3, I present the outcome for each one of the three susceptibility tensor elements \( \chi_{11,22,12}(B) \). As assumed in the calculation concerning the conjugate fields, the values \( k_0 = M = 0 \) are considered also here. One observes that the three susceptibilities \( \chi_{11,22,12}(B) \)
become considerable mainly at the locations $\mathbf{B}_\pm$ of the Berry singularities, which are given by $(B_1, B_2) = (B_1, 1 \pm \cos B_1)$. Hence, either susceptibility can be employed to identify the two Berry singularity branches. In addition, we observe that $\chi_{11,22} (\mathbf{B})$ are positive in the vicinity of the Berry singularities. Instead, $\chi_{12} (\mathbf{B})$ presents sign changes which reflect the symmetry properties of the system, and follows a distinctive pattern when it comes to the two Berry singularity branches. In particular, we find that the two branches are characterized by opposite $\chi_{12} (\mathbf{B})$ which can be associated with the sign of the topological charge of the Berry singularities at $\mathbf{B}_+ = (0, 2)$ and $\mathbf{B}_- = (0, 0)$, which map one-to-one the two $\mathbf{K}_\pm$ singularities in $\mathbf{K}$ space, as shown in Fig. 1.

VI. CONSTRUCTION OF THE BSM

The above conclusions regarding the response of the system are the ones that strongly motivate the introduction of the additional field $\mathbf{B}$. To make this transparent I study the properties of the following line integral:

$$I_s (\mathbf{B}) = - \sum_{n,m} \oint_{C_{B_n}} d\mathbf{B}_n \varepsilon_{nm} P_m (\mathbf{B}_s + \mathbf{B}).$$

The above construction is inspired by Eq. (7) and bears analogies to it. There, the line integral involves the Berry vector potential $\mathbf{A} (\mathbf{K})$ for the occupied band. Here, one aims at defining a quantity which is analogous to $\mathbf{A} (\mathbf{K})$.

To achieve this goal, it is pivotal to investigate the behaviour of $I_s$ for a sufficiently small $\mathbf{B} = |\mathbf{B} (\mathbf{X})|$, so that the system lies in the vicinity of the Berry singularity. In this event, $I_s$ is approximately given by:

$$I_s (\mathbf{B}) \approx - \sum_{n,m} \varepsilon_{nm} \chi_{nm} (\mathbf{B}_s) \oint_{C_{B_n}} d\mathbf{B}_n \mathbf{B}_\ell,$$

since the contribution proportional to $P_s (\mathbf{B}_s)$ drops out after integrating over the closed path $C_{B_s}$. It is straightforward to evaluate the line integral. By considering for instance a circular path $C_{B_n}$, which is defined through setting $\mathbf{B} = B (\cos \omega, \sin \omega)$ with $\omega \in [0, 2\pi)$, one obtains:

$$\oint_{C_{B_n}} d\mathbf{B}_n \mathbf{B}_\ell = B^2 \int_0^{2\pi} d\omega \frac{d\mathbf{B}_n}{d\omega} \mathbf{B}_\ell = - \pi B^2 \varepsilon_{n\ell}. \quad (17)$$

The above result implies that in the limit $\mathbf{B} \to 0$, $I_s$ tends to the value:

$$I_s (B \to 0) \approx \pi B^2 \left[\chi_{11} (\mathbf{B}_s) + \chi_{22} (\mathbf{B}_s)\right] \equiv \pi B^2 \text{Tr} \left[\tilde{\chi} (\mathbf{B}_s)\right], \quad (18)$$

where I introduced the generalized susceptibility tensor denoted here $\tilde{\chi}$, along with the trace operation in the space spanned by its indices.

At this point I remind the reader that all the susceptibilities diverge at the Berry singularities branches, and in fact only at these. Therefore, since $I_s (\mathbf{B})$ becomes substantially practically only near the s-th Berry singularity, it can supply us with a notion of a distance from this singularity. Indeed, as I discuss in the next section, this conclusion is further backed by the fact that $I_s$ relates to the quantum metric tensor $\tilde{g}$ which quantifies the distance between two quantum states. Note that the utility of $\tilde{g}$ in asserting the occurrence of phase transition has already been emphasized in previous works [52–54]. From a practical point of view, here, one can simply “normalize” $I_s (\mathbf{B})$ for a vector $\mathbf{B}$ of an arbitrary strength $\mathbf{B}$, by
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dividing it by $I_s(B \to 0)$, in order to obtain a normalized distance from the Berry singularity and infer the location of the latter in synthetic space.

Despite the fact that $I_s$ provides a measure of distance from Berry singularities, it nevertheless cannot provide information regarding the sign of the charge of the Berry singularities, since the sign of $I_s$ fixed. To tackle this problem, I introduce a quantity which plays an analogous role to the Berry vector potential and is defined as:

$$A_n(B, B) = -\frac{\text{sgn}[\chi_{12}(B)]}{\text{Tr}(\chi_{\text{BS}})B} \varepsilon_{nm} P_m(B + B), \quad (19)$$

where the sign of the susceptibility $\chi_{12}(B)$ is introduced in order to provide the so-far missing piece of information regarding the sign of the charge of the Berry singularity. The quantity $\text{Tr}(\chi_{\text{BS}})$ denotes the value of $\text{Tr}(\chi)$ evaluated at the location of the Berry singularity which is the closest to the synthetic space location $B$ of interest. Such an approach is employed for the numerical studies in Sec. IX. Notably, in case the trace of the susceptibility is fully determined by the quantum metric tensor $\hat{g}$. $\text{Tr}(\chi_{\text{BS}})$ becomes a universal constant in almost the entire synthetic space. This holds when the diamagnetic contributions to the susceptibilities are either negligible or precisely zero, as I clarify in the next section.

Under the above conditions, and in analogy to the line integral in Eq. (16), I construct the BSM as follows:

$$Q(B, B) = \frac{1}{\pi} \int_{C_B} d\mathbf{B} \cdot A(B, B), \quad (20)$$

where $\mathbf{B} = B/B$ and $C_B$ defines a closed path defined by $B$ centered at the location $B$. Notably, the BSM tends to a quantized value for $B \to 0$, that is:

$$\lim_{B \to 0} Q_s(B) = \text{sgn}[\chi_{12}(B_s)]. \quad (21)$$

In view of the above result, a comment is in place. While the off-diagonal susceptibility provides all the crucial information that reveals the presence of a Berry singularity, i.e., (i) it peaks at the singularities and (ii) its sign is opposite for the two Berry singularity branches, its properties are generally not robust when the system is embedded in a "dirty or noisy" environment. For these reasons $\chi_{12}(B)$ cannot form the basis for the lock-in technique which I wish to propose in this work. In stark contrast, the definition of BSM in Eq. (20) relies on the presence of the spatiotemporally varying fields $\mathbf{B}(X)$ which can be employed as the reference signal to convolute the response of the system encoded in $P$, and thus enable experimental protocols which allow filtering out the contributions originating from noise or/and disorder.

It is important to clarify that the construction of the BSM bears, up to some extent, similarities to the topological marker introduced by Bianco and Resta in Ref. 87, and further developed in Refs. 88, 89 and others. The main common feature is that, under a suitable limit, the BSM becomes a topological invariant quantity similar to the topological marker. However, in stark contrast to the latter, the BSM is aimed at being constructed using experimentally-inferred quantities, while the topological marker is more suitable for predicting the local topological properties of the system from a given Hamiltonian. Another crucial difference is that the BSM provides the charge of the Berry singularities across topological phase transitions, while the topological marker provides the local value of the topological invariant of the system. Finally, an additional distinctive feature is that the BSM constitutes a quantity which probes the spacetime non-locality of the system, since it is evaluated using a particular combination of values of $A(B(X))$ obtained at different spacetime coordinates $X$.

**VII. BERRY SINGULARITY MARKER AND QUANTUM GEOMETRY**

The construction of the BSM relies on the presence of the quantity $\text{Tr}[\chi(B)]$, whose properties remain to be investigated. As I argued earlier, this trace appears capable of quantifying the distance of the system from a Berry singularity. Indeed, reaching to such a conclusion is justifiable since, at it emerges from previous works [48, 52, 58] and I further clarify here, the susceptibility tensor $\chi$ relates to the quantum metric tensor $\hat{g}$. To demonstrate their precise connection, I re-express the susceptibility tensor through the eigenstates of the Hamiltonian, since these are employed for the construction of the quantum metric. Therefore, in terms of the adiabatic Bloch eigenstates $|\mathbf{u}_a(K, B)\rangle$ corresponding to the energy bands $E_a(K, B)$, $\chi$ is decomposed into the so-called paramagnetic $\chi^{(p)}$ and diamagnetic parts $\chi^{(d)}$. The former contribution is a result of linear response of the system with vertices defined by the generalized paramagnetic currents for $B = 0$. In an operator form, these currents are determined by the matrix elements:

$$J_{ab} = -\langle \mathbf{u}_a | \partial_{B_a} \hat{H} | \mathbf{u}_b \rangle \equiv (E_a - E_b) \langle \mathbf{u}_a | \partial_{B_a} \mathbf{u}_b \rangle, \quad (22)$$

where the argument $(K, B)$ is implied in all the above functions. In contrast, the diamagnetic contribution stems from the expectation value of the derivative of the above currents. Straightforward calculations, reveal that the diagonal elements of the paramagnetic part read as:

$$\chi_{nn}^{(p)} = \int_{BZ} \frac{dk}{2\pi} \sum_a 2 \langle \partial_{B_a} \mathbf{u}_a | (\hat{H} - E_a) \partial_{B_a} \mathbf{u}_a \rangle n_F(E_a), \quad (23)$$

and their diamagnetic counterparts are obtained as:

$$\chi_{nn}^{(d)} = -\int_{BZ} \frac{dk}{2\pi} \sum_a \langle \mathbf{u}_a | \partial^2 \hat{H} / \partial B^2_a | \mathbf{u}_a \rangle n_F(E_a), \quad (24)$$

where I suppressed the various arguments for compactness. In the above, $n_F(\epsilon)$ defines the Fermi-Dirac distribution for an energy $\epsilon$, while the indices $a, b$ label the
the paramagnetic contribution: a,b the indices Bloch eigenvectors. In the case of the model of Eq. (2), Berry vector potential on the added external field B that in the latter I also inserted the dependence of the component equal to the squared modulus of the respective component

\[ |B_z|^2 \]

nor B. All the calculations are carried out for $k_0 = M = 0$.

Bloch eigenvectors. In the case of the model of Eq. (2), the indices $a, b$ run over the values $\pm$, and the paramagnetic (diamagnetic) susceptibility presented above leads to the contribution of the first (second) row in Eq. 14.

At zero temperature only the occupied band of energy $E_n(K, B) = -|d(K, B)|$ contributes to the susceptibility. Hence, the expressions for the susceptibilities simplify further. By employing the projectors $\hat{P}_a$ of the Bloch states $|u_n\rangle$, one arrives at the following expression for the paramagnetic contribution:

\[ \chi^{(p)}_{nn}(B) = \int_{BZ} \frac{dk}{2\pi} 4|d(K, B)| g_{nn}(K, B), \]

where I introduced the diagonal components of the quantum metric tensor of the occupied band

\[ g_{nn} = \langle \partial_{B_n} u_+ | (\hat{\mathbf{1}} - \hat{P}_-) | \partial_{B_n} u_+ \rangle, \]

which is in the present situation defined in terms of the synthetic coordinates $B$, instead of the base space coordinates $K$. The above definition of the diagonal quantum metric implies that the quantum distance $ds$ is given by the expression $ds^2 = g_{nn} dB_n dB_n$ with $n, m = 1, 2$, where also the similarly-defined off-diagonal components of $\chi$ are involved. The quantum metric tensor for the occupied band reads as:

\[ g_{nn}(K, B) = \left[ \frac{1}{2} \hat{d}(K, B) \times \partial_{B_n} \hat{d}(K, B) \right]^2. \]

Remarkably, near a Berry singularity, the emergent “minimal” coupling to the external fields, that reads $K \mapsto K - B$ or $K \mapsto K + B$ depending on the location of the Berry singularity, implies that each diagonal element of the quantum metric $g_{nn}$ becomes approximately equal to the squared modulus of the respective component $|A_{nn}(K, B)|^2$ of the Berry vector potential. Note that in the latter I also inserted the dependence of the Berry vector potential on the added external field $B$.

From the above, one concludes that the trace of the quantum metric encodes information regarding the Berry vorticity density, i.e., the integrand of Eq. 5, which blows up when the system is tuned at the Berry singularity. Even more, since each Berry singularity the Hamiltonian can be linearized with respect to $K$, and concomitantly $B$, the diamagnetic contribution of each Berry singularity to the susceptibility is negligible and, thus, variations of the susceptibility in the vicinity of the Berry singularity branches are mainly dictated by its geometric part. In fact, the geometric contribution $\text{Tr}[\hat{\chi}(B_s)]$ is expected to take the same value at all the positions in $B$ space which correspond to Berry singularities. Note, however, that this holds as long as the Hamiltonian is linearizable in terms of both fields $B_{1,2}$. If this requirement is not met for some value of $B_s$, the geometric contribution will differ compared to this universal value.

The above properties are confirmable by means of a quantitative exploration of the trace of the total, paramagnetic, and diamagnetic susceptibilities in the case of the model interest. Panels (a)-(c) of Fig. 4 depict the three types of susceptibility traces in the sequence mentioned. One observes that the total susceptibility is mainly determined by its geometric part in the vicinity of the Berry singularity branches, where the diamagnetic part remains practically constant. Panels (d) and (e) present the normalized paramagnetic and diamagnetic contributions. Indeed the geometric part dominates near the Berry singularities. Even more, its heat map features a higher contrast, thus implying that it shows more abrupt variations compared to its diamagnetic analog.

Another important aspect is that the geometric component of the trace takes almost the same value for almost the entire part of the Berry singularity branches, with the only exceptions being the neighborhoods of $B = (\pm \pi/2, 1)$ and $B = (\pi, 2)$. The reason is that for these values, the term $\sin k$ or $\cos k$ appearing in $d(K, B)$ does not contain a linear term $\propto k$ in its Taylor expansion about the gap-closing wavenumbers $k = \{\pm \pi/2, \pi\}$.

The demonstrated connection between $\hat{y}$ and $\hat{\chi}$, sheds
light to the results of the previous section and in particular the limit obtained in Eq. (18). Using the above definitions, the paramagnetic contribution of the latter equation is re-expressed in the following form:

$$I_s^{(p)}(B \to 0) \approx B^2 \int_{BZ} \frac{dk}{2\pi} \int_{BZ} \frac{dk}{2\pi} 4|d(K, B_s)| \text{Tr}[\hat{g}(K, B_s)]$$,

(28)

which is analogous to the result obtained in Ref. 58 to describe the relation between the power spectrum of fluctuations and the quantum geometry. The possibility of relating response functions to the quantum metric and geometric tensor in general, as well as the connection to the fluctuations dissipation theorem had been already pointed out by Provost and Vallee in their seminal paper [48]. Here, I instead explore the zero-frequency response of the system, since I focus on band touchings.

Notably, the study of the influence of the quantum geometry in static response has recently picked up significant attention in relation to the properties of superfluid density of multiband superconductors harboring flat bands [90, 91]. In the present work, the aim is clearly different, and concerns developing an approach to detect Berry singularities in a disorder-immune fashion.

VIII. IMPLEMENTATION OF THE BSM USING SPACETIME TEXTURES

The definition of the BSM in Eq. (20) requires the implementation of a closed loop in synthetic space, which can be generated by considering that \( B \) varies in space and/or time in a periodic fashion. The desired strategy is to consider spatial/spacetime texture profiles for \( B(X) \), which can yield a nonzero spacetime vorticity defined as:

$$Q_B = -\frac{1}{2\pi} \oint_{C_X} dX \cdot \sum_{n,m} \varepsilon_{nm} \hat{B}_n(X) \frac{\partial \hat{B}_m(X)}{\partial X}$$

(29)

with \( C_X \) a spacetime loop encircling the vortex contained in the \( B(X) \) field. Also here, the indices read \( n, m = 1, 2 \) since \( X = (X_1, X_2) = (x, t) \) spans a Euclidean metric space within the semiclassical picture adopted throughout this work. See Fig. 5 for a schematic of possible types of such spacetime vortices.

By exploiting the general connection between the winding number and the vorticity, it is convenient to assume a texture of the form \( B(\omega) = B(\cos(\nu \omega), \sin(\nu \omega)) \) with \( \omega \in [0, 2\pi) \), which describes simultaneously a circle \( S^1 \) or a compactifiable line along any direction in 2D spacetime \( X \). The above texture gives rise to a nonzero winding number \( w_B = \nu \in \mathbb{Z} \), which is defined through the expression:

$$w_B = \int_0^{2\pi} \frac{d\omega}{2\pi} \sum_{n,m} \varepsilon_{nm} \hat{B}_n(\omega) \frac{d\hat{B}_m(\omega)}{d\omega}$$.

(30)

With the help of the above, I now write the BSM defined in Eq. (20) as follows:

$$Q(B, B) = \int_0^{2\pi} \frac{d\omega}{\pi} \frac{dB(\omega)}{d\omega} \cdot A(B, B(\omega))$$

\[ \equiv -\int_0^{2\pi} \frac{d\omega}{\pi} \frac{dA(B, B(\omega))}{d\omega} \] (31)

Note that it is convenient to normalize the BSM by suitably choosing the spacetime profile of \( B(X) \) so that \( Q_B = 1 \) or \( w_B = 1 \). In the remainder, I solely consider spacetime textures which are characterized by a winding of a single positive unit of spacetime winding/vorticity.

This section concludes with a technical note regarding the construction of the line integral in Eq. (20) and its derivative definitions discussed in this section. Since in the present case there are two branches of Berry singularities in synthetic space, and not isolated points, it is required to avoid the contribution from other singularities along the direction of the line. This can be ensured by considering a discrete implementation of the line integral, in which case, the integral \( \int_0^{2\pi} \frac{d\omega}{2\pi} \) needs to be replaced by the sum \( \frac{1}{L} \sum_n \) where \( n = 1, \ldots, L \) with \( L \) corresponding to the number of points comprising the discrete loop. Considering a discrete loop for the construction of the BSM is the most natural approach, since in experiments the spatial/time resolution of the probe cannot reach zero.

IX. QUANTITATIVE ANALYSIS OF THE BSM IN THE “CLEAN” CASE

It is straightforward to numerically confirm these conclusions by evaluating the BSM defined in, for instance, Eq. (20) for a texture of the type \( B(\omega) = B(\cos \omega, \sin \omega) \) with \( w_B = 1 \). Here, \( \omega \in [0, 2\pi) \) parametrizes the synthetic texture loop. Within the semiclassical limit, the evaluation of the BSM relies on employing the bulk Hamiltonian which is assumed to adiabatically follow
Fig. 6. Numerically evaluated Berry singularity marker (BSM). The panels depict a heat map of the BSM value $Q$, according to the colorcoding presenting on the top of the figure. The parameter window coincides with the one considered in Fig. 1 and 2. Panels $\{(a), (c), (e)\}$ and $\{(b), (d), (f)\}$ are calculated for a different period of the synthetic texture imposed on the spatiotemporally varying fields $B_{\omega} = \mathcal{B}(\cos \omega, \sin \omega)$, as this is parametrized by the angle $\omega \in [0, 2\pi]$. In the sequences $\{(a), (c), (e)\}$ and $\{(b), (d), (f)\}$, the resolution increases from left to right, according to the three values $B = \{1, 0.1, 0.01\}$. One concludes that enhancing the resolution is crucial to be in a position to discern the Berry singularities through the desired quantization of the BSM. In contrast, increasing the period of the texture, i.e., the sampling points, does not bring drastic improvements to the BSM outcome. Therefore, in the clean case, a discrete loop with a few points is sufficient to capture the presence of Berry singularities. In the calculations, $\text{Tr}(\chi_{NS})$ was replaced by $\text{Tr}[\chi(B_1 = \cos^{-1}(B_2 - 1), B_2)]$, which is the respective value obtained for the nearest Berry singularity to point $B$.

the spatially varying parameters $B(\omega)$. Therefore, within this limit, $\omega$ plays the role of either a spatial, or a time, or a spacetime coordinate. In this section, I numerically explore the BSM for the model of Eq. (2) with $k_0 = M = 0$ using the definition contained in the first line of Eq. (31).

The respective numerical results are presented in Fig. 6. In this set of results I have considered the three different values $B = \{1, 0.1, 0.01\}$, which are ordered from left to right according to the increasing resolution of the experimental probe that these represent. In addition, I have assumed a synthetic texture of four and eight sites, i.e., $L = \{4, 8\}$. The numerical results confirm two anticipated trends. First of all, increasing the resolution by decreasing $B$ can select out the Berry singularity branches. As seen from the respective panels, $B$ essentially determines the width of a strip which encloses the singularity branches. This strip narrows down by reducing $B$. The second expected feature inferred from these results concerns the “sharpening” of the BSM thanks to the increase of the number of sampling points $L$. Nonetheless, this improvement ends up to be very small here, thus, revealing that synthetic textures with short lengths $L$ can already capture the presence of the Berry singularities quite satisfactorily. As is discussed in the next section, this is not the case when disorder is introduced, in which case it is desirable to either increase $L$ or the number of cycles $N_c$ in order to apply the lock-in technique and improve the BSM outcome.

X. DISORDER AND LOCK-IN TOMOGRAPHY

Up to this point I have discussed and numerically evaluated the BSM in “clean” systems. However, several types of noise and disorder are generally present in the platforms studied in experiments. Therefore, in order to address such a realistic scenario, I here consider the presence of disorder, and demonstrate that the construction of BSM paves the way for disorder-free detection of Berry singularities and, in turn, topological phase transitions.

In the present work, disorder is introduced in the model of Eq. (2) by considering that $k_0$ and $M$ are spatiotemporally fluctuating. Within the adiabatic framework adopted here, it is not necessary to specify the origin and characteristics of these fluctuations. The key consequence of disorder here is that, when one evaluates the BSM by considering (for instance) a circular path parametrized by $B(\omega) = \mathcal{B}(\cos \omega, \sin \omega)$, $k_0$ and $M$ are also dependent on $\omega$. In the remainder, I consider Anderson-type of disorder, that is, the parameters $k_0$ and $M$ take random values in the symmetric intervals $[-\delta k_0, \delta k_0]$ and $[-\delta M, \delta M]$, respectively, with $\delta k_0$ and $\delta M$ non-negative. Note that the variations in $(k_0, M)$ can be effectively absorbed by redefining $(B_1, B_2)$, as $(B_1 + \delta B_1, B_2 + \delta B_2)$, with $\delta B_{1,2} \in \mathbb{R}$.

It is instructive to first shed light on the effects of weak disorder, i.e., with $\delta B_{1,2}$ smaller or comparable to the energy resolution of the experimental probe $\mathcal{B}$. In this
FIG. 7. Numerical investigation of the impact of disorder on the BSM along a cut of Fig. 6 for fixed $B_2 = 1.5$. Panels (a)-(c) show the obtained BSM in the absence of disorder ($Q$), the visibility ($V$), the averaged visibility ($\bar{V}$) over the results obtained for the considered $B_1$ values, and the inset depicts the respective BSM in the presence of disorder ($Q_{\text{dis}}$). In these panels the period of the synthetic texture is the same, but the number of sampling cycles vary. It becomes obvious that the visibility increases with the increase of $N_c$. Panels (d) and (e) contain similar results as the previous ones, but with the consideration of alternative strategies in regards to the length of the texture and the sampling cycles. It appears that for comparable number of the total sampling points $L N_c$, which are $\{60, 60, 63\}$ in panels \{(b), (d), (e)\} of interest, maximizing the number of cycles yields the optimal result. The first five panels discuss random disorder of a strength $\delta k_0 = \delta M = 0.01$. Panel (f) shows the averaged visibility obtained for fixed $L = 4$, as a function of the number of sampling cycles $N_c$, for two different strengths of disorder. The plots were obtained by a connecting isolated points whose values are provided in App. B. One observes that increasing $N_c$ improves the visibility with, as expected, stronger disorder requiring more cycles to be suppressed. In all the above calculations I used $B = 0.001$ and considered a sampling step of $0.01$ in terms of $B_1/\pi$ to reduce the simulations runtime. In contrast, the calculations in Fig. 6 were performed for a step $0.001$ which captured the quantization of the peak, which is however missed here. Nonetheless, this does not influence the general conclusions. Finally, note that the red (blue) line corresponds to $1 (-1)$ also in the inset.

case, the integral $I_{s}^{\text{dis}}$ defined as in Eq. (15) but now in the presence of disorder, can be expanded up to linear order in both $B_{1,2}$ and $\delta B_{1,2}$, which in the spirit of Eq. (16) here leads to the approximate expression:

$$I_{s}^{\text{dis}} - I_{s} \approx -\frac{1}{\pi} \int_{C_{B}} \sum_{n,m} dB_{n,m} \chi_{n,m}(B_{s}) \delta B_{t} \text{Tr}[\chi(B_{s})] B,$$

(32)

where $I_{s}$ defines the contribution for zero disorder and is given by Eq. (16). Besides immediately spoiling the possible quantization of the BSM, the presence of disorder can effectively reduce the resolution and drastically suppress the BSM near the Berry singularities, thus, leading to situation akin to the ones shown in Fig. 6(a) and (b).

In order to remedy these issues, I here propose to employ an experimental protocol which follows the principle of the lock-in amplifier [73]. This principle is a mere consequence of the orthogonality of sinusoidal functions. The potential applicability of this principle becomes apparent in the present situation after considering a circular path for the loop $C_{B}$. For this case, the last term of Eq. (32) retains contributions of the form: $\int_{0}^{2\pi} d\omega \{ \cos \omega, \sin \omega \} \delta B_{1,2}(\omega)$. When the variations $\delta B_{1,2}(\omega)$ are either completely independent of $\omega$, or, if they can be expanded in a Fourier series consisting of terms containing higher harmonics of $\omega$, the above contributions drop out. In any other situation, disorder needs to be fully accounted for when calculating the BSM. This problem constitutes a typical issue in signal processing when noise is present. There, the contribution of disorder becomes decoupled by considering a sufficiently large number $N_c$ of sampling cycles, so that the integrals average out to zero.

To demonstrate how this lock-in tomography of Berry singularities becomes realized, I first consider the case of weak disorder. I first focus on this regime to infer the optimal strategies that lead to suppression of the contributions of disorder to the BSM. To quantify the impact of disorder on the BSM, I introduce the visibility:

$$V = 1/\sqrt{1 + (1 - Q_{\text{dis}}/Q)^2}$$

(33)

which takes values in the range $[0, 1]$. The visibility becomes equal to 1 (0) when the value of $Q_{\text{dis}}$ is (not) equal to its counterpart $Q$ defined in the absence of disorder.

2 Other choices for the visibility are not expected to alter the general trends of the results.
To carry out the evaluation of $V$, I consider once again a discrete circular path in the synthetic space, which is parametrized by $\omega = 2\pi n/L$, with $n = 1, 2, 3, \ldots, L$, with $L$ denoting the number of sites of the synthetic texture. With no loss of generality, I restrict to a single cut of the synthetic space, with $B_2 = 1.5$. Similar general conclusions can be drawn for values for $B_2$. The disorder profile is here generated using a standard random generator, and every result for a given $B_1$ is averaged over twenty random disorder realizations.

In the first set of numerical results, I study how the visibility becomes enhanced by increasing $N_c$. Specifically, I fix the synthetic texture length to the value $L = 4$ and vary the number of sampling cycles $N_c$, i.e., the integration variable $\omega$ in Eq. (31) is now defined in the interval $[0, 2\pi N_c]$. Indeed, from panels (a)-(c) in Fig. 7, one confirms the relatively fast restoration of the visibility since we are in the limit of weak disorder $\delta k_0 = \delta M = 0.01$. One also notes, however, that there exist spikes in the dependence on $B_1$, and a generally not so smooth evolution. This is a result of the random disorder considered here. Hence, one should mainly focus on the general trend rather than exact evolution of the profile. In another batch of results, which are presented in Fig. 7(f) I plot the averaged visibility obtained for $L = 4$ and various values of $N_c$. At this point it is natural to ask which approach is preferred for the same number of total sampling points. That is, assuming that the product $LN_c$ is fixed, what is the optimal ratio between $L$ and $N_c$ which suppresses noise faster, i.e., for the smallest possible product $LN_c$. An exploration of this sort is presented in panels (d) and (e) of Fig. 7. By comparing the results of panels (b), (d) and (e) it emerges that the optimal strategy is to maximize $N_c$. Nevertheless, further investigation is required to reach to generic conclusions.

There is no obvious reason not to expect that the general trends obtained in the weak disorder limit discussed above, do not carry over to the moderate or strong disorder case, in which situation the approximate form in Eq. (32) does not apply any longer. In panel Fig. 7(e) I also present results which address the case of stronger disorder with $\delta k_0 = \delta M = 0.1$. Indeed, it becomes clear that similar trends hold also in the present scenario, but the number of cycles $N_c$ required to suppress the effects of disorder is, without surprise, significantly larger. Additional details regarding the calculations in this limit are provided in App. B. There, I provide further details on the precise results and methods I used to obtain Fig. 7(e).

### XI. CONCLUSIONS AND OUTLOOK

In this work, I introduce an alternative experimental method to characterize topological phase transitions in insulators, which relies on detecting the Berry singularities of the system. The latter are defined in a synthetic space $\mathbf{K} = (\mathbf{k}, M)$, spanned by the wave vector $\mathbf{k}$ labelling the Bloch bands, and a parameter $M$ which controls the bulk energy gap. Here, I introduce a quantity coined Berry singularity marker (BSM), which signals the detection of a Berry singularity. To evaluate the BSM, one relies on studying the response of the system in the presence of a set of suitable external fields $\mathbf{F}$, which enable variations in all components of $\mathbf{K}$, and perform a mapping of the Berry singularities to the synthetic space they span. As I show, the BSM becomes sizeable only in the vicinity of Berry singularities, and its value is mainly determined by the susceptibility tensor elements $\chi_{11,12,12}(\mathbf{B})$. The off-diagonal susceptibility element determines the sign of the Berry singularity charge, while the trace of the diagonal susceptibility elements provide a notion of distance from the Berry singularity and is in fact related to the trace of the quantum metric [48].

Although previous works [51–57] have highlighted the value of the quantum metric to detect phase transitions, these had not focused on the information which becomes accessed with respect to the Berry singularities. The construction of the BSM that I present here provides a physical quantity which behaves similar to the Berry charge density and, in fact, tends to the topological charge of the Berry singularity it detects. Even more, the BSM further accounts for the sign of the Berry singularity which also yields information regarding the sign of the variation of the topological invariant characterizing the bulk system, and not only its critical line. However, the most remarkable feature of the BSM, is that it can be implemented using spacetime textures of the external fields, which are in this case decomposed as $\mathbf{F} = \mathbf{B} + \mathbf{B}(\mathbf{X})$. The constant offsets $\mathbf{B}$ allow identifying the locations of the Berry singularities in the original $\mathbf{K}$ space, while the varying part $\mathbf{B}(\mathbf{X})$ encodes the spacetime synthetic texture. These, in turn, enable the lock-in evaluation of the BSM, therefore providing a unique path towards the noise-free experimental detection of topological phase transitions.

To demonstrate the above properties, in this work I employ a representative AIII topological insulator model, which shares similarities to the celebrated Su–Schrieffer–Heeger (SSH) model [74]. Besides the explicit construction of the BSM in this case, I further carry out a numerical investigation of the BSM in the absence and presence of disorder. In the former case, I study the behaviour of the BSM when various parameters are changed, such as the resolution of the experimental probe, which is represented by the amplitude of the synthetic texture $\mathbf{B}(\mathbf{X})$. In connection to disorder, I consider various realizations of weak and moderate strengths of random disorder which effectively modify $\mathbf{B}(\mathbf{X})$. My numerical investigations provided evidence for the success of the approach in suppressing the influence of noise/disorder on the evaluation of the BSM. Similar to the principle of the lock-in amplifier, also here the full suppression of disorder is in principle possible by accordingly increasing the number of sampling points. Despite the fact that in a real experiment this approach may face limitations, the present method yet brings forward the BSM as a quantity which encodes all the information regarding the topolo-
First of all, when directly testable in two types of currently-accessible experimental phase transition, and can be rendered immune to noise and disorder in a straightforward and generic way. Carrying out this experiment in a known 2D topological insulator, such as HgTe quantum wells [92], in the additional presence of intrinsic or controllable disorder, can provide a testbed for the implementation of the BSM method.

FIG. 8. Experimental setup for benchmarking the theory of Berry singularity markers proposed here. The helical modes on a given edge of a 2D topological insulator can be viewed as a robust Berry singularity, which is protected by time-reversal symmetry. I propose to verify the topological nature of the crossing by evaluating the BSM in the presence of a spiralling magnetic field. Carrying out this experiment in a known 2D topological insulator, such as HgTe quantum wells [92], in the additional presence of intrinsic or controllable disorder, can provide a testbed for the implementation of the BSM method.

The analysis which I present in this work appears directly testable in two types of currently-accessible experiments. First of all, when \( k_0 = M = 0 \) and \( \tau \) corresponds to spin, the model in Eq. (2) effectively describes the gapless helical edge modes which appear on a given edge of a 2D topological insulator [28, 29], such as HgTe quantum wells [92]. See Fig. 8 for a schematic. Notably, this Hamiltonian corresponds to a situation where the system is exactly tuned to a Berry singularity, i.e., which corresponds to the bulk-topology protected crossing point of the two spin-filtered counter-propagating modes [93, 94]. Therefore, to benchmark the present method, one can experimentally infer the BSM by studying the magnetic response of the system to a Zeeman or exchange field which forms a spacetime texture. The spiralling magnetic field is required to wind in a spin plane which involves the direction determined by the polarization of the helical edge modes. Another possible system for the investigation of the BSM approach concerns noisy topo-electric circuits. In fact, the SSH-type of model discussed in Eq. (2) has already been implemented and studied in experiments [95].

One can envisage natural extensions in higher dimensions, where one can in principle follow the very same thinking and construct BSMs based on the response functions of the systems \( P(X) \). From Eq. (31) one observes that the BSM can be re-written in terms of derivatives of the conjugate fields, which is closer to the usual construction of the winding number using the \( d \)-vector of the Hamiltonian. Therefore, suitable antisymmetrized derivatives of \( P \) with respect to \( B(X) \) appear promising to lead the construction of the BSM in higher-dimensional systems where the Bloch functions support a winding or a Chern number. Special attention has to be paid, however, when it comes to superconducting systems in classes BDI, D, DIII, since the charge-conjugation symmetry present does not allow to mix functions of a different parity as it was possible here. In a separate work [96] I propose constructions of BSMs which circumvent this obstacle.

Concluding this work, I remark that the construction of the BSM implies that its applicability goes beyond the characterization of only a single system. Indeed the spatial coordinates of \( X \) which enter in the evaluation of the BSM may correspond to the locations of completely disconnected systems which are expected to be described by the same Hamiltonian. See for instance Fig. 9 for the depiction of such a spacetime loop. One expects that when the \( B \) components are tuned to be equal for all the systems involved, and in the absence of disorder, the result of the ensemble BSM will provide a measure of the collective topological coherence. Such a measure appears particularly useful in the process of scaling-up topological systems in order to use them for applications such as universal quantum computing. Therefore, employing the BSM using spacetime textures involving the various components of the device can provide a measure for the topological functionality of the ensemble.

FIG. 9. Sketch for a spacetime texture constructed using multiple systems which are expected to be in principle identical. The degree of topological similarity of the ensemble can be quantified by constructing the ensemble BSM. Possible detunings among the parameter values of the systems of the ensemble function as disorder which can be imprinted in the outcome of the ensemble BSM. Hence, the ensemble BSM in this case provides a measure of collective topological coherence, which can be useful for scaling up devices targetted for quantum computing and other applications. Finally, note that I only placed the three systems along a single axis for simplicity. In general, \( C_X \) can be any closed loop in quasi-3D or 4D spacetime.
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Appendix A: Alternative coupling to the fields

The presentation and numerical analysis of the main text have been both based on the specific type of coupling of the system to the external field discussed in Sec. III. However, as I already remarked in Sec. III, the choice of couplings is not unique, and this varies depending on the system of interest. It is in fact possible that in several experimental situations engineering the coupling considered in Sec. III may be proven hard to achieve. To tackle such potential shortcomings, in this paragraph I investigate an alternative possibility. Specifically, I consider the situation where the external fields enter the Hamiltonian by shifting the isospin vector $d(K)$, i.e., $d(K) \mapsto d(K) - F(X)$. In this case, the energy dispersions of the system become modified according to $E_\pm[K,F(X)] = \pm |d(K) - F(X)|$.

In order to predict the fate of the BSM in the present case, I now proceed by examining the modifications introduced to the Berry singularity branches in synthetic space, as well as to the response of the system, due to the updated coupling to the external fields. With the new coupling, and $B = 0$, the Berry singularities are now given by simultaneously satisfying the gap-closing conditions $\sin k = B_1$ and $1 - \cos k + M = B_2$. As a consequence, the positions of the Berry singularities in the synthetic $B$ space are given by the geometric locus:

$$B_1^2 + (B_2 - M - 1)^2 = 1 \quad (A1)$$

which corresponds to a circle centered at the synthetic space point $B = (0, M + 1)$. The locus of Berry singularities is shown in Fig. 10(a), and is superimposed on a heat map depicting the topological invariant of the system obtained as a function of $(B_1, B_2)$. Direct calculation of the winding number for $M = 0$, yields that the topologically-nontrivial phase with $w = 1$ appears at the disc enclosed by the Berry singularity circle.

As a next step, I investigate the response of the system to the external fields. Once again, by considering the zero-temperature limit, one finds that the conjugate vector field $P[F(X)]$ now reads as:

$$P[F(X)] = -\int_{BZ} \frac{dk}{2\pi} \frac{d(K) - F(X)}{|d(K) - F(X)|} \quad (A2)$$

The conjugate fields as functions of $(B_1, B_2)$ are shown in panels (c) and (e) of Fig. 10, and bear similarities to their counterparts in panels (a) and (c) of Fig. 2, which are obtained for the initial type of coupling. One confirms that the corresponding conjugate field components share the same type of symmetries under mirror operations about the high-symmetry lines. However, they still present a difference, that is, in the present coupling the conjugate fields do not present any periodicity with respect to $B_1$.

The susceptibilities are also obtained in a fashion analogous to the one discussed in Sec. V. The related outcomes are shown in panels (b), (d) and (f) of Fig. 10. Leaving aside the lack of periodicity in terms of $B_1$, the here-found susceptibilities present a similar symmetry behaviour with their counterparts discussed in Sec. V. Most importantly, however, in the present case the diamagnetic contribution to the susceptibility is exactly zero, thus implying that the susceptibility is solely governed by the quantum metric.

Based on the above results, one infers that the construction and behaviour of the BSM for the present type of coupling is expected to be qualitatively similar to the one extensively discussed in this manuscript. For this reason I do not investigate further details of this model.
FIG. 11. Numerical investigation of the impact of disorder on the BSM along a cut of Fig. 6 for fixed $B_2 = 1.5$ and $\delta k_0 = \delta M = 0.1$. Panels (a)-(f) show the obtained BSM in the absence of disorder ($Q$), the visibility ($V$), the averaged visibility ($\bar{V}$) over the results obtained for various $B_1$ values, and the inset depicts the respective BSM in the presence of disorder ($Q_{\text{dis}}$). In these panels the period of the synthetic texture is the same, but the number of sampling cycles vary. It becomes obvious that the visibility increases with the increase of $N_c$ but this requires more cycles compared to the case of weaker disorder as confirmed by Fig. 7(e). In all the above calculations I used $B = 0.001$ and considered a sampling step of $0.01$ in terms of $B_1/\pi$ to reduce the simulations runtime. Finally, note that the red (blue) line corresponds to 1 ($-1$) also in the inset.

Appendix B: Additional results regarding disorder

In this appendix, I provide further details regarding the way I constructed Fig. 7(e). For a disorder strength equal to $\delta k_0 = \delta M = 0.01$, I performed numerical investigations which provided the following results for $(N_c, \bar{V}(\%))$: $(1, 75.9\%)$, $(2, 84.1\%)$, $(3, 85.7\%)$, $(4, 88.4\%)$, $(5, 91.6\%)$, $(10, 93.9\%)$, $(15, 95.7\%)$, and $(80, 97.2\%)$. The resulting plot was obtained by simply connecting the above points. A similar approach was followed for the plot in the stronger disorder case, using the results in Fig. 11.
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