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Abstract
Image retargeting is the task of making images capable of being displayed on screens with different sizes. This work should be done so that high-level visual information and low-level features such as texture remain as intact as possible to the human visual system. At the same time, the output image may have different dimensions. Thus, simple methods such as scaling and cropping are not adequate for this purpose. In recent years, researchers have tried to improve the existing retargeting methods, and they have introduced new ones. However, a specific method cannot be utilized to retarget all types of images. In other words, different images require different retargeting methods. Image retargeting has a close relationship to image saliency detection, which is a relatively new image processing task. Earlier saliency detection methods were based on local and global but low-level image information. These methods are called bottom-up processes. On the other hand, newer approaches are top-down and mixed methods that consider the high level and semantic knowledge of the image too. In this paper, we introduce the proposed methods in both saliency detection and retargeting. For the saliency detection, the use of image context and semantic segmentation are examined, and a novel mixed bottom-up and top-down saliency detection method is introduced. After saliency detection, a modified version of an existing retargeting technique is utilized for retargeting the images. The results suggest that the proposed image retargeting pipeline has excellent performance compared to other tested methods. Also, the subjective evaluations on the Pascal dataset can be used as a retargeting quality assessment dataset for further research.
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1 Introduction

In recent years, by the rapid development of multimedia devices, the range of screen aspect ratios is even wider than before. Hence, there is a need for images and videos to be displayed on different devices well. The operation of changing image dimensions and aspect ratio so that the resulting image is compatible with the new device is called image retargeting. In image retargeting, the produced image should contain the essential content and include the minimum distortion.

Image retargeting shares its techniques with some other image processing tasks such as inpainting [21], object removal [29], content amplification [1], and image synthesis [16]. Also, it utilizes different knowledge areas, such as graph theory and optimization. There have been various extensions of image retargeting in recent years. For example, stereo image and video processing [28] is the use of image retargeting in a couple of stereo images so that the resulting couple not only has the most relevant content but also there is the least distortion in their disparity map.

There has been a bunch of research on the retargeted image quality assessment (RIQA). In this area, the task is to evaluate the retargeted images so that the evaluation (objective) scores are similar to human (subjective) scores. For this task, there are some datasets, such as RetargetMe [26] and CUHK [19]. These datasets contain the human scores for retargeted images of some retargeting methods, and the RIQA algorithms should produce similar scores for them. The datasets are also used as benchmarks in papers when a new retargeting method is introduced.

Image retargeting has a close relationship with saliency detection. Saliency detection tries to simulate human gaze behavior. The result of saliency detection is a saliency map in which the most critical regions are the ones that most attracts the human gaze. According to the research in saliency detection, the human visual system (HVS) has a mixed top-down, bottom-up approach in the human gaze behavior. So, the methods are in top-down, bottom-up, and mixed approaches. The top-down processes use semantic and high-level information to produce saliency map, while bottom-up methods use low-level information such as color, contrast, and texture.

Saliency detection can be used as a preprocessing in other applications such as image watermarking [8], image compression [10], object detection [38], and image classification [12]. As in image retargeting, the retargeted image should preserve the important content; hence, saliency detection plays an important role. Thus saliency detection is used as preprocessing in most new retargeting methods. Saliency detection methods use different approaches to render this task. Some techniques use the statistical characteristics of a dataset [22], some use cognitive sciences as the real saliency models that should be followed [13], and some use machine learning that similar to statistical models, estimate the dataset characteristics [15].

In recent years artificial neural networks, specifically convolutional neural networks (CNN), have gained much attention to them for their supreme abilities in a large variety of image processing tasks. They are used in the automated car driving, medical image processing, object detection and segmentation, and a lot more. From a more statistical viewpoint, CNNs can produce new samples for existing data, estimate a distribution, and distinguish between several distributions. Semantic segmentation, in one of their unique applications, tries to classify images in the pixel level. CNNs can also be used directly to the objectives of this paper, i.e., image retargeting [3, 31], and saliency detection [4, 15].
In this paper, a saliency detection method based on image context and semantics is introduced. The semantic segmentation and context detection tasks are done together and by a shared CNN. The use of image context is based on the observation that different objects have different relative importance in different contexts. For example, a building has a different saliency when it is in a jungle than when it is in urban scenery. In this paper, objects are segmented by a semantic segmentation network and are assigned saliency values according to the image context that is another output of the network. Moreover, the low-level image information such as image color and contrast are used in producing the saliency map. Thus, the proposed method in saliency detection can be considered a mixed top-down, bottom-up saliency detection method.

After the saliency map is generated, the image is retargeted by a method inspired by the method presented in [41]. In the proposed method, the image pixels are assigned scaling factors according to their saliency. These scaling factors allow the pixels to move just in two directions. For example, if the retargeting goal is to reduce the image size in the horizontal direction and the pixels will move to the right and left directions. Finally, uniform sampling is performed to the resulting image to produce the retargeted image. The overall diagram of the proposed method in context detection, saliency detection, and image retargeting can be seen in Fig. 1.

The main contributions of the proposed method are as follows:

1. Introduction of a context-based image saliency detection method that uses high-level image semantics and context.
2. Application of gray-scale contrast and color histogram to produce bottom-up saliency.
3. Modification of an existing retargeting method called pixel-fusion to retarget the images.
4. Introduction of an ordering task that is more efficient than the existing comparison-based algorithms.
5. Formation of an image retargeting quality assessment dataset.

In the next section, we review some existing papers in both saliency detection and image retargeting. Then the proposed methods in both saliency detection and retargeting are introduced in section 3. In section 4, the results of the saliency detection will be compared to some other methods. Also, the retargeted images are compared to some other retargeting purposes. Finally, we will conclude the work in section 5 and discuss possible future work for the proposed research.

2 Related work

As in the proposed image retargeting method is based on saliency detection, in this section, both saliency detection and image retargeting papers are reviewed.
2.1 A review of saliency detection methods

In the saliency detection, the goal is to model the human gaze regions as a map. The older methods were bottom-up, and low-level image features built the saliency map. One of the primary works, which was inspired by the human visual system, is the work of Itti et al. in [13]. In this method, image features like color and edge directions are processed in different scales, and then the results are combined to build the saliency map. In the newer research, the top-down methods and mixed methods are considered too. For example, the authors in [32], the low-level information is a local binary pattern (LBP) for texture and color contrast both in local and global senses. However, the image focus is the high-level information from which the more critical image parts are detected.

In the method presented in [11], the authors solve the saliency detection problem by a graph model and an information-theoretic viewpoint. The authors in [37] make an energy function by image saliency and coherency and then optimize it. The optimization problem is then solved to find the saliency of pixels. In [14], the image color is presented in a high-dimension space, and the extracted color features build the saliency map. In [22], the statistical saliency features are derived from a dataset, then the saliency map for each image is estimated by a Dirichlet random process. Their work shows that some colors and the central image regions are more prone to be salient.

The authors in [15] use a CNN to extract image features in a hierarchical scheme, and the image is examined in multiple scales. Another work that utilizes machine learning tools is the work of [4] in which the authors use LSTM network layers. By using these layers, the neighboring image patches affect each other and more accurate output results. The authors in [17] combine the features extracted by a CNN with low-level features such as contrast and color. In the algorithm introduced in [43], the image is fed to two different networks to extract local and global features, and the saliency map is the combination of extracted features. In [36], the high-level, mid-level, and low-level features are combined to build a saliency map. The authors use multi-instance learning that improved the robustness of their algorithm against noise.

The saliency map can be obtained by semantic segmentation. For example, authors in [33] make an importance-list for objects and assign different saliency values to different objects that are segmented by semantic segmentation. The other example is [23] that produces a saliency map, based on three concepts of image geometry, semantic priority, and gradients. In [23, 33], the generated saliency map is used in image retargeting. Some methods use the image context to produce the saliency map. For example, the authors of [9] presented a saliency detection algorithm, which is based on psychological concepts related to the image context. Our work uses some rules from these three saliency detection methods.

2.2 A review of image retargeting methods

The image retargeting methods are usually classified into two major categories: discrete and continuous methods. In the discrete category, the resulting image is directly constructed by the pixels or patches of the original image. On the other hand, the continuous methods mainly solve this problem by a non-uniform sampling on the original image.

One of the first examples of the discrete category is the work by [1] in which vertical or horizontal seams are selected iteratively to be deleted. The method is called seam carving and is the basis of many other algorithms. For example, the authors in [41] first find the seams to be
deleted. Then the pixels on individual seams are considered as groups that have different scaling factors. Finally, the retargeted image is constructed by fusing the pixels given their scaling factors. Another important discrete method is an image cropping. The image in this method is so cropped that the resulting image contains the vital content from either attention or aesthetic viewpoints [5]. One of the first attention-based methods is the work by [27] in which a face detection algorithm is used to find the most crucial image regions. In [5], the authors build a dataset that shows the most aesthetically essential image regions by bounding boxes. They train a CNN that estimates the boxes. Finally, the retargeted image is produced by cropping the obtained boxes.

Some discrete methods define the retargeted image as a combination of the patches in the original image. For example, in the shift-map approach [21], the relative shift of individual patches is modeled by a graph, and the task is to optimize a function on this graph. Another criterion is the bidirectional similarity, which is optimized to build the retargeted image [29]. The authors in [34] introduce a learning method to estimate the local expansion ratio of image patches. Then, they use a super-resolution algorithm that works with the expansion ratios and makes a high-quality image.

In the continuous category, the retargeted image is built by a non-uniform sampling on the original image. This is in contrast with uniform sampling that is also called scaling. In the scaling method, the image content is not considered, and the change of aspect ratio in important image regions makes them seem distorted. The method introduced in [35] is an example of continuous methods. In this method, the image is scaled by local scaling factors so that the image contents in the critical regions, which are identified by the significance map, remain undistorted. In [39], a system of equations is solved to obtain the new coordinates of each pixel in a video stream. The authors in [20] introduced two energy terms, one for rigidity and one for similarity are defined. Finding the new coordinates for the pixels simply solves a quadratic optimization problem. The authors of [3] use two pre-trained VGG16 [30] networks as parts of an end-to-end retargeting network. The network produces a saliency map by self-supervised learning that is the basis of non-uniform sampling of the image.

Some methods utilize a combination of discrete or continuous methods for image retargeting. These so-called multi-operator methods were firstly introduced by [25] that the three operations of scaling, seam carving, and cropping were applied iteratively to the image. They found the best mixture of operations by modeling the problem as a dynamic programming problem. In another example, the authors in [7] compare the retargeted image to the original image in every iteration to find the best operator. In every iteration, the operator can be one of seam carving, scaling, cropping, and warping operators, and the comparison criteria is perceptual similarity measure.

Here are some challenges in image retargeting:

1- There are a lot of methods for image retargeting that each has its pros and cons. On the other hand, different images require different retargeting methods, and no method can be used for all images kinds.
2- The selection among the retargeting methods on a specific image is highly subjective and depends on the rater’s background.
3- The retargeted images by applying a unique method do not score similarly by human raters; so, we need a group of people to rate the retargeted image and use their aggregated evaluation.

For these reasons, the research is toward finding algorithms that satisfy most of the people.
3 The proposed method

As seen in Fig. 1, the proposed image retargeting pipeline consists of context detection, semantic segmentation, saliency detection, and finally, retargeting operation. For each image, the saliency map is first generated based on image context and semantic segmentation. Afterward, the image and its saliency map are fed into an image retargeting method. In this section, the saliency detection and then the retargeting method is explained. Context detection and semantic segmentation are considered parts of the saliency detection, and so are presented in that section.

3.1 Saliency detection

In the proposed saliency detection method, a combined top-down, bottom-up method is introduced. The bottom-up elements of the proposed method are made of the color contrast and amplitude contrast of the image pixels. The first is roughly named the color part, and the second one is called the contrast part of the saliency map. On the other hand, the top-down element is constructed by image semantic segmentation and image context. In this paper, the image context has a determining role in the usage of semantic data. The overall saliency detection method is shown in Fig. 2.

According to Fig. 2, the final saliency map is a linear combination of color-based, contrast-based, and semantic segmentation based saliency maps and is calculated by:

\[ S_{\text{fused}} = \gamma_1 S_{\text{SSSEG}} + \gamma_2 S_{\text{SCN}} + \gamma_3 S_{\text{CL}}, \quad \gamma_1 + \gamma_2 + \gamma_3 = 1 \]  

(1)

In this equation, \( S_{\text{fused}} \) is the combined saliency map. Also, \( S_{\text{SSSEG}}, S_{\text{SCN}}, \) and \( S_{\text{CL}} \) are the semantic segmentation part, contrast part, and color part, respectively. The parameters \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) are three constant values. In the following parts of this section, each of the blocks of Fig. 2 will be explained in detail.

3.1.1 The semantic part of the saliency map

Image semantic segmentation and image context are required to build the semantic part of the proposed saliency detection method. Semantic segmentation is produced by a convolutional
neural network named PSP-Net (Pyramid Scene Parsing) [44]. A neural network also obtains the image context. These two networks can be considered as a unified network, which is illustrated in Fig. 3. As seen in this image, the semantic segmentation network can be split into two parts named encoder and decoder. The encoder, also known as feature extractor, extracts features that are useful for both decoder and context detection.

Semantic segmentation. The utilized semantic segmentation network in this paper is PSP-Net. We used a trained version of this network on the Pascal dataset [6] that its weights are available at [42]. This network is one of the state-of-the-art networks for semantic segmentation. In this network, due to the pyramid structure of the feature extraction layers, the image features are combined in different scales. The semantic segmentation methods are evaluated by mIOU (mean Intersection Over Union), which is calculated by:

$$\text{IoU} = \frac{TP}{TP + FP + FN}$$

(2)

$$m\text{IoU} = \frac{1}{N_C} \sum_{k=1}^{N_C} \text{IoU}_k$$

(3)

PSP-Net has the mIOU of 82.6 on the Pascal dataset that makes it one of the best available semantic segmentation networks.

Context detection. In this paper, all images are categorized into five contexts. The proposed contexts are “pet,” “other animals,” “vehicle,” “indoor,” and “other.” For example, the images in the “indoor” context may contain a bedroom, kitchen, or other indoor stuff. The reason to separate the contexts “pet” and “other animals” is to keep balance in class numbers for training. Also, it gives us more freedom in ordering the objects that are part of the proposed semantic-based saliency detection. There is no specific context for humans because humans can exist in images of other contexts and, according to the context, has their priority. In this

![Fig. 3 The simplified structure for semantic segmentation and context detection](image-url)
work, all images in the Pascal dataset were categorized into the contexts mentioned above by annotators. To detect the image context, we utilized the features extracted by the decoder part of the semantic segmentation network. For PSP-Net, the decoder is considered the end of the pyramid pooling module, as seen in Fig. 4.

The context detection network should be able to detect the context of images without the familiar objects in the Pascal dataset. To handle this problem, 200 augmented images are added to the Pascal training set from the COCO dataset [18]. The augmentation images are selected so that they contain none of the familiar objects in the Pascal dataset. As will be seen in experimental results, this dataset augmentation increases the accuracy of the context detection network. The feature extractor part of the PSP-Net produces a tensor of the depth 4096 feature channels. Each slice of this tensor is a matrix representing the existence of one of the 4096 features in different image regions. The proposed context detection network works with the average value in each channel. This concept is known as the global average pooling and represents the average value of each feature in the whole image. The output of this stage is a vector containing 4096 elements. This vector then is fed to a soft-max with five neurons, and the neuron with the maximum value shows the image context. The proposed context detection network is shown in Fig. 5.

Using semantics and context Pixels are ordered according to their class and the image context to produce the semantic part of the saliency map. The relative priorities of objects are stored in some look-up-tables (LUT). As the number of image contexts is 5, there are five previously filled LUTs, each of which stores the relative importance of pixel classes in one of the contexts. There is another LUT to which the user can store a custom priority according to a specific task. The diagram of the pixel-order mechanism is demonstrated in Fig. 6. As seen in this figure, a signal from the context detection network determines a suitable order.

The pixel priorities in different contexts are presented in Table 1. In this table, the most important objects at each row get the priority, and then the second and third priorities are assigned. As seen in this table, all objects have the same priority in the context “other”. In this stage, the saliency value of image pixels are assigned as follows:

$$S_{SEG}(i,j) = \exp(-(\text{Ordering}(i,j)-1))$$  \hspace{1cm} (4)

In this equation, $S_{SEG}(i,j)$ is the semantic segmentation based saliency of $(i,j)$th pixel that is a function of its priority, i.e., $\text{Ordering}(i,j)$. In eq. (1), the background pixels are set the priority of $\infty$.

![Fig. 4](image-url) The structure of the utilized semantic segmentation network (PSP-Net [44]). a Input image. b Feature map. c Pyramide pooling module. d Final prediction
3.1.2 The contrast part of the saliency map

The contrast of different image regions is a good criterion for their saliency. In this part, contrast is defined in the gray-scale values of the image pixels. As seen in Fig. 7, a sliding window moves on the image, and its variance is considered as the contrast of the window. The calculated contrast is assigned to the central pixel of the window, which is obtained by:

$$S_{CN} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} (V_{i,j} - \overline{V})^2$$

where $V_{i,j}$ is the gray-value of the pixel $(i,j)$, $\overline{V}$ is the mean value of the window, $N$ is its size and $S_{CN}$ is the contrast-based saliency of the window.

3.1.3 The color part of the saliency map

The proposed color saliency is in terms of the difference between the local pixel values and a global color value. The assumption to obtain it is that the pixels outside the dominant image colors whose colors are more different than the dominant colors of the image are more salient. The stages of obtaining the color saliency are shown in Fig. 8.

The dominant color is determined by representing the image in the HSV color space. The Hue channel ($C_{Hue}$) and the Value channel ($C_{Val}$) are separately processed to build the saliency

---

**Fig. 5** The proposed structure for context detection

**Fig. 6** Ordering the pixels based on semantic segmentation. In this diagram, some already filled lookup tables (LUT) store the object priorities. For each pixel, the corresponding LUT to its context determines its priority.
| Class | aeroplane | bicycle | bird | boat | bottle | bus | car | cat | chair | cow | diningtable | dog | horse | motorbike | person | pottedplant | sheep | sofa | train | tvmonitor |
|-------|-----------|---------|------|------|--------|-----|-----|-----|-------|-----|------------|-----|-------|-----------|--------|-------------|-------|------|-------|----------|
| Pet   | 3  | 3  | 2   | 3   | 3     | 3   | 3   | 1   | 3    | 2   | 3          | 1   | 3    | 3         | 1      | 3           | 2     | 3   | 3     | 3        |
| Animal| 3  | 3  | 2   | 3   | 3     | 3   | 3   | 2   | 3    | 2   | 3          | 2   | 2    | 3         | 1      | 3           | 2     | 2   | 3     | 3        |
| Vehicle| 1 | 1   | 2   | 1   | 3     | 1   | 1   | 3   | 2    | 3   | 3          | 3   | 3    | 1         | 1      | 3           | 3     | 3   | 1     | 2        |
| Indoor| 3  | 3  | 3   | 3   | 2     | 3   | 3   | 3   | 2    | 3   | 2          | 3   | 3    | 3         | 1      | 2           | 3     | 2   | 3     | 2        |
| other | 1  | 1   | 1   | 1   | 1     | 1   | 1   | 1   | 1    | 1   | 1          | 1   | 1    | 1         | 1      | 1           | 1     | 1   | 1     | 1        |
map. First, the Hue (Value) channel histogram of the image using ten bins is calculated. The center of the dominant bin determines the dominant image color $C_{\text{Hue Global}}$ ($C_{\text{Val Global}}$). For every pixel, its local color $C_{\text{Hue Local}}$ ($C_{\text{Val Local}}$) is defined by the average of the Hue (Value) channel in its containing window ($\omega$). The containing window is a window that the pixel is at its center. As the colors in the Hue channel are distributed circularly, the distance (saliency) in this channel is obtained by:

$$C_{\text{Hue Local}}(i,j) = \frac{1}{N^2} \sum_{(i,j) \in \omega} C_{\text{Hue}}(i,j)$$  \hspace{1cm} (6)

$$d = |C_{\text{Hue Local}}(i,j) - C_{\text{Hue Global}}|$$  \hspace{1cm} (7)

$$C_{\text{Hue Contrast}}(i,j) = \min\{d, 1-d\}$$  \hspace{1cm} (8)

and in the Value channel, the saliency is calculated by:

$$C_{\text{Val Local}}(i,j) = \frac{1}{N^2} \sum_{(i,j) \in \omega} C_{\text{Val}}(i,j)$$  \hspace{1cm} (9)

$$C_{\text{Val Contrast}}(i,j) = |C_{\text{Val Local}}(i,j) - C_{\text{Val Global}}|$$  \hspace{1cm} (10)

At last, the color saliency in the pixel $(i,j)$, i.e. $S_{CL1}(i,j)$ is obtained by:

$$S_{CL1}(i,j) = C_{\text{Hue Contrast}}(i,j) + C_{\text{Val Contrast}}(i,j) \frac{S_{CL}(i,j)}{\max\{S_{CL1}\}}$$  \hspace{1cm} (11)

In all equations, the window size $N$ is set to 20. The method can be simplified by rendering a simple preprocessing. We can apply a mean filter by the window size of $N$ on the Hue and Value channels to obtain $C_{\text{Hue Local}}$ and $C_{\text{Val Local}}$ for all pixels. This idea simplifies the coding and
reduces the processing time. By viewing the proposed color saliency from another point of view, it is concluded that the color saliency is the difference between a global value and the mean filtered Hue and Value channels.

### 3.1.4 The final saliency map

To fuse the different acquired saliency maps, we use eq. 1 in which the parameters $\gamma_1$, $\gamma_2$, and $\gamma_3$ are set to 0.25, 0.25, and 0.5 respectively. In some studies on the saliency dataset introduced in [2], the role of pixel location is studied, and it is concluded that the central pixels are more prone to be salient. This phenomenon is called center-priority. In the proposed method, the center-priors are utilized to build the final saliency map. Therefore, the final saliency map is obtained by a pixel-wise multiplication of the fused saliency map to a Gaussian window that is shown in the following equation:
\[ S_{\text{final}}(i,j) = C_1 + \exp \left( \frac{-\left(\left(i - \frac{W}{2}\right)^2 + \left(j - \frac{H}{2}\right)^2\right)}{C_2 \max\{W, H\}} \right) \cdot S_{\text{fused}}(i,j) \quad (12) \]

In this equation, \( S_{\text{final}}(i,j) \) is the saliency value of the pixel \((i,j)\) after applying center-priors, \(H\) and \(W\) are the image dimensions, and \(C_1\) and \(C_2\) are two constant values set to 2 and 40 respectively.

### 3.2 Image retargeting

After obtaining the saliency map, the image can be retargeted by any image retargeting technique. We can consider the image retargeting as an operator that its inputs are the original image and its saliency map. The proposed image retargeting technique is a modified version of the work of [41]. In the proposed method, every pixel is first assigned a scaling factor based on its saliency. Then, the pixels are considered as movable springs. They move based on their lengths (scaling factor) and form an image with the size to which the original image will be retargeted. Finally, uniform sampling is applied to the new image that can be considered a non-uniform sampling on the original image. As vertical image retargeting is similar to the horizontal retargeting, in this section, we just discuss the horizontal image retargeting. The overall stages of the image retargeting scheme can be seen in Fig. 9.

#### 3.2.1 Assigning scaling factors to the pixels

Similar to two variable probability density functions, the image saliency map is a two-variable function. In the proposed method, the column-wise sum is calculated for the saliency map (like marginal probability functions). For a \(H \times W\), image the result is a vector of size \(W\) calculated by:

\[ \text{Acc}(m) = \sum_{n=1}^{H} S_{\text{final}}(m,n) \quad (13) \]

In this equation, \(\text{Acc}(m)\) is the summation of the \(m\)th column of the saliency map and \(S_{\text{final}}\) is the \((m,n)\)th pixel saliency. To have a retargeted image of size \(H \times W'\) \((W' < W)\), the scaling factors are calculated by:

\[ S_0(m) = W' \cdot \frac{\text{Acc}(m)}{\sum_{i=1}^{W} \text{Acc}(i)} \quad (14) \]

Based on this equation, the sum of the scaling factors is the new image width \((W)\) because:

\[ \sum_{m=1}^{W} S_0(m) = \sum_{m=1}^{W'} W' \cdot \frac{\text{Acc}(m)}{\sum_{i=1}^{W} \text{Acc}(i)} = W' \quad (15) \]

A good condition is that none of the scaling factors become greater than 1. To accomplish this condition, the variable \(N_g\) is defined that stands for the number of scaling factors higher than 1. The scaling factors are then updated iteratively by Eq. 16 till the condition \(N_g = 0\) is yielded.
\[ S_t(m) = \frac{(W - N_g) \cdot S_{t-1}(m)}{\sum_{n=1, S_{t-1}(m) < 1} S_{t-1}(n)}, \quad W \leq W \] (16)

In this equation, \( S_t(m) \) and \( S_{t-1}(m) \) are the current and previous scaling factor of the \( m^{th} \) column. The scaling factors are the same for all pixels of the column. This makes the retargeted image has fewer distortions in the vertical direction.

### 3.2.2 Pixel fusion

The description for the sampling is called pixel fusion, as called in the paper [41]. In this description, each pixel is modeled by a spring, with a length equal to the pixel’s scaling factor. This model is illustrated in Fig. 10.

The retargeted image is built by sampling on the springs in equal distances of 1 unit. Due to the equality of the scaling factors on each column of the image, all rows are sampled equally. The sampled value for the \((i', j)\)th location on the springs \( I_{out}(i', j) \) is a linear combination of its surrounding pixels and is calculated by:

\[ I_{out}(i', j) = C_1 I_{in}(m, j) + C_3 I_{in}(m + k, j) + \sum_{n=1}^{k-1} S_{in}(m + n, j) I_{in}(m + 1, j) \] (17)

Equation (17) is made of three parts. The two first parts include the \((m; j)\) and \((m + k; j)\) pixels on the original image, and the third part includes their \( k - 1 \) central pixels. \( S_{in} \) are the central scaling factors. The symbols and lengths are shown in Fig. 11. It can be inferred from this figure that \( C_1 \) and \( C_3 \) are scaling factors, and eq. 17 is a linear combination of the image pixels based on their scaling factors. From Fig. 11, it is also evident that the sum of scaling factors to form a pixel of the retargeted image is 1.

The main difference between the presented method and the original pixel fusion is that in the original pixel fusion, instead of working with image columns, they work with vertical seams obtained by seam-carving. In other words, the pixels are grouped based on their containing seams, but here the groups are image columns.
4 Experimental results

In this section, the simulation results for both saliency detection and retargeting are presented. Besides, the datasets and learning details of the context detection network are discussed. The comparison to other methods in both saliency detection and retargeting is also made. The utilized hardware for this paper was a PC system with 64GB of RAM and CPU core i7 3.5GHz from Intel®. The computer system was reinforced by the Titan 1080 GTX GPU from NVIDIA®. The operating system was 64 bit Windows 7. The coding was in MATLAB and Python. Also, the neural networks were implemented on a Tensorflow platform.

4.1 The datasets

In this paper, three datasets are used: Pascal VOC2012 [6], COCO [18], and CUHK [19]. Pascal is a well-known dataset in image classification, object detection, and semantic segmentation. Its semantic segmentation image set contains 1464 training images and 1449 validation images. As its test set is not publicly available, the validation images are used as a test set in the literature. The semantic segmentation network is pre-trained on the Pascal training set, and we used the trained network. We split the Pascal training set into two parts: first, 1200 images are used for the training and 264 images for the validation process. The Pascal dataset was categorized into the five contexts of this paper, and the details can be seen in Table 2. We used a subset of 200 images from the COCO dataset. This subset of the COCO dataset is used to augment the Pascal training set to train the context detection network.

The CUHK dataset contains 57 images and is produced by the Chinese University of Hong Kong (CUHK) researchers for Retargeted Images Quality Assessment (RIQA) purposes. We retarget all of the images in this dataset in addition to Pascal images by our proposed
4.2 Saliency detection results

In this part, first, the accuracy of the context detection network and then the saliency detection results and their comparison to some other saliency detection methods are presented.

4.2.1 Context detection

The context detection network is made of a global average pooling and five soft-max neurons and gets its input from a semantic segmentation network. In the training phase, the semantic segmentation network was freeze, and its weights were not updated. The only weights that were updated were the soft-max weights. The selected optimizer was RMS-prop, and the number of epochs was 400. The batch size was set to 80, and the learning rate was chosen as $10^{-5}$. The function to be optimized was accuracy that is calculated by:

$$\text{Accuracy} = \frac{\sum_{c=1}^{N_C} TP_C}{n_T}$$  \hspace{1cm} (18)

In this equation, $TP_C$ (True Positive) is the number of images in the context $C$, which are detected correctly. The number of contexts is $N_C$, and we chose it to be 5. Also, the number of images in a batch is $n_T$.

Accuracy is again selected as the criteria for the performance of the context detection network. The accuracy results are presented for the Pascal dataset test set as well as for the CUHK dataset. The results are presented for both situations when the Pascal dataset is augmented with COCO images, and when it is not augmented. The results can be seen in Table 4.

As seen in Table 4, the context detection network has better accuracy on the CUHK dataset in the augmented mode. For this reason, the network trained on the augmented dataset is selected for saliency detection. However, the accuracy is not 100%, and some images are detected in the wrong context. Some examples of false context detection are presented in Fig. 12.

Table 2 The Pascal images in terms of context

|                | Pet | Animal | Vehicle | Indoor | Other |
|----------------|-----|--------|---------|--------|-------|
| Train Set      | 200 | 227    | 456     | 190    | 127   |
| Validation Set | 43  | 57     | 93      | 46     | 25    |
| Test Set       | 240 | 297    | 537     | 227    | 148   |

Table 3 The CUHK images summary

|                | Pet | Animal | Vehicle | Indoor | Other |
|----------------|-----|--------|---------|--------|-------|
| # of images    | 1   | 5      | 12      | 1      | 38    |
4.2.2 Comparison of the obtained saliency maps

The stages of obtaining the proposed saliency map are shown in Fig. 13. The two first images are from Pascal, and the other ones are from the CUHK dataset. In the third image, the snowman is not detected by the semantic segmentation network and thus is considered as the background. The reason is that snowman is not one of the detectable objects for the utilized semantic segmentation network. The proposed saliency detection and retargeting methods will show their power in the near future when the semantic segmentation networks will have gained better accuracies on more detectable objects.

To display the proposed saliency detection performance, we make a visual comparison to some other methods. In Fig. 14, some images and their saliency maps by the proposed method and other methods are shown. The images are from the two datasets of Pascal and CUHK. As the proposed saliency detection method utilized image segmentation, it has a promising output. For example, in the first row of Fig. 14, the methods GBVS [11] and Itti [13] detect a non-accurate map around the plane.

Implementation of HDCT [14] and HSAL [40] cause some parts of the plane not to be detected as salient. The mentioned objection is also valid for most other images. Some different successful results of the proposed method compared to the other methods are shown in the second, fifth, and seventh rows.

4.3 Retargeting results

The retargeted images are evaluated on both the CUHK and Pascal datasets. As subjective evaluations are very time consuming, just 50 images of the Pascal dataset were selected. The first ten images of each context in the test-set were selected to form a total of fifty images. The retargeted images and subjective scores, which are represented here, specifically the Pascal results, can be used as a RIQA dataset for researchers. The other retargeting methods to which the proposed method was compared are Axis-Aligned (AA) [20], Forward Seam Carving (SC) [24], Scaling (SCL), Scale and Stretch (SNS) [35], and Pixel Fusion (PF) [41].

|          | Pascal | CUHK |
|----------|--------|------|
| Augmented| 0.935  | 0.860|
| Not Augmented| 0.944 | 0.754|

Table 4 Image context detection accuracies

![Fig. 12](image-url) Some failure examples of the context detection network. a Context is “other animals” but is predicted as “pet.”. b Context is “vehicle” but is predicted as “other.”. c Context is “other” but is predicted as “vehicle”
The scoring is based on image comparisons, i.e., every image is retargeted by different methods, and eight volunteers order the retargeted images. The most preferred retargeted

![Fig. 13](image1.png) Steps to build the saliency map. (a) Original image. (b) The contrast part. (c) The color part. (d) The semantic part. (e) The final map

![Fig. 14](image2.png) The comparison between the proposed method and some other methods in saliency detection. (a) The image. (b) GBS [11]. (c) HDCT [14]. (d) HSAL [40]. (e) Itti [13]. (f) Ours
image is selected first, and so on. For each image, the six retargeted images are shown at the same time to the volunteer but in random order. Also, the original image is available for him/her. To facilitate the ordering task to the volunteers, a MATLAB GUI was built.

The ordered images can be analyzed in different ways. We analyze the same obtained orderings in two different ways and show that the proposed retargeting method is better than the other compared methods.

**First criterion** For each retargeting method, the number of times that the method is selected first by the evaluators can be considered as a criterion. In this condition, the number is the summation for all evaluators and all dataset images. The results for this criterion are shown in Fig. 15. The diagrams are for both Pascal and CUHK datasets. Based on the diagrams, the proposed method is better than other methods.

These scores can be assigned to the methods when the images are separated into contexts. To do this, the summation is calculated over all images in the context. The results are shown in Fig. 16. According to Fig. 16, the proposed method has the best performance when working with images of the contexts “pet” and “other animals” at the Pascal dataset. As images in CUHK are mostly in the context “other” (see Table. 3), the diagram of CUHK is unbalanced. However, the proposed method has the best scores on the images in this context as well as in the “vehicle” and “pet” contexts.

In some retargeting papers, the comparisons are between two retargeted images. It means that each time the evaluators must select the superior method between two retargeted images. In this case, for six different methods, there are \( \binom{6}{2} \), or sixteen comparisons, which make the evaluations very time-consuming. Some comparisons are skipped in some research works to
reduce lengthy evaluation procedures. Similar to most retargeting papers, a second criterion is defined as the number of times that a method is considered better than another method when two images are compared. The number is the summation of all of the images in a dataset and for all evaluators. We use the ordering results to calculate this score. This is based on the observation that when an image is ranked $n^{th}$, it is equal to being preferred $(N-n)$ times when two images are compared, where $N$ is the number of retargeting methods. For example, when a retargeted image is ranked third in the ordering, it is inferior to the first and second methods and superior to the three remaining methods. The results for using the second criterion are shown in Fig. 17. The vertical axis, in Fig. 17, is the number of times that a method is selected first in all one-to-one comparisons for all images and all evaluators. Based on the diagrams in Fig. 17, the proposed method is again better than other methods.

For example, when a retargeted image is ranked third in the ordering, it is inferior to the first and second methods and superior to the three remaining methods. The results for the use of the second criterion are shown in Fig. 17. In this figure, the vertical axis is the number of times that a method is selected first in all two by two comparisons for all images and all evaluators. Based on the diagrams in Fig. 17, the proposed method is again better than other methods.

The scores for the second criterion can be calculated within contexts. The results for the context-wise scoring are shown in Fig. 18 for both Pascal and CUHK datasets. According to this figure, the proposed method has the best performance on the “other animals” context of the Pascal dataset. In the CUHK dataset, the best contexts for the proposed method are “other” and “vehicle.”

We assigned scores to the second criterion in the following manner. We assigned a score of 5 to the first ranked method, 4 to second-ranked, and so on. The lowest-ranked method thus has a score of 0. The scores are the number of times that a method wins against the other methods. These scores are then added together on all images and all evaluators to build the

![Fig. 17](https://example.com/fig17.png) The results of the second criterion for subjective evaluations on Pascal and CUHK. (a) Pascal. (b) CUHK

![Fig. 18](https://example.com/fig18.png) The results of the second criterion for subjective evaluations on Pascal and CUHK separated by context. (a) Pascal. (b) CUHK
second criterion. Therefore, if in the future works, we use the ordering method, we can obtain the results for two by two comparisons.

### 4.4 Final explanations and failure examples

In this section, the time consumption of different saliency detection and retargeting methods, including ours, are presented. Afterward, some retargeted images by different methods and then the failure cases of the proposed method are shown and discussed. Tables 5 and 6 show the mean elapsed time of applying different methods on dataset images.

According to these tables, although the proposed method in saliency detection takes more time than the other methods, the proposed retargeting algorithm has acceptable time consumption. The reason is that our refined pixel fusion does not need pixel grouping unlike the original pixel fusion that uses seam carving as its grouping task.

In Fig. 19, the retargeted images by different methods are shown. As shown in this figure, different retargeting methods have different characteristics and work well on images with specific features. For example, the seam-carving process [24] has acceptable results on images that are full of high-frequency textures like the fourth row of Fig. 19. On the other hand, the methods AA [20] and scaling better preserve the lines in the images (sixth row). However, the scaling method does not consider the image content and scales the whole image equally. The failure examples of the scaling method are the second and the fourth rows. The AA method fails when dealing with images of faces. The SNS method has the best result on the image of the last row, but on the face image in the fifth row fails. In the PF method, the image borders are distorted, but the interior content of the images is preserved. The proposed method keeps the essential content of the images. It also keeps the vertical lines of the images intact, like the last two rows. The proposed method is the best method for the face image in the fifth row.

However, the proposed method, similar to other retargeting methods, fails when working with some images. Some failure cases are seen in Fig. 20. The reason for these failures is that the proposed method assigns equal scaling factors to all pixels in columns. For this reason, by sudden changes in the scaling factor from a column to the next column, the straight lines are deflected (the car and TV images). This phenomenon also distorts the less salient columns. For example, in the soccer image, one of the player’s feet is on the columns that have less accumulated saliency and thus becomes smaller than the other foot. The other example is the bicycle image that the same occurs to its wheels.

| Method  | GBVS   | HDCT   | HSAL   | Itti   | Ours   |
|---------|--------|--------|--------|--------|--------|
| Mean elapsed time | 0.8963 s | 8.5263 s | 2.0351 s | 0.6125 s | 12.1053 s |

| Method | AA     | SC     | Scaling | SNS    | PF     | Ours   |
|--------|--------|--------|---------|--------|--------|--------|
| Mean elapsed time | 2.2631 s | 40.8596 s | 0.0602 s | 4.7544 s | 52.9824 s | 3.2281 s |
5 Conclusions

In this paper, a saliency detection method and a retargeting method were introduced. The proposed saliency detection method is considered as a mixed top-down, bottom-up method. The high-level information was image semantic segmentation and image context that a neural network was designed to detect the image context. On the other hand, the low-level information was color contrast and gray-scale contrast. The saliency results showed that the proposed saliency detection method has a good understanding of the image content.

Fig. 19 Comparison of the proposed method in retargeting with some other methods. (a) The original image. (b) AA [20]. (c) SC [24]. (d) Scaling. (e) SNS [35]. (f) PF [41]. (g) Ours
The proposed image retargeting method was a modified version of the Pixel Fusion method presented in [41]. The comparisons to other retargeting methods showed the superiority of the proposed approach to them. To render the comparisons, we used a subjective evaluation of the retargeted images. The results of this subjective evaluation can be used as a dataset for the quality assessment of retargeted images.

For future works, the proposed retargeting method can be generalized to other tasks. In many cases, we need to retarget a streaming video to a screen with a different aspect ratio than the original video. For example, when a person watches a video from YouTube, content-aware video retargeting can be a better choice than simple cropping or scaling of the video frames. There is also some research in the hardware implementation of specific image retargeting techniques. Therefore, the other possible future work can be the hardware implementation of the retargeting method to achieve real-time results.

References

1. Avidan S, Shamir A (2007) Seam carving for content-aware image resizing. In: ACM Transactions on Graphics (TOG), vol. 26, p. 10. ACM
2. Borji A, Itti L (2015) Cat2000: A large scale fixation dataset for boosting saliency research. arXiv preprint arXiv:1505.03581
3. Cho D, Park J, Oh TH, Tai YW, So Kweon I (2017) Weakly-and self-supervised learning for content-aware deep image retargeting. In: Proceedings of the IEEE International Conference on Computer Vision, pp. 4558–4567
4. Cornia M, Baraldi L, Serra G, Cucchiara R (2018) Predicting human eye fixations via an lstm-based saliency attentive model. IEEE Trans Image Process 27(10):5142–5154
5. Esmaeili SA, Singh B, Davis LS (2017) Fast-at: Fast automatic thumbnail generation using deep neural networks. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 4622–4630
6. Everingham M, Van Gool L, Williams CKI, Winn J, Zisserman A (2012) The PASCAL Visual Object Classes Challenge (VOC2012) Results. http://www.pascal-network.org/challenges/VOC/voc2012/workshop/index.html
7. Fang Y, Fang Z, Yuan F, Yang Y, Yang S, Xiong NN (2017) Optimized multioperator image retargeting based on perceptual similarity measure. IEEE Transactions on Systems, Man, and Cybernetics: Systems 47(11):2956–2966
8. Fujimura M, Imamura K, Kuroda H (2017) Application of saliency map to restraint scheme of attack to
digital watermark using seam carving. In: 2017 IEEE International Conference on Consumer Electronics-
Taiwan (ICCE-TW), pp. 347–348. IEEE
9. Goferman S, Zelnik-Manor L, Tal A (2011) Context-aware saliency detection. IEEE Trans Pattern Anal
Mach Intell 34(10):1915–1926
10. Guo C, Zhang L (2010) A novel multiresolution spatiotemporal saliency detection model and its applica-
tions in video compression. IEEE Trans Image Process 19(1):185–198
11. Hooshmand M, Soroushmehr SMR, Khadivi P, Samavi S, Shirani S (2013) Visual sensor network lifetime
maximization by prioritized scheduling of nodes. J Netw Comput Appl 36(1):409–419
12. Hu W, Hu R, Xie N, Ling H, Maybank S (2014) Image classification using multiscale information fusion
based on saliency driven nonlinear diffusion filtering. IEEE Trans Image Process 23(4):1513–1526
13. Itti L, Koch C, Niebur E (1998) A model of saliency-based visual attention for rapid scene analysis. IEEE
Transactions on Pattern Analysis & Machine Intelligence 11:1254–1259
14. Kim J, Han D, Tai YW, Kim J (2016) Salient region detection via high-dimensional color transform and
local spatial support. IEEE Trans Image Process 25(1):9–23
15. Kruthiventi SS, Ayush K, Babu RV (2017) Deepfix: a fully convolutional neural network for predicting
human eye fixations. IEEE Trans Image Process 26(9):4446–4456
16. Li C, Wand M (2015) Approximate translational building blocks for image decomposition and synthesis.
ACM Transactions on Graphics (TOG) 34(5), 158
17. Li H, Chen J, Lu H, Chi Z. (2017) Cnn for saliency detection with low-level feature integration.
Neurocomputing 226:212–220
18. Lin TY, Maire M, Belongie S, Hays J, Perona P, Ramanan D, Dollár P, Zitnick CL (2014) Microsoft coco:
Common objects in context. In: European conference on computer vision, pp. 740–755. Springer
19. Ma L, Lin W, Deng C, Ngan KN (2012) Image retargeting quality assessment: a study of subjective scores
and objective metrics. IEEE Journal of Selected Topics in Signal Processing 6(6):626–639
20. Panozzo D, Weber O, Sorkine O (2012) Robust image retargeting via axis-aligned deformation. In:
Computer Graphics Forum, vol. 31, pp. 229–236. Wiley Online Library
21. Pritch Y, Kav-Venaki E, Peleg S (2009) Shift-map image editing. In: 2009 IEEE 12th International
Conference on Computer Vision, pp. 151–158. IEEE
22. Rabbani N, Nazari B, Sadi R, Rikhtehgaran R (2017) Efficient Bayesian approach to saliency detection
based on dirichlet process mixture. IET Image Process 11(11):1103–1113
23. Razzaghi P, Samavi S (2015) Image retargeting using nonparametric semantic segmentation. Multimed
Tools Appl 74(24):11517–11536
24. Rubinstein M, Shamir A, Avidan S (2008) Improved seam carving for video retargeting. In: ACM
transactions on graphics (TOG), vol. 27, p. 16. ACM
25. Rubinstein M, Shamir A, Avidan S (2009) Multi-operator media retargeting. ACM Transactions on
graphics (TOG) 28(3), 23
26. Rubinstein M, Gutierrez D, Sorkine O, Shamir A (2010) A comparative study of image retargeting. In:
ACM transactions on graphics (TOG), vol. 29, p. 160. ACM
27. Shafieyan F, Karimi N, Mirmahboub B, Samavi S, Shirani S (2017) Image retargeting using depth assisted
saliency map. Signal Process Image Commun 50:34–43
28. Shao F, Lin W, Lin W, Jiang Q, Jiang G (2017) QoE-guided warping for stereoscopic image retargeting.
IEEE Trans Image Process 26(10):4790–4805
29. Simakov D, Caspi Y, Shechtman E, Irani M (2008) Summarizing visual data using bidirectional similarity.
In: 2008 IEEE Conference on Computer Vision and Pattern Recognition, pp. 1–8. IEEE
30. Simonyan K, Zisserman A (2014) Very deep convolutional networks for large-scale image recognition.
arXiv preprint arXiv:1409.1556
31. Tang F, Dong W, Meng Y, Ma C, Wu F, Li X, Lee TY (2018) Image retargetability. arXiv preprint arXiv:
1802.04392
32. Tian H, Fang Y, Zhao Y, Lin W, Ni R, Zhu Z (2014) Salient region detection by fusing bottom-up and top-
down features extracted from a single image. IEEE Trans Image Process 23(10):4389–4398
33. Wang L, Chen C (2016) Study on the image retargeting by using semantic concepts. International Journal
of Signal Processing, Image Processing and Pattern Recognition 9(3):281–290
34. Wang Q, Yuan Y (2014) High quality image resizing. Neurocomputing 131:348–356
35. Wang YS, Tai CL, Sorkine O, Lee TY (2008) Optimized scale-and-stretch for image resizing. In: ACM
Transactions on Graphics (TOG), vol. 27, p. 118. ACM
36. Wang Q, Yuan Y, Yan P, Li X (2013) Saliency detection by multiple-instance learning. IEEE transactions
on cybernetics 43(2):660–672
37. Wang K, Lin L, Lu J, Li C, Shi K (2015) Pisa: Pixelwise image saliency by aggregating complementary appearance contrast measures with edge-preserving coherence. IEEE Trans Image Process 24(10):3019–3033
38. Wang W, Shen J, Yang R, Porikli F (2018) Saliency-aware video object segmentation. IEEE Trans Pattern Anal Mach Intell 40(1):20–33
39. Wolf L, Guttmann M, Cohen-Or D (2007) Non-homogeneous content-driven video-retargeting. In: 2007 IEEE 11th International Conference on Computer Vision, pp. 1–6. IEEE
40. Yan Q, Xu L, Shi J, Jia J (2013) Hierarchical saliency detection. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 1155–1162
41. Yan B, Li K, Yang X, Hu T (2015) Seam searching-based pixel fusion for image retargeting. IEEE Transactions on Circuits and Systems for Video Technology 25(1):15–23
42. Zhao H. Pyramid scene parsing network. https://github.com/hszhao/PSPNet/
43. Zhao R, Ouyang W, Li H, Wang X (2015) Saliency detection by multi-context deep learning. In: Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 1265–1274
44. Zhao H, Shi J, Qi X, Wang X, Jia J (2017) Pyramid scene parsing network. In: Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 2881–2890

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Affiliations

Mahdi Ahmadi1 · Nader Karimi1 · Shadrokh Samavi1,2

Mahdi Ahmadi
mahdi.ahmadi@ec.iut.ac.ir

Nader Karimi
nader.karimi@cc.iut.ac.ir

1 Department of Electrical and Computer Engineering, Isfahan University of Technology, Isfahan 84156-83111, Iran
2 Department of Electrical and Computer Engineering, McMaster University, Hamilton L8S 4L8, Canada