QCD Phase Diagrams with Charge and Isospin Axes under Heavy-Ion Collision and Stellar Conditions
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We investigate the phase transition from hadron to quark matter in the general case without the assumption of chemical equilibrium with respect to weak decays. The effects of net strangeness on charge and isospin fractions, chemical potentials, and temperature are studied in the context of the Chiral Mean Field (CMF) model that incorporates chiral symmetry restoration and deconfinement. The extent to which these quantities are probed during deconfinement in conditions expected to exist in protoneutron stars, binary neutron-star mergers, and heavy-ion collisions is analyzed quantitatively via the construction of 3-dimensional phase diagrams.

I. INTRODUCTION

Recent works have discussed the possible similarities between the conditions in energetic astrophysical environments, such as protoneutron stars, core-collapse supernovae, and neutron-star binary mergers, to those present in heavy-ion collisions (HICs) [1,2]. These similarities are consequences of the high temperatures (compared to the Fermi temperature) achieved in these phenomena that, unlike in the case of chemically-equilibrated neutron stars, cannot be ignored. In particular, the temperature in protoneutron stars can be as high as 30 – 40 MeV [3,4] and in mergers it can exceed 50 MeV or even reach 100 MeV [5,6]. However, contemporary simulations [7] indicate that neutron-star mergers cannot attain the large charge fractions of close to $Y_Q = 0.4$ produced in HICs (eg. for Au-Au and Pb-Pb) and supernovae [8,9]. This is a new feature, as before the advent of compact star mergers, all known astrophysical systems out of chemical equilibrium were newly formed and, therefore, still contained a significant amount of protons from the original heavy nuclei in the progenitors. As a result of the recent multi-messenger signals, together with more refined HIC calculations that allow for large chemical potential fluctuations [10], it became important to study hot and dense matter in a large range of charge fractions.

Phase diagrams for high energy matter (or Quantum Chromo Dynamics - QCD - phase diagrams) are usually only depicted in two dimensions, temperature and baryon number density/chemical potential or temperature and isospin number density/chemical potential. The latter are interesting due to the fact that lattice QCD results are not afflicted by the sign problem at finite isospin density were performed to study QCD at finite isospin chemical potential [28-61]. Other interesting approach that is applied to study QCD at finite isospin chemical potential is based in holographic models [62-68]. More recently, lattice QCD results for finite isospin density were performed using unphysical pion masses and/or unphysical flavor content. The results from these first simulations were in qualitative agreement with the different approaches to QCD [28-61]. Other interesting approach that is applied to study QCD at finite isospin chemical potential is based in holographic models [62-68]. More recently, lattice QCD results for finite isospin density were performed using an improved lattice action with staggered fermions at physical quark and pion masses [69-72], their predictions being in very good agreement with the results obtained from updated chiral perturbation theory [73-74] and NJL models [75-78].

Another issue raised in the literature is the manner in which strangeness can affect QCD phase diagrams. Ref. [79] has recently studied this for the particular case of isospin symmetric matter using functional renormalization theory. However, this is not a new topic, as the pioneering work presented in Refs. [80,81] discussed a mixture of phases created when quark matter containing strange matter and hadronic matter containing anti-strange matter coexist in the 1980s, a conjecture first suggested in Refs. [82,83]. Lattice QCD calculations have also studied the effects of a non-zero strange chemical potential in, for example, the curvature of the chiral pseudo-critical line [84,85]. In this work, we consider two scenarios. In one of them, there is no restriction on strangeness, assuming that chemical equilibrium with respect to the weak force has already been achieved, in which case there is no need to define a strange chemical potential. In the other case, net strangeness is assumed to not yet have had enough time to be produced, in which case the strange chemical potential must be numerically determined in each phase to produce a zero net-strangeness fraction.

When the baryon chemical potential is finite, the usual practice in the literature has been to construct 2-
dimensional phase diagrams (with temperature on the other axis) either in weak-chemical equilibrium, referring to fully-evolved neutron star matter, or in an isospin-symmetric configuration, referring to matter created in relativistic HICs. In this work, we examine the behavior of the deconfinement coexistence line in 3-dimensional phase diagrams as a function of either the (hadronic and quark) charge fraction $Y_Q$ or the isospin fraction $Y_I$ (with temperature and baryon chemical potential/free energy completing our coordinate system). Note that $Y_Q$ is the variable usually employed in equations of state for astrophysical applications, while $Y_I$ is more commonly used in HIC applications. The relation among the two quantities is trivial only when net strangeness is absent. Our calculations and discussion extend to phase diagrams in which the charge and isospin fractions are replaced by the corresponding chemical potentials, both at zero and non-zero net strangeness. As pointed out in Ref. [80], it is important to understand which plane of the QCD phase diagram is being probed, e.g. in the HIC Beam Energy Scan experiment, as the traditional critical point for isospin-symmetric matter without strangeness constraints may never be reached in the experiment.

II. FORMALISM

A. The CMF model

In order to construct our phase-diagrams, we make use of the Chiral Mean Field (CMF) description. It is based on a nonlinear realization of the SU(3) sigma model and constructed in such a way that chiral invariance is restored at large temperatures and/or densities. In its present version, it contains hadronic, as well as quark degrees of freedom [1] and its Lagrangian density is given by [81, 80]:

$$\mathcal{L} = \mathcal{L}_{\text{Kin}} + \mathcal{L}_{\text{Int}} + \mathcal{L}_{\text{Self}} + \mathcal{L}_{\text{SB}} - U,$$

where $\mathcal{L}_{\text{Kin}}$ is the kinetic energy density of hadrons and quarks. The remaining terms are:

$$\mathcal{L}_{\text{Int}} = -\sum_i \overline{\psi}_i [\gamma_0 (g_\omega \omega + g_\phi \phi + g_\rho \rho) + M_i^\ast] \psi_i,$$

$$\mathcal{L}_{\text{Self}} = \frac{1}{2} (m_\omega^2 \omega^2 + m_\rho^2 \rho^2 + m_\phi^2 \phi^2)
+ g_\omega \left( \omega^4 + \frac{\delta^4}{4} + 3 \omega^2 \phi^2 + \frac{4 \omega^3 \phi}{\sqrt{2}} + \frac{2 \omega \phi^3}{\sqrt{2}} \right)
+ k_0 (\sigma^2 + \zeta^2 + \delta^2) - k_1 (\sigma^2 + \zeta^2 + \phi^2)
+ k_2 \left( \frac{\sigma^4}{2} + \frac{\delta^4}{2} + 3 \sigma^2 \delta^2 + 3 \zeta^2 \right) - k_3 (\sigma^2 - \delta^2) \zeta,$$

3 Note that an alternative version of the CMF model includes in addition the chiral partners of the baryons and gives the baryons a finite size [87, 88].

$$\mathcal{L}_{\text{SB}} = -m_\pi^2 f_\pi \sigma - \left( \sqrt{2} m_\eta^2 f_\eta - \frac{1}{\sqrt{2}} m_\omega^2 f_\omega \right) \zeta,$$

$$U = (a_0 T^4 + a_1 \mu_B^4 + a_2 T^2 \mu_B^2) \Phi^2
+ a_3 T^4 \ln \left( 1 - 6 \Phi^2 + 8 \Phi^3 - 3 \Phi^4 \right).$$

Here, $\mathcal{L}_{\text{Int}}$ represents the interactions between baryons (and quarks) mediated by the vector-isoscalar mesons $\omega$ and $\phi$ (strange quark-antiquark state), the vector-isovector $\rho$, the scalar-isoscalars $\sigma$ and $\zeta$ (strange quark-antiquark state), and the scalar-isovector $\delta$. $\mathcal{L}_{\text{Self}}$ describes the self-interactions of the scalar and vector mesons. The chiral symmetry breaking term responsible for producing the masses of the pseudoscalar mesons is given by $\mathcal{L}_{\text{SB}}$. $U$ is the effective potential for the scalar field $\Phi$ and depends on the temperature and the baryon chemical potential. It is analogous to the Polyakov loop in the PNJL approach [83, 84]. The index $i$ runs over the baryon octet and the three light quarks. Leptons are not included in this calculation, since they are not present in HIC initial conditions and are not in chemical equilibrium with the rest of the system in the astrophysical scenarios we discuss.

The coupling constants of the hadronic part of the model are given in Ref. [93]. They were fitted to reproduce the vacuum masses of baryons and mesons, nuclear saturation properties (density $\rho_0 = 0.15 \text{ fm}^{-3}$, binding energy per nucleon $B/A = -16 \text{ MeV}$, compressibility $K = 300 \text{ MeV}$), symmetry energy ($E_{\text{sym}} = 30 \text{ MeV}$ with slope $L = 88 \text{ MeV}$), and reasonable values for the hyperon potentials ($U_\Lambda = -28.00 \text{ MeV}$, $U_\Sigma = 5 \text{ MeV}$, $U_\Xi = -18 \text{ MeV}$). The predicted critical point for the nuclear liquid-gas phase transition of isospin symmetric matter lies at $T_c = 16.4 \text{ MeV}$, $\mu_{B,c} = 910 \text{ MeV}$. The vacuum expectation values of the scalar mesons are constrained by reproducing the pion and kaon decay constants.

As a result of their interactions with the mean field of mesons and the field $\Phi$, the baryons and the quarks acquire (Dirac) effective masses, which have the form:

$$M_B^\ast = g_{B\Phi} \sigma + g_{B\Phi} \tau_3 \delta + g_{B\Phi} \zeta + M_{0B} + g_{B\Phi} \Phi^2,$$

$$M_q^\ast = g_{q\Phi} \sigma + g_{q\Phi} \tau_3 \delta + g_{q\Phi} \zeta + M_{0q} + g_{q\Phi} \Phi (1 - \Phi),$$

where the bare masses are $M_0 = 150 \text{ MeV}$ for nucleons, $354.91 \text{ MeV}$ for hyperons, $5 \text{ MeV}$ for up and down quarks, and $150 \text{ MeV}$ for strange quarks (see Ref. [83] for the coupling constants in the quark sector). Notice that for vanishing values of $\Phi$, $M_q^\ast$ is large, which suppresses the quarks. Conversely, values of $\Phi$ close to 1 suppress the hadrons. In this sense, $\Phi$ acts as an order parameter for deconfinement.

The coupling constants of the quark sector are fitted to lattice data and to expectations from the phase diagram. The lattice data include (1) the location of the first-order phase transition and the pressure functional $P(T)$ at $\mu_B = 0$ for pure gauge [93, 94] and (2)
the crossover pseudo-critical temperature and susceptibility $d\Phi/dT$ at vanishing chemical potential, together with the location of the $(T, \mu_B)$ critical end-point for zero net-strangeness isospin-symmetric matter [93]. The phase diagram expectations include a continuous first-order phase-transition line that terminates on the zero-temperature axis at four times the saturation density of chemically-equilibrated and charge-neutral matter. See Ref. [93, 94] for a detailed description of the effects of deconfined quarks inside neutron and protoneutron stars within the CMF model.

Note that the CMF description allows for the existence of soluted quarks in the hadronic phase and soluted hadrons in the quark phase at finite temperature. This feature becomes more prominent with increasing temperature and is required in order to reproduce a crossover transition at very large temperatures [87]. Despite this, quarks always have the dominant contribution in the quark phase, and hadrons in the hadronic phase.

In this work, we choose to only show our phase diagrams until $T = 160$ MeV, a little bit below the critical temperature $T_c = 167$ MeV predicted by the current parametrization of the model for zero net-strangeness isospin-symmetric matter. This is done for two different reasons. First, our critical point position was fitted and any modification to it would not aﬀect the qualitative conclusions of our work. Second, we want to keep the discussion entirely general and the inclusion of a "special" feature, such as the critical point, will detract from our goals. In addition, the CompOSE [95] repository contains equation of state tables that go up to $T = 160$ MeV, so all of our results could be reproduced as soon as our tables are uploaded to their website. So far, only the hadronic version of our tables are available online [96], but complete ones with quarks will be available soon.

B. Useful Relations

We are interested in systems that are in equilibrium with respect to the strong and electromagnetic interactions, therefore, baryon number $B$ and electric charge $Q$ are fixed. In some of the cases we study, chemical equilibrium is not attained because weak interactions operate over much longer timescales (then the time scale of the system), introducing an extra condition of zero net strangeness $S$. The above conserved quantities correspond to our three independent chemical potentials $\mu_B$, $\mu_Q$, and $\mu_S$. The total chemical potential $\mu_i$ of each fermionic species $i$ can be expressed as a linear combination of these, according to:

$$\mu_i = Q_{B,i} \mu_B + Q_{B,i} \mu_Q + Q_{S,i} \mu_S.$$  \hfill (5)

The conventions we adopt for the values of the $Q$’s for the baryon octet and the three light quark species are given in Table I of Appendix A, followed by the resulting chemical potentials of the various species. Note that we consider the strangeness of particles to be positive in our notation, otherwise, all strangeness related quantities would have to have their signs reversed. For the purposes of our calculations, it is more convenient to work with fractions, the charge fraction being the amount of charged baryons and quarks over the total amount of baryons and quarks:

$$Y_Q = \frac{Q}{B} = \frac{\sum_i Q_i n_i}{\sum_i Q_{B,i} n_i} = \frac{n_Q}{n_B^0},$$  \hfill (6)

where $n_i$ is the number density of each baryon/quark and $n_Q$ is the charge density. Note that $n_B^0 = \sum_i Q_{B,i} n_i$ is not the same as the baryon number density $n_B$, as the latter comes from the derivative of the pressure with respect to the baryon chemical potential and, therefore, also contains a contribution from the potential $U(\Phi)$ when quarks are present (see Eq. [6]). For low temperatures, this contribution can be safely ignored on the hadronic side of the phase-coexistence region, where $\Phi$ is approximately zero and, thus, $n_B^0 \simeq n_B$. Furthermore, we can insert the Gell-Mann-Nishijima relation [100]:

$$Q_i = Q_{I,i} + \frac{1}{2} Q_{B,i} - \frac{1}{2} Q_{S,i},$$  \hfill (7)

where $Q_{I,i}$ is the isospin of particle $i$, in the definition of charge density Eq. [6] to obtain:

$$n_Q = \sum_i (Q_{I,i} + \frac{1}{2} Q_{B,i} - \frac{1}{2} Q_{S,i}) n_i,\nonumber$$

$$= n_I + \frac{1}{2} n_B - \frac{1}{2} n_S,$$  \hfill (8)

where we have also used the definitions of the isospin density $n_I = \sum_i Q_{I,i} n_i$ and strangeness density $n_S = \sum_i Q_{S,i} n_i$. Dividing Eq. (8) by $n_B^0$ and defining $Y_I = n_I/n_B^0$ and $Y_S = n_S/n_B^0$, results in:

$$Y_Q = Y_I + \frac{1}{2} - \frac{1}{2} Y_S,$$  \hfill (9)

so we can finally write:

$$Y_I = Y_Q - \frac{1}{2} + \frac{1}{2} Y_S,$$  \hfill (10)

as a way to calculate the isospin fraction in our formalism.

Combining Eqs. [5] and [7] gives:

$$\mu_i = Q_{B,i} \mu_B + (Q_{I,i} + \frac{1}{2} Q_{B,i} - \frac{1}{2} Q_{S,i}) \mu_Q + Q_{S,i} \mu_S,\nonumber$$

$$= Q_{B,i} (\mu_B + \frac{1}{2} \mu_Q) + Q_{I,i} \mu_Q + Q_{S,i} (\mu_S - \frac{1}{2} \mu_Q),\nonumber$$

$$= Q_{B,i} \mu_B' + Q_{I,i} \mu_I + Q_{S,i} \mu_S'.$$  \hfill (11)

A comparison of the above with Eq. [5] reveals that our formalism is equivalent to another in which the isospin is fixed, leaving the isospin chemical potential as the independent chemical potential (together with $\mu_B$ and $\mu_S$), provided we define the following new variables:

$$\mu_B' = \mu_B + \frac{1}{2} \mu_Q \quad \text{and} \quad \mu_S' = \mu_S - \frac{1}{2} \mu_Q.$$  \hfill (12)
In this way, the chemical potentials correspond, \( \mu_I = \mu_Q \), and no modifications to our formalism and numerical codes are required to show isospin fractions and isospin chemical potentials (as long as Eq. (5) and Eq. (11) are used). To the best of our knowledge, this has never been discussed before. The expressions for the chemical potential of each particle included in the model derived using Eq. (7) or Eq. (11) are given in Appendix A.

It is also convenient to define a Gibbs free energy per baryon (henceforth called simply free energy) of the system, a quantity that is always the same on both sides of a first-order phase transition. In our case (when, besides baryon number, charge fraction and strangeness fraction are being fixed), it is:

\[
\tilde{\mu} = \mu_B + Y_Q \mu_Q + Y_S \mu_S.
\] (13)

Note that the free energy will be equal to the baryon chemical potential only in the particular cases of zero charge fraction or zero charge chemical potential and zero strange fraction or strange chemical potential. This is the case in the modeling of the typical examples of deleptonized cold neutron stars (charge neutral in chemistry is the case in the modeling of the typical examples of zero charge fraction or zero charge chemical potential and zero strange fraction or strange chemical potential only in the particular cases of zero charge fraction or zero charge chemical potential and zero strange fraction or strange chemical potential. This is the case in the modeling of the typical examples of deleptonized cold neutron stars (charge neutral in chemical equilibrium \( Y_Q = 0 \) and with no constraint on net strangeness \( \mu_S = 0 \)) and relativistic HICs (no net isospin \( \mu_Q = 0 \) and no net strangeness \( Y_S = 0 \)).

Eq. (13) was derived and discussed in detail in the Appendix D of Ref. [101] for the particular case in which net strangeness is not constrained (which implies \( \mu_S = 0 \)). It can be derived either by a Legendre transformation of the grand-potential or by taking the derivative of minus the grand-potential with respect to the baryon number, giving:

\[
\tilde{\mu} = \sum_i \mu_i n_i / n_B^0.
\] (14)

Substituting \( \mu_i \) from Eq. (5) in Eq. (14) results in Eq. (13). Alternatively, following the equivalent isospin formalism and replacing \( \mu_i \) from Eq. (11) in Eq. (14) leads to:

\[
\tilde{\mu} = \mu_B' + Y_I \mu_I + Y_S \mu_S'.
\] (15)

III. RESULTS

A. Non-Strange Matter \( Y_S = 0 \)

We start by discussing phase diagrams showing the deconfinement coexistence line calculated within the CMF model for temperatures in the range \( 0 - 160 \) MeV, charge fractions in the range \( 0 - 0.5 \), and the corresponding baryon chemical potentials \( \mu_B \) or free energies \( \tilde{\mu} \). In this subsection, the strange chemical potential is determined numerically at each point in each diagram in order to produce a zero net strangeness \( Y_S = 0 \) in each phase. Having \( Y_Q = 0 \) means that there is no net charge in the system even though the presence of charged particles is not prohibited insofar as the sum of their charges is zero. Having \( Y_Q = 0.5 \) corresponds to the situation where the total baryon number of the system is twice as large as its net charge. For matter with no net strangeness at zero temperature, the case of \( Y_Q = 0 \) is equivalent to having just neutrons or two times more d-quarks than u-quarks, whereas \( Y_Q = 0.5 \) corresponds to having equal amounts of protons and neutrons or d- and u-quarks. At finite temperature, there can be hyperons and s-quarks present when requiring no net strangeness, as long as the difference between the number of strange particles and strange antiparticles is zero.

Note that for non-strange matter Eq. (13) simplifies to:

\[
\tilde{\mu} = \mu_B + Y_Q \mu_Q.
\] (16)

This is the case for matter produced in HICs, where there is no time for strangeness to emerge. The free energy of the deconfinement coexistence line is determined by finding a jump in the deconfinement order parameter \( \Phi \). As shown in the bottom panel of Fig. 1, the deconfinement free energy increases as a function of \( Y_Q \). This behavior is related to the softening of nuclear matter with increased net charge (e.g., equal numbers of neutrons and protons), the effect being stronger for hadronic matter. A softening of the equation of state (pressure vs. energy density) of hadronic matter corresponds to an increase in pressure at a given free energy (with respect to the quark phase), therefore, extending the hadronic phase to larger free energies.

The free energy is the same on both sides of the deconfinement coexistence line (shown in the bottom panel of Fig. 1), but the baryon chemical potential is not. This is evident in a comparison of the top left (hadrons) to the top right (quarks) panel of the same figure. The difference stems from the fact that the baryon chemical potential is calculated from the free energy using the charged chemical potential, which is different on either side of the phase transition (the reason for which will be discussed in the following). In addition, when comparing the top left panel with the bottom one, we find a reasonable difference for all cases corresponding to \( \mu_B \neq \tilde{\mu} \) in Eq. (16), that is, for all \( Y_Q \) other than 0 and 0.5 (when \( \mu_Q = 0 \)).

The difference is much smaller between the top right panel of Fig. 1 and the bottom one, as the charged chemical potential \( \mu_Q \) is always small in the quark phase. This has already been shown in Fig. 3 of Ref. [93] for the particular case of chemically equilibrated matter (with and without trapped neutrinos). Here, we extend this discussion to matter out of chemical equilibrium. A comparison of the left and right panels of Fig. 2 demonstrates that the hadronic side reaches much larger absolute values of \( \mu_Q \) than the quark phase for small charge fractions (corresponding to the more negative \( \mu_Q \)’s). This can be easily understood in the case of zero temperature. \( Y_Q = 0 \) means having only neutrons (and no protons), which requires a very large difference in their chemical potentials \( \mu_i \) that differ only by \( \mu_Q \) (as shown in the equations of Appendix A). In the quark phase, \( Y_Q = 0 \) implies having twice the amount of d-quarks than u-quarks, a much
more balanced case that requires a smaller $\mu_i$ difference and, therefore, a smaller $\mu_Q$ absolute value.

In the case of Fig. 2 (unlike Fig. 1), the bottom panels are always different from each other, because the charged chemical potential itself is discontinuous across the first-order phase transition. Analyzing separately the hadronic (left) side of the coexistence line in Fig. 2, it can be seen that the curves in the top and bottom panels are always different, except on the upper and lower boundaries of $\mu_Q$.

We show phase diagrams as functions of charge fraction because this is common practice in astrophysics, where the requirement of charge neutrality implies $Y_{\text{lepton}} = Y_Q$. There is no corresponding general equality for the lepton chemical potential: the relation $\mu_{\text{lepton}} = -\mu_Q$ is only valid in the special case of chemical equilibrium, which is only established in deleptonized cold neutron stars.

Similar figures to Figs. 1 and 2 are presented in Appendix B for the equivalent scenario of fixed isospin fraction. For non-strange matter, Eq. (10) reduces simply to $Y_I = Y_Q - 0.5$, and therefore the changes in both figures are trivial. More details are given in the Appendix.

### B. Strange matter $Y_S \neq 0$

In this subsection, we compactify the temperature and only show results for $T = 0$ MeV and $T = 160$ MeV (corresponding to the two temperature extremes in our previous figures) in order to be able to make more quantitative statements. Full 3-dimensional strange phase diagrams are available upon request. In addition to quantities shown in the preceding subsection (for matter with net strangeness constrained to zero) using the same colors, we now display strange matter results in black for comparison. By strange matter, we mean matter in which there is no constraint on net strangeness and therefore, no strange chemical potential, $\mu_S = 0$. For $T = 0$ MeV,
no significant difference in the position of the deconfinement line with respect to the baryon chemical potential or the free energy is expected due to allowing for nonzero strangeness. This is because, in this case, in our formalism, only a few \( \Lambda \)'s and \( \Sigma^- \)'s are present around the deconfinement free energy (and no strange quarks) and only at small charge fractions. This is illustrated in the difference between the brown dashed line and the black dashed line in the upper left panel of Fig. 3. The strange black dashed line being at a larger \( \tilde{\mu} \) than the non-strange brown dashed line is a consequence of the hyperons softening hadronic matter when they appear (for low charge fraction) and pushing the phase transition to larger values of \( \tilde{\mu} \).

The difference in the position of the deconfinement line with respect to the baryon chemical potential is related to the presence of strange particles, which modify the charged chemical potential relative to the zero-strangeness case (Eq. (13) reduces once more to Eq. (16) for \( \mu_S = 0 \)). As a consequence, as shown in the green vs. black stars in the same panel, \( \mu_B \) on the hadronic side is lower around intermediate charge fractions for the strange case. This is a combination of \( \mu_Q \) being lower in absolute value for low and intermediate values of \( Y_Q \) (see bottom left panel of Fig. 3) for strange matter and the fact that \( \mu_Q \) is multiplied by \( Y_Q \) in Eq. (16). As for the quark side of the phase transition, \( \mu_Q \) is always small in absolute value (see again bottom left panel of Fig. 3), so \( \mu_B \) behaves very similarly to \( \tilde{\mu} \), as seen when comparing black and red dot dashed lines in the top left panel of Fig. 3.

For large temperatures, strangeness generates much larger effects and the phase transition itself is very weak (particularly for the case without net strangeness), becoming very similar to a crossover. The former translates to a significant difference in the position of the black vs. colored lines in the top right panel of Fig. 3: the strange black dashed line for \( \tilde{\mu} \) resides about 40 MeV higher than the non-strange dashed pink one. For \( T=0 \), this difference is \( \lesssim 5 \) MeV. This shift is a consequence of the fact that at large temperatures the presence of strangeness-carrying particles is enhanced at all charge fractions, thus softening the quark equation of state (relative to the hadronic one) around deconfinement.

To discuss the baryon chemical potential, we first note that at this large temperature, which is very close to the
critical point, the hadronic side and quark side of the deconfinement phase transition are nearly identical. The difference in the position of $\mu_B$ with respect to $\bar{\mu}$ has to do with the fact that, once again, the charged chemical potential difference also needs to be accounted for. When looking at the black stars and dot-dashed line still in the upper right panel of Fig. 3, we find that it is lower in comparison with the dashed line for $\bar{\mu}$ (than in the colored non-strange case). This has to do with the fact that $\mu_Q$ is lower in absolute value and even positive for some large charge fractions when strangeness is included (see black lines in the right bottom panel of Fig. 3).

Fig. 4 shows the effects of strangeness on the baryon isospin chemical potential and the free energy as a function of the isospin fraction $Y_I$. Now, when net strangeness is non-zero (black curves), the left panel in this figure is not simply a constant horizontal shift from the $Y_Q$ shown in the previous figure, but a shift that, according to Eq. 10, depends on the strangeness fraction and, therefore, is different for every point. The horizontal shift is always positive and larger for low $Y_I/Y_Q$ at zero temperature, where there is more net strangeness. At $T = 160$ MeV, the black lines in the right panel of Fig. 4 show that the horizontal shift is always positive and substantial for all $Y_I/Y_Q$, as, in this case, net strangeness is always present.

Note that in Fig. 4 we do not show bottom panels for isospin chemical potential, as they would be identical to the charged chemical potential bottom panels of Fig. 3. In addition, if instead of using Eq. 10 to calculate $Y_I$, we had rewritten our numerical code to run for fixed isospin fraction from -0.5 to 0, we would have obtained the same results as shown in Fig. 4 but with an extra piece on the left and a missing piece on the right side of our finite temperature panel, a consequence again of the non-trivial
\( Y_Q \) to \( Y_I \) shift.

IV. DISCUSSION AND CONCLUSIONS

We present, for the first time, a comprehensive study of the effects of (hadronic and quark) charge fraction and isospin fraction on the deconfinement to quark matter using the CMF model. We derive model-independent relations among these quantities and discuss how they are affected by the presence of net strangeness. We also discuss the relation between the respective isospin and charge chemical potentials. This discussion is extremely timely as, historically, the heavy-ion collision community has modeled their systems in terms of fixed isospin fraction, while the astrophysical community has modeled it in terms of charge fraction (equal to the electron fraction when muons are not included), whereas now these communities are working together to understand the hot and dense matter generated in neutron star mergers and in low energy heavy-ion collisions.

Our goal has been to obtain a quantitative description of the manner in which charge fraction and isospin fraction change the position of deconfinement coexistence line with respect to temperature and baryon chemical potential or Gibbs free energy per baryon. To that end, we have built 3-dimensional phase diagrams for matter that possesses no net strangeness, such as the matter created in particle colliders like RHIC and LHC and determined the ranges that can be probed (given specific initial conditions) by charge and isospin chemical potentials during deconfinement.

Unlike quark matter produced in the lab, quark matter created inside stars can be strange, as the timeframe for its creation is much longer than the timeframe for weak decay. To discuss the effects of net strangeness on deconfinement to quark matter, we have constructed 2-dimensional phase diagrams at two chosen temperatures of \( T = 0 \) and \( T = 160 \) MeV. In the former case, very little strangeness is created and, therefore, its effects are minimal. In the latter, the consequences of nonzero strangeness are significant.

At zero temperature, we have found that, for non-strange matter \( (Y_S = 0) \), \( \mu_Q \) and \( \mu_I \) cover a range from \(-420\) to \(0\) MeV, reaching more negative values on the hadronic side of the phase transition. For the strange case \( Y_S \neq 0 \), the corresponding range is \(-320\) to \(0\) MeV, once again reaching more negative values on the hadronic side of the phase transition. On the quark side of the phase transition, \( \mu_Q \) and \( \mu_I \) lie between \(-75\) and \(0\) MeV. At large temperatures close to the critical point, \( \mu_Q \) and \( \mu_I \) become practically the same on the hadronic and the quark sides and have intermediate values for \( Y_S = 0 \) ranging from \(-110\) to \(0\) MeV. Finally, when strangeness is allowed, \( \mu_Q \) and \( \mu_I \) at large temperature become less negative and even positive, reaching \( \sim 50\) MeV.
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APPENDIX A

The chemical potentials of the various baryon and quark species are obtained using the appropriate values from Table I in conjunction with Eq. 5:

\[
\begin{align*}
\mu_p &= \mu_B + \mu_Q, \\
\mu_n &= \mu_B, \\
\mu_A &= \mu_B + \mu_S, \\
\mu_{\Sigma^+} &= \mu_B + \mu_Q + \mu_S, \\
\mu_{\Sigma^0} &= \mu_B + \mu_S, \\
\mu_{\Sigma^-} &= \mu_B - \mu_Q + \mu_S, \\
\mu_{\Xi^0} &= \mu_B + 2\mu_S, \\
\mu_{\Xi^-} &= \mu_B - \mu_Q + 2\mu_S.
\end{align*}
\] (A1)

\[
\begin{align*}
\mu_u &= \frac{1}{3}\mu_B + \frac{2}{3}\mu_Q, \\
\mu_d &= \frac{1}{3}\mu_B - \frac{1}{3}\mu_Q, \\
\mu_s &= \frac{1}{3}\mu_B - \frac{1}{3}\mu_Q + \mu_S.
\end{align*}
\] (A2)

Once more, we remind the reader that we consider the strangeness of particles to be positive in our notation. Otherwise, all \(Q_{S,i}, n_S,\) and \(Y_S\) would have to be multiplied by \(-1\). This would also reverse the sign of \(\mu_S\) in all equations. In the equivalent isospin formalism discussed...
in Section II B, the chemical potentials for the different species look the same, except for \( \mu_Q \) being replaced by \( \mu_I \). This can be obtained by replacing the values of \( Q_{B,i} \), \( Q_{I,i} \), and \( Q_{S,i} \) for each baryonic or quark species in Eq. (11).

APPENDIX B

For the purposes of extending the discussion of Section III A to the equivalent isospin formalism, we present Figs. A1 and A2, where we plot phase diagrams in terms of the isospin fraction \( Y_I \) and isospin chemical potential \( \mu_I \) (as opposed to the earlier \( Y_Q \) and \( \mu_Q \)). Since for non-strange matter Eq. (10) reduces simply to \( Y_I = Y_Q - 0.5 \), Fig. A1 is very similar to Fig. 1 only differing by the 0.5 shift in the \( Y_I \) axis.

Fig. A2 is exactly like Fig. 2 which is a consequence of the middle term being the same in Eq. (13) and Eq. (15) in order to reproduce the same particle chemical potential expressions of Appendix A. All of the statements made in this Appendix and in the end of Section III B were verified numerically by rewriting our numerical code to run for fixed isospin fractions.
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