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1. Introduction

Decision support systems (DSS) are actively used in all spheres of human life. They are especially common in the processing of large data sets in databases, process development forecasting, providing informational and analytical support to the decision-making process of decision-makers.
Existing DSS are based on statistical and artificial intelligence methods, which provide collection, processing, generalization of information about the state of objects (processes) and forecasting their future state.

The creation of intelligent DSS has become a natural continuation of the widespread use of conventional DSS. The main fundamental difference between intelligent DSS and conventional DSS is the presence of feedback and adaptability to changes in input processes [1, 2]. Intelligent DSS have been widely used to solve specific military tasks, namely [1, 2]:

1. planning the deployment, operation of communication and data transmission systems;
2. automation of troops and weapons control;
3. collection, processing and generalization of intelligence information about the state of intelligence objects, etc.

The structure of intelligent DSS can be conventionally divided into 4 major layers:

1. interface layer (interactivity and visualization);
2. modeling layer (statistical models and machine learning; numerical models; game theory models, probability-statistical methods, etc.);
3. data processing layer (data flow organization, work with databases and expert assessments);
4. data collection layer (web scanning, sensors and programming interface).

Analysis of the experience of creating intelligent DSS shows that the most promising for their construction is an information technology based on a combination of different approaches [2–5]. One such approach is a combination of evolution strategies and artificial neural networks (ANN). All this allows processing different types of data, adapting the structure to the type and amount of input data, thereby increasing performance. Evolutionary methods compared to conventional approaches have the following advantages [6–8]:

1. the ability to quickly adapt to the subject area, which almost without any changes allows forming a population and ANN structure that corresponds to this process;
2. the ability to conduct a parallel solution search in several directions;
3. avoiding the problem of falling into the trap of the local optimum;
4. the ability to work under a priori uncertainty, nonlinearity, stochasticity and chaos, all kinds of disturbances and interference;
5. have universal approximating capabilities.

Evolutionary methods are widely used to solve various problems of data mining, planning, control, identification, simulation, forecasting, intelligent control, etc. on each layer of intelligent DSS. Despite their successful application to a wide range of data mining problems, these systems have a number of disadvantages. The most significant shortcomings are as follows:

1. The complexity of choosing the system architecture. As a rule, the model based on the principles of computational intelligence has a fixed architecture. Therefore, adapting the system to new data that are different from previous data may be problematic.
2. Training in batch mode and training for several epochs require significant time resources. Such systems are not adapted to work online with a fairly high rate of new data.
3. Problems in taking into account indicators that have a complex structure of relationships and contradict each other.
4. The difficulty of considering the indirect influence of interdependent components under uncertainty.

Thus, the combination of the method of evolution strategies and ANN allows analyzing (assessing) the state of analysis objects and conducting deep learning of databases. This, in turn, determines the relevance of research to improve the efficiency of structural and parametric assessment of monitoring objects.

2. Literature review and problem statement

The work [9] presents a hybrid evolution strategy that helps architects generate sets of floor plans at an early design stage. This approach is based on the algorithm of evolution strategies. The algorithm is an advanced evolution strategy with a stochastic hill climbing technique. The disadvantages of this approach include low efficiency, lack of consideration of the type of uncertainty about the analysis object state and accumulation of evaluation errors. The accumulation of evaluation errors is caused by the imperfection of the learning algorithm.

The work [10] proposes a dynamic multi-purpose evolutionary algorithm for processing different data. The disadvantages of this approach include low efficiency, lack of consideration of the type of uncertainty about the object state and lack of approaches to learning this algorithm.

The work [11] presents the use of machine learning methods, namely ANN and genetic algorithms. A genetic algorithm is used as a method of ANN training. The disadvantages of this approach are limited training of only synaptic weights, without training the type and parameters of the membership function. This, in turn, causes the accumulation of learning errors.

The work [12] presents the use of machine learning methods, namely ANN and differential search method. In the course of the research, a hybrid method of ANN training was developed, based on the backpropagation algorithm and differential search. The disadvantages of this approach are limited training of only synaptic weights, without training the type and parameters of the membership function.

The work [13] developed ANN training methods using the combined approximation of the response surface, which provides the smallest training and forecasting errors. The disadvantage of this method is the accumulation of training errors and the inability to change the ANN architecture during training.

The work [14] shows the use of ANN to evaluate the efficiency of the unit, using the previous time series of its performance. SBM (Stochastic Block Model) and DEA (Data Envelopment Analysis) models are used for ANN training. The disadvantages of this approach are the limited choice of network architecture and training only synaptic weights.

The work [15] shows the use of ANN for estimating traffic intensity. The backpropagation algorithm is used as a method of ANN training. The performance of the backpropagation algorithm can be improved by using bandwidth connections between each layer, so that each layer sets out only the residual function relative to the results of the previous layer. The disadvantage of this approach is limited training of only synaptic weights without training the type and parameters of the membership function.

The work [16] shows the approach of estimating input data for decision support systems. The essence of the proposed approach is to cluster the basic set of input data, analyze them, and train the system based on the analysis. The disadvantages of this approach are the gradual accumulation of estimation errors, low efficiency and lack of consideration of a priori uncertainty about the object state.
The work [17] considers the method of evolution strategies for improving the evolutionary ability of robot swarms. The method uses the swarm coevolution mechanism to increase the evolution efficiency. A behavior expression tree is used, which expands the search space for the developed strategies. The results demonstrate the advantage of the proposed one over the conventional algorithm of evolution strategies in terms of evolution efficiency and strategy efficiency. However, the learning algorithm of this research accumulates training errors.

The work [18] carries out the review of the latest achievements of evolutionary strategy algorithms. As a result of the authors’ analysis, it is necessary to improve the basic algorithms of evolution strategies such as crossover, mutation and improve the algorithms of learning them.

The analysis of the works [9–18] showed that the vast majority of known studies are based on the use of general scientific approaches. Common limitations of these works are:

- failure to take into account the type of a priori uncertainty about the state of the analysis object;
- accumulation of learning errors (lack of learning algorithms);
- imperfection of standard procedures of the evolution strategy algorithm;
- high computational complexity;
- the inability to simultaneously solve the problem of finding the most appropriate structure and the most appropriate coefficients of the equation.

To create evaluation and identification software tools, it is necessary to create evaluation methods that must meet the following set of requirements:

- the possibility of forming a generalized evaluation indicator and choosing solutions based on sets of partial indicators, which change taking into account the complex multi-level evaluation structure;
- the possibility to aggregate heterogeneous evaluation indicators (both quantitative and qualitative) and choose solutions that differ in measuring scales and ranges of values;
- taking into account the compatibility and different significance of partial indicators in the generalized evaluation of decisions;
- taking into account the type of a priori uncertainty of the object state;
- flexible adjustment (adaptation) of evaluation models while adding (excluding) indicators and changing their parameters (compatibility and significance of indicators);
- no accumulation of evaluation errors due to the use of appropriate training methods.

All this leads to a combination of two approaches, namely:

- algorithm of evolution strategies – for structural and parametric assessment of the object state;
- evolving artificial neural networks – for training knowledge bases in order to increase the efficiency and reliability of the decision.

This will solve the problem of improving the efficiency and reliability of structural and parametric assessment of objects.

3. The aim and objectives of the study

The aim of the study is to develop a method of structural and parametric assessment of the object state, which would allow analyzing the object state. This will make it possible to increase the efficiency of assessing the object state and increasing the re-identification accuracy.

To achieve this aim, the following objectives were set:

- to conduct a formalized description of the structural and parametric assessment of the object state;
- to develop an algorithm for implementing the method of structural and parametric assessment of the object state;
- to conduct a practical test of the proposed method in the analysis of the operational situation of the troops (forces) grouping.

4. Research materials and methods

The research used the general provisions of the theory of artificial intelligence to solve the problem of analyzing the object state. Thus, the theory of artificial intelligence is the basis of the research.

The algorithm of evolution strategies was used to solve the problems of describing the state of dynamic objects. It describes how complex multi-level objects change over time. The research also uses the method of training artificial neural networks developed in previous works, which allows for deep training of artificial neural networks. The essence of deep learning is to train the architecture, type and parameters of the membership function. The simulation was performed using MathCad 2014 software (USA) and Intel Core i3 PC (USA).

5. Results of research on the development of a method of structural and parametric assessment of the object state

5.1. Formalized description of structural and parametric assessment of the object state

Let the output of a dynamic object be represented by measurements forming a sample of the volume \( s \), so \( \{y_i, t_i\} \), \( i = 1, \ldots, N \), where \( y_i \in \mathbb{R} \), \( R \) is the measurement of the output of the dynamic system at time \( t_i \in [0, +\infty) \), \( u = u(t) \) is the known control effect, which is the input of the dynamic system. The system is linear and is described by a linear differential equation as follows:

\[
\begin{align*}
    a_1 x(t) + a_2 x(t-\delta) + \cdots + a_n x = b u(t),
    
    x(0) = x_0.
\end{align*}
\]

1. It is necessary to determine the parameters of the system and the order \( n \) of the differential equation, which is considered bounded, so \( n = 1 \leq M, M \in \mathbb{N} \). It is assumed that in the system output measurement channel, there is a symmetrically distributed additive noise \( \xi; M(\xi) = 0, D(\xi) < \infty \), so \( y = x(t) + \xi \).

Therefore, with an unknown order of the system, the problem of structural-parametric identification is solved, and the problem will be partially parameterized, because the maximum degree is included in the equation derivative determined in advance, limiting the dimension of the search space.

Assume that for a system of any order, its coefficient at the highest degree is equal to 1, thus [19–23]:

\[
\begin{align*}
    a_1 x(t) + a_2 x(t-\delta) + \cdots + a_n x = b u(t),
    
    x(0) = x_0.
\end{align*}
\]

Then, the solution of the structural-parametric identification problem will be found as a differential equation of order \( m \leq M, M \in \mathbb{N} \) as the solution of the Cauchy problem, under the given initial conditions [23, 24]:
\[ \dot{x}(t) + \sum_{i=0}^{n} a_i \cdot \dot{x}(t_{i+1}) + \sum_{i=1}^{n} a_i \cdot \dot{x}(t) + \sum_{i=1}^{n} a_i \cdot u(t) = x_0, \]  
with the parameters \( \hat{a} = (0 \ldots 0 \hat{a} \ldots \hat{a})^T \in \mathbb{R}^n \), so \( n = M + 1 \), add the extremum of the selected function:

\[ I_1(\hat{a}) = \sum_{i=1}^{N} \| y_i - \tilde{x}(t_i) \|_{\alpha} \rightarrow \min_{\hat{a} \in \mathbb{R}^n}, \tag{3} \]

\[ I_2(\hat{a}) = \max_{\| b \| = 1} \| y_i - \tilde{x}(t_i) \|_{\alpha} \rightarrow \min_{\hat{a} \in \mathbb{R}^n}. \tag{4} \]

To evaluate the process model, it is necessary to have information about the initial position of the system so that the Cauchy problem can be solved. In general, the vector of the initial position of the system, if it is not initially known, can be quantified, which, of course, is not always possible and largely depends on the properties of the sample.

Another way to determine the initial position of the system is to include the vector in the optimization problem. As a rule, for many problems, the observation process begins with the usual mode, therefore, all coordinates of the initial position for a dynamic system are equal to 0, except for the position of the output system.

The control function is known for many systems, and in the case when the control is a process, the analytical form of which is unknown, it is necessary to approximate the function according to observations. The approach considered in the work can be generalized to the solution of the identification problem under unknown control, which will, accordingly, complicate the problem.

Such criteria, based on minimizing the discrepancies between sample data and system outputs, can be used to identify the elements of the matrices of the system of differential equations, which is selected as a process model with several dependent outputs [25, 26].

Let us construct a mathematical model of a dynamic process, which for convenience is presented in matrix form:

\[ \dot{x} = \hat{A} \cdot \dot{x}(t) + B \cdot u(t), \quad x(0) = x_0, \tag{5} \]

where \( \hat{A} = (\hat{a}_i)_{i=1}^{n+1} \) is the matrix of a system of linear differential equations; \( B = (b_j)_{j=1}^{n+1} \) is the matrix of right parts, which are control factors; \( \tilde{x}(t) \in \mathbb{R}^n \) is the system state model; \( u(t) \in \mathbb{R}^m \) is the control actions represented as a vector function.

Given that there are several different system outputs, which may differ in the response amplitude, it is necessary to normalize each individual criterion. Then, the criterion has the following form:

\[ I(\hat{a}) = \sum_{j=1}^{S_y} \sup_{x \in X_j} \left\{ \| y'_j - \tilde{x}(t'_j) \|_b \right\} \rightarrow \min_{\hat{a} \in \mathbb{R}^n}, \tag{6} \]

\( S_y \) is the number of outputs of the dynamic system; \( j = 1 \ldots S_y \) is the sample size for each output of the dynamic system; \( y'_j, i = 1 \ldots S_j \) are the measurements of the outputs that form the samples; \( t'_j, i = 1 \ldots S_j \) are the measurement times for each \( j \)-th output; \( \sup_{x \in X_j} \| y'_j - \tilde{x}(t'_j) \|_b \) is the diameter of the set of measurement data for each output; \( \dot{x}(t)_{\| x \|} \) is the \( j \)-th output of the model for matrices \( A, B \).

Criterion (6) is similar to the criterion for a single-input and single-output problem as (3). However, criterion (4) can also be generalized in the case of multiple input-output systems [27–30].

Thus, the problem of identifying a dynamic object was reduced to the problem of finding the extremum in the space of vectors with real coordinates. In this case, the peculiarity of representing the object structure leads to complex behavior of the objective function at the edges of some points in space, for which the first coordinates of the vector become 0.

5.2 Development of an algorithm for implementing the method of structural-parametric assessment of the object state

To create a method of structural-parametric assessment of the object state based on the formalization of structural-parametric assessment of the object state, an algorithm for implementing the method of structural-parametric assessment of the object state is proposed, shown in Fig. 1.

---

**Fig. 1. Algorithm for implementing the object state analysis method**

START

1. Entering initial data (\( \Psi = \{ \psi_i \} \))

2. Processing undefined initial data

3. Formation of the initial population

4. Selection of individuals

5. Chromosome crossing

6. Gene mutation

7. Coordinate rounding

8. Definition of the fitness function

9. \( I(\hat{a}) \leq I(\hat{a})_{opt} \)?

10. Knowledge base training

11. Formation of a new population

12. Conclusion on the object state

END
1. Entering initial data (step 1 in Fig. 1). At this stage, initial available data about the object to be analyzed are entered. The basic object model is also initialized.

2. Processing initial data taking into account uncertainty (step 2 in Fig. 1).

At this stage, the type of uncertainty about the analysis object state is taken into account and the basic model of the object state is initialized [21, 31]. The degree of a priori uncertainty can be: full awareness; partial uncertainty; complete uncertainty.

3. Formation of the initial population (step 3 in Fig. 1).

In this research, the procedure for generating the initial population is modified. Consider a modified procedure for generating the initial population.

Step 3.1. For each individual, the order of the differential equation is chosen with probability \( \frac{1}{M} \).

Step 3.2. For the selected order \( \text{indsel} \), each nonzero coordinate of the solution is played evenly on the interval \([-5, 5]\).

Step 3.3. All strategic parameters of the individual are played out evenly on the interval \([0, 1]\).

The proposed option to form the initial population allows forming solutions in the population corresponding to equations of one order. This, in turn, allows increasing the efficiency of decision-making by focusing the search according to the structure of the object described by the equation of the corresponding order.

4. Selection of individuals (step 4 in Fig. 1).

At this stage, several individuals are selected according to the selected selection scheme based on the fitness values of individuals in the current population.

At this stage, three types of selection are performed in parallel, namely: tournament, rank and proportional selection. In contrast to the standard algorithm of evolution strategies, two other types of individual selection are performed at this stage.

Parallel execution of three types of selection allows you to avoid two problems: random search – if the best individuals are neglected; search narrowing – while selecting only the best individuals from the population.

In tournament selection, \( n_t \) different individuals are randomly selected from the current population, where \( n_t \) is the tournament size, then the best individual in the selected group according to the fitness function is selected:

\[
H_{\text{parents}} = H_{\text{tournament}},
\]

\[
i_{\text{tournament}} = \max_{i \in \mathbb{N}} \left\{ I_n : I_n = 1, n : P(I_n = 1) = P(I_n = 2) = \ldots = P(I_n = n) = \frac{1}{n} \right\}.
\]

In proportional selection, each individual is assigned a probability to be selected in proportion to the value of its fitness function, so the probability of the \( i \)-th individual to be selected is found by the formula:

\[
p_i^f = \frac{\phi(fit(op)) i}{\sum_{j=1}^{N} \phi(fit(op))}.
\]

\[
H_{\text{parents}} = H_{\text{proportional}}, \quad (i_{\text{proportional}} = j) = p_j^f, \quad j = 1, N.
\]

The probability for each individual to be selected is determined by rank selection using the following formula:

\[
p_i^r = \frac{\phi(i) \phi(j)}{\sum_{j=1}^{N} \phi(j)} = \frac{2 \cdot i}{N(N + 1)}.
\]

\[
H_{\text{parents}} = H_{\text{rank}}, \quad P(i_{\text{rank}} = j) = p_j^r, \quad j = 1, N.
\]

For convenience, we assume that the genes of the offspring are determined by the tuple:

\[
H_{\text{crossover}}(i, j) = (op_{\text{crossover}}^{ij}, sp_{\text{crossover}}^{ij}),
\]

where \( i, j \) are the parent indices in an ordered set of decisions; \( op_{\text{crossover}}^{ij} \) is the objective parameters of the offspring; \( sp_{\text{crossover}}^{ij} \) is the strategic parameters of the offspring.

At the end of the selection procedures, the obtained decisions are compared according to the fitness criterion of the decision with the allowable efficiency of calculations.

5. Chromosome crossover (step 5 in Fig. 1).

At this stage, according to the chosen crossover scheme, the chromosomes of the selected parent individuals in some way form the offspring chromosome. At this stage, two crossover schemes are used, which are performed in parallel:

– crossover of the weighted sum of parameters;
– crossover of a random objective or strategic parameter of the offspring.

While performing only one crossover scheme, one of the best genotypes is determined, which in turn makes it impossible to make another decision. This is due to the fact that each individual will have the best genotype.

List various crossover schemes for \( n_p \) parents. The first one is based on a weighted sum of parameters \( j = 1, q \):

\[
(\text{op}_{\text{crossover}})_j = \sum_{i=1}^{n_p} w_i \cdot \{\text{op}_{\text{parents}}\}_j;
\]

\[
(\text{sp}_{\text{crossover}})_j = \sum_{i=1}^{n_p} w_i \cdot \{\text{sp}_{\text{parents}}\}_j.
\]

The second scheme is based on the random selection of an objective or strategic parameter of the offspring from one of the parents, so the random variable has the following distribution probabilities:

\[
P(i = k) = w_k, \quad k = 1, n_p \quad \text{then for } k = 1, n_p, \quad j = 1, q:
\]

\[
P(\text{op}_{\text{crossover}})_j = \{\text{op}_{\text{parents}}\}_j;
\]

\[
P(\text{sp}_{\text{crossover}})_j = \{\text{sp}_{\text{parents}}\}_j.
\]

Thus, changing the method of parameter selection, we obtain different types of crossover, and for each type of crossover, it is necessary to meet the condition of normalization of parameters \( \sum w_i = 1 \) then for \( j = 1, q \) we obtain the following types of forming weighting factors:

– average:

\[
w_j = \frac{1}{n_p};
\]

– weighted average by fitness:

\[
w_j = \frac{fit(\{\text{op}_{\text{parents}}\}_j)}{\sum_{i=1}^{n_p} fit(\{\text{op}_{\text{parents}}\}_i)};
\]

where \( fit(\{\text{op}_{\text{parents}}\}_j) \) is the fitness value of the parameter of the organism from the population.
– weighted average with random parameters and random
by fitness, respectively:
\[
w_j = \frac{r_j}{\sum_i r_i}, r_j \sim U(0,1),
\]
\[
w_j = \frac{r_j}{\sum_i r_i}, r_j \sim U\left(0, \text{fit}\left(\|P_{\text{parents}}\|\right)\right).
\] (15)

6. Gene mutation (step 6 in Fig. 1).
At this stage, the genes of the offspring mutate. The differ-
ence of the proposed mutation order is that in this method:
– two mutation procedures, adaptive mutation and stan-
dard mutation, are performed in parallel;
– in each type of mutation, each pair of parameters: the
objective and the corresponding strategic parameter mutate
with a certain, predetermined probability, namely the proba-
bility of knowing a priori information about the object state.

Using the mutation operator, a new point of the search
space is determined, which is the result of a random change
in the coordinates of the generating point. For convenience
of designation, the offspring:
\[
\tilde{H} = < op, \tilde{s}p > = < op_{\text{mutation}}, sp_{\text{mutation}} >.
\] (16)
and the individual after mutation:
\[
H_{\text{mutation}} = < op_{\text{mutation}}, sp_{\text{mutation}} >.
\] (17)

The genes of the mutant individual are set by the follow-
ing operations:
\[
op_{\text{mutation}} = \left(0, + N\epsilon_{0,1}, \ldots, q + N\epsilon_{0,1}\right),
\]
\[
sp_{\text{mutation}} = \left(s_1 \cdot e^{\tau \cdot N\epsilon_{0,1}}, \ldots, s_q \cdot e^{\tau \cdot N\epsilon_{0,1}}\right).
\] (18)
where \(N\epsilon_{0,1} \sim N\{0,0\}, i = 1,q\) is the normally distributed one-di-

The rounding operator (26) of each coordinate causes
the accuracy of the solution to be lost, due to the mantissa
clipping. In other words, the alternative is roughened. In
order to compensate for the loss of accuracy and increase
the efficiency of the algorithm as a whole, the coordinate
clipping is performed at the selected step length, the rounded
coordinate is refined so that the value
that preceded the whole is returned.

Thus, the mutation will occur according to the following
scheme (to simplify the representation, we use Hadamard
multiplication):
\[
op_{\text{mutation}} = op_{\text{mutation}} \times z \cdot N\epsilon_{0,1},
\]
\[
sp_{\text{mutation}} = abs\left(sp_{\text{mutation}} + z \cdot \left(A \cdot N\epsilon_{0,1}\right)\right).
\] (23)
where \(y = abs(x); y = |x|, x \in R, i = 1,q\).

In the case of adaptive mutation:
\[
sp_{\text{mutation}} = abs\left(sp_{\text{mutation}} + z \cdot \left(A \cdot N\epsilon_{0,1}\right)\right).
\] (24)

Similarly, for the standard mutation scheme:
\[
sp_{\text{mutation}} = \left(A_1 \cdot s_1 \cdot e^{\tau \cdot N\epsilon_{0,1}}, \ldots, A_q \cdot s_q \cdot e^{\tau \cdot N\epsilon_{0,1}}\right).
\] (25)

The mutation operator has been changed so that chang-
ing the value of the parameter controlling the probability
of mutation, the mutation intensity can be controlled and
reduced, if perturbations of objective parameters lead to
a deterioration of the objective function.

7. Rounding of coordinates (step 7 in Fig. 1).
One of the special modifications of the method was the
introduction of the operation of rounding the coordinates of
vectors, which is carried out taking into account the degree
of awareness \(\eta\) of the analysis object state:
\[
op_j = \text{round}(op_j) \times \eta, j = 1,n, i = 1,q.
\] (26)

It is proposed to modify the mutation operator so that
each pair of parameters: the objective and the correspond-
ing strategic parameter mutate with a certain, predetermined
probability, namely the probability of knowing a priori in-
formation about the object state. Let \(z\) be a random vector, each
coordinate of which takes one of two values:
\[
\forall i \leq q: P(z_i = 0) = p_a, P(z_i = 1) = 1 - p_a.
\] (22)
\(p_a\) is the probability for each pair of genes to mutate.

Such an operator, which affects the objective param-
eters of the algorithm, solves the problem of reducing the
coordinates of the vector to integers. The rounding oper-
ator is applied immediately after the mutation operator and
after rounding there is a local improvement of the newly
obtained population. For the same reason, the mutation op-
erator was modified.

The rounding operator (26) of each coordinate causes
the accuracy of the solution to be lost, due to the mantissa
clipping. In other words, the alternative is roughened. In
order to compensate for the loss of accuracy and increase
the efficiency of the algorithm as a whole, the coordinate
clipping performs such a number of steps that at the selected step
length, the rounded coefficient is refined so that the value
that preceded the whole is returned.

Since several different schemes for finding solutions to an
extreme problem are considered, it is necessary to research
each of them separately to determine the most effective one.
8. Determination of the fitness function (step 8 in Fig. 1).

At this stage, the fitness function for the newly obtained offspring is determined. It is necessary to indicate some features of the transition from the objective function to the fitness function. According to the definition of the fitness function:

\[ Q(a_i) < Q(a_j) \Rightarrow fit(Q(a_i)) > fit(Q(a_j)), \quad a_i, a_j \in R^q, \quad (27) \]

where \( fit: R^q \rightarrow R \), \( R^q \subset R \) is the fitness function for the criterion \( Q(a) \rightarrow \min, \ a \in A \); \( Q(a): A \rightarrow R \) is the objective function, expressed by the functional that is defined, in general, throughout the search space \( A \). \( A \) is the alternative space, which in the considered problems is presented as Euclidean space of dimension \( q \).

9. Checking the criterion is met (step 9 in Fig. 1).

This step checks whether the values of criterion (6) are met.

10. Knowledge base training (step 10 in Fig. 1).

The basis of the knowledge base in the research is evolving artificial neural networks (ANN). In this procedure, ANN are trained using the evolving ANN training method developed by the authors in [2]. This method differs from the known ones in that it allows training not only synaptic weights, but also the parameters of the membership function together with the ANN architecture. This feature allows increasing the efficiency of the proposed method. After that, the already trained ANN provides information for the formation of a new initial population.

11. Conclusion about the object state (step 12 in Fig. 1).

A conclusion about the object state is formed and the algorithm is stopped.

5.3. Practical verification of the proposed method in the analysis of the operational situation of the troops (forces) grouping

A method of structural and parametric assessment of the object state is proposed. Simulation of the structural-parametric assessment method was made in accordance with the algorithm in Fig. 1 and expressions (6)–(27). The simulation of the proposed evaluation method was carried out in the MathCad 14 (USA) software environment. The task of the simulation was to assess the elements of the operational situation of the troops (forces) grouping. The elements of the operational structure of the troops (forces) grouping are:

- the number of echelons placed in depth;
- width on the front;
- the number of control points of each of the elements of the operational structure;
- location of control points (mobile or stationary version).

It is necessary to determine the type of operation of the troops (forces) grouping and the organizational and staff structure, as well as the nature of the grouping’s actions.

Initial data for the grouping assessment using the proposed method:

- the number of information sources on the state of the monitoring object is 3 (radio monitoring devices, earth remote sensing devices and unmanned aerial vehicles). To simplify the simulation, the same number of each device was taken – 4;
- the number of information features that determine the state of the monitoring object is 12. These parameters include: affiliation, type of organizational-staff formation, priority, minimum width on the front, maximum width on the front. The number of personnel, the minimum depth on the flank, the maximum depth on the flank, the total number of personnel, the number of weapon samples, the number of types of weapon samples and the number of radio communication devices are also taken into account;

- options of organizational-staff formations – company, battalion, brigade.

Indicate which parameters for each type of operator were considered. The method was tested in different types of selection: proportional, rank, tournament (volume 2%, volume 15%, volume 25%); recombination: average, weighted average, discrete, random; at different mutation probabilities \( p_m \in \{2/11, 5/11, 1/5, 1\} \) and adaptive and standard types. To determine the most effective combination of settings for each individual scheme considered, all other search parameters must be the same. The size of the population was chosen equal to 50, the number of populations is 50. These data are taken in accordance with the approximate number of command posts of the operational and tactical grouping of troops (forces).

Several different optimization algorithms for solving the extreme problem (6) were compared. Among them: algorithm of evolution strategies; hybrid algorithm of evolution strategies; proposed methodology; hybrid modified algorithm of evolution strategies. The number of calculations of the objective function for evolution strategies was chosen equal to the number of measurements of the objective function for other algorithms whose cycles used local improvement.

Fig. 2 is a graph showing the average fitness values of the best solutions found within each scheme with the best average settings. The proposed technique, which includes the proposed modification schemes, significantly outperforms all other algorithms.

As can be seen in Fig. 2, the average fitness of the solution increases as the order of the real object approaches the established limitation parameter of the maximum order of the model. It turns out that the algorithms should work in such a way as to preserve the ability to reduce the order of the system, maintaining the equality of the first coordinates to 0.
The fitness of the decision increases using the procedure for training artificial neural networks. The developed method is 30–35 % more efficient in terms of fitness of the obtained solution compared to the conventional algorithm of evolution strategies. Also, the proposed method is 20–25 % better than the modified algorithms of evolution strategies due to the use of additional improved procedures according to the fitness criterion of the obtained solution (Table 1).

Tables 2, 3 present comparative results of evaluating the training efficiency of evolving artificial neural networks.

Before training, the observation features were normalized at the interval [0, 1].

It is worth noting that the proposed training procedure showed a better PC (partition coefficient, PC) result compared to EFCM and a better operating time result compared to FCM. The research showed that this training procedure provides on average 10–18 % higher training efficiency of artificial neural networks and does not accumulate errors during training (Tables 2, 3).

These results can be seen from the results in the last rows of Tables 2, 3 as the difference in the Xie-Beni index. However, as it was already noted, the known methods accumulate errors, so the proposed method suggests the use of evolving artificial neural networks.

### Table 1

| Iteration | Proposed method | Algorithm of evolution strategies | Hybrid modified algorithm of evolution strategies | Proposed method | Algorithm of evolution strategies | Hybrid modified algorithm of evolution strategies | $P_1$ | Average fitness |
|-----------|-----------------|-----------------------------------|-----------------------------------------------|-----------------|-----------------------------------|-----------------------------------------------|-------|----------------|
| 1         | 0.75            | 0.545                             | 0.662                                         | 0.959344        | 0.66                             | 0.79                                          |       |                |
| 2         | 0.77            | 0.573                             | 0.688                                         | 0.957950        | 0.678                            | 0.8                                           |       |                |
| 3         | 0.79            | 0.596                             | 0.729                                         | 0.957798        | 0.69                             | 0.825                                         |       |                |
| 4         | 0.82            | 0.624                             | 0.746                                         | 0.945785        | 0.713                            | 0.83                                          |       |                |
| 5         | 0.84            | 0.652                             | 0.752                                         | 0.956173        | 0.728                            | 0.839                                         |       |                |
| 6         | 0.87            | 0.68                             | 0.764                                         | 0.964235        | 0.735                            | 0.843                                         |       |                |
| 7         | 0.88            | 0.7                               | 0.789                                         | 0.978653        | 0.746                            | 0.858                                         |       |                |
| 8         | 0.91            | 0.717                             | 0.8032                                       | 0.983865        | 0.754                            | 0.869                                         |       |                |
| 9         | 0.93            | 0.744                             | 0.814                                         | 0.992892        | 0.763                            | 0.873                                         |       |                |
| 10        | 0.96            | 0.768                             | 0.83                                          | 1.000000        | 0.78                             | 0.89                                          |       |                |

### Table 2

| System                | Algorithm parameters | XB (Xie-Beni Index) | Time, s |
|-----------------------|----------------------|---------------------|---------|
| FCM (Fuzzy C-Means)   | –                    | 0.1903              | 2.69    |
| EFCM                  | Dth=0.24             | 0.1136              | 0.14    |
| EFCM                  | Dth=0.19             | 0.1548              | 0.19    |
| Proposed system (batch mode) | delta=0.1 | 0.0978              | 0.37    |
| Proposed system (online mode) | delta=0.1 | 0.1127              | 0.25    |

### Table 3

| System                | Algorithm parameters | XB (Xie-Beni Index) | Time, s |
|-----------------------|----------------------|---------------------|---------|
| FCM (Fuzzy C-Means)   | Dth=0.6              | 0.2963              | 0.81    |
| EFCM                  | Dth=0.6              | 0.2330              | 0.54    |
| Proposed system (batch mode) | delta=0.4 | 0.2078              | 0.45    |
| Proposed system (online mode) | delta=0.4 | 0.2200              | 0.30    |
The main advantages of the proposed evaluation method are:
- a flexible hierarchical structure of indicators, which allows reducing the problem of multi-criteria evaluation of alternatives to one criterion or using a vector of indicators for selection;
- unambiguity of the obtained assessment of the object state, both the structure due to global assessment and parameters due to local assessment;
- wide scope of use (decision support systems);
- simplicity of mathematical calculations;
- no accumulation of training errors due to the evolution of the artificial neural network structure;
- the ability to adapt the system of indicators in the course of work;
- learning not only the synaptic weights of the artificial neural network, but also the type and parameters of the membership function;
- learning the architecture of artificial neural networks;
- calculation of data for one epoch without the need to store previous calculations;
- consideration of the type of uncertainty in constructing a fuzzy cognitive temporal model;
- the ability to synthesize the optimal structure of the decision support system.

The disadvantages of the proposed technique include:
- the maximum estimation accuracy is achieved after 8 estimation iterations;
- lower estimation accuracy based on a separate estimation parameter of the object state;
- lower estimation accuracy compared to other estimation methods.

This method allows:
- assessing the object state;
- identifying effective measures to improve management efficiency;
- increasing the speed of assessing the object state estimation;
- reducing the use of computing resources of decision support systems.

The developed method is 30–35 % more efficient in terms of the fitness of the obtained solution compared to the conventional algorithm of evolution strategies. Also, the proposed method is 20–25 % better than the modified algorithms of evolution strategies due to the use of advanced procedures for processing undefined initial data, selection, crossover, mutation, formation of the initial population, rounding of coordinates and procedures for learning the algorithm of evolution strategies.

3. We made a practical test of the proposed method in the analysis of the operational situation of the troops (forces) grouping on the example of assessing and forecasting the operational situation of the troops (forces) grouping. The developed method is 30–35 % more efficient in terms of the fitness of the obtained solution compared to the conventional algorithm of evolution strategies. Also, the proposed method is 20–25 % better than the modified algorithms of evolution strategies due to the use of additional improved procedures according to the fitness criterion of the obtained solution.
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1. A formalized description of the structural and parametric assessment of the object state was made. The problem of identifying a dynamic object was reduced to the problem of finding the extremum in the space of vectors with real coordinates. The peculiarity of representing the object structure leads to complex behavior of the objective function at the edges of some points in space, for which the first coordinates of the vector become 0. This formalization allows describing the processes that take place in analyzing objects. The fitness of the obtained solution was chosen as a criterion for the effectiveness of this method.

2. The algorithm for implementing the method was defined, which allows:
- analyzing the object state under uncertainty;
- taking into account the initial type of uncertainty of initial data;
- conducting structural and parametric training of artificial neural networks for intelligent decision support systems.

The difference of the proposed algorithm is the use of advanced procedures for processing undefined initial data, selection, crossover, mutation, formation of the initial population, rounding of coordinates and procedures for learning the algorithm of evolution strategies.
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