Random walks with preferential relocations to places visited in the past and their application to biology
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Strongly non-Markovian random walks offer a promising modeling framework for understanding animal and human mobility, yet, few analytical results are available for these processes. Here we solve exactly a model with long range memory where a random walker intermittently revisits previously visited sites according to a reinforced rule. The emergence of frequently visited locations generates very slow diffusion, logarithmic in time, whereas the walker probability density tends to a Gaussian. This scaling form does not emerge from the Central Limit Theorem but from an unusual balance between random and long-range memory steps. In single trajectories, occupation patterns are heterogeneous and have a scale-free structure. The model exhibits good agreement with data of free-ranging capuchin monkeys.
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The individual displacements of living organisms exhibit rich statistical features over multiple temporal and spatial scales. Due to their seemingly erratic nature, animal movements are often interpreted as random search processes and modeled as random walks [1–3]. In recent years, the increasing availability of data on animal [4–7] as well as human [8–11] mobility have motivated numerous models inspired from the simple random walk (RW). Let us mention, in particular, multiple scales RWs, such as Lévy walks [12, 13] or intermittent RWs [4, 14–16], which are walks with short local movements mixed with less frequent but longer commuting displacements.

Markovian RWs are the basic paradigm for modeling animal and human mobility and they provide useful insights at short temporal scales. However, empirical studies conducted over long periods of times reveal pronounced non-Markovian effects [11, 17, 18]. As for humans, mounting evidence shows that many animals have sophisticated cognitive abilities and use memory to move to familiar places that are not in their immediate perception range [19, 20]. The use of long-term memory should strongly impact movement and it is probably at the origin of many observations which are incompatible with RWs predictions, such as, very slow diffusion, heterogeneous space use, the tendency to revisit often particular places at the expense of others (site fidelity), or the emergence of routines [10, 11, 17, 18, 21, 22]. Non-Markovian random walks, where movement steps depend on the whole path of the walker, offer a promising modeling framework in this context. But the relative lack of available analytical results in this area limits the understanding of the effects of memory on mobility patterns.

An important class of non-Markovian processes are the reinforced RWs, where, typically, a walker on a lattice moves to its nearest-neighbor sites with probabilities that depends on the number of previous visits received by these sites [23, 24]. The description of a single walk requires the introduction of multiple-time distribution functions, which are related to each other via a hierarchy of master equations. Some exact results have been obtained for the mean square displacement (MSD) in simpler, linear reinforced models, such as in RWs with memory of the largest distance from the origin [26], or in the so-called elephant walk [27, 28]. In the latter, the walker tends to move in the same direction of its previous movement steps, and can exhibit superdiffusive behavior.

In this Letter we solve the minimal version of a reinforced model proposed some time ago in the ecological literature [21, 22], where a walker can either move randomly (explore locally) or stochastically relocate to places visited in the past (via long distance steps). A constant parameter describes the relative rate of these two movement modes (Fig. 1). This RW model with long range memory is, to our knowledge, one of the very few where not only the MSD is derived exactly, but also the asymptotic form of the full probability density. We then compare the model with field data and infer the strength of memory use in real animals.

We consider a walker with position \(X_t\) at time \(t\) on a regular \(d\)-dimensional lattice with unit spacing, and ini-
tially located at $X_0 = 0$. Consider $q$ a constant parameter, $0 < q < 1$. At each discrete time step, $t \to t + 1$, the walker decides with probability $1 - q$ to visit a randomly chosen nearest neighbor site, as in the standard RW. With the complementary probability $q$, the walker relocates directly to a site visited in the past (Fig. 1). In this case, the probability to choose a given lattice site, among all the visited sites, is proportional to the number of visits this site has already received in the interval $[0, t]$. It is thus more likely to revisit a site which has been visited many times than a site visited only once. This linear preferential revisit rule is equivalent to choosing a random integer $t'$ uniformly in the interval $[0, t]$ and to return to the site occupied at $t'$. This model bears some similarities with that of ref. [29], where a RW is stochastically “reset” to the origin ($t' = 0$) at a constant rate. Here, the RW can be reset to any previous time, or visited site, thus making the process highly non-Markovian. Unlike most path-dependent processes, this one can be exactly described through a single master equation.

We summarize below our main results in $d = 1$ for this model, where memory profoundly modifies the normal diffusion process and generates complex patterns of space occupation. (The results naturally extend to higher dimensions.) Let $P(n, t)$ be the probability that $X_t = n$. The MSD, defined as the second moment of $P(n, t)$, or $M_2(t) = \langle n^2 \rangle(t) = \sum_{n=-\infty}^{\infty} n^2 P(n, t)$, is calculated exactly for all $t$. Asymptotically, it grows very slowly with time:

$$M_2(t) \simeq \frac{1 - q}{q} \left[ \ln(qt) + \gamma \right], \quad t \gg 1,$$

with $\gamma = 0.5772\ldots$ the Euler constant. In addition, the distribution $P(n, t)$ tends to a Gaussian, as in normal diffusion, but with a variance given by the anomalous logarithmic law [11] instead of the usual normal law $\propto t$:

$$P(n, t) \to G(n, t) \equiv \frac{1}{\sqrt{2\pi M_2(t)}} e^{-\frac{n^2}{2M_2(t)}},$$

Notably, the mechanism that makes the process eventually Gaussian is driven by memory and thus markedly differs from the Central Limit Theorem. In particular, the convergence towards this scaling form is logarithmically slow in time, thus it is difficult to observe in practice in discrete time simulations. We also study the probability $P_{(v)}(m)$ that a site, randomly chosen among the sites visited by a single walker in $[0, t]$, has received exactly $m$ visits. It is found numerically to decay as a power-law:

$$P_{(v)}(m) \propto m^{-\alpha}, \quad \text{with} \quad \alpha \simeq 1.1,$$

which indicates that the walker occupies space in a very heterogeneous way. The model in 2d agrees quantitatively with trajectory data of capuchin monkeys ($Cebus capucinus$) in the wild.

We next present a derivation of the main results. In one dimension, the master equation describing the evolution of $P(n, t)$ is:

$$P(n, t + 1) = \frac{1 - q}{2} P(n - 1, t) + \frac{1 - q}{2} P(n + 1, t) + \frac{q}{t + 1} \sum_{t' = 0}^{t} P(n, t').$$

(4)

The last term in Eq. (4) indicates that site $n$ can be visited (from any other site) following the memory rule provided that the walker was at $n$ at an earlier time $t'$. We define even moments of the distribution as $M_{2p}(t) = \sum_{n=-\infty}^{\infty} n^{2p} P(n, t)$ with $p$ a positive integer ($M_{2p+1}(t) = 0$ by symmetry).

**Mean square displacement.**—Taking the second moment of Eq. (4), we obtain an evolution equation for the MSD:

$$M_2(t + 1) = 1 - q + (1 - q) M_2(t) + \frac{q}{t + 1} \sum_{t' = 0}^{t} M_2(t'),$$

(5)

where we have used the normalization condition $M_0(t) = 1$. The above equation can be solved by introducing the Laplace transform of $M_2(t)$, defined as $\tilde{M}_2(\lambda) = \sum_{\alpha=0}^{\infty} \lambda^\alpha M_2(\alpha)$. Transforming Eq. (5) and using the identity $\lambda^\alpha(1 + 1) = \lambda^{-1} \int_0^\lambda du \tilde{M}_2(u)$, one obtains:

$$\frac{\tilde{M}_2(\lambda)}{\lambda} = \frac{1 - q}{1 - \lambda} + (1 - q) \tilde{M}_2(1) + \frac{q}{\lambda} \int_0^\lambda du \tilde{M}_2(u) \frac{\lambda}{1 - u}.$$  

(6)

This equation becomes a first order ordinary differential equation after taking a derivative with respect to $\lambda$. As $M_2(t = 0) = 0$, the condition to be fulfilled by the solution of Eq. (6) is $\tilde{M}_2(\lambda = 0) = 0$. One finds:

$$\tilde{M}_2(\lambda) = - \left( \frac{1 - q}{q} \right) \frac{\ln(1 - \lambda) - \ln[1 - (1 - q)\lambda]}{1 - \lambda}.$$  

(7)

The function $f(t)$ such that $\sum_{\alpha=0}^{\infty} \lambda^\alpha f(t) = \ln[1 - (1 - q)\lambda]/(1 - \lambda)$, is $f(t) = - \sum_{k=1}^{t} (1 - q)^k/k$. Therefore, Eq. (7) can be inverted, giving the exact solution:

$$M_2(t) = \frac{1 - q}{q} \sum_{k=1}^{t} \frac{1 - (1 - q)^k}{k}.$$  

(8)

At large $t$, $\sum_{k=1}^{t} 1/k \approx \ln t + \gamma$ and $\sum_{k=1}^{t} (1 - q)^k/k \approx - \ln q$, yielding the asymptotic behavior [11] up to order $(\ln t)^0$. This result holds in any spatial dimensions. Figure 2 displays Eq. (1) for several values of $q$, in very good agreement with numerical simulations. Despite of the random steps, at any finite $q$, memory induces frequent returns to the same sites and very slow diffusion.

**Higher moments.**—The asymptotic form of the propagator $P(n, t)$ can be extracted in principle from the
knowledge of all its moments at large $t$. We first assume that a scaling relation is satisfied for $t$ large enough:

$$M_{2p}(t) \simeq a_p[M_2(t)]^p,$$

(9)

for any integer $p$, with $a_p$ a constant. A well-known and unique property of the Gaussian distribution with zero mean and arbitrary variance is that of having $a_0 = 1$ and

$$a_p = (2p - 1)a_{p-1}, \quad p \geq 1. \quad (10)$$

We take the $2p$-th moment of Eq. (4):

$$M_{2p}(t + 1) - M_{2p}(t) = 1 - q + (1 - q) \sum_{k=1}^{p-1} C_{2p}^{2k} M_{2k}(t)$$

$$+ \frac{q}{t + 1} \sum_{t' = 0}^{t} [M_{2p}(t') - M_{2p}(t)]. \quad (11)$$

Since $M_2(t)$ diverges at large $t$, from (11) the leading term in the first sum of (11) is that with $k = p - 1$, like in the simple RW. But unlike in the RW, the left-hand-side $M_{2p}(t + 1) - M_{2p}(t) \to 0$ and can be neglected, since it is $\simeq dM_{2p}/dt \propto (\ln t)^{p-1}/t$. Thus, using Eqs. (9) and (11), Eq. (11) gives the following relation for the $a_p$'s:

$$a_p = p(2p - 1)a_{p-1} \lim_{t \to \infty} \frac{(t + 1)(\ln t)^{p-1}}{\sum_{t' = 0}^{t} [(\ln t)^p - (\ln t')^p]}. \quad (12)$$

The limit in (12) turns out to be $1/p$ (30). Therefore relation (10) is obtained, implying the Gaussian form (2).

This analysis illustrates that, here, Gaussianity is not the result of random increments producing fluctuations that scale as $\sqrt{t}$, but rather emerges in a process with very small fluctuations (of order $\sqrt{\ln t}$) from a balance between purely random steps and recurrent memory steps.

To examine how $a_p/a_{p-1}$ converges towards $2p - 1$, we relax the condition that $a_p$ is constant. Assuming that $da_p(t)/dt$ does not decay slower than an inverse power law of time, one can still neglect the left-hand-side of (11). Keeping the terms of order $(\ln t)^{p-1}$ and $(\ln t)^{p-2}$, the leading time-dependent correction is obtained:

$$\frac{a_p}{a_{p-1}}(t) = (2p - 1) \frac{1 + cp}{\ln t} + \mathcal{O}((\ln t)^{-2}) \quad (13)$$

with $c_p = (p - 1)[1 + q/6(1 - q)]$. It is clear from (13) that the distribution $P(u, t)$ converges extremely slowly toward the Gaussian form, due to corrections of order $1/\ln t$ in the moment relations. In standard sums of random variables, these corrections are $O(1/\sqrt{t})$. Figure 2 displays the quotient $Q_p(t) = M_{2p}(t)/[M_{2p-2}(t)M_2(t)]$ obtained from numerical simulations as a function of time, for $p = 2, 3$ and 4. If a scaling relation (9) strictly holds, $Q_p(t) = a_p/a_{p-1}$. Here, such scaling settles at $t = O(10^{10})$. At more reasonable times (e.g., $t = 10^8$), $Q_p(t)$ still differs significantly from $2p - 1$. Fig. 2 also displays $\frac{a_p}{a_{p-1}}(t)$ as given by formula (13). What seems to be a plateau at a constant value $> 2p - 1$ is actually a very slowly decaying function. The differences between the simulation and the analytical results are due to terms $O((\ln t)^{-2})$ or higher, which are not that small.

**Monkey mobility data.**—We now use this model to quantify how far from simple random walks are the trajectories of real animals in the wild. In principle, our model is a candidate for describing animal mobility, as the very slow growth of the MSD with $t$ agrees qualitatively with the fact that most animals have limited diffusion or home ranges [18, 21, 31–33]. The displacements of four radio-collared capuchin monkeys were recorded during a period of six months in Barro Colorado Island, Panama. Discretized 2d positions, with resolution $\Delta t = 50$ m were obtained regularly every 10 min (see [18, 34 for details). The MSD was obtained for each individual by time-averaging the square displacements along
Nonetheless, even this small memory use by capuchin monkeys is rather intermittent.

The value of the time step is adjusted to $\Delta t = 2$ min in the model, so that the model MSD matches the monkeys’ at short time. With these parameters, the value $q \approx 0.05 \pm 0.01$ best describes the monkeys MSD over the entire range up to $t = 2000$ min (Fig. 3b). The resulting relocation rate $r \equiv q/\Delta t \approx 0.025$ min$^{-1}$ is low, suggesting that memory use by capuchin monkeys is rather intermittent. Nonetheless, even this small $r$ strongly affects diffusion after a few hours.

Figure 4 shows the number $S(t)$ of distinct sites visited by the model walker in $2d$ with the parameters determined above, confirming the good agreement with empirical data [35]. Further insight into the recurrent properties of these walks is given by the distribution function of the number $m$ of visits per site, $P_\ell^{(v)}(m)$. Scale-free distributions often are an outcome of preferential rules, such as in Yule processes [36, 37] or network growth models with preferential attachment [38]. In a model trajectory, many sites are visited only once whereas fewer sites are visited very often and thus likely to be visited again, giving rise to the formation of “hot-spots” of activity. Figure 4 shows that $P_\ell^{(v)}(m)$ in $2d$ is actually scale-free when $q \neq 0$, with an exponent $\alpha$ independent of $q$, see Eq. (8). The scaling regime is more extended for $q$ and $t$ large. Monkeys visitation patterns closely follow the theoretical law. Unlike in Yule processes or the reinforced walk with preferential visits of ref. [11], spatial correlations are strong here (the sites near a hot-spot are likely to be visited often, too), making the analytical calculation of $P_\ell^{(v)}(m)$ quite challenging.

Discussion.—Motivated by the modeling of animal mobility, we have studied a minimal, solvable random walk model with infinite memory where the sites visited in the past are preferentially revisited. Memory induces very slow diffusion and slowly drives the process towards Gaussianity. This latter form contrasts with the scaling functions of Markovian RW models exhibiting logarithmic diffusion (e.g., the Sinai model [39–41] or stopped diffusion (e.g., the RW stochastically reset to the origin [29]), which have exponential tails. Likewise, the scaling function of the elephant walk model [27] in the anomalous regime is not Gaussian, although its precise form is not known [42]. Our results point out a new mechanism for the emergence of Gaussian distributions, which could be generic in stochastic processes where a recurrent memory does not prevent fluctuations from diverging with time, but make them grow slower than a power-law. As a consequence, the process is asymptotically described by an effective Fokker-Planck equation with a time dependent diffusion coefficient, $D = (1 - q)/(2qt)$, see Eqs. (1)–(2). Such an effective description can be useful to study first-passage properties [43].

The primate mobility data presented here provide further evidence that memory is a key factor for home range self-organization [21, 22, 52, 33, 44, 45], and our study illustrates the need of analyzing mobility data beyond the usual random walk paradigm. Preferential rules could govern animal movements, but their biological origins still remain elusive. The present framework can be extended to more complex rules and could also be relevant to other contexts, e.g. social or economical, where the dynamics is driven by a combination of exploratory behaviors and traditions [46].
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