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In this paper, we study exact boundary controllability for a linear wave equation with strong and weak interior degeneration of the coefficient in the principle part of the elliptic operator. The objective is to provide a well-posedness analysis of the corresponding system and derive conditions for its controllability through boundary actions. Passing to a relaxed version of the original problem, we discuss existence and uniqueness of solutions, and using the HUM method we derive conditions on the rate of degeneracy for both exact boundary controllability and the lack thereof.
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1 INTRODUCTION

In this paper, we discuss exact boundary controllability for one-dimensional degenerate wave equations with a weak and strong interior degeneration in the principle part of the elliptic operator. Let \( c \) and \( d \) be a given pair of real numbers such that \(-\infty < c < 1 < d < \infty\). We set

\[
\Omega_1 = [c, 1), \quad \Omega_2 = (1, d], \quad \Omega = (c, d), \quad \text{and} \quad \Omega_0 = \Omega \setminus \{1\}.
\]

Let \( \alpha : \bar{\Omega} \to \mathbb{R} \) be a given weight function with properties

\[ (i) \quad \alpha(1) = 0, \quad \alpha(x) > 0 \quad \text{for all} \quad x \in \bar{\Omega} \setminus \{1\} = \Omega_1 \cup \Omega_2, \quad \text{and there exist subintervals} \quad (x_1^\ast, 1) \subset \Omega_1 \quad \text{and} \quad (1, x_2^\ast) \subset \Omega_2 \quad \text{such that} \quad \alpha(\cdot) \quad \text{is monotonically decreasing on} \quad (x_1^\ast, 1), \quad \text{monotonically increasing on} \quad (1, x_2^\ast), \quad \text{and} \]

\[
2 > \sup_{x \in [x_1^\ast, 1]} \frac{(1 - x)\alpha'(x)}{\alpha(x)} = \lim_{x \searrow 1} \frac{(1 - x)\alpha'(x)}{\alpha(x)} > 0,
\]

(1.1)
\[
2 > \sup_{x \in (1, x_2^c]} \frac{(x - 1)|a'(x)|}{a(x)} = \lim_{x \downarrow 1} \frac{(x - 1)|a'(x)|}{a(x)} > 0;
\]

(ii) \( a \in C(\tilde{\Omega}) \cap C^1(\tilde{\Omega} \setminus \{1\}) \).

As an example of function \( a : \tilde{\Omega} \to \mathbb{R}_+ \) with the above indicated properties (i)–(ii), we may consider the following one:

\[
a(x) = \begin{cases} 
(1 - x)^{2p_1}, & \text{if } x \in [c, 1] \\
(1 - x)^{2p_2}, & \text{if } x \in (1, d],
\end{cases}
\]

with \( p_1, p_2 > 0 \).

It is easy to check that, in this case, \( x_1^c = c, x_2^c = d \),

\[
\sup_{x \in (x_1^c, 1)} \frac{(1 - x)|a'(x)|}{a(x)} = \lim_{x / 1} \frac{(1 - x)|a'(x)|}{a(x)} = 2p_1,
\]

\[
\sup_{x \in (1, x_2^c]} \frac{(x - 1)|a'(x)|}{a(x)} = \lim_{x \downarrow 1} \frac{(x - 1)|a'(x)|}{a(x)} = 2p_2,
\]

and, therefore, properties (i)–(ii) hold with \( p_1, p_2 < 1 \).

We are concerned with the following controlled system:

\[
y_u - (a(x)y_x)_x = 0 \text{ in } (0, T) \times \Omega, \tag{1.4}
\]

\[
y(t, c) = f_c(t), \quad y(t, d) = f_d(t) \text{ on } (0, T), \tag{1.5}
\]

\[
y(0, \cdot) = y_0, \quad y_t(0, \cdot) = y_1 \text{ in } \Omega, \tag{1.6}
\]

\[
f_c, f_d \in F_{ad} = L^2(0, T). \tag{1.7}
\]

Here, \( y_0 \) and \( y_1 \) are given functions, and \( F_{ad} \) stands for the class of admissible controls.

The system (1.4)–(1.7) describes the dynamics of a linear elastic string with out-of-the-plane displacement under the actions of boundary sources \( f_c, f_d \) acting on the system as controls through the Dirichlet boundary conditions at \( x = c \) and \( x = d \). The coefficient \( a(x) \) can be interpreted as the spatially varying stiffness (modulus of elasticity) of the elastic string. In contrast to the standard case that is widely studied in the literature (see, for instance, Russell\(^1\)), where the stiffness is assumed to be positive and bounded away from zero, we assume that the string \([c, d]\) has a defect at the internal point \( x_0 = 1 \). In case the defect occurs at the endpoint \( x_0 = c \), the problem has been investigated in Alabau-Boussouira et al.\(^2\) In the latter case, the spatial operator is related to a classical singular Sturm-Liouville-problem that has been treated already by Weyl.\(^3\) Degeneration in that context is related to the notions of limit-point and limit-cycle. In Alabau-Boussouira et al.\(^2\), the authors define

\[
\mu_a := \sup_{0 < x < \ell} \frac{x|a'(x)|}{a(x)} \tag{1.8}
\]

for the problem on the interval \([0, \ell]\). The problem is called weakly damaged if \( 0 \leq \mu_a < 1 \) in which case \( \frac{1}{a} \in L^1 \), and strongly damaged in case \( 1 \leq \mu_a < 2 \). The authors show, among other things, one-sided boundary observability and consequently one-sided boundary exact controllability if \( \mu_a < 2 \) with an observability/controllability time approaching \( +\infty \) as \( \mu_a \to 2 \). Thus, for \( \mu_a \geq 2 \), these properties are lost.

Using the Liouville transform (see Eringen\(^4\)), it is possible to transform the system above into a homogeneous wave equation with singular potential on an interval that tends to infinity if \( \mu_a \geq 2 \). See, for example, Fardigola,\(^5\) where controllability properties are investigated based on this transformation. Working in the \( L^n \)-framework, the author obtains similar results as in Alabau-Boussouira et al.\(^2\).

The authors of this article are not aware of any publication where in-span degeneration of the wave equation is treated, in particular in the context of controllability or observability. For the parabolic case, see Cannarsa et al.\(^6\) The main question that we are going to discuss in this paper, therefore, is how the defect at the internal point \( x_0 = 1 \) affects the transmission conditions at the singular (damage) point and the corresponding solution of the system (1.4)–(1.7) as well as its observability or controllability properties.
Such analysis could be important for many applications. In particular, for the cloaking problem (building of devices that lead to lack of observability),\textsuperscript{7} the evolution of damage in materials,\textsuperscript{8} optimization problems for elastic bodies arising in contact mechanics, coupled systems, composite materials,\textsuperscript{9} where “life-cycle-optimization” appears as a challenge.

The indicated type of degeneracy raises a number of new questions related to the well-posedness of the hyperbolic equations in suitable functional spaces as well as new estimates for their solutions. Hence, new tools are necessary for the analysis of the corresponding optimal control problems. It should be emphasized here that boundary value problems for degenerate elliptic and parabolic equations have received a lot of attention in the last years (see, for instance, literature\textsuperscript{6,10–14,15}). As for the control issue for degenerate wave equations, we already mentioned\textsuperscript{2,16} (see also Lasiecka and Sokоловский\textsuperscript{17} for the sensitivity analysis of optimal control problems for wave equations in domain with defects).

The purpose of this paper is to provide a qualitative analysis of system (1.4)–(1.7), prove an exact controllability result, and investigate how the degree of degeneracy in the principle coefficient $a(x)$ affects the system (1.4)–(1.7) and its solution. In contrast to the recent results,\textsuperscript{2} where the authors study controllability and observability for degenerate equation of the form (1.4) with the degeneracy of (1.4) at the boundary $x = c = 0$, we focus on the case where the “damaged” point is internal. So, our core idea is to to pass from the original initial-boundary value problem (1.4)–(1.7) to a relaxed version, namely, to some transmission problem with appropriate compatibility conditions at the “damaged” point. We show that these conditions play a crucial role and essentially depend on the “degree of degeneracy” (for some generalization, we refer to Kogut et al.\textsuperscript{18}). In multi-dimensional situation, when the “damage zone” does not split the domain $\Omega$ onto several disconnected subdomains, there is an expectation that the boundary controllability of the corresponding hyperbolic equation with interior degeneration could be true under some suitable “degree of degeneracy” in the diffusion coefficients. Although, in general, the problem of boundary controllability in multi-dimensional case appears as a challenge. This issue will be considered in details in the forthcoming paper.

In Section 2, we introduce a special class of weighted Sobolev spaces that are associated with the original initial-boundary value problem. It allows us not only to to study in detail some properties of their elements in the regions which are in close vicinity to the “damaged” point, but also propose an appropriate relaxation for to the initial-boundary value problems (1.4)–(1.6). In Section 3, we mainly focus on the well-posedness of the proposed relaxation for the original controlled system. It allows us to consider in Section 4 the issues related to the boundary observability of degenerate wave equations. In Section 5, we discuss the questions of exact and null boundary controllability of the original degenerate system and the lack of these properties for strong degeneration.

# Preliminaries

To specify the original controlled system (1.4)–(1.7) and fix the main ideas, we begin with some preliminaries and assumptions. Let $a : \overline{\Omega} \to \mathbb{R}$ be a given weight function with properties (i)–(ii). For $u$ smooth, define the functional $\| \cdot \|_a$ as follows

$$
\| u \|_a = \left( \int_{\Omega} \left[ u^2 + a u_x^2 \right] \, dx \right)^{1/2}.
$$

Let $W^{1,2}(\Omega)$ be the standard Sobolev space. We denote by $H^1_a(\Omega)$, $H^1_{a,0}(\Omega)$, and $W^{1,1}_a(\Omega)$ the spaces which are defined as follows

- $H^1_a(\Omega)$ is the closure of the set $\varphi \in C^\infty(\overline{\Omega})$ with respect to the $\| \cdot \|_a$-norm;
- $H^1_{a,0}(\Omega)$ is the closure of the set $C^\infty_c(\Omega)$ with respect to the $\| \cdot \|_a$-norm;
- $W^{1,1}_a(\Omega)$ is the space of maps $u \in L^2(\Omega)$ with distributional derivatives $u_x$ that satisfy $u_x \in L^2(\Omega, a \, dx) \cap L^1(\Omega)$, where

$$
L^2(\Omega, a \, dx) = \left\{ v : \Omega \to \mathbb{R} : v \text{ is measurable and } \int_{\Omega} av^2 \, dx < +\infty \right\}.
$$

First note that since $C^\infty_c(\Omega) \subset C^\infty(\overline{\Omega})$, we have that $H^1_{a,0}(\Omega) \subset H^1_a(\Omega)$. Moreover, due to compactness of the embedding

$$
H^1_a((c, 1 - \varepsilon) \cup (1 + \varepsilon, d)) \hookrightarrow C^{0,1}([c, 1 - \varepsilon] \cup [1 + \varepsilon, d]), \text{ for all } \varepsilon > 0 \text{ small enough},
$$

...
we see that, if \( y \in H^1_a(\Omega) \), then \( y(\cdot) \) is an absolutely continuous function in \( \tilde{\Omega}\setminus\{1\} \). So, the conditions \( y(c) = 0 \) and \( y(d) = 0 \) are consistent for all \( y \in H^1_{a,0}(\Omega) \). Therefore, \( H^1_{a,0}(\Omega) \) can be equivalently defined as the closed subspace of \( H^1_a(\Omega) \) such that

\[
H^1_{a,0}(\Omega) := \{ y \in H^1_a(\Omega) : y(c) = y(d) = 0 \}.
\]

It is worth to notice that, unlike classical Sobolev space, the subspace of smooth functions are not necessarily dense in \( W^1_a(\Omega) \). So, for “typical” weight functions \( a : \tilde{\Omega} \to \mathbb{R} \) with properties (i)–(ii), it is unknown whether the identity \( H^1_a(\Omega) = W^1_a(\Omega) \) is valid (for the corresponding examples, we refer to literature \(^{19,20}\)). Therefore, it would be plausible to suppose that \( H^1_{a,0}(\Omega) \subseteq W^1_a(\Omega) \), in general.

We also have \( H^1_{a,0}(\Omega) \subseteq W^1_{a,0}(\Omega) \), where \( W^1_{a,0}(\Omega) = \{ y \in W^1_a(\Omega) : y(c) = y(d) = 0 \} \).

Setting

\[
\mu_{1,a} := \sup_{x \in [x_1^*, 1]} \frac{(1 - x)|a'(x)|}{a(x)}, \quad \mu_{2,a} := \sup_{x \in [1, x_2^*]} \frac{(x - 1)|a'(x)|}{a(x)},
\]

we arrive at the following characteristics of the weight functions \( a : \tilde{\Omega} \to \mathbb{R} \) (see see Theorems 3.1 and 3.2 in Kogut et al\(^{21}\) for comparison).

**Proposition 2.1.** Let \( a : \tilde{\Omega} \to \mathbb{R} \) be a weight function satisfying properties (i)–(ii). Then

\[
a(x) \geq a(x_1^*) \frac{1 - x}{1 - x_1^*} \mu_{1,a}, \quad \forall x \in [x_1^*, 1] \subseteq [c, 1], \tag{2.2}
\]

\[
a(x) \geq a(x_2^*) \frac{1 - x}{1 - x_2^*} \mu_{2,a}, \quad \forall x \in [1, x_2^*] \subseteq [1, d]. \tag{2.3}
\]

**Proof.** Making use of representation (2.1), we get

\[
(1 - x)a'(x) \geq -\mu_{1,a} a(x), \quad \forall x \in [x_1^*, 1]. \tag{2.4}
\]

After integration of this inequality over \([x_1^*, x] \subset [x_1^*, 1]\),

\[
\int_{x_1^*}^x a' \frac{a'}{a} ds \geq -\mu_{1,a} \int_{x_1^*}^x \frac{1}{1 - s} ds, \quad \forall x \in [x_1^*, 1],
\]

we arrive at the inequality (2.2). Arguing in a similar manner, we can deduce (2.3).

Let \( V^1_{a,0}(\Omega) \) be some intermediate space with \( H^1_{a,0}(\Omega) \subseteq V^1_{a,0}(\Omega) \subseteq W^1_{a,0}(\Omega) \). Our next intention is to show that due to the properties (i)–(ii) of the weight function \( a : \tilde{\Omega} \to \mathbb{R} \), \( V^1_{a,0}(\Omega) \) is a Hilbert space with respect to the scalar product

\[
\langle u, v \rangle_{H^1_{a,0}(\Omega)} = \int_{\Omega} a(x)u'(x)v'(x)dx, \quad \forall u, v \in V^1_{a,0}(\Omega). \tag{2.5}
\]

To do so, it is enough to establish some version of Friedrichs's inequality. Following in many aspects,\(^{21}\) we will do it in two different manners (see Lemmas 2.2 and 2.3)

**Lemma 2.2.** Let \( a : \tilde{\Omega} \to \mathbb{R} \) be a given function with properties (i)–(ii). Let \( V^1_{a,0}(\Omega) \) be some intermediate space with \( H^1_{a,0}(\Omega) \subseteq V^1_{a,0}(\Omega) \subseteq W^1_{a,0}(\Omega) \). Let \( u \) be an arbitrary element of \( V^1_{a,0}(\Omega) \). Then the following inequality

\[
\|u\|_{L^2(\Omega)} \leq D_a \|u'\|_{L^2(\Omega, a dx)} = D_a \left( \int_{\Omega} a(x)u_2^2(x)dx \right)^{1/2} \tag{2.6}
\]

holds true for all \( u \in V^1_{a,0}(\Omega) \), where

\[
D_a^2 = \max\{D_{1,a}, D_{2,a}\}. \tag{2.7}
\]
Proof. Let $u$ be a given element of $V^1_{a,0}(\Omega)$. Then, for any $x \in [c, 1)$, we have

$$|u(x)| = \left| \int_c^x u'(s) \, ds \right| = \left| \int_c^x \sqrt{a(s)} u'(s) \frac{1}{\sqrt{a(s)}} \, ds \right|$$

$$\leq ||u'||_{L^2(\Omega, a \, dx)} \left( \int_c^x \frac{ds}{a(s)} \right)^\frac{1}{2},$$

where $L^2(\Omega, a \, dx)$ stands for the weighted Lebesgue space endowed with the norm $||f||_{L^2(\Omega, a \, dx)} = \left( \int \Omega f^2 a \, dx \right)^{1/2}$. From this and estimate (2.2), by Fubini’s theorem, we obtain

$$||u||^2_{L^2(\Omega, dx)} \leq \int_c^x \frac{ds}{a(s)} \, dx = ||u'||^2_{L^2(\Omega, a \, dx)} \int_c^x \frac{1}{a(s)} \, ds$$

$$= \left[ \int_c^x \frac{1 - s}{a(s)} \, ds + \int_{x_1}^1 \frac{1 - s}{a(s)} \, ds \right]$$

$$\leq \left[ \int_c^{x_1} (1 - s) \, ds + \int_{x_1}^1 (1 - s)^{1 - \mu_2} \, ds \right]$$

$$= \left[ \frac{(x_1 - c) (2 - x_1 - c)}{2 \min_{x \in [c, x_1]} a(x)} + \frac{(1 - x_1)^2}{a(x_1) (2 - \mu_1)} \right].$$

Arguing in a similar manner, for any $x \in (1, d]$, we have

$$|u(x)| = \left| \int_x^d u'(s) \, ds \right| \leq ||u'||_{L^2(\Omega, a \, dx)} \left( \int_x^d \frac{ds}{a(s)} \right)^\frac{1}{2}.$$
It remains to notice that due to inequalities (1.1)–(1.2), the obtained estimates (2.10) and (2.11) are consistent.

Lemma 2.3. Let \( a : \Omega \to \mathbb{R} \) be a given function with properties (i)–(ii), where it is assumed that \( x_1^+ \geq 0 \) and \( x_2^+ \leq 2 \). Let \( V_{a,0}^1(\Omega) \) be some intermediate space with \( H_{a,0}^1(\Omega) \subseteq V_{a,0}^1(\Omega) \subseteq W_{a,0}^1(\Omega) \). Then the estimate

\[
\|u\|_{L^2(\Omega)} \leq C_a \|u'\|_{L^2(\Omega,a, dx)} = C_a \left( \int_{\Omega} a(x)u_0^2(x) \, dx \right)^{1/2}
\]

(2.12)

holds true for all \( u \in V_{a,0}^1(\Omega) \) with

\[
C_a^2 = 4 \max \left\{ \frac{(1 - c)^2}{\min_{x \in [c, x_1^+]} a(x)}, \frac{(1 - x_1^+)^{\mu_{1,a}}}{\min_{x \in [x_1^+, d]} a(x)}, \frac{(d - 1)^2}{\min_{x \in [x_1^+, d]} a(x)}, \frac{(x_2^+ - 1)^{\mu_{2,a}}}{\min_{x \in [c, x_1^+]} a(x)} \right\}
\]

(2.13)

In particular, if \( x_1^+ = c > 0 \) and \( x_2^+ = d < 2 \), then (2.12) can be specified as follows

\[
\|u\|_{L^2(\Omega)}^2 \leq 4 \max \left\{ \frac{(1 - c)^{\mu_{1,a}}}{a(c)}, \frac{(d - 1)^{\mu_{2,a}}}{a(d)} \right\} \|u'\|_{L^2(\Omega,a, dx)}^2
\]

(2.14)

Proof. Let \( u \) be a given element of \( V_{a,0}^1(\Omega) \). Taking into account the following transformation

\[
\int_c^x (1 - s)u'(s)u(s) \, ds = \frac{1}{2} \int_c^x (1 - s)\frac{d}{ds}u^2(s) \, dx = \frac{1}{2}(1 - x)u_0^2(x) + \frac{1}{2} \int_0^x u^2(s) \, dx,
\]

(2.15)

which is valid for all \( x \in [c, 1) \), we observe that

\[
0 \leq \int_c^x \left[ (1 - s)u'(s) - \frac{1}{2}u(s) \right]^2 \, ds = \int_c^x \left[ (1 - s)^2[u'(s)]^2 + \frac{1}{4}u^2(s) - (1 - s)u'(s)u(s) \right] \, ds
\]

by (2.15)

\[
\int_c^x \left[ (1 - s)^2[u'(s)]^2 - \frac{1}{4}u^2(s) \right] \, ds = \frac{1}{2}(1 - x)u_0^2(x), \quad \forall x \in [c, 1).
\]

From this, we deduce that, for \( x \geq 0 \),

\[
\int_c^x u^2(s) \, ds \leq 4 \int_c^x (1 - s)^2[u'(s)]^2 \, ds
\]

\[
= 4 \int_c^x (1 - s)^2[u'(s)]^2 \, ds + 4 \int_{x_1^+}^x (1 - s)^2[u'(s)]^2 \, ds
\]

\[
\leq 4(1 - c)^2 \int_c^x [u'(s)]^2 \, ds + 4 \int_{x_1^+}^x (1 - s)^{\mu_{1,a}}[u'(s)]^2 \, ds
\]

by (2.2)

\[
\leq \max \left\{ \frac{4(1 - c)^2}{\min_{x \in [c, x_1^+]} a(x)}, \frac{4(1 - x_1^+)^{\mu_{1,a}}}{a(x_1^+)} \right\} \int_c^x [u'(s)]^2 \, ds, \quad \forall x \in [x_1^+, 1).
\]
Taking the limit as \( x \to 1 \) in the last relation, we arrive at the estimate

\[
\|u\|^2_{L^2(\Omega_1)} \leq \max \left\{ \frac{4(1 - c)^2}{\min_{x \in \{c, x^*_1\}} a(x)}, \frac{4(1 - x_1^*)^{\mu_{x_1^*}}}{a(x_1^*)} \right\} \|u'\|^2_{L^2(\Omega_1, a \, dx)}, \tag{2.16}
\]

By analogy with the previous case, we make use of the following transformation which is valid for each \( x \in [1, d] \).

\[
\int_{x}^{d} (s - 1)u(s)u'(s) \, ds = \frac{1}{2} \int_{x}^{d} (s - 1) \frac{d}{ds} u^2(s) \, ds = \frac{1}{2} \left[ -(x - 1)u^2(x) - \int_{x}^{d} u^2(s) \, ds \right]. \tag{2.17}
\]

Then

\[
0 \leq \int_{x}^{d} \left[ (s - 1)u'(s) + \frac{1}{2} u(s) \right]^2 \, ds = \int_{x}^{d} \left[ (s - 1)^2 [u'(s)]^2 + \frac{1}{4} u^2(s) + (s - 1)u(s)u' \right] \, ds \leq \int_{x}^{d} \left[ (s - 1)^2 [u'(s)]^2 - \frac{1}{4} u^2(s) \right] \, ds - \frac{1}{2}(x - 1)u^2(x).
\]

Since \((x - 1)u(x) \geq 0\) for all \( x \in [1, x^*_2] \subset [1, d]\) with \( x^*_2 \leq 2\), it follows that

\[
\int_{x}^{d} u^2(s) \, ds \leq 4 \int_{x}^{x^*_2} (s - 1)^2 [u'(s)]^2 \, ds + 4 \int_{x^*_2}^{d} (s - 1)^2 [u'(s)]^2 \, ds \leq \max_{s \in [x^*_2, d]} \left\{ \frac{4(\mu_{x_2^*})}{a(x^*_2)} \int_{x}^{x^*_2} a(s) [u'(s)]^2 \, ds + \frac{4(d - 1)^2}{\min_{x \in [x^*_2, d]} a(x)} \int_{x^*_2}^{d} a(s) [u'(s)]^2 \, ds \right\}
\]

As a result, passing to the limit in the last relation as \( x \to 1 \), we arrive at the inequality

\[
\|u\|^2_{L^2(\Omega_2)} \leq \max \left\{ \frac{4(d - 1)^2}{\min_{x \in [x^*_2, d]} a(x)}, \frac{4(x^*_2 - 1)^{\mu_{x_2^*}}}{a(x^*_2)} \right\} \|u'\|^2_{L^2(\Omega_2, a \, dx)}. \tag{2.18}
\]

Thus, the announced estimate (2.12) is a direct consequence of (2.16) and (2.18).

As a direct consequence of Lemmas 2.2 and 2.3, we have the following result.

**Theorem 2.4** (Friedrichs’s inequality). Let \( a : \Omega \to \mathbb{R} \) be a given function with properties (i)–(ii). Let \( u \) be an arbitrary element of some intermediate space \( V^{1,0}_{a,0}(\Omega) \). Then

\[
\|u\|_{L^2(\Omega)} \leq \min \left\{ \frac{D_a}{\alpha}, C_a, \left( \int_{\Omega} a(x) u^2(x) \, dx \right)^{1/2} \right\} \tag{2.19}
\]

where the constants \( D_{1,a}, D_{2,a} \) and \( C_a \) are defined in (2.8), (2.9), and (2.13), respectively.

Now we can give the following conclusion.
Corollary 2.5. Under the assumptions of Theorem 2.4, \( V_{a,0}^1(\Omega) \) is a Hilbert space with respect to the scalar product

\[
\langle u, v \rangle_{V_{a,0}^1(\Omega)} = \int_{\Omega} a(x) u'(x)v'(x) \, dx, \quad \forall u, v \in V_{a,0}^1(\Omega).
\] (2.20)

In what follows, we will distinguish two possible cases for the weight function \( a : \tilde{\Omega} \to \mathbb{R} \). Namely, we say that we deal with

- a weak degeneration in (1.4) if \( a : \tilde{\Omega} \to \mathbb{R} \) satisfies properties (i)–(ii) and \( 1/a \in L^1(\Omega) \);
- a strong degeneration in (1.4) if \( a : \Omega \to \mathbb{R} \) satisfies properties (i)–(ii) and \( 1/a \notin L^1(\Omega) \).

Starting with the weak degenerate case, we note that due to the continuous embedding \( W^{1,1}(\Omega) \hookrightarrow C(\tilde{\Omega}) \) and the estimates

\[
\int_{\Omega} |y| \, dx \leq |\Omega|^{1/2} \left( \int_{\Omega} |y|^2 \, dx \right)^{1/2} \leq \sqrt{|\Omega|} \|y\|_a,
\]

\[
\int_{\Omega} |y_x| \, dx \leq \left( \int_{\Omega} |y_x|^2 a(\Omega) \, dx \right)^{1/2} \left( \int_{\Omega} a^{-1} \, dx \right)^{1/2} \leq C\|y\|_a,
\]

we have the following result (we refer to [2, Proposition 2.5] for the details).

Theorem 2.6. Let \( a : \tilde{\Omega} \to \mathbb{R} \) be a weight function satisfying properties (i)–(ii) and \( 1/a \in L^1(\Omega) \). Then \( H^1_a(\Omega) = W^1_a(\Omega) \), \( W^{1,2}(\Omega) \hookrightarrow W^1_a(\Omega) \hookrightarrow W^{1,1}(\Omega) \), \( W^1_a(\Omega) \hookrightarrow \hookrightarrow L^1(\Omega) \) compactly, and \( W^1_a(\Omega) \) is continuously embedded into the class of absolutely continuous functions on \( \tilde{\Omega} \), so

\[
\lim_{x \to x_1^+} y(x) = \lim_{x \to x_1^-} y(x), \quad |y(1)| < +\infty, \quad \forall y \in H^1_a(\Omega).
\] (2.21)

\[
\lim_{x \to x_1^+} \sqrt{a(x)y(x)} = \lim_{x \to x_1^-} \sqrt{a(x)y(x)} = 0, \quad \forall y \in H^1_a(\Omega).
\] (2.22)

In addition, if \( y \) is an arbitrary element of the space

\[
W^2_a(\Omega) := \{ y \in W^1_a(\Omega) : ay_\nu \in W^{1,2}(\Omega) \},
\] (2.23)

then the following transmission condition

\[
\lim_{x \to x_1^+} a(x)y_\nu(x) = \lim_{x \to x_1^-} a(x)y_\nu(x) = L, \quad \text{with } |L| < +\infty,
\] (2.24)

holds true.

In particular, in order to verify the equality \( H^1_a(\Omega) = W^1_a(\Omega) \), it is enough to show that the weight function \( a(\cdot) \) belongs to the \( A_2(\Omega) \) Muckenhoupt class (see Muckenhoupt\(^22\)), that is,

\[
\left( \frac{1}{|b-a|} \int_a^b a \, dx \right) \left( \frac{1}{|b-a|} \int_a^b a^{-1} \, dx \right) \leq M
\] (2.25)

for some \( M > 0 \) and all open intervals \((a, b) \subset \Omega\). Since condition (2.25) is a direct consequence of properties (i)–(ii) and assumption that \( a \in (0,1) \) (or equivalently \( 1/a \in L^1(\Omega) \)), it follows that \( H^1_a(\Omega) = W^1_a(\Omega) \) and, hence, the set of smooth functions \( C^\infty(\tilde{\Omega}) \) is dense in \( W^1_a(\Omega) \).

However, the situation changes drastically if we deal with strong degeneration in (1.4). Indeed, let us consider the following example. Let \( c = 0, d = 2, \) and

\[
y(x) = \begin{cases} 
|x - 1|^{\frac{4}{3}} - 1, & \text{if } x \in (0, 1), \\
|x - 1|^2, & \text{if } x \in [1, 2].
\end{cases}
\]
Setting \( a(x) = |x - 1|^{7/4} \), we see that properties (i)–(ii) hold true. Moreover, in this case we have \( 1/a \notin L^1(\Omega) \). Then, in spite of the fact that the function \( y : \Omega \to \mathbb{R} \) has a discontinuity of the second kind at \( x_0 = 1 \), a direct calculations show that

\[
\| y \|_{a}^2 = \int_{0}^{2} |y^2(x) + a(x)y_2(x)| \, dx < +\infty
\]

whereas

\[
a(x)y_2(x) = \begin{cases} \frac{1}{4}|x - 1|^{\frac{3}{2}}, & \text{if } x \in (0, 1), \\ \frac{1}{2}|x - 1|^{\frac{3}{2}}, & \text{if } x \in [1, 2). \end{cases}
\]

So, transmission conditions (2.24) for the given function \( y \) with finite \( H_{a}^1 \)-norm can be specified as follows

\[
\lim_{x \downarrow 1} a(x)y_2(x) = \lim_{x \uparrow 1} a(x)y_2(x) = 0. \quad (2.26)
\]

In fact, we have the following result (see Proposition 2.5 of Alabau-Boussouira et al., 2 for comparison).

**Theorem 2.7.** Let \( a : \overline{\Omega} \to \mathbb{R} \) be a weight function satisfying properties (i)–(ii) and \( 1/a \notin L^1(\Omega) \). Let \( V_{a}^1(\Omega) \) be some intermediate space with \( H_{a}^1(\Omega) \subseteq V_{a}^1(\Omega) \subseteq W_{a}^1(\Omega) \). Then the following assertions hold true:

\[
\lim_{x \downarrow 1} |x - 1|^2 y^2(x) = \lim_{x \uparrow 1} |x - 1|^2 y^2(x) = 0, \forall y \in V_{a}^1(\Omega), \quad (2.27)
\]

\[
\exists x_i \in \Omega_i, i = 1, 2, \text{ such that } y(x) = o\left(|x - 1|^{-\frac{1}{2}}\right) \text{ for a.a. } x \in (x_1, x_2), \quad (2.28)
\]

\[
\lim_{x \uparrow 1} a(x)y_2(x) = \lim_{x \downarrow 1} a(x)y_2(x) = 0, \forall y \in V_{a}^1(\Omega), \quad (2.29)
\]

\[
\lim_{x \downarrow 1} |x - 1|a(x)y_2(x)^2 = \lim_{x \uparrow 1} |x - 1|a(x)y_2(x)^2 = 0, \forall y \in V_{a}^1(\Omega), \quad (2.30)
\]

\[
\lim_{x \downarrow 1} a(x)\phi_2(x)y(x) = \lim_{x \uparrow 1} a(x)\phi_2(x)y(x) = 0, \forall y \in V_{a}^1(\Omega), \forall \varphi \in V_{a}^2(\Omega), \quad (2.31)
\]

where the small symbol \( o \) stands for the Bachmann-Landau asymptotic notation, and

\[
V_{a}^2(\Omega) := \left\{ y \in V_{a}^1(\Omega) : a y \in W^{1,2}(\Omega) \right\}.
\]

**Proof.** Let \( y \in V_{a}^1(\Omega) \). Without loss of generality, we assume (for the simplicity) that \( x_1^* = c \geq 0 \) and \( x_2^* = d \leq 2 \). Let us show that the function

\[
v(x) = \begin{cases} (1 - x)y^2(x), & \text{if } 0 \leq x < 1, \\ 0, & x = 1, \\ (x - 1)y^2(x), & \text{if } 1 < x \leq d \end{cases}
\]

is continuous on \( \overline{\Omega} \). Indeed, \( v \) is locally absolutely continuous in \( \overline{\Omega} \setminus \{1\} \) and

\[
v_\varepsilon = \text{sign}(x - 1) y^2(x) + 2|x - 1|y(x)y_\varepsilon(x), \text{ a.e. in } \overline{\Omega}.
\]

Since \( y \in L^2(\Omega) \) and

\[
\int_{\Omega} |x - 1|^2 y_2(x) \, dx \leq \int_{\Omega_{c}} |x - 1|^{\mu_1 a} y_2^2(x) \, dx + \int_{\Omega_{2}} |x - 1|^{\mu_2 a} y_2^2(x) \, dx
\]

by (2.2)–(2.3)

\[
\leq (1 - c)^{\mu_1 a} \int_{\Omega_{c}} a(x)y_2^2(x) \, dx + \frac{(d - 1)^{\mu_2 a}}{a(d)} \int_{\Omega_{2}} a(x)y_2^2(x) \, dx
\]

\[
\leq \max \left\{ \frac{(1 - c)^{\mu_1 a}}{a(c)}, \frac{(d - 1)^{\mu_2 a}}{a(d)} \right\} \| y \|_{a}^2,
\]

it follows that \( v_\varepsilon \in L^1(\Omega) \). Hence, \( v \) is an absolutely continuous functions and, as a consequence, the limits \( \lim_{x \downarrow 1} |x - 1|^2 y_2(x) = \lim_{x \uparrow 1} |x - 1|^2 y_2(x) = L \) do exist and must vanish, for otherwise \( y^2(x) \sim L/|x - 1| \) (near the point \( x_0 = 1 \)) would
be not integrable. So, we come into conflict with the initial condition: \( y \in L^2(\Omega) \). From this and the fact that \( a(x) = O(|x|) \) in some neighborhood of \( x = 1 \), we immediately deduce properties (2.27)–(2.28).

To prove the equality (2.29), it is enough to observe that the function \( a(x)y_x(x) \) by \( y \in V^2_a(\Omega) \) is absolutely continuous. Hence, the limits \( \lim_{x \to 1} a(x)y_x(x) = \lim_{x \to 1} a(x)y_x(x) = L \) do exist and must vanish, for otherwise \( a(x)y_x(x)^2 \sim L^2/a(x) \) (near the point \( x_0 = 1 \)) would be not integrable. So, we come into conflict with the initial condition: \( y \in V^1_a(\Omega) \).

To establish property (2.30), we set

\[
v(x) = \begin{cases} 
(1 - x)a(x)y^2_x(x), & c \leq x < 1, \\
0, & x = 1, \\
(x - 1)a(x)y^2_x(x), & 1 < x \leq d,
\end{cases}
\]

where \( y \) is an arbitrary element of \( V^2_a(\Omega) \). Then \( v(x) \) is continuous on \( \Omega \). Indeed, \( v \) is locally absolutely continuous in \( \Omega \setminus \{1\} \) and

\[
v_x(x) = \text{sign}(x - 1)a(x)y^2_x(x) + 2|x - 1|y_x(x)(a(x)y_x(x))_x
\]

\[- |x - 1|a_x(x)y^2_x(x) = I_1(x) + I_2(x) + I_3(x), \text{ a.e. in } \Omega.
\]

Since \( y \in V^1_a(\Omega) \), it follows that \( I_1 \in L^1(\Omega) \). The same conclusion is true for the second term \( I_2 \). Indeed, in view of estimate (2.32), we have

\[
\|I_2\|_{L^1(\Omega)} \leq 2 \left( \int_{\Omega} |y_x(x)|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{\Omega} (a(x)y_x(x))^2 \, dx \right)^{\frac{1}{2}}
\]

by (2.32)

\[
\leq 2 \sqrt{\max \left\{ \frac{(1 - c)a_1}{a(c)}, \frac{(d - 1)a_2}{a(d)} \right\}} \|y\|_a \|a(y)_x\|_{L^2(\Omega)} < +\infty.
\]

As for the third term, we see that

\[
\|I_3\|_{L^1(\Omega)} \leq \mu_1 a \int_{\Gamma_1} a(x)y^2_x(x) \, dx + \mu_2 a \int_{\Gamma_2} a(x)y^2_x(x) \, dx
\]

\[
\leq 2 \int_{\Omega} a(x)y^2_x(x) \, dx \leq 2\|y\|_a^2 < +\infty.
\]

So, \( v(x) \) is absolutely continuous in \( \Omega \). As a consequence, we see that the limits

\[
\lim_{x \to 1} |x - 1|a(x)y_x(x)^2 = \lim_{x \to 1} |x - 1|a(x)y_x(x)^2 = L
\]

do exist and must vanish, for otherwise \( a(x)y_x(x)^2 \sim L/|x - 1| \) (near the point \( x_0 = 1 \)) would be not integrable.

It remains to prove relation (2.31). We do it by proving that the function

\[
v(x) = \begin{cases} 
a(x)\varphi_x(x)y(x), & c \leq x < 1, \\
0, & x = 1, \\
a(x)\varphi_x(x)y(x), & 1 < x \leq d
\end{cases}
\]

is continuous on \( \Omega \). This follows by the arguments as above, because

\[
\|v_x\|_{L^1(\Omega)} \leq \int_{\Omega} \sqrt{a}\varphi_x \sqrt{a}\varphi_x \, dx + \int_{\Omega} |y|([a\varphi_x]_x) \, dx
\]

\[
\leq \|y\|_a \|\varphi\|_a + \|y\|_{L^1(\Omega)} \|a\varphi_x\|_{L^1(\Omega)} < +\infty,
\]

and, therefore, \( v \) is absolutely continuous in \( \Omega \). Thus, we see that the limits

\[
\lim_{x \to 1} a(x)y_x(x)y(x) = \lim_{x \to 1} a(x)y_x(x)y(x) = L
\]

(2.33)
do exist. To conclude the proof, we show that \( L = 0 \). Indeed, in view of the property (2.29), we have

\[
a(x)|\varphi_x(x)| = \left| \int_{1}^{x} (a\varphi_x)_x \, dx \right| \leq \sqrt{|x - 1|} \| (a\varphi_x)_x \|_{L^2(\Omega)}, \quad \forall x \in \Omega_0, \forall \varphi \in V^2_a(\Omega).
\]

(2.34)

Hence, if we assume that \( L \neq 0 \), then, in a small neighborhood \( U'(1) \) of \( x = 1 \), for any functions \( y \in V^1_a(\Omega) \) and \( \varphi \in V^2_a(\Omega) \), we have

\[
\frac{L}{2} \leq \frac{a(x)|\varphi_x(x)||y(x)|}{\sqrt{|x - 1|} \| (a\varphi_x)_x \|_{L^2(\Omega)}} = \frac{\text{Const}}{2} \sqrt{|x - 1||y(x)|}, \quad \forall x \in U'(1).
\]

From this we deduce that

\[
\frac{L}{\sqrt{|x - 1|}} \leq \text{Const}|y(x)|, \quad \forall x \in U'(1).
\]

However, since \( y \) is an \( L^2(\Omega) \)-function, this relations becomes inconsistent. Thus, \( L = 0 \). \( \square \)

The main technical difficulty related to the problem (1.4)–(1.6) comes from the degeneration effect at the point \( x_0 = 1 \). Therefore, taking now into account Theorems 2.6 and 2.7, we specify the original initial-boundary value problem (1.4)–(1.6) in the form of the following transmission problem:

\[
y_a - (a(x)y_x)_x = 0 \text{ in } (0, T) \times (c, 1) \text{ and } (0, T) \times (1, d),
\]

(2.35)

with the initial conditions

\[
y(0, \cdot) = y_0, \quad y(t, 0) = y_1 \text{ in } \Omega,
\]

(2.36)

the boundary conditions

\[
y(t, c) = f_c(t), \quad y(t, d) = f_d(t) \text{ on } (0, T),
\]

(2.37)

and the transmission conditions:

(I) For the case \( 1/a \in L^1(\Omega) \)

\[
\lim_{x \searrow 1} y(t, x) = \lim_{x \searrow 1} y(t, x), \quad 0 < t < T,
\]

(2.38)

\[
\lim_{x \searrow 1} a(x)y_x(t, x) = \lim_{x \searrow 1} a(x)y_x(t, x), \quad 0 < t < T;
\]

(2.39)

(II) For the case \( 1/a \notin L^1(\Omega) \)

\[
\lim_{x \searrow 1} a(x)|\varphi_x(x)|y(t, x) = 0 = \lim_{x \searrow 1} a(x)|\varphi_x(x)|y(t, x), \quad \forall \varphi \in V^1_a(\Omega), \quad 0 < t < T,
\]

(2.40)

\[
\lim_{x \searrow 1} a(x)y_x(t, x) = 0 = \lim_{x \searrow 1} a(x)y_x(t, x), \quad 0 < t < T.
\]

(2.41)

Since transmission conditions (2.39)–(2.41) were substantiated in Theorems 2.6 and 2.7 if only \( y(t, \cdot) \in V^2_a(\Omega) \) and \( \varphi \in V^2_a(\Omega) \) (which mainly corresponds to the case of classical solutions), it is reasonable to consider the transmission problems (2.35)–(2.41) as a relaxed version of the original problem (1.4)–(1.6).

Remark 2.1. It is clear that the proposed relaxation is only a matter of regularity of some solutions. We refer to the recent papers,\textsuperscript{23–25} where the authors consider a particular case of the problem (1.4)–(1.6) with \( a(x) = \text{const} |x - 1|^a \) for \( a \in [0, 2) \), and they show that this problem can admit many solutions, but only one of them satisfies transmission conditions (2.38)–(2.39) and has a continuously differentiable flux at \( x = 1 \). As for the rest ones, they satisfy transmission conditions in the form (2.40)–(2.41). So, the passage to the relaxed version does not change the original problem (1.4)–(1.6).
ON WELL-POSEDNESS OF THE DEGENERATE TRANSMISSION PROBLEMS

In this section we recall the main results of semi-group theory concerning weak and classical notions of solutions for differential operator equation. Let \( a : \Omega \to \mathbb{R} \) be a given function with properties (i)--(ii). Let \( V^1_{a,0}(\Omega) \) be some intermediate space with \( H^1_{a,0}(\Omega) \subseteq V^1_{a,0}(\Omega) \subseteq W^1_{a,0}(\Omega) \). Such space can be constructed as the \( \| \cdot \|_a \) -closure of a linear span of \( H^1_{a,0}(\Omega) \) with any element \( y^\prime \in W^1_{a,0}(\Omega) \). We associate with it the Hilbert space \( H_a := V^1_{a,0}(\Omega) \times L^2(\Omega) \) and endow it with the scalar product (see Alabau-Boussouira et al. for comparison)

\[
\left\langle \begin{bmatrix} u \\ v \end{bmatrix}, \begin{bmatrix} u' \\ v' \end{bmatrix} \right\rangle_{H_a} = \int_\Omega v(x)\bar{v}(x) \, dx + \int_\Omega a(x)u_a(x)\bar{u}_a(x) \, dx.
\]

We define the unbounded operator \( A : D(A) \subset H_a \to H_a \), associated with the problem (2.35)--(2.41) provided \( f_a(t), f_d(t) \equiv 0 \), as follows:

\[
A \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} v \\ (au_a)_a \end{bmatrix},
\]

and either

\[
D(A) = \left\{ \begin{bmatrix} u \\ v \end{bmatrix} \in W^2_2(\Omega) \times V^1_{a,0}(\Omega) : \begin{align*}
\lim_{x \to 1} u(x) &= \lim_{x \to 0} u(x), \\
\lim_{x \to 0} a(x)u_a(x) &= \lim_{x \to 1} a(x)u_a(x), \\
\lim_{x \to 0} (au_a)_a &= 0 = \lim_{x \to 1} (au_a)_a,
\end{align*}
\right\},
\]

if \( 1/a \in L^1(\Omega) \), or

\[
D(A) = \left\{ \begin{bmatrix} u \\ v \end{bmatrix} \in W^2_2(\Omega) \times V^1_{a,0}(\Omega) : \begin{align*}
\lim_{x \to 1} a(x)u_a(x) &= 0 = \lim_{x \to 0} a(x)u_a(x), \\
\lim_{x \to 0} (au_a)_a &= 0 = \lim_{x \to 1} (au_a)_a,
\end{align*}
\right\},
\]

if \( 1/a \notin L^1(\Omega) \).

Arguing as in Section II.2 of Gaevsk et al. it can be shown that \( D(A) \) is a dense subset of \( H_a \).

**Lemma 3.1.** \( A : D(A) \subset H_a \to H_a \) is the generator of a contraction semi-group in \( H_a \).

**Proof.** It is well-known that if \( H \) is a Hilbert space and \( B : D(B) \subset H \to H \) is a densely defined linear operator such that both \( B \) and \( B^* \) are dissipative, that is,

\[
\langle Bu, u \rangle_H \leq 0 \text{ and } \langle u, B^* u \rangle_H \leq 0 \forall u \in D(B),
\]

then \( B \) generates a strongly continuous semi-group of contraction operators (Lumer and Phillips, p. 686). Let us show that the operator \( A : D(A) \subset H_a \to H_a \) satisfies the above mentioned properties.

Indeed, since the inclusion \( A \begin{bmatrix} u \\ v \end{bmatrix} \in H_a \) is obvious for all \( \begin{bmatrix} u \\ v \end{bmatrix} \in D(A) \), it remains to check whether the properties

\[
\left\langle A \begin{bmatrix} u \\ v \end{bmatrix}, \begin{bmatrix} u \\ v \end{bmatrix} \right\rangle_{H_a} \leq 0, \text{ and } \left\langle \begin{bmatrix} u \\ v \end{bmatrix}, (A)^* \begin{bmatrix} u \\ v \end{bmatrix} \right\rangle_{H_a} \leq 0 \forall \begin{bmatrix} u \\ v \end{bmatrix} \in D(A)
\]

hold true. We do it for the case (II), \( 1/a \notin L^1(\Omega) \), because the case (I) can be considered in a similar manner. The first inequality in (3.4) immediately follows from the definition of the set \( D(A) \) and the following relations

\[
\left\langle A \begin{bmatrix} u \\ v \end{bmatrix}, \begin{bmatrix} u \\ v \end{bmatrix} \right\rangle_{H_a} = \left\langle \begin{bmatrix} v \\ (au_a)_a \end{bmatrix}, \begin{bmatrix} u \\ v \end{bmatrix} \right\rangle_{H_a} = \sum_{i=1}^2 \int_{\Omega_i} (au_a)_a \bar{v} \, dx + \sum_{i=1}^2 \int_{\Omega_i} a(x)u_a \bar{u}_a \, dx
\]

\[
= \lim_{x \to 1} \int_{c}^{x} (au_a)_a \, ds + \int_{c}^{d} a(x)u_a \, ds + \lim_{x \to 1} \int_{x}^{d} (au_a)_a \, ds + \int_{x}^{d} a(x)u_a \, ds \geq 0, \text{ for all } \begin{bmatrix} u \\ v \end{bmatrix} \in D(A)
\]
by the transmission conditions.

Taking into account the equality

$$
\left\langle A \left[ \begin{array}{c} u \\ v \end{array} \right], \left[ \begin{array}{c} \bar{u} \\ \bar{v} \end{array} \right] \right\rangle_{\mathcal{H}_0} = \left\langle \left[ \begin{array}{c} u \\ v \end{array} \right], A^* \left[ \begin{array}{c} \bar{u} \\ \bar{v} \end{array} \right] \right\rangle_{\mathcal{H}_0} = \left[ \begin{array}{c} u \\ v \end{array} \right], \left[ \begin{array}{c} \bar{u} \\ \bar{v} \end{array} \right] \in D(A),
$$

we see that

$$
\left\langle A \left[ \begin{array}{c} u \\ v \end{array} \right], \left[ \begin{array}{c} \bar{u} \\ \bar{v} \end{array} \right] \right\rangle_{\mathcal{H}_0} \equiv \left\langle \left[ \begin{array}{c} v \\ (au_x)_x \end{array} \right], \left[ \begin{array}{c} \bar{u} \\ v \end{array} \right] \right\rangle_{\mathcal{H}_0} = \sum_{i=1}^{2} \int_{\Omega} (au)_x \bar{v} dx + \sum_{i=1}^{2} \int_{\Omega} av_x \bar{u} dx
$$

$$
= \lim_{x \rightarrow 1} \left[ \int_{x}^{\infty} (au)_x \bar{v} dx + \int_{1}^{x} av_x \bar{u} dx \right] + \lim_{x \rightarrow 1} \left[ \int_{x}^{d} (au)_x \bar{v} dx + \int_{x}^{d} av_x \bar{u} dx \right]
$$

$$
= \lim_{x \rightarrow 1} \left[ -\int_{x}^{\infty} au_x \bar{v} dx - \int_{x}^{\infty} v(au_x)_x dx \right] + \lim_{x \rightarrow 1} \left[ -\int_{x}^{d} au_x \bar{v} dx - \int_{x}^{d} v(au_x)_x dx \right]
$$

$$
+ \left[ \lim_{x \rightarrow 1} \left[ \int_{x}^{d} a(au_x)_x v dx \right] \right] - \left[ \lim_{x \rightarrow 1} \left[ \int_{x}^{d} a(au_x)_x v dx \right] \right]
$$

by t.c.

$$
= -\int_{\Omega} (au_x)_x \bar{v} dx - \int_{\Omega} a(au_x)_x v dx = \left\langle \left[ \begin{array}{c} u \\ v \end{array} \right], \left[ \begin{array}{c} -\bar{v} \\ -(au_x)_x \end{array} \right] \right\rangle_{\mathcal{H}_0}.
$$

Hence, \( A^* \left[ \begin{array}{c} \bar{u} \\ \bar{v} \end{array} \right] = \left[ \begin{array}{c} -\bar{v} \\ -(au_x)_x \end{array} \right] \), and arguing as in (3.5), we deduce that \( A^* \) is a dissipative operator. Thus, \( A : D(A) \subset \mathcal{H}_a \rightarrow \mathcal{H}_a \) generates a strongly continuous semi-group of contraction operators.

For further convenience, let us denote this semi-group by \( e^{At} \). Then for any \( U_0 = \left[ \begin{array}{c} u_0 \\ v_0 \end{array} \right] \in \mathcal{H}_a \), the representation \( U(t) = e^{At}U_0 \) gives the so-called \( V^1_a \)-mild solution of the Cauchy problem

$$
\begin{cases}
\frac{d}{dt} U(t) = AU(t), & t > 0, \\
U(0) = U_0.
\end{cases}
$$

(3.6)

When \( U_0 \in D(A) \), the solution \( U(t) = e^{At}U_0 \) is classical in the sense that

$$
U(\cdot) \in C^1([0, \infty); \mathcal{H}_a) \cap C([0, \infty); D(A))
$$

and Equation (3.6) holds on \([0, \infty)\).

Thus, in view of the above consideration, we say that, for given \( y_0 \in V^1_{a,0}(\Omega) \) and \( y_1 \in L^2(\Omega) \), the function

$$
y \in C^1([0, T]; L^2(\Omega)) \cap C([0, T]; V^1_{a,0}(\Omega))
$$

is the \( V^1_a \)-mild solution of problem

$$
y_{ii} - (a(x) y_x)_x = 0 \text{ in } (0, T) \times \Omega, \quad i = 1, 2,
$$

(3.7)

$$
y(t, x) = y_0(x), \quad y(t, d) = 0, \quad t \in (0, T),
$$

(3.8)

$$
y(0, x) = y_0(x), \quad y_i(0, x) = y_1(x), \quad x \in \Omega,
$$

(3.9)

with the transmission conditions (2.38) - (2.39) or (2.40) - (2.41),

(3.10)
For a given weight function \( a \) satisfying properties (i)–(ii), let \( y \) be a \( V^1_a \)-mild solution of (3.7)–(3.10), meaning that \( y, a \)-mild solution \( y(t, x) \) of (3.7)–(3.10), we have that \( y_x(\cdot, c) \in L^2(0, T) \) and \( y_x(\cdot, d) \in L^2(0, T) \) for any \( T > 0 \), and

\[
a(c) \int_0^T y_x^2(t, c) dt \leq \frac{1}{1-c} \left[ \max\{1, C^2_{a}\} + 2T + 2TS_a \right] E_y(0),
\]

where the last term vanishes because of the transmission conditions. Thus, we conclude that the energy of the \( V^1_a \)-classical solution \( y \) is constant. The same conclusion can be extended to any \( V^1_a \)-mild solution by approximation arguments. \( \square \)

4 | ON BOUNDARY OBSERVABILITY

For a given weight function \( a : \bar{\Omega} \to \mathbb{R} \) with properties (i)–(ii), we fix some intermediate space \( V^1_{a,0}(\Omega) \) with \( H^1_{a,0}(\Omega) \subseteq V^1_{a,0}(\Omega) \subseteq W^1_2(\Omega) \). We say that the system (3.7)–(3.10) is boundary \( V^1_a \)-observable (via the normal derivative at \( x = c \) and \( x = d \)) in time \( T > 0 \) if there exists a constant \( C_T > 0 \) such that for any \( y_0 \in V^1_{a,0}(\Omega) \) and \( y_1 \in L^2(\Omega) \) the \( V^1_a \)-mild solution of (3.7)–(3.10) satisfies the estimate

\[
\int_0^T y_x^2(t, c) dt + \int_0^T y_x^2(t, d) dt \geq C_T E_y(0).
\]
where the constant $C_a$ is defined by (2.13), and

$$S_a = \max \left\{ \mu_1 a, \mu_2 a, \max_{x \in \left[c_2, C_a \right]} \frac{(d - c)|a(x)|}{a(x)} \right\}.$$  

Moreover,

$$(1 - c)a(c) \int_0^T y_c^2(t, c) \, dt + (d - 1)a(d) \int_0^T y_c^2(t, d) \, dt$$

$$= 2 \int_{\Omega_b} [(x - 1)y_c(t, x)y_t(t, x)]_{t=0}^T \, dx$$

$$+ \int_0^T \int_{\Omega_b} \left( y_c^2(t, x) + \left[ 1 - \frac{(x - 1)a(x)}{a(x)} \right] a(x)y_c^2(t, x) \right) \, dx \, dt.$$  

Proof. To begin with, we assume that $\left[ y_{n_1} \right] \in W_a^2(\Omega) \times V_a^1(\Omega)$, that is, $y$ given by the formula $\left[ y(0) \right] = e^{-At} \left[ y_{n_1} \right]$ is a $V_a^1$-classical solution of the problem (3.7)–(3.10). Following in many aspects (Alabau-Boussouira et al., 2 Lemma 3.2), we multiply Equation (3.7) by $(x - 1)y_c$. Integrating over $(0, T) \times \Omega_0$, we obtain

$$0 = \int_0^T \int_{\Omega_0} [(x - 1)y_c(t, x)(y_{it}(t, x) - (a(x)y_c(t, x)))_t] \, dx \, dt$$

$$= \int_{\Omega_0} [(x - 1)y_c(t, x)y_t(t, x)]_{t=0}^T \, dx - \int_0^T \int_{\Omega_0} (x - 1)y_{tc}(t, x)y_t(t, x) \, dx \, dt$$

$$- \int_0^T \left[ (x - 1)a(x)y_c^2(t, x) \right]_{x=c}^{d} dt + \int_0^T \int_{\Omega_0} (a(x)y_c + (x - 1)a(x)y_{xc})y_x \, dx \, dt$$

$$= \int_{\Omega_0} [(x - 1)y_c(t, x)y_t(t, x)]_{t=0}^T \, dx - \int_0^T \left[ (x - 1)a(x)y_c^2(t, x) \right]_{x=c}^{d} dt$$

$$- \int_0^T \int_{\Omega_0} \left( x - 1 \right) \left( \frac{y_c^2}{2} \right)_x - (x - 1)a(x) \left( \frac{y_c^2}{2} \right)_x - a(x)y_c^2 \right) \, dx \, dt.$$  

After integration of the last two term, we have

$$\int_0^T \int_{\Omega_0} \left( x - 1 \right) \left( \frac{y_c^2}{2} \right)_x \, dx \, dt = -\frac{1}{2} \int_0^T \int_{\Omega_0} y_c^2(t, x) \, dx \, dt$$

$$+ \frac{1}{2} \int_0^T \left[ (x - 1)y_c^2(t, x) \right]_{x=1}^{1} dt + \frac{1}{2} \int_0^T \left[ (x - 1)y_c^2(t, x) \right]_{x=d}^{1} dt$$

$$= -\frac{1}{2} \int_0^T \int_{\Omega_0} y_c^2(t, x) \, dx \, dt,$$

$$\int_0^T \int_{\Omega_0} (x - 1)a(x) \left( \frac{y_c^2}{2} \right)_x \, dx \, dt = -\frac{1}{2} \int_0^T \int_{\Omega_0} [(x - 1)a(x)y_c^2(t, x)] \, dx \, dt$$

$$+ \frac{1}{2} \int_0^T \left[ (x - 1)a(x)y_c^2(t, x) \right]_{x=1}^{1} dt + \frac{1}{2} \int_0^T \left[ (x - 1)a(x)y_c^2(t, x) \right]_{x=d}^{1} dt$$

$$= -\frac{1}{2} \int_0^T \int_{\Omega_0} [(x - 1)a(x)y_c^2(t, x)] \, dx \, dt.$$  

$$a(d) \int_0^T y_c^2(t, d) \, dt \leq \frac{1}{d - 1} \left[ \max\{1, C_a^2\} + 2T + 2TS_a \right] E_j(0),$$  

(4.3)
As a result, the identity (4.4) follows by inserting (4.6) and (4.7) into (4.5). To deduce the estimate (4.2), it is enough to notice that

\[
\left| \int_{\Omega} (x-1)y_{s}(t,x)y_{t}(t,x) \, dx \right| \leq \frac{1}{2} \int_{\Omega} \left[ y_{s}^{2}(t,x) + \frac{(x-1)^{2}}{a(x)} a(x)y_{s}^{2}(t,x) \right] \, dx
\]

by (2.2)–(2.3) and the energy \( E_y(0) \) is constant.

In order to extend relations (4.2) and (4.4) to the \( V_{a}^{1} \)-mild solution associated with the initial data \( y_{0} \in V_{a,0}^{1}(\Omega) \) and \( y_{1} \in L^{2}(\Omega) \), it suffices to approximate such data by \( \left\{ y_{0}^{n}, y_{1}^{n} \right\} \) in \( W_{a}^{2}(\Omega) \times V_{a,0}^{1}(\Omega) \) and use estimate (4.2) to show that the normal derivatives of the corresponding classical solutions give a Cauchy sequence in \( L^{2}(0,T) \).

\[\square\]

**Lemma 4.2.** For any \( V_{a}^{1} \)-mild solution \( y(t,x) \) of (3.7)–(3.10) we have: for each \( T > 0 \),

\[
\int_{0}^{T} \int_{\Omega} a(x)y_{s}^{2}(t,x) - y_{t}^{2}(t,x) \, dx \, dt + \int_{0}^{T} [y(t,x)y_{i}(t,x)]_{t=0}^{t=T} \, dx = 0.
\] (4.9)

**Proof.** Let \( y \) be a \( V_{a}^{1} \)-classical solution of (3.7)–(3.10). Then, multiplying Equation (3.7) by \( y \) and integrating over \( (0,T) \times \Omega_{0} \), we obtain

\[
0 = \int_{0}^{T} \int_{\Omega_{0}} y(t,x) \left[ y_{a}(t,x) - (a(x)y_{s}(t,x))_{x} \right] \, dx \, dt = \left[ \int_{\Omega_{0}} y(t,x)y_{i}(t,x) \, dx \right]_{t=0}^{t=T}
\]

\[
- \int_{0}^{T} \int_{\Omega_{0}} y_{s}^{2}(t,x) \, dx \, dt - \int_{0}^{T} [a(x)y_{s}(t,x)y(t,x)]_{x=1}^{x=d} \, dt
\]

\[
- \int_{0}^{T} [a(x)y_{s}(t,x)y(t,x)]_{x=1}^{x=d} \, dt + \int_{0}^{T} \int_{\Omega_{0}} a(x)y_{s}^{2}(t,x) \, dx \, dt.
\]

Since

\[
\int_{0}^{T} [a(x)y_{s}(t,x)y(t,x)]_{x=1}^{x=d} \, dt + \int_{0}^{T} [a(x)y_{s}(t,x)y(t,x)]_{x=1}^{x=d} \, dt
\]

by (3.8) \( \int_{0}^{T} \left[ \lim_{x \rightarrow 1} a(x)y_{s}(t,x)y(t,x) - \lim_{x \rightarrow 1} a(x)y_{s}(t,x)y(t,x) \right] \, dt = 0 \)

by the transmission conditions (2.38)–(2.39) or (2.40)–(2.41), the announced equality (4.9) follows from the above identity. Then the approximation arguments allow to extend this conclusion to \( V_{a}^{1} \)-mild solutions. \( \square \)

**Theorem 4.3.** Let \( a : \widetilde{\Omega} \rightarrow \mathbb{R} \) be a weight function satisfying properties (i)–(ii). In addition, we assume that

\[
\frac{d \ln a(x)}{dx} \geq \frac{d \ln (1-x)^{\mu_{a}}}{dx}, \quad \forall x \in [c, x_{1}^{*}].
\] (4.10)

\[
\frac{d \ln a(x)}{dx} \leq \frac{d \ln (x-1)^{\mu_{a}}}{dx}, \quad \forall x \in [x_{2}^{*}, d].
\] (4.11)
Let \( y \) be a \( V^1_\alpha \)-mild solution of (3.7)–(3.10). Then, for every \( T > 0 \), the estimate

\[
(1 - c)a(c) \int_0^T y^2(t, c) \, dt + (d - 1)a(d) \int_0^T y^2(t, d) \, dt \\
\geq (\max(\mu_{1,a}, \mu_{2,a}) - 4C_a^2 - \min\{D_a, C_a\}) \max\{\mu_{1,a}, \mu_{2,a}\} E_y(0)
\]

holds true with \( C_a \) and \( D_a \) are given by relations (2.13) and (2.7), respectively.

Proof. Since the case of mild solutions can be recovered by approximation arguments, we restrict ourself by assumptions that \( y \) is a \( V^1_\alpha \)-classical solution of the problem (3.7)–(3.10). Then adding to the right hand side of (4.4) the left side of (4.9) multiplied by

\[
B_a := \frac{1}{2} \max\{\mu_{1,a}, \mu_{2,a}\},
\]

we obtain

\[
(1 - c)a(c) \int_0^T y^2(t, c) \, dt + (d - 1)a(d) \int_0^T y^2(t, d) \, dt \\
= 2 \int_{\Omega_0} [(x - 1) y_y(t, x) y(t, x)]_{t = 0}^{t = T} dx + B_a \int_{\Omega_0} [y(t, x) y(t, x)]_{t = 0}^{t = T} dx \\
+ \int_0^T \int_{\Omega_0} (1 - B_a) y^2(t, x) \, dx dt \\
+ \int_0^T \int_{\Omega_0} \left( 1 + B_a - (x - 1) a_x(x) \right) a(x) y^2(t, x) \, dx dt = I_1 + I_2 + I_3 + I_4.
\]

Since

\[
- \frac{(x - 1) a_x(x)}{a(x)} \geq - \frac{|x - 1| |a_x(x)|}{a(x)} \geq \max\{\mu_{1,a}, \mu_{2,a}\} \text{ in } [x_1^+, x_2^+],
\]

\[
- \frac{(x - 1) a_x(x)}{a(x)} \geq - \mu_{1,a} \quad \forall x \in [c, x_1^+],
\]

\[
- \frac{(x - 1) a_x(x)}{a(x)} \geq - \mu_{2,a} \quad \forall x \in [x_2^+, d],
\]

it follows that

\[
I_3 + I_4 \geq (2 - \max\{\mu_{1,a}, \mu_{2,a}\}) \int_0^T E_y(0) \, dt = (2 - \max\{\mu_{1,a}, \mu_{2,a}\}) TE_y(0).
\]

Taking into account that

\[
I_1 = 2 \int_{\Omega_0} [(x - 1) y_y(t, x) y(t, x)]_{t = 0}^{t = T} dx \overset{\text{(4.8)}}{=} - \max\{4, C_a^2\} E_y(0),
\]

and

\[
\int_{\Omega_0} y(t, x) y(t, x) \, dx \leq \frac{1}{2} \int_{\Omega_0} \left( \min\{D_a, C_a\} y^2(t, x) + \min\{D_a, C_a\} y^2(t, x) \right) dx \leq \min\{D_a, C_a\} E_y(0),
\]

where \( \min\{D_a, C_a\} \) is Poincaré’s constant in (2.19), we see that

\[
I_2 \geq -2B_a \min\{D_a, C_a\} E_y(0) = - \min\{D_a, C_a\} \max\{\mu_{1,a}, \mu_{2,a}\} E_y(0).
\]

Thus, the announced estimate (4.12) is proven. \(\square\)

Due to Theorem 4.3, the observability constant \( C_T \) (see inequality (4.1)) for the problem (3.7)–(3.10) in time \( T \) can be derived from (4.12). Namely,

\[
C_T = \frac{1}{\max\{(1 - c)a(c), (d - 1)a(d)\}} \left[ (2 - \max\{\mu_{1,a}, \mu_{2,a}\}) T - \max\{4, C_a^2\} - \min\{D_a, C_a\} \max\{\mu_{1,a}, \mu_{2,a}\} \right].
\]
As for the minimal time \( T_a > 0 \) when the system (3.7)–(3.10) becomes boundary \( V_a^1 \)-observable in time \( T > T_a \), it can be defined as follows:

\[
T_a := \frac{1}{(2 - \max\{\mu_{1,a}, \mu_{2,a}\}) \left[ \max\{4, C_a^2\} + \min\{D_a, C_a\} \max\{\mu_{1,a}, \mu_{2,a}\} \right]}.
\] (4.13)

**Example 1.** Setting \( c = 0, d = 2, \) and \( a(x) = |x - 1|^p \), we see that the initial assumptions (i)–(ii) holds true with \( p \in (0, 2) \), and

\[
x_1 = 0, \quad x_2 = 2, \quad \text{and} \quad \mu_{1,a} = \mu_{2,a} = p.
\]

Then we deduce from (2.7) and (2.13) that \( C_a^2 = 4 \) and \( D_a^2 = \frac{1}{2-p} \). Since

\[
\min\{D_a, C_a\} = \min\left\{ \sqrt{\frac{1}{2-p}}, 2 \right\} = \begin{cases} \sqrt{\frac{1}{2-p}}, & \text{if} \ p \in \left(0, \frac{7}{4}\right), \\ 2, & \text{if} \ p \in \left[\frac{7}{4}, 2\right). \end{cases}
\]

it follows from (4.13) that

\[
T_a = \frac{p + 4\sqrt{2-p}}{2-p}, \ \text{for all} \ p \in \left(0, \frac{7}{4}\right),
\]

\[
T_a = 2 \left(\frac{2+p}{2-p}\right), \ \text{for all} \ p \in \left[\frac{7}{4}, 2\right).
\]

It is worth to notice here that \( T_a \neq 2 \) as \( p \neq 0 \). In this case, the damage effect at the middle point \( x = 1 \) disappears and \( T_a \) coincides with the classical observability time for the wave equations on the two connected planar strings (see Dáger and Zuazua, Section 4.4). At the same time, we arrive at the blow up of the observability time if \( p \neq 2 \).

## 5 ON BOUNDARY NULL CONTROLLABILITY

In this section, the problem of boundary controllability of the degenerate wave equation is studied. The control is assumed to act at the boundary points \( x = c \) and \( x = d \) through the Dirichlet conditions. So, we consider the following degenerate control system

\[
y_{tt} - (a(x)y_x)_x = 0 \in (0, +\infty) \times \Omega, \ i = 1, 2, \quad (5.1)
\]

\[
y(t, c) = f_c(t), \ y(t, d) = f_d(t), \ t \in (0, +\infty), \quad (5.2)
\]

\[
y(0, x) = y_0(x), \ y_t(0, x) = y_1(x), \ x \in \Omega, \quad (5.3)
\]

with the transmission conditions (2.38) − (2.39) or (2.40) − (2.41),

\[
\text{where} \ f_c, f_d \in L^2(0, T) \ \text{are the controls}.
\]

By analogy with the previous section, for a given weight function \( a : \Omega \rightarrow \mathbb{R} \) with properties (i)–(ii), we fix some intermediate space \( V_{a,0}^1(\Omega) \) with \( H_{a,0}^1(\Omega) \subseteq V_{a,0}^1(\Omega) \subseteq W_{a,0}^1(\Omega) \). Let \( V_a^{-1}(\Omega) \) be the dual space to \( V_{a,0}^1(\Omega) \) with respect to the pivot space \( L^2(\Omega) \). In order to make a precise definition of the solution to the boundary value problem (5.1)–(5.4), where \( f_c, f_d \in L^2(0, T) \) are the controls, and indicate its characteristic properties, we notice that by Theorem 2.4 (see also (2.20)) the operator \( A_a : D(A_a) \subset L^2(\Omega) \rightarrow L^2(\Omega) \), where \( A_a(y) = -(a(x)y_x)_x, \) and \( \text{Dom}(A_a) = \left\{ y \in V_{a,0}^1(\Omega) : a y_x \in W_{a,0}^{1,2}(\Omega) \right\} \), is an isomorphism from \( V_{a,0}^1(\Omega) \) onto \( V_a^{-1}(\Omega) \). In particular, \( V_a^{-1}(\Omega) = A_a \left( V_{a,0}^1(\Omega) \right) \).

**Definition 5.1.** System (5.1)–(5.4) is boundary null controllable in time \( T > 0 \) if, for every initial data \( y_0 \in L^2(\Omega) \), and \( y_1 \in V_a^{-1}(\Omega) \), the set of reachable states \( (y(T), y_t(T)) \), where \( y \) is a solution of (5.1)–(5.4) with \( f_c, f_d \in L^2(0, T), \) contains the element \( (0, 0) \).

**Definition 5.2.** System (5.1)–(5.4) is boundary exactly controllable in time \( T > 0 \) if, for every initial data \( y_0 \in L^2(\Omega) \), and \( y_1 \in V_a^{-1}(\Omega) \), the set of reachable states \( (y(T), y_t(T)) \), coincides with \( L^2(\Omega) \times V_a^{-1}(\Omega) \).
Remark 5.1. Arguing as in Proposition 2.2.1 in Zuazua, and utilizing the linearity and reversibility properties of system (5.1)–(5.4), it can be shown that this system is exactly controllable through the boundary Dirichlet conditions at \( x = b \) and \( x = d \) if and only if it is null controllable.

Following the standard approach and utilizing the transmission conditions, we define the solution of controlled system (5.1)–(5.4) by transposition.

**Definition 5.3.** Let \( f_c, f_d \in L^2(0, T), y_0 \in L^2(\Omega), \) and \( y_1 \in V_{a}^{-1}(\Omega) \) be given distributions. We say that \( y \) is a \( V_{a}^{-1} \)-solution by transposition of the problem (5.1)–(5.4) if

\[
y \in C^1 \left( [0, \infty); V_{a}^{-1}(\Omega) \right) \cap C \left( [0, \infty); L^2(\Omega) \right)
\]

satisfies for all \( T > 0 \) and all \( w_0^T \in V_{a,0}^1(\Omega) \) and \( w_1^T \in L^2(\Omega) \) the following equality

\[
\langle y(T), w_T^0 \rangle_{V_{a}^{-1}(\Omega); V_{a}^1(\Omega)} - \int_{\Omega} y(T) w_1^T \, dx = \langle y_1, w(0) \rangle_{V_{a}^{-1}(\Omega); V_{a}^1(\Omega)} - \int_{\Omega} y_0 w_1(0) \, dx
\]

\[
- a(d) \int_0^T f_d(t) w_x(t, d) \, dt + a(c) \int_0^T f_c(t) w_x(t, c) \, dt,
\]

where \( w \) is the solution of the backward homogeneous equation

\[
w_{tt} - (a(x)w_x)_x = 0 \text{ in } (0, +\infty) \times \Omega, \quad i = 1, 2
\]

with the final conditions

\[
w(T) = w_0^T, \quad w_1(T) = w_1^T \text{ in } \Omega,
\]

the boundary conditions

\[
w(t, c) = 0, \quad w(t, d) = 0 \text{ on } (0, T),
\]

and the transmission conditions:

(1) For the case \( 1/a \in L^1(\Omega) \)

\[
\lim_{x \searrow 1} w(t) = \lim_{x \searrow 1} w(t), \quad 0 < t < T, \quad 0 < t < T;
\]

(2) For the case \( 1/a \notin L^1(\Omega) \)

\[
\lim_{x \searrow 1} a \varphi w(t) = 0 = \lim_{x \searrow 1} a \varphi w(t), \quad \forall \varphi \in V_{a,0}^1(\Omega), \quad 0 < t < T,
\]

\[
\lim_{x \searrow 1} a \varphi w_x(t) = 0 = \lim_{x \searrow 1} a \varphi w_x(t), \quad 0 < t < T.
\]

Following the results of Section 3 and making the change of variable \( u(t, x) = w(T - t, x) \), we see that the backward problem (5.6)–(5.12) admits a unique \( V_{a}^{-1} \)-mild solution \( w \in C^1 \left( [0, T]; L^2(\Omega) \right) \) for each \( T > 0 \). Moreover, arguing as in Lemma 4.1, it can be shown that there exists a constant \( C > 0 \) such that

\[
\int_0^T w_1^2(t, c) \, dt + \int_0^T w_1^2(t, d) \, dt \geq CE(w(T),
\]

where

\[
E(w(t) = \frac{1}{2} \int_{\Omega} \left[ w_1^2(t, x) + a(x)w_1^2(t, x) \right] \, dx = E_w(T), \quad \forall t \in [0, T],
\]
is the energy of a $V^1_a$-mild solution $w$ and it is conserved through time. Since

$$E_w(T) = \frac{1}{2} \left[ ||w_T^1||_{L^2(\Omega)}^2 + ||w_T^0||_{V_{a,0}^1(\Omega)}^2 \right],$$  

(5.14)

it follows that a $V^1_a$-mild solution $w$ of (5.6)–(5.12) depends continuously on the data $(w_T^0, w_T^1) \in V_{a,0}^1(\Omega) \times L^2(\Omega)$, and, therefore, the right hand side of (5.5) defines a continuous linear form with respect to $(w_T^0, w_T^1) \in V_{a,0}^1(\Omega) \times L^2(\Omega)$. Thus, a $V^1_a$-solution $y$ by transposition of (5.1)–(5.4) is unique in $C^1 ([0, \infty); V_{a,0}^1(\Omega)) \cap C ([0, \infty); L^2(\Omega))$. The following theorem is a consequence of the classical results of existence and uniqueness of solutions of nonhomogeneous evolution equations. Full details can be found in Lions and Magenes\textsuperscript{30} and Zuazua.\textsuperscript{31}

**Theorem 5.4.** For any $f_c, f_d \in L^2(0, T)$ and $(y_0, y_1) \in L^2(\Omega) \times V_{a,0}^1(\Omega)$ transmission problem (5.1)–(5.4) has a unique $V^1_a$-solution defined by transposition

$$(y, y_t) \in C ([0, T]; L^2(\Omega) \times V_{a,0}^1(\Omega)).$$

Moreover, the map $(y_0, y_1, f_c, f_d) \mapsto (y, y_t)$ is linear and there exists a constant $C(T) > 0$ such that

$$||y||_{L^\infty(0,T; L^2(\Omega))} + ||y_t||_{L^\infty(0,T; V_{a,0}^1(\Omega))} \leq C(T) \left[ ||y_0||_{L^2(\Omega)} + ||y_1||_{V_{a,0}^1(\Omega)} + ||f_c||_{L^2(0,T)} + ||f_d||_{L^2(0,T)} \right].$$

We are now in a position to prove the main result of this section.

**Theorem 5.5.** Let $a : \bar{\Omega} \to \mathbb{R}$ be a weight function satisfying properties (i)–(ii) and (4.10)–(4.11). Let $T_a$ be a value defined as in (4.13). Then, for every $T > T_a$ and for any $(y_0, y_1) \in L^2(\Omega) \times V_{a,0}^1(\Omega)$, there exists a pair of controls $f_c, f_d \in L^2(0, T)$ such that the $V^1_a$-solution of (5.1)–(5.4) (in the sense of transposition) satisfies condition $(y(T), y_t(T)) \equiv (0, 0)$, i.e. the system (5.1)–(5.4) is boundary null controllable in time $T > T_a$.

**Proof.** Let $\begin{bmatrix} y_0 & y_1 \end{bmatrix} \in L^2(\Omega) \times V_{a,0}^1(\Omega)$, $\begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}$, $\begin{bmatrix} \bar{w}_T^0 & \bar{w}_T^1 \end{bmatrix} \in V_{a,0}^1(\Omega) \times L^2(\Omega)$ be arbitrary pairs. Let $w$ and $\hat{w}$ be $V^1_a$-mild solutions of the backward problem (5.6)–(5.12) with final conditions $\begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}$ and $\begin{bmatrix} \bar{w}_T^0 & \bar{w}_T^1 \end{bmatrix}$, respectively. Let us define the bilinear form $\Lambda$ on $V_{a,0}^1(\Omega) \times L^2(\Omega)$ as follows

$$\Lambda \left( \begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}, \begin{bmatrix} \bar{w}_T^0 & \bar{w}_T^1 \end{bmatrix} \right) := a(c) \int_0^T w_T(t, c) \bar{w}_T(t, c) dt + a(d) \int_0^T w_T(t, d) \bar{w}_T(t, d) dt,$$

$$\forall \begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}, \begin{bmatrix} \bar{w}_T^0 & \bar{w}_T^1 \end{bmatrix} \in V_{a,0}^1(\Omega) \times L^2(\Omega).$$

Then, in view of estimate (5.13) and representation (5.14), we deduce that the bilinear form $\Lambda : \left[ V_{a,0}^1(\Omega) \times L^2(\Omega) \right]^2 \to \mathbb{R}$ is continuous. Moreover, due to Theorem 4.3 and observability inequality (4.12), this form is coercive on $V_{a,0}^1(\Omega) \times L^2(\Omega)$ provided $T > T_a$. Thus, by the Lax-Milgram Lemma, variational problem

$$\Lambda \left( \begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}, \begin{bmatrix} \bar{w}_T^0 & \bar{w}_T^1 \end{bmatrix} \right) = \langle y_1, \hat{w}(0) \rangle_{V_{a,0}^1(\Omega)} - \int_\Omega y_0 \hat{w}_t(0) dx \theta \begin{bmatrix} \hat{w}_T^0 & \hat{w}_T^1 \end{bmatrix} \in V_{a,0}^1(\Omega) \times L^2(\Omega)$$

has a unique solution $\begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix} \in V_{a,0}^1(\Omega) \times L^2(\Omega)$. Then setting $f_c = -w_T(t, c), f_d = w_T(t, d)$, and $T > T_a$, where $w \in C^1 ([0, T]; L^2(\Omega)) \cap C \left( [0, T]; V_{a,0}^1(\Omega) \right)$ is a $V^1_a$-mild solution of the backward problem (5.6)–(5.12) with $\begin{bmatrix} w_T^0 & w_T^1 \end{bmatrix}$ as the
final data, we see that

\[
a(d) \int_0^T f_d(t) \hat{w}_x(t, d) dt - a(c) \int_0^T f_c(t) \hat{w}_x(t, c) dt \\
= a(c) \int_0^T w_x(t, c) \hat{w}_x(t, c) dt + a(d) \int_0^T w_x(t, d) \hat{w}_x(t, d) dt = \Lambda \begin{bmatrix} w^0 \alpha \nabla v \nabla w \alpha \nabla \hat{w}_x \end{bmatrix} \\
\tag{5.15}
\]

On the other hand, if \( y \) is the \( V^1_d \)-solution by transposition of the problem (5.1)–(5.4), then equality (5.5) implies that, for all \( \begin{bmatrix} \hat{w}_x^0 \\ \hat{w}_x^1 \end{bmatrix} \in V^1_{a,0}(\Omega) \times L^2(\Omega) \), we have

\[
a(d) \int_0^T f_d(t) \hat{w}_x(t, d) dt - a(c) \int_0^T f_c(t) \hat{w}_x(t, c) dt = \langle y_1, \hat{w}_x(0) \rangle_{V^1_{a,0}(\Omega) \times V^1_{a,0}(\Omega)} \\
= \int_\Omega y_0 \hat{w}_x(t, 0) dx - \int_\Omega \hat{w}_x(0) \partial y(t) dt + \int_\Omega \hat{w}_x(0) \hat{w}_x(t, 0) dx.
\tag{5.16}
\]

Comparing the last relations (5.15)–(5.16), we obtain

\[
-\langle y(T), \hat{w}_x^0 \rangle_{V^1_{a,0}(\Omega) \times V^1_{a,0}(\Omega)} + \int_\Omega y(T) \hat{w}_x^1 dx = 0, \quad \forall \begin{bmatrix} \hat{w}_x^0 \\ \hat{w}_x^1 \end{bmatrix} \in V^1_{a,0}(\Omega) \times L^2(\Omega).
\]

From this we finally deduce that \( (y(T), y_1(T)) \equiv (0, 0) \), i.e. the system (5.1)–(5.4) is boundary null controllable in time \( T > T_a \).

As an obvious consequence of this result, we can give the following its generalization to the case when only one boundary point \( x = d \) is controlled. So, formally setting \( f_c(t) \equiv 0 \) in (5.2), we consider the boundary null controllability problem for the system (5.1)–(5.4) with only one control \( f_d \). Then arguing as in the proof of Theorem 5.5, we arrive at the following conclusion.

**Theorem 5.6.** Let \( a : \hat{\Omega} \to \mathbb{R} \) be a weight function such that it satisfies properties (i)–(ii) and (4.10)–(4.11). Assume that the bilinear form

\[
\Lambda \begin{bmatrix} w^0 \alpha \nabla v \nabla w \alpha \nabla \hat{w}_x \end{bmatrix} := a(d) \int_0^T w_x(t, d) \hat{w}_x(t, d) dt, \quad \forall \begin{bmatrix} w^0 \alpha \nabla v \nabla w \alpha \nabla \hat{w}_x \end{bmatrix} \in V^1_{a,0}(\Omega) \times L^2(\Omega)
\]

is coercive on \( H^1_{a,0}(\Omega) \times L^2(\Omega) \), that is, there exists a positive constant \( C_1 > 0 \) such that

\[
\Lambda \begin{bmatrix} w^0 \alpha \nabla v \nabla w \alpha \nabla \hat{w}_x \end{bmatrix} \geq C_1 \left( \| w_x^0 \|^2_{V^1_{a,0}(\Omega)} + \| w_x^1 \|^2_{L^2(\Omega)} \right), \quad \forall \begin{bmatrix} w^0 \alpha \nabla v \nabla w \alpha \nabla \hat{w}_x \end{bmatrix} \in V^1_{a,0}(\Omega) \times L^2(\Omega).
\]

Then there exists a control \( f_d \in L^2(0, T) \) such that the system (5.1)–(5.4) with \( f_c(t) \equiv 0 \) is one side boundary null controllable in time \( T \).
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