Advanced Scheduling in IaaS Clouds

Nikita Balashov1,*, Alexander Baranov1, Sergey Belov1, Ivan Kadochnikov1, Vladimir Korenkov1,2, Nikolay Kutovskiy1, Andrey Nechaevskiy1, Igor Pelevanyuk1

1Joint Institute for Nuclear Research, Laboratory of Information Technologies, Dubna, Russia
2Plekhanov Russian University of Economics, Moscow, Russia

Abstract. The complexity of modern software libraries and applications makes it hard to predict possible workloads generated by the software that may lead to significant underutilization of hardware in Infrastructure-as-a-Service (IaaS) clouds. In this paper, we give a review of an approach aimed to deal with resource underutilization in cloud environments, including description of a developed software framework and an example algorithm. IaaS clouds following this universal approach can help increase overall cloud resource utilization independently of the variety of cloud applications.

1 Introduction

For the last decade, cloud technologies have developed significantly and continue gaining popularity in all areas that involve computations: from small to large business and academia. Of the three basic cloud models [1] – Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-service (SaaS) – the IaaS model is probably the most common in the High Energy Physics (HEP) domain. IaaS-based clouds serve a universal computing resource designed to accommodate lots of various independent user applications in a unified environment. The cloud of the Joint Institute for Nuclear Research (JINR) [2] is an example of such a service built specifically for a scientific community to support a wide range of activities: hosting of IT services as well as testing new systems and updates, software development and, of course, compute-intensive tasks, such as physical data analysis and modelling.

One of the main advantages of using cloud virtual machines (VMs) is that users can size them to better fit the amount of computing resources required for the task, thus reducing resource underutilization compared to traditional dedicated systems. Nevertheless, natively non-scalable applications still do underutilize allocated resources due to the dynamic nature of any computational process. As an example, Figure 1 illustrates how much JINR cloud resources are underutilized in normal running conditions by showing CPU load for one of the clusters.

In this article we will describe an approach and a software framework developed to further decrease underutilization of computing resources using such cloud features as live-migration of virtual machines and overcommitment of resources.
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2 Dynamic relocation of resources

2.1 Overcommitment and live-migration of virtual machines

One of the most commonly used techniques to reduce underutilization of allocated resources is to “overcommit” VMs – allocate more virtual resources than physically available. This approach has two major drawbacks. First, as was mentioned before, the workloads generated by the VMs are dynamic, i.e. changing with time, therefore, applying this technique may lead to a hardware overload. This results in a number of negative effects, ranging from reduced performance of VMs to their total failure (depending on the hypervisor in use and its configuration). Second, it is possible that there would be periods when multiple VMs generate low load, still resulting in high underutilization of resources. To reduce these negative effects and further improve hardware utilization, an overcommitment technique can be combined with dynamic relocation of resources.

Live-migration technology makes it possible to transfer running virtual machines between different servers with minimal downtime and preserve all running processes' state, so that the migration process is barely noticeable and has minimal impact on VM functionality. This technique allows us to offload some virtual machines when hardware overload occurs (or prior to it when load reaches the defined thresholds). And it also can be used to dynamically track cloud workloads and relocate VMs to keep resource utilization higher even under dynamically changing workload conditions.

There are a number of different algorithms that manage dynamic workloads within cloud environments using overcommitment and live-migration technologies [3-5]. In the next section we describe a simple heuristic algorithm which we implemented based on the JINR cloud workloads profile.

2.2 Example VM relocation algorithm

Analysis of the JINR cloud workloads showed that VMs can be split into two classes: low-active and highly active ones, which we will refer to as “cold” and “hot” VMs respectively. Based on this, the algorithm takes 4 main stages:

First stage: VM classification. In the case of the JINR cloud, classification is based on VM CPU load and memory usage only, assuming that other major characteristics, such as disk and network I/O, can be safely ignored. Figure 2 shows an example of such a classification for one of the JINR cloud clusters.

Second stage: server classification. In this stage we define the number of physical resources required to accommodate the VMs of each class and assign each server the corresponding class.
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2.3 Software framework

To implement the described algorithm, a software framework [8] was developed by the JINR cloud team. The framework acts as a metascheduler complementing the built-in cloud scheduler, leaving the latter the responsibility of allocating the initial VM. Figure 4 shows an overview of the framework and includes the following main components:

- A monitoring system gathers required metrics and stores them in a time-series database. It uses Icinga 2 for monitoring, InfluxDB for storing and Grafana for visualizing data.
- A custom Linux daemon that runs the scheduling algorithm.
- A library which implements basic cloud operations and interaction with the monitoring system. Currently, it implements only OpenNebula XML-RPC interface.
- An additional relational database for storing extra meta-information needed by the algorithms, such as host and VM classes.

The framework is completely built on open-source systems, so it can be modified freely to suit any needs.

Fig. 4. Main components of the software framework.

3 Conclusions

While clouds provide a convenient environment for solving a wide variety of computational tasks, this universality may lead to lower hardware utilization when used for a large number of independent activities. In this paper we gave an example of how cloud-native features can be used to improve computational efficiency of the whole infrastructure. The same technologies can be used to tackle more “exotic” problems, like reducing local hardware overheating by dynamically redistributing workloads across a data center.

The developed system and methods are intended to smooth out the drop in efficiency and give the community a framework for further developments and improvements of cloud scheduling approaches.
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