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Abstract
The long term goal of this research is to develop a program able to produce an automatic segmentation and categorization of textual sequences into discourse types. In this preliminary contribution, we present the construction of an algorithm which takes a segmented text as input and attempts to produce a categorization of sequences, such as narrative, argumentative, descriptive and so on. Also, this work aims at investigating a possible convergence between the typological approach developed in particular in the field of text and discourse analysis in French by Adam (2008) and Bronckart (1997) and unsupervised statistical learning.

1 Introduction
An increasing amount of research has been conducted concerning text genre detection using POS (part-of-speech) tags since the work of Biber (1988). For instance, Malrieu and Rastier (2001) describe how to classify texts according to genres (comedy, tragedy, drama...) or discourses (literary, legal, political...) using POS-tags.

POS-tags can be determined in an unsupervised way (see e.g. Schmid (1994)) and their distribution happens to differ according to types of texts, such as narrative, explicative and so on. Hence, developing automatic discourse type detection, which is of interest to the linguistic community, seems practicable.

Thus, the purpose of the present study is to cluster clauses of a text into discourse types, i.e. to develop a tool for type detection with a limited quantity of annotated texts. We limit ourselves to the use of simple bag-of-words models on which fuzzy and K-means clustering are applied.

Specifically, the aim is twofold: firstly, the construction of a program which takes a segmented text as input and produces a categorization of sequences of clauses by clustering, based principally on POS-tags; secondly, the comparison of this clustering with the typology proposed by a human expert, corresponding to discourse types. Thus, this preliminary work aims at investigating a possible convergence between unsupervised statistical learning on the one hand, and the typological approach developed in particular in the field of French linguistics by Adam (2008) and in language psychology by Bronckart (1997) on the other hand.

As a first step, sample texts were manually annotated, that is segmented (section 2.1) and classified (section 2.2). Then, the clauses resulting from the previous segmentation were clustered on the basis of their POS distribution (sections 2.3 and 2.4). It appeared that the latter vary across the typological classes proposed by the expert (section 3.1) which were compared to those resulting from fuzzy and K-means clustering processes (sections 3.2 and 4). Future developments are proposed in section 5.

2 Method
2.1 Segmentation
The first step of this research was to create a corpus of annotated texts. For that purpose, a human expert has been working on 19th century French short stories by Maupassant. Only one genre is examined, because distributions of POS-tags vary with genre as mentioned in the introduction. For the same reason, only one author is considered (see e.g. Koppel and Schler (2003)) in this preliminary work. Annotation was carried out by means of XML tags, which is becoming a standard practice in this field (see e.g. Daoust et al. (2010)).

It transpired that segmentation into sentences...
was not sufficiently fine-grained for the envisioned analysis, so the expert was instructed to segment the texts at the clause level.

2.2 Classification by a human expert

To be able to compare the results of the automatic clustering with a classification according to the typological approach developed in particular by Adam (2008; 2005) and Bronckart (1997), the expert was then asked to classify the clauses into six types. In fact, Adam proposes a classification of textual sequences into five types: narrative, argumentative, descriptive, explicative and dialoged sequences. However, we decided to add an injunctive type, following Bronckart. The expert decision to classify clauses was based partly upon formal criteria, such as punctuation, typical words, tense of verbs and semantics; and partly upon his linguistic and literary knowledge. Table 1 shows descriptive statistics about annotated texts.

An important issue inherent in this task is that the typological structure of the text is hierarchical rather than linear. This means that a sequence of a given type may contain sequences of other types. The number of inclusions is not limited. For the purpose of annotation, the use of XML tags appears to be appropriate, since it allows us to describe trees. However, taking into account the full hierarchical structure represents an additional difficulty for the automatic clustering procedure; in this first approach, the problem is treated as linear, i.e. only the leaves of the tree structure are considered (for the clauses). For instance, in the extract given in table 2, the first three clauses are regarded as narrative; the forth as injunctive; the fifth as argumentative; and the others as explicative.

2.3 Automatic fuzzy clustering

The general principle is to perform a maximally unsupervised classification (clustering) to be compared with the limited database of annotated clauses created by the expert. As a consequence, only POS-tags (e.g. noun, adjective, verb present, demonstrative pronoun, and so on) are used to cluster clauses.

In more detail, this program involves several steps. Firstly, the text is divided into n clauses (based on the manual annotation). Secondly, POS-tags are attributed to all the words of each clause with TreeTagger (Schmid, 1994), yielding a distribution over POS-tags. Thus a contingency table between clauses and POS-tags is obtained.

As a next step, clauses are categorized with the thermodynamic clustering procedure, a variant of fuzzy K-means, which amounts to minimizing a free energy term, made up of an energy (the within-cluster dispersion) and an entropy (the clause-cluster mutual information). In a nutshell, fuzzy clustering aims at assigning each clause to the various clusters in a probabilistic fashion. At each iteration step, the membership $z_{ig}$ of sentence
In K-means, the number $m$ of groups (and not the relative temperature) must be chosen a priori. We have concentrated on $m = 6$ (the number of groups in the expert classification) as well as on values of $m$ corresponding to performance peaks in the fuzzy version (see figures 1 and 2).

### 2.5 Evaluation criteria

Regarding the evaluation, the aim is to compare automatic clustering and expert classification. In addition to $\chi^2$ statistic which measures the dependence between the two classifications, a certain number of similarity indices between partitions exist, among which the Jaccard index, noted $J$, seems to be a good indicator (Deneu and Guénoche, 2006; Youness and Saporta, 2004):

$$J = \frac{\sum_{i,j} n_{ij}^2 - n}{\sum_{i,j} n_{ij}^2 + \sum_{i,j} n_{ij}^2 - \sum_{i,j} n_{ij}^2 - n}$$

where $n_{ij}$ is the number of clauses belonging to the unsupervised cluster $i$ and the manual class $j$.

Another interesting measure is the corrected Rand index (Deneu and Guénoche, 2006):

$$RC = \frac{r - \text{Exp}(r)}{\text{Max}(r) - \text{Exp}(r)}$$

with $r = \frac{\sum_{i,j} n_{ij}(n_{ij} - 1)}{2(n(n-1))}$,  
$\text{Exp}(r) = \frac{\sum_{i,j} n_{ij}(n_{ij} - 1)}{2n(n-1)} + \sum_{i,j} n_{ij}(n_{ij} - 1)$,  
$\text{Max}(r) = \sum_{i,j} n_{ij}(n_{ij} - 1) + \sum_{i,j} n_{ij}(n_{ij} - 1)$.

### 3 Results

#### 3.1 Relevance of the method

To ensure that the choice of using POS-tags is relevant in this context, the dependence between the classification of clauses made by the human expert and the POS-tags they contain must be established.

Table 3 reports the corresponding independence ratios ($R_{w,e}$ in Li et al. (2008)) for the three annotated texts by Maupassant. An independence ratio greater than 1 shows a mutual attraction, whereas if it is less than 1, it shows a mutual repulsion. Furthermore, stars in this table indicate the most significant chi2 term-category dependence for each POS-tag with 2 degrees of freedom in relation to $\chi^2_{1-0.001}[2] = 10.83$ (Yang and Pedersen, 1997; Li et al., 2008). It appears that a number of POS-tags are relevant for the types investigated, such as
adjectives for the descriptive type \((q = 1.62\) and \(\chi^2 = 27.88\)), simple past tense for the narrative type \((q = 2.60\) and \(\chi^2 = 110.55\)) or future tense for the dialogal type \((q = 4.63\) and \(\chi^2 = 62.10\)). Satisfactorily enough, the value of the chi-square on the contingency table between POS-tags and discourse types \((\chi^2 = 752.6\) with \(df = 145\)) is large, denoting a highly significant link between classes and POS-tags \((p < 10^{-15})\). Moreover, research into genre detection using POS-tags reports interesting results (Karlgren and Cutting, 1994; Kessler et al., 1997; Malrieu and Rastier, 2001), which are, to some extent, relevant for type detection.

Table 3: Independence ratio for the three texts by Maupassant \((q)\): numbers indicate the ratio of the observed counts to their expected values under independence. The strongest mutual attraction for each POS-tag is in bold characters. Stars in cells point out the most significant chi-squared per POS-tag \((\alpha = 0.001)\).

|      | nar | dial | desct | expl | arg | inj |
|------|-----|------|-------|------|-----|-----|
| ABR  | 2.92| 0.00 | 0.00  | 0.00 | 0.00| 0.00|
| ADV  | 0.04| 1.07 | 1.62  | 1.10 | 0.85| 0.73|
| DET-Art| 0.96| 1.02 | 0.74  | 1.17 | 1.04| 1.39|
| DET-POS| 1.27| 0.76 | 0.93  | 0.80 | 0.93| 0.77|
| INT  | 1.04| 1.03 | 0.60  | 1.00 | 0.95| 0.93|
| KON  | 0.99| 1.03 | 0.75  | 1.19 | 1.25| 0.84|
| NOM  | 1.00| 1.15 | 1.11  | 1.03 | 0.33| 0.21|
| NUM  | 0.92| 0.89 | 1.20  | 0.87 | 1.15| 1.40|
| PRO  | 1.51| 0.52 | 1.05  | 0.93 | 0.74| 0.60|
| PRO-ITEM| 0.99| 0.97 | 0.95  | 1.52 | 1.42| 0.58|
| PRO-END| 1.58| 1.34 | 1.08  | 1.45 | 1.33| 0.56|
| PRO-FER| 1.30| 1.03 | 0.58  | 1.05 | 0.86| 0.67|
| PRO-REL| 0.76| 1.14 | 1.25  | 1.28 | 1.01| 1.07|
| PRP  | 0.99| 0.99 | 1.18  | 0.98 | 1.04| 0.77|
| PRP*| 1.59*| 0.85 | 1.13  | 1.03 | 1.39| 1.78|
| PUN  | 0.95| 0.99 | 1.15  | 0.88 | 1.00| 1.34|
| PUN-cat| 0.80| 4.11*| 0.80  | 0.00 | 0.23| 4.91|
| SENT | 1.16| 0.96 | 0.79  | 1.08 | 0.85| 1.08|
| VER-const| 1.49| 0.97 | 0.80  | 0.87 | 1.83| 0.00|
| VER-futu| 0.84| 4.63*| 0.39  | 0.44 | 0.17| 1.17|
| VER-impr| 1.44| 0.38 | 2.06* | 0.34 | 0.30| 0.14|
| VER-inf| 1.07| 0.76 | 0.89  | 1.50 | 0.91| 0.54|
| VER-prep| 1.26| 0.91 | 0.95  | 0.90 | 0.80| 0.57|
| VER-pres| 1.42| 1.09 | 1.05  | 0.78 | 0.31| 0.81|
| VER-timp| 0.61| 0.98 | 0.71  | 1.34 | 1.07| 1.79*|
| VER-simp| 2.60*| 0.71 | 0.32  | 0.08 | 1.26| 0.08|
| VER-subs| 0.53| 0.00 | 0.59  | 5.26*| 0.00| 0.00|
| VER-subs*| 0.32| 3.58*| 0.00  | 1.61 | 0.64| 1.67|

3.2 Results with automatic fuzzy clustering

Figures 1 to 6 present the results for the method described above. The number of groups after aggregation and the corrected Rand index as a function of the relative temperature are shown for the

---

2 A complete explanation about the signification of POS-tags in the table is available on [http://www.ims.uni-stuttgart.de/~schmid/french-tagset.html](http://www.ims.uni-stuttgart.de/~schmid/french-tagset.html)

---

Figure 1: “Un Fou?” by Maupassant: number of groups and corrected Rand index as a function of the relative temperature. For each curve, the thick line represents the mean and the two thin lines represent the standard deviation.

Figure 2: “Un Fou?” by Maupassant: Jaccard index according to the relative temperature. The curve of number of groups is given for reminder.
tive temperature. In figure 1, the two remarkable peaks for the corrected Rand index correspond to around 26 and 8.5 groups after aggregation. Figure 2 shows that Jaccard index increases when the number of groups decreases until there is only one group. However, the maximum of Jaccard index appears around 8 groups as does the second maximum of the corrected Rand index. It is obvious that the two indexes give different results. On the one hand, the Jaccard index takes a non-zero value in presence of single group, an artefact due to the absence of correction for self-similarity in (2). On the other hand, the corrected Rand index can take negative values, which means that results are worse than chance.

Similar studies were made for "L'Orient" and "Un Fou". For the former, the corrected Rand index decreases when the relative temperature increases, with two small local maxima for around 96 and 30 goups. For the latter, corrected Rand index is always negative, except with small relative temperatures which correspond to 180 groups. And for both texts, Jaccard index increases while the number of groups decrease monotonically until it becomes maximal for one group.

![Figure 3: Clustering of clauses of "Un Fou?" by Maupassant (each symbol belongs to one of the eight clusters and numbers correspond with the position of clauses in the text).](image)

Finally, an example for "Un Fou?" is given in figures 3 to 6 with the following parameters: \( m = 316 \), \( N_{\text{max}} = 400 \) and \( t_{\text{rel}} = 0.157 \) designed to produce \( M = 8 \) groups after aggregation, because the two evaluation indexes have interesting value for this number of groups. In figure 3, all clauses \((n = 316)\) are represented in a 2D plot. Figure 5 represents dissimilarities between POS-tags in the same space as figure 3. For all these figures, dissimilarities are not well represented, since the expressed inertia is only 18.4%.

### 4 Preliminary evaluation

![Figure 4: Zoom of figure 3.](image)

| Classes identified by the expert | arg | desct | dat | expct | ing | nar | Total |
|---------------------------------|-----|-------|-----|-------|-----|-----|-------|
| 1                               | 48  | 30    | 33  | 34    | 15  | 101 | 264   |
| 2                               | 4   | 0     | 2   | 1     | 0   | 0   | 7     |
| 3                               | 0   | 0     | 1   | 1     | 0   | 0   | 2     |
| 4                               | 0   | 0     | 2   | 0     | 0   | 0   | 2     |
| 5                               | 0   | 2     | 2   | 0     | 8   | 0   | 12    |
| 6                               | 2   | 0     | 1   | 0     | 2   | 0   | 6     |
| 7                               | 5   | 0     | 5   | 4     | 0   | 3   | 17    |
| 8                               | 0   | 1     | 0   | 6     | 0   | 2   | 9     |
| Total                           | 59  | 33    | 46  | 46    | 26  | 106 | 316   |

Table 4: Cross-counts between unsupervised and manual classification.

Table 4 shows cross-counts between automatic clusters and classes assigned by the human expert corresponding to the analysis of figures 3 to 6. The chi square reveals a strong relation between automatic clustering and expert classification \((\text{chi}^2 = 137.28 \text{ with } df = 35 \text{ and } p < 10^{-13})\). For this table, other evaluation criteria are less satisfactory \((RC = 0.06 \text{ and } J = 0.22)\).

In addition to the results obtained above with the fuzzy clustering, K-means (respectively fuzzy clustering) was performed on the three texts for 6 groups (respectively with a relative temperature yielding around 6 groups) and on "Un Fou?" and "L'Orient" for a number of groups (respectively relative temperature) corresponding to the best
Despite encouraging first results, demonstrating the dependence between the clusters obtained to the three criteria, while for "L’Orient" and "Un Fou", the non-weighted K-means never induces the best classification. Finally, the corrected Rand index is low, or even negative, for "Un Fou". Perhaps it is due to the fact that this text is partly different, even if it is a short story as the both other texts. Indeed, this text is made of a journal part.

To conclude, all these preliminary results must be considered with caution, in regard to the small size of the sample, annotated by a unique expert.

## 5 Work in progress

Despite encouraging first results, demonstrating the dependence between the clusters obtained
based on POS-tags and the linguistic types assessed by the human expert, the limitations are obvious, and further improvements have to be explored. First of all, it will be interesting to apply a bi- or trigram model to replace individual POS-tags. Besides this, using only POS-tags might reveal itself no sufficient, and calling for considering the inclusion of typical words which discriminate, in a certain proportion, the different discourse types. And, in the same line, feature selection between POS-tags could improve results (see e.g. Yang and Pedersen(1997); Li et al. (2008)). It is also crucial to consider and exploit the hierarchical structure of discourse types. One way to do this could be to take into account the dominance of one type over others in a part of the hierarchical structure. Moreover, the use of other measures of clause dissimilarities, alternative to the chi-squared distances, may improve clustering results. Furthermore, combining fuzzy clustering and K-means as in the “simulated annealing” approach of Rose et al. (1990) should be explored. Finally, the possibility of automatically segmenting the text into clauses should be considered.
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