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Electricity consumption of metro stations increases sharply with expansion of a metro network and this has been a growing cause for concern. Based on relevant historical data from existing metro stations, this paper proposes a support vector regression (SVR) model to estimate daily electricity consumption of a newly constructed metro station. The model considers some major factors influencing the electricity consumption of metro station in terms of both the interior design scheme of a station (e.g., layout of the station and allocation of facilities) and external factors (e.g., passenger volume, air temperature and relative humidity). A genetic algorithm with five-fold cross-validation is used to optimize the hyper-parameters of the SVR model in order to improve its accuracy in estimating the electricity consumption of a metro station (ECMS). With the optimized hyper-parameters, results from case studies on the Beijing Subway showed that the estimating accuracy of the proposed SVR model could reach up to 95% and the correlation coefficient was 0.89. It was demonstrated that the proposed model could outperform the traditional methods which use back-propagation neural network or multivariate linear regression. The method presented in this paper can be an adequate tool for estimating the ECMS and should further assist in the delivery of new, energy-efficient metro stations.

1. Introduction

A metro system plays an important role among urban mass transit systems and has a number of advantages over other public transportation modes in metropolitan areas, such as having more reliable services, being able to transport much larger volume of passengers, and being more environmentally friendly. In China, metro networks have exploded in recent decades as the population has rapidly urbanized nationwide. For example, the total length of the metro network in Beijing has reached about 591.7 km, connecting a total of 361 stations since 2017; by the end of 2020, it is projected that the network will be expanded to over 900 km, which expects to accommodate 552 stations in total.

Although the metro is one of the most energy-efficient transportation modes, the electricity consumption of a metro system rises significantly with the continuous increase in its operation mileage. Data from the Beijing Subway shows that the whole electricity consumption of all lines added to 1.71 billion kWh in 2016, nearly three times the amount in 2010. Clearly, it has given a serious cause for concern that the overall level of the electricity consumption of the metro system will continue to go up as its network keeps expanding. Furthermore, according to statistical data derived from the Beijing Subway, the electricity consumption of a metro station (ECMS) has taken up approximately half of the total electricity consumption of an entire metro system. To reduce the ECMS is therefore of great significance to cut down the whole electricity consumption of a metro system.

The ECMS describes the full amount of electricity consumed within a metro station, involving all of its subsystems such as HVAC (heating, ventilation and air-conditioning), lighting, and other facilities (e.g., platform screen doors and escalators), which ensures the station’s normal operation.
The bulk of the ECMS is due to the use of HVAC equipment. For instance, about two thirds of the ECMS during summers is from the HVAC for most Beijing metro stations [3]. In an attempt to lower the electricity consumption by HVAC, an autonomous control system has been developed by Wang et al. [4], which could adapt cooling supply to variation of heating load. Installations of platform screen doors may help prevent additional heat brought by trains’ movements and so, to some extent, lower the level of heating load within the station [5]. Apart from the HVAC, the lighting subsystem also accounts for a good portion of the ECMS [6]. Casals et al. [7] developed an adaptive, energy-saving lighting subsystem, which could adjust the illumination intensity according to passenger volume. Further, Casals et al. [8] suggested an intelligent energy management system, which integrates the lighting, ventilation and vertical transportation subsystems, so as to deliver an integrated energy saving for a metro station.

Despite the above-mentioned facilities and equipment, how the layout of a station would impact on the ECMS has not been explicitly considered in the existing studies. It turns out that the ECMS may differ markedly across stations, given similar passenger volume and the same facilities. In other words, the ECMS depends largely on the design scheme, especially the spatial structure of the station. Therefore, it is important to establish an estimation model on ECMS considering the design of metro stations, which is an essential tool for the proper design of metro stations for energy saving.

Energy audit and identifying the critical influencing factors on ECMS are the foundation of developing estimation models on ECMS. Fu and Deng [9] analysed the practical data of the energy consumption in Guangzhou railway stations and proposed a series of methods to save the energy consumed by air-conditioning system, power equipment system and lighting system. Hong and Kim [2] investigated the energy consumption of subway stations in Korean, and explored the relationship between energy consumption of station and its influencing factors. These studies pointed out the major factors influencing ECMS and revealed that the relationships between the ECMS and most factors are nonlinear. However, these studies do not serve the purpose of predicting ECMS during the station design stage to assist the energy evaluation of design schemes of a metro station.

In recent years, a series of linear models have been proposed for estimating energy consumed by stations, assuming a linear relationship between the energy consumption and its influencing factors. A few examples are as follows. Yang et al. [10] tried to identify the most important factors influencing the ECMS through correlation analysis and proposed a regression model for estimating the electricity consumption. Wang et al. [11] proposed a linear calculating model to forecast the trend of energy consumption of a given metro network, based on the indicator of monthly energy consumption. Guan et al. [12] applied a multivariate linear regression (MLR) model to analyse the contribution of different factors such as floor area of station and passenger volume to the ECMS. Ahn et al. [13] built a linear regression model to assess existing subway stations performance and predict energy consumption levels for future expansion. In fact, however, these models would be less likely to achieve a high accuracy in predicting the ECMS, as they may fail to capture the underlying nonlinearity in the relationship between the ECMS and its influencing factors.

To improve the prediction accuracy, the nonlinear back-propagation neural network (BPNN) model has been applied to predict the ECMS based on historical data in the metro system of Hong Kong [14]. A single hidden layer BPNN can generally approximate any nonlinear function with arbitrary precision [15]. Because of the strong nonlinear mapping ability, BPNN is very popular to predict the energy consumption of buildings and other systems. Ekici and Aksoy [16] used BPNN to predict the heating energy demand of three different buildings. Yokoyama et al. [17] developed a BPNN model to predict the cooling demand of a building. However, the performance of BPNN models in prediction problems is governed by the quality and quantity of training samples. Over-fitting the data and getting stuck at some local minima, which might largely reduce the prediction accuracy, are also common issues in practical applications of the BPNN models [18].

Another issue stems from the size of data for model training. With respect to the prediction of ECMS, a metro network, which at the early stages of development may not provide sufficiently large data samples. A data sample of fairly small size would also render the BPNN model ineffective [19]. Support Vector Machine (SVM), minimizing the structure risk including training error and model complexity to achieve good generalization, is a novel machine learning method for classification based on statistical learning theory [20, 21]. The principle of SVM has also been applied to regression models called Support Vector Regression (SVR) to mimic the nonlinear relationship between the variables and results. SVR has been widely applied in energy predictions [22–25], because of its ability of nonlinear approximation and dealing with multiple inputs and small samples. Thus, SVR is considered as a promising tool to predict the ECMS during station design stage based on the limited historical data.

In this study, a SVR-based model is developed to predict the daily ECMS, considering both the internal (e.g., layout of a station) and external factors with respect to operating a station. Given the fact that hyper-parameters of the model may have significant impact on its prediction accuracy [26], a genetic algorithm (GA) with k-fold cross-validation is applied in order to optimize the hyper-parameters of the SVR model. Data collected from the Beijing metro is used to demonstrate the model performance. A comparison of the proposed method with other alternatives, including both BPNN and MLR models, is also made. This study aims to provide an adequate tool for practitioners to evaluate the performance of different station design schemes in terms of electricity consumption.

The remainder of the paper is organized as follows. Section 2 analyses the factors influencing the ECMS and determines the input variables for the SVR model. Section 3 elaborates on the fundamentals of the SVR model and the method of optimizing its associated hyper-parameters with GA. Using the proposed model, Section 4 describes a case study example of estimating daily ECMS on the Beijing metro and evaluates the model performance. Finally, Section 5 summarizes the study and concludes the paper.
2. Factors Influencing the ECMS

In this section, some major factors influencing the ECMS are described in detail. These factors, which serve as input variables in the proposed model, can be generally categorized into two groups: 1) factors relating to the interior design scheme and 2) other external factors to consider.

2.1. Interior Design Scheme of Metro Station

2.1.1. Floor Area of Different Zones Station. Previous studies (e.g., [11, 12]) have shown that the scale of a metro station could have significant impact on ECMS. In general, a metro station can broadly be divided into four zones: concourse, platform, plant room and staff accommodation room. In these different zones, HVAC, lighting and other facilities are installed to provide a safe, accessible and comfortable environment for passengers and staff. What models and how many of the HVAC and lighting facilities must be installed are largely dependent on the layout of the station and the area of these zones. Namely, cooling and lighting load in the metro station are both related to its structural system as a whole. In this regard, the actual area of the four different zones would influence the ECMS and should therefore be considered as input variables in model specification.

2.1.2. Auxiliary Facilities. In metro stations, escalators and elevators are equipped to improve the quality or security of the service during operating periods. Electrical power consumption by these vertical transportation facilities is largely dependent on the layout of the station and the area of these zones. Namely, cooling and lighting load in the metro station are both related to its structural system as a whole. In this regard, the actual area of the four different zones would influence the ECMS and should therefore be considered as input variables in model specification.

2.2. External Factors. Weather is a key factor influencing the cooling load of centralized air-conditioning and ventilation subsystems of the metro stations. Air from outside the stations could bring in a certain amount of heat and moisture, which increases the cooling load of the air-conditioning subsystem.

In this regard, relative humidity and temperature of the outdoor air should be taken into account as input variables of prediction model.

In addition to weather, passenger-flow volume is another major external factor that contribute to the ECMS. Internal heat of a metro station builds up as more and more passengers enter the station. Therefore, the total number of the passengers entering or leaving a metro station should also be taken as an input variable for specifying the model.

As discussed above, the input variables of the ECMS prediction model are listed in Table 1.

3. Development of the SVR Model

This section describes the development of a SVR-based model for estimating the ECMS, with its three hyper-parameters (denoted by $c$, $\epsilon$ and $\sigma^2$) being optimized by GA.

3.1. Introduction of SVR. Let $x_j$ denote a vector consisting of all normalized input variables, and $y_j$ denote normalized value of the ECMS in the $j$-th sample dataset. Suppose the sample size of the dataset is $J$. The dataset can be defined as $\{(x_j, y_j)|j = 1, 2, \ldots, J\}$. A SVR, which may be used to describe the nonlinear relationship between the input and output variables, can be expressed in the following form [27]:

$$ f(x_i) = \omega \cdot \phi(x_i) + b. \tag{1} $$

In Equation (1), $\phi(x)$ denotes the high-dimensional feature space, which is nonlinearly mapped from the original input space $x$, while $\omega$ and $b$ are unknown parameters. According to [28], the unknown parameters can be estimated by minimizing the structure risk function as follows:

$$ R_{SVR}(c) = R_{emp} + \frac{1}{2}||\omega||^2 = c - \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i)) + \frac{1}{2}||\omega||^2, \tag{2} $$

where $R_{SVR}$ and $R_{emp}$ describe the structure risk and empirical risk, respectively; $||\omega||^2/2$ describes a regularized term that control the confidence level and $L(y_i, f(x_i))$ is the loss function. In addition, regularized constant is a penalty parameter that determines the balance between the empirical risk and the regularized term. The first term of the right-hand side of

| Classifications                        | Influencing factors                     | Input variables                  | Unit   |
|---------------------------------------|-----------------------------------------|----------------------------------|--------|
| The interior design scheme of metro station | Concourse scale                          | The area of concourse ($X^1$)    | $m^2$  |
| Platform scale                        | The area of platform ($X^2$)             | $m^2$                            |
| Plant room scale                      | The area of plant room ($X^3$)           | $m^2$                            |
| Staff accommodation room scale        | The area of staff accommodation room ($X^4$) | $m^2$                            |
| VT facilities                         | The quantity of VT facilities ($X^5$)    | —                                |
|                                      | The height of VT facilities ($X^6$)      | $m$                              |
| External factors                      | Temperature                              | Average temperature ($X^7$)      | $°C$   |
|                                      | Humidity                                 | Relative humidity ($X^8$)         | %      |
|                                      | Passenger demand                         | The total number of passengers ($X^9$) | Person/day |
the loss function would be zero if the predicted value is within the tube; otherwise, the value would be equal to the difference between prediction error and the radius of the tube. The regularized constant $\gamma$ and tube size $\varepsilon$ are both user-prescribed parameters relying on empirical analysis.

By introducing the positive slack variables $\xi_i$ and $\xi_i^*$, Equation (2) can be converted to the original objective function, which is formulated in Equation (4). As shown in Figure 1, $\xi_i$ and $\xi_i^*$ are the errors of the up and down sides, respectively, which are to be minimized so as to minimize the model training error.

The optimization problem formulated in Equation (4) can be solved in its dual formulation, where the constraints are handled by introducing Lagrange multipliers. The dual function is as follows:

$$\min \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\alpha_i^* - \alpha_i)(\alpha_j^* - \alpha_j)\phi(x_i)\phi(x_j),$$

$$-\sum_{i=1}^{n} (\alpha_i^* - \alpha_i)y_i + \varepsilon\sum_{i=1}^{n} (\alpha_i^* + \alpha_i),$$

subject to $\sum_{i=1}^{n} (\alpha_i^* - \alpha_i) = 0$, $\alpha_i, \alpha_i^* \in [0,c]$.

where both $\alpha_i$ and $\alpha_i^*$ are Lagrange multipliers. The dual problem formulated in Equation (5) is subject to the saddle point condition, which can be reduced to Equation (6).
Gaussian kernel has several advantages [30], it makes the hyper-parameters quadratic programming problem formulated above.

However, the kernel function can affect the prediction accuracy of a SVR model. In this study, a Gaussian kernel function is selected and used throughout, which is defined by Equation (8) as follows:

\[ K(x_i, x) = \exp\left(-\frac{|x_i - x|^2}{\sigma^2}\right), \]  

(8)

where \(\sigma^2\) describes the width of the Gaussian kernel. A Gaussian kernel has several advantages [30], it makes the model relatively simple due to having a single hyper-parameter and has less numerical difficulties, compared to others that may turn out to be invalid in some cases.

With selection of appropriate hyper-parameters, \(c\), \(\varepsilon\), and \(\sigma^2\), ECMS can be modelled as a function of its influencing factors through solving Lagrange multipliers, \(\alpha_i\) and \(\alpha_i^*\), of the quadratic programming problem formulated above.

3.2. Parameters Optimization Algorithm. According to [26], the hyper-parameters \(c\), \(\varepsilon\) and \(\sigma^2\) have significant impact on the performance of SVR. The hyper-parameter \(c\) determines training error and complexity of the SVR model. A fairly small value of \(c\) can give rise to a small penalty on the training error, thus resulting in the model under-fitting the training data. Whereas if \(c\) is too large, the generalization ability of the model would decrease. The hyper-parameter \(\varepsilon\) determines the width of the \(\varepsilon\)-insensitive zone. As the value of \(\varepsilon\) increases, the number of support vectors will decrease, in which case the resultant solution would be represented sparsely; however, if \(\varepsilon\) becomes too large, it will also decrease the approximation accuracy of the training data. The hyper-parameter \(\sigma^2\) specifies the structure of the high-dimensional feature space. Generally, prediction error of the model would not monotonically decrease with increasing the value of \(\sigma^2\) but increase when \(\sigma^2\) becomes too large.

Despite numerous studies looking into the optimization of the hyper-parameters, there is still a lack of metrics over which the set of these hyper-parameters would be the most suitable for the SVR model. The value of \(c\), \(\varepsilon\) and \(\sigma^2\) may be manually determined on an empirical basis (e.g., [20, 31]) or, often through grid search optimization (e.g., [22]). In this regard, this study employs GA, which has also been widely used in optimization problems [32], in an attempt to find an optimum set of the hyper-parameters given model performance. A flowchart of hyper-parameters optimization algorithm (HOA) is illustrated in Figure 2. The main steps of the proposed HOA are as follows.

Step 1. Initialize the GA parameters, including population size, crossover probability, mutation probability and maximum generation (see Table 2).

Step 2. Generate a random population. That is, all individuals of the initial population are randomly generated. Then, encode the values of the three hyper-parameters, \(c\), \(\varepsilon\) and \(\sigma^2\), in one chromosome, given \(c \in [1, 1000]\), \(\varepsilon \in [0.0001, 0.1]\), \(\sigma^2 \in [0.001, 10]\). A chromosome is equivalent to a combination of the hyper-parameters each coded as binary values (as illustrated in Figure 3).

Step 3. Repeat the evolutionary process from step (4) to step (6) until the maximum generation is reached. When the maximum generation is reached, the algorithm is terminated and the currently optimal solution is output.

Step 4. Calculate the fitness value of each individual. Firstly, the value of each hyper-parameter is obtained by decoding the chromosome. Then the SVR model is established with three hyper-parameters, and the sample data are applied to

![Figure 4: (a) Process of crossover, and (b) the process of mutation.](image)

![Figure 5: Process of building the SVR model to predict ECMS.](image)
Step 5. All individuals need to be evaluated to identify their performance. The complete solution with the best fitness value represents the best individuals, and this solution will be saved as an offspring individual.

Step 6. In this step, GA operators including selection operator, crossover operator and mutation operator are implemented to generate the offspring individuals for the next generation. Firstly, the parent individuals are selected by employing the standard roulette wheel. Then the new individuals are bred through crossover process and mutation process. Figure 4(a) shows the process of crossover and Figure 4(b) shows the process of mutation.

The final SVR model was obtained by the LibSVM toolbox [33] with the optimized value of three hyper-parameters. The relationship between SVR model and HOA can be described in Figure 5.

4. Case Study

This section demonstrates a case study example of estimating daily ECMS on the Beijing metro by using the above proposed method. Section 4.1 describes data collection and pre-processing for the case study, followed by the modelling results presented in Section 4.2. In Section 4.3, a comparison of the proposed SVR model with two different alternative models, including BPNN and MLR, is made in terms of their model performance; Section 4.4 presents a comparison between using holdout validation and five-fold cross-validation in terms of the prediction accuracy. Further, Section 4.5 analyses how different input variables considered in the proposed model would affect the performance of the ECMS estimation. Finally, a real case is conducted to illustrate the reliability of model training to get the normalized root mean square error (RMSE) $\Delta_{\text{mse}}$. Finally, the fitness value of each individual can be calculated by Equation (9), where the value of $\Delta_{\text{mse}}$ is given by the LibSVM toolbox [33].

$$ F = \exp \left( -100 \cdot \Delta_{\text{mse}} \right). $$

$$ (9) $$

These hyper-parameters are commonly tuned by minimizing the validation error [34]. In this paper, the $k$-fold cross-validation method [35] is adopted to evaluate the generalization performance of the model with different hyper-parameters in Step (4). And the normalized RMSE $\Delta_{\text{mse}}$ is used as measurement of validation error.

To implement a $k$-fold cross-validation, the training datasets are partitioned into $k$ subsets of approximately equal size in the step of model training. That is, $k - 1$ subsets of the overall training dataset are used for model training which is called training subset, while the remaining subset serves for validation. The normalized RMSE on the validation subset indicates the performance of hyper-parameters. Repeat this process for $k$ times, each subset will be used for validation exactly once. Then the normalized RMSE of all data in training dataset is obtained to estimate the validation error. Five-fold cross-validation adopted in this study, was suggested by literature [29, 36].

| Indicators | Calculation |
|------------|-------------|
| APE | $\text{APE}_i = \left| \frac{\bar{E}_i - E_i}{E_i} \right| \times 100\%, \quad \bar{E}_i = \sum_{j=1}^{I} \frac{\bar{E}_{ij}}{J}$ |
| SD | $\text{SD}_i = \sqrt{\sum_{j=1}^{I} \left( \bar{E}_{ij} - \bar{E} \right)^2 / J}$ |
| CC | $\text{CC} = \frac{\sum_{j=1}^{I} \left( \bar{E}_{ij} - \bar{E} \right) \left( E_j - \bar{E} \right)}{\sqrt{\sum_{j=1}^{I} \left( \bar{E}_{ij} - \bar{E} \right)^2 / I} \sqrt{\sum_{j=1}^{I} \left( E_j - \bar{E} \right)^2 / I}}$ |
| RRMSE | $\text{RRMSE} = \sqrt{\sum_{i=1}^{I} \left( \text{APE}_i \right)^2 / I}$ |

### Table 3: Partial data in training dataset.

| Station ID | $X_1$ (m$^2$) | $X_2$ (m$^2$) | $X_3$ (m$^2$) | $X_4$ (m$^2$) | $X_5$ (m) | $X_6$ ($^\circ$C) | $X_7$ (%) | $X_8$ (person/day) | $E$ ($\times10^6$ kWh) |
|------------|---------------|---------------|---------------|---------------|-------------|-----------------|-----------|-------------------|-------------------|
| I          | 975           | 3225          | 17234         | 8612          | 8           | 7               | 32        | 26                | 37803             | 9.990             |
| II         | 872           | 4364          | 3488          | 1744          | 12          | 12              | 32        | 26                | 36510             | 9.769             |
| III        | 656           | 2695          | 2879          | 1313          | 10          | 12              | 32        | 26                | 37695             | 13.149            |
| IV         | 896           | 3498          | 15743         | 7570          | 5           | 9.2             | 32        | 26                | 35468             | 11.373            |
| V          | 887           | 5317          | 3784          | 1623          | 12          | 12.3            | 32        | 26                | 38948             | 10.162            |
| VI         | 635           | 3769          | 3562          | 1974          | 11          | 12.4            | 32        | 26                | 39683             | 10.965            |
| VII        | 885           | 3191          | 17220         | 8587          | 8           | 7               | 32        | 26                | 36669             | 11.191            |
| VIII       | 834           | 4336          | 3467          | 1682          | 12          | 12              | 32        | 26                | 37202             | 11.457            |
| IX         | 602           | 2635          | 2867          | 1301          | 10          | 12              | 32        | 26                | 39211             | 11.353            |
| X          | 841           | 3416          | 15672         | 7545          | 5           | 9.2             | 32        | 26                | 35468             | 6.124             |
| XI         | 788           | 5300          | 3748          | 1610          | 12          | 12.3            | 32        | 26                | 37400             | 6.176             |

### Table 4: Evaluation indicators and their calculations.
the estimation method proposed in this paper. All these studies are conducted by the MATLAB 2016a.

4.1. Data Description. Considering all the above specified input variables, a historical dataset of 12 metro stations (station I to station XII) of a same Beijing metro line was available. The training dataset is composed of historical data of stations I to station XI, covered the period from August 1, 2016 to August 30, 2016. Table 3 lists the historical data of the 11 stations (station I to station XI) in one day. In addition, the whole test dataset contains 10 samples, which is gathered from the station XII. To assess the performance of the SVR model, daily ECMS of the test dataset will be predicted.

The data was pre-processed through the min-max normalization as follows:

\[ x_i^k = \frac{X_i^k - X_{\text{min}}^k}{X_{\text{max}}^k - X_{\text{min}}^k} \quad \text{(10)} \]

\[ y_i = \frac{E_i - E_{\text{min}}}{E_{\text{max}} - E_{\text{min}}} \quad \text{(11)} \]

where \( x_i^k \) represents a real value for variable \( X_i^k (k = 1, 2, 3, \ldots, 9) \) in the \( i \)-th sample, with \( X_{\text{min}}^k \) and \( X_{\text{max}}^k \) being the minimum and maximum values over all the data samples. \( x_i^k \) and \( y_i \) denote the normalized input and output variable values, \( E_i \) means the value of the output variable under the sample \( i \), \( E_{\text{min}} \) and \( E_{\text{max}} \) are the corresponding minimum and maximum values in all samples of output variable.

4.2. Performance of the Proposed SVR Model. In this section, numerical cases are implemented to verify the effectiveness of the SVR model. Absolute percentage error (APE), standard deviation (SD), correlation coefficient (CC), relative root mean square error (RRMSE) were used as evaluation indicators. Table 4 lists the formulas of the above four evaluation indicators.

As mentioned above, hyper-parameters \( c, \varepsilon \), and \( \sigma^2 \) have impact on the final model performance. In this regard, a method is proposed there to weaken the negative impact caused by the randomness of GA, which will be described in detail as follow. With the same dataset, the optimization process of hyper-parameters was repeated 20 times to obtain 20 sets of different values with respect to three hyper-parameters. In the process of ECMS prediction, the hyper-parameters are selected in turn according to parameter ID. With the selected hyper-parameters, the SVR prediction model was trained based on all training dataset. Then the estimation result of ECMS of the metro station XII can be obtained by giving the
evaluation indicators reveal that the SVR model performs high prediction accuracy on ECMS.

4.3. Comparison with Alternative Models. Apart from the proposed SVR model above, both the BPNN [14] and MLR model [37] were also used to predicting the ECMS. This subsection compares their performance in terms of accuracy and applicability.

The BPNN model consists of three layers: an input layer, a hidden layer and an output layer. Let $N_h$ denote the number of neurons in the hidden layer, which can have significant impact on the performance of the BPNN model. As a rule of thumb (cf. [14]), it can be derived by Equation (12) as follows:

$$N_h = \frac{N_{in} + N_{out}}{2} + \sqrt{N_t},$$  \hspace{1cm} (12)

where, $N_{in}$ and $N_{out}$ denote the numbers of input and output variables, respectively; and $N_t$ the sample size of training set.

In addition, comparable result of the MLR model was obtained directly by using the IBM SPSS Statistics 20 software. Note that the sample data for training both the BPNN and MLR models were the same as the one used for SVR model. The predicted results by different models are illustrated in Figure 8 and their respective model accuracy is compared in Table 6.

In Figure 8, the curves of SVR model and BPNN model are more similar to the curve actual value than the curve of MLR model. It is proved that the BPNN model and the SVR model could fit better the sample data when dealing with non-linear problems. The results presented in Table 6 show that the prediction accuracy of SVR model is higher than that of BPNN and MLR models.

As compared to the BPNN model, SVR model achieves better generalization since SVR adopted the principle of minimizing structure risk while BPNN model only take the empirical risk into account. The principle of minimizing empirical risk is unreasonable when the number of training dataset is limited (only 330), since it consists of the training error only. On the contrary, the SVR model has powerful ability to handle the nonlinear problem with small samples. Thus, the SVR model is more suitable for the ECMS prediction problem.

4.4. Comparison of Validation Schemes. In this subsection, the hold-out validation method is also implemented in the process of hyper-parameters optimizing to verify the superiority of the validation scheme applied in this paper.

Table 6: Predicted results of SVR model, BP neural model and MLR model.

| Model  | Prediction value | Prediction result |
|--------|------------------|-------------------|
|        | CC   | RRMSE (%) | Maximum APE (%) | Average SD ($\times 10^6$ kWh) | Maximum SD ($\times 10^6$ kWh) |
| SVR    | 0.89 | 1.39     | 2.28            | 0.166                        | 0.204                        |
| BPNN   | 0.75 | 2.86     | 4.67            | 0.345                        | 0.465                        |
| MLR    | 0.61 | 2.27     | 5.19            | —                            | —                            |
4.5. The Effect of Influencing Factors. Nine influencing factors of the ECMS forecasting model are analysed in this section. Firstly, each input variable is removed in turn. Then the hyper-parameters optimization algorithm is implemented based on the surplus eight input variables of training data, and the optimization process would be repeated 20 times. With the 20 sets of hyper-parameters, the SVR model is trained based on the training data which consists of eight input variables. Finally, the predicted results can be obtained by giving the input data of prediction samples. Table 8 lists the performance of the ECMS forecasting model after one input variable is removed.

As shown in Table 8, the removal of different input variables will lead to different degrees of decline in the accuracy of the ECMS prediction model. The average temperature and relative humidity are the most significant influencing factors, which have distinct impact on the accuracy of the model compared to other factors. The area of concourse, the area of platform and the area of staff accommodation room have a large impact on the prediction accuracy, too. It means that the scale of metro station is important to the energy-saving design of the metro system that it can be adjusted in the planning and design stage. Thus, the station size should be reduced as much as possible to reduce station electricity consumption if the constraint of accommodation capacity be satisfied.

4.6. Prediction Results on a New Metro Station. In this subsection, a new metro station apart from the above existing stations is employed to validate the performance of the proposed SVR model in estimating the ECMS during design stage. The real-world parameters and energy consumption of this station over ten days are collected and given in Table 9.

The prediction results by the proposed SVR model are shown in Figure 10. It is found that the prediction values are very close to the actual ones and the correlation coefficient reaches 0.88. The maximum APE, corresponding to the 7th sample, is no more than 2.75%. In other words, the SVR model is able to predict the ECMS of a new metro station with a satisfactory accuracy.

5. Conclusion

This paper proposes a new approach to estimating the ECMS given data of a small sample size. The major factors influencing the ECMS are discussed, including average air temperature, relative humidity, area of some key components (i.e., station concourse, platform, staff accommodation room and plant room) of a station, number of passengers, and both number and heights of escalators/elevators. All the above nine variables are proposed as the input variables of a SVR model, and the hyper-parameters of the SVR model is optimized by GA. The case studies based on actual data validated the effectiveness of

Table 7: Comparison between five-fold cross-validation method and hold-out validation method.

| Method                              | Prediction value | Prediction result |
|-------------------------------------|------------------|-------------------|
|                                     | CC               | RRMSE (%)         | Average SD (×10^6 kWh) | Maximum SD (×10^6 kWh) |
| Five-fold cross-validation          | 0.89             | 1.39              | 0.89                    | 0.204                   |
| Hold-out validation                 | Sample set A     | 0.83              | 5.76                    | 0.83                    | 0.538                   |
|                                     | Sample set B     | 0.65              | 4.01                    | 0.65                    | 0.613                   |

Table 8: Impact of influence factors on model prediction result.

| Missing variable                              | Maximum APE | CC |
|-----------------------------------------------|-------------|----|
| Average temperature                          | 9.02%       | 0.37|
| Relative humidity                            | 8.52%       | 0.48|
| Area of concourse                            | 6.66%       | 0.76|
| Area of platform                             | 7.60%       | 0.71|
| Area of staff accommodation room             | 6.58%       | 0.84|
| Area of plant room                           | 5.98%       | 0.88|
| Quantity of escalators or elevators          | 6.76%       | 0.81|
| Height of escalators or elevators            | 6.89%       | 0.81|
| Number of passengers                         | 6.00%       | 0.74|
the proposed SVR and demonstrated the SVR model could achieve higher prediction accuracy than a BPNN model and a MLR model. The proposed SVR model provides a promising alternative approach to predicting the ECMS of new metro stations. The prediction of traction energy consumption for a new metro line is the next step of our research, as the amount of energy consumed by train traction also accounts for a large proportion of the overall energy consumption in a metro system.
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