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Abstract—We propose an adaptive optimisation approach for tuning stochastic model predictive control (MPC) hyper-parameters while jointly estimating probability distributions of the transition model parameters based on performance rewards. In particular, we develop a Bayesian optimisation (BO) algorithm with a heteroscedastic noise model to deal with varying noise across the MPC hyper-parameter and dynamics model parameter spaces. Typical homoscedastic noise models are unrealistic for tuning MPC since stochastic controllers are inherently noisy, and the level of noise is affected by their hyper-parameter settings. We evaluate the proposed optimisation algorithm in simulated control and robotics tasks where we jointly infer control and dynamics parameters. Experimental results demonstrate that our approach leads to higher cumulative rewards and more stable controllers.

I. INTRODUCTION

Stochastic model predictive control (MPC) methods have been successfully used in many applications, from steady-state control to path planning in robotics [1]. These methods rely on a model of the system dynamics to obtain optimal control strategies, or actions, by weight-averaging sampled trajectories at each time step. There have been several variations of these methods, including path integral and cross-entropy approaches [2]. Unfortunately, because stochastic MPC relies on a dynamics model, its robustness degrades when such a model is different from the true dynamics. The controller could misrepresent the environment, wrongly optimising a performance function on an alternative dynamical system, which might not translate to optimal actions on the real system. The broad term for this issue is reality gap, which appears in sim-to-real transfer in the context of robotic simulators [3], [4] and system identification as typical cases. Despite the reliance on an accurate model, model-based control and model-based reinforcement learning typically require fewer interactions with the environment, which makes them more suitable for real-world robotics applications than model-free approaches [5].

In parallel developments, Bayesian optimisation (BO) as a black-box optimisation method [6] has been applied to control and robotics to optimise hyper-parameters in environment control [7], [8] and real robotic manipulators [9]. The conventional homoscedastic BO approach, however, is based on the strict assumption of constant observation noise. Heteroscedastic noise models can better quantify uncertainty in practical control problems by considering input-dependent noise. In [10], varying noise levels were discovered for a stochastic MPC hyper-parameter $\sigma_e$ that determines control variance in a model predictive path integral (MPPI) [2] controller for benchmark control problems.

As a way to deal with the reality gap, domain randomisation has been applied to randomise simulators to expose the robot to different scenarios instead of learning controllers on a single simulated scenario [11]. Domain randomisation could be applied at any component of the reality gap, and it has been used to simulate environments [12] and to optimise the robot model parameters [4], [13].

In this paper, we address the reality gap problem in stochastic MPC by deriving a BO framework to learn controllers which are robust under model uncertainty. Our framework deals with robustness since it does not have to be precise regarding the dynamics model parameters. We perform adaptive domain randomisation to automatically estimate probability distributions over model parameters solely based on task performance data while jointly optimising the controller’s hyper-parameters. To account for non-homogeneous response noise, we extend the framework in [10] which employs heteroscedastic BO to tune MPPI controllers. Our contributions can be summarised as follows:

- a framework for tuning stochastic MPC while jointly estimating probability distributions of the transition model parameters, which is based only on observing rewards;
- an analysis on whether capturing the uncertainty of dynamic parameters leads to better performance;
- experimental results on benchmark simulated classic control and robotic problems.

II. BACKGROUND

A. Stochastic Model Predictive Control

Model predictive control (MPC) consists of optimising robot actions over a horizon $T$ based on the idea of solving inner cost optimisation problems over predicted trajectories. MPC returns a next optimal action $a^*$ that is sent to the system actuators. A stochastic MPC method models disturbances as random variables. At each time step $t$, stochastic MPC generates sequences of perturbed actions $V_t = \{a_t^* + \epsilon_t\}_{t=1}^{T}$ where $\epsilon_t \sim \mathcal{N}(0, \sigma_e^2)$, based on a roll-over sequence of optimal actions $\{a_t^*\}_{t=1}^{T}$ that start as 0. Each action results in a state produced by a transition or dynamics model $s_{t+1} = f(s_t, a_t)$. Action sequences result in a state trajectory $S_t = \{s_{t+i}\}_{i=1}^{T}$. Each one has a cost
determined by a cumulative function \( C \) with instant cost \( c \) and terminal cost \( q \):

\[
C(S_t) = q(s_{t+T}) + \sum_{i=1}^{T-1} c(s_{t+i}) .
\]

A stochastic method known as model predictive path integral (MPPI) and its variations [2] provide optimal actions for the entire horizon working under an information-theoretic approach. After \( M \) rollouts, MPPI updates a sequence of optimal actions and weights:

\[
a_i^* \leftarrow a_i^* + \sum_{j=1}^{M} w(V_i) e_j^i ,
\]

\[
w(V_i) = \frac{1}{\eta} \exp \left( -\frac{1}{\lambda} \left( C(S_i) + \frac{\lambda}{\sigma^2_i} \sum_{i=t}^{t+T} a_i^* \cdot v_i \right) \right) ,
\]

where \( j \in \{1, \ldots, M\} \) and \( \eta \) is a normalisation constant. For the hyper-parameter temperature \( \lambda \in \mathbb{R}^+ \), \( \lambda \to 0 \) leads to a single trajectory having higher probability of occurrence, and there is also the control variance \( \sigma^2 \) that results in more varying and forceful actions when it increases [2]. In this way, both \( \lambda \) and \( \sigma^e \) control exploration and exploitation of trajectories. The other hyper-parameters are horizon \( T \) and number of roll-outs \( M \).

B. Gaussian Processes

Gaussian processes are non-parametric probabilistic models to approximate functions [14]. Considering a function \( g : \mathcal{X} \to \mathbb{R} \), GPs are specified by a mean function \( m = m(X) \) and a covariance function \( k : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \). Given a design matrix of \( n \) points \( X \), function evaluations \( g(X) = [g(x_1), \ldots, g(x_n)]^T \) where \( \{x_i\}^n_{i=1} \subseteq \mathcal{X} \) are Gaussian:

\[
g(X) \sim \mathcal{N}(m(X), K) ,
\]

where \( K \) is a \( n \)-by-\( n \) covariance matrix \( [K]_{i,j} = k(x_i, x_j) \). By denoting a test point as \( x_r \), we condition \( g_r = g(x_r) \) on the observations \( y = g(X) + \nu \), where \( \nu \sim \mathcal{N}(0, \Sigma_\nu) \) represents observation noise, producing a Gaussian posterior distribution \( g_r | X, y, x_r \sim \mathcal{N}(\hat{g}_r, \text{var}(g_r)) \). The posterior infers \( g \) at unobserved locations and has the closed form:

\[
\hat{g}_r = m(x_r) + k(x_r, X)(K + \Sigma_\nu)^{-1}(y - m(X))
\]

\[
\text{var}(g_r) = k(x_r, x_r) - k(x_r, X)(K + \Sigma_\nu)^{-1}k(X, x_r) ,
\]

Under a homoscedastic noise assumption, \( \Sigma_\nu = \sigma^2 \mathbf{I} \). In this paper, however, we assume a heteroscedastic, i.e. input-dependent, noise formulation where \( \Sigma_\nu = \sigma^2(X) \) and we use a surrogate model \( m(X) \) to internally approximate an objective function \( g : \mathcal{X} \to \mathbb{R} \), which is commonly a reward maximisation problem \( x^* \in \arg\max_{x \in \mathcal{X}} g(x) \). Given a set of collected observations \( D_{1:t} \), BO constructs the surrogate model that provides a posterior distribution over the objective function \( g \). This posterior is used to construct the acquisition function \( h \), which measures both performance and uncertainty of unexplored points. The next step is optimising the acquisition function, obtaining a sample \( (x_t, y_t) \). We use the acquisition function known as upper confidence bound (UCB) [15] due to its simplicity in balancing exploration and exploitation with the balance factor \( \delta > 0 \). A high value of \( \delta \) leads to more exploration:

\[
h(x) := \mu(x) + \delta \sigma(x) , \quad x_t \in \arg\max_{x \in \mathcal{X}} h(x, M, D_{1:t}) ,
\]

where \( \mu(x) \) is the posterior mean and \( \sigma(x) \) is the posterior variance of the objective function \( g(x) \). Both are obtained with a surrogate model \( M \) trained with \( D_{1:t} \). The next sampling point \( x_t \) is obtained by solving Eq. 7.

III. METHODOLOGY

This section describes our heteroscedastic Bayesian optimisation method for adaptive MPC. We start with a description of the transition model and the adaptation problem we consider and then proceed with adaptive MPC and our approach to model heteroscedastic noise.

A. Transition Model and Adaptation

We use a dynamics model with model parameters \( \theta \) and a deterministic state transition model \( s_{t+1} = f(s_t, a_t, \theta) \) where a given state \( s_{t+1} \) depends only on the previous state \( s_t \) and the applied action \( a_t \). The system state \( s \in S \) lies in a continuous state space \( S \), and \( a \in A \) is an action specified by a discrete action space. Upon the execution of an action, the system transitions to the next state \( s_{t+1} \), producing an instantaneous reward \( r_t : S \times A \to \mathbb{R} \) that measures the system performance at a given state and action.

While stochastic MPC optimises actions, we add model parameter randomisation at each trajectory rollout in order to adapt the controller to the transition model in real-time. For instance, in the case of the Pendulum problem, the parameter mass \( \theta = m \) could be beta-distributed, \( m \sim \text{Beta}(\alpha, \beta) \), and we would obtain mass distributions as in Eq. 1b. In such a case, we would have an adaptive transition model \( s_{t+1} = f(s_t, a_t, m) \) and the objective would be to adapt a prior mass distribution \( p(m) \) to a robust mass probability distribution with expected value around the true mass.

To handle model uncertainty, we consider model parameters as random variables with values within a given range. The closer the range is from the true parameter, the higher the reward as it appears in Fig. 2 which shows cumulative rewards for possible distributions of the pendulum mass and length parameterised by \( \mu \) and \( \sigma \). The red regions present the highest cumulative rewards. We estimate these optimal parameter distributions via Bayesian posterior inference.

We define a random vector of model parameters \( \theta \) and adapt them to the heteroscedastic MPC controller. Each
model parameter follows a probability distribution parameterised by $\psi$:

$$\theta \sim p_\theta(\theta; \psi), \quad s_{t+1} = f(s_t, a_t + \epsilon_t, \theta),$$  

where $s_t$ is a vector of states obtained at time $t$, and $a_t + \epsilon_t$ is a vector of perturbed actions. $\theta$ become transition model inputs. Finally, optimal actions found by MPC are sent to the system using the adaptive transition model $f$.

B. Adaptive Model Predictive Control

We do not directly aim at finding parameters that match the observed dynamics as we would do in a system identification approach [16]. Instead, we adapt model parameter distributions to the controller, which means those resulting distributions may not be close to their true values. We make sure that we are using the right MPC hyper-parameters by adapting them to the transition model parameters. In the case of MPPI [2], the hyper-parameters are the temperature $\lambda$, noise $\sigma_t$, horizon $T$, and the number of rollouts $M$ as described in Sec. II-A. They can be collectively described as $\phi$. In this work, we only work with $\lambda$ and $\sigma_t$. Fig. 3 shows cumulative rewards for grid search hyper-parameter combinations of Pendulum and Reacher simulators where optimal regions are in red.

We optimise the episodic cumulative reward $R$ by jointly optimising $\psi$, which parameterises the model parameters $\theta$, and the controller hyper-parameters $\phi$. The optimisation problem is described as follows:

$$\psi^*, \phi^* = \arg\max_{\psi, \phi} R(\psi, \phi).$$

We define $R = \sum_{i=1}^{n_x} r_i$, where $n_x$ is the number of time steps of an episode. We aim to maximise the expected cumulative reward $g := \mathbb{E}[R]$ of the controller under the real transition dynamics, which is unknown. We approximate the expected cumulative reward $g$ empirically by averaging over $n_e$ episodes.

In order to handle noisy heteroscedastic observations, we define $x = \{\psi, \phi\}$ as a variable to optimise the cumulative reward as performance measure $g$ with BO posterior inference $g_\nu|\mathbf{X}, \mathbf{y}, x_n \sim N(\hat{g}_n, \text{cov}(g_n))$ where $\mathbf{X}$ and $\mathbf{y}$ is a set of hyper-parameter observations and $(x_n, g_n)$ are the hyper-parameter setting and reward sampled by BO. This way, we are able to find optimal MPC hyper-parameters adapted to the transition model.

C. Parametric Heteroscedastic Noise Model

Cumulative rewards as a function of hyper-parameters for stochastic MPC present varying noise [10]. For that reason, a heteroscedastic noise model for BO optimisation should be considered. We use a heteroscedastic noise model $\Sigma_\nu$ for the GP defined in Eq. 4. To define $\Sigma_\nu$, we assume that episodes are executed independently, which means that $k_\nu(x, x') = 0$ for $x \neq x'$. Then, we model only $k_\nu(x, x) = \sigma_\nu^2(x)$. Previously, [10] defined the parametric noise model:

$$\sigma_\nu(x) = z \cdot \exp \left( \beta^T \rho(x) \right) + \zeta,$$

where $\beta \in \mathbb{R}^m$, $\zeta \geq 0$ and $\rho : \mathcal{X} \rightarrow \mathbb{R}^m$ is a feature map. Small values of $z$ would produce functions that are closer to $\hat{g}$, and when $z$ is large, the model will account for more outliers. The offset term $\zeta$ represents minimum homoscedastic noise.

The exponential term ensures that $k_\nu$ is always positive definite and includes a generalised linear model $\beta^T \rho(x)$ that fits the expected cumulative reward. The feature map $\rho$ could be polynomial or kernel-based. The degree of the polynomial depends on the cumulative reward function to fit. In our experiments, we used a polynomial of degree 10, which was sufficient to model the noise we observed in practice.

Having a parametric form for $k_\nu$, we learn noise parameters separately in a two-stage regression problem. With a set
of sample inputs $x_i \in S$, we can approximate the expected reward $\hat{g}$ as in Fig. 4 using a flexible generalised linear regression model $\rho : \mathcal{X} \to \mathbb{R}^{m}$ by:

$$\hat{g}(x) \approx \alpha^T \rho(x).$$

With the estimate $\hat{g}$, we then fit the residuals $|g(x) - \hat{g}(x)|$ with (10) as a regression problem that leads to finding $\sigma$.  

IV. RELATED WORK

The importance of physics and robotic simulation tools is undeniable because they make it possible to generate large amounts of data for learning models [17], [18]. However, there are two main problems with this approach. Simulators do not fully replicate real hardware behaviour and complex environments, and there is a limit on the amount of data to collect due to resource limitations. These problems are related to the reality gap, or sim-to-real problem [3], [12], and they become noticeable when transferring policies learned in simulators to real systems.

A. Model-based Methods and Domain Randomisation

In model-based methods, a dynamics or transition model is fit by maximising the likelihood of a set of collected trajectories. This optimisation does not always correlate with optimising the system reward, as demonstrated in [19].

As a way to deal with the reality gap, rather than learning a policy on a single simulated environment, domain randomisation randomises the simulator to expose the policy to a wide range of environments at training time [11]. In the literature, dynamics randomisation has been applied to find approximations for robust dynamics in common control and robotics problems. For example, there are generalised transition models that address environment contexts where a robot’s dynamics could change due to some robotic part malfunctioning [13]. Other approaches propose inferring simulation parameters based on data instead of uniform parameter randomisation [3], [4].

Bayesian optimisation has also been applied to adapt domain parameter distributions during learning, improving sim-to-real transfer for classic control problems, [12], [20]. In particular, the approach in [12] also jointly optimises controller parameters. However, they rely on external algorithms [21] to optimise control policies and do not account for heteroscedasticity in the reward signal.

B. Stochastic MPC

Stochastic model predictive control (MPC) has several variants applied from steady-state control to path planning [2] to robotics [22]. This is due to their capacity to deal with highly non-linear dynamics and optimise non-convex reward or cost functions. Moreover, because of the similarities between model predictive control and model-based reinforcement learning [23], approaches exploiting both types of methods have been proposed. In [22], for instance, stochastic MPC together with Gaussian processes allows the system to adapt to disturbances using the GP to model uncertainty where little data is available for a robotic arm.

C. Heteroscedastic Bayesian optimisation

Bayesian optimisation has been applied to model selection and high-dimensional hyper-parameter tuning, where BO methods form some of the main sample-efficient, derivative-free optimisation methods used in robotics [24]. There have been hyper-parameter tuning approaches for MPC using BO, which optimise back-off terms for thermal energy storage [25], showing considerably optimal terms in a number of simulations. Other approaches propose MPC as a performance-driven controller by optimising design parameters with BO [26]. Another method uses heterogeneous BO for MPC [10], which optimises MPC hyper-parameters with BO. The difference with this last one is that we add transition model parameter distributions to the search space.

BO infers samples modelled by a Gaussian process, usually defined with homoscedastic i.i.d. observation noise [14]. The problem resides when modelling heteroscedastic noise. There are two main ways to do it: interpreting the heteroscedasticity using a separate model or integrating the heteroscedasticity within the GP [27].

One approach for handling heteroscedasticity is to use a separate model for the noise, which could be less expensive for big data because the system would need to fit a noise function beforehand [28]. Other approaches are useful for real-time systems by optimising the noise in real-time. The approach in [27] adds a diagonal term to the GP covariance matrix to model-independent, non-identically distributed noise, which makes inference analytically intractable, requiring approximate solutions. Another approach is to model input-dependent noise variance with a separate GP and then perform variational inference to estimate an approximate posterior GP [29]. That approach has been applied to control learning [30]. However, in addition to the extra computational cost of variational inference, the method in [30] does not evaluate uncertainty in the dynamics.

V. EXPERIMENTS

We evaluate the performance of the proposed adaptive model predictive control by solving simulated control and robotic tasks. In the first subsection, we specify the tasks and then the dynamics model and controller settings used in the experiments. Next, we evaluate the approach using optimisation methods to support the use of adaptive MPC. Finally, we present results with robotic tasks. More details can be found in the video submitted with the paper.

A. Optimisation Variables

We evaluated adaptive MPC in OpenAI benchmark tasks: Cartpole, Pendulum, Half-Cheetah, Reacher, and Fetchreach with dense reward functions. The same functions taken from [10] are applied to compute instant costs for stochastic MPC.

First of all, different tasks have different constraints for model parameters. Some parameters have to be positive, like the mass and length, and others can be defined only within a specific range. We considered using a probability distribution

1OpenAI Gym: https://gym.openai.com
with positive support for $\theta$. A beta distribution has support [0, 1], which is inconvenient since one has to scale sampled model parameters if values outside of this range are needed. We also need to specify ranges for distribution parameters $\psi$, e.g. if we define model parameters as gamma distributed, we need to specify ranges for $\alpha$ and $\beta$. We optimise the distribution mean $\mu$ and standard deviation $\sigma$ and then derive $\alpha$ and $\beta$. We use gamma distributions for the simplicity of such conversion. We define each model parameter as gamma-distributed: $\theta \sim \text{Gamma}(\alpha, \beta)$, where $\alpha = \frac{\mu}{\sigma^2}$ and $\beta = \frac{\mu}{\sigma}$.

Next, we define ranges for the parameterisation $\psi$ and the controller hyper-parameters $\phi = \{\lambda, \sigma_z\}$. These ranges were found by narrowing down large enough intervals until noticeable optimal regions are found. Then, we use heteroscedastic BO, to perform episodic cumulative reward optimisation via maximum likelihood estimation from a batch of 150 50 iterations by running both BO versions, and covariance kernel settings is done using L-BFGS-B with random initialisation. For both BO versions, we used the exponential kernel $k(x, x') = \sigma_n^2 \exp\left(-\frac{(x-x')^2}{2\sigma_n^2}\right)$. We set $\Omega := \{\sigma_\nu, \sigma_\mu, \ell\}$ for homoscedastic BO and $\Omega := \{\nu, \sigma_\nu, \ell\}$ for heteroscedastic BO. For both BO versions, we used a UCB acquisition function $\gamma$ with $\delta = 2.0$ optimised with the same global L-BFGS-B procedure.

We can see that heteroscedastic BO can outperform the others due to the noise nature. Each optimisation starts at points that give a minimum reward. On average, adaptive MPC with heteroscedastic BO can find optimal $\psi$ and $\phi$ in fewer iterations and, in most cases, with less variance.

![Fig. 5: Averaged cumulative rewards per iteration. The shaded areas denote two standard deviations. Each method started at a point with minimum expected cumulative reward.](image)

**B. Experiments on Classic Control Tasks**

We aim to find optimal hyper-parameter settings $\phi$ together with model distribution parameters $\psi$. For Cartpole and Pendulum, $\mu_\ell$ and $\mu_m$ are the mean pole length and mass. For Half-Cheetah and Reacher, we consider the scaling factor $\kappa$ as a random variable with mean and standard deviation denoted by subscripts. $\kappa$ multiplies the model parameters, e.g. $\kappa$ with mean $\mu = 1.0$ and $\sigma \to 0$ means that the model parameter corresponds exactly to its true value. $\kappa_m$ and $\kappa_d$ are the scaling factors of the masses and damping ratios for Half-Cheetah and Fetchreach, and $\kappa_{d1}$ and $\kappa_{d2}$ are scaling factors for two Reacher damping ratios.

| Problem  | $n_x$ | $T$  | $M$  | Distribution parameter range |
|----------|-------|------|------|-----------------------------|
| Cartpole | 40    | 10   | 250  | $\mu_1 \in [0.2, 1.3]$ $\sigma_1 \in [1e-5, 0.1]$ |
|          |       |      |      | $\mu_m \in [0.1, 1.5]$ $\sigma_m \in [1e-5, 0.1]$ |
| Pendulum | 15    | 20   | 400  | $\mu_1 \in [0.2, 2.0]$ $\sigma_1 \in [1e-5, 0.1]$ |
|          |       |      |      | $\mu_m \in [0.2, 2.0]$ $\sigma_m \in [1e-5, 0.1]$ |
| Half-Cheetah | 25  | 14   | 10   | $\kappa_{m,2} \in [0.6, 1.2]$ $\kappa_{m,\sigma} \in [1e-5, 0.1]$ |
|          |       |      |      | $\kappa_{d,2} \in [0.6, 1.4]$ $\kappa_{d,\sigma} \in [1e-5, 0.1]$ |
| Reacher  | 20    | 12   | 18   | $\kappa_{d1,2} \in [0.1, 0.8]$ $\kappa_{d1,\sigma} \in [0.001, 0.6]$ |
|          |       |      |      | $\kappa_{d2,2} \in [0.1, 0.8]$ $\kappa_{d2,\sigma} \in [0.001, 0.6]$ |
| Fetchreach | 120  | 3    | 12   | $\kappa_{d,\mu} \in [1.0, 50.0]$ $\kappa_{d,\sigma} \in [0.001, 0.6]$ |

### TABLE I: Parameters of ranges and scaling factors.

We use true parameter values of 1.0 and search spaces within $\lambda \in [1e-5, 2.5]$, $\sigma_z \in [1e-5, 4.0]$ for the controller hyper-parameters and distribution parameters with ranges shown in Table I with $n_x = 200$ for every task. Results in Fig. 5 show averaged cumulative rewards for 50 iterations by running both BO versions, and covariance matrix adaptation evolution strategy (CMA-ES) [31], which was configured according to [10]. Each BO method had GP kernel hyper-parameters and noise model globally optimised via maximum likelihood estimation from a batch of 150 observations. We used an exponential kernel for both. The maximum likelihood optimisation for finding optimal GP kernel settings is done using L-BFGS-B with random initialisations. For both BO versions, we used the exponential kernel $k(x, x') = \sigma_n^2 \exp\left(-\frac{(x-x')^2}{2\sigma_n^2}\right)$.

For Half-Cheetah, the optimised distribution of the scaling factor of the mass $\kappa_m$ yields a reward of 701.29, which is higher than the reward obtained with true value. This can be explained because we optimise the reward for the controller and not for system identification. In Fig. 6, we show the cumulative reward of using the true parameters and the optimised distribution. The optimal parameter distribution estimation shows the approximation to the true value.

![Fig. 6: Mass parameter scaling factor $\kappa_m$ for Half-Cheetah.](image)

In the case of Fetchreach, the damping ratio plays a major role. We found out that even wrong dynamics model parameters can lead to better performance. In Fig. 7, we start at an initial parameter distribution denoted in blue for the damping ratio $\kappa_d$ that gives a maximum reward found via random search. Then, we use adaptive MPC with heteroscedastic BO to optimise the parameter distribution. We found that a high damping ratio allows faster movements,
improving reward performance with the true model. That is because, for an overdamped model, the controller would be prone to apply higher torques by choosing a larger control variance $\sigma$. However, that leads to uncertain arm movements when the gripper is close to the target.

D. Experiments on a Robotic Simulator

We used a simulated PANDA robotic arm\footnote{IssacGym: https://developer.nvidia.com/isaac-gym} with the task of reaching a yellow target with a gripper in a single-obstacle environment using the MPPI-based motion planning framework from [32]. We define $n_e = 10$, $n_s = 480$, and the fixed hyper-parameters $T = 20$, $M = 150$, and $\sigma_e = 0.5$.

Trajectory evaluations are done on the GPU, which helped overcome efficiency issues of MPC. Then, for simplicity, the task only has one obstacle as in Fig. 8a. In this case, we adapt the controller hyper-parameter $\lambda \in [0.01, 2.0]$ to the environment by defining distribution-based length $x$, width $y$ and height $z$ defined by $\psi = \{x_\mu, x_\sigma, y_\mu, y_\sigma, z_\mu, z_\sigma\}$, and with true values $(0.3, 0.1, 0.6)$ respectively. Their search space is limited to 0.02 higher than each true size.

In Fig. 8b, we compare the averaged cumulative reward against the number of iterations with each method after running 80 iterations. The heteroscedastic behaviour of $\lambda$ is shown in Fig. 8c and that is exploited by BO$_{hetero}$.

E. Experiments on a Real Robot

We configured a reaching task using the Jaco 2 robot shown in Fig. 10 (left). We define $n_e = 8$, $n_s = 1$, and the fixed hyper-parameters $T = 1$, $M = 15000$, and $\sigma_e = 1$. The action space is composed of the 6 joint angles. The objective is to reach a fixed red target from Jaco’s predefined base position. The arm length $d_1$ and the front arm length $d_2$ with true values $(0.4100, 0.2073)$ are defined as randomised variables with $\psi = \{d_1_\mu, d_1_\sigma, d_2_\mu, d_2_\sigma\}$, and we adapt them to $\phi = \{\lambda\}$ as with the PANDA robot. We define intervals of $\pm 0.10$ the true lengths, and standard deviations $d_1_\sigma , d_2_\sigma \in (0.001, 0.03)$. The reward is computed as the negative distance from the gripper to the target.

Fig. 9: Jaco robot (left) and reward optimisation (right).

Fig. 10: Initial distribution (left) and best inference after 50 iterations (right).

\[\text{Fig. 10} \text{ shows the best approximation by BO}_{hetero} \text{ of the length variables to their true values after 50 iterations as shown in Fig. 10 (right).} \]

Optimal values of those variables should reach point estimates, but optimising point estimates is out of the scope of this work. Similar optimal distributions are inferred by both BO versions in this case.

VI. CONCLUSIONS

This work addresses the problem of optimising the performance of stochastic MPC in uncertain environments. We presented a BO framework that simultaneously optimises the internal dynamics model and the controller itself. In this context, we verified the heteroscedasticity in controller hyper-parameters and dynamics model parameters for control tasks and robotic tasks since heteroscedastic BO was able to do as well or better than the traditional BO. Experiments were run with two versions of BO and a non-BO method for reward optimisation, and results showed that having parameter and object dimension distributions can lead to improved performance in a few iterations. For future work, an approach could be to use a non-GP surrogate model for BO, such as a Bayesian deep neural network. Another point would be to obtain theoretical results on the effects of heteroscedasticity and on the performance of the framework.
