Dual impact of organisational change on subsequent exit from work unit and sickness absence: a longitudinal study among public healthcare employees
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ABSTRACT

Objectives We investigated work-unit exit, total and long-term sickness absence following organisational change among public healthcare employees.

Methods The study population comprised employees from the Capital Region of Denmark (n=14 388). Data on reorganisation at the work-unit level (merger, demerger, relocation, change of management, employee layoff or budget cut) between July and December 2013 were obtained via surveys distributed to the managers of each work unit. Individual-level data on work-unit exit, total and long-term sickness absence (≥29 days) in 2014 were obtained from company registries. For exposure to any, each type or number of reorganisations (1, 2 or ≥3), the HRs and 95% CIs for subsequent work-unit exit were estimated by Cox regression, and the risk for total and long-term sickness absence were estimated by zero-inflated Poisson regression.

Results Reorganisation was associated with subsequent work-unit exit (HR 1.10, 95% CI 1.01 to 1.19) in the year after reorganisation. This association was specifically important for exposure to ≥3 types of changes (HR 1.52, 95% CI 1.30 to 1.79), merger (HR 1.29, 95% CI 1.12 to 1.49), demerger (HR 1.41, 95% CI 1.16 to 1.71) or change of management (HR 1.24, 95% CI 1.11 to 1.38). Among the employees remaining in the work unit, reorganisation was also associated with more events of long-term sickness absence (OR 1.15, 95% CI 1.00 to 1.33), which was particularly important for merger (OR 1.31, 95% CI 1.00 to 1.72) and employee layoff (OR 1.31, 95% CI 1.08 to 1.59).

Conclusions Specific types of reorganisation seem to have a dual impact on subsequent work-unit exit and sickness absence in the year after change.

INTRODUCTION

Organisational change at the workplace is common and may be regarded as a feature of modern work life.1–2 Evidence indicates that organisational changes are associated with deleterious health and psychosocial outcomes,2,3 and consequently, subsequent employee exit from the workplace4–6 and higher risk of sickness absence (SA).3,10–12 Reorganisation may become counterproductive since workplace exit and SA are highly costly due to long-term stress-related illness, loss of productivity and costs related to replacement of employees.9,17–19

Key messages

What is already known about this subject?

► Previous studies examining the impact of organisational change mainly focused on downsizing or merger at the company level to find that these types of reorganisation were related to employee exit from the workplace or a higher risk of sickness absence among the remaining employees.

► However, the potential dual impact of subsequent workplace exit and sickness absence following various types of organisational change remains to be examined at the work-unit level.

What are the new findings?

► This study demonstrates a dual impact of individual-level subsequent employee exit from the work unit and sickness absence in the year after six types of organisational change measured at the work-unit level among 14 388 healthcare employees in the Capital Region of Denmark.

How might this impact on policy or clinical practice in the foreseeable future?

► Decision and policy makers should consider the potential adverse effects of organisational change in a work unit.

Studies of the healthcare sector have shown higher exit rates following implementation of new workflows10 and hospital mergers across occupational groups regardless of employee health.11 Also, higher exit rates have been found, especially among senior employees, following merger of computer companies2 in line with other findings of higher rates of voluntary early retirement among senior employees exposed to various types of reorganisation.8

Regarding SA, epidemiological studies found major downsizing (ie, staff reduction) and workplace expansion to be associated with more SA4,11 and a higher risk of long-term SA.4 A study from Norway demonstrated that merger, demerger, relocation and creation or shut-down of units
aggregated at the hospital level was associated with total and long-term SA, but the various types of reorganisation were not examined separately. Another study found modest risks of long-term SA during hospital merger and 2, 3 and 4 years after merger. Although there is some evidence that reorganisation adversely affects SA, other studies found SA rates to be unaffected or even decreased in women following downsizing or expansion. A limitation of previous studies of SA is that they mainly focused on employees who remained at the workplace without studying the potential accompanied effect of employees subsequently exiting their workplace after reorganisation. Indeed, one study has linked higher rates of workplace exit and long-term SA to self-reported negative consequences of reorganisation, whereas another study found no higher risk of long-term SA after privatisation of public-sector work units without major downsizing.

We examine the impact of various types of organisational change on subsequent employee exit from the work unit, total SA and long-term SA among public healthcare employees in Denmark.

METHODS AND MATERIALS
Population and study design
This longitudinal study used data from the Well-being in Hospital Employees (WHALE) cohort. The target population was established 13 January 2014 for distribution of a work-environment survey to 37,720 employees nested in 2,696 work units during March 2014.

The source population comprised employees each actively occupied in the same work unit of ≥3 employees with an average of ≥18.5 fixed working hours per week through 2013. To ensure that all employees worked in the same work unit through 2013 (although some work units changed their name), we applied the criteria that ≥3 employees and ≥30% of all employees from a given work unit must remain together after a change to be included. In the source population, there were 25,922 employees nested in 2,322 work units (figure 1).

Organisational change
Between April and June 2016, semi-annual binary data on organisational change at the work-unit level (ie, merger, demerger, relocation, change of management, employee layoff(s), budget cuts) from 2011 to 2013 were obtained via a survey (see online supplementary material 1) emailed to the work-unit managers (response rate: 59%). The measures of organisational change included exposure to no change (reference group), any type of change, each of the six types of change (not mutually exclusive) or the number of simultaneous changes (only 1, 2 or ≥3 types of changes) in the last six months of 2013.

Figure 1  Diagram representing the flow of participants and the study design. The study population of employees occupied in the same work unit in 2013 were potentially exposed to organisational change in the last six months of 2013 with follow-up on subsequent work-unit exit, total sickness absence or long-term sickness absence in 2014. Data on organisational change were collected between April and June 2016.

| Target population: Employees from the Capital Region of Denmark by 13 January 2014: N = 37,720 |
|---------------------------------------------------------------|
| Source population: Employees occupied in the same work unit in 2013: N = 25,922 |
| Study population: Employees with complete data on organisational change in last six months of 2013, baseline covariates, and work-unit exit in 2014: N = 14,388 and sickness absence in 2014: n = 14,159 |
| Excluded employees because of work-unit exit in 2013, occupation in work units with <3 employees, or average weekly working hours of <18.5 or duplicate positions: n = 11,798 |
| Excluded employees because their work-unit manager did not complete the questionnaire regarding organisational change: n = 11,534 |
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Monthly work-unit affiliation and absence data for each individual employee occupied in the period from 1 January 2012 to 31 December 2014 were recorded from registries in the Capital Region of Denmark. Data on absence included total SA (ie, all types), long-term SA (ie, ≥29 consecutive days) and absence related to child’s first or second sick day. Data on background information included age, sex, occupational group, number of employees in the work units and fixed working hours. Based on the work-unit criteria stated above, we calculated subsequent work-unit exit at the individual level between January and December 2014.

The two measures of SA were computed as percentages of the working hours missed in 2014 until work-unit exit due to total and long-term SA. The SA measures were calculated relative to the working hours to account for sickness periods overlapping with days off work and work-unit exit in 2014. For example, if an employee was sick on Monday (one working day), but was free from work the following Tuesday through Thursday and returned to work on Friday, it would otherwise appear in the records as the employee had 4 days of SA (ie, Monday through Thursday). Moreover, if an employee exited the work unit by 28 February 2014 during follow-up, the percentages of missed working hours due to SA were calculated relative to the fixed working hours between baseline at 1 January 2014 and work-unit exit by 28 February 2014. We examined both total and long-term SA because the total measure focuses on all types of SA (eg, short-term sickness, intermittent disorder), whereas the long-term measure focuses only on severe SA.

Covariates

The following variables were a priori considered as potential confounders for the association between organisational change and subsequent work-unit exit or total or long-term SA: age (quartiles), sex, number of employees in the work units (quartiles), occupation (six groups), days of SA in the year prior to reorganisation in 2012 (divided into five groups), child-related absence between 2012 and 2013 and personal gross income (quartiles) in 2012.

The study population of 14 388 employees was nested in 1245 work units. There were SA data on 14 159 employees, as 229 employees (1.59% of the study population) exited their work unit by 1 January 2014 (figure 1).

Statistical analyses

To assess the a priori impact of missing data on exposure to organisational change, we estimated the differences in subsequent work-unit exit, SA and baseline characteristics between employees with and without data on change. χ^2 tests were used for categorical variables and two-way t-tests were used for continuous variables.

The employees were followed from 1 January 2014 to work-unit exit, censoring (ie, death) or end of the study by 31 December 2014, whichever came first. Using Cox proportional hazards regression analyses, we estimated work-unit exit rates in 2014 related to each measure of change compared with no change through 2013.

Since a large proportion of employees had no SA (ie, 0 percentage), we used zero-inflated Poisson regression analyses to assess the risk of total and long-term SA after organisational change. The zero-inflated Poisson regression comprises two components in the same operation: in this study, a zero model that generates the OR and 95%CI for SA events (sick: yes/no) and a Poisson model that account for the excess count of zeros and generates the rate ratio (RR) and 95%CI for a higher percentage of SA relative to the fixed working hours among the sick-listed. In sum, this adds up to four absence outcomes: ORs and RRs for the event and percentage, respectively, of total SA, and ORs and RRs for the event and percentage, respectively, of long-term SA.

The reference group for all Cox and zero-inflated Poisson analyses employees who did not experience any organisational change in the last six months of 2013. Exposure to any organisational change (yes/no) was entered in the models as one variable. Exposure to each of the six types of change was estimated in separate models with each single change variable (yes/no) entered in turn. To avoid potential overadjustment, we did not include any of the remaining types of changes in the model, because the relationships between each change measure and the others are unclear (eg, they could be mediators or confounders). Exposure to the number of changes performed simultaneously (1, 2, ≥3) was modelled as one variable.

Crude Cox regression analyses were controlled for age only. Adjusted Cox and all zero-inflated Poisson regression analyses were controlled for age, sex, number of employees within work unit, occupation, previous SA, child-related absence and personal income.

All statistical analyses were conducted using SAS V.9.4 (SAS Institute, Cary, North Carolina, USA).

RESULTS

Table 1 shows for the study population, the distribution and prevalence of exposure to any organisational change across covariate levels.

Table 2 shows for the employees exposed to organisational change, the prevalence and distribution of exposure to each type of change across number of simultaneous changes. This table indicates that employee layoff and budget cuts were often exclusively featured together or alone. Of the 8847 changes experienced by all employees, 5022 (57%) changes were experienced in combination with ≥1 other type of change. A correlation matrix between all types of change showed that no measures were completely overlapping (r=0.07–0.33, p<0.001; online supplementary material 2).

In total, seven employees in the study population were censored due to death during follow-up in 2014. Table 3 shows the work-unit exit rates following exposure to any, each type and number of organisational changes relative to no change. Employees exposed to change in the last six months of 2013 were more likely to exit the work unit in 2014 relative to no change in the same period.

Table 4 shows the risks of the event and higher percentages of missed working hours in 2014 due to total and long-term SA following organisational change through 2013 relative to no change. Employees exposed to reorganisation had an elevated rate of total SA percentage and were more likely to have SA periods of at least 29 days in 2014 compared with employees who underwent no change.

---

1 For interpretation reasons, we inverted the output values to predict the OR of having sickness absence (one divided by output values).
The X² tests revealed that employees with data on change were less likely to subsequently exit their work unit (χ²(1)=22.90, p<0.001); however, they had comparable events of long-term SA (χ²(1)=0.32, p=0.57) in 2014 relative to employees without change data (M=4.65, SD=9.04). This points to underestimation of the effects reported in tables 3-4. There were no noteworthy differences between employees with and without change data regarding the remaining outcomes and selected baseline characteristics (see online supplementary material 3).

In post hoc, we examined potential differential effects for men and women on subsequent work-unit exit or SA by including an interaction term between any organisational change and sex. The results did not support that sex interacted on the multiplicative scale in the relations between exposure to any change and total SA, long-term SA or subsequent work-unit exit (results not shown).

**DISCUSSION**

We show higher rates of subsequent work-unit exit among employees in the year following reorganisation, especially for exposure to ≥3 types of changes, merger, demerger, relocation or change of management. Interestingly, exposure to employee layoff or budget cut was not associated with subsequent work-unit exit. Reorganisation was also associated with a higher risk of long-term SA and elevated rates of total and long-term SA percentages after exposure to 2 or ≥3 types of changes. All findings should be interpreted in the context of a relatively low unemployment rate of 5.3% through 2014 in the Capital Region.

### Table 1

**Distribution of the study population with complete data on all relevant variables and the prevalence of organisational change across covariate levels at baseline on 31 December 2013**

| Study population | Exposed to any change |
|------------------|-----------------------|
|                  | N          | % of total N | n | % of N |
| Total            | 14388      | 100          | 5794 | 40.27 |
| Female           | 10951      | 76.11        | 4375 | 39.95 |
| Age group (years) |           |              |    |         |
| 18–40            | 3630       | 25.23        | 1468 | 40.44 |
| 40–48            | 3605       | 25.06        | 1423 | 39.47 |
| 48–56            | 3578       | 24.87        | 1439 | 40.22 |
| 56–75            | 3575       | 24.85        | 1464 | 40.95 |
| Employees in work unit | |         |    |         |
| 3–12             | 3480       | 24.19        | 1066 | 30.63 |
| 13–22            | 3636       | 25.27        | 1435 | 39.47 |
| 23–32            | 3633       | 25.25        | 1531 | 42.14 |
| 33–142           | 3639       | 25.29        | 1762 | 48.42 |
| Occupational group |           |              |    |         |
| Nurses            | 6216       | 43.20        | 2564 | 41.25 |
| Administrative staff | 2643     | 18.37        | 1074 | 40.64 |
| Social/healthcare workers | 1883    | 13.09        | 667  | 35.42 |
| Service/technical staff | 1812    | 12.59        | 757  | 41.78 |
| Medical doctors and dentists | 1449     | 10.07        | 601  | 41.48 |
| Pedagogical workers | 385       | 2.68         | 131  | 34.03 |
| Days of sickness absence 2012 | |         |    |         |
| 0                | 3988       | 27.72        | 1628 | 40.82 |
| 1–3              | 3101       | 21.55        | 1242 | 40.05 |
| 4–6              | 2185       | 15.18        | 869  | 39.77 |
| 7–13             | 2742       | 19.05        | 1041 | 37.96 |
| 14–363           | 2372       | 16.48        | 1014 | 42.75 |
| Sick child 2012–2013 | 4322     | 30.04        | 1690 | 39.10 |
| Personal income (gross, Kr) | |         |    |         |
| <345 000         | 3668       | 25.49        | 1528 | 41.66 |
| 345 000–400 000  | 3736       | 25.97        | 1492 | 39.94 |
| 400 000–480 000  | 3525       | 24.50        | 1381 | 39.18 |
| >480 000         | 3459       | 24.04        | 1393 | 40.27 |

### Table 2

**Prevalence and distribution of types of organisational change across number of organisational changes performed simultaneously**

| Study population (n=14388) | 1 type of change | 2 types of changes | ≥3 types of changes |
|---------------------------|------------------|-------------------|-------------------|
| n | % of N | n | % of total n within subgroup | n | % of total n within subgroup | n | % of total n within subgroup |
| Total of any change | 5794 | 40.28 | 3826 | 26.59 | 1212 | 8.42 | 756 | 5.25 |
| Merger | 1093 | 7.60 | 225 | 5.88 | 308 | 25.41 | 560 | 74.07 |
| Demerger | 508 | 3.53 | 119 | 3.11 | 113 | 9.32 | 276 | 36.51 |
| Relocation | 985 | 6.85 | 356 | 9.30 | 290 | 23.93 | 339 | 44.84 |
| Change of management | 2236 | 15.54 | 1177 | 30.76 | 515 | 42.49 | 544 | 71.96 |
| Employee layoff | 2226 | 15.47 | 1062 | 27.76 | 673 | 55.53 | 491 | 64.95 |
| Budget cut | 1799 | 12.50 | 887 | 23.18 | 525 | 43.22 | 387 | 51.19 |

### Table 3

**Rates of subsequent employee exit from the work unit in the year after organisational change**

|                  | N | % of N, exit | Crude, exit HR (95% CI) | Adjusted, exit HR (95% CI) |
|------------------|---|--------------|-------------------------|----------------------------|
| No change*       | 8594 | 16.65 | 1.00 | 1.00 |
| Any change       | 5794 | 17.95 | 1.09 (1.01 to 1.18) | 1.10 (1.01 to 1.19) |
| 1 type of change | 3826 | 17.12 | 1.03 (0.94 to 1.13) | 1.04 (0.95 to 1.15) |
| 2 types of changes | 1212 | 17.49 | 1.06 (0.92 to 1.22) | 1.04 (0.90 to 1.20) |
| ≥3 types of changes | 756 | 22.88 | 1.44 (1.23 to 1.69) | 1.52 (1.30 to 1.79) |
| Merger           | 1093 | 21.32 | 1.33 (1.16 to 1.53) | 1.29 (1.12 to 1.49) |
| Demerger         | 508  | 21.65 | 1.36 (1.12 to 1.64) | 1.41 (1.16 to 1.71) |
| Relocation       | 985  | 19.39 | 1.19 (1.02 to 1.38) | 1.16 (1.00 to 1.35) |
| Change of management | 2236 | 19.68 | 1.20 (1.08 to 1.34) | 1.24 (1.11 to 1.38) |
| Employee layoff  | 2226 | 16.58 | 1.00 (0.89 to 1.12) | 1.03 (0.91 to 1.15) |
| Budget cut       | 1799 | 17.90 | 1.09 (0.96 to 1.23) | 1.09 (0.97 to 1.24) |

Crude Cox analyses controlled for age. Adjusted Cox analyses controlled for age, sex, number of employees in the work unit, occupational group, sickness absence in 2012, child-related absence and personal gross income.

* Reference group.
of Denmark, as unemployment rates are negatively correlated with turnover rates and long-term SA.  

### Work-unit exit

The present findings of higher exit rates are similar to a study examining voluntary early retirement among senior employees in the Capital Region of Denmark. This study found higher retirement rates following merger, change of management and relocation at the work-unit level concurrently with the present findings. Among 54787 hospital employees in Norway, Ingelsrud et al. found a higher exit rate from the hospital sector only in the second year following hospital merger, whereas we found higher exit rates in the first year after the work-unit merger. Exposure to employee layoff and budget cut were not significantly associated with higher rates of subsequent work-unit exit. This may be explained by the observation that this pair of changes was commonly featured together or alone. Building on this, we found that exposure to only 1 or 2 types of changes were not significantly associated with subsequent work-unit exit, whereas exposure to ≥3 types of changes was associated with a 1.52-fold higher exit rate relative to no change.

The reasons of work-unit exit were not examined in the present study. Some employees may voluntarily exit after changes, whereas some changes may have the tacit or explicit purpose of ‘pushing out’ employees of the workplace. Demerger may be such latter example as it was related to a particularly large exit effect and no effect of SA. The large exit effect after demerger could also be due to co-occurring changes since about half of the employees exposed to demerger were exposed to ≥3 simultaneous changes. We added to this literature by distinguishing and comparing the impact of various types of reorganisations, and we found that some, but not all, types of reorganisations are related to higher rates of subsequent work-unit exit.

### Sickness absence

In all SA analyses, more Poisson-model estimates were statistically significant than zero-model estimates. This pattern may be explained by the larger statistical power introduced by the Poisson distribution compared with the binomial distribution as indicated by the 95% CIs in table 4. The present results of higher rates of total SA following reorganisation correspond to previous findings after major downsizing only in permanent employees. Kjekshus et al. found elevated ORs for long-term SA of 1.05 during hospital merger and 1.04 in the second year after merger, which are smaller than the OR for long-term SA of 1.33 in the year following work-unit merger demonstrated in this study. The difference between these findings may be due to the work-unit approach applied presently ensuring that the exposed employees did de facto experience the merger. Our findings of higher risk for long-term SA of ≥29 days among various occupational groups after reorganisation are inconsistent with other findings of no higher risk for long-term SA of ≥91 days among hospital laboratorians and radiographers. This inconsistency may be explained by the social gradient in health between the populations studied and the conservative measure of long-term SA applied by Kokkinen et al.

In general, those types of organisational changes associated with a higher exit rate were also associated with a higher risk of SA. This suggests that organisational change has a dual impact on subsequent work-unit exit and SA. Interestingly, employee layoff was not associated with a higher work-unit exit rate, but it was associated with a large OR for events of long-term SA and a relatively
large RR for a higher percentage of SA among the remaining employees. This may be explained by the potentially higher job insecurity and lower job control among the remaining employees after a staff reduction, which may manifest as more SA. To the extent of our knowledge, only a single study has investigated potential work-environmental mediators between organisational change and SA, which found that higher job insecurity, physical demands and lower job control mediated the longitudinal association between downsizing and higher risk of long-term SA. Recent findings imply that supporting and redeploying employees as a part of downsizing is important for well-being of the workers.

Thus, it is reasonable that workplace social capital may mediate adverse effects of organisational change since this concept is linked to health status and comprises aspects of organisational justice, trust and collaboration.

We did not find differential adverse effects of organisational change between men and women in contrast to another study in the context of downsizing. This study showed that female employees with depression had a higher risk of exit out of employment, whereas unemployment in male employees was unaffected by their health status. Therefore, the lack of interaction between organisational change and sex in the present analyses may be ruled out by adjusting for previous SA.

In sum, the present findings of higher exit rates and SA following change seem to be related to specific types of change rather than a dose-response relation of the number of changes performed simultaneously. More studies are needed to examine the dual effects of reorganisation on health among employees exiting and remaining on the workplace, as the literature point to poor health outcomes in both groups. A Swedish study found that job loss predicted new events of subsequent major depression in both sexes with a larger effect size in men, yet the present study did not demonstrate an interaction between any change and sex. Future research should elucidate potential mediators of the detrimental effects from organisational change as such factors may comprise targets for interventions to buffer these effects.

Strengths and limitations

This study has several strengths. First, we examined employee exit and SA simultaneously as these job withdrawal behaviours depend on each other. Second, data on organisational change were obtained from a different source than the outcomes, which hamper common method bias. Third, following of the participants and measurement of organisational change were conducted at the work-unit level ensuring that the participants were actually affected by the organisational change in question. Fourth, it was also a strength that we were able to distinguish between six common types of organisational change adding to the detailed nature of the study.

Potential limitations are stated in the following. First, missing data on organisational change may contribute to an underestimation of the outcome effects, since the rate of subsequent work-unit exit and the percentage of total SA were slightly lower during 2014 among employees with data on change than employees without these data. Indeed, there was no significant difference between these employee groups regarding events of long-term SA in 2014. Second, data on reorganisation were retrieved retrospectively, which may have biased these data as organisational change itself could have affected the managers to leave their job and thus not provide reorganisation information in the online survey. However, we were able to contact managers who remained in the organisation, because their email address was not changed. Third, we were unable to examine the potential effects of work-unit exit and SA before or during the actual reorganisation. Indeed, findings from post hoc analyses showed only a minor effect on total SA in the first quarter of 2014 (results not shown), suggesting that the SA effects—if any—were small before or during exposure to organisational change. Fourth, the analyses did not take into account the multilevel organisational structure of the data. For consistency reasons, we choose not to use multilevel modelling as this approach was unable to converge in a zero-inflated Poisson regression model. A post hoc Cox analysis clustering employees within work units revealed an exit rate after any change of 1.12 (vs 1.10 in table 3), which suggests only a small underestimation by using a single-level approach. Fifth, a zero-inflated negative binomial Poisson model showed a superior fit with long-term SA as outcome compared with the present approach, suggesting potential overdispersion in the Poisson distribution of the long-term sickness data. Indeed, the zero-inflated negative binomial Poisson model was unable to converge with total SA as outcome. Finally, the present results cannot be attributed exclusively to each type of change as some changes are likely to be performed simultaneously and each type of change were modelled separately. Entering all six types of change variables into the same model would likely result in overadjustment because some changes may mediate other changes. Tentatively, we explored the relationships between changes by mutually adjusting for the four most correlated pair of changes in the correlation matrix (see online supplementary material 2), which generally showed similar findings, although merger/demergent adjustment seemed to have a marked role in exit rates towards null (merger: HRs from 1.29 to 1.14; demerger: HRs from 1.41 to 1.00). This could be due to the observation that 92% of the 232 employees exposed to both merger and demerger were exposed to a total of ≥3 changes. Hence, overadjustment is introduced due to impurity of the change variables, which is supported by the finding that simultaneous changes was strongly related to subsequent exit, whereas 1 or 2 changes were not.

These findings indicate that specific types of organisational change frequently occurring in the public healthcare sector have a dual impact on subsequent employee exit from the work unit and total and long-term SA among remaining employees in the year following reorganisation. Generalisations to other public sectors should be made cautiously due to various contextual factors, including sex composition.
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