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\textbf{Abstract.} Neural-network classifiers achieve high accuracy when predicting the class of an input that they were trained to identify. Maintaining this accuracy in dynamic environments, where inputs frequently fall outside the fixed set of initially known classes, remains a challenge. The typical approach is to detect inputs from novel classes and retrain the classifier on an augmented dataset. However, not only the classifier but also the detection mechanism needs to adapt in order to distinguish between newly learned and yet unknown input classes. To address this challenge, we introduce an algorithmic framework for active monitoring of a neural network. A monitor wrapped in our framework operates in parallel with the neural network and interacts with a human user via a series of interpretable labeling queries for incremental adaptation. In addition, we propose an adaptive quantitative monitor to improve precision. An experimental evaluation on a diverse set of benchmarks with varying numbers of classes confirms the benefits of our active monitoring framework in dynamic scenarios.
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\section{Introduction}

Automated classification is an essential part of numerous modern technologies and one of the most popular applications of deep neural networks \cite{21}. Neural-network image classifiers have fast-forwarded technological development in many research areas, e.g., automated object localization as a stepping stone to successful real-world robotic applications \cite{31}. Such applications require a high level of reliability from the neural networks.

However, when deployed in the real world, neural networks face a common problem of novel input classes appearing at prediction time, leading to possible misclassifications and system failures. For example, consider a scenario of
a neural network used for labeling inputs and making decisions about the next actions for an automated system with limited human supervision: a robot assistant learning to recognize objects in a new home. Assume the neural network is trained well on a dataset containing examples of a finite set of classes. However, after this robot is deployed in the real home, novel classes of objects can appear and confuse the neural network. The inherent misclassifications can stay undetected and accumulate over time, eventually reducing overall accuracy.

The likelihood of severe system damage increases with the frequency and diversity of novel input classes. Typically, this risk is addressed by detecting novel inputs, augmenting the training dataset, and retraining the classifier from scratch [29]. This procedure is not only inefficient, but also leaves the system vulnerable until such a dataset has been collected. Techniques to incrementally adapt classifiers at prediction time are beneficial for improving accuracy in real-world applications [34,32]. They, however, do not provide desired interpretability for the human. Approaches to run-time monitoring of neural networks were therefore introduced [31]. In particular, approaches based on abstractions [5,15,4] proved to be effective at detecting novel input classes. In addition, they provide transparency of neural-network monitoring.

Crucially, these monitors are constructed offline and remain static at prediction time. Functionalities they are still lacking are distinguishing between “known” and “unknown” novelties and selectively adapting at prediction time.

We propose an active monitoring framework for neural networks that detects novel input classes, obtains the correct labels from a human authority, and adapts the neural network and the monitor to the novel classes, all at prediction time. The framework contains a mechanism for automatic switching between monitoring and adaptation based on run-time statistics. Adaptation consists of either learning new classes (when enough data has been collected) or retraining with more up-to-date information (when the run-time performance is unsatisfactory), where retraining is applied to the network and the monitor independently. A trained neural-network model accompanied by our framework, as an external observer and mediator between the neural network and the human, achieves improved transparency of operation through informative interaction.

Furthermore, we propose a new monitor designed for the adaptive setting. Introducing a quantitative metric at the hidden layers of the neural network, the monitor timely warns about inputs of novel classes and reports its own confidence to the authority. This allows for assessing the need of model adaptation. The quantitative metric allows for easy adaptation at prediction time to newly introduced labels and successfully maintains overall classification accuracy on inputs of known and previously novel classes combined. As such, our framework is an interactive and interpretable tool for informed decision making in neural-network based applications. We summarize the contributions of this paper below.

1. We propose an automatic framework with two modes, monitoring and adaptation, that operates in parallel with the original neural network and adapts the monitor to novel input classes at prediction time.
2. We propose a quantitative metric to measure the confidence of the novelty detection and to guide the monitor refinement. In contrast to traditional qualitative monitoring, which judges whether or not an observed input-output pair of the network is reliable, our quantitative monitoring approach computes a numerical “reliability score” for each observed input-output pair. The score corresponds to the distance of values in feature space at training and prediction time.

3. We provide an experimental evaluation on a diverse set of image-classification benchmarks, demonstrating the effectiveness of the framework for achieving high monitor precision over time. Given a fixed budget of times the monitor can query the authority for a label, our monitoring approach adapts to the available classes and consumes the budget more effectively.

After reviewing the related work in the next section, we provide the background and assumptions used throughout the paper in Section 3. We describe our quantitative monitor and the process of adaptation in Section 4. We report on our experimental results in Section 5 and conclude in Section 6.

2 Related work

Novelty detection. Gupta and Carlone consider neural networks that estimate human poses, for which they propose a domain-specific monitoring algorithm trained on perturbed inputs [13]. Our framework is not limited to any specific domain of images. Common novelty-detection approaches [30] examine the input sample distribution [18], which is computationally heavier at run-time than our monitors. Several approaches monitor the neuron valuations and compare to a “normal” representation of those valuations per class, obtained for a training dataset: the patterns of neuron indices with highest values [36] or positive/non-negative values [5], and a box abstraction [15,43,16]. These monitors are purely qualitative and hence not adaptive, in contrast to our metric-based monitor.

Anomaly detection. There exist other directions for detecting more general anomalous behavior, not necessarily only novel classes. In selective classification, an input is rejected based on a (quantitative) confidence score, already at training time [10]. The probably best-known approach classifies based on the softmax score [12,14], which is shown to be limited in effect [9]. Approaches to failure prediction aim to identify misclassifications of known classes [45]. Domain adaptation techniques detect when the underlying data distribution changes, which is necessary for statistical methods to work reliably [32]. Notably, Royer and Lampert show that correlations in the data distribution can be exploited to increase a classifier’s precision [34]; while that approach applies to arbitrary classifiers in an unsupervised setting, it cannot deal with unknown classes. Sun and Lampert study the detection of out-of-spec situations, when classes do not occur with the expected frequency [39]. An important aspect of domain adaptation, transfer learning [28,40], is challenging online [17].
Continuous / incremental learning. A central obstacle in incremental learning is catastrophic forgetting: the classifier’s precision for known classes decreases over time [26]. We mitigate that obstacle by maintaining a sample of the training data and tuning the model on demand. Mensink et al. find that a simple nearest-class-mean (NCM) classifier (mapping an input to feature space and choosing the closest centroid of all known classes) is effective [27]; they also consider multiple centroids per class, as we do, but they use the Mahalanobis distance in contrast to our more lightweight distance. Guerriero et al. extend that idea to nonlinear deep models, where the focus is on efficiency to avoid constant retraining [11]; we also delay retraining (network and monitor) until precision deteriorates. Rebuffi et al. extend the NCM classifier for class-incremental learning with fixed memory requirements [32]. That learning approach, working in a completely supervised scenario, retrains the neural network using sample selection/herding and rehearsal. These ideas could also be integrated in our framework, but a representative sampling for our monitor is harder to obtain. Similar to the NCM approach is the proposal by Mandelbaum and Weinshall to obtain a confidence score using a $k$-nearest-neighbor distance based on the Euclidean distance with respect to the training dataset, for which they require to modify the training procedure [25]; we do not need access to the training procedure and we experimentally found that the Euclidean distance is not suitable for networks with different scales at different neurons.

Active learning. Our approach is inspired by active learning. Active learning aims to maximize prediction accuracy even on unseen data by detecting the most representative novel inputs to label and incrementally retraining the neural network on a selected sample of labeled novelties [37]. In contrast, the performance of our framework is measured primarily by the run-time precision of the monitor. We therefore use the incrementally retrained neural network solely for the monitor adaptation in parallel with the original model. Our quantitative monitor also reasons about the feature space of the neural network (and not the input space).

An essential idea behind active learning is that, when selecting the training data systematically, fewer training samples are needed; this selection is usually taken at run-time by posing labeling queries to an authority [37]. Our approach follows the spirit of selective sampling, where data comes from a stream, from the region of uncertainty [7]. Das et al. follow a statistical approach to outlier detection adapting to the reactions of the authority [8].

In an open world setting, novel classes have to be detected on the fly and the classifier needs to be adapted accordingly. This setting is first approached in [1] using an NCM classifier and in [2] with a softmax score. More recently, Mancini et al. propose a deep architecture for learning new classes dynamically [24], Wagstaff et al. argue that two main obstacles in this setting are the cold starts and the cost of having the classifier in the loop [42].
3 Background and assumptions

In this paper, we deal with neural networks, which we denote by $\mathcal{N}$. For simplicity we present the concepts assuming a single feature layer $\ell$ of the network, but they generalize to multiple feature layers in a straightforward way. A monitor is a function that takes both an input and the prediction of a classifier, and then assesses whether that prediction is correct. The monitor raises a warning if it suspects that the prediction is incorrect. The assessment can be qualitative ("yes" or "no") or quantitative (expressing the confidence of the monitor). We write $\vec{x}$ for an unlabeled data point, $\mathcal{X}$ for a (possibly labeled) dataset, $y \in \mathcal{Y}$ for a class in a set of classes, and $(\vec{x}, y)$ for a labeled data point.

Observing feature layers: We are given a trained neural network $\mathcal{N}$ and a labeled dataset $\mathcal{X}$ with classes $\mathcal{Y}$ (which is not necessarily the dataset that $\mathcal{N}$ was trained on). When we observe a feature layer $\ell$ for some input, we obtain the corresponding neuron valuations at layer $\ell$, which we regard as high-dimensional vectors. We can thus compute the set of neuron valuations $\mathcal{V}_y$ for each class $y \in \mathcal{Y}$ and each corresponding sample in $\mathcal{X}$.

Performance metrics: As conventionally used for assessing the performance of classifiers and monitors, we compute the precision score. For a classifier this is the ratio of correct classifications over all predictions, while for a monitor this is the ratio of correct warnings (true positives, $TP$) over the total number of warnings (including false positives, $FP$): $TP/(TP + FP)$. At run-time we can only compute the precision score based on samples that we know the ground truth for, i.e., samples reported by the monitor and subsequently labeled by an authority.

Hyperparameters: We define the model performance threshold $s^{*}_{\text{network}}$ as 95% of the precision score of the original neural-network model $\mathcal{N}$ on a test dataset (with classes known to $\mathcal{N}$), which we use for making decisions about model adaptation. The parameter $s^{*}_{\text{samples}}$ is the number of collected and labeled data samples of a novel class sufficient for incremental adaptation of the model to this class, which we set to $s^{*}_{\text{samples}} = 0.05 \cdot |\mathcal{X}|/|\mathcal{Y}|$ for an initially given dataset. The parameter $s^{*}_{\text{monitor}}$ is the desired precision threshold of the monitor at run-time, which we set to 0.9. The parameters $d^*(y)$ (for each class $y \in \mathcal{Y}$) are thresholds for refining the set of inputs detected by the monitor, initialized to 1.

Assumptions: In this work we make a number of assumptions. First, we assume the availability of an authority that assigns the correct label for any input that is requested. While a human can play this role in many cases, in certain applications like medical image processing such an authority does not necessarily exist. Second, in our experimental setup we assume that the authority is available in real time. We also occasionally adapt the monitor or retrain the neural network. While faster than building from scratch, this takes a non-negligible amount of time. In time-critical applications one would need to delay these interactions and adaptations accordingly. Third, neural networks require a large amount of data.
points in order to learn new classes. In our evaluation there is sufficient data available. Still, there are approaches that work with only few samples [3][23].

4 Approach

We design our monitoring framework to achieve high precision in detecting novel classes without depressing the learned model’s run-time performance. To address this trade-off, our framework operates in stages, switching between monitoring and adaptation. This procedure is based on parallel composition of two components: a dynamically adapted copy of the original neural network and a monitor that originally knows the same classes as the network. During monitoring, inputs to the network that are reported by the monitor are submitted to an authority for assigning the correct label. From that, precision scores for both the monitor and the neural network are assessed for whether adaptation is required. During adaptation, depending on the assessment, the neural network or the monitor is incrementally adjusted, or they are retrained in order to learn an unknown class.

4.1 Quantitative monitor

In addition to a general framework, we also propose a quantitative monitor for neural networks that fits well into the framework. In a nutshell, our quantitative monitor works as follows. At run-time, given an input \( \vec{x} \) and a corresponding prediction \( y \) of the neural network, the monitor observes the feature layer \( \ell \) and compares its valuation to a model of “typical” behavior for the class \( y \). Next we describe the steps to initialize this monitor, i.e., to construct said behavioral model, which are also illustrated in Fig. 1. Given a labeled training dataset, we observe the neuron valuations \( \mathcal{V}_y \) for each class \( y \in \mathcal{Y} \) (Fig. 1(a)). We then apply a clustering algorithm to the sets \( \mathcal{V}_y \) (Fig. 1(b)). In our implementation, we use a \( k \)-means [22] algorithm that finds a suitable \( k \) dynamically.

So far the initialization is shared with the qualitative monitor from [15], which would next compute the box abstraction for each cluster. A qualitative abstraction-based monitor can only determine whether a point lies inside the abstraction (here: a box) or not. Since we are interested in a quantitative monitor, we instead define a distance function below.

**Distance function.** We set reference points for computing the distance function at the cluster centers. This way the majority of points have low distance. Below we describe the particular distance function that we found effective in our evaluation, which we also depict in Fig. 1(c) and (d). We note, however, that the idea generalizes to arbitrary metrics.

Let us fix a class \( y \in \mathcal{Y} \) and a corresponding cluster \( B^y \) with center \( \vec{c} = (c_1, \ldots, c_n)^T \) of dimension \( n \). Let \( \vec{r} = (r_1, \ldots, r_n)^T \) be the radius of the bounding box around the cluster. We define the distance of a point \( \vec{p} = (p_1, \ldots, p_n)^T \) to \( B^y \) as the maximum absolute difference to \( \vec{c} \) in any projected dimension \( i \), normalized by the radius \( r_i \):

\[
d_+(\vec{p}, B^y) = \max_i |c_i - p_i| \cdot r_i^{-1}.\]
Fig. 1: Illustration of the steps for initializing the quantitative monitor on a fixed class, in a two-dimensional projection on the first two principal components $PC_1$ and $PC_2$ of the feature layer $\ell$. (a) Sampling of data points. (b) Result of clustering (here: two clusters $\bullet$ and $\ast$) where $\times$ and $\times$ respectively mark the cluster centers. (c) Quantitative metric for each cluster, visualized as dashed lines. (d) Projection of an initialized quantitative monitor and its detection results for a network trained on the first two classes of the MNIST dataset.

The distance generalizes to a set $B^y$ of clusters for the same class $y$ by taking the minimum distance in the set:

$$d_+(\vec{p}, y) = \min_{B^y \in B^y} d_+(\vec{p}, B^y).$$

Computing the distance is linear in the dimension (i.e., the number of neurons in the feature layer). We note that we can in principle also generalize the distance to a set of classes $\mathcal{Y}$ in order to obtain a new classifier. In this paper, for the purpose of monitoring, we just compare the distance for a fixed class to some class-specific threshold (which we explain later).
Algorithm 1: Active monitoring

| Line | Description |
|------|-------------|
| 1    | while True do |
| 2    | \(M, Y \leftarrow \text{buildMonitor}(N, X, \ell) \) // build monitor \(M\) and extract known classes \(Y\) from \(X\) |
| 3    | while True do |
| 4    | \(\vec{x} \leftarrow \text{get}(X_{\text{run}}) \) // get next input \(\vec{x}\) |
| 5    | \(y \leftarrow \text{classify}(N, \vec{x}) \) // predict class of \(\vec{x}\) |
| 6    | \(\vec{p} \leftarrow \text{observe}(N, \vec{x}, \ell) \) // observe output at layer \(\ell\) |
| 7    | warning, \(\vec{s} \leftarrow \text{monitor}(\vec{p}, y, M) \) // monitor and compute statistics \(\vec{s}\) |
| 8    | if warning then |
| 9    | \(y^* \leftarrow \text{askAuthority}(\vec{x}, y, d_+(\vec{p}, y))\) |
| 10   | \(X \leftarrow \text{collect}(\vec{x}, y^*, X) \) // add labeled pair \((\vec{x}, y^*)\) to \(X\) |
| 11   | \(\text{adapt}_\text{model} \leftarrow \text{evaluate}(\vec{s}, X, Y)\) // adaptation mode |
| 12   | if \(\text{adapt}_\text{model}\) then |
| 13   | \(N, M, X \leftarrow \text{adaptModel}(N, X)\) |
| 14   | break |
| 15   | \(M \leftarrow \text{adaptMonitor}(\vec{s}, M, N, X)\) |
| 16   | end |
| 17   | end |
| 18   | end |

4.2 Active monitoring algorithm

We now explain our active monitoring algorithm, summarized in Algorithm 1 and also illustrated in Fig. 2.

Initialization. We start with a trained neural network \(N\) with a feature layer \(\ell\) and a dataset \(X\) with a number of classes (the “known” classes) as inputs. The first step in line 2 is to initialize a monitor \(M\) for this network, for example as described in Section 4.1 for our quantitative monitor. Instead of working on the feature layer’s neurons directly, we learn a transformation matrix by applying principal component analysis (PCA) \[17\] or Kernel PCA \[35\] to the neuron valuations \(V_y\). This transformation is not a requirement of our framework, and hence we omit it in the pseudocode; as we noticed experimentally, this step tends to further separate the valuations \(V_y\) and \(V_{y'}\) for different classes \(y' \neq y\), which improves the overall monitor precision.

Monitoring stage (lines 3–17). At run-time, we apply our framework to a stream of inputs. For each input \(\vec{x}\), we perform the following steps. We first apply the neural network to obtain both the class prediction \(y\) and the (principal
components of the neuron valuations $\vec{p}$ at the feature layer $\ell$. We then query the monitor $M$ about the prediction. In the case of the quantitative monitor, $M$ computes the distance $d_+ (\vec{p}, y)$ with respect to the predicted class $y$. Then $M$ compares this distance to a class-specific threshold $d^*_y$; initially this threshold is set to 1, but we increase this value during the course of the algorithm later.

In the simple case that $d_+ (\vec{p}, y) \leq d^*_y$, the monitor does not raise a warning and the framework just returns the predicted class $y$ for input $\vec{x}$ (not shown in the pseudocode). Otherwise the monitor rejects the network prediction as unknown. In this case we query the authority to provide the ground truth $y^*$ for input $\vec{x}$ and add the pair $(\vec{x}, y^*)$ to our training dataset $\mathcal{X}$. For our quantitative monitor we additional provide the authority with the distance $d_+ (\vec{p}, y)$ as a confidence measure, while for qualitative monitors this argument is missing. The procedure $\text{evaluate}(s, \mathcal{X}, \mathcal{Y})$, where $s = \{s_{\text{network}}, s_{\text{samples}}, s_{\text{monitor}}\}$, decides between the following two scenarios, which we describe afterward.

\begin{itemize}
  \item[A] The ground truth matches the prediction ($y^* = y$). In this case it was not correct to raise a warning and we continue with the monitor adaptation.
  \item[B] The ground truth does not match the prediction ($y^* \neq y$), possibly because $y^*$ is unknown to $\mathcal{N}$. In this case it was correct to raise a warning and we continue with the model adaptation.
\end{itemize}
Monitor adaptation (line 15). Procedure adaptMonitor(\(\hat{s}, \mathcal{M}, \mathcal{N}, \mathcal{X}\)) for monitor adaptation in \(A\) is triggered if a wrong warning was raised and only applies to our quantitative monitor. Recall that the reason for raising a warning is that the distance of \(\hat{p}\) exceeds the threshold for class \(y\). We do not immediately adapt the monitor every time it raises a wrong warning. Instead we keep track of the monitor’s performance over time in terms of a score \(s_{\text{monitor}}\) as defined in Section 3. We only adapt the monitor if \(s_{\text{monitor}}\) drops below a user-defined threshold \(s_{\text{monitor}}^*\). The adaptation performs two simple steps. First, we adapt the cluster centers to the new collected data in \(\mathcal{X}\). Second, we adapt the distance threshold \(d_{y}^{*}\) as follows. Let \(s_{\text{samples}}\) be the number of samples of class \(y\) that we have already collected in \(\mathcal{X}\), and let \(s_{\text{samples}}^*\) be a learning threshold as defined in Section 3. We define the new threshold \(d_{y}^{*}\) (which increases compared to the old value) as

\[
   d_{y}^{*} + (d_+ (\hat{p}, y) - d_{y}^{*}) \cdot \frac{s_{\text{samples}}^{*}}{s_{\text{samples}}}.
\]

Model adaptation (lines 12–14). In contrast to monitor adaptation, model adaptation in \(B\) involves retraining the neural-network model in order to learn novel classes of inputs. Procedure adaptModel(\(\mathcal{N}, \mathcal{X}\)) performs this adaptation only if one of the following conditions is satisfied:

- \(B.1\) The number of collected samples labeled by the authority reaches a pre-defined threshold \(s_{\text{samples}}^{*}\) (see Section 3).
- \(B.2\) The precision score of the current model \(s_{\text{network}}\) falls below the desired value \(s_{\text{network}}^{*}\) (see Section 3).

In \(B.1\), using the dataset \(\mathcal{X}\) replenished with the data points reported by the monitor and labeled by the authority, we identify which class (or multiple classes) should be learned, based on the collected statistics \(\hat{s}\). We then employ transfer learning [28] to train a new model that recognizes this class (classes) in addition to the ones already known. Specifically, we remove the output layer and all trailing layers until the last fully connected one and then add a new output layer corresponding to the desired number of classes present in \(\mathcal{X}\). From the newly compiled model we also augment the monitor. In the case of our quantitative monitor, we apply the steps from Section 4.1 for the new class(es) and set the corresponding distance threshold(s) to 1.

In \(B.2\), we rely on regular run-time measurements of the precision score for the current model. Algorithmically, this is achieved by keeping a separate (not used for retraining) test dataset after each successful transfer learning. We collect only the inputs reported by our monitor and subsequently labeled by the authority. This is in line with our main objective for the human in the loop to remain the ultimate trustee for the framework.

Remark 1. The model obtained from transfer learning on the accumulated labeled samples is not meant as a replacement for the original model provided at the initialization stage but rather as an assistant to ongoing active monitoring.
Table 1: **Dataset and model description.** The columns show the number of samples for training and testing, the number of classes in total and initially known to the network, the ID of the network architecture, and the full dimension (i.e., number of neurons) of the monitored layer.

| Dataset     | Dataset size | Classes | Net ID | Dimension |
|-------------|--------------|---------|--------|-----------|
|             | train / test | all / init |        |           |
| MNIST       | 60,000 / 10,000 | 10 / 5 | 1 | 40 |
| FMNIST      | 60,000 / 10,000 | 10 / 5 | 1 | 40 |
| CIFAR10     | 50,000 / 10,000 | 10 / 5 | 3 | 256 |
| GTSRB       | 39,209 / 12,630 | 43 / 22 | 2 | 84 |
| EMNIST      | 112,800 / 18,800 | 47 / 24 | 1 | 40 |

This concludes all possible cases for one iteration of the algorithm. This process is repeated for each input in the stream.

## 5 Experiments

We perform two experiments. In the first experiment we compare our quantitative monitor to three other (static) monitoring strategies: a box-abstraction monitor [15], a monitor based on the softmax score [14], and a monitor that warns with uniform random rate. We evaluate these monitors on five image-classification datasets. In the second experiment we investigate the influence of different parameters on our quantitative monitor specifically.

### 5.1 Benchmark Datasets

We consider the following publicly available datasets, summarized in Table 1: MNIST [20], Fashion MNIST (FMNIST) [44], and Extended MNIST (EMNIST) [6] consist of 28x28 grayscale images; CIFAR10 [19] and the German Traffic Sign Recognition Benchmark (GTSRB) [38] consist of 32x32 color images.

For each of these benchmarks we trained two neural-network models: one model trained on all classes, which we refer to as the “static full” model, and one model trained on half of the classes, which we refer to as the “static half” model. We used VGG16 [46] pretrained on ImageNet for CIFAR10 and the architectures from [5] for MNIST (which we also use for FMNIST and EMNIST) and GTSRB.

### 5.2 Experimental Setup

We let the framework process inputs in batches of size 128. For each dataset we ran our active monitoring framework on reshuffled data five times.

We evaluate our active monitoring framework with four different monitoring strategies, each of which uses the same overall processing within the framework, e.g., the same sequence of samples in the input stream and the same policy for
Table 2: Monitor comparison. We compare four different monitoring strategies: quantitative (this paper), box abstraction, softmax score, and random warning. For each benchmark we report the interaction limit with the authority, the highest number of learned classes, and the average monitoring precision of five runs. The best results per benchmark are marked in **bold**.

| Dataset | Interaction limit | Quantitative class/prec | Abstraction class/prec | Softmax class/prec | Random class/prec |
|---------|-------------------|-------------------------|------------------------|-------------------|-------------------|
| MNIST   | 3,000             | 10                      | 10                     | 10                | 6                 |
|         |                   | 0.81 ± 0.01             | 0.6 ± 0.02             | 0.71 ± 0.01       | 0.48 ± 0.01       |
| FMNIST  | 3,000             | 9                       | 9                      | 10                | 8                 |
|         |                   | 0.74 ± 0.02             | 0.54 ± 0.02            | 0.7 ± 0.01        | 0.5 ± 0.01        |
| CIFAR10 | 2,500             | 10                      | 10                     | 10                | 10                |
|         |                   | 0.75 ± 0.02             | 0.61 ± 0.02            | 0.53 ± 0.01       | 0.41 ± 0.01       |
| GTSRB   | 1,960             | 37                      | 38                     | 34                | 25                |
|         |                   | 0.67 ± 0.02             | 0.7 ± 0.01             | **0.75 ± 0.03**   | 0.29 ± 0.01       |
| EMNIST  | 11,280            | 42                      | 47                     | 47                | 47                |
|         |                   | **0.81 ± 0.01**         | 0.71 ± 0.02            | 0.69 ± 0.01       | 0.39 ± 0.01       |

model adaptation. The strategy based on the softmax score rejects inputs when the score falls below 0.9. The random strategy rejects inputs with probability \( p = 5\% \) (resp. \( p = 10\% \) in the EMNIST experiment). To make the comparison fair, we limit the number of available authority queries for each strategy to a budget of \( p \) (the random rejection probability) percent of the full dataset. For most of the benchmarks we used PCA and \( s^*_{samples} \) as explained in Section 3. For CIFAR10, we used Kernel PCA and \( s^*_{samples} = 0.01 \cdot |X|/|Y| \) instead.

We implemented our framework in Python 3.6 with Tensorflow 2.2 and scikit-learn. We ran all experiments on an i7-8550U@1.80GHz CPU with 32 GB RAM. The source code and scripts that we used are available online[3].

5.3 Experimental Results

*General performance.* The performance of the different monitoring strategies in terms of monitoring precision is averaged over five runs and summarized in Table 2. For all but one benchmark our monitor achieves the highest precision, and for GTSRB the precision is comparable with other monitors. Fig. 3 shows the evolution of the monitor precision over time as more classes are learned. Recall that the network is dynamically retrained (using transfer learning) for new classes. Clearly, the number of new samples for this training procedure is lower than in a normal, full-fledged training. Consequently, the adapted network is less precise for these new classes (cf. Table 3) than a network trained on the full training dataset. Hence it is expected that the general trend in the monitoring precision is decreasing for all strategies.

[3] https://github.com/VeriXAI/Into-the-Unknown
Fig. 3: Comparison of the monitor precision between four monitoring strategies, averaged over five runs and including 95%-confidence bands. The markers correspond to points in time when a model adaptation takes place.
Table 3: **Model adaptation.** We compare the static model trained on 50% of the classes, the static model trained on all classes, and the model obtained from our framework (using the quantitative monitor), averaged over five runs. In the static cases, the test accuracy is measured on the filtered test set (not including novelties for the 50% model). The second column shows the epochs used for the initial training resp. the retraining/transfer learning at run-time.

| Dataset     | Epochs | Static half | Static full | Adaptive |
|-------------|--------|-------------|-------------|----------|
|             | init/run | train / test | train / test | test     |
| MNIST       | 10 / 10 | 0.99 / 0.99 | 0.99 / 0.99 | 0.97 ± 0.01 |
| FMNIST      | 10 / 10 | 0.99 / 0.92 | 0.97 / 0.91 | 0.79 ± 0.05 |
| CIFAR10     | 50 / 30 | 0.99 / 0.83 | 0.99 / 0.79 | 0.54 ± 0.02 |
| GTSRB       | 30 / 30 | 0.99 / 0.95 | 0.99 / 0.88 | 0.87 ± 0.01 |
| EMNIST      | 30 / 30 | 0.97 / 0.92 | 0.92 / 0.86 | 0.71 ± 0.04 |

We report the test accuracy of the neural networks in Table 3 averaged over five runs per benchmark. The accuracy is generally lower than what could be achieved by training the network with a full and balanced dataset from scratch (the “static full” model), but for some benchmarks we achieve almost the same accuracy. This shows that the framework is able to adapt to new situations.

**Cost analysis.** In Fig. 4, we show the frequency of authority queries over time. Recall that there is a budget of queries (cf. Table 2). Our quantitative monitor queries the authority more frequently at the beginning but as it adapts to more novel classes the rate of requests is steadily decreasing. Thus the monitor has the fewest queries in four of the five benchmarks (except for GTSRB). The other monitors do not have an adaptation mechanism and therefore are prone to querying the authority more often. For some monitors we even observe an increase in warnings over time, in particular the monitor that uses the softmax score. As we argued above, we suspect that the network tends to be less confident for newly learned classes, which results in lower softmax scores. Learning new classes often happens at roughly the same point in time. This is because the novelties appear with uniform distribution in the input stream; hence the points in time when a fixed number per class has been seen are close to each other.

Overall the plots do not reveal a clear trend which monitor is fastest at learning new classes. There is generally a trade-off between the rate at which a warning is raised and the rate at which new classes are learned. In our scenario, raising a warning is initially correct in 50% of the cases (note that none of the monitors is in that range); taken to the extreme, a monitor that always raises a warning would be the fastest in learning new classes. On the other hand, a monitor that generally raises fewer warnings to the authority may also miss novelties and thus learn slower. However, in our experience it is more preferred to provide a low false-positive rate, i.e., warnings raised by the monitor should be genuine. In this sense the quantitative monitor works best.
Fig. 4: Comparison of the rate of authority queries between four monitoring strategies, averaged over five runs and including 95%-confidence bands. The markers correspond to points in time when a model adaptation takes place.
Ablation and sensitivity study. All components of our framework contributed to its performance. In Fig. 3 we have illustrated how incremental retraining of the model improves the monitor precision for all monitoring strategies. In principle, other active-learning strategies can be plugged into our framework to further increase this effect. In addition, Fig. 3 demonstrates that the monitor-adaptation stage (where the monitor is incrementally adjusted without model adaptation), which only applies to our quantitative monitor, helps maintaining a better precision than the other monitoring strategies.

Fig. 5(a) shows that dynamically changing the value of the distance threshold $d^*(y)$ (for each class $y$) contributes to the precision of our monitor, and so does the use of PCA for dimensionality reduction. Similarly, Fig. 5(b) shows that the starting value of the (dynamic) threshold also influences the monitor precision.

Timing analysis. Table 4 shows a timing comparison for the individual adaptation stages of the framework, taken from the runs for the quantitative monitor strategy. (Comparing different strategies is generally difficult because they interact with the authority and adapt the model and/or the monitor in different orders and frequencies.) The time grows with the size of the dataset but on average is on the order of milliseconds per input; hence the framework can be run in real time. For CIFAR10 the time is dominated by the use of Kernel PCA.
Table 4: **Average run times in seconds.** For each benchmark we average (five runs) the time for retraining the neural network (when enough samples of a new class were collected), for retraining the monitor (after retraining the neural network), and for adapting the monitor (when the precision drops too much).

| Dataset   | Retrain network | Retrain monitor | Adapt monitor |
|-----------|-----------------|-----------------|--------------|
| MNIST     | 26 ± 1          | 59 ± 3          | 39 ± 5       |
| FMNIST    | 19 ± 6          | 45 ± 10         | 59 ± 5       |
| CIFAR10   | 257 ± 57        | 2,477 ± 282     | 40 ± 3       |
| GTSRB     | 228 ± 12        | 194 ± 24        | 19 ± 1       |
| EMNIST    | 360 ± 191       | 347 ± 71        | 82 ± 16      |

6 Conclusion and future work

In this work, we have presented an active monitoring framework for accompanying a neural-network classifier during deployment. The framework adapts to unknown input classes via interaction with a human authority. Experiments on a diverse set of image-classification benchmarks showed that active monitoring is effective in improving accuracy over time in the setting when inputs of novel classes are frequently encountered. Moreover, we introduced a new quantitative monitor, providing the human with confidence about the reported warnings based on a distance to the predicted class in feature space. In comparison to alternative monitoring strategies, our monitor demonstrated superior performance in detection and adaptation at run-time. Our framework thus improves trustworthiness of automated decision making.

Our framework is independent of the choice of the dataset and the neural-network architecture. The only requirements for applicability of our approach are access to the output of the feature layer(s). We plan to extend our procedure toward real-world applications with particular need of active monitoring, e.g., in robotics for the trained controller to gradually adapt to the behavior of the authority. Other interesting directions are time-critical applications where the adaptation of the monitor or the neural network need to be delayed to uncritical phases, and scenarios where novel inputs occur rarely. In addition, the underlying method of our framework can serve as a suitable tool for designing an algorithmic approach to explainability of a neural network’s predictions.
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