High-Throughput Strategy for Profiling Sequential Section With Multiplex Staining of Mouse Brain
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The brain modulates specific functions in its various regions. Understanding the organization of different cells in the whole brain is crucial for investigating brain functions. Previous studies have focused on several regions and have had difficulty analyzing serial tissue samples. In this study, we introduced a pipeline to acquire anatomical and histological information quickly and efficiently from serial sections. First, we developed a serial brain-slice-staining method to stain serial sections and obtained more than 98.5% of slices with high integrity. Subsequently, using the self-developed analysis software, we registered and quantified the signals of imaged sections to the Allen Mouse Brain Common Coordinate Framework, which is compatible with multimodal images and slant section planes. Finally, we validated the pipeline with immunostaining by analyzing the activity variance in the whole brain during acute stress in aging and young mice. By removing the problems resulting from repeated manual operations, this pipeline is widely applicable to serial brain slices from multiple samples in a rapid and convenient manner, which benefits to facilitate research in life sciences.
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INTRODUCTION

As the most complex organ in mammals, the brain is comprised of billions of cells (Zhao et al., 2020). It is these cells with thousands of distinct types that interact with each other and forms a highly interconnected network, which provides consciousness and behavior (Craddock et al., 2013; Helmstaedter, 2013; Oh et al., 2014). To explore how these cells are organized together, researchers need to investigate the genotyping, distribution, and connections of different types of cells in each brain region. As even a single behavior requires the cooperation of many brain regions, including the whole brain, while the anatomical functional units are different in these regions, it is essential to obtain the structural information at the whole tissue scale rather than relying on a given area or adjacent region.

Significant efforts have been made in the past decade to map large numbers of neurons to better understand the network in the whole brain (Economo et al., 2016; Ni et al., 2021; Zhong et al., 2021). Recently, there has been an increasing interest in optimizing methods for volume imaging of molecularly labeled structures in large, cleared tissue samples (Pan et al., 2016; Park et al., 2018; Cai et al., 2019; Qi et al., 2019). However, the complex sample preparation, low efficiency, and high cost may remain a problem for researchers. Meanwhile, large-scale 3D imaging methods, such as
optimized serial two-photon tomography (Ragan et al., 2012; Renier et al., 2016), also provide a good idea to overcome the whole-brain mapping of many animals. However, it requires significant resources, resulting in difficulties for laboratory use. Traditionally, 3D information of fixed brains and other biological samples was obtained by reconstructing a series of 2D images of mechanically cut thin sections (Gleave et al., 2013; Yan et al., 2018). To date, histological sectioning and staining remain the most popular methods for evaluating and identifying the location of specific proteins for both research and diagnostic purposes (van der Loos, 2007; Prevedel et al., 2014; Zhanmu et al., 2019).

In this study, we established a pipeline for processing serial slices of a complete mouse brain, including the physical experimental equipment and image processing software. To stain serial slices, we employed a conventional 24-well plate combined with a homemade section staining box, improving the slice integrity rate to 98.5%. For cell identification and registration, we utilized a custom program to realize the semiautomatic slice registration and automatic cell recognition and mapping. To demonstrate the application of the computational pipeline to the high-throughput brain-slice processing, we investigated the immediate early gene responses in normal and aging mice under stress conditions and indicated the potential weak-responding brain areas in aging mice.

MATERIALS AND METHODS

Forced Swimming Test

Each mouse was placed in a 5 L glass beaker containing 3 L warm water at 25°C for 5 min, and a video camera was used to record the behavior of the mouse in real time (Castagné et al., 2011; Fitzgerald et al., 2020; Hu et al., 2020). After swimming, the mouse was removed from the glass beaker, dried in a heater, and placed in a cage to rest. After 90 min of the forced swimming test (FST), the mice were anesthetized and perfused. Subsequently, batch slice acquisition and immunohistochemistry were performed as described below, and whole-brain serial slices were stained with antibodies.

Tissue Preparation

Adult male C57BL/6J mice were used in this study and were housed in normal cages in an environment with a 12 h light/dark cycle with food and water ad libitum. All animal experiments were approved by the Animal Ethics Committee of the Huazhong University of Science and Technology. Eighteen C57BL/6J mice were tested using the FST. Nine mice at 2–3 months were divided into a normal group and nine mice at 20 months belonging to the aging group. In addition, another two adult mice were selected as the control group without FST. Then, we randomly chose four mice in each normal group and aging group for immunostaining experiments to evaluate the response brain area and cell type in the FST experiment.

All histological procedures were conducted as follows: the mice were anesthetized by intraperitoneal injection with 1% sodium pentobarbital solution and, subsequently, intracardially perfused with 0.01 M phosphate-buffered saline (PBS, Sigma-Aldrich, St. Louis, MO, United States, P3813), and then followed by 4% paraformaldehyde (PFA, Sigma-Aldrich, St. Louis, MO, United States, 158127) in 0.01 M PBS. The brains were then excised and postfixed in 4% PFA at 4°C for 24 h. After fixation, each intact brain was rinsed overnight at 4°C in 0.01 M PBS.

Acquisition of Batch Serial Tissue Section

The prepared mouse brain was embedded in agarose, as previously described (Jiang et al., 2017). The brains were dried and embedded in melted oxidized agarose using a silicone mold. There were several cuboid-shaped grooves in the mold for brain embedding and gridlines for correcting the brain orientation. The mold and brains were placed in a 55°C water bath for 0.5 h until the surfaces of the brains were fully coated with agarose. During the water bath, the orientation of the brain could be easily adjusted to ensure the correct sectioning angle of the whole brain. Then, the mold and brains were left at room temperature for 0.5 h to allow the agarose to solidify. The embedded mouse brain samples were glued to the sample base of a vibratome (VT 1200S; Leica, Wetzlar, Germany). By adjusting the amplitude to 1.0 mm and the slicing speed to 1.5 mm/s, the slices were cut to a thickness of 50 µm (Figure 1A).

Batch Immunostaining

The collected serial sections of the whole brain were used for subsequent staining. A stained plate containing serial brain slices was placed in a 24-well plate. The homemade 24-well plate system contained a 24-well plate for storing the dyeing solution with a staining plate to place brain slices. This configuration guaranteed that the upper and lower surfaces of brain slices could be immersed into the dyeing solution (Supplementary Figure 1). We lifted the staining plate with the strainer and replaced the solution in a 24-well plate with other solutions. Using this methodology, we replenished all the rinsing and staining solutions for the batch tissue sections. The prepared slices were washed using PBS for 3 × 10 min, permeabilized using PBST (0.3% Triton-X-100 in PBS) for 1 h, and then incubated with blocking solution [5% bovine serum albumin (BSA) in PBST] for 1 h followed by incubation with primary antibodies overnight at 4°C. After washing the slices for 3 × 10 min in PBS, the appropriate secondary antibodies were applied for 2 h at room temperature. Finally, we used anti-fluorescence attenuation mounting tablets to mount the slides and inverted the confocal microscope (Zeiss LSM710, Oberkochen, Germany) and multichannel fluorescence slide microscope (Olympus VS120, Tokyo, Japan) for imaging.

To achieve a low damage rate and uniform staining effect of the batch tissue slices, we utilized one adult mouse brain to acquire 50 µm batch slices and performed immunostaining with NeuN antibody (Weyer and Schilling, 2003). The following antibodies were used: mouse anti-NeuN (BioLegend, San Diego, CA, United States, SIG-39860, 1:800 dilution) and Alexa Fluor 488 goat antimouse immunoglobulin G (IgG) antibody (Invitrogen, Carlsbad, CA, United States, A11029, 1:1,000 dilution). To verify the integrity of the brain slices after batch staining, the 158th brain slice was selected for counterstaining. Antibodies included rabbit anti-myelin basic
FIGURE 1 | An integrated pipeline for processing batch tissue sections. (A) The procedure of acquiring continuous batch slices. The samples are embedded and sectioned in agarose. (B) The staining process for batch sections. Using the fitting and separation of the 24-well plate, the staining plate may efficiently realize the rapid processing of batch slices. (C) Diagram of registration and signal recognition.

We used immunostaining of the immediate early gene cFos expression to reflect the neuronal response activity under stress conditions (Chan et al., 1993; Farivar et al., 2004). Whole brain serial slices were first stained with rabbit anti-c-Fos (Synaptic Systems, Goettingen, Germany, #226003, 1:2,000 dilution) and Alexa Fluor 488-conjugated donkey antirabbit IgG (A-21206, Invitrogen, Carlsbad, CA, United States). The slices were then counterstained with the following primary antibodies: mouse anti-PV (Millipore, Billerica, MA, United States, MAB1572, 1:1,000 dilution) and goat anti-ChAT (Millipore, Billerica, MA, United States, AB144P, 1:500 dilution). The following secondary antibodies were used: Alexa Fluor 594-conjugated donkey antigoat IgG and Alexa Fluor 647-conjugated donkey antimouse IgG (A-11058 and A-31571, respectively). All antibodies were used at 1:1,000 dilution and obtained from Invitrogen (Carlsbad, CA, United States).

For the demonstration of batch brain slice registration from the different kinds of samples (Figure 3D), we used one slice from the in situ hybridization data from The Allen Brain Atlas1.

Data Registration and Quantitative Analysis

For cell recognition, the images were sequentially filtered with the top-hat operation, binarization, and opening operations. The resolution of the images used in this study was 0.65 μm/pixel; therefore, we chose a disk-shaped structure element with a radius of 9 pixels for the top-hat filter and 5 pixels for the opening filter. For binarization, the threshold depends on the signal-to-background ratio and the absolute intensity of the image, and we selected 30 as the fluorescence intensity threshold.

1 http://www.brain-map.org
For slice registration, the atlas was investigated page by page, and the most similar atlas section was selected. The atlas was also rotated to obtain an appropriate degree of slant section if needed. This was achieved by controlling a virtual point in the interface, and the atlas could be rotated along its yaw axis and pitch axis at any angle in real time to obtain a new section in the current atlas pose. Once the atlas section fits the slice sufficiently, the feature points are labeled on the slice image according to the recommended points on the atlas section image. The feature points are usually located at the boundary of obvious brain regions, such as the cortex and fiber tracts. The points depended on the extent of distortion of the brain slice and the accuracy of the study. In this study, 40–60 feature points were labeled per slice, and it took 3–5 min. Once all the point pairs were labeled, the deformation field was calculated based on the thin plate spline (TPS) algorithm (Bookstein, 1989), and the slice image was covered with a deformed atlas for preview; consequently, the operator may verify and modify or save the result.

When all slices were recognized and registered, the number of labeled neurons in each region was counted automatically. All these procedures were based on a graphical operation interface, named Serial Section Registration. It can be found online at http://atlas.brainsmatics.org/a/ssr2021. The imaging processing handbooks may be helpful to follow the above image processing operations, such as Digital Image Processing written by Rafael C. Gonzalez and Richard E. Woods (Gonzalez and Woods, 2008).

All graphs were generated using the Prism v8.0 software (GraphPad, La Jolla, CA, United States), and the data were analyzed with the two-tailed t-test using the Prism software. The confidence level (P-value) was set to 0.05, and the results were presented as mean ± SEM.

RESULTS

An Integrated Pipeline for Processing Batch Tissue Sections

To simplify the processing of complete brain tissue slices, we established a tissue slice batch processing scheme (Figure 1). The program contained continuous tissue section acquisition, batch staining, slice registration, and signal analysis. Using this set of standard procedures, we can quickly achieve efficient processing of batch brain sections.

To obtain serial complete brain slices, we first embedded the mouse brain with agarose and then sectioned it with a vibratome (Figure 1A). Agarose embedding is one of the most utilized methods for obtaining continuous brain slices. Sample embedding has two purposes; one is to give the sample relatively hard support when slicing, and the other is to collect a complete slice in the part of the separated tissue, such as the olfactory bulb and brainstem. We placed collected continuous slices in a staining plate by means of cyclic sequence placement during slices collection, which put each slice in each different hole side by side. This placement method facilitates the rapid extraction of equally spaced brain slices (Figure 1A) and optimizes the use of time and materials for subsequent experiments.

We used the separation of the staining plate and the 24-well plate to replace the cumbersome process of aspiration in each hole (Figure 1B). This reduced a large number of repeated operations in the experiment and resulted in rapid staining. First, using the fitting and separation of the 24-well plate and the staining plate, the rapid processing of batch slices was performed efficiently. This design achieves a single fluid change for all sections and simplifies the steps based on the traditional operation method. Second, the strainer in the staining plate can not only accelerate the penetration speed of the dyeing solution when the two sides of the brain slice contact the solution but also effectively ensure the integrity of the tissue and avoid damage to the brain slice. Finally, to reduce the evaporation of the dyeing solution during the long-term dyeing process, we added a cylinder that fits into the staining plate one by one inside the cover of the entire device to fill the excess space in each hole (Figure 1B). This maintains the humidity of the microenvironment in the entire device, reducing the possibility of drying the brain slices. Moreover, the staining solution stored in the 24-well plate can be repeatedly used for multiple rounds of slice staining, which benefits for increasing the efficiency of using the dye solution. Especially for precious antibodies using, this method maximizes the efficiency of antibodies while ensuring the quality and quantity of staining.

To quantitatively analyze the stained images of batch slices, this study developed two sets of graphical interactive interfaces for cell recognition (Figure 1C left) and registration of brain slice images (Figure 1C middle). During the identification of the cell body or cell nucleus of a neuron, this method first suppresses the background signal of the gray-scale image of the brain slice to make it uniform through the top-hat algorithm. Then, the image is binarized, and the slightly connected cell body or nucleus is segmented through the binary opening operation, or possible nerve fiber signals are eliminated. Finally, we used the region-props function with the MATLAB software (R2021a) to analyze the connected domain of the binary image to obtain the cell body signal.

In summary, we established a set of standard procedures from complete slice acquisition and batch slice rapid staining for data registration to realize the whole brain information acquisition, which simplifies the experimental operation and data analysis.

Serial Immunochemical Staining of Batch Tissue Sections

We implemented batch staining of 50 μm serial slices of the complete brain according to the above scheme. We obtained the staining results of tissue sections of the mouse brain (Figure 2A). As a macromolecule, agarose cannot penetrate the internal structure of the mouse brain, so the slices obtained by this method are almost indistinguishable and are expected to be used for subsequent registration from two-dimensional to three-dimensional structures. An advantage of agarose sample preparation is its compatibility with immunochemical staining. This allows convenient labeling of different cell types or
states, enabling cell-type-specific brain connectivity and activity mapping. As a commonly used biomarker for neurons, NeuN can effectively provide information about the spatial distribution of almost all neurons in the brain. From the coronal slices displayed above, we can see that most of the collected slices were morphologically intact, and immunohistochemical staining of NeuN was uniform (Figure 2A). Overall, 279 intact slices were acquired, and four slices were partially lost. The ratio of intact slices to all slices in this pipeline was 98.5%. For the staining of 279 brain slices in the whole process, antibody incubation requires 27 h, while multiple rinsing of batches of brain slices only requires 1 h, which is equivalent to the immunohistochemical staining time of a single or a small number of brain slices. This shows that this scheme reduces the time required for multiple repeated liquid exchanges during the batch slicing process and greatly improves the efficiency of the experiment.

Through the abovementioned slice placement sequence, one brain slice in the complete brain series was quickly extracted, and the results of multilabeling of neuronal cells, fibers, and cytoarchitectonic information were obtained (Figure 2B). NeuN provides information regarding the neuron soma. MBP provides information on neuron fibers, and FNB provides information on cytoarchitectonics. In the central amygdala region on the ventral side, neuronal cell bodies were evenly distributed. In this brain area, the nucleus boundary can’t be distinguished by the cell body distribution, while it can be identified by the fiber bundles information (Figure 2C). Although there are few fibers in the basolateral amygdala, the fiber bundles projected from the upper corpus callosum or thalamus are neatly...
arranged on both sides of the BLA, distinguishing the basolateral amygdala from other areas. This is consistent with the results of several types of mouse brain atlas (George Paxinos, 2001; Dong, 2008). The above results show that this method can counterstain multiple antibodies or dyes while processing slices in batches, which can quickly obtain multiple information of any brain slice.

The Result of Data Processing for Batch Images

To analyze the image data of stained slices, the biologists need to identify the labeled neuron from the image and register their coordinates to the standard atlas to acquire region-specific information. The traditional method of manually counting or drawing to segment regions is inefficient and unsuitable for batch image data. Some image processing software, such as Photoshop, was also used for slice image deformation, but this software is usually incompatible with customized needs such as cell counting. In addition, cases always occur, such as inconsistent section angles between samples, which results in registration being more difficult. To overcome these difficulties, we developed a data analysis process to recognize fluorescence-labeled neuronal somata and register them to the Allen Mouse Brain Common Coordinate Framework (CCFv3) (Vogt, 2020; Wang et al., 2020).

For the identification of fluorescence-labeled neuronal soma, the background of the slice image was subtracted from the original image to make the image uniform using the top-hat algorithm. Next, the image was binarized with a given threshold to extract the foreground and cell signals. An opening operation was performed to break the slight connection between the adjacent cell body and remove trivial signals. Cell identification was achieved using the connected component analysis (Supplementary Figure 2).

After segmentation, the identified neurons were assigned to the corresponding brain region by registration between the slice image and atlas section. Because of the inconsistent angle of the brain section in different samples, we rotated the section plane and resliced the 3D atlas to obtain a proper atlas image that was well-matched with the brain slice (Figure 3A and Supplementary Figure 3). Then, the slice image and atlas section were labeled with feature points in a semiautomatic manner (Supplementary Figure 4), that is, the feature points on the atlas would be automatically labeled on the slice image based on affine transformation, so they could be manually adjusted just in adjacent areas. A deformation field was calculated using point pairs based on the TPS algorithm for image registration (Figure 3B). Finally, the locations of identified neurons were mapped into the Allen Mouse Brain CCF to obtain their brain regions; consequently, the regional signal number could be counted. To obtain higher accuracy, some slices with separation or severe deformation were split into multiple parts by manual selection, and each part was registered as a parallel task (Supplementary Figure 5).

Using the method mentioned above, we registered all slice images of one sample to the CCF (Figure 3C). Several slices with similar section planes but distinct staining or labeling methods and from different individuals were also registered (Figure 3D). This indicated that our method was also compatible with the multimodal data.

Batch Processing of Tissue Sections Revealed the Absence of Learned Despair in Aging Mice

As an example, we investigated the neural circuits involved in stress response under the FST in young and aging mice. In this case, the responding neurons are distributed widely throughout the brain, and the principal area of differences is unknown. An advantage of our strategy is its high-throughput profiling of brain-wide cellular phenotypes. This allows for the convenient mapping of cell-type-specific neurons in the entire brain. Therefore, we used a strategy to detect the different neuronal response activity under stress conditions by immunostaining for the immediate early gene cFos expression.

Eighteen C57 mice were tested in the FST experiment, nine of which at 2–3 months were a normal adult group, and nine mice at 20 months belonged to the aging group. In addition, another two adult mice were selected as the control group without FST. In the FST, we divided the activity state of the mice into three categories, namely, immobility, swimming, and climbing (Figure 4A). While the mice were forced to swim, the behavioral software on the computer recorded and analyzed the activities of the mice in real time. The results showed that the number and time of climbing exercises in the aging group were significantly reduced compared with those in the normal adult group (Figure 4B). The mean sensitivity of the aging group under stress was reduced. To detect the activity and response of neurons, animals were sacrificed at 1.5 h after FST (i.e., the control group was in the corresponding resting state) for c-Fos staining of batch sections. We observed that many neuron signals appeared in multiple cortical and subcortical areas of all tested mice, which indicated that the c-Fos protein was expressed in these brain areas (Figure 4C). Consistent with previous studies (Cryan et al., 2005; Choi et al., 2013; Wang et al., 2019), various regions containing abundant c-Fos-positive neurons make a great contribution to the FST, such as the medial prefrontal cortex (mPFC), lateral septal nucleus (LS), paraventricular nucleus of the thalamus (PVT), and paraventricular nucleus of the hypothalamus. Then, we counted all c-Fos-positive neurons using our registration and automatic counting methods. We found that several areas of the aging group presented a weak activity in the FST compared with the normal adult group, including the periaqueductal grey (PAG), PVT, ventromedial hypothalamic nucleus (VMH), and LS (Figures 4D,E). This suggests that these brain areas in aging mice are more related to their manifestations of depression under stress conditions. Furthermore, with our scheme, we achieved multicolor counterstaining of parvalbumin (PV) and cholinergic (ChAT) neurons to detect the cell types in some brain areas in FST mice.

We selected typical coronal planes in the complete brain (Figure 5A). The results show that almost all the PV+ neurons in the prelimbic (PL) were found to be activated in the FST,
FIGURE 3 | Brain registration procedures. (A) The procedure to get the corrected atlas section by rotating the coronal plane to the slant slice plane. (B) The registration principle of brain slice and atlas. (C) The results of batch brain slice registration from the same sample. (D) The results of batch brain slice registration from a different kind of sample. The scale bar is 1 mm.
FIGURE 4 | c-Fos activation in young and aging mouse brains in response to forced swimming stress. (A) Three behavior postures of the mouse in FST, namely, immobility, swimming, and climbing. (B) The aging mice showed a significant reduction in the number and time of climbing in the FST. For all panels, $n = 9$ per group, * indicates false discovery group (FDR) $q$-value $< 0.05$, based on $P$-values from unpaired two-sample t-test comparing the young group to the aging group. (C) A large number of neuron signals appeared in many cortical and subcortical areas. (D) The analysis of c-Fos activation in multiple subcortical brain areas. For all panels, $n = 4$ per group, * indicates false discovery group (FDR) $q$-value $< 0.05$, ** indicates FDR $q$-value $< 0.01$, based on $P$-values from unpaired two-sample t-test comparing the young group to the aging group. Scatter points represent the c-Fos activation of each animal. Error bars, mean ± SEM. (E) c-Fos activation was significantly reduced in the PAG, PVT, VMH, and LS in aging mice. The scale bars are for (C) 2 mm and for (E) 200 µm.
FIGURE 5 | Multicolor counterstaining indicates that PV and ChAT neurons in some brain areas participate in the neural circuit response in FST. (A) The location of the selected slices. (B) PV+ neurons in the PL, the primary motor cortex (MOp), and ChAT+ neurons in the horizontal limb of the diagonal band (HDB) are merged with c-Fos in FST. White arrowheads indicate c-Fos+/PV+, and c-Fos+/ChAT+ neurons. Scale bars: (A) 1 mm and (B) 100 µm.

but, primarily, non-PV neurons in the nucleus of the horizontal limb of the diagonal band (HDB), which contains many PV neurons (Figure 5B). Thus, the forced swimming stress primarily activated PV neurons in the PL and ChAT neurons in the HDB, suggesting that the PV neurons in the HDB may have different functions from those in the PL. These results also demonstrate the effectiveness of our scheme in combining fast fluorescence imaging with antibody staining to investigate the active roles of specific cell types in brain function.

DISCUSSION

Mapping the neuronal location and activity throughout the different regions of the brain, even for a complete brain, can be valuable for the discovery of neural circuit organization, but labor and low throughput have been significant obstacles to performing unbiased screening. This limits the serial experiments in multiple samples. In this study, we developed a simple solution for batch processing of brain slices. Combined with the actual case of immunochemical staining, we demonstrated the detailed process of using this scheme to achieve large-scale staining, registration, and signal quantitative calculation of batch slices. This method is suitable for tissue slices obtained by vibrating sections and can be used for repeated staining of different cellular phenotypes, which are relatively easy to operate and may provide a great convenience for scientific researchers.

Compared with traditional methods (Mathieu et al., 2014; Chang and Kawai, 2018), the present processing scheme uses the device of the utility model to simplify the manual and repeated operations in the batch processing of slices. Overall, 283 intact slices were acquired, and four slices were partially lost (Figure 2A). The ratio of intact slices to all slices in this pipeline was 98.5%. It reduces the damage rate of brain slices to <5% and improves the efficiency of the antibody. This simple method is feasible for processing animal tissue samples, such as vibrating sections, frozen sections, and paraffin sections. In addition to immunochemical staining, it can also be applied to pathological staining and in situ hybridization experiments (Figure 3D). The homogeneity and stability of this method for different sections and staining experiments were tested. Because the deformation of brain slices is small during the entire operation, the data obtained
from the batch slice processing are expected to be used for three-dimensional reconstruction and registration (Gleave et al., 2013; Yan et al., 2018). Meanwhile, the transition from mice to non-human primates faces the challenge of multiplying the area of tissue slices due to the continuous upgrading of model animals (Boldog et al., 2018; Zhao et al., 2020). For the staining of large-volume sample tissue sections, complications such as significant time consumption and difficulty in realizing uniform staining are routinely introduced (Kohl et al., 2014; Na et al., 2020). Therefore, improving the device of the utility model to fit large sample tissue sections is expected to speed up the staining efficiency, which can promote the structural and functional analysis of large samples.

In addition, we provided a simple but acceptable approach to identify the fluorescence-labeled neuronal soma or nucleus. It was achieved only with the morphological operation and binarization, which appears similar to the ImageJ software. However, it can be combined with registration. Compared with some complex algorithms such as the deep-learning-based method (Falk et al., 2019; Stringer et al., 2021), our segmentation method treats the signals as spots and ignores the fine structure of neuron-like dendrites. It would also be difficult to segment adjacent cells with a low threshold, leading to the dilemma that the cells with lower activation were excluded, which could have provided valuable biological information in this experiment. Therefore, the image enhancement algorithm can be used to improve the signal-to-background ratio. Nevertheless, our method provided a uniform standard to avoid personal bias in cell identification. Furthermore, it helps to satisfy a basic but general need to search for areas with significant differences in cell numbers.

In recent years, typical 3D imaging and registration methods have been developed, such as micro-optical sectioning tomography (Gong et al., 2016; Ni et al., 2021) and series two-photon tomography (Amato et al., 2016; Wang et al., 2020) and whole-brain clearing techniques combined with light-sheet microscopy (Renier et al., 2016; Fürth et al., 2018), to collect three-dimensional continuous brain imaging data, as well as the relevant 3D registration method. These methods have incomparable advantages in reconstructing long-range projections and studying the diversity of neuron morphology. However, limitations such as complicated specimen preparation and expensive imaging equipment have prevented these methods from spreading. 2D brain slices acquired with a vibratome or freezing microtome are still widely applied. In addition, for studies on cell number counting or gene expression analysis, the 2D image could also provide the information. The problems did exist that the different deformations between consecutive slices made it difficult to reconstruct the 2D slice into the 3D brain and register with 3D registration methods. An approach based on manually labeling feature points on 2D slices has been reported (Zhang et al., 2016), which was similar to our study. But we adopted a non-linear deformation model rather than merely affine deformation to revise the local distortion. There was also a strategy that utilized the automatically extracted contour feature points for non-linear TPS deformation (Fürth et al., 2018). However, the information provided by the slice contour is limited and easily impacted by the brain slice tear or breakage.

Instead, manually labeled feature points or extracted points using the SURF algorithm with the internal structural features of brain slices could highlight the inner anatomical feature, which has a higher tolerance and compatibility toward the slice with different deformations and modalities (Song et al., 2020). The deep-learning network might be a feasible approach to extract the feature points on slice images, and more research is merited.

In conclusion, this study established a simple method for batch processing of tissue slices, which is convenient for researchers in the field of life science. The staining of tissue sections and the acquisition of whole brain information are helpful for systematically studying the structure and function of brain neural networks and promoting the development of related research such as brain diseases.
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