We demonstrate a novel algorithm for generating stationary stochastic signals with a specified power spectral density (or equivalently, via the Wiener-Khinchin relation, a specified autocorrelation function) while satisfying constraints on the signal’s probability density function. A tightly related problem has already been essentially solved by methods involving nonlinear filtering, however we use a fundamentally different approach involving optimization and stochastic interchange which immediately generalizes to generating signals with a broader range of statistics. This combination of optimization and stochastic interchange eliminates drawbacks associated with either method in isolation, improving the best-case scaling in runtime to generate a signal of length $n$ from $O(n^2)$ for stochastic interchange on its own to $O(n \log n)$ without parallelization or $O(n)$ with full parallelization. We demonstrate this speedup experimentally, and furthermore show that the signals we generate match the desired autocorrelation more accurately than those generated by stochastic interchange on its own. We observe that the signals we produce, unlike those generated by optimization on its own, are stationary.

1 Introduction

Generating stochastic signals with specified statistics is a foundational problem with a long history. The problem has been motivated independently by myriad scientific applications including the generation of experimental stimuli for use in system identification [3, 13], for radar system testing [9], and for the simulation of specific non-Gaussian processes which occur in, for example, oceanography [1]. The specific problem of generating a stationary stochastic signal with a specified autocorrelation and probability density function (PDF) has been largely solved via methods that involve sampling from specially designed Markov processes [11, 2] including methods that involve nonlinear filtering of Gaussian white noise [4, 8, 7].

However, these methods are challenging to generalize. There is a single existing method which solves the problem of generating a stationary stochastic signal with a specific autocorrelation and PDF in full generality without nonlinear filtering: the stochastic interchange method by Hunter and Kearney [5]. This approach can be easily generalized to produce signals with a variety of properties, for example 2D stochastic signals with specified 2D autocorrelation and PDF, or signals with a specified higher-order autocorrelation and PDF. The primary drawback of this approach is speed; generating a signal of size $n$ via stochastic interchange requires at least $O(n^2)$ time, whereas the nonlinear filtering methods only require $O(n)$ time.

We present a method of accelerating the stochastic interchange method from a best-case runtime of $O(n^2)$ to a best-case runtime of $O(n \log n)$ without parallelization or $O(n)$ with full parallelization, while improving its accuracy and improving its capability to easily generalize to other statistics.

Contributions. This paper presents a novel algorithm for generating stationary random signals with a specified autocorrelation function and constraints on the PDF. Specifically, it presents the following contributions:

1. This paper introduces a novel algorithm combining stochastic interchange with optimization steps, eliminating drawbacks associated with either method in isolation.
2. This paper presents experimental results showing that optimization plus stochastic interchange is faster than stochastic interchange on its own; the best-case scaling in input length $n$ for stochastic interchange is $O(n^2)$, whereas optimization plus stochastic interchange can achieve $O(n \log n)$ without parallelization or $O(n)$ with full parallelization.
3. This paper presents experimental results showing that optimization plus stochastic interchange generates signals matching the desired autocorrelation more accurately than stochastic interchange on its own.
4. This paper shows that optimization on its own can generate highly nonstationary signals, a problem which is resolved via the introduction of stochastic interchange steps.
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Stochastic interchange on its own is capable of generating moderate length input signals with a desired autocorrelation function and PDF. However, it has two primary drawbacks:

1. Generating a signal of length $n$ via stochastic interchange takes at least $O(n^2)$ time, making it impractical to generate very long signals.
2. The stochastic interchange method requires the user to choose a specific PDF which is matched exactly by the algorithm; in the context of system identification it is preferable to instead set constraints on the PDF. Choosing a specific PDF is typically over-constraining and prevents the autocorrelation of the signal from matching the desired autocorrelation closely. This also limits the generalizability of the algorithm to a broader set of statistics.

Both of these drawbacks can be resolved by replacing stochastic interchange with an optimization procedure. However, we observe that plain optimization also has drawbacks:

1. Optimization on its own often gets stuck in local optima. This is particularly common when the constraints on the PDF are tight in the context of achieving a desired autocorrelation function, which for example occurs commonly when a high signal power is desired in a limited signal range.
2. Optimization on its own often produces an obviously nonstationary signal as shown in Section 4; this is problematic if the goal is to match a desired power spectral density, since the Wiener-Khinchin relation which links power spectral density and autocorrelation requires stationarity.

### Algorithm 1: Stochastic Interchange Method [5]

```plaintext
Algorithm 1 Stochastic Interchange Method [5]
1: **Input:** Autocorrelation $A$
2: **Input:** Metric for comparing autocorrelations $D$
3: **Input:** PDF $P$
4: **Input:** Sequence length $n$
5: Steps to run $T$
6: Generate $x_1..n$ with PDF $P$ via numerical integration of $P$ and inverse transform sampling.
7: Compute $A_x$, the autocorrelation of $x$.
8: for $t$ in $\{1, \ldots, T\}$ do
9: Draw $i$ and $j$ uniformly at random from $1..n$.
10: Let $x'$ be $x$ with the $i$ and $j$ entries swapped.
11: Compute $A_{x'}$, the autocorrelation of $x'$, in linear time (See [5]).
12: if $D(A, A_{x'}) < D(A, A_x)$ then
13: Let $x = x'$
14: end if
15: end for
16: return $x$
```

### Algorithm 2: Optimization + Stochastic Interchange

```plaintext
Algorithm 2 Optimization + Stochastic Interchange
1: **Input:** Autocorrelation $A$
2: **Input:** Metric for comparing autocorrelations $D$
3: **Input:** Loss $L(x)$ establishing a constraint on PDF
4: **Input:** Sequence length $n$
5: Steps to run $T$
6: Generate $x_1..n$ independent samples from a Gaussian distribution.
7: for $t$ in $\{1, \ldots, T\}$ do
8: Compute $A_x$, the autocorrelation of $x$.
9: Compute the loss $D(A, A_x) + L(x)$ and update $x$ via a gradient step.
10: Draw $i$ and $j$ uniformly at random from $1..n$.
11: Let $x'$ be $x$ with the $i$ and $j$ entries swapped.
12: Compute $A_{x'}$, the autocorrelation of $x'$.
13: if $D(A, A_{x'}) < D(A, A_x)$ then
14: Let $x = x'$
15: end if
16: end for
17: return $x$
```

### 2 Background

Hunter and Kearney [5] previously addressed the problem of generating signals with a desired PDF and autocorrelation via the stochastic interchange of samples as detailed in Algorithm 1. They begin by generating a signal with the desired PDF via numerical integration of the PDF and inverse transform sampling. Thus repeatedly stochastically swap samples of the signal, only keeping the swap if the autocorrelation of the new signal is closer to the desired autocorrelation. These swaps retain the signal’s PDF exactly while causing the signal’s autocorrelation to monotonically converge towards the desired autocorrelation.

Stochastic interchange on its own is capable of generating moderate length input signals with a desired autocorrelation function and PDF. However, it has two primary drawbacks:

1. Generating a signal of length $n$ via stochastic interchange takes at least $O(n^2)$ time, making it impractical to generate very long signals.
2. The stochastic interchange method requires the user to choose a specific PDF which is matched exactly by the algorithm; in the context of system identification it is preferable to instead set constraints on the PDF. Choosing a specific PDF is typically over-constraining and prevents the autocorrelation of the signal from matching the desired autocorrelation closely. This also limits the generalizability of the algorithm to a broader set of statistics.

## 3 Algorithm

We resolve the aforementioned drawbacks by interspersing stochastic interchange steps with optimization steps as detailed in Algorithm 2.

Instead of choosing a specific PDF, we choose a loss function enforcing constraints on the PDF while simultaneously penalizing deviation from the desired autocorrelation. This is desirable in the context of system identification: if the goal of choosing a specific PDF is to constrain the range of inputs so that they can be generated by a certain actuator, then choosing appropriate constraints instead of a specific PDF allows additional flexibility in the signal, enabling the desired autocorrelation to be matched more closely; this effect
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can be seen in Fig. 1. If one does want to match both a specific PDF and autocorrelation, then optimizing a loss function mutually penalizing deviation from the desired PDF and the desired autocorrelation allows controlled tradeoff in the accuracy of the attained PDF and autocorrelation.

In our experiments we choose a loss function constraining the PDF to lie within the range [-0.5,0.5] with a linear penalty for signal values outside that range, and we choose to penalize deviations in the autocorrelation according to an $L_2$ norm.

We now turn to comparing the performance of optimization plus stochastic interchange with the performance of optimization on its own and with the performance of stochastic interchange on its own. We consider the problem of generating a signal of 10k samples and of 100k samples with a specified autocorrelation and a constrained PDF. All experiments were performed using an NVIDIA RTX 2080 Ti GPU. For gradient optimization steps we used an Adam optimizer [6] and the PyTorch [10] framework.

4 Results

We find that interspersing optimization steps with stochastic interchange resolves issues with either method on its own:

1. It converges faster than stochastic interchange; generating a signal of length $n$ can take as little as $O(n \log n)$ time without parallelization or $O(n)$ time with full parallelization. See Fig. 1 for a comparison of convergence rates.

2. It has greater flexibility than stochastic inter-
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Figure 2: Comparison of signals generated via optimization on its own vs. optimization plus stochastic interchange. Both have the same autocorrelation (shown in Fig. 3) to very high precision. However the signal generated by optimization on its own is clearly nonstationary; the temporal mixing by the stochastic interchange steps results in stationary generated signals.

3. It escapes quickly from local optima due to the stochastic interchange steps.

4. It achieves good stationarity due to the stochastic interchange steps, as can be seen in Fig. 2.

5 Discussion

This paper has introduced a novel algorithm for generating stationary stochastic signals with a specified autocorrelation and a constrained PDF. This algorithm is an improvement on Hunter and Kearney’s stochastic interchange method [5], obtained by interspersing gradient optimization steps. This improves its best-case runtime from $O(n^2)$ to $O(n \log n)$ without parallelization or $O(n)$ with full parallelization, while also improving its accuracy and flexibility.

While the problem of generating stationary stochastic signals with a specified autocorrelation and PDF has largely been solved by methods involving nonlinear filtering, the stochastic interchange method is uniquely positioned to generalize to new settings such as generating 2-dimensional stochastic signals with a specified 2D autocorrelation and PDF, or generating stochastic signals with specified higher-order autocorrelation functions and PDF.

The authors have already found this work to be useful in generating experimental stimuli in the context of nonlinear system identification [12]. We hope that this work and its generalizations to stochastic signals with more broadly varying statistics will prove useful for generating experimental stimuli for optimal system identification, as well as for the simulation of non-Gaussian physical processes.
Figure 3: Autocorrelation function of a signal generated by optimization plus stochastic interchange. The black line is the desired autocorrelation, the orange line on top is the autocorrelation of the generated signal. There is near-perfect agreement; the autocorrelation of the generated signal accounts for 99.998% of the variance of the desired autocorrelation.

Figure 4: The CDF of the generated signal shows that it is nearly a binary stochastic signal, that is, most samples take on an extreme value in the allowed range. This arises naturally from the optimization procedure when we constrain the values of the signal to lie within a certain range while specifying a large signal power when choosing the power spectral density, or equivalently the autocorrelation function.
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