Same data, different conclusions: Radical dispersion in empirical results when independent analysts operationalize and test the same hypothesis
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In this crowdsourced initiative, independent analysts used the same dataset to test two hypotheses regarding the effects of scientists’ gender and professional status on verbosity during group meetings. Not only the analytic approach but also the operationalizations of key variables were left unconstrained and up to individual analysts. For instance, analysts could choose to operationalize status as job title, institutional ranking, citation counts, or some combination. To maximize transparency regarding the process by which analytic choices are made, the analysts used a platform we developed called DataExplained to justify both preferred and rejected analytic paths in real time. Analyses lacking sufficient detail, reproducible code, or with statistical errors were excluded, resulting in 29 analyses in the final sample. Researchers reported radically different analyses and dispersed empirical outcomes, in a number of cases obtaining significant effects in opposite directions for the same research question. A Boba multiverse analysis demonstrates that decisions about how to operationalize variables explain variability in outcomes above and beyond statistical choices (e.g., covariates). Subjective researcher decisions play a critical role in driving the reported empirical results, underscoring the need for open data, systematic robustness checks, and transparency regarding both analytic paths taken and not taken. Implications for organizations and leaders, whose decision making relies in part on scientific findings, consulting reports, and internal analyses by data scientists, are discussed.
1. Introduction

In a typical scientific investigation, one researcher or a small team of researchers presents analytical results testing a particular set of research hypotheses. However, as many scholars have argued, there are often numerous defensible analytic specifications that could be used on the same data, raising the issue of whether variations in such specifications might produce qualitatively different outcomes (Bamerger, 2019; Cortina, Green, Keeler, & Vandenberg, 2017; Gelman, 2015; Gelman & Loken, 2014; Leamer, 1985; Patel, Burford, & Ioannidis, 2015; Sayers & Trafinow, in press; Wicherts et al., 2016). This question generally goes unanswered, as most datasets from published articles are not available to peers (Aguinis & Solarino, in press; Alsheikh-Ali, Qureshi, Al-Mallakh, & Ioannidis, 2011; Savage & Vickers, 2009; Vines et al., 2013; Wicherts, Borsboom, Kats, & Molenar, 2006; Womack, 2015; Young & Horvath, 2015). However, simulations and case studies suggest that the exploitation of researcher degrees of freedom could easily lead to spurious findings (Simmons, Nelson, & Simonsohn, 2011), coding different research articles from the same topic area reveals as many analytic approaches as there are publications (Carp, 2012a, 2012b), and meta-scientific statistical techniques find evidence of publication bias, p-hacking, and otherwise unreliable results across various scientific literatures (e.g., O’Boyle, Banks, & Gonzalez-Mulé, 2017; O’Boyle, Banks, Carter, Walter, & Yuan, 2019; Williams, O’Boyle, & Yu, 2020). Multiverse analyses and specification curves, in which one analyst attempts many different analytic strategies, suggest that some published conclusions only obtain empirical support in a small subset of specifications (Orben & Przybyski, 2019; Simonsohn, Simmons, & Nelson, 2020; Smerdon, Hu, McLennan, von Hippel, & Albrecht, 2020; Steen, Tuerlinckx, Gelman, & Vanpaemel, 2016). Underscoring the pitfalls when published analyses of complex datasets focus on a single primary specification, two papers were recently published in the same surgical journal, analyzing the same large dataset and drawing opposite recommendations regarding Laparoscopic appendectomy techniques (Childers & Maggard-Gibbons, 2020).

In the crowdsourced approach to data analysis, numerous scientists independently analyze the same dataset to test the same hypothesis (Silberzahn & Uhlmann, 2015). If similar results are obtained by many analysts, scientists can speak with one voice on an issue. Alternatively, the estimated effect may be highly contingent on analysis strategies. If so, then subjectivity in applying statistical decisions and ambiguity in scientific results can be made transparent. The first crowdsourcing data analysis initiative examined potential racial bias in organizational settings, specifically whether soccer referees give more red cards to dark-skinned players than to light-skinned players (Silberzahn et al., 2018). The project coordinators collected a dataset with 146,028 referee-player dyads from four major soccer leagues and recruited 29 teams of analysts to test the hypothesis using whatever approach they felt was most appropriate. The outcome was striking: although approximately two-thirds of the teams obtained a significant effect in the hoped-for direction, effect size estimates ranged from a nonsignificant tendency for light-skinned players to receive more red cards to a strong tendency for dark-skinned players to receive more red cards (0.89 to 2.93 in odds ratio units). Effect size estimates were similarly dispersed for expert analysts, and for analyses independently rated as high in quality, indicating variability in analytic outcomes was not due to a few poorly specified analytic approaches. This suggests that defensible, but subjective, analytic choices can lead to highly variable quantitative effect size estimates. The disturbing implication is that if only one team had obtained the dataset and presented their preferred analysis, the scientific conclusion drawn could have been anything from major racial disparities in red cards to equal outcomes.

Subsequent crowd initiatives have likewise revealed divergent results across independent scientific teams (Bastiaansen, Kunkels, & Blauw, 2020; Botvinik-Nezer et al., 2020). Relying on fMRI data from 108 research participants who performed a version of a decision-making task involving risk, Botvinik-Nezer et al. (2020) recruited 70 research teams to test nine hypotheses (e.g., “Positive parametric effect of gains in the vmPFC”). Analysts were asked whether each hypothesis was supported overall (yes/no) in their analysis of the dataset. No two teams used the same approach, and only 1 of 9 hypotheses received support (i.e., a “yes” response) across the large majority of teams (Hypothesis 5, with 84.3% support). Three hypotheses were associated with nearly-uniform null results across analysts (94.3% non-significant findings), while for the remaining five hypotheses between 21.4% and 37.1% of teams reported statistically significant support. At the same time, meta-analysis revealed significant convergence across analysis teams in terms of the activated brain regions they each identified. In another recent crowd project, Bastiaansen et al. (2020) recruited 12 analysis teams with expertise in event sampling methods to analyze individual time-series data from a single clinical patient for the purposes of identifying treatment targets. A standard set of questionnaire items assessing depression and anxiety (e.g., “I felt a loss of interest or pleasure,” 0 = not at all, 100 = as much as possible) was administered repeatedly to the same single patient over time. Participating researchers were asked “What symptom (s) would you advise the treating clinician to target subsequent treatment on, based on a person-centered (-specific) analysis of this particular patient’s ESM data?” Analysts differed in their data preprocessing steps, statistical techniques, and software packages. The nature of identified target symptoms likewise varied widely (ranging between 0 and 16 targets), and no two teams made similar recommendations regarding symptoms to target for treatment.

The analysis-contingent results revealed via crowdsourcing represent a more fundamental challenge for scholarship across disciplines than p-hacking (selecting an analytic approach to achieve statistical significance; Banks, Rogelberg, Wozny, Landis, & Rupp, 2016; Bedeian, Taylor, & Miller, 2010; O’Boyle et al., 2017; O’Boyle et al., 2019; Simmons et al., 2011) and peeking at the data and then testing for what look like significant relationships (Bosco, Aguinis, Field, Pierce, & Dalton, 2016; Gelman & Loken, 2014). The latter two threats to validity can be addressed by pre-registering the analytic strategy (Aguinis, Banks, Rogelberg, Cascio, in press; Banks et al., 2016, 2019; Van’t Veer & Giner-Sorolla, 2016; Wagenmakers, Wetzels, Borsboom, van der Maas, & Kievit, 2012), or conducting a blinded analysis in which variables are temporarily changed (MacCoun & Perlmuter, 2015). In the latter approach variable labels might be switched (e.g., the Consciousness personality variable really refers to Agreeableness scores), or variable scores could be recoded (e.g., political conservatism is reverse coded such that high scores mean liberalism not conservatism). The key is that the reader does not know whether the observed relations among variables are consistent with her theoretical hypothesis or not. Under these circumstances, the researcher cannot consciously or unconsciously choose an analytic approach that produces statistically significant results in the hoped-for direction. In contrast, analysis-contingent results will still occur without perverse publication incentives because analysts, even if they act transparently and in good faith, are likely to use divergent approaches to answer the research question. Pre-registration or blinding data does not solve this because different investigators will preregister different analyses, and choose different approaches even if they act transparently and in good faith, are likely to use divergent approaches to answer the research question. The latter two threats to validity can be addressed by pre-registering the analytic strategy (Aguinis, Banks, Rogelberg, Cascio, in press; Banks et al., 2016, 2019; Van’t Veer & Giner-Sorolla, 2016; Wagenmakers, Wetzels, Borsboom, van der Maas, & Kievit, 2012), or conducting a blinded analysis in which variables are temporar...
underestimated the impact of researcher decisions on the results of a scientific investigation. Operationalizations of key theoretical variables were artificially restricted to red card decisions based on skin tone. Yet the conceptual research question (“Are referees biased by a player’s race?”) could have lead to analyses involving yellow cards, stoppage time, offside calls, membership in specific ethnic groups, or indices of race and racial groups. Similarly, in Botvinik-Nezer et al.’s (2020) crowdsourced initiative using fMRI data, variability in results was due to methodological factors such as regressors, software packages, preprocessing steps, and demarcation of anatomical regions—not conceptualizations of the research question or theoretical constructs, which were narrowly defined. The experience sampling dataset used in Bastiaansen et al. (2020) was based on a set of standardized questionnaire items, with variability in results attributable to data preprocessing, statistical techniques, and software packages. Although different analysts clustered items differently, they did not employ fundamentally different approaches to conceptualizing and measuring variables like depression and anxiety. In contrast, in the present initiative crowdsourcing the analysis of a complex dataset on gender and professional status in group meetings, conceptualization and operationalization of key variables (e.g., social status) was left unconstrained and up to individual researchers. This approach is arguably closer to the ambiguity researchers typically confront when approaching a complicated dataset, and may lead to even greater heterogeneity of methods and results than seen previously.

The dataset for this project included over three million words and thousands of pieces of dialogue from an invitation-only online forum for scientific debates (see Supplement 1 for a detailed overview and https://osf.io/u9zs7/ for the dataset). Consider the simple and straightforward hypothesis that high status scientists tend to speak more during such group meetings. An analyst might choose to operationalize professional status using dataset variables such as citation counts, h-index, i10-index, job title, rankings of current university, rankings of doctoral institution, years since PhD, or some combination of the above. She might also decide to focus on professional status within a field, subfield, or among participants in an individual conversation, and use this to predict how actively the person participated in the meeting. Likewise, verbosity might be operationalized in different ways, among these number of words contributed, or number of comments made.

The overall project featured a pilot phase to generate and select hypotheses, and also carry out initial analyses testing these hypotheses (see Supplements 2 and 3 for detailed reports). To help generate and evaluate ideas, a crowd of scientists recruited online were provided with an overview of the dataset (variables and data structure) and asked to propose research hypotheses that might be tested with it. The crowd then voted on which ideas should be selected for systematic testing (Supplement 2). Subsequently, a small number of research teams (a subset of this crowd) used the dataset to test the final set of eleven hypotheses. As reported in Supplement 3, the quantitative results of these pilot analyses proved remarkably dispersed across teams, with little convergence in outcomes for any of the scientific predictions.

The primary study reported in the present manuscript reduced the number of hypotheses from eleven to two characterized by positive evaluations in the selection survey (Supplement 2) and divergent results in the pilot analyses (Supplement 3). We focused on two hypotheses from the pilot with especially dispersed outcomes across analysts in order to pursue our goal of understanding the sources of such variability. To this end, we asked analysts to use an online platform we developed called DataExplained to articulate the reasoning underlying each of their analytic decisions as they made them (further details on how the platform works are provided in the Methods section, in Feldman, 2018, Staub, 2017, and in Supplement 9). The stated reasons were then subjected to a qualitative analysis based on the General Inductive Approach (Thomas, 2006). DataExplained offers a novel form of scientific transparency, in that it documents analytic paths being taken and not taken in real time and provides this output in addition to the traditional research analytic outputs.

Both of the research ideas selected for crowdsourced testing were previously explored in the managerial and psychological literatures on gender, status, and group dynamics (Brescoll, 2011; Inzlicht & Ben-Zeev, 2000; Schmid Mast, 2001, 2002; Spencer, Logel, & Davies, 2016). Hypothesis 1 posits that “A woman’s tendency to participate actively in a conversation correlates positively with the number of females in the discussion.” Hypothesis 2 predicts that “Higher status participants are more verbose than are lower status participants.” Our project examined whether independent analysts would arrive at similar analyses and statistical results using the same dataset to address these questions.

In addition to recruiting a crowd of analysts to test Hypothesis 1 and 2, we carried out a complementary multiverse analysis using the Boba approach (Liu et al., 2020). A multiverse analysis evaluates all reasonable combinations between analytic choices (Simonsohn et al., 2020; Stegen et al., 2016), which in this case includes and expands beyond the paths taken by the crowd analysts. The Boba multiverse allows us to examine all “reasonable” paths implied by the juxtaposition of crowd submissions, quantitatively identify which choice points played the largest roles in effect size dispersion across analysts, and create visualizations illustrating some of the key steps in this garden of forking paths (Liu et al., 2020). To build the Boba multiverse, we took the key choice points faced by the analysts in the present project, and the major categories of approaches they used to dealing with them. Analysts had to choose the dataset variables they would use to capture the independent and dependent variables (e.g., whether to measure status with academic citations or job rank), determine their unit of analysis (e.g., commentators vs. conversations), decide what covariates to include, and which type of regression or other measure of association to use. In the Boba multiverse, we crossed as many choice as possible and was reasonable, and examined the implications for the final estimates for both Hypotheses 1 and 2.

3. Methods

3.1. Dataset

The dataset included 3,856,202 words of text in 7,975 comments from the online academic forum Edge (Lazer et al., 2009). As described by Edge’s founders, its purpose is: “To arrive at the edge of the world’s knowledge, seek out the most complex and sophisticated minds, put them in a room together, and have them ask each other the questions they are asking themselves” (http://edge.org). The group discussions spanned almost two decades (1996–2014) and included 728 contributors, 128 of them female. The dataset contained 150 variables related to the conversation, its contributors, or the textual level of the transcript (Supplement 1). New attributes not provided on the website were manually collected by browsing CVs, university or personal web-pages, Google Scholar pages, and professional networking websites, and added to the dataset.

An anonymized version of the dataset for the project is available at: https://osf.io/u9zs7/. The dataset is structured as follows: each row in the dataset presents one comment made by one contributor to one conversation. Each row contained variables for comment id, conversation id, and contributor id. Each comment contributed to only one conversation. A comment consisted of at least one character, and most comments consisted of several words and sentences. A new comment was created when a contributor wrote at least one character that was submitted to the forum. A conversation started when a contributor wrote a new comment that did not respond to a previous comment.
Conversations consisted of two or more comments that were posted sequentially by at least one contributor. A contributor was one person who posted at least one comment to one or more conversations. Contributors often contributed several comments to the same conversation.

3.2. Recruitment and initial survey of analysts

Data analysts were recruited via open calls on social media platforms including Twitter, Facebook, forums of psychology interest groups, and R (R Core Team, 2018) mailing lists (see Supplement 4 for the project advertisements). In total, 49 scholars submitted analyses for this crowdsourcing initiative, of which 23 scholars completed 37 sufficiently detailed analysis reports (one report per hypothesis) and provided reproducible code suitable for inclusion. Notably, difficulties in reproducing analyses from the reported statistics (Bergh, Sharp, Aguinis, & Li, 2017), as well as the original data and code are common (Chang & Li, in press; Hardwicke et al., 2018; McCullough, McGeary, & Harrison, 2006; Stockemer, Koehler, & Lentz, 2018; Stodden, Seiler, & Ma, 2018), even under the most favorable of circumstances as with pre-registered reports (Obels, Lakens, Coles, Gottfried, & Green, in press).

Eight of the remaining analyses, from six analysts, were flagged by sub-teams of research assistants and independent statisticians as containing errors. See below and Supplement 7 and 8 for further details on the error and reproducibility checks, and the results of the excluded analyses. The overall rate of problems identified is not surprising since scientific errors are quite common (Bakker & Wicherts, 2011; Bergh et al., 2017; Rohrer et al., in press). The exclusions for errors left a total of 29 analyses, \( N = 14 \) for Hypothesis 1 and \( N = 15 \) for Hypothesis 2, which were conducted by 19 analysts, as the focus of this primary project report. The quantitative analyses below focus on these 29 results from 19 analysts.

Prior to receiving the dataset, analysts completed a pre-survey of their disciplinary background and expertise, and a set of demographic measures (see Supplement 5 for the complete pre-survey items and https://osf.io/y9fq4/ for the data). At the time of the project, participating analysts were on average 31.2 years of age (SD = 7.2), and included 15 men and 4 women. Seven resided in the United States, five in European countries, and the rest in Australia, Brazil, New Zealand, Pakistan, Russia, Singapore, and South Korea. Three were professors, one was a post-doctoral researcher, six were doctoral students, four held another academic position (e.g., data analyst), and five were not affiliated with an academic institution. The participating analysts self-reported an average of 6.5 years of experience in data analysis (SD = 5.5). A substantial minority indicated that they performed data analysis on a daily basis (7 analysts, 37%), while the rest performed data analysis a few times a week (3 analysts, 16%), once a week (4 analysts, 21%), once every two weeks (1 analyst, 5%), or less (4 analysts, 21%).

3.3. Analyses using the DataExplained platform

We designed an online platform called DataExplained that supports transparent data analysis reporting in real time. The platform records all executed source code and prompts analysts to comment on their code and analytical thinking steps. DataExplained is based on RStudio Server
(https://www.rstudio.com/products/rstudio-server/), a data analysis platform that allows users to conduct analyses remotely via a web browser based on the familiar RStudio interface. In addition to the online RStudio environment, we implemented features that enabled us to track all executed commands along with the analysts’ detailed explanations for every step of the executed analysis.

The procedure was as follows. First, the participants were provided access to the platform, where they executed their data analysis using the RStudio user web-interface. During their analysis, every executed command (i.e., log) was recorded. Recording all executed commands (including commands executed but not necessarily found in the final code) is useful, as such logs might reveal information that affected the analysts’ decisions but are not reflected in the final script. Whenever the participants believed that a series of logs could be described as a self-explanatory block, or when a certain number of logs was produced, they were asked to describe their rationales and thoughts about the underlying code. The dataset was available in the environment of DataExplained only. Use of this platform essentially involves conducting analyses in R with added transparency features.

We included a number of elements to capture the workflow of analysts. In particular, once the analysts reached a certain number of executed commands, we prompted them to explain the goals and reasoning underlying the relevant code, as well as alternative approaches they rejected. As shown in Figure 1, this consisted of a few key questions: 1) Please shortly explain what you did in this block?, 2) What preconditions should be fulfilled to successfully execute this block?, 3) What were the other (if any) alternatives you considered in order to achieve the results of this block? (explain the alternative, explain the advantages, explain the disadvantage), and 4) Why did you choose your option? This allowed us to observe the reasons underlying an analytic decision, the justification for it, the considered alternatives, the trade-offs evaluated, and the deliberation that led to the final implementation.

To provide a useful unit of analysis, we asked the analysts participating in our study to split workflows (i.e., the whole sequence of all commands used in the analysis) into semantic blocks (essentially, subsequences of commands). This way, each block was annotated with descriptive properties which reflect the rationales and reasoning of the analyst’s actions within a block. Analysts were able to navigate through their analysis history, by restoring the state of the RStudio workspace at any given point a block was created. These features helped the analysts to recall the considerations during their analysis, even if the corresponding portion of code was no longer in the final script.

Finally, DataExplained provided analysts with an overview of all blocks that they created and asked them to graphically model the workflow representing the evolution of the analysis. Initially, each analyst was presented with a straight chain of blocks, ordered by their execution. The analysts were then asked to restructure the workflow such that it better reflected their actual process. For example, iterative cycles of trying out different approaches for a sub-problem could be modeled as loops in the workflow. Figure 2 shows an example workflow visualization from an analyst in the present crowdsourced project. The orange boxes displayed in Figure 2 allowed analysts to connect the various steps of their analysis. Clicking on an orange box produced an arrow, which could then be connected to any other of the analyst’s steps. For example, an analyst who wanted to indicate that “Step A” led her to “Step B” would first click on the orange box of “Step A” and then drag the resulting arrow to “Step B.” A video demonstration of this process is available at https://goo.gl/rnpgae, see in particular minute 04:30 for how steps are linked.

3.4. Post-survey

After completing their analyses via the DataExplained platform, analysts responded to a second survey in which they were asked to report their empirical results and the analytic methods they used, such as transformations, exclusions, statistical techniques, covariates, and operationalizations (see Supplement 6 for the complete post-survey and https://osf.io/u8rmw/ for the data).

3.5. Independent assessment of analysis quality

Finally, two teams of research assistants and statisticians carefully reviewed each analyst’s approach for errors and ensured they could independently reproduce the results (see Supplements 7 and 8 and https://osf.io/u8rmw/).
## Table 1.1
Overview of analytic approaches and results across independent scientists for Hypothesis 1, “A woman’s tendency to participate actively in the conversation correlates positively with the number of females in the discussion”

| Analyst* | Statistical approach | Sample size | Unit of analysis | Covariates | Operationalization of female participation in academic discussions | Operationalization of number of women in discussion | Effect size |
|----------|----------------------|-------------|------------------|------------|---------------------------------------------------------------|-----------------------------------------------|-------------|
| 1        | logistic regression  | 5443        | Comments         | None       | odds of next contributor to conversation being a woman        | cumulative sum of previous female comments in a conversation | 1.06 odds ratio |
| 2        | linear regression    | 65          | combination of conversations and proxy for number of contributors | None       | proxy for number of comments by each female contributor in a conversation | number of female contributors ordered by time of commenting (first, second, third female contributor, etc) | −1.32 regression coefficient |
| 3        | generalized linear mixed effects regression (Poisson) | 645 | Comments | number of comments in a conversation | number of comments by author in a conversation (females only) | percentage of unique female contributors in a conversation | 0.33 regression coefficient |
| 4        | Pearson correlation  | 7975        | Comments         | None       | number of comments made by all female contributors in a conversation | number of unique female contributors in a conversation | 0.87 correlation coefficient |
| 5        | Pearson correlation  | 270         | Comments         | None       | number of comments made by all female contributors in a conversation | percentage of comments made by females | 0.56 correlation coefficient |
| 6        | linear regression    | 462         | combination of conversations and contributors | None       | difference between female comments in current conversation and previous conversation | number of unique female contributors in a conversation | −0.59 regression coefficient |
| 7        | logistic regression  | 4502        | Comments         | None       | academic discipline | whether the current contributor is a woman | cumulative sum of female comments that precede a specific comment | 0.15 regression coefficient |
| 9        | linear regression    | 634         | Comments         | None       | number of words in a female comment | cumulative proportion of female comments in each conversation | 23.47 regression coefficient |
| 11       | generalized linear mixed effects regression (Poisson) | 463 | combination of conversations and contributors | None       | number of comments by author in a conversation (females only) | number of unique female contributors in a conversation | −0.02 regression coefficient |
| 12       | generalized linear regression (Poisson) | 96 | Conversations | 1) debate size 2) conversation written / transcribed | number of comments made by all female contributors in a conversation | percentage of unique female contributors in a conversation | 27.3 incidence rate ratio |
| 13       | linear regression    | 504         | Conversations    | total number of unique contributors in a conversation | percentage of comments made by women in a conversation | number of unique female contributors in a conversation | 0.26 regression coefficient |
| 14       | linear regression    | 36          | Conversations    | None       | percentage of comments made by women in a conversation | number of unique female contributors in a conversation | −0.001 regression coefficient |
| 17       | Kendall correlation  | 96          | Conversations    | None       | proxy for average number of comments made by each woman in a conversation | percentage of unique female contributors in a conversation | 0.37 correlation coefficient |
| 19       | linear regression    | 193         | Comments         | 1) number of prior comments, 2) contributor has PhD/ not, 3) total citations | number of comments by author in a conversation (females only) | number of unique female contributors in a conversation | −0.32 regression coefficient |

Notes. This table includes analyses not flagged as having clear errors by independent reviewers. This table includes the original effect sizes reported by the analysts, which are not directly comparable to one another.

a In the online article, the column includes hyperlinks for each analyst’s error checks and raw code

1 Random intercept for conversation ID; random intercept and slope for contributor ID

2 Random intercept for conversation ID

The base code was made publicly available (https://osf.io/n5q3c/). These error checks involved a two-step process. First, three research assistants from The European School of Management and Technology (ESMT) conducted an initial review and error check. These three RAs were graduate students in computational neuroscience, public policy, and economics and were selected for their strong data analysis backgrounds. They had advanced knowledge of statistics and econometrics and were skilled in R, Python, Matlab, and Stata. Two of the ESMT research assistants coded each analysis for potential errors, and if they found any discussed this with each other to clarify whether they agreed on an analytical choice being an error or not. If need be, they also consulted a third ESMT research assistant and/or the first author. The RAs created an error check document for each analysis which contained the entire code, a summary of the code, key information about each analysis, and an indication whether they suspected any serious errors. Second, a team of statistical experts based at the Tilburg University Department of Methodology (a graduate student,
| Analyst* Statistical approach | Sample size | Unit of analysis | Covariates | Operationalization of verbosity | Operationalization of status | Effect size |
|-------------------------------|-------------|------------------|------------|--------------------------------|-----------------------------|------------|
| 1                             | linear      | 4262             | Comments   | 1) contributor gender 2)        | academic job rank (postdoc, | −0.16      |
|                               | regression  |                  |            | contributor in academia or not  | professor, etc...)          | regression |
|                               |             |                  |            | number of characters in a      | total number of citations    |            |
|                               |             |                  |            | comment                          |                            |            |
| 3                             | linear      | 1497             | Comments   | 1) academic job rank 2)         | combination of: 1) whether   | 0.04       |
|                               | mixed       |                  |            | university ranking              | a contributor has a PhD or   | regression |
|                               | effects     |                  |            |                                 | not and 2) rank of their    | coefficient|
|                               | regression  |                  |            |                                 | academic workplace           |            |
| 5                             | linear      | 306              | Comments   | number of conversations in      | number of conversations in   | 3.97       |
|                               | regression  |                  |            | which a contributor has         | which a contributor has      | regression |
|                               |             |                  |            | participated in a specific      | participated in a specific   |            |
|                               |             |                  |            | year                            | year                        |            |
| 6                             | linear      | 297              | Contributors| average number of words in a    | academic job rank            | −64.38     |
|                               | regression  |                  |            | conversation                      |                            | regression |
| 7                             | linear      | 1537             | Comments   | number of characters in a       | combination of: 1) whether   | −0.22      |
|                               | regression  |                  |            | comment                          | a contributor has a PhD or   | regression |
|                               |             |                  |            |                                 | not and 2) rank of their    |            |
|                               |             |                  |            |                                 | academic workplace           |            |
| 9                             | linear      | 721              | Contributors| average number of words in all  | combination of: 1) whether   | 69.70      |
|                               | regression  |                  |            | comments                         | whether a contributor has    | regression |
|                               |             |                  |            |                                 | PhD or not, whether a        |            |
|                               |             |                  |            |                                 | contributor is in academia   |            |
|                               |             |                  |            |                                 | or not, the rank of their    |            |
|                               |             |                  |            |                                 | PhD institution and academic |            |
|                               |             |                  |            |                                 | workplace, total number of   |            |
|                               |             |                  |            |                                 | citations, academic job rank |            |
|                               |             |                  |            |                                 | and the number of conversations in which a contributor has participated | |
| 10                            | linear      | 7718             | Comments   | number of words in a comment    | combination of: 1) whether a | 0.12       |
|                               | mixed       |                  |            |                                 | contributor has a PhD or not | regression |
|                               | effects     |                  |            |                                 | and whether a contributor is |            |
|                               | regression  |                  |            |                                 | in academia or not, the rank |            |
|                               |             |                  |            |                                 | of their PhD institution and  |            |
|                               |             |                  |            |                                 | academic workplace, total    |            |
|                               |             |                  |            |                                 | number of citations, academic|            |
|                               |             |                  |            |                                 | job rank, and the number of  |            |
|                               |             |                  |            |                                 | conversations in which a      |            |
|                               |             |                  |            |                                 | contributor has participated |            |
| 11                            | linear      | 857              | Comments   | number of words in sentences    | academic job rank            | 0.09       |
|                               | mixed       |                  |            |                                 | h-index                       | regression |
|                               | effects     |                  |            |                                 |                               |            |
|                               | regression  |                  |            |                                 |                               |            |
| 12                            | linear      | 1007             | combination of contributors and | average number of words in   | academic job rank            | 54.39      |
|                               | regression  | status-related variables |   | all comments                      |                            | regression |
|                               |             |                  |            |                                 |                               |            |
| 14                            | linear      | 518              | Comments   | number of characters in a       | rank of contributor’s        | 0.06       |
|                               | mixed       |                  |            | comment                          | academic workplace where     | regression |
|                               | effects     |                  |            |                                 | higher values indicate lower |            |
|                               | regression  |                  |            |                                 | rank                          |            |
| 17                            | Kendall     | 4263             | Comments   | number of words in a comment    | academic job rank            | −0.05      |
|                               | correlation |                  |            |                                 |                               | correlation |
| 18                            | linear      | 573              | combination of contributors and conversations | proxy for the number of    | academic job rank            | 0.13       |
|                               | mixed       |                  |            | variables that include gender,   |                                 | regression |
|                               | effects     |                  |            | whether the person is the first to|                                 |            |
|                               | regression  |                  |            | contribute, conversation year,   |                                 |            |
|                               |             |                  |            | conversation type, and          |                                 |            |
|                               |             |                  |            | interaction terms between them  |                                 |            |
| 21                            | factorial   | 355              | Contributors| average number of words in all  | academic job rank            | 0.02       |
|                               | ANOVA, Eta- |                  |            | comments                         |                               | eta squared|
|                               | squared     |                  |            |                                 |                               |            |
| 22                            | Spearman    | 728              | Contributors| number of comments in a year    | academic job rank            | −0.04      |
|                               | correlation  |                  |            |                                 |                               | correlation |
| 23                            | linear      | 386              | combination of contributors and  | average number of            | academic job rank            | −239.01    |
|                               | regression  |                  | academic job rank | characters in all comments       |                                 | regression |

Table 1.2: Overview of analytic approaches and results across independent scientists for Hypothesis 2, “Higher status participants are more verbose than lower status participants”
in the fields of management and psychology (Aguinis et al., 2010). Thus, Table 2 does give us a sense of what might have been published had a single analyst conducted the research alone. In other words, had a crowdsourced approach not been employed, there would have been a roughly 1 in 4 chance of a research report of statistically significant support for Hypothesis 2, about a 1 in 4 chance of a report of the opposite pattern, and a 2 in 4 chance of null results. Further, in all of these scenarios, the role of subjective researcher decisions in the published outcome would have remained unknown rather than made transparent.

4. Results
4.1. Variability in analytic approaches and conclusions

We set out to identify the extent of heterogeneity in researchers’ choices of analytic methods, and the impact of this heterogeneity on the conclusions drawn about research questions regarding gender and professional status in group meetings. We found that the participating analysts employed a wide array of statistical techniques, covariates, and operationalizations of key theoretical variables such as professional status and verbosity (see https://osf.io/n5q3c/ for the code for each individual analyst). As summarized in Tables 1.1–1.3, different analysts operationalized variables in various ways: for example, Analyses 3, 10, and 17 operationalized verbosity as the number of words contributed in a comment, Analyst 5 operationalized verbosity as the number of conversations participated in, and Analysts 1, 7, and 14 operationalized verbosity as the number of characters in comments, among other approaches. Status was assessed using academic job rank, citation count, h-index, and university rank, as well as via a combination of indicators. Additionally, the unit of analysis varied. For example, Analyst 9 in H1 focused their analyses on the level of comments by counting the number of words in a comment made by a female contributor, whereas Analyst 12 focused their analyses on the level of conversations by counting the number of comments made by all female contributors in a conversation. Sample size varied greatly even for analyses on the same unit of analysis. Strikingly, no two individual analysts employed precisely the same specification for either Hypothesis 1 or 2 (see Botvinik-Nezer et al., 2020, and Carp, 2012a; 2012b, for similar findings in neuroimaging studies and Bastiaansen et al., 2020, for a conceptual replication with event sampling data from a clinical patient).

The crowd of independent researchers further obtained widely varying empirical results regarding Hypothesis 1 and 2, using widely varying statistical techniques, and reported statistically significant results in both directions for each hypothesis. Table 2 summarizes the number of analysts who obtained statistically significant support for the hypothesis, directional but non-significant support, directional results contrary to the hypothesis, and statistically significant results contrary to the initial prediction. As seen in the table, while 64.3% of analysts reported statistically significant support for Hypothesis 1, 21.4% of analysts reported a statistically significant effect in the opposite direction (i.e., finding that a woman is less likely to contribute to the conversation when there are other women in the meeting). At the same time, while 28.6% of analysts reported significant support for Hypothesis 2, 21.4% reported a significant effect in the contrary direction (i.e., finding that high status participants are less verbose than lower status participants).

Although we do not defend the use of p-value cutoffs for deciding what is true and what is not, a reliance on such thresholds by both authors and gatekeepers (e.g., editors and reviewers) is extremely common postdoctoral researcher, and professor) reviewed these error checks and individual analyses, again examining whether the code by each analyst contained any serious errors. The error check documents are publicly posted at https://osf.io/n5q3c/. In the end the ESMT and Tilburg sub-teams converged on a subset of analyses that were deemed as containing errors. As noted earlier, only error-free and fully reproducible analyses (N = 14 for Hypothesis 1 and N = 15 for Hypothesis 2) are included in this primary report of the quantitative results. The results with excluded analyses are provided in Supplement 7.

4.2. Dispersion in standardized scores

Given the diversity in analytical choices and approaches, it is not straightforward to compare or aggregate all the results. Tables 1.1 and 1.2 include the effect size estimates reported by the individual analysts, which are not directly comparable to one another. We encountered two challenges when attempting to compute standardized effect sizes on the same scale for all independent analyses of the same hypothesis. First, most analyses were non-standard, so we often lacked a well-known and commonly used effect size measure. Second, even after applying or developing specialized effect size measures, there is no means by which to convert all these different effect sizes to the same effect size metric. We bypassed these problems by computing the z-score for each statistical result’s p-value, which is also done before analyzing data in Stouffer’s method in meta-analysis and z-curve (Brunner & Schimmack, 2018). This method transforms individual p-values of test statistics to z-scores, assuming that the sampling distribution of the test statistic is approximately normally distributed, resulting in random variables with a variance of 1.

It is crucial to realize that the analysts’ z-statistics are a function of the effect size, the number of independent observations in the analysis, as well as the selected statistical technique and their statistical properties (e.g., statistical power, in case of a true nonzero effect). As the three aforementioned factors are all affected by the analysts’ selected analysis, and all analysts use the same dataset, differences in z-scores still reflect differences in the consequences of analysts’ choices.

Regarding the normality assumption of the z-scores, note that most parameters in models correspond to linear combinations of the data. For instance, a mean or probability (sum of values divided by N), variance (sum of squared deviations divided by N-1), a regression coefficient (sum of (X-Xmean)*(Y-Ymean) divided by a constant equal to (X-Xmean)^2), and a correlation coefficient (sum of squared deviations divided by N-1), a regression coefficient (sum of (X-Xmean)*(Y-Ymean) divided by a constant equal to (X-Xmean)^2) are normally distributed. As most analyses were non-standard, so we often lacked a well-known and commonly used effect size measure. Second, even after applying or developing specialized effect size measures, there is no means by which to convert all these different effect sizes to the same effect size metric. We bypassed these problems by computing the z-score for each statistical result’s p-value, which is also done before analyzing data in Stouffer’s method in meta-analysis and z-curve (Brunner & Schimmack, 2018). This method transforms individual p-values of test statistics to z-scores, assuming that the sampling distribution of the test statistic is approximately normally distributed, resulting in random variables with a variance of 1.

It is crucial to realize that the analysts’ z-statistics are a function of the effect size, the number of independent observations in the analysis, as well as the selected statistical technique and their statistical properties (e.g., statistical power, in case of a true nonzero effect). As the three aforementioned factors are all affected by the analysts’ selected analysis, and all analysts use the same dataset, differences in z-scores still reflect differences in the consequences of analysts’ choices.

Regarding the normality assumption of the z-scores, note that most parameters in models correspond to linear combinations of the data. For instance, a mean or probability (sum of values divided by N), variance (sum of squared deviations divided by N-1), a regression coefficient (sum of (X-Xmean)*(Y-Ymean) divided by a constant equal to (X-Xmean)^2), and a correlation coefficient (sum of squared deviations divided by N-1), a regression coefficient (sum of (X-Xmean)*(Y-Ymean) divided by a constant equal to (X-Xmean)^2) are normally distributed. As most analyses were non-standard, so we often lacked a well-known and commonly used effect size measure. Second, even after applying or developing specialized effect size measures, there is no means by which to convert all these different effect sizes to the same effect size metric. We bypassed these problems by computing the z-score for each statistical result’s p-value, which is also done before analyzing data in Stouffer’s method in meta-analysis and z-curve (Brunner & Schimmack, 2018). This method transforms individual p-values of test statistics to z-scores, assuming that the sampling distribution of the test statistic is approximately normally distributed, resulting in random variables with a variance of 1.

It is crucial to realize that the analysts’ z-statistics are a function of the effect size, the number of independent observations in the analysis, as well as the selected statistical technique and their statistical properties (e.g., statistical power, in case of a true nonzero effect). As the three aforementioned factors are all affected by the analysts’ selected analysis, and all analysts use the same dataset, differences in z-scores still reflect differences in the consequences of analysts’ choices.
computed using the $p$-value of the test statistic (using the quantile normal distribution in R). In one case where a $p$-value was not presented by the analyst we ran our own code in R to retrieve it (i.e., cor.test(data2, method = "kendall"). Sometimes a large $r$-value was provided in combination with its df and a $p$-value < 0.001. In those cases, the exact $p$-value was first calculated using R, and then transformed to a $z$-score (e.g., $t(100) = 10$ is transformed to $z = 8.306$ by $\text{qnorm}(pt(100,100, lower.tail = FALSE), lower.tail = FALSE)$). As $r$-values could be very large or $p$-values very small, we sometimes had to use the log.p argument to obtain $z$-values (e.g., $t(7000) = 100$ results in $-3.110.64$ using pt(100,7000, lower.tail = FALSE,log.p = TRUE), which yields $z = 78.81$ using qnorm(-3.110.64,lower.tail = FALSE,log.p = TRUE). Finally, it was possible to compute a $z$-score from the 95% confidence interval of a result (e.g., an estimate $= x$ and lower bound $= y$ yield $z < x/((x-y)/\text{qnorm}(0.975)))$. See r file “specification_curve_2.R” and Excel file “ES Transformations 2.1 anonymized IDx_140120.csv” for details on how the specification curve analyses (Simonsohn et al., 2020) were conducted (https://osf.io/igrjq/).

Figures 3 and 4 display the results reported by the different analysts after converting them to standardized scores, and further provides some details on the analytic approaches employed (following Simonsohn et al., 2020). The $z$-scores corresponding to the estimate for Hypothesis 1 ranged from $-7.230$ to 106.267, with a median of 7.027, and mean of 12.329 (standard error = 0.267) that was significantly different from zero ($z = 46.131$, two-tailed $p < .001$). The $z$-score corresponding to the estimate for Hypothesis 2 ranged from $-4.394$ to 7.450, with a median of 0.700, and mean of 0.685 (standard error = 0.258), which was also significantly different from zero ($z = 2.653$, two-tailed $p = .008$). That the means differ from zero is less informative as for both hypotheses some analysts found the opposite result (i.e., a negative effect). Evidence of an effect is stronger for Hypothesis 1 than for Hypothesis 2, which is signified by the larger Spearman rank order correlation between absolute $z$-score and sample size for Hypothesis 1 ($r_s = 0.689$, one-tailed $p = .003$) than for Hypothesis 2 ($r_s = 0.364$, one-tailed $p = .091$). The standardized scores were heterogeneous for both Hypothesis 1 ($\chi^2(13) = 10171.57$, $p < .001$) and Hypothesis 2 ($\chi^2(14) = 165.73$, $p < .001$), confirming the greatly divergent analyses and their outcomes.

### 4.3. Qualitative coding of quantitative analytic decisions

That cognitive processes play a key role in data analysis has been

| Table 2 | Direction and significance levels for results from the independent analysts for Hypothesis 1 and Hypothesis 2. |
| --- | --- |
| **Hypothesis** | **Significant in predicted (+) direction** | **Not significant in predicted (+) direction** | **Not significant in opposite (-) direction** | **Significant in opposite (-) direction** |
| H1: A woman’s tendency to participate actively in the conversation correlates positively with the number of females in the discussion | 64.3% ($n = 9$) | 0% ($n = 0$) | 14.2% ($n = 2$) | 21.4% ($n = 3$) |
| H2: Higher status participants are more verbose than lower status participants | 28.6% ($n = 4$) | 21.4% ($n = 3$) | 28.6% ($n = 4$) | 21.4% ($n = 3$) |

**Note.** For Hypothesis 2, analyst 21 found a non-directional, non-significant effect (eta squared). Only those analyses are included in this table for which both direction and significance levels were known (i.e., for H1: analysts 1, 2, 3, 4, 5, 6, 7, 9, 11, 12, 13, 14, 17, 19 and for H2: analysts 1, 3, 5, 6, 7, 9, 10, 11, 12, 14, 17, 18, 22, 23).
acknowledged for many years by statisticians (Tukey & Wilk, 1966). The process of building and interpreting the relevant mental models or schemas is known as sensemaking. Weick, Sutcliffe, and Obstfeld (2005) define sensemaking as “the ongoing retrospective development of plausible images that rationalize what people are doing” (p. 409). Through DataExplained, we are able to observe the roadmap of different analytical alternatives and justifications for decisions in much greater detail than ever before. To better understand the sensemaking process underlying these analytic decisions, we relied on a qualitative research approach. A project sub-team of qualitative researchers analyzed the descriptive text explaining in detail every step undertaken by individual analysts throughout their data analyses as well as the source-code corresponding to each step.

By asking analysts to explain their decisions and considered alternatives to the executed code, we obtained a rich dataset capturing their various workflows. This is especially useful due to the exploratory element of data analysis, where researchers often experiment with data prior to deciding on how to proceed. Indeed, graphic representations of the analysts’ R-codes show that the analyses were often iterative, seemingly lacked a clear direction at times and instead included several explorative loops which help analysts make sense of the data over time. The relatively unstructured nature of the R-codes provided did not facilitate quantitative numeric or quantitative text analyses. Instead we decided to use the General Inductive Approach (Thomas, 2006) because this allowed us to analyze the R-code from the bottom up, subjecting each line of code to an iterative, qualitative analysis. This qualitative approach helped us understand how analysts made sense of the data and the factors guiding their decision-making processes. The goal of this approach is to translate qualitative raw data describing a process or experience into a consistent behavioral model reflecting a latent structure driving the process described in the text data.

Inductive coding is central to the General Inductive Approach. Our process began with multiple coders carefully reading the relevant materials and considering possible meanings reflected in the text. Below, by “researchers” we refer to the independent analysts participating in the crowd project, and by “coders” we mean the separate sub-team organized to carry out the meta-scientific qualitative analyses of the crowd analysts’ quantitative decisions. The team of qualitative coders identified text snippets that contained meaningful information and created codes (i.e., labels or tags) best describing the main insight of the snippet. After the coders refined a set of codes, they developed an initial description of the meaning of each code along with a memo—a short description explaining the code and elaborating on when it should be applied. Eventually, the codes from different coders were merged and discussed as a group. All codes as well as their memos were aggregated together into a code book, provided in Supplement 9 (see also Feldman, 2018, and Staub, 2017). The coders then iteratively kept refining and re-evaluating the codebook until the process reached a well-established and shared understanding of all the codes (see Figure 5).

A detailed report of this bottom-up qualitative analyses of the annotated code from DataExplained is provided in Feldman (2018), Staub (2017), and in Supplement 9. Our analytical approach was bottom-up in that we qualitatively analyzed individual blocks of code. Specifically, we closely read the analysts’ blocks of code, as well as their responses to open questions about their analytical choices such as: “Why did you choose your option?” Following the General Inductive Approach (Thomas, 2006) we identified meaningful units in these responses and assigned different labels to these meaningful units. For example, if an
analyst responded “I experimented with both, but will ultimately use the non-transformed data for reporting; diagnostic plots did not improve much with transformations, and interpretability was reduced”, we assigned the label “exploratory” to this response. Over time, and over coding many of these responses, meaningful categories, or “key factors” emerged, which seemingly influenced analytical choices analysts made.

In order to ensure the reliability of the emerging codes and categories, we applied both qualitative and quantitative measures of reliability (Campbell, Quincy, Osserman, & Pedersen, 2013; Kurasaki, 2000; Hruschka et al., 2004). Two coders followed multiple coding cycles (see Figure 5) in order to build a sustainable coding scheme. The proportional agreement of the two coders after the last iteration was 72%, with a Cohen’s Kappa of 0.70. The resulting codebook was then presented to two new coders. After further iterations performed by all four coders, the percentage agreement reached 52.6%. The team of coders identified patterns in researchers’ reasoning (about data constraints, preprocessing steps, the hypothesis, alternative methods, etc.) using the final set of 31 codes grouped into 10 categories and 4 metacategories.

These codings led to a proposed model of the data analyst’s reasoning process and workflow (Figure 6). The model seeks to capture the iterative interplay between understandings of the dataset and hypotheses to be tested, the analyst’s knowledge and beliefs, the actions and methods actually performed during the analysis, and insights gained. As researchers conduct data analyses, they obtain intermediate results. These results are almost always interpretative in their nature and often stem from personal understanding and beliefs, which often vary across individuals. Data analysis is an iterative process, and intermediate output plays a key role in deciding which path to further follow. The data by itself can influence an analyst’s beliefs, which as a consequence

---

**Fig. 4.** Dispersion of z-scores corresponding to estimates of independent analysts using the same dataset to test Hypothesis 2 (“Higher status participants are more verbose than lower status participants”), together with some details on each specification.

**Fig. 5.** The workflow of our qualitative analysis of the quantitative analytic decisions.

---
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may lead to different analytical choices. Thereby, a data analysis not only incorporates statistical or computational steps, but also cognitive processes (Grolemund & Wickham, 2014; Paglieri, 2004). The four meta-categories derived from our qualitative coding form the core of a model of the cognitive processes involved in data analysis.

**What (setting).** This meta-category covers the elements of the process which are given and objective in nature. The dataset structure and characteristics and (for this crowdsourced project) the specific hypothesis they are tasked with testing are the same for different data analysts. The sub-categories under this meta-category are Data and Task. Note that these elements might still be interpreted in various ways (e.g., due to new insights or personal beliefs), but cannot be changed. Having data and task (e.g., hypothesis to test) at hand, the analyst then proceeds to understand the data. This process of understanding is where the first source of subjectivity can be observed due to differences between analysts.

**Who (personal).** The second meta-category relates to personal attributes of the data analyst. This includes the sub-categories Knowledge, Beliefs, and Problem perception which reflect the contribution of personal attributes and biases in problem-solving in general as well as in data analysis. Even the way data is preprocessed (cleaned, subsampled, aggregated etc.) can be a consequence of person factors, leading to variability.

**How (analysis).** The “how” meta-category captures actions or methods which are performed during data analysis. These can either be exploratory or confirmatory in nature. We refer to exploratory data analysis (EDA) as the process of data exploration, as well as attempts to understand the logic of the problem and summarize its main characteristics. Confirmatory data analysis (CDA) refers to the analytic choices to confirm the emerged models (i.e., systematically assess the strength of evidence). Note that this is a different definition of a confirmatory analysis than seen in scholarship on pre-registration of analyses, in which strictly confirmatory analyses are planned out and “frozen” online prior to having the dataset (Wagenmakers et al., 2012).

**Where (sensemaking).** Data analysis can be an iterative process where each iteration leads to new insights gained. The “Where” or sensemaking meta-category is the point at which the analyst processes the results of the previous iteration and makes a decision on how to proceed. The analyst decides whether to confirm, update, or reject her or his current understanding of the problem due to insights gained from the previous iteration. These underlying assumptions and beliefs help analysts determine where to allocate more attention and how to interpret the data (Klein, Moon, & Hoffman, 2006). Information that does not match pre-existing schemas may be overlooked or explained away, but can also be updated if the signal coming from the data is especially strong.

In the model, the initial specifications of the data analysis task as well as the data at hand (i.e., “WHAT”), interact with the prior beliefs and understandings of the person performing the analysis (i.e., “WHO”). The analyst’s beliefs, accumulated knowledge, and past experiences impact problem perception and the way the data is interpreted. At the same time, the data is often reshaped and prefiltered in a way that is in harmony with the prior beliefs of the analyst. Further, analysis of the data can be seen as a spiral-like process where each iteration leads to new insights. As a result, an analyst makes decisions on how to proceed with her data analysis and advances further in a certain direction (i.e., “WHERE”). During this process, the analyst decides whether to confirm, update or reject her current understanding of the problem due to insights gained from the previous iteration. Since the way data analysis is carried out influences the final results (i.e., “HOW”), we describe variables such as methodology, codings, and exploratory and confirmatory data analysis as factors influencing the final empirical results of the research. In a series of iterative loops, analysts engage in this ongoing retrospective development to build and interpret mental models and schemas that make sense of the data they are confronted with. The model in Figure 6 was empirically derived and, to the best of our knowledge, is the first to provide a detailed, data grounded overview of the behavioral factors involved in the data analysis process.

In harmony with these qualitative findings regarding the subjective sense-making process underlying data analysis, the quantitative results demonstrate that researchers ultimately select a wide variety of operationalizations of variables and statistical approaches, leading to radical dispersion in empirical findings (Tables 1.1, 1.2, 1.3 and Table 2, and Figures 3 and 4). Of course, our quantitative and qualitative meta-scientific analyses of the project results are no doubt affected by subjective researcher decisions as well. In the spirit of crowdsourcing, we welcome alternative perspectives on the publicly posted data from this initiative.

### 4.4. Boba multiverse analysis

To complement the qualitative analyses based on DataExplained, we also examined underlying processes quantitatively, through a Boba multiverse analysis (Liu et al., 2020). This crossed all of the crowd of analysts’ choices with one another, removing analytic choices that did not make sense in conjunction with one another (e.g., apply logistic
regression analysis to a continuous dependent variable), or instances in which the independent and dependent variable would have been identical (e.g., percentage of comments made by females was used as independent variable by some analysts and as dependent variable by other analysts). We also excluded paths that produced run-time errors. As seen in Figure 7, top panel, the majority of z-scores are positive for H1, suggesting an overall positive effect. In contrast, H2 seems to be quite symmetrical around zero, suggesting no effect or a tiny effect.

The Boba multiverse approach allows us to parse some of the contributors to dispersion of estimates, identifying some of the key steps in this garden of forking paths (Figure 8). More specifically, we examined how different analytic choices were associated to the outcome of an analysis. We used two methods to do this, each focusing on a slightly different question. The first method utilizes adjusted $R^2$ to quantify the variance explained by any analytic choice or any combination of two analytic choices. To obtain the adjusted $R^2$, we fit a linear model where we used one choice or two choices and their interaction to predict the z-score. The results are shown in Table 3. As all $R^2$ values are relatively small, thus no single or pair of branches makes a major contribution to the final analytic outcome. In other words, the outcome is highly variable and depends on many choices simultaneously rather than on just one or two choices.

The second method for quantifying branch sensitivity utilizes the k-samples Anderson Darling test (Scholz & Stephens, 1987). The k-samples Anderson Darling test measures the distance between the empirical distribution functions of k individual samples and that of the pooled sample. As each analytic approach has its own z-score distribution, the test quantifies how different these distributions are. Table 4 shows the standardized test statistics, with higher scores indicating more sensitive branches. In Figure 8, darker colors indicate more sensitive branches. For H1, DV and IV operationalizations lead to the most varied distributions in z-score, and for H2, alternative IV operationalizations have the most differing z-score distributions. However, the variance in estimates we were able to explain was again modest overall. Further details on the Boba multiverse are provided in Supplement 11.

5. Discussion

This crowdsourced investigation reveals striking dispersion in empirical results when many scientists address the same research question with the same data. When independent analysts tested two specific research predictions regarding the roles of gender and status in group meetings, they employed a wide array of approaches, which in turn led to a broad range of results. In a departure from previous many analyst projects, both variable operationalizations (e.g., how status is measured) and statistical analyses (e.g., covariate choices) were left unconstrained, contributing to the radical dispersion of estimates across independent analysts. Although the total variance in estimates we were able to explain was only modest, a Boba multiverse analysis (Liu et al., 2020) did demonstrate that variable operationalizations contributed most to radical dispersion in estimates, with statistical choices also contributing.
In Silberzahn et al. (2018) 69% of teams reported a statistically significant effect size in the expected direction, and no team reported a statistically significant effect size in the opposite of the predicted direction. In contrast, in the present initiative 64% of teams reported significant support for H1 and 29% for H2, with 21% and 21% reporting significant reversals, respectively. Such sign reversals are particularly strong evidence that subjective researcher choices make a critical contribution to the results obtained. This occurred under conditions closer to the typical research project, in which investigators must decide how to conceptualize and operationalize variables in addition to making statistical choices. The present pattern of results, which we term radical effect size dispersion, has never been demonstrated before in naturally occurring analyses by independent scientists. Situating the present findings, Table 5.1 describes projects that have crowdsourced various stages of the research process, and Table 5.2 summarizes the results of the crowdsourcing data analysis projects to date (see also Uhlmann et al., 2019). The present project is most similar in approach and results not to Silberzahn et al. (2018), but to Landy et al. (2020), who observed sign reversals across different experiments created by independent laboratories to test the same research question (i.e., conceptual replication designs, with operationalizations unconstrained).

Another key contribution of the present research is introducing and making publicly available the DataExplained tool developed for the project. Using the DataExplained portal, each participating researcher provided step-by-step explanations for her or his analytic decisions. Qualitative analyses of these reasonings about quantitative decisions led to the model of iterative research decision making shown in Figure 6.

The DataExplained website (https://dataexplained.net/) is available for researchers who wish to carefully document their analytic decisions and justifications for them, either individually or as a crowd (see also the code in Supplement 9 and video demonstration at https://goo.gl/rmpgae). It is our hope that such platforms become a part of the organizational scholar’s toolkit (Perkel, 2018) for transparently documenting her workflow. In the future, scientific journals like Organizational Behavior and Human Decision Processes, the Journal of Management, and the Journal of Applied Psychology may ask researchers to submit detailed documentation of their analytic steps and the reasons for the paths chosen (Aguinis et al., in press; Köhler et al., in press; Gelman & Loken, 2014), so that reviewers and readers can be convinced (or not) of the approach, and more easily formulate and run alternative specifications.

5.1. Empirically explaining variability in results

We were able to conclude from the Boba multiverse results (Liu et al., 2020) that how you think about your constructs (and thus operationalize variables) makes a contribution to radical dispersion in estimates (McGuire, 1973, 1983), in addition to statistical choices such as covariates and what type of regression or other measure of association is employed. For Hypothesis 1, dependent variable and independent variable operationalizations make the relatively largest contribution to dispersion in estimates across the multiverse of analytic approaches, and for Hypothesis 2 independent variable operationalizations was the single largest contributor. This highlights another level of subjectivity and researcher choice, in addition to the statistical choices previously examined by for example Silberzahn et al. (2018).

Although IV and DV choices do matter, their effect is small. Surprisingly (at least to us), the outcome of the analysis was only weakly related to one analytic choice or a combination of analytic choices. There are several possible causes for this unpredictability of the outcome.
of the analysis. First, the task for the analyst, testing a hypothesis with a dataset with yet unspecified variables, may have been so broadly formulated that the universe of potential analyses was enormous. This is confirmed by the actual analyses that differed in all respects; no two analyses were similar with respect to all analytic choices or the number of observations. Second, it may also be that the unpredictability of the outcome of the analysis reflects the nature of research in the social sciences; arbitrary choices may result in arbitrary outcomes of the analysis (see Figure 6). Of course, it is of paramount importance for social science research to distinguish the most important cause of diverging outcomes of multi-analyst projects. Does social science research have an intrinsically low rate of successful conceptual replications and reproducibility (Iso-Aloha, 2017; cf. Heino, Fried, & LeBel, 2018), or is it merely the characteristics of the current project that is responsible for the larger heterogeneity of results? Analyses of data of pre-registered many-lab studies suggest that minor changes to sample population and settings often do not affect the results and conclusions of experimental research (Olsson-Collentine, Wicherts, & van Assen, 2020). Hence, further crowdsourced data analysis initiatives testing many research hypotheses with many datasets, as well as further many-lab studies, are needed to address this question systematically.

5.2. More limitations and future directions

The analysts in the study were confronted with an unconventional research environment; a guiding theoretical framework was not directly provided by the project coordinators, and the dataset was sizeable with many variables that could potentially be used as operationalizations of the constructs in question (e.g., professional status). We therefore should be careful with generalizing the results to other research environments where, for instance, the theory is fully articulated and the dataset contains fewer variables and statistical choices to be made. Like any other research, crowd projects can and should be subjected to replication (Landy et al., 2020), and we believe a long series of crowdsourcing data analysis projects are necessary before drawing strong inferences from this line of research. At the same time, it is worth noting that the present dataset and the one leveraged by Silberzahn et al. (2018) are less complex than many archival datasets used by organizational scholars, economists, and others. With the present dataset, further operationalizations could have involved for example additional coding to quantify the amount of meaningful information conveyed per unit of text as a measure of verbal contributions to the debate. To the extent that complexity and ambiguity are positively correlated with dispersed results across different analysts, our findings may have wide implications for the conclusions drawn from analyses of complex datasets (see also Bastiaansen et al., 2020; Botvinik-Nezer et al., 2020; Silberzahn et al., 2018).

We fully acknowledge that our final crowd of analysts was relatively small (14 or 15 per hypothesis, for a total of 29 sets of analytic results), and heterogeneous in terms of job rank. Our results would perhaps be

Table 3
The sensitivity of the branches according to adjusted R². Each cell represents the adjusted R² of one branch (diagonal) or the combination of two branches.
(a) Hypothesis 1:

| Filter  | DV | IV  | Covariates | Random term | Unit of analysis | Model |
|---------|----|-----|------------|-------------|-----------------|-------|
| Filter  | 0.0007 | 0.0008 | 0.021 | −0.009 | 0.002 | −0.002 | −0.004 |
| DV      | NA | 0.007 | 0.038 | 0.003 | 0.007 | 0.006 | 0.007 |
| IV      | NA | NA | 0.026 | 0.022 | 0.030 | 0.026 | 0.052 |
| Covariates | NA | NA | NA | −0.0008 | −0.0006 | −0.0006 | 0.002 |
| Random term | NA | NA | NA | NA | −0.0003 | 0.003 | 0.008 |
| Unit of analysis | NA | NA | NA | NA | NA | 0.001 | 0.002 |
| Model   | NA | NA | NA | NA | NA | NA | 0.003 |

(b) Hypothesis 2:

| Filter  | DV | IV  | Random term | Covariates | Unit of analysis | Transform | Model |
|---------|----|-----|-------------|------------|-----------------|-----------|-------|
| Filter  | 0.008 | 0.044 | 0.096 | 0.011 | 0.015 | 0.021 | 0.014 | 0.038 |
| DV      | NA | 0.006 | 0.116 | 0.014 | 0.022 | 0.013 | 0.006 | 0.023 |
| IV      | NA | NA | 0.045 | 0.055 | 0.062 | 0.073 | 0.069 | 0.063 |
| Random term | NA | NA | NA | 0.002 | 0.005 | 0.010 | 0.006 | 0.003 |
| Covariates | NA | NA | NA | NA | NA | 0.004 | 0.014 | 0.012 | 0.005 |
| Unit of analysis | NA | NA | NA | NA | NA | 0.005 | 0.006 | 0.025 |
| Transform | NA | NA | NA | NA | NA | NA | 0.002 | 0.004 |
| Model   | NA | NA | NA | NA | NA | NA | 0.0004 |
should be investigated.

In Silberzahn et al. (2018), which present project was not driven by either more junior or more senior experts as potential moderators. Although none of the hypotheses examined in the pilot exhibited more convincing to some if more senior scholars, such as tenured faculty at highly ranked universities, were involved. The small final number of analysts is partly attributable to the scope of the task, specifically operationalizing and testing two hypotheses using a complex dataset while simultaneously explaining each decision taken (and not taken) using an online portal. The pool of potential analysts was further restricted to individuals well versed in R. The heterogeneity of seniority is a more general property of crowd research, which tends to attract interested parties from a diversity of career stages, something we see as a strength. Although our sample is far too small to draw strong inferences, an internal exploratory analysis suggests effect size dispersion in the present project was not driven by either more junior or more senior scientists (see Supplement 10). In Silberzahn et al. (2018), which featured a larger number of analysts (N = 29 teams), there was likewise no correlation between indices of seniority (e.g., job rank) and effect size estimates. Although the smaller sample in the present project facilitated carefully tracking of decisions with DataExplained as well as in-depth qualitative coding of each analysis (see more below), this came at the expense of running meaningful tests of the potential moderating roles of expertise and other analyst characteristics. Future projects with larger samples of analysts are needed to explore potential individual differences. To that end, Delios et al. (2020a) have recruited over 80 analysts to test four hypotheses from the field of strategic management using the same complex longitudinal dataset, assessing both statistical and topic expertise as potential moderators.

Further individual-differences that may shape researchers’ choices should be investigated—for example, political beliefs may bias scientists towards analytic specifications that lead to ideologically consistent effect size estimates (Jelveh, Kogut, & Naidu, 2015). Although the present investigation and Silberzahn et al. (2018) examined gender and racial dynamics in group settings, Botvinnik-Nezer et al. (2020) and Bastiaansen et al. (2020) observed variability in results across many researchers analyzing fMRI and event sampling data on non-politically charged topics, suggesting political biases are not necessary for dispersed effect size estimates to emerge across different investigators. The specific hypothesis in question is also likely important, in that some research questions involve a greater number of theoretical frameworks and valid operationalizations of key variables. In the present initiative, Hypothesis 1 (Figure 3) was associated with comparatively more dispersed standardized scores than Hypothesis 2 (Figure 4). Although none of the hypotheses examined in the pilot exhibited convergence in results across analysts, there was still variability in the degree of divergence (Supplement 3). Thus, aspects of the research question may help explain dispersion in empirical results (see also Landy et al., 2020). There no doubt exists natural variability in the looseness of the construct-to-measure mapping across research questions. The difference is that in the standard, small-teams approach to science, one would typically never see the looseness, because the authors would usually only show the results for their chosen operationalizations.

Many scientific fields are currently worried about replicability, and archival researchers too have been increasingly concerned about both direct reproducibility (same data, same analysis) and robustness to different analytic approaches (same data, different analyses). The results of recent investigations suggest archival findings may be less robust than hoped when the same set of observations is used but a different analytic strategy is employed (Murphy & Aguinis, 2019; Orben & Przybylski, 2019; Silberzahn et al., 2018; Simonsohn et al., 2020; Steegen et al., 2016). It is also of interest to hold archival studies to the same replication standard to which experimental work is held—in other words, employing the same methodology and statistical analyses, but using new

Table 5.1

| Crowdsourced stage | Example | Description of approach | Outcome |
|--------------------|---------|-------------------------|---------|
| Ideation           | Schweinsberg et al. (present article) | A crowd of researchers was provided with a data descriptor and asked to nominate research questions for testing. A second crowd then voted on which hypotheses to test. | Crowd-generated hypotheses received independent ratings for scientific value as high as those generated by the project coordinators. Hypothesis 1 from the present article was crowd-generated. |
| Assembling resources | StudySwap | Online platform for posting research “needs” and “haves” (e.g., “need” 200 participants from a particular nation or “have” a subject pool with participants of that nationality). | Laboratories successfully matched for replication projects and other collaborations (see https://osf.io/meetings/StudySwap). |
| Study design       | Landy et al. (2020) | Up to 15 independent research teams designed brief online experiments testing up to 5 research questions. | For 4 out of 5 hypotheses, independent research teams designed experiments that returned significant estimates in the opposite direction from each other. Meta-analysing across the effect size estimates from the different designs, 2 of 5 hypotheses were robust across conceptual replications. |
| Data collection    | Stewart, Chandler, and Paolacci (2017). | Online platforms such as Amazon’s Mechanical Turk used to crowdsource data collections. | Large-sample data collections with lay adults greatly facilitated at low cost to the researchers. |
| Data analysis      | Silberzahn et al. (2018) | Independent analysts test the same research question(s) using the same dataset. | Independent analysts use different specifications from one another and often obtain divergent results (see Table 5.2). |
| Writing research reports | Christensen and van Bever (2014) | Online platform used to collectively outline and draft a review article. | The article “The Capitalist’s Dilemma” in Harvard Business Review. |
| Peer review        | Open review | Peer review feedback from the submission process is published together with the final paper, and post-publication peer commentary is linked to the online version of the article. | Used for a subset of articles at the Open Psychology Journal (https://openpsychologyjournal.com/peer-review-workflow.php) and Meta-Psychology (https://open.lmu.se/index.php/metapsychology/; see also https://osf.io/3m4rz/) among others. |
| Replicating findings | Camerer et al. (2016) | A crowd of independent laboratories collect new data using the same experimental designs as in prominent published papers in experimental economics. | 61% of selected findings from experimental economics successfully directly replicated (same method, new observations) by independent laboratories. |
| Deciding future directions | Lai et al. (2014, 2016) | Multi-round intervention contest aimed at optimizing interventions to reduce automatic associative preferences for White American relative to Black American targets. | Some research teams were able to improve the effectiveness of their intervention between rounds by observing the project results across interventions. |
and small teams, in which relatively few analyses or approaches, often under the traditional approach to research as conducted by individuals, sensitivity to investigator choices may remain unintentionally occluded in defensible operationalizations of variables and analytic choices. This scientists at firms and external consultancies, are not robust to different reported by academic researchers, as well as statistical analyses by data

5.3. Potential solutions and countermeasures

Table 5.2 Overview of crowdsourcing data analysis projects to date.

| Description of dataset | Hypotheses or research question tested | Number of analysts | Degree of dispersion in results |
|------------------------|---------------------------------------|--------------------|---------------------------------|
| Silberzahn et al. (2018) | Are soccer referees more likely to give red cards to dark-skin-toned players than to light-skin-toned players? | 29 analysis teams | 69% of analysis teams reported a statistically significant relationship such that light skin toned players received more red cards than dark skin toned players, whereas 31% did not. Estimates ranged from 0.89 to 2.93 in odds ratio units. No analysis team reported a statistically significant effect such that light skin toned players received relatively more red cards. |
| Bastiaansen et al. (2020) | MRI data from 108 research participants who performed a decision making task involving risk | Hypothesis 1: Positive parametric effect of gains in the vmPFC (equal indifference group) | 70 analysis teams | One of 9 hypotheses (H5) received statistically significant support across a large majority (84.3%) of teams. Three hypotheses were associated with nearly-uniform null results across analysts (94.3% non-significant findings). For the remaining five hypotheses between 21.4% and 37.1% of teams reported statistically significant support. At the same time, meta-analysis revealed significant convergence across analysis teams in terms of the activated brain regions they each identified. |
| Schweinsberg et al. (present article) | Experience sampling data from a single person | “What symptom(s) would you advise the treating clinician to target subsequent treatment on, based on a person-centered (specific) analysis of this particular patient’s ESM data?” | 12 analysis teams | No team made similar recommendations regarding symptoms to target for treatment. The nature of identified symptoms varied widely. The 12 teams of independent analysts identified between 0 and 16 symptoms. |
| Delios et al. (2020) | Dataset on academic debates and their participants | Hypothesis 1: A woman’s tendency to participate actively in a conversation correlates positively with the number of females in the discussion. Hypothesis 2: Higher status participants are more verbose than are lower status participants. | Up to 15 individual analysts per hypothesis | Different analysts reported statistically significant results in opposite directions for both Hypothesis 1 and Hypothesis 2 (see Table 2). Boka multiverse analysis demonstrates that variable operationalizations contribute to radical dispersion in estimates, above-and-below statistical choices. |

observations. Delios et al. (2020b) are currently examining whether published findings from an ongoing stream of data on strategic management decisions generalize to other time periods and places. The reliability of archival findings is an important concern many scholars are working to address, both individually and in the context of crowd collaborations.

5.3. Potential solutions and countermeasures

The present results raise the possibility that many scientific findings reported by academic researchers, as well as statistical analyses by data scientists at firms and external consultancies, are not robust to different defensible operationalizations of variables and analytic choices. This sensitivity to investigator choices may remain unintentionally occluded under the traditional approach to research as conducted by individuals and small teams, in which relatively few analyses or approaches, often derived from a single theoretical and disciplinary perspective, are presented. Standard operating procedures and methodological path dependencies in an academic field or subfield may create an illusion of reliability, if other valid approaches are not attempted or included in research reports. Broadly consistent with the present findings, Landy et al. (2020) found that when up to 13 independent research teams designed their own experimental studies to address the same research question (e.g., “Are individuals who work in the absence of any material need to do so morally praised?”), the different study designs returned statistically significant effects in opposite directions for four out of five original ideas examined (see also Baribault et al., 2018). This converging evidence suggests that the link between subjective researcher choices and support for a given conclusion may be stronger than intuition suggests (see Botvinik-Nezer et al., 2020, who found that forecasters in a prediction market underestimated the impact of analytic choices on fMRI results).

The effort of a crowdsourced approach is most justified when dealing with controversial issues about which organizational scholars possess different prior beliefs (Leavitt, Mitchell, & Peterson, 2010), for research questions with important implications for public policies or organizational decision making, and for complex datasets in which a variety of defensible analytic approaches could be employed. Following the logic
of the wisdom of the crowds, in which aggregating estimates reduces individual level biases (Galton, 1907; Longe, Fox, Davitz, & Brenner, 1958; Surowiecki, 2004), the central tendency of the effect size estimates calculated by many different analysts may provide a less subjective and error-prone estimate of the effect. For datasets that do not contain sensitive information, firms may consider websites like Upwork.com, Guru.com, StudySwap, Kaggle.com, and academic partners to help obtain independent perspectives. The aggregated results of a select crowd of statistical and topic experts might also be relied on (Mannes, Soll, & Larrick, 2014). However, aggregating different results is not completely justified when the estimated quantity differs radically from one set of analyses to the other. Further, even a strong consensus is no guarantee of validity, since consensus can result from shared (false) assumption—different analysts might operationalize status the same way due to shared values, or use the same easy-but-suboptimal statistical approach because they have all been trained the same way.

Although it has the benefit of creating transparency about the robustness of findings, recruiting a crowd of analysts is often inefficient and impractical (Chimann et al., 2019). Further, for many firms as well as organizational researchers, an important ethical limitation on crowdsourcing is confidentiality concerns (Aguinis et al., in press). Sensitive data, for example on a firm’s employees, cannot be distributed to a dozen or more independent investigators so that their results can subsequently be compared. For the vast majority of cases in which crowdsourcing is not practical or ethical, individual researchers can employ multivariate analyses (Steegen et al., 2016) and specification curves (Simonsohn et al., 2020). The investigator generates as many defensible analytic strategies as she can, then carries out and reports numerous such specifications (see also Leamer, 1983, 1985; Muckrow, 1998; Surowiecki, 2004), the central tendency of the effect size estimate of an independent team, to separately conduct the analyses, then report on the differential findings of a set of investigators using the Boba multiverse approach to identify the most sensitive branches (Liu et al., 2020). Alternatively, a few external consultants and academic partners who have signed nondisclosure agreements, and data scientists within the firm might analyze the data independently of each other to see if their conclusions converge. For academics, another option is asking different researchers on the same team, or better yet members of an independent team, to separately conduct the analyses, then report both approaches in the article. Whether conducted individually, as independent copilots, or as a crowd, data analysis decisions should be rendered explicitly (e.g., using carefully commentated code, or the DataExplained platform at https://dataexplained.net/) which can also be recreated and modified using the code provided in Supplement 9.

This study and other meta-scientific investigations into the robustness of research methodologies and results (Banks et al., 2016; Bedeian et al., 2010; Begley & Ellis, 2012; Bergh et al., 2017; Camerer et al., 2011; Chang & Li, in press; Ebersole et al., 2016; Klein et al., 2014; 2018; Landy et al., 2020; O’Boyle et al., 2019; Open Science Collaboration, 2015; Prinz, Schlange, & Asadullah, 2011) highlight the value of humility in communicating research findings, and caution in applying them in organizational decision making contexts. Each investigator interprets the data through her own lens and this is not only unavoidable, but perhaps even to be embraced. By leveraging the distributed knowledge, perspectives, and assumptions of diverse investigators, the true consistency of support for an empirical claim can be revealed.
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