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Modern digital electronics support remarkably reliable computing, especially given the challenge of controlling nanoscale logical components that interact in fluctuating environments. However, the high-reliability limit is subject to a fundamental error–energy-efficiency tradeoff that arises from time-symmetric control. Requiring a low probability of error causes energy consumption to diverge as logarithm of the inverse error rate for nonreciprocal logical transitions. The reciprocity (=self-invertibility) of a computation is a stricter condition for thermodynamic efficiency than logical reversibility (invertibility), the latter being the root of Landauer’s work bound. In fact, the average energy required for reliable erasure is well above that bound. Explicit simulations of work production closely track the error-dissipation tradeoff, diverging from the Landauer bound as the error rate decreases. And, unlike the Landauer work, which can be recovered, the nonreciprocal work must be irreversibly dissipated. Analogous bounds hold for the universal NAND gate and extend to circuits of logical gates. That said, strictly-reciprocal logic gates, such as communication relays and NOT gates, are exempt and can be efficiently implemented via time-symmetric protocols. For all other computations, though, time-asymmetric control must be used to avoid dissipation arising from nonreciprocity. The lesson is that highly-reliable computation under time-symmetric control cannot reach, and is often far above, the Landauer limit. In this way, time-asymmetry becomes a design principle for thermodynamically-efficient computing. We also demonstrate that the time-reversal symmetries of the memory elements themselves play an essential role in determining the minimal energy necessary to implement a computation. Beyond engineered computation, the results reveal a generic error–dissipation tradeoff in steady-state transformations of genetic information as carried out by biological organisms.
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Tantalizingly, the thermodynamics of computation tells us that information processing can be achieved with zero energy dissipation ... if one has sufficient control over a system’s microscopic degrees of freedom and can endure the quasistatic limit of infinitely-slow processing [1–5]. To be useful, though, computation must be performed in finite time. Unfortunately, this requires additional work and guarantees the investment is lost via dissipation. This state of affairs poses a grand challenge to thermodynamic computing: Identify control protocols that reliably drive a system between memory states according to a desired computation in finite time and with minimal dissipation. Failing an answer, the fundamental physical limits on computation remain elusive.

In point of fact, contemporary finite-time thermodynamics predicts that energy-efficient protocols of duration $\tau$ entail dissipation that scales as $\tau^{-1}$ [6–11]. That is, reliable computation could be performed with arbitrarily little dissipation at the cost of arbitrarily slow processing.

An obvious and common implementation of finite-time computation is to ramp up a set of forces\(^1\) that transform previously-metastable memories according to the computation’s map. At an appropriate later time, the forces are ramped down (mirroring the ramp-up procedure) so that the computing system returns to its resting state, while new memories are again stored robustly in metastable configurations. Such implementations represent control protocols that are symmetric in time.

More to the point, time-symmetric protocols are common. Most notably, the primary signal controlling information processing in contemporary microprocessors is a time-symmetric clock-voltage signal—a several gigahertz square wave that orchestrates all transformations of the computer’s logic and memory components [12, 13].

Time-symmetric protocols are also common in other settings that seek reliable transformations. In recent experiments on synthetic molecular machines, molecular rotors are externally driven by a time-symmetric (sinusoidal) electric field. And, new autonomous synthetic molecular machines reliably produce steady-state rotations despite a time-invariant (a special case of time-symmetric) nonequilibrium environment [14]. They achieve this through chemical catalysis, much as natural molecular machines operate in vivo. In vivo, reliable genetic transformation of DNA (and reliable directional motion of molecular motors) occurs in an environment with very low Reynolds number, where there are no inertial variables to freely exert a time-asymmetric influence [15, 16]. More broadly, breaking time symmetry in Brownian motion requires significant dissipation [17]. And so, in both the biological and engineered worlds, simple time-symmetric protocol design—turning on and then turning off an interaction—seems to offer an energetically-efficient and reliable way to implement change.

The goal, naturally enough, is to implement information processing in ways that require no more than the minimal work exertion set by Landauer’s logical-irreversibility bound [18]: $W \geq k_B T \ln 2$. One might even hope that this work could then be recycled rather than dissipated. Indeed, as appreciated recently, changes in the nonequilibrium addition to free energy can be leveraged to implement logically-irreversible computations in a thermodynamically reversible manner [2–5]. The vision is of a future of hyper-efficient computing using orders-of-magnitude less energy than currently.

However, there is a wrinkle in this optimism. *All* time-symmetric protocols for transforming metastable memories engender an irreducible trade-off between computational accuracy and energy efficiency. Specifically, in the limit of highly-reliable computing with vanishingly-small error probability $\epsilon$, the minimal dissipation under time-symmetric controls diverges as $-\ln \epsilon$ with a coefficient proportional to the computation’s nonreciprocity—the nonselﬁnvertibility of its memory-state transitions.

For reliable time-symmetric implementations of a deterministic computation $C$, which maps each memory state $m \mapsto C(m)$, the minimal work above the change in local-equilibrium free energy is $k_B T \ln(1/\epsilon)$ whenever $C(C(m)) \neq m$. That is, work $k_B T \ln(1/\epsilon)$ is required whenever the computation iterated twice does not return to the original memory state. Moreover, there is a correction when time-odd variables store memory that highlights the unique advantages of both magnetic and conformational memories.

In this way, nonreciprocity identifies a dominant cost of thermodynamic computing for the broad class of time-symmetric control protocols. Future work will address more general thermodynamic implications of reliable computation. However, since time-symmetric control protocols are common and often unavoidable in key applica-

\(^1\) For example, a set of gate voltages may be applied or, by any other method, a potential energy landscape may be altered to temporarily couple and bias a set of initially-independent metastable potential minima.
tions, they are the subject of our error–dissipation tradeoff analysis here.

The first step in our development revisits the basics of dissipation in thermodynamic systems and the effect of partial knowledge, when the entire microstate cannot be observed or controlled. These dissipation costs are then recast to broadly apply to thermodynamic computing and, in particular, information storage and processing in metastable mesoscopic states. We then analyze the role of time symmetries in control protocols and give a thermodynamic accounting. Dissipation scaling with error level is derived and applied in the limit of highly-reliable computing. This is then used to analyze dissipation in erasure, logic gates, and biological systems. We conclude, briefly comparing recent work on control restrictions, and noting directions for further exploration. Appendices provide details underlying the theory and simulations.

II. COMPUTATIONAL DISSIPATION

To start, consider any physical realization of a memory device with a system Hamiltonian $\mathcal{H}_x$ parametrized by control $x \in \mathcal{X}$. For example, $x$ could correspond to an applied electromagnetic field, a vector of quantities specifying a potential energy landscape, or a set of piston positions. The Hamiltonian $\mathcal{H}_x$ determines the system’s instantaneous energies $\{E_x(s)\}_{s \in \mathcal{S}}$, where $\mathcal{S}$ is the set of system microstates. We assume that the system is in contact with an effectively memoryless heat bath at temperature $T$ that enables the system to relax to both local and global equilibria. The instantaneous stochastic microstate dynamics are completely determined by the system’s instantaneous Hamiltonian and the system’s interaction with the heat bath. Work is performed by driving the system via a *control protocol* $x_{0: \tau} = x_0 \cdots x_\tau$, which is the trajectory of the control parameters from time $0$ to $\tau$. The work $W$ measures the accumulated change in the energy of occupied microstates—energy that was supplied by the controller. In the following, we are especially interested in *computations* implemented by the control protocol and in the associated work cost.

Understanding the relationship between work costs and computations requires tracking the energetics of microstate trajectories $s_{0: \tau} = s_0 \cdots s_\tau$ of the system from time $0$ to $\tau$. Via the implied dynamics set by the time-dependent Hamiltonian $\mathcal{H}_{x_{\tau}}$ and the coupling with the bath at temperature $T$, the initial state $s_0$ and the control protocol $x_{0: \tau}$ determine the probability of microstate trajectories:

$$
\Pr_{x_{0: \tau}}(s_{0: \tau} = s_{0: \tau} | s_0 = s_0) = \Pr(s_{0: \tau} = s_{0: \tau} | s_0 = s_0, x_{0: \tau} = x_{0: \tau}),
$$

where $\mathcal{S}_t$ is the random variable for the microstate at time $t$ and $s_{0: \tau}$ is the random variable chain for the full state trajectory. The subscripted probability $\Pr_{x_{0: \tau}}(\cdot)$ denotes the probability distribution *induced* by the driving protocol $x_{0: \tau}$. This is the same as the probability *conditioned* on the driving protocol, as described by Eq. (1).

Hamiltonian control implies microscopic reversibility of the instantaneous microstate dynamics. This means state trajectories that release energy into the heat bath ($Q > 0$) are exponentially more likely than the time-reversed microstate trajectory (that absorb heat), if the protocol were run in reverse [19–21]. Specifically:

$$
\frac{\Pr_{x_{0: \tau}}(s_{0: \tau} = s_{0: \tau} | s_0 = s_0)}{\Pr_{\mathcal{H}(x_{0: \tau})}(s_{0: \tau} = \mathcal{H}(s_{0: \tau}) | s_0 = s_\tau)} = e^{\beta Q(s_{0: \tau}, x_{0: \tau})},
$$

where $\beta = (k_B T)^{-1}$ and $k_B$ is Boltzmann’s constant. $\mathcal{H}$ denotes time-reversal, including not only reversal of the time ordering, but also conjugation of time-odd variables such as momentum and spin: $s_0 \cdots s_\tau \mapsto s_\tau^\dagger \cdots s_0^\dagger$. For example, if the microstate $s = (\vec{q}, \vec{\phi})$ is a collection of spatial $\vec{q}$ and momentum $\vec{\phi}$ degrees of freedom, then the conjugation simply flips all of the momentum degrees of freedom $s^\dagger = (\vec{q}^\dagger, -\vec{\phi})$.

Thermodynamic irreversibility is quantified by *entropy production* $\Sigma$. The second law of thermodynamics says that entropy production is expected to be nonnegative: $\langle \Sigma \rangle \geq 0$. In our setting, $\Sigma$ is simply the net change in the component entropies of both the system and the bath. More specifically, entropy production decomposes into the change in heat-bath entropy $Q(s_{0: \tau}, x_{0: \tau}) / T$ beyond any compensating reduction in the system’s microstate entropy. The system’s instantaneous microstate entropy is given by the nonequilibrium surprisal $-k_B \ln \mu_t(s_t)$, where $\mu_t(s_t) = Pr_{x_{t-\infty}}(s_t = s_t)$ is the current microstate’s probability given the *entire history* of preparation and driving [20, 22, 23].² Accordingly, the entropy production is:

$$
\Sigma = \frac{1}{T} Q(s_{0: \tau}, x_{0: \tau}) + \Delta(-k_B \ln \mu_t(s_t)),
$$

² Hence, $\mu_t(s_t)$ is the expected probability of being in the actual microstate $s_t$ over many trials where the system is prepared and driven in exactly the same way. The fact that this distribution is not δ-distributed is due to the stochasticity induced by the interaction with the heat bath (and any other uncontrollable degrees of freedom).
where $\Delta$ indicates the change from time 0 to $\tau$. Specifically, $\mu_0$ is the distribution over microstates given the system’s initial preparation and $\mu_\tau$ is the time-evolved version of $\mu_0$ under the influence of the driving $x_{0:\tau}$. This results in the trial-specific entropy production \cite{19,20,21}:

$$
\Sigma = 1/T \mathcal{Q}(s_{0:\tau}, x_{0:\tau}) + k_B \ln \frac{\mu_0(s_0)}{\mu_\tau(s_\tau)}$

$$
= k_B \ln \left( \frac{\text{Pr}_{x_{0:\tau}}(s_{0:\tau} = s_{0:\tau} | S_0 = s_0) \mu_0(s_0)}{\text{Pr}_{R_{x_{0:\tau}}}(s_{0:\tau} = \mathcal{I}(s_{0:\tau}) | S_0 = s_\tau) \mu_\tau(s_\tau)} \right)

= k_B \ln \left( \frac{\text{Pr}_{x_{0:\tau}}(s_{0:\tau} = s_{0:\tau} | S_0 \sim \mu_0)}{\text{Pr}_{R_{x_{0:\tau}}}(s_{0:\tau} = \mathcal{I}(s_{0:\tau}) | S_0 \sim \mu_\tau)} \right),

$$

where $\mu_\tau$ is the distribution such that $\mu_\tau(s) = \mu_\tau(s')$. The condition $S_0 \sim \mu$ means the random variable $S_0$ is distributed according to $\mu$, as in Ref. \cite{24}. We used the fact that $\mu_\tau(s) = \mu_\tau(s')$ in going from the second to the third line.

When all influences driving the system away from equilibrium are controlled changes to the system Hamiltonian, the total entropy production is proportional to the dissipated work $W_{\text{diss}}$, which is the accumulation of lost opportunities to extract work:

$$
W_{\text{diss}} = T \Sigma.
$$

The entropy production and dissipated work both measure a given computation’s efficiency, as they both quantify the degree to which more work was done than necessary by an unrestricted controller.

The expected dissipated work quantifies the difference between the average amount of work done beyond the change in nonequilibrium free energy \cite{25}:

$$
\langle W_{\text{diss}} \rangle = \langle W \rangle - \Delta F.
$$

This is the average work that has been irreversibly lost, since the nonequilibrium free energy $F$ is the expected amount of energy that possibly could be extracted as work \cite{26}. Calculating the dissipated work from these two quantities seems to require explicit knowledge of the Hamiltonian, since the work is the integrated change in the energy due to changes in control:

$$
\langle W \rangle = \sum_s \int_0^\tau dt \mu_t(s) \frac{\partial E_{x_t}(s)}{\partial x_t} dx_t dt,
$$

and the nonequilibrium free energy is the difference between the average energy and the microstate entropy \cite{26}:

$$
F(t) = \langle H_{x_t} \rangle - k_B T \ln \mathcal{Z},
$$

where $H(Z) = - \sum_z \text{Pr}(Z = z) \ln \text{Pr}(Z = z)$ is the Shannon entropy of the driven system in nats.\footnote{In point of fact, knowledge of the Hamiltonian is not strictly necessary if one instead calculates $\langle W_{\text{diss}} \rangle = \langle W_{\text{ex}} \rangle - \Delta F_{\text{add}}$, where $W_{\text{ex}} = W - \Delta F_{\text{ex}}$ and $F_{\text{add}} = k_B T \text{D}_{KL}[\mu_\tau || \pi_{x_t}]$. With knowledge (or observation) of the equilibrium distribution $\pi_x$ associated with each control setting $x$, one can leverage the Boltzmann relationship $\pi_x(s) = e^{-\beta E_x(s)}$ to calculate: $\beta \langle W_{\text{ex}} \rangle = \sum_s \int_0^\tau dt \mu_t(s) \frac{\partial}{\partial s} \left( - \ln \pi_x(s) \right) ds$. Still, Eq. (4) presents an even more tempting opportunity for calculating $\langle W_{\text{diss}} \rangle$ directly from observed trajectory probabilities.}

However, due to Eq. (2), we can calculate the dissipated work for a control protocol using only the probability of forward trajectories under forward driving $\rho(S_{0:\tau} = s_{0:\tau}) = \text{Pr}_{x_{0:\tau}}(s_{0:\tau} = s_{0:\tau} | S_0 \sim \mu_0)$ and reverse microstate trajectories under reverse driving $\rho^R(S_{0:\tau} = s_{0:\tau}) = \text{Pr}_{R_{x_{0:\tau}}}(s_{0:\tau} = \mathcal{I}(s_{0:\tau}) | S_0 \sim \mu_\tau)$. Averaging over forward trajectories produces a relative entropy:

$$
\beta \langle W_{\text{diss}} \rangle = \sum_{s_{0:\tau}} \rho(S_{0:\tau} = s_{0:\tau}) \ln \frac{\rho(S_{0:\tau} = s_{0:\tau})}{\rho^R(S_{0:\tau} = s_{0:\tau})} = \text{D}_{KL} \left[ \rho(S_{0:\tau}) || \rho^R(S_{0:\tau}) \right],
$$

where $\text{D}_{KL}[\cdot || \cdot]$ is the Kullback–Leibler divergence \cite{27,29}.

### A. Partial Knowledge

This powerful relation leads to bounds on dissipated work based on observed trajectories, which contain only partial details of the full microstate trajectory. And, expressing the dissipated work and entropy production in terms of the relative entropy between forward and reverse trajectories, it provides a method to reconstruct a system’s thermodynamics without explicit knowledge of the underlying Hamiltonian mechanics. This only requires knowledge of trajectory probabilities under forward and reverse driving and these can be determined experimentally.

However, practical considerations can stand in the way. Often direct observations of a thermodynamic system’s underlying microstate trajectories are not available. Then, instead, one acquires data on some observable $\tilde{y}$.\footnote{In general, observable $\tilde{y}$ could be any stochastic functional of the joint microstate trajectory $(x_{0:\tau}, s_{0:\tau})$; for example, observations of the trajectory through a noisy, lossy channel or observed values of mechanical work. In the case we observe mechanical work values $W = w$, and noting that $\mathcal{I}(w) = -w$, Eq. (6) yields a lower bound on the dissipation given far-from-equilibrium work distributions: $\beta \langle W_{\text{diss}} \rangle \geq \text{D}_{KL} \left[ \text{Pr}_{x_{0:\tau}}(W | S_0 \sim \mu_0) || \text{Pr}_{R_{x_{0:\tau}}}(\nabla W | S_0 \sim \mu_\tau) \right]$. In itself this is a quite interesting result.} The following treats $\tilde{y}$ as the system’s observed trajectory. This can be much simpler than the system’s microstate.
trajectory \( s_{0: \tau} \), which often is a high-dimensional object whose probability can be nearly impossible to estimate. Moreover, observed trajectories typically occupy a smaller space, facilitating better probability estimates. The following discusses how observed-trajectory probabilities can be used to bound dissipated work, thus circumventing the difficulty of acquiring detailed knowledge of microstate trajectories and their probabilities. This will allow us to infer new lower bounds on computational dissipation from only partial knowledge related to the logical dynamics of the computation itself.

Consider an observed trajectory measured via an observation channel \( \Gamma \) on microstate trajectories:

\[
\Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{y}} = \Pr(\bar{Y} = \bar{y})|S_{0: \tau} = s_{0: \tau}, X_{0: \tau} = x_{0: \tau}).
\]

Then, as App. A shows, the observation-informed estimate of the dissipated work bounds the actual dissipated work. A simple and important example of an observation channel is the effective channel irreversibility \( \Sigma_{ch} \). Moreover, observed trajectories typically occupy a smaller space, facilitating better probability estimates. The following discusses how observed-trajectory probabilities can be used to bound dissipated work, thus circumventing the difficulty of acquiring detailed knowledge of microstate trajectories. We will use this shortly to derive our main results [27, 30, 31].

Appendix A shows that an observation channel gives the probability of observed trajectories under forward driving:

\[
\rho(\bar{Y} = \bar{y}) = \sum_{s_{0: \tau}} \Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{y}} \rho(S_{0: \tau} = s_{0: \tau}) = \Pr(x_{0: \tau})\langle \bar{y} | S_{0: \tau} \sim \mu_0 \rangle,
\]

and the probability of reverse observations under reverse driving:

\[
\rho^R(\bar{Y} = \bar{y}) = \sum_{s_{0: \tau}} \Gamma_{\mathcal{H}(s_{0: \tau}), \mathcal{H}(x_{0: \tau}) \rightarrow \mathcal{H}(\bar{y})} \rho^R(S_{0: \tau} = s_{0: \tau}) = \Pr(x_{0: \tau})\langle \bar{y} | \mathcal{H}(\bar{y}) | S_{0: \tau} \sim \mu_{\bar{y}} \rangle.
\]

The relative entropy chain rule [24] then implies that the dissipated work is bounded below by the difference of terms:

\[
\beta(W_{\text{diss}}) \geq D_{\text{KL}}\left(\rho(\bar{Y}) \parallel \rho^R(\bar{Y})\right) - \frac{1}{k_B} \Sigma_{ch}, \quad (5)
\]

where \( k_B D_{\text{KL}}\left(\rho(\bar{Y}) \parallel \rho^R(\bar{Y})\right) \) is an estimate of entropy production that only requires the probability of observed trajectories and:

\[
\Sigma_{ch} \equiv k_B \left( D_{\text{KL}}\left[ \Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{y}} \left\| \Gamma_{\mathcal{H}(s_{0: \tau}), \mathcal{H}(x_{0: \tau}) \rightarrow \mathcal{H}(\bar{y})} \right. \right. \right] \rho(S_{0: \tau}) \right)
\]

is the effective channel irreversibility. \( \Sigma_{ch} \) measures how much dissipation in microscopic dynamics is overestimated due to (i) dissipation in the observational channel \( \Gamma \) and (ii) the definition one uses for \( \mathcal{H}(\bar{y}) \), if it does not correspond to physical time reversal of the observable.

Equation (5) is a general new bound on dissipation for any physical process via any observation channel. In particular, it allows us to rigorously analyze the dissipation required to implement any coarse features of a computation. While this general bound on entropy production differs from those developed for coarse-grainings in Refs. [27, 30, 31], we recover similar results in the case that the channel is reversible:

\[
\Sigma_{ch} = 0.
\]

This is equivalent to \( \Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{y}} = \Gamma_{\mathcal{H}(s_{0: \tau}), \mathcal{H}(x_{0: \tau}) \rightarrow \mathcal{H}(\bar{y})} \).

For reversible observation channels the estimate of entropy production, obtained from forward and reverse observation sequences, bounds the dissipated work:

\[
\beta(W_{\text{diss}}) \geq D_{\text{KL}}\left(\rho(\bar{Y}) \parallel \rho^R(\bar{Y})\right). \quad (6)
\]

For our purpose of bounding computational dissipation via the desired logical dynamics, it is sufficient to focus on the reversible channel case of Eq. (6). As we will show, this is particularly useful for metastable information processing.

Equation (6) is close to calculating an estimate for entropy production divorced from knowledge of microstate dynamics. \( \Pr_{\Gamma_{s_{0: \tau}}} (\bar{Y} | S_0 \sim \mu_0) \), for instance, can be recovered from tracking observation frequencies given a system’s initialization \( \mu_0 \) and the driving \( x_{0: \tau} \). However, since \( \Pr_{\mathcal{H}(x_{0: \tau})} (\bar{Y} | \mathcal{H}(\bar{y}) | S_0 \sim \mu_{\bar{y}}) \) depends on initially being in distribution \( \mu_{\bar{y}} \), it is unclear how to experimentally access these probabilities in the presence of time-odd variables, like momentum. Fortunately, as we now show, this obstacle can be removed for physical computations using metastable memories. Ignoring the underlying microstate dynamics and, instead, only tracking the logical dynamics, we bound the work production while computing.

**B. Thermodynamic Computing**

To be usefully manipulated, memories must be physically addressable. Accordingly, we define the set \( \mathcal{M} \) of memory states as a partition of the set \( \mathcal{S} \) of microstates, such that each memory state \( m \in \mathcal{M} \) is a subset of the microstates: \( m \subset \mathcal{S} \) and \( \bigcup m = \mathcal{S} \). In this way, the memory state random variable \( \mathcal{M}_t \) at time \( t \) is determined by the microstate \( \mathcal{S}_t \). Moreover, for memory states to robustly hold memories between computations, we assume that partitioning is such that each memory state corresponds to a state-space region that is effectively autonomous when no computation is being performed, resulting in metastabil-
FIG. 1. Bistable memory element: A cross-section (at constant momentum $q_0$) of both global and local equilibrium. Initial system state $s_0 = (q_0, \varphi_0)$ (red star) lies in a continuum. The energy landscape (black curve) has two symmetric minima that effectively partition the space into robust Left (blue) and Right (yellow) spatial memory states. The stable equilibrium distribution (green dashed curve) is uniformly distributed over the Left and Right states. The restriction of the equilibrium distribution to the Left well (blue curve) is metastable, only locally in equilibrium.

ity of the memory. Figure 1 shows a spatial system that has been partitioned into Left (L) and Right (R) memory states, each of which corresponds to a minimum in the energy landscape.

Partitioning microstates into metastable memory states $\mathcal{M}$ introduces an observational channel $\Gamma$ for monitoring computation. The task of a computation is to map an initial memory state $m$ to a final memory state $m'$ according to a given conditional probability distribution:

$$p(m \to m') = \Pr(\mathcal{M}_\tau = m', \mathcal{M}_0 = m).$$

For instance, as shown in Fig. 2 for the system of Fig. 1, erasure is composed of two desired transitions with high probabilities—$p(L \to L) \approx 1$ and $p(R \to L) \approx 1$—between the two metastable memory states. (The latter are labeled L and R according to the common use of left and right minima in a double-well potential landscape to store a bit [32].) A computation occurs due to a particular stochastic trajectory, such as the red path shown in Fig. 2. Naturally, the statistics of the memory state transition probability $p(L \to L)$, say, come from the ensemble of trajectories. While stochasticity is the rule in physical computations, the following focuses on nearly-deterministic computations, such as highly-reliable erasure.

To focus on computing we consider the channel $\Gamma_{s_0, \tau, \tau_0} \to m m'$ which maps microstate trajectories to an observable that only tracks the initial and final memory states, such that the observable is a 2-tuple:

$$\bar{Y} = (\mathcal{M}_0, \mathcal{M}_\tau).$$

For a particular realization $\mathcal{M}_0 = m$ and $\mathcal{M}_\tau = m'$, the time-reversal of the initial and final memory states is: $\mathcal{H}(m, m') = (m^\dagger, m^\dagger)$, where $m^\dagger \equiv \{s^\dagger : s \in m\}$. This leads to observable memory transitions:

$$\rho((\mathcal{M}_0, \mathcal{M}_\tau) = (m, m')) = \Pr_{x_0, \tau}(\mathcal{M}_0 = m, \mathcal{M}_\tau = m'|s_0 \sim \mu_0) \quad (7)$$

and the reversal probabilities:

$$\rho^R((\mathcal{M}_0, \mathcal{M}_\tau) = (m, m')) = \Pr_{\mathcal{H}(x_0, \tau)}(\mathcal{M}_0 = m^\dagger, \mathcal{M}_\tau = m^\dagger | s_0 \sim \mu_0^\dagger). \quad (8)$$

Appendix B uses this trajectory coarse-graining to show that the dissipated work is lower-bounded by a function

5 During a computation, though, driving couples memory states to instantiate nontrivial computing.
of the net transition probabilities between memory states:

\[ \beta \langle W_{\text{diss}} \rangle = D_{\text{KL}} \left[ \rho(S_{0:t}) \left|\right| \rho^R(S_{0:t}) \right] \]
\[ \geq D_{\text{KL}} \left[ \rho(M_0, M_t) \left|\right| \rho^R(M_0, M_t) \right] \]
\[ = \Delta H(M_t) + \sum_{m, m' \in \mathcal{M}} \mu_0(m) d(m, m') , \]

where \( \mu_t \) is the same preparation-and-driving-induced probability measure as previously introduced, such that \( \mu_t(m) = \text{Pr}(M_t = m | S_t \sim \mu_t) = \sum_{s \in m} \mu_t(s) \), and:

\[ \Delta H(M_t) = \sum_{m \in \mathcal{M}} \left( \mu_0(m) \ln \mu_0(m) - \mu_+(m) \ln \mu_+(m) \right) \]

is the change in Shannon entropy (in nats) of the coarse-grained memory states.

Note that Eq. (11) defined:

\[ d(m, m') \equiv \text{Pr}_t(M_t = m' | S_0 \sim \mu_0^{(m)}) \times \ln \left( \frac{\text{Pr}_t(M_t = m' | S_0 \sim \mu_0^{(m)})}{\frac{\text{Pr}_t(M_t = m' | S_0 \sim \mu_0^{(m')})}{}} \right) . \]

where \( \mu_t^{(m)} \equiv \delta_{s_t \in m} \mu_t / \mu_t(m) \) is the renormalized microstate distribution \( \mu_t \) restricted to memory \( m \)'s microstates. This compares (i) the probability of transitioning from memory state \( m \) to \( m' \) to (ii) the probability of returning to \( m \) upon subsequent momentum-conjugation of the microstate distribution in \( m' \) and reversal of the control protocol. One concludes that dissipation is due to statistical irreversibility. At first sight, Eqs. (11) and (12) do not appear to significantly simplify the problem of inferring dissipation from partial knowledge. However, the practical constraints of reliable computation greatly simplify \( d(m, m') \), as we will see shortly.

To emphasize, written as either Eq. (10) or (11), the bound applies when the conjugate \( m' \equiv \{ s^t : s \in m \} \) of a memory state \( m \) is an element of the memory partition, \( m' \in \mathcal{M} \), for all \( m \). (However, see App. B for the more general case.) This occurs, for example, when spatial cells store a memory that is indifferent to rapidly fluctuating momentum degrees of freedom, so that \( m = m' \). A similar simplification occurs for magnetic memory where \( s \) and \( s^\dagger \) are always in different memory states, such that \( m' \equiv M \) although \( m \neq m' \). These two types of memory, illustrated in Fig. 3, lead to notable physical consequences; ones that we explore in a sequel.

### C. Metastable Processing

Further simplifying Eq. (11)’s bound on dissipated work turns on recognizing a common property of informations processing systems: They hold memory states as metastable nonequilibrium distributions. This has profound thermodynamic implications.

The implied timescale separation means that relaxing to the local-equilibrium distribution \( \pi_x^{(m)} \) within each memory region is fast, while relaxing to the global equilibrium distribution \( \pi_x \) is much slower than the timescale of (and between) a system’s computational steps. On the one hand, metastable distributions are those that correspond (up to some approximation) to a normalized weighted sum of local-equilibrium distributions. On the other, the global equilibrium distribution corresponding to any \( x \) is the canonical one: \( \pi_x(s) = e^{-\beta E_x(s)} / \sum_{s' \in S} e^{-\beta E_x(s')} \). The system approaches it in the limit of infinite time, if the control setting \( x \) is held fixed. In this, the local-equilibrium distributions \( \pi_x^{(m)}(s) = \delta_{s \in m} \pi_x(s) / \sum_{s' \in m} \pi_x(s') \) are the canonical distributions, associated with each nearly-autonomous region of state space, that local densities approach much more quickly due to timescale separation [25].

If metastable memories are stored robustly between computations, then the memory-state distribution \( \mu_t(m) \) at times \( t = 0 \) and \( t = \tau \) contain almost all the information about the microstate distributions at the start and end times; or, at least, at the beginning and shortly after the end time. Indeed, the local distributions associated with each memory state are then nearly local-equilibrium distributions. If, to the contrary, the ending microstate distribution \( \mu_+(s) \) is not yet metastable, then it quickly relaxes to the metastable distribution \( \mu_+(s) \approx \sum_{m \in \mathcal{M}} \mu_+(m) \pi_x^{(m)}(s) \). This results in yet more dissipation.

To include all dissipation associated with a computation, we extend a given protocol’s start and end times to include most of the post-computation relaxation to metastability. Assuming a metastable distribution at the beginning and end of the computation means \( \mu_0^{(m)} \approx \pi_x^{(m)} \) and \( \mu_+^{(m)} \approx \pi_x^{(m)} \) and the full microstate distributions are then \( \mu_0 \approx \sum_{m \in \mathcal{M}} \mu_0(m) \pi_x^{(m)} \) and \( \mu_+ \approx \sum_{m \in \mathcal{M}} \mu_+(m) \pi_x^{(m)} \), respectively. Thus, the beginning and ending microstate distributions are almost entirely determined by the distribution over memory states.

![FIG. 3. Common memory elements are either time-reversal invariant (where \( m' = m \)) or flip under time-reversal (such that \( m' \neq m \) although \( m' \in \mathcal{M} \).)]
Initial and final memory-system metastability means that the empirically-observable memory transitions are always implicitly conditioned on metastability:

\[
\Pr_{x_0\to t} (\mathcal{M}_t = m') | \mathcal{M}_0 = m) = \Pr_{x_0\to t} (\mathcal{M}_t = m', \mathcal{M}_0 = m, \mathcal{S}_0 \sim \pi^{(m')}_{x_0}) .
\]

Similarly, if we operate the control protocol in reverse, starting metastably under the influence of \( x^\dagger_t \), the observed memory-transition probabilities are:

\[
\Pr_{\mathcal{H}(x_0\to t)} (\mathcal{M}_t = m^\dagger | \mathcal{M}_0 = m^{\dagger t}) = \Pr_{\mathcal{H}(x_0\to t)} (\mathcal{M}_t = m^\dagger, \mathcal{M}_0 = m^{\dagger t}, \mathcal{S}_0 \sim \pi^{(m')}_{x_0}) .
\] (13)

Note, for comparison with Eq. (12), that:

\[
\pi^\dagger_{x^\dagger_t} (s) = \pi_x(s^\dagger) = \pi_{x^\dagger_t} (s) .
\]

And so, we have:

\[
\pi^{(m^\dagger t)}_{x^\dagger_t} = \pi^{(m')}_{x^\dagger_t} = \mu^{(m^\dagger t)}_{x^\dagger_t} .
\]

This allows us to remove all dependence on microstates from the work bound and estimate dissipation purely from observed memory-state trajectories. In particular, Eq. (12) simplifies to:

\[
d(m, m') = \Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)
\times \ln \frac{\Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)}{\Pr_{\mathcal{H}(x_0\to t)} (\mathcal{M}_t = m' | \mathcal{M}_0 = m^{\dagger t})} .
\] (14)

Now, the dissipated work bound can be expressed in terms only of the probabilities of memory-state inputs and outputs:

\[
\beta \langle W^{\text{diss}} \rangle_{\text{min}} \geq \Delta H(\mathcal{M}_t) + \sum_{m, m'} \Pr_{x_0\to t} (\mathcal{M}_t = m', \mathcal{M}_0 = m)
\times \ln \frac{\Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)}{\Pr_{\mathcal{H}(x_0\to t)} (\mathcal{M}_t = m' | \mathcal{M}_0 = m^{\dagger t})} .
\]

This bounds a computation’s dissipated energy using only knowledge of the memory-state transitions that result from forward driving \( x_{0, t} \) and reverse driving \( \mathcal{H}(x_{0, t}) \). However, additional simplifications arise, if the driving is time-symmetric.

---

6 That \((\pi_x)^\dagger = \pi_{x^\dagger_t}\) follows from the energy eigenvalues being invariant under time reversal: \(E_x(s) = E_{x^\dagger_t}(s^\dagger)\). Note that equilibrium probability depends only on the energy of the state and on the partition function. \(E_x(s) = E_{x^\dagger_t}(s^\dagger)\) implies \(Z_x = Z_{x^\dagger_t}\). These properties together therefore imply \((\pi_x)^\dagger = \pi_{x^\dagger_t}\).

---

D. Time Symmetric Driving

Let us now consider the consequences for reliable computing with time-symmetric protocols—those for which \(x_{0, t} = \mathcal{H}(x_{0, t})\)—as shown in the upper panel of Fig. 2’s computation. In these cases, Eq. (14) simplifies considerably:

\[
d(m, m') = \Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)
\times \ln \left( \frac{\Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)}{\Pr_{\mathcal{H}(x_0\to t)} (\mathcal{M}_t = m' | \mathcal{M}_0 = m^{\dagger t})} \right) .
\] (15)

With Eqs. (11) and (15), we arrive at the remarkable result that the minimal dissipation depends only on memory-transition probabilities actually exercised by the computation:

\[
d(m, m') = p(m \to m') \ln \frac{p(m \to m')}{p(m^{\dagger t} \to m^\dagger)} ,
\]

where we rewrote the result suggestively denoting the computation as \(p(m \to m') = Pr_{x_0\to t} (\mathcal{M}_t = m' | \mathcal{M}_0 = m)\). (Conveniently, no longer is there a dependence on counterfactual probabilities that would be induced by time-reversed driving.) Thus, the bound on dissipated work \(\langle W_{\text{diss}}^{\text{t-sym}} \rangle_{\text{min}}\) includes a term \(\Delta H(\mathcal{M})\) that depends on initial and final observable distributions and one that depends on the transition paths between memory states:

\[
\beta \langle W^{\text{diss}} \rangle_{\text{min}} = \Delta H(\mathcal{M}_t)
\]

\[
+ \sum_{m, m'} \mu_0(m)p(m \to m') \ln \frac{p(m \to m')}{p(m^{\dagger t} \to m^\dagger)} .
\] (16)

This demonstrates how restricting to time-symmetric control leads to unavoidable dissipation that depends explicitly on a computation’s logic.

This adds to a short list of work bounds determined by the computation implemented. Original on this list—the minimal work required for a computation without control restrictions—is simply Landauer’s bound:

\[
\langle W \rangle_{\text{Landauer}}^\text{Landauer} = -k_B T \Delta H(\mathcal{M}_t) ,
\]

when memory states all have equal local free energies. More generally, though, as seen from Eq. (3), the minimal work required for a computation is:

\[
\langle W \rangle_{\text{min}} = \Delta F^\text{L}(\mathcal{M}_t)
\]

\[
= \Delta (F^\text{L}(\mathcal{M}_t)) + \langle W \rangle_{\text{Landauer}} ,
\] (17)

which is achieved in the limit of zero dissipation. Here, we recalled that for metastable distributions the nonequi-
We argued that it is common—in practice and, occasionally, out of necessity—for a computation to be implemented by transforming metastable memories with time-symmetric driving. We are now in a position to plainly state the thermodynamic consequences of this type of computation.

Generically, a physical computation produces and is characterized by the set of memory transition probabilities: \( \{ p(m \rightarrow m') \}_{m,m' \in \mathcal{M}} \). From Eq. (19), we see that the work required for such a computation, beyond the change in local free energy, is determined by the nonreciprocity of memory transitions. We say that a memory transition is reciprocated if:

\[
p(m \rightarrow m') = p(m'^{\dagger} \rightarrow m^{\dagger}) .
\]

Nonreciprocity \( \Psi \) quantifies the deviation from this:

\[
\Psi(m \rightarrow m') \equiv \ln \left( \frac{p(m \rightarrow m')}{p(m'^{\dagger} \rightarrow m^{\dagger})} \right) .
\]

Notably, it vanishes when Eq. (20) is satisfied. Keep in mind that \( m^{\dagger} \) and \( m'^{\dagger} \) are themselves valid memory states, so nonreciprocity compares the probability of two different memory transitions.

Appendix C establishes the transition-specific version of Eq. (19). To summarize, we first derive a useful transition-specific fluctuation theorem:

\[
\langle e^{-\beta W} \rangle_{\mathcal{M}_t = m', \mathcal{S}_0 \sim \pi_{x_0}^{(m)}} = e^{-\beta \Delta F_{x_t}^{(\mathcal{M}_t)}} \frac{\Pr_{\mathcal{M}_t = m^{\dagger} \mid \mathcal{S}_0 \sim \pi_{x_0}^{(m')}}} {\Pr_{\mathcal{M}_t = m \mid \mathcal{S}_0 \sim \pi_{x_0}^{(m)}}} .
\]

which applies to systems that start in local equilibrium. The appearance of the local-equilibrium free energies makes this a useful generalization of related past results [35]. By Jensen’s inequality, and assuming time-symmetric control, this then implies that the minimal average work required of a memory transition is:

\[
W_{\min}^{t-sym}(m \rightarrow m') = F_{x_0}^{(m')} - F_{x_0}^{(m)} + k_B T \Psi(m \rightarrow m') .
\]

Even for logically-irreversible computations, the minimal work required by this generalized Landauer bound is reversible: it corresponds to a stored change in nonequilibrium free energy. Thus, no work needs to be dissipated. We could have \( W_{\text{diss}} = 0 \) in the case of unrestricted control. And, this alerts us to additional opportunities for optimizing implementations.

Appealing to Eq. (3) again, we see that the minimum total work under time-symmetric driving must be:\(^7\)

\[
\langle W \rangle_{\text{min}}^{t-sym} = \Delta \langle F_{x_t}^{(\mathcal{M}_t)} \rangle + \langle W \rangle_{\text{Landauer}}^{\text{Landauer}} + \langle W \rangle_{\text{diss}}^{\text{Landauer}}
\]

in local free energy (which is often constructed to be zero), is determined by the nonreciprocity of memory transitions. The change in local free energy is nevertheless likely important in the manipulation of biological memories.

---

\(^7\) Common computational substrates have \( \Delta \langle F_{x_t}^{(m)} \rangle = 0 \), since engineered memories typically have equal local-equilibrium energies. The change in local free energy is nevertheless likely important in the manipulation of biological memories.
In the common scenario where all local-equilibrium free energies are constructed to be equal, this reduces to:

\[ W_{\text{min}}^{t\text{-sym}}(m \rightarrow m') = k_B T \Psi(m \rightarrow m') . \]  

(24)

In other words, nonreciprocity implies work. This can also be seen from Trajectory Class Fluctuation Theorems if one restricts to trajectories that start and end in the specified memory states [36]. Not all work is bad, though. When \( W_{\text{min}}^{t\text{-sym}}(m \rightarrow m') \) is negative, some work can be harvested during the transition. In fact, such work harvesting is necessary to achieve minimal dissipation.

Equation (24) implies that strictly reciprocal computations, for which Eq. (20) is satisfied for all \( m, m' \in \mathcal{M} \), can be implemented with a time-symmetric protocol with no expended work at all. The identity map is a trivial example. Two-cycles, like a bit swap, can also be implemented for free if using a time-symmetric memory substrate (for which \( m^\dagger = m \) for all \( m \in \mathcal{M} \)). However, most computations require nonreciprocated memory transitions and, so, require work.

While the Landauer work cost corresponds to average state-space compression, nonreciprocity corresponds to a localized imbalance of memory currents. Even in the case of heterogeneous local free energies (i.e., Eq. (23)), the minimal dissipation required of time-symmetrically driven computations is the difference between the two:

\[ \langle W_{\text{diss}}^{t\text{-sym}} \rangle_{\text{min}} = k_B T \langle \Psi(M_0 \rightarrow M_t) \rangle - \langle W \rangle_{\text{Landauer}} . \]  

(25)

The expected nonreciprocity \( \langle \Psi(M_0 \rightarrow M_t) \rangle \) weights how often a nonreciprocated transition is exercised. This uses the weighted nonreciprocity \( d(m \rightarrow m') \):

\[ d(m \rightarrow m') = p(m \rightarrow m') \Psi(m \rightarrow m') , \]  

(26)

which appeared previously in Eq. (15). The nonreciprocity weight is critical to the following analysis. Though \( \Psi(m \rightarrow m') = -\Psi(m' \rightarrow m) \), weighted nonreciprocity can strongly break the symmetry.

Consider a typical computation that enforces logical transitions: some transitions should happen with certainty while others should be forbidden. In particular, consider a nonreciprocated \( m \rightarrow m' \) logical transition: \( m \mapsto m' \) should be strongly enforced \( p(m \rightarrow m') \approx 1 \), while \( m^\dagger \not\rightarrow m^\dagger \) should be strongly forbidden \( p(m^\dagger \rightarrow m^\dagger) < \epsilon \ll 1 \) for some error tolerance \( \epsilon \rightarrow 0 \). Then \( d(m \rightarrow m') \) diverges as \( \ln(1/\epsilon) \) while \( d(m^\dagger \rightarrow m^\dagger) \) vanishes. In short, divergent work is required to implement the desired nonreciprocated \( m \mapsto m' \) logical transition.

A deterministic computation \( C \) imparts a deterministic logical transformation \( m \mapsto C(m) \) satisfying the reciprocity condition of Eq. (20) only when:

\[ C(C(m)) = m . \]  

(27)

If Eq. (27) is not satisfied—i.e., if \( C(m) = m' \) but \( C(m^\dagger) \neq m^\dagger \)—then the logical transformation appears to require infinite work and infinite dissipation since, from Eq. (19), it appears to require work of \( k_B T \ln \frac{1}{\epsilon} \).

In practice, since dissipation is bounded, such logical transformations can only be approximated. Reliable logic (with a probability of error less than some small \( \epsilon \)) requires significant dissipation of at least \( k_B T \ln(1/\epsilon) \) for each violation of Eq. (27). Section III develops the consequences of this new relationship between reliability and dissipation. That then allows us to explore how the two can be balanced in several examples.

### F. Time Symmetric Memory

The following explores the implications of these results for time-reversal-invariant memories—\( m = m^\dagger \)—in which information is stored via time-symmetric variables, such as spatial location or physical conformation. In these cases, Eq. (16) simplifies to:

\[ \beta(W_{\text{diss}}^{t\text{-sym}})_{\text{min}} = \Delta H(M_t) + \sum_{m,m'} \mu_0(m)p(m \rightarrow m') \ln \frac{p(m \rightarrow m')}{p(m' \rightarrow m)} . \]  

(28)

As before, minimal dissipation depends directly on the nonreciprocity between memory transitions, but now we have the simplification that:

\[ \Psi(m \rightarrow m') = \ln \frac{p(m \rightarrow m')}{p(m' \rightarrow m)} . \]

And here, reciprocity has an especially straightforward interpretation: If \( m \) maps to \( m' \), then \( m' \) should map back to \( m \) with the same probability. Otherwise work is required and, if it is above the Landauer bound, it must be dissipated.

What is reciprocity in the limit of deterministic computation? For time-symmetric memory, it acts somewhat like logical invertibility. However, it is stricter. Rather, it is logical self-invertibility. Logical noninvertibility, in contrast, gives rise to state-space compression—the origin of the Landauer bound. Indeed, circumventing the latter led early researchers to investigate reversible computing—computing with invertible logical transformations [1]. Logically reversible computing requires no work to operate. However, it is now understood that even logically irre-
versatile computing can be accomplished with zero dissipation, despite requiring some recyclable work \[2-4\].

The next section draws out the consequences of nonreciprocity in the limit of nearly deterministic computation. In contrast to the Landauer cost of logical irreversibility—which, in the limit of zero error, saturates to some small value on the order of the thermal energy—the thermodynamic cost of nonreciprocity diverges in the limit of zero error, with no chance of recovering the input energy. It demands an accounting.

### III. ALMOST-DETERMINISTIC COMPUTING

At this point, we showed that the transition probabilities entailed by a desired logical transformation set a lower bound on the work required to instantiate it physically. We noted that this gives a much stronger bound than that due to Landauer, which only depends on the relative state-space volume supporting memory before and after a computation. More specifically, when time-symmetric control implements a transformation of metastable memories, the minimal work investment is proportional to the thermodynamic information diverging as \( \epsilon \) error rate. That is, the probability that the nonequilibrium thermodynamic information processing takes a memory state \( m \) to anywhere besides \( C(m) \) must be no greater than the error tolerance \( \epsilon \), with \( 0 < \epsilon < 1 \). Reliability requires choosing a time-symmetric drive protocol \( x_{0,\tau} \) that guarantees that

\[
\Pr_{x_{0,\tau}}(M_t = m' | M_0 = m) \leq \epsilon \quad \text{for all } m, m' \in \mathcal{M} \text{ such that } m' \neq C(m).
\]

The thermodynamic implications for a reliable computation then follow from Eq. (16) with:

\[
\begin{aligned}
p(m \rightarrow m') \begin{cases} 
\geq 1 - \epsilon & \text{if } C(m) = m' \\
\leq \epsilon & \text{if } C(m) \neq m'.
\end{cases}
\end{aligned}
\]

Evaluating Eq. (16) requires addressing four cases, depending on whether \( C(m) = m' \) or \( C(m) \neq m' \) and on whether \( C(m') = m \) or \( C(m') \neq m \). Any given implementation results in an actual probability of error for each of the intended transitions: \( \epsilon_m = 1 - p(m \rightarrow C(m)) \).

We adopt the design constraint that \( \epsilon_m \leq \epsilon \) for all possible initial memories \( m \). Then, given an implementation \( x_{0,\tau} \), the probability of an accidental memory transition is

\[
\epsilon_{m \rightarrow m'} = p(m \rightarrow m') \quad \text{for } m' \neq C(m).
\]

Since

\[
\sum_{m' \in \mathcal{M} \setminus C(m)} \epsilon_{m \rightarrow m'} = \epsilon_m \leq \epsilon,
\]

We must have that

\[
0 < \epsilon_{m,m'} \leq \epsilon.
\]

To simplify, we temporarily restrict to the case of time-reversible memories, where \( m = m' \). There are then four cases to consider when evaluating Eq. (28), depending on whether \( C(m) = m' \) or \( C(m) \neq m' \), and on whether \( C(m') = m \) or \( C(m') \neq m \). Later, we quote the general result that does not require \( m = m' \).

Appendix D uses the error constraints to evaluate the weighted nonreciprocity:

\[
d(m, m') = p(m \rightarrow m') \ln \frac{p(m \rightarrow m')}{p(m' \rightarrow m)}.
\]

for the four possible cases, finding:

1. \( C(m) = m' ; C(m') = m : \)

\[
- \epsilon \leq d^{(1)}(m, m') \leq \epsilon + \frac{1}{2} \epsilon^2 + O(\epsilon^3).
\]

2. \( C(m) = m' ; C(m') \neq m : \)

\[
\ln(\epsilon^{-1}) \leq d^{(2)}(m, m') \leq \ln(\epsilon^{-1} \rightarrow m).
\]

3. \( C(m) \neq m' ; C(m') = m : \)

\[
\epsilon_{m \rightarrow m'} \ln \epsilon_{m \rightarrow m'} < d^{(3)}(m, m') < 0.
\]

4. \( C(m) \neq m' ; C(m') \neq m : \)

\[
d^{(4)}(m, m') = \epsilon_{m \rightarrow m'} \ln \left( \frac{\epsilon_{m \rightarrow m'}}{\epsilon_{m' \rightarrow m}} \right).
\]

In the high-reliability limit \( \epsilon \rightarrow 0 \), most \( d^{(n)}(m, m') \) terms are on the order of \( \epsilon \) and so tend to zero. That is, except for \( d^{(2)}(m, m') \) in Case 2 whose contribution to the dissipation diverges as \( \epsilon \rightarrow 0 \) since

\[
d^{(2)}(m, m') \gtrsim \ln(\epsilon^{-1}).
\]

Case 4 is somewhat more delicate than Cases 1 and 3, due to the ratio of errors. When \( \epsilon_{m' \rightarrow m} \geq \epsilon_{m \rightarrow m'} \), then

\[
- \epsilon/\epsilon \leq d^{(4)}(m, m') \leq 0,
\]

so that \( d^{(4)}(m, m') \) vanishes as \( \epsilon \rightarrow 0 \). However, when \( \epsilon_{m \rightarrow m'} > \epsilon_{m' \rightarrow m} \), there is a chance for slightly more dissipation. Nevertheless, \( d^{(4)}(m, m') \) is still only on the order of \( \epsilon \), so long as the relative error rates \( \epsilon_{m \rightarrow m'} \) and \( \epsilon_{m' \rightarrow m} \) are within several orders of magnitude of each other. If \( \epsilon_{m \rightarrow m'} \gg \epsilon_{m' \rightarrow m} \), then extra dissipation will be incurred due to the stringent reliability of the forbidden \( m \rightarrow m' \) transition, beyond the design constraint.

The upper bound in Case 2 also implies extra dissipation when \( \epsilon_{m' \rightarrow m} \) is more reliable than the reliability design constraint. And, this extra dissipation need not be small.
Generically, though, for a given error tolerance, we expect that minimal dissipation can be achieved by allowing all error rates to be as close to uniform as possible, meeting but not significantly exceeding the overall reliability constraint. Still, due to Case 2, even the minimal dissipation diverges with increasing reliability.

Thus, Case 2 provides the only contribution of the $d(m, m')$ terms to Eq. (11) in the low-error limit. Since the target computation is deterministic—$\mathcal{C}$ maps each memory state $m$ to one memory state $\mathcal{C}(m)$—there can be at most one contribution of $d^{(2)}(m, m')$ for each $m$, coming from $m' = \mathcal{C}(m)$, and only if $\mathcal{C}(m') \neq m$. The total contribution from each $m$ is:

$$[\mathcal{C}(\mathcal{C}(m)) \neq m] \ln(\epsilon^{-1}_{\mathcal{C}(m) \rightarrow m})$$

where $[\cdot]$ is the Iverson bracket, which returns 1 when its argument is true and 0 otherwise. In this case, $[\mathcal{C}(\mathcal{C}(m)) \neq m] = 1 - \delta_{m, \mathcal{C}(m)}$.

Applying the low-$\epsilon$ contributions to Eq. (15) yields an approximate bound for the time-symmetric work. If the memories have the same local-equilibrium free energy, the bound is:

$$\beta \langle W \rangle_{\text{min}}^{\text{sym}} \approx \sum_{m \in \mathcal{M}} \mu_0(m) [\mathcal{C}(\mathcal{C}(m)) \neq m] \ln(\epsilon^{-1}_{\mathcal{C}(m) \rightarrow m})$$

$$\geq \ln(\epsilon^{-1}) \sum_{m \in \mathcal{M}} \mu_0(m) [\mathcal{C}(\mathcal{C}(m)) \neq m]$$

$$= \beta \langle W \rangle_{\text{approx}}^{\text{min}} .$$

(29)

This determines how the tradeoff between work and reliability scales for almost-perfect computation. And, it identifies the role that a computation’s reciprocity plays in dissipation.

The result is a simple error–dissipation tradeoff, if we restrict ourselves to using time-reversible protocols for implementing reliable computations:

$$\beta \langle W_{\text{diss}} \rangle_{\text{min}}^{\text{sym}} \geq \beta \langle W_{\text{diss}} \rangle_{\text{approx}}^{\text{min}}$$

$$= \langle [\mathcal{C}(\mathcal{C}(m_0)) \neq m_0] \rangle_{m_0} \ln(\epsilon^{-1})$$

$$+ \Delta H(M_t) .$$

(30)

Since the change $\Delta H(M_t)$ in entropy is finite as $\epsilon \rightarrow 0$, the divergent nonreciprocity contribution to the dissipation dominates. Moreover, the simple scaling of the reliability–dissipation tradeoff is the same as that for the reliability–work tradeoff. In the low-error limit, the minimal nonreciprocity depends only on the computation:

$$\langle \Psi(M_0 \rightarrow M_t) \rangle \geq \langle [\mathcal{C}(\mathcal{C}(m_0)) \neq m_0] \rangle_{m_0} \ln(\epsilon^{-1}) .$$

The reciprocity coefficient:

$$\langle [\mathcal{C}(\mathcal{C}(M_0)) \neq M_0] \rangle_{M_0} = \sum_{m \in \mathcal{M}} \mu_0(m) [\mathcal{C}(\mathcal{C}(m)) \neq m]$$

is the probability that the memory makes a transition that is not reciprocated if the output becomes the input to the computation. In short, computations with nonreciprocity require significant dissipation when implemented with a time-symmetric protocol.

A sequel explores the dynamical mechanism for the dissipation in this case. With time-symmetric protocols, state-space compression occurs only via a loss of stability and subsequent dissipation. This corresponds to a topological restriction on the bifurcation structure of local attractors—a restriction imposed by time-symmetric control.

One also concludes that strictly-reciprocal logic gates, such as the identity (communication relay) and NOT gates, where $\mathcal{C}(\mathcal{C}(m))$ always returns $m$, are exempt from this dissipation. One can efficiently implement them with time-symmetric protocols. For all other computations, time-asymmetric control must be used to avoid this dissipation. Figure 4 gives examples of reciprocated and nonreciprocated memory transitions.

The main result Eq. (29) generalizes to the case where $m, m^\dagger \in \mathcal{M}$ without the requirement that $m = m^\dagger$. Then, dissipation diverges with increasing reliability whenever $m \rightarrow m'$ transitions are made such that $\mathcal{C}(m) = m'$ but $\mathcal{C}(m') \neq m'$. For uniform local free energies, Eq. (29)
becomes:

$$\beta \langle W \rangle_{\min}^{\text{approx}} = \ln(\epsilon^{-1}) \sum_{m \in M} \mu_0(m) \left[C(m) \neq m^\dagger\right].$$  \hspace{1cm} (31)

Notably, this allows one to quantify error–work and error–dissipation tradeoffs when computing with magnetic memory systems, for example. For a single bistable magnetic device, $m$ could represent the 1 memory of having an “up” magnetic moment or “clockwise” in the case of toroidal magnetic core memory elements. And, $m^\dagger$ would then represent the “down” or “counter-clockwise” memory 0, as shown on the right side of Fig. 3. This implies that memories with certain types of symmetry are better suited for certain types of logical operation, in that they minimize nonreciprocity and so dissipation.

To emphasize, the dissipations here are distinct from the heat associated with logically-irreversible transformations, as discussed by Landauer and Bennett [1, 18], which arises as a compensation to microscopic state-space contraction. There are two important distinctions.

First, the heat devolved with logical irreversibility—e.g., the minimal heat of $k_B T \ln 2$ released to the environment upon erasure—is not necessarily irreversibly dissipated [2, 3, 5, 26]. It is offset by a change in the nonequilibrium addition to free energy and so can be leveraged later to do an equal amount of useful work.\(^8\) In contrast, nonreciprocity dissipation is energy that is truly dissipated. It is irretrievably lost to the environment, with no compensation via change of the nonequilibrium addition to free energy and so can never be recovered.

Second, logical nonreciprocity is distinct from logical irreversibility. Strictly-reciprocal computations, where $C(m) = m$ for all $m \in M$, are logically reversible, being their own inverses. However, logically reversible permutations of the memory can be completely nonreciprocal, as demonstrated in Fig. 4(d). Reciprocity requires not only that the deterministic logic be invertible, but further that the logical dynamic inverts itself. In short, the Landauer work cost corresponds to logical noninvertibility, while nonreciprocity cost corresponds to logical noninvolu- tion. The reciprocity bound on dissipation can therefore be interpreted as the minimal work required to implement a reliable computation with time-symmetric protocols in addition to the well-known Landauer bound.

---

\(^8\) The modern understanding of the Landauer bound is that—when computing using memory states with equal local-equilibrium free energies—the minimal average work required for a computation is exactly opposite the change in the coarse-grained entropy of the memory: $\langle W \rangle_{\min} = -k_B T \Delta H(M)$. Crucially, this work can be salvaged later and ultimately need not be dissipated.

---

### IV. APPLICATIONS

With the basics of time-symmetric and nonreciprocal computing in hand, we turn to explore the thermodynamics of various erasure implementations, logic gates, and biological information processing.

#### A. Erasure

To illustrate how the cost of time-symmetric control differs from Landauer’s bound, consider the classic example of bit erasure. Landauer originally described a method for erasing a bit of information stored in a double-well potential in contact with a heat bath: tilt the potential—moving overdamped stochastic particles to one side—and return the potential to its original orientation, leaving the particles (temporarily) trapped in one well [18]. If implemented naively, via a protocol that raises the energy of one well and then lowers it at the same rate, the time-symmetry results in dissipation significantly above Landauer’s bound, as described by the bounds just developed. Note that protocol time-symmetry does not imply spatial symmetry—one can tilt the potential to the left without needing to tilt it to the right.

Bit erasure $C_{\text{erase}}$ operates on a single bistable element with memory states $M = \{L, R\}$ that correspond to occupying the Left or Right side of a double-well potential energy landscape. The computation is defined by resetting to the L memory state: $C_{\text{erase}}(L) = L$ and $C_{\text{erase}}(R) = L$. Hence, $C_{\text{erase}}(C_{\text{erase}}(L)) = L$, while $C_{\text{erase}}(C_{\text{erase}}(R)) \neq R$. Thus, the net transition probabilities $p(m \to m')$ shown in Fig. 5 characterize any reliable implementation of this computation in terms of the probabilities of errors, $\epsilon_L = \epsilon_{R \to L}$ and $\epsilon_R = \epsilon_{L \to R}$, that leave the system in the R state.

![FIG. 5. Markov transition matrix for any implementation of erasure gives the error rate $\epsilon_L = \epsilon_{L \to R}$ from initial memory state $M_0 = L$ and the error rate $\epsilon_R = \epsilon_{R \to L}$ from the initial memory state $M_0 = R$.](image-url)
From this, the only terms contributing to the bound on time-symmetric work are:

\[
\begin{align*}
    d(L, R) &= \epsilon_L \ln \frac{\epsilon_L}{1 - \epsilon_R} \\
    d(R, L) &= (1 - \epsilon_R) \ln \frac{1 - \epsilon_R}{\epsilon_L}.
\end{align*}
\]

Allowing for a potentially nonuniform input distribution \(\mu_0 = (1 - p_R, p_R)\) over memory states yields the exact bound on time-symmetric work investment:

\[
\beta \langle W \rangle_{\text{min}}^\text{-sym} = (1 - p_R)d(L, R) + p_Rd(R, L)
\]

\[
= (p_R(1 - \epsilon_R) - (1 - p_R)\epsilon_L) \ln \frac{1 - \epsilon_R}{\epsilon_L}
\]

\[
= (p_R - \langle \epsilon \rangle) \ln \frac{1 - \epsilon_R}{\epsilon_L},
\]

where \(\langle \epsilon \rangle = p_R\epsilon_R + (1 - p_R)\epsilon_L\) is the average error of the computation.

**Figure 6.** Average minimum work (units of \(k_B T\)) required for a 1-bit operation diverges for low \(\epsilon_L\) or high \(\epsilon_R\), corresponding to erasure to \(L\) or erasure to \(R\), respectively. The state-transition diagrams at the corners show the basic computations associated with each extremal point in computation parameter space. The identity map (upper left), the bit-flip (lower right), and every operation interpolated between require no work according to the time-symmetric control bound. The required work diverges at perfect erasure to Left (bottom-left corner) and perfect erasure to Right (top-right corner), where the red coloring covers all work values from 1.4 to \(\infty k_B T\).

Figure 6 plots the work requirements for an initially unbiased memory state with \(p_R = 1/2\). We see that the error diverges for small values of error \(\epsilon_L\). The plot also indicates that the work diverges for high values of error \(\epsilon_R\), due to the symmetry of the system between left and right. It is also worth noting from the plot that there are computations, such as bit flips, which this bound suggests may be achievable with time-symmetric control and without energetic cost. However, we are primarily concerned with the lower left portion of the plot, where effective erasures occur. The divergent scaling of the work required to reliably erase overwhelms the rather meager energy requirements given by Landauer’s bound. And, unlike the latter, this excess work requirement must be irreversibly dissipated. Subtracting off the Landauer bound \(k_B T \Delta H(M)\) to calculate the minimum dissipation \(\langle W_{\text{diss}} \rangle_{\text{min}}^{\text{-sym}}\), Fig. 7 shows that the divergent contribution to the work is attributed to nonreciprocity.

**Figure 7.** Dissipated work above the Landauer bound: Similar to the minimum work over possible bit computations (Fig. 6), it too diverges for high values of \(\epsilon_R\) and low values of \(\epsilon_L\) and vanishes for the identity map and bit flip. Dissipation diverges at the bottom-left and top-right corners, where the red coloring covers all values of dissipated work from 1.4 to \(\infty k_B T\).

Applying Eq. (29)’s work bounds to erasure, we see that:

\[
\langle [\mathcal{C}_{\text{erase}}(C_{\text{erase}}(\mu_0)) \neq \mathcal{M}_0] \rangle_{\mathcal{M}_0} = p_R.
\]

This means that, in the low-error limit:

\[
\langle W \rangle_{\text{min}}^{\text{approx}} = p_R \ln (\epsilon^{-1}) \ k_B T.
\]

The initial memory-state entropy is \(H_B(p_R) = -p_R \ln p_R - (1 - p_R) \ln (1 - p_R) \leq \ln 2\)—the binary entropy function. Whereas, the final memory-state entropy vanishes as \(\epsilon \to 0\). Hence, from Eq. (30), we immediately find that the small-error dissipation necessary for time-symmetric
A direct test of time-symmetric erasure requires only a simple two-state system that evolves under a rate equation:

\[
\begin{align*}
\frac{d}{dt} \text{Pr}(M_{t} = m) &= \sum_{m'} \left[ r_{m' \rightarrow m}(t) \text{Pr}(M_{t} = m') - r_{m \rightarrow m'}(t) \text{Pr}(M_{t} = m) \right], \\
&= r_{R \rightarrow L}(t) = Ae^{-\Delta E_{R}(t)/k_{B}T} \quad \text{and} \\
r_{L \rightarrow R}(t) = Ae^{-\Delta E_{L}(t)/k_{B}T},
\end{align*}
\]

where the states are labeled \{L, R\} and the terms \(\Delta E_{R}(t)\) and \(\Delta E_{L}(t)\) in the exponentials are the activation energies to transit over the energy barrier at time \(t\) for the Right and Left wells, respectively. These dynamics are a coarse-graining of thermal motion in a double-well potential energy landscape \(V(q, t)\) over the positional variable \(q\) at time \(t\). Above, \(A\) is an arbitrary constant, which is fixed for the dynamics. \(q_{R}^\ast\) and \(q_{L}^\ast\) are the locations of the Right and Left potential well minima, respectively. Thus, assuming that \(q = 0\) is the location of the barrier’s maximum between them, we see that the activation energies can be expressed as \(\Delta E_{R}(t) = V(0, t) - V(q_{R}^\ast, t)\) and \(\Delta E_{L}(t) = V(0, t) - V(q_{L}^\ast, t)\). By varying the potential energies, \(V(q_{R}^\ast, t)\) and \(V(q_{L}^\ast, t)\), at \(V(0, t)\)’s extrema we can control the dynamics of the observed variables \{L, R\} in much the same way as is done with physical implementations of erasure where barrier height and tilt are controlled in a double-well [32].

Deviating from previous investigations of efficient erasure, where Landauer’s bound was nearly achieved over long times [32, 37], here the constraint to symmetric driving over the interval \(t \in (0, \tau)\) results in additional dissipated work. As Landauer described [18], erasure can be implemented by turning on and off a tilt from R to L—a time symmetric protocol. However, to achieve higher fidelity, we also lower the barrier while the system is tilted energetically towards the L well.

Consider a family of control protocols that fit the profile shown in Fig. 8. First, we increase the energy tilt from R to L via the energy difference \(V(q_{R}^\ast, t) - V(q_{L}^\ast, t)\) measured in units of \(k_{B}T\). This increases the relative probability of transitioning R to L. However, with the energy barrier at its maximum height, the transition takes quite some time. Thus, we reduce the energy barrier \(V(0, t)\) to its minimum height halfway through the protocol \(t = \tau/2\).

Then, we reverse the protocol, raising the barrier back to its default height to hold the probability distribution fixed in the well and untilt so that the system resets to its default double-well potential.

Increasing the maximum tilt—given by \(V(q_{R}^\ast, \tau/2) - V(q_{L}^\ast, \tau/2)\) at the halfway time—increases erasure fidelity. Figure 9 shows that the maximum error \(\epsilon = \max\{\epsilon_{R}, \epsilon_{L}\}\) decreases nearly exponentially with increased maximum energy difference between left and right, going below 1 error in every 1000 trials for our parameter range. Note that \(\epsilon\) starts at a very high value (greater than 1/2) for zero tilt, since the probability \(\epsilon_{LP} = \epsilon\) of ending in the R well starting in the R well is very high if there is no tilt to push the system out of the R well.
Figure 9 also shows the relationship between the work and the bounds described above. Given that our system consists of two states \{L, R\} and that we choose a control protocol which keeps the energy on the left \(V(q^*_L, t)\) fixed, the work (marked by green \(+s\) in the figure) is \([38]:\)

\[
\langle W \rangle = \int_0^\tau dt \sum_s \Pr(S_t = s) \partial_t V(s, t) = \int_0^\tau dt \Pr(M_t = R) \partial_t V(q^*_R, t).
\]

This work increases almost linearly as the error reduces exponentially.

As a first comparison, note that the Landauer bound \(\langle W \rangle_{\text{Landauer}} = -k_B T \Delta H(M_t)\) (marked by orange \(\times\)s in the figure) is still valid. However, it is a very weak bound for this time-symmetric protocol. The Landauer bound saturates at \(k_B T \ln 2\). Thus, the dissipated work—the gap between orange \(\times\)s and green \(+s\) grows approximately linearly with increasing tilt energy.

In contrast, Eq. (32)’s bound \(\langle W \rangle_{\text{sym}}\) for time symmetric protocols is much tighter. The time symmetric bound is valid: marked by blue circles that all fall below the calculated work (green \(+s\)). Not only is this bound much stricter, but it almost exactly matches the calculated work for a large range of parameters, with the work only diverging for higher tilts and lower error rates.

Finally, the approximate bound \(\langle W \rangle_{\text{min}}^{\text{approx}} = \frac{k_B T}{2} \ln \epsilon^{-1}\) (marked by red \(+s\)), which captures the error scaling, behaves as expected. The error-dependent work bound nearly exactly matches the exact bound for low error rates on the right side of the plot and effectively bounds the work. For lower tilts, this quantity does not bound the work and is not a good estimate of the true bound, but this is consistent with expectations for high error rates. This approximation should only be employed for very reliable computations, for which it appears to be an excellent estimate. Thus, the two-level model of erasure demonstrates that the time-symmetric control bounds on work and dissipation are reasonable in both their exact and approximate forms at low error rates.

2. Underdamped double-well potential

The physics in the rate equations above represents a simple model of a bistable thermodynamic system, which can serve as an approximation for many different bistable systems. One possible interpretation is a coarse-graining of Langevin dynamics of a particle moving in a double-well potential. To explore the broader validity of the error–dissipation tradeoff, here we simulate the dynamics of a stochastic particle coupled to a thermal environment at constant temperature and a work reservoir via a 1D potential. Appendix E gives the equations of motion and simulation methods. Again we find that our time-symmetric bounds are much tighter than Landauer’s, reflecting the error–dissipation tradeoff of this control restriction.

We consider protocols that proceed similar to those shown in Fig. 8, but with additional passive substages: the first, middle and last substages hold the potential fixed while
the other four vary the potential smoothly in time: (i) hold the potential in the symmetric double-well form, (ii) positively tilt the potential, (iii) completely drop the potential barrier between the two wells, (iv) hold the potential while it is tilted with no barrier, (v) restore the original barrier, (vi) remove the positive tilt, restoring the original symmetric double-well, and (vii) hold the potential in this original form. For practical purposes, this gives the simulated distribution more time to relax to local-equilibrium within the current potential.

As described in Appendix E, the dynamics are parametrized by the relative amplitudes of temperature, damping, maximum barrier energy, and maximum tilt of the potential energy landscape. To explore the space of possible underdamped erasure dynamics, we simulated 735 different settings of these parameters, with 100,000 trials for each parameter setting. Figure 10 shows that the (error, work) pairs obtained for these various dynamics fill in the region allowed by our time-symmetric bounds. Our bounds can indeed be tight, but it is always possible to waste more energy if the computation is not tuned for energetic efficiency.

These underdamped simulations drive home the point that our bounds are independent of the details of the dynamics used for computation. Our results are very general in that regard. As long as the system starts metastable and is then driven by a time-symmetric protocol, the error–dissipation tradeoff quantifies the minimal dissipation that will be incurred (for a desired level of computational accuracy) by the time the system relaxes again to metastability.

As with erasure implemented in the two-state rate equation, we set $p_R = 1/2$, initializing the particle with equal probability to begin in the left and right wells. This leaves the exact work bound Eq. (32) with two degrees of freedom: $\epsilon_L$ and $\epsilon_R$.

We compare the sampled average works obtained for each simulated protocol relative to the sampled maximum error $\epsilon = \max(\epsilon_L, \epsilon_R)$ and to the exact and approximate work bounds derived above. To do this, we shift the average works measured in the simulations as follows. We first take as a reference the exact work bound $\langle W \rangle_{\text{ref}}^{t\text{-sym}}$ from Eq. (32) as a function of $\epsilon$ for the case of $\epsilon_L = \epsilon_R = \epsilon$, referring to it here as $\langle W \rangle_{\text{ref}}^{t\text{-sym}}$ to highlight its role. Figure 10 plots it as a solid blue line. For each protocol, we then find the true bound $\langle W \rangle_{\text{sym}}^{t\text{-sym}}$ by substituting the sampled error rates $\epsilon_L$ and $\epsilon_R$ into Eq. (32). Then, we subtract this exact work bound from the reference bound at the corresponding $\epsilon$. Adding this shift to the sampled average work $\langle W \rangle$ gives the shifted average work $\langle W \rangle_{\text{shift}}$ for a given simulated protocol.

![Figure 10](https://example.com/figure10.png)

**FIG. 10.** Reference bound $\langle W \rangle_{\text{ref}}^{t\text{-sym}}$ (blue line) lower bounds all of the shifted works $\langle W \rangle_{\text{shift}}$ (green markers), often quite tightly. The approximate bound $\langle W \rangle_{\text{approx}}^{t\text{-sym}}$ (red dashed line) rapidly converges with decreasing error to $\langle W \rangle_{\text{sym}}^{t\text{-sym}}$ Time-asymmetric protocols can do better, needing only to satisfy Landauer’s bound $\langle W \rangle_{\text{Landauer}}^{t\text{-sym}}$ (orange dotted line).

Figure 10 shows the shifted average works for all of the simulated protocols in green with error bars in both sampled $\epsilon$ and $\langle W \rangle$. Since we shifted the sampled average works, the vertical distance between the $\langle W \rangle_{\text{shift}}$ and $\langle W \rangle_{\text{sym}}^{t\text{-sym}}$ gives the true difference $\langle W \rangle - \langle W \rangle_{\text{sym}}^{t\text{-sym}}$ between the average sampled work and exact bound for the simulated protocol. We see that all simulated protocols satisfy the bound $\langle W \rangle_{\text{shift}} \geq \langle W \rangle_{\text{sym}}^{t\text{-sym}}$ and therefore $\langle W \rangle_{\text{diss}} \geq \langle W \rangle_{\text{diss}}^{t\text{-sym}}$. Furthermore, many simulated protocols end up quite close to their exact bound. There are protocols with small errors, but they have larger average works. The error–dissipation tradeoff is clear.

Additionally, Fig. 10 shows the low-$\epsilon$ asymptotic bound $\langle W \rangle_{\text{Landauer}}^{t\text{-sym}}$ given by Eqs. (31) and (33). In this semi-log plot, it rather quickly becomes an accurate approximation for small error.

Finally, Fig. 10 plots the Landauer bound $\langle W \rangle_{\text{Landauer}}^{t\text{-sym}}$ as a dotted orange line. It is calculated using $\epsilon$ instead of the average error $\langle \epsilon \rangle = 1/2(\epsilon_L + \epsilon_R)$. All shifted average works were either below their true averages or the shifted and true average works were both well above the Landauer bound. And, for most of the simulated protocols, $\epsilon_L \approx \epsilon_R$. So, while the Landauer curve is not a strict bound as presented, it does give an approximate bound for the shifted average works of most simulated protocols. More importantly: as $\epsilon \to 0$, the relentlessly increasing gap between $\langle W \rangle_{\text{sym}}^{t\text{-sym}}$ and $\langle W \rangle_{\text{Landauer}}^{t\text{-sym}}$, apparent in Fig. 10, highlights the stark difference in energetic scale.
between the time-symmetric bounds developed here and the looser Landauer bound. Our time-symmetric bounds are markedly tighter than Landauer’s.

Notably, the protocol Landauer originally proposed to erase a bit requires significantly more work than his bound $k_B T \ln 2$ to reliably erase a bit. This extra cost is a direct consequence of his protocol’s time symmetry. It turns out that time-asymmetric protocols for bit erasure have been used in experiments that more nearly approach Landauer’s bound [39, 40]. Although, it is not clear to what extent time asymmetry was an intentional design constraint in their construction, since there was no general theoretical guidance until now for why time-symmetry or asymmetry should matter. Figures 10 and 9 confirm that Ref. [40]’s time-asymmetric protocol for bit erasure—where the barrier is lowered before the tilt, but then raised before untilting—is capable of reliable erasure that is more thermodynamically efficient than any time-symmetric protocol could ever be.

B. Logic Gates

We next consider the minimal dissipation required to implement conventional two-input one-output logic gates that serve as the basis for modern digital computing: AND, NAND, OR, NOR, XOR, and the like. The typical implementation requires two bistable memory elements ($M_{t_{in}}$ and $M_{t_{out}}$) for the input and another bistable memory element ($M_{t_{out}}$) to robustly store the output. Each memory element can take on one of two memory states $M_{t_{in}} \in \{0, 1\}$. Each logic gate is a computation $C$ on the set of composite memory states $M = M_{t_{in}} \times M_{t_{out}} = \{000, 001, 010, \ldots, 111\}$.

In particular, since networks of NAND gates are sufficient for universal computation, the NAND gate is worthy of immediate investigation. Appendix F analyzes the NAND gate, showing that: if the memory elements are initiated statistically independent of each other, then the minimal time-symmetric-implementation dissipation is comparable to that expected for bit erasure of the output bit, depending on how often the output bit is overwritten. However, when the memory system is initialized with correlation among the memory elements (perhaps as the correlated output of previous upstream computations), then the change in memory entropy is $\Delta H(M_t) \approx -H(M_{t_{out}}^0 | M_{t_{in}}^0, M_{t_{in}}^1) - H(M_{t_{out}}^1 | M_{t_{in}}^0, M_{t_{in}}^1)$ in the small $\epsilon$ limit, and the reciprocity coefficient is $\langle C_{\text{NAND}}(C_{\text{NAND}}(M_0)) \neq M_0 \rangle_{M_0} = \mu_0(000) + \mu_0(010) + \mu_0(100) + \mu_0(111)$. As a consequence, the initial correlation among the memory elements has a profound impact on the coefficient of minimal dissipation. The overall dissipation still diverges $\sim \ln(\epsilon^{-1})$, though, with increasing reliability as long as the implementation is time-symmetric.

This example highlights a previously unsuspected source of unnecessary and preventable dissipation in real computers. Indeed, computations are currently implemented in hardware, whether via periodic clocking or static gate voltages, through time-symmetric driving. Error rates in today’s reliable digital computers are extremely low. The so-called soft error rate (also known as single-event upsets) for 50 nm gate technology has been estimated to be on the order of $10^{-4}$ errors per $10^9$ hours of operation of a CMOS logic circuit [41]. Moreover, these errors are overwhelmingly due to cosmic rays rather than conventional thermal fluctuations. If the computer is properly shielded, the error rate is yet significantly lower. Using the aforementioned numbers for a conservative estimate and assuming a 3 GHz clock rate, this extreme reliability of $\epsilon \lesssim 10^{-28}$ errors/instruction would imply at least $30 k_B T$ is dissipated in nearly every elementary operation in modern circuitry directly due to time-symmetric implementation. This is well beyond the Landauer bound that, for NAND and any other traditional two-input–one-output logic gate, is given by $-\Delta H(M_t) = H(M_{t_{out}}^0 | M_{t_{in}}^0, M_{t_{in}}^1) \leq \ln 2$.

By way of contrast, the universal Fredkin gate (which swaps the state of its first two memory elements only if the third memory element is in state 1) is not only logically reversible, but is also a strictly-reciprocal gate. As a strictly-reciprocal gate, it can implement universal computation efficiently using time-symmetric control. This makes Fredkin gates an especially tempting basis for energetically-efficient future computing technologies, assuming they can be made to transform metastable memories without the exponential sensitivity to initial conditions that condemned their initially-proposed mechanical instantiation [1, 42].

C. Dissipation in Biological Processing

Beyond logical computation, the reliability-energy-efficiency tradeoff also applies to information processing in far-from-equilibrium biological systems. For this, it is useful to reformulate Eq. (2) to apply when $W_{\text{disc}}$ is the work dissipated in controlling (through $x_{0,T}$) a system already maintained out of equilibrium by a given housekeeping entropy production $\Sigma_{hh}$. This can happen, for example, via ATP hydrolysis or the maintenance of a chemical potential gradient. Then, according to Eq. (27)
of Ref. [43], the more general starting point is:

\[
\beta W_{diss} + k_B^{-1} \Sigma_{hk} = \ln \left( \frac{\Pr(x_0 \tau \rightarrow S_{0 \tau} \sim s_{0 \tau} | S_0 \sim \mu_0)}{\Pr(x_0 \tau \rightarrow S_{0 \tau} = \mathfrak{R}(s_{0 \tau}) | S_0 \sim \mu_1^\tau)} \right). \tag{36}
\]

In steady-state biological processes, there is no external control. The controllable parameters can thus be considered as held constant, such that the driving protocol is trivially time-symmetric for all \( m \in \mathcal{M} \). We also have \( \pi_{s.s.} = \pi_{s.s.} \).

Integrating these generic features of steady-state biological transformations, Eq. (36) simplifies to:

\[
k_B^{-1} \Sigma_{hk} = \ln \left( \frac{\Pr(S_{0 \tau} = s_{0 \tau} | S_0 = s_0) \pi_{s.s.}(s_0)}{\Pr(S_{0 \tau} = \mathfrak{R}(s_{0 \tau}) | S_0 = s_\tau) \pi_{s.s.}(s_\tau)} \right). \tag{38}
\]

The single-timestep version of Eq. (38) is well known:

\[
\delta \Sigma_{hk} = k_B \ln \left( \frac{\Pr(S_{\delta \tau} = s_{\delta \tau} | S_0 = s_0) \pi_{s.s.}(s_0)}{\Pr(S_{0 \tau} = s_0 | S_0 = s_\delta) \pi_{s.s.}(s_\delta)} \right).
\]

Moreover, due to the low Reynolds numbers of the microbiological realm, momentum is heavily damped and the relevant memory states are time-reversal-invariant: \( m^I = m \) for all \( m \in \mathcal{M} \). We also have \( \pi_{s.s.} = \pi_{s.s.} \).

Integrating these generic features of steady-state biological transformations, Eq. (36) simplifies to:

\[
k_B^{-1} \Sigma_{hk} = \ln \left( \frac{\Pr(S_{0 \tau} = s_{0 \tau} | S_0 = s_0) \pi_{s.s.}(s_0)}{\Pr(S_{0 \tau} = \mathfrak{R}(s_{0 \tau}) | S_0 = s_\tau) \pi_{s.s.}(s_\tau)} \right). \tag{38}
\]

However, much can be learned from approaching finite-duration transformations directly, by coarse-graining Eq. (38) according to initial and final functionally-relevant states. Notably, it allows simple yet powerful analysis of the minimal dissipation required for biological functionality, regardless of how complicated the finite-duration biological implementations appear. And, it implies a generic error-dissipation tradeoff that we expect to apply broadly to the reliable performance of microbiological systems.

Working this out explicitly leads to a pleasantly simple picture of steady-state biological information processing and its requisite dissipation:

\[
k_B^{-1} \langle \Sigma_{hk} \rangle \geq D_{KL} [\Pr(\mathcal{M}_0 = m, \mathcal{M}_\tau = m') \mid \mid \Pr(\mathcal{M}_\tau = m', \mathcal{M}_{2 \tau} = m)]
\]

\[
= \Delta H(M_t) + \sum_{\pi_{s.s.}(m) \mid \pi_{s.s.}(m') \mid p(m \rightarrow m') \ln \frac{p(m \rightarrow m')}{p(m' \rightarrow m)}
\]

\[
= \sum_{\pi_{s.s.}(m) \mid \pi_{s.s.}(m') \mid p(m \rightarrow m') \Psi(m \rightarrow m')}
\]

\[
= \langle \Psi(\mathcal{M} \rightarrow \mathcal{M}') \rangle \pi_{s.s.}(\mathcal{M}) p(\mathcal{M} \rightarrow \mathcal{M}'). \tag{40}
\]

Steady-state computation quite simply becomes the en-

---

9 This time-symmetric ambient chemical environment is maintained by power-consuming homeostatic mechanisms elsewhere in a cell.
we found that time symmetry and metastability together allow (e.g., for sensing) were found to have an unavoidable error–dissipation tradeoff. The minimal efficiency because of the time-symmetric control penalty. Thus, as in the preceding analysis, one expects a generic error–dissipation tradeoff. The minimal irretrievable dissipation scales as $\ln(\epsilon^{-1})$. The reciprocity coefficient $\langle [C(C(M_0)^{\dagger}) \neq M_0] \rangle_{M_0}$ depends only on the deterministic computation to be approximated. This points out likely energetic inefficiencies in current instantiations of reliable computation. It also suggests that time-asymmetric control may allow more efficient computation—but only when time-asymmetry is a free resource.

Restricting to time-symmetric driving may seem unusual. However, with the time-symmetric clock signal that drives modern microprocessors, it is the norm rather than the exception in the realm of informational controls. Sections IV B and IV C discussed the naturalness of time-symmetry in digital computers and in genetic processing, respectively. To get there, though, required developing several prerequisite thermodynamic results.

After developing the general thermodynamics, we analyzed the limit of highly-reliable computing. As important examples, we then specialized to dissipation in erasure, logic gates, and reliable biological transformations.

We now close with brief comments on related results and future directions.

### A. Related Results

It is worth considering how our results—that revealed the tradeoff between accuracy and energetic-efficiency under time-symmetric protocols—compare to related approaches to thermodynamic control, both historically and today. In Ref. [51], Brillouin defines the reliability as $1/\epsilon$, where $\epsilon$ is the probability of reading out the wrong value due to thermal agitation. He found that the entropy production necessary for some methods of reliable readout is $k_B \ln(1/\epsilon)$. It is interesting that Brillouin’s readout result mirrors the same error–dissipation scaling as found in our analysis, despite the fact that detailed fluctuation theorems, the foundations of our analysis, were still decades away. Brillouin’s readout penalty is distinct from our result, but it hints at a more general error–dissipation tradeoff (under particular physical constraints) that could unite the results.

Brillouin’s readout penalty also appeared in disguise in Ref. [52], which again, superficially, appears to propose a...
similar error–dissipation tradeoff to what we have identified. As in Ref. [53], Ref. [52] defines a ‘logic operation’ specifically as bit inversion, $0 \rightarrow 1$ and $1 \rightarrow 0$—a strictly reciprocal computation. Reference [52] thus defines the “minimal work per logic operation” as the minimal work for bit inversion. Despite similarities in appearance, it is clearly different from our result since it predicts divergent dissipation for reliable implementation of a strictly-reciprocal computation. In this setting, if the voltage drifts from one input to the other (a readout error), then the wrong input will be inverted. While some computational implementations may require further inefficiency to avoid this source of error, it is distinct and perhaps additive to our nonreciprocity dissipation.

A discussion of reliable computing would be incomplete without mention of error-correction [54]. Indeed, it might seem plausible that less reliable components could be used to avoid the error–dissipation tradeoff while nevertheless achieving the same net reliability through error correction. However, we have found that error correction via redundancy only leads to a worse error–dissipation tradeoff when the dissipation from all components is considered. We will report on this elsewhere.

More recently, there are complementary results suggesting that various restrictions on control lead to additional work beyond the Landauer bound and so to dissipation. For instance, if constrained to operate in finite time $\tau$, the dissipation using optimal protocols scales as the inverse $\tau^{-1}$ of the protocol’s duration. The three-way tradeoff between accuracy, speed, and energy efficiency has been explored recently in several settings [11, 47, 55–57]. These suggest that if performed sufficiently slowly, an information processing protocol could achieve the Landauer bound, with zero excess dissipation. In contrast, we found that for time-symmetric protocols, the dissipation scales as $\ln(\epsilon^{-1})$. Thus, one cannot achieve the Landauer bound, no matter how slowly the protocol is executed. In this, our result is more akin to other recently explored control restrictions, such as modularity [5, 33]. This too prevents efficient extraction of nonequilibrium free energy, no matter how slowly the protocol is executed.

Our results highlight using time-asymmetric control for more energetically efficient computation, but is time-asymmetry ever free? Often in the thermodynamics of control, one assumes that there is an external signal that can be produced in any sequence, reversible or not, at no cost beyond the work-energy imparted to the driven system. Inexpensive time asymmetry can be generated, for example, from inertial degrees of freedom [38].

However, in biological systems and in many engineered nanoscale systems, inertial degrees of freedom are not available. Noninertial batteries reliably transforming noninertial systems will drain according to our time-symmetric-control bounds on dissipation.

Time-symmetric control might also seem to apply, rather broadly, if one removes the boundaries separating a driven system from its driver. Including the driver as part of an enlarged system gives the appearance of trivially time-symmetric driving of the composite system. Do our time-symmetric-control bounds on dissipation then apply to any reliable computations that occur within this enlarged system? Generically, our bounds will not apply to such enlarged systems because the enlarged microstate distributions $\mu_0$ and $\mu_\tau$ will no longer be metastable. This suggests that time-asymmetry and instability can both lead to energetic advantages. In future work, we explore which features of time-asymmetry matter for efficiency. This will help identify those qualitative features of time-symmetric control that need to be overcome for greater efficiency.

For time-symmetric protocols, we now ask: How does $\epsilon$ scale with $\tau$ or with the modularity of control? Generically, we do not expect a one-to-one relationship between the error and duration. Rather, generally, there will be a high-dimensional space of tradeoff scalings that includes speed, error, modularity of control, robustness of information storage, energetic efficiency, and many other computationally relevant design restrictions.

B. Looking Forward

The results derived here elevate time-asymmetric control to a design principle for efficient thermodynamic computing. This then must be added to the growing list of recently-discovered principles, including tracking system modularity [5, 33] and logic gates whose protocols adapt to their input [5]. Progress will turn on how these lessons are incorporated as constraints in the principled design and search for near-optimal finite-time protocols. An opportunity presents itself to adapt these lessons to developing fast hyper-efficient computers in the not-so-distant future.
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Appendix A: Dissipated-work bounds

1. General observation channels

Given a probability distribution over microstate trajectories for forward driving \( \rho(S_{0:t} = s_{0:t}) = \text{Pr}_{x_{0:t}}(S_{0:t} = s_{0:t} | S_0 \sim \mu_0) \) and reverse driving \( \rho^R(S_{0:t} = s_{0:t}) = \text{Pr}_{\mathcal{H}(x_{0:t})}(S_{0:t} = \mathcal{H}(s_{0:t}) | S_0 \sim \mu^*_0) \), the dissipated work is proportional to the relative entropy:

\[
\beta(W_{\text{diss}}) = D_{\text{KL}} \left[ \rho(S_{0:t}) \left|\left| \rho^R(S_{0:t}) \right. \right. \right]. \tag{A1}
\]

However, in practice, observing microstate trajectories is impractical. Any observational instrument will only give partial information about the microstate trajectory and only provide a probability over an observational variable \( \bar{Y} \) under reverse or forward driving. Generally, such an observational device can be characterized as a noisy channel \( \Gamma \) that probabilistically maps joint microstate trajectories \( (s_{0:t}, x_{0:t}) \) to observations \( \bar{y} \):

\[
\Gamma_{s_{0:t}, x_{0:t}} \rightarrow \bar{y} = \text{Pr}(\bar{Y} = \bar{y} | S_{0:t} = s_{0:t}, X_{0:t} = x_{0:t}) \tag{A2}
\]

In many cases—as with the coarse-grainings of system trajectories \( s_{0:t} \) primarily considered in the main text—the observation channel has no dependence on the driving:

\[
\Gamma_{s_{0:t}, x_{0:t}} \rightarrow \bar{y} = \text{Pr}(\bar{Y} = \bar{y} | S_{0:t} = s_{0:t}) \tag{A3}
\]

Notably, the observation channel then has no dependence on the driving \( x_{0:t} \), although the driving would still influence the actualized microstate trajectory which is input to the channel.

We use the more general Eq. \( \text{(A2)} \) to define joint probabilities over observations and microstate trajectories:

\[
\rho(\bar{Y} = \bar{y}, S_{0:t} = s_{0:t}) = \text{Pr}_{x_{0:t}}(\bar{Y} = \bar{y}, S_{0:t} = s_{0:t} | S_0 \sim \mu_0) = \Gamma_{s_{0:t}, x_{0:t}} \rightarrow \bar{y} \rho(S_{0:t} = s_{0:t}).
\]

We also define the reverse joint probability as the probability of obtaining the reverse observation and reverse microstate trajectory under the reverse protocol:

\[
\rho^R(\bar{Y} = \bar{y}, S_{0:t} = s_{0:t}) = \text{Pr}_{\mathcal{H}(x_{0:t})}(\bar{Y} = \bar{y} | \mathcal{H}(s_{0:t}) = \mathcal{H}(s_{0:t}) | S_0 \sim \mu^*_0) = \Gamma_{\mathcal{H}(s_{0:t})} \mathcal{H}(x_{0:t}) \rightarrow \bar{y} \rho^R(S_{0:t} = s_{0:t}),
\]

where the time reversal \( \mathcal{H}(\bar{y}) \) of the observed variable \( \bar{y} \) must be defined by the observer.

The definition of \( \mathcal{H}(\bar{y}) \) is most useful in bounding dissipation when it corresponds to a true time-reversal of some sequence of physical observables. For example, if the observable is a deterministic function of the joint microstate dynamics \( \bar{y} = f(s_{0:t}, x_{0:t}) \), then it might be the case that:

\[
\mathcal{H}(\bar{y}) = f(\mathcal{H}(s_{0:t}), \mathcal{H}(x_{0:t})). \tag{A4}
\]

This is true when the observable is work \( w = \int_0^T \frac{\partial E}{\partial x_t} dt \). Work and its reversal—observed, e.g., via how high a weight has been raised—are related by:

\[
\mathcal{H}(w(s_{0:t}, x_{0:t})) = w(\mathcal{H}(s_{0:t}), \mathcal{H}(x_{0:t})) = -w(s_{0:t}, x_{0:t}).
\]

Equation \( \text{(A4)} \) is also true when the observable is a coarse graining of the microstate trajectory as utilized for our main results: \( f(s_{0:t}, x_{0:t}) = (s_t, s_t) \mapsto \mathcal{H}(f(s_{0:t}, x_{0:t})) = f(\mathcal{H}(s_{0:t}), \mathcal{H}(x_{0:t})) = (s^1_t, s^2_t) \). Noisy channels can also satisfy a stochastic version of Eq. \( \text{(A4)} \).

Fortunately, in some cases, information derived from the sort of general observational channel described in Eq. \( \text{(A2)} \) allows us to put a bound on the dissipated work using the chain rule of relative entropy \([24]\). The chain rule states that the relative entropy of the two distributions \( p \) and \( q \) over two variables \( X \) and \( Y \) can be broken into the sum of nonnegative terms:

\[
D_{\text{KL}} \left[ p(X, Y) \left|\left| q(X, Y) \right. \right. \right] = D_{\text{KL}} \left[ p(X) \left|\left| q(X) \right. \right. \right] + D_{\text{KL}} \left[ p(Y | X) \left|\left| q(Y | X) \right. \right. \right].
\]

10 The more general Eq. \( \text{(A2)} \) is necessary, for example, to include mechanical work as an observable, since mechanical work is a functional of both the driving \( x_{0:t} \) and the system's microstate trajectory \( s_{0:t} \).
where:
\[
D_{KL} [p(Y|X) \| q(Y|X)] = \sum_x p(x) \sum_y p(y|x) \ln \frac{p(y|x)}{q(y|x)},
\]
\[
\text{is zero if and only if } p(Y = y|X = x) = q(Y = y|X = x)
\text{ for all } x \text{ and } y. \]
Applying this result to obtain two different decompositions of
\[
D_{KL} \left[ \rho(\bar{Y}, S_{0: \tau}) \left\| \rho^R(\bar{Y}, S_{0: \tau}) \right] \right],
\]
relating the observed variables and microstate trajectories, we see:
\[
D_{KL} \left[ \rho(S_{0: \tau}) \left\| \rho^R(S_{0: \tau}) \right] \right] = D_{KL} \left[ \rho(\bar{Y}) \left\| \rho^R(\bar{Y}) \right] \right] + D_{KL} \left[ \rho(S_{0: \tau}|\bar{Y}) \left\| \rho^R(S_{0: \tau}|\bar{Y}) \right] \right] - D_{KL} \left[ \rho(\bar{Y}|S_{0: \tau}) \left\| \rho^R(\bar{Y}|S_{0: \tau}) \right] \right].
\]
We expand the first term on the RHS:
\[
D_{KL} \left[ \rho(\bar{Y}) \left\| \rho^R(\bar{Y}) \right] \right] = D_{KL} \left[ \rho(\bar{Y}) \left\| \rho^R(\bar{Y}) \right] \right] + \Pr \left( \bar{Y} = \bar{y} | S_0 \sim \mu_0 \right) \left[ \Pr \left( \bar{Y} = \bar{Y} \mid \mathcal{H}(\bar{y}) \right) \right],
\]
where the probability distributions input to the relative entropy are implied by the explicitly-written elements of the distribution. The final term can also be rewritten:
\[
D_{KL} \left[ \rho(\bar{Y}|S_{0: \tau}) \left\| \rho^R(\bar{Y}|S_{0: \tau}) \right] \right] = \left\langle D_{KL} \left[ \Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{Y}} \left\| \Gamma_{\mathcal{H}(s_{0: \tau}), \mathcal{H}(x_{0: \tau}) \rightarrow \mathcal{H} \left( \bar{Y} \right)} \right] \right] \rho(S_{0: \tau}) \right\rangle = \frac{1}{k_B} \Sigma_{\text{ch}},
\]
which (besides a factor of $k_B$) we call the exhibited channel irreversibility $\Sigma_{\text{ch}}$. Essentially, irreversible observation channels may consume energy and produce their own entropy which could lead to observed irreversibility beyond what is actually produced by the microstate dynamics. (Whereas, unpowered observation channels should be reversible.) However, the definition used for $\mathcal{H}(\bar{y})$ also plays an important role: The channel could appear irreversible simply because one does not utilize the physical time reversal of $\bar{y}$.

Since $D_{KL} \left[ \rho(S_{0: \tau}|\bar{Y}) \left\| \rho^R(S_{0: \tau}|\bar{Y}) \right] \right] \geq 0$, we can now deduce from Eq. \((A5)\) the following bound on the dissipated work:
\[
\beta \langle W_{\text{diss}} \rangle \geq D_{KL} \left[ \rho(\bar{Y}) \left\| \rho^R(\bar{Y}) \right] \right] - \frac{1}{k_B} \Sigma_{\text{ch}}.
\]
This is a promising relationship, since it suggests that we can bound the work production with partial information about microstates. Moreover, channel irreversibility can be reduced or removed by using passive channels and a physically-motivated time-reversal mapping of observables. Specifically, if the mapping from microstate trajectories to observables is preserved under reversal of both trajectories and observations $\Gamma_{\mathcal{H}(s_{0: \tau}), \mathcal{H}(x_{0: \tau}) \rightarrow \mathcal{H}(\bar{Y})} = \Gamma_{s_{0: \tau}, x_{0: \tau} \rightarrow \bar{Y}}$ for all $s_{0: \tau}$ and $x_{0: \tau}$, then the channel irreversibility vanishes. In this case, the dissipated work is bounded by the relative entropy between forward and reverse driving of observables:
\[
\beta \langle W_{\text{diss}} \rangle \geq D_{KL} \left[ \Pr \left( \bar{Y} = \bar{y} \mid S_0 \sim \mu_0 \right) \left\| \Pr \left( \bar{Y} = \bar{Y} \mid \mathcal{H}(\bar{y}) \right) \right] \right],
\]
where, again and in the following, the probability distributions for the relative entropy are implied by the
We will also employ an even coarser graining of microstate trajectories which leads to the marginal distributions:

\[ M_{\text{bound }} Eq. (B1) \text{ in App. B.} \]

scenario is nevertheless addressed by the more general memory state. In these cases, the proof of the bound makes no sense to say whether that \( m \) \( \in M \), which are coarse-grainings of the microstates, at the initial and final times. The random variable \( M_t \) for the memory state at time \( t \) is completely determined by the random variable for the microstate \( S_t \). We will also employ an even coarser graining of microstate trajectories that takes microstate trajectories to the pair of starting and ending memory states.

In particular, consider the observational channel (of the simple form of Eq. (A3)) to be a coarse-graining:

\[ \Gamma_{s_{0:t} \rightarrow m_{t':t}} = \delta_{s_{0:t} \in m} \delta_{s_{t':t} \in m'} \]

which leads to the marginal distributions:

\[ \rho(M_0 = m, M_\tau = m') = \sum_{s_{0:\tau}} \delta_{s_{0:0} \in m} \delta_{s_{\tau:m} \in m'} \rho(S_{0:\tau} = s_{0:\tau}) \]

and:

\[ \rho^R(M_0 = m, M_\tau = m') = \sum_{s_{0:\tau}} \delta_{s_{0:0} \in m} \delta_{s_{\tau:m} \in m'} \rho^R(S_{0:\tau} = s_{0:\tau}) \]

If we define the reversal of our observations:

\[ \mathcal{I}(mm') = (m'\uparrow m) \]

where:

\[ m' = \{ s^\uparrow : s \in m \} \]

is also an element of the memory states \( m' \in M \), then the observational channel is preserved under reversal

\[ \Gamma_{\mathcal{I}(s_{0:t}) \rightarrow \mathcal{I}(mm')} = \Gamma_{s_{0:t} \rightarrow m_{t'} \uparrow m_{t'}} = \delta_{s_{0:t} \in m_{t'} \uparrow m_{t'}} \]

\[ = \delta_{s_{0:t} \in m} \delta_{s_{0:t} \in m'} \]

\[ = \Gamma_{s_{0:t} \rightarrow mm'} \]

where we’ve used the fact that \( s^\uparrow \in m_{t'} \iff s \in m \).

Thus, we find for such a partitioning into memory states that the dissipated work is bounded by the relative entropy of the memory state distributions:

\[ \beta \langle W_{\text{diss}} \rangle \geq D_{\text{KL}} \left[ \Pr_{x_{0:\tau}}(M_0 = m, M_\tau = m' | S_0 \sim \mu_0) \| \Pr_{\mathcal{I}(x_{0:\tau})}(M_0 = m_{t'} \uparrow M_\tau = m_{t'} | S_0 \sim \mu_{t'}) \right] \quad (A7) \]

Note that there are partitions for which this does not hold since \( m_{t'} \) is not an element of the partition. If there are elements of a particular memory state \( s, s' \in m \) such that \( s^\uparrow \in m_t \) but \( s'^\uparrow \in m_{t'} \neq m_t \), then \( m_{t'} \notin M \), meaning that \( m_{t'} \) is not itself a memory state. In such a case, it makes no sense to say whether \( M_t = m_{t'} \), since \( M_t \) is the random variable for the memory state and \( m_{t'} \) is not a memory state. In these cases, the proof of the bound given in this section is not applicable. The more general scenario is nevertheless addressed by the more general bound Eq. (B1) in App. B.

### Appendix B: Dissipated-work bound for computation

For our main results, we consider the case where we observe memory states \( M \), where \( M \) is a partitioning of the microstates \( S \), at the initial and final times. The random variable \( M_t \) for the memory state at time \( t \) is completely determined by the random variable for the microstate \( S_t \) via the memory coarse-graining function \( f_M : S \rightarrow M \). In the following, we also utilize an even coarser graining of microstate trajectories which takes microstate trajectories to the pair of starting and ending memory states: \( f_{M_0, M_\tau}(s_{0:\tau}) = (f_M(s_0), f_M(s_\tau)) \).

We begin by deriving a bound on dissipation in terms of...
When a general partitioning $\mathcal{M}$. Note that the two probability distributions $\rho(s_{0:2}) \equiv \Pr_{x_{0:2}}(S_{0:2} = s_{0:2}|S_0 \sim \mu_0)$ and $\rho^R(s_{0:2}) \equiv \Pr_{\mathcal{R}(x_{0:2})}(S_{0:2} = \mathcal{R}(s_{0:2})|S_0 \sim \mu_1^\dagger)$ each have the same support $s_{0:2} \in S^{[0:2]}$. From Eq. (2), the expected dissipated work is: $\langle W_{\text{diss}} \rangle = k_B T \, D_{\text{KL}}[\rho || \rho^R]$.

Now consider the coarse-grained marginal distributions: $P(m, m') = \sum_{s_{0:2}} \delta_{s_0 \in m} \delta_{s_2 \in m'} \rho(s_{0:2})$ and $Q(m, m') = \sum_{s_{0:2}} \delta_{s_0 \in m} \delta_{s_2 \in m'} \rho^R(s_{0:2})$.

Since the same coarse graining kernel from $S^{[0:2]}$ to $\mathcal{M}^2$ is applied to each of the distributions $\rho$ and $\rho^R$, the data-processing inequality for $D_{\text{KL}}$ [24] guarantees that: $D_{\text{KL}}[P || Q] \leq D_{\text{KL}}[\rho || \rho^R]$.

Moreover, note that:

$$P(m, m') = \sum_{s_{0:2}} \delta_{s_0 \in m} \delta_{s_2 \in m'} \Pr_{x_{0:2}}(S_{0:2} = s_{0:2}|S_0 \sim \mu_0) = \Pr_{x_{0:2}}(\mathcal{M}_0 = m, \mathcal{M}_r = m'|S_0 \sim \mu_0),$$

and:

$$Q(m, m') = \sum_{s_{0:2}} \delta_{s_0 \in m} \delta_{s_2 \in m'} \Pr_{\mathcal{R}(x_{0:2})}(S_{0:2} = \mathcal{R}(s_{0:2})|S_0 \sim \mu_1^\dagger) = \Pr_{\mathcal{R}(x_{0:2})}(S_0 \in m^\dagger, \mathcal{S}_r \in m^\dagger|S_0 \sim \mu_1^\dagger).$$

Hence, we have shown that the dissipated work is always lower-bounded by a function of the net transition probabilities between memory states:

$$\beta \langle W_{\text{diss}} \rangle = D_{\text{KL}}\left[\Pr_{x_{0:2}}(S_{0:2} = s_{0:2}|S_0 \sim \mu_0) \mid\mid \Pr_{\mathcal{R}(x_{0:2})}(S_{0:2} = \mathcal{R}(s_{0:2})|S_0 \sim \mu_1^\dagger)\right] \geq D_{\text{KL}}\left[\Pr_{x_{0:2}}(\mathcal{M}_0 = m, \mathcal{M}_r = m'|S_0 \sim \mu_0) \mid\mid \Pr_{\mathcal{R}(x_{0:2})}(S_0 \in m^\dagger, \mathcal{S}_r \in m^\dagger|S_0 \sim \mu_1^\dagger)\right]. \quad \text{(B1)}$$

Equation (B1) is valid even when $m^\dagger \notin \mathcal{M}$.

When $m^\dagger \in \mathcal{M}$ for all $m \in \mathcal{M}$, Eq. (B1) clearly reduces to:

$$\beta \langle W_{\text{diss}} \rangle \geq D_{\text{KL}}\left[\Pr_{x_{0:2}}(\mathcal{M}_0 = m, \mathcal{M}_r = m'|S_0 \sim \mu_0) \mid\mid \Pr_{\mathcal{R}(x_{0:2})}(\mathcal{M}_0 = m^\dagger, \mathcal{M}_r = m^\dagger|S_0 \sim \mu_1^\dagger)\right], \quad \text{(B2)}$$

in agreement with the alternative derivation that led to Eq. (A7). Equation (B2) will be broadly applicable to computations performed on positional, configurational, or typical magnetic memory systems. Indeed, there are many standard types of memory states which satisfy $m^\dagger \in \mathcal{M}$, so that Eq. (B2) is applicable. For example, positionally partitioned states are often used to store information in systems with potential energy minima at different spatial locations. (As implemented in, for example, Maxwell demon experiments via laser ion traps, also called ‘optical tweezers’ when the location of these traps is dynamically controlled.) These positional memories have a clear definition of time reversal in which $m^\dagger = m$. This follows since if $s = (q, \vec{q})$ is in $m$, then so is $s^\dagger = (\vec{q}, -\vec{q})$. Another form of memory state utilizes magnetic spins, for which the time reversal flips all microstate spins—spin-up maps to spin-down upon time-reversal, and vice versa. In the case of bistable magnetic memory elements, the time-reversal of any memory is also a valid memory $m^\dagger \in \mathcal{M}$, although $m^\dagger \neq m$. Thus, for both of these forms of memory, the reversal of a memory state is an element of the partitioning, so that Eq. (B2) is applicable.

Further decomposing Eq. (B2), we find:
\[ \beta \langle W_{\text{diss}} \rangle \geq D_{\text{KL}} \left[ \Pr_{x_0 \tau} (M_0 = m, M_\tau = m'|S_0 \sim \mu_0) \mid \Pr_{\mathcal{H}(x_0 \tau)} (M_0 = m^t, M_\tau = m^t|S_0 \sim \mu^t) \right] 
\]

\[
= \sum_{m,m' \in \mathcal{M}} \Pr_{x_0 \tau} (M_0 = m, M_\tau = m'|S_0 \sim \mu_0) \ln \left( \frac{\Pr_{x_0 \tau} (M_0 = m, M_\tau = m'|S_0 \sim \mu_0)}{\Pr_{\mathcal{H}(x_0 \tau)} (M_0 = m^t, M_\tau = m^t|S_0 \sim \mu^t)} \right) 
\]

\[
= \sum_{m,m' \in \mathcal{M}} \Pr_{x_0 \tau} (M_0 = m, M_\tau = m'|S_0 \sim \mu_0) \times \ln \left( \frac{\Pr_{x_0 \tau} (M_0 = m|S_0 \sim \mu_0) \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0, M_0 = m)}{\Pr_{\mathcal{H}(x_0 \tau)} (M_\tau = m^t|S_0 \sim \mu^t, M_0 = m^t)} \right) 
\]

\[
= \sum_{m,m' \in \mathcal{M}} \Pr_{x_0 \tau} (M_0 = m|S_0 \sim \mu_0) \ln \left( \Pr_{x_0 \tau} (M_0 = m|S_0 \sim \mu_0) \right) 
\]

\[
- \sum_{m' \in \mathcal{M}} \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0) \ln \left( \Pr_{\mathcal{H}(x_0 \tau)} (M_\tau = m'|S_0 \sim \mu^t) \right) 
\]

\[
+ \sum_{m,m' \in \mathcal{M}} \Pr_{x_0 \tau} (M_0 = m|S_0 \sim \mu_0) \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0, M_0 = m) 
\]

\[
\times \ln \left( \frac{\Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0, M_0 = m)}{\Pr_{\mathcal{H}(x_0 \tau)} (M_\tau = m^t|S_0 \sim \mu^t, M_0 = m^t)} \right) 
\]

\[
= \sum_{m \in \mathcal{M}} \mu_0(m) \ln (\mu_0(m)) - \sum_{m' \in \mathcal{M}} \mu_\tau(m') \ln (\mu_\tau(m')) 
\]

\[
+ \sum_{m,m' \in \mathcal{M}} \mu_0(m) \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)}) \ln \left( \frac{\Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)})}{\Pr_{\mathcal{H}(x_0 \tau)} (M_\tau = m^t|S_0 \sim \mu_\tau^{(m^t)})} \right) 
\]

\[
= -H(M_0) + H(M_\tau) + \sum_{m,m' \in \mathcal{M}} \mu_0(m)d(m,m') 
\]

\[
= \Delta H(M_\tau) + \sum_{m,m' \in \mathcal{M}} \mu_0(m)d(m,m') . \tag{B3} 
\]

In the third-to-last equation above we used the fact that:

\[ \mu_\tau^{(m)} = \mu_\tau(m) , \]

and we defined:

\[ d(m,m') \equiv \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)}) \times \ln \left( \frac{\Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)})}{\Pr_{\mathcal{H}(x_0 \tau)} (M_\tau = m^t|S_0 \sim \mu_\tau^{(m^t)})} \right) . \]

A more general derivation (not assuming that \( m^t \in \mathcal{M} \), fully leveraging Eq. (B1), yields Eq. (B3) with:

\[ d(m,m') \equiv \Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)}) \times \ln \left( \frac{\Pr_{x_0 \tau} (M_\tau = m'|S_0 \sim \mu_0^{(m)})}{\Pr_{\mathcal{H}(x_0 \tau)} (S_\tau \in m^t|S_0 \sim \mu_\tau^{(m^t)})} \right) . \]

This generalization would, for example, be useful in the analysis of tristable magnetic memory elements.

In the \( m = m^t \) case, where memories are stored via...
time-symmetric variables, these expressions both simplify to:
\[
d(m, m') = \Pr_{x_0} (M_T = m'|S_0 \sim \mu_0^{(m)})
\]
\[
\times \ln \left( \frac{\Pr_{x_0} (M_T = m'|S_0 \sim \mu_0^{(m')})}{\Pr_{\mathcal{H}(x_0)} (M_T = m|S_0 \sim \mu_1^{(m)})} \right).
\]
This compares (i) the probability of transitioning from memory state \(m\) to \(m'\) to (ii) the probability of returning back to \(m\) upon reversal of time-odd variables (like momentum) and subsequent reversal of the control protocol. Above, \(\mu_1^{(m)} = \delta_{S_r \in m} \mu_t / \sum_{s' \in m} \mu_t(s')\) is the renormalized restriction of the microstate distribution \(\mu_t\) to the set of microstates represented by the memory \(m\). Note that (despite the fact that \(\mu_t^{(m)} = \mu_t(m)\)), generically \(\mu_1^{(m')} \neq \mu_1^{(m)}\). However, conveniently, metastable memory systems have: \(\mu_1^{(m)} \approx \pi_1^{(m)} = \pi_0^{(m)}\).

**Appendix C: Transition-specific fluctuation theorem**

Here, we verify the transition-specific version of Eq. (19). We start with the detailed fluctuation theorem for heat:
\[
e^{-\beta(S_0 - S_1)} = \frac{\Pr_{x_0} (S_0,t = s_0|S_0 = s_0)}{\Pr_{\mathcal{H}(x_0)} (S_0,t = \mathcal{H}(s_0)|S_0 = s_0)}.
\]
We then utilize the First Law of thermodynamics (i.e., energy conservation):
\[
E_x(s) = -k_B T \ln(\pi_x^{(m)}(s)) + E_x^{(m)}(s),
\]
if \(s \in m\). This allows us to write:
\[
W - \Delta F_x^{(m)} = Q + k_B T \Delta \ln(\pi_x^{(m)}(s)).
\]

Then we calculate:
\[
\left( e^{-\beta(W - \Delta F_x^{(m)})} \right)_{Pr_{x_0}} (S_0,T = m'|S_0 = \pi_0^{(m)})
\]
\[
= \left( e^{-\beta(Q - k_B T \Delta \ln(\pi_x^{(m)}(s)))} \right)_{Pr_{x_0}} (S_0,T = m'|S_0 = \pi_0^{(m)})
\]
\[
= \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T| M_T = m', S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0) \frac{\pi_x^{(m)}(s_T)}{\pi_x^{(m)}(s_0)} \frac{\Pr_{x_0} (S_0,T = s_0,T|S_0 = s_0)}{\Pr_{x_0} (S_0,T = s_0,T|S_0 = s_0)}
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
\[
= \frac{1}{\Pr_{x_0} (M_T = m'|S_0 \sim \pi_0^{(m)})} \sum_{s_0,T \in S_0,T} \Pr_{x_0} (S_0,T = s_0,T|S_0 \sim \pi_0^{(m)}) \pi_x^{(m')}(s_T) \Pr_{\mathcal{H}(x_0)} (S_0,T = \mathcal{H}(s_0)|S_0 = s_0)
\]
where we used the fact that \(\pi_x^{(m')}(s_T) = \pi_x^{(m')}(s_T)\).
Altogether, this leads to a useful transition-specific fluctuation theorem:

\[
\langle e^{-\beta W}\rangle_{\text{Pr}_{x_0,\tau}(S_{0,\tau} | M_\tau = m', S_0 \sim \pi_{x_0}^{(m')}(\cdot))} = e^{-\beta \Delta F_x^{(M)}_{\tau}} \frac{n}{\text{Pr}_{x_0,\tau}(M_\tau = m | S_0 \sim \pi_{x_0}^{(m)})}.
\]

By Jensen’s inequality, this yields:

\[
\langle W\rangle_{\text{Pr}_{x_0,\tau}(S_{0,\tau} | M_\tau = m', S_0 \sim \pi_{x_0}^{(m)})} \geq \Delta F_x^{(M)} + k_B T \ln \frac{n}{\text{Pr}_{x_0,\tau}(M_\tau = m | S_0 \sim \pi_{x_0}^{(m)})}.
\]

Assuming time-symmetric control, this then implies that the minimal average work required of a memory transition is:

\[
W_{\text{min}}^{\text{sym}}(m \to m') = F_{x_0}^{(m')} - F_{x_0}^{(m)} + k_B T \Psi(m \to m').
\]

These results exhibit similarity with those of Ref. [35], although the appearance of the local-equilibrium free energies is a new feature here. This has important implications for the work required of metastable memory transitions.

**Appendix D: Four cases**

To evaluate Eq. (15) there are four cases to consider. Assuming time-symmetric memories (such that \(m^1 = m\)), the four cases depend on whether \(C(m) = m'\) or \(\neq m'\), and on whether \(C(m') = m\) or \(\neq m\). Whatever implementation is used for the computation, it will result in some actual probability of error for each of the intended transitions: \(\text{Pr}_{x_0,\tau}(M_\tau = C(m) | M_0 = m) = 1 - \epsilon_m\). The reliability design constraint is that \(\epsilon_m \leq \epsilon\) for all possible initial memories \(m\), and that \(\epsilon \ll 1\), so that errors are very improbable.

Given some implementation \(x_0,\tau\), the actual probability of making a particular accidental memory transition is \(\epsilon_{m \to m'}\) for \(m' \neq C(m)\). Since \(\sum_{m' \in M \setminus \{C(m)\}} \epsilon_{m \to m'} = \epsilon_m \leq \epsilon\), we must have that \(0 < \epsilon_{m \to m'} < \epsilon_m \leq \epsilon\). Let us use this to evaluate the four possible cases for \(d(m, m')\):

1. \(\mathcal{C}(m) = m'; \mathcal{C}(m') = m\):

\[
d^{(1)}(m, m') = (1 - \epsilon_m) \ln \left( \frac{1 - \epsilon_m}{1 - \epsilon_m'} \right)
\]

\[
\geq (1 - \epsilon_m) \ln (1 - \epsilon_m)
\]

\[
\geq (1 - \epsilon) \ln (1 - \epsilon)
\]

\[
= (1 - \epsilon) \left( \epsilon - \frac{1}{2} \epsilon^2 - \frac{1}{3} \epsilon^3 - \ldots \right)
\]

\[
= -\epsilon + \frac{\epsilon^2}{2} + \frac{\epsilon^3}{6} + \ldots
\]

\[
\geq -\epsilon
\]

\[
\approx 0
\]

Similarly,

\[
d^{(1)}(m, m') = (1 - \epsilon_m) \ln \left( \frac{1 - \epsilon_m}{1 - \epsilon_m'} \right)
\]

\[
\leq -\ln (1 - \epsilon_m)
\]

\[
\leq -\ln (1 - \epsilon)
\]

\[
= \epsilon + \frac{1}{2} \epsilon^2 + \frac{1}{3} \epsilon^3 + \ldots
\]

\[
\approx 0
\]

So \(-\epsilon \leq d^{(1)}(m, m') \leq \epsilon + \frac{1}{2} \epsilon^2 + O(\epsilon^3)\).

2. \(\mathcal{C}(m) = m'; \mathcal{C}(m') \neq m\):

\[
d^{(2)}(m, m') = (1 - \epsilon_m) \ln \left( \frac{1 - \epsilon_m}{\epsilon_m' \to m_m} \right)
\]

\[
\geq (1 - \epsilon) \ln \left( \frac{1 - \epsilon}{\epsilon_m' \to m_m} \right)
\]

\[
\geq (1 - \epsilon) \ln \left( \frac{1 - \epsilon}{\epsilon} \right)
\]

\[
\approx \ln (1/\epsilon)
\]

We also have:

\[
d^{(2)}(m, m') = (1 - \epsilon_m) \ln \left( \frac{1 - \epsilon_m}{\epsilon_m' \to m_m} \right)
\]

\[
\leq \ln (1/\epsilon_m' \to m_m)
\]

So, \(\ln (1/\epsilon) \leq d^{(2)}(m, m') \leq \ln (1/\epsilon_m' \to m_m)\).

3. \(\mathcal{C}(m) \neq m'; \mathcal{C}(m') = m\):

\[
d^{(3)}(m, m') = \epsilon_{m' \to m} \ln \left( \frac{\epsilon_{m' \to m}}{1 - \epsilon_m} \right)
\]

\[
> \epsilon_{m' \to m} \ln \epsilon_{m' \to m}
\]

\[
\approx 0
\]
Also:
\[
d^{(3)}(m, m') = \epsilon_{m,m'} \ln \left( \frac{\epsilon_{m,m'}}{1 - \epsilon_{m'}} \right)
\]
< 0.

So, \(\epsilon_{m\rightarrow m'} \ln \epsilon_{m\rightarrow m'} < d^{(3)}(m, m') < 0\).

4. \(C(m) \neq m'; C(m') \neq m;\)
\[
d^{(4)}(m, m') = \epsilon_{m\rightarrow m'} \ln \left( \frac{\epsilon_{m,m'}}{\epsilon_{m',m}} \right)
\]
< \(\epsilon_{m\rightarrow m'} \ln \epsilon_{m\rightarrow m'}\)
\[
\approx 0,
\]
assuming that the errors \(\epsilon_{m\rightarrow m'}\) and \(\epsilon_{m'\rightarrow m}\) are on the same order of magnitude. Also:
\[
d^{(4)}(m, m') = \epsilon_{m\rightarrow m'} \ln \left( \frac{\epsilon_{m,m'}}{\epsilon_{m',m}} \right)
\]
\[
> \epsilon_{m\rightarrow m'} \ln \epsilon_{m\rightarrow m'}
\]
\[
\approx 0.
\]
So, \(\epsilon_{m\rightarrow m'} \ln \epsilon_{m\rightarrow m'} < d^{(4)}(m, m') \approx 0\).

Case 2 is the only one resulting in divergent dissipation with increasing reliability.

However, due to the ratio of error rates in Case 4, its behavior in the low-error limit deserves further analysis.

On the one hand, suppose \(\epsilon_{m'\rightarrow m} > \epsilon_{m\rightarrow m'}\). Let \(r = \epsilon_{m\rightarrow m'}/\epsilon_{m'\rightarrow m} < 1\). Then:
\[
d^{(4)}(m, m') = \epsilon_{m\rightarrow m'} \ln \left( \frac{\epsilon_{m,m'}}{\epsilon_{m',m}} \right) = m\rightarrow m' r \ln r.
\]
If we define the function \(f(r) = r \ln r\), then:
\[
f'(r) = \ln r + 1,
\]
\[
f'(r^*) = 0 \quad \Rightarrow \quad r^* = e^{-1},
\]
and:
\[
f(r^*) = -e^{-1}.
\]
\(f(0) = f(1) = 0\) so \(f\)'s local minimum is at \(e^{-1}\). So:
\[
d^{(4)}(m, m') = \epsilon_{m'\rightarrow m} r \ln r \geq -\epsilon_{m'\rightarrow m} e^{-1}.
\]
However, \(\epsilon \geq \epsilon_{m'\rightarrow m}\), so:
\[
d^{(4)}(m, m') \geq -\epsilon e^{-1}.
\]
And, since \(f(r) \leq 0\) for \(0 \leq r \leq 1\),
\[
0 \geq d^{(4)}(m, m') \geq -\epsilon e^{-1}.
\]

If, on the other hand, \(\epsilon_{m\rightarrow m'} > \epsilon_{m'\rightarrow m}\), then Case 4 will imply some extra dissipation, although it will still be on the order of \(\epsilon\) so long as \(\epsilon_{m\rightarrow m'}\) and \(\epsilon_{m'\rightarrow m}\) are within several orders of magnitude.

**Appendix E: Langevin dynamics for erasure**

The following documents the dynamics and methods of our analysis for the simulations described in Sec. IV A 2.

We consider a one-dimensional particle with position and momentum in an external potential and in thermal contact with the environment at temperature \(T\). As a function of position \(q\) and time \(t\), the potential takes the form:
\[
V(q, t) = a q^4 - b_0 b_f(t) q^2 + c_0 c_f(t) q,
\]
with constants \(a, b_0, c_0 > 0\). The functions \(b_f(t)\) and \(c_f(t)\) evolve in a piecewise linear, cyclic, and time-symmetric manner according to Table I, where \(t_0, t_1, \ldots, t_7 = 0, \frac{\tau}{12}, \frac{3\tau}{12}, \frac{5\tau}{12}, \frac{7\tau}{12}, \frac{9\tau}{12}, \frac{11\tau}{12}, \tau\). The potential thus begins and ends in a symmetric double-well configuration with each well defining a memory state. During the protocol, though, the number of metastable regions is temporarily reduced to one.

| \(t\) | \(t_0\) | \(t_1\) | \(t_2\) | \(t_3\) | \(t_4\) | \(t_5\) | \(t_6\) | \(t_7\) |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| \(b_f(t)\) | 1 | 1 | \(\frac{t_3-t}{t_3-t_2}\) | 0 | \(\frac{t-t_4}{t_5-t_4}\) | 1 | 1 |
| \(c_f(t)\) | 0 | \(\frac{t-t_4}{t_2-t_1}\) | 1 | 1 | \(\frac{t_6-t}{t_6-t_5}\) | 0 |

**Table I. Erasure Protocol.**

We simulate the motion of the particle with underdamped Langevin dynamics:
\[
dq = v \cdot dt
\]
\[
mdv = - \left( \frac{\partial}{\partial q} V(q, t) + \lambda v \right) \cdot dt + \sqrt{2k_B T} \lambda r(t) \sqrt{dt},
\]
where \(k_B\) is Boltzmann’s constant, \(\lambda\) is the coupling between the thermal environment and particle, \(m\) is the particle’s mass, and \(r(t)\) is a memoryless Gaussian random variable with \(\langle r(t) \rangle = 0\) and \(\langle r(t)r(t') \rangle = \delta(t-t')\).

The work done on a single particle over the course of the
To construct Fig. 10, we simulate 735 different protocols, determined by all combinations of the following values for the four nondimensional parameters: $m' \in \{0.25, 1.0, 4.0\}$, $\alpha \in \{2, 4, 7, 10, 12\}$, $\zeta \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7\}$, and $\tau' \in \{4, 8, 16, 32, 64, 128, 256\}$. 100,000 trials of each parameter set were simulated. To update the position and velocity of the particle at each time step, we used the fourth-order Runge-Kutta method for the deterministic portion and the simple Euler method in combination with a Gaussian number generator for the stochastic portion.

To determine this time step size, we considered a range of possible time steps for 81 of the possible 735 parameter sets and looked for convergence of the sampled average works and maximum errors $\epsilon$, again using 100,000 trials per parameter set. The maximum errors were stable over the whole range of tested step sizes. Looking with decreasing step size, the final step size was chosen when the average works stopped fluctuating within 5 sigma of their statistical errors for all 81 parameter sets.

The error bars presented for the average works in Fig. 10 were then generously set to be 5 times the estimated statistical errors, which were each obtained by dividing the sampled standard deviation by the square root of the number of trials. Error bars for the maximum errors were set to be the statistical errors of $\epsilon_L$ or $\epsilon_R$, depending on which was the maximum, whose statistical errors were obtained by assuming binomial statistics.

Appendix F: Minimal dissipation in the time-symmetric universal NAND gate

Let us consider the implications for the common logic gates that serve as the building blocks for practical computers. Recall that the simple NAND gate is sufficient for universal computation. It is therefore worthwhile to consider what dissipation is commonly incurred in such important logic gates—and consider how this dissipation can be avoided.

To address this, consider a physical implementation of the memory components of a NAND gate, where we explicitly consider two memory elements whose memory states are to be used as the input for the NAND gate and another memory element that will store the value of the output. We assume that only the output is over-written during the computation—the input memory states may be kept around for later use.

Note that this is already a particular physical model of the NAND computation—indeed, alternatives exist such as storing the output in the location of one of the former inputs by over-writing one of the inputs. However, we analyze the proposed two-input–one-output model here since it is arguably the most relevant to the typical desired use of a NAND gate. Other ancillary memory elements may be used in the computation as in Ref. [58] but, since they will be returned to their original state by the computation’s end, these ancillary memories do not need to result in any explicit additional dissipation.
dependence—although they can influence the dissipation through their implicit effect on the net errors in operating on the memory-elements of interest—and can be left implicit in the self-consistency of the current analysis.

Each of the three explicitly-considered memory elements is assumed to be bistable; i.e., each has two metastable regions of state space. Let the microstate of each memory element be specified by its position in the interval \((-\pi, \pi]\). Between computations, including at \(t = 0\) and \(t = \tau\), the metastable regions for each memory element are \(0 \equiv (-\pi, 0] \) and \(1 \equiv (0, \pi]\) which gives a natural partition for the memory states.

The microstate of the memory system at any time \(t\) can be treated as a composite random variable \(S_t = (S_t^{(in_1)}, S_t^{(in_2)}, S_t^{(out)})\) with \(S_t^{(i)} \in (-\pi, \pi]\). Similarly, the memory state is the composite random variable \(M_t = (\mathcal{M}_t^{(in_1)}, \mathcal{M}_t^{(in_2)}, \mathcal{M}_t^{(out)})\) with \(\mathcal{M}_t^{(i)} \in \{0, 1\}\) corresponding to the two metastable regions for each memory element. Thus, the joint state-space \(\mathcal{S} = \mathbb{R}_0 (-\pi, \pi]\) has eight metastable regions, which we identify as the joint memory system’s eight memory states: \(\mathcal{M} = \{0_{000}, 0_{001}, 0_{010}, \ldots, 1_{111}\}\) where each memory state is labeled according to its corresponding region of state-space: \(m_{jk\ell} = \{s \in \mathcal{S} : s^{(in_1)} \in (-\pi + j\pi, j\pi], s^{(in_2)} \in (-\pi + k\pi, k\pi], s^{(out)} \in (-\pi + \ell\pi, \ell\pi]\}.\) That is, each of the memory states is one of the octants of state space.

The NAND computation \(\mathcal{C}_{\text{NAND}}\) is given by the mappings:

- \(000 \rightarrow 001\)  \(001 \rightarrow 001\)
- \(010 \rightarrow 011\)  \(011 \rightarrow 011\)
- \(100 \rightarrow 101\)  \(101 \rightarrow 101\)
- \(110 \rightarrow 110\)  \(111 \rightarrow 110\)

For arbitrary initial correlation among the memory elements before the computation, the change in memory entropy is:

\[
\Delta H(\mathcal{M}_t) = H(\mathcal{M}_t^{(in_1)}, \mathcal{M}_t^{(in_2)}, \mathcal{M}_t^{(out)}) - H(\mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)}, \mathcal{M}_0^{(out)}) \\
\approx H(\mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)}, \mathcal{M}_0^{(out)}) - H(\mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)}, \mathcal{M}_0^{(out)}) \\
\approx H(\mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)}) - H(\mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)}, \mathcal{M}_0^{(out)}) \\
= - H(\mathcal{M}_0^{(out)} | \mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)})
\]

where we made the approximation that \(\epsilon\) is very small. The entropy \(H(\mathcal{M}_0^{(out)} | \mathcal{M}_0^{(in_1)}, \mathcal{M}_0^{(in_2)})\) is the Landauer bound for the NAND gate—a result of interest in its own right. Here, we use it to provide the \(\Delta H(\mathcal{M}_t)\) needed for our calculation of dissipation for time-symmetric implementations of NAND.

It should be noted that, by the definition of \(\mathcal{C}_{\text{NAND}}\), half

---

11 For example, each memory element may be realized physically by the bistable magnetic moment of a superparamagnetic nanocrystal in the so-called ‘blocked’ regime where the Néel relaxation time between metastable regions is much larger than the timescale of computation in the system. We can assume that there is sufficient uniaxial anisotropy (or sufficiently low temperature) to create a potential barrier many times the thermal energy between the potential wells of the two metastable regions. Alternatively, the memory elements can be realized experimentally as bistable wells created by optical tweezers. This latter option is less scalable but sufficient for initial experiments.
of the memory states map to themselves. The other half never get mapped back to themselves upon iteration of the computation. The reciprocity coefficient is therefore:
\[
\langle [C_{NAND}(C_{NAND}(M_0)) \neq M_0] \rangle_{M_0}
= \mu_0(000) + \mu_0(010) + \mu_0(100) + \mu_0(111).
\]
Together with Eq. (30), these give the general lower bound for NAND gate dissipation when a time-symmetric protocol is used and the memory elements are initially correlated.

In the simpler case where the memory elements are initialized with individual biases towards 0 or 1, but are otherwise uncorrelated with each other, the NAND dissipation somewhat simplifies, since then:
\[
\Delta H(M_t) \approx -H(M_0^{\text{out}} | M_0^{\text{in1}}, M_0^{\text{in2}})
= -H(M_0^{\text{out}})
= -H(b_0^{\text{out}}),
\]
where \(b_0^{\text{out}}\) is the initial bias of the output bit to be overwritten.

In this latter uncorrelated case, the time-symmetric NAND dissipation resembles the dissipation that would be expected simply from bit erasure of the output bit. The primary difference is that the probability of overwriting the output bit now depends intricately on a function \(\langle [C_{NAND}(C_{NAND}(M_0)) \neq M_0] \rangle_{M_0}\) of the distribution over the joint memory state of all memory elements which is not separable even when the joint distribution over memory elements is separable.

It should be noted that, even in the case of biased but uncorrelated initialization of the memory, the initialization statistics would need to be taken into account to make the time-symmetric physical implementation as thermodynamically efficient as possible. Interestingly, even in the case of time-asymmetric protocols, it has been found that the initialization statistics must be taken into account for thermodynamic efficiency of the NAND gate [5]. Thus, the impetus to match the input statistics is somewhat of a separate generic issue in addition to the lesson of extra dissipation that generically accompanies time-symmetric implementation of reliable computation.
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