Critical Casimir effects in 2D Ising model with curved defect lines
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Abstract
This work is aimed at studying the influence of critical Casimir effects on energetic properties of curved defect lines in the frame of 2D Ising model. Two types of defect curves were investigated. We start with a simple task of globule formation from four-defect line. It was proved that an exothermic reaction of collapse occurs and the dependence of energy release on temperature was observed. Critical Casimir energy of extensive line of constant curvature was also examined. It was shown that its critical Casimir energy is proportional to curvature that leads to the tendency to radius decreasing under Casimir forces. The results obtained can be applied to proteins folding problem in polarized liquid.
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1. Introduction
The main goal of our work is an investigation of the critical Casimir effect in a number of defects’ structures in 2D Ising model. The critical Casimir effect is a back-reaction of the thermal fluctuations of the medium on the factors that have violated the system homogeneity at critical temperatures (phase transition). The effect is an analogy of well-known quantum Casimir effect with quantum fluctuations replaced with thermal ones.

Ising model is a statistical spin model for studying the properties of ferromagnetic materials. The main feature of this model is phase transition phenomenon which is connected with spontaneous broken symmetry effect and formation of magnetic domains. The Ising model finds an application not only in material science, but also in other fields of science, for example, biology.

We study vacancies in this paper. These are the simplest defects and are easy for modeling.

The modern development of the nanophysics gives us the possibility to work with the individual defects. So, they can be used in various nanotechnological applications. Contemporary technology allows to create complicated defect structures [1].

Critical Casimir effect was examined in [2, 3]. The effect is of a similar nature as one in quantum field theory, but the latter is caused by vacuum fluctuations. In critical Casimir effect thermal fluctuations of a statistical system act as quantum vacuum ones. The analogy between origin of thermal fluctuation forces and quantum Casimir forces is discussed in [4]. The forces are universal and do not depend on microscopic details, so they can be defined by means of scaling functions. This phenomena becomes the most apparent at critical point, where scale invariance takes place. This feature was revealed by Leo Kadanoff in [5]. That is where the term ‘critical’ comes from.

The Ising model with bonds changed was studied in [6]. Using Monte Carlo, they inspected the correlation functions in two directions as well as the magnetization profile along the lattice. The temperature dependence of the effective correlation length is presented as a function of temperature. Paper [7] adds objects, called walls, a set of spins not interacting with neighbors. Results obtained by Monte Carlo and the exact solution are compared. In these articles the Casimir interaction between two lines was considered in particular.

A detailed research on defects in the 3D Ising model is held in [8] with usage of a particular cluster algorithm. A system of a spherical object with fixed spins’ value and a plate under a range of temperatures was examined. The thermodynamic Casimir force was computed numerically. The author solves the problem of discretization of a sphere, which we also do in this paper in case of an arc of a curve. The efficiency of numerical computations is discussed in detail. They checked how results change with lattice volume increase and concluded that “in a neighbourhood of the critical point the effect of the finite lattice size on energy is clearly visible” [8]. We are aware of this problem, so we considered a set of volumes (from 20 to 160) in order to find out infinite volume limit.

Casimir effect emerges in various fields of physics. For example, critical Casimir forces in a biophysics application are calculated analytically in [9]. Membranes of living...
cells exhibit properties similar to those of the critical Ising model. In this paper protein inclusions in cellular membrane are modeled by modifying a set of coupling constants in infinite Ising lattice, and critical Casimir forces are computed analytically by transfer matrix diagonalization. It should be noted that in our work we modify all the coupling constants around a selected spin. The Free energy of two interacting defects is evaluated in [9] in thermodynamic limit. One of the results, important for our research, is the attraction of identical defects, which is mentioned in the paper considered and known from an exact solution for the planar Ising model on the square lattice [10]. The existence of the attraction is the foundation stone in our discourse.

Another approach to the study of the properties of critical Casimir effect in biophysical problems is developed in work [11]. The authors of the article proposed that this ensures the interaction of biological structures by Casimir forces at large distances. They calculate the interaction forces potential of membrane inclusions. Calculations performed within the framework of conformal field theory are verified by numerical calculations by the Monte Carlo method. It is shown that fluctuations in the composition of plasma membranes of living cells appear in the occurrence of long-range forces acting on proteins included in membranes. It is assumed that the critical Casimir forces serve for the initial stages of signal transmission. It is shown that the forces can be attractive or repulsive depending on the type of inclusions involved in the interaction. Three approaches were used to evaluate the potentials. Firstly, from thermodynamics, by using a partition function for the combined system of the Ising model plus proteins (point-like defects). Next, numerically, using Monte-Carlo on the lattice Ising model for like and unlike disk-shaped inclusions. Finally, conformal field theory helped to make an analytical prediction for the form of the potential. This CFT approach was used in [12] for the complete analytic treatment of defects led to proof of the attraction of point-like and disk-shaped defects and to understanding of the role the boundary conditions play.

Besides, the lattice models are applied in studying the properties of various media with characteristic features, for example, water. Water has a significant impact on the physical and biological processes that occur in the medium. Various models of water are widely used to study this effect. Lattice gas models are particularly convenient to use in theoretical and numerical studies. This model was first proposed in [13, 14]. Within the framework of these models, water is considered as a lattice statistical system where the nodes are water molecules. This consideration does not take into account the dynamic processes associated with the movement of water molecules, but it simplifies the calculations considerably. The objects under the investigation, placed in the medium, can be considered within the framework of the water lattice model as a set of defects (vacancies) which displace water from its volume. In [15] Monte Carlo numerical studies of 3D water properties are represented in the Lattice gas model that was suggested in two papers of G. M. Bell and co-workers.

A water molecule has two positive and two negative polarizations in 3D. These polarizations make up a tetrahedron in space. In a simplified 2D investigation, one disregards the 3D structure of the water molecule polarizations. The sum of positive and negative polarizations is summed up in pairs into one dipole moment for each water molecule, and the complex interaction of such models is approximated by the simple interaction of such dipoles.

The use of Ising model with defects in biophysical applications could be relevant in cases when medium polarization effects must be taken into account. H$_2$O molecules are polarized and thus could be modeled by spin lattice in such a way as ferromagnetic materials due to the same role of dipole molecule moment as magnetic moment of substance elements. For example, the Ising model is applied to description of water properties in nanopores [16]. Historically, it was Lee and Yang who used the lattice gas model as an aid to comprehension of the liquid-gas phase transition and its critical point [17]. A similarity between real magnetic transitions and real liquid-gas transitions is demonstrated.

It is known that temperature of the phase transition in 2D Ising model depends on the defects’ presence. A thorough research of this phenomenon is enclosed in [18]. They have showed, that the critical temperature variation is proportional to concentration of defects defined as ratio of the number of defect to the total nodes. In [15] the results presented in [18] are refined by the cumulant expansion and generalized to 3D Ising. A polynomial dependence of the critical temperature on the concentration of defects is obtained. In our paper we will consider the structures of defects, whose number grows slower than the volume does, and therefore, based on the results of the paper [18], the variation of the critical temperature value can be neglected for large volumes.

Vacancies grouped in specific formations – lines and globules – are studied in our work. The Casimir force appears to change initial form of defect structures. In our investigation we use the numerical Monte Carlo technique.

2. Definitions

Let us introduce a 2D lattice of square unit cells with $L$ nodes along each side (so, the lattice contains $L^2$ nodes in total). In the paper $L$ varies from 20 to 150. We study vacancies that are absent atoms in certain nodes. The defects are put in corresponding places and the total energy is calculated by means of Monte-Carlo modeling. In Ising model the configuration energy is

$$E(Conf) = -J \sum_{x,\mu} \sigma_x \sigma_{x+\mu},$$

where $J$ is the coupling constant and $\sigma_x$ is a spin of node $x$. $x$ enumerates all the nodes. $\mu$ is a shift to one column to
the right or one row below, so that all the neighboring pairs of nodes are involved once in the sum. In this calculation $J = 1$ is used. Although $J$ in (1) is written without indices, it does depend on $x$ and $\mu$. Actually, to put a vacancy in position $x_0$, all the four links around $x$ are crossed out by setting appropriate $J$ to zero. While simulation, it is sufficient to exclude four terms from the summation (1). A single defect is just a vacancy, while an extensive one is a group of adjacent vacancies with all corresponding $J$ of nodes are involved once in the sum. In this calculation the right or one row below, so that all the neighboring pairs of nodes completely. There are no bindings both $J = 0$. Periodic boundary conditions are applied. (Therefore, if $x$ in (1) is in the rightmost column or the bottommost row, $x + \mu$ will be in the leftmost column or the topmost row, respectively). Our aim is an examination of critical Casimir effects which are energy effects over pure lattice (without defects) characteristics. So, we determine the internal energy of defect as the contribution of defect’s presence to the full lattice energy:

$$E_{\text{def}} = E - E_0,$$  \hspace{1cm} (2)

where $E$ is full energy of lattice with defects (1) and $E_0$ is the same but for regular lattice. Thus, we have selected a reference level of energy.

It is worth pointing out that individual defects were examined in [20]. It was proved that defect’s internal energy has a peak at critical temperature of Ising model $1/T_c \approx 0.44$, and the maximum rises with lattice volume. This is why it is essential to compare configurations with equal defects’ quantity in every simulation in order to avoid the emergence of divergences.

We determine a defect line by putting defects next to each other. No interaction between the spins through the defect line occurs. (it was just mentioned when we set $J$ to zero.) So we say that a defect breaks down contact between nodes completely. There are no bindings both within the line and between a spin within the line and the surrounding spins non included in the line. During the numerical calculation the defects are fixed in their places, but by examining two or more slightly different configurations of defects we can determine dynamic tendencies in the system. This means that due to Minimum total potential energy principle the system considered had changed its state in a specific direction if we studied its evolution. However we deal with a set of fixed defects configurations which can not turn to each other. So, only tendencies in change of configurations can be noticed.

As usual for classical systems, Boltzmann distribution is used, though we assume Boltzmann constant $k_B = 1$, so the probability of a configuration is

$$P(\text{Conf}) = \frac{1}{Z} e^{-E(\text{Conf})/T},$$

where $Z$ - normalization factor.

3. Collapse of four-structure object

Let us turn to the distortion of 4-nodes long defect line into a globule — a square-shaped group of four defects. This makes it possible to draw an analogy between the biophysical process of formation of the tertiary structure of the protein and the formation of dense defect structures in the model of theoretical physics. For the Ising model the energy properties of defects are also determined by their environment, namely by the distribution of the neighboring nodes. This simplest object has been chosen because a longer line can be twisted in a wider variety of patterns. So, it is not clear how to choose an appropriate sequence of configurations. In our case, the decision is almost evident: see Figure 1.

We are interested in the energy difference between successive configurations of the arrangement of defects in our sequence (see Figure 1). The defects are fixed in their positions, which allows us to calculate the total energy of the system by Monte Carlo simulation.

The calculations below were fulfilled with CUDA technology by using graphics cards. We employed multithreading approach to thermalization via thermal bath method using checkerboard algorithm [21]. The structure of the Hamiltonian (1) allows us to distinguish two sublattices nested inside each other in a square lattice. These sublattices do not interact at each step of the thermalization. As a result, $L^2/2$ CUDA calculation threads, changing each other, handle both the sublattices. The algorithm leads to a rapid change of the system states, which reduces the total number of required thermalization steps. The value of the total energy is calculated after a certain number of steps and then an average is found. In addition, statistics is improved through the usage of several independent thermalization sequences.

![Figure 1](image.png)

**Figure 1**: A series of configurations to form a globule from line. Method of links counting (see main text) helps to estimate relation between energies of configuration pairs.

In Figure 2 internal energy $E_{\text{def}}$ of a straight line (Figure 1a) vs. inverse temperature is shown. The curve’s peak can be understood as a consequence of scale invariance at phase transition $1/T_c \approx 0.44$. In fact, peak’s value is limited only by finite size of the lattice in numerical simulation which can be shown by calculation. This is so, because at critical point distances at which spins “feels” each other are very long (they can exceed the lattice size). Therefore, the defect affect the whole lattice. The effect

1. See accurate derivation of $T_c$ in [22]. For our calculation only two digits are used due to applying a grid in 0.01 steps.
Figure 2: Internal energy of 4 defect line in a square $20 \times 20$ lattice as a function of inverse temperature. The peak is reached near critical temperature (denoted by dashed line). Here and below a system of units with $k_B = 1$ is used.

The main question is how the system of 4 defects acts. Is there a stability state? Or does a process of collapsing take place? Would this process go to the end? We suppose that the answer can be obtained while estimating the threshold energy. In fact, an analysis of the reaction path (a sequence of states of the system through which the transformation takes place from the initial state to the final state) is considered in the course of physical chemistry. It is demonstrated that the only obstacle to the spontaneous flow of the reaction is the energy barrier. Number of such barriers and their height determine the process probability. The matter is:

1. If the final energy is less than the initial one, the reaction is exothermic and begins spontaneously due to the lowest energy principle.
2. If some local maximums on reaction path present, the probability of transition decreases. Additional energy is essential for the reaction flow.
3. Different circumstances may change the energy profile varying the reaction possibility. For example, a catalyst reduces the energy barrier of the reaction. In some cases, the atoms in the excited state react more readily.

Turning back to the Ising model, it is worth saying that we may predict the behaviour. The first reason is the number of links between defects. The total energy increases if a link is stricken out. However, energy reduction is of our interest. Let us count the number of links in two situations: the straight line and the final globule. This count recedes from 13 to 12. A reaction may be spontaneous. However in intermediate states (Figure 1b and 1d) this count rises up to 14. We observe two barriers: while transition from state 1 to 2 and from 3 to 4.

This statement will be used in this paper to estimate the system behaviour. Figure 4 shows that collapsing is beneficial for the system, however the process is not spontaneous: an activation energy required to trigger the transition. The emergence of the barriers is connected with the necessity to break and establish links between nodes.

Now, it becomes clear, why we do not consider a configuration depicted in Figure 3 actually, 15 links are stricken out. The internal energy increases accordingly. Provided the lattice is in configuration b (refer Figure 1, the system is likely to go into state c rather than the one in Figure 3).

Let us check our prediction with direct Monte Carlo simulation. The graphs of defects’ internal energy at $1/T = 0.44$ is shown in Figure 4. We see the confirmation of our statement:

counting of links determines the most preferable defect configuration if number of defects is fixed.

In our work we also have shown that energy magnitudes of conversions are the greatest at critical temperature. As an evidence turn to Figure 5. Notice that energy release is about 2.4 at $1/T = 0.44$ while it is 1.0 at $1/T = 0.4$ and 0.13 at $1/T = 0.3$. Therefore, in the high temperature phase the collapsing faces a significant barrier, but benefit is rather poor.

Hitherto, we have considered a lattice with size of $20 \times 20$. As we know, volume effects can change the observables dramatically, so we should examine lattices of a larger size.
The study discussed so far reveals the main features of the phenomenon, so it appeared to be productive to work with such a small lattice since few technical problems occur. Figure 4 shows that the nature of the collapse does not change, then we deal with large $L$, where $L$ is the edge of the lattice. So, we claim, that all the results obtained in a $20 \times 20$ lattice are valid in an infinite volume limit (where $L \to \infty$) also.

A red dashed line designates a reaction energy release $Q$ in Figure 3. This quantity is defined as

$$Q = E_{\text{def}}(a) - E_{\text{def}}(c),$$

where $E_{\text{def}}(x)$ is the internal energy of a defect configuration, denoted as $x$ (see Figure 1). $Q$ is positive, so the reaction is exothermic. The volume dependence of $Q$ in an infinite volume limit ($L \to \infty$) is given.

To begin with, we expect something like a collapse of the curved defect line due to the mutual attraction of the defects. Let us show this analytically. We find the average distance between the points of an arc of radius $R \in \mathbb{R}$. Figure 8 shows that the distance between end points of arc of a circle with central angle $\varphi$ is equal to

$$D = 2R \sin \frac{\varphi}{2}. \quad (4)$$

For a fixed length of the circle arc $L$, we chose a set of values for radius $R$. In each case an arc of circle with the angular size $\varphi_m = L/R$ is examined. It is worth to determine the average distance from one end of the arc ($\varphi_0 = 0$) to all its points as a function of $L$ and $R$:

$$\langle D \rangle = \frac{1}{\varphi_m} \int_0^{\varphi_m} D(\varphi) \, d\varphi = \frac{4R^2}{L} \left( 1 - \cos \left( \frac{L}{2R} \right) \right). \quad (4)$$

For $L$ fixed $\langle D \rangle$ grows monotonically with $R$. Given that the defects are attracted to each other, we come to the conclusion that the curve tends to contract in a circle (see Figure 8).

Thus we come to the conclusion that the curve tends to contract in a circle (see Figure 8).
the following natural approach. Assume that the radius \( R \in \mathbb{N} \) of the arc is equal to an integer number of lengths of lattice constants. Fix the node above which the lowest bottom point of the supposed circle will be located (node 0 in Figure 10). Then two adjacent nodes are considered: to the right and top. The distances from these nodes to the node, where the center of the circle is, are measured and the node that provides the minimum of the deviation is selected:

\[
\min_j |r_j - R|, \quad j = 1, 2,
\]

where \( r_j \) is the distance from the center of the circle to the \( j \)-th node. Figure 10 demonstrates the successive steps of selecting sampling points, labeled with numbers from 1 to 8. The total amount of defects to be put in the lattice is determined by the line length in an infinite \( R \) limit (when the line is straight). So, we just put defects as described above until total number of defects is reached. This was done in order to fulfill the requirement mentioned in Section 2: a number of defects should stay constant. As a drawback, the defects’ systems generated by the algorithm not always look like a smooth arc of a circle.

Let us check the advantage of turning a line into an arc of a circle numerically. For this purpose, we choose lattices of several sizes (20, 75, 100 and 150) and fill them with the discretized arcs of defects with different radii. With the help of Monte Carlo simulation, the total energy of the system was calculated. All the computations were done at \( 1/T = 0.44 \). In paper [13] it is shown that critical temperature depends on defects’ concentration. However, as we consider curves of length \( L \) in lattices of size \( L^2 \), the concentration decreases as a function of \( L \). In such a situation, we neglect a small difference between 0.44, the critical temperature of pure lattice and the bulk critical temperature of the system considered. After we subtract the total energy of the configuration corresponding to a certain large radius (an immediate check showed that there is no difference, to do a subtraction with a straight line or with a slightly curved arc). So, the energy \( E \) depicted in the figures of this Section is the following:

\[
E = E_{\text{tot}}(K) - E_{\text{tot}}(K_0), \quad (5)
\]

where \( K_0 \) is a constant (rather small) curvature and \( E_{\text{tot}} \) is the total energy [11].

Let’s pay attention to the external parameter included in our consideration: the size of the lattice. As shown in Section 3, the difference in energy due to link number change gives a meaningful difference only if the number of defects is unchanged. However, by construction, the length of the curve is directly proportional to the size of the lattice. Therefore, later in this section we normalize the energy values by the lattice size (estimating the energy per link).

Figure 11 shows the dependence of the specific energy on the curvature \( K = 1/R \). Considering the region of low curvatures, we note that the specific energy is almost the same for all lattice sizes. The reason is that the curve is almost like a straight line and extends from the edge to the edge of the grid. By dividing the total energy by the number of nodes, we can not distinguish two lines along their length (since we deal with the energy per unit length). For larger curvatures, the difference is significant, because the number of spin nodes between “semicircular branches” depends on the size of the lattice. At the same time, the graphs in Figure 11 has a feature in behavior: there is a region of local maximum where the energy grows with the curvature. This does not correspond to the prediction [3], which asserts a monotonous decrease. Since this formula is derived from physical considerations, it can be argued that there is no physical cause for energy growth, i.e. repulsion between branches.

An attentive reader will note that for line of length \( L = 100 \) the maximal possible curvature (when line is folded into a circle) is \( K=0.063 \), but Figure 11 has a point \( K = 0, 066 \ldots \) corresponding \( R \approx 15 \). This illustrates the problem of the discretization algorithm and the defect line put in lattice is not a perfect arc of a circle at all.

Let’s analyze the curvature value \( K = 0.035 \) (where the curve rise in Figure 12 starts) for the lattice \( 100 \times 100 \). The radius corresponding to this curvature is

\[
R = \frac{1}{K} \approx 28.571, \quad (6)
\]

A circle whose half-length is \( L_{1/2} \) has a diameter

\[
d = \frac{2L_{1/2}}{\pi} \approx 63.662,
\]

which is approximately twice the size of \( R \) (see 6). This means that the curve with this curvature has the form of a semicircle. Due to periodic boundary conditions, many identical copies of the defect curve are located in the system at a certain distance from each other. And they are attracted to each other. With further bending, the branches of each circle approach each other, but move away from the corresponding branches of adjacent curves. This increases the energy of the system. Consequently, the observed local maximum is a volume effect. Figure 13 demonstrates the phenomenon: in case of small \( K \) only the endings themselves take part in the interaction, so few spins are involved in the process. But after the line is distorted, a lot more nodes appear opposite their counterparts, so energy volume effect is tangible. Finally, as the curvature advances, the intensity of the effect decreases, and the attraction again lowers the energy.

To overcome this problem, it would be good to move the neighboring curves far away from each other (to an infinite distance), but this is not possible in a lattice model. In this case, at least we try to double the size of the lattice: replace the lattice of 75 × 75 by 150 × 150. The length of the curve remains the same: \( L = 75 \). As before, the relative energy was calculated. The data obtained are
Figure 11: Energy per unit length of the curve as a function of the size of the lattice and curvature. A curve is as long as the lattice size. Attraction prevails, not counting the local repulsion area. The reason for the effect is explained in the text. The solid line connecting data points is a B-Spline.

Figure 12: The energy of a defect curve of fixed length $L = 75$ for two lattice sizes: $75 \times 75$ and $150 \times 150$. The volume effect of repulsion is weakened. Data points are connected by line for clarity.

shown in Figure 12. The solid line has a local maximum (the region of repulsion of the branches), but the dashed line is almost monotonic and more adjacent to the linear approximation of the region of small curvature. In the second case, the neighboring curves interact less (due to the greater distance between them) and the attraction between the branches of one curve prevails.

To study the scale invariance, we draw attention to the fact that the curvature used in Figure 11 has the dimension of inversed length. Let us plot the dimensionless product $KL$ along the horizontal axis. The result is shown in Figure 14. The graphs coincide with remarkable accuracy. This agrees with the existence of scale invariance in the vicinity of the phase transition. It is important to note that the local maximum of the observed curves is a manifestation of the volume effect. The study showed that when considering large lattice, the linear energy’s dependence on curvature is strongly pronounced. According to the graphs presented in Figure 14, the coefficient of this dependence is defined:

$$E = aKL, \quad a = -43.9 \pm 0.9.$$  \hspace{1cm} (7)

Let us calculate the specific energy of a flat helix analog (that is a circle considered in our research). The curve discussed above should be bound into a circle, so that $L/R = 2\pi$. Using (7), we get the Casimir’s energy of helix, referred to its length $E/L = 2\pi a$. In this case, the energy required to turn a helix into a line equals $2\pi aL$. We suggest this to be the physical interpretation of the constant $a$.

5. Summary and conclusion

The aim of our work was to study the collapse of defect structures in the 2D Ising spin model. We focus our intention on the problem of Casimir interaction of defects. To study this problem we used the numerical Monte-Carlo simulation of Ising model with defects.

An evolution of 4 defect-length line was studied from the viewpoint of the most probable direction of state change. We found out that the internal energy of 4 defects line has its maximum at critical point (temperature of phase transition). The simplest method of deformation is proposed, and considerations were given about the energy release. Using the direct Monte-Carlo simulation, the energy path of the reaction was found. The presence of a metastable
state predicted by analyzing the reaction stages was confirmed. The existence of a number of energetic thresholds was established. The effect was discussed at three different temperatures. The comparison revealed that the collapse is the most beneficial at the phase transition point.

A study of the Casimir forces of interaction between extensive objects in spin models can help in studying the folding process of proteins. As noted in the Introduction, water can be described as a statistical system within a framework of a lattice gas model, and a protein — as a configuration of vacancies. In the 2D Ising model a protein is described as a defect line. As a simplification, the entire variety of possible curves of fixed length was limited to curves of constant curvature. The one-parameter family of curves obtained in this way was investigated from the point of view of the most energetically favorable state. A tendency to radius decreasing is observed (is looks like a collapse to a circle). Monte Carlo simulation showed that the reduction of the Casimir energy of such a line is proportional to its curvature. This indicates that the critical Casimir effect leads to an increase of curvature and thus facilitates the folding. The dependence of the effect on the size of the lattice containing the curve is checked. The origin of the local maximum of the energy’s dependence on the curvature is explained. A graph of normalized quantities in order to eliminate the volume effect is depicted.
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