Abstract—The Hierarchical Redundancy Eliminated Tree Augmented Naïve Bayes (HRE-TAN) classifier is a semi-naïve Bayesian model that learns a type of hierarchical redundancy-free tree-like feature representation to estimate the data distribution. In this work, we propose two new types of positive feature values prioritized hierarchical redundancy eliminated tree augmented naïve Bayes classifiers that focus on features bearing positive instance values. The two newly proposed methods are applied to 28 real-world bioinformatics datasets showing better predictive performance than the conventional HRE-TAN classifier.
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I. INTRODUCTION

This work addresses the classification task of machine learning. We propose two new types of Hierarchical Redundancy Eliminated Tree Augmented Naïve Bayes (HRE-TAN) classifier [1], namely HRE-TAN-Mix and HRE-TAN+ to cope with data consisting of features being hierarchically structured. In this work, we apply HRE-TAN-Mix and HRE-TAN+ on a set of data that exploit the well-known Gene Ontology (GO) terms as features to describe the pro- or anti-longevity effect of genes. The GO terms are organized by a type of “is-a” (or generalization-specialization) relationship as a directed acyclic graph, where GO terms being close to the root of DAG bear more generic definitions of genes and GO terms being close to the leaf of DAG bear more specific definitions of genes. This type of hierarchical relationship is widely used for many other domains of data, such as the well-known WordNet [2] – words are naturally organized by the generalization-specialization relationship.

The pre-defined hierarchical relationships between features have already been shown as a type of valuable structural information for many machine learning tasks. Several studies have successfully exploited the hierarchical relationships to conduct feature selection [3, 4, 5, 6, 7] to reduce the dimensionality of data by removing feature redundancies. Most recently, Da Silva et. al (2020) proposed a new hierarchical feature selection method that prioritizes features bearing positive values and outperformed other hierarchical feature selection methods. Moreover, the pre-defined hierarchical relationship can be exploited as a type of constraint for training regression models [8, 9, 10] and learning Bayesian network classifiers [11, 12, 13]. In this work, we proposed two new types of Bayesian network classifiers by exploiting features bearing positive values and removing feature redundancies according to pre-defined hierarchical relationships.

This paper is organized as follows. Section 2 briefly reviews the background of hierarchical redundancy, the conventional hierarchical redundancy eliminated tree augmented naïve Bayes classifier and the lazy learning paradigm. Section 3 proposes two new hierarchical redundancy eliminated tree augmented naïve Bayes classifiers, viz. HRE-TAN-Mix and HRE-TAN+. Section 4 presents the experimental methodology and results. Finally, Section 5 presents conclusions and future research directions.

II. BACKGROUND

A. Hierarchically Structured Features and Hierarchical Redundancy

Hierarchy is widely used as a type of data structure where different entities are organized by generalization-specialization relationships. In this work, we focus on supervised learning tasks where hierarchically organized entities are used as features. Due to the generalization-specialization relationships, the values of features follow a unique distribution, i.e. if a feature (entity) is annotated with one instance, all its ancestor features (entities) are also annotated with that instance. For example, as shown in Figure 1, six features (entities) F, B, E, C, A, and D are organized as a hierarchy and used to describe an instance (i.e. \textit{Inst}_n). The instance value for feature C equals 1, indicating that the instance values of its ancestors (features F and E) also equal 1. \textit{Vice versa}, if an entity is not annotated with one instance, all its descendant entities are also not annotated

Fig. 1: An example of feature hierarchy and features’ values in an instance.
Algorithm 1 Positive Feature Values Prioritized Hierarchical Redundancy Eliminated Tree Augmented Naïve Bayes

1: Initialize DAG with all features in Dataset;
2: Initialize TrainSet;
3: Initialize TestSet;
4: for each feature $x_i \in \mathcal{X}$ do
5:    Initialize $\mathcal{A}(x_i)$ in DAG;
6:    Initialize $\mathcal{D}(x_i)$ in DAG;
7: end for;
8: for each $\text{Inst}_n \in \text{TestSet}$ do
9:    Initialize $E$ with $\mathcal{X}$;
10:   Initialize an empty set $E'$;
11:   Initialize an empty set $\mathcal{S}$;
12:   Initialize an empty set $\mathcal{M}$;
13: for each $(x_i, x_j) \in E$ do
14:    if $\mathcal{V}(x_i) = 1 \lor \mathcal{V}(x_j) = 1$ then $\triangleright$ HRE-TAN-Mix
15:       $\mathcal{V}(x_i) = 1 \land \mathcal{V}(x_j) = 1$ for HRE-TAN+
16:       Add $(x_i, x_j)$ into $E'$;
17:       Calculate CMI for $(x_i, x_j)$;
18:       Add CMI[$e(x_i, x_j)$] into $\mathcal{M}$;
19:       Assign $\mathcal{S}[$e$(x_i, x_j)]$ as “Available”;
20:       Add $\mathcal{S}[$e$(x_i, x_j)]$ into $\mathcal{S}$;
21: end if
22: end for
23: Sort all $(x_i, x_j) \in E'$ by descending order of $\mathcal{M}$;
24: $\mathcal{T} = \text{HRE-MST}(E', \mathcal{S}, \mathcal{A}(\mathcal{X}), \mathcal{D}(\mathcal{X}))$;
25: Re-create TrainSet' with $\mathcal{X}' \in \mathcal{T}$;
26: Re-create Inst$^n_\mathcal{S}$ with $\mathcal{X}' \in \mathcal{T}$;
27: Prediction = LazyTAN($\mathcal{T}$, TrainSet', Inst$^n_\mathcal{S}$);
28: for each $(x_i, x_j) \in E$ do
29:    $\triangleright$ Re-assign $\mathcal{S}[$e$(x_i, x_j)]$ as “Available”;
30: end for

Algorithm 1: Positive Feature Values Prioritized Hierarchical Redundancy Eliminated Tree Augmented Naïve Bayes

C. Lazy Learning Paradigm

The lazy learning paradigm denotes that the classifier training procedure is conducted during the testing phase – a classifier will be trained and tested for every single testing instance. Analogously to HRE-TAN, our newly proposed HRE-TAN-Mix and HRE-TAN+ methods also follow the lazy learning paradigm, as the features bearing positive values are selected for every single instance.

III. PROPOSED METHODS

We proposed two variants of HRE-TAN, i.e. HRE-TAN-Mix and HRE-TAN+. Both newly proposed methods prioritize features that bear positive instance values. The former selects edges including at least one feature bearing positive values as candidate edges whilst the latter only selects edges that consist of pairs of features simultaneously bearing positive values as candidate edges. The pseudocode for HRE-TAN-Mix and HRE-TAN+ is shown in Algorithm 1, whilst the notations to define the proposed HRE-TAN-Mix and HRE-TAN+ are summarize in Table I.

In Algorithm 1, the first part (lines 1-7) of HRE-TAN-Mix and HRE-TAN+ generates the Directed Acyclic Graph (DAG) for all features $\mathcal{X}$, and initializes the training dataset (TrainSet) and testing dataset (TestSet). Then the ancestor $\mathcal{A}$ and descendant $\mathcal{D}$ sets for individual features $x$ are also initialized by DAG. The second part (lines 8-30) of Algorithm 1 conducts the lazy learning procedure of HRE-TAN-Mix and HRE-TAN+ for individual testing instance $\text{Inst}_n$. From lines 9-12, a set of edges $\mathcal{E}$ that is generated by all possible pairwise combinations of features in $\mathcal{X}$ are initialized. Then three empty sets – $\mathcal{E}'$, $\mathcal{S}$ and $\mathcal{M}$ are also initialized, denoting the set of candidate edges, the selection status of candidate edges, and the mutual information of

### Table I: The symbols and notations used in this paper.

| Symbol | Description |
|--------|-------------|
| $\mathcal{DAG}$ | the GO hierarchy represented as a Directed Acyclic Graph. |
| TrainSet | the training dataset. |
| TestSet | the testing dataset. |
| $\text{Inst}_n$ | the $n_{th}$ instance in a testing dataset. |
| $\mathcal{X}$ | the set of all features in a dataset. |
| $\mathcal{A}(x)$ | the set of all ancestors for one feature $x$. |
| $\mathcal{D}(x)$ | the set of all descendents for one feature $x$. |
| $e(x_i, x_j)$ | an edge consisting of features $x_i$ and $x_j$. |
| $\mathcal{E}$ | the set of edges generated by all features in $\mathcal{X}$. |
| $\mathcal{E}'$ | the set of candidate edges. |
| $\mathcal{S}$ | the selection status for all $e(x_i, x_j) \in \mathcal{E}$. |
| $\mathcal{M}$ | the mutual information for all $e(x_i, x_j) \in \mathcal{E}$. |
| $\mathcal{V}(x)$ | the binary feature value for a feature $x$ in $\text{Inst}_n$. |
| $\mathcal{T}$ | the learned tree-like feature representation by HRE-MST. |
| $\mathcal{X}'$ | the set of features included in $\mathcal{T}$. |
| $\mathcal{X}'$ | the recreated training dataset by all features in $\mathcal{X}'$. |
| $\text{Inst}_n'$ | the recreated testing instance $n$ by all features in $\mathcal{X}'$. |
| $\mathcal{I}$ | the degree of class imbalance. |
the candidate edges, respectively. Lines 13-21 conduct the preprocessing procedure for learning HRE-TAN-Mix and HRE-TAN+. In terms of HRE-TAN-Mix, for every edge \( e(x_i, x_j) \) in \( \mathcal{E} \), if at least one feature (i.e., \( x_i \) or \( x_j \)) has positive value (i.e. \( \forall \langle x \rangle = 1 \) in \( \text{Inst}_n \)), then \( e(x_i, x_j) \) will be treated as a candidate edge and added into \( \mathcal{E}' \). Analogously, HRE-TAN+ examines the values of both features \( x_i \) and \( x_j \) for every edge in \( \mathcal{E} \), and treats those edges including both features simultaneously bearing positive values in \( \text{Inst}_n \) as a candidate edges. As shown in lines 16-19, after adding all the candidate edges into \( \mathcal{E}' \), the mutual information of the candidate edges will be calculated and added into \( \mathcal{M} \). The selected status of the candidate edges will also be assigned as “Available”, and added into \( \mathcal{S} \). Then all candidate edges are sorted in descending order, as shown in line 22. A tree representation of features (\( \mathcal{T} \)) is learned by the HRE-MST procedure [1] by using the candidate edges set (\( \mathcal{E}' \)), the selection status (\( \mathcal{S} \)) of the candidate edges, the ancestor (\( \mathcal{A} \)) and descendant (\( \mathcal{D} \)) information for all individual features. From lines 24-26, the learned \( \mathcal{T} \) is used to predict the label of \( \text{Inst}_n \). Finally, the selection status of all individual edges \( e(x_i, x_j) \) are reassigned as “Available” in order to process the next testing instance.

IV. COMPUTATIONAL EXPERIMENTS

A. Experimental Methodology

We applied the newly proposed HRE-TAN-Mix and HRE-TAN+ methods to predict the effect of genes on aging by using a set of bioinformatics datasets where Gene Ontology terms are used as features to describe model organisms’ genes and gene products [16, 17, 18]. All Gene Ontology terms are structured by the generalization-specialization relationship, i.e. a GO term that is close to the root of the GO hierarchy denotes a more general definition of gene function, whereas a GO term that is close to the leaf of the GO hierarchy denotes a more specific definition of gene function. For example, as shown in Figure 2, the term GO:0008150 (biological process) is the root of the example GO hierarchy, denoting the most generic definition of gene function. GO:0009987 (cellular process) and GO:0008152 (metabolic process) are children terms of GO:0008150, denoting two types of more specific biological processes. Those three leaf GO terms denote the most specific definitions of biological process, i.e. term GO:0044237 (cellular metabolic process) denotes a type of more specific cellular process and metabolic process, whilst GO:0009056 (catabolic process) and GO:0071704 (organic substance metabolic process) also denote two types of more specific metabolic process.

We adopt 28 datasets that were also used in [12]. Those datasets cover all 572 aging-related genes from four different model organisms, i.e. worm, fly, mouse, and yeast. Each gene is described by seven different types of features, i.e. three individual GO term domains – biological process (BP), molecular function (MF), and cellular component (CC), and their different types of combinations – BP+MF, BP+CC, MF+CC, and BP+MF+CC. The dimensions of all 28 datasets range from 75 to 1338. Each gene (instance) is assigned by a class label, i.e. either pro- or anti-longevity.

We use sensitivity, specificity and their geometric mean (GMean) value as metrics to compare the predictive performance of HRE-TAN-Mix and HRE-TAN+ with HRE-TAN. The sensitivity denotes the proportion of correctly predicted samples bearing positive class labels (i.e. pro-longevity), whereas specificity denotes the proportion of correctly predicted samples bearing negative class labels (i.e. anti-longevity). The GMean value is calculated by taking the square root of the product of both sensitivity and specificity, due to the fact that the distributions of the class labels of those 28 datasets are imbalanced. In addition, the well-known 10-fold stratified cross-validation was conducted to obtain the values of those three metrics.

B. Results on Predictive Accuracy

The computational experimental results are reported in Table II, where HRE-TAN-Mix obtained the highest GMean values (in bold) in 15 out of 28 datasets. It also obtained the best overall highest GMean values in the mouse and yeast datasets, i.e. 66.7 and 60.6, respectively. HRE–TAN+ obtained the highest GMean values in 10 out of 28 datasets, whilst obtaining the overall highest Gmean values in the worm and fly datasets, i.e. 61.5 and 64.6, respectively. The benchmark method – HRE-TAN only obtained the highest GMean values in 4 out of 28 datasets and did not obtain any overall highest GMean value. We further conducted the pairwise Wilcoxon’s signed-rank tests on the GMean values obtained by different methods. The significance test results confirm that HRE-TAN-Mix significantly outperforms HRE-TAN+ and HRE-TAN.

C. The robustness against class imbalanced distribution

We further investigate the robustness of two newly proposed HRE-TAN-Mix and HRE-TAN+ methods against the class imbalanced distribution issue for those 28 datasets. We calculated the Pearson correlation between the GMean values and the degree of class imbalance (\( I \)) for each individual dataset. The degree of class imbalance is calculated by taking the difference between 1 and the ratio of samples bearing minority class label over samples bearing majority class label (Equation 1). The values of the class imbalance degree for all 28 datasets are shown in Table III.

\[
I = 1 - \frac{\# \text{Minor}}{\# \text{Major}}
\] (1)
The linear relationships between the class imbalance degrees and GMean values are shown in Figure 3. HRE-TAN-Mix shows the strongest robustness according to its best r-value of -7.11 E-04, suggesting that its performance is almost not affected by the class imbalanced distribution issue. However, both HRE-TAN+ and HRE-TAN show weaker robustness.

V. CONCLUSION AND FUTURE RESEARCH

We proposed two novel hierarchical redundancy eliminated tree augmented naïve Bayes methods that exploit features bearing positive values to construct tree-like feature representations for the classification tasks. The experimental results show that the newly proposed methods outperform the original HRE-TAN method. Future research directions would
be to propose other Bayes network classification algorithms that also exploit the features bearing positive values and remove the hierarchical redundancies between features.
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