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Abstract: In order to prioritize the intervention to augment regional competitiveness, it is essential to assess the relative weights and sensitivities related to the factors of competitiveness. The improper assignment of relative weights is prominent in the case when multi-co-linearity exists among independent variables. The paper tests the suitability of multiple models for their capacity of assessing relative weights, and subsequently for forming a competitiveness index. The relative weights of critical components of economic infrastructure have been assessed with Zero-order correlation, Structure coefficient analysis, Beta coefficient analysis, Product measure analysis, Relative weight analysis, and Commonality analysis. Subsequently, regional competitiveness indices have been formed with relative weights as a linear combination. The most suitable technique to form an index has been identified through the Pearson correlation and Spearman rank correlation analyses. The multiple regression analysis assigns the relative weights and consecutively forms the regional competitiveness index, better than other applied techniques. Zero-order correlation and Structural coefficient analysis performed reasonably well. Commonality analysis is a very appropriate technique for the detailed investigation of unique and shared effects among variables. The result shows that the common effects of the critical components of the economic infrastructure are stronger than their unique effects. The sensitivity of competitiveness related to the variables has been assessed through Artificial Neural Network. Regional competitiveness is most sensitive to the variable of rural roads. The results indicate that better connectivity triggers capital and labor drain from the rural areas of the region.
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Introduction

To augment the regional economy, the assessment and enhancement of regional competitiveness are very crucial (Rahmat and Sen 2016). Better competitiveness is a prerequisite for economic development (Yaskal et al. 2018), and it enhances the economy of a country (Bhawasar and Chattopadhyay 2015). Geographical competitiveness is essential to attract and maintain firms, and to improve the standard of living of the participants (Storper 1997). Improvement in the level of competitiveness is a continuous process (Somoza Medina 2016). Porter (1990) argues that competitiveness is a dynamic process, and it depends on the ability to improve with time. There are various levels at which competition happens (Simionescu 2016). Region/cities fall between the highest macro-level (country) and lowest micro-level (firm) (Cellini and Soci 2002). Out of the various levels, regions are the crucial source of competition. Porter (1990, 1998) also supports the region as an originating location of competitiveness. The competitiveness of an economy is suppressed due to inequality in the competitive performance of different regions (Staničková et al. 2012). Regional competitiveness is defined as how firms in a particular region can compete with the firms in other regions (Purwanto et al. 2017). Competitive regions have a better standard of living and a conducive business environment (Birnie et al. 2019). Some common factors are present in each region to influence the competitiveness of all firms (Simionescu 2016). The natural and other resources present in a region enhance the competitiveness of the region (Yaskal et al. 2018).
Two sets of indicators explain the competitiveness of a geographical territory. Firstly, the term ‘revealed competitiveness’ is the construct that represents the meaning of competitiveness most appropriately. Secondly, ‘factors of competitiveness’ represent the set of indicators that builds the ‘revealed competitiveness’ of a geographical territory. Most researchers agree that the term ‘revealed competitiveness’ is best represented by the notion of ‘productivity’ (Krugman 1997, Gardiner et al. 2004, Kitson et al. 2004). To measure the ‘revealed competitiveness,’ per capita GDP is the indicator (Huovari et al. 2002, Huggins 2003, Martin 2003, Kovacs and Lukovic 2006, Porter et al. 2008). Dunning et al. (1998) also observe that per capita GDP is a critical indicator of competitiveness. According to Snieśka and Bruneckien (2009), per capita GDP is the most frequently utilized indicator of competitiveness. Other researchers have also discussed the relationship between competitiveness and GDP (Civelek et al. 2015).

Competitiveness is a multidimensional concept (García-Sánchez et al. 2018). There are different categories of the factors of competitiveness (Popescu et al. 2017). An enhanced level of competitiveness is the aggregated effect of these factors (Stanickova 2015). ‘Factors of competitiveness’ have been explained in literature through various models. Some of the most cited models in literature are the Diamond model (Porter 1990, Castro-Gonzáles et al. 2016), the Pyramid model (Lengyel 2007), the Regional competitiveness hat model (Martin 2003), and the Hierarchical model (Singhal et al. 2013). In all the above-described models, infrastructure is a crucial component of the factors of competitiveness. The regional competitiveness hat model provides a list of determinants of regional competitiveness and it puts infrastructure in the second ring (Martin 2003). The Pyramid model of regional competitiveness puts the infrastructure among the five essential development factors (Lengyel 2007). The World Economic Forum (Schwab 2016), for factor-driven economies (India falls in this stage), assigns higher weights to institutions, infrastructure, and few other factors. Inadequate supply of infrastructure is among the most problematic factors for doing business in India (Schwab 2016, World Bank Group 2016). Infrastructure enhances productivity (Kaur et al. 2016), and the competitiveness of a region (Achour and Belloumi 2016). More specifically, economic infrastructure enhances the productivity of capital and labor (Kumari and Sharma 2017). Fourier (2006) defines economic infrastructure as an infrastructure that supports the economic activities of a region. According to the World Bank (1994), economic infrastructure can be defined as the facilities used in the production process. The present paper analyzes the effect of the selected components of economic infrastructure on the competitiveness of regions.

The above-discussed factors of competitiveness have a different level of presence in a region, and they together enhance the competitiveness of a region. Regions having a lower level of factor endowment show a lower attractiveness for capital and labor and they are less competitive as a result. These regions have few income-generating sources, and they fall into the cycle of a lower level of competitiveness. These regions lose their capital and labor in the favor of regions having a higher level of development (Chase-Dunn 1975, Chen and Partridge 2013). Understanding of relative weights and sensitivities of factors of competitiveness is essential to prioritize the investment in infrastructure within the financial limitations of public institutions (Nagaraj et al. 2000, Cai and Treisman 2005) for better factor endowment. A methodology and a review on the existing methods to assess the relative weights are provided in the subsequent sections.

Methodology

Study area

A region belonging to the fertile plain of northern and eastern India is selected to study the effect of economic infrastructure on regional competitiveness (Fig. 1). The region belongs to the Indo-Gangetic plain (IGP). It was delineated by the application of cluster analysis for the share of six sectors of the economy in the Gross Domestic Products of 531 districts of India (Rahmat and Sen 2016). The region contains 81 agriculture-based districts (thirty-seven
districts of Uttar Pradesh, twenty-eight districts of Bihar, eleven districts of West Bengal, and five districts of Northern Madhya Pradesh).

The per capita GDP in the region is lowest for Sheohar of Bihar (105.1 USD) and highest for Jalpaiguri of West Bengal (462.7 USD). The share in per capita GDP of the region is highest for agriculture and allied activities (India’s average – 18.9%, region – 39.79%).

Regional competitiveness assessment

In order to prioritize the intervention to augment regional competitiveness, it is crucial to estimate the relative weights and sensitivities of the factors of competitiveness. Firstly, a list of indicators has been prepared for the critical components of economic infrastructure through a review of the literature and an experts/stakeholders’ opinion survey. Zero-order correlation, Structure coefficient analysis, Beta coefficient analysis, Product measure analysis, Relative weight analysis, and Commonality analysis have been applied to estimate the relative weights of the selected critical components of economic infrastructure in the augmentation of regional competitiveness. Each of the methods estimates the relative weights differently and it provides inconsistent results. The possible reason for the inconsistency in the results is the suppression effect. Some of the variables strip other variables of the shared variance and they become more critical. Different techniques assign the shared variance differently; a variable keeps changing its relative importance with other variables. Therefore it becomes necessary to apply multiple techniques to estimate the relative weight and then to test the results obtained from the techniques.
Subsequently, with the relative weights obtained from the above-described analyses, indices have been formed. These indices have been put to Pearson’s correlation and Spearman’s correlation with the indicator of revealed regional competitiveness. Finally, to analyze the possible changes in regional competitiveness as a result of the changes in the indicators of economic infrastructure, the sensitivity analysis has been performed through the Artificial Neural Network (ANN). The methodology for the paper is presented in Fig. 2.

Review of existing methods

The existing literature has applied different techniques to assign relative weights to the indicators and subsequently for the formation of an index. Huoveri et al. (2002) formulated a competitiveness index through the average values of the indicators. Booysen (2002) and Freudenberg (2003) emphasized on the assignment of different weights to the indicators for the precise formation of a competitive index. Two sets of techniques are used in the academic literature for the assessment of relative weights.

In the first set of techniques, the opinion of experts and stakeholders are utilized for the assessment of relative weights (Schwab et al. 2002, Snieška and Bruneckien 2009, Schwab 2016). Kiszova and Nevima (2012) applied the Analytic hierarchy process (pairwise comparison) to the opinion of experts to calculate the relative weights of the factors of competitiveness. Singhal et al. (2013) applied the Delphi technique to collect the opinion of experts for the competitiveness of UK cities. Čučković et al. (2013) asked experts regarding the strengths and weaknesses of the region. OECD (2008) applied the Budget allocation technique based on the public’s concerns regarding a few selected issues. Hair et al. (1995) and McDaniel and Gates (1998) utilized a multivariate data analysis technique called the Conjoint analysis. Few researchers used the Multi-criteria decision analysis to choose, rank, and sort alternative priorities (Fernandez et al. 2013). Few researchers utilized AHP for the assessment of regional competitiveness (Kramulová and Jablonský 2016). A Hybrid AHP has been used to evaluate tourism competitiveness (Zhou et al. 2015).

In the second set of techniques, relative weights are estimated on the secondary data of the indicators. Few researchers applied the linear correlation analysis to assess the relative weights of the factors of competitiveness (Lengyel and Lukovics 2006, Barna 2007, Mikuš et al. 2012). Mikuš et al. (2012) analyzed the rural competitiveness of Croatia through the correlation analysis. Few have applied the correlational analysis to form an index (Moseiko et al. 2015). Few have applied the factor analysis based on the Regional competitiveness index (Stanickova 2015). The factor analysis is applied for the dimension reduction of the factors of competitiveness (Barkley and Dudensing 2011). Few of the researchers used the simple linear regression for the estimation of weights (Petrarca and Terzi 2018). Some other researchers
used the multiple regression analysis (MLR) to estimate the relative weights (Wong 2002, Porter et al. 2004, Kovacs and Lukovics 2006). Few studies utilized MLR for the formation of competitiveness index (Bowen and Moesen 2011). MLR was utilized to assess the effect of infrastructure on competitiveness (Palei 2015). Guerrero et al. (2016) used the correlation analysis supplemented by the factor analysis. Ju and Sohn (2014) applied the structural equation modeling (SEM) to form a competitiveness index.

In the present paper, the Beta coefficient, Zero-order correlation, Structure coefficient, Product measure, Relative weight analysis, and Commonality analysis have been applied to assess the relative weights of the selected critical components of economic infrastructure in the augmentation of regional competitiveness. Subsequently, indices have been formed, utilizing the weights obtained from the analyses mentioned above. The indices have been correlated with the indicator of competitiveness through the Pearson correlation analysis and the Spearman rank correlation analysis to identify the most appropriate technique. A brief discussion on the methods of assessment of relative weights utilized in the paper is provided in the subsequent sections.

**Selection of indicators**

Policies of regional competitiveness have been urban-centric. Whereas, the importance of villages in regional competitiveness is getting critical with time (Schwab 2016). Other researchers also recognized the need for the involvement of rural areas in regional competitiveness (Devereux et al. 2004, Thompson and Ward 2005). Recently, Europe's rural areas have been the focus of competitiveness policies (Schaller et al. 2018). The research has shown that the inclusion of rural infrastructure is essential for the competitiveness of the region, especially if the region is predominantly agriculture-based. Also, in the era of modernization and openness to information and technology, traditional sectors like agriculture need to be understood both from the perspective of demand and supply. These sectors should not be judged only based on the level of their output. The role of local and regional infrastructure differs in the context of regional competitiveness. A case study in the present research has the lowest level of competitiveness in India; hence, only the most critical, regional economic infrastructure has been selected in the research. Local economic infrastructure, like water supply, drainage, and others, is essential and it can be critical in the context of other regions, depending on the requirements of the region. The paper utilizes rural and urban components of infrastructure separately in the analysis of regional competitiveness.

**Assessment of relative weight**

The multiple linear regression analysis is the standard technique to estimate the relative weights in the case when the dependent and independent variables are known. It is utilized to calculate the relative weights of variables (Nathans et al. 2012). In the multiple regression analysis, researchers commonly use the beta weight for the measurement of relative weights (Zientek et al. 2008, Nimon et al. 2010, Nimon and Reio 2011). The Beta weight is the indicator of the total effect of a variable (LeBreton et al. 2004).

Due to multi-co-linearity among variables, beta weights become unreliable (Courville and Thompson 2001). For example, three independent variables, IV1, IV2, and IV3, share a certain percentage of variance with the dependent variable DV (Fig. 3). Due to the presence of multi-collinearity among the independent variables, variances S12, S13, S23, and S123 are shared by variables (IV1 & IV2), (IV1 & IV3), (IV2 & IV3), and (IV1, IV2 & IV3), respectively. These shared variances are assigned randomly to any of the independent variables. A particular beta weight may receive extra credit for the variance it shares with other independent variables. An independent variable that shares a small variance with the dependent variable can have a significantly large beta weight. This extra variance can be the shared
portion of the variance assigned to this particular independent variable and it increases its predictive power (Capraro and Capraro 2001). This process is called the 'suppression' effect. To identify the suppressor variables and to estimate the relative weights of the variables more accurately, some of the accepted techniques are followingly mentioned.
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**Zero-order correlation**

The Zero-order correlation estimates the impact of an independent variable on a dependent variable (LeBreton et al. 2004). The Zero-order correlation is not affected by the presence of other variables in the model (LeBreton et al. 2004). Hence, it remains unaffected by multi-collinearity among the independent variables (Kraha et al. 2012). A variable can have insignificant beta weight but a high zero-order correlation due to the variance it shares with other variables (Nunnally and Bernstein 1994). The variable with a small zero-order correlation and a significantly high beta weight can be a suppressor variable (Nathans et al. 2012). Suppressor variables strip shared variance from other variables in the model (Nathans et al. 2012).

**Structure Coefficient**

The Structure coefficient is the correlation between an independent variable and an estimated dependent variable (Courville and Thompson 2001). A structure coefficient is the measure of the direct effect of the variables in the model (LeBreton et al. 2004). The structure coefficient is not affected by the multi-collinearity among variables (Courville and Thompson 2001, Ziglari 2017). Structure coefficients are very useful as a measure of relative weight in the presence of multi-collinearity among the variables in the model (Kraha et al. 2012). A variable having insignificant beta weight but having a large squared structure coefficient is the suppressed variable, which loses its shared portion of variance (Nathans et al. 2012). The squared structure coefficient indicates how much variance of R-squared a variable can explain (Zientek and Thompson 2006).
**Product Measure**

The product measure is assessed through the multiplication between zero-order correlation and its beta weight (Pratt 1987). It reflects both direct and total effects (LeBreton et al. 2004). It partitions the regression effect. $R^2$ is equal to the sum of product measures of all the predictor variables (Azen and Budescu 2003). In case one of the zero-order correlation or beta weight is less than zero, the product measure gives a negative coefficient for the predictor variables (Darlington 1968). The product measure’s significant advantage is to partition the $R^2$ squared, even for the correlated variables (Azen and Budescu 2003). The disadvantage of product measure is that it provides negative coefficients if either the zero-order correlation or beta coefficient is negative (Darlington 1968).

**Relative weight analysis**

The Relative weight analysis minimizes the impact of multi-co-linearity among the variables (Johnson and LeBreton 2004). The relative weight is calculated differently when the independent variables are correlated and when they are uncorrelated. When uncorrelated, the calculation of relative weight is performed with the help of the squared zero-order correlation and $R^2$ (Johnson 2000). When correlated, the relative weight is calculated with the principal components analysis and a series of regression analyses (Tonidandel and LeBreton 2010). The weights obtained through the relative weight analysis can only be partially affected by the correlation among the variables (Nathans et al. 2012). The relative weight analysis is utilized to analyze the contribution of each of the independent variables in the model rather than to rank the variables (Johnson 2000). Few other researchers also utilized the Relative weight analysis for the calculation of the weights of multiple variables (Tonidandel and LeBreton 2015).

**Commonality Coefficients**

The Commonality analysis partitions $R^2$ in unique and shared components (Rowell 1996). The Commonality analysis partitions the total effect in parts that do not overlap (Nathans et al. 2012). For example, if we predict the effects of IV1, IV2, and IV3 on DV. The Commonality analysis calculates the variance in DV that is predicted by unique variances of U1, U2, and U3; and by shared variances of (S1 & S2), (S1 & S3), (S2 & S3), and (S1, S2, & S3). The number of commonality coefficients increases rapidly with the count of variables (Mood 1971). The number of coefficients is 7, 15, and 31, with three, four, or five independent variables, respectively (Nathans et al. 2012). The major disadvantage of commonality analysis is that, with the increase in the number of variables, the number of commonality coefficients increases exponentially (Mood 1971). It can provide the effects of targeting more than one variable (Nathans et al. 2012). Commonality analysis can identify the suppressor variables and the suppression effect (Nathans et al. 2012).

The above-discussed techniques have been applied to estimate the relative weights of the selected critical components of economic infrastructure in the paper.

**Assessment of sensitivity**

The Sensitivity analysis has been performed with the Artificial Neural Network (ANN) to analyze the possible changes in the value of regional competitiveness with the changes in economic infrastructure. ANN mimics the human brain to estimate the relationship between inputs and outputs (Zhou et al. 2009). A trained ANN can predict a relationship for a new input data-set (Heravi and Eslamdoost 2015). ANN is utilized for training and the consecutively estimation of an output for an input (Toghyani et al. 2016). The Neural Network predicts the output for a set of given inputs (Olden and Jackson 2002). Few researchers have applied this
property of ANN for estimating sensitivity (Olden and Jackson 2002). Sensitivity provides the relative importance of the variables (Nasseri et al. 2008). In the analysis, the values of each of the variables are increased, one by one (Olden and Jackson 2002). For the analysis, data is normalized in the interval of (0, 1) (Zhou et al. 2009). The multilayer feed-forward neural networks are the most frequently applied ANN (Tam et al. 2002). Early stopping and Bayesian regularization are used to reduce over-fitting and for the improvement of generalization (Heravi and Eslamdoost 2015).

Pre-processing of data

The data had been pre-processed before the estimation of relative weights. The tests of normality and multi-co-linearity have been performed in this phase of analysis.

Test of Normality

The indicators for the critical components of economic infrastructure have been selected through an extensive literature survey (Table 1). The normality of variables has been tested in IBM SPSS 22. Standardized (z) values of skewness and kurtosis have been calculated by dividing their statistics by their standard error, respectively (Hopkins and Weeks 1990, Kim 2013). Outliers have been identified with box-plots. Few of the variables (HWY, ELU, ELR, INU, TPU, TPR, LRL, and LRR) are non-normally distributed (absolute z-value for either skewness or kurtosis or both are larger than 1.96). Winsorizing is the standard method of eliminating outliers (Yaffee 2002, Ghosh and Vogt 2012). In Winsorization, the outlier’s value is replaced by a suitable value (Watson 1990, Ghosh and Vogt 2012). Outliers have been replaced by the 5th and 95th percentile values of the respective variable. After replacing outliers, the z-values of skewness and kurtosis of each variable came within the acceptable limit.

Critical components of economic infrastructure and their indicators

| Sl. No. | Construct                        | Indicator                                      | Abbreviation |
|---------|----------------------------------|-----------------------------------------------|--------------|
| 1       | Regional Road Infrastructure     | Length of Highways per 1000 sq. km of area     | HWY          |
| 2       | Electricity Infrastructure       | Percentage of urban households having access to electricity | ELU          |
| 3       | Electricity Infrastructure       | Percentage of rural households having access to electricity | ELR          |
| 4       | Mobile Phone Infrastructure      | Percentage of urban households having mobile phones | MPU          |
| 5       | Mobile Phone Infrastructure      | Percentage of rural households having mobile phones | MPR          |
| 6       | Internet Infrastructure          | Percentage of urban households having a computer/laptop with internet | INU          |
| 7       | Internet Infrastructure          | Percentage of rural households having a computer/laptop with internet | INR          |
| 8       | Road Infrastructure              | Total Length of road per thousand sq. km.      | TLR          |
| 9       | Landline Infrastructure          | Percentage of urban households having a landline telephone | TPU          |
| 10      | Landline Infrastructure          | Percentage of rural households having a landline telephone | TPR          |
| 11      | Railway Infrastructure           | Length of Railway lines per 1000 sq. km of area | LRL          |
| 12      | Rural Road Infrastructure        | Total Length of Rural road per thousand sq. km. of rural area | LRR          |
Exploration of Multi-collinearity

Multi-collinearity is the presence of a high correlation among the variables (Disatnik and Sivan 2016). Variance Inflation Factor (VIF) > 4 indicates a very high level of multi-collinearity (O’Brien 2007). Six variables in the study have VIF > 4. Multi-collinearity in the data justifies the underlying assumption of the paper and it explains the requirement of a detailed investigation.

Results

All the six techniques, viz., beta coefficient, zero-order correlation, structure coefficient analysis, product measure analysis, relative weight analysis, and commonality coefficient analysis, have been performed. These analyses have been performed to assess the relative weights of selected factors of competitiveness (critical components of economic infrastructure) as independent variables and the indicator of revealed competitiveness (per capita GDP) as a dependent variable.

LRR (rural road), ELR (rural electricity) and TLR (rural landline) are the most critical and LRL (railway infrastructure), INU (urban internet), and TPU (urban landline) are the least essential components of economic infrastructure according to the zero-order correlation. The parameter estimation of zero-order correlation shows negative coefficients for eight variables. According to the zero-order correlation, rural infrastructure is more important than urban infrastructure for the competitiveness of the region (Table 2).

| Indicator | Zero-order correlation | Structure coefficient | Beta coefficient | Product measure | Relative weight | Unique effect | Common effect | Total effect |
|-----------|------------------------|-----------------------|------------------|----------------|----------------|--------------|--------------|-------------|
| HWY       | -0.476                 | -0.574                | -0.176           | 0.084          | 0.123          | 0.021        | 0.205        | 0.226       |
| ELU       | 0.492                  | 0.593                 | -0.018           | -0.009         | 0.254          | 0.000        | 0.242        | 0.242       |
| ELR       | 0.609                  | 0.734                 | 0.386            | 0.235          | 0.380          | 0.050        | 0.321        | 0.371       |
| MPU       | 0.034                  | 0.063                 | 0.056            | 0.015          | 0.062          | 0.001        | 0.054        | 0.054       |
| MPR       | -0.437                 | -0.526                | -0.291           | 0.127          | 0.054          | 0.008        | 0.182        | 0.191       |
| INU       | 0.112                  | 0.135                 | 0.063            | 0.007          | 0.022          | 0.001        | 0.011        | 0.013       |
| INR       | -0.303                 | -0.366                | -0.298           | 0.090          | 0.039          | 0.013        | 0.079        | 0.092       |
| TLR       | -0.542                 | -0.654                | -0.103           | 0.056          | 0.234          | 0.003        | 0.291        | 0.294       |
| TPU       | -0.037                 | -0.045                | 0.009            | 0.000          | 0.014          | 0.000        | 0.001        | 0.001       |
| TPR       | -0.228                 | -0.275                | 0.452            | -0.103         | 0.024          | 0.026        | 0.026        | 0.052       |
| LRL       | 0.199                  | 0.192                 | 0.089            | 0.014          | 0.027          | 0.006        | 0.020        | 0.025       |
| LRR       | -0.644                 | -0.776                | -0.313           | 0.202          | 0.155          | 0.023        | 0.391        | 0.414       |

The rank order estimated by the structure coefficient analysis is similar to the rank order estimated by the zero-order correlation analysis, with slightly higher values of coefficients. The parameter estimation of the structure coefficient analysis also shows negative coefficients for eight variables. In the analysis, rural infrastructure is more critical than urban infrastructure for the competitiveness of the region.

The parameter estimation of the beta coefficient demonstrates that, in the multivariate framework, the variables explain 68.8% of the variance (R-square=0.688, Adjusted R-square=0.633). ANOVA is significant at 0.00 levels. The null hypothesis has been rejected for
the slope of the regression line is zero. TPR (rural landline), ELR (rural electricity), and LRR (rural road) are the most critical and MPU (urban mobile phone), ELU (urban electricity), and TPU (urban landline) are the least significant components of economic infrastructure. Six indicators of economic infrastructure are negatively associated with per capita GDP. The analysis also shows that rural infrastructure is more critical than urban infrastructure.

ELR (rural electricity), LRR (rural road), and MPR (rural mobile phone) are the most critical and ELU (urban electricity), INU (urban internet), and TPU (urban landline) are the least significant components of economic infrastructure according to the product measure analysis. The rank-ordering obtained from the Product measure analysis is very different from the zero-order correlation, the structure coefficient, and the beta coefficient. The analysis shows mixed importance for urban and rural infrastructures. The parameter estimate of product measure analysis shows negative coefficients for three variables and, hence, it cannot be used as a measure of variable importance in the present case because of the improper partitioning of R-square.

According to the relative weight analysis ELR (rural electricity), ELU (urban electricity), and TLR (rural landline) are the most critical and TPR (rural landline), INU (urban internet), and TPU (urban landline) are the least significant components of economic infrastructure for the region. In this analysis, rural infrastructure is more critical than the urban infrastructure. The relative weight analysis provides different results from the earlier described analyses.

The commonality analysis has been performed with the syntax provided by Nimon (2010). LRR (rural road), ELR (rural electricity), and TLR (rural landline) are the most essential and LRL (railway), INU (urban internet), and TPU (urban landline) are the least significant components of economic infrastructure according to the total effect of commonality analysis. The rank order obtained from the analysis is precisely similar to the zero-order correlation and the structure coefficient analysis. According to the commonality analysis, rural infrastructure is more critical than urban infrastructure. For all the variables, a larger share of the total effect is contributed by the common effect than the unique effect, which these variables share with other variables. The result implies that the policy of jointly targeting the components of infrastructure is the most appropriate for the region.

The commonality analysis provides a detailed list of unique and shared coefficients and the shared variances. In the present case, it provides a total of 4095 numbers of such coefficients. For example, the variable ELR (rural electricity) uniquely shares 7.29% variance, (variables TLR (rural telephone) and LRR (rural road)) jointly share 7.16% variance, (variables ELU (urban electricity) and ELR (rural electricity)) jointly share 6.49% variance and variables (HWY (highway density), ELU (urban electricity), and ELR (rural electricity)) jointly share 5.56% variance with the dependent variable. Out of the total of 4095 coefficients, the 22 most critical coefficients share 79.0% of the total extracted variance (Table 3).

Python with Pandas data frame and Matplotlib was utilized to automate the process of visualization of the distribution of the cumulative coefficient and the cumulative percentage value of the commonality matrix arranged in the decreasing order of percentage share (Fig. 4). For up to 286 number of coefficients, the curve shows an increasing trend (value of coefficients>0). Afterward, it becomes parallel to the x-axis (value of coefficients=0). After 2411 number of coefficients, the curve bends downwards (value of coefficients<0). Negative commonality coefficients are explained in literature in different ways. Pedhazur (1997) explains it as the result of the suppression effect or the effect of predictors in the opposite direction. According to Frederick (1999), a negative value of the commonality coefficient can be treated as zero.
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Table 3

| Rank | Indicator (Abbreviation) | Coefficient | Percent   |
|------|--------------------------|-------------|-----------|
| 1    | Unique to ELR            | 0.0502      | 7.2946    |
| 2    | Common to TLR & LRR      | 0.0493      | 7.1616    |
| 3    | Common to ELU & ELR      | 0.0447      | 6.4989    |
| 4    | Common to HWY, ELU & ELR | 0.0383      | 5.5689    |
| 5    | Common to LRR & ELR      | 0.0368      | 5.3543    |
| 6    | Common to TLR, HWY, LRR, ELU & ELR | 0.0265 | 3.8506    |
| 7    | Unique to TPR            | 0.0256      | 3.7150    |
| 8    | Common to TLR, LRR, MPR, INR, ELU & ELR | 0.0242 | 3.5215    |
| 9    | Unique to LRR            | 0.0231      | 3.3577    |
| 10   | Common to TLR, LRR & ELR | 0.0224      | 3.2617    |
| 11   | Unique to HWY            | 0.0213      | 3.0932    |
| 12   | Common to TLR, LRR, TPR, MPU, MPR & INR | 0.0192 | 2.7842    |
| 13   | Common to TLR, HWY, LRR, TPR, MPU, MPR & INR | 0.0180 | 2.6111    |
| 14   | Common to TLR, HWY, LRR, MPR, ELU & ELR | 0.0172 | 2.4985    |
| 15   | Common to TLR, HWY, LRR, TPR, MPU, MPR, INR, ELU & LER | 0.0172 | 2.4940    |
| 16   | Common to TPR, ELU & ELR | 0.0169      | 2.4507    |
| 17   | Common to LRR, MPU, ELU & ELR | 0.0165 | 2.4029    |
| 18   | Common to TLR, LRR, MPR, ELU & ELR | 0.0160 | 2.3218    |
| 19   | Common to LRR, MPR, ELU & ELR | 0.0159 | 2.3119    |
| 20   | Common to LRR & MPR      | 0.0158      | 2.2955    |
| 21   | Common to TLR, LRR & MPR | 0.0144      | 2.0877    |
| 22   | Common to TLR, HWY & LRR | 0.0142      | 2.0707    |
|      | Total                    |             | 79.0072   |

Fig. 4 - Cumulative coefficient and its percentage share in the commonality matrix
Inconsistency in the results

The relative weights and ranking of all variables are inconsistent among all applied techniques. For example, variable LRR (rural road) shifted from the most critical independent variable in the zero-order correlation, the structure coefficient analysis, and the total effect of commonality analysis to the third position in MLR, the second position in product measure, and the fourth position in relative weight analysis. The unique effect of LRR is very low (rank twelfth). This variable has a large common effect, and it strips the common variance from other variables and it becomes one of the most critical variables in a few of the analyses.

Variable TPR shows a relatively lower (0.228) zero-order correlation but a higher value (0.452) of the beta coefficient. The TPR reveals the characteristics of a suppressor variable. Comparing the squared structure coefficient with a beta coefficient gives an idea of the variable which shares the variance with other variables. Variables TLR, HWY, LRR, ELU, and ELR have an insignificantly small beta weight but they show a substantial value of the squared structure coefficient. These variables share the variance with other variables.

The possible reason for the inconsistency in the results is the suppression effect. Some of the variables strip other variables of the shared variance and they become the more important variable in a particular technique. Since different techniques assign the shared variance differently, a variable keeps changing its relative importance.

Formation of regional competitiveness index

Regional competitiveness indices have been formed as the linear combination utilizing the relative weights obtained from the analyses mentioned above. The Pearson correlation analysis and the Spearman rank correlation analysis have been performed between the indices formed and the indicator of revealed competitiveness (per capita GDP, Table 4).

The Product measure and Relative weight techniques failed to demonstrate a positive correlation between the per capita GDP and the formed indices. The Beta coefficient (MLR) is the best among all the applied techniques for forming an index, as it is highly correlated (Pearson correlation=0.829), and it best represents the ranks of the districts of the region.
Spearman’s rho = 0.757. The Commonality analysis also shows a significant Pearson correlation and Spearman’s rho. This technique provides a detailed investigation of unique and shared effects among the independent variables. The Zero-order correlation and the Structure coefficient performed reasonably well in both tests.

Assessment of sensitivity

The sensitivity analysis has been performed with ANN in MATLAB to analyze the possible changes in regional competitiveness with changes in the critical components of economic infrastructure.

Scheme of ANN

The ANN applied in this research is a multilayer feed-forward network. It contains neurons arranged into the output and a single hidden layer. The network uses a gradient descent method. The Bayesian network has been used to reduce the potential for over-fitting. Fig. 5 presents the schematic diagram of the ANN.

The input data-set consists of the variables of the critical components of economic infrastructure, and the target data-set consists of the per capita GDP for the 81 districts of the study area. Data has been normalized within a range [0, 1] using the min-max method. Out of the 81 samples, 70% of samples are randomly selected by the nn-tool for training the neural network, 15% of samples have been used for validation and, 15% are used for testing. No significant over-fitting has been observed (Fig. 6).

The network was permitted to train for no more than 10,000 epochs; at this point, the optimization task should stop. The maximum fail was set at 60,0000, as training parameters. The training procedure forecasts result through an iterative process of adjusting the weights and biases of the neurons. Training stopped at 234 iterations (Fig. 7).

All the fit is within an acceptable range. The correlation coefficient (R) between the target and the output is 0.969 for training data-set, 0.903 for validation data, 0.949 for test data, and 0.953 for overall data-set (Fig. 8).

The input variables were changed by 1% and 10%, one at a time. Accordingly, the sensitivities in the competitiveness related to the variables are estimated. The relative weights and sensitivities are plotted in Fig. 9.
Fig. 7 – Gradient, Mu and validation checks of the Neural Network

Fig. 8 – Results of regression in ANN
Discussion

The level of infrastructure is highly correlated with economic growth (Fan and Zhang 2004). The better stock of public capital can improve investment (Bronzini and Piselli 2009). Infrastructure in the surrounding regions also improves productivity (Bronzini and Piselli 2009). The availability of transportation infrastructure improves the competitive advantage (Purwanto et al. 2017). The road has a positive association with the level of productivity of developed economies, like Italy (Bronzini and Piselli 2009). A negative association is found between transport infrastructure and GDP (Melo et al. 2013). In the present study, out of four components of transportation infrastructure, three components, i.e., highway, roads, and rural roads, show a reverse association and negative sensitivity with regional competitiveness. Out of the three mentioned transportation infrastructure, the reverse association (negative beta coefficient) is strongest for rural roads. The results indicate that better connectivity triggers capital and labor drain from the rural areas of the region. The phenomenon is also evident in the negative sensitivity related to all the three above mentioned transportation infrastructure. With the improvement in the stock of rural roads to 10 percent, the negative effect becomes more intense. The literature describes the negative association between transportation infrastructure and GDP caused by the out-migration from the region (Melo et al. 2013). Singh et al. (2011) observe massive labor out-migration from the Indo-Gangetic plain, especially from the rural areas of the region. Some transportation infrastructure can enhance the economic output, and others result only into the reallocation of output (Melo et al. 2013). In the present case, transportation infrastructure results in the reallocation of output, i.e., competitiveness, by the means of relocation of a major input, i.e., labor.

The marginal effect of transportation infrastructure decreases with the increase in its stock (Melo et al. 2013). A similar phenomenon is also observed in the study. In the present case, railway infrastructure shows a relatively smaller but positive association and sensitivity. Transportation infrastructure shows a marginal increase in the sensitivity with the 10 percent increase in the stock of the infrastructure. The cause of the different output sensitivity related to different sectors of the economy is the intensity of the use of transportation infrastructure (Melo et al. 2013). Since the region is predominantly rural and agriculture-based, railway infrastructure might not be utilized so intensely for the transportation of goods. This is reflected by the low beta value and the low sensitivity related to the railway infrastructure in the region.
ICT is crucial for the competitiveness of emerging economies (Kowal and Paliwoda-Pękosz 2017). A positive relationship between broadband and GDP is observed by Koutroumpis (2009). Due to the economy of scale, more urbanized countries get more benefits from the broadband infrastructure (Koutroumpis 2009). A positive association between urban internet infrastructure and regional competitiveness has been observed in the present study. From the positive association, it can be inferred that the competitiveness of the study area is getting benefited through internet infrastructure in urban areas. The positive effects of IT infrastructure can be observed when the stock increases substantially (Indjikian and Siegel 2005). There exists a demand for a large stock of broadband infrastructure (Koutroumpis 2009). Similarly, in this study also, sensitivity related to urban internet infrastructure moves from negative to positive when the stock of infrastructure is improved substantially (improved by 10 percent). A negative association and a negative sensitivity are observed between the rural internet infrastructure and the competitiveness of the region. The reason behind the negative relationship can be explained as the information obtained from the improvement in the internet infrastructure is utilized for draining the capital and labor from the rural areas of the region. The negative sensitivity related to rural internet infrastructure gets stronger with the improvement in the stock of infrastructure by 10 percent.

Recently, the mobile infrastructure has played a critical role in global economic development (Lam and Shiu 2010). There are evidences that the growth in GDP is positively related to telecommunication infrastructure (Lam and Shiu 2010). Mobile infrastructure is more critical than landline for economic development (Ward and Zheng 2016). In the present study, both the landline and mobile phone infrastructure for urban areas show a positive association with regional competitiveness. The association is stronger for mobile phones. The positive association implies that the development of telecommunication infrastructure has a positive impact on the competitiveness of the region. The impact of mobile phone infrastructure is stronger than landline. For rural areas, the association is negative for mobile phones and positive for landline infrastructure. For developing countries, a 10% growth in mobile phone infrastructure produces a 0.6% growth in GDP (Waverman et al. 2005). In the present study, the improvement of 10% in urban and rural mobile phone infrastructure produces 0.27% and -0.31% increase in regional competitiveness, respectively. When the stock of rural mobile phone infrastructure increases by 10%, the sensitivity becomes more negative. The association implies that in rural areas mobile phone is mostly utilized for gathering information related to work opportunities at distant locations.

For Central America, a 1% improvement in energy usage is related to 0.28% increases in GDP (Apergis and Payne 2009). Lee (2005) observed the elasticity of GDP for energy usage of eighteen developing countries as <0.5%. Lee and Chang (2008) observe the elasticity of energy usage for the GDP of sixteen Asian countries as 0.32%. The elasticity of energy usage with GDP is greater than 0.25% for 22 OECD countries (Lee et al. 2008) and 0.12% for G7 nations (Narayan and Smyth 2008). In the present study, rural electricity infrastructure is positively related to regional competitiveness. The sensitivity for rural and urban electricity infrastructure is 0.3 and 0.01, respectively.

**Conclusions**

In the present paper, multiple techniques have been tested for their performance in the assessment of relative weights and, consequently, for forming an index. The results obtained from the Product measure analysis and the relative weight analysis failed to demonstrate a positive correlation with competitiveness. The Zero-order correlation and the Structural coefficient analysis performed reasonably well. The beta coefficient is the best among all applied techniques for the assessment of relative weight and consecutively for forming an index. The Commonality analysis shows significantly high values of Spearman correlation and
Pearson’s rho. It is a very appropriate technique for the detailed investigation of unique and shared effects among variables. The result shows that the common effects of the critical components of the economic infrastructure are stronger than their unique effects. For example, variables TLR (rural telephone) and LRR (rural road) jointly share a 7.16% variance with the dependent variable. It implies that the competitiveness is better augmented when both the physical and digital connectivity is enhanced simultaneously in the rural areas of the region. The businesses in rural areas grow when the entrepreneurs get the ease of transport goods and, at the same time, they are able to collect information from various distant sources. It can be concluded that infrastructure should be targeted jointly rather than individually to augment the competitiveness of the region.

Results from the perspective of both relative weights and sensitivities are utilized to analyze the situation better. Out of the four components of transportation infrastructure, three components, i.e., highway, roads, and rural roads, show a reverse association and negative sensitivity with regional competitiveness. The reverse association is strongest for rural roads. The results indicate that better connectivity triggers capital and labor drain from the rural areas of the region. Since the region is predominantly rural and agriculture-based, railway infrastructure might not be utilized so intensely for the transportation of goods. Low sensitivity related to railway infrastructure is evident in the results. A positive association between urban internet infrastructure and regional competitiveness is present. It can be inferred that regional competitiveness is getting benefited through internet infrastructure in urban areas. The reason behind the negative relationship between rural internet infrastructure and competitiveness can be explained as the information obtained from the improvement in the internet infrastructure is utilized for draining the capital and labor from the rural areas of the region. The negative association between rural mobile phone infrastructure and competitiveness can be explained similarly. Rural electricity infrastructure has a positive impact on regional competitiveness.

The present paper explores the solution for the problem of assignment of relative weights through a multi-model approach, in the case when multi-collinearity is present among the independent variables. Finally, the proposed methodology can be utilized in any domain of research to explore the relationship between the variables and, consecutively, for forming an index. The paper also discusses the importance of sensitivity along with relative weights to prioritize the investment in order to augment the competitiveness of a region.

The authors came across certain limitations while performing research on regional competitiveness. The significant limitations related to data availability need to be highlighted. Since the region includes different administrative states, data availability in a similar format has been a significant constraint. Due to the same constraint of data availability, a time series analysis on regional competitiveness analysis is impossible.

For future research, the significant opportunity is that it is possible to generate multiple samples with the available data-set and to analyze the behavior of formed indices. It is suggested that the effects of ‘factors of competitiveness’ other than economic infrastructure on regional competitiveness need to be analyzed. Subsequently, the interaction of the effects of other factors of competitiveness and economic infrastructure on regional competitiveness can be additionally explored. Accordingly, a similar set of analyses can be carried out for the regions in a different river valley of the world, and the results can be compared to advance a good research vocabulary of regional development planning.
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