Arrhythmia Classification of Electrocardiogram Recorded Data with Random Forest Method
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Abstract. Arrhythmia is a condition, that our heart beat rhythm change irregularly. The doctor do manual classification process to analyze and diagnose the heart beat rhythm from ECG record. We proposed Random Forest method as classification method, to solve the problem. To cut the preprocessing time, we use WFDB library. INCART arrhythmia database is provided as our training and testing data to build the classification model. The feature use is QRS amplitude, QRS amplitude Forward, QRS amplitude Backward, RR interval, Heart Rate Variance (HRV) on the QRS point, backward and forward. We using Scikit Learn for build our classification model, and tested using Scikit Learn and Weka. To classify our object data, we using FOGD-based QRS detector, and to provide our object dataset, Bitalino machine are used. The result still under consideration and need to validate by physician or cardiologist.

1. Introduction
Heart is a vital organ of human. The main function of heart, is to pump and distribute blood to entire body, so all human organs get sufficient blood supply that suit for their function. But unhealthy lifestyle; imbalance eating habit and lack of physical activity which benefit our health, and psychological problem like stress and depression, bring bad influence for heart function. The heart work improperly, that can be identified with irregular change of heart beat rhythm. The change of heartbeat irregularly, in medical term known as arrhythmia, can be lead into more fatal consequence for patient. Heartbeat that too slow or too fast in normal human body condition, can be sign for more complex cardiovascular illness. To help diagnose process of arrhythmia, doctor use ECG or Electro Cardiogram record from ECG machine. But this process has still done with manual procedure, that consume time [1].

To solve the time consumption problem in analyze the change of heart beat rhythm, today, the classification system that integrated with ECG machine are develop, with hope, the classification system can give the result automatically, as same as the ECG signal that received from electrodes that attached to patient chest. But a new problem comes, that the feature selection of ECG signal affect the accuracy of classification result. Some researcher using RR and morphological based feature [1][2][3][4], some of research using new
approaching like wavelet based [5][6][7]. The model of classification and the number of data which use in training and testing phase, also affect the classification result by the system. From the previous research result [8][3][9], some model give satisfied result, with accuracy more than 80%. But the accuracy that give by the system is pretty suspicious, so we need more parameters of per-class accuracy that can justified the result validity. Some of the result didn’t give good result for overall dataset [1][2], but if we analyze for accuracy class-by-class, the accuracy result pretty good. In this point, we propose a heart beat rhythm classification model to solve the problem upside. Random Forest method is choosen as classification model, because it can applied quickly. We also try to analyze the available features used for classification model, and choose the best features for the classification model.

2. Method
Heart is human organ that has function to pump and distribute blood to entire body[10]. When heart do contraction and relaxation, the heart do one beat. This contraction controlled by sinoatrial node, which has function to send signal that command heart muscle to contract. If the heart muscle do improper contraction in normal cycle, the irregular beat created. This condition named as Arrythmia.

Heart works by contracting heart muscle, which made rhythm while distribute blood to entire body. Start from sinoatrial node as the trigger for contraction, than spread to entire heart muscle [11]. This activity produce electric signal that propagate with the same way as signal movement. The result from the propagation is, the electric current change in the skin surface. This change receive by ECG electrodes and recorded. The position of ECG electrodes is illustrated from the Figure 1 beside.

![ECG electrode position](image)

**Figure 1.** ECG electrode position [1].

From this process, the change of the electric current from electric signal, received by electrodes, converted into digitalized ECG record, following by several process. The electric signal which received are preprocess by an amplifier with optical isolation. Than pass into high-pass filter and low pass-filter. Than the signal converted into digital signal that can we seen.

Random Forest is a classification and regression model based from tree. Random Forest consist of many decission tree model and receive a input. A Random Forest model use some tree model, which receive vector of features from subsample of dataset as input, and return class type as the output. Each tree in the model give a different result, and voting process use to determine data class as the output of the model [12] Random Forest are choosen, due the law of large number that applied in the model. The law reduce overfitting probability. Feature
selection from the data picked randomly, give better result classification. One of a researcher are using this method [13] for classify beat type.

3. Design And Application
The flowchart of the process can be seen at Figure 2. For the training and testing process of the system, we are using INCART dataset provided from Physionet.org. Because we only use one lead, we choose V1 lead. We divide the training and testing dataset into two part, the training dataset (record I01, I03, I05, I07, I09, I11, I13, I15, I17, I19, I21, I23, I25, I27, I29, I11, I13, I15, I17, I19, I31, I33, I35, I37, I39, I41, I43, I45, I47, I49, I51, I53, I55, I57, I59, I61, I63, I65, I67, I69, I71, I73, I75) and testing dataset (record I02, I04, I06, I08, I10, I12, I14, I16, I18, I20, I22, I24, I26, I28, I30, I12, I14, I16, I18, I20, I32, I34, I36, I38, I40, I42, I44, I46, I48, I50, I52, I54, I56, I58, I60, I62, I64, I66, I68, I70, I72, I74). The ECG feature that we use in our model are QRS Amplitude, QRS Amplitude from one QRS complex behind, QRS Amplitude from one QRS complex forward, RR interval, heart rate of the RR interval, heart rate of the one RR interval behind and heart rate of the one RR interval forward.

We also try the system using seven dataset provided by Technical Implementation Unit for Instrumentation Development, Indonesian Institute of Sciences, Indonesia. The dataset taken from 8 (eight) peoples, who can be assumed have normal condition. We using Bitalino ECG machine in Figure 3 to record our participant heart condition. To preprocess the heart of our patient, the method proposed in [14] are used. We want to investigate if the method are suitable for Bitalino unit.
Figure 3. Bitalino ECG unit.

The tester do two types of activities, from each of the activities, we record their heart activities using our Bitalino unit. Due ethical reason, all of our tester are male, because the placement of the electodes are in the chest. The tester activities are seating for 1 (one) minute and walking for 1(one) minute. The time interval between the activities are 30 (thirty) seconds.

4. Result and Discussion
We analyze our model using Weka software. From the result of Weka, there is data imbalance, where class –0 or Normal are dominated the dataset, both for training and testing. Table 1 and 2 show the disparity of each class.

| Class  | Total   | Percentage of population in dataset |
|--------|---------|-------------------------------------|
| Normal | 90.760  | 89.711%                             |
| VEB    | 8.900   | 8.797%                              |
| SVEB   | 1.283   | 1.268%                              |
| Fusion | 224     | 0.221%                              |
| Pace   | 2       | 0.0019%                             |
| Unknown| 0       | 0%                                  |

| Class   | Total   | Percentage of population in dataset |
|---------|---------|-------------------------------------|
| Normal  | 83.270  | 85.897%                             |
| VEB     | 12.757  | 13.159%                             |
| SVEB    | 856     | 0.883%                              |
| Fusion  | 54      | 0.055%                              |
| Pace    | 4       | 0.004%                              |
| Unknown | 64      | 0.066%                              |

The impact of the imbalance, the feature doesn’t has better class separation. The N or Normal class has bigger accuracy score, than another class. The result is, the lowest accuracy for Fusion or F class. From some publication, Paced and Unknown class are ignored from classification [2][5]. HR features has better performance to separate each class, due the result give more information about activity change of heart. The result of the classification for the testing set are described in Table 3.
Table 3. Testing result using testing dataset.

| Class    | TP   | FP   | P     | R     | F-M   |
|----------|------|------|-------|-------|-------|
| Normal   | 0.988| 0.75 | 0.988 | 0.988 | 0.914 |
| VEB      | 0.908| 0.013| 0.914 | 0.911 | 0.897 |
| SVEB     | 0.625| 0.005| 0.531 | 0.574 | 0.572 |
| Fusion   | 0    | 0    | 0     | 0     | 0     |
| Pace     | 0    | 0    | NA    | NA    | 0.5   |
| Unknown  | 0    | 0    | NA    | NA    | 0.5   |

After we conduct the classification test, we do classification test from subject dataset. For the result, we noted that this result is a preliminary result and not verified by cardiologist. We assumed all subject in healty condition. The result can be described at Table 4.

Table 4. Subject data classification result.

| Sample | Activity | Total Peak | N  | SVEB | VEB  | F  | Q  | U  |
|--------|----------|------------|----|------|------|----|----|----|
| 1      | Sit      | 89         | 88 | 0    | 1    | 0  | 0  | 0  |
| 2      | Walking  | 69         | 69 | 0    | 0    | 0  | 0  | 0  |
| 3      | Sit      | 80         | 80 | 0    | 0    | 0  | 0  | 0  |
| 4      | Walking  | 85         | 85 | 0    | 0    | 0  | 0  | 0  |
| 5      | Sit      | 82         | 82 | 0    | 0    | 0  | 0  | 0  |
| 6      | Walking  | 94         | 94 | 0    | 0    | 0  | 0  | 0  |
| 7      | Sit      | 91         | 91 | 0    | 0    | 0  | 0  | 0  |
| 8      | Walking  | 91         | 91 | 0    | 0    | 0  | 0  | 0  |
| 9      | Sit      | 79         | 68 | 6    | 5    | 0  | 0  | 0  |
| 10     | Walking  | 64         | 62 | 0    | 2    | 0  | 0  | 0  |
| 11     | Sit      | 71         | 63 | 1    | 7    | 0  | 0  | 0  |
| 12     | Walking  | 67         | 67 | 0    | 0    | 0  | 0  | 0  |
| 13     | Sit      | 78         | 77 | 0    | 1    | 0  | 0  | 0  |
| 14     | Walking  | 74         | 52 | 2    | 20   | 0  | 0  | 0  |
| 15     | Sit      | 55         | 55 | 0    | 0    | 0  | 0  | 0  |
| 16     | Walking  | 67         | 56 | 4    | 7    | 0  | 0  | 0  |

5. Conclusion
From the result of our experiment, we can conclude that the Random Forest has a good accuracy result. The overall accuracy is 97.1403539002114%, Normal (N) 98.9576078191426%, Supraventricular Ectopic Beat (SVEB) 88.51610803010111%, Ventricular Ectopic Beat (VEB) 62.73364485981309% and Fusion (F), Paced using Pacemaker (Q) and Unknown/Non-Beat (U) is 0.0%. For further research, better feature engineering are need to provide better accuracy. We also suggest for better classification model research, using deep-learn based classifier as proposed like [4] to
improve the result of accuracy and cut the time for feature engineering. We also suggest the research for better signal preprocessing to provide rich and excellent signal extraction from patient.
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