Nonprompt direct-photon production in Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV
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I. INTRODUCTION

Direct photons, defined as those not coming from hadron decays, have long been considered a golden probe towards our understanding of the evolution of relativistic heavy-ion collisions – from the quark-gluon plasma (QGP) phase to the hadron-gas (HG) phase [1]. Unlike strongly interacting probes, such as identified particles and jets, direct photons traverse the medium unmodified due to the small cross section of electromagnetic interaction. These penetrating photons encode information about the environment in which they were created, including the temperature and the collective motion of the medium. While the direct photons at high transverse momentum, $p_T$, are dominated by photons created from hard-scattering processes, such as quark-gluon Compton scattering, in the low-$p_T$ regime, they were initially predicted to be of a thermal origin, being emitted from the QGP and HG phase (see Ref. [2] for a recent review).

The $p_T$ spectrum of low-$p_T$ direct photons from Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV, first measured by PHENIX [3], shows a clear excess above the hard-scattering contribution estimated from $p+p$ measurements for $p_T$ below 3 GeV/c. Followup measurements by PHENIX have established that low-$p_T$ direct-photon emission also shows a large anisotropy with respect to the reaction plane [4, 5], and that the yield increases faster than $N_{\text{part}}$ or $dN_{\text{ch}}/d\eta$ as a function of the centrality of the collision [6]. Low-$p_T$ direct photons in Au+Au collisions at 200 GeV have also been measured by STAR [7] using the same basic method as [3], but different detection techniques, which leads to different systematic uncertainties between STAR and PHENIX measurements. Quantitatively, STAR results appear to be a factor 3 smaller than those from PHENIX. This tension has not yet been resolved. Furthermore, low $p_T$ photons have been measured in Au+Au at lower $\sqrt{s_{NN}}$ of 39 GeV and 62.9 GeV by PHENIX [8], and in Pb+Pb at $\sqrt{s_{NN}} = 2760$ GeV by ALICE [9].

The excess of direct photons in A+A collisions, in the low-$p_T$ regime, is usually interpreted as the contribution of thermal radiation emitted from the expanding and cooling QGP and HG phase. Due to the rapid anisotropic expansion of the system, the radiation is Doppler shifted. Over the years, several theoretical models have been developed and refined to describe the production rates and space-time evolution of thermal photons in relativistic heavy-ion collisions [10–17]. While most of these state-of-the-art models describe the data qualitatively, they fall short of simultaneously describing all the features of the data quantitatively. To describe the large yield, early emission at high temperatures is favored, while sufficient build up of collective motion is required to explain the large anisotropy, thereby favoring late-stage emission. This tension, often termed as the “direct-photon puzzle”, hints at an incomplete understanding of the different sources and mechanisms of direct-photon production. This has triggered more thoughts on other unconventional photon sources, such as emission from the pre-equilibrium stage, strong magnetic field effects, etc. [10, 18–21]. For that very reason this paper refers to the low-$p_T$-excess direct photons as “nonprompt” instead of “thermal”.

To provide new insights and further understandings, the PHENIX collaboration presents results from the high-statistics 2014 Au+Au data at $\sqrt{s_{NN}} = 200$ GeV. With a 10-fold increase in statistics compared to previously published results, differential direct-photon measurements as functions of $p_T$ and system size over a
broad $p_T$ range from 0.8–10 GeV/c and in 10% centrality classes are discussed. A new algorithm, which utilizes the silicon-vertex detector (VTX) as the conversion material for photons, is developed for this analysis.

The paper is organized as follows: Section II presents the experimental setup relevant to this measurement and the algorithm to reconstruct the conversion photons. Section III describes the double-ratio method to determine the direct-photon excess ratio, $R_\gamma$, and gives details of the experimental measurement. Section IV investigates the systematic uncertainties. Section V discusses the results. Section VI presents the summary and conclusions. Finally, there are two appendices: Appendix A discusses the event mixing procedures and their validity, while Appendix B describes the Monte-Carlo (MC)-sampling method used to derive the final systematic uncertainties.

II. EXPERIMENTAL SETUP AND PHOTON MEASUREMENTS

A. PHENIX 2014 Au+Au $\sqrt{s_{NN}} = 200$ GeV data set

In 2014, a total of 19 billion Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV were recorded by the PHENIX detector at the Relativistic Heavy Ion Collider (RHIC) with a minimum-bias (MB) trigger, based on the response of two beam-beam counters (BBC) [25]. The BBCs are located on either side of the interaction point along the beam axis at $z = \pm 1.44$ m with a pseudorapidity coverage of $0.8 < |\eta| < 3.9$ and full $2\pi$ azimuthal acceptance. The MB trigger requires a coincident signal in both BBCs. Each BBC, comprising 64 Čerenkov counters, measures the total number of charged particles produced during the collision within its acceptance. The charged-particle multiplicity is used to divide the MB events into different centrality classes; 0%–10% corresponds to the most central collisions which produces the largest number of charged particles, while 80%–93% corresponds to peripheral collisions with only a small number of charged particles. The BBCs also utilize the arrival time of the produced particles on each side to determine the collision vertex along the beam direction.

The direct-photon measurement, presented here, is based on the tracking and identification of electrons and positrons from photon conversions in the detector material and the direct calorimetric measurement of photons in the two PHENIX central arm spectrometers shown in Fig. 1 [26]. The VTX [27] comprises four silicon layers at nominal radii of 2.6, 5.1, 11.8, and 16.7 cm. In the beam direction, the active area covers approximately ±11 cm for the innermost layer and ±19 cm for the outer layer. The VTX is not used as an active detector in the measurement. However, it acts as the photon converter, which is critical for this analysis. The total material thickness of the VTX in terms of radiation length, $X_0$, is $\approx 13\%X_0$. Events are selected with a $z$ vertex within ±10 cm of the nominal interaction point. After applying quality assurance criteria, a total of $1.25 \times 10^{10}$ events are analyzed.

The central-arm spectrometers have three major parts: A charged-particle tracking system [28, 29], particle-identification detectors [30], and electromagnetic calorimeters (EMCal) [31]. Each arm covers $90^\circ$ in the azimuthal direction with $|\eta| < 0.35$. The tracking system is located $\approx 2.2$ m from the beam axis outside of an axial magnetic field. The main tracking detectors are drift chambers (DC) and pad chambers (PC1). The DC provides a precise measurement of the transverse momentum for charged particles with $p_T > 0.2$ GeV/c. The PC1 measures the momentum along beam direction, $p_z$. The effective momentum resolution of the central-arm tracking system, for this analysis, is $\sigma_p/p =$

![FIG. 1. (a) The beam view of the PHENIX central-arm spectrometer for the year 2014. (b) A magnified view of the silicon-vertex detector. The solid curves correspond to the electron and positron tracks from photon conversion.](image)
0.8%\(\oplus 2\%\) \(p\) [GeV/c], where \(p\) is the transverse momentum of the track.

Charged tracks are identified as electrons or positrons with a ring-imaging Čerenkov detector (RICH). The RICH has a CO\(_2\) gas radiator with a low radiation threshold for electrons (0.018 GeV/c) and a relatively high threshold for charged pions (> 4.87 GeV/c). Requiring a signal in at least two phototubes in the focal plane of the RICH at the expected ring location effectively separates electrons below 5 GeV/c from charged hadrons. A further matching of the momentum, \(p\), of the charged track to the energy, \(E\), as measured in the EMCal within \(-2\sigma_{E/p} < E/p < 5\sigma_{E/p}\) removes most hadrons remaining in the sample. Here \(\sigma_{E/p}\) is the momentum-dependent resolution of the energy to momentum ratio, \(E/p\).

For the calorimetric identification of photons, two types of calorimeters are used, lead-scintillator (PbSc) and lead-glass (PbGl). The PbSc EMCal, which covers 3/4 of the acceptance, is a sandwich sampling detector, also referred to as a Shashlik type calorimeter. Based on the widths of reconstructed \(\pi^0\) mass through the \(\pi^0 \rightarrow \gamma \gamma\) decay, the effective photon-energy resolution in this analysis is \(\sigma_{E}/E = 8.1\%/\sqrt{E\ [\text{GeV}]}\oplus 5.0\%\). The remaining 1/4 of the acceptance is covered by the PbGl EMCal, which is a homogeneous Čerenkov-type detector with an effective resolution of \(\sigma_{E}/E = 8.7\%/\sqrt{E\ [\text{GeV}]}\oplus 5.8\%\). Nominal cuts on the energy threshold (\(E > 500\) MeV) and shower shape (\(\chi^2 < 3\)) are applied to identify photons.

**B. External photon conversions in the VTX**

Earlier measurements of direct photons from PHENIX are based on three different strategies to measure photons in A+A collisions. The calorimeter method is used to measure photons with \(p_T\) of several GeV/c via their energy deposited in the EMCal \[3\]. To access lower \(p_T\), \(e^+e^-\) pairs from photon conversions are reconstructed with the tracking system. These \(e^+e^-\) pairs are either from “internal” conversions of virtual photons emitted from the collision \[3\] or “external” conversions of photons in the detector material \[5\].

Here, external photon conversions at the VTX detector are reconstructed from \(e^+e^-\) pairs. The VTX material is distributed between 2 and 25 cm along the radial direction. Depending on the conversion point, a different amount of magnetic field is traversed by the \(e^+e^-\) pair. In the standard PHENIX track-reconstruction algorithm, the tracking system measures a part of the trajectory outside of the magnetic field at a radial position of \(\approx 2.2\) m. The momentum vector is determined by assuming that the particle originates at the event vertex. This assumption is incorrect for the \(e^+e^-\) pairs from conversions in the VTX material. Both \(e^+\) and \(e^-\) traverse a smaller \(\int BdI\) than tracks from the vertex and thus the azimuthal component of the momentum vector is mismeasured in opposing directions, leading to an artificial opening angle and mismeasured mass of the \(e^+e^-\) pair. Because the magnetic field in the region of the VTX detector is approximately constant at 0.9 Tesla, the artificial mass acquired is proportional to the radial location of the conversion point. Fig. 2 shows the mass of \(e^+e^-\) pairs simulated with the GEANT3 PHENIX-detector simulation \[32\], different curves represent photon conversions in different VTX layers. The \(m_{e^+e^-}\) is larger for conversions at larger radii with most conversions occurring in the third and fourth layers of the VTX, where the material budget is the largest.

To correctly reconstruct and identify photon conversions at different VTX layers, a new track-reconstruction algorithm is developed. The new algorithm relies on the fact that the \(e^+\) and \(e^-\) from a conversion have the same origin and that their momenta were initially parallel in radial direction. This additional constraint eliminates the need to assume the origin of the track.

The algorithm is illustrated in Fig. 3. For all radii between 0 and 30 cm, all possible momenta of the \(e^+\) and \(e^-\) are scanned to identify the azimuthal location \(\phi_{\text{conv}}\) at which the track is perpendicular to the circle of the given radius, or in other words points back radially to the event vertex. The conversion point is determined by finding the radius for which the difference of the azimuthal angles of the \(e^+e^-\) pair, \(\delta\phi = \phi_+ - \phi_-\), becomes zero. If such radius exists, the pair is identified as a conversion candidate at the location \((\phi_{\text{conv}}, r_{\text{conv}})\), where \(\phi_{\text{conv}}\) is the azimuthal angle of the conversion point, reconstructed with a resolution of \(\approx 1\) mrad, and \(r_{\text{conv}}\) is the radial position reconstructed with a resolution of \(\approx 2\) cm.
as $e^+ e^-$ pair from a photon conversion. The probability is averaged over all parent $\pi^0$ $p_T$ that can contribute to the given conversion photon $p_T$.

(ii) The conditional acceptance and efficiency $\langle \epsilon_{\gamma} f \rangle$ is the conditional probability to detect and reconstruct the second $\pi^0$ decay photon with the EMCal, given that the first decay photon was reconstructed as $e^+ e^-$ pair from a photon conversion. The probability is averaged over all parent $\pi^0$ $p_T$ that can contribute to the given conversion photon $p_T$.

(iii) The cocktail ratio $\gamma_{\text{hadr}} / \gamma^0$ is the ratio of all photons from hadron decays over only those photons from $\pi^0$ decays.

The following sections discuss how each term is determined.

B. Ratio of the measured photon yields $N_{\gamma}^\text{incl} / N_{\gamma}^\text{tag}$

Electrons and positrons in a given event are combined to $e^+ e^-$ pairs and conversion candidates are selected with appropriate cuts, which results in a foreground sample of $e^+ e^-$ pair $F_{\gamma e e}$. All conversion candidates in a conversion photon $p_T$ bin, are combined with all photon showers in the EMCal above an energy threshold, $E_{\text{cut}}$. The invariant mass $m_{e^+ e^-}$ is calculated and all combinations that lie in a mass window around the $\pi^0$ mass are considered as candidates for tagged photons $F_{\gamma e e}$. Due to the large particle multiplicity in Au+Au collisions, there are many false combinations where the electron, positron or photon are not from the same source. These background pairs must be subtracted statistically to obtain the signals of interest $S_{\gamma e e}$ and $S_{\gamma e e}$.

For $e^+ e^-$ pairs, there are two possible combinations, signal pairs of interest $S_{\gamma e e}$ and uncorrelated background $B_{\gamma e e}$ pairs where the electron and positron are from different sources. Their sum constitutes the foreground $F_{\gamma e e}$:

$$F_{\gamma e e} = S_{\gamma e e} + B_{\gamma e e}.$$  \hfill (2)

When the $e^+ e^-$ pairs are combined with photons to $e^+ e^- \gamma$ combinations, both types of $e^+ e^-$ pairs are combined with photons that are either correlated or uncorrelated with the pair:

$$F_{\gamma e e} = S_{\gamma e e} + B_{\gamma e e} + B_{\gamma e e} + B_{\gamma e e}.$$ \hfill (3)

Introducing $i, j, k$ as the source of the positron, electron, and photon, respectively, the terms in Eq. 3 are:

(1) The first term is the signal of interest with positron, electron, and photon from the same source ($i = j = k$).

(2) The second term represents the cases where the $e^+ e^-$ pair is combined with uncorrelated photons. This includes the case ($i = j \neq k$), where the $e^+ e^-$ pair is correlated and randomly combined with a $\gamma$ as well as the case ($i \neq j \neq k$) where all three are from different sources.
(3) The third term represents cases \((i \neq j = k) \vee (j \neq i = k)\), where the \(e^+e^-\) pair is not from the same source but the \(\gamma\) is correlated with either the \(e^+\) or the \(e^-\).

Each of the background terms is determined with different event-mixing procedures, which were developed using the MC method. The event-mixing procedures and their validity are discussed in detail in Appendix A.

1. Determination of the inclusive photon yield \(N_{\gamma}^{\text{incl}}\)

Photons that convert at the VTX detector are selected by pairing electron and positron tracks to \(e^+e^-\) pairs. All pairs are required to have a valid conversion point at a radial location within the VTX detector, between 1 and 29 cm. In addition, both tracks need to match in the beam direction within \(|\Delta z| < 4\) cm. The invariant mass distribution of the selected \(e^+e^-\) conversion pairs is shown in Fig. 4 for the \(p_T\) range 1.0 < \(p_T\) < 1.2 GeV/c. The four panels correspond to four different centrality selections. Each panel shows the same peak structure, which is characteristic of the multilayer structure of the VTX detector.

![Figure 4](image_url)

**FIG. 4.** Mass distribution, \(m_{e^+e^-}\), of the \(e^+e^-\) pairs after conversion selection cuts are applied. All four panels are for the same \(p_T\) range 1.0 < \(p_T\) < 1.2 GeV/c for four different centrality selections (a) 0%–20%, (b) 20%–40%, (c) 40%–60% and (d) 60%–93%. Shown are the foreground FG\(^{ee}\), background BG\(^{ee}\) and signal SG\(^{ee}\).

The \(e^+e^-\) pairs passing the conversion selection criteria contain uncorrelated \(e^+e^-\) pairs, where the \(e^+\) and \(e^-\) are from different sources. These backgrounds are also shown in Fig. 4. Because of its combinatorial nature, the background to foreground ratio increases towards more central-event selections. An event-mixing technique is used to estimate and subtract this background (see Appendix A for details). In this technique, an \(e^+\) from event A is paired with an \(e^-\) from another event B to produce the random \(e^+e^-\) pair sample. To assure the events A and B have similar topological characteristics, it is required that both events:

(a) are from the same 10% centrality selection,
(b) have their interaction vertex within \(\Delta z = 2.5\) cm,
(c) have their reaction planes aligned within \(\Delta \phi = \pi/6\).

After the subtraction of the uncorrelated background, more than 99% of the pairs are from photon conversion in the VTX materials. The remaining pairs are from internal virtual photon conversions that passed the conversion selection criteria. The sources of these pairs are similar to those of the photon conversion pairs, with the majority resulting from \(\pi^0\) Dalitz decays. An additional lower mass cut at 0.04 GeV/\(c^2\) removes about 90% of these internal conversions, rendering the remainder negligible. Finally, \(N_{\gamma}^{\text{incl}}\) is calculated by integrating the counts in the mass range from 0.04 to 0.12 GeV/\(c^2\), corresponding to layers 3 and 4 of the VTX. The analysis is repeated for bins in \(p_T\) and in centrality.

2. Tagged photon raw yield \(N_{\gamma}^{\pi^0,\text{tag}}\)

Next, the subset of \(e^+e^-\) pairs in the \(N_{\gamma}^{\text{incl}}\) sample that can be tagged as photons from a \(\pi^0\) decay, \(N_{\gamma}^{\pi^0,\text{tag}}\), is determined. For a given event, each \(e^+e^-\) conversion candidate, in the mass window in which \(N_{\gamma}^{\text{incl}}\) is counted, is paired with all reconstructed showers in the EMCal with shower shape \(\chi^2 < 3\) and energy larger than \(E_{\text{cut}} = 0.5\) GeV, excluding those matched to the \(e^+e^-\) pair itself. The energy cut, together with the \(p_T\) cut of 0.2 GeV/c on the \(e^+\) and \(e^-\), constitutes an implicit asymmetry cut on the \(\pi^0\) decay photons that depends on the \(p_T\) of the \(\pi^0\). For all \(e^+e^-\gamma\) combinations, the invariant mass \(m_{ee\gamma}\) is calculated. This constitutes the foreground FG\({^{ee\gamma}}\), for which an example is given in Fig. 4 for the \(e^+e^-\) pair in the \(p_T\) range 1.0 < \(p_T\) < 1.2 GeV/c. The four panels (a) to (d) correspond to four centrality selections 0%–20%, 20%–40%, 40%–60%, and 60%–93%, respectively.

Despite the large background, the signal, SG\({^{ee\gamma}}\), is clearly visible as a peak around the \(\pi^0\) mass, even in panel (a), which is the most central event selection. As discussed above, the background BG\({^{ee\gamma}}\) has two components:

\[
\text{BG}^{ee\gamma} = \text{BG}_{\text{uncorr}}^{ee\gamma} + \text{BG}_{\text{corr}}^{ee\gamma}
\]

for which the shape and normalization are obtained from the event-mixing procedures described in Appendix A.
The results are also shown in Fig. 5. The uncorrelated background, $B_{\text{corr}}^0$, is given in panels (a) to (d). The much smaller correlated background, $B_{\text{corr}}^\gamma$, is only revealed after $B_{\text{uncorr}}^\gamma$ is subtracted from the foreground, $F_{\gamma}^{ee\gamma}$. The differences are given in panels (e) to (h) for central to peripheral events, respectively. Figure 5 indicates that the correlated background decreases with centrality from $B_{\text{corr}}^\gamma/(F_{\gamma}^{ee\gamma} - B_{\text{uncorr}}^\gamma) = 8.6\%$ in central collisions to $0.5\%$ in the most-peripheral collisions.

For the $0\%$–$20\%$ centrality selection, Fig. 6 shows the mass distributions $m_{ee\gamma}$ for four different $e^+e^-$ pair $p_T$ ranges. The representation is the same as for Fig. 5. Panels (a) through (d) all show a clear peak around the $\pi^0$ mass. The backgrounds are the largest for low $p_T$ and the most central events. As $p_T$ increases and the event multiplicity decreases, the backgrounds are significantly reduced.

Because of the complexity of the particle correlations present in the real Au+Au collision events, including effects of collective expansion, jet production, hadron decays, etc., there is a small residual background that is not captured by the event-mixing procedure. To remove this background, a low-order polynomial, $f_{ee\gamma}$, is fitted to the ratio $(F_{\gamma}^{ee\gamma} - B_{\text{corr}}^\gamma)/B_{\text{uncorr}}^\gamma$ in the mass range $0.05$–$0.08$ and $0.23$–$0.45$ GeV/$c^2$. This function is used to correct $B_{\text{uncorr}}^\gamma$ before it is finally subtracted. Thus, the final distribution for $N_{\gamma}^0,\text{tag}$ is:

$$ N_{\gamma}^0,\text{tag} = F_{\gamma}^{ee\gamma} - B_{\text{corr}}^\gamma - (1 + f_{ee\gamma}) \times B_{\text{uncorr}}^\gamma. \quad (5) $$

An example of the residual background is given in Fig. 7 for the $e^+e^-$ pair $p_T$ range of $1$ to $1.2$ GeV/$c$ and $0\%$–$20\%$ centrality selection. In panel (a), $F_{\gamma}^{ee\gamma}$ with all the background components are shown. Panel (b) gives a second-order polynomial fit to the ratio $(F_{\gamma}^{ee\gamma} - B_{\text{corr}}^\gamma)/B_{\text{uncorr}}^\gamma$, $f_{ee\gamma}$, which is used to determine the residual background. Due to the unfavorably small signal-to-background ratio in this case, the residual background in the $\pi^0$ mass region is $\approx 9.4\%$. The residual background quickly drops with $p_T$ and centrality bins, for example as $p_T$ increases to $3$ GeV/$c$, the residual background reduces to $2.7\%$. For each $p_T$-centrality bin combination, $N_{\gamma}^0,\text{tag}$ is extracted by integrating the number of entries in a window around the $\pi^0$ peak ($0.09 < m_{ee\gamma} < 0.19$) GeV/$c^2$ after all background subtractions are applied.

Note that the extracted $N_{\gamma}^0,\text{tag}$ described in this section can also be used to measure the $\pi^0$ invariant yield once corrected with detector acceptance and efficiency, which can potentially extend the previous PHENIX $\pi^0$ measurements to lower $p_T$ regions. However, to establish such a measurement, in particular the evaluation of systematic uncertainties requires significant additional work that is beyond the scope of this manuscript.

### C. Conditional probability $(\epsilon, f)$

The probability, $(\epsilon, f)$, that the second photon is in the acceptance and is reconstructed, given a conversion $e^+e^-$ pair from a $\pi^0$ decay, is extracted from the single $\pi^0$ simulation. In this simulation, individual $\pi^0$ are tracked through the PHENIX MC-simulation framework. The $\pi^0$ are generated with $d^2N/dp_Tdy$ spectra that were fitted to $\pi^+\pi^-$ data measured by PHENIX (see Sec. III D), uniform in the rapidity range $|y| < 0.5$, and uniform over $2\pi$ in azimuthal angle, $\phi$.

The energy scale and resolution of the EMCal in the MC simulation is tuned as closely as possible to resemble the one observed in data by comparing the mean and width of the measured and simulated $\pi^0$ mass distribution. The $\pi^0$ are reconstructed through the $\pi^0 \rightarrow \gamma\gamma$ decay channel. For this purpose an asymmetry of less than $20\%$ between the energies of the two decay photons was applied to keep the two-photon energies similar.

In the single $\pi^0$ MC simulation, $e^+e^-$ pairs in the mass window $0.04 < m_{ee\gamma} < 0.12$ GeV/$c^2$ are counted to determine $N_{ee}^\gamma$, the number of reconstructed $e^+e^-$ pairs in a given $e^+e^-$ pair $p_T$ bin. The sub-sample for which the second photon of the $\pi^0$ decay is reconstructed as a shower in the EMCal is counted as $N_{ee}^{\gamma,\text{tag}}$. The value of $(\epsilon, f)$ is then determined as:

$$ \langle \epsilon, f \rangle = \frac{N_{ee}^{\gamma,\text{tag}}}{N_{ee}}. \quad (6) $$

For the extraction of $N_{ee}^{\gamma,\text{tag}}$, the presence of other showers in the EMCal needs to be taken into account. This is done by embedding the showers from the simulated single $\pi^0$ into the EMCal response from Au+Au collisions at the tower level. The combined EMCal information is then reclustered to form new showers. All of the showers that contain energy deposited by the embedded single $\pi^0$ (identified by the MC ancestry information) are combined with the $e^+e^-$ pair.

Similar to the $N_{ee}^{\gamma,\text{tag}}$ extraction from data, a residual background subtraction is applied. This eliminates any remaining background inside the $\pi^0$ counting window. The residual background is estimated by a second order polynomial function fit in the mass range $0.05$–$0.08$ and $0.23$–$0.45$ GeV/$c^2$. This residual background mainly comes from events where both decay photon convert to $e^+e^-$ pairs, and the reconstructed conversion photon gets paired with the EMCal cluster of the $e^+$ or $e^-$ from the other conversion. The extracted $(\epsilon, f)$ is shown in Fig. 8 as a function of the $e^+e^-$ pair $p_T$ for the four centrality selections.

The increasing trend of $(\epsilon, f)$ with increasing conversion photon $p_T$ is partly due to the decrease in the opening angle between the conversion photon and the second photon so that the second photon is more likely to fall into the acceptance of the EMCal. Another important factor is that the average energy of the second photon increases with increasing conversion photon $p_T$, and hence,
the efficiency of the energy threshold cut increases towards higher \( p_T \). The difference in \((\epsilon, f)\) between different centrality classes is mainly related to the shower shape (\(\chi^2\)) selection, because the showers are more distorted in central Au+Au collisions due to the larger detector occupancy, resulting in more accidental overlaps from the underlying event, and the centrality dependent parent \( \pi^0 \) \( p_T \) distributions.
FIG. 7. (a) An example for FG(\text{ee\gamma}) and the various background components after normalization in the indicated regions. (b) The ratio (FG(\text{ee\gamma}) – BG(\text{ee\gamma}))/BG_{\text{uncorr}} and the polynomial fit to determine the residual-background correction \(f_{\text{ee\gamma}}\).

D. Cocktail ratio \(\gamma_{\text{hadr}}/\gamma^{0}\)

The last ingredient to calculate \(R_{\gamma}\) is the cocktail ratio \(\gamma_{\text{hadr}}/\gamma^{0}\) of photons from \(\pi^{0}\), \(\eta\), \(\omega\), and \(\eta'\) decays over those from \(\pi^{0}\) decays. The cocktail ratio is obtained using the PHENIX meson decay generator EXODUS, which simulates mesons according to given input \(p_{T}\) spectra, decays them based on the known decay kinematics and branching ratios, and aggregates the decay photons in the PHENIX detector acceptance.

The photons from \(\pi^{0}\) decays are generated from distributions obtained by fitting a modified Hagedorn function (Eq. 7) to charged pion [33] and neutral pion [33, 35] data measured by PHENIX for the rapidity range \(|y| < 0.5\).

\[
E \frac{d^{3}N_{\gamma}}{dp^{3}} = A \left( e^{-\frac{p_{T}^{2}+m^{2}}{2T}} + \frac{p_{T}}{p_{0}} \right)^{-n}.
\]  

(7)

The fit parameters are summarized in Table IV for MB collisions, as well as for nine centrality bins. The \(\eta\) meson \(p_{T}\) spectra are obtained by multiplying the \(\pi^{0}\) spectrum with the \(\eta/\pi^{0}\) ratio, following the procedure suggested in [36].

\[
E \frac{d^{3}N_{\eta}}{dp^{3}} = E \frac{d^{3}N_{\pi^{0}}}{dp^{3}} \times \frac{\eta/\pi^{0}}{R_{\text{flow}}}.
\]  

(8)

where \(R_{\text{flow}}\) is the ratio of \(K^{\pm}/\pi^{\pm}\) for a given centrality over \(K^{\pm}/\pi^{\pm}\) in \(p+p\) collisions. This procedure makes use of the world data for \(\eta/\pi^{0}\) from \(p+p\) and small system collisions (see [36] for references), and it avoids the assumption of \(m_{T}\) scaling used in earlier work [10], which has been shown to overestimate the number of \(\eta\) mesons produced below 2 GeV/c in \(p_{T}\) in \(p+p\) and small system collisions.

FIG. 8. Conditional probability \(\langle c_{y}, f \rangle\) as a function of \(p_{T}\) in 0%–20%, 20%–40%, 40%–60% and 60%–93% centrality classes.

| centrality       | \(A\)   | \(a\)   | \(b\)   | \(p_{0}\) | \(n\) |
|------------------|--------|--------|--------|--------|-----|
| c(GeV/c)^{-2}     |        |        |        |        |     |
| min.bias         | 504.5  | 0.5169 | 0.1626 | 0.7366 | 8.274 |
| 0%–10%           | 1331.0 | 0.5654 | 0.1945 | 0.7429 | 8.361 |
| 10%–20%          | 1001.0 | 0.5260 | 0.1628 | 0.7511 | 8.348 |
| 20%–30%          | 750.7  | 0.4900 | 0.1506 | 0.7478 | 8.299 |
| 30%–40%          | 555.3  | 0.4534 | 0.1325 | 0.7525 | 8.333 |
| 40%–50%          | 364.5  | 0.4333 | 0.1221 | 0.7385 | 8.261 |
| 50%–60%          | 231.2  | 0.4220 | 0.1027 | 0.7258 | 8.220 |
| 60%–70%          | 118.1  | 0.4416 | 0.0959 | 0.7230 | 8.163 |
| 70%–80%          | 69.2   | 0.2850 | 0.0347 | 0.7787 | 8.532 |
| 80%–93%          | 51.1   | 0.2470 | 0.0169 | 0.7101 | 8.453 |

TABLE I. Parameters for the modified Hagedorn function Eq. 8 to PHENIX data [33,35] from Au+Au collisions at \(\sqrt{s_{NN}} = 200\) GeV.
collisions. It also includes the centrality dependent modification, \( R_{\text{flow}} \), of the \( \eta_{\text{pt}} \) spectra in Au+Au collision due to radial flow, which was not taken into account in earlier work \( \text{(5)} \). The modification \( R_{\text{flow}} \) is estimated using measured kaon spectra \( \text{(27)} \). For peripheral Au+Au collisions, the new approach to determine the \( \eta \) yield results in a few percent reduction of the number of predicted decay photons in the range 1-2 GeV/c, compared to the \( m_T \) scaling approach based on Eq. \( \text{(7)} \) that was taken in earlier work \( \text{(6)} \). The difference is within the systematic uncertainties quoted in that work. For central and semicentral collisions the new and old approach agree better in the sense that they predict very similar decay photon yields above 1 GeV/c, with any differences being much smaller than the quoted systematic uncertainties. This agreement arises when accounting for the modification of the \( \eta \) meson spectrum due to radial flow, which shifts \( \eta \) mesons from low to mid \( p_T \). This shift results in more decay photons above 1 GeV/c in the presence of radial flow, and moving the predicted yield closer to the one derived from \( m_T \) scaling. At high \( p_T \), the \( \eta/\pi^0 \) ratio demonstrates a universal value at high \( p_T \), consistent with 0.487±0.024, independent of collision energy, system size, or centrality. The values for \( dN/dy \) for \( \eta/\pi^0 \), \( K^\pm/\pi^\pm \) and \( R_{\text{flow}} \) are summarized in Table \( \text{II} \) for \( 1 < p_T < 2 \) GeV/c, where the effects of flow are expected to be the largest for different centralities for Au+Au collisions at 200 GeV.

The contribution from \( \omega \) and \( \eta' \) decays are based on \( p_T \) distributions using the \( \pi^0 \) spectrum and replacing by \( f(\sqrt{p_T^2 + m_{\text{meson}}^2 - m_{\pi^0}^2}) \). The normalization of \( \omega \) and \( \eta' \) are fixed at \( p_T = 5 \) GeV/c to 0.9±0.06 and 0.25±0.075, respectively \( \text{(6)} \). The cocktail ratio \( \gamma_{\text{hadr}}/\gamma_{\pi^0} \) is shown in Fig. \( \text{II} \).

![FIG. 9. Cocktail ratio as a function of \( p_T \) in the most central (0%–20%) and the most peripheral (60%–93%) centrality classes.](image)

Table II. \( dN/dy \) for \( \eta/\pi^0 \), \( K^\pm/\pi^\pm \) and \( R_{\text{flow}} \) for \( 1 < p_T < 2 \) GeV/c for Au+Au collisions at \( \sqrt{s_{\text{NN}}} = 200 \) GeV. There is an overall scale uncertainty of 0.03 on \( R_{\text{flow}} \) and \( \gamma_{\text{hadr}}/\gamma_{\pi^0} \) at 0%–20%.

| Centrality     | \( K^\pm/\pi^\pm \) | \( R_{\text{flow}} \) | \( R_{\text{flow}} \times (\eta/\pi^0)_{\text{universal}} \) |
|---------------|----------------------|------------------------|-------------------------------------------------|
| 0%–20%        | 0.411 ± 0.003        | 1.20 ± 0.02            | 0.250 ± 0.004                                   |
| 20%–40%       | 0.396 ± 0.002        | 1.15 ± 0.02            | 0.237 ± 0.004                                   |
| 40%–60%       | 0.371 ± 0.002        | 1.08 ± 0.02            | 0.220 ± 0.004                                   |
| 60%–93%       | 0.337 ± 0.002        | 0.98 ± 0.02            | 0.199 ± 0.004                                   |

IV. SYSTEMATIC UNCERTAINTIES

This section describes the sources of systematic uncertainties for each of the three components for the calculation of \( R_{\gamma} \). The systematic uncertainties are categorized into three types according to the correlation between the measured data points:

- Type A: No (or unknown) correlation between data points – uncertainties on the individual data points can fluctuate independently, in the same way as the statistical uncertainties.

- Type B: The uncertainties are correlated between data points – the fluctuation of each data point can be determined by the fluctuation of the neighboring points.

- Type C: A special form of type B uncertainty – every data point fluctuates with the exact same fraction.

In the final results, type A systematic uncertainties are combined with the statistical uncertainties and type B and C are combined to obtain the total systematic uncertainty.

The following subsections discuss the major individual sources contributing to the systematic uncertainties on \( R_{\gamma} \) and on the direct-photon yield. All contributions are summarized in Table \( \text{III} \) and depicted in Fig. \( \text{II} \) and Fig. \( \text{I} \) as functions of \( p_T \) for \( R_{\gamma} \) and \( \gamma_{\text{dir}} \). The final systematic uncertainties on \( \gamma_{\text{dir}} \) and on all quantities derived from \( \gamma_{\text{dir}} \) are determined using the error-sampling method discussed in Appendix \( \text{II} \).

A. Systematic uncertainties on \( N_{\gamma}^{\text{incl}}/N_{\gamma}^{\text{0,tag}} \)

1. Purity of the conversion photon sample

Due to the high multiplicity of photons produced in Au+Au collisions, the background in the conversion sample from uncorrelated \( e^+e^- \) pairs can be as large as 10%
TABLE III. Summary of systematic uncertainties for $R_\gamma$ and $\gamma^{\text{dis}}$. Uncertainties for which ranges are given vary with $p_T$. For details see Figs. [10] and [11].

| Observable | Factor | Source | correlation in $p_T$ | correlation in centrality | 0%-20% | 20%-40% | 40%-60% | 60%-93% |
|------------|--------|--------|----------------------|----------------------------|--------|--------|--------|--------|
| $R_\gamma$ | $N^{\text{incl}}_\gamma/N^{\text{incl}}_{\gamma,\text{tag}}$ | purity | Type B | Type B | $<1\%$ | $<1\%$ | $<1\%$ | $<1\%$ |
| $N^{\text{pi}}_{\gamma,\text{tag}}$ | residual background | Type A | Type A | 1.5%-4.5% | 0.5%-4% | 0.5%-4% | 0.5%-4% |
| $N^{\text{e}^0,\text{tag}}_{\gamma}$ | event mixing | Type B | Type B | 1.5% | 1.5% | 1.5% | 1.5% |
| $\langle \epsilon, f \rangle$ | energy scale | Type B | Type B | 3% | 3% | 3% | 3% |
| | conversion loss | Type C | Type C | 3% | 3% | 3% | 3% |
| | $\gamma$ efficiency | Type B | Type A | $<1.4\%$ | $<1\%$ | $<1\%$ | $<1\%$ |
| active area & acceptance | input $\pi^0$ $p_T$ spectra | Type B | Type A | 1% | 1% | 1% | 1% |
| $\gamma^{\text{had}}/\gamma^{\text{e}^0}$ | $\eta/\pi^0$ | Type B | Type C | 1–1.5% | 1–1.5% | 1–1.5% | 1–1.5% |
| | $\omega, \eta'$ | Type B | Type C | $<1\%$ | $<1\%$ | $<1\%$ | $<1\%$ |
| $\gamma^{\text{had}}$ | input $\pi^0$ $p_T$ spectrum | Type B | Type A | 10%-24% | 10%-24% | 10%-25% | 10%-24% |

for the most central collisions and the lowest $p_T$ from 0.8 to 1.0 GeV/$c$. This background is subtracted statistically with a certain accuracy. To estimate the effect on the final results, significantly more and less stringent conversion selection cuts were applied, hence, increasing or reducing the purity. The value of $\langle \epsilon, f \rangle$ $N^{\text{incl}}_\gamma/N^{\text{incl}}_{\gamma,\text{tag}}$, obtained from the different cuts, varies by less than 1%. This range is quoted as systematic uncertainty due to the limited purity of the conversion sample.

2. $\pi^0$ yield extraction

One of the main sources of systematic uncertainty on the $R_\gamma$ measurement is the tagged photon or $\pi^0$ yield extraction. The uncertainty of $\pi^0$ yield extraction arises from two sources: (i) from the residual background subtraction, which is highly correlated with the statistical accuracy of the mixed event background normalization, and (ii) imperfect description of the large backgrounds using event-mixing techniques.

To evaluate the size of the uncertainty from the residual background subtraction, different estimates are compared. These include using different functional forms for the fit and different fit ranges to anchor the residual background fit. In addition, the counting window for $\pi^0$ signal extraction is varied. This gives a spread of $\langle \epsilon, f \rangle$ $N^{\text{incl}}_\gamma/N^{\text{incl}}_{\gamma,\text{tag}}$ values in each $p_T$ and centrality bin. The standard deviation of the spread is quoted as the uncertainty. Due to the correlation with the statistical accuracy of the foreground in the background region, this uncertainty depends on $p_T$ and centrality.

To test the validity of the event-mixing techniques, an MC simulation with high multiplicity $\pi^0$ events is performed. Details are discussed in Appendix [A]. The simulation shows that $N^{\text{e}^0,\text{tag}}_{\gamma}/\langle \epsilon, f \rangle$ can be determined with the event-mixing technique to better than 1.5%.

B. Systematic uncertainty on $\langle \epsilon, f \rangle$

1. Energy scale

The accuracy of the energy scale of the EMCal is the main source of systematic uncertainties in the $\langle \epsilon, f \rangle$ evaluation. Because of the energy threshold cut, the second photon is reconstructed only for $\approx25\%$ of the $e^+e^-$ pairs with the lowest $p_T$, even though the photon was in the EMCal acceptance. Any potential mismatch of the energy scale between the simulation and real data will cause $\langle \epsilon, f \rangle$ to be off; a higher (lower) energy scale in simulation can be determined with $\langle \epsilon, f \rangle$ $N^{\text{incl}}_\gamma/N^{\text{incl}}_{\gamma,\text{tag}}$, obtained from the different cuts, varies by less than 1%. This range is quoted as systematic uncertainty due to the limited purity of the conversion sample.

2. Conversion photon loss

Another important source of systematic uncertainty on $\langle \epsilon, f \rangle$ is related to the probability that the second photon converts to an $e^+e^-$ pair before reaching the EMCal. Depending on the location of the conversion point, the second photon may not be properly reconstructed, thereby reducing $\langle \epsilon, f \rangle$. To account for the conversion...
and, hence, \( \langle \epsilon, f \rangle \) will by systematically off. As there is essentially no magnetic field after the DC exit window, the \( e^+ e^- \) pair from conversions between the DC and the EMCal will likely merge into one shower in the EMCal. Therefore, the value of \( \langle \epsilon, f \rangle \) is most sensitive to differences in the material budget of the VTX. Comparison of the available information about the materials and their thickness for all detector subsystems, reveals that the conversion probability in material within the magnetic field is known to better than 3%, which directly translates into and uncertainty of 3% on \( R_{\gamma} \).

3. Photon efficiency

An EMCal shower shape, \( \chi^2 \), cut is used to identify photon candidates among the EMCal energy clusters and to reduce the number of hadrons in the sample. Similar to the energy scale uncertainty, a difference between the shower shape in simulation and the data will translate directly into a systematic shift of \( \langle \epsilon, f \rangle \). To evaluate this uncertainty, the \( \chi^2 \) is varied simultaneously in both data and simulation and \( \langle \epsilon, f \rangle \) \( \sigma_{\text{MC}}/N_{\text{data}} \) is recalculated. It changes by 1.4% for 0.8–2 GeV/c in the 0%–20% centrality bin and by less than 1% for all the other cases.

4. Active area and geometric acceptance

Due to the limited geometrical acceptance of EMCal and some inactive areas, the second photon is registered only for \( \approx 35\% \) of the \( e^+ e^- \) pairs at the lowest \( p_T \). Therefore, the accuracy with which the acceptance and dead areas are known will contribute to the systematic uncertainties on \( \langle \epsilon, f \rangle \). The uncertainty of the acceptance is the result of the accuracy with which the radial location of the EMCal sectors can be determined. The possible remaining offset leads to \(< 0.3\% \) difference in acceptance along \( \phi \) direction and \(< 0.9\% \) in \( z \) direction. The dead areas in the real EMCal are carefully matched to the MC simulation and the accuracy of the dead area determination is found to be better than 0.6%. It is due to the cases when a tower malfunctioned only in a very small number of events, and not masked out in the simulation. Combining all these effects, the systematic uncertainty on \( R_{\gamma} \) from the acceptance is set to 1%.

5. Input \( \pi^0 \) distribution

Because \( \langle \epsilon, f \rangle \) is averaged over all parent \( \pi^0 \) \( p_T \) that contribute to a given \( e^+ e^- \) pair \( p_T \) bin, the \( p_T \) dependence of \( \langle \epsilon, f \rangle \) is sensitive to the shape of the \( \pi^0 \) distribution. The \( \pi^0 \) parent distribution was determined for each centrality selection by a fit to the best available data from Au+Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) measured by the same experiment [33, 35]. The remaining uncertainty on \( \langle \epsilon, f \rangle \) is smaller than 1%.
6. Weak decays and secondary interactions

The tagged photon samples include decay photons from $\pi^0$ from weak decays and $\pi^0$ produced in secondary interactions. Because these $\pi^0$ do not originate from the event vertex, $\langle \epsilon_f \rangle$ may be modified. Secondary interactions contribute less than 0.1% of the $\pi^0$ yield above $p_T$ of 1 GeV/c and thus any distortions of $\langle \epsilon_f \rangle$ are negligible. Decays of $K^0$ are the predominate source of $\pi^0$ from weak decays. They contribute between 5.8% to 3% of the inclusive $\pi^0$ yield above 1 GeV/c. With $c\tau = 2.68\text{cm}$, a fraction of 20% to 25% of those decays occur after the 3rd but before the 4th layer of the VTX, which corresponds to the conversion photon sample used in this measurement. Therefore, in the data there are 1-2% more conversions in the 4th relative to the 3rd layer compared to the MC simulation of primary $\pi^0$. The potential difference of $\langle \epsilon_f \rangle$ was estimated to be smaller than 1%.

C. Systematic uncertainty on $\gamma_{\text{hadr}}/\gamma_{\pi^0}$

The ratio $\gamma_{\text{hadr}}/\gamma_{\pi^0}$ accounts for photons from hadron decays that occur after the kinematic freeze, other than those from $\pi^0$. The three largest contributors are decays of $\eta$, $\omega$, and $\eta'$ mesons, which contribute $\approx 23\%$ of the decay photons at high $p_T$. All other contributions to $\gamma_{\text{hadr}}$ are negligible. Of the additional decay photons more than $80\%$ are from the $\eta \rightarrow \gamma \gamma$ decay, hence the accuracy with which $\eta/\pi^0$ is known will determine the systematic uncertainties on $R_\gamma$ from this source. The $p_T$ and centrality dependent upper and lower bounds on $\eta/\pi^0$ for Au+Au collisions at $\sqrt{s_{NN}} = 200\text{ GeV}$ are taken from [36]. Together with the much smaller uncertainty on the contribution from $\omega$ and $\eta'$ decays, the systematic uncertainty on $R_\gamma$ is below $2\%$ for the entire $p_T$ range.

D. Systematic Uncertainties on $\gamma_{\text{dir}}$

Once $R_\gamma$ is determined, the direct-photon yield $\gamma_{\text{dir}}$ is calculated as:

$$\gamma_{\text{dir}} = (R_\gamma - 1) \gamma_{\text{hadr}}.$$  

In addition to the uncertainties on $R_\gamma$, the uncertainty on $\gamma_{\text{hadr}}$ needs to be determined. These systematic uncertainties have been studied in detail in [6]. The main sources of uncertainty come from the accuracy with which the $\pi^0$ $p_T$ spectrum can be determined. These largely cancel in $R_\gamma$, but propagate directly to $\gamma_{\text{hadr}}$. The input $\pi^0$ spectrum is based on measurements of charged pions, and $\pi^0$ from different data taking periods (see Sec. [3]). Each data set comes with its own systematic uncertainties, and in addition, the differences between different measurements are of the order of $10\%$ [38]. The latter is the dominant uncertainty. The uncertainty on the spectra of other mesons ($\eta$, $\eta'$, $\omega$) also contributes to the uncertainty on $\gamma_{\text{hadr}}$, but to a much smaller extent.

V. RESULTS

A. Direct photon $R_\gamma$

Figure [2] shows $R_\gamma$ as function of photon $p_T$ for every $20\%$ centrality class. The vertical error bar on each point corresponds to the statistical uncertainty, while the box gives the systematic uncertainty. The new results are compared with all other published PHENIX results for Au+Au at $\sqrt{s_{NN}} = 200\text{ GeV}$; these were obtained with different methods and have largely independent systematic uncertainties. The open circles were determined using the external conversion method deploying the HBD detector as converter [6], the full squares are from a virtual photon internal conversion measurement [1], and the open squares were measured with the EMCal alone [39]. All measurements agree well within their independent systematic uncertainties.

The 2014 data presented here have smaller statistical uncertainties than in previous publications at RHIC due to the increased luminosity and significantly larger amount of conversion material. The new results provide a continuous measurement across a wide range of $p_T$ from 0.8 to 10 GeV/c. This range has previously been covered by measurements done with different techniques with different systematics. Up to 3 to 4 GeV/c internal or external photon conversions to $e^+e^-$ pairs have been used, while above 4 GeV/c photons were measured in the EMCal. For all centrality selections, $R_\gamma$ shows a significant excess that is rather constant below $\approx 3\text{ GeV/c}$. Beyond that, $R_\gamma$ increases with $p_T$, the increase being most pronounced for central collisions, and $R_\gamma$ continuously decreases towards more peripheral collisions. This is expected as phenomena such as jet quenching reduce the number of decay photons from hadron decays in more central collisions, which in turn increases $R_\gamma$ [33, 35].

The high statistics of the 2014 data set allows to divide the data sample into nine centrality bins, from 0%–10% to 80%–93%, 10% bins each, except for the last one which is slightly larger. The resulting $R_\gamma$ are shown in Fig. [13] Up to 50%–60% centrality, data from the earlier calorimeter measurement [39] are also shown.

For most bins the overall shape of $R_\gamma$ as a function of $p_T$ is similar to what is observed in Fig. [12] with a notable difference for panel (i), which is the most-peripheral centrality 80%–93%. Below 5 GeV/c, the most-peripheral Au+Au data show no significant excess above unity and are very consistent with the direct-photon result from $p+p$ collisions, which is also shown in panel (i). The MC sampling method is used to calculate both the statistical and systematic uncertainties on $\gamma_{\text{dir}}$ and all quantities derived from the direct photon $p_T$ spectra. This method propagates the error correctly in the presence of unphysical values of $R_\gamma < 1$ and $p_T$ and centrality dependent correlations of uncertainties; it is discussed in detail in Appendix [3].
FIG. 12. The ratio, $R_\gamma = \gamma^{incl}/\gamma^{had}$, as a function of conversion photon $p_T$ in 0%–20%, 20%–40%, 40%–60% and 60%–93% centrality bins. The 2014 Au+Au data at $\sqrt{s_{NN}} = 200$ GeV are compared to results from previous PHENIX publications (see Refs. 3, 6, 39).

B. Direct-photon invariant yield

The direct-photon spectra are calculated from $R_\gamma$ and $\gamma^{had}$ using Eq. 9. The results for all 10% centrality selections are given in Fig. 14. Figure 15 compares the direct-photon spectra with previous measurements, as shown in broader centrality bins (a) 0%–20%, (b) 20%–40%, (c) 40%–60%, and (d) 60%–93%. Each panel also presents the $N_{coll}$-scaled perturbative quantum chromodynamics (pQCD) calculation [12] and a fit to direct-photon data from $p+p$ collisions at $\sqrt{s} = 200$ GeV [40, 42]. The $p+p$ fit is performed with a pQCD-inspired functional form [43]:

$$\frac{d^3N}{dp_T^2dy} = \frac{A_{pp}}{(1 + \left(\frac{p_T}{p_0}\right)^2)^n},$$

(10)

where the parameters are $A_{pp} = 1.60 \times 10^{-4}$ (GeV/c)$^{-2}$, $p_0 = 1.45$ GeV/c and $n = 3.3$. The error band around the central fit function represents the uncertainty propagated from both the data and the unknown true functional form of the spectrum down to very low $p_T$. The $p+p$ fit and the pQCD calculation agree well above 2 GeV/c, and can be used as an estimate for the prompt-photon contribution.

Figure 15 also shows that the direct-photon yield for $p_T$ larger than 2.5 GeV/c is well described by the $N_{coll}$-scaled $p+p$ result and pQCD calculations, which confirms that the high-$p_T$ direct photons are predominately from initial hard-scattering processes. Below 4–5 GeV/c a clear direct-photon excess develops above the prompt component, gradually becoming larger towards lower $p_T$.

C. Nonprompt direct-photon excess

To extract the direct-photon excess above the prompt-photon contribution, the $N_{coll}$ scaled $p+p$ fit is subtracted from the Au+Au data. This excess is thought to be mostly the radiation that is emitted during the collision from the hot-expanding fireball, and will be referred to here as nonprompt direct-photon spectra. Figure 16 compares the nonprompt direct-photon spectra to previously published results from Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV [6], which had significantly lower statistics. The new 2014 data extend the coverage, both in $p_T$ and centrality.

The data are very consistent in the region of overlap. In the range 0.8 to 1.9 GeV/c, the data are fitted with an exponential function and the results are also shown
TABLE IV. Inverse slopes fitted to the direct-photon spectra in different $p_T$ ranges, and for different centrality selections. For each centrality range, $N_{\text{coll}}$ and $dN_{\text{ch}}/d\eta$ values are quoted, which are taken from previous work [44, 45], except for the $dN_{\text{ch}}/d\eta$ values for the two most peripheral bins. Those were extrapolated using a fit of the form $dN_{\text{ch}}/d\eta = B(N_{\text{coll}})^\beta$.

| Centrality | $dN_{\text{ch}}/d\eta$ | $N_{\text{coll}}$ | $T_{\text{eff}}$ (GeV/c) | $T_{\text{eff}}$ (GeV/c) |
|------------|------------------------|-------------------|---------------------------|---------------------------|
|            |                        |                   | $0.8 < p_T < 1.9$ GeV/c   | $2 < p_T < 4$ GeV/c       |
| 0%–20%     | 519.2 ± 26.3           | 770.6 ± 79.9      | 0.277 ± 0.017             | 0.428 ± 0.031             |
| 20%–40%    | 225.4 ± 13.2           | 282.4 ± 28.4      | 0.264 ± 0.010             | 0.354 ± 0.019             |
| 40%–60%    | 85.5 ± 8.0             | 82.6 ± 9.3        | 0.247 ± 0.007             | 0.392 ± 0.028             |
| 60%–93%    | 16.4 ± 2.8             | 12.1 ± 3.1        | 0.253 ± 0.011             | 0.331 ± 0.036             |
| 0%–10%     | 623.9 ± 32.2           | 951 ± 98.5        | 0.268 ± 0.024             | 0.514 ± 0.061             |
| 10%–20%    | 414.2 ± 20.2           | 590.1 ± 61.1      | 0.303 ± 0.024             | 0.358 ± 0.033             |
| 20%–30%    | 274 ± 14.8             | 357.2 ± 35.5      | 0.263 ± 0.011             | 0.352 ± 0.024             |
| 30%–40%    | 176.8 ± 11.6           | 207.5 ± 21.2      | 0.256 ± 0.011             | 0.339 ± 0.020             |
| 40%–50%    | 109.4 ± 9.1            | 111.1 ± 10.8      | 0.244 ± 0.009             | 0.347 ± 0.024             |
| 50%–60%    | 61.6 ± 7.1             | 54.1 ± 7.9        | 0.246 ± 0.017             | 0.345 ± 0.031             |
| 60%–70%    | 32 ± 5                 | 24 ± 6            | 0.261 ± 0.015             | 0.319 ± 0.049             |
| 70%–80%    | 16 ± 4                 | 10 ± 3            | 0.263 ± 0.016             | 0.335 ± 0.044             |
| 80%–93%    | 7 ± 2                  | 4 ± 1             | –                         | –                         |

FIG. 14. Invariant yield of direct photons as a function of conversion photon $p_T$ in 0%–10% to 80%–93% centrality bins.

FIG. 16. The slope values are given in Table IV. All centrality selections are consistent with an average inverse slope, $T_{\text{eff}}$, of $\approx 0.260 \pm 0.011$ GeV/c. However, it is evident from Fig. 16 that the nonprompt direct-photon spectra are not described by a single exponential but rather have a continually increasing with $p_T$ inverse slope, $T_{\text{eff}}$. Figure 17 brings this out more clearly where each nonprompt direct-photon spectrum is divided by a fit with a fixed slope, $T_{\text{eff}} = 0.260$ GeV/c. All centrality selections follow the same trend. Over the $p_T$ range of up to 2 GeV/c the ratios are consistent with unity, but above 2 GeV/c, they start to rise monotonically.

To quantify this changing slope, the nonprompt direct-photon spectra are fitted with a second exponential function in the $p_T$ range from 2 to 4 GeV/c; the results are also included in Fig. 16. All data are consistent with an average inverse slope of 0.376 ± 0.037 GeV/c, which is significantly larger than the slope observed below $p_T = 2$ GeV/c. Above 4 GeV/c, the statistical and systematic uncertainties from the prompt-photon subtraction become too large for a detailed analysis.

To establish any dependence on the system size, the nonprompt direct photon spectra are determined for each 10% centrality bin, and subsequently fitted by two exponential functions in the $p_T$ ranges $0.8 < p_T < 1.9$ GeV/c and $2 < p_T < 4$ GeV/c. The resulting $T_{\text{eff}}$ values are tabulated in Table IV and depicted in Fig. 16 as a function of $dN_{\text{ch}}/d\eta$. The figure also shows the average of the inverse slope values from fitting Fig. 16. The $T_{\text{eff}}$ values are consistent with a constant value, independent of $dN_{\text{ch}}/d\eta$. However, given the uncertainties on the data, a possible increase of $T_{\text{eff}}$ with $dN_{\text{ch}}/d\eta$ can not be excluded.
The direct-photon spectra shown in Fig. 14 are integrated where all rapidity densities are densities at midrapidity. In more detail, the direct-photon yield and the nonprompt component, are tabulated in (a) 0%–20%, (b) 20%–40%, (c) 40%–60% and (d) 60%–93% centrality bins. The 2014 Au+Au data at $\sqrt{s_{NN}} = 200$ GeV are compared to results from previous PHENIX publications (see Refs. 3, 5, 39).

In addition to investigating the $p_T$ and system-size dependence of the shape of the nonprompt direct-photon spectra, one can also look at the dependence of the yield on system size and $p_T$. As reported previously, the integrated direct-photon yield scales with $dN_{ch}/d\eta$ to a power $\alpha$ [8]:

$$\frac{dN}{d\eta} = \int_{p_T,\text{max}}^{p_T,\text{min}} \frac{dN_{\gamma}}{dp_T} \frac{dp_T}{d\eta} dp_T = A \left( \frac{dN_{ch}}{d\eta} \right)^{\alpha}, \quad (11)$$

where all rapidity densities are densities at midrapidity. The direct-photon spectra shown in Fig. 14 are integrated from $p_T,\text{min} = 1$ GeV/$c$ to $p_T,\text{max} = 5$ GeV/$c$ and plotted as a function of $dN_{ch}/d\eta$ in Fig. 15. They are in reasonable agreement with a compilation of other direct-photon results [3, 40], also shown in the figure. All data follow a trend similar to the $N_{\text{coll}}$ scaled $p+p$ fit, shown as band, but at a roughly 10 times larger yield. Scaling with $N_{\text{coll}}$ corresponds to $\alpha = 1.25 \pm 0.02$ [3]. The current high statistics data allow for finer centrality binning and changes this picture somewhat at the lowest and highest $dN_{ch}/d\eta$. Fitting only the new results in Fig. 15 gives a value of $\alpha = 1.11 \pm 0.02(\text{stat}) \pm 0.03(\text{sys})$. This value is lower, but consistent within systematic uncertainties, with $\alpha = 1.23 \pm 0.06 \pm 0.18$, found by fitting all previously published PHENIX A+A data [40].

Note that the previous PHENIX measurements obtained the $\eta$ spectrum by $m_T$-scaling the $\pi^0$ spectrum, while in the current measurement the $\eta$ spectrum is obtained from the $\eta/\pi^0$ ratio using the world data. There are significant differences between the two approaches in the low-$p_T$ region [59]. Because the integration range starts at low $p_T$ and is wide (1–5 GeV/$c$), the power $\alpha$ is smaller than previously published values, but is consistent within stated systematic uncertainties. However, it is also consistent with unity within uncertainties.

To better understand the behavior of the scaling power, $\alpha$, in more detail, the direct-photon yield and its nonprompt component are integrated for six different nonoverlapping finer $p_T$ regions and for 10% centrality classes. The integrated nonprompt yields are shown in Fig. 16. The $\alpha$ values are determined for each $p_T$ selection by fitting the data with Eq. (11). The fits are also shown in the figure. All $\alpha$ values, both for the direct photon yield and the nonprompt component, are tabulated in Table VI and shown in Fig. 17. It is evident that the
values for the direct component, for higher \( p_T \) ranges, are consistent with the prompt component, \( \alpha = 1.25 \pm 0.02 \), corresponding to \( N_{\text{coll}} \) scaling. However, they tend to be smaller, but still consistent within systematic uncertainties, with previous measurements [8] for the lower \( p_T \) ranges.

With increasing \( p_T \), the \( \alpha \) values for the nonprompt component are slightly lower than those from direct photons. The systematic uncertainties are larger due to the subtraction. The values of \( \alpha \) for the nonprompt component, as shown in Fig. 21, are remarkably constant with no evident \( p_T \) dependence.

### VI. Concluding Discussion of the Results

The PHENIX collaboration has measured direct-photon production in \( \text{Au+Au} \) collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) using photon conversions to \( e^+e^- \) pairs. A large yield of direct photons below a \( p_T \) of 3 GeV/c is observed for all centrality bins except for the most peripheral bin of 80\%-93\% with \( dN_{\text{ch}}/d\eta = 7.4 \), where it seems to be consistent with the prompt-photon production. The next centrality bin from 70\%-80\% with \( dN_{\text{ch}}/d\eta = 15.5 \) already shows a significant yield with properties very similar to that of the radiation from the more central bins.

The nonprompt direct-photon spectra are isolated by subtracting the prompt-photon contribution, which is es-
estimated through a fit to the direct-photon data from $p+p$ collisions at $\sqrt{s} = 200$ GeV, measured by PHENIX, and scaled by $N_{\text{coll}}$. Results are obtained for the $p_T$ range from 0.8 to 5 GeV/$c$ and for 0%–93% central collisions, covering a system size spanning two orders of magnitude in $dN_{\text{ch}}/d\eta$ from $\approx 7$ to 620. The wealth of data enabled PHENIX to carry out double-differential analyses of the shape of the momentum spectra and the rapidity density $dN_{\gamma}/d\eta$ in $p_T$ and $dN_{\text{ch}}/d\eta$.

For the centrality selections from 0%–10% to 70%–80%, all nonprompt direct-photon spectra are very similar in shape, exhibiting increasing $T_{\text{eff}}$ from 0.2 to 0.4 GeV/$c$ over the $p_T$ range from 0.8 to 4 GeV/$c$. The changing $T_{\text{eff}}$ is not surprising, because the spectra are time integrated over the full evolution of the expanding fireball, from its earliest pre-equilibrium state, through the QGP phase, crossing over to a HG, and further expanding and cooling until hadrons eventually stop interacting. Throughout the evolution the system cools, and thus earlier phases are characterized by higher temperatures. In turn, the contributions from the earliest times of the evolution are likely to dominate the emission at higher $p_T$, consistent with the observation of an increasing $T_{\text{eff}}$ with $p_T$.

In the lower $p_T$ range from 0.8 to 1.9 GeV/$c$, the spectra are well described by a $T_{\text{eff}} = 0.26$ GeV/$c$. This is consistent with what is expected for radiation from the late QGP stage until freeze-out [14]. During this period of the evolution, the temperature drops from $\approx 170$ MeV near the transition to $\approx 110$ MeV when the system freezes out. At the same time the system is rapidly expanding and thus, the radiation is blue shifted. This compensates the temperature drop and results in an average $T_{\text{eff}} \approx 0.26$ GeV/$c$, with only minor variations with centrality of the collision. In Ref. [14], a moderate increase of $T_{\text{eff}}$ with centrality was predicted. While the data favors a $T_{\text{eff}}$ independent of centrality, they are not precise enough to exclude a moderate change.

Above a $p_T$ of 2 GeV/$c$, the inverse slope of the spectra continues to increase with $p_T$. Between $p_T = 2$ and 4 GeV/$c$ the average inverse slope is $T_{\text{eff}} \approx 0.376$ GeV/$c$. This $T_{\text{eff}}$ is larger than what model calculations for a rapidly expanding HG can accommodate, thus suggesting that emissions from the QGP phase and earlier times in the evolution starts to dominate the spectra. Expected initial temperatures at RHIC are $\approx 375$ MeV with maximum $T_{\text{eff}}$ in the range of 0.35 to 0.4 GeV/$c$, depending on viscosity [14]. Thus, it is likely that in addition to photons from the QGP phase, photons from the pre-equilibrium phase are also needed to account for the measured $T_{\text{eff}}$.

In Fig. 22, the measured nonprompt direct-photon spectra are compared to a recent calculation including contributions from the pre-equilibrium phase [10] [47]. These calculations predicted that the pre-equilibrium radiation becomes the dominant source above a $p_T$ of 3 GeV/$c$. In the range $2 < p_T < 4$ GeV/$c$, a fit of the thermal contribution with an exponential function
Because the QGP phase has a larger relative contribution under-}

tanding. From the pre-equilibrium phase needs further theo-

rical increases with \( \alpha \) in [14] predict that the radiation from the HG phase scale no apparent dependence on \( \alpha \). The 2014 Au+Au data at \( \sqrt{s_{NN}} = 200 \text{ GeV} \) are compared to results from a previous PHENIX publications (see Ref. [6]).

results in an inverse slope of \( \approx 0.36 \text{ GeV}/c \), while for the pre-equilibrium contribution a larger inverse slope of \( \approx 0.52 \text{ GeV}/c \) is found, for the more central collisions. Fitting the same \( p_T \) range for the combined thermal and pre-equilibrium spectra from the model gives an inverse slope of \( \approx 0.425 \text{ GeV}/c \). While the shape is reproduced well, the overall yield predicted by the calculations falls short compared to the data, in particular, below 2 GeV/c where the nonprompt-photon yield appears to be a factor of two to three larger.

The integrated nonprompt direct-photon yield exhibits a power-law relation with \((dN_{ch}/d\eta)^{\alpha}[8]\). Fitting the power \( \alpha \) for multiple nonoverlapping \( p_T \) ranges results in values consistent with \( \alpha = 1.12 \pm 0.06\text{stat} \pm 0.14\text{syst} \) with no apparent dependence on \( p_T \). The model calculations in [14] predict that the radiation from the HG phase scale with \( \alpha \) close to 1.2, while those from the hot and dense QGP phase exhibit closer to a \((dN_{ch}/d\eta)^2\) dependence. Because the QGP phase has a larger relative contribution to the \( p_T \) spectrum with increasing \( p_T \), it is expected that \( \alpha \) increases with \( p_T \). However, the \( p_T \) dependence of \( \alpha \) from the pre-equilibrium phase needs further theoretical understanding.

In conclusion, the 10-fold increase in statistics compared to previous samples of Au+Au collisions recorded by PHENIX enabled detailed measurements of the radiation from the hot and expanding fireball. The experimentally observed inverse slopes of the \( p_T \) spectra are qualitatively consistent with predictions for thermal and pre-equilibrium radiation. However, there seems to be more photons emitted from Au+Au collisions than can be accounted for in model calculations. Furthermore, although this work presents no new data on the azimuthal anisotropy, maximum anisotropy is observed for photons \( \approx 2–3 \text{ GeV}/c \). In this \( p_T \) range, the yield is larger than what would be expected from a rapidly but anisotropically expanding hadronic fireball. Finally, the centrality dependence of the nonprompt direct-photon yield, expressed in terms of the scaling power \( \alpha(p_T) \), shows no indication of changing with \( p_T \).
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Appendix A: Event-mixing procedures and validation

In this analysis, $e^+e^-$ pairs and $e^+e^−\gamma$ combinations result from combining positrons, electrons, and photons measured in the same event. Given the large multiplicity of produced particles in Au+Au collisions, the combinations include a significant background from particles of different physical origin, for example different $\pi^0$ decays. For $e^+e^-$ pairs there are two possible combinations: signal pairs, $SG^{ee}$, that have the same source and background pairs, $BG^{ee}$, that have different sources. Both types will be combined with photons to get $e^+e^−\gamma$ combinations. There are three possibilities: A correlated $e^+e^-$ pair is combined with a photon from the same source ($SG^{e\gamma}$); the $e^+e^-$ pair is not correlated, but the photon is correlated to the $e^+$ or $e^−$ ($BG^{e\gamma}_{corr}$); or the photon is uncorrelated to the $e^+e^-$ pair, irrespective whether it is $SG^{ee}$ or $BG^{ee}$ ($BG^{e\gamma}_{uncorr}$).

All backgrounds are determined using event-mixing techniques that were developed and validated with MC studies of high-multiplicity events, for which a large sample of simulated $\pi^0$ events was generated. These events serve as pseudodata. The $\pi^0$ are generated according to the experimentally observed $p_T$ spectrum, uniform in azimuthal angle, and with a constant rapidity density of 280 $\pi^0$, which corresponds to the typical $\pi^0$ multiplicity in the most central Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV.

From these pseudodata, $N^{incl}_\gamma$ and $N^{e\gamma,tag}_\gamma$ are extracted using the cuts and event-mixing schemes developed for the analysis of real data. They are corrected by $\langle \epsilon, f \rangle$, resulting in $R_\gamma$. Because in the pseudodata there are no other hadronic decay channels contributing to $\gamma^{hadr}$ other than $\pi^0$, the $R_\gamma$ from this pseudodata is given by:

$$R^{\text{pseudo}}_\gamma = \frac{N^{incl}_\gamma}{N^{e\gamma,tag}_\gamma} \times \langle \epsilon, f \rangle$$  \hspace{1cm} (A1)

As there are no direct photons in the pseudodata, the expected result would be $R_\gamma = 1$, within the statistical uncertainties of the simulation. The rest of this sections details each step of the $R_\gamma$ determination from the pseudodata. The exact same procedure is also applied to the real data.
1. Determination of the inclusive photon yield $N_{\gamma_{\text{incl}}}$

Photon conversion candidates are created by combining $e^+$ and $e^-$ from the same pseudodata event by requiring a valid conversion point within $1 < R < 29$ cm. This results in a foreground, $\text{FG}^{ee}$, containing a signal, $\text{SG}^{ee}$, that is, conversions of $\pi^0$ decay photons, and a background, $\text{BG}^{ee}$, where the $e^+$ and $e^-$ come from conversion of two different $\pi^0$ decay photons. The background is determined by combining electrons and positrons from different pseudodata events, which are paired and subjected to the same cuts and conversion selection criteria. The mixed event background thus obtained, $\text{MBG}^{ee}$, is normalized to the foreground, $\text{FG}^{ee}$, in the mass region $0.16 < m_{e^+e^-} < 0.3$ GeV/$c^2$, which does not contain $e^+e^-$ pairs from conversions (see Fig. 2 for reference).

Figure 23(a) shows the background, $\text{MBG}^{ee}$, obtained from the mixed event technique together with the true background, $\text{BG}^{ee}$, which was obtained from the MC ancestry information. Figure 23(b) shows the results (solid curve) after subtracting the mixed-event background from the foreground and (open symbols) subtracting the true background. Note that the two are practically indistinguishable, which means that $\text{BG}^{ee}$ is equal to $\text{MBG}^{ee}$.

Even though the background can be subtracted accurately with the mixed-event technique to obtain $N_{\gamma_{\text{incl}}}$, the subtraction can only be done statistically. Thus in the next step, where conversion photons from $\pi^0$ decays are tagged, the background pairs also need to be matched with EMCal showers. This substantially increases the background in the $m_{e^+e^-}$ distribution. To reduce this background, additional cuts are applied in the conversion-photon selection.

The magnetic field deflects electrons and positrons in a plane perpendicular to the beam direction ($z$). Thus, $e^+e^-$ pairs from a conversion can be constrained by requiring a match in the beam direction using the PC1 information. A cut of $|\Delta z| < 4$ cm is applied. Because the conversion reconstruction algorithm uses the projection of the tracks in the plane perpendicular to the beam axis, the additional match reduces the number of possible random-track combinations significantly. The $z$ cut effec-
tively truncates the mass distribution as the $e^+e^-$ pairs are required to have the possible conversion point at radii below 29 cm and only the pairs with an opening angle in the beam direction will create larger masses. The background rejection is clearly visible in Fig. [24]. The background normalization for the mixed events is given by the less-restrictive cuts shown in Fig. [23] and applied here. For the lowest $p_T$ and the highest-multiplicity bin, the background rejection is approximately a factor of eight with a signal efficiency of more than 85%. The background has two components: (i) combinations $e^+e^-$, where the shower in the EMCal and the electron or positron are from the same event (FG) and different event-mixing setups. The uncorrelated background can be determined with $\pi^0$ simulation, for which an example is given in panel (a) of Fig. [26]. Despite the large background the signal $N_{e^+e^-}$ is clearly visible as peak around the $\pi^0$ mass. The background has two components: (i) combinations $e^+e^-$ with an EMCal shower from another unrelated $\pi^0$ decay denoted as $BG_{\text{uncorr}}$ and (ii) a correlated background, $BG_{\text{corr}}$, where the shower in the EMCal and the electron or positron are from the same $\pi^0$ decay, but the $e^+e^-$ pair itself is a combination of an $e^+$ and $e^-$ from different $\pi^0$ decay photons. The uncorrelated background can be determined with a similar event mixing technique as used for the extraction of the mixed-event technique, MBG to 0.12 GeV/c, and the highest-multiplicity bin, the $p_T$ range and $N_{\text{incl}}$ is calculated in the mass range from 0.04 to 0.12 GeV/c$^2$ by subtracting the background obtained from the mixed-event technique, MBG$^{\text{incl}}$, from the foreground, FG$^{\text{incl}}$. The result is compared to the true number of photon conversions determined from the MC-ancestry information in Fig. [25]. Panel (b) shows that the difference is less than 1% for all $p_T$.

2. The tagged photon yield $N_{e^+e^-}^{\text{tag}}$

Next, the subset $N_{e^+e^-}^{\text{tag}}$ of $e^+e^-$ pairs in the $N_{\text{incl}}$ sample that can be tagged as photons from a $\pi^0$ decay is determined. For a given pseudodata event, each $e^+e^-$ conversion candidate is paired with all reconstructed showers in the EMCal, excluding the showers matched to the $e^+e^-$ pair itself. For each combination the invariant mass $m_{e^+e^-}$ is calculated. This constitutes the foreground, FG$^\gamma$, for which an example is given in panel (a) of Fig. [26]. The analysis is repeated for the entire accessible $p_T$ range and $N_{\text{incl}}$ is calculated in the mass range from 0.04 to 0.12 GeV/c$^2$ by subtracting the background obtained from the mixed-event technique, MBG$^{\text{incl}}$, from the foreground, FG$^{\text{incl}}$. The result is compared to the true number of photon conversions determined from the MC-ancestry information in Fig. [25]. Panel (b) shows that the difference is less than 1% for all $p_T$. The background rejection is clearly visible in Fig. [24]. The background normalization for the mixed events is given by the less-restrictive cuts shown in Fig. [23] and applied here. For the lowest $p_T$ and the highest-multiplicity bin, the background rejection is approximately a factor of eight with a signal efficiency of more than 85%. The background to foreground ratio, $BG^{\text{corr}}/FG^{\text{incl}}$, is 12.1%. As $p_T$ increases the multiplicity decreases and the $BG^{\text{corr}}/FG^{\text{incl}}$ ratio decreases to 0.3% at the $p_T$ above 7 GeV/c.

The analysis is repeated for the entire accessible $p_T$ range and $N_{\text{incl}}$ is calculated in the mass range from 0.04 to 0.12 GeV/c$^2$ by subtracting the background obtained from the mixed-event technique, MBG$^{\text{incl}}$, from the foreground, FG$^{\text{incl}}$. The result is compared to the true number of photon conversions determined from the MC-ancestry information in Fig. [25]. Panel (b) shows that the difference is less than 1% for all $p_T$.
The random background, $\text{MBG}_{\text{corr}}^{ee\gamma}$, can easily be determined in a third event-mixing step, where $e^+$, $e^-$, and $\gamma$ are from three different events. The $\text{MBG}_{\text{comb}}^{ee\gamma}$ is normalized to $(\text{MBG}_{\text{corr}}^{ee\gamma} + \text{MBG}_{\text{uncorr}}^{ee\gamma})$ in the mass range from 0.65 to 1.0 GeV/$c^2$ and subtracted. Figure 27(a) shows the result, $\text{MBG}_{\text{corr}}^{ee\gamma}$, together with the foreground and the other background components.

Last but not least, to account for any possible mismatch between the true background and the one obtained from our multistep event-mixing procedure, the ratio $(\text{FG}^{ee\gamma} - \text{MBG}_{\text{corr}}^{ee\gamma} - \text{MBG}_{\text{uncorr}}^{ee\gamma})/\text{MBG}_{\text{uncorr}}^{ee\gamma}$ is fit with a second-order polynomial, $f_{ee\gamma}$, excluding the $\pi^0$ peak regions. The fit result is shown as a line on Fig. 27(b). This fit is used to correct $\text{MBG}_{\text{uncorr}}^{ee\gamma}$ before subtraction.

The final distribution for $N_{\gamma}^{0\text{-tag}}$ is thus:

$$N_{\gamma}^{0\text{-tag}} = \text{FG}^{ee\gamma} - \text{MBG}_{\text{corr}}^{ee\gamma} - (1 + f_{ee\gamma}) \text{MBG}_{\text{uncorr}}^{ee\gamma} \quad (A2)$$

For each $p_T$ bin $N_{\gamma}^{0\text{-tag}}$ is extracted by counting the number of entries in a window around the $\pi^0$ peak ($0.09 < m_{ee\gamma} < 0.19$) GeV/$c^2$. Figure 28 shows $N_{\gamma}^{0\text{-tag}}$ as function of $p_T$ using the true MC-ancestry information and the event-mixing technique. Overall the agreement is very good, however, the result from the event-mixing technique is on average lower. This mismatch is accounted for in the systematic uncertainties on $R_\gamma$, which is discussed in more detail in the next section.

3. Completing the validation by determining $R_\gamma$

With $N_{\gamma}^{\text{incl}}$ and $N_{\gamma}^{0\text{-tag}}$ established from the pseudodata, the conditional probability $\langle e_\gamma f \rangle$ remains to be determined to calculate $R_\gamma$ and fully validate the background-subtraction procedure. In the same way as for the data, a single $\pi^0$ simulation is embedded into pseudodata events. The $e^+e^-\gamma$ pairs and $e^+e^-\gamma$ combinations are reconstructed and counted as discussed in Sec. 3.1. The extracted $\langle e_\gamma f \rangle$ is shown in Fig. 29 as a function of the conversion photon $p_T$.

With $N_{\gamma}^{\text{incl}}/N_{\gamma}^{0\text{-tag}}$ from the pseudodata and $\langle e_\gamma f \rangle$ from the embedded single $\pi^0$ simulation in hand, $R_\gamma$
Appendix B: Uncertainty propagation with a MC sampling method

The uncertainties on $\gamma_{\text{dir}}$ and any other quantity derived from $\gamma_{\text{dir}}$, such as $T_{\text{eff}}$ or $\alpha$, are determined using a MC-sampling method, which allows taking into account the $p_T$ and centrality dependent correlations of individual sources of systematic uncertainties, as well as the fact that the region $R_\gamma < 1$ is unphysical.

1. Systematic uncertainties

In the MC-sampling method, for each source of uncertainty, $i$, a variation $\delta_i$ of $R_\gamma$ or $\gamma_{\text{hadr}}$ is sampled from a Gaussian distribution centered at zero with a width corresponding to the associated uncertainty, $\sigma_i$. The size of $\delta_i$ depends not only on $\sigma_i$, but also on whether the adjacent bins in $p_T$ and centrality have uncorrelated (Type A) or correlated (Type B/C) uncertainties due to the source $i$. The values of $\sigma_i$ and classification of each source is summarized in Table I.

If source $i$ is classified as uncorrelated, $\delta_i$ is calculated independently for neighboring bins from Gaussian distributions of width $\sigma_i$. For correlated uncertainties of Type C in $p_T$ or centrality, $\delta_i$ is calculated with one common fraction $w$ so that $\delta_i = w \sigma_i$ for all points. The fraction $w$ is determined randomly from a Gaussian distribution of width 1. And finally, for Type B uncertainties, $\delta_i$ is determined separately for the minimum and maximum of the $p_T$ or centrality range using the same procedure as Type C. All intermediate points are varied proportionally to create a smooth transition from the minimum to the maximum of the range. Uncertainties on the input $p_T$ distribution are a special case of Type B uncertainties, as it is known that the systematic uncertainties move simultaneously either up or down. In this case, $\delta_i$ at the minimum and maximum of the range are chosen to have the same sign.

After applying all variations $\delta_i$ to recalculate $R_\gamma$ and $\gamma_{\text{hadr}}$, new values of $\gamma_{\text{dir}}$, $T_{\text{eff}}$, and $\alpha$ are determined. This process is repeated multiple times, taking into account the different sources of uncertainties, to obtain a distributions of $\gamma_{\text{dir}}$, $T_{\text{eff}}$, and $\alpha$. The width of these distribution is quoted as the systematic uncertainty. For individual $\gamma_{\text{dir}}$ points, it is possible that $(\gamma_{\text{dir}} - \sigma)$ is less than 0, that is, unphysical. In such cases, an upper limit of 90% confidence level (CL) is quoted based on the part of the probability distribution in the physical region $f_0^{\text{upper}} / f_0^{+\infty} = 90%$.

2. Statistical uncertainties

The statistical uncertainties on $R_\gamma$ are assumed to have a Gaussian probability distribution and for most cases the statistical uncertainty on $\gamma_{\text{dir}}$ can be calculated with the usual error propagation. However, there are two cases that need to be treated separately:

- $R_\gamma < 1$: In this case $\gamma_{\text{dir}}$ is unphysical, and hence an upper limit at 90% CL is quoted, based on the physical part of the probability distribution $f_0^{\text{upper}} / f_0^{+\infty} = 90%$.

- $R_\gamma - \sigma_{\text{stat}} < 1$: In this case $\gamma_{\text{dir}}$ is in the physical region, but consistent with zero within less than one standard deviation. For these situations the central value is shown, but the uncertainty is given as 90% CL, calculated as above.
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