Perspective of AI system for COVID-19 detection using chest images: a review
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Abstract
Coronavirus Disease 2019 (COVID-19) is an evolving communicable disease caused due to Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) which has led to a global pandemic since December 2019. The virus has its origin from bat and is suspected to have transmitted to humans through zoonotic links. The disease shows dynamic symptoms, nature and reaction to the human body thereby challenging the world of medicine. Moreover, it has tremendous resemblance to viral pneumonia or Community Acquired Pneumonia (CAP). Reverse Transcription Polymerase Chain Reaction (RT-PCR) is performed for detection of COVID-19. Nevertheless, RT-PCR is not completely reliable and sometimes unavailable. Therefore, scientists and researchers have suggested analysis and examination of Computing Tomography (CT) scans and Chest X-Ray (CXR) images to identify the features of COVID-19 in patients having clinical manifestation of the disease, using expert systems deploying learning algorithms such as Machine Learning (ML) and Deep Learning (DL). The paper identifies and reviews various chest image features using the aforementioned imaging modalities for reliable and faster detection of COVID-19 than laboratory processes. The paper also reviews and compares the different aspects of ML and DL using chest images, for detection of COVID-19.
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1 Introduction

The Coronavirus Disease 2019 (COVID-19) has globally emerged as a communicable disease caused by the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). The first case of COVID-19 was recognized on 12th December 2019 in Wuhan, the capital of Hubei Province, China. COVID-19 has been killing thousands and thousands of people and has thrown a challenge to the existence of human society. On 7th of January, 2020 the virus was recognized as a coronavirus based on >95% homology and >70% similarity, with the bat coronavirus, and with the SARS-CoV, respectively [85]. Thus, World Health Organization (WHO) and International Committee on Taxonomy of Viruses (ICTV) has named this virus as SARS-CoV-2 [68] instead of 2019-nCoV [22, 26, 31, 35, 37, 46, 48, 56, 59, 91] based on the comparative study of their genomes. The first lethal case was reported on 11th of January, 2020 [76].

It was initially supposed that the colossal movement of Chinese during the Chinese New Year, may have fueled the widespread of the virus and then extended it towards a global pandemic [76]. The original event outside China was reported on 13th January 2020 in Thailand in a Chinese tourist. The initial human transmission of the virus was discovered in an epidemiologic examination performed on January 20, 2020, when two patients were detected COVID-19 positive in Guangdong Province and had no history of travel [15]. Subsequently, human transmission was reinforced by the reports of COVID-19, in hospital staffs [86]. The initial case in India was observed on 30th of January 2020 [32]. As of 27th of September, 2021 the world has recorded 231,703,120 confirmed cases of COVID-19, including 4,746,620 deaths, and has administered a total of 5,924,819,985 vaccine doses on 26th of September, 2021 [30]. India has recorded 33,678,786 confirmed cases of COVID-19 since January 2020 till 27th of September 2021, with 447,194 deaths, and has administered a total of 818,513,827 vaccine doses on 26th of September 2021 [36]. The recurrent advent and worldwide gauge of transmission, and deaths, and the emerging variants of the virus, have raised a global concern. An effective integrated early warning response system, to raise an opportune warning about these developing and re-emerging pathogens is required, to enable pre-emptive prediction of the disease. Various review works have studied and analysed the nature of the virus, the causes, symptoms, effects and precautionary actions to interrupt the spread of the virus [17, 24, 60, 76, 101].

The laboratory processes undertaken for the prognosis and recognition of COVID-19 such as the Reverse Transcriptase Polymerase Chain Reaction (RT-PCR) consumes a lot of time, sometimes unreliable and is expensive. In lieu of this, many other processes of diagnoses are carried out for faster and reliable detection of COVID-19. The current swab tests are missing up to 30% of diseased people [12].

Hence, doctors have recommended the detection of COVID-19 using medical imaging such as chest Computed Tomography (CT) scans [68] or Chest X-Ray (CXR) images, especially for asymptomatic patients [9, 15, 20] or patients showing SARI symptoms or other pneumonia-like disease, for better prognosis, and for reliable and faster detection of COVID-19 [87]. The role of medical imaging is pivotal in the world of medicine, to view the anatomy of the human body, for early diagnosis, monitoring and treatment of diseases, at all major levels of health care such as respiratory diseases, lung(s) inflammation in COVID-19, etc. to drastically improve patient outcomes. The diagnostic imaging services are essential in assessing, confirming, documenting and decision making, in the course of diseases and effectiveness to treatment, thus providing patients with preventive and comprehensive care. Medical imaging
such as CT scans for COVID-19 detection, can provide 3D imageries of the lungs and various cross-sectional views, for improved precision and accuracy when formulating to function on an area or whole, such as for lung transplantation in severe cases of COVID-19, thus supervising physicians through a subtle internal process. Thus, medical imaging has revolutionized the health care industry and allowed experts and researchers to absorb and analyze more, about the human body. Therefore, irrespective of the geography and location of the diseased patient(s), it is important to establish medical settings, services, and proper training and management in the use of medical imaging equipment, for improved diagnostic imaging services, for efficient and early detection of diseases such as COVID-19 [43, 78, 81]. Besides, medical imaging is less invasive with reduced in-patient procedures, painless, affordable, safe and effective with reduced complications and shorter recovery period. Additionally, with the file-sharing ecosystem and data privacy, patient data is not compromised and in due course the rate of patient exposure to radiations gets decreased due to availability of image datasets in authorized medical premises.

On March 16, 2020, the White House, teamed up with research institutions and technical companies, and called for global Artificial Intelligence (AI) researchers for development of novel techniques for COVID-19 research [6]. The use of AI and chest images will be helpful in detection of significant COVID-19 features such as hazy, patchy, ‘ground glass’ white spots in the lungs. It is found that Ground-Glass Opacities (GGOs) and consolidation with or without vascular enlargement, interlobular septal thickening and air bronchogram are the basic CT features of the disease [24]. In general, Radiologists examine the images/ chest CT scans to categorize the features of COVID-19 and to regulate the severity of the disease, which is however feasible but time consuming, unreliable, inefficient and highly prone to error. With intelligent systems, this process can be automated and intensive analysis and errors can be minimized. Thus, a faster, reliable and intelligent diagnosis and detection system can help experts and scientists in early detection of COVID-19, and thereby minimize the susceptibility of the disease and human-to-human transmission.

In this context, various works have proposed AI based models using Machine Learning and Deep Learning techniques upon high resolution chest CT scan images and chest X-Rays (CXR) images of COVID-19 patients, Community Acquired Pneumonia (CAP) patients and viral pneumonia patients, to improve diagnostic accuracy and minimize contagion. These works have preprocessed, interpreted and analyzed the images for identification of potential features of COVID-19, for feature learning, extraction and severity classification of candidate regions. Various intelligent and computer-assisted systems are proposed for COVID-19 detection using Machine Learning (ML) techniques such as Decision Tree [26], K-Means clustering [1], Support Vector Machine (SVM) [73], Neural Network, etc. Various Deep Learning(DL) techniques and architectures such as Convolutional Neural Network (CNN), Deep Convolutional Neural Network (DCNN), and Deep Neural Network (DNN) architectures such as AlexNet, Visual Geometry Group Network (VGG-16, VGG-19), Inception V3, InceptionResNet V2, Residual Network -ResNet50, ResNet101, Densely Connected Network (DenseNet121), Autoencoder, Restricted Boltzmann Machine (RBM), Long Short-Term Memory (LSTM), Deep Reinforcement Learning (DRL) etc. are proposed for deep feature extraction and image classification, based on supervised and unsupervised approaches. Besides, hybrid models, Transfer Learning (TL) models, comprehensive and ensemble models, dimensionality reduction techniques, data balancing techniques etc. are also proposed to improve diagnostic accuracy.
This paper summarizes and introduces COVID-19 and its causes, clinical manifestations, treatment and diagnosis of COVID-19 using medical imaging, ML and DL models. The manuscript analyzes and compares different methodologies proposed for the early detection of COVID-19 and identifies various associated challenges. The paper reviews COVID-19 related medical imaging techniques, and identifies most common COVID-19 features based on diagnostic accuracy and model sensitivity. Based on the analysis, the paper identifies CT to be more reliable than CXR whereas CXR is more affordable and available than CT. In contrast to previous survey works which reviews various AI techniques for COVID-19 research and application for vaccine development, prediction and forecasting, stressing extremely less on diagnosis and early treatment using advanced techniques such as DL, this paper focuses on finding advanced solutions for early diagnosis and detection of COVID-19 based on the identification of significant and common features of COVID-19 using medical imaging, irrespective of age. The main contributions of the manuscript are:

1. To summarize the current state of COVID-19 and its variants worldwide, statistics of influence, choice of imaging modality, medical imaging and advancements in AI for early detection of COVID-19
2. To compare, identify and analyze the differences in usage of laboratory techniques such as RT-PCR, and medical imaging, and the significant reason for adoption, based on preferences and circumstances
3. To compare, identify and analyze the differences and the best in usage and performance, of imaging modalities such as CT and CXR for medical imaging of the lungs, consequent advantages and disadvantages in detection of COVID-19, and recognition of dissimilar as well as common and vital COVID-19 features, to prevent misclassification of lesions
4. To study and analyze the latest technical advancements made in detection of COVID-19 using AI such as DL techniques, hybrid mechanisms, ensemble techniques, attention mechanism etc. and identify loopholes and propose feasible solutions, on grounds of space and time complexity, model training and performance

This paper is sectionalized in various sections, sub-sections and sub-sub sections. Section 1 itself gives a precise introduction on COVID-19, its inception, laboratory processes, computer-assisted diagnostic models, and medical imaging, and highlights the main contributions of the manuscript. Subsection 1.1 gives an introduction to COVID-19 and SARS-CoV-2. Subsection 1.2 states the clinical manifestations of COVID-19. Subsection 1.3 introduces various treatment adopted for detection of COVID-19. Section 2 introduces diagnosis of COVID-19 based on image features using imaging techniques such as CT and CXR, and analyzes those images to identify common as well as distinct COVID-19 features. It differentiates the two modalities to compare and identify the best medical imaging technique which can be adopted for the detection of COVID-19 using an AI-based computer-assisted intelligent system. It also highlights the importance of laboratory processes such as RT-PCR necessary for the confirmation of the disease. Section 2.1 introduces and analyzes different features of COVID-19 based on different imaging modality, and establishes the significance and choice/preference of the modality over each other based on specified situations, in different subsections. Section 2.2 introduces the significance, prevalence, and requirement for introduction and adoption of AI and advanced techniques in early detection of COVID-19. It introduces the importance of acquiring balanced image dataset for enhanced and improved ML models, hybrid models, DL models, Transfer Learning (TL) models, comprehensive evaluation models and ensemble
models, proposed for the design and implementation of intelligent systems for COVID-19 detection, and compare them on the basis of performance. Section 3 identifies various challenges in diagnosis of COVID-19 using images and AI based learning models. Section 4 discusses the influence of related works in detection of COVID-19 to identify and improve the gaps so as to accelerate the performance and detection process, and analyze the importance of state-of-the-art techniques. The paper concludes on a firm note of employing DL techniques for large case studies over ML techniques, and highlights the importance of feature concatenation, deeper networks, and ensemble learning for deep image feature extraction and classification to achieve remarkable diagnostic performances using intelligent systems, for detection of COVID-19 at the earliest. The flowchart below depicts the direction and orientation of the manuscript.

1.1 COVID-19 and SARS-CoV-2

Coronaviruses are a gigantic family of viruses which can cause disease in animals and humans. Apart from SARS and MERS, the third instance of coronavirus affecting human through zoonotic transmission is the most recently discovered SARS-CoV-2 which has caused COVID-19 [44, 62]. The SARS-CoV-2 [76, 85] [33, 49, 55, 84] is a ß CoV of group 2B of the family of Coronaviridae [17] with 70% similarity in genetic sequence to SARS-CoV and > 95% homology with the bat coronavirus. Coronaviruses are enveloped positive sense Ribonucleic Acid (RNA) viruses in the range of 60 nm to 140 nm in diameter with prickle like projections on its exterior and a crown like appearance under the electron microscope [76]. The Basic Case Reproduction (BCR) rate of the SARS-CoV-2 virus, according to various modelling studies, has a range of 2 to 6.47 [76]. Today, this has an estimated median value of 5.8 within the CI range (4.7–7.3) in the USA and between 3.6–6.1 in European countries [42]. In India, BCR was 3.2 which started declining after the month of march,2020 to 1.3 and then to 1.09 and below in September 2020 [66]. At the onset of second wave, the value has started to increase again and today it has reached approximately to 1.37 [33, 57]. There is a alteration of five nucleotides between SARS and SARS-CoV-2 [68]. The variations at the level of spikes on receptor binding ligands [23, 33, 55, 85] is accountable for zoonotic spillover and crossing of the species barrier [2, 22, 24, 40, 51, 52, 56, 58, 68, 69, 76, 85, 92, 100]. The microscopic images of the structure of the SARS-CoV-2 approves the transformation in spike glycoprotein of SARS-CoV-2 [68]. Besides, there is about 89% resemblance with the genomic sequence of bat-SL-CoVZC45 and bat-SL-CoVZXC21, as consumption of game animals is traditionally acceptable in China, which may have also exemplified the existence of a bridging host to the spread of the virus from bats to human beings [8]. In the recent waves of COVID-19, SARS-CoV-2 has exhibited dynamic [71, 82] behaviour in the form of variants, which has caused more drastic effect.

1.2 Pathogenesis and clinical manifestations

The preliminary symptoms [24] at the onset of illness for the identification of COVID-19 are shortness of breath, loss of smell, loss of taste, fever (99%), fatigue (70%), dry cough (60%), myalgia (44%), chest pain, bluish skin, pharyngeal pain, abdominal pain, anorexia and dyspnoea. Majority of the cases have reported symptoms such as development to viral pneumonia, numerous organ failure, cytokine storm, liver damage, aches and pains, nasal congestion and conjunctivitis [76, 95, 99]. The most common complications of COVID-19 are arrhythmias, acute cardiac injury, shock, acute respiratory distress syndrome, and acute kidney
injury [26, 31, 35]. Cytokine storm syndrome is related with widespread inflammation in response to SARS-CoV-2 infection, and is the principal reason of death of COVID-19 patients [18, 24, 35, 54]. SARS-CoV-2 infection in pregnant women may not cause intrauterine transmission but vertical transmission to neonates is probable [24, 70, 72, 88]. Amongst the laboratory identified abnormalities in chest/thorax of COVID-19 patients are bilateral patchy shadows [18] and Ground-Glass Opacities (GGO). Lung abnormalities such as desquamation of pneumocytes, hyaline membrane formation, bilateral diffused alveolar damage and presence of cellular fibromyxoid exudates [35] may indicate COVID-19 in patients.

1.3 Treatment of COVID-19

COVID-19 is contagious in nature. Today, we have various vaccines [61] and treatments [83] for the disease. However, there are numerous constant medical trials still assessing possible treatments for COVID-19 with emerging variants of SARS-CoV-2 [71, 82]. The treatment of COVID-19 diagnosed patients are carried out through proper maintenance of hygiene, body hydration and nutrition, and monitoring of oxygen levels, fever and cough [76]. The patients with severe symptoms and hypoxic patients are treated with oxygen through nasal prongs, face mask, High Flow Nasal Cannula (HFNC) oxygen therapy or non-invasive ventilation, intravenous methylprednisolone and intravenous adrenaline [68]. COVID-19 is a medical emergency which requires a reliable and intelligent diagnosis system for early detection using chest images, as manual analysis and examination of patients is feasible but time consuming. Thus, to identify features and patterns of COVID-19 prior to its formation and avoid severe impacts on lungs and other organs of the body, severity classification is necessary beforehand which can only be done using a smart, automated and intelligent system relying on medical images of the thorax and lungs.

2 Diagnosis of COVID-19

COVID-19 is commonly detected through molecular swab tests such as real-time Reverse Transcription Polymerase Chain Reaction (RT-PCR) [68]. The clinical sample constitutes nasopharyngeal swab or expectorated sputum, endotracheal aspirates and bronchoalveolar lavage fluid [76] or oropharyngeal swabs collected using Dacron swabs, to detect the coronavirus’s genome. The clinical samples are ensured with safety storage measurements to avoid contamination, minimize risks and ensure accuracy of diagnosis [44]. Additionally, and alternatively, medical imaging such as Computed Tomography (CT) scans and chest X-Ray (CXR) images are employed for the early detection of COVID-19 [13, 16, 21, 25, 93, 96, 97] to improve reliability and efficiency of outcomes. Besides, RT-PCR used for the diagnosis of COVID-19 has limitations such as lengthy turnaround times and variations in sensitivities. Thus, medical imaging can be useful for identification of distinctive features of COVID-19 in patients and for corresponding severity classification of the disease.

2.1 Features of COVID-19

Using CT scans and CXR images, various features are identified and taken into account for the detection of COVID-19. CT scan image features such as GGO,
consolidation, number of lobes affected, pulmonary nodules, pleural effusion, occurrence of thoracic lymphadenopathy, airways abnormalities, axial distribution of disease, emphysema or fibrosis, lung cavitation, linear opacities, rounded morphology, ‘reverse halo’ sign, ‘crazy-paving’ pattern, reticulation/thickened interlobular septa, mixed pattern and honeycomb pattern, lesion distribution, peripheral distribution, vascular thickening, right or bilateral lungs and intrathoracic caviation, subsegmental vessel enlargement, pleural and pericardial effusion, bilateral pneumonia, bilateral pulmonary consolidation, lesional pulmonary opacities, parenchymal ground-glass, peripheral lung distribution, striking peripheral distribution, posterior or lower lobe involvement predilection -[1, 3, 5, 10, 11, 13, 14, 34, 53, 80, 89, 90, 93, 94, 98, 102] etc. In an asymptomatic case, patient has been identified with chest CT abnormalities resembling viral pneumonia, patchy bilateral GGO with peribronchial and peripheral/subpleural distribution, severe pneumonia, and acute respiratory distress syndrome [60].

2.1.1 Analysis of COVID-19 features using CT and CXR images

COVID-19 is a novel disease and identification of prominent features using medical imaging is important as well as challenging. The process of accurate image-based diagnosis of an ailment depends completely upon chest image data acquisition, analysis and interpretation. Image processing plays a vital role in preprocessing the high-dimensional image data through denoising, illumination correction, focus correction, image filtering, contrast enhancement, restoration, segmentation, thresholding, edge detection, region processing, point processing, math and statistical processing and color space conversions, etc. for better identification and extraction of local and global features. The following figures illustrate the different features present in CXR and CT scan images, obtained from analysis performed in earlier works. Figure 1 depicts normal chest X-Rays [29]. Figure 2 depicts CXR images of COVID-19 viral infection [89].

a. Based on significance of chest CT features over RT-PCR The diagnosis process of COVID-19 using CT scans are described to be less precise than RT-PCR but it is estimated to have a high sensitivity in detecting COVID-19 and hence, it can play a fundamental role in the disease diagnosis/treatment [35]. Zu et al. [101] have investigated, reviewed and identified...
CT patterns for detection of COVID-19, such as posterior or lower lobe involvement predilection, peripherally distributed multifocal GGOs with patchy consolidations etc.

Fig. 1  Example normal chest X-Rays [29]

Fig. 2  CXR images of COVID-19 infection [89]
Bernheim et al. [13] have characterized chest CT findings in 121 confirmed COVID-19 diseased patients in China, in association to the time amid symptom commencement and the original CT scan. This study has recognized features such as Ground-Glass Opacities (GGO), consolidation, number of lobes affected, degree of involvement of each lung lobe, pulmonary nodules, pleural effusion, presence of thoracic lymphadenopathy, airways abnormalities, axial distribution of disease, lung disease such as emphysema or fibrosis, lung cavitiation, linear opacities, rounded morphology, ‘reverse halo’ sign, ‘crazy-paving’ pattern and intralesional cavitiation.

Ai et al. [3] have examined the diagnostic value and uniformity of chest CT in contrast to RT-PCR assay, on 1014 patients from Wuhan, China. This work has analyzed various features such as GGO, consolidation, nodules and lesion distribution in left, right or bilateral lungs, reticulation/thickened interlobular septa, etc. from the CT scans. The study has found 97% of cases have confirmed positive findings with chest CT, compared to RT-PCR with a positive rate of 59%. The study has reported errors encountered in RT-PCR due to sampling operations, specimens’ source, sampling timing and performance of detection kits. This work has reported CT images to be more efficient than RT-PCR.

Caruso et al. [14] have studied the chest CT features of 158 patients in Rome and Italy, and have compared the results with RT-PCR. The patients of COVID-19 pneumonia have shown continuous existence of peripheral GGO accompanying multilobe and posterior involvement, subsegmental vessel enlargement, bilateral distribution etc. The CT scans of 89% of COVID-19 pneumonia patients have reflected a common subsegmental vascular enlargement in areas of lung opacity having unclear etiology. This work has also identified various other CT features such as consolidation, cavitation, air bronchogram, interlobular septal thickening, pleural and pericardial effusion, pulmonary nodules, halo sign, bronchial wall thickening, perilesional vessel diameter, lymphadenopathy, bronchiectasis, using a significantly small dataset.

b. Based on significance of CT over CXR and vice versa It is often not recommended to use CT scans as a first-line test without confirmed RT-PCR positive results and COVID-19 symptoms, out of concern for consequential health hazards. On the other hand, CXR is considered to have high sensitivity for significant clinical findings, less expensive than CT and hence are highly used for practice, in addition to its easy availability [46]. However, portable CXRs may incur a cost on radiological proficiency, often deficient in regions with inadequate resources. Therefore, computerized decision-making tools can be of value in making the diagnosis process feasible, for quantifying disease progression [35]. Qian et al. [63] have surveyed an early casualty caused by severe pneumonia and severe acute respiratory syndrome (SARS) disease in a 44-year-old Huanan Seafood Market worker. The Chest CT of the worker has shown features such as patchy bilateral GGO with peribronchial and peripheral/subpleural distribution. He was clinically diagnosed based on CXR images and was suspected as a case of COVID-19 infection. This study has recommended chest CT scan as an important diagnostic tool for confirmation of COVID-19 when real-time RT-PCR is unavailable or when CXR results are not promising. Another patient case visualization, has shown focal opacities and larger diffuse opacities using CXR images on feature identification of COVID-19 [69]. A transverse CT scan of a 68-year-old man with COVID-19 has shown ‘reversed halo’ sign in left lower lobe of the chest [50]. In another transverse CT scan of a 77-year-old woman with COVID-19 has
shown multiple GGO and consolidation, with thickened intralobular and interlobular septum, air trapping and air bronchogram sign [50]. A minimum-intensity-projection CT image of a 66-year-old man with COVID-19 has shown strip like lesions and bronchus deformation due to fibrosis [50].

Table 1 gives an overview of earlier works on COVID-19 using RT-PCR and radiological images. It identifies and compares the most common features of COVID-19 along with the less likely features. It is observed that features such as GGO, consolidation, affected number & degree of lobes, interlobular septal thickening, pleural effusion (1:4), thoracic lymphadenopathy (1:2), posterior part or lower lobe involvement predilection, cavitation, opacities, lesion distribution, pulmonary nodules and vascular thickening are the most common features in CT imaging. In CXR and CT, GGO [13, 28] and pleural effusion are the common features of COVID-19. The fact that pleural effusion and thoracic lymphadenopathy, being less likely feature of COVID-19 is not justified as the ratio of being a less likely feature to that of being a more likely feature is 1:4 and 1:2 respectively, based on the study and analysis performed. Therefore, it can be established that pleural effusion identified using CT and CXR, and thoracic lymphadenopathy identified using only CT, are also amongst the most common imaging features of COVID-19. Based on the observations of CT scan images and CXR images for identification of COVID-19 features, CT images can quickly and efficiently detect the disease in comparison to CXR images.

Fig. 3 depicts a comparison of CXR (image A) and CT thorax coronal image (image B). The GGO in the right lower lobe periphery on the CT (red arrows) are not visible on the CXR, taken an hour apart from the first study [60].

c. Based on COVID-19 pneumonia, non-COVID-19 pneumonia and asymptomatic features Bai et al. [10] have reported a total of 424 patients which includes 205 non-COVID-19 pneumonia patients from the U.S. and 219 COVID-19 patients from China, using RT-PCR and abnormal chest CT findings. The study has compared the two cases and identified COVID-19 pneumonia features such as fine reticular opacity, GGO, peripheral distribution, and vascular thickening, and less likely features such as central and peripheral distribution, lymphadenopathy and pleural effusion. The study has certain limitations such as small cohort size and selection biasness. Another study using transverse-section of CT images has compared COVID-19, Influenza-A viral pneumonia and ‘no pneumonia’ manifestations [94]. Another study has confirmed COVID-19 manifestations such as consolidation in the left lower lobe apical segment, in a 10-year-old asymptomatic child [60]. Wang et al. [87] have performed a study on 366 CT findings from 90 COVID-19 pneumonia patients and have assessed the presence of features such as GGO, consolidation, reticular pattern, mixed pattern, honeycomb pattern, pleura effusion, pneumothorax and mediastinal emphysema. The study has identified 94% of patients, who are discharged had insignificant to considerable residual lung aberrations (GGO). This work has highlighted the fact that patients can still have milder lung abnormalities while imaging and can show symptoms even after clinical recovery from COVID-19.

2.2 Machine learning (ML) in COVID-19 detection using chest images

The large-scale data of COVID-19 patients can be combined and analysed by cutting-edge ML algorithms to advance diagnostic rapidity and accuracy, for the development of effective
| Paper          | Images                                      | Features                                                                                       | Result                                      | Inference        |
|---------------|---------------------------------------------|-------------------------------------------------------------------------------------------------|---------------------------------------------|------------------|
| Ng et al.     | CT and Chest X-Ray (CXR) images from 21 cases | Patchy bilateral GGO with peribronchial and peribronchial/subpleural distribution              | CXR lack sensitivity than CT                | Asymptomatic     |
| Zu et al.     | CT                                          | Peripherally distributed multifocal GGOs with patchy consolidations and posterior part or lower lobe involvement predilection | CT outperforms RT-PCR                       |                  |
| Wang et al.   | 366 chest CT images from 90 patients         | GGO, consolidation, reticular pattern, mixed pattern, honeycomb pattern, pleural effusion, pneumothorax and mediastinal effusion | CT sensitivities increases from 84% to 99%  |                  |
| Bernheim et al. | 121 Chest CT images                          | GGO, consolidation, affected number & degree of lobes, pulmonary nodules, pleural effusion, thoracic lymphadenopathy, airways abnormalities, axial distribution, emphysema or fibrosis, lung cavitiation, linear opacities, rounded morphology, ‘reverse halo’ sign, ‘crazy-paving’ pattern and intralesional cavitiation. | CT sensitivity 97%                           |                  |
| Ai et al.     | chest CT images of 1014 patients             | GGO, consolidation, reticulation/thickened interlobular septa, nodules and lesion distribution in left, right or bilateral lungs | RT-PCR CI of 95%, sensitivity 97%          |                  |
| Bai et al.    | Chest CT images of 424 patients              | Peripheral distribution, GGO, fine reticular opacity, and vascular thickening Less likely features: central distribution, pleural effusion, lymphadenopathy | High specificity but moderate sensitivity Small cohort size, biased. |                  |
| Caruso et al. | Chest CT images of 158 patients             | GGO, consolidation, multilobe involvement, bilateral distribution, pulmonary nodules, interlobular septal thickening, air bronchogram, halo sign, cavitation, bronchial wall thickening, bronchiectasis, perilesional vessel diameter, lymphadenopathy, pleural and pericardial effusion. | Sensitivity 97%                              |                  |

**Table 1** Detection of COVID-19 using CT scans and CXR images to identify common features
therapeutic approaches, for potential identification of vulnerable people based on modified genetic and physiological characteristics. Fortunately, advanced ML techniques have found application in classification of COVID-19 genomes, discovering potential drug candidates against COVID-19, survival prediction, CRISPR-based COVID-19 detection assay, etc. [6]. Above all, ML techniques and advancements have made tremendous progress in medical imaging which has found a huge platform for application in detection of COVID-19 at an early stage with supportive RT-PCR results. ML advancements and applications have showcased state-of-the-art results in detection accuracy of COVID-19 and with newer architectures proposed in recent works done. Some of these recently proposed models are discussed below:

2.2.1 Using ML models

Various intelligent and computer-assisted systems are proposed for COVID-19 detection using ML techniques such as Decision Tree [26], K-Means clustering [50], SVM, Neural Network, etc. Elaziz et al. [27] have proposed a ML method for detection of COVID-19 using two CXR image-based dataset which consists of 216 COVID-19 positive images and 1675 COVID-19 negative images, and 219 COVID-19 positive images and 1341 COVID-19 negative images, respectively. The model has extracted the features using Fractional Multichannel Exponent Moments (FrMEMs), and has used a multi-core computational framework to accelerate large-dataset computational process. It has proposed a differential evolution based improved Manta-Ray Foraging Optimization method for selection of significant features, and KNN classifier for classification. The model has achieved accuracy of 96.09% and 98.09%, upon the respective datasets. The proposed approach is compared with the performance of MobileNet upon the same datasets, and has achieved comparatively better classification performance. Lalmuanawma et al. [45] have proposed a study on applications of ML and AI in the detection of COVID-19 for developmental studies and methodologies such as clinical decision support systems, diagnosis and treatment, contact tracing, and prediction and forecasting. The study has identified various learning paradigms such as SVMs, Deep Learning Neural Networks (DLNNs), regression, eXtreme Gradient Boosting machines (XGBoost), DL LSTM network, ensemble techniques, Random Forest algorithm etc. for diagnosis, prediction and forecasting of COVID-19. Block diagram 1 depicts the ML framework which clearly states that ML techniques are manual processes in each stage and has higher model training time. Since,
traditional ML techniques are incompetent against real-time, large, complex, and high-dimensional data such as images, and lacks domain awareness and data representation, makes ML models computationally intensive and inflexible in performance. Therefore, DL models are proposed to overcome the limitations of ML models.

2.3 Deep learning (DL) models for detection of COVID-19

Manual process of analysis and detection of COVID-19 increases the spread and susceptibility of the disease. Therefore, fast growth of computerized diagnostic systems can contribute to augmented diagnostic accuracy and speed as well as shield health care workers and others by
declining their interactions with COVID-19 patients [6]. Various DL techniques and architectures such as Convolutional Neural Network (CNN), Deep Convolutional Neural Network (DCNN), and Deep Neural Network (DNN) architectures such as AlexNet, Visual Geometry Group Network (VGG-16, VGG-19), Inception V3, InceptionResNetV2, Residual Network - ResNet50, ResNet101, Densely Connected Network (DenseNet121), Autoencoder, Long Short-Term Memory (LSTM), Restricted Boltzmann Machine (RBM), Deep Reinforcement Learning (DRL) etc. are proposed for deep feature extraction and image classification, based on supervised and unsupervised approaches [4]. CNN-based structures are modelled and designed using multiple layers, pooling techniques, activation functions, dimensionality reduction techniques etc. for feature description, feature representation and parameter optimization. Therefore, intelligent systems can be designed on the basis of image processing and learning techniques for efficient feature extraction and classification, using small as well as large datasets, for the detection of COVID-19.

2.3.1 Using DL models

Jadhav et al. [37] have proposed an explainable DL platform using comprehensive data visualization techniques to incorporate a pipeline system for automatic lung and lesion segmentation using a pre-trained U-Net, to identify subtle lesions, ResNet18 based feature extraction, and multiple instance learning based classification, for the diagnosis and detection of COVID-19.

Lee et al. [47] have proposed an explainable DL model using fine-tuned VGG-16 and VGG-19 upon CXR images extracted from NIH CXR dataset and 1821 images extracted from RSNA Pneumonia Detection Challenge dataset, for detection of COVID-19 to establish a comparative evaluation and perform image classification. The model has used CLAHE for preprocessing followed by resizing, and visualization of the data using Gradient-weighted Class Activation Mapping (Grad-CAM). The model has compared the 6 fine-tuned sub-blocks of each of VGG-16 and VGG-19, in which block 2 of VGG-16 (VGG16-FT2) model has achieved comparatively maximum performance in COVID-19 classification with an accuracy of 95.9% and AUC of 0.950.

Rahimzadeh et al. [64] have proposed a feature concatenation method using Xception and ResNet50V2, for detection of COVID-19 using balanced datasets of pneumonia and normal cases, using 3783 CXR images. The proposed concatenated feature extraction network has performed better in detecting COVID-19 eliminating false cases, and outputs an overall better accuracy.

Dansana et al. [23] have proposed a CNN method for evaluation of a total of 360 CXR and CT scan images, and has evaluated the performances of VGG-19, Inception V2 and decision tree model, for detection of COVID-19. The fine-tuned VGG-19, Inception V2, and decision tree model employed have achieved a validation accuracy of 91%, 78% and 60%, respectively, upon the preprocessed image data and their corresponding vectorized feature maps.

Rajaraman et al. [65] have proposed an approach to train CNN-based algorithms to detect COVID-19 infections using weakly- labelled and augmented CXR images obtained from widely available databases namely Pediatric CXR dataset, Montreal COVID-19 CXR dataset, CheXpert CXR dataset, RSNA CXR dataset, Twitter COVID-19 CXR dataset, and NIH CXR-14 dataset. The model has used a discriminative training data augmentation strategy to expand the feature space and assess the performance of the randomly initialized Wide Residual CNN (WRCNN) for classification. The model has used preprocessing, Gradient-weighted Class
Activation Maps (Grad-CAM) and U-Net for lung ROI visualization and segmentation, respectively. It has also evaluated pretrained and fine-tuned CNN models viz. VGG-16, Inception-V3, Xception, DenseNet-121 and NasNet-Mobile. On comparison, the proposed WRCNN has achieved an accuracy of 89.74% whereas VGG-16 has achieved an accuracy of 93.08%, and NasNet-Mobile has achieved the highest sensitivity of 97.53%, while classifying the Pediatric CXR dataset.

Shah et al. [74] have proposed a modified DL CNN named CTnet-10 for diagnosis of COVID-19 using 739 CT scan images and has achieved an accuracy of 82.1%. The model has comprehensively evaluated various other DL models such as DenseNet-169, InceptionV3, ResNet-50, VGG-16 and VGG-19. The model has used image augmentation and fine-tuning techniques, and has achieved a comparatively higher accuracy of 94.52% for VGG-19. The proposed model has achieved a lower execution time of 0.01233 s compared to VGG-19, InceptionV3 and DenseNet-169.

Tan et al. [79] have proposed a DL algorithm for diagnosis of COVID-19 based on super-resolution reconstructed images of 470 original chest CT images, and VGG-16 based image classification. The model has emphasized on improving the image data quality using pretrained Super Resolution Generative Adversarial Network (SRGAN) to enhance VGG-16 classification accuracy. The model has achieved an accuracy of 97.9% and sensitivity of 99%.

Shan et al. [75] have proposed to develop a DL-based 3-D CNN called VB-Net/combination of V-Net [94] for segmentation and quantification of infected regions from chest CT scans of 549 COVID-19 patients.

Wang et al. [89] have proposed COVID-Net, a Deep Convolutional Neural Network (DCNN) for the recognition of COVID-19 cases from 13,800 CXR images across 13,725 patient cases obtained from COVIDx dataset. The proposed, pretrained COVID-Net on ImageNet dataset, has used generative synthesis, and has achieved a Positive Predictive Value (PPV) of 96.4%.

Zhang et al. [98] have proposed to develop a ResNet18-based classification and an anomaly detection model for screening of COVID-19, using 1531 X-Ray images. The methodology has used Gradient-weighted Class Activation Mapping (Grad-CAM) method, to make predictions. The experimental results have shown that the developed model can distinguish COVID-19 cases with a sensitivity of 96%.

Li et al. [53] have proposed a COVID-19 detection neural network (COVNet) using ResNet50, which uses 4536 chest CT images and accurately detects and differentiates COVID-19, from Community Acquired Pneumonia (CAP) and other lung diseases. The model has performed U-Net based segmentation upon preprocessed CT scan for extraction of features. The methodology has obtained a sensitivity of 90% for the detection of COVID-19, and a sensitivity of 87% for the detection of CAP.

Xu et al. [94] have proposed a DL model to distinguish COVID-19 pneumonia from Influenza-A viral pneumonia and healthy cases, with a total of 618 pulmonary CT images, each. The methodology has used a Fully Convolutional Neural Network (FCNN) for volumetric medical image segmentation and classification. The model has identified features such as ground-glass appearance, striking peripheral distribution for the detection of COVID-19. The methodology has also used a classical ResNet-18 for image feature extraction and two 3-D Convolutional Neural Network (CNN) for classification. The model has achieved an overall accuracy of 86.7%.

Block Diagram 2 depicts a DL framework for detection of COVID-19 which takes the input image dataset and gives the output. The DL model is a complete black-box and all the...
operations such as preprocessing, feature extraction, classification, generalization on unseen data, fitting upon data, reducing dimensions of features for compact and simple representation, generation of feature vectors and probability maps, etc. are carried out transparently. Here, image processing and data augmentation phases can be introduced prior to DL for accelerating the performance of the model. The data can be visualized using data visualization techniques such as heatmaps and gradient mapping, to improve the explanation ability of the model. Such models have higher training time but produces efficient and reliable outcomes, when properly parameterized and tuned.

2.3.2 Using transfer learning (TL) models

Various pre-trained DL models also known as TL techniques have found application for early detection of COVID-19, using smaller datasets to minimize and handle dataset imbalance, and to overcome intensive training of DL architectures using larger datasets, for boosting the classification performance.

Narin et al. [59] have proposed a TL model for detection of COVID-19 using a pre-trained Deep Convolution Neural Network (DCNN) upon 100 CXR images. The study has employed ResNet50, InceptionV3 and Inception-ResNetV2 pre-trained models. The ResNet50 model has achieved the highest classification performance with 98% accuracy compared to InceptionV3 with an accuracy of 97% and Inception-ResNetV2 with an accuracy of 87%.

Jaiswal et al. [39] have proposed DenseNet201 based Deep Transfer Learning (DTL) model for detection of COVID-19 using chest CT images and extracts features using its individual learned weights on the ImageNet dataset, for efficient training and feature reuse. The proposed model is compared with VGG16, ResNet152V2, and Inception-ResNetV2, upon 2492 CT scans. The proposed DTL with DenseNet201 has achieved an AUC of 0.97.

Aslan et al. [7] have proposed an AlexNet (mAlexNet) based two DL pretrained architectures for automated detection of COVID-19 using 2905 CT images and performs ANN based lung segmentation trained using Levenberg–Marquardt backpropagation method upon 50 images. The model has proposed the latter from the two DL models as a hybrid ML-DL model containing two consecutive Bidirectional Long Short-Term Memories (BiLSTM1,
BiLSTM2). The proposed model has achieved accuracy rates of 98.14% and 98.70% for mAlexNet and mAlexNet+BiLSTM, respectively.

Jain et al. [38] have proposed a two-stage modified pretrained TL model using ResNet50 and ResNet101, upon an augmented set of 1832 CXR images for the detection of COVID-19. The model performs resizing followed by preprocessing and augmentation of the original images, for deep feature extraction and classification. The model has achieved classification accuracy of 93.01% on test dataset using ResNet50, and a classification accuracy of 97.78% on test dataset using ResNet101.

Sitaula et al. [77] have proposed an attention-based end-to-end pretrained TL VGG-16 model and VGG-19 model, to obtain the spatial relationship between the ROIs in CXR images and perform fine-tuning in the classification process, for detection of COVID-19. The model has used 3255 CXR images of different categories such as Covid, Normal, No findings, Pneumonia Bacteria, and Pneumonia Viral. The model results are compared with Inception-ResNetV2 and has achieved comparatively better performance with an accuracy of 87.49% for VGG-16 and an accuracy of 85% for VGG-19.

Wang et al. [90] have proposed a TL based Inception model and Decision tree-based ensemble to detect COVID-19 on radiographical changes in CT images. The methodology has used a total of 453 CT images of COVID-19 cases along with formerly identified viral pneumonia. The proposed model has achieved a sensitivity of 87.1%.

Block Diagram 3 depicts a pretrained TL framework for detection of COVID-19, to overcome data scarcity, computational constraints, larger parameters and larger training time of DL models. Such models can be used in lieu of DL models and need not require additional model building and training.

Block Diagram 3  TL framework for COVID-19 detection
2.3.3 Using hybrid CNN-ML models

Sethy et al. [73] have proposed a DL-based CNN methodology and SVM-based classification for detection of coronavirus infected patient using CXR images available in the repository of GitHub, Kaggle and Open-i. The methodology has extracted deep features using 11 CNN-based DL architectures such as AlexNet, Visual Geometry Group Network −16 (VGG16), InceptionV3, InceptionResNetV2, ResNet50, GoogleNet, ResNet18, ResNet101, VGG19, DenseNet201 and Xception. The model has achieved higher accuracy using ResNet50 and SVM in comparison to other classification models.

Abbas et al. [1] have proposed a transfer learning model named DeTraC-ResNet18 based on their previous CNN model called Decompose, Transfer, and Compose (DeTraC), using pretrained ResNet18 for the detection of COVID-19 upon 80 CXR images, 105 samples of COVID-19 and 11 samples of SARS. The model has used pre-trained AlexNet for deep feature extraction along with Principal Component Analysis (PCA), and K-Means clustering based class decomposition task. The DeTraC-ResNet18 model has detected COVID-19 with an accuracy of 95.12%, whereas ResNet18 has achieved an accuracy of 92.5%.

Block diagram 4 depicts hybrid CNN-ML framework for detection of COVID-19. The phase of image processing is optional while using CNN. A hybrid model can employ ML classifier(s) as learning algorithm(s), thereby substituting fully connected dense classifiers, to reduce large number of training parameters.

2.3.4 Comprehensive models for COVID-19 detection

Kamal et al. [41] have proposed a TL model for recognition of COVID-19 using 760 CXR images and increased trainable parameters. The model has comprehensively evaluated CNNs such as VGG-19, InceptionV3, ResNet50, ResNet50V2, MobileNet, MobileNetV2, DenseNet121 and NasNetMobile. The finetuned DenseNet121 model performs better and has achieved 98.69% test accuracy and highest macro f1-score of 0.99, on CXR-B dataset.

Horry et al. [34] have proposed a DL based pretrained TL VGG-19 model using CXR, Ultrasound, and CT scan images upon comparison with VGG-16, Xception, InceptionResNet, VGG19, MobileNet, MobileNetV2, DenseNet121 and NasNetMobile.
Inception V3, NasNetLarge, DenseNet121 and ResNet50V2, for detection of COVID-19. The model concludes that ultrasound images provide superior detection accuracy compared to CXR and CT scans with a sensitivity of 100%, 86% and 83%, respectively. The model has used sampling, N-CLAHE and data augmentation for preprocessing. Besides, the model suffers from overfitting during the initial epochs of training while using the DL models except for VGG.

Ardakani et al. [5] have comprehensively evaluated pre-trained CNNs to detect COVID-19 such as ResNet-101, AlexNet, ResNet-18, MobileNet-V2, VGG-16, ResNet-50, SqueezeNet, VGG-19, GoogleNet, and Xception upon 1020 preprocessed CT images, of which two best-performing CNNs, ResNet-101 has achieved sensitivity of 100% and accuracy of 99.51% whereas Xception has achieved sensitivity of 98.04% and accuracy of 99.02%, compared to the radiologists’ sensitivity of 89.21% and accuracy of 86.27%.

Block Diagram 5 depicts a comprehensive model for evaluation and comparison of various DL or TL models upon a single dataset or upon various folds of dataset, and has analyzed the best performance of the model. However, such a model is time-consuming initially and requires proper tuning and modification, for each individual network.

2.3.5 Ensemble model for COVID-19 detection

An ensemble-based model is a group of weak as well as strong feature extractors or classifiers, which can be used to obtain multiple and new predictions, and perspectives to consider, analyze and interpret, the final average outcome. An ensemble model considers all pros and cons of a detection methodology, and identifies different perspectives to obtain and understand unknown predictions such that generalization is easy and overfitting of the model is comparatively less. It helps in eradication of misclassification and gives better and enhanced results. The motif of such a method is to boost the performance of the model through consideration
and prediction of previously unseen behaviours, thereby overcoming the drawbacks of a single-classifier based classification system. It helps in exhaustive feature extraction and/or classification thereby enhancing domain knowledge of the model. It also helps in elimination of highly-parameterized dense classifiers and gives promising predictions, correct and better error rate, low bias, low variance and low generalization error. The main idea is to incorporate such ensemble DL techniques for exhaustive feature extraction and classification, to output efficient results for early detection of COVID-19.

Chowdhury et al. [19] have proposed a TL based ensemble of DCNNs based on EfficientNet named ECOVNet, to detect COVID-19 using a large CXR image dataset. The proposed model has compared and highlighted the importance and advantages of using data augmentation and an ensemble model for better prediction, low error rate and lower generalization error to that of a single model. The proposed model ECOVNet has achieved the highest accuracy of 96.26% with EfficientNet-B5 and data augmentation, and an accuracy of 94.68% with EfficientNet-B5 and without data augmentation.

Block diagram 6 depicts three different ensemble learning frameworks for detection of COVID-19. Block diagram 6(a) depicts a ML/CNN ensemble framework for feature concatenation, and predictions, using handcrafted ML algorithms or using DL CNN architectures for deep feature extraction and selection. The final predicted features may be given as input to a ML classifier such as SVM or a DL dense classifier such as Deep Neural Network (DNN) or Fully Connected Networks (FCN). Block diagram 6(b) depicts an ensemble classification framework which takes the input from a single CNN feature extractor and obtains multiple classification predictions on extracted features using different kinds of ML or DL classifiers, and then obtain the final average classification prediction. Block diagram 6(c) depicts concatenation of block diagram 6(a) and 6(b) which employs ML or DL based features extractors in an ensemble format and obtains multiple predictions on feature extraction. The linear average of all the predictions of the ensemble can be given as input to the ensemble classification framework. The ensemble classification framework similarly obtains multiple predictions on the ensemble feature output, to obtain the final linear average classification prediction. The analysis of all the three frameworks states that 6(b) may take the least time to train and develop the model and is less complex than 6(a) followed by 6(c). Experimental evaluation of 6(a) and 6(c) may demand huge number of resources and high computation. Besides, there are constraints of parameter optimization and feature incompatibility due to varied architectures,
sample size incompatibility, and hence classification predictions may vary to that of estimated results. However, with such complex architectures and non-linearity in the problem, generalization rate can be improved and overfitting can be reduced.

Table 2 gives an overview of the works done in the detection of COVID-19 using ML-DL, DL, TL and ensemble techniques using CT scan images and CXR images. It is observed that **ResNet101** has a better accuracy for detection of COVID-19 using both CT and CXR images \[5, 38\]. ResNet50 is highly sensitive towards detection of COVID-19 using both CT and CXR images \[53, 73\]. DL based segmentation architectures and data visualization techniques have shown the importance of similarity measurements in extraction and identification of features, respectively. Additionally, preprocessing of images and fine-tuning of the models have an impact in achieving better COVID-19 detection results.

### 3 Challenges

High-dimensional data is a crucial challenge for ML models as it affects their training performance, whereas DL techniques \[67\] have effectively dealt with its volume, velocity, variety, and veracity. The performance of DL model increases with increase in data, unlike ML models. Nevertheless, big datasets are often imbalanced, and with larger architectures they require more time and high processing systems. Again, insufficient data can degrade the performance of a model and cause misclassification, thus making unreliable decisions. Therefore, sufficient amount of data and large case studies are necessary for a broader concept of the disease. Data privacy and scarcity of medical images is a concern for early diagnosis and treatment, leading to unavailability of medical data. This can be overcome with the help of different repositories available online \[78, 89\] and contains CT and CXR images of normal, non-COVID-19 pneumonia and COVID-19 pneumonia patients. Besides, images can also be collected from radiologists or from medical institutions, laboratories and organizations, on request. Various strategies can also be adopted for the creation and use of dataset such as undersampling and oversampling techniques, data augmentation and data preprocessing techniques. TL pre-trained models are also adopted to overcome problems associated with smaller datasets or data scarcity. However, adversarial attacks and biases may occur due to presence of artefacts and noise in datasets, or in the imaging modality or the device used for capturing the images, and additionally demands efficient dataset cleansing and interpretation expertise. Again, Generative Adversarial Networks (GANs) can also be adopted for data generation and discrimination in an unsupervised learning environment, to overcome the scarcity of large but balanced datasets. Thus, all these techniques can be used to mitigate data imbalance, data acquisition, privacy concern and noisy dataset for efficient feature extraction and corresponding image classification, for COVID-19 detection. Besides, feature representation and description of high-dimensional image data in a compact and understandable manner, for the predictive model, is another challenge often confronted while employing DL techniques. Thus, the need of dimensionality reduction techniques such as Principal Component Analysis (PCA), Singular Value Decomposition (SVD), Linear Discriminant Analysis (LDA), and Fully Convolutional Network (FCN), and others such as feature descriptors and attention-based mechanisms are necessitated for compact feature representation and efficient feature description of high-dimensional chest image data for better severity classification of COVID-19 using AI-based DL models.
| Paper | Model | Images | Methods | Result |
|-------|-------|--------|---------|--------|
| Narin, Kaya and Pamuk [59] | DL | 100 CXR images | ResNet50, InceptionV3, Inception-ResNetV2 | ResNet50 accuracy 98%. InceptionV3 accuracy 97%. Inception-ResNetV2 accuracy 87%. |
| Kamal et al. [41] | TL | 760 Chest X-Ray | Fine-tuned DenseNet121 | Accuracy 98.69% |
| Jaiswal et al. [39] | TL | CT images | DenseNet201 | AUC 0.97. |
| Aslan et al. [7] | DL and hybrid | 2905 CT images | mAlexNet and mAlexNet+BiLSTM, ANN segmentation | mAlexNet accuracy 98.14%. mAlexNet+BiLSTM accuracy 98.70% |
| Jain et al. [38] | TL | 1832 CXR images | ResNet50 and ResNet101 | ResNet50 Accuracy 93.01%. ResNet101 Accuracy 97.78%. Accuracy 87.49% and 85% |
| Sitaula et al. [77] | TL | 3255 CXR images | VGG-16, VGG-19 | VGG-16 (VGG16-FT2) accuracy 95.9% and AUC 0.950 |
| Lee et al. [47] | DL | NIH chest X-ray dataset, RSNA Pneumonia Detection Challenge dataset | CLAHE, Grad-CAM, VGG-16 and VGG-19 | Accuracy 91%, 78%, 60% |
| Dansana et al. [23] | DL | 360 CXR and CT scan | VGG-19, Inception V2 and decision tree | Accuracy 100%, 86% and 83% |
| Rajaraman et al. [65] | DL | pediatric CXR dataset | CNN-based algorithms, Wide Residual CNN (WRCNN), Grad-CAM, U-Net | WRCNN accuracy 89.74% |
| Shah et al. [74] | DL | 739 CT scan images | CTnet-10, image augmentation and fine-tuning | Accuracy 94.52% |
| Tan et al. [79] | DL | 470 chest CT images | VGG-16, Super Resolution Generative Adversarial Network (SRGAN) | Accuracy 97.9%, Sensitivity 99% |
| Elaziz et al. [27] | ML | 2 CXR image-based dataset | Fractional Multichannel Exponent Moments (FrMEMs), KNN classifier | Accuracy 96.09% and 98.09% on datasets |
| Shan et al. [75] | ML | CT scans of 249 patients. | VBBNet neural network to segment regions | Dice similarity coefficient of 91.6±10.0% |
| Horry et al. [34] | TL | ultrasound images, CXR and CT scans | N-CLAHE, VGG-19 | Sensitivity 100%, 86% and 83% |
| Sethy et al. [73] | DL | CXR images collected from the repository of GitHub, Kaggle and Open-i. | InceptionResNetV2, AlexNet, GoogleNet, ResNet50, ResNet18, ResNet101, VGG16, InceptionV3, VGG19, DenseNet201 and Xception | Accuracy of 95.38% (ResNet50 + SVM) |
| Paper                  | Model | Images                                | Methods                                                                 | Result                                                      |
|------------------------|-------|---------------------------------------|------------------------------------------------------------------------|--------------------------------------------------------------|
| Wang and Wong [89]     | DL    | 13,800 CXR images from 13,725 cases  | COVID-Net, a Deep Convolutional Neural Network (DCNN)                   | VGGNet sensitivity 97.47%                                    |
|                        |       |                                       |                                                                        | ResNet50 sensitivity 97.29%                                   |
|                        |       |                                       |                                                                        | Accuracy 92.6%                                               |
|                        |       |                                       |                                                                        | Sensitivity 87.1%                                            |
| Abbas, and Gaber [1]   | ML+   | 80 CXR images                         | DeTraC-ResNet18 (pre-trained ResNet18)                                 | Accuracy 92.5%                                               |
|                        |       |                                       |                                                                        | Sensitivity 65%                                              |
|                        |       |                                       |                                                                        | Specificity 94.3%                                            |
|                        |       |                                       |                                                                        | Precision 94.5%                                              |
| Zhang et al. [98]      | DL    | 1531 CXR images                       | ResNet18                                                               | Sensitivity 96.00%                                           |
| Wang et al. [90]       | TL    | 453 CT images                         | TL Inception network                                                  | Accuracy 73.1%                                               |
|                        |       |                                       |                                                                        | Specificity 67%                                              |
|                        |       |                                       |                                                                        | Sensitivity 74%                                              |
| Li et al. [53]         | DL    | 4536 CT images                        | COVNet: ResNet50                                                       | Sensitivity 90%                                              |
| Ardakani et al. [5]    | TL    | 1020 preprocessed CT images           | VGG-16, VGG-19, AlexNet, MobileNet-V2, ResNet-18, ResNet-50, SqueezeNet, GoogleNet, ResNet-101, and Xception | ResNet-101 accuracy 99.51%                                  |
| Xu et al. [94]         | DL    | 618 CT images                         | ResNet-18                                                             | Xception accuracy 99.02%                                     |
|                        |       |                                       |                                                                        | Accuracy 86.7%                                              |
4 Discussion

In various image related applications and tasks, traditional ML algorithms for image interpretation greatly rely upon handcrafted and expert-annotated features. Various Computer Vision (CV) techniques and ML models are employed for better preprocessing, image analysis, feature extraction, feature representation and classification, upon the image dataset. However, the extensive variation of large medical imaging data, collected using sophisticated devices, and use of traditional ML models upon them takes more of model training time due to complex features and non-linear behaviour of the data. Such a process of manual analysis and interpretation is feasible but time consuming and inefficient, and highly prone to bias and error.

On the other hand, DL techniques can also adopt a few of the manual processing and analysis upon image data using Computer Vision (CV) techniques or can make use of its own inbuilt preprocessing functionalities, and down-sample the layers in the network to change the size of feature maps. They are complex and non-linear, and with deep architectures and multiple layers, such models are self-learners and robust in identifying features and human-level concepts, unlike conventional models. DL techniques have widened the scope of exploring the network connectivity patterns and behaviours, utilizing multi-level features, defining the convolutional layers to extract and interpret different and complicated features, strengthening the gradient through supervision of the hidden layers of the network, improve information flow by combining intermediate layers, minimize reconstruction losses etc. Besides, they can also perform high-level feature extraction and capture non-linear relationship, upon data using Representation Learning (RL), and can recreate new features from existing features to improvise model learning and generalization. Additionally, with better modelling measurements, a deep network can fundamentally learn probable mappings using domain knowledge, balanced dataset, skip-connections and make intellectual estimates such as interpolations and/or extrapolations, to ease the training of the network. The performance of DL models has increased with increase in data and number of layers in the network, but at one point it saturates and overfits due to high data skewness and failure in model convergence called degradation problem. Deeper networks are actually introduced by increasing the number of layers in the network, to easier the process of optimization and enhance accuracy, thereby enhancing deeper representations. However, the degradation problem due to increase in the number of layers of optimal deep networks can cause saturation in the accuracy of the model and higher training error. Thus, CNNs have undergone modifications to overcome the degradation problem caused as a result of deepness in structure, using short paths between layers, thus connecting and communicating more of high-dimensional details from lower layers to the upper layers, for e.g., ResNets and highway networks have introduced identity mappings, FractleNets combine parallel sequences with convolutional blocks etc. This avoids additional training parameters and high computational complexity. Thus, a good DL network initiates optimal reformation and preconditioning for simplification of optimization. This is the main reason why in most of the cases for developing an intelligent system for early COVID-19 detection, and various other image-based tasks, residual network and dense network have found tremendous applications because of lack of redundancy in network architecture which enabled them in achieving better performance in image classification and recognition tasks. Besides, CNNs such as DenseNets are considerably deeper, more precise, and effective to train for they contain petite networks between layers close to the input than those close to the output thus strengthening feature propagation, alleviating vanishing-gradient problem, encouraging feature reuse, and significantly reducing the number of parameters. The dense connectivity of
such deeper networks enables feature reuse without any redundancy, improves flow of information and gradients, preserves state information, enables regularization and implicit deep supervision. The ability of compact internal representations and feature concatenation, growth rate marks the simplicity and efficiency of deep networks such as DenseNets. Additionally, orthogonal approaches such as increasing the network width, increasing the number of filters with sufficient depth can increase the performance of deeper networks. From Table 2 it can be concluded that ResNets have found immense application because of better performance in detection of COVID-19 [1, 5, 38, 53, 59, 73, 78, 94, 98] with consistently better accuracy and sensitivity irrespective of the amount of data used. However, the amount of data has an impact on the sensitivity of the model [1], but with smaller dataset these models have effectively overcome the data scarcity problem using various preprocessing [5], model optimization [53], crowdsourcing [73], and data generation techniques [71, 74]. Besides, dense networks [39, 41], VGG-16 [47, 77], VGG-19 [34, 47, 77], and comprehensive evaluation techniques [5, 73] have also found immense application in detection of COVID-19 because of better model learning and performance.

The efficient utilization of image data has a very important role to play in model learning and training. The use of complex models upon smaller and/or skewed image datasets have shown high fine-grained variability which causes poor model performance, and hence complex model performance improvement can only be expected while using larger and balanced datasets [84]. The lack of balanced image data can be mitigated using domain adaptation, TL or using data augmentation techniques. DL can also be integrated with ML for designing a hybrid model to obtain a rich set of features and to minimize parameters, making interpretation of larger datasets and unknown patterns suitable, efficient and faster for traditional models, during training.

In recent state-of-the-art techniques attention mechanism in DL has also achieved greater significance. The importance of attention mechanism lies in its ability to focus on important and relevant features, learned from the given data and eradicating unwanted and irrelevant data. This is done with the motivation of reducing computational constraints, maximizing outcomes, minimizing resources and large training time. Thus, attention mechanism has also established a profound and significant importance to improve DL of features and minimize irrelevant information which otherwise causes high computational costs on being processed.

It is understood and realized that DL can be useful from the view point of detection of COVID-19, as medical imaging has incorporated the concept of DL, to assist physicians in learning and extraction of deep features for diagnosis of COVID-19 using chest CT scan images and CXR images. With the ever-increasing medical data, ML algorithms have shown poor performance during model training and generalization thus failing to output a better accuracy measurement. Besides, CT imaging features have more reliability in the detection of COVID-19 than CXR images, which is due to influence of external factors [60]. Thus, this study has analyzed various significant features of COVID-19 from earlier works and has interpreted and discussed the most common features of the disease, both in CXR and CT images. Various advantages and disadvantages are also identified in relation to detection of COVID-19. The main advantage of working with different kinds of AI-based intelligent models using ML, DL, TL and ensemble techniques upon chest images is that the process of detection of the disease can be made faster and efficient. The advantage of medical imaging and computer-assisted smart operations can make the task easier and faster for radiologists and doctors for early diagnosis and treatment of COVID-19 patients and eliminate emergency situations, in comparison to laboratory processes which are unreliable specially in
asymptomatic cases. With intelligent systems, the progress of the disease and the patient’s health can be simultaneously visualized and monitored. The main disadvantage can be the lack of sufficient and balanced sample data which can cause higher detection error, and can demand huge computational resources which may not be available for treatment in remote areas.

5 Conclusion

The paper gives an elaborate description on the COVID-19 disease, its manifestations, and treatment and diagnosis of COVID-19 using radiology images, ML and DL techniques. Various features are identified and discussed in this manuscript, for the detection of COVID-19, using chest Computed Tomography (CT) and Chest X-Ray (CXR) images. It identifies RT-PCR to be less reliable in comparison to medical imaging of chest images for detection of COVID-19 and proposes computer-aided intelligent techniques such as ML and DL upon images, for early detection of the disease. Through this study, chest CT scan imaging modality is found to be more reliable than CXR imaging modality. In the near future, this work aims to extend the methodologies and frameworks of COVID-19 detection, proposed in this manuscript through implementation and evaluation. The review work aims to achieve a faster, easier, affordable and efficient learning system especially based on DL, to study, analyze and interpret large number of cases of COVID-19, for efficient outcomes, and for better identification and treatment of COVID-19 patients. It is believed that this manuscript will be helpful for various research works that are ongoing for early detection of COVID-19 and will be of interest to young scholars and researchers, in the field. It is also believed that this paper will be helpful in modelling the diagnostic pipeline efficiently, using ML and DL to identify and eradicate loopholes, for development of efficient, cost-effective and faster COVID-19 detection models.
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