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Abstract

This paper presents Navigation and Rendering Pipeline for Astronautics (NaRPA) - a novel ray-tracing-based computer graphics engine to model and simulate light transport for space-borne imaging. NaRPA incorporates lighting models with attention to atmospheric and shading effects for the synthesis of space-to-space and ground-to-space virtual observations. In addition to image rendering, the engine also possesses point cloud, depth, and contour map generation capabilities to simulate passive and active vision-based sensors and to facilitate the designing, testing, or verification of visual navigation algorithms. Physically based rendering capabilities of NaRPA and the efficacy of the proposed rendering algorithm are demonstrated using applications in representative space-based environments. A key demonstration includes NaRPA as a tool for generating stereo imagery and application in 3D coordinate estimation using triangulation. Another prominent application of NaRPA includes a novel differentiable rendering approach for image-based attitude estimation is proposed to highlight the efficacy of the NaRPA engine for simulating vision-based navigation and guidance operations.
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I. Introduction

Successful space exploration missions of the future are dependent on advances in autonomy. Image understanding and relevant physics based models facilitate key aspects of autonomy by engendering novel approaches for vision-based object recognition, navigation, guidance, and control activities for space missions of next generation. Among many efforts, autonomous guidance, navigation, and control approaches utilize optical flow algorithms to estimate motion of spacecrafts. Optical sensors and image processing techniques highly influence vision based navigation for aerospace applications such as terrain relative navigation [1-3], planetary flyby missions [4], on-orbit servicing [5, 6], autonomous

1 Assistant Professor, Department of Aerospace Engineering, Pennsylvania State University, University Park, 16802, USA
2 Ph.D. Student, Department of Aerospace Engineering, Texas A&M University, College Station, TX 77843, USA
3 Associate Professor, Department of Aerospace Engineering, Texas A&M University, College Station, TX 77843, USA
4 These authors contributed equally to this work
rendezvous and docking [7–10], pose estimation [11–17], space robotics [18], and debris removal missions [19,20].

These approaches are built upon early methods of spacecraft attitude determination using star images that innovated the development of star trackers [21, 22].

Rendering physically realistic images is crucial for simulating space-based scientific observations. Image synthesis is intricately related to vision-based navigation and forms a major part of the pipeline for verifying the algorithms for the stated applications. Standard optical flow solutions as used in the applications above deteriorate when subject to noisy measurements. While the performance degradation can be directly attributed to a variety of sensing and environmental imperfections, one of the sources of poor performance is due to modeling errors incurred in optical flow methods. A major modeling assumption that is frequently employed by the optical flow approach is that of constancy in illumination. Similar gaps in modeling and algorithms lead to loss in performance of image-based location and mapping approaches developed for spacecraft navigation. Hence, there is a need for rendering tools that accurately models the illumination in free-space in order to develop robust navigation algorithms. Additionally, efficient ray tracer engines can be used for image registration in surface feature-based relative navigation [23].

Image rendering methods are developed based on two complementary approaches: ray tracing [24] and rasterization [25]. Graphics Application Programming Interfaces (API’s) such as OpenGL [26] and DirectX [27] have rasterization technique as a core component in their respective graphics rendering pipelines. This technique of rendering 2D images via rasterization has a low computational cost, however, handling of global effects of light such as reflections and shading is primitive [28]. These global effects make ray tracing a competitive choice for rendering photorealistic images, i.e., the image that is indistinguishable from a photograph of a real, three-dimensional scene. This paper details a ray-tracing based image rendering platform: Navigation and Rendering Pipeline for Astronautics (NaRPA) - to provide an accurate ground truth for designing and testing a variety of spacecraft navigation algorithms.

The basic ray tracing concepts were developed and popularized by Turner Whitted [29]. They were expanded into probabilistic ray tracing by Cook [30] and Kajiya [31]. Kajiya et al. [31] proposed the rendering equation that provides a mathematical description of the light energy distribution in a scene. The rendering equation is computationally very costly because for every point on the surface of an object, it also evaluates the effects of geometry and scattering properties of all other objects in the scene. Rendering algorithms that capture this complexity are called global illumination algorithms, which generally implement finite element or Monte Carlo methods to solve the rendering equation. Finite element techniques to solve the rendering equation were introduced by Goral et al. in 1984 [32] and these techniques to simulate multiple reflections of light around a scene are collectively called radiosity methods. Cohen and Greenberg [33] proposed an improved radiosity method to calculate diffuse reflections within complex scenes involving shadows and hidden surfaces. Nishita and Nakamae [34] contributed to the improvements in illumination effects for an accurate image-scene rendering.

Monte Carlo techniques for solving the rendering equation account for complex scene geometries and light-matter
interactions. Kajiya [31] formalized Monte Carlo methods for ray tracing under the ideas related to path tracing. Bidirectional path tracing approaches combine shooting and gathering the rays, to and from a point on the surface, into a single algorithm [35]. Veach et al. proposed Metropolis light transport, a method to perturb previously traced paths in order to obtain a lower-noise image with fewer samples [36]. Irradiance caching by Ward et al. and photon mapping by Jensen are aimed at introducing bias into the Monte Carlo sampling in efforts to reduce the noise [37, 38]. Wald et al. proposed a highly optimized ray tracer software to achieve faster rendering convergence [39]. Advent of parallel and GPU processing techniques also helped realization of real-time and interactive ray tracers. Hardware acceleration requirements for optimizing the time required for rendering each frame led to Nvidia [40] and AMD to develop dedicated hardware architectures for faster processing of ray tracing based rendering algorithms.

Software platforms to realize the ray tracing architecture have adapted to embed the incremental development in research directed at rendering photorealistic images with optimal computational costs. Radiance is one of the first open source rendering software that fundamentally uses ray tracing techniques to compute pixel illumination values to render an image that provides scientifically validated lighting simulations [41]. Early rendering systems such as Spectrum [42] and Vision [43] provided incremental development to robust software realizations of physically based rendering engines through a formulation of a structure for object-scene description. Development of other ray tracing algorithms (PBRT [44], POV Ray [45], LuxCoreRenderer, Blender Cycles [46], Tungsten, OptiX [47], Pixar’s RenderMan [48], Arnold [49]) aided rendering of complex geometries and environments become more and more practical at modest computational cost on most hardware platforms. Rendering system efforts such as Mitsuba [50] are targeted for research applications to model physically accurate light transport phenomenon. Even though the state-of-the-art rendering engines could elegantly capture photorealistic effects, they do not effectively posses pipelines to model multi-sensor space-borne navigation capabilities under varying lighting conditions. Therefore, there is a need for a computer graphics engine to realistically embed pipelines for various space-borne navigation (or) observation scenarios with an accessible approach. Building upon Mitsuba’s capabilities, NaRPA provides a bridge between computer graphics and navigation pipelines.

PANGU [51] and SurRender [52] are specialized efforts and simulate planetary surfaces through ray-tracing. PANGU also implements NASA/NAIF’s SPICE toolkit [53] which provides observation geometric metadata of the pointing instrument and the position of the spacecraft needed to simulate remote sensing via photogrammetry. While both PANGU and SurRender embed pipelines for planetary surface rendering, PANGU also implements a single scattering atmospheric model for simulations involving Earth, or Mars. SISPO [54] is developed to provide a pipeline for simulated imagery in proximity operations using a combination of custom software for trajectory planning and sensor parameterization while using Blender Cycles [46] for ray-tracing. NaRPA engine provides a full pipeline for simulation of trajectories for landing or rendezvous operations for realistic surface rendering of images (or) point-clouds. NaRPA allows implementation of user configurable sensor and lighting models in a virtual scene to render images on the
fly, while being sensitive to the atmospheric scattering effects even for ground-based space-object observations. NaRPA is aimed at being a powerful utility in providing ground truth data and a simulation environment for space-borne visual navigation. This is illustrated by deploying the NaRPA engine for stereoscopic image generation and 3D coordinate estimation. Another key application of NaRPA is to differentiably render images on-the-fly using feedback from vision sensors to simulate spacecraft guidance laws for proximity operations. Differentiable rendering technique enables relative pose estimation based on error in image formation. As opposed to error in point features, this error includes illumination, material properties and other artifacts that cannot be captured using feature-based pose estimation techniques.

This paper presents the development of NaRPA, a research-oriented rendering engine specialized for navigation of aerospace vehicles. NaRPA enables the modeling of ground and space-based optical images and point-clouds. It seeks to address the standing gaps in space-borne image synthesis with careful attention to geometry, scaling, illumination, and scene handling. The rendering engine described in this paper emphasizes rendering lighting simulations that are physically accurate to within ray-optics model. NaRPA has the capability to simulate parameterizable camera, LiDAR, and depth sensor observations to seamlessly render images, point clouds, and depth maps, respectively. The engine includes a complete navigation pipeline and generates continuous vision-based measurements from heterogenous sensor systems that are true to their physical models and are sensitive to the environmental phenomena. Statistical methods to estimate relative pose from simulated measurements are also implemented.

This paper is organized as follows: In Section II, NaRPA’s graphics pipeline is presented to render images from a user-provided description of a relative motion geometry. Section III describes the mathematical setup of the rendering equation, the lighting model for shading, and the acceleration structure for solving the rendering equation. Various capabilities of NaRPA are also highlighted in this section. In Section IV, an atmospheric modeling procedure that simulates the effects of light scattering phenomenon is discussed, and the simulation results are presented with representative applications focused on ground-based space object observations. Section V illustrates a stereoscopic navigation use case of the NaRPA engine with focus on depth estimation. Finally, a differentiable rendering technique is proposed in Section VI. This novel rendering capability is then used to estimate the six degree-of-freedom (DOF) (translational and rotational) relative pose of a space object with respect to the imaging system.

II. The Image Rendering Pipeline

Rendering is the process of synthesizing images from a geometric description of a virtual environment or a scene by means of a computer application. The software framework that invokes certain hardware capabilities to synthesize an image is a rendering system or a rendering engine or a ray tracer engine. This framework is a collection of abstract base classes and functions that are run together to translate the said geometric description of a three-dimensional scene to the image space. A rendering system such as the one presented in this paper is a specialized and standalone application with
interfaces that enable the system to render images based on a user-provided description of a virtual scene. The sequence of steps followed by the rendering system in order to render a scene geometry is collectively defined in its graphics or rendering pipeline. The stages of the graphics pipeline are implemented on hardware but are generally accessible through a graphics application programming interface (API) such as OpenGL [26], Direct 3D [27], and Vulkan [55]. The rendering system presented in this paper, is programmed as a portable C++ toolkit which also provides a simple high-level graphics API for scene description. In the following section, we introduce the components of the rendering pipeline that builds the proposed rendering system.

A. The ray-tracing graphics pipeline

The framework that constitutes the flow of the rendering system is shown in Fig. 1. The rendering pipeline involves two important blocks: a) scene configuration, and b) a ray tracer engine. The scene configuration block provides to the ray tracer, a description of the scene geometry, lighting, camera, and other attributes that are required to generate an image of user-specified configuration. The renderer invokes the ray tracing algorithm and calculates the pixel colors by solving the rendering equation. The rendering system is designed to handle these two specialized blocks in order to render a virtual scene. Each of the processes in Fig. 1 is explained in the following sections.

Fig. 1 Flow diagram illustrating the steps involved in the rendering pipeline. The scene configuration block of the rendering pipeline sets up the 3D environment and the sensor parameters. The ray tracer engine generates rays for the scene traversal and compute illumination at each of the ray-surface intersections to produce the final image.
1. Scene configuration

Computerized 3D geometry of an object is conventionally built from fundamental polygonal elements such as triangles, quadrilaterals, hexagons, or spheres. The 3D geometry is defined from the coordinates that correspond to geometric vertices, texture vertices (for objects with texture overlayed), vertex normals, and faces that make each polygon. Each of these vertices are indexed within an Alias Wavefront Object (.obj) file [56]. The Wavefront object (OBJ) file is a standard file format adopted to define 3D geometry for surfaces containing one or more objects. In addition, an OBJ file also invokes a Material Library File (MTL) to describe colors and textures of the 3D surfaces. The scene configuration component of the rendering system accepts a 3D CAD model of the scene or the objects in a scene. 3D creation suites such as Blender [57] or MeshLab [58] can be used to scale the 3D scene geometry as well as position it in the 3D world environment. They help convert the CAD model into the OBJ file format, which is then fed to the ray-tracer engine.

With reference to Fig. 1, the scene configuration block is divided into a two phased routine to complete the scene description. Manufacturing the 3D scene in the OBJ file format completes the first part of the routine. The second phase requires a user specification of the sensor (for example, camera parameters: aperture, focus distance, field-of-view) and the emitter source parameters (light source, sun position, etc.) to respectively describe the image output requirements and the lighting environment. The ray tracer engine accepts the scene description in a predefined scene handling framework which defines the overall scene geometry, emitter sources, sensor parameters, and additional user configurable surrounding environment such as atmospheric properties, for the rendering system to begin the image synthesis process. The scene configuration framework bridges the 3D scene infrastructure and the rendering requirements.

2. Ray tracer engine

The ray tracing engine manages the rendering process by executing the rendering algorithm to produce images. Figure 2 illustrates the viewing geometry for ray tracing. The sensor coordinate system is aligned to $u - v - w$ reference frame with the origin located at $e$, and the negative $w$ axis oriented towards the image plane, $P$. The objects located in the 3D virtual environment are expressed in $x - y - z$ reference frame (also called the world frame) with origin $o$. The ray tracing methodology involves casting a ray from the origin $e$ of the sensor through each pixel in the image plane.
Fig. 2  The ray tracing geometry: A ray cast from the sensor (camera), through the image plane, intersects the scene object in its course. The scene geometry and the light source (Sun) is set up in the \( xyz \) world frame of reference, whereas the camera is aligned to a \( uvw \) coordinate frame.

The intersection of the ray with any object in the scene is evaluated to assign a color to the pixels based on the intersection point. Note that each element of the rendering process, i.e., the ray and the 3D environment (comprising primitive geometries) are mathematical objects. Therefore, the intersection of the ray with these primitive geometries can be computed exactly. The intersection algorithms for a sphere and a triangle are discussed next.

3. Mathematical preliminaries for light matter interactions

In the ray tracer, the path of light is defined as a ray emanating from the origin of the sensor coordinate system, \( u - v - w \). The rendering engine computes intersections between light rays and the 3D objects in the environment. Given a sensor orientation, the first objective is to find the intersection of primary rays (the first rays cast into the environment) with any geometry in the scene. The type of objects in geometric models generally include spheres, triangles, rectangles, and in general polygons. The mathematical expressions for evaluating ray-triangle and ray-sphere intersections are delineated in the literature and adopted for this ray tracer engine [59]. Owing to their co-planar nature and efficient software realization, triangular meshes are adopted as primitive representations that build 3D geometries for models involving space based observations. The ray-primitive intersections are highlighted in Fig. 3 and their mathematical preliminaries are derived as follows.
A ray \( \mathbf{p}(t) \) may be mathematically described using the parametric equation of a line originating from the origin of the sensor coordinate system, \( \mathbf{e} \) and advancing a distance of \( t \) units in the direction \( \mathbf{d} \)

\[
\mathbf{p}(t) = \mathbf{e} + t\mathbf{d}
\]  

(1)

The point of intersection of this ray, \( \mathbf{p}(t) \), with a sphere centered at \( \mathbf{c} \) and having radius \( R \) is obtained by solving the following equation:

\[
(\mathbf{p} - \mathbf{c}) \cdot (\mathbf{p} - \mathbf{c}) - R^2 = 0
\]  

(2)

Since the point at the intersection lies on both the ray in Eq. (1) and the sphere in Eq. (2), the values of \( t \) on the ray are solved by substitution. This yields:

\[
(\mathbf{e} + t\mathbf{d} - \mathbf{c}) \cdot (\mathbf{e} + t\mathbf{d} - \mathbf{c}) - R^2 = 0
\]  

(3)

\[
(d \cdot d)t^2 + 2d \cdot (\mathbf{e} - \mathbf{c})t + (\mathbf{e} - \mathbf{c}) \cdot (\mathbf{e} - \mathbf{c}) - R^2 = 0
\]  

(4)

The roots of the quadratic equation in Eq. (4) determine the point of ray-sphere intersection. If the discriminant of the Eq. (4) is negative, then there are no intersections between the sphere and the ray. Conversely, a positive discriminant implies that there exist two solutions, each of which describe the points on the sphere where the ray enters and where the ray exits, respectively. If the discriminant is zero, then the ray grazes the surface of the sphere and touches it at exactly one point. Solving for the parameter \( t \), we get the ray-sphere intersection point defined by

\[
t = \frac{-d \cdot (\mathbf{e} - \mathbf{c}) \pm \sqrt{(d \cdot (\mathbf{e} - \mathbf{c}) - (d \cdot d)((\mathbf{e} - \mathbf{c}) \cdot (\mathbf{e} - \mathbf{c}) - R^2))}}{(d \cdot d)}
\]  

(5)
The unit surface normal vector $\mathbf{n}$ at the ray-sphere intersection point is given by $\mathbf{n} = (\mathbf{p} - \mathbf{c})/R$. The angle between the light direction and the surface normal vector determines the spectral reflection at the intersection point, toward the sensor.

The intersection of a ray with a triangle may be computed using Möller-Trumbore algorithm, which uses barycentric coordinates and takes advantage of the parametric equation for a plane containing the triangle [60][61]. The barycentric coordinates represent the intersection point $\mathbf{p}$ in terms of the non-orthogonal basis vectors formed by the vertices $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ of a triangle as follows:

$$\mathbf{p}(\beta, \gamma) = \mathbf{a} + \beta(\mathbf{b} - \mathbf{a}) + \gamma(\mathbf{c} - \mathbf{a}) \quad (6)$$

The intersection point, $\mathbf{p}$, is obtained by replacing the $\mathbf{p}$ with the parametric form of the ray in Eq. (1) as follows:

$$\mathbf{e} + t\mathbf{d} = \mathbf{a} + \beta(\mathbf{b} - \mathbf{a}) + \gamma(\mathbf{c} - \mathbf{a}) \quad (7)$$

In this representation using barycentric coordinate system [61], the point $\mathbf{p}$ is inside the triangle only if $\beta > 0$, $\gamma > 0$ and $\beta + \gamma < 1$. Equation (7) is transformed into a linear system of equations and solved for $t$, $\beta$, and $\gamma$ using Cramer’s rule or matrix inversion.

$$\begin{bmatrix} \mathbf{a} - \mathbf{b} & \mathbf{a} - \mathbf{c} & \mathbf{d} \end{bmatrix} \begin{bmatrix} \beta \\ \gamma \\ t \end{bmatrix} = \begin{bmatrix} \mathbf{a} - \mathbf{e} \end{bmatrix} \quad (8)$$

Utilizing the information about ray-primitive intersections, the rendering equation is formulated in the following section and methodologies to solve this equation are discussed.

### III. Mathematical Formulation of the Rendering Equation

The interaction of light with the matter at the ray-surface intersection determines the shading i.e., the color, of the objects in the scene. The nature of shading depends on the optical properties and orientation of the objects and their surfaces, the amount of light (radiance) arriving at a point in the scene, and the viewpoint perspective of the sensor or eye observing the scene. The interaction between the light and the surface is described using a multidimensional function known as Bidirectional Reflectance Distribution Function (BRDF) [62], $f_r$. The BRDF models the relationship between the incident radiance $L_i(\mathbf{x}, \omega_i)$ and the reflected radiance $L_r(\mathbf{x}, \omega_i, \omega_o)$ at a point $\mathbf{x}$ on an illuminated surface [63]. With $\omega_i$ describing the direction of incoming light and $\omega_o$, the direction of outing light ray, the BRDF can be expressed as

$$f_r(\mathbf{x}, \omega_i, \omega_o) = \frac{dL_r(\mathbf{x}, \omega_i, \omega_o)}{dL_i(\mathbf{x}, \omega_i)} \quad (9)$$
Using the BRDF function in Eq. (9), the reflected radiance at a point \( x \), with surface normal \( \hat{n} \), is computed by integrating all the incidence radiance arriving over a unit hemispherical area \( \Omega \) as

\[
L_r(x, \hat{\omega}_i, \hat{\omega}_o) = \int_{\Omega} f_r(x, \hat{\omega}_i, \hat{\omega}_o)L_i(x, \hat{\omega}_i)(\hat{\omega}_i \cdot \hat{n})d\hat{\omega}_i
\] (10)

Eq. (10) is a local illumination model, and it represents only the local reflection of light as it hits the surface of the objects and does not capture absorption or refraction properties of the surface material. Hence, to truly capture the light-matter interaction, the total radiance leaving a surface, \( L_o(x, \hat{\omega}_o) \), is modeled as the sum of the radiance emitted by the underlying surface \( L_e \), and the reflected radiance, \( L_r \)

\[
L_o(x, \hat{\omega}_o) = L_e(x, \hat{\omega}_o) + L_r(x, \hat{\omega}_i, \hat{\omega}_o)
\] (11)

Combining the Eqs. (10) and (11), we obtain the light-energy equilibrium approximated about a hemispherical differential area \( \Omega \) at a surface point \( x \) as

\[
L_o(x, \hat{\omega}_o) = L_e(x, \hat{\omega}_o) + \int_{\Omega} f_r(x, \hat{\omega}_i, \hat{\omega}_o)L_i(x, \hat{\omega}_i)(\hat{\omega}_i \cdot \hat{n})d\hat{\omega}_i
\] (12)

Eq. (12) is referred to as the light transport equation or the rendering equation \[31\]. The solution to this equation determines the intensity of light at the surface point due to illumination from light or other surfaces in the 3D scene. The intensities at all the other surfaces are computed similarly, adding to the recursive nature of the light energy distribution. The recursive formulation of the rendering equation suggests that the light emitters are not the only sources of scene illumination, but surfaces in the scene scatter and reflect light back into the world—making it a global illumination problem. The physically based ray tracer model described in this paper solves the global illumination problem to capture the reflection, refraction, and absorption effects of light at each of the ray-surface intersection points.

The rendering equation (Eq. (12)) also calls upon the ray tracer to intelligibly follow or trace the path of a primary light ray that is cast from a light source. The tracing of paths for all such secondary rays is quintessential for rendering realistic scenes to produce a cumulative global illumination effect, and the ray tracer engine may also be addressed as a path tracer. The ray tracer engine developed in this work implements random walk based Monte Carlo techniques for solving the rendering equation. The Monte Carlo solution converts the integral problem into an expected value problem with a path probability density function (PDF) \( p(\bar{x}) \) for a sample path \( \bar{x} \)

\[
I = \int f(\bar{x})d\bar{x} = \int \frac{f(\bar{x})}{p(\bar{x})}p(\bar{x})d\bar{x} = E \left[ \frac{f(\bar{x})}{p(\bar{x})} \right]
\] (13)

The expected value is estimated from \( N \) random sample paths \( \bar{x}_1, \bar{x}_2, \bar{x}_3, \ldots, \bar{x}_N \) generated with the probability density
function $p$

\[
I = E \left[ \frac{f(\bar{x})}{p(\bar{x})} \right] \approx \frac{1}{N} \sum_{i=1}^{N} \frac{f(\bar{x}_i)}{p(\bar{x}_i)}
\]  

(14)

Fig. 4 This figure demonstrates the sampling of the ray tracer engine. The ray tracer shoots multiple rays through each pixel, in the directions specified by the BRDF. The intensities obtained in all the sample directions are averaged to evaluate the corresponding pixel intensity.

Eq. (14) indicates that the contribution from all the samples is averaged to estimate the pixel intensities. This phenomenon is illustrated in Fig. 4. Cook [30] first presented this idea of stochastic or random sampling under the banner of distributed ray tracing. Rather than uniform sampling in all directions, Monte Carlo integration benefits from taking samples in the random directions proportional to the BRDF. Basing the probability distribution of the samples on the BRDF reduces the likelihood of choosing to sample directions near the horizon, where there is miniscule contribution to the illumination. This choice of sampling strategy, also called importance sampling reduces the variance because the estimator is close to the shape of the actual function. The importance sampling based unbiased estimation defines the PDF for a full path $\bar{x}$ as a product of conditional PDFs at the $n$ path vertices $x_0$, $x_1$, …$x_n$ as shown in Eq.

Fig. 5 The ray tracer engine traces the path from the sensor to the light source to approximate the illumination at each surface point from the reflections at all other possible surfaces in the scene.
and illustrated in Fig. 5 where the full path is traced from the sensor to the light source (or sources) in order to approximate the illumination via Monte Carlo integration.

\[ p(\vec{x}) = p(x_0, x_1, x_2, x_3) = p(x_3)p(x_2|x_3)p(x_1|x_2)p(x_0) \]  

This approximation of the pixel intensities improves with increasing number of samples per pixel, which is essential for rendering realistic images void of aliasing visual artifacts.

Fig. 6 Effect of number of samples on image quality: The noise reduces with increasing the number of samples per pixel, which directly affects the approximation of the pixel color.

Figure 6 shows an example of the classical Cornell box [32] to distinguish the number of samples and the image quality.
A. Lighting model

While the evaluation of path tracing integral approximates pixel illumination, the optical properties that contribute to the illumination at a surface are governed by its material properties. BRDFs model the behavior of the material reflectance, at each surface points, for every incoming and outgoing directions as represented in Eq. (9). Fundamentally, the BRDF is a measure of the amount of light scattered by a surface from one direction to another. Integrating the BRDF in Eq. (10) over a specified incident and reflected solid angles determines the reflectance at a surface point. When a beam of light strikes a surface interface, it either gets scattered at the top or might penetrate into the material and undergo sub-surface or volumetric scattering. The majority of the scattering phenomenon occurs at the top layer, and it primarily depends on the refractive index of the illuminated medium. The topography of the interface determines the angular distribution of the scattered radiance - smooth surfaces reflect light into a specular direction, while rough surfaces reflect and diffuse light in many directions. Ideal diffusely reflecting or Lambertian objects appear equally bright from all viewing directions. Ultimately, the information on the nature of light-surface interaction is determined by the BRDF models for the objects. The BRDF models can be obtained from empirical measurements for various materials, which are fit into a mathematical function. Most BRDF models are generally a combination of specular and diffuse components. The Lambertian BRDF model assumes a constant BRDF value of, \( \rho \pi \) where \( \rho \) (albedo) is the measure of diffuse reflection. While the Lambertian BRDF is effective for diffuse body reflections, it cannot accurately model specular surface reflections. The Phong lighting model [64] captures the effects of both the diffuse reflections from rough surfaces and the specular reflections from smooth surfaces. In this work, the Phong lighting model is considered to approximate the BRDF of space-object surfaces. The equation for the Phong model to compute the illumination at a surface point \( x_p \) with normal \( \hat{N} \), per unit area perpendicular to the viewing direction \( \hat{V} \), is a combination of emissive \( (I_E) \), ambient \( (I_A) \), diffuse \( (I_D) \), and specular \( (I_S) \) illumination intensities.

\[
I(x_p, \hat{N}, \hat{V}) = k_eI_E + k_aI_A + k_dI_D(\hat{L} \cdot \hat{N}) + k_sI_S(\hat{R} \cdot \hat{V})^n
\]  

(16)

here, \( k_e, k_a, k_d, \) and \( k_s \) are emissive, ambient, diffuse and specular constants that are exclusive to the type of surface materials. \( \hat{L} \) is the direction of light incidence and \( \hat{R} \) is the direction of reflection. The constant \( n \) is used to regulate the size of specular highlights based on the material properties.
Recall that a ray cast into the scene might not stop upon hitting an object, and may undergo reflection or refraction at the ray-surface intersection and further cast into the scene. The ray tracer based rendering program under discussion is a global illumination method that accounts for shadows and effects such as reflection, refraction, scattering, indirect reflection, and indirect diffuse. The effect of shadows is determined by computing if a ray from a surface point hits an object on its path to the light sources. If it does, the point is categorized to be in a shadow as shown in Fig. 8.

![Fig. 8](image)

**Fig. 8** This figure demonstrates the method of computing shadows by tracing the light from the sensor to the source. In this demonstration, the surface point $p$ is in shadow while the point $q$ is not in shadow.

The specular reflection (reflection of light in mirror direction) is evaluated using the specular term of the Phong lighting model described in Eq. (16). The reflected ray $\hat{R}$ is computed according to the law of reflection as

$$\hat{R} = \hat{V} + 2(\hat{V} \cdot \hat{N})\hat{N}$$  (17)

The rendering algorithm evaluates the reflection for a maximum recursion depth of 40 to balance the speed of the rendering process and the accuracy of the reflection effect. Snell’s law of refraction is implemented to model the effects
of bending of light at a specular interface, between two media with refractive indices \( n \) and \( n_t \), \( \theta \) angle of incidence and \( \phi \) angle of refraction, as

\[
n \sin \theta = n_t \sin \phi
\]  

(18)

The transmitted ray \( \hat{T} \) can be described from the basis formed by the orthonormal vectors \( \hat{N} \) and \( \hat{B} \) as

\[
\hat{T} = \sin \phi \hat{B} - \cos \phi \hat{N}
\]  

(19)

\( \hat{B} \) can also be obtained from the \( \hat{V} \) described in the same basis,

\[
\hat{V} = \sin \theta \hat{B} - \cos \theta \hat{N}
\]  

(20)

\[
\hat{B} = \frac{\hat{V} + \hat{N} \cos \theta}{\sin \theta}
\]  

(21)

The reflection of light from a non-conducting or dielectric interface between two media varies according to the Fresnel equations. Schlick’s approximation [65] method approximates the Fresnel equations for an efficient computation of reflectivity (\( R \)) as

\[
R(\theta) = R_0 + (1 - R_0)(1 - \cos \theta)^5
\]  

(22)

where \( R_0 \) is the reflectance at normal incidence:

\[
R_0 = \left(\frac{n_t - 1}{n_t + 1}\right)^2
\]  

(23)

**B. Acceleration structure of the ray tracer engine**

The recursive evaluation of rendering equation (Eq. (12)) evaluates each ray against every intersection in the scene. This brute force search for ray-surface intersection is inefficient and computationally very expensive. Kay and Kajiya [66] presented a technique called bounding volume hierarchy (BVH) as a method to accelerate ray tracing. The fundamental idea of BVH is to place multiple bounding boxes around all the objects in the scene geometry. The bounding boxes are hierarchically-arranged as a tree-based structure, with a large bounding box as a root and smaller bounding boxes within it as subtrees. Using this technique, it is tested if a ray intersects with the volume defined by the bounding boxes instead of the entire scene space to speed up the computation of ray-surface intersection. The engine creates a BVH structure from the source geometry prior to rendering a scene.
Fig. 9  This figure illustrates the nested representation of the bounding boxes. Boxes created around the geometric primitives of the model and are nested inside another bounding box. The ray is only tested for intersection with objects if it hits the bounding box.

C. Capabilities

The capabilities of the NaRPA platform are outlined in the rest of this section. These capabilities include texture mapping, global illumination effect, depth of field effect, point cloud, depth map, and contour map generation [67]. They are described as follows:

- Texture mapping: Texture mapping [68] technique allows one to project a complex pattern (texture) on a simple polygon. The pattern may be repeated many times on to tile a plane, or it can be a multidimensional image projected onto a multidimensional space. 2D texture mapping associates the 2D coordinates \((u, v) \in [0, 1]^2\) that correspond to a location in the texture image with points on a 3D surface. This is accomplished in two phases. First the \((u, v)\) space is mapped to object space \((x_o, y_o, z_o)\) by parameterizing the surface followed by transforming the object onto a screen, by the rendering engine. As an example, spherical coordinate parameterization to map a texture image onto a sphere is shown in Fig. 10. With the NaRPA’s ability to generate texture mapped primitives, clusters of objects can be conveniently represented to maintain high frame rates and high level of details to aid in visual navigation [69].

Fig. 10  This figure illustrates the 3D texture mapping capabilities of the ray tracer. 2D image coordinates that correspond to the Earth are projected onto a sphere to model the Earth in free space.
Let \(-\pi \leq \theta \leq \pi\) be the latitude angle around the sphere in the horizontal plane and \(0 \leq \phi \leq \pi\) be the longitude angle measured from 0 at the South Pole to \(\pi\) at the North Pole. The parametric equation of a sphere with radius \(R\) and center \((x_c, y_c, z_c)\) is

\[
x_o = x_c + R \cos \phi \sin \theta \tag{24}
\]
\[
y_o = y_c + R \sin \phi \sin \theta \tag{25}
\]
\[
z_o = z_c + R \cos \theta \tag{26}
\]

and

\[
\theta = \cos^{-1} \left( \frac{z_o - z_c}{R} \right) \tag{27}
\]
\[
\phi = \tan^{-1} \left( \frac{y_o - y_c}{x_o - x_c} \right) \tag{28}
\]

Now, defining

\[
u = \frac{\phi}{2\pi} \tag{29}
\]
\[
v = \frac{\pi - \theta}{\pi} \tag{30}
\]

allows us to index the \((u, v)\) of the texture map for all the points on the surface of the sphere. This mapping is shown in the Fig. 10.

- Global illumination: The ray tracing engine presented in this paper is a global illumination algorithm. Simulating the effects of both direct and indirect illuminations to render a realistic image from the scene description defines the term global illumination. Direct illumination is a result of intersection between light rays from the source and the object surface. Indirect illumination stems from the multiple complex reflections that the rays undergo before exiting the scene geometry. Figure 11 illustrates the effects of global illumination from a render of fictional scene geometry by the ray tracer engine. In Figure 11 while the top hemisphere of the moon is illuminated by direct light, the bottom surface observes illumination due to reflections from the Martian surface, depicting the effects of global illumination. This effect is a key aspect to generate reliable simulations for developing computer vision algorithms aimed at vision-based navigation [70].
Fig. 11 This figure demonstrates the global illumination effect through a fictitious free space environment with the Mars and the Moon as objects. Notice the bottom hemisphere of the moon being illuminated by multiple reflections from the Martian surface, while direct sunlight illuminates the top hemisphere.

- Depth of field effect: Imaging sensors have an aperture through which light enters the sensor to register an image on the sensor film. A smaller aperture increases the depth of the scene which is in focus, and the objects in the scene appear sharp when rendered. Using a larger aperture, in combination with a lens, allows more light into the sensor but is less controlled. The 3D objects at the focal length are projected into a single point on the sensor, while the other points map into a blur circle. The latter effect, resulting in a blurred portion of the image from objects at certain distance, is known as depth of field or the defocus blur effect. Defocus effects are commonly encountered because of large relative distances among planetary objects. Therefore, it is essential to simulate navigation scenarios with attribution to the defocus and motion blur effects [71].

Fig. 12 Thin lens system with the light rays from the object converge at a point on the view plane, reckoning the object point to be in focus.
The ray tracing engine adopts a thin lens model for the virtual camera to generate depth of field effects [72]. In the thin lens model, the rays of light emitted from a surface point travel through the lens and converge at a point behind the lens, as shown in Fig. 12. The focal length (distance between the point of projection and the image plane), $f$, defines this characteristic of the thin lens and is modeled using the lens equation

$$\frac{1}{f} = \frac{1}{||z_0||} + \frac{1}{||z_1||} \tag{31}$$

The thin lens approximation for the virtual camera of the ray tracer engine simulates the depth of field effect by controlling the focus distance (distance from the point of projection and the object plane in focus) and/or the aperture radius. From Eq. (31), the distance between the view plane and the lens (projection point) for a given focal length $f$ and a focus distance $d_f$ is

$$z_0 = \frac{f d_f}{d_f - f} \tag{32}$$

Eq. (32) represents the distance at which the projection of an object or a point that is in focus at a distance $d_f$ in front of the lens, will converge behind the lens. If the film is located at $z_0$, the projection of the object converges to a point and otherwise to a circle of confusion (COC) to appear as a blurred spot. Figure 13 shows the depth of field effect with a fixed focus distance and increasing aperture radius to observe the defocus blur effect on the ISS with the moon in the background.
• 3D Point Cloud, Depth, and Contour Maps: Point cloud data is generally acquired by 3D imaging sensors such as LiDAR (Light detection and ranging). NaRPA stores the 3D location of the first point of intersection between each ray and the objects in the scene. It uses the light propagation time to compute range to different objects in the scene. This simulates the characteristic feature of LiDAR type scanners and depth cameras and thereby takes advantage of the existing ray tracer algorithm to generate point clouds and depth maps. The engine also accommodates simulation of velocimetry LiDAR sensing from continuous sweeps of LiDAR scans. Figure 14 shows the point cloud data extracted from the digital elevation model (DEM) of Curiosity landing site within the Gale crater of Mars. Depth and contour maps are generated from the elevation data of the DEMs. By the inclusion of physically-based simulator of LiDAR sensors, NaRPA has the capabilities to generate true physical data and enable testing of registration algorithms for spacecraft relative navigation [73, 74].
Fig. 14 This figure demonstrates the simulation of a LiDAR sensor configured on a spacecraft approaching vertically down. The data corresponding to point cloud, depth and contour maps is obtained from the ray tracer engine configured with the virtual LiDAR scanner.

IV. Atmospheric Modeling and Rendering Ground-based Observation of Space Objects

The scattering of light due to particles present in the atmosphere influence the appearance of an object. The particles or gas molecules redirect the light rays from their original path and effect the colors of the object observed in natural light. The methods to simulate the scattering effects of the atmosphere are described by Nishita et al. [34], Preetham et al. [59] proposed an analytical model which provides an accurate simulation of the sky colors, and it is more restrictive in that the model only works for an observer located on the ground. The methods of atmospheric scattering simulations in this paper borrows from the work of Nishita and Preetham [34,59] and is outlined in the following section. Additionally, the contributions of Tessendorf [75,80] have been adopted to embed multiple scattering effects for atmospheric rendering.
A. Atmospheric model

Atmosphere is a thin blanket of gases enveloping a planet. The atmosphere in held in its place by the planet’s gravity, and it is defined in multiple layers basis their temperature distribution and composition. Earth’s atmosphere thickness is about 100 km and is made of oxygen, nitrogen, argon, carbon dioxide, water vapor, and other floating particles classified as aerosols which include dust, pollen, smoke, and more. In this paper, a thickness of 60 km is used by considering scattering of light rays in only the two lower layers of the Earth’s atmosphere - troposphere and the stratosphere. Photons, travelling through the Earth’s atmosphere in a certain direction, are deflected in various directions when they collide with the particles in the atmosphere. The dispersion and diffusion of light as a result of atmospheric scattering depends on the size and density of particles in the atmosphere. The density or tightness of these particles decreases with altitude. Thus, the number of molecules per cubic volume is relatively low in the upper layers of the atmosphere.

The scattering is computed by sampling the atmospheric density along the light ray at regular intervals. As a first step, the scattering of light is approximated by a forward refraction. A fundamental approach \[34\] is to determine the scattering from the assumption of exponential decrease in the atmosphere density with altitude modelled with an equation of the form:

\[
\rho(h) = \rho(h_0) \exp\left(-\frac{h}{H}\right)
\]  

(33)

where \(\rho(h_0)\) is the density of air at sea level, \(h\) is the current altitude above the sea level and \(H\) is the thickness of the atmosphere if its density were uniform. Using this information on density and a similar model of the pressure distribution of air molecules in the atmosphere, we utilize a model that states the refractive index of the atmosphere at a particular height above the Earth’s surface. Exponential refractive index model with altitude dependence of refractive index is given by

\[
(n(h) - 1) \times 10^6 = \frac{79\left(\frac{P + 4800e}{T}\right)}{T}
\]

\[
\begin{align*}
\text{For Troposphere (<12 km)} & \quad T = 59 - 0.00356h \\
& \quad P = 2116\left(\frac{T+499.7}{318.6}\right)^{5.256} \\
& \quad \text{For upper atmosphere (>12 km)} \quad T = -70 \\
& \quad P = 473.1 \exp(1.73 - 0.000048h)
\end{align*}
\]  

(34)

Here, \(n(h)\) is the average refractivity at height \(h\), \(T\) is the temperature, \(P\) is the pressure and \(e\) is the density of water vapour and other gasses given by Eq. \(33\). The refractive index is modelled as a series of spherically concentric shells for computational advantage. The atmosphere modeled as a series of spherical shells considers higher number of samples at lower altitudes where the density is high and lower number of samples at higher altitude where the air is less dense. This technique of ‘importance sampling’ improves upon the convergence speed relative to a ‘constant step’ integration method. Since the density increases exponentially with altitude, numerical integration involved in ray
tracing is performed over small intervals at low altitude and larger intervals at high altitudes. The setup is illustrated in the following figure [15].

Fig. 15 Refractive Index model

The scattering of light depends strongly upon the size of the particles in the atmosphere. If the scattering is due to particles that are smaller than the wavelength of the light, then it is called Rayleigh scattering. In Rayleigh scattering, incident light is scattered more heavily at the shorter wavelengths. If the incident light is scattered equally in all directions, it is called Mie scattering. Larger particles in the air called aerosols (dust, pollen) cause the Mie scattering. To capture the effect of Rayleigh scattering, the spherical shells are modelled with varying refractive indices for each sample of the ray generated and the depth for each ray to be slightly different (using a pseudo-random number). Since, the aerosol distribution is only limited to the lower atmosphere, Mie scattering effects are captured using the above proposed method for spherical shells lying below a particular altitude.

Note here that in the description of our model, the Sun is the source of illumination of the sky. The Sun is assumed to be at a considerable distance from the Earth, and the light rays reaching the atmosphere are parallel to one another. This is also observed to be similar to the inbuilt sky emitter in Mitsuba renderer [50].

1. Atmospheric modeling and ground-based space object simulation results

Simulations for ground-based space object observations in the presence of atmospheric scattering effects are delineated through the following rendering exercise. The renderer is enabled to simulate observations at different times of a day, borrowed from the sky-dome radiance model by Hošek and Wilkie [81]. The daylight renderings of the ISS at
different times of the day are shown in Fig. 16. This exercise emulates the fully-focused telescopic observation of the ISS placed in the low-earth orbit. The model evaluates the turbidity of the atmosphere and the position of the emitter. *Turbidity* characterizes the scattering of light by aerosol content in the atmosphere. Increasing the levels of turbidity increases the scattering of light rays and decreases the intensity of radiation. The renderings of the ground-based ISS observations at different levels of turbidity are shown in Fig. 18. The effects of lower visibility can be offset by increasing the exposure of the virtual camera. The simulation results with variation in the exposure levels are shown in Fig. 17. In this exercise, the exposure levels are specified in f-stops, which in turn specify aperture radius. Higher exposure levels upscale the radiance values applied to the image to result in a brighter output.

![Fig. 16](image1.jpg) ![Fig. 17](image2.jpg) ![Fig. 18](image3.jpg)

**Fig. 16**  Ground-based observation of the ISS, illustrating renderings at different times of a day.

**Fig. 17**  Ground-based observation of the ISS, illustrating renderings at different values of turbidity.

**Fig. 18**  Ground-based observation of the ISS, illustrating renderings at different values of exposure. The exposure factors are specified in f-stops, which is a measure of the camera's aperture radius.
V. Depth Estimation using Stereo Vision

Computing depth from 2D images remains one of the widely studied topic in vision based navigation [82–84]. Classical approaches for depth estimation rely on stereo matching via pixel correspondence across images captured from a stereo camera setup. Depths are estimated by triangulation, wherein each corresponding pair of image coordinates are used to estimate the respective 3D coordinates in the scene. Modern approaches utilize deep learning frameworks for depth retrieval and 3D reconstruction tasks [85]. In either approaches, availability of high fidelity ground truth data is monumental in testing and validating the depth estimation algorithms.

In this paper, NaRPA is applied as an engine for generating custom resolution stereo imagery. The rendering engine is capable of generating stereo images for 3D coordinate estimation using calibrated and uncalibrated stereo vision. We demonstrate depth computation in a calibrated stereo application using the classical triangulation approach. As a motivating example, consider the motion of a spacecraft in relative navigation with respect to a planetary terrain, as shown in Fig. 19. Two key-frames are observed in the stereoscopic setup, emulating a motion from stereo application. The coordinate transformation between the two capturing events are assumed to be available from onboard sensors in a terrain-fixed reference frame.

![Fig. 19 Triangulation to show the relationship between the scene point P and its projections in the left and right camera frames, centered at O_l and O_r respectively.](image)

A. Stereoscopic System Model

Epipolar geometry relates the multi-view images of the observed scene to the 3D object in the scene [86]. It represents a geometric relation between the spatial coordinates in the scene and their image projections in a stereoscopic...
setup. Consider an object point \( P \in \mathbb{R}^3 \) and its two images in left and right camera frames, given by their coordinates \( x_l = [x_l, y_l, z_l] \) and \( x_r = [x_r, y_r, z_r] \). The \( x_l, x_r, \) and \( P \) are related by the triangular geometry shown in Fig. 19.

Perspective projection geometry governs the mapping from 3D coordinates onto 2D image plane coordinates, as shown below.

For calibrated pinhole camera sensors with known intrinsics, the projections of \( P \) in the left and right image planes are given by

\[
\frac{U_i}{f_x^{(i)}} = \frac{u_i - o_x^{(i)}}{z_i} = \frac{x_i}{z_i} \quad \text{(35)}
\]

\[
\frac{V_i}{f_y^{(i)}} = \frac{v_i - o_y^{(i)}}{z_i} = \frac{y_i}{z_i} \quad \text{(36)}
\]

where \( i \) is a placeholder to indicate left, and right camera coordinate frames (l and r). \( u_i \) and \( v_i \) are the image projections of \( P \) in the left and right image planes. \( U_i \) and \( V_i \) are the shorthand notation for image-centered pixel coordinates. Focal lengths \( (f_x^{(i)}, f_y^{(i)}) \) and principal point offsets \( (o_x^{(i)}, o_y^{(i)}) \) denote the camera intrinsic parameters of the left and right cameras.

The homogenous coordinates \( x_l \) and \( x_r \) are related by a known transformation between the left and the right camera frames as

\[
\begin{bmatrix}
    x_r \\
    y_r \\
    z_r \\
    1
\end{bmatrix} =
\begin{bmatrix}
    R_{11} & R_{12} & R_{13} & t_x \\
    R_{21} & R_{22} & R_{23} & t_y \\
    R_{31} & R_{32} & R_{33} & t_z \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x_l \\
    y_l \\
    z_l \\
    1
\end{bmatrix}
\]

(37)

The division of \( x_r \) with \( z_r \) in Eq. (37) yields the right-hand side expression of the perspective projection equation (35)

\[
\begin{align*}
    x_r &= R_{11}x_l + R_{12}y_l + R_{13}z_l + t_x \\
    y_r &= R_{21}x_l + R_{22}y_l + R_{23}z_l + t_y \\
    z_r &= R_{31}x_l + R_{32}y_l + R_{33}z_l + t_z
\end{align*}
\]

(38)

\[
\begin{align*}
    x_r &= \frac{R_{11}x_l}{z_l} + \frac{R_{12}y_l}{z_l} + \frac{R_{13}z_l}{z_l} + \frac{t_x}{z_l} \\
    y_r &= \frac{R_{21}x_l}{z_l} + \frac{R_{22}y_l}{z_l} + \frac{R_{23}z_l}{z_l} + \frac{t_y}{z_l} \\
    z_r &= \frac{R_{31}x_l}{z_l} + \frac{R_{32}y_l}{z_l} + \frac{R_{33}z_l}{z_l} + \frac{t_z}{z_l}
\end{align*}
\]

(39)

Now, by substituting the perspective projection equations (35) & (36), we obtain

\[
\begin{align*}
    \frac{U_r}{f_x^{(r)}} &= \frac{R_{11} \frac{U_l}{f_x^{(l)}} + R_{12} \frac{V_l}{f_y^{(l)}} + R_{13} + \frac{t_x}{z_l}}{R_{31} \frac{U_l}{f_x^{(l)}} + R_{32} \frac{V_l}{f_y^{(l)}} + R_{33} + \frac{t_z}{z_l}}
\end{align*}
\]

(40)
Upon simplification, \( z_l \), the \( z \) coordinate of \( P \) in the left camera frame, is expressed as

\[
z_l = \frac{t_z U_r - f_x^{(r)} t_x}{\left(R_{11} f_x^{(r)} - R_{31} U_r\right) \frac{U_l}{f_x} + \left(R_{12} f_x^{(r)} - R_{32} U_r\right) \frac{V_l}{f_y} + \left(R_{13} f_x^{(r)} - R_{33} U_r\right)} \tag{41}
\]

Using the projection equations again, the \( x \) and \( y \) coordinates of \( P \) in the left camera frame are recovered as

\[
x_l = z_l \frac{U_l}{f_x} \tag{42}
\]

\[
y_l = z_l \frac{V_l}{f_y} \tag{43}
\]

Using the geometric relationship between the left and the right camera frames along with their corresponding image plane projections, the 3D scene coordinates \( x_l \), in the left camera frame (or \( x_r \), if parameterized, in the right camera frame) are determined.

**B. Results**

1. **Scene Configuration**

   Two imaging events in a planetary descent simulation are rendered in this exercise for 3D coordinate estimation using triangulation. Two monocular images of a terrain are captured at two deterministic poses in the virtual scene geometry, with the terrain under sufficient illumination. The geometric parameters for imaging are captured in Table 1. Optical specifications include pinhole camera resolution of 500 x 500 pixels, diagonal field-of-view of 30°. Computation of 3D feature coordinates is performed according to the following principles:

   - Image correspondence via stereo matching is established via sparse corner features extracted using Eigenvalue-based geometrical feature detection \[87\]. The matching stereo pairs \( p_l \) and \( p_r \) are acquired from the descriptors of the corner features detected in the key frames.
   - 3D terrain coordinates are realized by computing the expressions in Eqs. \(41, 42, 43\).
   - For verification, ground truth is established from the NaRPA generated point cloud of the object (see Section III.C) as well as the known transformation from individual camera frames to the terrain-fixed reference frame.

| Target (m)       | Origin (m)       | Up (rad)      |
|------------------|------------------|---------------|
| \([0 \ 0 \ 0]^T\) | \([0 \ 0 \ 800]^T\) | \([1 \ 0 \ 0]^T\) |
| \([0 \ -30 \ 0]^T\) | \([0 \ -30 \ 750]^T\) | \([1 \ 0 \ 0]^T\) |

Table 1 Geometric parameters for camera positioning and orientation in the scene: ‘Target’ indicates the camera pointing location, ‘Origin’ indicates the camera position, and ‘Up’ represents the camera alignment.
2. Results

3D coordinates are estimated in the left camera frame ($\hat{x}_{l}$) and the percentage of relative errors along each of the coordinates is calculated as

$$\%\text{Error} = \left| \frac{\hat{x}_{l,i} - x_{l,i}}{|x_{l,i}|} \right| \times 100 \quad i = 1, 2, 3$$ (44)

The estimated 3D coordinates are reprojected into the left camera frame using the known camera intrinsics. The estimated and the true pixel coordinates are highlighted in Fig. 20a. Figure 20b shows the distribution of absolute errors as well as the percentage of relative errors in 3D coordinate estimation. Maximum absolute errors are observed to be along the $z$ coordinates, which is expected due to the placement of the camera relatively farther along $z$. Outliers in the percentage of relative errors are more along $y$ because the $y$-coordinates of these feature points are very close to 0 (leaving a significant quotient in the division of two close floating point values).

![Fig. 20](image.png)

(a) True and estimated pixel projections (bottom 20 matches)  (b) Errors in the $x$, $y$, $z$ estimates evaluated for 100 feature points. Outliers are indicated by +.

This figure depicts the 3D coordinate estimation results. On the left, the estimated coordinates are reprojected into the camera frame for visual comparison. On the right, absolute, and relative error distributions between the estimated and the true coordinates are portrayed.

In this capability demonstration, the 3D coordinates are not estimated to sub-pixel accuracy. But, using dense point correspondences from NaRPA renderings, effective outlier rejection schemes, and efficient pixel interpolation schemes, applications such as structure from motion and 3D scene reconstruction are realizable.
VI. Differentiable Rendering for Relative Pose Estimation

Determination of relative pose between the spacecraft and a target satellite is one of the critical tasks in autonomous proximity operations. Monocular vision based guidance and navigation is a much researched topic in this regard [88,89]. NaRPA provides a virtual experimental simulation testbed for satellite relative navigation using computer vision, as highlighted in the previous sections. In this section, NaRPA is also applied as an inverse graphics engine to reverse engineer the relative pose information that is used to render an image in the first place. Specifically, given a reference image, NaRPA can be applied to optimize initial pose guess iteratively until the pose of the object in the reference image is identified. To define, *differentiable rendering* is an inverse graphics technique that models the association between differences in rendered observations and the image rendering parameters [90]. In this work, the differentiable rendering technique utilizes the NaRPA rendering pipeline to estimate relative pose parameters through iterative image synthesis and optimization.

A. Differentiable Rendering Pipeline

![Flow of operations](#)

**Fig. 21** Flow of operations: Keypoint features from a reference image [T] image are extracted in stage (A) and an initial guess for pose is specified in (B). In (C), an image [G] is rendered with the guessed value of pose and matching features between [T] and [G] are identified. The pixel space difference between the matching features in [T] and [G] are iteratively minimized until convergence in the last two stages of operation.

Figure 21 illustrates the proposed differentiable rendering pipeline. Given a reference image consisting of an object of interest, the pipeline optimizes an initial guess for the six pose parameters to render an equivalent image. The pipeline of operations relies on establishing a correspondence between the reference [T] and the rendered [G] image pair. A sparse pixel correspondence is established based on SURF feature operator [91]. The features from the image pair are first matched, and the Euclidean distance between the pixels of the matched features is iteratively minimized using a nonlinear least squares approach. Here, the matched features need not be the same across iterations, but the algorithm relies on the matching of at least four features between the reference image and the image at the updated pose.

The NaRPA engine in the loop renders images at every updated pose value. The images are rendered using the 3D geometric model of the target object under study. As will be shown, the differentiable rendering problem solves for pose
by solving a correspondence between 2D pixels and their respective 3D object coordinates. The 3D object coordinates are not assumed to be known apriori, but computed using 2D to 3D correspondence via stereopsis (Section V.A). The correspondence may also be established from registration of point clouds generated by the NaRPA engine [92].

In the simulation paradigm, the ray tracer engine, generates these images (see Section III.C) in rendering-time to deploy the pose estimation program at each event in the proximity maneuver. Utilizing the image feature data in 2D pixel as well as the 3D coordinates enables us to pose the differentiable rendering problem as a Perspective-n-Point Projection (PnP) problem [93] with $n$ number of tracked features. The idea is to formulate the PnP problem as an optimization problem with the objective to minimize the reprojection error of the target satellite’s image as seen by the camera on the spacecraft.

**B. Image formation and the mathematical model of the PnP problem**

Given $n$ 3D reference points $\mathbf{a}_i = [x_i, y_i, z_i]^T$, $i = 1, 2, ..., n$, in an object reference frame, and their projections $\mathbf{b}_i = [x^c, y^c, z^c]^T$, in a camera’s view space, the PnP algorithm seeks to retrieve the proper orthogonal rotation matrix $\mathbf{R}$ and the translation vector $\mathbf{t}$, that transform the points in the object reference frame to the view space. The projection transformation between the reference points and the corresponding view space coordinates is given by

$$\mathbf{b}_i = \mathbf{R} \mathbf{a}_i + \mathbf{t}, \quad i = 1, 2, ..., n$$

(45)

where $\mathbf{R}^T \mathbf{R} = \mathbf{I}$ and $\det(\mathbf{R}) = 1$.

The perspective projection model extends the transformation in Eq. (45) from 3D view space coordinates to their corresponding 2D homogeneous image projections $\mathbf{p}_i = [u_i, v_i, 1]^T$ for given intrinsic camera parameters as

$$s \mathbf{p}_i = K [\mathbf{R} \mid \mathbf{t}] \mathbf{a}_i$$

(46)

where $s$ denotes the depth factor for the $i^{th}$ point and $K$ is the matrix of calibrated intrinsic camera parameters corresponding to axis skew $\gamma$, aspect ratio scaled focal lengths $(f_x, f_y)$, and principal point offset $(x_0, y_0)$:

$$K = \begin{bmatrix}
    f_x & \gamma & x_0 \\
    0 & f_y & y_0 \\
    0 & 0 & 1
\end{bmatrix}$$

(47)

In this work, the attitude is represented using Gibbs or classical Rodrigues parameters (CRPs) [94,95]. The CRPs facilitate posing the optimization problem via polynomial system solving, free of any trigonometric function. Let vector...
The CRP, the rotation matrix $R$ in terms of $q$ can be obtained using Cayley transform as:

$$ R = (I + [q \times])^{-1}(I - [q \times]) \tag{48} $$

where $I \in \mathbb{R}^{3 \times 3}$ is an identity matrix, and operator $[q \times] \in \mathbb{R}^{3 \times 3}$ converts a vector into a skew-symmetric matrix of the form:

$$ [q \times] = \begin{bmatrix} 0 & -q_3 & q_2 \\ q_3 & 0 & -q_1 \\ -q_2 & q_1 & 0 \end{bmatrix} \tag{49} $$

and

$$ R = \frac{1}{1 + q^T q} \begin{bmatrix} 1 + q_1^2 - q_2^2 - q_3^2 & 2(q_1 q_2 + q_3) & 2(q_1 q_3 - q_2) \\ 2(q_2 q_1 - q_3) & 1 - q_1^2 + q_2^2 - q_3^2 & 2(q_2 q_3 + q_1) \\ 2(q_3 q_1 + q_2) & 2(q_3 q_2 - q_1) & 1 + q_1^2 - q_2^2 - q_3^2 \end{bmatrix} \tag{50} $$

Plugging the sensor specific parameters in Eq. (47), orientation matrix and translation vector in Eq. (50) into Eq. (46), we have the complete equation for the projection transformation in terms of the homography matrix $H$:

$$ \begin{bmatrix} s \\ u_i \end{bmatrix} = \begin{bmatrix} f & 0 & 0 \\ 0 & f & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R_{11} & R_{12} & R_{13} & t_1 \\ R_{21} & R_{22} & R_{23} & t_2 \\ R_{31} & R_{32} & R_{33} & t_3 \end{bmatrix} \begin{bmatrix} x_i \\ y_i \\ z_i \\ 1 \end{bmatrix} \tag{51} $$

$$ \begin{bmatrix} s \\ u_i \end{bmatrix} = \begin{bmatrix} h_1 & h_2 & h_3 & h_4 \\ h_5 & h_6 & h_7 & h_8 \\ h_9 & h_{10} & h_{11} & h_{12} \end{bmatrix} \begin{bmatrix} x_i \\ y_i \\ z_i \\ 1 \end{bmatrix} \tag{52} $$

Eq. (51) models the camera sensor configuration used in this exercise. The model assumes square pixels in the image sensor, zero skewness, and zero distortion. The homography matrix in Eq. (52) is the ultimate transformation between the 2D image projection points and the corresponding 3D reference points. Clearly, the projection points are rational
evaluations of their corresponding 3D view points and are expressed as

\[
\begin{align*}
    u_i &= \frac{h_1x_i + h_2y_i + h_3z_i + h_4}{s} \\
    v_i &= \frac{h_5x_i + h_6y_i + h_7z_i + h_8}{s}
\end{align*}
\]  

(53)

(54)

where \( s = h_9x_i + h_{10}y_i + h_{11}z_i + h_{12} \). The chirality condition \([96]\) for the view geometry ensures that the depth factor \( s \) is non-zero and on average, it is rigorously positive.

**C. The minimization problem and iterative pose calculation**

In this section, a nonlinear optimization approach for the calculation of pose parameters \( \mathbf{x} = [q_1 \ q_2 \ q_3 \ t_1 \ t_2 \ t_3]^T \) using Levenberg-Marquardt method is presented. Recall from Eqs. \([51]\) and \([52]\), the elements of the homography matrix are implicit functions of the pose parameters. Defining the function \( \mathbf{g}(\mathbf{x}) : \mathbb{R}^6 \to \mathbb{R}^{12} \) to relate the set of pose parameters to the vector \( \mathbf{h} \) with elements of the homography matrix \( H \), and the function \( \mathbf{f}(\mathbf{h}) : \mathbb{R}^{12} \to \mathbb{R}^{2n} \) to map the intermediate variables in \( \mathbf{h} \) to \( n \) number of 2D image projections \( \tilde{\mathbf{y}} \). Due to noise, Eq. \((52)\) could not be satisfied in general. Therefore, we use an iterative nonlinear least squares optimization with the objective to minimize the reprojection error between the 2D image coordinates and the corresponding 3D reference points projected into the same image. The objective function for the minimization problem \([97]\) is given as:

\[
\min_{\mathbf{x}} ||\tilde{\mathbf{y}} - \mathbf{f}(\mathbf{g}(\mathbf{x}))||_2^2 = \sum_{i=0}^{n} ((u_i - \mathbf{f}(\mathbf{g}(\mathbf{x})))^2 + (v_i - \mathbf{f}(\mathbf{g}(\mathbf{x})))^2
\]

(55)

Levenberg-Marquardt algorithm is used to iteratively estimate the pose parameters by refining the initial values until an optimal solution is obtained. The iterative procedure is represented as:

\[
x_{i+1} = x_i + (J^T J + \lambda \text{diag}(J^T J))^{-1} J^T (\tilde{\mathbf{y}} - \mathbf{f}(\mathbf{g}(\mathbf{x})))
\]

(56)

where \( \lambda \) is the LM update parameter and \( J \in \mathbb{R}^{2n \times 6} \) is the Jacobian matrix which includes the partial derivatives of the image formation model described in Sec. \([VLI]\). \( J \) is assembled from the individual Jacobians of the functions \( f(h) \) and \( g(x) \) using chain rule as explained in appendix \([A]\). The Levenberg-Marquardt variant implemented in this estimation exercise is delineated in appendix \([B]\).

**D. Results of differentiable rendering application**

The proposed differentiable rendering technique is applied to an ISS docking maneuver application. Synthetic images are generated from a sequence of maneuvering steps in an ISS approach trajectory. The PnP based differentiable rendering is used to estimate the pose parameters from the known model of the ISS and the generated images using
the proposed nonlinear optimization method (Eq. 56)). The images are synthesized at the estimated pose to visually validate the correctness of the algorithm. The error convergence of the pose estimation sequence are also plotted. The results of the said example application are shown in Fig. 22.
Fig. 22. This figure illustrates the differentiable rendering-based pose estimation for an ISS docking maneuver simulation. The top row indicates the true images synthesized from the true pose. The second row shows the images generated from the estimates of pose achieved from the differentiable rendering technique. The third row shows the convergence of cost function against the number of iterations in the nonlinear optimization.
VII. Conclusion

In aerospace applications, testing and validation of vision-based navigation is governed by the ability to generate realistic simulations. Navigation and Rendering Pipeline for Astronautics (NaRPA) has been shown to generate physics inspired illumination models for virtual space missions. NaRPA is shown to have the capabilities to simulate space-to-space as well as ground-to-space observations that are sensitive to atmospheric scattering phenomena. With the capability to generate images, point clouds, depth, and contour maps, NaRPA is a multi-sensor simulation platform for future spacecraft missions.

This paper emphasizes the various capabilities of the NaRPA framework to imitate realistic observations. It is a ray-tracing based global illumination algorithm to account for a comprehensive nature of light propagation for photo-realism. The framework offers plugins to provide effects of time of day, turbidity, and exposure to include the atmospheric effects in the rendering process. To demonstrate the utility of NaRPA as a trustworthy simulation environment for vision-based navigation, two applications have been demonstrated.

In the first application, NaRPA is used as a stereo image generator for stereoscopic depth estimation. It is implemented as a tool for the verification of stereo vision algorithms, using the findings from a fundamental triangulation technique and point cloud data as ground truth. In the second application, a differentiable rendering algorithm is proposed for reasoning about 3D scenes from their corresponding 2D projections. In this application, relative pose is estimated from 3D scenes via nonlinear optimization by propagating gradients of the rendering process through the NaRPA simulations. Furthermore, using representative images and models, NaRPA is demonstrated to be of utility in testing and development of future guidance and navigation missions.
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A. Jacobian of the Image Formation Model

The image formation model represents a mapping from a 3D world scene to an image plane. This mapping is achieved by a set of intrinsic and extrinsic parameters that transform the scene points to the image plane (Eq. 52). The intrinsic parameters define the focal length and optical center of the imaging sensor, whereas the extrinsic parameters represent the position and orientation of the imaging sensor in the scene. Using homography matrix, Eqs. (53) and (54) relate the 3D scene coordinates to the image plane coordinates [97]. The function \( f(h) : \mathbb{R}^{12} \rightarrow \mathbb{R}^{2n} \) maps the elements, \( h_i \in h = \{ h_1, \ldots, h_{12} \} \), of the homography matrix to the image plane coordinates as

\[
\begin{bmatrix}
    f_1(h) \\
    f_2(h) \\
    \vdots \\
    f_{12}(h)
\end{bmatrix}
= \begin{bmatrix}
    u_1 \\
    v_1 \\
    \vdots \\
    u_n \\
    v_n
\end{bmatrix}
= \begin{bmatrix}
    h_{1x1} + h_{2y1} + h_{3z1} + h_4 \\
    h_{5x1} + h_{6y1} + h_{7z1} + h_8 \\
    \vdots \\
    h_{1x1} + h_{2y1} + h_{3z1} + h_{12} \\
    h_{5x1} + h_{6y1} + h_{7z1} + h_{11}
\end{bmatrix} \begin{bmatrix}
    h_{9x1} + h_{10y1} + h_{11z1} + h_4 \\
    h_{9x1} + h_{10y1} + h_{11z1} + h_8 \\
    \vdots \\
    h_{9x1} + h_{10y1} + h_{11z1} + h_{12}
\end{bmatrix}
\]

(57)

Using Classical Rodrigues Parameters (CRPs) for attitude representation, the pose parameters \( x = [q_1 \ q_2 \ q_3 \ t_1 \ t_2 \ t_3]^T \) are mapped to the homography matrix via a function \( g(x) : \mathbb{R}^6 \rightarrow \mathbb{R}^{12} \) as

\[
\begin{bmatrix}
    g_1(x) \\
    g_2(x) \\
    g_3(x) \\
    g_4(x) \\
    g_5(x) \\
    g_6(x) \\
    g_7(x) \\
    g_8(x) \\
    g_9(x) \\
    g_{10}(x) \\
    g_{11}(x) \\
    g_{12}(x)
\end{bmatrix}
= \begin{bmatrix}
    h_1 \\
    h_2 \\
    h_3 \\
    h_4 \\
    h_5 \\
    h_6 \\
    h_7 \\
    h_8 \\
    h_9 \\
    h_{10} \\
    h_{11} \\
    h_{12}
\end{bmatrix}
= \begin{bmatrix}
    1 + q_1^2 - q_2^2 - q_3^2 \\
    2(q_1 q_2 + q_3) \\
    2(q_1 q_3 - q_2) \\
    t_1(1 + q_1^2 + q_2^2 + q_3^2) \\
    2(q_2 q_1 - q_3) \\
    1 - q_1^2 + q_2^2 - q_3^2 \\
    2(q_2 q_3 + q_1) \\
    t_2(1 + q_1^2 + q_2^2 + q_3^2) \\
    2(q_3 q_1 + q_2) \\
    2(q_3 q_2 - q_1) \\
    1 + q_1^2 - q_2^2 - q_3^2 \\
    t_3(1 + q_1^2 + q_2^2 + q_3^2)
\end{bmatrix}
\]

(58)

The equations (57) and (58) model the perspective projection transformation from 3D world coordinates to image...
The Jacobian collects all first-order partial derivatives of the multivariate function \(f(h)\). The first row entries of \(J_f\) are

\[
\frac{\partial f_1}{\partial h_1} = \frac{x_1}{h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12}}, \quad \frac{\partial f_1}{\partial h_5} = 0, \quad \frac{\partial f_1}{\partial h_9} = -\left(\frac{h_1 x_1 + h_2 y_1 + h_3 z_1 + h_4}{(h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12})^2}\right) x_1,
\]

\[
\frac{\partial f_2}{\partial h_1} = 0, \quad \frac{\partial f_2}{\partial h_5} = \frac{y_1}{h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12}}, \quad \frac{\partial f_2}{\partial h_9} = -\left(\frac{h_1 x_1 + h_2 y_1 + h_3 z_1 + h_4}{(h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12})^2}\right) y_1,
\]

\[
\frac{\partial f_3}{\partial h_1} = \frac{z_1}{h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12}}, \quad \frac{\partial f_3}{\partial h_7} = 0, \quad \frac{\partial f_3}{\partial h_{11}} = -\left(\frac{h_1 x_1 + h_2 y_1 + h_3 z_1 + h_4}{(h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12})^2}\right) z_1,
\]

\[
\frac{\partial f_4}{\partial h_1} = 0, \quad \frac{\partial f_4}{\partial h_7} = -\frac{1}{h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12}}, \quad \frac{\partial f_4}{\partial h_{12}} = -\left(\frac{h_1 x_1 + h_2 y_1 + h_3 z_1 + h_4}{(h_9 x_1 + h_{10} y_1 + h_{11} z_1 + h_{12})^2}\right).
\]

The second row entries of \(J_f\) are

\[
\frac{\partial g_1}{\partial x(1)} = \frac{4 q_1 (q_2^2 + q_3^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(3)} = -\frac{4 q_3 (1 + q_1^2)}{(1 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(5)} = 0,
\]

\[
\frac{\partial g_1}{\partial x(2)} = -\frac{4 q_2 (1 + q_1^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(4)} = 0, \quad \frac{\partial g_1}{\partial x(6)} = 0
\]

Similarly, the partial derivatives of the remaining 10 rows can be evaluated with only the coordinates \(x_i, y_i\) to be adjusted in each row of \(J_f\).

The Jacobian \(J_g\) collects all first-order partial derivatives of the multivariate function \(g(h)\) that maps the pose parameters to the homography. The row-wise entries of \(J_g\) are as follows:

First row

\[
\frac{\partial g_1}{\partial x(1)} = \frac{4 q_1 (q_2^2 + q_3^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(3)} = -\frac{4 q_3 (1 + q_1^2)}{(1 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(5)} = 0,
\]

\[
\frac{\partial g_1}{\partial x(2)} = -\frac{4 q_2 (1 + q_1^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_1}{\partial x(4)} = 0, \quad \frac{\partial g_1}{\partial x(6)} = 0
\]
\[
\begin{align*}
\frac{\partial g_2}{\partial x(1)} &= \frac{2(q_2^3 + q_2 q_1^2 + q_1^4 - 2q_1 q_3 - q_3^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_2}{\partial x(2)} &= \frac{2(q_1^3 - q_1 q_2^2 + q_1 q_3^2 + q_1 - 2q_2 q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_2}{\partial x(3)} &= \frac{2(q_1^2 - 2q_1 q_2 q_3 + q_2^2 - q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_2}{\partial x(4)} &= 0, \\
\frac{\partial g_2}{\partial x(5)} &= 0, \\
\frac{\partial g_2}{\partial x(6)} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial g_3}{\partial x(1)} &= \frac{2(q_1^3 + q_1^2 q_2 + q_1^2 q_3 + 2q_1 q_2 - q_1 q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_3}{\partial x(2)} &= \frac{-2(q_1^2 + 2q_1 q_2 q_3 - q_2^2 + q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_3}{\partial x(3)} &= \frac{2(q_1^3 + q_1 q_2^2 - q_1 q_3^2 + q_1 + 2q_2 q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_3}{\partial x(4)} &= 0, \\
\frac{\partial g_3}{\partial x(5)} &= 0, \\
\frac{\partial g_3}{\partial x(6)} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial g_4}{\partial x(1)} &= 0, \\
\frac{\partial g_4}{\partial x(2)} &= 0, \\
\frac{\partial g_4}{\partial x(3)} &= 0, \\
\frac{\partial g_4}{\partial x(4)} &= 1, \\
\frac{\partial g_5}{\partial x(5)} &= 0, \\
\frac{\partial g_5}{\partial x(6)} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial g_5}{\partial x(1)} &= \frac{2(-q_1^2 q_2 + 2q_1 q_3 + q_2^3 + q_2 q_3^2 + q_2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_5}{\partial x(2)} &= \frac{2(q_1^3 - q_1 q_2^2 + q_1 q_3^2 + q_1 + 2q_2 q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_5}{\partial x(3)} &= \frac{-2(q_1^2 + 2q_1 q_2 q_3 + q_2^2 - q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_5}{\partial x(4)} &= 0, \\
\frac{\partial g_5}{\partial x(5)} &= 0, \\
\frac{\partial g_5}{\partial x(6)} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial g_6}{\partial x(1)} &= \frac{-4q_1(q_2^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_6}{\partial x(2)} &= \frac{4q_2(q_1^2 + q_2^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_6}{\partial x(3)} &= \frac{-4q_3(q_2^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_6}{\partial x(4)} &= 0, \\
\frac{\partial g_6}{\partial x(5)} &= 0, \\
\frac{\partial g_6}{\partial x(6)} &= 0.
\end{align*}
\]

\[
\begin{align*}
\frac{\partial g_7}{\partial x(1)} &= \frac{2(-q_1^2 - 2q_1 q_2 q_3 + q_2^3 + q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_7}{\partial x(2)} &= \frac{2(q_1^2 q_3 - 2q_1 q_2 - q_2^2 q_3 + q_3^2 + q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_7}{\partial x(3)} &= \frac{2(q_1^2 - 2q_1 q_2 q_3 + q_2^2 - q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \\
\frac{\partial g_7}{\partial x(4)} &= 0, \\
\frac{\partial g_7}{\partial x(5)} &= 0, \\
\frac{\partial g_7}{\partial x(6)} &= 0.
\end{align*}
\]
\[
\frac{\partial g_8}{\partial x(1)} = 0, \quad \frac{\partial g_8}{\partial x(3)} = 0, \quad \frac{\partial g_8}{\partial x(5)} = 1, \\
\frac{\partial g_8}{\partial x(2)} = 0, \quad \frac{\partial g_8}{\partial x(4)} = 0, \quad \frac{\partial g_8}{\partial x(6)} = 0
\]

\[
\frac{\partial g_9}{\partial x(1)} = \frac{2(-q_1^2 q_3 - 2q_1q_2 + q_2^2q_3 + q_3^3 + q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_9}{\partial x(3)} = \frac{-2(q_1^2 + q_1q_2^2 - q_1q_3^2 + q_1 - 2q_2q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_9}{\partial x(5)} = 0, \\
\frac{\partial g_9}{\partial x(2)} = \frac{2(2q_1q_2q_3 - q_2^2 + q_3^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_9}{\partial x(4)} = 0, \quad \frac{\partial g_9}{\partial x(6)} = 0
\]

\[
\frac{\partial g_{10}}{\partial x(1)} = \frac{-2(-q_1^2 + 2q_1q_3 + q_2^2 + q_3^2)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_{10}}{\partial x(3)} = \frac{-2(q_1^3 + 2q_1q_3^2 + q_3^2 - 2q_2q_3)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_{10}}{\partial x(5)} = 0, \\
\frac{\partial g_{10}}{\partial x(2)} = \frac{2q_1q_3}{} \quad \frac{\partial g_{10}}{\partial x(4)} = 0, \quad \frac{\partial g_{10}}{\partial x(6)} = 0
\]

\[
\frac{\partial g_{11}}{\partial x(1)} = \frac{-4q_1(q_1^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_{11}}{\partial x(3)} = \frac{4q_3(q_2^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_{11}}{\partial x(5)} = 0, \\
\frac{\partial g_{11}}{\partial x(2)} = \frac{-4q_2(q_2^2 + 1)}{(1 + q_1^2 + q_2^2 + q_3^2)^2}, \quad \frac{\partial g_{11}}{\partial x(4)} = 0, \quad \frac{\partial g_{11}}{\partial x(6)} = 0
\]

and the twelfth row
\[
\frac{\partial g_{12}}{\partial x(1)} = 0, \quad \frac{\partial g_{12}}{\partial x(3)} = 0, \quad \frac{\partial g_{12}}{\partial x(5)} = 0, \\
\frac{\partial g_{12}}{\partial x(2)} = 0, \quad \frac{\partial g_{12}}{\partial x(4)} = 0, \quad \frac{\partial g_{12}}{\partial x(6)} = 1
\]

Finally, with the individual Jacobians \(\mathbf{J}(f)\) and \(\mathbf{J}(g)\), the Jacobian of the image formation model, \(\mathbf{J}\), can be assembled using chain rule as
\[
\frac{\partial}{\partial \mathbf{x}} f(\mathbf{g} (\mathbf{x})) = \mathbf{J} = \mathbf{J}_f \cdot \mathbf{J}_g = \begin{bmatrix}
\frac{\partial f_1}{\partial h_1} & \cdots & \frac{\partial f_1}{\partial h_{12}} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_{12}}{\partial h_1} & \cdots & \frac{\partial f_{12}}{\partial h_{12}}
\end{bmatrix}_{12 \times 12} \begin{bmatrix}
\frac{\partial g_1}{\partial x(1)} & \cdots & \frac{\partial g_1}{\partial x(6)} \\
\vdots & \ddots & \vdots \\
\frac{\partial g_{12}}{\partial x(1)} & \cdots & \frac{\partial g_{12}}{\partial x(6)}
\end{bmatrix}_{12 \times 6}
\]
B. Levenberg-Marquardt Method For Nonlinear Least Squares

The Levenberg-Marquardt (LM) algorithm [98] is an iterative technique to solve nonlinear least squares optimization problems. The LM method blends two numerical minimization problems: the gradient descent method and the Gauss-Newton method. The gradient descent approach updates the parameters in the steepest direction of descent and helps reach a function minimum in a very few iterations, even when the initial guess is far away from the optimum. However, its behavior is sluggish when near the optimum point. On the other hand, the Gauss-Newton method solves for the minimum of a function that is assumed to be a locally quadratic model. In contrary to gradient descent, the Gauss-Newton method may not converge if the initial guess is far from the optimum and shows a faster convergence when near it. The LM method combines the advantages of gradient descent and Newton’s methods in which it adapts gradient-descent method when parameters are far from the optimum, and Gauss-Newton technique when the parameters are close to the optimum point.

Formulation of the Levenberg-Marquardt Method

Let us consider a nonlinear function $f$ that maps a parameter vector $p \in \mathbb{R}^m$ to an estimated measurement vector $\hat{y}$ through the relation $\hat{y} = f(p)$, where $\hat{y} \in \mathbb{R}^n$. Provided an initial parameter $p_0$ and a measurement vector $\tilde{y}$, we seek the estimate ($\hat{p}$) for $p$ that minimizes the squared error ($||e||^2$) between the measured and the evaluated values of the nonlinear function $f$

$$\min_{\hat{p} \in \mathbb{R}^n} \chi^2(\hat{p}) = ||e||^2_W \equiv [\tilde{y} - f(\hat{p})]^T W [\tilde{y} - f(\hat{p})] \quad (60)$$

A linear approximation of $f$ in the neighborhood of $\hat{p}$, from the Taylor series expansion results in the approximation

$$f(p + h) \approx f(p) + Jh \quad (61)$$

where $J$ is the Jacobian of $f$ i.e., $J = \frac{\partial f(p)}{\partial p}$.

The LM method is an iterative procedure that at each iteration computes a step $h$ as a solution of the linearized least-squares sub-problem:

$$\min_{h \in \mathbb{R}^n} m_l(p) = ||\tilde{y} - f(p) - Jh||^2_W \quad (62)$$

In the LM method, it is required to find a $h$ that minimizes the quantity $||\tilde{y} - f(p + h)|| = ||\tilde{y} - f(p) - Jh|| = ||e - Jh||$. The least squares algorithm yields $h$ as the solution of

$$J^T W J h = J^T W (\tilde{y} - \hat{y}) \quad (63)$$
The solution from LM method is a slight variation of Eq. (63),

\[ [J^T WJ + \lambda I]h_{lm} = J^T W(\tilde{y} - \hat{y}) \]  

(64)

This solution introduces a damping term \( \lambda \) which adaptively modifies the method of optimization across each iteration. If the updated parameter vector \( p + h \) leads to a reduction in error \( \epsilon \), the update is accepted and the process moves on to the next iteration with a decreased \( \lambda \). If any iteration results in an increase in error, \( \lambda \) is increased to find a \( h \) that decreases the error. The initial updates are ensured in the steepest-descent direction by initializing the damping term \( \lambda \) appropriately large. As the solution improves towards a minimum, the \( \lambda \) is decreased, and the LM update step approaches the Newton’s method. Further, the \( \lambda \)’s are normalized to the values of \( J^T WJ \) to fine-tune the scaling

\[ [J^T WJ + \lambda \text{diag}(J^T WJ)] = J^T W(\tilde{y} - \hat{y}) \]  

(65)

The objective of the optimization problem is to find an estimated measurement vector, \( \hat{y} \) is such that it reduces the squared distance \( \epsilon^T \epsilon \) with \( \epsilon \) being equal to \( y - \hat{y} \).

**Updating the damping term \( \lambda \)**

The method adopted for updating \( \lambda \) is as follows. At each iteration \( i \), if a step \( h \) sufficiently decreases the objective function, it is accepted, and the algorithm proceeds to the next iteration. Otherwise, the step is rejected, \( \lambda_i \) is updated, and the minimization problem is solved again. A gain metric \( \rho_i(h) \) shown in Eq. (68) helps evaluate a ratio between actual and predicted reduction in objective function

\[
\rho(h_{lm}) = \frac{\chi^2(p) - \chi^2(p + h_{lm})}{m_i(p) - m_i(p + h_{lm})}
\]  

(66)

where,

\[
m_i(p) - m_i(p + h_{lm}) = h_{lm}^T (\lambda_i \text{diag}(J^T WJ)h_{lm} + J^T W(y - \hat{y}(p)))
\]  

(67)

such that

\[
\rho(h_{lm}) = \frac{\chi^2(p) - \chi^2(p + h_{lm})}{h_{lm}^T [\lambda_i \text{diag}(J^T WJ)h_{lm} + J^T W(y - \hat{y}(p))]} \]  

(68)

By construction, the denominator is a positive quantity, and \( \rho_i > 0 \) is equivalent to the minimizing step direction. The step \( h_{lm} \) is accepted if the metric \( \rho_i \) is greater than a user-specified threshold, \( \epsilon > 0 \). If an iteration results in \( \rho_i > \epsilon \), then the step resulted in a decrease in objective function, and we update the parameter \( p \) to \( p + h \), and then reduce the damping term \( \lambda_i \) by a factor. If gain \( \rho_i \) is a smaller value than \( \epsilon \), it indicates that we should increase the damping term.
and thereby increase the penalty on large steps before proceeding to the next iteration.

| Algorithm 1: Levenberg-Marquardt Method |
|-----------------------------------------|
| 1. Compute the $\chi^2$ objective function from the user-specified starting value of $\lambda_0$, initial guessed parameter vector $\mathbf{p}$, nonlinear function $f$ and measurement data $\hat{y}$. |
| 2. Compute $\mathbf{h}_{lm}$ and $\rho_l(\mathbf{h}_{lm})$ using the equations: |
| $\mathbf{h}_{lm} = [\mathbf{J}^T \mathbf{W} \mathbf{J} + \lambda \mathbf{I}]^{-1} \mathbf{J}^T \mathbf{W} (\hat{y} - \hat{y})$ |
| $\rho(\mathbf{h}_{lm}) = \frac{\chi^2(\mathbf{p}) - \chi^2(\mathbf{p} + \mathbf{h}_{lm})}{\mathbf{h}_{lm}^T \lambda \text{diag}(\mathbf{J}^T \mathbf{W}) \mathbf{h}_{lm} + \mathbf{J}^T \mathbf{W} (y - \hat{y}(\mathbf{p}))}$ |
| 3. If $\rho_l(\mathbf{h}_{lm}) > \epsilon$: $\mathbf{p} \leftarrow \mathbf{p} + \mathbf{h}$; $\lambda_{i+1} = \max[\lambda_i/L_\parallel, 10^{-7}]$; otherwise: $\lambda_{i+1} = \min[\lambda_i/L_\parallel, 10^7]$ |

$[L_\parallel, L_\parallel] = [10, 10]$ are the factors chosen in this paper for updating the damping term.