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ABSTRACT. We find the cardinality of the value sets of polynomial maps associated with simple complex Lie algebras $B_2$ and $G_2$ over finite fields. We achieve this by using a characterization of their fixed points in terms of sums of roots of unity.

INTRODUCTION

Let $q$ be a power of a prime $p$. Given a polynomial $f \in \mathbb{Z}[x]$ with $n$ variables, we write $\bar{f}$ for the induced map over $\mathbb{F}_q$. If $\bar{f} : \mathbb{F}_q^n \rightarrow \mathbb{F}_q^n$ is not a bijection, then one may ask how far it is away from being a bijection. An approach to investigate this problem is to find the cardinality of the value set $\bar{f}(\mathbb{F}_q^n)$. For an arbitrary polynomial map $f \in \mathbb{Z}[x]$, there is no easy formula for this quantity. However, there are certain families with nice underlying algebraic structures which allow us to find the cardinality explicitly. An interesting single variable example is the family of Dickson polynomials for which a formula was found by Chou, Gomez-Calderon and Mullen [CGM88].

There is a generalization of Dickson polynomials, or Chebyshev polynomials, to several variables introduced by Lidl and Wells. They provide easy to check conditions for these functions to induce permutations over finite fields [LW72]. Lidl and Wells achieve this by using the theory of symmetric polynomials together with some basic methods in the theory of finite fields. On the other hand, their construction can be related to the simple complex Lie algebras $A_n$ [HW88]. In general, for an arbitrary Lie algebra $\mathfrak{g}$, there is an associated infinite sequence of integrable polynomial mappings $P^k_\mathfrak{g}$ determined from the conditions $\Phi_\mathfrak{g}(kx) = P^k_\mathfrak{g}(\Phi_\mathfrak{g}(x))$. Here, the components of the vector function $\Phi_\mathfrak{g}$ are given by exponential sums which are obtained by the orbits of the Weyl group of $\mathfrak{g}$. All coefficients of the polynomials defining $P^k_\mathfrak{g}$ are integers. This result was first given by Veselov [Ve87], and somewhat later by Hofmann and Withers [HW88], independently. These maps $P^k_\mathfrak{g}$ are also referred as folding polynomials [Wi88]. This is because the parameter $k$ acts by folding over the underlying triangular fundamental region in the case of a rank two simple complex Lie algebra.

In our previous work [K16], we have provided easy to check conditions for the bivariate folding polynomials associated with $B_2$ and $G_2$ to induce permutations over finite fields. In this paper, we extend our results, by finding the cardinality of...
the value set for each member in those families, not only for the members that give permutations.

The organization of the paper is as follows: In the first section we give three examples which illustrate the idea that will be used for the further cases; the first example is the power maps which is the most elementary, the other two examples are the folding polynomials associated with the Lie algebras $A_1$ and $A_2$. In the second and the third sections, we consider the folding polynomials associated with $B_2$ and $G_2$, respectively. For each one of these two families, we prove a formula for the cardinality of its value set over finite fields.

1. Motivation

In this section, we consider the cardinality of the value sets of three basic families, namely the power maps and folding polynomials associated with $A_1$ and $A_2$. We give alternative proofs of formulas for the cardinality of their value sets which will be a motivation for the further cases $B_2$ and $G_2$.

1.1. The power maps. The nonzero elements of $\mathbb{F}_q$ can be parametrized by roots of unity. This parametrization is useful while studying the action of power maps $P_k(x) = x^k$ on such fields. Let $\mu_k \subset \mathbb{C}$ be the group of $k$-th roots of unity. Define $S(k) = \mu_k \cup \{0\}$. The set $S(k)$ can be described as the set of complex numbers satisfying the equation $x^{k+1} = x$. Given a function $f : \mathbb{C}^n \to \mathbb{C}^n$, we will use the notation $\text{Fix}(f) = \{ z \in \mathbb{C} : f(z) = z \}$. In this case, we have $S(k) = \text{Fix}(P_{k+1})$.

Let $\mathbb{Q}(\text{Fix}(P_q))$ be the number field obtained by adjoining the solutions of the equation $x^q = x$, or elements of $\text{Fix}(P_q)$, to rational numbers. Let $p$ be a prime ideal of $\mathbb{Q}(\text{Fix}(P_q))$ lying over $p$. The elements of $\mathbb{F}_q$ can be characterized as solutions of the equation $x^q = x$. Now $S(q-1) = \text{Fix}(P_q)$. Thus, there is a one-to-one correspondence

$$\mathbb{F}_q \leftrightarrow S(q-1)$$

obtained by reducing the elements on the right hand side modulo $p$.

The action of $\bar{P}_k(x)$ on the finite field $\mathbb{F}_q$ is compatible with the action of $P_k(x)$ on $S(q-1)$. From this point of view, it is now obvious that $\bar{P}_k$ induces a permutation of $\mathbb{F}_q$ if and only if $\gcd(k, q-1) = 1$. Moreover, one can easily find the size of the value set. Set $a = (q-1)/\gcd(k, q-1)$. Then,

$$\bar{P}_k(\mathbb{F}_q) = \bar{P}_k \left( \frac{S(q-1)}{a} \right) = \bar{P}_k(S(q-1)) = S(a).$$

The set $S(a) \subset \mathbb{C}$ has $a+1$ elements, namely $a$-th roots of unity together with the zero. Their reduction modulo $p$ belongs to the finite field $\mathbb{F}_q$ and they are distinct. Thus, we have $|\bar{P}_k(\mathbb{F}_q)| = a+1$.

1.2. The case $A_1$. The $k$-th Dickson polynomial $D_k(x) \in \mathbb{Z}[x]$ is uniquely defined by the functional equation $D_k(y + y^{-1}) = y^k + y^{-k}$. As an alternative approach, one can use the Lie algebra $A_1$ in order to produce same family of polynomials. Consider

$$\Phi(\sigma) = \exp(2\pi i \sigma) + \exp(-2\pi i \sigma).$$

Alternatively, the Dickson polynomial $D_k$ is the unique polynomial satisfying the equation $D_k(\Phi(\sigma)) = \Phi(k\sigma)$. 
Let $K = \mathbb{Q}(\text{Fix}(D_q))$, a number field obtained by adjoining the roots of the equation $D_q(x) = x$ to rational numbers. Let $\mathfrak{p}$ be a prime ideal of $K$ lying over $p$. It is well known that $D_q(x) \equiv x^q \pmod{p}$. Thus, there is a one-to-one correspondence

$$F_q \leftrightarrow \text{Fix}(D_q)$$

obtained by reducing the algebraic elements in $\text{Fix}(D_q)$ modulo $p$. The elements in $\text{Fix}(D_q)$ can be parametrized by $\Phi$. Note that $\Phi(\sigma) = \Phi(\tilde{\sigma})$ if and only if $\sigma \equiv \pm \tilde{\sigma} \pmod{\mathbb{Z}}$. Moreover, we have $\text{Fix}(D_q) = S_1 \cup S_2$ where

$$S_1 = \left\{ \Phi \left( \frac{s}{q-1} \right) : s \in \mathbb{Z} \right\} \quad \text{and} \quad S_2 = \left\{ \Phi \left( \frac{s}{q+1} \right) : s \in \mathbb{Z} \right\}.$$

Our purpose is to understand the size of $\bar{D}_k(F_q)$. It is enough to investigate $D_k(S_1 \cup S_2)$ because of the one-to-one correspondence. Note that $\bar{D}_k(F_q) = \bar{D}_k(S_1 \cup S_2) = D_k(S_1 \cup S_2)$.

It is easy to see that

$$D_k(S_1 \cup S_2) = \left\{ \Phi \left( \frac{ks}{q-1} \right) : s \in \mathbb{Z} \right\} \cup \left\{ \Phi \left( \frac{ks}{q+1} \right) : s \in \mathbb{Z} \right\}.$$

In order to find the precise number of elements in this union, one needs to be careful with possible common elements $\Phi(0)$ and $\Phi(1/2)$. The following result is a special case of a formula which was first established by Chou, Gomez-Calderon and Mullen [CGM88]. A corollary of this theorem is the well known criterion, $\gcd(q^2-1) = 1$, for the Dickson polynomials $D_k$ being a permutation of $F_q$.

**Theorem 1.1.** Let $k$ be a positive integer. Set

$$a = \frac{q-1}{\gcd(q-1,k)} \quad \text{and} \quad b = \frac{q+1}{\gcd(q+1,k)}.$$

Then the cardinality of the value set is

$$|\bar{D}_k(F_q)| = \frac{a}{2} + \frac{b}{2} + \eta(k,q)$$

where

$$\eta(k,q) = \begin{cases} 0 & \text{if } \gcd(a,2) = \gcd(b,2), \\ 1/2 & \text{if } \gcd(a,2) \neq \gcd(b,2) \end{cases}.$$

**Proof.** Our strategy is to separate this counting problem into two parts. Note that it is enough to consider $\Phi(\sigma)$ with $0 \leq \sigma < 1$ to represent any element in $\text{Fix}(D_q)$. There are two elements, namely $\Phi(0)$ and $\Phi(1/2)$, whose representations are unique. Each other element is represented with precisely two different expressions, namely $\Phi(\sigma)$ and $\Phi(1-\sigma)$. Note that $\Phi(R) = [-2,2]$ and the elements $\Phi(0)$ and $\Phi(1/2)$ are the endpoints of this interval. We use this geometric interpretation to separate these two distinct types of elements as interior points and end points.

The following table gives the number of elements of each type in $D_k(S_1)$ and $D_k(S_2)$, respectively.

|       | Interior          | End                   |
|-------|-------------------|-----------------------|
| $D_k(S_1)$ | $(a - \gcd(a,2))/2$ | $\gcd(a,2)$          |
| $D_k(S_2)$ | $(b - \gcd(b,2))/2$ | $\gcd(b,2)$          |
Note that the set of interior elements of $D_k(S_1)$ and $D_k(S_2)$ are disjoint since $\gcd(a, b)$, which is a divisor of $\gcd(q - 1, q + 1)$, is either one or two. However this is not the case for the end points. The point $\Phi(0)$, possibly $\Phi(1/2)$, belongs to each one of these two sets.

Now we are ready to establish the formula in the theorem. Suppose that $\gcd(a, 2) = \gcd(b, 2)$.

\[ |\tilde{D}_k(F_q)| = \frac{a - \gcd(a, 2)}{2} + \frac{b - \gcd(a, 2)}{2} + (a, 2) = \frac{a}{2} + \frac{b}{2}. \]

Suppose that $\gcd(a, 2) \neq \gcd(b, 2)$. Then $\{\gcd(a, 2), \gcd(b, 2)\} = \{1, 2\}$. In this case, we have

\[ |\tilde{D}_k(F_q)| = \frac{a}{2} + \frac{b}{2} - \frac{1}{2} - \frac{2}{2} + 2 = \frac{a}{2} + \frac{b}{2} + 1. \]

\[ \square \]

1.3. The case $A_2$. The main result of this part, namely Theorem 1.2, was first proved in [KÜ15]. For the convenience of the reader, we will summarize the main notions adapted to the terminology of Lie algebras. Then we will give an elaborated proof of Theorem 1.2 which will be a motivation for the further cases $B_2$ and $G_2$.

Let $\{\alpha_1, \alpha_2\}$ be a choice of simple roots for the Lie algebra $A_2$ with Cartan matrix $[\begin{array}{cc} 2 & -1 \\ -1 & 2 \end{array}]$. The transpose of this matrix, which is itself, transforms the fundamental weights, say $\omega_1$ and $\omega_2$, into the fundamental roots. We have $\alpha_1 = 2\omega_1 - \omega_2$ and $\alpha_2 = -\omega_1 + 2\omega_2$. The orbit of $\omega_1$, under the action of the Weyl group, is $\{\omega_1, \omega_2 - \omega_1, -\omega_2\}$. Similarly, the orbit of $\omega_2$ is $\{\omega_2, \omega_2 - \omega_1, -\omega_1\}$. Set $\sigma := \omega_2$ and $\tau = \omega_1 - \omega_2$. With this new choice, the orbits appear simpler. More precisely, we have $\{\sigma, \tau, -\sigma - \tau\}$ and $\{-\sigma, -\tau, \sigma + \tau\}$. One can consider $\Phi = (\varphi_1, \varphi_2)$ with

\[ \varphi_1 = e^{2\pi i \sigma} + e^{2\pi i \tau} + e^{-2\pi i (\sigma + \tau)}, \]

\[ \varphi_2 = e^{-2\pi i \sigma} + e^{-2\pi i \tau} + e^{2\pi i (\sigma + \tau)}. \]

Observe that $\Phi(\sigma, \tau)$ is equal to any one of the following six expressions below which are given by the elements of the Weyl group:

| I  | $\Phi(\sigma, \tau)$ | II  | $\Phi(\sigma, -\sigma - \tau)$ | III | $\Phi(\tau, -\sigma - \tau)$ |
|----|----------------------|----|-------------------------------|----|-------------------------------|
| IV | $\Phi(\tau, \sigma)$ | V  | $\Phi(-\sigma - \tau, \sigma)$ | VI | $\Phi(-\sigma - \tau, \tau)$. |

Under these symmetries, the region $0 \leq \sigma, \tau < 1$ is separated into six parts, possibly having two components, which are mutually congruent to each other under the action of the Weyl group. We choose one of them as $R_{A_2}$. See Figure 1.

The family of folding polynomials $A_k$ satisfy the conditions

\[ A_k(\Phi(\sigma, \tau)) = \Phi(k\sigma, k\tau). \]

We want to understand $\text{Fix} (A_q)$ in terms of $\Phi(\cdot, \cdot)$. A fixed point of $A_q$ is of the form $\Phi(\sigma, \tau)$ where $(q\sigma, q\tau) \equiv w(\sigma, \tau) \,(\text{mod } Z^2)$ for some $w$ in the Weyl group of
the Lie algebra $A_2$. Using this setup, it is easy to show that \( \text{Fix}(A_q) = \bigcup S_i \) where
\[
S_1 = \left\{ \Phi \left( \frac{s}{q^2 - 1}, \frac{t}{q^2 - 1} \right) : s, t \in \mathbb{Z} \right\},
\]
\[
S_2 = \left\{ \Phi \left( \frac{s}{q^2 - 1}, \frac{sq}{q^2 - 1} \right) : s \in \mathbb{Z} \right\},
\]
\[
S_3 = \left\{ \Phi \left( \frac{s}{q^2 + q + 1}, \frac{sq}{q^2 + q + 1} \right) : s \in \mathbb{Z} \right\}.
\]

Let \( K = \mathbb{Q}(\text{Fix}(A_q)) \), a number field obtained by adjoining the solutions of \( A_q(x, y) = (x, y) \) to rational numbers. Let \( p \) be a prime ideal of \( K \) lying over \( p \). There is a one-to-one correspondence
\[ F^2_q \leftrightarrow \text{Fix}(A_q) \]
obtained by reducing the elements on the right hand side modulo \( p \). Moreover this correspondence is compatible with the actions of \( \tilde{A}_k \) and \( A_k \) on \( F^2_q \) and \( \text{Fix}(A_q) \), respectively. Our purpose is to understand the size of
\[ \tilde{A}_k(F^2_q) = \tilde{A}_k(S_1 \cup S_2 \cup S_3) = A_k(S_1) \cup A_k(S_2) \cup A_k(S_3). \]

In order to find the cardinality of the value set, it is enough to investigate the set of complex numbers \( \bigcup A_k(S_i) \).

**Theorem 1.2.** Let \( k \) be a positive integer. Set
\[
a = \frac{q - 1}{\gcd(k, q - 1)}, \quad b = \frac{q^2 - 1}{\gcd(k, q^2 - 1)} \quad \text{and} \quad c = \frac{q^2 + q + 1}{\gcd(k, q^2 + q + 1)}.
\]
Then the cardinality of the value set is
\[
|\tilde{A}_k(F^2_q)| = \frac{a^2}{6} + \frac{b}{2} + \frac{c}{3} + \eta(k, q)
\]
where \( \eta(k, q) \) is given by

| \( \eta(k, q) \) | \(| k \) or \( | a \) | \(| k \) and \( | a \) |
|-----------------|-----------------|-----------------|
| 3 \( | k \) or 3 \( | a \) | 3 \( | k \) and 3 \( | a \) |
| 2 \( | k \) or 2 \( | b \) | 0 | 2/3 |
| 2 \( | k \) and 2 \( | b \) | a/2 | a/2 + 2/3 |
In particular if \( \gcd(k, 6) = 1 \), then \( \eta(k, q) = 0 \).

**Proof.** Our strategy is to separate the problem into three parts. We will consider points in the interior, on the edge and at the corners separately.

A point \( \Phi(\sigma, \tau) \), with \( 0 \leq \sigma, \tau < 1 \), is a corner point if and only if it is of the form \( \Phi(0, 0), \Phi(1/3, 1/3) \) or \( \Phi(2/3, 2/3) \).

A point \( \Phi(\sigma, \tau) \) is an edge point if it is given by a pair \((\sigma, \tau)\) that is on the boundary of \( R_{A_2} \) except the corners. An edge point can be expressed in one of the forms \( \Phi(\sigma, \sigma) \Phi(\sigma, -2\sigma) \) or \( \Phi(-2\sigma, \sigma) \).

A point \( \Phi(\sigma, \tau) \) is an interior point if it is given by a pair \((\sigma, \tau)\) that is in the interior of \( R_{A_2} \). There are exactly six distinct representations given by I, II, III, IV, V and VI, when the components are considered modulo integers.

We have the following table for the number of special types of points in each one of the sets \( A_k(S_i) \).

|   | Interior | Edge | Corner |
|---|----------|------|--------|
| \( A_k(S_1) \) | \( (a^2 - 3a + 2(a, 3))/6 \) | \( a - \gcd(a, 3) \) | \( \gcd(a, 3) \) |
| \( A_k(S_2) \) | \( (b - \gcd(q - 1, b))/2 \) | \( \gcd(q - 1, b) - \gcd(a, 3) \) | \( \gcd(a, 3) \) |
| \( A_k(S_3) \) | \( (c - \gcd(c, 3))/3 \) | \( 0 \) | \( \gcd(c, 3) \) |

We start with explaining the entries in the first column. The elements in \( A_k(S_1) \) are of the form \( \Phi(s/a, t/a) \) for some integers \( s \) and \( t \). There are \( a^2 \) pairs \((s/a, t/a)\) with \( 0 \leq s, t < a \) and as a result there are roughly \( a^2/6 \) interior points in \( A_k(S_1) \). In order to find the precise number, we need to exclude pairs giving edge and corner points. For each \( 0 \leq s < a \), the pairs \((s/a, s/a), (s/a, -2s/a) \) and \((-2s/a, s/a)\) give rise to an edge or a corner point. Observe that, if \( 3 | a \), then the choices \( s = a/3 \) and \( s = 2a/3 \) give rise to corner points \( \Phi(1/3, 1/3) \) and \( \Phi(2/3, 2/3) \), respectively. Thus, we find the following number:

\[
a^2 - 3(a - \gcd(a, 3)) - \gcd(a, 3) = a^2 - 3a + 2 \gcd(a, 3).
\]

Note that this number is divisible by six for each choice of \( a \). This justifies the top entry in the first column.

Secondly, we consider the interior points in \( A_k(S_2) \). The elements in \( A_k(S_2) \) are of the form \( \Phi(s/b, sq/b) \) for some integer \( s \). There are \( b \) such pairs with \( 0 \leq s < b \). Unlike the previous case, an interior point of this form has only two representations, namely \( \Phi(s/b, sq/b) \) and \( \Phi(sq/b, s/b) \) where \( sq \) is considered modulo \( b \). This is because the multiplicative order of \( q \) modulo \( b \) is a divisor of \( 2 \). Note that \( s \equiv sq \) (mod \( b \)) if and only if \( s \) is a multiple of \( b/\gcd(q - 1, b) \). The number of such multiples is \( \gcd(q - 1, b) \), each one of which gives an edge or a corner point. Thus, the number of pairs giving an interior point is equal to

\[
b - \gcd(q - 1, b).
\]

Note that this number is divisible by two for each choice of \( b \). This justifies the middle entry in the first column.

Next, we consider the interior points in \( A_k(S_3) \). It is clear that the multiplicative order of \( q \) modulo \( c \) is a divisor of three. If the order is one, then this means that \( c = 1 \) or \( c = 3 \). In such a case, we have a corner point. Otherwise, a generic point
has three distinct expressions, namely
\[ \Phi \left( \frac{s}{c}, \frac{sq}{c} \right), \quad \Phi \left( \frac{sq}{c}, \frac{sq^2}{c} \right) \quad \text{and} \quad \Phi \left( \frac{sq^2}{c}, \frac{s}{c} \right). \]

This proves the bottom entry in the first column.

As we finish the discussion for the interior points, we also note that the set of interior points of \( A_k(S_i) \) are pairwise disjoint. Firstly, it is clear that the intersection of \( A_k(S_3) \) with \( A_k(S_1) \) consists of corner points only. This is because of the fact that \( \gcd(q-1, q^2 + q + 1) \) is a divisor of 3. A similar argument holds for the intersection \( A_k(S_3) \) with \( A_k(S_2) \) because \( \gcd(q^2 - 1, q^2 + q + 1) \) is a divisor of three, too. Finally, suppose that \( \alpha \in A_k(S_1) \cap A_k(S_2) \). Then

\[ \alpha = \Phi \left( \frac{s}{q-1}, \frac{sq}{q-1} \right) = \Phi \left( \frac{s}{q-1}, \frac{s}{q-1} \right) \]

for some integer \( s \). Thus, \( \alpha \) is not an interior point.

Now we consider the edge and corner points. We claim that \( A_k(S_2) \) contains all possible edge and corner points. For example, if we pick a point \( \alpha \in A_k(S_1) \), then it is of the form \( \alpha = \Phi(s/a, t/a) \). If \( \alpha \) is an edge point, then we must have \( s \equiv t \pmod{a} \). It follows that \( t \equiv sq \pmod{a} \) since \( s \) is a divisor of \( q-1 \). Therefore, \( \alpha = \Phi(s/a, sq/a) \) and as a result \( \alpha \) is an element of \( A_k(S_2) \). The other parts of the claim can be verified easily, and therefore omitted.

We use the following implications in order establish the formulas for \( \eta(k, q) \) in the theorem:

1. \( 2 \mid k \) or \( 2 \mid b \Rightarrow \gcd(q - 1, b) = a \)
2. \( k \mid k \) and \( 2 \mid b \Rightarrow \gcd(q - 1, b) = 2a \)
3. \( 3 \mid k \) or \( 3 \mid a \Rightarrow \gcd(c, 3) = \gcd(a, 3) \)
4. \( 3 \mid k \) and \( 3 \mid a \Rightarrow \gcd(c, 3) = 1 \) and \( \gcd(a, 3) = 3 \)

In order to establish the entry \( a/2 + 2/3 \) for \( \eta(k, q) \) in the statement of the theorem, we shall use the implications (2) and (4). If (2) and (4) hold, then the cardinality of the value set is

\[ \left( \frac{a^2 - 3a + 2 \cdot 3}{6} + \frac{b - 2a}{2} + \frac{c - 1}{3} \right) + (2a - 3) + (3). \]

This is the number of elements in the union \( \bigcup A_k(S_i) \) obtained as a sum of the number of interior, edge and corner elements, respectively. This finishes the proof of the fact that \( \eta(k, q) = a/2 + 2/3 \). The proof of the other cases are similar. \( \square \)

2. The case B2

Unless otherwise stated or proved, the assertions of this section can be found in [Ku16]. For the convenience of the reader, we will summarize the main notions. Then we will prove the main result of this section, see Theorem 2.1.

Let \( \{\alpha_1, \alpha_2\} \) be a choice of simple roots for the Lie algebra \( B_2 \) with Cartan matrix \( \begin{pmatrix} 2 & -1 \\ -1 & 2 \end{pmatrix} \). The transpose of this matrix transforms the fundamental weights into the fundamental roots. We have \( \alpha_1 = 2\omega_1 - \omega_2 \) and \( \alpha_2 = -2\omega_1 + 2\omega_2 \). The orbit of \( \omega_1 \), under the action of the Weyl group, is \( \{\pm\omega_1, \pm(2\omega_2 - \omega_1)\} \). Similarly, the orbit of \( \omega_2 \) is \( \{\pm\omega_2, \pm(\omega_1 - \omega_2)\} \). We set \( \sigma := \omega_2 \) and \( \tau = \omega_1 - \omega_2 \). With this new choice, the orbits appear simpler. More precisely, we have \( \{\pm\sigma, \pm\tau\} \) and
{\pm (\sigma + \tau), \pm (\sigma - \tau)}$. One can consider $\Phi = (\varphi_1, \varphi_2)$ with

$$
\begin{align*}
\varphi_1 &= e^{2\pi i \sigma} + e^{-2\pi i \sigma} + e^{2\pi i \tau} + e^{-2\pi i \tau}, \\
\varphi_2 &= e^{2\pi i (\sigma + \tau)} + e^{-2\pi i (\sigma + \tau)} + e^{2\pi i (\sigma - \tau)} + e^{2\pi i (\tau - \sigma)}
\end{align*}
$$

Observe that $\Phi(\sigma, \tau)$ is equal to any one of the following eight expressions below which are given by the elements of the Weyl group:

$$
\begin{array}{cccc}
I & \Phi(\sigma, \tau) & II & \Phi(\sigma, -\tau) \\
III & \Phi(-\sigma, \tau) & IV & \Phi(-\sigma, -\tau) \\
V & \Phi(\tau, \sigma) & VI & \Phi(-\tau, \sigma) \\
VII & \Phi(\tau, -\sigma) & VIII & \Phi(-\tau, -\sigma)
\end{array}
$$

Under these symmetries, the region $0 \leq \sigma, \tau < 1$ is separated into eight triangles which are mutually congruent to each other under the action of the Weyl group. We choose one of them as $R_{B_2}$. See Figure 2.
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**Figure 2.** The fundamental region $R_{B_2}$.

The family of folding polynomials $B_k$ satisfy the conditions

$$B_k(\Phi(\sigma, \tau)) = \Phi(k\sigma, k\tau).$$

We want to understand $\text{Fix}(B_q)$ in terms of $\Phi(\cdot, \cdot)$. A fixed point of $B_q$ is of the form $\Phi(\sigma, \tau)$ where $(q\sigma, q\tau) \equiv w(\sigma, \tau) \pmod{\mathbb{Z}^2}$ for some $w$ in the Weyl group of $B_2$. Using this setup, it is not hard to show that $\text{Fix}(A_q) = \bigcup S_i$ where

$$
\begin{align*}
S_1 &= \left\{ \Phi \left( \frac{s}{q-1}, \frac{t}{q+1} \right) : s, t \in \mathbb{Z} \right\}, \\
S_2 &= \left\{ \Phi \left( \frac{s}{q-1}, \frac{t}{q-1} \right) : s, t \in \mathbb{Z} \right\}, \\
S_3 &= \left\{ \Phi \left( \frac{s}{q+1}, \frac{t}{q+1} \right) : s, t \in \mathbb{Z} \right\}, \\
S_4 &= \left\{ \Phi \left( \frac{s}{q^2-1}, \frac{sq}{q^2-1} \right) : s \in \mathbb{Z} \right\}, \\
S_5 &= \left\{ \Phi \left( \frac{s}{q^2+1}, \frac{sq}{q^2+1} \right) : s \in \mathbb{Z} \right\}.
\end{align*}
$$

Let $K = \mathbb{Q}(\text{Fix}(B_q))$, a number field obtained by adjoining the solutions of $B_q(x, y) = (x, y)$ to rational numbers. Let $p$ be a prime ideal of $K$ lying over $p$. 
There is a one-to-one correspondence
\[ \mathbb{F}_q^2 \longleftrightarrow \text{Fix}(\mathcal{B}_q) \]
obtained by reducing the elements on the right hand side modulo \( p \). Moreover this correspondence is compatible with the actions of \( \bar{\mathcal{B}}_k \) and \( \mathcal{B}_k \) on \( \mathbb{F}_q^2 \) and \( \text{Fix}(\mathcal{B}_q) \), respectively. Our purpose is to understand the size of
\[ \bar{\mathcal{B}}_k(\mathbb{F}_q^2) = \bar{\mathcal{B}}_k \left( \bigcup S_i \right) = \bigcup \mathcal{B}_k(S_i). \]
Here \( i \) runs from 1 to 5. In order to find the cardinality of the value set, it is enough to investigate the set of complex numbers \( \bigcup \mathcal{B}_k(S_i) \).

**Theorem 2.1.** Let \( k \geq 1 \) be an integer. Set
\[ a = \frac{q - 1}{(q - 1, k)}, \quad b = \frac{q + 1}{(q + 1, k)}, \quad c = \frac{q^2 - 1}{(q^2 - 1, k)} \quad \text{and} \quad d = \frac{q^2 + 1}{(q^2 + 1, k)}. \]
Then the cardinality of the value set is
\[ |\bar{\mathcal{B}}_k(\mathbb{F}_q^2)| = \frac{(a + b)^2}{8} + \frac{c + d}{4} + \eta(k, q) \]
where
\[ \eta(k, q) = \begin{cases} 
0 & \text{if } 2 \nmid k \text{ or } 2 \nmid c \\
(a + b)/2 + 1/8 & \text{if } 2 \mid k \text{ and } 2 \mid c \text{ and } 2 \mid ab \\
(a + b)/4 + 1/4 & \text{if } 2 \mid k \text{ and } 2 \mid c \text{ and } 2 \nmid ab 
\end{cases} \]

**Proof.** Our strategy is to separate the problem into three parts according to the Figure 2. We will consider points in the interior, on the edge and at the corners separately.

A point \( \Phi(\sigma, \tau) \), with \( 0 \leq \sigma, \tau < 1 \), is a corner point if and only if it is of the form \( \Phi(0, 0), \Phi(1/2, 1/2), \Phi(0, 1/2) \) or \( \Phi(0, 1/2) \). Note that the last two points are the same.

A point \( \Phi(\sigma, \tau) \) is an edge point if it is given by a pair \((\sigma, \tau)\) that is on the boundary of \( R_{A_2} \) except the corners. An edge point can be expressed in the form \( \Phi(\sigma, \sigma), \Phi(0, \sigma) \) or \( \Phi(1/2, \sigma) \). There are four distinct expressions for each edge point whose components restricted modulo integers.

A point \( \Phi(\sigma, \tau) \) is an interior point if it is given by a pair \((\sigma, \tau)\) that is in the interior of \( R_{B_2} \). There are eight different representations given by I, II, ..., VIII.

To ease the notation, we set \( m' = \gcd(m, 2) \), for each integer \( m \). We have the following table:

| Interior                  |
|---------------------------|
| \( \mathcal{B}_k(S_1) \) |
| \( (a - a')(b - b')/4 \) |
| \( \mathcal{B}_k(S_2) \) |
| \( (a - a')(a - a' - 2)/8 \) |
| \( \mathcal{B}_k(S_3) \) |
| \( (b - b')(b - b' - 2)/8 \) |
| \( \mathcal{B}_k(S_4) \) |
| \( (c - c/a - c/b + c')/4 \) |
| \( \mathcal{B}_k(S_5) \) |
| \( (d - d')/4 \) |

The elements in \( \mathcal{B}_k(S_1) \) are of the form \( \Phi(s/a, t/b) \) for some integers \( s \) and \( t \). There are \( ab \) pairs \((s/a, t/b)\) with \( 0 \leq s < a \) and \( 0 \leq t < b \). Even though there
are eight symmetries, it is not possible to switch the first and second component unless their denominator are both divisors of two. As a result there are roughly $ab/4$ interior points in $B_k(S_1)$. In order to find the precise number, we need to exclude pairs giving edge and corner points. The number of suitable pairs is

$$ab - a'b' - b'a + a'b' = (a - a')(b - b')$$

which is obtained by applying the inclusion and exclusion principle. Note that this number is divisible by four for each choice of $a$ and $b$. This justifies the first entry in the table.

Secondly, we consider the interior points in $B_k(S_2)$. These points are of the form $\Phi(s/a,t/a)$ for some integers $0 \leq s, t < a$. Unlike the previous case, switching $\sigma$ and $\tau$ is allowed here. As a result, there are roughly $a^2/8$ interior points in $B_k(S_2)$. We find the following number of pairs which give rise to an interior point:

$$(a - a')(a - a') - 2(a - a') = (a - a')(a - a' - 2).$$

In this expression, the first term counts the pairs $(s/a,t/a)$ excluding the ones which are of the form $(\pm s/a,0)$ and possibly the ones which are of the form $(\pm s/a,1/2)$ if $a' = 2$. The second term excludes the pairs of the form $(s/a,s/a)$. As we shall expect, this integer is always divisible by 8. This justifies the entry for $B_k(S_2)$. The computation is similar for $B_k(S_3)$.

Next, we consider the elements in $B_k(S_3)$. They are of the form $\Phi(s/c,sq/c)$ for some integer $0 \leq s < c$. The multiplicative order of $q$ modulo $c$ is a divisor of two. On the other hand we are allowed to switch $s$ with $c - s$. Thus, there are roughly $c/4$ interior points in this set. Note that $sq \equiv s \pmod{c}$ if and only if $s$ is a multiple of $a$ or $b$. Thus, the number of pairs giving an interior point is

$$c - c/a - c/b + \gcd(c/a,c/b).$$

Note that $\gcd(c/a,c/b) = c'$.

The points in $B_k(S_5)$ are of the form $\Phi(s/d,qs/d)$ for some $0 \leq s < d$. Clearly, the multiplicative order of $q$ modulo $d$ is a divisor of four. Thus we obtain four different expressions:

$$\Phi\left(\frac{s}{d}, \frac{sq}{d}\right), \Phi\left(\frac{sq}{d}, \frac{-s}{d}\right), \Phi\left(\frac{-s}{d}, \frac{-sq}{d}\right), \Phi\left(\frac{-sq}{d}, \frac{s}{d}\right)$$

Note that $q^2 \equiv -1 \pmod{d}$. Each one of the expressions are distinct unless $s/d$ is congruent $1/2$ modulo integers. This justifies the last entry in the table.

Now, we focus on the edge points. We first note that $B_k(S_5)$ has no such point. We claim that the following holds unless $2|k$ and $2|ab$:

$$\text{Edge}(B_k(S_2) \cup B_k(S_3)) \subseteq \text{Edge}(B_k(S_1) \cup B_k(S_4)).$$

To see this pick an edge point $\alpha = \Phi(s/a,t/a)$ from $B_k(S_2)$ with $s/a$ not being equal to 0 or $1/2$. Without loss of generality, we can assume that $t/a \in \{0,1/2\}$ or $t = s$. If $t/a = 0$, then $\alpha$ is an element of $B_k(S_1)$. If $t/a = 1/2$ and $2 \nmid ab$, then we obtain a contradiction. If $t/a = 1/2$ and $2 \nmid k$, then both $a$ and $b$ are even, and we conclude that $\alpha$ is an element of $B_k(S_1)$. It remains to consider the case $t = s$. In this case, we have

$$\alpha = \Phi\left(\frac{s}{a}, \frac{s}{a}\right) = \Phi\left(\frac{s}{a}, \frac{qs}{a}\right) = \Phi\left(\frac{sc/a}{c}, \frac{qsc/a}{c}\right) = \Phi\left(\frac{s}{c}, \frac{qs}{c}\right)$$
for some integer \( \hat{s} \). Thus, \( \alpha \) is an element of \( B_k(S_4) \). A similar argument holds for the edge points of \( B_k(S_3) \), too. This proves the claim, and we conclude that

\[
\text{Edge} \left( \bigcup B_k(S_i) \right) = \text{Edge}(B_k(S_1) \cup B_k(S_4))
\]

unless \( 2|k \) and \( 2|ab \).

Now let us consider the exceptional case, namely \( 2|k \) and \( 2|ab \). In this case, the integers \( a \) and \( b \) have different parity, i.e. one of them is odd and the other one is even. If \( a \geq 4 \) is even then \( \Phi(1/a, 1/2) \) is an edge point in \( B_k(S_2) \) that is not in \( B_k(S_1) \cup B_k(S_4) \). Similarly, if \( b \geq 4 \) is even then \( \Phi(1/b, 1/2) \) is an edge point in \( B_k(S_3) \) that is not in \( B_k(S_1) \cup B_k(S_4) \). The number of elements in this exceptional case is given by

\[
\varepsilon(k, q) = \begin{cases} 
(b - b')(2 - a')/2 + (a - a')(2 - b')/2 & \text{if } 2 \mid k \text{ and } 2 \mid ab, \\
0 & \text{if } 2 \nmid k \text{ or } 2 \nmid ab.
\end{cases}
\]

The next step is to count the number of edge points. We start with picking an edge point from \( B_k(S_1) \). It may be of the form \( \Phi(0, m/b) \) or \( \Phi(m/a, 0) \). If \( a' = 2 \) or \( b' = 2 \), then there are more edge points with one of the components being \( 1/2 \). Thus, the number of edge points in \( B_k(S_1) \) is given by

\[
(a - a'b' + (b - b')a' \quad 2
\]

Now, we consider the edge points of \( B_k(S_4) \). Recall that an element in \( B_k(S_4) \) is of the form \( \alpha = \Phi(s/c, sq/c) \). The point \( \alpha \) is an edge point if and only if \( s \equiv \pm sq \pmod{c} \). This is true if and only if \( s(q \pm 1) \equiv 0 \pmod{c} \). If \( s \) is a multiple of \( a \) or \( b \), then this condition is satisfied. However, in some cases \( c = 2ab \), and therefore there are more pairs giving edge points. In total, the number pairs satisfying the conditions \( s(q \pm 1) \equiv 0 \pmod{c} \) is equal to

\[
c/a + c/b - 2 \gcd(c/a, c/b)
\]

Note that \( \gcd(c/a, c/b) = c' \). The number of edge points in \( B_k(S_4) \) is found by dividing this number by two.

We finally prove that the intersection \( B_k(S_1) \cap B_k(S_4) \) has only the corner points. To see this, it is enough to observe that \( \Phi(\sigma, \tau) = \Phi(\tau, \sigma) \) is true for any edge point in \( B_k(S_4) \). However, this is not the case for the edge points in \( B_k(S_1) \). In summary, the number of all edge points is

\[
\frac{(a - a')b' + (b - b')a'}{2} + \frac{c/a + c/b - 2c'}{2} + \varepsilon(k, q).
\]

Here the epsilon term is added in the exceptional case, namely \( 2|k \) and \( 2|ab \). In any other case, its contribution is zero.

There are three corner points and these corner points are always present if either \( a' = 2 \) or \( b' = 2 \). If otherwise, i.e. \( a'b' = 1 \), then the number of corner points is \( c' \).

We use the following implications in order establish the formulas for \( \eta(k, q) \) in the theorem:

1. \( 2 \nmid k \) or \( 2 \nmid c \Rightarrow c = ab \) and \( a' = b' = c' = d' \).
2. \( 2 \mid k \) and \( 2 \mid c \) and \( 2 \mid ab \Rightarrow c = 2ab \) and \( d' = 1 \) and \( a' + b' = 3 \).
3. \( 2 \mid k \) and \( 2 \mid c \) and \( 2 \mid ab \Rightarrow c = 2ab \) and \( a' = b' = d' = 1 \).
Now, the quantity $\eta(k, q)$ is computed by adding up the five formulas in the table for the interior points with the number of edge points and the number of corner points.

\[\square\]

3. **The case $G_2$**

Unless otherwise stated or proved, the assertions of this section can be found in [Kü16]. For the convenience of the reader, we will summarize the main notions. Then we will prove the main result of this section, see Theorem 3.1.

Let $\{\alpha_1, \alpha_2\}$ be a choice of simple roots for the Lie algebra $G_2$ with Cartan matrix $\begin{pmatrix} 2 & -1 \\ -3 & 2 \end{pmatrix}$. The transpose of this matrix transforms the fundamental weights into the fundamental roots. We have $\alpha_1 = 2 \omega_1 - 3 \omega_2$ and $\alpha_2 = -\omega_1 + 2 \omega_2$. The orbit of $\omega_1$, under the action of the Weyl group, is $\{\pm \omega_1, \pm (\omega_1 - \omega_2), \pm (2 \omega_1 - \omega)\}$. Similarly, the orbit of $\omega_2$ is $\{\pm \omega_2, \pm (3 \omega_1 - \omega_2), \pm (3 \omega_1 - 2 \omega_2)\}$. We set $\sigma := -\omega_1 + \omega_2$ and $\tau = 2 \omega_1 - \omega_2$. With this new choice, the orbits appear simpler. More precisely, we have

$\sigma = 2 \omega_1 - \omega_2$ and $\tau = -\omega_1 + 2 \omega_2$.

We consider $\Phi = (\varphi_1, \varphi_2)$ with

$\varphi_1(\sigma, \tau) = e^{2\pi i \sigma} + e^{2\pi i \tau} + e^{2\pi i (\sigma + \tau)} + e^{-2\pi i \sigma} + e^{-2\pi i (\sigma + \tau)},$

$\varphi_2(\sigma, \tau) = e^{2\pi i (2 \sigma + \tau)} + e^{2\pi i (\sigma + 2 \tau)} + e^{2\pi i (\sigma - \tau)}$

$+ e^{-2\pi i (2 \sigma + \tau)} + e^{-2\pi i (\sigma + 2 \tau)} + e^{-2\pi i (\sigma - \tau)}.$

Observe that $\Phi(\sigma, \tau)$ is equal to any one of the following twelve expressions below which are given by the elements of the Weyl group:

| I | $\Phi(\sigma, \tau)$ | V | $\Phi(\sigma, -\sigma - \tau)$ | IX | $\Phi(\tau, -\sigma - \tau)$ |
|---|---------------------|---|-------------------------------|---|---------------------------|
| II | $\Phi(\tau, \sigma)$ | VI | $\Phi(-\sigma - \tau, \sigma)$ | X | $\Phi(-\sigma - \tau, \tau)$ |
| III | $\Phi(-\sigma, -\tau)$ | VII | $\Phi(-\sigma, \sigma + \tau)$ | XI | $\Phi(-\tau, \sigma + \tau)$ |
| IV | $\Phi(-\tau, -\sigma)$ | VIII | $\Phi(\sigma + \tau, -\sigma)$ | XII | $\Phi(\sigma + \tau, -\tau)$ |

Under these symmetries, the region $0 \leq \sigma, \tau < 1$ is separated into twelve triangles which are mutually congruent to each other under the action of the Weyl group. We choose one of them as $R_{G_2}$. See Figure 3.

![Figure 3. The fundamental region $R_{G_2}$](image-url)
The family of folding polynomials $\mathcal{G}_k$ satisfy the conditions

$$\mathcal{G}_k(\Phi(\sigma, \tau)) = \Phi(k\sigma, k\tau).$$

We want to understand $\text{Fix}(\mathcal{G}_q)$ in terms of $\Phi(\cdot, \cdot)$. A fixed point of $\mathcal{G}_q$ is of the form $\Phi(\sigma, \tau)$ where $(q\sigma, q\tau) \equiv w(\sigma, \tau) \pmod{\mathbb{Z}^2}$ for some $w$ in the Weyl group of $G_2$. Using this setup, it is not hard to show that $\text{Fix}(\mathcal{G}_q) = \bigcup S_i$ where

$$
S_1 = \left\{ \Phi \left( \frac{s}{q-1}, \frac{t}{q-1} \right) : s, t \in \mathbb{Z} \right\},
$$

$$
S_2 = \left\{ \Phi \left( \frac{s}{q-1}, \frac{sq}{q-1} \right) : s \in \mathbb{Z} \right\},
$$

$$
S_3 = \left\{ \Phi \left( \frac{s}{q^2+q+1}, \frac{sq}{q^2+q+1} \right) : s \in \mathbb{Z} \right\},
$$

$$
S_4 = \left\{ \Phi \left( \frac{s}{q+1}, \frac{t}{q+1} \right) : s, t \in \mathbb{Z} \right\},
$$

$$
S_5 = \left\{ \Phi \left( \frac{s}{q^2-1}, \frac{s(-q)}{q^2-1} \right) : s \in \mathbb{Z} \right\},
$$

$$
S_6 = \left\{ \Phi \left( \frac{s}{q^2-q+1}, \frac{s(-q)}{q^2-q+1} \right) : s \in \mathbb{Z} \right\}.
$$

Let $K = \mathbb{Q}(\text{Fix}(\mathcal{G}_q))$, a number field obtained by adjoining the solutions of $B_q(x, y) = (x, y)$ to rational numbers. Let $p$ be a prime ideal of $K$ lying over $p$. There is a one-to-one correspondence

$$
\mathbb{F}_q^2 \leftrightarrow \text{Fix}(\mathcal{G}_q)
$$

obtained by reducing the elements on the right hand side modulo $p$. Moreover this correspondence is compatible with the actions of $\mathcal{G}_k$ and $\mathcal{G}_k$ on $\mathbb{F}_q^2$ and $\text{Fix}(\mathcal{G}_q)$, respectively. Our purpose is to understand the size of

$$
\mathcal{G}_k(\mathbb{F}_q^2) = \mathcal{G}_k \left( \bigcup S_i \right) = \bigcup \mathcal{G}_k(S_i).
$$

Here $i$ runs from 1 to 6. In order to find the cardinality of the value set, it is enough to investigate the set of complex numbers $\bigcup \mathcal{G}_k(S_i)$.

**Theorem 3.1.** Let $k$ be a positive integer. Set

$$
a = \frac{q - 1}{\text{gcd}(q - 1, k)}, \quad \tilde{a} = \frac{q + 1}{\text{gcd}(q + 1, k)}, \quad b = \frac{q^2 - 1}{\text{gcd}(q^2 - 1, k)},
$$

$$
c = \frac{q^2 + q + 1}{\text{gcd}(q^2 + q + 1, k)} \quad \text{and} \quad \tilde{c} = \frac{q^2 - q + 1}{\text{gcd}(q^2 - q + 1, k)}.
$$

Set $a' = \text{gcd}(a, 2)$ and $\tilde{a}' = \text{gcd}(\tilde{a}, 2)$. Then the cardinality of the value set is

$$
|\mathcal{G}_k(\mathbb{F}_q^2)| = \frac{a^2}{12} + \frac{\tilde{a}^2}{12} + \frac{b}{2} + \frac{c}{6} + \frac{\tilde{c}}{6} + \eta(k, q)
$$

where $\eta(k, q)$ is given by

| $\eta(k, q)$ | $3 \nmid k$ or $3 \nmid a\tilde{a}$ | $3 \mid k$ and $3 \mid a\tilde{a}$ |
|--------------|-------------------------------|------------------------------|
| $2 \mid k$ or $2 \nmid b$ | 0 | $1/3$ |
| $2 \mid k$ and $2 \mid b$ | $(a + \tilde{a})/2 - 1/(2a\tilde{a}')$ | $(a + \tilde{a})/2 - 1/(2a\tilde{a}') + 1/3$ |
In particular if \( \gcd(k, 6) = 1 \), then \( \eta(k, q) = 0 \).

Proof. Our strategy is to separate the problem into three parts according to the Figure 3. We will consider points in the interior, on the edge and at the corners separately.

A point \( \Phi(\sigma, \tau) \), with \( 0 \leq \sigma, \tau < 1 \), is a corner point if and only if it can expressed in the form \( \Phi(0, 0) \), \( \Phi(1/3, 1/3) \) or \( \Phi(0, 1/2) \). The first corner point \( \Phi(0, 0) \) has a unique representation if we restrict \( \sigma \) and \( \tau \) to the region \( 0 \leq \sigma, \tau < 1 \). However, this is not the case for the others. We have \( \Phi(1/3, 1/3) = \Phi(2/3, 2/3) \) and \( \Phi(0, 1/2) = \Phi(1/2, 0) = \Phi(1/2, 1/2) \).

A point \( \Phi(\sigma, \tau) \) is an edge point if it is given by a pair \( (\sigma, \tau) \) that is on the boundary of \( R_{G_2} \) except the corners. An edge point can be expressed in the forms \( \Phi(\sigma, \sigma) \) or \( \Phi(0, \sigma) \). There are six different expressions for each edge point if we restrict \( (\sigma, \tau) \) to the region \( 0 \leq \sigma, \tau < 1 \).

A point \( \Phi(\sigma, \tau) \) is an interior point if it is given by a pair \( (\sigma, \tau) \) that is in the interior of \( R_{G_2} \). There are exactly twelve distinct representations given by I, II, ..., XII, when the components are restricted modulo integers.

To ease the notation, we set \( m' = \gcd(m, 2) \) and \( m'' = \gcd(m, 3) \) for any integer \( m \). We have the following table:

| \( G_k(S_1) \) | Interior |
|----------------|----------|
| \( (a^2 - 6a + 3a' + 2a'')/12 \) |
| \( G_k(S_2) \) | \( (b - b/a - b/\tilde{a} + (b/b,a,b/\tilde{a}))/4 \) |
| \( G_k(S_3) \) | \( (c - c'')/6 \) |
| \( G_k(S_4) \) | \( (\tilde{a}^2 - 6\tilde{a} + 3\tilde{a}' + 2\tilde{a}'')/12 \) |
| \( G_k(S_5) \) | \( (b - b/a - b/\tilde{a} + (b/a,b/\tilde{a}))/4 \) |
| \( G_k(S_6) \) | \( (\tilde{c} - \tilde{c}'')/6 \) |

The elements in \( G_k(S_1) \) are of the form \( \Phi(s/a, t/a) \) for some integers \( s \) and \( t \). There are \( a^2 \) pairs \( (s/a, t/a) \) with \( 0 \leq s, t < a \) and as a result there are roughly \( a^2/12 \) interior points in \( A_k(S_1) \). In order to find the precise number, we need to exclude the pairs giving edge and corner points. The number of pairs, which give interior points, is equal to

\[
a^2 - 6(a - a' - a'' + 1) - 3(a' - 1) - 4(a'' - 1) - 1 = a^2 - 6a + 3a' + 2a''.
\]

In order to see this, we use the following idea: If \( s/a = 1/2, 1/3 \) or \( 2/3 \), then we consider those cases separately. This explains the second term on the left. If \( a' = 2 \), then we have to exclude only three pairs, namely \( (1/2, 0), (0, 1/2) \) and \( (1/2, 1/2) \). This explains the third term, namely \( 3(a' - 1) \). If \( a'' = 3 \), then we have to exclude eight pairs, namely \( (\pm 1/3, \pm 1/3), (0, \pm 1/3) \) and \( (\pm 1/3, 0) \). This explains the fourth term. The fifth and the last term \( -1 \) is for excluding the pair \( (0, 0) \).

Secondly, we consider the interior points in \( G_k(S_2) \). The elements in \( G_k(S_2) \) are of the form \( \Phi(s/b, sq/b) \) for some integer \( s \). There are \( b \) such pairs with \( 0 \leq s < b \). An interior point of this form must have four distinct representations:

\[
\Phi\left(\frac{s}{b}, \frac{sq}{b}\right) = \Phi\left(\frac{sq}{b}, \frac{s}{b}\right) = \Phi\left(\frac{-s}{b}, \frac{-sq}{b}\right) = \Phi\left(\frac{-sq}{b}, \frac{-s}{b}\right).
\]
Here the numerators are considered modulo $b$. Note that $\Phi(a/b,qa/b)$ is equal to $\Phi(a/b,0)$ and it is an edge point. To see this, note that

$$a + qa \equiv a(q + 1) \equiv 0 \pmod{b}.$$  

There are $b/a$ distinct pairs $(ma/b, mqa/b)$ modulo integers for $m = 1, \ldots, b/a$ which have the same property. Similarly, there are $b/\bar{a}$ distinct pairs $(m\bar{a}/b, m\bar{a}q/b)$ modulo integers for $m = 1, \ldots, b/a$ which give edge points. Applying the inclusion and exclusion principle, we justify the second row of the table.

The third row, namely the number of interior points in $G_k(S_3)$, is relatively easier to compute. The elements in $G_k(S_3)$ are of the form $\Phi(s/c, sq/c)$ for some integer $s$. There are six different pairs giving the same point, namely

$$\pm \left( \frac{s}{c}, \frac{sq}{c} \right), \pm \left( \frac{sq}{c}, \frac{s}{c} \right), \pm \left( \frac{s}{c}, \frac{sq}{c} \right).$$

Here the numerators are considered modulo $c$. The corner point $\Phi(1/3, 1/3)$ can be expressed in the form $\Phi(s/c, sq/c)$ if and only if $c'' = 3$. Thus, there are $c - c''$ pairs which give an interior point.

The other half of the table is obtained in a similar fashion. We also note that the set of interior points of $G_k(S_1)$ are pairwise disjoint. We will explain this for one pair and omit the others. Let us pick a point $\alpha \in G_k(S_2) \cap G_k(S_5)$. We will show that $\alpha$ is either an edge point or a corner point. We have

$$\alpha = \Phi \left( \frac{s}{b}, \frac{sq}{b} \right) = \Phi \left( \frac{t}{b}, \frac{t(-q)}{b} \right)$$

for some integers $s$ and $t$. Without loss of generality, we can assume that $s \equiv t \pmod{b}$. It follows that $sq$ is either congruent to $s(-q)$, or congruent to $-s + sq$ modulo $b$. This is obtained by either I or V, respectively. In either case we have $s = 0$, and therefore $\alpha$ is the corner point $\Phi(0,0)$. This finishes the discussion for the interior points.

Now, we focus on the edge points. We first note that $G_k(S_3)$ and $G_k(S_6)$ have no such points. Pick an edge point $\Phi(s/a, t/a)$ from $G_k(S_1)$. Without loss of generality, we can assume that $t = s$ or $t = 0$. In the former case, we have $\Phi(s/a, s/a) = \Phi(s/a, qs/a)$, an element of $G_k(S_2)$. In the latter case, we have $\Phi(s/a, 0) = \Phi(s/a, -qs/a)$, an element of $G_k(S_5)$. A similar argument holds for the edge points of $G_k(S_4)$, too. Thus, we conclude that

$$\text{Edge}(G_k(S_1) \cup G_k(S_4)) \subseteq \text{Edge}(G_k(S_2) \cup G_k(S_5)),$$

and therefore

$$\text{Edge} \left( \bigcup G_k(S_i) \right) = \text{Edge}(G_k(S_2) \cup G_k(S_5)).$$

Pick an edge point from $G_k(S_2)$. It is of the form either $\Phi(ma/b, mqa/b)$ with $m = 1, \ldots, b/a$, or $\Phi(m\bar{a}/b, m\bar{a}q/b)$ with $m = 1, \ldots, b/\bar{a}$. If $ma/b$ or $m\bar{a}/b$ is equal to one of $1/2$, $1/3$ or $2/3$, then we consider those cases separately. In this separate case, the only possibility is the edge point $\Phi(1/3, 2/3)$. Thus the number of edge points in $G_k(S_2)$, other than $\Phi(1/3, 2/3)$, is precisely

$$\frac{b}{a} - \frac{(b/a)'}{(b/a)''} + 1 + \frac{b}{\bar{a}} - \frac{(b/\bar{a})'}{(b/\bar{a})''} + 1.$$
The same value holds for \( G_k(S_i) \), too. Note that \( \Phi(1/3,2/3) \) is present if and only if \( a'' + \tilde{a}'' = 4 \). Thus the number of all edge points is equal to

\[
(3.1) \quad b/a - (b/a)' - (b/a)'' + 1 + b/\tilde{a} - (b/\tilde{a})' - (b/\tilde{a})'' + 1 + \frac{a'' + \tilde{a}'' - 2}{2}.
\]

This finishes the discussion for the edge points.

There are three corner points, namely \( \Phi(0,0), \Phi(0,1/2) \) and \( \Phi(1/3,1/3) \). The number of corner points that are present in \( \bigcup G_k(S_i) \) is

\[
(3.2) \quad 1 + ((a\tilde{a}b)' - 1) + (a'' + \tilde{a}'' - 2)/2.
\]

In this sum with three terms, the middle term is equal to one if and only if \( \Phi(0,1/2) \) is present, otherwise it is zero. Similarly \( (a'' + \tilde{a}'' - 2)/2 \) is equal to one if and only if \( \Phi(1/3,1/3) \) is present, otherwise it is zero. This finishes the discussion for the corner points.

We use the following implications in order establish the formulas for \( \eta(k,q) \) in the theorem:

1. \( 2 \nmid k \) or \( 2 \nmid b \Rightarrow b = a\tilde{a} \) and \( a' = \tilde{a}' = (b/a)' = (b/\tilde{a}') = \gcd(b/a,b/\tilde{a}) \)
2. \( 2 \mid k \) and \( 2 \mid b \Rightarrow b = 2a\tilde{a} \) and \( (b/a)' = (b/\tilde{a})' = 2 \) and \( \gcd(b/a,b/\tilde{a}) = 2 \).
3. \( 3 \mid k \) or \( 3 \mid a\tilde{a} \Rightarrow a'' = \tilde{a}'' = c'' = 1 \) and \( (a\tilde{a})'' + 1 = a'' + \tilde{a}'' = 4 \).
4. \( 3 \mid k \) and \( 3 \mid a\tilde{a} \Rightarrow c'' = 1 \) and \( (a\tilde{a})'' + 1 = a'' + \tilde{a}'' = 4 \).

Now, the quantity \( \eta(k,q) \) is computed by adding up the six formulas in the table for the interior points with the expression for the edge points, see the equation (3.1), and the expression for the corner points, see the equation (3.2). There is a subtle point if (2) holds; if the sum \( a' + \tilde{a}' \) is equal to three, then \( \eta(k,q) = (a + \tilde{a})/2 - 1/4 \), and if the sum \( a' + \tilde{a}' \) is two, then \( \eta(k,q) = (a + \tilde{a})/2 - 1/2 \). In order to keep table for \( \eta(k,q) \) as simple as possible, we write these two different expressions in one single formula. More precisely, we write \( \eta(k,q) = (a + \tilde{a})/2 - 1/(2a'\tilde{a}') \) which covers both cases.

\[\square\]
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