Determining the collision kernel in the Boltzmann equation near the equilibrium
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ABSTRACT. We consider an inverse problem for the nonlinear Boltzmann equation near the equilibrium. Our goal is to determine the collision kernel in the Boltzmann equation from the knowledge of the Albedo operator. Our approach relies on a linearization technique as well as the injectivity of the Gauss-Weierstrass transform.

1 Introduction

We consider the following evolutionary Boltzmann equation

$$\partial_t F + v \cdot \nabla_x F = Q(F)$$  

(1)

Here $F(t, x, v)$ is the kinetic distribution function and the collision operator $Q$ is defined by

$$Q(F_1, F_2) := \int_{\mathbb{R}^3} \int_{S^2} q(\theta, |v - u|) [F_1(u') F_2(v') - F_1(u) F_2(v)] d\omega du$$

(2)

where the vectors

$$u' = u - [(u - v) \cdot \omega] \omega, \quad v' = v + [(u - v) \cdot \omega] \omega$$

(3)

are velocities after a collision of particles with original velocities $u, v$ and $\theta \in [0, \frac{\pi}{2}]$ satisfies

$$\cos \theta = \frac{|(v - u) \cdot \omega|}{|v - u|}.$$  

(4)

The collision operator $Q$ describes the particle interaction and $q$ is called the collision kernel (or collision cross section). In this paper, we focus on $q$ which has the form

$$q(\theta, |v - u|) = |v - u|^\gamma q_0(\theta),$$

(5)

where the constant $\gamma$ satisfies $0 \leq \gamma \leq 1$ (hard potential) and the smooth function $q_0$ satisfies $0 \leq q_0(\theta) \leq C \cos \theta$ (angular cutoff). This is an assumption introduced by Grad (see e.g. [11]) to tame the singularity of the collision kernel at $\theta = 0$ and is one of the most well-accepted models.
To formulate our inverse problem, we consider the initial (in-flow) boundary value problem

\[
\begin{cases}
\partial_t F + v \cdot \nabla_x F = Q(F, F) & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
F = G & \mathbb{R}_+ \times \Gamma_-
\end{cases}
\]

(6)

and we formally define the Albedo operator

\[\mathcal{A} : G \rightarrow F|_{\mathbb{R}_+ \times \Gamma_-}.\]

(7)

Here the Gaussian function (normalized Maxwellian) \(\mu\) is defined by

\[\mu(v) := e^{-|v|^2},\]

(8)

\(\mathbb{R}_+ := \{t : t > 0\}\), \(\Omega\) is a bounded, strictly convex domain with smooth boundary and

\[\Gamma_{\pm} := \{(x, v) \in \partial \Omega \times \mathbb{R}^3 : \pm n(x) \cdot v > 0\}\]

where \(n(x)\) is the unit outer normal to \(\partial \Omega\) at \(x \in \partial \Omega\).

We will see that (6) is well-posed for continuous \(G\) which is a small perturbation around the equilibrium \(\mu\) so (7) is well-defined for such \(G\). The following theorem is our main result.

**Theorem 1.1.** Let \(\mathcal{A}^{(1)}, \mathcal{A}^{(2)}\) be the Albedo operators corresponding to the collision kernels \(q^{(1)}, q^{(2)}\) satisfying (5) and an additional symmetric assumption. Suppose \(\mathcal{A}^{(1)} = \mathcal{A}^{(2)}\). Then \(q^{(1)} = q^{(2)}\).

We will provide a precise statement of the main theorem in Section 4 after we introduce more definitions and notations in later sections.

### 1.1 Connection with earlier literature

So far there have been many contributions in the mathematical study of different aspects of the forward problem for the Boltzmann equation. See e.g. [4, 5, 10, 23]. In the regime of bounded domains with physical boundary conditions, the Boltzmann equation with angular cutoff has been proved by Guo to be globally well-posed and stable for small data near the Maxwellian equilibrium state for all four basic types of boundary conditions (see [13]). Other related results can be found in [12, 21, 8]. On the other hand, the global well-posedness in bounded domains for the model without angular cutoff and for general solutions that are far from equilibrium (e.g. near vacuum) are completely open.

Inverse problems for linear transport equations have been extensively studied as well. We refer readers to [1] for a survey on this topic. The inverse problem is to determine optical parameters from the knowledge of the Albedo operator associated with the linear Boltzmann equation (radiative transfer equation). Based on the singular decomposition of the Albedo operator, uniqueness results for inverse problems for the linear evolutionary Boltzmann equation have been obtained in [6]. The stationary case has been studied in [7] and the related stability estimates have been obtained (see e.g. [16, 25]).

Fewer uniqueness results for inverse problems for the nonlinear Boltzmann equation have been obtained yet. An inverse problem for the nonlinear relativistic Boltzmann equation was studied in [2], where the authors showed that the Lorentzian spacetime can be determined from the associated
source-to-solution map up to an isometry for a fixed collision kernel. For determining the collision kernel, a more related work is [17]. In [17], the authors studied an inverse problem for the nonlinear stationary Boltzmann equation near the vacuum. They proved that the collision kernel can be determined from the associated Albedo operator under appropriate assumptions. Compared with our \( q \) in (5), the collision kernel studied in [17] has a more general form. The main restriction in [17] is the strong \( L^1 \) bound condition (see (1.5) in [17]), which excludes the most classical hard sphere case

\[
q(\theta, |v - u|) = c |v - u| \cos \theta
\]

(a special case of (5)) arising in the kinetic theory. We mention that the arguments in both [2] and [17] depend on the higher order multiple-fold linearization method introduced in [15]. This method has wide applications in solving inverse problems for nonlinear equations. See e.g. [9, 14, 18, 19, 20, 22].

Instead of the multiple-fold linearization method, a first order linearization method will be applied in this paper. This enables us to relate our problem to the one studied in [6]. The key point is that the information of the collision kernel in the nonlinear equation is encoded in the parameters in the associated linear equation. Thus we will be able to determine the collision kernel once we apply the uniqueness result in [6] to determine the parameters.

1.2 Organization

The rest of this paper is organized in the following way. For later use, we will review some basic theories of the linear transport equation and the nonlinear Boltzmann equation near the equilibrium in Section 2. Based on the arguments in [13], we will show the well-posedness of the forward problem and relate our nonlinear problem to the linear one studied in [6] in Section 3. In section 4, we will first determine the parameters in the linear equation based on the result in [6]. Then we will explicitly present our main theorem and further determine the collision kernel based on the injectivity of the Gauss-Weierstrass transform.
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2 Preliminaries

2.1 Linear transport equation

Let \( \nu(v) \) be a positive function such that \( \nu h_0 \in L^1(\Omega \times \mathbb{R}^3) \) for any continuous \( h_0 \) compactly supported in \( \Omega \times \mathbb{R}^3 \). Let \( K \) be a bounded linear integral operator on \( L^1(\Omega \times \mathbb{R}^3) \) corresponding to a positive symmetric kernel \( k(v, v') \), i.e.

\[
(Kh_0)(x, v') = \int_{\mathbb{R}^3} k(v, v') h_0(x, v) \, dv.
\]

It is known that the semigroup \( U_j(t) : h_0 \rightarrow h \ (j = 0, 1, 2) \) associated with

\[
\begin{align*}
\partial_t h + v \cdot \nabla_x h + L_j h &= 0 & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
h &= 0 & \mathbb{R}_+ \times \Gamma_-
\end{align*}
\]

\( h(0, x, v) = h_0 \)

(10)
is strongly continuous on $L^1(\Omega \times \mathbb{R}^3)$ where we define

$$L_0 := 0, \quad L_1 h_0 := \nu h_0, \quad L_2 := L_1 - K.$$  

(In fact this holds for more general position-dependent $\nu, k$. See e.g. [24, Theorem 1].) Clearly,

$$U_1(t)h_0 = 1_{t \leq \tau(x,v)} e^{-\nu v t} h_0(x - tv, v) = e^{-\nu v t} U_0(t) h_0,$$

where $\tau$ is the exit time function defined by

$$\tau(x,v) := \sup \{ t \geq 0 : x - tv \in \Omega \}, \quad (11)$$

and by Duhamel’s principle we have

$$U_2(t) = U_1(t) + \int_0^t U_2(t-s) K U_1(s) \, ds.$$  

Let $G_-(t) : g \to h$ denote the solution operator associated with

$$\begin{aligned}
\partial_t h + v \cdot \nabla_x h + L_1 h &= 0 & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
h &= g & \mathbb{R}_+ \times \Gamma_- \\
h(0, x, v) &= 0 & \Omega \times \mathbb{R}^3.
\end{aligned} \quad (12)$$

We have

$$G_-(t)g = e^{-\nu v \tau(x,v)} g(t - \tau(x,v), x - \tau(x,v)v, v).$$

(We define $g(t) := 0$ for $t \leq 0$.) It is known that

$$\sup_t \| G_-(t)g \|_{L^1(\Omega \times \mathbb{R}^3)} \leq \| g \|_{L^1(\mathbb{R}_+ \times \Gamma_-, |n(x) \cdot v| d\sigma(x) dv)} \quad (13)$$

where $d\sigma$ is the standard surface measure on $\partial \Omega$. (See e.g. (5.5) in [6].) By Duhamel’s principle, we know that the solution of

$$\begin{aligned}
\partial_t h + v \cdot \nabla_x h + L_2 h &= 0 & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
h &= g & \mathbb{R}_+ \times \Gamma_- \\
h(0, x, v) &= 0 & \Omega \times \mathbb{R}^3
\end{aligned} \quad (14)$$

is given by the formula

$$h = G_-(t)g + \int_0^t U_2(s) K G_-(t-s) g \, ds \quad (15)$$

$$= G_-(t)g + \int_0^t U_1(s) K G_-(t-s) g \, ds + \int_0^t \int_0^{s_2} U_2(t-s_2) K U_1(s_1) K G_-(s_2-s_1) g \, ds_1 ds_2.$$  

### 2.2 Boltzmann equation near the equilibrium

All materials in this subsection can be found in Chapter 3 in [10].

By making the substitutions

$$F = \mu + \mu^{\frac{1}{2}} f, \quad G = \mu + \mu^{\frac{1}{2}} g,$$  

(16)
we can write (6) as
\[
\begin{cases}
\partial_t f + v \cdot \nabla_x f + L f = \Gamma(f, f) \\
f = g \\
f(0, x, v) = 0
\end{cases}
\tag{17}
\]
where
\[
\Gamma(f, f) = \mu^{-\frac{1}{2}} Q(\mu^{\frac{1}{2}} f, \mu^{\frac{1}{2}} f),
\tag{18}
\]
and the linearized Boltzmann operator \(L\) has the form 
\[
L = \nu - K.
\]
Here the function \(\nu(v)\) is the collision frequency and \(K\) has the form 
\[
K = K_1 - K_2
\]
where \(K_1, K_2\) are the linear integral operators corresponding to the kernels \(k_1, k_2\). It is known that
\[
\nu(v) = \int_{\mathbb{R}^3} \int_{S^2} q(\theta, |v - u|) \mu(u) \, d\omega du,
\tag{19}
\]
\[
k_1(u, v) = \mu^{\frac{1}{2}}(u) \mu^{\frac{1}{2}}(v) \int_{S^2} q(\theta, |v - u|) \, d\omega,
\tag{20}
\]
\[
k_2(u, v) = \frac{2}{|u - v|^2} e^{-\frac{|u - v|^2}{4}} \int_{y \in \Pi} e^{-|\mathbf{v} + \mathbf{c}|^2} \tilde{q}(|u - v|, |y|) \, d\Pi
\tag{21}
\]
where
\[
\zeta = \frac{1}{2}(v + u), \quad \Pi = \{y : y \cdot (u - v) = 0\}
\tag{22}
\]
and the function \(\tilde{q}(\cdot, \cdot)\) is defined by
\[
\tilde{q}(\rho \cos \theta, \rho \sin \theta) := \frac{\tilde{B}(\theta, \rho)}{\sin \theta}, \quad \tilde{B}(\theta, \rho) = \frac{1}{2} \left[ B(\theta, \rho) + B(\frac{\pi}{2} - \theta, \rho) \right], \quad B(\theta, \rho) = q(\theta, \rho) \sin \theta.
\tag{23}
\]

3 Well-posedness and linearization

3.1 Well-posedness

In order to establish well-posedness for the forward problem via the \(L^\infty\) framework, we introduce a weight function which has the form
\[
w(v) = (1 + c|v|^2)^m, \quad c > 0, \ m \in \mathbb{R}
\tag{24}
\]
satisfying \(w^{-2}(1 + |v|)^3 \in L^1(\mathbb{R}^3)\) (see Subsection 1.3 in [13]). By making the substitutions
\[
\tilde{f} = w f, \quad \tilde{g} = w g
\]
in (17), we can further write (6) as
\[
\begin{cases}
\partial_t \tilde{f} + v \cdot \nabla_x \tilde{f} + \tilde{L} \tilde{f} = \tilde{\Gamma}(\tilde{f}, \tilde{f}) \\
\tilde{f} = \tilde{g} \\
\tilde{f}(0, x, v) = 0
\end{cases}
\tag{25}
\]
where
\[ \tilde{L} := \nu - \tilde{K}, \quad \tilde{K} := wK(\frac{\cdot}{w}), \] (26)
\[ \tilde{\Gamma}(. , .) := w\Gamma(\frac{\cdot}{w}, \frac{\cdot}{w}). \] (27)

Based on \[13, \text{Theorem 1}\], we have the following well-posedness result for (25).

**Proposition 3.1.** For \( \tilde{g} \) with sufficiently small \( L^\infty \)-norm, (25) has a unique solution \( \tilde{f} \) and
\[ \| \tilde{f} \|_{L^\infty} \leq C\| \tilde{g} \|_{L^\infty}. \] (28)
Moreover, if \( \tilde{g} \) is continuous on \([0, \infty) \times \Gamma_-\), then \( \tilde{f} \) is continuous in \([0, \infty) \times \{ (\Omega \times \mathbb{R}^3) \setminus \Gamma_0 \}, \text{where} \)
\[ \Gamma_0 := \{(x, v) \in \partial\Omega \times \mathbb{R}^3 : n(x) \cdot v = 0\}. \] (29)

We remark that the \( L^\infty \) estimate above is an adaptation from \[13, \text{Theorem 1}\] without time decay. Also, this continuity result for the in-flow boundary requires a strictly convex domain. Alternatively, if we make sense of the boundary restriction map using Ukai's trace theorem (see \[23, \text{Theorem 5.5.1}\]), then we may also work with non-convex domains and \( L^p \) boundary data.

Hence we know that the associated Albedo operator
\[ A : \tilde{g} \rightarrow \tilde{f}|_{\mathbb{R}_+ \times \Gamma_+} \] (30)
is at least well-defined for small continuous \( \tilde{g} \).

Clearly the knowledge of \( A \) is equivalent to the knowledge of \( A \) defined by (7).

### 3.2 Linearization

Let \( \tilde{f}_\epsilon \) be the solution of
\[
\begin{aligned}
&\partial_t \tilde{f} + v \cdot \nabla_x \tilde{f} + \tilde{L} \tilde{f} = \tilde{\Gamma}(\tilde{f}, \tilde{f}) & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
&\tilde{f} = \epsilon \tilde{g} & \mathbb{R}_+ \times \Gamma_- \\
&\tilde{f}(0, x, v) = 0 & \Omega \times \mathbb{R}^3
\end{aligned}
\] (31)

for small \( \epsilon \) and continuous \( \tilde{g} \). Consider the linear problem
\[
\begin{aligned}
&\partial_t h + v \cdot \nabla_x h + \tilde{L} h = 0 & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
h = \tilde{g} & \mathbb{R}_+ \times \Gamma_- \\
h(0, x, v) = 0 & \Omega \times \mathbb{R}^3.
\end{aligned}
\] (32)

**Proposition 3.2.** \( \frac{\tilde{f}_\epsilon}{\epsilon} \rightarrow h \) in \( L^\infty \)-norm as \( \epsilon \rightarrow 0 \).

**Proof.** Let \( h_\epsilon := \frac{\tilde{f}_\epsilon}{\epsilon} - h \). Note that we have \( h_\epsilon(0) = 0, h_\epsilon|_{\mathbb{R}_+ \times \Gamma_-} = 0 \) and
\[ \partial_t h_\epsilon + v \cdot \nabla_x h_\epsilon + \tilde{L} h_\epsilon = \frac{1}{\epsilon} \tilde{\Gamma}(\tilde{f}_\epsilon, \tilde{f}_\epsilon). \]

We will show that \( h_\epsilon \rightarrow 0 \) in \( L^\infty \)-norm as \( \epsilon \rightarrow 0 \).
Let \( \tilde{U}(t) : h_0 \to h (j = 0, 1, 2) \) denote the semigroup associated with
\[
\begin{cases}
  \partial_t h + v \cdot \nabla_x h + \tilde{L} h = 0 & \mathbb{R}_+ \times \Omega \times \mathbb{R}^3 \\
  h = 0 & \mathbb{R}_+ \times \Gamma_-
\end{cases}
\]
(33)

Let \( \tilde{k} \) be the kernel corresponding to the linear integral operator \( \tilde{K} \) in (26). Based on the estimates (44), (45) in [13, Lemma 3] (these stronger estimates are mainly used to prove the weighted \( L^\infty \) bounds of solutions), we have
\[
\int_{\mathbb{R}^3} \tilde{k}(v, v') \, dv \leq C,
\]
(34)
which implies \( \tilde{K} \) is bounded on \( L^1(\Omega \times \mathbb{R}^3) \). Based on results in Subsection 2.1 and Duhamel's principle, we know that \( \tilde{U}(t) \) is strongly continuous on \( L^1(\Omega \times \mathbb{R}^3) \) and we have
\[
h_\epsilon(t) = \int_0^t \tilde{U}(t-s) \frac{1}{\epsilon} \Gamma(\tilde{f}_\epsilon, \tilde{f}_\epsilon)(s) \, ds
\]
(35)
\[
= \int_0^t U_1(t-s) \frac{1}{\epsilon} \Gamma(\tilde{f}_\epsilon, \tilde{f}_\epsilon)(s) \, ds + \int_0^t \int_s^t U_1(t-s') \tilde{K} \tilde{U}(s' - s) \frac{1}{\epsilon} \Gamma(\tilde{f}_\epsilon, \tilde{f}_\epsilon)(s) \, ds' \, ds.
\]

Based on the estimate (233) in [13], we have
\[
\left| \int_0^t U_1(t-s) \frac{1}{\epsilon} \Gamma(\tilde{f}_\epsilon, \tilde{f}_\epsilon)(s) \, ds \right| \leq C \epsilon^{-1} \|\tilde{f}_\epsilon\|_{L^\infty}^2.
\]
(36)

Based on the estimate (237) in [13], we have
\[
\left| \int_0^t \int_s^t U_1(t-s') \tilde{K} \tilde{U}(s' - s) \frac{1}{\epsilon} \Gamma(\tilde{f}_\epsilon, \tilde{f}_\epsilon)(s) \, ds' \, ds \right| \leq C' \epsilon^{-1} \|\tilde{f}_\epsilon\|_{L^\infty}^2.
\]
(37)

Hence by (36), (37) and (28) we have
\[
\|h_\epsilon\|_{L^\infty} \leq C'' \epsilon^{-1} \|\tilde{f}_\epsilon\|_{L^\infty}^2 \leq C''' \epsilon \|\tilde{g}\|_{L^\infty}^2.
\]

Now we consider the Albedo operator
\[
A_{\text{lin}} : \tilde{g} \to h|_{\mathbb{R}_+ \times \Gamma_+}
\]
(38)
associated with the linear problem (32).

We take the restriction to \( \mathbb{R}_+ \times \Gamma_- \) in Proposition 3.2 to obtain that
\[
\frac{1}{\epsilon} A(\epsilon \tilde{g}) \to A_{\text{lin}} \tilde{g}
\]
(39)
in \( L^\infty \)-norm as \( \epsilon \to 0 \) for continuous \( \tilde{g} \) compactly supported in \( \mathbb{R}_+ \times \Gamma_- \), which implies that \( A_{\text{lin}} \) is determined by \( A \).
4 Inverse problem

4.1 Determine the collision frequency and $K$

Based on the formula (15), we have the following singular decomposition result for the Albedo operator $A^{lin}$ associated with the linear problem (32). See [6, Theorem 5.1].

**Proposition 4.1.** The Schwartz kernel of $A^{lin}$ has the form $\alpha(t - t', x, v, x', v')$, i.e. formally

$$(A^{lin}\tilde{g})(t, x, v) = \iint_{\Gamma_+} \int_{\mathbb{R}^+} \alpha(t - t', x, v, x', v') \tilde{g}(t', x', v') \, dt' \, d\sigma(x') \, dv'.$$

We have the decomposition

$$\alpha = \alpha_0 + \alpha_1 + \alpha_2$$

where

$$\alpha_j = \alpha_j(\tau, x, v, x', v'), \quad (x, v) \in \Gamma_+, \ (x', v') \in \Gamma_-,$$

$$\alpha_0 = e^{-\nu(v)\tau}(x,v)\delta_{\{x - \tau(x,v)v\}}(x')\delta(v - v')\delta(\tau - \tau(x,v)),$$

$$\alpha_1 = \int_0^{\tau(x,v)} e^{-\nu(v)s}e^{-\nu(v')\tau(x-sv,v')}\delta_1(\tau - s - \tau(x - sv,v'))k(v,v')\delta_{\{x - sv - \tau(x - sv,v')v\}}(x') \, ds,$$

and $\alpha_2$ satisfies

$$|n(x') \cdot v'|^{-1}\alpha_2 \in L^\infty(\Gamma_-, L^1_{loc}(\mathbb{R}; L^1(\Gamma_+, |n(x) \cdot v| \, d\sigma(x) \, dv))).$$

Here we use $\delta, \delta_1$ to denote the standard Dirac distribution on $\mathbb{R}^3, \mathbb{R}$. For $y \in \partial\Omega$, $\delta_y$ is the distribution defined by $\langle \delta_y, \varphi \rangle := \varphi(y)$ for $\varphi$ defined on $\partial\Omega$.

We remark that $\alpha_0, \alpha_1$ are singular distributions while $\alpha_2$ is a function. $\alpha_0$ is a Dirac type distribution, which is supported at a point for fixed $(x, v)$. $\alpha_1$ is a Dirac type distribution as well but it is less singular than $\alpha_0$. For fixed $(x, v, v')$, the support of $\alpha_1$ is contained in the set $\{(x', \tau)\}$ where $x' \in \Omega$ belongs to the intersection curve of $\partial\Omega$ with the plane passing through $x$ and parallel to $v, v'$, and $\tau$ is the travel time from $x$ to $x'$.

Based on the decomposition theorem above, we can use exactly the same method presented in [6] to obtain the following uniqueness result for the linear problem (32). Recall that $\nu, K$ are defined in Subsection 2.2. The knowledge of $K$ is equivalent to the knowledge of $K$ and $\nu, \bar{K}$ are parameters appearing in the linear problem (32) (see (26) in Subsection 3.1).

**Proposition 4.2.** Both $\nu$ and $K$ are uniquely determined by $A^{lin}$.

We remark that in [6], the authors considered position-dependent parameters so it is only possible to determine the X-ray transform of $\nu(x,v)$ from $A^{lin}$. Here we are only interested in position-independent $\nu$ and $K$ so $\nu(v) \in \mathbb{R}$ can be uniquely determined.

Now we sketch the proof and we refer readers to Section 5 in [6] for details.

**Proof.** For fixed $(x, v)$, we can appropriately choose $\phi_\epsilon(\tau, x', v')$ based on the support of $\alpha_0$ (see the expression above (5.17) in [6]) such that

$$\lim_{\epsilon \to 0} \iint_{\Gamma_+} \int_{\mathbb{R}^+} \alpha_0(\tau, x, v, x', v') \phi_\epsilon(\tau, x', v') \, d\tau \, d\sigma(x') \, dv' = e^{-\tau(x,v)\nu(v)}.$$
\[
\lim_{\epsilon \to 0} \int_{\Gamma^+} \int_{\mathbb{R}^+} \alpha_j(\tau, x, v, x', v') \phi_k(\tau, x, v) \, d\tau \, d\sigma(x') \, dv' = 0, \quad j = 1, 2,
\]
so the action of \( \alpha \) on \( \phi_k \) gives the reconstruction formula of \( \nu \) from \( \alpha \).

For fixed \((x, t, v, v')\) with \( v \neq v' \), we have \( \alpha_0 = 0 \) and we can appropriately choose \( \psi_{\epsilon_1, \epsilon_2} \) based on the support of \( \alpha_1 \) (see (3.9), (5.21) and (5.22) in [6]) such that

\[
\lim_{\epsilon_1, \epsilon_2 \to 0} \int_{\mathbb{R}^+} \int_{\partial \Omega} \alpha_1(t - t', x, v, x', v') \psi_{\epsilon_1, \epsilon_2}(x', t') \, d\sigma(x') \, dt' = e^{-tv(v)} e^{-\tau_-(x - tv, v')\nu(v')} \tilde{k}(v, v'),
\]

\[
\lim_{\epsilon_1, \epsilon_2 \to 0} \int_{\mathbb{R}^+} \int_{\partial \Omega} \alpha_2(t - t', x, v, x', v') \psi_{\epsilon_1, \epsilon_2}(x', t') \, d\sigma(x') \, dt' = 0,
\]
so the action of \( \alpha \) on \( \psi_{\epsilon_1, \epsilon_2} \) gives the reconstruction formula of \( \tilde{k} \) (equivalent to \( K \)) from \( \alpha \) once \( \nu \) is reconstructed.

### 4.2 Determine the collision kernel

Now we are ready to explicitly present our main theorem. Our result depends on the uniqueness result (Proposition 4.2) for the linear problem (32) as well as the injectivity of the Gauss-Weierstrass transform (convolution with the Maxwellian \( \mu \)). The following theorem is the precise version of Theorem 1.1. Recall that the Albedo operator \( A \) is defined by (30) and \( \tilde{q}, B \) are defined by (23).

**Theorem 4.3.** Let \( A^{(1)}, A^{(2)} \) be the Albedo operators corresponding to the collision kernels \( q^{(1)}, q^{(2)} \) satisfying (5). Suppose

\[
A^{(1)} \tilde{g} = A^{(2)} \tilde{g}
\]

for any continuous \( \tilde{g} \) compactly supported in \( \mathbb{R}^+ \times \Gamma_- \). Then

\[
\tilde{q}^{(1)} = \tilde{q}^{(2)}.
\]

If we further assume

\[
B(\theta, \rho) = B(\frac{\pi}{2} - \theta, \rho),
\]

then \( \tilde{q} \) is just the Cartesian representation of \( q \) so we can conclude that

\[
q^{(1)} = q^{(2)}
\]

in this case. (e.g. the hard sphere case (9) satisfies (41).)

**Proof.** By (39) and the assumption (40) we have

\[
(A^{(lin)})^{(1)} = (A^{(lin)})^{(2)},
\]

and then by Proposition 4.2 we have

\[
\nu^{(1)} = \nu^{(2)}, \quad K^{(1)} = K^{(2)}.
\]

We define the function

\[
I(z) := \int_{\mathbb{S}^2} q(\cos^{-1}\left(\frac{\|\omega\|}{|z|}\right), |z|) \, d\omega.
\]
Now we can write (19) as
\[ \nu^{(j)}(v) = (I^{(j)} \ast \mu)(v) \]
so \( \nu^{(1)} = \nu^{(2)} \) implies that \( I^{(1)} = I^{(2)} \) based on the injectivity of the Gauss-Weierstrass transform.

Since we can write (20) as
\[ k^{(j)}(u, v) = \mu^{j}(u) \mu^{j}(v) I^{(j)}(u - v), \]
we have \( K^{(1)}_1 = K^{(2)}_1 \). Recall that \( K^{(j)} = K^{(j)}_2 - K^{(j)}_1 \), so \( K^{(1)} = K^{(2)} \) implies that \( K^{(1)}_2 = K^{(2)}_2 \).

Let \( \eta := u - v \). We can write (21) as
\[ k_2(\zeta, \eta) = \frac{2}{|\eta|^2} e^{-|\eta|^2} \int_{y \in \Pi} e^{-|y+\zeta|^2 \tilde{q}(|\eta|, |y|)} d\Pi. \] (42)

Here we view \( k_2 \) as a function of the two new independent variables \( \zeta, \eta \). For each \( \zeta \in \Pi \), the integral in (42) is the value of the convolution of \( \mu \) and \( \tilde{q}(|\eta|, |\cdot|) \) over the plane \( \Pi \) at \( -\zeta \). Hence \( K^{(1)}_2 = K^{(2)}_2 \) implies that \( \tilde{q}^{(1)} = \tilde{q}^{(2)} \) based on the injectivity of the Gauss-Weierstrass transform.

We remark that the proof above works for the general collision kernel \( q(\theta, |v-u|) \). We restrict ourselves to \( q \) which has the form (5) mainly because this assumption is required for the well-posedness of the forward problem (Proposition 3.1).

We mention that the 1-dimensional Gauss-Weierstrass transform is closely related with the Laplace transform. We also have an inversion formula involving Hermite polynomials for the general multi-dimensional Gauss-Weierstrass transform. We refer readers to Chapter 5 in [3] for details.
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