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ABSTRACT
This paper revisits the ubiquitous problem of achieving state machine replication in blockchains based on repeated consensus, like Tendermint. To achieve state machine replication in blockchains built on top of consensus, one needs to guarantee fairness of user transactions. A huge body of work has been carried out on the relation between state machine replication and consensus in the past years, in a variety of system models and with respect to varied problem specifications. We systematize this work by proposing novel and rigorous abstractions for state machine replication and repeated consensus in a system model that accounts for realistic blockchains in which blocks may contain several transactions issued by one or more users, and where validity and order of transactions within a block is determined by an external application-dependent function that can capture various approaches for order-fairness in the literature. Based on these abstractions, we propose a reduction from state machine replication to repeated consensus, such that user fairness is achieved using the consensus module as a black box. This approach allows to achieve fairness as an add-on on top of preexisting consensus modules in blockchains based on repeated consensus.
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1 INTRODUCTION
The rise of blockchains [14, 30, 40, 49] in the last decade has revived the interest in distributed programming and Byzantine fault-tolerant systems. A blockchain [40] is an append-only, tamper-resistant distributed ledger of transactions organised in a chain of blocks, originally used for cryptocurrencies. Ethereum [49] popularised the concept of smart contracts as a mean to implement any application on top of a blockchain. These first proposals, however, have been criticised because the underlying blockchain protocol used to update the ledger, based on proof-of-work, is extremely energy consuming. New proposals then subsequently emerged proposing alternatives to proof-of-work, including a notable number using standard Byzantine fault-tolerant distributed consensus (BFT consensus for short) [13, 34], for both the permissioned setting [23, 46, 48, 50] and the public permissioned one [10, 14, 30, 42]. This paper focuses on the alternatives in the permissioned and public permissioned setting. Thanks to the power of consensus, these blockchains are able to guarantee so-called absolute finality, which ensures that no value inserted into the ledger can ever be revoked. It has been shown that these blockchains, even though rarely accompanied by formal distributed systems specifications, can be built over standard distributed computing abstractions such as state machine replication [32] (SMR for short) or repeated consensus [17] (RC for short). Examples of such systems are Hyperledger [46], which builds a distributed ledger over SMR (in Hyperledger there is no notion of blocks), and Tendermint [10, 30], Tenderbake [8] and Algorand [14], which build a blockchain over RC.

In case of a distributed ledger built on top of an SMR service (DL-SMR for short), transactions are interpreted as commands that are submitted directly by clients to the SMR service, while in case of a blockchain built on top of an RC service (BC-RC for short), transactions are collected by replicas into blocks, which are the input values that replicas propose to the RC service. Although the two approaches may seem equivalent at first sight since both produce a sequence of commands/transactions, they differ however in their ability to prevent censorship. In DL-SMR the SMR service decides on the order in which all the commands submitted by clients are eventually served. On the other hand, In BC-RC the RC service makes a series of independent decisions on each new block that is committed to the chain. The result is that in BC-RC a transaction submitted by a client could in principle be censored if replicas skip to include it into the blocks that they input to the underlying RC service. Thus, client requests are never guaranteed to be committed to the sequence, and we say that RC lacks user fairness. Informally, user fairness guarantees that a transaction requested by a correct client will eventually be committed to the blockchain, unless the transaction becomes invalid by the insertion of other transactions into the blockchain while the requested transaction is still pending.

1As described in [11], censorship has an impact on financial mechanisms such as contracts for difference, on auditable computation, and even on committee-based BFT consensus protocols, where censorship may enable a collusion of validators to prevent other validators from joining the consensus pool.
To cover this gap, we introduce an abstraction for (see §3.1 for a formal definition). As customary [4, 8, 12, 15] validity is defined externally by a deterministic, application-dependent predicate.

The lack of user fairness above is pervasive in the setting of blockchains, since many of them are built on top of an RC service (e.g., [5, 10, 14, 30, 42, 48, 50]) and are therefore potentially vulnerable to censorship. As a consequence, these blockchains can only ensure user fairness under the assumption that all the proposers are correct.

Some of these blockchains [5, 10, 48, 50] improve the fairness guarantee by rotating the proposer, but this does not achieve user fairness, because there is no mechanism that ensures that an infinite number of correct proposers will be able to get their proposal agreed.

**Problem.** We tackle the problem of providing user fairness to blockchains built on top of RC in a seamless way. By seamless we mean that the property must be provided no matter the underlying consensus protocol implementing RC. Let us stress that, since blockchains are running systems today, techniques to implement them as replicated objects should be as lightweight and generic as possible to avoid to rewrite from scratch current running BFT consensus implementations.

**Contributions.** We systematise previous work by providing, for the first time, complete and rigorous specifications (properties and algorithms) of both DL-SMR and BC-RC constructions. We then prove that BC-RC does not solve DL-SMR in general, since the former construction lacks the user fairness property of the latter. To cover this gap, we introduce an abstraction for fair repeated consensus (FRC for short) that refines the RC abstraction, and we show that a correct implementation of FRC can be used to implement a blockchain built on top of it (BC-FRC for short) with user fairness. We then propose a reduction from FRC to RC, by aggregating sub-proposals that a replica hears of into a single proposal before inputting it to RC. We show that aggregating sub-proposals from \( f + 1 \) or more contributors provides a form of internal validity (as opposed to the external validity of [4, 8, 12, 15]) that guarantees that the decided block contains at least one transaction that was proposed by a correct replica, which is an important ingredient to establishing that BC-FRC upholds user fairness.

Although the techniques used in this reduction are not entirely novel, our solution is, to the best of our knowledge, the first one agnostic to the BFT consensus protocol in the underlying implementation of RC, and thus truly generic.

**Roadmap.** In §2 we state the system model and introduce some background on blockchains. In §3 we rigorously specify the DL-SMR and BC-RC constructions, and we analyse the relation between them and show that DL-SMR is strictly stronger that BC-RC. In order to close this gap, in §4 we introduce the FRC abstraction and teh BC-FRC construction. We provide a reduction from FRC to RC and show that DL-SMR and BC-FRC are equivalent. In §5 we discuss previous definitions of fairness and existing techniques to achieve user fairness. In §6 by provide some concluding remarks.

## 2 PRELIMINARY DEFINITIONS

### 2.1 System model

We consider a message-passing distributed system composed of a potentially infinite set of processes \( \Pi \). A process can have any of the roles of client or replica, i.e., the set \( \Pi \) can be partitioned into two (not necessarily disjoint) sets of clients and replicas respectively, and we assume that the cardinality of the latter set of replicas is always finite. The rest of our assumptions are conventional in the Byzantine model. We assume that the network is partially synchronous, i.e., the system operates asynchronously until some unknown Global Stabilisation Time (GST), after which, the system respects known and finite time bounds for computation and communication. Processes are equipped with a cryptographic primitive to sign all messages they send and we assume that signatures are not forgeable. In addition, we assume that channels are reliable and thus processes communicate with each other through authenticated perfect links. Processes may experience Byzantine failures, i.e., they may behave arbitrarily by omitting to send and receive messages, and by altering the content of messages. Such processes are said to be faulty. Processes that are not faulty are said to be correct. We let \( n \) and \( f \) be respectively the cardinality of the set of replicas and of the set of faulty replicas. We assume that \( f \) is strictly smaller than \( n/3 \), i.e., less than a third of the replicas are faulty.

### 2.2 Blockchain data structure

A blockchain (BC for short) is a distributed ledger with append-only and non-repudiation properties that consists of a replicated data structure composed of blocks. Each block contains a finite set of transactions and is placed into a sequence called chain.

Clients may interact with the BC by issuing requests to (i) read the content of the blockchain, or (ii) insert a new transaction \( tx \) into the blockchain. We focus on the latter requests, which are the ones that impact how blocks are created and inserted into the chain. A client issues a transaction request for transaction \( tx \) by invoking the request(\( tx \)) primitive.

Without loss of generality, we abstract away the notion of transaction, which may be a set of financial transactions or a set of operation calls on generic data. To this aim, we consider an application-defined validity condition on the transactions contained in the blocks that ensures that the every transaction is consistent with the semantics of the application implemented on top of the blockchain (e.g., no double spending in cryptocurrency blockchains) and that must be verified before a block is decided and inserted into the chain.

We consider permissioned blockchains, i.e., blockchains where the set of replicas who are in charge of maintaining the data structure is known a priori, which ensures absolute finality (i.e., once a block is appended to the chain, it can never be revoked). A necessary condition to obtain absolute finality is that each new block appended to the chain is agreed upon with a BFT consensus protocol [6]. (Both BC-RC and DL-SMR use BFT consensus and fall under this category.)

---

2This assumption can be lifted by considering committee-based blockchains that allow for public, open access, where the set of participants is dynamically determined by a selection function that maps the current chain to a committee of replicas that are in charge of producing the next block [8, 30].
Correct clients are assumed to collectively issue an infinite number of transaction requests, but no client (correct or faulty) can issue an infinite number of requests in a finite period of time. Clients may issue transaction requests with a throughput that is higher than the one at which transactions can be allocated in the blockchain. We make no assumption on the amount of memory that each replica maintains, but we assume blocks to have bounded size.

We write \( b \) to denote a chain that consists of an infinite sequence of blocks \([b_0, b_1, b_2, \ldots]\), where \( b_i \) denotes the \( i \)-th block in the chain and \( \bar{b} \) denotes the prefix of the chain up to the \( i \)-th block. We sometimes decorate this notation with a replica subindex \( r \) to denote the chain (respectively the \( i \)-th block and the prefix of the chain) stored locally at replica \( r \), as in \( \bar{b}_r \), \( b^r_i \) and \( \bar{b}^r_i \). We write \( \langle \{b, \{tx_0, tx_1, \ldots, tx_n\} \rangle \) to denote a block that points to block \( b \) and contains the sequence of transactions \( tx_0 \) to \( tx_n \). We write \( \bar{b}^r \sim \text{txs} \) and \( \bar{b}^r \rightarrow \text{txs} \) as synonyms, which denote the chain obtained by concatenating to the prefix \( \bar{b} \) a block that contains the pointer \( \checkmark \) to the last block in the prefix and the sequence of transactions \( \text{txs} \).

The initial block \( b^0 = \langle \perp, [] \rangle \), called the \textit{genesis block}, is a special block that is known a priori by each correct replica and which contains an undefined pointer and an empty sequence of transactions.

Throughout the paper, we emphasise the data structure maintained by the replicas, which consists of the chains stored locally at each replica. We let the current chain \( \bar{b} \) be the longest common prefix of the chains that are stored at correct replicas, and assume that correct clients have at their disposal a deterministic primitive \textit{read()} that retrieves the current chain, whose details are out of the scope of this paper.

We let each transaction to be uniquely identified, e.g., by letting it be timestamped and signed by the client that issued it. We say that a transaction \( tx \) issued by a client is \textit{finalised} iff a block whose sequence of transactions contains \( tx \) is inserted into the current chain. Otherwise we say that transaction \( tx \) is \textit{pending}.

2.3 Reducibility among distributed problems

We consider \textit{reducibility} among distributed problems as in Def. 2.1 below. Consider two different distributed problems \( A \) and \( B \). Informally, \( A \) can be reduced to \( B \) if the existence of a solution of \( B \) entails the existence of a solution of \( A \).

\textbf{Definition 2.1.} Let \( A \) and \( B \) be two different distributed abstractions. \( A \) \textit{reduces to} \( B \) iff there exists an algorithm that implements \( A \) by making black-box use of \( B \) and by using asynchronous communication.

The rationale behind this definition is that the algorithm that implements \( A \) should not rely on the partial synchronicity of the system, but only on the authenticated perfect links provided by the process signatures and the asynchronous reliable channels in our system model assumptions (see §2.1). Since consensus is impossible in a fully asynchronous setting due to the FLP impossibility [20], this rationale ensures that the algorithm implementing \( A \) necessarily uses the black-box consensus provided by \( B \), instead of implementing consensus on its own.

We say that \( B \) \textit{is at least as strong as} \( A \) (written \( A \subseteq B \)) iff \( A \) reduces to \( B \) (i.e., existence of a correct implementation of \( B \) guarantees the existence of a correct implementation of \( A \). We say \( B \) \textit{is strictly stronger than} \( A \) (written \( A \subset B \)) iff \( A \) reduces to \( B \) and \( B \) is not reducible to \( A \). We say \( A \) and \( B \) are \textit{equivalent} (written \( A \equiv B \)) iff \( A \) reduces to \( B \) and \( B \) reduces to \( A \).

3 DISTRIBUTED LEDGER CONSTRUCTIONS

In this section we provide rigorous specifications of the DL-SMR and BC-RC constructions. We propose a general framework for building RC-BCs that use RC as a building block.

3.1 Distributed ledger over SMR (DL-SMR)

We consider a variant of the state machine replication (SMR) abstraction in [1, 2]. SMR specifies a strongly consistent replicated service given by a deterministic state machine with a set of commands that can be issued by clients. A set of replicas commits these commands into a linearisable log and produces a consistent result of applying them, which is akin to the execution of the service by a single correct replica that applies the commands in the order in which they occur in the log.\(^3\)

Due to its nature, SMR can be directly used as a distributed ledger construction, to which we refer as DL-SMR. This can be achieved by viewing transactions as commands and logs as states, and by considering that a transaction is finalised when it is committed (i.e., appended) to the log.

We use the notation for sequences that we introduced in §2.2 and write \( \ell \) for the log, \( \ell^k \) for the transaction at position \( k \) of the log, and \( \ell^R \) for the prefix of the log up to position \( k \). (Mind that a position \( k \) of the log refers to an individual transaction, as opposed to a block in a blockchain, which may contain several transactions.) We may decorate the log \( \ell \) with a replica subindex \( r \) to denote the log stored locally at replica \( r \), as in \( \ell_r \), \( \ell^k_r \) and \( \ell^R_r \).

Clients issue transactions through the primitive \textit{submit}(\( tx \)), and a correct replica may eventually commit some transaction \( tx \) for each position of the log given that \( tx \) is valid to the replica. Following the conventions on distributed ledgers [4, 8, 12, 15], we define validity of a transaction \( tx \) by employing an application-defined predicate validLog() that takes the log resulting by appending \( tx \) to the current log and returns true iff the transactions in the log are consistent with the semantics of the application implemented on top of the distributed ledger. We say that a transaction \( tx \) is \textit{valid to replicate \( r \) at position} \( k \) iff validLog(\( \ell^k_r \sim [: \langle tx \rangle] \) holds. We may omit the \( k \) and the \( r \) and write "valid to replica \( r \)" or just "valid" when they are clear from the context.

After a correct replica \( r \) commits transaction \( tx \), the replica applies the transaction by appending \( tx \) to the replica’s current log \( \ell^k_r \). We omit any notification to the client since we put the emphasis on the data structure (the log) maintained by each replica.

We require that DL-SMR meets the properties below:

---

\(^3\)The definition of SMR in [1, 2] assumes that the operations can be linearised [27], which imposes a one-to-one correspondence between the operations in a history and those in its linearisation. We reuse this intuition but note that linearisability cannot be lifted to a Byzantine setting just as readily [36, 37].
(Safety) Two correct replicas do not commit different transactions at the same log position.

(User fairness) Let a correct client issue a transaction $tx$ that is valid to some correct replica $r$ at the moment when $tx$ is issued. Either $tx$ becomes invalid to $r$ at some posterior moment, or otherwise $tx$ is eventually finalised.

(Log validity) If $\ell_r(i)$ is the current log of a correct replica $r$, then $\text{validLog}(\ell_r)$ holds.

(Log finality) A correct replica commits at most one transaction for each position in the log.

Safety above corresponds to the property with the same name in [1, 2]. Our User fairness above characterises when a transaction issued by a correct client will be finalised, which differs from User fairness in [47] which states that the quality of the chain is such that at least one half of the transactions that it contains has been issued by correct clients.\(^4\)

When assuming that every client is correct and that every transaction is valid to every replica—i.e., validLog is the constant predicate that always returns true—then our User fairness coincides with Liveness in [1, 2].\(^5\)

The last two properties of DL-SMR above correspond respectively to the Validity and Integrity properties of [47].\(^6\)

For simplicity, when considered in the context of blockchain implementations, we let the logs in DL-SMR correspond to chains by letting each transaction in the log to be contained in a different block. Formally, a log $\ell_r$ of length $k$ corresponds to a chain $b^{k+1}$ of length $k+1$ where $b^0$ is the genesis block which does not contain any transactions and which is known to every correct replica, and each block $b^i$ with $i > 0$ points to $b^{i-1}$ and contains the single transaction $\ell^{i-1}$, which is the transaction at position $i−1$ in the log. To wit, the log $\{tx_0, tx_1\}$ corresponds to the chain $\langle (\bot, \{\}) \rangle ^− \{tx_0\} ^− \{tx_1\}$.

Next, we discuss the alternative RC-BC construction, which is customary in the blockchain setting. We start by presenting its RC building block.

### 3.2 Repeated consensus (RC)

We consider a variant of the repeated consensus (RC) abstraction in [17]. RC consists of an infinite sequence of instances of BFT consensus which altogether decide an infinite sequence of values. Without loss of generality, we will consider blocks as values and their specification and theirs are incomparable in strength.

Each consensus instance, such that every participant could check the provenance of each decided block (the replica who proposed the block).

As before, we capture the validity of a decided block $b$ by employing an application-defined predicate $\text{validChain}(\cdot)$ that takes the whole chain ending with $b$ and returns true iff the chain is well-formed and its transactions are consistent with the semantics of the application implemented on top of the blockchain. We say that a block $b$ is valid to replica $r$ at consensus instance $i$ iff $\text{validChain}(\ell_r(i) \vdash \{b\})$ holds. We may omit the $i$ and the $r$ and write “valid to replica $r$” or just “valid” when they are clear from the context.

We require that RC meets the properties below:

(Agreement) If $\overline{b}_r$ and $\overline{b}_s$ are respectively the current outputs of two correct replicas $r$ and $s$, then either $\overline{b}_r$ is a prefix of $\overline{b}_s$, or $\overline{b}_s$ is a prefix of $\overline{b}_r$.

(Termination) Every correct replica has an infinite output.

(Chain validity) If $\overline{b}_r$ is the current output of a correct replica $r$, then $\overline{b}_r$ is signed by some replica $r'$ (not necessarily different from $r$) and $\text{validChain}(\overline{b}_r)$ holds.

(Chain finality) A correct replica outputs at most one block for each consensus instance.

The first two properties of RC adapt the properties with the same name in [17]. Chain validity states that each new block is well-formed and upholds the semantics of the application implemented on top of the blockchain, and Chain finality collects the absolute finality assumption for permissioned blockchains.

### 3.3 Blockchain over RC (BC-RC)

A blockchain over repeated consensus (BC-RC) is a blockchain implemented on top of a correct implementation of RC, for which we require the four properties of Agreement, Termination, Chain validity and Chain finality, and which additionally meets the properties below:

(Valid request) If a correct client sends a request to insert a transaction $tx$ to some replica, then $\text{validChain}(\overline{b} \vdash \{tx\})$ holds where $\overline{b}$ is the current chain at the moment when the client sends the request.

(Valid input) If a correct replica inputs a block $b$ for some consensus instance, then for each transaction $tx$ contained in $b$ there exists some client from which the replica received a request to insert $tx$.

The two additional properties above characterise the interaction between BC-RC and the RC building block, not the behaviour that is externally observable from the output of BC-RC. In particular, Valid request enforces that the requests received from a correct client are valid with respect to the current chain at issuing time,\(^7\) and Valid input enforces that correct replicas do not input spurious transactions created out of thin air.

Alg.1–2 respectively collect the code for the client and the replica of a generic BC-RC, which takes a correct implementation of RC as parameter. At a correct client, the primitive $\text{request}(tx)$ (Lin.1 of Alg.1) first retrieves the current chain $\overline{b}$ (Lin.2) and then sends a request $\langle \text{REQ}, tx \rangle$ to insert transaction $tx$ to all the replicas, given that the transaction is valid with respect to the current chain (Lin.3), thus upholding Valid request.

Each correct replica initialises a pool of pending transactions to the empty sequence (Lin.1 of Alg.2). Upon the reception of a

---

\(^7\)We assume a deterministic primitive procedure $\text{read}(\cdot)$ at client side that retrieves the current chain.
request \((\text{REQ}, \text{tx})\) from a client, the replica collects the transaction \(\text{tx}\) into the pool (Lin.2–3). Once a new block is output at consensus instance \(i\) (Lin.4) the replica first clears the finalised transactions in the chain up to that block (Lin.5), and assembles into a proposed block some of the valid transactions in the pool (not necessarily all, since the size of blocks is bounded)\(^7\) and moves to consensus instance \(i + 1\) by inputting the proposed block (Lin.6–7). Valid input holds since the transactions have been picked from the pool and the pool collects transactions received from clients. The implementation of RC provides the local chain \(\mathcal{C}^r_i\), and the primitive procedure \(\text{RC}.\text{input}(i, b)\) and notification \(\text{RC}.\text{output}(i)\). We assume that every replica starts its execution by notifying the output of the genesis block at consensus instance \(0\).

Alg.1–2 witness the reduction from BC-RC to RC.

**Lemma 3.1.** BC-RC is reducible to RC.

**Proof.** We first notice that none of the steps of the generic BC-RC of Alg.1–2 rely on partially synchronous communication. It is easy to prove that this generic BC-RC meets Valid requests by Lin.3 of Alg.1, and that it meets Valid input since all the requests are signed by the clients and signatures are not forgeable. Agreement, Termination, Chain validity, and Chain finality hold respectively by the properties with the same name of the correct implementation of RC that is taken as parameter.

We next study in depth the relation between DL-SMR and BC-RC.

### 3.4 The relation between DL-SMR and BC-RC

Although both the BC-RC and the DL-SMR constructions implement a distributed ledger, the two constructions differ in the key property of user fairness. BC-RC focuses on the blocks being output at each consensus instance (the data structure), and places no relation between each committed block and how the block was produced or by whom (which clients issue which transactions, and how these are assembled into blocks by replicas). By contrast, DL-SMR places such a relation and assumes that every transaction issued by a correct client will either become invalid at some moment, or otherwise it will be committed by all correct replicas. This is a stronger property cannot be achieved by RC-BC alone.

Lem.3.1–3.3 below state that DL-SMR is strictly stronger the RC-BC, since RC-BC reduces to DL-SMR but not the converse.

**Lemma 3.2.** BC-RC is reducible to DL-SMR.

**Proof.** Assume a correct implementation of DL-SMR. We will show how to produce a correct implementation of BC-RC that uses the implementation of DL-SMR as a black box and that does not rely on partially synchronous communication. We fix a genesis block \(b^0\) and let every correct replica output it. Upon the invocation of \(\text{request}(\text{tx})\) by a correct client, we let the client trigger the primitive \(\text{submit}(\text{tx})\) of DL-SMR. We let the predicate \(\text{validChain}\) coincide with \(\text{validLog}\) when the log produced by SMR is viewed as a chain as in the correspondence detailed in §3.1. It suffices to show that Agreement, Termination, Chain validity and Chain finality hold, since Valid request and Valid input are internal properties of BC-RC, not observable from the output of the abstraction. Agreement, Chain finality and Chain validity hold respectively by Safety, Log validity and Log finality. It is easy to see that Termination follows by the reliable channels and by User fairness since, collectively, the correct clients issue an infinite number of transactions, and a correct client issues \(\text{request}(\text{tx})\) only if the transaction \(\text{tx}\) is valid with respect to the current chain, which upholds the validChain predicate. It could happen that for each transaction issued by a correct client, there exists a Byzantine client with good bandwidth that issues another transaction that invalidates the one from the correct client, preventing the latter from ever being committed. Although this very improbable scenario is pathological, Termination would still hold because the output of correct replicas will be infinite since we assume that correct clients collectively issue an infinite number of transactions.

**Lemma 3.3.** DL-SMR is not reducible to BC-RC.

**Proof.** We show that there exists not an algorithm that implements DL-SMR by using a correct implementation of BC-RC as a black box and without relying on partially synchronous communication. Such an algorithm could not rely on the consensus provided by the implementation of BC-RC because then User fairness would not hold in general, since the implementation of BC-RC could always neglect the transactions issued by a particular correct client, which would never be finalised. Therefore, the algorithm would need to implement consensus on its own, but then it would need to rely on partially synchronous communication, since asynchronous consensus is impossible due to the FLP impossibility [21].

Figure 1 summarises the content of Lem.3.2–3.3.

### 4 ACHIEVING USER FAIRNESS

Lem.3.3 from §2 sustains that BC-RC does not solve DL-SMR in general, since BC-RC does not uphold the User fairness property. To cover this gap, we introduce the Fair Repeated Consensus abstraction (FRC for short), which refines BC, and the construction for building a blockchain over FRC (BC-FRC for short).
4.1 Fair repeated consensus (FRC)

In order to formalize fair repeated consensus (FRC), we need to introduce the following preliminary definitions. We consider an external validChain predicate as in RC of §3 and, additionally, we let the external fusion\(f(b^i, (T_j)_{j\in I})\) be a deterministic, application-defined function that takes the current chain \(b^i\) and a collection of sequences of transactions \((T_j)_{j\in I}\), and fuses the collection into a result sequence \(\tilde{r}\) that contains valid transactions.

The FRC abstraction that we introduce below refines the RC abstraction from §3.2. FRC shares interface and properties with RC, and additionally meets the following:

(Fair fusion) Let \(b^i\) be a chain, \((T_j)_{j\in I}\) a collection of sequences of transactions, and \(\tilde{r}\) be the result sequence returned by fusion\(f(b^i, (T_j)_{j\in I})\). For every transaction \(tx\) that occurs in some sequence \(T_j\) in the collection, either \(tx\) occurs in the result \(\tilde{r}\), or otherwise there exists a position \(k\) of \(\tilde{r}\) such that validChain\(f(b^i, (T_j)_{j\in I})\) does not hold.

(Fusion validity) If a correct replica \(r\) outputs a block at some consensus instance \(i\), then the sequence of transactions contained in that block coincides with the fusion of the sequences in the input blocks of \(f + 1\) or more replicas.

Fair fusion collects the intuition that the fusion function should include in its result the transactions in the collection of sequences that uphold the external validity predicate.

Fusion validity adapts Vector validity from [19] to our setting and relaxes the threshold of contributors \(2f + 1\) in [19] to \(f + 1\) (i.e., each output block must contain transactions coming from at least \(f + 1\) contributors). Notice that Fusion validity abstracts from the way the inputs from replicas are aggregated into a result by using the fusion function, while Vector validity imposes that the inputs of the contributors are atomic, and that the result contains at most one value for each replica in the system.

The fusion function and the validity predicate of FRC could be instantiated to cover a varied spectrum of order-fairness models. At one end of the spectrum we could place the rather general model of Bitcoin [40], which considers no transaction ordering within a block (akin to a set of transactions where every transaction commutes with each other) and where causality of a transaction is only with respect to the previous blocks (i.e., the predicates \(\forall tx \in t\text{xs}.\ \text{validChain}(b^i \sim \{tx\})\) and \(\text{validChain}(b^i \sim t\text{xs})\) are synonymous). At the other end of the spectrum we could place the rather specific model of Aequitas [28], which considers a transaction ordering that contains no loops except in some fragments of the sequence where every transaction is output “before or at the same time as” each other, and which best approximates receive-order while avoiding the Condorcet paradox.

FRC can be achieved with a correct implementation of RC. One direct way to reduce FRC to RC is to add an extra communication round that performs the aggregation of the sub-proposals that are input at FRC into an aggregated proposal that is input at the RC component. Alg.3 above witnesses such a reduction by implementing FRC on top of a correct implementation of RC. When a replica invokes the primitive input\((i, b)\) at FRC (Lin.2 of Alg.3), it sends a sub-proposal for block \(b\) to every other replica. After receiving \(f + 1\) or more sub-proposals at consensus instance \(i\) (Lin.5) a replica aggregates the received sub-proposals into a single proposal (Lin.6), marks that the aggregation at consensus instance \(i\) has been done (Lin.7), and inputs a block with the aggregated proposal at the RC component (Lin.8). We assume that fusion in line 8) is such that Fair fusion holds. We require the validChain predicate of the RC component to be extended with a check that the input block has been contributed by \(f + 1\) or more replicas. This check can be achieved by collecting the signed sub-proposals that have been aggregated together with the aggregated proposal in the input block.\(^8\) Once the RC component triggers the notification that the block at consensus instance \(i\) has been output, the replica forwards this notification at FRC (Lin.9–10).

LEMMA 4.1. FRC is reducible to RC.

PROOF. We first notice that none of the steps of Alg.3 rely on partially synchronous communication. We show that Alg.3 implements FRC. Agreement, Termination, Chain validity and Chain finality hold respectively by the properties with the same name of

\(^8\)Checking that the input block has been contributed by enough replicas can be optimised by letting the replicas sign each individual transaction within a sub-proposal, or by tailoring some multi-signature scheme.
Algorithm 4: BC-FRC Client c
1 procedure request(tx)
2 \( b^i \leftarrow \text{read}(); \)
3 if validChain\((b^i \cup \{tx\})\) then send (REQ, tx) to every replica;

Algorithm 5: BC-FRC Replica r
1 pool \( \leftarrow \{\} \); // Initialisation
2 upon received (REQ, tx) from a client
3 \( \text{pool} \leftarrow \text{pool} \cup \{tx\} \)
4 upon FRC.output(i)
5 clear transactions in FRC.b^i from pool;
6 txs \( \leftarrow \text{pick in FIFO order from pool up to block size and valid to FRC.b^i} \)
7 FRC.\text{input}(i + 1, (\{FRC.b^i, txs\})

the correct implementation of RC taken as parameter. It is enough to show that Fair fusion and Fusion validity hold. At each consensus instance i, Chain validity ensures that the decided block \( b^i \) is signed by some correct replica r. By Lin.5 of Alg.3, replica r aggregated contributions from \( f + 1 \) or more sub-proposals, and Fusion validity holds. By Lin.6, replica r used the fusion function for aggregating the sub-proposals, and Fair fusion holds and we are done.

4.2 Blockchain over FRC (BC-FRC)
A blockchain over fair repeated consensus (BC-FRC for short) is a blockchain implemented on top of a correct implementation of FRC, for which we require the five properties of Agreement, Termination, Chain finality, Fair fusion and Fusion validity. We also require the Valid request and Valid input properties of BC-RC in §3.3, together with the additionally properties below:

(Valid request) If a correct client issues a transaction tx then every correct replica eventually receives the request to insert tx.

(Valid input) If a correct replica r receives a request to insert a pending transaction tx at consensus instance i then there exists a consensus instance \( i_0 \geq i \) such that:
(i) tx is already finalised at consensus instance \( i_0 \), or
(ii) there exists a position k such that
\[ \text{validChain}(b^{k_0-1} \cup \{txs \cup \{tx\})) \]

does not hold, where txs is the sequence of transactions in the block that the replica r inputs at consensus instance \( i_0 \), or
(iii) for every \( i' \geq i_0 \) the replica r inputs a block that contains tx at consensus instance \( i' \).

Alg.4–5 above introduce the client and the replica of a generic BC-FRC, which takes a correct implementation of FRC as parameter.

The FRC parameter ensures Fair fusion and Fusion validity. Besides ensuring an implementation of FRC, the generic BC-FRC only differs form Alg.1–2 in Lin.6 of Alg.5, which enforces that the replicas pick the transactions from the pool in FIFO order, thus

upholding Stubborn input. Notice that Request agreement holds trivially by the assumption of a reliable network.

Alg.4–5 witness the reduction from BC-FRC to FRC.

**Lemma 4.2.** BC-FRC is reducible to FRC.

**Proof.** The proof goes along the same lines than the proof of Lem.3.1 in §3.3, where the properties of Valid request, Valid input, Fair fusion, Fusion validity, Agreement, Termination, Chain validity, Chain finality are straightforward to prove. Request agreement holds trivially by the assumption of a reliable network, and it suffices to show that Alg.4–5 enjoy Stubborn input. Let tx be a transaction received by replica r at some consensus instance i. If tx is finalised at some consensus instance \( i_0 \geq i \), then (i) of Stubborn input holds. If tx becomes invalid with respect to the sequence txs (up to some position k) that replica r inputs at some consensus instance \( i_0 \geq i \), then (ii) of Stubborn input holds. Now consider that tx is never finalised and that it never becomes invalid with respect to the input of replica r at any consensus instance posterior to i. Since a transaction is only cleared when it is included in the decided block of some consensus instance (Lin.5 of 5) then tx will never be cleared from r’s pool. By Lin.6, tx will be included in r’s input for every consensus instance \( i' \geq i \), which satisfies (iii) of Stubborn input and we are done.

Our main contribution is collected in Thm.4.3 below.

**Theorem 4.3.** BC-FRC enjoys User fairness.

**Proof.** Consider a correct implementation of BC-FRC. Assume a correct client issues a transaction tx that is valid with respect to some correct replica r. If tx ever becomes invalid with respect to r afterwards, then we are done. Otherwise, we consider the case where tx never becomes invalid with respect to r, and show that tx will be eventually finalised. Now, assume towards a contradiction that tx is never finalised. By Request agreement each correct replica r eventually receives the request to insert tx at some consensus instance i. Let i be the biggest among the i_r’s. By Stubborn input, there exists a consensus instance \( i_0 \geq i \) such that for each correct replica r one of the three conditions of the Stubborn input property of §4.2 is true. The (i) and (ii) cannot be true for any correct replica, because it is straightforward to derive a contradiction to our assumptions from them. Therefore, Stubborn input guarantees that (iii) will be true for every correct replica, this is, each correct replica r inputs a block that contains tx at every consensus instance \( i' \geq i_0 \). By Fusion validity, the decided block \( b_{i_0} \) at consensus instance \( i_0 \) is contributed by \( f + 1 \) or more replicas, and therefore there is at least one correct replica who contributed to \( b_{i_0} \) whose sub-proposal contains tx. By Fair fusion, transaction tx is in the sequence of the decided block \( b_{i_0} \) or otherwise tx would have become invalid, which we assumed it never happens. This means that tx is output at consensus instance \( i_0 \), and by Chain finality, the transaction tx will never be revoked, hence it is finalised, which results in a contradiction and we are done.

\(^9\)Differently from Alg.2 in §2, Alg.5 here specifies a straightforward mechanism for handling pending transactions: traverse the pool in FIFO order while picking valid ones. We are however agnostic to other more speculative mechanisms for handling pending transactions that the blockchain model may stipulate, which ought to preserve Stubborn Input.
In the next subsection we show that DL-SMR and BC-FRC are equivalent, since they reduce to each other.

### 4.3 Equivalence of DL-SMR and BC-FRC

The fairness guarantees provided by BC-FRC warrant the reduction from DL-SMR to BC-FRC.

**LEMMA 4.4.** *DL-SMR is reducible to BC-FRC.*

**Proof.** Assume a correct implementation of BC-FRC. We produce a correct implementation of DL-SMR that uses the implementation of BC-FRC as a black box and that does not rely on partially synchronous communication as follows. Upon the invocation of \( 	ext{submit}(tx) \) by a correct client, we let the client trigger the primitive \( 	ext{request}(tx) \) of BC-FRC. We let the predicate \( \text{validLog} \) coincide with \( \text{validChain} \) when the chain produced by BC-FRC is viewed as a log by concatenating the sequences of transactions contained in the blocks in the order they occur in the chain.

*Safety holds by Agreement* when considering that a replica commits a transaction \( tx \) when it outputs a block whose sequence of transactions contains \( tx \). (Without loss of generality, we let the replica commit at once all the consecutive log positions that correspond to appending to the current log the sequence of transactions in the output block.) *User fairness* holds by Thm.4.3 and by our choice of \( \text{validLog} \) and the correspondence between chains and logs. *Log validity* holds by *Chain validity* and by our choice of \( \text{validLog} \) and *Log finality* holds by *Chain finality*.

The reduction can be established in the other direction too.

**LEMMA 4.5.** *BC-FRC is reducible to DL-SMR.*

**Proof.** Assume a correct implementation of DL-SMR. We produce a correct implementation of BC-FRC that uses the implementation of DL-SMR as a black box and that does not rely on partially synchronous communication as follows. Upon the invocation of \( \text{request}(tx) \) by a correct client, we let the client trigger the primitive \( \text{submit}(tx) \) of DL-SMR. We let the predicate \( \text{validLog} \) coincide with \( \text{validChain} \) when we consider that a chain corresponds to the log that results from appending the sequences of transactions in the blocks in the same order.

*User fairness* holds by Thm.4.3. The properties of *Safety, Log validity* and *Log finality* hold respectively by Agreement, *Chain validity* and *Chain finality* and by our choice of \( \text{validLog} \).

Lem.4.4–4.5 above help to show that DL-SMR and BC-FRC solve essentially the same problem.

**THEOREM 4.6.** *DL-SMR and BC-FRC are equivalent.*

**Proof.** Direct consequence of Lem.4.4–4.5.

Figure 2 summarises the content of Lem.4.1–4.2, Lem.4.4–4.5, Thm.4.3, and Thm.4.6.

Our solution relies on five conditions that encompass the issuing of transactions by clients, the collection of these transactions into blocks by replicas, the input of a block to the RC service at each replica, and the output of the decided block at each replica. More precisely, our solution requires the following:

1. All correct replicas eventually receive all the transactions issued by correct clients.
2. The correct replicas collect the transactions they receive in order, and they will stubbornly input blocks that contain these transactions in receive order, until each of the transactions is either finalised or has become invalid with respect to the current chain.
3. At each correct replica, the RC service may aggregate inputs coming from different contributors (i.e., replicas) into a single block. In the vein of vector consensus [19], a replica will only output a decided block if it has been contributed by \( f + 1 \) or more replicas,\(^{10}\) which guarantees that the decided block is contributed by at least one correct replica.
4. We generalise vector consensus by considering a deterministic, application-dependent function fusion that takes several inputs and aggregates them into a single block. We require the decided block in (3) above to coincide with the aggregated block that results from applying fusion to the inputs of \( f + 1 \) or more contributors. We make no particular assumptions on the order in which fusion places each of the transactions in the aggregated block, but we require that fusion does not drop any transaction unless including it in the aggregated block would make the block invalid with respect to the current chain. This provides great flexibility since the fusion function can capture different existing models for *order-fairness* [28].
5. The transactions that are inserted into the blockchain are never revoked. This requirement is always true for the BC-RC constructions in the permissioned setting that we consider, since the RC service is assumed to ensure absolute finality.

### 5 RELATED WORK

Blockchains and SMR

The SMR problem, proposed in [32, 43] and generalized in [43], gained interest since Castro and Liskov [13] showed how to practically implement it in an eventually synchronous system in presence of Byzantine processes. Blockchains can be seen as a way to implement SMR, especially when they support smart contracts [49], i.e., pieces of executable code stored and executed in a replicated way in the blockchain. Nonetheless, to the best of our knowledge, no current market blockchain solution provides complete support for SMR. Libra [48] is one of the rare cases in which the blockchain is expressed as a construction over SMR, however the proposed SMR specification is restricted and does not encompass user fairness.\(^{11}\) Interestingly, formalisations of known blockchains put emphasis on the replicated data structure and its maintenance, but leave aside user fairness [6–8, 22].

Fairness in blockchains

Fairness is generally desirable when participants of a blockchain have some stake into the system. An example of fairness can be found in the mutual exclusion problem, where fairness demands that all processes requiring to access the critical section must be eventually served [18, 31]. In the blockchain context the notion of fairness has mainly the connotations of

---

\(^{10}\) Vector validity requires the decided vector to contain \( 2f + 1 \) or more non-null elements, but for our purposes \( f + 1 \) contributors is enough.

\(^{11}\) In Libra SMR is expressed in terms of safety—all honest nodes observe the same sequence of commands—and liveness—new commits are produced as long as valid commands are submitted.
— **miner fairness**, which requires that processes that maintain the blockchain are rewarded proportionally to their amount of work, and

— **user fairness**, which requires that user requests are eventually served by the blockchain, in the spirit of fairness for mutual exclusion.

One of the first analysis in blockchain systems on miner fairness is the study of *chain quality*, which is defined by Garay et al. [22] as the proportion of blocks mined by honest miners in any given window. Other works that explored miner fairness are Ouroboros et al. [29] and Fruitchain [41]. Although miner fairness can potentially affect user fairness, it is not a necessary condition to achieve user fairness, and therefore these previous works on chain quality do not close the gap that this paper focuses on.

Regarding user fairness, Gürcan et al. [24, 25] study Bitcoin and show that once a user issues a transaction (a request to the blockchain) there is no guarantee that such transaction will be committed to the blockchain. Herlihy and Moir [26] focus on blockchains based on BFT consensus—such as Tendermint and Libra—and discuss how malicious participants could violate user fairness by censoring transactions. Indeed, this is a common problem in such blockchains because the decided block for a given consensus instance could have been proposed by a Byzantine replica. To overcome this problem, in [26] they propose modifications to Tendermint’s algorithm to make user-fairness violations detectable and accountable.

To the best of our knowledge, Fairledger [35] is one of the first blockchains based on synchronous BFT consensus that explicitly provides user fairness. User fairness is guaranteed because at each consensus instance all the proposals are batched in a sole input value, so that either all of the transactions issued by clients are committed, or none of them are. In the same spirit, Honeybadger [38] uses an asynchronous component that implements randomized agreement, and batches together proposals from different replicas before inputting the aggregated proposal to the randomized agreement service. Moreover, they provide a probabilistic bound on the delay within which a request is committed, after the request has been received by enough correct processes.

Recently, in a parallel and independent work, Crain et al. [16] propose a solution similar to ours to achieve censorship-resistance in Red Belly. They aggregate the “valid and non-conflicting transactions” coming from $f + 1$ proposers into a ‘superblock’ that is later input to the consensus module of Red Belly. They also introduce an abstraction for *Set Byzantine Consensus* which resembles our FRC, but their abstraction is specific for Red Belly’s cryptocurrency application since their notion of validity captures only that the transactions in the decided block do not exhaust the balance of any account. Our *Valid fusion* and *Fusion validity* properties allow for any generic-purpose application while capturing different existing approaches for fair-orderness [28]. We introduce a definition of SMR with a rigorous **User fairness** property and prove that our solution achieves SMR.

Techniques to achieve users fairness in BC-RC The approaches in both Fairledger and Honeybadger take inspiration from techniques emerged in the context of reductions of SMR to consensus. For instance, Honeybadger is an improvement in terms of communication complexity of the asynchronous atomic broadcast solution from Cachin et al. [12]. In [12] they show how to reduce atomic broadcast to consensus provided that the latter enjoys an external validity property that ensures that the decided value satisfies a validity predicate that can be verified locally by the replicas. Such an external validity property opens up for the possibility that a value complying with the validity predicate is decided, even if proposed by a Byzantine replica. This situation is customary in the blockchain setting, where a valid block (with respect to a local predicate) can be committed to the chain even if produced by a Byzantine process. The relevance of their work comes also from the fairness property provided by the atomic broadcast abstraction, which ensures that a payload message $m$ is scheduled and delivered within a reasonable (polynomial) number of steps after it is atomically broadcast by an honest process. The techniques they use are in the spirit of Doudou and Shipor’s solutions for certified consensus and for atomic broadcast [19].

Milosevic et al. provide a thorough survey of reductions of atomic broadcast to RC in the Byzantine model, and analyse the validity property of different variants of RC to show which of them are equivalent to atomic broadcast [39].

Sousa and Bessani [45] provide an interesting solution of SMR in terms of an implementation of RC that, despite Byzantine replicas, guarantees that all operations from correct clients are always executed. To do so, they adapt the PBFT protocol [13, 44] in such a way that a leader change is triggered when a client transaction is not committed after a certain timeout, a fact that hints at the leader possibly being Byzantine. Note that Sousa and Bessani’s solution is not generic in the sense that it depends on the specific implementation of RC that they consider, while our generic solution applies to any implementation of RC and therefore it could be applied to any existing blockchain. In a similar vein, Prime [3] guarantees that once a correct replica gets to know about a transaction then

---

**Figure 2: Relation among DL-SMR, BC-FRC, FRC and RC.**
such transaction is committed in a timely manner. Do to so, a Pre-Ordering phase precedes the PBFT consensus in charge to perform a global ordering on the transactions. Still in the SMR context, Bazzi and Herlihy propose Clairvoyant [9], a new solution to the problem in the form of a protocol for the generalized consensus problem [33]. Interestingly, it provides liveness for all transactions under eventual synchrony and at all times for transactions that do not overlap with conflicting transactions. The solution leverages on non-snipping time stamps, which requires clients to interact with replicas to get the latest time stamp they observed before issuing a transaction. Their solution assumes $f + 1$ or more replicas, where $f$ is the failure threshold. Close to us, there is a very recent work [51] that investigates how to avoid both transaction censorship and reordering despite the presence of Byzantine leaders proposing a block. To do so, when adding each block, two extra phases precede the consensus instance. Which, interestingly, can be any leader based consensus solution. Contrarily to us, [51], provides ordering but at the price of extra phases for each block creation. In our case we provide censorship resistance without transaction ordering guarantees adding only one extra phase for any leader based consensus solution.

6 CONCLUSION

In this work we analysed how to achieve state machine replication in blockchains based on repeated consensus. Our work systematis-ises the huge body of work on state machine replication and its relationship with well-known distributed system problems such as Consensus and Atomic Broadcast. Our systematisation proposes formal abstractions to capture state machine replication and consensus implemented in blockchains, i.e. DL-SMR and BC-RC. We pointed out that what is missing in BC-RC to achieve DL-SMR is the user fairness property, stipulating that transactions issued by correct participants are eventually committed, if valid. We further introduced the FRC abstraction and a parametric BC-FRC con-struction, which enjoys user fairness, and state formally the equivalence between DL-SMR and BC-FRC. Notably our FRC abstraction relies on a fusion function and a validity predicate that could be instanti-ated to cover a varied spectrum of order-fairness models. Finally, we showed how to obtain DL-SMR out of RC in an agnostic way to the underlying consensus protocol and then truly modular.
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