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Abstract—In this paper, a cooperative protocol is investigated for a multi-hop network consisting of relays with buffers of finite size, which may operate in different communication modes. The protocol is based on the myopic decode-and-forward strategy, where each node of the network cooperates with a limited number of neighboring nodes for the transmission of the signals. Each relay stores in its buffer the messages that were successfully decoded, in order to forward them through the appropriate channel links, based on its supported communication modes. A complete theoretical framework is investigated that models the evolution of the buffers and the transitions at the operations of each relay as a state Markov chain (MC). We analyze the performance of the proposed protocol in terms of outage probability and derive an expression for the achieved diversity-multiplexing tradeoff, by using the state transition matrix and the related steady state of the MC. Our results show that the proposed protocol outperforms the conventional multi-hop relaying scheme and the system’s outage probability as well as the achieved diversity order depend on the degree of cooperation among neighboring nodes and the communication model that is considered for every relay of the network.
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I. INTRODUCTION

The initial deployment and standardization of 5G networks has recently emerged, while research in academia and industry has already made some first steps towards the beyond 5G (B5G)/6G-era [2]. Nowadays, there is a continuous need for an increasing number of applications and devices to be connected, leading to an ever-growing network of nodes that have to communicate. Cooperative networks with multiple relays that can assist the transmission of information from a source to a destination is an appealing technology that enables device-to-device (D2D) communications, due to its implementation simplicity and easy scalability [3]. Especially in B5G/6G networks, research needs to conceive innovative ideas to satisfy the challenging demands of ultra-reliable low-latency communications for massive connectivity networks [4]. Cooperative relay communications is a promising low-cost solution with high flexibility, which can help the connection of trillions of devices with enhanced reliability and low energy consumption. As such, relay communications can be considered for the implementation of local and private 5G networks, as they provide an adaptive physical layer and flexible transmission protocol. Due to their potential advantages towards future generations of wireless communications, cooperative relay networks have attracted considerable research interest and have been considered for several practical applications, such as in wireless ad-hoc networks [5], millimeter-wave (mmWave) communications [6], underwater and air-to-ground networks [7], [8], and secrecy communications [9].

Numerous studies have investigated the performance of cooperative networks with multiple relays over a single transmission path (multi-hop relaying). More specifically, the end-to-end performance of a dual-hop network was analyzed in [10], while [11] extended the classical dual-hop relaying to a generalized model with hardware impairments. Other studies extended this approach to multi-hop schemes. In [12], the outage probability performance of a multi-hop system over Nakagami fading channels was studied. In addition, the authors in [13] presented a new protocol for half-duplex multi-hop relaying networks based on the concept of buffer-aided relaying and investigated the corresponding achievable rates. Multi-hop relaying has been also proposed to assist connectivity for mmWave communications [6], [14], a technology that is considered as one of the main components of 5G networks, but is highly susceptible to path blockage. In particular, [6] investigated a joint scheduling and congestion control policy in multi-hop mmWave networks, in order to maximize the throughput under fairness requirements. On the other hand, the connectivity of mmWave networks with multi-hop relaying was analyzed in [14] by considering a stochastic geometry approach, where the obstacles are modeled as a Boolean model.

Cooperative diversity is another relaying technique that has received a lot of attention in the literature, as it enables broadcast transmission and spatial diversity of the participating nodes. In the seminal work in [15], Laneman et al. proposed several techniques of cooperative communication, such as selection relaying and incremental relaying, and investigated their outage performance. Moreover, the authors in [16] studied general cooperating setups, consisting of multiple transmission paths that include an arbitrary number of cooperating hops, and derived asymptotic expressions for the average symbol error probability. These setups consisted of either a single relay or multiple relays in parallel transmission paths.
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A cooperation scenario for multi-hop networks was introduced in [17], where it has been shown that the spatial diversity gain could be achieved by combining at each node the signals that have been concurrently sent by all the preceding terminals along a single transmission path. Based on this idea, in [18], a class of cooperative diversity protocols was proposed, where each relay combines the signals received from an arbitrary number of previous nodes. The authors proved that this class of cooperative protocols can achieve the same diversity gain as [17]. Significant diversity gain can be also achieved, according to [19], if we consider a multi-hop buffer-aided system, where every relay has a buffer of sufficient size and at each time-slot a stored packet is transmitted over the best hop, based on the received signal-to-noise ratio (SNR). Furthermore, in [20], the maximum diversity and multiplexing gain, as well as the achieved diversity-multiplexing tradeoff (DMT) of various multi-hop cooperative network topologies are characterized. However, full cooperation of the nodes in such networks exhibits a number of practical difficulties in its implementation, especially in terms of multi-node coordination and power management. To overcome these issues, the authors in [21] proposed the myopic decode-and-forward (DF) strategy as an information theory concept. In this strategy, each node of the network cooperates with a limited number of subsequent neighboring nodes. They showed that the achievable rate increases considerably, while the complexity of its implementation remains low.

In several cases, the devices that need to be connected in local and private 5G networks may support different transmission policies affecting their communication capabilities e.g., for energy conservation. Such devices could be utilized to provide further optimized services in order to improve the networks’ performance, based on the available resources. The authors in [22] presented a queuing model for the performance analysis of several sleep and wakeup strategies in a network with solar-powered wireless sensors. In [23], a relay selection scheme was considered for a cooperative network with energy harvesting (EH) relays that can assist the communication from source to destination only if they have sufficient energy. It was observed that, the overall performance of such networks depends on the EH parameters of the relays. A similar scenario was considered in [24], where a new relay selection method was proposed, based on the throughput gain of the EH relays with enough stored energy, which improved the overall performance of the cooperative network. Moreover, in [25], the on-off transmission policy for a buffer aided EH node was studied in terms of outage probability and average throughput, where the EH node transmits information only if the stored energy exceeds a certain value, otherwise it remains silent.

It is, therefore, an important and challenging problem to understand how the utilization of relaying nodes with different communication capabilities affects the performance of a multi-hop network with limited cooperation. Motivated by this, in this paper, we propose a general cooperative protocol over a multi-hop network, where the relays have buffers of finite size and may operate in different communication modes. The protocol is inspired by the myopic DF strategy [21], and can be applied to networks with an arbitrary number of relays with different modes of operation. For example, such scenario could be considered for wireless networks, where some intermediate nodes are crucial for the sustainability of the communication and so they are connected to the power grid and are always able to transmit information. The remaining nodes could be self-powered through EH and could transmit data only if the harvested energy is above a required level [23], [24]. The main contributions of the paper are summarized as follows:

- A novel myopic-based cooperative protocol over a multi-hop network is proposed. Through this paper, we extend the work presented in [21] by studying the performance of myopic strategy in terms of outage probability and diversity gain. To our knowledge, no previous work in the literature analyzes myopic strategy from a communication theory perspective. A system model is presented, where the flow of information is assisted by using finite buffers at each relay of the network. Finally, the myopic-based protocol is extended to the case where relays may operate in different communication modes. Therefore, a fundamental approach of how the flow of information from source to destination can be conveyed is presented, based on the status of the buffers and the communication capabilities of each relay.

- For the analysis of the system in terms of outage probability, we model the evolution of the considered network as a state Markov chain (MC), by taking into account the transitions that take place at the buffers and the communication modes of the relays. This approach provides a flexible and elegant modeling of the different instances that the network can be found. By using the state transition matrix and the related steady state of the MC, we investigate a complete theoretical framework for the performance analysis of such cooperative networks. The presented framework is general and can be adapted to an arbitrary number of relays, any myopic strategy and several communication strategies supported by the participating relays.

- Our results demonstrate that as the number of cooperating nodes increases, the performance of the system is enhanced both in terms of outage probability and diversity gain. Furthermore, it is shown that the diversity order that can be achieved by the proposed protocol depends significantly on the communication strategy that is supported by every relay of the network. Finally, by extending the proposed protocol for multi-branch networks, the outage probability of the system is improved, while the overall diversity gain depends on the diversity gain that each branch can separately achieve.

As such, the proposed myopic protocol can provide useful insights for the design and realization of local and private 5G networks with reduced computational complexity and memory requirements and increased energy efficiency.

The remainder of the paper is organized as follows. Section II introduces the system model and Section III describes the implementation of the proposed protocol. A state Markovian model approach used for the derivation of the system’s outage probability is presented in Section IV. In Section V, we
provide the numerical expressions of the outage probability analysis and the DMT for the proposed protocol. Our numerical and simulation results are presented in Section VI and finally, some concluding remarks are stated in Section VII.

**Notation:** Lower and upper case boldface letters denote vectors and matrices, respectively; $\mathbb{P}[X]$ denotes the probability of the event $X$ and $\mathbb{E}[X]$ represents the expected value of $X$; $\mathbb{I}_X$ is the indicator function, where $\mathbb{I}_X = 1$ if $X$ is true, otherwise $\mathbb{I}_X = 0$; $3(x)$ returns the imaginary part of $x$ and $j = \sqrt{-1}$ denotes the imaginary unit; $\Phi(\cdot)$ is the cumulative distribution function (cdf) of the standard normal distribution $\mathcal{N}$

$$X = \frac{\sum_{i} P_i x_i}{\sum_{i} P_i}$$

$$O(\cdot)$$ denotes the big O notation; $[x]^+ = \max(0, x)$, $[x] = \min\{m \in \mathbb{Z} | m \geq x\}$, $\binom{n}{k} = \frac{n!}{k!(n-k)!}$ and $(2n-1)!! = (2n-1)(2n-3)\ldots3\cdot1$

## II. SYSTEM MODEL

### A. Network topology

A wireless network topology is considered, which consists of a single source $S$, $N$ intermediate relays $R_1, R_2, \ldots, R_N$, and a single destination $D$. For ease of notation, we let node $i$ correspond to the relay $R_i$, $1 \leq i \leq N$, and nodes $0$ and $N+1$ correspond to the source $S$ and destination $D$, respectively. At the relays, the DF scheme is employed for forwarding the signals. Moreover, time is assumed to be slotted and $x(t)$ is used to denote the signal that $S$ sends to $R_1$ at time-slot $t$ with normalized energy, i.e. $\mathbb{E}[|x(t)|^2] = 1$. Each transmitter (the source $S$ or a relay $R_i$) transmits with the same fixed power $P$. The destination $D$ receives data based on a $k$-hop myopic DF strategy [21], $1 \leq k \leq N+1$, where $k$ represents the maximum number of nodes that a transmitter can forward to. More specifically, node $i$ ($0 \leq i \leq N$) can send data to $L_i = \min(k, N-i+1)$ subsequent nodes. As such, at each time-slot, the $i$-th transmitter splits its power to $L_i$ partitions. Therefore, a signal is sent through the link $i \rightarrow j$ with transmit power $a_{i,j}P$, where $a_{i,j}$ denotes the power splitting parameter, such that $\sum_{j=1}^{L_i+1} a_{i,j} = 1$. However, at a given time-slot $t$, only the successfully decoded signals can be forwarded to the appropriate nodes. For that reason, each relay $R_i$ has a data buffer (data queue) $b_i$ of finite size $L_i$, where it can store the decoded signals for forwarding two, based on the proposed protocol described in Section III. An example of this topology is presented in Fig. 1, for $k = 2$ hops and $N = 3$ relays.

### B. Channel model

For the analysis, we consider independent and identically distributed (i.i.d) channel links that experience propagation path loss, which is assumed to follow the power law $d_{i,j}^{-\eta}$, where $d_{i,j}$ is the distance between the nodes $i$ and $j$ and $\eta$ denotes the path loss exponent. Without loss of generality, we assume the ordering $d_{i,j} < d_{i,j+1}, \forall i, j, i < j \leq N+1$. Note that this assumption corresponds to distance-based routing protocols in multi-hop networks that take into consideration

1. A network topology with multiple sources and destinations can be also considered, which is left for future work.

2. Note that each node sends data to the subsequent $L_i$ nodes concurrently. Therefore, a storage space of the same size is required in order to hold the data that will be forwarded.

3. Even though we consider Rayleigh fading, the proposed analytical framework is general and the extension to other fading models is straightforward as we only need to consider their probability distributions.
is important to note that the proposed analytical framework is general and any other distribution can be applied.

III. A k-hop Myopic-based Protocol

We now present our proposed protocol based on the k-hop myopic DF strategy [21]. The protocol describes the procedure over which the flow of information from S to D is conveyed within the considered network. Based on the presented system model, at time-slot t the received signal at the j-th receiver is given by

\[ y_j(t) = \sum_{i=0}^{N} I_{i\rightarrow j} \sqrt{d_{i,j}^{-\eta}} h_{i,j} x(t-j+1) + w_j(t), \quad (1) \]

where \( w_j(t) \sim \mathcal{CN}(0, \sigma^2) \) is the additive white Gaussian noise (AWGN) with variance \( \sigma^2 \) and \( I_{i\rightarrow j} \) equals to one if node i transmits a signal to node j at the current time-slot, otherwise it is equal to zero. In this work, we focus on the fundamental analysis of the myopic scheme, so a perfect (global) channel state information (CSI) is assumed and each receiver is able to combine the received signals coherently through co-phasing. Therefore, the corresponding instantaneous SNR at the j-th receiver during one time-slot is given by

\[ \text{SNR}_j = \frac{P}{\sigma^2} \left( \sum_{i=0}^{N} I_{i\rightarrow j} |h_{i,j}|^2 d_{i,j}^{-\eta} \right)^2, \quad (2) \]

where \( |h_{i,j}| \) is a random variable that follows a Rayleigh distribution with unit scale parameter. We assume that \( \nu \) relays of the network, \( 0 \leq \nu \leq N \), have dual-mode communication capabilities, while the remaining \( N - \nu \) relays are always active. Moreover, S is able to transmit all its available data at every time-slot. A signal at the j-th receiver is successfully decoded if the instantaneous SNR \( \text{SNR}_j \) is not less than a predefined threshold \( \gamma \) i.e., \( \text{SNR}_j \geq \gamma \), otherwise an outage occurs. Each relay keeps in its buffer the signals that were successfully decoded, in order to forward them through the appropriate channel links. For this, the buffer of each relay is used as an one-dimensional array with indexed elements, where the element \( b_j[n] \), \( 1 \leq n \leq L_j \), corresponds to the n-th most recent signal that the i-th relay receives.

At each time-slot, the network performs three specific tasks: (i) transmission of information, (ii) buffer shifting, and (iii) information decoding. More specifically, at an arbitrary time-slot t, the network follows the procedure described below:

- **Transmission of information:** At first, the node S sends the signals \( x(t-j+1) \) to the nodes \( j = 1, \ldots, k \), respectively. Then, every dual-mode relay determines whether it will operate in active or silent mode. Recall that the relays with a single-mode operation are considered to be always active. The i-th relay of the network, \( i = 1, \ldots, N \), forwards the signal \( x(t-j+1) \) to the corresponding node \( j = i+1, \ldots, \min(i+k, N+1) \), if and only if, it is in active mode and its buffer element \( b_j[j-i] \) is not empty i.e., a signal is stored in this element. Thus, the specific time-slot, the j-th node of the network can receive the signal \( x(t-j+1) \) simultaneously from at most k previous nodes. The example in Fig. 1 shows an instance of the network, where at time-slot t all the relays are active and every buffer’s element has a previously decoded signal. As a result, at the transmission phase, all the available links of the system, for the considered 2-hop myopic DF strategy, are used.

- **Shifting operation:** After the transmission phase, each relay prepares its buffer for the next time-slot. In particular, it shifts the elements one position to the right. In other words, \( b_1[2] \) will get the data of \( b_1[1], b_3[2] \) the data of \( b_3[2] \), etc. Therefore, the first element of each buffer becomes unassigned for the decoding of \( x(t-j+1) \) (see decoding process below). The shifting operation is required for the proper transmission of the appropriate signals to the corresponding nodes at each time-slot.

- **Decoding process:** Every relay combines all the received signals \( x(t-j+1) \), acquired at the transmission phase, and attempts to decode the message. The first element of its buffer \( b_i[1] \) is used for the outcome of the decoding process: it stores the signal if it is successfully decoded, otherwise it becomes an empty element. It is important to note that, an empty element indicates that the decoding of the signal failed (i.e. similarly to a pointer indicating a null value) and thus is not able to be forwarded. Finally, the destination D combines the received signals \( x(t-N) \) and if the message is not successfully decoded i.e., \( \text{SNR}_{N+1} < \gamma \), then the system is in outage and the message is lost.

According to the above procedure, it is clear that some of the elements at the buffers might be empty due to the shifting operation. Consequently, the proper transmission of the successfully decoded signals to the appropriate nodes relies on the communication mode of each relay and the content of its buffer that evolves with time. Based on these features, in the following section, we introduce a theoretical framework that is exploited for the system’s outage probability analysis.

IV. A State Markovian Model Approach

For the analysis of the considered system, we provide a theoretical framework that models the evolution of the relays’ buffers and the communication mode of the dual-mode relays as a MC. In this section, the state transition matrix construction and the derivation of the stationary distribution of the MC are presented, which will be used for the computation of the system’s outage probability in Section V.

A. Definition of MC states

Firstly, the MC states are defined in order to represent the different instances that characterize the status of the network. The distinction between these instances depends on the buffers’ evolution with time and the transitions at the dual-mode communication strategy. A state of the MC, or equivalently a network state, needs to capture the transitions that take place at the relays’ buffers and the dual-mode relays’ operations. Thus, it is necessary to represent the evolution of
the buffers and the relays’ status by dividing the network states into two separate sub-states, namely the buffer states and the relay states.

Recall from Section III that, as a result of the decoding process and the shifting operation, each buffer’s elements can be found in two possible conditions: either to have the $n$-th most recently received signal or to be empty. We denote the $m$-th buffer state by

$$u_m \triangleq (\beta_{1,m}, \beta_{2,m}, \ldots, \beta_{N,m}),$$

where $\beta_{i,m}$ is a one-dimensional binary array associated with the $i$-th relay, for which each element $\beta_i[n]$ equals 0 if the corresponding buffer element $b_i[n]$ is empty, otherwise is equal to 1. Therefore, each array $\beta_{i,m}$ indicates the non-empty elements of the corresponding buffer $b_i$ at the buffer state $u_m$, while from the definition it is apparent that its size equals $L_i$. The number of the buffer states is given by all the possible combinations that can be derived by each $\beta_i$’s element. Thus, each buffer state is a vector of finite size $L_\beta = \sum_{i=1}^{N} L_i = (2N - k + 1) \frac{k}{2}$, that represents which elements in each buffer have decoded signals, and the total number of buffer states is equal to $M_B = 2^{L_\beta}$.

However, the buffers’ evolution and equivalently the transition between different instances of the network depends also on the communication mode of each dual-mode relay that varies for each time-slot. In the considered scenario, the dual-mode relays are predetermined and are given by the ordered set $H = \{i|R_i$ is dual-mode\}. The $m$-th relay state is denoted as

$$v_m \triangleq (\lambda_{H(1),m}, \lambda_{H(2),m}, \ldots, \lambda_{H(\nu),m}),$$

where $\lambda_{H(i),m}$ indicates the communication mode of the $i$-th dual-mode relay at the $m$-th state and is equal to 0 if the relay operates in silent mode, otherwise is always equal to 1. Note that this parameter is defined only for the dual-mode relays of the network, since the other relays are always active and the operations related to their communication capabilities do not vary with time. Thus, each relay state is a $1 \times \nu$ vector that captures all the possible transitions at the dual-mode relays’ communication modes and depicts which relays are active at each instance of the network. The total number of relay states is then derived as $M_R = 2^{\nu}$.

The network states are constructed by the concatenation of the buffer and relay states that were previously defined. Therefore, the $m$-th network state, $1 \leq m \leq M$, is denoted as

$$s_m \triangleq (v_m, u_m) = (\lambda_{H(1),m}, \ldots, \lambda_{H(\nu),m}, \beta_{1,m}, \ldots, \beta_{N,m}),$$

which represents the joint status of the relays’ buffers and the dual-mode relays’ communication activity. The total number of network states that are considered for the MC is given by all the possible pairs of buffer and relay states that can be derived and is equal to $M = M_B M_R = 2^{L_\beta + \nu}$. Since this concatenation results in a binary representation of a decimal number, the MC states are predefined and arranged in a numerical ascending order, such that the states $s_1$ and $s_M$ are denoted by the $1 \times (L_\beta + \nu)$ binary vectors $(00\ldots0)$ and $(11\ldots1)$, respectively.

---

**Algorithm 1:** Generation of the state transition matrix.

**Input:**
- $N \leftarrow$ Number of relays
- $H \leftarrow$ Set of dual-mode relays
- $k \leftarrow$ Number of hops

**Output:**
- $A \leftarrow$ Transition Matrix

1. Compute $L_i = \min(k, N + 1 - i), i = 1, \ldots, N$
2. Compute $L_\beta = (2N - k + 1) \frac{k}{2}$
3. Compute $M_B = 2^{L_\beta}, M_R = 2^\nu, M = M_B M_R$
4. for $m = 1$ to $M$
   5.   for $l = 1$ to $M$
   6.     Assume $s_m \to s_l$ exists
   7.     for $i = 1$ to $N$
   8.       Get $\beta_{i,m}, \beta_{i,l}$
   9.       for $n = 1$ to $L_i - 1$
   10.      if $\beta_{i,m}[n] \neq \beta_{i,l}[n + 1]$ then
   11.         $s_m \to s_l$ does not exist
   12.      end
   13.   end
   14. end
   15. Compute $p_{l,m}$ using (6)
17 end

---

**B. State transition matrix and stationary distribution**

The state transition matrix is a square matrix containing information on the transition probabilities between the states of the MC. Specifically, it defines how the system evolves with time and indicates which of the available links will be used at each time-slot. Let $A$ denote the $M \times M$ state transition matrix of the MC, where the entry $p_{l,m} = \mathbb{P}(s_m \to s_l) = \mathbb{P}(X_{t+1} = s_l|X_t = s_m)$ is the probability of the transition from network state $s_m$ at time $t$ to state $s_l$ at time $(t+1)$. The calculation of these probabilities relies on the communication mode of each dual-mode relay and the status of each relay’s buffer, and consequently from the corresponding parameters $\lambda_i$ and $\beta_i$.

Algorithm 1 shows the proposed procedure for the construction of the state transition matrix $A$, given the number of relays $N$, the ordered set of dual-mode relays $H$ and the number of hops $k$. First of all, we derive the size of each array $\beta_i$ and the size of the buffer states. Moreover, we compute the number of buffer and relay states and consequently the number of states of the MC i.e., (lines 1–3). Then, we need to detect all the possible transitions between the states. Since the decision of the communication mode at each dual-mode relay at time-slot $t$ is independent from what was decided at previous time-slots, the only parameters that affect the validity of a state transition are the arrays $\beta_i, 1 \leq i \leq N$, due to their shifting operation. Thus, for each pair of states $(s_m,s_l)$, we examine if the variations at the elements of each array $\beta_i$ are consistent with the evolution of the buffers as in the proposed protocol. Each array $\beta_{i,m}$ can be extracted by isolating the buffer state $u_m$ from the network state $s_m$ and taking all the elements of the resulting array from the index.
$u_m [\sum_{j=1}^{i-1} L_j + 1]$ to the index $u_m [\sum_{j=1}^{i} L_j]$. A transition from $s_m$ to $s_l$ exists, if the contents of all the arrays shift one position to the right. This is equivalent to the equality $eta_{i,m} [n] = \beta_{i,l} [n + 1], 1 \leq n \leq L_i - 1$, for all the arrays $\beta_i$, $i = 1, \ldots, N$. If at least one of these equalities does not hold, then the transition is not possible. The first element of each array at the new buffer state $\beta_{i,1}$ indicates an outage occurred at the corresponding relay, while the elements of the new relay state indicate which dual-mode relays are active. As the decoding is handled separately by each relay, these probabilities are independent and therefore the transition probability is given as their product. The entries of the state transition matrix are then given by

$$
 p_{i,m} = \prod_{i=1, j=1}^{i} \prod_{j=1}^{N} \lambda_{H(i),l}(1-q) + (1-\lambda_{H(i),j})q \times [\beta_{i,l}(1-P_o(j,m)) + (1-\beta_{i,l})P_o(j,m)],
$$

if $s_m \rightarrow s_l$ exists;

$$
 0, \text{otherwise},
$$

where $P_o(j,m)$ is the probability that the $j$-th node has an outage event, given that the network instance is derived by the state $s_m$. Note that, due to the two possible values that the elements $\lambda_{H(i),l}$ and $\beta_{i,l}$ can take, the aggregate number of all possible transitions from every state are $2^{m+N}$. The analytical expressions for the outage probability are given in Section V.

We are now able to derive the stationary distribution of the MC, which is denoted as $\pi$. In this case, the interpretation of the stationary distribution gives an insight to the long-term use of the available channel links in the system, as it indicates how the signals are being transmitted across the relays until they reach the final destination. The calculation of the steady states is given in the following Lemma 1.

**Lemma 1.** The state transition matrix $A$ of the defined MC has a unique stationary distribution, which is given by

$$
 \pi = (A - I + B)^{-1} b,
$$

where $\pi$ is the stationary distribution, $b = (1 1 \ldots 1)^T$ and $B_{i,m} = 1, \forall l, m$.

**Proof.** See Appendix A.

In the next section, we provide our main results for the performance analysis of our proposed protocol.

V. OUTAGE PROBABILITY & DIVERSITY ANALYSIS

Based on the obtained stationary distribution of the MC, we can now analyze the performance of the proposed protocol, in terms of outage probability and diversity gain. Firstly, we provide an expression of the outage probability at each receiver and then the system’s outage probability is derived. To conform with the above notation, we assume that $S$ has an array $\beta_0$ of finite size $k$, in which all the elements are equal to one, since $S$ always sends a signal to the $k$ subsequent nodes.

In general, the $i$-th transmitter sends a signal to the $j$-th receiver of the network, if the corresponding indicator function $\mathbb{I}_{(i \rightarrow j),m}$ is equal to one and it is calculated as

$$
 \mathbb{I}_{(i \rightarrow j),m} = \begin{cases}
 \beta_{i,m}[j-i]\lambda_{i,m}, & i \in H; \\
 \beta_{i,m}[j-i], & \text{otherwise.}
\end{cases}
$$

Thus, the number of nodes that transmit a signal to the $j$-th receiver at state $s_m$ is equal to

$$
 C_{j,m} = \sum_{i=1}^{j-1} \mathbb{I}_{(i \rightarrow j),m},
$$

which can be at most $k$, based on the presented protocol. Since the signals are transmitted coherently, the outage probability achieved at the $j$-th node is given as follows.

**Theorem 1.** The probability of having an outage event at the $j$-th node is

$$
 P_o(j,m) = \frac{1}{2} - \frac{1}{\pi} \int_0^{\infty} \frac{1}{t} \sum_{i=[j-k]}^{j-1} \phi_{i,j}(t) \mathbb{I}_{(i \rightarrow j),m} dt,
$$

where $\phi_{i,j}(t)$ is the characteristic function of $|h_{i,j}|$ and $i \in [j-k]$.

**Proof.** See Appendix B.

It is clear that for the case where the $j$-th node receives a signal from only one transmitter $i$, the outage probability can be given as the cdf of an exponential distribution i.e.,

$$
 P_o(j,m) = 1 - \exp \left( -\frac{\gamma \sigma^2}{\frac{a_{i,j}^2}{2\theta_{j,m}} \Phi \left( \sqrt{\frac{a_{i,j}^2}{2\theta_{j,m}}} \right) } \right).
$$

In the following proposition, we provide a closed form approximation of the derived outage probability expression, based on the small argument approximation (SAA) [29].

**Proposition 1.** Under the SAA, the outage probability at the $j$-th receiver is approximated by

$$
 P_o(j,m) \approx 1 - \exp \left( -\frac{\gamma \sigma^2}{2\theta_{j,m}} \sum_{i=[j-k]}^{j-1} \frac{1}{c_i} \left( \frac{\gamma \sigma^2}{2\theta_{j,m}} \right) ^c \right),
$$

where

$$
 \theta_{j,m} = \frac{1}{C_{j,m}} [(2C_{j,m} - 1)!]^{1/C_{j,m}} \sum_{i=[j-k]}^{j-1} \frac{a_{i,j}^2}{d_{i,j}^2} \mathbb{I}_{(i \rightarrow j),m}.
$$

**Proof.** From (2) it is observed that the channel gain at each receiver consists of a weighted sum of i.i.d. Rayleigh random
variables. For the distribution of the weighted Rayleigh sum, the following inequality holds [30]

\[
    P_s(j, m) = \mathbb{P} \left[ \sum_{i=[j-k]^+}^{j-1} |h_{i,j}| \sqrt{\frac{a_{i,j}}{d_{i,j}^2}} 1_{(i \rightarrow j), m} < \sqrt{\frac{\gamma \sigma^2}{P}} \right] \\
    \geq \mathbb{P} \left[ \sum_{i=[j-k]^+}^{j-1} |h_{i,j}| 1_{(i \rightarrow j), m} < \frac{C_{j,m} \gamma \sigma^2}{g_{j,m} P} \right],
\]

where \( g_{j,m} = \sum_{i=[j-k]^+}^{j-1} a_{i,j} d_{i,j}^{-\nu} 1_{(i \rightarrow j), m} \). Note that the right-hand side of (15) follows the distribution of a normalized Rayleigh sum. The approximated expression follows by taking the right-hand side of the inequality and then by using the SAA to the cdf of the normalized sum as in [29].

The outage probability of the system \( P_{out}(\gamma) \) can be calculated by using the steady state of the MC along with the probability of an outage event at the destination. Thus, \( P_{out}(\gamma) \) can be expressed as

\[
P_{out}(\gamma) = \sum_{m=1}^{M} \pi_m P_o(N + 1, m).
\]

From the derived expressions for the achieved outage probability, it can be seen that the system’s performance depends on the number of relays \( N \), the number of hops \( k \) and the set of relays that have dual-mode operations \( H \). In order to provide more insights on the performance of such networks, we need to explore in greater detail how these parameters affect the overall outage probability. In particular, in the next section the performance of our protocol is investigated in the high SNR regime and the DMT is derived.

A. Diversity-multiplexing tradeoff

In this section, we use the presented outage expressions to derive a tradeoff between the diversity and multiplexing gains for the proposed protocol. In general, a channel achieves multiplexing gain \( \rho \) and a corresponding diversity gain \( \delta^*(\rho) \), if the target data rate \( R(P) \sim \rho \log P \) and the outage probability \( P_{out}(P) \) satisfy the conditions [31]

\[
    \lim_{P \to \infty} \frac{R(P)}{\log P} = \rho \quad \text{and} \quad \lim_{P \to \infty} -\frac{\log P_{out}(P)}{\log P} = \delta^*(\rho).
\]

Below, we provide the proposition which characterizes the DMT that the proposed protocol can achieve.

**Theorem 2.** The DMT achieved by the proposed protocol for the considered multi-hop network is given by

\[
    \delta^*(\rho) = (1 - \rho) \min_{\frac{1}{1 \leq m \leq M}} \sum_{s \in S} L_m, \, \rho \in [0, 1],
\]

where \( L_m \) denotes the minimum number of disjoint paths from \( S \) to \( D \) that can be obtained for the network instance derived by the state \( s_m \).

**Proof.** See Appendix C.

**Corollary 1.** The maximum diversity order of the proposed protocol for a given network topology is achieved when \( \rho = 0 \) and is equal to \( \delta^*(0) = \min_{\frac{1}{1 \leq m \leq M}} \sum_{s \in S} L_m \).

We can observe from Corollary 1 that the maximum diversity order can vary between zero and \( k \) i.e., \( 0 \leq \delta^*(0) \leq k \). The exact behavior of the network in the high SNR regime depends significantly on which relays within the network are dual-mode. Below, we examine how the diversity order of the protocol is affected in different topology scenarios.

1) Only dual-mode relays (\( \nu = N \)): In this scenario, all the relays of the network are dual-mode and so they can transmit information only when they are active. Even though at high SNR each node is able to decode all of its received signals, when all the transmitters of a node are concurrently silent during one time-slot, the node does not receive any signal and so the relays’ buffers may still have empty elements. The outage performance of the network is then dominated by the terms for which the destination does not receive information from any relay. Therefore, the system’s performance converges to an outage floor value, unless there is a direct link from \( S \) to \( D \) i.e., \( k = N + 1 \), which results in diversity order equal to one. For \( k \leq N \leq 2k \), we state the following proposition.

**Proposition 2.** The outage floor value of the considered network for \( k < N \leq 2k \) is given by

\[
e(N, k) = q^k e(N - 2k - 1) + (1 - q^k) e(N - 1, k), \quad (19)
\]

and for \( N = k \) is equal to

\[
e(N, k) = q^k. \quad (20)
\]

**Proof.** See Appendix D.

For \( N > 2k \) the outage floor value can be also extracted by following a similar approach. However, the expressions of these cases are more complex and their exact derivation is out of the scope of this paper.

2) Only active relays (\( \nu = 0 \)): In contrast to the previous scenario, in this case, all the relays are always active and so they are able to transmit their decoded signals at every time-slot. By considering \( P \to \infty \), we notice that the outage probability at each relay and for every received signal converges to zero. This implies that the stationary distribution of the transition matrix is given by \( \pi_m \to 0 \, m = 1, \ldots, M - 1 \), and \( \pi_M \to 1 \), as all the buffers are full. If we follow the same procedure as in the proof of Theorem 2 we conclude that for the specific scenario the DMT of the investigated model is equal to

\[
    \delta^*(\rho) = k(1 - \rho), \, \rho \in [0, 1].
\]

and for \( \rho = 0 \) it can achieve a maximum diversity order equal to the number of hops\(^5\) i.e., \( \delta^*(0) = k \).

3) Deployment strategy for \( 0 < \nu < N \): In the previous two scenarios we presented the two extreme cases that a network topology can be found, regarding the number of dual-mode relays. Any intermediate scenario, where only part of

\(^5\)The proof of the maximum diversity order that is achieved for the specific scenario can be found in [1].
the relays are dual-mode i.e., \(0 < \nu < N\), is expected to have a performance that lies between these limits. As previously stated, the selection of which relays will have dual-mode operations can significantly affect the network’s performance. The proposed protocol can achieve diversity gain, if a signal can be received from \(D\) through transmission paths which consist only of active relays, since the outage probability in these instances will not depend on \(q\) and it will converge to zero. Specifically, a network can achieve diversity order \(\delta^*(0) = 1\) if the number of dual-mode relays satisfies the condition
\[
k - \epsilon \leq \nu \leq \left\lceil \frac{N}{k} \right\rceil (k - \epsilon),
\]
and each subset of \(k\) consecutive relays contains a maximum number of \(k - \epsilon\) dual mode relays.

### B. Multi-branch multi-hop network

In general, the adaptation of the network deployment, according to the previous cases, is not always achievable or the dual-mode operation may refer to conditions for which our intervention is not feasible. To overcome this issue, the aforementioned framework can be also generalized to multi-branch networks [16]. Specifically, we consider a cooperative system of \(Z\) orthogonal branches with common source and destination nodes, where each branch consists of \(N\) intermediate relays \(R_i^z\), \(1 \leq i \leq N\), \(1 \leq z \leq Z\). For each branch a \(k_z\)-myopic DF strategy is employed independently, where \(1 \leq k_z \leq N + 1\). Moreover, each branch may choose its \(\nu_z\) dual-mode relays differently. An example of this topology is shown in Fig. 2.

We assume that the destination \(D\) receives the transmitted signals by performing the selection combining (SC) technique [32]. In this case the combiner chooses the signal of the branch with the highest SNR. Since the branches in this case are orthogonal, the previous outage probability analysis can be performed at each branch separately. Therefore, the system’s outage probability for the multi-branch scenario is given by
\[
P_{out}(Z, \gamma) = \prod_{z=1}^{Z} P_{out}^z(\gamma) = \prod_{z=1}^{Z} \sum_{m_z=1}^{M_z} \pi_{m_z} P_o(N + 1, m_z),
\]
where \(P_o(\cdot)\) is given by (10). Note that if the number of hops is the same for all the participating branches, i.e. \(k_z = k\), \(1 \leq z \leq Z\), and each branch has equal number of dual-mode relays at the same position, then the outage probability of the system can be rewritten as
\[
P_{out}(Z, \gamma) = \left[ \sum_{m=1}^{M} \pi_m P_o(N + 1, m) \right]^Z.
\]

Regarding the high SNR regime, the following proposition provides the DMT for the case of multi-branch networks.

**Proposition 3.** The DMT of the proposed protocol for the considered multi-branch multi-hop network is given by
\[
\delta^*(\rho) = (1 - \rho) \sum_{z=1}^{Z} \min_{\pi_{m_z} \in \varnothing} L_{m_z}, \rho \in [0, 1].
\]

By considering \(P \to \infty\) and since we assume that the branches are orthogonal, the DMT is derived from (17) as
\[
\delta^*(\rho) = - \lim_{P \to \infty} \frac{\log \prod_{z=1}^{Z} P_{out}^z(\gamma)}{\log P} = - \sum_{z=1}^{Z} \lim_{P \to \infty} \frac{\log P_{out}^z(\gamma)}{\log P},
\]
which follows by the logarithmic identity \(\log(xy) = \log(x) + \log(y)\). The final expression in (25) is derived by calculating the DMT of each branch separately, following the result of Theorem 2. Based on the above results, the maximum diversity order that can be achieved by a multi-branch network is the sum of the number of hops at each branch i.e.,
\[
\delta^*(0) = \sum_{z=1}^{Z} k_z,
\]
which is achieved if each branch topology has only active relays i.e., \(\nu_z = 0\) \(\forall z = 1, \ldots, Z\). Furthermore, by considering the case with an equal number of hops at all branches, the maximum diversity order can be calculated by \(\delta^*(0) = Zk\). It is therefore easily observed that the protocol can achieve a performance enhancement of order equal to the number of branches. Even for the case where each branch’s performance reaches an outage floor, the utilization of a multi-branch scenario can significantly decrease the overall outage floor value for the considered network.

### C. Illustrative example \((N = 2\text{ relays}, k = 2\text{ hops})\)

We provide an example of the proposed framework that refers to a network topology with \(N = 2\) relays and \(k = 2\) hops. In this case, the size of the buffers \(b_1\) and \(b_2\) (and therefore of the arrays \(\beta_1\) and \(\beta_2\)) is \(L_1 = 2\) and \(L_2 = 1\), respectively. The concatenation of the arrays \(\beta_1\) and \(\beta_2\) results in a binary vector of finite size \(L_\beta = 3\), which represents a buffer state of the MC. In this example, there are \(M_B = 2^3 = 8\) different buffer states. The set of dual-mode relays for the considered network can be any subset of the ordered set \(H = \{1, 2\}\). Due to space limitations, the system’s outage probability is calculated for the case where all the relays are always active i.e., \(H = \emptyset\). Therefore, the resulting MC states are defined only by the buffer states of the network, and are presented in Fig. 3. By following the procedure in Algorithm 1, the state transition matrix \(A\) is derived as
From the derived results the following relations are obtained

\[
P_o(1, 1) = P_o(1, 2) = $\ldots = P_o(1, 8),
\]

\[
P_o(2, 1) = P_o(2, 2) = P_o(2, 3) = P_o(2, 4),
\]

\[
P_o(2, 5) = P_o(2, 6) = P_o(2, 7) = P_o(2, 8),
\]

\[
P_o(3, m) = P_o(3, m + 4), \quad m = 1, \ldots, 4.
\]

The system’s outage probability is given by calculating the stationary distribution of the MC and, based on the aforementioned relations, is equal to

\[
P_{out}(\gamma) = \sum_{m=1}^{8} \pi_m P_o(3, m)
\]

\[
= P_o(1, 1) P_o(2, 1) + P_o(1, 1) [1 - P_o(2, 1)] P_o(3, 2)
\]

\[
+ [1 - P_o(1, 1)] P_o(2, 5) P_o(3, 3)
\]

\[
+ [1 - P_o(1, 1)] [1 - P_o(2, 5)] P_o(3, 4),
\]

(31)

where the probabilities \( P_o(i, m) \) can be calculated by using the aforementioned outage expressions in (10), (12) or (13).

Regarding the diversity gain of the network, we need to examine which are the dual-mode relays within the network. Thus, if all the relays are active i.e., \( H = 0 \), then the proposed protocol can achieve diversity order equal to the number of hops, while for \( H = \{1\} \) or \( H = \{2\} \), from Corollary 1 the maximum diversity order is equal to one. Finally, if all the relays are dual-mode i.e., \( H = \{1, 2\} \), then at high SNR the outage probability converges to a floor value which is calculated from (20) as \( e(2, 2) = q^2 \).

VI. NUMERICAL RESULTS

In this section, we validate our theoretical analysis and main analytical results with computer simulations to demonstrate the effect of various network parameters on the performance of our proposed myopic protocol. For the simulations, the following parameters are considered. The distance between \( S \) and \( D \) is set to a fixed value of \( d_{0, N+1} = 3 \) m and the distance between two consecutive nodes is the same for all nodes i.e., \( d_{i,i+1} = d = d_{0, N+1}/(N + 1) \) \( \forall i = 0, \ldots, N \). In addition, the path loss exponent is equal to \( \eta = 2 \), the variance of the AWGN is normalized to \( \sigma^2 = 1 \) and the energy of the channel coefficients is normalized to \( \mathbb{E} [h_{i,j}]^2 = 1 \). Finally, the SNR threshold is set to \( \gamma = 0 \) dB. The values of the simulation parameters are summarized in Table I. Note that, in all the presented figures, the analytical results are illustrated with lines (solid, dashed or dotted) and the simulation results with markers.

It can be easily observed that the system’s outage probability depends on how the transmit power of each node is divided. Therefore, our results are numerically optimized with respect to the power splitting parameters \( a_{i,j} \). We formulate the system’s outage probability minimization problem as follows

\[
\min_{\{a_{i,j}\}} \quad P_{out}(\gamma)
\]

s.t. \( \sum_{j=i+1}^{L_i+1} a_{i,j} = 1, \quad i = 0, \ldots, N \),

\( 0 < a_{i,j} < 1, \quad i = 0, \ldots, N, \quad q = 0. \)
Note that the second constraint ensures that a portion of the power \( P \) will be allocated to all the available channel links. Moreover, the optimization is formulated for the case where all the relays of the network are always active i.e., \( q = 0 \), which leads to a simpler implementation of the protocol, since the power management at each relay will not depend on the general knowledge of the communication modes of all the relays at each time-slot. Due to the complexity of the derived expressions, the aforementioned minimization problem can be solved using numerical tools, such as the \textit{NMinimize} function of \textit{Mathematica} [33].

Figs. 4 and 5 illustrate the system’s outage probability against the transmit power \( P \) in a network setting with \( N = 2 \) and 3 relays, respectively, considering the case where the relays are always active. The outage performance is investigated for all possible \( k \)-hop myopic scenarios i.e., for \( k = 1, \ldots, N + 1 \). For these scenarios, the conventional multi-hop DF scheme used in [12], where each node sends a signal only to its subsequent node through orthogonal channels, is used as a performance benchmark. The outage probability in this case is given by

\[
P_{out,c} = 1 - \prod_{j=1}^{N+1} P[\text{SNR}_j \geq \gamma_c] = 1 - \exp \left( \frac{(N + 1) \gamma_c d^n \sigma^2}{P} \right),
\]

where \( \gamma_c = (\gamma + 1)^{N+1} - 1 \). We observe that, in both figures, our proposed protocol is superior to the conventional multi-hop scheme. In particular, it can be seen that the \( k \)-hop myopic strategy outperforms the typical multi-hop DF scheme in terms of outage performance and coding gain. Moreover, for \( k > 1 \) the myopic scheme also achieves a higher diversity gain. Furthermore, in Fig. 4, the optimized outage performance of the network, according to (32), is also compared to the case where the power at each transmitter is equally divided to each channel link i.e., \( a_{i,j} = 1/\min(k, N - i + 1), 0 \leq i \leq N \). It is observed that, while at high SNRs the performance is almost the same for both cases, in the low SNR regime the outage probability is slightly improved for the numerically optimized values of \( a_{i,j} \). It is also worth noting that, when \( P \) is equally divided, the system cannot fully benefit from the increase on the number of hops, since the outage performance for \( k = 3 \) is worse than the 2-hop scenario at low transmit power values.

Fig. 4 shows that an increase in the number of hops results in an improvement of the outage probability performance, with the cases of \( k = 1 \) and \( k = 2 \) revealing the most significant difference (i.e., about 8 dB gain for an outage probability equal to \( 10^{-2} \)). However, for a transmit power value up to 15 dB the 2-hop scenario has similar performance with the 3-hop case. Therefore, for lower values of \( P \) a topology with \( k < N + 1 \) can have a performance close to the case of full cooperation; this observation corresponds to the results of [21]. In addition, it can be seen that as the number of hops increases the diversity gain is also improved, which complies with our analysis indicating a maximum diversity order equal to \( k \) when the relays of the network are always active. Similar results are derived in Fig. 5 for \( N = 3 \) relays. It is worth noting that in this case the outage probability for our protocol is slightly improved, compared to the results in Fig. 4, due to the reduced path loss. On the other hand, the diversity gain remains the same, as it depends only on the number of hops. Finally, we observe that in both figures the theoretical values (lines) perfectly match to the simulation results (markers), which validates the accuracy of our analysis, while for \( k > 1 \) the obtained SAA expression in Proposition 1 provides a tight approximation of the actual performance of the network.

In Figs. 6 and 7 the achieved outage probability is presented for various sets of dual-mode relays, under the 2-hop myopic protocol and for a network topology with \( N = 2 \) and 3 relays, respectively. As expected, the case where all the relays are active is superior to any other scenario and is the only case that can achieve the maximum possible diversity gain \( k = 2 \). On the other hand, if the network consists of only dual-mode relays, the outage performance is significantly deteriorated and as \( P \) increases, the outage probability converges to the floor value calculated in Proposition 2. The performance of any other deployment scenario lies between the limits set by the previous two extreme cases.
Fig. 6. Outage probability versus $P$ for different sets of dual-mode relays; $N = 2$ relays, $k = 2$ hops, $q = 0.1$, $\gamma = 0$ dB and $d = 1$ m; the theoretical results are depicted with lines and the simulation results with markers.

Fig. 7. Outage probability versus $P$ for different sets of dual-mode relays; $N = 3$ relays, $k = 2$ hops, $q = 0.1$, $\gamma = 0$ dB and $d = 0.75$ m.

Specifically, in Fig. 6 it is observed that both intermediate cases with $H = \{1\}$ and $H = \{2\}$ achieve the same diversity order, which is equal to one. However, when only $R_1$ is able to switch between active and silent mode, the system achieves a better outage performance than the system where only $R_2$ has dual-mode operations. This is expected, since $R_2$ is closer to $D$, which is also its only receiver, and so $R_2$ being silent has a higher impact to the system’s outage probability. Again, in this figure we show that our simulation results (markers) validate our analysis (lines). In Fig. 7, it can be seen that if only $R_1$ is dual-mode, the achieved diversity order is decreased to one. Moreover, in the case of $H = \{1, 3\}$ the same diversity order can be achieved, even though more dual-mode relays are used, since there is still a possible path from $S$ to $D$ which does not depend on the dual-mode operations ($S \rightarrow R_2 \rightarrow D$). On the contrary, the performance of the topology considering $H = \{1, 2\}$ converges to an outage floor, due to the consecutive order of the two dual-mode relays. Therefore, the selection of which relays will operate in dual-mode is critical for the network’s performance, and especially the achieved diversity gain, and this observation follows our discussion in Section V-A.

Finally, Fig. 8 depicts the outage probability versus $P$ for different number of branches and various combinations of dual-mode relays, where each branch deploys a network setting with $N = 2$ relays and $k = 2$ hops. First of all, we can see that an increase in the number of branches results in the improvement of the system’s outage probability. Specifically, compared to the single branch with only active relays scenario, doubling the branches will also double the achieved diversity gain, while if the second branch has only dual-mode relays, the system will not achieve higher diversity gain but its outage performance will still be enhanced. Similarly, if we consider a single branch network with only dual-mode relays, doubling the branches will significantly decrease the outage floor value. The aforementioned scenarios are also presented for different values of $q$ i.e., the probability of a dual-mode relay to be silent. As expected, as this probability increases the system’s outage probability increases as well, since the dual-mode relays will remain silent for a larger number of timeslots. However, the system’s performance remains unaffected in terms of diversity gain.

VII. CONCLUSIONS

In this paper, we presented a new protocol over a multi-hop cooperative network, based on the myopic strategy, where the relays have buffers of finite size and can operate in two communication modes, namely the active and silent mode. A general methodology that captures how the contents of each relay’s buffer and the communication operation of each relay evolve with time was proposed by using a MC formulation. Under this framework, we derived the outage probability of the system and a general expression for the resulting DMT, and we investigated the maximum diversity order that can be achieved, based on different topology scenarios. The proposed protocol was also generalized for multi-branch networks. We demonstrated that as the number of hops in the proposed protocol increases, the system’s performance is enhanced in terms of outage probability, while the achieved diversity gain depends on both the number of hops and the group of relays that have dual-mode operations.
APPENDIX

A. Proof of Lemma 1

We first need to verify that some properties of the state transition matrix $A$ hold, in order to ensure that it has a unique stationary distribution. Specifically, $A$ must be a column stochastic matrix, which is irreducible and aperiodic. A column stochastic matrix is a square matrix of non-negative terms in which the elements in each column sum up to one, while a non-negative matrix is called irreducible if every pair of states can communicate. Finally, the period of a state $s_m$ is the greatest common divisor of the set $\{t \in \mathbb{N} : p_{m,m}^{(t)} > 0\}$ and if the period is 1, the state is aperiodic. The transition matrix is aperiodic if all the states are aperiodic [34].

For any MC under the proposed framework, the transitions from state $s_m$ to all the possible states $s_l$ have probabilities that sum up to one i.e., $\sum_{l=1}^{M} p_{l,m} = 1$. Therefore, the transition matrix is column stochastic. Moreover, from the structure of the problem, it is observed that there is a path from any state to any other state of the MC. Consequently, all the states belong to a single communication class and the transition matrix is irreducible. An irreducible MC needs only one aperiodic state to imply that all states are aperiodic. In the defined MC the transition probability from state $s_1$ to the same state is always non-zero i.e., $p_{1,1} = P(s_1 \rightarrow s_1) > 0$; hence the state $s_1$ is aperiodic. Since there is only one communication class, all states are aperiodic and therefore, the transition matrix is aperiodic. As the required properties of the transition matrix hold, we conclude that it has a unique stationary distribution which is given as in [35].

B. Proof of Theorem 1

In the proposed protocol, at each time-slot, the SNR at the $j$-th receiver is calculated based on which nodes transmit a signal to the receiver, given the network state $s_m$. According to the presented theoretical framework, the $i$-th node transmit a signal to the $j$-th receiver, if (8) is equal to one i.e., the node is active and its specific buffer’s element is not empty. Thus, the SNR of the $j$-th node for the transition $s_m \rightarrow s_l$ equals

$$\text{SNR}_{j,m} = \frac{P}{\sigma^2} \left( \sum_{i=1}^{k} \left| h_{i,j} \right|^2 \right) \left( \frac{\alpha_{i,j}}{d_{i,j}} \right)^2 . \quad (34)$$

The probability of having an outage event at the $j$-th node can be expressed as

$$P_o(j, m) = P \left( \sum_{i=1}^{k} \left| h_{i,j} \right|^2 \left( \frac{\alpha_{i,j}}{d_{i,j}} \right)^2 < \frac{\gamma \sigma^2}{P} \right) . \quad (35)$$

To simplify the analysis, the characteristic function approach is used for the derivation of the outage probability. Each term of the above sum follows a Rayleigh distribution, hence its characteristic function is [36]

$$\phi_{i,j}(t) = 1 + j t \sqrt{\frac{2 \pi \alpha_{i,j}}{d_{i,j}}} \exp \left( - \frac{\alpha_{i,j} t^2}{2d_{i,j}} \right) . \quad (36)$$

Since the sum is a linear combination of independent random variables, its characteristic function is the product of each individual’s characteristic function. Using the Gil-Pelaez inversion theorem [37], we can obtain $P_o(j, m)$ as (10).

C. Proof of Theorem 2

By considering $P \rightarrow \infty$, we notice that the outage probability at the $j$-th relay converges to zero if it receives a signal from at least one transmitter i.e., $C_{j,m} > 0$, otherwise it is equal to one. Thus, the relays that receive a signal are almost surely able to decode the message. Moreover, if a transmitter has a full buffer at every time-slot and is always active, then its corresponding receivers will also have constantly a full buffer. For example, a relay that receives information from $S$ will always have a full buffer, and if this relay is not in dual-mode operation, then its corresponding receivers will also have full buffers at every time-slot. This implies that the steady states of the transition matrix that do not conform with the above observations will converge to zero.

According to (16), the system’s outage probability is a sum of $M$ terms that depends on the stationary distribution of the MC and the outage probability at the destination for each steady state. At the high SNR regime, the terms of the sum in (16) that correspond to steady states converging to zero are omitted. For each of the remaining terms, we obtain the network instance associated with the corresponding MC state $s_m$ and derive the flow graph $G_m$ from $S$ to $D$ for the paths that will surely forward the signals to $D$ i.e., by omitting the dual-mode relays. Let $L_m = \{T_1,m, T_2,m, \ldots \}$ denote the complete set of cuts separating $S$ and $D$ at $G_m$, and $L_{i,m}$ denote the number of links crossing the cut $T_i,m$. According to the information theoretic max-flow min-cut theorem [38], the DMT that can be achieved by $G_m$ is upper bounded by

$$\delta_m(\rho) \leq L_m = \min(L_{i,m}). \quad (37)$$

Note that $L_m$ is equal to the minimum number of edge-disjoint paths that forward information from $S$ to $D$. The system’s outage probability is dominated by the terms that have the lowest order, or equivalently by the minimum number of links crossing a cut $T_i,m$ from all the derived flow graphs $G_m$, $1 \leq m \leq M, \pi_m \rightarrow 0$. Thus, by defining the target data rate as $R = \log (1 + \gamma) = \rho \log P$ and based on the results of [20] about the DMT of networks that can organize their relays into parallel paths, the DMT is given by (18).

D. Proof of Proposition 2

Recall that, by considering $P \rightarrow \infty$, the outage probability of a node converges to zero if it receives at least one signal during one time-slot. Thus, a receiver is in outage only if all its corresponding transmitters remain silent. For an arbitrary signal $x(t)$ the system is in outage if the signal cannot reach $D$, so the outage floor value is given by the aggregate probability of the instances that fail to transfer the signal to $D$. According to the proposed protocol, until time-slot $(t + k - 1)$ the first $k$ relays will definitely receive and decode the signal $x(t)$ from $S$, which is always active. If $N = k$, then the next node is $D$
and an outage occurs if all the relays remain silent, for which the probability is calculated as (20).

For \( N > k \), relay \( k + 1 \) cannot receive \( x(t) \) if the previous \( k \) relays remain silent during time-slot \( (t + k) \), which occurs with probability \( q^k \). For the remaining time-slots, we can calculate the probability of the system being in outage by equivalently considering the outage probability of another network topology with \( N - 2 \) relays and \( k - 1 \) hops, since the first relay cannot contribute anymore to the transmission of \( x(t) \) and relay \( k + 1 \) has not decoded the signal, and so they can be omitted. On the contrary, relay \( k + 1 \) receives \( x(t) \) at time-slot \( (t + k) \) if at least one of its transmitters is active, and this occurs with probability \( (1 - q^k) \). In this case, the outage probability for the remaining time-slots is matched to the outage probability of an equivalent topology with \( N - 1 \) relays and \( k \) hops, by considering the first relay as the new source node. This recursive behavior leads to the calculation of the outage floor by (19).
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