Internal and external dynamics in language

Citation for published version:
Cuskley, C 2014, 'Internal and external dynamics in language: Evidence from verb regularity in a historical corpus of English' PLoS One, vol 9, no. 8. DOI: 10.1371/journal.pone.0102882

Digital Object Identifier (DOI):
10.1371/journal.pone.0102882

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Publisher's PDF, also known as Version of record

Published In:
PLoS One

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Introduction

Language is a continuously evolving system, subject to constant pressures to enhance expressivity while guaranteeing successful communication over time. William D. Whitney [1], one of the earliest American English lexicographers, highlighted that language can be seen as an open system subject both to conservative and alternative forces. In this view, language is a living system continuously experiencing birth, growth, decay, and death. Accordingly, language changes as a result of external or exogenous pressures, but is also subject to internal or endogenous pressures.

Endogenous factors are related to inner instabilities of languages leading to changes independent of external disturbances: for instance, in phonology, pressure against ambiguity makes sounds maximally contrastive to decrease the likelihood of misunderstanding [2,3]. More generally, any mistakes or unconscious innovations introduced by speakers could trigger endogenous change in language. On the other hand, exogenous factors are related to historical, political, social, and technological factors that affect language communities [4–6]. For instance, an exogenous influx of non-native speakers into a language has been correlated with decreased morphological complexity [7].

Despite a huge literature concerning language change and its causes (e.g., [8,9]), change is often considered in terms of either exogenous or endogenous pressures [10]. Quantitative accounts of their combined effects have only recently begun to emerge [11,12]. The recent availability of large-scale historical corpora, and the use of a more quantitative complex systems approach, has allowed for increased stability of irregularity over time. These findings contribute to the debate on how language systems become rule governed, and how and why they sustain exceptions to rules, providing insight into the interplay between the emergence and maintenance of rules and exceptions in language.
CoHA allows us to define regularity in terms of actual usage, giving a proportion of irregular usage for each verb at any given time. We observe variations in regularity of clear exogenous or endogenous nature, coming both from birth (exogenous) and regularization/irregularization (endogenous) processes. We highlight how exogenous and endogenous processes have different impacts on the dynamics of regularity. The expansion of the vocabulary drives the increase in regularity through the entrance of new, mostly regular, verbs. However, at odds with previous findings from historical corpora [10], the endogenous process of regularization does not lose significant changes in overall regularity. Endogenous regularization processes, in fact, turn out to be paralleled by comparable irregularization processes, leaving the number of irregular verbs roughly constant over time.

All this implies that the relationship between verb instability and frequency is more complex than previous corpus studies have indicated [18]. In particular, we show that sound similarity plays a crucial role in the persistence of irregularity. By defining classes of irregular verbs based on sound similarity, the relationship between irregularity and frequency is made clearer. We show that the trajectories of individual verbs and classes over time allow insights into the underlying rule set, informing the longstanding debate regarding whether language is strictly rule-governed with a static set of exceptions [22], or a set of connectionist processes leading to a system that appears to have explicit rules [23,24]. Rather than either of these extremes, the past tense is comprised of competing set of rules, with the regular rule dominating the majority of verb types, and a collection of minority rules applying to irregular verbs [25]. Our findings show that regularities and exceptions emerge from the dynamic interplay of exogenous and endogenous forces: a push and pull between the external influx of new verbs and a struggle among existing verbs to hit the moving target of a dynamic rule set.

Results

Our analysis aims at presenting a quantitative and balanced picture of factors contributing to language change. Focusing on verbs as our testing ground, we document the effects of verb birth and death, as well as the transformation of existing words (regularization/irregularization). In order to analyze the effect of the different factors we separate our analysis in two parts. First, we focus on the full dataset spanning 16 decades (1830–1989) in order to characterize the temporal dynamics of an open language system. In this case, the ensemble of verbs form an extended vocabulary whose size and composition vary due to verbs entering and exiting the language (data available in file S2). Secondly, we focus on changes occurring in the core vocabulary considering only verbs which occur in each of the 16 decades considered. We refer the reader to the Materials and Methods section and the Supporting Information for details on corpus preparation (S3 in file S1) and data analysis (S4 in file S1).

Language as an open system

The extent to which language can be seen as an open system can be quantified by looking at the growth in the number of distinct verbs (types) as a function of the total occurrences of verbs (tokens), the equivalent of Heaps’ law [26]. Here, in order to highlight the change in language composition over time, we focus on the different decades separately, considering the same number of verb tokens in each decade (in order to consider genuine growth, rather than increased availability of material for digitized corpora over time; see S3 and Figure S2 in file S1 for further detail). In each decade, types show a sublinear growth as a function of tokens (Fig. 1A), implying that the rate at which new verb types enter the vocabulary decreases with the corpus size. The Heaps’ curves for different decades do not overlap; rather, they show a clear increase in the number of verb types in consecutive decades, even with a fixed number of tokens (for full curves, see Figure S1 in file S1; for removal information see Table S1 in file S1). This growth indicates a genuine influx of new verbs entering the language in the time period. Figure S1 (file S1) shows the number of tokens prior and after confinement in each decade.

In order to examine changes in the verb system it is convenient to give an operational definition of regular and irregular verbs. To this end, for each verb and in each decade, we consider the proportion of irregularity (I) as the number of irregular past tense (non-ed) tokens divided by the total number of past tense tokens. For each decade, we count types which are mostly regular (R) (or mostly irregular, IR) as those which have $I < 0.5$ ($I > 0.5$). We also provide separate counts for verb types and root types, the latter combining verbs with the same root to level the effects of individual verb productivity (e.g., do and undo are separate verb types, but instances of a single root type; in file S1, see S2, Table S2, Table S3). Many types do not appear with sufficient frequency to be definitively classified as regular or irregular; such types are categorized as undefined (i.e., appear with zero or extremely low frequency of usage in the past tense; in file S1, see S2, Table S2, Table S3). Figure S3 (in file S1) shows, for each category of root types, the histogram in frequency in four different decades (data for root types is available in file S3). Fig. 1B complements the Heaps-like plot by showing frequency-rank plots [27] for different verb types in all decades, showing that the high frequency regime is dominated by irregulars. We now turn to the dynamic properties of the corpus, by explicitly showing how the total number of types grows over time. Fig. 1C shows the number of verb types and root types across decades, for mostly regulars, mostly irregulars, and all types. While there is no significant variation in the number of mostly irregular types, mostly regular types display a clear increasing trend, indicating that entering types are predominantly regular.

The activity and growth of the vocabulary is even more evident in Fig. 1E, where the number of verb types entering or exiting the language in each decade is plotted. The imbalance between entrances and exits (lighter areas) gives rise to the overall growth of the number of verbs over time. Furthermore, Fig. 1D shows the frequency distribution of different kinds of root types, indicating that the growth in the number of types is most prominent for irregulars. We can thus conclude that the increase in regularity is driven by an exogenous process of regular verbs entering the language, making for an increase in the ratio of regular types to all verb types as the language evolves.

Dynamics of the core vocabulary

We now turn our attention toward the endogenous processes of regularization and irregularization. To this aim, we restrict ourselves to types which occur at least once in each of the 16 decades. In addition, in order to capture the genuine dynamics of regularization/irregularization (rather than word formation processes), in the core vocabulary we consider exclusively root types. We thus define the core vocabulary as the set of all (3596) root types which occur at least once in each of the 16 decades. For the present analysis, root types are defined as regular (irregular) in a given time period if their proportion of irregularity $I$ is equal to 0 (1) within a tolerance threshold, $\epsilon$ (see S4, file S1). Thus we can further identify stable regulars (stable irregulars) if they are regular (irregular) in all decades. All other core roots, which have $0 < I < 1$ in at least one decade, are considered active. This latter set
between regular roots. Almost all active root types span a frequency interval [18,28], irregular roots are generally higher in frequency than verbs have considered. As already stressed, the overwhelming majority of observed behavior is qualitatively similar across all the decades binned values in each decade, which demonstrate that the considering these values in the last decade (1980–1989) plus the decades considered.

The dynamics observed in the core vocabulary are the result of endogenous regularization/irregularization processes only. The first observation is that the vast majority of types are stable regulars or irregulars (types which are regular or irregular in every decade, respectively), and only exhibit fluctuations in frequency \(f\). In the midst of these two classes of stable root types, there is a minority of 81 active roots, whose 0 < \(I\) < 1 in at least one of the sixteen decades considered.

Fig. 2A shows \(I\) as a function of \(f\) for each of the core roots, considering these values in the last decade (1980–1989) plus the binned values in each decade, which demonstrate that the observed behavior is qualitatively similar across all the decades considered. As already stressed, the overwhelming majority of verbs have \(I = 0\) or \(I = 1\), and as other studies have pointed out [18,28], irregular roots are generally higher in frequency than regular roots. Almost all active root types span a frequency interval between \(10^{-2}\) and \(10^{-1}\). Above this range mainly high frequency irregular roots are present, while below this range predominantly regular roots are observed. The arrows on the active roots indicate the trajectory of the root in the \((f, I)\) plane from the first decade where the root was defined (i.e., an arrow pointing up indicates an increase in \(I\) since the first decade, an arrow pointing right indicates an increase in \(f\) since the first decade, and so on). The observed patterns remain remarkably constant over time, dominated by the stable regulars and irregulars. As expected, the binned value of \(I\) turns out to be a growing function of frequency \(f\), passing from approximately 0 for \(f < 10^{-4}\) to approximately 1 for \(f > 10^{-2}\). However, the transition from regulars to irregulars is shifted towards high frequencies with respect to the frequency band where we mainly observe active types. This is due to the larger overall number of regular types dominating the irregularity proportion in each bin. Fig. 2B shows that the frequency distributions of stable regular and stable irregular root types are well separated.

The dynamics of roots in the core vocabulary are more deeply understood by measuring the excursion of each root type in the \((f, I)\) plane, defined as \(d = \sqrt{(\delta I)^2 + (\delta f)^2}\), where \(\delta I\) and \(\delta f\) represent the variations of \(I\) and \(f\) divided by the number of decades where the root is defined (\(\Delta I\) and \(\Delta f\) refer to the total change). Fig. 3A shows \(d\) as a function of \(f\), the average frequency across all the decades, for all core root types; points are coloured according to the average \(I\) over time. Interestingly, points are clustered in two different regions, a signature of the emergence of two distinct behaviors. Active types are concentrated in the upper cloud, characterized by a decreasing trend of \(d\) in frequency. Here the variation of \(d\) is mostly due to variation of \(I\) (see also Fig. 3C),

**Figure 1. Language as an open system.** Colors indicate the type of verb or root depicted: all verbs (purple), mostly regular (blue), mostly irregular (orange), and undefined (red). Lighter saturation of a colour indicates earlier decades, while darker saturation indicates later decades. Where relevant, decades are labelled with the first year, e.g., 1830–1839 is 1830. (A) The number of types versus the number of tokens for all verbs in each decade. Given an equal number of tokens, the increase in the number of types over time reflects a genuine increase in the number of verbs at fixed sample size. (B) Frequency-rank plot contrasting different kinds of verbs (all, mostly regular, mostly irregular, and undefined). Mostly irregular types constitute the highest frequency regime, undefined types constitute the lowest frequency regime. (C) Plot of the number of mostly regular types, mostly irregular types, and all types over time, both for verbs and roots. The number of mostly regular verb types or root types increases over time, while the number of mostly irregular verb and root types remains essentially constant. The sum of all types considered together is more than the sum of mostly regular and irregular types; this is due to this category encompassing undefined types. (D) Frequency distribution of mostly regular, mostly irregular, and undefined categories for root types in four decades, the starting point of the first frequency bin is indicated for each depicted decade. (E) Verb type birth and death by decade. Each bar refers to the entering (top) and exiting (bottom) number of verb types between two decades; lighter areas show the entrance/exit differential. E.g., the first bar depicts the exits after 1830–1839 and the entrances in 1840–1849. There are generally more verbs entering than exiting, indicative of the overall growth in the number of types.

doi:10.1371/journal.pone.0102882.g001

---

Includes roots for which some regularization or irregularization process is in progress, or roots whose regular past tense form coexists with an irregular form. Note that although core roots are by definition present in each decade with some overall frequency, some root types have zero or few occurrences in the past tense, so that their regularity can be undefined in some decades (see file S1: S4, Table S2 and Table S3 for further detail).

---

**Figure 2A** shows \(I\) as a function of \(f\) for each of the core roots, considering these values in the last decade (1980–1989) plus the binned values in each decade, which demonstrate that the observed behavior is qualitatively similar across all the decades considered. As already stressed, the overwhelming majority of verbs have \(I = 0\) or \(I = 1\), and as other studies have pointed out [18,28], irregular roots are generally higher in frequency than regular roots. Almost all active root types span a frequency interval between \(10^{-5}\) and \(10^{-2}\). Above this range mainly high frequency irregular roots are present, while below this range predominantly regular roots are observed. The arrows on the active roots indicate the trajectory of the root in the \((f, I)\) plane from the first decade where the root was defined (i.e., an arrow pointing up indicates an increase in \(I\) since the first decade, an arrow pointing right indicates an increase in \(f\) since the first decade, and so on). The observed patterns remain remarkably constant over time, dominated by the stable regulars and irregulars. As expected, the binned value of \(I\) turns out to be a growing function of frequency \(f\), passing from approximately 0 for \(f < 10^{-4}\) to approximately 1 for \(f > 10^{-2}\). However, the transition from regulars to irregulars is shifted towards high frequencies with respect to the frequency band where we mainly observe active types. This is due to the larger overall number of regular types dominating the irregularity proportion in each bin. Fig. 2B shows that the frequency distributions of stable regular and stable irregular root types are well separated.

The dynamics of roots in the core vocabulary are more deeply understood by measuring the excursion of each root type in the \((f, I)\) plane, defined as \(d = \sqrt{(\delta I)^2 + (\delta f)^2}\), where \(\delta I\) and \(\delta f\) represent the variations of \(I\) and \(f\) divided by the number of decades where the root is defined (\(\Delta I\) and \(\Delta f\) refer to the total change). Fig. 3A shows \(d\) as a function of \(f\), the average frequency across all the decades, for all core root types; points are coloured according to the average \(I\) over time. Interestingly, points are clustered in two different regions, a signature of the emergence of two distinct behaviors. Active types are concentrated in the upper cloud, characterized by a decreasing trend of \(d\) in frequency. Here the variation of \(d\) is mostly due to variation of \(I\) (see also Fig. 3C),
and 12 of the active verbs have a d of 0 between the first and last decade (though by definition, they have some fluctuation in the intervening decades). On the other hand, stable regulars and irregulars have d roughly proportional to f (see also Fig. 3D). In order to disentangle the contributions of frequency and irregularity to d, in Fig. 3C and 3D we plot ΔI and Δf separately as a function of f; ΔI for active roots only (3C) and Δf for all core roots (3D).

Interestingly, both the ΔI and Δf curves appear roughly symmetric with respect to positive and negative variations. As for irregularity variations, the number of verbs changing significantly their I value, and the amplitude of these variations, are roughly the same for regularization and irregularization, indicating a balance in the two processes. Moreover, the changes in I appear to be similar in both directions (towards regularization and towards irregularization) for any fixed value of f, again pointing to the presence of opposite endogenous forces of comparable strength. A similar situation is observed for frequency variations. In particular, while the amplitude of frequency changes seems to be strongly correlated with frequency itself, the direction of the variation appears independent from it, and roughly the same number of verbs increase and decrease their frequency at any given value of f. Overall, six roots exhibit dramatic changes in I over the 16 decades, with three verbs fully regularizing and three fully irregularizing: smelled, spelt and spelt overtake smell, split and spell, while quitted, lighted and welded are replaced by quit, lit and wed. Fig. 3B shows the proportion of irregular usage I of quit and smell over time, showing the complete regularization of quit and the regularization of smell (see Figure S5, file S1 for the other verbs).

Relevance of exogenous and endogenous factors
Contrasting the extended vocabulary with the core vocabulary highlights two different types of dynamics in the language. The considerable expansion of the extended vocabulary — new verbs entering the language — is clearly an exogenous process. The dynamics of root types in the core vocabulary exemplify language internal, endogenous processes. Both processes have the potential to affect regularity; however, exogenous dynamics are far more influential in this regard.

The evidence presented so far clearly indicates that overall, the set of verbs tends to become more regular over time: the ratio of mostly irregular root types to mostly regular root types (I) has decreased from \( y_{\text{in}} \approx 7.1\% (142/1,992) \) in 1830–1839 to \( y_{\text{in}} \approx 5.7\% (137/2,397) \) in 1980–1989. This is due to the considerable growth in the number of regulars, while the number of irregulars remains essentially constant throughout 160 years. The contribution of endogenous regularization of existing verbs to the growth in regularity is minimal: the driver of the global regularization process is instead the exogenous birth of new regular types.

The exogenous effect of new regular verbs entering the language is quantitatively overwhelming with respect to that of endogenous regularization. However, while regularity increases in terms of types, it remains constant at the system level. In other words, the total proportion of irregular usage \( I_{\text{tot}} \) is fairly constant over time: between 65–70% of all past tense verb tokens are irregular (see Figure S6, file S1). Although many new verbs enter the system as regulars, they do so at very low frequency, so that their impact on \( I_{\text{tot}} \) is exceedingly small. High-frequency types, which constitute the bulk of verb usage, tend to be irregular and remain so over time.

Drivers of regularization and irregularization
Although our data show that the core of the vocabulary is stable overall, there remains a minority of active, dynamic verbs within the language, undergoing processes of regularization or irregularization. Here, we consider what causes this activity from an endogenous perspective.

A good deal of consideration has been given to why regularization occurs. From a system perspective, there may be pressure for individual verbs to conform to the dominant rule [17], creating a system with a more concise overall rule-set attractive to learners [29]. From a learner’s perspective, regularization occurs as an individual fails to accurately retrieve an irregular form, and falls back on the dominant regular rule [30]. The phenomenon of irregularization has been given less consideration, as it is often considered so rare as to be irrelevant [18,31]. However, our data show that in terms of types, irregularization is roughly as prevalent as regularization; but what cognitive and system pressures might account for it?

Phonological analogy may be a powerful process in this regard [32,33]. Although some of the most frequent irregulars are suppletive (i.e., there is little connection between the present and past form, e.g., be/was), many irregular forms persist by application of systematic changes to their roots, and share striking similarities with other irregulars (e.g., sang, rang \( \rightarrow \) sang, rang) [24]. In other words, highly frequent irregular verbs may form attractors, which have the potential to draw phonologically similar regulars. This process could account not only for processes of
irregularization, but also for the presence of some anomalous stable irregulars with relatively low frequency. Regularity, on the other hand, is a rule which applies at the morphological level, and thus, regulars do not act as strong attractors for other phonologically similar verbs (however, the regular rule does exhibit phonologically conditioned variation, as in the difference in the spoken realization of -ed in walked vs. faded; [30]). Rather, regularization occurs as a consequence of broad application of a morphological rule, which is applied indiscriminately when an irregular exception is unknown, and this becomes more likely as frequency declines.

To operationalize this perspective, we propose a clustering of the set of irregular root types into classes based on phonological similarity. We group all roots which have some I into classes based upon the type of change which occurs to the infinitive to form the past tense. For example, ring transforms to rang, placing it in the same class as sing (see Table S4, file S1 for full listing of classes). Each class has the potential to draw new irregular members over time, but may also lose low frequency members to regularization (see S5, file S1).

Nothing guarantees that this criterion provides an optimal classification, and the quest for irregular classes which align most closely with the actual grammars of speakers is a challenging open problem. However, even this basic classification has the effect of clarifying the otherwise anomalous behavior of some verbs, and making the separation in frequency between regulars and irregulars more distinct by shifting lower frequency irregulars. Fig. 4 displays I for a given class (calculated as all non-ed tokens in a class over the sum of all past tokens) versus frequency (summed over all members) in the final decade. It demonstrates that even a basic phonological classification makes the dependence of regularity on frequency considerably clearer, as contrasted with Fig. 2A.

The insets in Fig. 4 show four representative classes in four snapshots over time. The hide and dwell classes represent two different states of class instability, while the sing and burn classes

---

**Figure 3. Excursions in frequency and proportion of irregularity in the core vocabulary.** (A) Plot of I against f (frequency averaged across all the decades) for core roots. Points are color-coded according to their average I across all the decades. Active roots are represented by larger points, patterned predominantly in the upper “cloud,” distinctly away from stable regular and irregular roots. Some active roots fall into the lower “cloud” (indicated by black circles), due to an effective net ΔI = 0 (i.e., I fluctuates below 1 or above 0 between the first and last decade, but has the same value in the first and last decade). (B) Plot of the time evolution of I for exemplars of regularization (quit) and regularization (smell). (C) Excursion in irregularity proportion ΔI (ΔI when negative) calculated as the difference in I between the first and last decade plotted against f for the 69 active roots with a non-zero ΔI between the first and last occurrences. A negative ΔI indicates regularization, a positive ΔI indicates irregularization. The decreasing trend with increasing average frequency corresponds to the behaviour of the “cloud” in (A). (D) Excursion in frequency Δf (Δf when negative) against f for all core roots. Red points represents binning of f and Δf, error bars are given for Δf. The trend of |Δf| proportional to f is visible.

doi:10.1371/journal.pone.0102882.g003
Materials and Methods

Corpus preparation

CoHA provides part-of-speech tagged frequency lists covering the period between 1810 and 2010 (over 400 million tokens) using the CLAWS set [34]; we used only the 1830–1989 period (see S3, file S1 for further detail). We began by confining the list from this period only to verbs and lemmatizing it, removing many tagging errors in the process. To avoid potential effects of increasing sample size, we considered an equal number of verb tokens in each decade, according to the size of the first decade considered (1830–1839; 2,177,654 verb tokens). S3 (file S1) provides further detail regarding corpus preparation.

Proportion of irregularity

The proportion of irregular usage \( I \) for each verb in each decade was calculated by dividing the number of irregular past tense (non-\(-ed\)) tokens in a decade by the total number of past tense tokens for that verb in the decade. Irregular spellings which do not correspond to irregular pronunciation (e.g., \( paid \) for \( pay \)) were considered regular tokens. In some cases, a verb or root could have an undefined \( I \) for a given decade, due to extremely low frequency

![Figure 4. Plot of the proportion of irregularity, \( I \), for phonological classes against \( f_{\text{sum}} \), the summed frequencies of members in a class.](image)

In conclusion, a diachronic analysis of past tense formation in American English reveals a complex interplay of exogenous and endogenous factors affecting how rules and exceptions coevolve. This points to a more general scenario in which rules in language, far from being fixed over time, emerge, evolve, and compete in a self-organizing way. This self-organization is a response to exogenous pressures exerted by the porous character of the system, as well as the endogenous need to limit cognitive effort while mastering expressivity and comprehension. This work provides a starting point for further studies to investigate the emergence of rules and exceptions in other areas of language, as well as in all the areas of human cognition where norms play a crucial role.
(or non-existent) usage in the past tense. See S4 (file S1) for further details.

**Phonological classes**

A full list of all 52 classes and their members is provided in Table S4 (file S1), details about how verb roots were classified are in S5 (both in file S1). Verb roots which exhibited multiple irregular forms were phonologically classified based on their most frequent irregular form (e.g., swung was classed with ring instead of string, although the form swung did occur). Suppletive forms such as do and be were put in their own classes, and forms which did not class identically with any other verbs (e.g. slay) were also classed alone.

**Supporting Information**

**File S1** Contains the following files: S2: Glossary of terms used for data and analysis. S3: Details of methodology for corpus lemmatisation and preparation. S4: Details regarding data analysis. S5: Details regarding phonological classes for irregulars.

**Figure S1**: Heap and Zipf distributions of verbs in CoHA prior to confining. **Figure S2**: Verb tokens per decade prior to and after confining. **Figure S3**: Frequency histogram of root types by category. **Figure S4**: Temporal trajectory of six transitioning roots. **Figure S5**: Percentage of past tense tokens per decade which are irregular. **Figure S6**: Variance over time of items in irregular phonological classes. **Table S1**: Summary of verb token counts per decade prior to and after corpus preparation. **Table S2**: Summary of verb types by category per decade. **Table S3**: Summary of root types by category per decade. **Table S4**: Summary of phonological classes for irregular verbs.
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**File S2** File detailing verb types in each decade with their I value and adjusted frequency (after confining).
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**File S3** File detailing root types in each decade with their I value and adjusted frequency (after confining).
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