Quantifying Influential Communities in Granular Social Networks Using Fuzzy Theory
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Abstract. Community detection and centrality analysis in social networks are identified as pertinent research topics in the field of social network analysis. Community detection focuses on identifying the subgraphs (communities) which have dense connections within it as compared to outside of it, whereas centrality analysis focuses on identifying significant nodes in a social network based on different aspects of importance. A number of research works have focused on identifying community structure in large-scale networks. However, very less effort has been emphasized on quantifying the influence of the communities. In this paper, a group of nodes that are likely to form communities are first uncovered and then they are quantified based on the influencing ability in the network. Identifying exact boundaries of communities are quite challenging in large scale network. The major contribution in this paper is to develop a model termed as FRC-FGSN (Fuzzy Rough Communities in Fuzzy Granular Social Network), to identify the communities with the help of fuzzy and rough set theory. The proposed model is based on a idea that, the degree of belongingness a node in a community may not be binary but can be models through fuzzy membership. The second contribution is to quantifying the influence of the community using eigenvector centrality. In order to improve the scalability, several steps in the proposed model have been implemented using map-reduce programming paradigm in a cluster-computing framework like Hadoop. Comparative analysis of FRC-FGSN with other parallel algorithms as available in the literature has been presented to demonstrate the scalability and effectiveness of the algorithm.
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1 Introduction

A social network can be defined as a graph structure where nodes represent the individuals and the edges within it represent the relationships among the individuals. With recent growth in the online social networking sites (OSNs) such as Facebook, Twitter, Instagram etc., the analysis of the static and dynamic features plays an important role in every aspect of human life. Real-world social networks have some distinctive characteristics like, small-world effect [1], power law degree distribution [2] and community structure [3], which make the analysis of these networks even more interesting. Small world effect and power law degree distribution basically deals with degree of association among the nodes in the network. Communities are defined as the functional units of the network which may be formed due to the mentioned features. It can also be defined as the dense subgraph which have large number of edges within themselves and less number of edges going out of them. Since the real-world social network follows power law degree distribution, some of the nodes are more significant as compared to others [4,5]. The communities having more number of influential nodes are said to have high influencing factor as compared to the communities having less significant nodes. The identification of influential communities passes through two phases:

1. Phase I- Community detection process: With the increase in complexity and size, exploring communities in large scale network is found to be a challenging task. Pal et al. have developed an efficient algorithm to explore the fuzzy-rough communities [6]. This algorithm has been designed to run on a granular social network model which is based on fuzzy and rough-set theory known as fuzzy-granular social network (FGSN) [7]. Unlike other community detection algorithms, this approach gives better results when the network consist of bigger number of overlapping communities [6]. The extension of the work has been implemented in the proposed work.

2. Phase II- Influence maximization for the Communities: Bonacich has studied the unique properties of eigenvector centrality [8]. Unlike graph-theoretic centralities like degree, betweenness, and closeness centrality, eigenvector centrality considers the centrality of its neighbors [8,9]. Thus, eigenvector centrality measure helps in estimating the influence of a certain node in a real-world scenario. In this work, eigenvector centrality has been considered to calculate the influence of the communities.

Social networks have similar characteristics of big data namely volume, variety and velocity (3 V’s) [10]. Real-world social networks with number of nodes of the order $\geq 10^6$ are quite difficult to process with conventional tools. In this paper, map-reduce based community detection algorithms have been designed which is implemented in Apache Spark distributed framework. Apache Spark is a cluster-computing framework, widely used for processing distributed applications.
The subsequent sections of the papers are described as follows: Sect. 2 presents the motivation about fuzzy implementation of social network. Section 3 presents the literature survey of the work. The background details is discussed in Sect. 4. Section 5 presents the problem statement and the proposed algorithm of the work. Section 6 presents the implementation work of the proposed algorithms. The experimental results and the observation is presented in Sect. 7. The conclusion and future work is presented in Sect. 8.

2 Motivation

Although a good number of research works have been carried out in the literature for community detection in social networks, quantifying them in term of influential factor is still a challenging task. Each individual entity and relationship may not have significant impact in community formation. For example, if there is an edge, that exists between two entities, it is wrong to conclude that they have a strong relationship and if no edge exists between them they are totally unfamiliar with each other. Exact degree of bonding for a relationship or a node in a community is quite difficult to measure. In this paper, social network has been modeled with fuzzy relationships in order to capture the degree of fuzziness in bonding.

Analyzing social networks can be a tedious task mostly because of its larger data size [10]. Conventional tools and methods are either not scalable or consume high computational power. Apache Spark, Hadoop, Sqoop, Hive, NOSQL etc. are the few available tools in order to handle the big data applications in scalable and time efficient manner. These are the cluster-computing frameworks where the computation is distributed among several nodes in a cluster. The results from all the nodes are combined together (by the master node) in order to get the final output. In this work, we have considered Apache Spark, which is one of the popular tools for cluster computing and is nearly 100 times faster than Apache Hadoop [11].

3 Literature Survey

Girvan et al., in their seminal work on community structure in biological and social networks have presented one of the most popular community detection algorithms [12]. This algorithm is based on divisive approach where, edges are removed in the order of their edge betweenness value (number of shortest paths going through them). The intuition behind the algorithm is that communities are connected through the edges with larger betweenness value. This concept is found to be widely adopted in several others methods for community detection [3, 13, 14]. These algorithms may be classified into two major categories; first, those methods where a node is considered to be member of any single community at a particular instance of time and second, those where a node may belong to more than one community (overlapping communities).
Pal et al. came up with the idea of fuzzy-rough based communities detection algorithm [6]. In their work, social network was modeled using fuzzy-granular concepts, which is necessary to detect fuzzy-rough communities [7]. Unlike conventional social network models, in fuzzy-granular social networks (FGSN’s) nodes are clustered into number of granules and the unit of processing is granules rather than nodes. This kind of modeling approach helps in calculating the influence of communities by calculating the overlap of communities (granular embeddedness) which helps us to obtain a weighted undirected graph whose eigenvector centrality can be easily calculated.

Li et al., have presented a method to detect influential communities [15]. In their model of social network, each node is associated with a weight which measures the importance of node. The communities have been detected using k-cores (group of connected nodes whose degree is at least k). In their work the influence of community is defined as the minimum weight of the nodes in the community. Though a scalable version of the algorithm has been presented, but it has certain limitations. Firstly, it doesn’t consider the overlapping nature of real-world communities. Secondly, the least weight of a node may not be the perfect measure for quantifying the influence of community.

Wang et al., have presented a unique approach for detecting influential community in large scale networks [16]. In this approach community is detected using kr-cliques and influence is then measured using influence maximization technique. This approach evaluates the influence efficiently, but the dataset necessary for evaluating influence using this measure needs to have activation probability of every edge in the graph. Activation probability of an edge is the probability with which one node can influence its adjacent node along that edge. Obtaining these probabilities is a quite cumbersome process [17]. Thus, calculating influence using this approach is highly computational expensive which is not feasible for real world network.

4 Background Details

4.1 Fuzzy-Granular Social Network (FGSN)

Social network consists of set of entities (individual, group or organization) and relationships among the entities. As the size of the social network is obviously large in nature, real world networks have huge contribution to the era of big data world. It is quite a difficult task to investigate each individual node and relationships for large scale network. Social network can be modeled as a Fuzzy-granular social network (FGSN) where the network consists of set of macro units known as granules [7]. A granule around a node can be constructed with the help of fuzzy set [18] consisting of neighboring nodes with the degree of membership. Each granule is identified by a granule representative. A fuzzy-granular social network can be represented by four parameters as follows:
\( S = (C, V, G, A_c) \) such that,

- \( V \) is the set of vertices in the network.
- \( C \) is the set of granule representatives, where \( C \subseteq V \).
- \( G \) is the set of all granules around each granule representative \( c \in C \).
- \( A_c \) is the granule having center at \( c \).

The membership value of a node in a granule can be obtained by various parameters associated in the network. Usually the membership value of a node should be decreased as the distance from granule representative increases. In this paper, the fuzzy membership function is defined as follows: where \( \mu_c(v, r) \) is the membership value of node \( v \) with respect to granule representative \( c \). \( r \) is the radius of the granule (Granule Radius). For the method presented in this paper, \( d(c, v) \) has been considered as the minimum hop distance between the granule representative \( c \) and node \( v \).

Few terms related to FGSN used throughout this paper are discussed below:

- **Granule Radius**: It is defined as the maximum allowable hop distance of a node from the granule center in a granule. The value of granule radius depends on the user preference and problem in hand.
- **Granule Representative**: The node around which the granule is being formed is designated as granule representative. The distance term \( d(c, v) \) in Eq. 1 is calculated with respect to granule representative.
- **Granular Degree**: Granular degree of a granule centered at node \( c \) is defined as the cardinality of the fuzzy set \( A_c \) that represents the granule. Mathematically it can be expressed as follows:

\[
D(A_c) = |A_c| = \sum_{v \in V} \mu_{A_c}(v, r) \tag{1}
\]

where \( \mu_{A_c}(v, r) \) is the membership value of node \( v \) in granule \( A_c \) and \( r \) is the granular radius for the granule \( A_c \).

- **\( \theta \)-Core**: A granule \( A_c \) can be represented as \( \theta \)-core, if granular degree is greater than or equals to a threshold value \( \theta \), i.e., \( D(A_p) \geq \theta \).
- **Neighbourhood of a granule**: Set of all granules are said to be neighborhood for \( A_c \), if their centers lies in the support set of \( A_c \). It can be defined as below:

\[
Nb(A_c) = \{A_i | i \in Support(A_c) \text{ and } i \neq c\} \tag{2}
\]

where \( Nb(A_c) \) is the set of neighboring granules for \( A_c \). The support set of \( A_c \) can be defined as follows:

\[
Support(A_c) = \{v | \mu_{A_c}(v, r) > 0\} \tag{3}
\]

- **Normalized granular embeddedness**: The normalized granular embeddedness of two granules, \( A_p \) and \( A_q \) is defined as the ratio of union and intersection of the fuzzy sets that represents the granules. It can be expressed as follows:

\[
\varepsilon(A_p, A_q) = \frac{|A_p \cap A_q|}{|A_p \cup A_q|} \tag{4}
\]

The value of \( \varepsilon \) lies in the range from 0 and 1.
5 Fuzzy-Rough Community (FRC) Detection

5.1 Problem Statement

A social network may be considered, consisting of three parameters \((C, V, G)\), and two constant \(\theta\), and, \(\epsilon\), where \(C\) is the set of communities, \(V\) is the set of users or entities and \(G\) the set of granules. The objective is to identify a community \(C\) such that it is a non-empty subset of granules \(G\) that satisfies the following constraints:

- \(\forall A_p, A_q \in C, A_p \text{ and } A_q \text{ are the community connected } \theta\text{-cores.}\)
- \(\forall A_p \in C, f_{nge}(A_p, \bigcup_{A_q \in C \setminus A_p} A_q) > \epsilon\)

where \(f_{nge}\) is the function that computes the normalized granular embeddedness of two granules. After obtaining the set of communities \(C\), influential score of each community has been quantified.

5.2 Proposed Algorithm

Unlike conventional community detection methods Fuzzy-Rough Community (FRC) has the ability to capture the behavior of real world network. In this approach, the social network is modeled into a fuzzy-granular social network \([6,7]\). Similar to the normal perception of associating nodes with high connectivity to the same community, FRC detection considers granules with similar features belonging to the same community. Few terms as noted below help to understand the algorithm in a better way \([6]\):

**Fuzzy-Rough Community.** Let \(n\) communities to be discovered in a social network be \(C_1, C_2, C_3, ..., C_n\), and the upper and lower approximation of the \(i^{th}\) community be \(\overline{C_i}\theta\) and \(\underline{C_i}\theta\) respectively. Then,

\[
\overline{C_i}\theta = \{x | x \in Support(A_p) \wedge x \notin Support(A_qC_i)\}
\]

where \(\forall A_p \in C_i \text{ and } A_q \in C_j; i \neq j\)

\[
\underline{C_i}\theta = \{x | x \in Support(A_p) ; A_p \in C_i\}
\]

**Fuzzy-Rough Membership.** The membership function, that characterizes the Fuzzy-rough community \(C_i\) can be expressed as follows:

\[
\delta^{\theta}_{C_i}(x, r) = \begin{cases} 
1 & \text{if } x \in C_i\theta \\
\sum_{c \in C_i\theta} \overline{\mu_c}(x, r) & \text{if } x \in \overline{C_i}\theta \setminus C_i\theta \\
0 & \text{otherwise}
\end{cases}
\]

For a given social network, communities are identified based on the granular computing approach. In the proposed algorithm, various communities are detected with the help of fuzzy and rough-set representation defined over a granular model of social network. The isolated node that are not included in any of
the detected communities are being treated as outliers. The proposed algorithm i.e., FRC-FGSN is presented in Algorithm 1. For the sake of simplicity and low space, the detail map-reduce implementation of all-pair shortest path and eigen vector centrality as mentioned in step-2 and step-10 respectively in algorithm 1 is omitted. The overall execution flow for enumerating all the communities is presented in Fig. 1.

6 Implementation

6.1 Dataset Used

The proposed algorithm has been experimented on a small-scale network (<1000 nodes and <10000 edges) and three real world large-scale networks (>1000 nodes
Algorithm 1. Map-Reduce based FRC-FGSN Algorithm

1: Transform the input dataset in edge list format into adjacency list format for ease of processing in map-reduce model.
2: All pairs shortest path of the network using a modified ring-search method [22] are obtained using three pair of map-reduce functions.
3: Granular embeddedness of every pair of granule are calculated.
4: Granules with granular degree less than \( \theta \) i.e. \( D(A_p) < \theta \) are filtered.
5: The \( \theta \)-cores which constitute communities are obtained.
6: \( A_c \leftarrow \theta \)-cores are initialized
7: The membership value of a node in a community, is calculated
8: The nodes which belong to the lower approximation of a community are filtered out.
9: Normalised community overlap factor is obtained.
10: Eigenvector centrality is being calculated using map-reduce based distributed algorithm.
11: Output: return the set of communities.

and >10000 edges). Small dataset is used to optimize the value of \( \theta \) and \( \epsilon \), which are the major parameters of the FRC-FGSN algorithm. The value of \( \theta \) and \( \epsilon \) usually vary from dataset to dataset. However for the sake of simplicity the parameter value has been optimized for the small dataset only and the same value has been fixed for other datasets. The description of the datasets are listed in Table 1.

| Dataset      | No. of vertices | No. of edges | Size               | Type          |
|--------------|-----------------|--------------|--------------------|---------------|
| Dolphin      | 62              | 152          | Small scale        | Undirected    |
| ego-Facebook | 4039            | 88234        | Large scale        | Directed      |
| ego-Gplus    | 107,614         | 13,673,453   | Large scale        | Undirected    |
| ego-Twitter  | 81,306          | 1,768,149    | Large scale        | Directed      |

6.2 Experimental Setup

The proposed algorithm is implemented in Hadoop distributed platform. The cluster used in distributed platform consists of five nodes with symmetric configuration. Each node is of i7 processor with 3.4 GHz clock speed. The secondary memory space and main memory space in each system is 1 TB and 20 GB respectively. In the cluster, one system is dedicated for master node and rest of the node act as slave or datanode. The master node is configured as namenode as well as datanode so that it can also contribute to the data processing whenever it is required.
6.3 Normalized Community Overlap Factor

In order to quantify the influential communities we have introduced a measure known as the normalized community overlap factor, $N_{p,q}$. It is defined as the ratio between the cardinality of the fuzzy intersection and the fuzzy union of the two communities $p$ and $q$.

$$N_{p,q} = \frac{|A_p \cap A_q|}{|A_p \cup A_q|}$$ (8)

After community detection process is completed, the network is transformed into an un-directed weighted network. In this new network the nodes are represented by the community representatives (granule representatives with highest granular degree in the community) and the edge weights are represented by the normalized community overlap factor ($N_{p,q}$) as given in Eq. 8. Thus the resulting network is the network on which the eigenvector centrality algorithm is run to get the centrality values of the nodes.

The proposed influential community detection algorithm (starting from FRC detection to influence calculation) has been implemented in map-reduce fashion in order to make it scalable. The program comprises of 14 mapper-reduce pairs. The sequence of steps followed are presented in Algorithm 1.

### Table 2. Observations for varying $\theta$ and $\epsilon$

| Serial no. | $\theta$ | $\epsilon$ | No. of communities | Convergence |
|------------|----------|-------------|--------------------|-------------|
|            | Quartile | Quartile    |                    |             |
| 1          | Lower    | Lower       | 2                  | Yes         |
| 2          | Lower    | Middle      | 3                  | No          |
| 3          | Lower    | Upper       | 7                  | Yes         |
| 4          | Middle   | Lower       | 2                  | Yes         |
| 5          | Middle   | Middle      | 3                  | No          |
| 6          | Middle   | Upper       | 5                  | Yes         |
| 7          | Upper    | Lower       | 2                  | Yes         |
| 8          | Upper    | Middle      | 3                  | No          |
| 9          | Upper    | Upper       | 2                  | Yes         |

7 Results and Observations

Identification of fuzzy-rough communities depends on two parameters namely, granular embeddedness threshold ($\epsilon$) and granular degree ($\theta$). The proposed algorithm has been executed on a small-scale network and three large scale networks. Since smaller networks are easier to visualize and analyze, a small
scale network was used to optimize the value of $\epsilon$ and $\theta$. The results obtained have been presented in Table 2.

The experiments have been performed on one small scale network and three large scale networks. The small-scale network used in this work is the Dolphin social network [20,21]. Since the optimal values of $\epsilon$ and $\theta$ are unknown, three different combinations of $\theta$ and $\epsilon$ are chosen for running the experiments. The value of maximum granular embeddedness ($\epsilon_{max}$) and the maximum possible value of granular degree ($\theta_{max}$) might vary from one network to another. In order to generalize the optimal values of $\epsilon$ and $\theta$, the values of $\theta$ and $\epsilon$ have been considered as the lower quartile, median and upper quartile from the range of values of $\theta$ and $\epsilon$. The radius of the granules were set to three. Since real-world social networks show small-world property the average diameter of such networks is fixed to six [22,23]. Searching for optimal values of $\epsilon$ and $\theta$ is important because if the values are not optimal two possible problems may be encountered:

1. The network of community representatives obtained after the community detection is completed, may not have a dominant eigen value in its adjacency matrix form. Since the eigenvector centrality is calculated using power method it is not possible to obtain eigenvector for a matrix with more than one dominant eigen value [24].
2. The number of communities is either too small or too big.

Nine observations have been considered with varying values of $\theta$ and $\epsilon$ (lower, middle and upper quartile). The results are presented in Table 1.

From the Table 2, it can be observed that the number of communities obtained depends on the value of $\theta$ and $\epsilon$. It can also be observed that the
power method used for obtaining eigenvector centrality is converged only when value of $\theta$ and $\epsilon$ lie in the range of lower-quartile and upper-quartile respectively.

After obtaining the optimal values for $\theta$ and $\epsilon$ the algorithm was being executed for large scale networks like Facebook, Google circle and Twitter [25]. The proposed algorithm has been compared with few other community detection algorithms based on execution time. As the FRC-FGSN algorithm is implemented in distributed platform, for comparison we have considered the parallel version of Label Propagation (PA-LPA), k- Clique percolation Method (PA-k-CPM) and Modularity Optimization (PA-MO) algorithms. The execution time has been compared on large scale network only as for small scale network, the FRC-FGSN algorithm might take longer time than expectation due to communication latency in clustering setup. The execution time is observed to be least for FRC-FGSN as shown in Fig. 2.

8 Conclusion

In this work, we have presented an efficient algorithm (FRC-FGSN) to identify the fuzzy rough communities in granular social network. Real world social networks are modeled into fuzzy granular social network (FGSN), where the basic entity for processing is fuzzy granule rather than a single node. The identified communities are characterized by crisp lower and fuzzy upper memberships which are called as fuzzy-rough communities. Each node is associated with fuzzy membership value. A node is said to be member of a community, if its membership value lies in the range of boundary region i.e., Upper-Lower. A node may belong to multiple communities. The proposed approach is suitable for exploring overlapping communities. We have also detected the outliers in the network which may not belongs to any communities. Communities are then quantified based on the eigen-centrality measures. We have implemented the model using distributed programming paradigm like map-reduce. The extensive comparison of FR-FGSN has been made with other parallel algorithms which conclude that, it has less execution time as compared to other.

In future some other distributed framework like spark can be adopted to measure the performance of the model. Other parameters like NMI, AUC, Accuracy may be considered in future to extend the experimental analysis.
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