A Novel Hybrid Method for Landslide Susceptibility Mapping-Based GeoDetector and Machine Learning Cluster: A Case of Xiaojin County, China
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Abstract: Landslide susceptibility mapping (LSM) could be an effective way to prevent landslide hazards and mitigate losses. The choice of conditional factors is crucial to the results of LSM, and the selection of models also plays an important role. In this study, a hybrid method including GeoDetector and machine learning cluster was developed to provide a new perspective on how to address these two issues. We defined redundant factors by quantitatively analyzing the single impact and interactive impact of the factors, which was analyzed by GeoDetector, the effect of this step was examined using mean absolute error (MAE). The machine learning cluster contains four models (artificial neural network (ANN), Bayesian network (BN), logistic regression (LR), and support vector machines (SVM)) and automatically selects the best one for generating LSM. The receiver operating characteristic (ROC) curve, prediction accuracy, and the seed cell area index (SCAI) methods were used to evaluate these methods. The results show that the SVM model had the best performance in the machine learning cluster with the area under the ROC curve of 0.928 and with an accuracy of 83.86%. Therefore, SVM was chosen as the assessment model to map the landslide susceptibility of the study area. The landslide susceptibility map demonstrated fit with landslide inventory, indicated the hybrid method is effective in screening landslide influences and assessing landslide susceptibility.
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1. Introduction

Rapid-moving landslides often cause an increase in the number of people and property exposed to landslide risk [1–3]. A mass of landslide disasters have caused a large number of casualties, property losses, and infrastructure damages [4,5]. In China, a total of 101,993 landslides were reported from 2008 to 2017, resulting in 1041 injuries and 5527 deaths, at least an economic loss of US$7,082,873,650 (http://www.stats.gov.cn/) (accessed on 22 December 2020). The risk zoning and early prevention of landslides are of great significance to the life and property of nationals in potential areas prone to landslides. As a risk zoning tool, landslide susceptibility mapping (LSM) can provide useful information for catastrophic loss reduction, and assist in guiding sustainable land-use planning (All acronyms and their descriptions of this research can be found in the Appendix A at the
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end of the paper). Meanwhile, it is also a solution for people without relevant expertise to understand the location of the danger zone of landslides [5,6].

Several methods and techniques have been proposed to ascertain landslide susceptibility. In general, these methods can be divided into two types: deterministic methods and statistically-based methods [7,8]. Deterministic methods are often used for studies of small areas or single slopes, statistically-based methods are often used for large-scale mapping and planning [9,10]. The core idea of the statistically-based methods is to find the relationship between historical landslide occurrence and impact factors and to predict the likelihood of future landslide occurrence based on this relationship. To seek this relationship, researchers have proposed many methods [11]. Statistically-based methods have undergone a transition from simple statistical methods to complex machine learning in recent decades.

The simple statistical method subsumes many methods, such as frequency ratio (FR) [12], analytical hierarchy processes (AHPs) [13], and the weight of evidence (WoE) [14]. Such approaches are usually easy to understand, have clear processes, and performed well in some places. However, these methods are difficult to grasp for people without expertise in geology or hazards, and they are difficult to solve situations with large amounts of data.

With the development of Geographic Information System (GIS) and artificial intelligence (AI), machine learning (ML) becomes the most used statistically-based method in LSM currently [15]. Machine learning encompasses hundreds of algorithms. The LR is the most widely used method because of its good performance and interpretability [8]. Lee [16] compared a likelihood ratio model and an LR model in Janghung, Korea, and the results showed that the LR model had higher prediction accuracy than the likelihood ratio model. ANN is another excellent model that is also widely used. Harmouzi et al. [17] produced a reliable landslide susceptibility map by ANN classifier on various physical factors in Morocco. Moayedi et al. [18] used the particle swarm optimization (PSO) algorithm to optimize ANN and generate a hybrid PSO-ANN model for the prediction of LSM, the PSO-ANN model performed better compared to ANN: R2 values of 0.9717 and 0.99131 were found for the training dataset. Other machine learning algorithms such as decision tree SVM, naïve Bayes methods, etc. are also widely tested in different areas [19,20]. In addition, some studies have improved machine learning methods by the optimization algorithm or ensemble learning to make the results better. Yang et al. [21] developed a new integrated method under the hierarchical Bayesian framework for local-scale LSM, named B-GeoSVC. The prediction accuracy of the B-GeoSVC model was 86.09% indicated that the model was able to achieve relatively accurate local-scale LSM. In recent years, deep learning methods have become popular in LSM and have achieved good performance [22]. For example, Huang et al. [23] used a fully connected sparse autoencoder neural network for LSM and the results show that the deep learning model can extract optimal non-linear features from factors successfully. Overall, machine learning and deep learning are now widely used in LSM. However, no one model is significantly better than the others, and the single machine learning model cannot perform well under different conditions and different areas [24,25]. To generate the optimal landslide susceptibility map for a particular study area, one possible solution is to compare several different methods and automatically select the optimal one.

In addition to the models, factor selection also plays a huge role in the results of LSM. Statistically-based LSM methods are based on the two basic assumptions: (1) landslides are affected by many factors and (2) new landslides are more likely to occur where landslides have occurred or in similar conditions [26,27]. Choosing the proper factors is a prerequisite for LSM. The lack of necessary factors makes the results less realistic, while too many redundant factors make the model less accurate [28]. Multicollinearity analysis and correlation attribute evaluation method are the two most widely used methods for selecting conditional factors [29]. For example, Lee et al. [10] detected multicollinearity by calculating variance inflation factors. Removing factors with co-linearity has an enhancing effect on statistical models. However, geospatial data have special characteristics that
common statistics do not have: spatial autocorrelation and spatial heterogeneity. Therefore, it is critically important to use tools that measure spatial autocorrelation and spatial heterogeneity to select landslide conditional factors for LSM.

To resolve these issues, we design a machine learning cluster including ANN, BN, LR, and SVM for the objective area to obtain the optimal landslide susceptibility map automatically. Furthermore, we present a physically meaningful factor selection method by defining effective redundant factors to make the landslide conditional factors selection more reasonable. The hybrid method is applied to Xiaojin County, China, the results were examined using a variety of indicators.

2. Materials and Methods

2.1. Study Area and Data

2.1.1. Study Area

Xiaojin County is located between longitudes 102°01′ E to 102°59′ E and latitudes 30°35′ N to 31°43′ N in part of the Aba Tibetan and Qiang Autonomous Prefecture, Sichuan Province, China (Figure 1). Xiaojin County is in the plateau area covering about 5582 km², and its terrain is high in the northeast and low in the southwest. The average mountain ridge is about 4500 m with the Siguniang Mountain in the east, as high as 6250 m. The valley area is more than 3000 m and the vertical distance is 1500–2500 m.

Figure 1. (a) The location of the study area. (b) Remote sensing images of the study area and the location of the three landslide cases. (c) Landslide inventory map and elevation map of Xiaojin County. (d–f) The landslide cases in the study area, d, e, and f are flow, fall, and slide respectively.
Xiaojin County located in the alpine valley on the edge of the Qinghai-Tibet Plateau, clamped between the seismic activity zone of the Longmen Shan fault zone and the seismic activity zone of the Xian Shui river fault zone. During the Wenchuan Earthquake and the Lushan earthquake, a large number of geological disasters occurred in the study area, resulting in serious casualties and property losses [3]. The climate of the study area is a subtropical monsoon climate zone. The average annual rainfall is 613mm, and the rainfall period is mainly from June to September. The Fubian River and the Xiaojin River are the main rivers in this area. The length, multi-year average flow, and multi-year average annual runoff of the Fubian River and Xiaojin River are 83 km and 150 km, 37.43 m$^3$/s and 103 m$^3$/s, 2.9 billion m$^3$ and 1.2 billion m$^3$, respectively. It is worth mentioning that the drop of these two rivers is very large, reaching 1960 m and 2340 m, respectively.

2.1.2. Landslide Inventory Map

In total, 616 landslides from 1949 to 2015 were obtained based on remote sensing image interpretation and field geological hazards survey by Sichuan Chuanjian Geotechnical Survey and Design Institute (http://www.sccjk.com/) (accessed on 22 December 2020) (Figure 1). These images were interpreted from the Resources satellite three (ZY-3) with 2.1 m ground pixel resolution. These interpretations and surveys are consistent with the adoption of the National Land Survey (http://www.mnr.gov.cn/) (accessed on 22 December 2020). This landslide inventory contains flow (debris flow, mudflow), fall (rockfall, debris/boulder fall), and slide (rock slide, gravel/sand/debris slide). These landslide types are defined by the new version of the Varnes classification system [27] (Figure 1d–f). Some areas in the study area are covered by glaciers and snow, which are indicated in white in the remote sensing image in Figure 1b. This study did not consider ice avalanches as a type of landslide.

2.1.3. Conditional Factors

The selection of appropriate conditional factors is paramount in modeling [30]. Based on the geographical and environmental settings of the study area and literature [4,31], all 19 conditional factors have been selected and classified into five clusters: (i) morphological (6 variables), (ii) geological (3 variables), (iii) land cover (3 variables), (iv) hydrological (4 variables), and (v) other factors (3 variables) (Table 1). All continuous variables were reclassified into five categories using the natural break method, while discrete variables were divided according to the characteristics of the data (Figure 2).

| Cluster        | Name                   | Data Description                                      |
|----------------|------------------------|-------------------------------------------------------|
| Morphological  | Elevation, Slope, Aspect, Profile curve, Plan curve, TPI | Height above sea level, Slope angle, Curvature along the slope, Topographic position index |
| Geological     | Lithology, Seismic intensity, Fault | Rock feature, Magnitude of the earthquake, Distance to fault zone |
| Land cover     | Land use, NDVI, Soil erosion | Land use, Normalized Difference Vegetation Index, Hydraulic erosion and freeze-thaw erosion |
| Hydrological   | Precipitation, River, SPI, SPI | Mean annual rainfall (1980–2010), Distance to river, Stream power index, Topographic wetness index, calculated by SAGA |
| Anthropogenic  | HAILS, Settlement, Road | Human activity intensity of land surface, Distance to residential area, Distance to road |
Figure 2. Thematic maps of conditional factors. (a) Elevation, (b) slope, (c) aspect, (d) TPI, (e) lithology, (f) seismic density, (g) fault, distance from mapping unit to the Longmen Shan Fault. (h) land use, (i) NDVI, (j) soil erosion, (k) HAILS, (l) settlement, distance from mapping unit to the nearest settlement.

### 2.2. Methods

#### (i) Morphological factors

Six morphometric factors were selected, including elevation, slope, aspect, profile curve, plan curve, and topographic position index (TPI). The elevation data was obtained from the ASTER GDEM V2.0 dataset distributed (spatial resolution of 30 m). Slope, aspect, profile curve, plan curve, and some relevant variables in the other clusters (i.e., TWI, SPI) were also derived from this dataset.

Elevation has a significant impact on the occurrence of landslides [10,32]. In this study area, most of the area is between 2000 and 4000 m above sea level and has large...
local elevation differences, which provide conditions for landslides to develop (Figure 2a). In general, hills with steep slopes are more prone to instability [33]. In this study area, 80% of slopes with slope angle among 20° to 40°, and the steepest slope angle is more than 70° (Figure 2b). Aspect mainly affects the stability of the slope mainly by affecting solar radiation and airflow (Figure 2c). Two different curvatures were morphometric variables which are profile and plan curvature. The profile curve affects the acceleration and deceleration of the flow, which in turn influences erosion and deposition. By contrast, the plan curve affects the convergence and dispersion of the flow. The TPI is a terrain parameter proposed by Andrew Weiss in 2001 to describe the terrain [34] (Figure 2d).

(ii) Geological factors

Geological conditions are the controlling factors of landslide disasters [35]. This area was affected by tectonic activities of the Longmen Shan fault zone resulting in the deformation and formation of complex geological structures. Therefore, lithology, seismic intensity, and distance to fault were chosen as geological variables. The Longmen Shan Fault is located to the east outside the study area, so the distance to the fault increases progressively from east to west, as shown in Figure 2g. Geologically the strata in this area are mainly marine sediments of the Upper Triassic. The exposed sediments are mainly the Triassic and Jurassic strata. The lithology is mainly metamorphic sandstone and long granite. The engineering rock group is dominated by softer rock and hard rock, and the soft rock and hard rock are mixed in the small area of the south (Figure 2e). Seismic intensity indicates the intensity of the earthquake’s impact on the surface and engineering buildings. The seismic intensity in most parts of the county is VI and VII. In the east, the intensity is VIII (Figure 2f). The seismic intensity data is formulated under the national standard “China Earthquake Parameter Zoning Map” (GB18306-2001).

(iii) Land cover factors

Land cover affects the stability of the ground and slopes [16,36]. The land cover cluster includes land use, NDVI, and soil erosion. The study area is covered by forests and grasslands, accounting for 67% and 27%, respectively (Figure 2h). Under the combined effect of climate and soil, the woods and grasses are not lush, and their positive effects on the stability of the slope are not strong [6]. The NDVI map can quantify the growth of green plants on the surface, which is closely related to the stability of the slope [37] (Figure 2i). Soil erosion is the result of interaction and mutual constraints of various factors in the geographical environment [38] (Figure 2j). The study area mainly has hydraulic erosion and freeze-thaw erosion, including 4 levels according to the general requirements of the People’s Republic of China industry-standard SL 190-96 “Classification Standard for Soil Erosion Classification”.

(iv) Hydrological factors

Precipitation, river, Stream power index (SPI), and Topographic wetness index (TWI) were selected as the hydrological factors. Water infiltration may reduce the stability of the slope, and continuous heavy rainfall can directly trigger landslides [39]. Due to its landlocked and plateau location, the study area does not receive much rainfall and river runoff is low. SPI measures the erosive force of water flow and has been used in different models [40]. TWI is a hypothetical measure of the cumulative amount of index water flow at any point in the basin, the TWI was calculated by SAGA-GIS software (http://saga-gis.org) (accessed on 22 December 2020) [32].

(v) Anthropogenic factors

The anthropogenic factors include Human activity intensity of land surface (HAILS), settlement, and road. The HAILS is a synthesis index for describing the effect and influence of land surface [41,42] (Figure 2k). The HAILS is the extent to which humans use, rebuild, and develop the natural surface of the land. As a new composite index, it has been applied in some studies and achieved good results [43]. The HAILS is calculated by dividing the construction land equivalent by the total area of the region [42]. The existence of settlements
and the construction of roads are the most active human activities on natural slopes. The multi-buffer distance to the settlement and the road were used to quantify the impact of the settlement and road, respectively (Figure 2l).

### 2.2. Methods

This workflow mainly consists of conditional factor selection, LSM modeling, and model validation (Figure 3). First, the conditional factor selection includes the Factor-detector and Interaction-detector methods in the GeoDetector. The GeoDetector software is freely available from [http://www.geodetector.cn/](http://www.geodetector.cn/) (accessed on 22 December 2020). Then, a machine learning cluster with four algorithms was used to model LSM. Finally, prediction accuracy and the ROC curves were used to validate the results.

![Method flowchart](image)

**Figure 3.** Method flowchart.

Before factor selection and model construction, the study area was divided into regular grids with a spatial resolution of 60 m. The choice of grid size is determined by the computational efficiency, in addition, the choice of 60 m can effectively avoid the disorderly cutting of the grid for the factors (most factors have a spatial resolution of 30 m). Consequently, 1,709,680 mapping units are obtained. This makes the grid and the factors have a good correspondence with the unit of conditional factors. The number of landslide points in each mapping unit is calculated to obtain the y-variable for the GeoDetector. A total of 616 landslide points is distributed among 616 mapping units, making the y-variable a binary variable. The 19 discrete x-variable layers and y-variable layers are subjected to spatial overlay analysis. And each obtained unit has attributes of each conditional factor.
2.2.1. Conditional Factor Selection

Choosing the suitable conditional factor and defining the effective redundant factors affect the performance of LSM mapping. The effects of factors are mainly individual and interactive, both of which are extremely important, yet most current studies do not focus on interactive effects. The GeoDetector method can calculate the effects of factors individually as well as to detect interactions between factors [44]. This method was first applied in neural tube defects [45]. Subsequently, GeoDetector was applied in many areas, including landslide hazards [46], land use [47], regional economy [48], and ecosystem [49].

The core hypothesis of GeoDetector is that if an independent variable affects a dependent variable, the spatial distributions of the independent variable and the dependent variable should tend to be consistent [44,45,50]. The principle of GeoDetector is illustrated in Figure 4. The Factor-detector can detect how much factor $X$ explains the spatial distribution of the variable $Y$. The principle of Factor-detector is as follows:

$$
q = 1 - \frac{\sum_{h=1}^{L} N_h \sigma^2_h}{N \sigma^2}
$$

where $q$ value is the metric for factor $X$; $L$ is strata (category) of $X$ or $Y$; $N_h$ and $N$ are the number of strata $h$ and global strata, respectively; $\sigma^2_h$ and $\sigma^2$ are the variances of the dependent variable $Y$ of strata $h$ and the variance of the entire area, respectively.

Interaction-detector can be used to identify interactions between conditional variables $X$s. It can evaluate whether the factors $X_1$ and $X_2$ will change the explanatory power of the dependent variable $Y$ when they work together, or the influence of these factors on $\gamma$ is independent. In the method of evaluation, the $q$ values of $X_1$ and $X_2$ for $Y$: $q(Y|X_1)$ and $q(Y|X_2)$ are first calculated separately. Then, $X_1$ and $X_2$ are overlaid to form a new strata, and calculating the value of $X_1 \cap X_2$ for $Y$: $q(Y|X_1 \cap X_2)$. Finally, the value of $q(Y|X_1)$, $q(Y|X_2)$, and $q(Y|X_1 \cap X_2)$ are compared to judge the interaction.

2.2.2. Machine Learning Cluster

The machine learning cluster contains four typical MLTs: artificial neural networks, Bayesian network, logistic regression, and support vector machines. The idea of the machine learning cluster comes from automatic machine learning (AutoML). AutoML can be seen as designing a series of advanced control systems to operate the machine learning model so that the model can automatically learn the appropriate parameters and configurations without manual intervention [51,52].
The dataset for the modeling consists of the positive and the negative sample. The positive sample set includes 616 disaster points of the field survey. The negative sample set is used to maintain the balance of the data samples, which are 100 m away from the known landslide points (positive samples). A sample set consisting of 616 non-landslide points is randomly selected. In total, 1232 points are randomly divided into three sample data groups. 60% of the sample data is set as the training dataset, 30% of the sample data is set as the testing dataset, and the other 10% of the data is the validation dataset.

(i) Artificial neural network (ANN)

Artificial neural networks are generic non-linear function approximators that have been widely used in landslide susceptibility modeling in recent years [53]. ANN not only has the common characteristics of general non-linear systems, but also has its characteristics, such as high dimensionality, the extensive interconnection between neurons, and self-adaptation [17,54]. A standard neural network consists of many simple and connected processors called neurons, each producing a sequence of real-valued activations. Such systems learn to perform tasks by considering examples, generally without being programmed with task-specific rules.

MLP (multilayer perceptron) and RBF (radial basis function) are two common network structures of ANN. An MLP allows for more complex relationships at the possible cost of increasing the training and scoring time. An RBF may have lower training and scoring times, at the possible cost of reduced predictive power compared to the MLP. The classification ability and training time of the MLP and the RBF on the data in this study were examined, the hidden layers were set to be computed automatically, boosting algorithm was used to enhance the accuracy of the models. The results show that the time cost for the MLP and the RBF are about the same: 156 s and 139 s, respectively. However, the accuracy of MLP is 92.9%, which is higher than that of RBF at 85.5%. Thus the MLP was significantly better than the RBF, the MLP was selected for the experiments.

(ii) Bayesian network (BN)

A Bayesian network is a graphical model that shows variables (usually called nodes) and their probabilities in a data set, as well as conditions and independence between these variables. This technique has been successfully applied for assessing landslide susceptibility [55,56]. In this study, the Naive Bayes Model (NB) is used to create a Bayesian network model. The likelihood ratio is used as an independent test. The joint probability of Bayesian networks can be expressed as the product of the edge probability of each node:

$$P(L, M, N) = P(L) \times P(M|L) \times P(N|L, M)$$  \hspace{1cm} (2)

where $P(L)$ is the prior probability that is the conditional probability without parent nodes, $P(M|L)$ is the conditional probability that is the occurrence probability of $M$ under the $L$ conditions, $P(N|L, M)$ is the conditional probability that is the occurrence probability of $N$ under the $L$ and $M$ conditions.

(iii) Logistic regression (LR)

Logistic regression is a statistical model that uses a logistic function to model a binary dependent variable and multiple independent variables. Its working principle is to construct a regression relationship between binary variables and independent variables for judging the probability of an event under certain conditions. If a landslide event is considered as a two-category event (occurs or does not), the binomial logistic regression model is very suitable for landslide susceptibility modeling [30,57]. The principle equation governing the LR model is as follows:

$$P(Y = 1) = \frac{\exp(a + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n)}{1 + \exp(a + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_n x_n)}$$  \hspace{1cm} (3)
where $\alpha$ is a constant term, $x_1, x_2, \ldots, x_n$ are independent variables, and $\beta_1, \beta_2, \ldots, \beta_n$ are the regression coefficients to be determined. The output probability, $P_i$ value, ranges from 0 to 1, where 0 means that the probability of a landslide in the mapping unit $i$ is 0, and 1 means that the probability of a landslide in the mapping unit $i$ is 1.

(iv) Support Vector Machine (SVM)

SVM is a generalized linear classifier that classifies data in a binary manner based on supervised learning. Its basic model is a linear classifier with the largest interval defined in the feature space. The basic idea of SVM learning is to solve the separation hyperplane that can correctly divide the training data set and has the largest geometric interval. SVM also includes kernel techniques, which makes it essentially a non-linear classifier. The prediction accuracy of an SVM is affected by the selection of the kernel functions such as sigmoid, polynomial, linear, and radial basis function (RBF). The kernel function of RBF, which is defined based on the Euclidean Distance, is the most used kernel function for landslide susceptibility assessment. The principal equation governing the RBF is as follows:

$$K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)$$

where with $\sigma > 0$, the parameter which determines the width of the RBF, $k(\cdot, \cdot)$ is a kernel function, $x_i, x_j$ are the vectors of the $i$th and $j$th training sample vectors, respectively.

2.2.3. Verification

In the current study, the predictive accuracy, the ROC curve method, and the seed cell area index (SCAI) method are for verification and comparison of the models. Predictive accuracy was used to quantitatively evaluate the accuracy of 0-value and 1-value predictions and the overall predictive accuracy. The ROC curve is a graph based on the sensitivity (also known as the true positive rate) and $1 - $specificity (also known as the false positive rate) with various cut-off thresholds. It is used to assess the prediction accuracy quantitatively [58]. The area under the ROC curves (AUC) can be considered as the statistical summary of the overall performance. The AUC is commonly recognized as the most useful accuracy statistic for landslide susceptibility modeling. SCAI was the ratio of the percentage area of each susceptibility class to the percentage of landslides that occur in each class [59]. Compared to predictive accuracy and ROC, SCAI can provide more details about the classification results of models.

3. Results

3.1. Results of Conditional Select

The results of the spatial overlay analysis are imported into GeoDetector for calculation, and the $q$ value of each conditional factor is obtained. At the same time, the $p$-value of each conditional factor is also calculated. The $p$-value is a parameter used to determine the results of a hypothesis test. The calculation results of Factor-detector and Interaction-detector are as shown in Figures 5 and 6, respectively.

The elevation is the most important factor (with $q$ of 0.46), which is followed by land use (0.33), road (0.29), and river (0.27). And the $q$ of plan curve, seismic density, SPI, and profile curve are all less than 0.01, they are considered redundant factors [44]. Besides, the $p$-values for both TWI and profile curve are greater than 0.05, and thus the results are not statistically significant. As a result, the plan curve, seismic density, SPI, profile curve, and TWI should be eliminated. However, the result of the Interaction-detector provides additional information and insights beyond the above results. We can clearly see that seismic intensity plays a positive role in the interaction with other factors, as evidenced by the nonlinear enhancement of the cross-effects with each of the factors, while other factors do not have such a strong effect. So, we tried to keep the seismic intensity and remove the other four factors.
To test whether the decision to remove the redundant factor was correct, we constructed a simple random forest model and used Mean Absolute Error (MAE) to evaluate the utility of the removal. MAE is a commonly used measure of the usefulness of factor deletion, which represents the mean of the absolute value of the error between the observed and true values. The smaller its value, the better the performance of the model. Random forest models have good generalization capabilities and are often used in such tests. In
this work, the random forest model was constructed using scikit-learn with `n_estimators` set to 100, `random_state` set to 0, and all other parameters left as default. The results showed that the MAE was 0.420 with all 19 factors retained, 0.395 with five factors (plan curve, seismic density, SPI, profile curve, and TWI) removed, and only 0.391 with four factors (plan curve, SPI, profile curve, and TWI) removed. Such results demonstrate that GeoDetector is effective for factor screening. Therefore, the conditional factor dataset with no redundant factors was used for machine learning modeling.

3.2. Accuracy Assessment of the Machine Learning Cluster

Verification and comparison of the model included prediction accuracy, the ROC curve, and SCAI. Figure 7 shows the prediction accuracy and the ROC curve of the machine learning cluster with training data and testing data. The results of SCAI are shown in Table 2.

![Figure 7](image-url)

**Figure 7.** (a) The prediction accuracy of machine learning cluster with training data and testing data. (b) The receiver operator characteristics (ROC) curve of the machine learning cluster, AUC is the acronym of the area under the ROC curve.
Table 2. The densities of landslide occurrence (SCAI) for ANN, BN, LR, and SVM models.

| Model | Class  | Pixel Number | Area (%) | Number of Landslides | Landslides (%) | SCAI |
|-------|--------|--------------|----------|----------------------|----------------|------|
| ANN   | High   | 140,711      | 8.23     | 317                  | 51.46          | 0.16 |
|       | Moderate | 728,149     | 42.59    | 228                  | 37.01          | 1.15 |
|       | Low    | 840,820      | 49.18    | 71                   | 11.52          | 4.27 |
| BN    | High   | 193,365      | 11.31    | 258                  | 41.88          | 0.27 |
|       | Moderate | 661,817     | 38.71    | 263                  | 42.69          | 0.91 |
|       | Low    | 854,498      | 49.98    | 95                   | 15.42          | 3.24 |
| LR    | High   | 135,236      | 7.91     | 325                  | 52.76          | 0.15 |
|       | Moderate | 689,856     | 40.35    | 224                  | 36.36          | 1.11 |
|       | Low    | 884,588      | 51.74    | 67                   | 10.88          | 4.75 |
| SVM   | High   | 103,094      | 6.03     | 375                  | 60.87          | 0.09 |
|       | Moderate | 641,472     | 37.52    | 197                  | 31.98          | 1.17 |
|       | Low    | 965,114      | 56.45    | 44                   | 7.14           | 7.91 |

For the predictive accuracy of four MLTs, all models performed well in the training set, exceeding 90%, and SVM even reached over 98%. While for the testing data, SVM has the best performance with 83.86%, and no other model exceeds 80.5%. For the AUC, the BN has the weakest performance, with a score of only 85.9%. While the other three algorithms performed similarly and SVM still had the highest value. The results of SCAI showed that the classes were divided with high precision in four models (Table 2). High susceptibility classes have very low SCAI values (<1) in all models, which indicates the presence of many historical landslides in high susceptibility areas. And low susceptibility classes have high SCAI values (>3). Among them, the SCAI value of SVM is more prominent compared to other models: the lowest value of the high susceptibility class. All the way, the SVM has the best performance under three verification indicators. Therefore, the machine learning cluster automatically selects SVM as the optimal model for calculation and output the results.

3.3. Landslide Susceptibility Mapping

The LSM was prepared by generating landslide susceptibility indices (LSIs) and reclassifying the class. The LSI was calculated based on the trained machine learning cluster. Using the natural breaks method, the LSM was reclassified into three susceptibility classes: high, moderate, and low (Figure 8). The reason for classifying the susceptibility into five or more classes is that if they were divided into five or more classes, the high susceptibility areas would occupy only a very small share and thus be difficult to show on the map. As shown in Figure 8, high, moderate, and low susceptibility areas have distinct zoning characteristics. The proportion of areas occupied by high, moderate, and low areas is 6.03%, 37.52%, and 56.45%, respectively, while the proportion of landslides they correspond to is 60.87%, 31.98%, and 7.14%, respectively. The high susceptibility areas were concentrated in urban areas and in areas where previous disasters had occurred, which were also concentrated near roads and rivers.
4. Discussion

4.1. Factor-Detector and Interaction-Detector

As a result of the common effect between natural processes and human activities, landslides are largely related to natural environmental conditions. And the susceptibility of landslides should tightly grasp this objective fact. Geographers, geologists, and ecologists have discovered and created many measures to characterize the various geographic environmental conditions and the impact of human activities associated with landslides. These conditions are not universal but different in different places and even at different times. The selection of landslide conditional factors and defining the effective redundant factors for the study area is critical. One strategy is to first prepare comprehensive conditional factors, including geology, hydrology, human activities, then effectively screen out the conditional factors and remove redundant factors.

The results of the Factor-detector show that elevation is the most important factor and this result is consistent with many studies [60]. When the altitude in an area varies hugely, elevation becomes an important factor affecting the occurrence of landslides. The results also show the importance of three human-related variables: roads, HAILS, and settlements (Figure 5). According to the spatial distribution of landslide data and the location of roads and residential areas, anthropogenic activities in this area have a strong effect on landslides. In other studies, factors related to anthropogenic human activities are considered to have a significant effect on the occurrence of landslides [61]. In mountainous areas, the construction of roads may cut slopes that were stable, thus destroying the original balance. The closer to the road the more severely damaged the slope is, and
the greater the likelihood of landslides. Moreover, poorly constructed roads pose more serious hazards to slopes than well-constructed roads under the same conditions. The spatial heterogeneity of human activities is much greater than the natural environmental conditions. The distribution of landslides in the study area fits this heterogeneity. That is the reason why human activities can greatly affect the distribution of landslides.

The slope and aspect did not play a huge role in affecting the occurrence of landslides (Figure 5). Slope and aspect are generally considered important factors in LSM. However, many studies believe that slope and aspect are not very important, which are consistent with the results of our study [21,62]. In this study area, landslides are mainly distributed in areas with small slopes. This distribution makes the model believe that the occurrence of landslides does not change when the slope changes within a larger range, so the slope is considered to have a small contribution. Locally, it is the road, not the slope or aspect disrupting the original slope shape and the landslide. Seismic density does not score high in the Factor-detector’s result but very active in Interaction-detector. Its interaction with most of the factors is a non-linear enhancement. Because it has a fixed value in the area of dozens of kilometers, that is, the same seismic in a place and another place ten-kilometers away from it. This leads to the factor provide little contribution because of the weak spatial heterogeneity.

Interaction-detector can calculate the interaction between different factors (Figure 6). In this study, Interaction-detector’s results show a high degree of consistency with the results of Factor-detector. Furthermore, the Interaction-detector can find the reciprocal action among factors that the Factor-detection ignores. In this regard, the role of the Interactive-detector is highlighted because it emphasizes the interaction between the factors. Strong earthquake intensity does not induce landslides in places where the slope angle is small, but it greatly induces landslides in places where the slope angle is large. Similarly, rivers are difficult to cause surface deformation in the forest, while they can easily cause instability on slopes near the highway.

Combining the results of Factor-detector and Interaction-detector, we considered TWI, profile curve, SPI, and plan curve as redundant factors. By comparing the effects before and after the use of the Factor-detector and the Interaction-detector, it is easy to see a significant change in the MAE values. When the Factor-detector was used, the MAE decreases from 0.420 to 0.395, and when the results of the Interaction-detector are considered on this basis, the MAE decreased to 0.391. These results demonstrated the superiority of the method used in this work.

4.2. Machine Learning Cluster Performance

When the input data enters the machine learning cluster, it automatically selects the most suitable model according to the model performance. In this case, SVM had the best performance in this study area and was selected for landslide susceptibility mapping. The model performance was evaluated by calculating the prediction accuracy, ROC, and SCAI statistics. The SCAI shows that high susceptibility classes have low SCAI values with less than 1, which means all four models have acceptable results. The prediction accuracy of the training dataset and testing dataset of SVM are 98.91% and 83.86%, respectively. The prediction accuracy of the other three models is at least 3% lower. Furthermore, the AUC of SVM is also higher than other models with 0.928 in the testing dataset. In the case of the same input data, different models perform differently. On the one hand, because the structure of the model itself is different, the classification criteria for the data are also different. On the other hand, because different factors play different roles in different models, that is to say, factors that have a low contribution in a given model may be useful for another and have a significant influence on the model. This also shows that for a certain study area, it is reasonable to compare multiple models and select the most appropriate one. Overall, it was observed that SVM has the best performance in the machine learning cluster, so the cluster choose SVM as the final output algorithm, and this result is matched with previous work [63]. SVM is an efficient algorithm for partitioning the hyperplane of
binary data, which solves the problem of classifying binary data by finding the minimum support vector between the data and the hyperplane. This feature allows the SVM to be advantageous in landslide susceptibility assessment where landslides are represented as binary data.

A traditional method often chooses only one model for training and prediction, which may ignore other potentially better models. In this study, we selected several typical MLTs for processing landslides and conditional factors and finally obtained the LSM of the study area. The results of the machine learning cluster indicate that clustering is a good solution to the model selection and LSM.

4.3. New Contributions and Prospect of Model

As previously mentioned, machine learning methods have been widely applied to LSM. Pham et al. [61] proposed a new hybrid model of sequential minimal optimization and SVM (SMOSVM) for accurate LSM. The results showed that the new model (AUC = 0.824) had a better performance than SVM and naive Bayes trees (NBT). The present study has similar findings to this study, indicating that SVM is an excellent and continuously optimizable method. Yang et al. [46] proposed a new method based on the GeoDetector and spatial LR model, the prediction accuracy of the new method was found to be 86.1%, which is an 11.9% improvement over the traditional LR model. Compared with [46], our study digs deeper into the function of factor interaction of GeoDetector and applies this function to landslide impact factor selection. This approach provides a new perspective to the problem of factor selection in broader earth science. Dou et al. [62] examined and evaluated the predictive capability of SVM hybrid ensemble ML algorithms, i.e., the bagging, boosting, and stacking. The results showed that the SVM-boosting model outperformed SVM-Stacking, SVM, and SVM-Bagging, which indicated that ensemble learning does not necessarily have an enhancing effect on an algorithm. This further suggests that the selection of an appropriate model is critical for LSM, which is consistent with our study. Our study proposes a simple and effective approach for LSM: putting multiple typical machine learning methods into a cluster and selecting the best model in the cluster for different study areas.

In conclusion, compared with the above studies, the new contributions of this study are (1) a factor selection method based on Factor-detector and Interactive-detector, and (2) a solution for machine learning model selection.

5. Conclusions

This study aimed to improve the reliability of LSM by using the GeoDetector and a machine learning cluster. For this reason, 616 landslides and 19 landslides conditional factors in Xiaojin County were prepared in GIS. Using Factor-detector and Interactive-detector to quantitatively analyze the individual and interactive effects of landslide conditional factors is an effective and reasonable approach. This approach provides an effective way to identify and eliminate redundant factors, the results show that plan curve, SPI, profile curve, and TWI are redundant factors. We designed a random forest model to test the effect of removing the redundant factors, and the MAE reduced from 0.420 to 0.391 after the removal, indicating the superiority of the GeoDetector. The machine learning cluster contains a variety of MLTs, and can automatically select the best model. In this case, the selected SVM had a prediction accuracy of 83.86% and an AUC value of 0.928. Thus, GeoDetector and the machine learning cluster were combined to make a landslide susceptibility map of the study area are very feasible. These approaches provide a general solution that accurately selects conditional factors and machine learning models, which could enhance the reliability of landslide susceptibility maps.
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**Appendix A List of Acronyms**

| Acronym | Description |
|---------|-------------|
| ANN     | Artificial neural network |
| AUC     | Area under the ROC curve |
| BN      | Bayesian network |
| DEM     | Digital elevation model |
| GIS     | Geographic Information System |
| HAILS   | Human activity intensity of land surface |
| LR      | Logistic regression |
| LSM     | Landslide susceptibility mapping |
| MAE     | Mean absolute error |
| ML      | Machine learning |
| NDVI    | Normalized Difference Vegetation Index |
| ROC     | Receiver operating characteristic |
| RS      | Remote Sensing |
| SAGA    | System for Automated Geoscientific Analyses |
| SPI     | Stream power index |
| SVM     | Support vector machines |
| TPI     | Topographic position index |
| TWI     | Topographic wetness index |
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