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Abstract

It is widely believed that the perceptual system of an organism is optimized for the properties of the environment to which it is exposed. A specific instance of this principle known as the Infomax principle holds that the purpose of early perceptual processing is to maximize the mutual information between the neural coding and the incoming sensory signal. In this article, we present a method to implement this principle accurately with a local, spike-based, and continuous-time learning rule.
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1. Introduction

Consider a neural perceptual system being exposed to an external environment. The system has certain internal state to represent external events. There is strong behavioral and neural evidence (e.g., Ernst & Banks, 2002; Gabbiani & Koch, 1998) that the internal representation is intrinsically probabilistic (Knill & Pouget, 2004), in line with the statistical properties of the environment.

We mark the input signal as $x$. The perceptual representation would be a
probability distribution conditional on $x$, denoted as $p(y \mid x)$. According to the Infomax principle [Attneave, 1954; Barlow et al., 1961; Linsker, 1988], the mission of the perceptual system is to maximize the mutual information (MI) between the input (sensory signal) $x$ and the output (neuronal response) $y$, which can be written as

$$\max_{p(y \mid x)} I(x; y), \quad (1.1)$$

where $I(x; y) \equiv H(y) - H(y \mid x)$ is the MI, $H(y) \equiv -E_{y \sim p(y)} \log p(y)$ and $H(y \mid x) \equiv -E_{x,y \sim p(x,y)} \log p(y \mid x)$ are marginal and conditional entropies respectively, and $E$ represents the expectation.

Despite the simplicity of the statement, the MI is generally intractable for almost all but special cases. In the past, to work around this difficulty, a variety of approximate methods were considered, including to optimize the Fisher ‘Information’ (Brunel & Nadal, 1998), the Variational Information Maximization (Agakov, 2004), and other approaches relying on approximate gaussianity of data distribution (Linsker, 1992) or zero/low-noise limit (Bell & Sejnowski, 1995; Nadal & Parga, 1994), etc. However, an accurate solution is always prioritized, for it may bring great evolutionary advantages over approximate ones.

So in this article, we first propose a novel gradient-based method to optimize the MI accurately. This method avoids the limitation that gradient method is only applicable to differentiable functions by introducing an auxiliary distribution.

In physical neural systems, the calculation of $p(y \mid x)$ will be executed by neural circuits, and in artificial systems, it will be executed by artificial components. In both cases, the capacity constraint of the system needs to be considered (Barlow et al., 1961). Due to this constraint, only latent variables in the environment deserve to be represented, while other information, such as noise, does not. The “latent variables” here refer to the invariant or slowly varying features (Wiskott & Sejnowski, 2002) underlying the sensory input, such as the

---

1 In this article, the unit of information entropy is nat, and log is based on $e$.
2 The word “accurate” used in this article does not suggest a closed form, but that the result can be made as accurate as you like.
location of an object (Battaglia et al., 2003), the direction of random dot motion (Newsome et al., 1989; Britten et al., 1992), the orientation of the drifting grating stimulus (Berkes & Wiskott, 2005), etc. A general approach for estimating latent variables online from an input stream is Bayesian filtering (Chen et al., 2003), and in this article, I will demonstrate that it can work well with the Infomax principle, that is, Bayesian filtering specifies an inductive bias for calculating the perceptual representation, and the Infomax principle guides the optimization of that calculation.

The final and most important contribution of this article is to present a biologically plausible learning algorithm based on the Infomax principle and the Bayesian filtering approach mentioned above. Biological neural systems distinguish themselves from popular artificial ones by their locality of operations, spike-based neural coding, and continuous-time dynamics. Among these properties, the locality of operations is the hardest to achieve, for it restricts the learning rule to only involve variables that are available locally in both space and time. A large body of research, including Földiák & Fidiró (1989), Rubner & Tavan (1989), Krotov & Hopfield (2019), etc., has used local learning rules motivated by Hebb's idea, but these rules are postulated rather than derived from a principled cost function. In this article, I demonstrate that the property of spatial locality can be achieved under the mean-field approximation, and the property of temporal locality can be achieved under certain assumptions of the chronological order of sensory stimuli. The other two biological properties will also be achieved by using an inhomogeneous Poisson model of spike generation.

The rest of the article is organized as follows. Section 2 introduces the unbiased algorithm to maximize the MI accurately, Section 3 introduces the mean-field approximation to make the algorithm to be spatially local, Section 4 introduces the Bayesian filtering technique to make the algorithm to be temporally local, and Section 5 introduces the inhomogeneous Poisson process to achieve the properties of spike-based neural coding and continuous-time dynamics. The techniques developed in this article are incremental, that is, in Section 5 we
will obtain a learning algorithm with all of the above properties.

2. The accurate method to maximize the MI

In mathematics, the optimization problem (1.1) can be solved with a gradient ascent algorithm. Since there is no eligible notation for gradient ascent or descent algorithms yet, we set up one here. The symbols

\[
\text{asc } \frac{\delta J[f]}{\delta f}, \quad \text{and } \text{des } \frac{\delta J[f]}{\delta f}
\]

will be used to denote the gradient ascent and descent algorithms for solving

\[\max_f J[f], \quad \text{and } \min_f J[f],\]

respectively, in which \(f\) is a function, \(J[f]\) is a functional of \(f\), \(\delta f\) is a small change in \(f\), and \(\delta J[f]\) is the variation of \(J[f]\) due to \(\delta f\). With this notation, the gradient ascent algorithm for the problem (1.1) can be denoted as

\[
\text{asc } \frac{\delta I(x; y)}{\delta p(y|x)}, \quad (2.1)
\]

where \(\delta I(x; y)\) is the variation of \(I(x; y)\) due to \(\delta p(y | x)\).

In the real environment, the input signal \(x\) is sampled from an unknown but fixed distribution \(p(x)\). Any small change in \(p(y | x)\) will lead to a corresponding variation of \(I(x; y)\). We can derive from formulas of information theory that

(Proof A.1)

\[
\delta I(x; y) = E_{x \sim p(x)} \int \log \left( \frac{p(y | x)}{p(y)} \right) \delta p(y | x) \, dy, \quad (2.2)
\]

where \(\delta p(y | x)\) represents the small change in \(p(y | x)\), and \(\delta I(x; y)\) represents the variation of \(I(x; y)\) due to \(\delta p(y | x)\).

The marginal distribution \(p(y)\) in (2.2) cannot be computed directly, but we can create an auxiliary distribution \(q(y)\) that is equal to it. Since \(p(y)\) may change as \(p(y | x)\) changes with optimization, the auxiliary \(q(y)\) should also be

\[\text{3The variation of a functional is the analogous concept to the differential of a function.}\]
trained continuously to keep pace with $p(y)$. The algorithm used for training $q(y)$ is (Proof. A.2)

$$\text{des}_{q(y)} \mathbb{E}_{x \sim p(x)} \int (q(y) - p(y \mid x)) \delta q(y) \, dy. \quad (2.3)$$

Now, we obtain a gradient-based method to maximize the MI accurately, which is composed of (2.3) and

$$\text{asc}_{\delta p(y \mid x)} \mathbb{E}_{x \sim p(x)} \int \log \left( \frac{p(y \mid x)}{q(y)} \right) \delta p(y \mid x) \, dy. \quad (2.4)$$

In principle, the algorithm in (2.4) is executed only when the algorithm in (2.3) reaches a stable state. In practice, this can be done by setting two different learning rates for the two processes, respectively.

**Modeling.** If $p(y)$ and $p(y \mid x)$ are parametric, we can model them with artificial models, such as ANNs (artificial neural networks), and then execute (2.3) and (2.4) by sampling $x$ repeatedly (that is, the Monte Carlo). As this method is unbiased, the result can be made as accurate as you like. In contrast, if $p(y)$ or $p(y \mid x)$ is not parametric, in addition to sampling $x$, it is also needed to sample or grid $y$ to integrate over it numerically, which is theoretically feasible, but extremely time consuming in practice.

**Chase game.** One interesting finding about (2.3) and (2.4) is that they are playing a chase game. Given that

$$\begin{cases} q(y) - p(y \mid x) > 0, & \log \left( \frac{p(y \mid x)}{q(y)} \right) < 0 \quad \text{if } q(y) > p(y \mid x) \\ q(y) - p(y \mid x) < 0, & \log \left( \frac{p(y \mid x)}{q(y)} \right) > 0 \quad \text{if } q(y) < p(y \mid x), \end{cases} \quad (2.5)$$

the descent algorithm in (2.3) always makes $q(y)$ close to $p(y \mid x)$, and the ascent algorithm in (2.4) always makes $p(y \mid x)$ away from $q(y)$.

Schmidhuber (1992) has used a similar approach, but the formulas used in that work are postulated rather than derived from a certain principle.

### 3. The mean-field approximation and spatial locality

Now, we consider the neuronal response $y \equiv (y_1 y_2 \cdots y_n)$ as an $n$-tuple vector, in which $y_i$ represents the response of a single neuron (or perhaps a
cortical column). The conditional probability of \( y_i \) is denoted by \( p(y_i \mid xy_{-i}) \), where \( xy_{-i} \) is the abbreviation for \( (y_1 \cdots y_{i-1}y_{i+1} \cdots y_n) \). Our goal is to find a learning algorithm to optimize the calculation of \( p(y_i \mid xy_{-i}) \) in a spatially local manner.

Let us imagine a nut with a kernel and a shell. The kernel is the composite of the representation neuron numbered \( i \) and some other auxiliary components. It is responsible for calculating and optimizing \( p(y_i \mid xy_{-i}) \) every time the inputs \( x \) and \( y_{-i} \) are inputted, and then it outputs \( y_i \). The calculation capacity of it is limited, that is, it can only calculate the (conditional) probability of a scalar variable, such as \( p(y_i \mid xy_{-i}) \), \( p(y_i \mid x) \), and \( p(y_i \mid y_{-i}) \), but not \( p(y_{-i} \mid x) \) because the \( y_{-i} \) and \( x \) can both be vectors. The shell of the nut is a metaphor for the property of spatial locality. It keeps all signals except \( x, y_{-i}, \) and \( y_i \) from passing through it.

The optimization of \( p(y_i \mid xy_{-i}) \) each time may bring a small change \( \delta p(y_i \mid xy_{-i}) \). Due to the constraints introduced in the last paragraph, the small change \( \delta p(y_i \mid xy_{-i}) \) should not depend on the distribution \( p(y_{-i} \mid x) \), which is incalculable, nor should it bring any changes to other probabilities \( p(y_j \mid xy_{-j}) \) | \( j \neq i \). These two requirements are met if and only if (see Proof A.3)

\[
p(y \mid x) = \prod_{i=1}^{n} p(y_i \mid x),
\]

which was known as the mean-field approximation (Blei et al., 2017). In computational neuroscience, (3.1) is the formalization of the independent-neuron hypothesis (see Dayan & Abbott, 2001, chapter 1.5). This hypothesis generally states that individual neurons act independently, which is a useful simplification and is not in gross contradiction with experimental data.

Under the mean-field approximation, the conditional probability for \( y_i \) will degenerate from \( p(y_i \mid xy_{-i}) \) into \( p(y_i \mid x) \), and we will also have

\[
\delta p(y \mid x) = \sum_{i=1}^{n} p(y_{-i} \mid x) \delta p(y_i \mid x),
\]
According to (3.2) and (3.3), the optimization problem (1.1) now can be solved with a distributed algorithm with the $i$'th part of it as (see Proof A.5)

$$\delta I(x; y) = \sum_{i=1}^{n} E_{x \sim p(x)} \int \log \frac{p(y_i \mid x)}{p(y_i \mid y_{-i})} \delta p(y_i \mid x) dy_i. \quad (3.3)$$

Similar to the algorithms (2.3) and (2.4) derived in the last section, (3.4) is solved by the chase of two algorithms (3.5) (see Proof A.6) and (3.6).

$$\begin{cases} \text{des} \frac{\delta q(y_i \mid y_{-i})}{\delta p(y_i \mid x)} & E_{x \sim p(x)} \int \frac{q(y_i \mid y_{-i}) - p(y_i \mid x)}{q(y_i \mid y_{-i})} \delta q(y_i \mid y_{-i}) dy_i \quad (3.5) \\ \text{asc} \frac{\delta q(y_i \mid y_{-i})}{\delta p(y_i \mid x)} & E_{x \sim p(x)} \int \log \frac{p(y_i \mid x)}{q(y_i \mid y_{-i})} \delta p(y_i \mid x) dy_i. \quad (3.6) \end{cases}$$

In principle, the algorithm in (3.6) is executed only when the algorithm in (3.5) is at a stable point.

The scale of spatial locality. So far, we have realized the property of spatial locality on the nut scale, but we have not yet resolved it for the learning algorithms executed inside the shell. Since our learning algorithm is gradient-based, it is spatially local only when both $q(y_i \mid y_{-i})$ and $p(y_i \mid x)$ can be modeled with no hidden units. This will be further discussed in the end of Section 5.

4. Bayesian filtering and temporal locality

Now we introduce time into perception by proposing the concept of perceptual events. Perceptual event relates to the generation of a stable and informative perceptual representation through the accumulation of sensory stimuli over a short period of time. It is the smallest granularity in conscious perception, that is, all stimuli during this period would be grouped and subjectively interpreted as a single event, and so their chronological order cannot be judged by
the agent (VanRullen & Koch, 2003). For a perceptual event, the input $x$ is the time series

$$x_{1:T} \equiv (x_1 x_2 \cdots x_T),$$

where $x_t | t \in (1:T)$ represents the sensory stimulus at time step $t$, $T$ is the total time steps of the period of accumulation, and the size of time step is $\Delta t$. The generated perceptual representation is $p(y | x_{1:T})$.

As we discussed in the section 1, the representation $p(y | x_{1:T})$ can be interpreted as the estimate of certain latent variables according to the observation $x_{1:T}$. The perceptual system goes through a series of transient states before obtaining it. Naturally, these transient states can be interpreted as the estimate of those variables based on the incomplete observations at the time. To be more specific, the transient state at time step $t$ is the conditional distribution $p(y | x_{1:t})$, and the spontaneous state before any stimuli arriving is the prior distribution $p(y)$.

The property of temporal locality indicates that in each time step $t$, the new state $p(y | x_{1:t})$ is calculated only according to the current stimulus $x_t$ and the old state $p(y | x_{1:t-1})$. In Bayesian theory,

$$p(y | x_{1:t}) \propto p(y | x_{1:t-1})p(x_t | y), \quad (4.1)$$

where $p(y | x_{1:t-1})$ is the prior probability, and $p(x_t | y)$ is the likelihood probability. Therefore, $p(y | x_{1:T})$ can be obtained recursively through

$$p(y | x_{1:T}) \propto p(y)p(x_1 | y)p(x_2 | y)\cdots p(x_T | y). \quad (4.2)$$

Since $p(y | x_{1:T})$ does not encode the temporal information of a single stimulus, the likelihood $p(x_t | y) | t \in (1:T)$ is assumed to be time-invariant, that is,

$$p(x_1 | y) \overset{d}{=} p(x_2 | y) \overset{d}{=} \cdots p(x_T | y), \quad (4.3)$$

where the symbol $\overset{d}{=}$ denotes equality in distribution. Under this assumption, the expression (4.2) is actually the formula of Bayesian filtering (Särkkä, 2013), except that in the standard definition of Bayesian filtering, the latent variables can change according to a certain transition probability.
The goal of the perceptual system in learning is to maximize the MI between $x_{1:T}$ and $y$:

$$\max_{p(y|x_{1:T})} I(x_{1:T}; y)$$ (4.4)

Constrained by the property of temporal locality, the gradient information that guides learning is only available for the calculation in the last time step, so only $p(x_T \mid y)$ can be involved in optimization, while $p(y)$ and $p(x_t \mid y)\lvert_{t\in(1:T-1)}$ can not. However, if we assume that the probability $p(x_{1:T})$ is invariant for any permutation in $x_{1:T}$, then the shallow training on $p(x_T \mid y)$ can deliver the same results as the deep training performed on all likelihood functions simultaneously.

To use an example, if the observations $(x_1 x_2 x_3)$, $(x_2 x_3 x_1)$, and $(x_3 x_1 x_2)$ are equally likely to occur, then the training of the last likelihood probability in each event is equivalent to the training of all involved likelihood probabilities in one event.

By introducing time $t$ into (3.1), we have that for all $t \in (1:T)$,

$$p(y \mid x_{1:t}) = \prod_{i=1}^{n} p(y_i \mid x_{1:t}).$$ (4.5)

From (4.2), (4.4), and (4.5), we can prove that (Proof A.7) for all $i \in (1:n)$,

$$p(y_i \mid x_{1:T}) \propto p(y_i)p(x_1 = x_1 \mid y_i)p(x_1 = x_2 \mid y_i)\cdots p(x_1 = x_T \mid y_i)$$ (4.6)

The expression (4.5), like (3.1), allows us to develop a learning algorithm with the property of spatial locality, and the expression (4.6), as discussed in the last paragraph, allows us to make this algorithm to be temporally local. However, we will not formalize this algorithm as what we did in the last section, because the dependence of $\delta p(y_i \mid x_{1:T})$ on $\delta p(x_1 = x_T \mid y_i)$ is very verbose.

*Temporal information and consciousness.* We have used two assumptions in this section, one is that the distribution $p(x_t \mid y)$ is time-invariant, and the other is that the probability $p(x_{1:T})$ is invariant for permutations in $x_{1:T}$. Both of them relate to the idea that the chronological order in $x_{1:T}$ conveys no or little perceptible information, which is generally true only for a very short period of time, like 20–50 ms (Kristofferson, 1967; Hirsh & Sherrick Jr, 1961). We think
that the extraction of temporal information from a sensory stream on a longer
time scale should be attributed to the function of advanced consciousness rather
than perception, whereas the topic of consciousness will not be covered in this
article.

*Short-term plasticity.* Although the property of temporal locality limits that
the new state can only be calculated according to the current stimulus and the
last state, it does not prohibit the system itself from being affected by experience
short-termly in the order of hundreds or thousands of milliseconds. For example,
the short-term plasticity can enable the system to respond similarly to a similar
stimulus received not long ago ([Fischer & Whitney, 2014](#)). However, this topic
will not be covered in this article either.

5. **Poisson model of continuous-time spike generation**

In physical neural systems, the response of a neuron evoked by an input
is a sequence of spikes. A complete description of the stochastic relationship
between the input and the response would require us to know the probabilities
Corresponding to every possible sequence of spikes. However, the number of the
sequences is typically so large that it is impossible to determine or even roughly
estimate all of their probabilities of occurrence. Instead, we must rely on some
statistical model. In this work, we assume that the spikes of a single neuron are
statistically independent, which is referred to as the independent spike hypoth-
esis ([Rieke et al., 1999](#), [Heeger et al., 2000](#), [Dayan & Abbott, 2001](#)). Under
this hypothesis, the instantaneous firing rate is sufficient information to predict
the probabilities of spike sequences, and the spikes can be seen as generated by
an inhomogeneous Poisson process.

We reduce the size of the time step $\Delta t$ until the probability that more than
one spike could appear in $(t, t + \Delta t)$ is small enough to be ignored. In this
scenario, the neuronal response $y_i$ equals 1 if there is a spike of neuron $i$, and
$y_i = 0$ if there is not. The distribution $p(y_i \mid x_{1:t})$ is a Bernoulli distribution,
and its relationship with the instantaneous firing rate \( r_i(t) \) is
\[
\begin{cases}
    p(y_i = 0 \mid x_{1:t}) = 1 - r_i(t) \Delta t \\
    p(y_i = 1 \mid x_{1:t}) = r_i(t) \Delta t.
\end{cases}
\] (5.1)

When the probability of a spike is small enough, according to (4.6), we have
\[
p(y_i = 1 \mid x_{1:t}) = \alpha_i(x_t) p(y_i = 1 \mid x_{1:t-1}),
\] (5.2)
where \( \alpha_i(x_t) = \frac{p(x_1 = x_t \mid y_i = 1)}{p(x_1 = x_t \mid y_i = 0)} \). This probability may exceed the threshold that \( p(y_i = 1 \mid x_{1:t}) \ll 1 \) after a period of time, so in each time step, a squashing operation that keeps the probability small should be executed:
\[
p(y_i = 1 \mid x_{1:t}) = \phi(p(y_i = 1 \mid x_{1:t})),
\] (5.3)
where the function \( \phi \) squashes the probability into the range \([r_{\text{min}} \Delta t, r_{\text{max}} \Delta t]\), and \( r_{\text{min}} \) and \( r_{\text{max}} \) are the maximum and minimum instantaneous firing rates, respectively.

We think that the optimization in (1.1) is performed in each time step, that is, for all \( t \in \mathbb{N}^+ \), our goal is to
\[
\max_{p(y \mid x_{1:t})} I(x_{1:t}; y).
\] (5.4)
This is different from the scenario which is discussed in the last section, where the optimization is performed only in the time step \( T \). Compared to the previous case, (5.4) applies to the broader case where the latent variables can be slowly varying. Given this, the second effect of the squashing operation in (5.3) is to make the system placing more emphasis on recent stimuli and less on older ones.

Due to the property of temporal locality, the gradient information for learning is only available for the calculation in the latest time step, so according to (5.2)
\[
\delta p(y_i = 1 \mid x_{1:t}) = p(y_i = 1 \mid x_{1:t-1}) \delta \alpha_i(x_t).
\] (5.5)
According to (3.3) and (5.4),
\[
\delta I(x_{1:t}; y) = \sum_{i=1}^{n} \mathbb{E}_{x_{1:t} \sim p(x_{1:t}) \atop y_{-i} \sim p(y_{-i} \mid x_{1:t})} p(y_i = 1 \mid x_{1:t-1}) \log \frac{p(y_i = 1 \mid x_{1:t})}{p(y_i = 1 \mid y_{-i})} \delta \alpha_i(x_t).
\] (5.6)
From \((4.5)\), \((5.5)\), and \((5.6)\), and similar to the derivation of \((3.4)\), the optimization problem \((5.4)\) can be solved with a distributed algorithm with the \(i\)'th part of it as

\[
\text{asc} \quad \frac{\delta \alpha_i(x_t)}{E_{x_{1:t} \sim p(x_{1:t})}} \left( y_i \sim p(y_i \mid x_{1:t}) \right) \log \frac{p(y_i = 1 \mid x_{1:t})}{p(y_i = 1 \mid y_i)} \delta \alpha_i(x_t) . \tag{5.7}
\]

Similar to the derivation of \((2.3)/(2.4)\) and \((3.5)/(3.6)\), \((5.7)\) can be solved by the chase of two algorithms \((5.8)\) and \((5.9)\):

\[
\begin{cases}
\text{des} \quad \frac{\delta q_i(y_i)}{E_{x_{1:t} \sim p(x_{1:t})}} \left( y_i \sim p(y_i \mid x_{1:t}) \right) (q_i(y_i) - p(y_i = 1 \mid x_{1:t})) \delta q_i(y_i) \\
\text{asc} \quad \frac{\delta \alpha_i(x_t)}{E_{x_{1:t} \sim p(x_{1:t})}} \left( y_i \sim p(y_i \mid x_{1:t}) \right) \log \frac{p(y_i = 1 \mid x_{1:t})}{q_i(y_i)} \delta \alpha_i(x_t), \tag{5.8}
\end{cases}
\]

where \(q_i(y_i)\) is the auxiliary function to fit the probability \(p(y_i = 1 \mid y_i)\).

Although \((5.9)\) seems complex at the first glance, it can be simply explained that the optimization is performed only when there is a spike in the previous time step, and the gradient signal of \(\alpha_i(x_t)\) is proportional to the log-ratio of \(p(y_i = 1 \mid x_{1:t})\) and \(q_i(y_i\).

In summary, there are three operations to be performed in each time step for each representation neuron, including an update operation \((5.2)\), a squash operation \((5.3)\), and an optimize operation \((5.7)\). All of them use only information that is available locally in both space and time.

**The squashing function \(\phi\).** As mentioned above, there are two tasks for the function \(\phi\). One is to keep the probability of spiking in a small value, and the other is to make the system forgetting earlier stimuli. For the second purpose, it should be S-shaped and pass through a fixed point at the prior probability \(p(y_i = 1)\). The shape of \(\phi\) may be not constant, but controlled by external factors such as attention (this topic will not be covered in this article).

The nonlinear region of \(\phi\) continuously pushes the representation towards the fixed point (prior probability), which can account for the emergence of tuning curve (see Dayan & Abbott, 2001, chapter 1.2), since only the stimulus of specific patterns can resist this force well.
Continuous-time limit. The system can approach continuous dynamical as the size of the time step $\Delta t$ shrinks to 0 ms. In physical neural systems, there exists a refractory period of about 1 ms after each action potential. However, we think of this phenomenon as a physiological defect rather than a necessary functionality.

Locality of operations. All the three operations including (5.2), (5.3), and (5.7) use only local information. The remaining question is, as mentioned at the end of Section 3, whether $q_i(y-i)$ and $\alpha_i(x_t)$ can be modeled with models without hidden units.

When $\Delta t$ is small enough, given that the probabilities $p(y_j | x_{1:t})|_{j \neq i}$ are small and independent, the concurrence of spikes from different neurons is negligible. In this case, the value of $q_i(y-i)$ will depend on $y-i$ linearly as

$$q_i(y-i) = (w_{(i)}^\top y-i + b_i)\Delta t,$$

where $w_{(i)}$ is a trainable vector (synaptic strengths) of size $n-1$.

As for $\alpha_i(x_t)$, it is unreasonable to assume that the distribution of each component of $x_t$ is independent. If $\alpha_i(x_t)$ is set to be linear, but we want it to handle complex problems like XOR, then this can be done by connecting multiple neurons hierarchically, each of which optimizes itself locally. For example, in cat primary visual cortex, the responses of simple cells map linearly with light spots in their receptive fields, while the responses of complex cells, which receive input from other simple and complex cells, have complex and diverse mappings (Hubel & Wiesel, 1962). However, this remains to be studied in future works.

6. Summary

In this article, under four assumptions, including (a) the Infomax principle, (b) the independent-neuron hypothesis, (c) the chronological order of sensory stimuli in a short time interval conveys no or little perceptible information, and (d) the independent spike hypothesis, we obtain a biologically plausible learning algorithm with the proprieties of locality of operations, spike-based
neural coding, and continuous-time dynamics. The Infomax principle (a) is our cornerstone and starting point, and we have tried to convince readers that the assumptions (b), (c), and (d) are natural or necessary conditions for a neural perceptual system to acquire all the desired properties. Given that (b), (c), and (d) have been postulated or discovered already in cognitive and physiological experiments, this enhances the plausibility that our algorithm can be found physically implemented in neural perceptual systems in nature.
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A. Supplementary Information

A.1. The proof of

\[ \delta I(x; y) = E_{x \sim p(x)} \int \log \left( \frac{p(y | x)}{p(y)} \right) \delta p(y | x) \, dy \]

Proof.

\[ \delta H(y) = H_{p+\delta p}(y) - H_p(y) \]
\[ = \int -(p(y) + \delta p(y)) \log(p(y) + \delta p(y)) \, dy - \int -p(y) \log p(y) \, dy \]
\[ = \int -(p(y) + \delta p(y)) \left( \log p(y) + \frac{1}{p(y)} \delta p(y) \right) \, dy + \int p(y) \log p(y) \, dy \]
\[ = \int \left( -1 - \log p(y) \right) \delta p(y) \, dy \]
\[ = \int \left( -1 - \log p(y) \right) \int p(x) \delta p(y | x) \, dx \, dy \]
\[ = E_{x \sim p(x)} \int \left( -1 - \log p(y) \right) \delta p(y | x) \, dy, \quad (A.1) \]

where \( \delta p(y | x) \) represents the small change in \( p(y | x) \), \( \delta p(y) \) represents the small change in \( p(y) \) due to \( \delta p(y | x) \), \( H_p(y) \) and \( H_{p+\delta p}(y) \) represent the information entropies of \( y \) when \( y \sim p(y) \) and \( y \sim (p(y) + \delta p(y)) \) respectively.

\[ \delta H(y | x) = H_{p+\delta p}(y | x) - H_p(y | x) \]
\[ = E_{x \sim p(x)} \int -(p(y | x) + \delta p(y | x)) \log(p(y | x) + \delta p(y | x)) \, dy - \]
\[ E_{x \sim p(x)} \int -p(y | x) \log p(y | x) \, dy \]
\[ = E_{x \sim p(x)} \int -(p(y | x) + \delta p(y | x)) \left( \log p(y | x) + \frac{1}{p(y | x)} \delta p(y | x) \right) \, dy - \]
\[ E_{x \sim p(x)} \int -p(y | x) \log p(y | x) \, dy \]
\[ = E_{x \sim p(x)} \int \left( -1 - \log p(y | x) \right) \delta p(y | x) \, dy, \quad (A.2) \]

where \( H_p(y | x) \) and \( H_{p+\delta p}(y | x) \) respectively represent the conditional entropies when \( y \sim p(y | x) \) and \( y \sim (p(y | x) + \delta p(y | x)) \) given \( x \sim p(x) \).
\[ \delta I(x; y) = \delta H(y) - \delta H(y \mid x) \]
\[ = E_{x \sim p(x)} \int \log \left( \frac{p(y \mid x)}{p(y)} \right) \delta p(y \mid x) \, dy \]

A.2. The proof of

The algorithm \[ \text{des} \quad \frac{\delta q(y)}{\delta q(y)} \int (q(y) - p(y \mid x)) \, \delta q(y) \, dy \] will end up with \[ q(y) = p(y). \]

Proof.

\[ \text{des} \quad \frac{\delta q(y)}{\delta q(y)} \int (q(y) - p(y \mid x)) \, \delta q(y) \, dy \]
\[ = \text{des} \int (q(y) - E_{x \sim p(x)} p(y \mid x)) \, \delta q(y) \, dy \]
\[ = \text{des} \int (q(y) - p(y)) \, \delta q(y) \, dy. \]

When \( q(y) > p(y) \), this gradient descent algorithm will decrease \( q(y) \), and vice versa. Therefore, this optimization will end up with \( q(y) = p(y) \).

A.3. The proof of

For a family of distribution \( p(a, b) \) without constraints on its marginal distributions, we can make a small change \( \delta p(a \mid b) \), which is independent of \( p(b) \), on \( p(a \mid b) \) without changing \( p(b \mid a) \) if and only if \( p(a, b) = p(a)p(b) \).

Proof.

Only If: When we make a small change \( \delta p(a \mid b) \) to \( p(a \mid b) \),

\[ \delta p(b \mid a) = \frac{p(a, b) + \delta p(a \mid b)p(b) - p(a, b)}{p(a)} \frac{p(a, b) + \int \delta p(a \mid b')p(b') \, db'}{p(a)} \]
\[ = \frac{\delta p(a \mid b)p(b) - p(a, b) \int \delta p(a \mid b')p(b') \, db'}{[p(a)]^2} \]
\[ = 0 \]

\[ \therefore \frac{p(a)}{p(a \mid b)} = \frac{\int \delta p(a \mid b')p(b') \, db'}{\delta p(a \mid b)} \quad \text{(A.3)} \]
$\therefore \delta p(a \mid b')$ is independent of $p(b')$,
$\therefore$ we can choose different $p(b')$ without changing the equality of (A.3),
$\therefore \delta p(a \mid b')$ is not a function of $b'$.
$\therefore \frac{p(a)}{p(a \mid b)} = 1$
$\therefore p(a, b) = p(a)p(b)$

If:

It is obviously true.

A.4. The proof of $\delta I(x; y) = \sum_{i=1}^{n} \mathbf{E}_{y \sim p(y)} \int \log \frac{p(y_i \mid x)}{p(y_i \mid y-i)} \delta p(y_i \mid x) \, dy_i$

Proof.
According to (3.1),

$\delta p(y_i \mid xy_{-i}) = \delta p(y_i \mid x)$

$\therefore \delta p(y_i \mid y_{-i}) = \int p(x \mid y_{-i}) \delta p(y_i \mid xy_{-i}) \, dx$

$= \int p(x \mid y_{-i}) \delta p(y_i \mid x) \, dx.$  \hfill (A.4)

Let $\delta p_i(y) \equiv p(y_{-i}) \delta p(y_i \mid y_{-i})$.

$\delta p(y) = \int p(x) \delta p(y \mid x) \, dx$

$= \int p(x) \sum_{i=1}^{n} p(y_{-i} \mid x) \delta p(y_i \mid x) \, dx$ \hfill (according to (3.2))

$= \sum_{i=1}^{n} \int p(y_{-i})p(x \mid y_{-i}) \delta p(y_i \mid x) \, dx$ \hfill (A.5)

$= \sum_{i=1}^{n} p(y_{-i}) \delta p(y_i \mid y_{-i})$ \hfill (according to (A.4))

$= \sum_{i=1}^{n} \delta p_i(y)$
Let $H_{\delta p}(y) \equiv H_{p+\delta p}(y) - H_p(y)$. Since $\delta p$ and $\delta p_i$ are sufficiently small, according to (A.5),

$$\delta H(y) = \sum_{i} H_{\delta p_i}(y). \quad (A.6)$$

$\therefore \int p(y) + \delta p_i(y) \, dy_i = p(y_{-i}) + \int \delta p_i(y) \, dy_i$

$$= p(y_{-i}) + \int p(y_{-i}) \delta p(y_i \mid y_{-i}) \, dy_i$$

$$= p(y_{-i})$$

$\therefore H_{p+\delta p_i}(y_{-i}) = H_p(y_{-i})$

$\therefore H_{\delta p_i}(y) = H_{p+\delta p_i}(y) - H_p(y)$

$$= [H_{p+\delta p_i}(y_{-i}) + H_{p+\delta p_i}(y_i \mid y_{-i})] - [H_p(y_{-i}) + H_p(y_i \mid y_{-i})]$$

$$= H_{p+\delta p_i}(y_i \mid y_{-i}) - H_p(y_i \mid y_{-i})$$

$$= \int p(y_{-i}) \int (-1 - \log p(y_i \mid y_{-i})) \delta p(y_i \mid y_{-i}) \, dy_i \, dy_{-i}$$

$$= \int \int p(y_{-i})(-1 - \log p(y_i \mid y_{-i})) \, p(x \mid y_{-i}) \delta p(y_i \mid x) \, dx \, dy_i \, dy_{-i}$$

$$= \mathbb{E}_{x \sim p(x) \, \, y_{-i} \sim p(y_{-i} \mid x)} \int (-1 - \log p(y_i \mid y_{-i})) \delta p(y_i \mid x) \, dy_i$$

According to (A.6),

$$\delta H(y) = \sum_{i=1}^{n} \mathbb{E}_{x \sim p(x) \, \, y_{-i} \sim p(y_{-i} \mid x)} \int (-1 - \log p(y_i \mid y_{-i})) \delta p(y_i \mid x) \, dy_i \quad (A.7)$$

Let $\delta p_i(y \mid x) \equiv p(y_{-i} \mid x) \delta p(y_i \mid x)$. According to (3.2),

$$\delta p(y \mid x) = \sum_{i=1}^{n} \delta p_i(y \mid x) \quad (A.8)$$

Let $H_{\delta p}(y \mid x) \equiv H_{p+\delta p}(y \mid x) - H_p(y \mid x)$. Since $\delta p(y \mid x)$ and $\delta p_i(y_i \mid x)$ are sufficiently small, according to (A.8),

$$\delta H(y \mid x) = H_{\delta p}(y \mid x) = \sum_{i=1}^{n} H_{\delta p_i}(y \mid x) \quad (A.9)$$
According to (A.7) and (A.10),

\[
\delta H_{p_i}(y \mid x) = E_{x \sim p(x)} \int (-1 - \log p(y \mid x)) \delta p_i(y \mid x) \, dy
\]

\[
= E_{x \sim p(x)} \int (-1 - \log p(y_i \mid x) - \log p(y_{-i} \mid x)) p(y_{-i} \mid x) \delta p(y_i \mid x) \, dy
\]

\[
= E_{x \sim p(x)} \int (-1 - \log p(y_i \mid x)) \delta p(y_i \mid x) \, dy_i
\]

According to (A.9),

\[
\delta H(y \mid x) = \sum_{i=1}^{n} E_{x \sim p(x)} \int (-1 - \log p(y_i \mid x)) \delta p(y_i \mid x) \, dy_i\tag{A.10}
\]

According to (A.7) and (A.10),

\[
\delta I(x; y) = \delta H(y) - \delta H(y \mid x)
\]

\[
= \sum_{i=1}^{n} E_{x \sim p(x)} \int (-1 - \log p(y_i \mid y_{-i})) \delta p(y_i \mid x y_{-i}) \, dy_{-i}
\]

\[
= \sum_{i=1}^{n} E_{x \sim p(x)} \int (-1 - \log p(y_i \mid x y_{-i})) \delta p(y_i \mid x y_{-i}) \, dy_i
\]

\[
= \sum_{i=1}^{n} E_{x \sim p(x)} \int \log \frac{p(y_i \mid x y_{-i})}{p(y_i \mid y_{-i})} \delta p(y_i \mid x y_{-i}) \, dy_i
\]

\[
= \prod_{i=1}^{n} p(y_i \mid x).
\]

A.5. The proof of

The distributed algorithm \( \text{asc} \) \( I_{x \sim p(x)} \) \( \int \log \frac{p(y_i \mid x)}{p(y_i \mid y_{-i})} \delta p(y_i \mid x) \, dy_i \), for \( i \in (1 : n) \), has the same stable point as \( \text{asc} \) \( I(x; y) \) when \( p(y \mid x) = \prod_{i=1}^{n} p(y_i \mid x) \).

Proof.

Let \( \delta p_i(y \mid x) \equiv p(y_{-i} \mid x) \delta p(y_i \mid x) \), \( \delta I_{i}(x; y) \equiv I_{x \sim p(x)} \int \log \frac{p(y_i \mid x)}{p(y_i \mid y_{-i})} \delta p(y_i \mid x) \, dy_i \),

\[
\delta I_{i}(x; y) = E_{x \sim p(x)} \int \log \frac{p(y_i \mid x)}{p(y_i \mid y_{-i})} \delta p(y_i \mid x) \, dy_i,
\]
and so

$$\delta I(x; y) = \sum_{i=1}^{n} \delta I_i(x; y).$$

∴ If there exists a certain $\delta p(y \mid x)$ that makes $\delta I(x; y) > 0$, then there must exist a $\delta p_i(x; y)$ that makes $\delta I_i(x; y) > 0$. In return, if there exists a certain $\delta p_i(x; y)$ that makes $\delta I_i(x; y) > 0$, then there must exist a $\delta p(y \mid x) = \delta p_i(x; y)$ that makes $\delta I(x; y) = \delta I_i(x; y) > 0$.

∴ The distributed algorithm $\text{asc} \ I_1(x; y)$, for $i \in (1 : n)$, reaches the stable point as $\text{asc} \ I(x; y)$.

A.6. The proof of

The algorithm $\text{des}_{\delta q(y_i \mid y_{-i})} E_{x \sim p(x)} \int (q(y_i \mid y_{-i}) - p(y_i \mid x)) \delta q(y_i \mid y_{-i}) \text{d}y_i$

will end up with $q(y_i \mid y_{-i}) = p(y_i \mid y_{-i})$ when $p(y \mid x) = \prod_{i=1}^{n} p(y_i \mid x)$.

Proof.

∴ $p(y \mid x) = \prod_{i=1}^{n} p(y_i \mid x)$

∴ $p(y_i \mid x y_{-i}) = p(y_i \mid x)$

$$\text{des}_{\delta q(y_i \mid y_{-i})} E_{x \sim p(x)} \int (q(y_i \mid y_{-i}) - p(y_i \mid x)) \delta q(y_i \mid y_{-i}) \text{d}y_i$$

$$= \text{des}_{\delta q(y_i \mid y_{-i})} \iint p(x y_{-i}) (q(y_i \mid y_{-i}) - p(y_i \mid x)) \delta q(y_i \mid y_{-i}) \text{d}y_i \text{d}y_{-i} \text{d}x$$

$$= \text{des}_{\delta q(y_i \mid y_{-i})} \iint p(y_{-i}) (p(x \mid y_{-i}) q(y_i \mid y_{-i}) - p(x \mid y_{-i}) p(y_i \mid x)) \delta q(y_i \mid y_{-i}) \text{d}y_i \text{d}y_{-i} \text{d}x$$

$$= \text{des}_{\delta q(y_i \mid y_{-i})} \iint p(y_{-i}) (p(x \mid y_{-i}) q(y_i \mid y_{-i}) - p(x \mid y_{-i}) p(y_i \mid x y_{-i})) \delta q(y_i \mid y_{-i}) \text{d}y_i \text{d}y_{-i} \text{d}x$$

$$= \text{des}_{\delta q(y_i \mid y_{-i})} \iint p(y_{-i}) (q(y_i \mid y_{-i}) - p(y_i \mid y_{-i})) \delta q(y_i \mid y_{-i}) \text{d}y_i \text{d}y_{-i} \text{d}x$$

.

When $q(y_i \mid y_{-i}) > p(y_i \mid y_{-i})$, this gradient descent algorithm will decrease $q(y_i \mid y_{-i})$, and vice versa. Therefore, this optimization will end up with $q(y_i \mid y_{-i}) = p(y_i \mid y_{-i})$.
A.7. The proof of

If

\[
p(y \mid x_{1:t}) \propto p(y)p(x_1 \mid y)p(x_2 \mid y) \cdots p(x_t \mid y)
\]

and

\[
p(x_1 \mid y) \overset{d}{=} p(x_2 \mid y) \overset{d}{=} \cdots
\]

then

\[
p(y \mid x_{1:t}) = \prod_{i=1}^{n} p(y_i \mid x_{1:t}),
\]

then

\[
p(y_i \mid x_{1:t}) \propto p(y_i)p(x_1 = x_1 \mid y_i)p(x_2 = x_2 \mid y_i)\cdots p(x_t = x_t \mid y_i)
\]

Proof.

\[
\therefore p(y \mid x_1) = \prod_{i=1}^{n} p(y_i \mid x_1) \propto \prod_{i=1}^{n} p(y_i)p(x_1 \mid y_i) = p(y)\prod_{i=1}^{n} p(x_1 \mid y_i),
\]

and

\[
\therefore p(y \mid x_1) \propto p(y)p(x_1 \mid y),
\]

\[
\therefore p(x_1 \mid y) \overset{d}{=} p(x_2 \mid y) \overset{d}{=} \cdots
\]

\[
\therefore p(x_t \mid y) = f(x_t)\prod_{i=1}^{n} g_i(x_t, y_i)
\]

\[
\therefore p(y \mid x_{1:t}) \propto p(y \mid x_{1:t-1})\prod_{i=1}^{n} g_i(x_t, y_i)
\]

\[
\therefore \prod_{i=1}^{n} p(y_i \mid x_{1:t}) \propto \prod_{i=1}^{n} [g_i(x_t, y_i)p(y_i \mid x_{1:t-1})]
\]

\[
\therefore p(y_i \mid x_{1:t}) \propto g_i(x_t, y_i)p(y_i \mid x_{1:t-1})
\]

\[
\therefore p(y_i \mid x_{1:t}) \propto p(y_i)p(x_1 = x_1 \mid y_i)p(x_2 = x_2 \mid y_i)\cdots p(x_t = x_t \mid y_i)
\]