WASP-127b: A misaligned planet with a partly cloudy atmosphere and tenuous sodium signature seen by ESPRESSO*
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ABSTRACT

Context. The study of exoplanet atmospheres is essential to understand the formation, evolution and composition of exoplanets. The transmission spectroscopy technique is playing a significant role in this domain. In particular, the combination of state-of-the-art spectrographs at low- and high-spectral resolution is key to our understanding of atmospheric structure and composition.

Aims. Two transits of the close-in sub Saturn-mass planet, WASP-127b, have been observed with ESPRESSO in the frame of the Guaranteed Time Observations Consortium. Transit observations allow us to study simultaneously the system architecture and the exoplanet atmosphere.

Methods. We used the Reloaded Rossiter-McLaughlin technique to measure the projected obliquity \( \varepsilon \) and the projected rotational velocity \( v_{\sin i} \). We extracted the high-resolution transmission spectrum of the planet to study atomic lines. We also proposed a new cross-correlation framework to search for molecular species and we applied it to water vapor.

Results. The planet is orbiting its slowly rotating host star \( (v_{\sin i} \cdot \sin(i)) = 0.53 \pm 0.07 \text{ km s}^{-1} \) on a retrograde misaligned orbit \( (\lambda = -128.41_{-6.46}^{+5.04} \text{°}) \). We detected the sodium line core at the 9-\( \sigma \) confidence level with an excess absorption of 0.34 \( \pm 0.04 \% \), a blueshift of 2.74 \( \pm 0.79 \text{ km s}^{-1} \) and a FWHM of 15.18 \( \pm 1.75 \text{ km s}^{-1} \). However, we did not detect the presence of other atomic species but set upper-limits of only few scale heights. Finally, we put a 3-\( \sigma \) upper limit, to the average depth of the 1600 strongest water lines at equilibrium temperature in the visible band, of 38 ppm. This constrains the cloud-deck pressure between 0.3 and 0.5 mbar by combining our data with low-resolution data in the near-infrared and models computed for this planet.

Conclusions. WASP-127b, with an age of about 10 Gyr, is an unexpected exoplanet by its orbital architecture but also by the small extension of its sodium atmosphere \( (~7 \text{ scale heights}) \). ESPRESSO allows us to take a step forward in the detection of weak signals, thus bringing strong constraints on the presence of clouds in exoplanet atmospheres. The framework proposed in this work can be applied to search for molecular species and study cloud-decks in other exoplanets.
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1. Introduction

During the past few years, exoplanet atmospheric studies have tremendously grown. Detections of atomic and molecular species are reported from the ultraviolet (UV) to the infrared at low- and high-resolution for Earth-mass to Jupiter-mass planets and from temperate to ultra-hot worlds. This diversity of observational studies relies first on precise radii and masses gathered by extensive photometric (e.g., WASP, Kepler and TESS (Pollacco et al. 2006; Borucki et al. 2003; Ricker et al. 2014)) and radial velocities surveys (Corali, HARPS, HARPS-N, ESPRESSO (Queloz et al. 2000; Mayor et al. 2003; Cosentino et al. 2012; Pepe et al. 2020)). Second, it relies on a diversity of instruments able to characterize exoplanet atmospheres. Among the most efficient ones, there are space telescopes and ground-based high-resolution spectrographs. The Hubble Space Telescope (HST) was the spearhead for several years, with multiple detections of water in the near-infrared (NIR), atomic species in the visible, and a diversity of clouds and hazes (Kreidberg et al. 2014; Sing et al. 2016). Nowadays, ground-based high-resolution spectrographs are starting to produce groundbreaking results that inform us on the temperature structure and dynamics of exoplanet atmospheres (e.g. Snellen et al. 2010; Wyatt et al. 2015; Louden & Wheatley 2015; Brogi et al. 2016; Allart et al. 2018, 2019; Seidel et al. 2019; Casasayas-Barris et al. 2019; Borsa et al. 2019; Ehrenreich et al. 2020). The advantage of the high-resolution technique is that it resolves absorption lines, allowing to remove systematics (e.g., stellar, telluric, instrumental contamination), to distinguish between atmospheric origin or Rossiter-McLaughlin effect (Rossiter 1924; McLaughlin 1924; Casasayas-Barris et al. 2020), and also to derive dynamical properties of the atmosphere. However, this technique suffers heavily from the Earth’s atmosphere contamination, which manifests as telluric absorption lines at specific wavelength that need to be corrected. More-
over, the Earth atmosphere introduces random flux variation that are uncalibrated. Therefore, the high-resolution technique prevents any absolute absorption measurement. Instead, it measures only excess absorption from the local continuum. Fortunately, such absolute measurements can be obtained from space-based low-resolution observations, and thus combining low- and high-resolution is key to have a complete view for each exoplanet studied but also a global picture of exoplanet atmospheres.

2. A reference system for atmospheric studies: WASP-127b

WASP-127b (Lam et al. 2017) orbits a bright (V = 10.17) G5-type star with a period of 4.18 days. The host star is at the end of its main-sequence phase with an age of 9.7 ± 1.0 Gyr and radius of 1.30 ± 0.04 R☉ and has entered in the sub-giant phase. Therefore, the planet might live for the second time an inflation process (Lopez & Fortney 2016), leading to its large radius (1.31 ± 0.03 RJ). Other processes could also explain this puffiness, such as tidal heating (Bodenheimer et al. 2001, 2003), ohmic heating (Batygin et al. 2011), or migration processes through Kozai effect (Kozai 1962; Fabrycky & Tremaine 2007; Bouvrion et al. 2018). WASP-127b is a lukewarm (∼600 times Earth irradiation) Saturn (0.165±0.025 MJ) at the right mass border of the evacuation desert (Lecavelier Des Etangs 2007) with half the mass of Saturn but a radius larger than Jupiter and is thus a very low-density planet (∼0.09 g cm⁻³). Assuming its mean molecular weight is 2.3 g mol⁻¹ (hydrogen-helium composition), its atmospheric scale height is about 2100 km. In this case, the signal in transmission for one scale height is around 420 ppm, making this planet between those of its class, potentially one of the best to study exo-atmospheres through transmission spectroscopy.

The stellar and planetary parameters used for this study are given in Table 1. We derived the stellar mass, radius and age using the Padova stellar model isochrones (see da Silva et al. (2006) and Bressan et al. (2012) · http://stev.oapd.inaf.it/cgi-bin/param_1.3), with the spectroscopic stellar parameters derived in this work together with the very precise Gaia DR2 parallax (6.2409 ± 0.0468 - Gaia Collaboration (2018)). We derive T eff, log g, microturbulence and [Fe/H] with their uncertainties using ARES+MOOG, following the methodology described in Sousa (2014); Santos et al. (2013). We make use of equivalent widths (EW) of iron lines measured using the ARES code¹ (Sousa et al. 2007, 2015) on the combined ESPRESSO spectrum using the list of lines presented in Sousa et al. (2008). A minimization process assuming ionization and excitation equilibrium is used to find convergence for the best set of spectroscopic parameters. Here we make use of a grid of Kurucz model atmospheres (Kurucz 1993) and the radiative transfer code MOOG (Sneden 1973).

Due to its recent discovery, only a few atmospheric studies have been reported so far. Visible low-resolution ground-based observations (Palle et al. 2017; Chen et al. 2018) indicate a rich atmosphere with the presence of Na, K, Li, and hazes. The sodium detection was confirmed at high-resolution with HARPS (Zák et al. 2019), but the same data have been reanalyzed by Seidel et al. (2020b) showing a flat Na spectrum. More recently, HST/STIS and HST/WFPC3 data have been combined (Spake et al. 2020; Skaf et al. 2020). Spake et al. (2020) has higher precision than Palle et al. (2017); Chen et al. (2018) and report a non-detection of Li, a hint of K, a detection of Na (5-σ), the presence of hazes and clouds and the presence of molecular absorptions (H₂O in the J-band, and possibly CO₂ at 4.5 microns). Moreover, the water detection reported is the strongest one observed in an exoplanet with a mean amplitude around 800 ppm while previous detections around Hot-Jupiters were around 200 ppm (Deming et al. 2013; McCullough et al. 2014). Such planets with high amplitude water signature in the J-band are well placed to be studied from the ground with near-infrared spectrographs, allowing to analyze the impact of hazes and clouds by measuring the water content at different wavelengths (de Kok et al. 2014; Pino et al. 2018a; Alonso-Floriano et al. 2019; Sánchez-López et al. 2019).

ESPRESSO observations of WASP-127b will not only help resolve the debate on the presence of atomic species but also to search for water vapor and thus constrain the properties of the planetary cloud-deck.

In Sect. 3 we describe the ESPRESSO data used in this paper. In Sect. 4, we analyse the Rossiter-McLaughlin effect. In Sect. 5, we describe the methods used to search for atomic species and water vapor. Sect. 6 shows the results which are then discussed in Sect. 7. We conclude in Sect. 8.

3. ESPRESSO observations

We observed two transits of WASP-127b (2019-02-24 and 2019-03-17) with the Echelle Spectrograph for Rocky Exoplanets and Stable Spectroscopic Observations (ESPRESSO, Pepe et al. 2020). ESPRESSO is a fiber-fed, ultra-stabilized high-resolution echelle spectrograph installed at Paranal. It can collect the light for any or all 8 m Unit Telescope (UT) of the Very Large Telescope (VLT). The observations have been obtained in the frame of the GTO consortium (Prog: 1102.C-0744, PI: F. Pepe) on UT2 in the HR21 mode (R ∼140000). The fiber B was used to monitor the sky. Due to instrumental limitations of the atmospheric dispersion compensator (ADC), exposures above airmass 2.2 have been removed (the three last exposures of the first night). The first night has a globally higher Signal-to-Noise Ratio (S/N), but it is more impacted by water column content, which impacts the search for water vapor (Sect 5 and 6). We summarized the night conditions in Table 2. The data have been reduced using the version 2.0.0 Data Reduction Software (DRS) pipeline. As moon contamination is present on both nights, we used the CCF_SKYSUB_A² and S1D_SKYSUB_A³ products, which include the subtraction of the sky contribution simultaneously recorded of fiber B, at the cost of a marginally lower S/N.

4. Reloaded Rossiter-McLaughlin analysis

We analyzed the RM effect with the Reloaded RM technique (Cegla et al. 2016; Bouvier et al. 2018; Ehrenreich et al. 2020). It consists in extracting the stellar surface radial velocity behind the planet at each exposure. The disk-integrated CCFs are Doppler shifted to the stellar rest frame using the orbital solution (see Table 1). We flux-calibrated the CCFs by first normalizing each CCF by its continuum level derived from a Gaussian ² CCF stands for cross correlation function used to measure the radial velocity.
³ S1D stands for one dimensional spectrum after order merging.
⁴ This is the total exposures number including those below airmass 2.2
⁵ Number of exposures before and after transit

1 The last version of ARES code (ARES v2) can be downloaded at http://www.astro.up.pt/~sousasag/ares
fit and second by scaling the normalized CCFs to the planetary transit depth at their respective time. To do so, we used the Batman python package (Kreidberg 2015) to compute a theoretical transit light curve based on the parameters given in Table 1. The rescaled CCFs were then Doppler shifted by the velocity of the master out-of-transit CCF making the results independent of velocity offsets and then interpolated on a same velocity grid. We extracted the occulted stellar surface CCFs (hereafter local CCFs) by subtracting each scaled in-transit CCF from the master out-of-transit CCF (Fig. 1). A Gaussian fit is applied to each local CCFs to derive the projected velocity of the stellar surface behind the planet. Local CCFs during ingress and egress have been excluded as they have lower S/N and are more sensitive to noise. This is a known degeneracy (Albrecht et al. 2012; Brown et al. 2017; Bourrier et al. 2020). The posterior distributions of $v_\text{eq}$ and $\sin(i_\ast)$ are completely compatible with their prior distributions and the parameters are uncorrelated meaning that they are not constrained by the fit. There is no correlation between $\lambda$ and $\sin(i_\ast)$ as expected since the impact parameter is different from 0 (Burrows et al. 2000; Bourrier et al. 2020; Ehrenreich et al. 2020). However, $\lambda$ and $\sin(i_\ast)$ show some correlation with $i_\ast$. This is a known degeneracy (Albrecht et al. 2012; Brown et al. 2017; Bourrier et al. 2020).

Our best-fit model shows that the old star WASP-127 is a slow rotator while its planet has a misaligned retrograde orbit (a view of the system is represented in Fig. 4). We also note that the WASP-127 system does not fit in the known dichotomy of hot exoplanets. Winn et al. (2010); Albrecht et al. (2012) have reported that stars with $T_{\text{eff}}$ below 6250 K have aligned systems which is not the case of WASP-127b ($T_{\text{eff}} = 5842 \pm 14$ K). One possible scenario is that WASP-127b remained trapped in a Kozai resonance with an outer companion for billions of years, and only recently migrated close to its star (see e.g. the case of GJ436b, Bourrier et al. (2018)). An in depth analysis of the system dynamic is beyond the scope of the present study.

Table 1: Adopted physical and orbital parameters for the WASP-127 system.

| Parameter Symbol | Value | Reference |
|------------------|-------|-----------|
| Stellar mass $M_\ast$ | $0.960 \pm 0.023 M_\odot$ | This work |
| Stellar radius $R_\ast$ | $1.303 \pm 0.037 R_\odot$ | This work |
| Effective temperature $T_{\text{eff}}$ | $5842 \pm 14$ K | This work |
| Metallicity [Fe/H] | $-0.19 \pm 0.01$ | This work |
| surface gravity log(g) | $4.23 \pm 0.02$ cgs | This work |
| Age | $9.656 \pm 1.002$ Gyr | This work |
| Planet mass $M_p$ | $0.165 \pm 0.021 M_\odot$ | Seidel et al. (2020b) |
| Planet radius $R_p$ | $1.311 \pm 0.025 R_\odot$ | Seidel et al. (2020b) |
| White-light radius ratio $R_p/R_\ast$ | $0.10103441 \pm 0.00047197$ | Seidel et al. (2020b) |
| Epoch of transit $T_0$ | $2456776.6238 \pm 0.00023181$ BJD | Seidel et al. (2020b) |
| Duration of transit $T_{\text{dur}}$ | $0.18137185 \pm 0.00035381$ d | Seidel et al. (2020b) |
| Orbital period $P$ | $4.17806203 \pm 0.0000088$ d | Seidel et al. (2020b) |
| Systemic velocity $\gamma$ | $-9295.46 \pm 1.4$ m s$^{-1}$ | This work |
| Semi-amplitude $K_\ast$ | $21.51 \pm 2.78$ m s$^{-1}$ | Seidel et al. (2020b) |
| Eccentricity $e$ | 0.0 | Seidel et al. (2020b) |
| Argument of the periastron $\omega$ | 0.0 | Seidel et al. (2020b) |
| Scaled semi-major axis $a/R_\ast$ | $7.808 \pm 0.109$ | Seidel et al. (2020b) |
| Inclination $i_\ast$ | $87.84 \pm 0.36$° | Seidel et al. (2020b) |
| Impact parameter $b$ | $0.29 \pm 0.045$ | Seidel et al. (2020b) |
| Limb-darkening $u_1$ | 0.422 | Seidel et al. (2020b) |
| Limb-darkening $u_2$ | 0.214 | Seidel et al. (2020b) |

Table 2: Observational log of the two nights.

| Observing nights | 2019-02-24 | 2019-03-17 |
|------------------|------------|------------|
| Total spectra | 71 (74°) | 74 |
| In-transit | 43 | 39 |
| Out-of-transit$^b$ | 19-9 | 13-18 |
| $\epsilon$$_{\text{exp}}$ [s] | 300 | 300 |
| Airmass | 1.07 - 2.17 | 1.07 - 1.91 |
| Seeing | 0.28 - 2.05 | 0.45 - 1.13 |
| S/N@550nm | 32 - 88 | 43 - 77 |
| PWV [mm] | 5.8 - 7.9 | 3.0 - 3.7 |

We also note that the WASP-127 system does not fit in the known dichotomy of hot exoplanets. Winn et al. (2010); Albrecht et al. (2012) have reported that stars with $T_{\text{eff}}$ below 6250 K have aligned systems which is not the case of WASP-127b ($T_{\text{eff}} = 5842 \pm 14$ K). One possible scenario is that WASP-127b remained trapped in a Kozai resonance with an outer companion for billions of years, and only recently migrated close to its star (see e.g. the case of GJ436b, Bourrier et al. (2018)). An in depth analysis of the system dynamic is beyond the scope of the present study.
5. Extraction of planetary atmospheric signal

In this section we describe the reduction steps used to derive the final products: the transmission spectrum and the planetary CCFs. We first correct for telluric contamination (5.1) then we normalized the spectra (5.2) before deriving the transmission spectrum (5.3) and the CCFs to search for water vapor (5.4).

5.1. Telluric correction

Ground-based spectra are impacted by the Earth’s atmosphere in two different ways. First, the absolute flux is lost, so calibration is needed to recover it (this is why ground-based transmission spectroscopy is a differential process where in-transit observations are compared to out-of-transit observations). Second, telluric band features absorb the stellar flux at precise wavelengths depending on the species (e.g., H2O, O2, CH4, CO2 or O3). At high resolution, these bands are resolved as a forest of lines. Moreover, emission lines formed at higher altitudes in the Earth’s atmosphere are also spectrally resolved, such as Na, O, or OH. This telluric contamination has a more significant impact at redder wavelengths but strong H2O and O2 bands are already present in the ESPRESSO wavelength range.

We used the version 1.5.1 of the Molecfit (Smette et al. 2015; Kausch et al. 2015) software following the method described in (Allart et al. 2017). We adjusted the fit region to the stronger telluric lines that are present in ESPRESSO. To investigate the water residuals, we computed a CCF with a binary telluric mask (see 5.4 and 6) on the transmission spectrum in the stellar rest frame (which across a night has only a constant shift with respect to the observer rest frame). Due to the higher water vapor content on the first night, a region of 1 Å-wide (exclusion of the pixels) around each of the 20 deepest telluric lines has been masked. It is likely that once the telluric lines reach a given depth (70-90 %), telluric models are missing some physics that prevents a perfect correction.

5.2. Normalization

It is necessary to properly normalize the spectra to extract planetary information. Moreover, ESPRESSO spectra are affected by two interference patterns induced by coude train optics. They are different telescope positions wiggles while the first wiggles are detectable and need to be corrected. Contrarily to previous papers (Tabernero et al. submitted, Borsa et al. accepted, Casasayas-Barris et al. submitted), we decided to correct the wiggles directly on the stellar spectra and not on the transmission spectrum.

A forthcoming paper will explain in details the properties of those wiggles.
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Fig. 2: Top: Extracted local velocities for both nights (respectively blue and orange for the 2019-02-24 and 2019-03-17) with the best-fit model in black. The vertical dotted lines represent the contact points $t_1$ and $t_4$, the vertical loosely dotted lines represent the contact points $t_2$ and $t_3$ and the vertical dashed line represents the mid-transit. Bottom left: The local velocity residuals against the best-fit model for both nights. The vertical lines are similar as the top panel and the horizontal dashed line represents null velocity. Bottom right: Distribution of the residuals in the bottom left panel.

The only hypothesis behind the algorithm is that the local maxima are probing the continuum of the spectrum. To fit the wiggles with a periodicity of 30 Å the alpha shape needs to have a smaller radius in order to capture the modulation. Its value was selected to be about 4 Å here. Appendix E shows the quality of this normalization.

5.3. Transmission spectrum

To derive the transmission spectrum, we followed the methods described in Wyttenbach et al. (2015); Allart et al. (2017), which consist in Doppler shifting the normalized spectrum from the Earth barycentric rest frame to the stellar rest frame by taking into account the systemic velocity and the star radial velocity (from the Keplerian). Then we computed the master-out spectrum by averaging out-of-transit spectra. Individual transmission spectra are obtained by dividing each spectrum by the master-out spectrum. These individual transmission spectra can be used to study the origin of features and their evolution in time (see section 6.2.1). They are then Doppler-shifted to the planet rest frame and averaged. For the atomic species, we applied a weighted average to properly take into account the low core flux of stellar lines (Fig. 6, left panel). Weights are set to one over the uncertainties square.

5.4. Cross-correlation function - CCF

The cross-correlation function is used to maximize the S/N by co-adding hundreds of lines together. In the exoplanets field, two different methods are often used to compute CCFs. The first one is mainly used to derive stellar radial velocities and consists of
cross-correlating a spectrum with a binary mask (Baranne et al. 1996; Pepe et al. 2002). This technique is also used for atmospheric characterization (Allart et al. 2017; Pino et al. 2018a, 2020). The second technique consists of cross-correlating a spectrum with a template or model, and it is mainly used for atmospheric characterization (Snellen et al. 2010; Birkby et al. 2013; Brogi et al. 2016; Hoeijmakers et al. 2018) but also for stellar radial velocities (Astudillo-Defru et al. 2015; Anglada-Escudé et al. 2016). We discuss more in detail the advantages and disadvantages of both methods in Appendix A. In this paper, we focus on the search for water vapor by applying the binary mask methods to the water band between 7000 and 7500 Å using the HITRAN database (Gordon et al. 2010) for the telluric mask (5.1 and 6) and HITEMP for exoplanetary masks (Rothman et al. 2010). We discuss in Appendix B, the impact of different line-lists in the visible and for our work.

To search for water vapor, we go further than what was previously done in Allart et al. (2017) by exploring in more detail the temperature and the number of lines parameters (as discussed in Appendix B). The atmospheric temperature is explored from 100 to 3000 K with a 100 K step, and the number of lines is explored from 100 to 3000 with a 100-lines step. We produced CCFs for each set of temperatures and number of lines sampling the velocity space between -50 and 50 km s\(^{-1}\) with a step of to the pixel size, 0.5 km s\(^{-1}\). We then fitted a Gaussian on each CCF in the fit to at least sample one ESPRESSO line spread function (LSF). We reported on 2D maps (temperature vs number of lines): the detection level (amplitude divided by its uncertainty), the amplitude, the FWHM, and central velocity. We applied this method on the data in Sect. 6.3 and in Appendix C, where we injected a cloud-free model into the data to validate the procedure.

**6. Transmission spectroscopy analysis**

In this section, we look at atomic lines (6.2) that have previously been reported in different exoplanets such as Na\(_{i}\), K\(_{i}\), Li\(_{i}\), and H-\(\alpha\). We also search for water vapor in the subsection 6.3.

**6.1. Telluric contamination**

Fig. 5 shows the CCF of the transmission spectrum corrected from telluric contamination (black) for both nights obtained with the mask at 296 K (ambient temperature) between 7000 and 7500 Å in the stellar rest frame. The mask is composed of the 150 strongest water telluric lines. If no telluric correction is applied, the corresponding CCFs (in grey) exhibit features respectively at 3 % and 5 %. Our telluric correction reduces this feature to the noise level (1-pixel dispersion of 250 and 189 ppm). Nonetheless, the first night has still some telluric residuals around 0.2 % peak-to-valley amplitude over a few pixels despite the telluric masking applied (see Sect. 5.1). However, when we Doppler shift to the planet rest frame, no residuals impact potential water signatures at null velocity.

**6.2. Atomic species**

For the atomic species, the transmission spectrum was built on each night as the weighted average of the individual transmission spectra. This is done to avoid decreasing the final S/N due to the low flux in the stellar line cores. The RM effect was not corrected for the lines presented hereafter, as it is always encompassed inside the stellar line cores, and we verified that excluding these regions when building the transmission spectrum does not change the results. An example of these two effects is presented in Sect. 6.2.1.

**6.2.1. The sodium doublet**

Fig. 6 (left panel) shows the evolution of the co-added sodium doublet lines in velocity space in the planet rest frame. We binned on this map the two transits. One can see the individual transmission spectra of each night at the lower and higher phases where the two datasets do not overlap. The low SNR of the stellar sodium line cores is also clearly visible as a noisy band showing both excess emission (blue) and excess absorption (orange) following the stellar track (Borsa & Zannoni 2018).

Such an effect cannot be mistaken with any other as it is a high-frequency noise that happens not only during transit but at all phases. The expected impact of the RM effect is encompassed by the white lines that follow the local stellar velocity in the planet’s rest frame. Moreover, due to the slow change of stellar velocity across the transit chord, the RM effect is only present inside the low S/N regions of the stellar sodium line cores, as discussed previously. In addition, one can also see some broad excess absorption following the sodium planetary track in blue. Fig. 6 (right panel) shows the transmission spectrum of the co-added sodium lines in the planet rest frame. Excess absorption is visible and Gaussian fits yield an excess absorption of 0.34 ± 0.04 % (9-\(\alpha\)) with a blueshift of 2.74 ± 0.79 km s\(^{-1}\) and a FWHM of 15.18 ± 1.75 km s\(^{-1}\). This excess absorption corresponds to an extension of the atmosphere of 1.15 R\(_p\) (6.8 scale...
heights), which is well below the Roche Lobe radius (1.96 $R_p$).
To validate the significance of this signal, we performed Empirical Monte Carlo (EMC) simulations. We followed the method described in Wytenbach et al. (2015); Casasayas-Barris et al. (2019); Seidel et al. (2019) that consists of generating three scenarios (in/in, out/out and in/out) of 10 000 iterations each. For one iteration, the in- and out-of-transit spectra are randomized among the pool of spectra for the considered scenario. The absorption was measured on a 2 Å passband centered on both lines on the transmission spectrum. The results are shown in Fig. 7. As expected, the in/in and out/out scenarios are centered at zero absorption while the in/out scenario shows excess absorption. These EMC simulations confirm that the absorption signal is not serendipitous but linked to the planet atmosphere.

As the co-addition of the two sodium lines has a detected planetary signal, we have a look at the individual lines in Fig. 8 for Na i D1 and Na i D2. Both lines are compatible with respectively excess absorption of 0.26 ± 0.05 % and 0.36 ± 0.06 %, radial velocity shift of 1.19 ± 1.60 km s$^{-1}$ and -2.02 ± 1.31 km s$^{-1}$, and a FWHM of 20.43 ± 3.46 km s$^{-1}$ and 18.70 ± 2.80 km s$^{-1}$.

### 6.2.2. Other atmospheric tracers: K, Li and H-α

We also searched for the potassium D1 line at 7698.96 Å (the K i D2 line was not studied due to strong O$_2$ telluric contamination), the lithium line at 6707.76 Å and the H-α line at 6562.82 Å. Similarly to the Na i doublet, these lines are affected by low SNR residuals in the stellar line core. In Figs. 9, 10 and 11, we present the combined transmission spectrum around each line. However, we do not detect any of the species even if the 1-pixel dispersion is respectively of 0.14, 0.12, and 0.20 %. Assuming a line width of 10 km s$^{-1}$ and following the formalism of Allart et al. (2017), we can exclude excess absorption from these atmospheric tracers at a confidence level of 0.09, 0.08, and 0.13 % at 3-$\sigma$. These upper limits correspond to 1.04, 1.04, and 1.06 $R_p$ or 1.9, 1.7, and 2.8 scale height (H).

### 6.3. Search for water vapor

We applied the method described in Sect 5.4, and we show in Fig. 12 the detection levels obtained from a Gaussian fit applied to the set of CCFs with a broad range of temperature and number of lines. All CCFs have gaussian features with a confidence level at least lower than 3.6-$\sigma$. We can thus conclude that there is no robust detection of water vapor in the visible.

To constrain the presence of water vapor and based on the equilibrium temperature and the results of Appendix C, we looked at the CCF built with the mask with 1400 K and 1600 lines. This is shown in Fig. 13 for both nights and the average. We added for comparison purposes the CCF, from Fig. 12, showing the highest confidence level in grey obtained with the mask at 600 K and 1900 lines. The lack of difference between both CCFs reinforce the claim of non-detection.

For the CCF at 1400 K and 1600 lines, the 1-pixel dispersion in the continuum for both nights is respectively of 41 and 57 ppm and for the combined CCF of 29 ppm. Based on Appendix C, we can assume a line width of 2.5 km s$^{-1}$ leading to a 1-$\sigma$ precision of 13 ppm and thus to a 3-$\sigma$ upper limit of 38 ppm which corresponds to 0.08 H. We described the impact of this exquisite precision in Sect. 7.

### 7. Combining low- and high-resolution spectroscopy

Table 4 summarizes the detection and non-detection obtained with the ESPRESSO data. In this section, we will first reconcile the low-resolution *HST* results to our high-resolution results and then discuss in more details the sodium detection.

| Detection   | Absorption | Equivalent $R_p$ | H   |
|-------------|------------|------------------|-----|
| Na doublet  | 0.34 ± 0.04 % | 1.15             | 6.8 |

| Non-detection | 3-$\sigma$ upper limit | Equivalent $R_p$ | H   |
|---------------|-------------------------|------------------|-----|
| K D1          | 0.09 %                  | 1.04             | 1.9 |
| Li            | 0.08 %                  | 1.064            | 1.7 |
| H-α           | 0.08 %                  | 1.04             | 2.8 |
| H$_2$O        | 38 ppm                  | 1.002            | 0.08 |

---

**Fig. 5:** CCFs of the transmission spectrum corrected from the telluric features (black) and non-corrected (gray) in the stellar rest frame using the water vapor mask at 296 K for both nights (2019-02-24 and 2019-03-17 from left to right). For the 2019-02-24 night, the dashed orange CCF shows the impact of 20 deepest telluric lines if they are not masked. The blue dashed line shows the observer’s radial velocity, where telluric residuals would be expected.
ESPRESSO allows us to reach the fine 1-\(\sigma\) precision of 13 ppm on the search of water vapor in the visible, which translates into 3-\(\sigma\) upper limit 0.08 H. This unique precision can be used to largely constrain the presence of clouds in the exoplanet’s atmosphere by studying several water bands (Pino et al. 2018a; Alonso-Floriano et al. 2019; Sánchez-López et al. 2019). Therefore, to see if the water detection at 1.3 microns obtained at low-resolution is compatible with the non-detection obtained in the visible at high-resolution, we computed a set of high-resolution models described in Sect 7.1 to match both results.

### 7.1. Model description

To interpret our results we employed the \(\pi\eta\) line-by-line radiative transfer code (Ehrenreich et al. 2006, 2012; Pino et al. 2018b). This code was already applied for the simultaneous interpretation of ground-based, optical, high spectral resolution observations with HARPS and HST/WFC3 observations Pino et al. (2018a). Here, we employ the version by (Pino et al. 2018a), who extended \(\pi\eta\) to simulate the water bands observed by multiple optical to near-IR high spectral resolution instruments including ESPRESSO, and is thus suitable to our goal. The considered opacity sources include sodium, potassium, water, Rayleigh scattering by molecular hydrogen, collisional-induced absorption (CIA) and aerosols distinguished between a gray absorber and a chromatic absorber. We name those “clouds” and “hazes” respectively, following the convention by Earth atmosphere scientists. The alkali doublets are modelled with a Voigt profile following Burrows et al. (2000); Iro et al. (2005). For water, we employ the HITEMP line list Rothman et al. (2013), converted to a cross-section with the HELIOS-K code (Grimm & Heng 2015). The Rayleigh scattering cross-section for molecular hydrogen follows Dalgarno & Williams (1962,
Gray aerosols are modelled by setting the atmosphere as opaque below a pressure $P_c$. Finally, the cross-section of chromatic absorption by aerosols ($\sigma_h$) is modelled as a power law of the form:

$$\sigma_h = S \left( \frac{\lambda}{3500} \right)^{-4},$$

where $\lambda$ is the wavelength in Angstroms and $S$ is a scale factor normalized to the Rayleigh scattering cross-section of molecular hydrogen at 3500 Å. Gray absorbers dominate the aerosol opacity budget at the wavelengths of our interest covered by ESPRESSO and HST WFC3, thus we consider our simple model adequate for our purpose. Pino et al. (2018b) provide a detailed description of the opacities and the assumptions in the model. A full joint low-resolution (LR) + high-resolution (HR) retrieval is out of the scope of this paper. We instead consider an isother-
7.2. Water vapor and cloud deck

We first convolved the models to the HST resolution and binned the models to match the Spake et al. (2020) data sampling. We then adjusted each LR model to these data by fitting a constant vertical offset. The $\chi^2_{\text{red}}$ and BIC values have been reported in Table 6. Figs 14 and 15 shows those models and the HST data. Concomitantly, we convolved the high-resolution model (hereafter HR models) by the instrumental LSF ($2.0 \, \text{km} \cdot \text{s}^{-1}$) of ESPRESSO and the planetary rotation ($1.7 \, \text{km} \cdot \text{s}^{-1}$ assuming tidally-lock rotation). We resampled the HR models to match the ESPRESSO sampling. Then, we only consider the spectral range between 6250 and 7600 Å for which we removed the continuum to render the HR models as they should be observed from the ground, where the continuum is lost. Those excess absorption HR models are shown in the middle column of Fig. 15. Hereafter, we injected those HR models into the ESPRESSO data, and we computed the CCFs with a binary mask at $T_{\text{eq}}$ and 1600 lines. Finally, we fitted a Gaussian to each of those CCFs to measure if the injected signal can be retrieved. We report in Table 6, the Gaussian amplitude and the detection level.

Based on this analysis summarized in Fig. 15 and Table 6, we cannot only see if one model can reproduce both LR infrared and HR visible result but also what constraint the ESPRESSO data can bring to HST/WFC3 data. On the LR side, we see that the cloud-free ($P_c > 100 \, \text{mbar}$) and the most cloudy models do not fit well the HST/WFC3 data, but there are, in between, a range of models that do. The best model is obtained for pressure of 0.5 mbar, but models with pressure ranging from 0.3 to 1 mbar are equally good as their $\Delta \text{BIC}$ is lower than 6. On the HR side, we can see that a clear signal is detected for the cloud-free models (as expected in Appendix C), and thus those models do not reproduce the ESPRESSO results (Sect 6.3). Models for which the injected signal is recovered at more than 3-$\sigma$ (i.e., a hint of detection) can be rejected. Therefore, our ESPRESSO data are compatible with grey clouds that have a pressure below 0.5 mbar. Combining the LR and HR data allows us to constrain the cloud deck pressure between 0.3 and 0.5 mbar. Based on the best model ($P_c=0.3 \, \text{mbar}$), we estimate that the 1.3 microns water band at high-resolution extend up to 6 scale height. This is the first time that high-resolution visible data is used to constrain the presence of clouds using water vapor lines. It is important to remind that there is a degeneracy with water abundance and reference pressure, and that we chose only the best fit values from Spake et al. (2020).
Fig. 13: Measured CCFs in the planet rest frame with water vapor mask at 1400 K and 1600 lines for both nights (left panel: 24-02-2020 and middle panel: 17-03-2020) and the combination of them (right panel). On the right panel, the combined CCF with the highest confidence level from the temperature vs. number lines map (600 K and 1900 lines; Fig. 12) has been added in grey.

Table 5: Input $\eta$ parameters used in our model grid.

| Parameter | Value | Definition | Notes |
|-----------|-------|------------|-------|
| $R_s/R_\odot$ | 1.39 | Stellar radius | Lam et al. (2017) |
| T [K] | 820 | Atmospheric temperature | Spake et al. (2020) Tab. 11 |
| $R_p(10\text{ bar})/R_j$ | 1.3586 | Planet radius at 10 bar level | Corresponds to 1.4 at 1 bar, consistent with Spake et al. (2020), Tab. 11 |
| $M_p/M_j$ | 0.18 | Planet mass | Lam et al. (2017) |
| $S$ | 2.59 | Hazes scale factor | does not significantly impact the strength of the water features probed by ESPRESSO and HST, see text |
| $\log_{10} \text{VMR}_{\text{Na}} [\text{cgs}]$ | -4.89 | Volume mixing ratio Na | Spake et al. (2020) Tab. 11 |
| $\text{VMR}_K$ | -8.01 | Volume mixing ratio K | Spake et al. (2020) Tab. 11 |
| $\text{VMR}_{\text{H}_2\text{O}}$ | -2.87 | Volume mixing ratio water | Spake et al. (2020) Tab. 11 |
| $P_c$ [bar] | $10^4$–$10^{-5}$ | Gray clouds top | Sampled in logarithmically spaced steps |
Fig. 14: The low-resolution model described in Sect. 7.1 with different cut in pressure to represent various gray cloud decks (colored curves). In black, the HST data from Spake et al. (2020). The inset is the same as Fig. 6 (right panel) where we added in green the co-addition of the high-resolution model Na doublet lines which is not affected by the cloud deck pressure.
Fig. 15: Combining low and high-resolution datasets. The color-code is the same as figure 14. **Left column**: ESPRESSO CCFs with injected models retrieved for the equilibrium temperature and 1600 lines. The best gaussian-fit model shown in black evaluates if the injected model could be retrieved in the ESPRESSO data. **Middle column**: The high-resolution model that is injected into the ESPRESSO data. **Right column**: The HST data in black are compared to low-resolution models. A minimization algorithm is applied to estimate the $\chi^2_{red}$ and BIC of each model compared to the data. *Rows* correspond to the same model with different cut in pressure simulating different gray cloud-deck.
7.3. Atomic species

High-resolution data from the ground cannot probe the wings of the line far from the core because of the loss of absolute flux level. However, for low-resolution spectrographs, the lines’ cores are diluted over tens of angstroms. The lack of line core signal can be compatible with the presence of wings if process such as ionization are considered. The ESPRESSO data do not indicate the presence of potassium and lithium cores with an upper limit of 1.9 and 1.7 H. Potassium and lithium have only been reported on one LR dataset (Chen et al. 2018) but not with HST (Spake et al. 2020). Therefore, the situation is currently unclear with respect to potassium and lithium in the atmosphere of WASP-127b.

As presented in Sect. 6.2.1, we report the detection of sodium in the atmosphere of WASP-127b at the 9-σ level. We compare its absorption with LR datasets by convolving our transmission spectrum around the sodium to the resolution of HST/STIS and by binning over 35 Å to fit the HST/STIS bin centered at 5895 Å. Our ESPRESSO Na excess absorption of $\sim 0.34\%$ becomes over the 35 Å bin an excess absorption of $\sim 0.03\%$ which is consistent with the relative absorption between the HST bin centered at 5895 Å and its two adjacent bins. Therefore, our high-resolution detection is compatible with the detection of Spake et al. (2020), and also with Chen et al. (2018) who detected similar signal as HST.

We also report a slight blueshift on the sodium core of 2.74 ± 0.79 km s$^{-1}$. Blueshifts are not unusual for lukewarm and hot gas giant exoplanets as it has been reported on several exoplanets (Snellen et al. 2010; Brogi et al. 2016; Allart et al. 2018; Hoeijmakers et al. 2018; Flowers et al. 2019; Bourrier et al. 2020; Ehrenreich et al. 2020) and could be due to zonal winds from the day-to-night side. In the inset of Fig. 14, we overplotted to our Na detection the high-resolution model normalized to the local continuum. Since we are looking at the very narrow core of the planetary lines, the pressure cut applied does not impact the doublet line depth and all our models are thus similar. While our model reproduces the HST/STIS data as we assumed the same Na abundance as Spake et al. (2020), the shape is different at high-resolution. Our model has an expected Na signature of about 1 % which do not reproduce well the observed excess absorption. This difference might be due to a lack of hazes or an inappropriate Na abundance in our model. Moreover, the FHWM is not compatible either and is degenerated with many parameters such as Na abundance, hazes, various wind patterns, or thermal broadening (e.g., Seidel et al. 2020a). In order to explain how such a small extension is possible, a dedicated modeling of this signature is needed.

8. Conclusion

We analyzed two transits of WASP-127b observed with ESPRESSO. We detected for the first time its RM effect and concluded that the planet has a misaligned retrograde orbit. We searched for the presence of atomic species, and despite exquisite precision of a few scale heights, we did not detect K, Li, or H-$\alpha$. Nonetheless, we confirmed the presence of sodium by measuring an excess absorption arising from the Na doublet core lines, which extends up to 7 H only. This Na detection is compatible with the ones reported in the literature at low resolution (Chen et al. 2018; Spake et al. 2020). In comparison, the water band at 1.3 microns extend up to 6 H if it was seen at high-resolution. Therefore, Na and H$_2$O are probing the same atmospheric layers which is quite uncommon for the gas giant planets. We proposed a new framework to search for water vapor and other molecular species at high-resolution. This framework is based on Occam’s razor principle to minimize the model-dependent variables. We tested it with success by injecting a model into the data, and then we applied it to the ESPRESSO data. Unfortunately, despite a good precision on the data, we did not detect water vapor, but we fixed an upper limit of 38 ppm on the presence of water in the 700-750 nm passband. Finally, we combined this result to low-resolution detection of water at 1.3 microns to constrain the presence of clouds in the atmosphere of WASP-127b.

To conclude, we report for the first time that high-resolution visible data can differentiate between cloudy and cloud-free worlds by measuring the water content and can also provide essential information on the cloud deck pressure. The framework to measure this water content will be applied to other exoplanets in the ESPRESSO GTO atmospheric survey and on other surveys such as the NIRPS GTO atmospheric survey. One of the primary targets for this last survey could be, in fact, WASP-127b, where the near-infrared water excess absorption would be about 800-1000 ppm once the telluric saturation bands are excluded.
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Table 6: Grey cloud exploration through injection tests to combine low- and high-resolution datasets. The model highlighted in blue is the best model once LR and HR data are combined. Models in orange are the models compatible with LR data only, while models in olive are compatible at the 90% confidence-level with HR data only.

| Pressure [mbar] | $HST \chi^2_{\text{red}}$ | $HST$ BIC | ESPRESSO retrieved amplitude | ESPRESSO retrieved significance |
|-----------------|-----------------------------|-----------|-----------------------------|---------------------------------|
| 0.01            | 3.47                        | 212.3     | 35 ± 23                     | 1.3                             |
| 0.05            | 2.76                        | 169.45    | —                           | 0.0                             |
| 0.1             | 2.39                        | 147.44    | 43 ± 22                     | 1.9                             |
| 0.15            | 2.28                        | 140.83    | 45 ± 22                     | 2.0                             |
| 0.2             | 2.09                        | 129.67    | 36 ± 14                     | 2.5                             |
| 0.3             | 2.02                        | 125.43    | 39 ± 14                     | 2.8                             |
| 0.5             | 1.94                        | 120.44    | 49 ± 14                     | 3.5                             |
| 0.7             | 1.95                        | 121.13    | 63 ± 14                     | 4.4                             |
| 1               | 2.0                         | 124.02    | 71 ± 14                     | 5.0                             |
| 2               | 2.34                        | 144.57    | 104 ± 14                    | 7.2                             |
| 5               | 3.41                        | 208.68    | 162 ± 15                    | 11.2                            |
| 10              | 4.23                        | 258.09    | 193 ± 15                    | 13.2                            |
| 100             | 7.94                        | 480.43    | 233 ± 15                    | 16.0                            |
| 1000            | 7.97                        | 482.39    | 233 ± 15                    | 16.0                            |
| 10000           | 7.97                        | 482.39    | 233 ± 15                    | 16.0                            |
Appendix A: Binary masks or template matching for CCFs

In this Appendix, we describe the main difference between a CCF obtained through cross-correlation with a model or with a binary mask for atmospheric characterization. Both methods rely on different assumptions that are discussed below, except that they both need a line-list. The line-list selection is discussed in Appendix B. Nonetheless, the main idea is similar and consists of co-adding hundreds of lines to create an average line. Molecular lines in a planetary spectrum have different depths, and when hundreds of them are combined, the weakest lines will decrease the SNR. Therefore, it is important to give proper weight to each line to maximize the SNR.

Appendix A.1: Template matching

The template matching is the most commonly used technique to detect molecular species in exoplanet atmospheres (e.g. Snellen et al. 2010; Birkby et al. 2013; Brogi et al. 2016). It consists in building an atmospheric model that depends on the line positions, line cross-sections, temperature, mean-molecular weight, molecule abundance, cloud deck, and haze scattering. The model produced has thus a proper weight of the intrinsic depth of the lines at each pixel. However, this technique requires that we have prior knowledge of the atmospheric properties or that we guess them well. Hence, a grid of models is required, which is computationally heavy. Recently, Brogi & Line (2019); Gibson et al. (2020) have proposed and tested bayesian frameworks to find the best model maximizing the S/N. These frameworks are able to retrieve abundances, reconstruct the temperature-pressure profile and can be used on low- and high-resolution datasets simultaneously. Finally, this method does not allow to easily retrieve basic properties (it requires the new bayesian framework) of the average line such as its amplitude, its FWHM, or the continuum dispersion that can be useful to compare to other results directly.

Appendix A.2: Binary masks

This method for atmospheric studies has barely been used so far (Allart et al. 2017; Pino et al. 2018a, 2020). It consists of building a binary mask (with an aperture width of one pixel) and summing the transmitted flux at each wavelength. The mask apertures are centered on the theoretical line positions that depend only on the temperature and that are associated with a given weight. Accordingly, this technique relies on three parameters: line positions, temperature, and weights, and is not defined over the full spectral range. The major and more problematic questions linked to this method is how the weights have to be set. At the difference with stellar masks used to extract radial velocities, it is not possible to measure the line contrasts for a given planet and apply it to all exoplanets. The weights of exoplanet masks encompass all the other parameters described in appendix A.1. Hoeijmakers et al. (2019) used a mixed approach between template matching and binary mask, which consists in using designed templates, for a given planet, to set the weights. Here, we fixed the weight to one for each line to minimize model assumptions and follow Occam’s razor principle. Now the difficulty lies on how many lines have to be included in the mask starting from the strongest to maximize the S/N. On the one hand, including only a handful of lines implies that the CCF signal is high, as well as the noise. On the other hand, including all the lines minimizes the noise but at the expense of removing the signal due to the thousands of weakest lines. To maximize the S/R, it is thus necessary to optimize the number of lines in the mask, but this number cannot be known a priori. While the template-matching needs several parameters, the here-proposed technique relies only on two parameters (temperature and number of lines) that can be explored relatively quickly. Moreover, the produced average line can be expressed on its basic properties.

Appendix A.3: Complementary between both methods

Nevertheless, the two methods are not opposite and are, in fact, complementary. This can be seen as a two-steps approach. First, the binary mask method is applied, as it is faster, to retrieve the basic properties of the average line and give a first constraint on the temperature range. Then, the template matching method comes in a second step to retrieve in greater detail the atmospheric properties (e.g., temperature-pressure profile, abundances, cloud deck). We also note that in Pino et al. (2020), the authors proposed a binary masks bayesian framework, benchmarked it with template matching bayesian framework (Brogi & Line 2019) and retrieved detailed information on the atmosphere of KELT-9b.

Appendix B: Line-list comparison for water in the visible

Various molecular line-lists (e.g., HITTEMP, ExoMol, ...) can reproduce broad-band detection like the 1.3 microns water band. However, when going toward higher resolutions where individual lines are resolved (R ~100000), the line positions and cross-sections are less reliable. (Gandhi et al. 2020) studied the impact of different line-lists in the infrared. The authors showed that water line-lists mostly diverged for temperature above 1200 K and for low opacity lines. On the contrary, the strongest water lines are in agreement between line-lists in term of position and intensity. Here, we focus on the search for water vapor in the visible range (7000 to 7500 Å) and we compare three existing line-lists: ExoMol BT2 (Barber et al. 2006), ExoMol Pokaratel (Polansky et al. 2018) and HITTEMP2010 (Rothman et al. 2010). We applied the same technique as described in Sect 5.4 for each line-list. Fig. B.1 shows for each line-list, the CCFs for a temperature of 1400 K, and 1600 lines. It clearly reveals that the three line-lists present the same broad patterns, but none of them shows a water signature. There are two possible explanations for this: either the water signal is muted by the cloud-deck, as we proposed, or all line-lists are equally bad in the visible and thus prevent the search for water vapor.

Appendix C: Injection model and constraints from binary masks

In this Appendix, we injected the cloud-free model described in Sect 7.1 to see if our reduction steps described in Sect 5 could modify or erase a planetary signature. Our second goal is to apply our CCF binary mask framework to the ESPRESSO data when a planetary signature is present. To do so, we injected the cloud-free model on each in-transit spectrum before applying the telluric correction. We then reran the Molcfit correction and the RASSINE normalization before extracting the transmission spectrum and deriving the CCFs.

7 There is a strong effort put into this such as the ExoMol and HITTEMP projects
As a general comment, the decision to look at the CCFs at $T_{eq}$ and not at the HST/WFC3 retrieval temperature used to compute the model can be explained in two points. Firstly, we want to follow a model-independent approach as much as possible, which favors choosing the equilibrium temperature and not the one from a retrieval. Secondly, MacDonald et al. (2020) discusses in great detail why HST/WFC3 retrievals applied to the water band at 1.3 microns found temperatures lower than the equilibrium temperatures. The explanation is based on the lack of sophistication of those models that are generally 1-D and do not allow different compositions between terminators, thus leading to erroneous abundance, temperature, and temperature gradient.

Fig. B.1: CCFs for the ExoMol BT2 (top panel), the ExoMol Pokazatel (middle panel) and the HITTEMP2010 (bottom panel) with a water binary mask at 1400 K and 1600 lines.

Fig. C.1 presents the temperature vs. number lines map described in Sect. 5.4 and reports the best value of each parameters of the Gaussian fit applied to each CCF. First, the detection map (top row) shows clearly that the injected water vapor signature is detected and that the binary mask procedure allows to constrain the water vapor temperature and additionally, the weights (expressed in the number of strongest lines) of the lines. Second, while the Gaussian amplitude varies as expected (strongest amplitudes when fewer lines are included in the mask), it does not provide a strong constraint on the signal apart from an indicative mean amplitude of the water lines. Finally, the Gaussian FWHM and centroid are used to verify that the detection is not obtained for low or high-frequency noise at a velocity far from 0 km·s$^{-1}$. Fig. C.2 shows the observed CCF that maximizes the detection level, the amplitude, the FWHM and the centroid position. The detection map shows clearly that the binary mask approach can constrain the temperature of the atmosphere and the number of lines (i.e., the weights) required. The amplitude map behaves as expected with the higher signal when fewer lines are considered, but they are the strongest. Conclusions from the Gaussian FWHM and centroid are more difficult to draw, but at least where the detection level is highest, the FWHM and the centroids vary smoothly as a function of temperature and number of lines. This can be used to give more confidence in the detection.

**Appendix D: Radial velocities**

In this appendix, we show the radial velocities of WASP-127b phase-folded around mid-transit to illustrate the classical Rossiter-Mclaughlin effect.
Appendix E: Impact of the normalization

In this appendix, we show the impact of the RASSINE (Cretignier et al. 2020) normalization on the transmission spectrum. The wiggles are well suppressed by the RASSINE normalization but few residuals are still present. This is due to the choice of the preliminary mode of spectra time-series normalization of RASSINE rather than the complete version since this latter could absorb true planetary signatures in the Savity-Golay filtering. This was discussed by the authors in the Fig. 4 of their paper.