Vortex and Surface Phase Transitions in Superconducting Higher-order Topological Insulators
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Topological insulators (TIs) having intrinsic or proximity-coupled s-wave superconductivity host Majorana zero modes (MZMs) at the ends of vortex lines. The MZMs survive up to a critical doping of the TI at which there is a vortex phase transition that eliminates the MZMs. In this work, we show that the phenomenology in higher-order topological insulators (HOTIs) can be qualitatively distinct. In particular, we find two distinct features. (i) We find that vortices placed on the gapped (side) surfaces of the HOTI, exhibit a pair of phase transitions as a function of doping. The first transition is a surface phase transition after which MZMs appear. The second transition is the well-known vortex phase transition. We find that the surface transition appears because of the competition between the superconducting gap and the local \(T\)-breaking gap on the surface. (ii) We present numerical evidence that shows strong variation of the critical doping for the vortex phase transition as the center of the vortex is moved toward or away from the hinges of the sample. We believe our work provides new phenomenology that can help identify HOTIs, as well as illustrating a promising platform for the realization of MZMs.

Introduction.—In the past decade there has been an explosion of interest in new forms of topological matter, driven by the discoveries of topological insulators and gapless topological semimetals\(^1\)–\(^3\). The search for Majorana zero modes (MZMs) has been at the heart of it, due to its promising applications in developing the building blocks of topological quantum computation\(^4\). In a seminal work, Fu and Kane\(^5\) showed that a MZM can be trapped in the core of a vortex when an s-wave superconductor proximitizes a TI with gapless, Dirac surface states. Later, Hosur et. al. \(^6\) demonstrated that these MZMs can actually survive up to some critical doping of the TI bulk bands beyond the band edges\(^7\)–\(^9\).

Recently, some aspects of topological phases of matter have received newborn attention after the introduction of so-called higher-order topological phases \(^10\)–\(^15\), which has spawned numerous works in the last few years \(^16\)–\(^32\). An \(n^{th}\)-order topological phase of a system of dimension \(d\) possesses gapless boundary modes on the \(d-n\) dimensional boundaries with \(1 < n \leq d\), unlike a conventional topological phase for which \(n = 1\). Since its first theoretical discovery\(^10\), there have been experimental realizations of higher-order topological insulators (HOTIs) in several meta-material contexts \(^33\)–\(^36\), as well as evidence in solid state electronic materials\(^12\).

In light of this previous work we can ask a natural question: can proximitized (or intrinsically superconducting) 3D HOTIs exhibit MZMs in their vortices? Indeed, since one can arrive at a second-order HOTI in 3D by perturbing a \(T\)-invariant topological insulator while preserving the product of \(C_2\) and \(T\) symmetries \(^13\), then there is a clear connection between this question and Fu and Kane’s original work. In this article we answer this question in the affirmative, but reveal the appearance a surface phase transition tuned by changes in the chemical potential that distinguishes the HOTI from the ordinary TI phenomenology.

Let us explicitly summarize our findings. We begin with a conventional 3D \(T\)-invariant topological insulator. From here, Ref. \(^13\) predicts that one can form a 3D HOTI having chiral hinge states if one adds a \(C_2^zT\) symmetric term. This term acts to gap out the surfaces perpendicular to the \(x\) and \(y\) directions, but leaves the \(z\)-surfaces gapless. When proximitized by s-wave superconductivity, the \(z\)-surfaces behave as in an ordinary TI, as long as any vortices are far from any (gapless) hinges of the sample. However, vortices on the side surfaces show a different phenomenology. For weak proximity effect, and for chemical potentials inside the gap of the side surface states, we find that vortices do not trap an odd number of
MZMs. For a fixed proximity-induced pairing strength, one finds two clear critical points as \( \mu \) is tuned (note we are implicitly assuming \( \mu \geq 0 \) without loss of generality). Besides the large critical doping \( \mu^{c,2} \) that marks the known vortex phase transition (VPT) [6], we find a new lower critical doping \( \mu^{c,1} \) (Fig. 1). For chemical potentials smaller than \( \mu^{c,1} \) no stable MZMs are bound to vortices on the side surfaces. We will show below that the lower critical point represents a topological surface phase transition where the surface changes from being dominated by a \( T \)-breaking gap to a proximity-induced gap. As \( \mu \) increases through the surface transition the Majorana hinge states are eliminated and we recover the usual TI phenomenology. As such we find that stable, vortex-bound MZMs do exist on the side surfaces for the range \( \mu^{c,1} < \mu < \mu^{c,2} \).

Below, we provide more details and describe the surface transition as the competition between the superconducting gap and the \( C_4T \) symmetric term (that induces the surface \( T \)-breaking gap) in the HOTI. We further investigate the effect of an external Zeeman term and show that it can be utilized to modify \( \mu^{c,1} \) depending on its strength and orientation. We illustrate these transitions, in comparison with an ordinary proximitized TI, in Fig. 1. We believe that our results clearly delineate the vortex phenomenology in proximity induced TIs and HOTIs, and can be employed as a promising approach for identifying HOTIs as well as platform for the realization of MZMs.

Model. We begin with a lattice model for a 3D HOTI having proximity-induced s-wave singlet pairing. Let us use the the Nambu basis \( \Psi^T_k = (\psi_k, \psi_{-k}^\dagger) \) where \( \psi^T_k = (c_\uparrow, c_\downarrow d_\uparrow, d_\downarrow) \) and \( (c, d) \) represent different orbitals while \( \uparrow, \downarrow \) are spin. The Bogoliubov-de-Gennes (BdG) Hamiltonian for our model is is \( H_{SC} = \sum_k \psi_k^\dagger h_{BdG}^k \psi_k \) where

\[
h_{BdG}^k \equiv \begin{bmatrix} H_{HOTI}(k) - \mu & \Delta \\ \Delta^* & -H_{HOTI}^*(k) + \mu \end{bmatrix}
\]

(1)

and

\[
H_{HOTI}(k) = \begin{bmatrix} M + t_0 \sum_i \cos(k_i) \end{bmatrix} \kappa_\sigma_0 \\
+ t_1 \sum_i \sin(k_i) \kappa_\sigma_1 + t_2 (\cos(k_x) - \cos(k_y)) \kappa_\sigma_0.
\]

(2)

The pairing term is \( \Delta = \delta_0 \kappa_0 \sigma_y \) where \( \delta_0 \) is the strength of the pairing, and \( \kappa, \sigma \) are Pauli matrices in orbital and spin spaces, respectively. For \( t_2 = 0 \), Eq. (2), represents the well-known model of 3D time-reversal invariant TI, for \( 1 < |M| < 3 \) (strong TI) and \( 0 < |M| < 1 \) (weak TI). For \( t_2 \neq 0 \) the system can be in a 3D chiral HOTI phase when the TI is tuned to a strong TI phase [13]. The term proportional to \( t_2 \) breaks time-reversal and \( C_4 \) rotational symmetry while preserving their product: \( (C_4T)H_{HOTI}^T(k_x, k_y, k_z)(C_4T)^{-1} = H_{HOTI}(k_y, -k_z, -k_x), \) \( C_4 = \kappa_0 e^{-i\pi\sigma_y/4} \) and \( T = \kappa_0 \sigma_y \).

In the presence of superconductivity, either proximity-induced or intrinsic, the HOTI will develop chiral Majorana hinge modes, with a pair of chiral modes on hinges parallel to \( z \) that split when they intersect the top and bottom surfaces [37]. Now, we will turn our focus to vortex phenomenology. We can implement a vortex (perhaps better thought of as a vortex line) in a plane (perpendicular to a plane) parameterized by \( (x_i, x_j) \) using a spatially dependent pairing term \( \Delta(r) = \Delta \tanh(r/\xi_0) e^{i\phi_0} \), where \( r = \sqrt{x_1^2 + x_2^2} \), \( \phi_0 = \arctan(x_j/x_i) \), and we choose \( \xi_0 = 1 \). We ignore any contributions from the vector potential and Zeeman term from the field used to induce the vortex as in Ref. 6. The model for the strong TI has cubic symmetry so inserting a vortex on surfaces normal to \( x, y, \) or \( z \) gives rise to the same physics. However, this is not the case for HOTIs, as cubic symmetry is broken to an axial symmetry that distinguishes \( z \) from \( x \) and \( y \). From the
$C_4T$ symmetry one expects similar behavior for vortices along $x$ and $y$ (up to a time-reversal transformation), but the $z$-direction can be distinct.

**Results.** Following Ref. 6, we obtain the low-energy spectrum in the presence of a vortex by numerically diagonalizing the BdG Hamiltonian in Eq. (1) having periodic boundary conditions in the direction parallel to the vortex line (results are shown in Fig. 2). For easy comparison with earlier results we choose the following set of parameters: $M = -2.5$, $t_0 = t_1 = 1$ (in the remainder all energies are in units of $t_0$). For this choice of parameters all of the interesting physics is happening near the $\Gamma$ point so we focus on $k_z = 0$ ($k_x = 0$) for vortex lines parallel to $z$ ($x$).

For the parameters mentioned above, Ref. 6 showed MZMs at the ends of vortex lines survive up to a critical doping of $\mu_c \sim 0.9$ where the vortex lines undergo a VPT. In Fig. 2(a), we have reproduced this result for comparison. For chemical potentials smaller than $\mu_c$ the spectrum on the (periodic) vortex line is gapped, and MZMs will appear if the vortex line is terminated at a surface. From symmetry this result is independent of the orientation of the vortex line, e.g., vortex lines parallel to $x$ or $z$ have the same $\mu_c$.

Next, we turn on $t_2$ to push the system into the HOTI phase and obtain the spectrum for vortex lines oriented in the $z$ (Fig. 2(b)) and the $x$ (Fig. 2(c)) directions. We find that a critical $\mu$ still exists around $\mu \sim 1.0$, for both vortex orientations, having only a small increase compared to the TI case. However, we see a qualitative difference for small chemical potentials, i.e., there are other gapless points in Fig. 2(b,c) that are absent in the case of an ordinary TI. Without a vortex, a HOTI with superconducting pairing as in Eq. (1), is gapped on all surfaces. However, it possesses low-energy Majorana hinge states for a specific range of $\mu$. In Fig. 2(b) the gapless point at $k_z = 0$ and $\mu = 0$ is simply the hinge modes of the proximitized HOTI. As $\mu$ is tuned away from zero the hinge states parallel to $z$ have their zero-energy nodal point shifted off $k_z = 0$ so we only see finite-energy states associated to the hinges for $\mu \neq 0$. These hinge modes exist up to around $\mu \sim 0.3$ where there is a surface phase transition.

Now we can consider a vortex line parallel to $x$ with a spectrum shown in Fig. 2(c). Up to $\mu_c^{-1}$ (denoted by green vertical dashed line), there are hinge modes, and for this orientation the zero-energy nodal point is not shifted away from $k_z = 0$ as $\mu$ is increased. At $\mu_c^{-1}$ there is a surface phase transition, after which the hinge states are removed. We show the evolution of the low-energy surface states (without a vortex) in Fig. 3(a-c) as we tune $\mu$ through $\mu_c^{-1}$. In Fig. 3(e-h) we show the 3D probability densities of low-energy modes when a vortex is present and is oriented along the $x$ direction. In the evolution of the probability densities we first see hinge-states (e) followed by states extended along the surface (f) at the surface phase transition. After the surface phase transition the MZMs appear (g) which are subsequently destroyed at $\mu_c^{-2}$, (h). Remarkably, we see that the MZMs appear only after the surface phase transition. This is in sharp contrast to the surfaces of the TI and the (001) surface of the HOTI as these always host MZMs as long as $\mu < \mu_c^{-2}$.

To get a more clear understanding of the surface phase transition demonstrated in Fig. 3, we derive an effective surface Hamiltonian for the (100) surface of the proximitized HOTI by treating the $C_4T$ symmetric term in Eq. (2) perturbatively. We find [See SM],

$$h_{eff}(k) = v_z k_z \tau_z \sigma_y + v_y k_y \tau_0 \sigma_z - \frac{t_2}{2} \tau_z \sigma_x + \delta_0 \tau_y \sigma_y - \mu \tau_x \sigma_0. \quad (3)$$

From Eq. (3) we see that both the $C_4T$ symmetric term, and the superconducting pairing, can independently gap out the surface states (since they both fully anticommute with the kinetic energy terms), but they commute with each other, therefore they can be thought of as competing masses on the surface. Hence, this can lead to a gap closure at $k_y = k_z = 0$ when $\mu^c = \sqrt{\frac{l_2}{2}} - \frac{4\delta_0}{l_2}$. A prediction from this analysis is that a surface phase transition only appears in the $t_2 > 2\delta_0$ regime, i.e., when the local $T$-breaking surface gap is initially stronger than the proximity-induced gap. Otherwise, we would not expect a surface phase transition to occur, and consequently we would always expect to have MZMs for $\mu < \mu_c^{-2}$, similar to the ordinary TI since the proximity gap dominates. Now, to show this more rigorously we compute $\mu_c^{-1}$ numerically by varying the $t_2$ for a fixed $\delta_0$. From Fig. 3(d), we clearly see that, for a fixed superconducting gap $\delta_0$, when increasing $t_2$, $\mu_c^{-1}$ increases in qualitative agreement with the analytical result.

It is always experimentally beneficial to be able to tune phase transitions using various types of external perturbations. We propose that, in addition to the chemical potential, an external Zeeman term can provide some amount of tunability of the surface phase transition. Let us consider a vortex line along the $x$ direction passing through the center of the $y - z$ plane. An external magnetic field $B_x$ in the $x$ direction gives rise to the Zeeman term $B_x J_x = B_x \tau_z \kappa_0 \sigma_z$. This term can partially suppress the effect of $t_2$. To understand this, we project the $J_x$ matrix to the low-energy Hamiltonian on the $y - z$ surface and find $B_x \tau_z \sigma_y$ which is of the same form as the $C_4T$ symmetric term in Eq. 3. To get a quantitative sense, for our choice of parameters, turning on $B_x = 0.1$, for example, can reduce $\mu_c$ from 0.33 to 0.16. For sufficiently strong magnetic field, the phase appears after SurfPT can still possess Majorana hinge states. We leave a detailed investigation of the interplay between magnetic field and higher-order
topological superconductivity for elsewhere[38], and keep our focus on the vortex phenomena here. On the other hand, a Zeeman field perpendicular to the vortex line (i.e., parallel to the surface) will not influence $\mu^{c,1}$ on that surface. Therefore, we find that we can tune the surface phase transition on a given surface by applying a Zeeman field. If one has control over the orientation of the field one may be able to selectively tune the critical doping levels on each surface (for example, one may tune opposing surfaces such that one surface has a surface phase transition at finite $\mu$, while the transition on the opposing surface is suppressed to zero by applying a field normal to that surface).

Now, we briefly discuss how the location of the vortex center ($V_c$) on the side surfaces can impact the critical doping $\mu^{c,2}$. Here, we provide numerical evidence that shows strong variation of $\mu^{c,2}$ as $V_c$ is moved closer to the hinges. For the sake of simplicity we take periodic boundary conditions parallel to the vortex line and position a vortex on the diagonal of the surface plane. Let the distance between the vortex center and the hinge at corner $(1,1)$ be $d_h = (n - 1)\sqrt{2}$, and the distance between the vortex center and the center of the plane be $d_c = (N/2 - n)\sqrt{2}$, where the surface is an $N \times N$ square, and $n$ is the coordinate of the vortex center along the diagonal. Fig. 4 shows $\mu^{c,2}$ versus $d_h$ for two different system sizes, $N = 24, 28$. By changing, the system size, $d_c$ changes but $d_h$ remains same. By decreasing $d_h$ we find $\mu^{c,2}$ increases, but the results are independent of $N$.

Therefore we conclude that the vortex is sensitive to $d_h$ rather than $d_c$. We note that the details of the variation (and how strong the variation is), are a function of various parameters of the system, and in some cases can be affected more strongly by finite size effects. We note that for a fixed set of system parameters, the variation of $d_h$ only affects $\mu^{c,2}$ and not $\mu^{c,1}$ as the surface physics is nominally insensitive to the presence of the vortex. However, an external Zeeman term could affect results of Fig. 4 indirectly, since the presence/absence/spatial profile of the hinge states are effected by the Zeeman field, and thus the vortex-hinge hybridization can be affected by such a field. While this affect may be difficult to observe with a single (likely pinned) vortex, but may be measurable with a vortex lattice where one might expect a distribution of $\mu^{c,2}$ across the lattice depending on the spatial location of the vortices relative to the hinges.

In summary, we have found that vortex phenomenology can be utilized to distinguish a class of HOTIs from TIs, and can also serve as a platform for the realization of Majorana zero modes. In HOTIs having proximity-induced or intrinsic s-wave superconductivity we identified a new critical doping $\mu^{c,1}$ that marks a topological surface phase transition for the gapped (side) surfaces. We demonstrated that MZMs only appear in a range of doping levels between $\mu^{c,1}$ and $\mu^{c,2}$, the latter of which represents a previously known vortex transition. The surface transition results from two competing mass terms on the gapped surfaces of HOTI: the superconducting gap and a $T$-breaking mass term resulting from the bulk $C_4 T$. 
symmetric term that is responsible for driving a parent $\mathcal{T}$-invariant TI into the HOTI. The surface phase transition can be tuned with chemical potential or Zeeman fields which may help experimental detection of the phase transitions and MZMs. Recently, iron-based superconductors attracted attention because they can host both topological and trivial vortices simultaneously [39–45]. Here we have shown that the HOTIs are another example of such systems, which for a specific range of dopings and applied Zeeman fields, can host both trivial and topological vortices, but in different orientations. Furthermore, we have provided numerical evidence showing strong variation of the critical doping $\mu^{c,2}$ depending on the spatial location of the vortex center. Possible future research directions would be to repeat the investigations of some of the experimentally known characteristics of MZMs in TI/SC systems but for HOTIs[9]. For example, the spatial distribution of MZMs may be affected by the surface physics discussed here. Also, considering that the side surfaces have competing superconducting and magnetic mass terms, one could ask whether it can affect the spin-selective Andreev reflection profile. We leave these studies to future work.
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