Link Prediction Algorithm Based on Node Structure Similarity Measured by Relative Entropy
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Abstract. To solve the problem that the link prediction method based on local information ignores the influence of neighbor structure information on the similarity measurement of nodes, a link prediction method based on relative entropy and local structure of nodes is proposed. Firstly, the second-order local network is introduced to describe the local structure of nodes; then, the structural similarity between nodes is described by redefining the relative entropy; finally, the structural similarity of nodes is measured based on relative entropy, and the structural similarity index of the node structure is proposed considering the structure information of the neighbor. Experimental results on 7 real network data sets show that the proposed method can achieve better results and can be applied to networks with a small average aggregation coefficient compared with other similarity indexes based on local and global information, and also have better performance on large-scale networks.

1. Introduction

In reality, many complex systems can be represented by complex networks, such as the Internet [1], World Wide Web [2], social network [3] and protein network [4]. Any of the networks can be shown by a graph composed of points and edges, which is defined as $G(V, E)$—$V$ is the set of vertices and $E$ is the set of connected edges. In the research and application of complex networks, link prediction refers to predicting the possibility of link between two nodes in a network that has not yet produced a link and inferring the missing edges in the network through the known network topology and network node attributes [5]. Some of extra applications include friend recommendation in social networks (such as Facebook) [6,7], prediction of protein interaction [8], news recommendation to users [9].

At present, the algorithm based on local information is to select neighbor nodes and make predictions according to the similarity between nodes. This algorithm can calculate similarity index very efficiently and can be well executed and suitable for large-scale network applications in many cases. For example, common neighbor index (CN) [10] focuses on whether two nodes are in the same environment; Jaccard similarity index [11] refers to introducing the node on the basis of the number of common neighbors between any two points to describe similarity; Adamic-Adar index (AA) [12] is that the contribution of common neighbor nodes with the small degree is greater than that of common neighbor nodes with the large degree; Resource allocation index (RA) [13] considers that nodes in the network that are not directly connected pass resources through common neighbors; The preferential attachment index (PA) [14] defines that the probability of a new link node is proportional to the product of two nodes degrees; Lu [15] found that all common neighbors had the same contribution to node pairs by studying several benchmark indicators and put forward the local naive Bayes model (LNB) on the basis of this assumption [16]. The algorithm based on global information is in accordance with the measure similarity
of the topological structure in the whole network, for instance, Katz index [17] takes into account the full path information of nodes. The prediction effect is improved, but the complexity is high, meanwhile, it does not perform well in large-scale networks. The method based on the quasi-local information considers more information than the local index, and discards the redundant information which has no contribution or little contribution to the accuracy of prediction. For example, the local path (LP) index [18] is not suitable for networks with the large average shortest distance. In the past 20 years, most alternative methods based on the maximum likelihood method have been proposed [19,20]. The maximum likelihood method computes the possibility of any unobserved link on the premise of some organization principles of network structure, such as random block model [21-25].

To solve these problems, this paper proposes link prediction method based on the relative entropy and the structure similarity of the local structure of the node. The algorithm is mainly based on local information and introduces the concept of local network, which measures the similarity between nodes by relative entropy under the joint action of first-order and second-order neighbor information. This paper will compare five algorithms based on local similarity with one algorithm based on global similarity on seven real network data sets.

2. Similarity index based on local network relative entropy

2.1. Local network

In the research of complex networks, local structure plays an important role. The local area network [27] is constructed by nodes and their neighbours, and each node itself is also included in the local network, as shown in Figure 1. Subfigure(a) shows the first-order local network of the node 1. subfigure(b) shows the second-order local network of node 1.

![Local network definition](image)

Fig.1 Local network definition

2.2. Similarity index based on second-order local network relative entropy

2.2.1. Redefinition of relative entropy. Relative entropy [26] can be used to measure the difference between two probability distributions. Assuming that p(x) and q(x) are two probability distributions of values in discrete random variable x, then the relative entropy of p to q is:

$$H(p, q) = \frac{1}{2}(d_{KL}(p||q) + d_{KL}(q||p))$$

where

$$d_{KL}(p||q) = \sum_{x} p(x) \log \frac{p(x)}{q(x)}$$

(1)

2.2.2. Node similarity measurement. The local networks of node x are represented by L_x (N, D). First, the structure information of the node will be obtained. The similarity of each pair of nodes is determined by calculating the local relative entropy [27] of each node. In the whole network, the maximum node degree of the network is defined as m=max(D). p (x, k) represents the set of probability sets of node x in descending order, and p (y, k) represents the set of probability sets of node y in descending order. Then p (x, k) is defined as:

$$p(x, k) = \begin{cases} \frac{D(k)}{\sum_{k=1}^{m} D(k)} & k \leq \text{Degree}(x) + 1 \\ 0 & k > \text{Degree}(x) + 1 \end{cases}$$

where D(k) is the degree set of node x.

The relative entropy of each pair of nodes is calculated on p (x, k) and p (y, k), and the similarity matrix
The local relative entropy of node $x$ and node $y$ is defined as:

$$D_{KL} (p(x)||p(y)) = \sum_{k} p(x,k) \log \frac{p(x,k)}{p(y,k)}$$

(3)

Next, local relative entropy is used to describe the similarity between nodes.

**Definition 1** (Similarity between nodes based on local relative entropy, RE) For a network $G (V,E)$, $x$ and $y$ are two unconnected nodes, whose similarity can define the difference between $x$ and $y$ for local relative entropy and unit volume, as shown in formula (4):

$$S_{xy} (RE)=1- \frac{\max(H)}{H(x,y)}$$

(4)

$H(x,y)=\frac{1}{2}(D_{KL}(x||y)+D_{KL}(y||x))$ denotes the local relative entropy between nodes $x$ and $y$. $\max(H)$ represents the maximum value of local relative entropy of all nodes in a network.

This paper focuses on more structural information of nodes and further considers the second-order local network through the expansion of the first-order local network. Based on the generation rule of node similarity in the first-order local network, formula (3) is used to calculate the local relative entropy of node pairs in the second-order local network, and the node similarity based on the second-order local network is obtained according to formula (4).

**Similarity index based on relative entropy of the local network.** This paper is according to the structure information of the node and the structure information of the node neighbours, the node similarity based on the local network will be redefined as:

$$S_{xy}^{(RE)}=S_{xy} (RE) + \alpha * S_{xy}^{(RE)}$$

(5)

$S_{xy} (RE)$ is the similarity matrix of the first-order local network. $\alpha$ adjustment parameter indicates how much the second-order neighbour node affects the node structure similarity and the most appropriate value can be selected according to the specific network. $S_{xy}^{(RE)}$ is the similarity matrix of the second-order local network.

### 2.3. Algorithmic steps

The steps of similarity algorithm based on the relative entropy of the local network are as follows:

- **Input:** Network $G (V,E)$ and all unknown link sets $V$ (the set element $V_{xy}$ represents a node pair composed of nodes $x$ and $y$).
- **Output:** The average prediction accuracy AUC of the algorithm.

1. Step 1. Divide edge set $E$ into $E_T$ and $E_P$, and $E=E_T+E_P$;
2. Step 2. For $i = 1$ to $V$, for $j = 1$ to $V$;
3. Step 3. Compute $D_{KL} (p(x)||p(y)) = \sum_{k} p(x,k) \log \frac{p(x,k)}{p(y,k)}$, $S_{xy} (RE)=1- \frac{H(x,y)}{\max(H)}$.
4. Step 4. Compute $S_{xy}^{(RE)}=S_{xy} (RE) + \alpha * S_{xy}^{(RE)}$.
5. Step 5. Compute $AUC=\frac{n^2+0.5*n*n}{n}$, $n=1000$;
6. Step 6. Cycle steps from 1 to 5 for 20 times to get the prediction accuracy AUC and average it and output it;
7. Step 7. Determine the best value of $\alpha$.

### 3. Experimental analysis

#### 3.1. Experimental data

The experiment uses the following seven open complex network datasets to test the algorithm: Jazz [28], Celegans [29], Router [28], Yeast [30], Net Science (NS) [31], Political blogs (PB) [29] and wiki-vote [32]. Table 1 is the summary of network topology characteristics.
Table 1. Topological characteristic parameters of the dataset

| Network        | Jazz | Celegans | Router | Yeast | NS | PB | wiki-vote |
|----------------|------|----------|--------|-------|----|----|-----------|
| |V| | 198 | 297 | 5022 | 2375 | 1536 | 1222 | 7066 |
| |E| | 2742 | 2148 | 6258 | 11693 | 2742 | 19021 | 103663 |
| <K> | 27.7 | 14.46 | 2.49 | 9.2 | 4.97 | 27.36 | 14.573 |
| C | 0.618 | 0.308 | 0.033 | 0.388 | 0.79 | 0.36 | 0.142 |
| D | 6 | 5 | 15 | 15 | 17 | 8 | 4.77 |

3.2. Evaluation indicator

The AUC evaluation indicator [25], which measures the accuracy of the algorithm as a whole, is based on the comparison between the similar value of the edges in the test set and the similar value of the non-existent edges.

\[
AUC = \frac{n' + 0.5n''}{n}
\]

\( n \) means independent comparison \((n=10000)\); \( n' \) means the similarity value of edges in the test set is greater than that of non-existent edges; \( n'' \) means the similarity value of edges is equal to nonexistent edges in the test set.

3.3. Experiment

3.3.1. Influence and determination of parameter \( \alpha \) on the algorithm. The similarity index based on relative entropy of local network proposed in this paper comprehensively considers the influence of first and second neighbour information on the similarity of nodes. For the similarity measurement method based on a semi-local path, it is believed that the longer path has limited space to improve prediction performance. Too much noise information in some cases will result in a decrease in prediction accuracy. Generally, only the second and third paths, at most the fourth path will be considered [25]. Therefore, this paper considers the third path of nodes and ignores the influence of neighbour information from the third path, because neighbour information from the second path has less influence on the similarity of nodes than neighbour information from the first path. The result of experiment show that \( \alpha \) has a high prediction performance in the range of \([0, 1]\), so \( \alpha \in (0,1) \) is determined. The value of \( \alpha \) directly affects the prediction accuracy of RE. In order to determine the appropriate value of \( \alpha \) in the range of \((0,1)\) with 0.001 as the step size, different \( \alpha \) values will be selected to predict the RE index and the average value of AUC will also be calculated.

Figure 2 shows the prediction performance of RE indicators in each dataset on the basis of 90% training set and 10% test set. The higher the prediction accuracy of AUC, the higher the accuracy and the better the algorithm. The first-order local network information is considered when \( \alpha = 0 \). With the increase of \( \alpha \), the information of the second-order local network becomes more important in the index, but the prediction performance of different networks changes to different extents with the continuous increase of \( \alpha \). For Router networks and wiki-vote networks, the average aggregation coefficient is so small that the first-order local network basically covers all the information, which causes little influence on node similarity. The importance of the second-order local network is determined by \( \alpha \), so it is necessary to determine the best \( \alpha \) value according to different datasets. A large number of parameter tuning experiments are performed on the real datasets to determine the best \( \alpha \) value for different networks. The specific values are shown in Table 2.
3.3.2. The comparison of algorithm performance. $\alpha$ is the value in Table 2 and the corresponding AUC prediction accuracy is calculated to measure the performance of this algorithm. Figure 3 shows the average AUC prediction accuracy of each dataset under different indicators. The RE algorithm in this paper is superior to other comparison algorithms in Celegans, Yeast, PB and wiki-vote datasets and is 4.6%, 2.5%, 2.4% and 10.1% higher than LNBRA, LNBCN, Jaccard and LNBAA algorithms. The RE index in Jazz network has increased by 9.1% compared with the PA index and the router network has increased by 9.2% compared with the PA index. The NS network has increased by 12.9%, 13%, 13% and 12.9% respectively compared with the algorithm in LNBRA, LNBCN, Jaccard and LNBAA. The link prediction performance achieved by RE algorithm in each network shows that more comprehensive network structure information can be obtained when predicting by using relative entropy theory and considering the similarity index of second-order local network node information, which effectively improve prediction accuracy. The algorithm presented in this paper is not suitable for networks with high average aggregation coefficient by observing the network characteristics of the selected dataset, such as Jazz network and NS network, but has very good performance for networks with low connection density, such as wiki-vote network, Celegans network, Yeas network and PB network. For a particular network Router, the accuracy of the algorithm in this paper also has a good performance, which shows that the algorithm is suitable for networks with low connection density and small aggregation coefficient and has good performance on large-scale networks. The average AUC prediction accuracy (90% training set) for each dataset is shown in Table 3.
In order to comprehensively measure the performance of the algorithm, the link information will be changed with the proportion of the training set $E_T$ from 90% to 99% and 80%. As the proportion of the training set decreases, good connectivity will be lost between nodes and more link information is missing in the prediction, so the proportion from a smaller training set is no longer considered. The above experimental process is repeated to obtain the AUC values of average prediction accuracy for each prediction algorithm. The test results are shown in Figure 4. Experiments have found that the AUC of all prediction algorithms decreases when the training set is reduced from 99% to 80%. The decrease of the proportion of training set causes less network information obtained during prediction. No matter how the proportion of the training set changes, the algorithm in this paper has good prediction accuracy in Celegans network, Yeast network, PB network and wiki-vote network, and it will be less affected as the proportion of the test set decreases.

Tables 4 and 5 show the specific values of AUC difference of each algorithm in different scales of the training set. In PB and Router networks, the AUC difference of this algorithm in this paper is smaller than that of LNBRA, LNBCN, LNBA and Jaccard algorithms, and the performance of this algorithm is more stable. In wiki-vote networks, the performance of this algorithm is more stable than that of Katz0.01 algorithm. However, the algorithm has little change in AUC difference compared with most other algorithms in the Jazz, Celegans, NS, and Yeast networks. This shows that the prediction performance of the algorithm in this paper doesn’t have any significant reduction when the training set is decreased, which can better adapt to complex environments.

### Table 4. AUC difference between 99% and 90% training set of each algorithm (%)

| Network | Jazz | Celegans | NS | PB | Router | Yeast | wiki-vote |
|---------|------|----------|----|----|--------|-------|-----------|
| LNBRA   | 0.420| 0.120    | 0.300| 6.310| 4.850  | 1.400 | 0.410     |
| LNBCN   | 0.820| 0.430    | 0.300| 6.690| 4.860  | 1.390 | 0.400     |
| Jaccard | 0.600| 1.600    | 0.300| 2.120| 4.820  | 1.390 | 0.430     |
| LNBA    | 0.620| 1.130    | 0.300| 6.420| 4.860  | 1.390 | 0.400     |
| PA      | 1.670| 1.500    | 0.630| 0.260| 0.580  | 1.560 | 0.760     |
| Katz0.01| 1.410| 0.600    | 0.450| 6.640| 1.860  | 0.570 | 21.540    |
| RE      | 0.040| 0.320    | 0.040| 0.590| 1.220  | 0.500 | 0.880     |

### Table 5. AUC difference of each algorithm in 90% and 80% training set (%)

| Network | Jazz | Celegans | NS | PB | Router | Yeast | wiki-vote |
|---------|------|----------|----|----|--------|-------|-----------|
| LNBRA   | 0.110| 2.910    | 1.100| 0.840| 4.420  | 0.960 | 0.700     |
| LNBCN   | 0.190| 2.570    | 1.090| 0.840| 4.430  | 0.950 | 0.680     |
| Jaccard | 0.190| 2.710    | 1.100| 0.650| 4.400  | 0.960 | 0.660     |
| LNBA    | 0.150| 2.600    | 1.100| 0.810| 4.430  | 0.950 | 0.690     |
| PA      | 1.000| 0.610    | 0.880| 0.280| 0.360  | 0.120 | 1.000     |
| Katz0.01| 0.400| 1.240    | 0.160| 0.160| 2.080  | 1.080 | 23.720    |
| RE      | 0.020| 0.6600   | 0.420| 0.350| 0.630  | 0.280 | 1.010     |
4. Conclusion
In order to solve the problem that the structural information of nodes in the real network has an impact on the similarity measurement, a method for link prediction of node structure similarity based on relative entropy and node local structure is proposed from the perspective of information theory. Compared with other similar indicators, experimental tests on seven actual network datasets show that the proposed method not only can achieve better results according to the AUC measurement standard but also show more stable performance with a smaller proportion of the total sample in the training samples. The algorithm presented in this paper is more suitable for networks with low connection density and small aggregation coefficient by observing the network characteristics of the selected dataset. The main contribution of this paper is to introduce information theory into the link prediction problem and take into account the structural information of node neighbours. Other similar indicators will be introduced for hybrid link prediction and related research to improve accuracy.
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