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Abstract—In this paper, the partial relaxation approach is introduced and applied to the DOA estimation problem using spectral search. Unlike existing spectral-based methods like conventional beamformer, Capon beamformer or MUSIC which can be considered as single source approximation of multi-source estimation criteria, the proposed approach accounts for the existence of multiple sources. At each considered direction, the manifold structure of the remaining interfering signals impinging on the sensor array is relaxed, which results in closed form estimates for the “interference” parameters. Thanks to this relaxation, the conventional multi-source optimization problem reduces to a simple spectral search. Following this principle, we propose estimators based on the Deterministic Maximum Likelihood, Weighted Subspace Fitting and covariance fitting methods. To calculate the null-spectra efficiently, an iterative rooting scheme based on the rational function approximation is applied to the partial relaxation methods. Simulation results show that, irrespectively of any specific structure of the sensor array, the performance of the proposed estimators is superior to the conventional methods, especially in the case of low Signal-to-Noise-Ratio and low number of snapshots, while maintaining a computational cost which is comparable to MUSIC.
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I. INTRODUCTION

Direction-of-Arrival (DOA) estimation and source localization have been fundamental and long-established research directions in sensor array processing. The application of DOA estimation spans multiple fields of research, including wireless communication, radio astronomy, automotive radar, etc. [1]–[4].

Many methods for DOA estimation have been developed to increase the resolution capability, computational efficiency and robustness of the algorithms. Although the family of Maximum Likelihood (ML) estimators enjoys remarkable properties of excellent threshold and asymptotic performance [5]–[7], and robustness of the algorithms. Although the family of Maximum Likelihood (ML) estimators enjoys remarkable properties of excellent threshold and asymptotic performance [5]–[7], the application of ML estimators in real-time scenarios is generally impractical due to the optimization of multi-modal functions and the associated prohibitive computational cost.

In the family of subspace-based algorithms, MUSIC [8] relies on the signal subspace calculated from the spatial sample covariance matrix and performs a spectral search for the estimated DOAs. In [9], a modified version of the MUSIC algorithm based on the Random Matrix Theory is proposed to improve the threshold performance. On the other hand, root-MUSIC [10], ESPRIT [11] and their unitary variants [12], [13], [14] exploit uniform linear and shift-invariant array structures, respectively, to provide search-free DOA estimates, resulting in considerable reduction in the computational time and enhancement in the estimation performance [15]–[18].

When formulated as non-linear least squares (LS) problems, conventional spectral-based algorithms ignore the existence of multiple sources in the snapshots and therefore can be regarded as single source approximation of multi-source criteria [6], [19]. As a consequence, if the interference power from other sources is high, the performance of conventional algorithms strongly degrades [5], [20]. This scenario occurs, e.g., when two or multiple sources are closely-spaced.

To overcome the aforementioned shortcomings of existing estimators without requiring specific structures of the sensor array, in this paper, DOA estimators based on the partial relaxation approach [21], [22] are presented. Taking a fundamentally different perspective from the conventional spectral-based algorithms, the partial relaxation approach takes signals from both “desired” and “interfering” directions into account. However, while the manifold structure of the desired direction is unaltered, the manifold structure of the interfering directions is relaxed to make the problem computationally tractable, hence the name partial relaxation. Based on this concept, closed-form expressions for the optimal solutions of the relaxed interference parameters are first determined, and then substituted back into the multi-source criteria, resulting in simple spectral search procedures. In contrast to MUSIC, in which the eigenvectors spanning the noise subspace play an essential role in the calculation of the null-spectrum, the partial relaxation approach relies only on the eigenvalues of a certain modified covariance matrix at each direction. In comparison to the corresponding conventional multi-source fitting methods, the partial relaxation approach admits simpler solutions while obtaining superior error performance to the conventional spectral-based algorithms. To summarize, the original contributions of this paper are:

- We introduce a new Partial Relaxation Framework for the DOA estimation problem, which, from the simulation results, exhibits excellent Signal-to-Noise (SNR) threshold performance without requiring any particular structure of the sensor array.
We propose four new DOA estimators under the partial relaxation framework based on the classical Deterministic Maximum Likelihood, Weighted Subspace Fitting, constrained and unconstrained covariance fitting estimator.

In order to reduce the overall computational complexity, we propose an efficient procedure for computing the required null-spectra of the proposed estimators under the partial relaxation framework.

The paper is organized as follows. The signal model is introduced in Section II. Existing DOA methods based on non-linear least squares problems, which are the motivating background of the proposed work, are introduced in Section III. The mathematical formulation of the proposed partial relaxation approach and its adaptation to the conventional DOA estimation methods, i.e., the Deterministic ML, Weighted Subspace Fitting, constrained and unconstrained covariance fitting estimator, are described in Section IV. The computational aspects of the partial relaxation framework are discussed in Section V, where the rational approximation is applied to calculate the eigenvalues efficiently and therefore avoid the full computation of the eigenvalue decomposition. To illustrate the performance gain in terms of estimation errors and execution time of the proposed methods, simulation results based on synthetic data are presented in Section VI. Lastly in Section VII, remarks and extensions to further research are discussed.

**Notation:** Matrices are denoted by boldface uppercase letters $\mathbf{A}$, vectors are denoted by boldface lowercase letters $\mathbf{a}$, and scalars are denoted by regular letters $a$. $I_M$ represents the $M \times M$ identity matrix. Symbols $(\cdot)^H$, $(\cdot)^{-1}$ and $(\cdot)^{1/2}$ denote the Hermitian transpose, inverse and the principal square root, respectively, of the matrix argument. The expectation operator is represented by $\mathbb{E}\{\cdot\}$. The trace operator is denoted by $\operatorname{tr}\{\cdot\}$, and the determinant is represented by $\det(\cdot)$. $||\cdot||_F$ denotes the Frobenius norm, and $||\cdot||_2$ is the $\ell_2$-norm of the argument. Finally, $\arg\min N f(\cdot)$ denotes the $N$ arguments at which the function $f(\cdot)$ attains its $N$-deepest separated local minima.

II. SIGNAL MODEL

Consider an array of $M$ sensors receiving $N$ narrowband signals emitted from sources with corresponding unknown DOAs $\theta = [\theta_1, \ldots, \theta_N]^T$. Furthermore, assume that $N < M$. The sensor measurement vector $\mathbf{x}(t) = [x_1(t), \ldots, x_M(t)]^T \in \mathbb{C}^{M \times 1}$ in the baseband at the time instant $t$ is modeled as:

$$\mathbf{x}(t) = \mathbf{A}(\theta)\mathbf{s}(t) + \mathbf{n}(t) \quad \text{with} \quad t = 1, \ldots, T,$$

where $\mathbf{s}(t) = [s_1(t), \ldots, s_N(t)]^T \in \mathbb{C}^{N \times 1}$ denotes the baseband source signal vector from $N$ sources and $\mathbf{n}(t) \in \mathbb{C}^{M \times 1}$ represents the additive circularly complex noise vector at the sensor array with the noise covariance matrix $\mathbb{E}\{\mathbf{n}(t)\mathbf{n}(t)^H\} = \sigma_n^2 I_M$. The steering matrix $\mathbf{A}(\theta) \in \mathbb{C}^{M \times N}$ in (1), which is assumed to have full column rank, is given by:

$$\mathbf{A}(\theta) = [\mathbf{a}(\theta_1), \ldots, \mathbf{a}(\theta_N)], \quad \text{where} \quad \mathbf{a}(\theta_n) \text{ denotes the sensor array response for the DOA } \theta_n.$$ 

Equation (1) can be rewritten for multiple snapshots $t = 1, \ldots, T$ in a compact notation as:

$$\mathbf{X} = \mathbf{A}(\theta)\mathbf{S} + \mathbf{N}, \quad (3)$$

where $\mathbf{X} = [\mathbf{x}(1), \ldots, \mathbf{x}(T)] \in \mathbb{C}^{M \times T}$ is the received baseband signal matrix. In a similar manner, we define the source signal matrix $\mathbf{S} \in \mathbb{C}^{N \times T}$ and the sensor noise matrix $\mathbf{N} \in \mathbb{C}^{M \times T}$ as $\mathbf{S} = [\mathbf{s}(1), \ldots, \mathbf{s}(T)]$ and $\mathbf{N} = [\mathbf{n}(1), \ldots, \mathbf{n}(T)]$, respectively.

Assume that the source signals and the noise are uncorrelated, the covariance matrix of the received signal $\mathbf{R} \in \mathbb{C}^{M \times M}$ is given by:

$$\mathbf{R} = \mathbb{E}\{\mathbf{x}(t)\mathbf{x}(t)^H\} = \mathbf{A}\mathbf{R}_{\mathbf{a}}\mathbf{A}^H + \sigma_n^2 I_M, \quad (4)$$

where $\mathbf{R}_{\mathbf{a}} = \mathbb{E}\{\mathbf{s}(t)\mathbf{s}(t)^H\}$ is the covariance matrix of the transmitted signal $\mathbf{s}(t)$. We assume throughout the paper that the number of sources $N$ is known, and the source signals are non-coherent.

In practice, the true covariance matrix $\mathbf{R}$ is not available and the sample covariance matrix $\hat{\mathbf{R}}$ is used instead:

$$\hat{\mathbf{R}} = \frac{1}{T}\mathbf{X}\mathbf{X}^H. \quad (5)$$

Subspace techniques rely on the properties of the eigenspaces of the sample covariance matrix $\hat{\mathbf{R}}$, which is decomposed as:

$$\hat{\mathbf{R}} = \hat{\mathbf{U}}\hat{\Lambda}\hat{\mathbf{U}}^H = \hat{\mathbf{U}}_s\hat{\Lambda}_s\hat{\mathbf{U}}_s^H + \hat{\mathbf{U}}_n\hat{\Lambda}_n\hat{\mathbf{U}}_n^H. \quad (6a)$$

In (6b), $\hat{\Lambda}_s \in \mathbb{C}^{N \times N}$ is a diagonal matrix, containing the $N$-largest eigenvalues $\{\hat{\lambda}_1, \ldots, \hat{\lambda}_N\}$, and $\hat{\mathbf{U}}_s \in \mathbb{C}^{M \times N}$ contains the corresponding $N$-principal eigenvectors of the sample covariance matrix $\hat{\mathbf{R}}$. Similarly, $\hat{\Lambda}_n \in \mathbb{C}^{(M-N) \times (M-N)}$ and $\hat{\mathbf{U}}_n \in \mathbb{C}^{M \times (M-N)}$ contain the $(M-N)$-noise eigenvalues $\{\hat{\lambda}_{N+1}, \ldots, \hat{\lambda}_M\}$ and the associated noise eigenvectors, respectively.

III. EXISTING METHODS BASED ON NON-LINEAR LS

In the family of ML estimators, the Deterministic ML (DML) estimates the DOAs by searching for the steering matrix $\mathbf{A}$ in the $N$-source array manifold $\mathcal{A}_N$, which is parameterized as follows:

$$\mathcal{A}_N = \{\mathbf{A}|\mathbf{A} = [\mathbf{a}(\vartheta_1), \ldots, \mathbf{a}(\vartheta_N)], \vartheta_1 < \ldots < \vartheta_N\}. \quad (7)$$

Based on the signal model in (3) and the parameterization in (7), the DML estimator is formulated as the following non-linear least squares problem [2]:

$$\left\{\hat{\mathbf{A}}_{\text{DML}}, \hat{\mathbf{S}}\right\} = \arg\min_{\mathbf{A} \in \mathcal{A}_N, \mathbf{S} \in \mathbb{C}^{N \times T}} ||\mathbf{X} - \mathbf{A}\mathbf{S}||^2_F. \quad (8)$$

In the case that only the DOAs are considered, the DML estimator in (8) can be reformulated as:

$$\left\{\hat{\mathbf{A}}_{\text{DML}}\right\} = \arg\min_{\mathbf{A} \in \mathcal{A}_N} \operatorname{tr}\{\mathbf{P}_A\hat{\mathbf{R}}\}. \quad (9)$$

In (9), $\mathbf{P}_A = \mathbf{A}(\mathbf{A}^H\mathbf{A})^{-1}\mathbf{A}^H$ denotes the projection matrix onto the subspace spanned by the columns of the matrix $\mathbf{A}$. 
Similarly, $P_A^\perp = I_M - P_A$ is the projection matrix onto the subspace which is the orthogonal complement to the subspace spanned by $A$.

In general, the DOA estimation problem can be formulated as:

$$\{ \bar{A} \} = \arg \min_{A \in A_N} f(A, Y),$$  \hspace{1cm} (10)

where $f(\cdot)$ denotes a general cost function, and $Y$ is a data matrix which is somehow obtained from the received baseband signal matrix $X$. We remark that different choices on the cost function $f(\cdot)$, the parameterization of $A$ and the data matrix $Y$ result in different error performance of the DOA estimators. Since the $N$-source array manifold $A_N$ is highly structured and non-convex, the optimization problem in (10) is generally challenging, albeit challenging [23]–[25]. To relieve the high computational cost, a common approach is to find a sub-optimal solution of (10) by considering special cases: the single source approximation [19]. In this approach, we consider only the single source array manifold as the feasible set of the optimization problem in (10), i.e., $A = a \in A_1$, while leaving the data matrix $Y$ unchanged. The locations of $N$-deepest minima of the null-spectrum $f(a, Y)$, which are obtained by performing a sweep search on $a \in A_1$, correspond to the steering vectors of the estimated DOAs. The above mentioned steps are compactly expressed by the following notation:

$$\{ \bar{a} \} = N \arg \min_{a \in A_1} f(a, Y).$$  \hspace{1cm} (11)

From now on, unless we want to emphasize the dependence of the steering vector $a(\vartheta)$ on the direction, the argument $\vartheta$ will be omitted. Under the single source approximation approach, conventional spectral-search DOA estimators from the literature are retrieved by considering different optimizing criteria and different data matrices [19]:

- **Measurement Fitting:** Using the cost function of the DML in (9) and the data matrix $Y = \hat{R}$ under the single source approximation, the following optimization problem is obtained:

$$\{ \bar{a} \} = N \arg \min_{a \in A_1} \text{tr} \{ P_{a}^\perp \hat{R} \}. $$  \hspace{1cm} (12)

Note that the objective function in (12) is the null-spectrum of the conventional beamformer [2].

- **Weighted Subspace Fitting (WSF):** In accordance with the DML method, the optimization problem for the Weighted Signal Subspace Fitting is formulated in [23] as:

$$\{ \bar{A} \} = \arg \min_{A \in A_N} \text{tr} \{ P_A^\perp \hat{U}_s W \hat{U}_s^H \},$$  \hspace{1cm} (13)

where $W \in \mathbb{C}^{N \times N}$ is a positive semidefinite weighting matrix. In [23], the authors showed that by choosing the weighting matrix as:

$$W = \hat{A}^2 \hat{A}_s^{-1}$$  \hspace{1cm} (14)

with $\hat{A} = A - \hat{a}_n^2 I_N$ and $\hat{a}_n^2 = \frac{1}{M - N} \sum_{k=N+1}^M \hat{\lambda}_k$, the estimation error of the WSF method asymptotically achieves the Cramer-Rao Bound as the number of snapshots $T$ tends to infinity. When the single source approximation is adopted with the data matrix $Y = \hat{U}_s W \hat{U}_s^H$, we obtain the following optimization problem:

$$\{ \bar{a} \} = N \arg \min_{a \in A_1} \text{tr} \{ P_a^\perp \hat{U}_s W \hat{U}_s^H \}. $$  \hspace{1cm} (15)

In a special case when $W = I_N$, the formulation in (15) can be shown to be equivalent to the MUSIC estimator [19].

- **Covariance Fitting:** Starting from the identity in (4) and applying the least squares covariance fitting without considering the weighting matrix $W$, we obtain [27]:

$$\{ \bar{A}, \bar{R}_s \} = \arg \min_{A \in A_N, R_s \geq 0} \left\| \hat{R} - AR_s A^H \right\|_F^2. $$  \hspace{1cm} (16)

If the single source consideration is adopted on (16) with the data matrix $Y = \hat{R}$, we obtain:

$$\{ \bar{a} \} = N \arg \min_{a \in A_1, \sigma_2^2 \geq 0} \left\| \hat{R} - \sigma_2^2 aa^H \right\|_F^2. $$  \hspace{1cm} (17)

The inner optimization problem in (17) obtains a closed-form minimizer $\hat{\sigma}_2^2$ given by [26]:

$$\hat{\sigma}_2^2 = \arg \min_{\sigma_2^2 \geq 0} \left\| \hat{R} - \sigma_2^2 aa^H \right\|_F^2 = \frac{a^H \hat{R} a}{(a^H a)^2},$$  \hspace{1cm} (18)

which is merely a scaled spectrum of the conventional beamformer. If a positive semidefinite constraint is enforced in the inner optimization problem in (18) as:

$$\hat{\sigma}_2^2 = \arg \min_{\sigma_2^2 \geq 0} \left\| \hat{R} - \sigma_2^2 aa^H \right\|_F^2$$

subject to $\hat{R} - \sigma_2^2 aa^H \succeq 0$,

then the minimizer $\hat{\sigma}_2^2$ is given by the Capon spectrum [26, p. 293], [28]:

$$\hat{\sigma}_2^2 = \frac{1}{a^H \hat{R}^{-1} a}. $$  \hspace{1cm} (20)

We remark that the optimization problems obtained by applying the single source approximation approach to the least squares fitting problem in (9), (13) and (16) are equivalent to the multi-source criteria counterparts under the assumptions of orthogonal steering vectors, i.e., $A^H A = MI_N$, and uncorrelated source signals. In this case, the effects of interfering signals on the desired direction vanish. As a result, the steering vectors are decoupled, and the multi-source optimization problems can be decomposed into multiple single source estimation problems. Conversely, if the steering vectors are not orthogonal, the performance of the single source approach degrades due to the interference of neighboring source signals.

### IV. Partial Relaxation Approach

In order to relieve the aforementioned drawbacks of the conventional spectral-search algorithms, in this section, the general concept for the partial relaxation approach is introduced. Afterwards, four DOA estimators are proposed by adopting the partial relaxation approach on the classical least squares problems in (9), (13), (16) and (19).
A. General Concept

Unlike the single source approximation, our proposed partial relaxation approach considers the signals from both the “desired” and “interfering” directions. However, to make the problem tractable, the array structures of the interfering signals are relaxed. More precisely, instead of enforcing the steering matrix $A = [a(\theta_1), \ldots, a(\theta_N)]$ to be an element in the highly structured array manifold $\tilde{A}_N$ as in (10), without the loss of generality, we maintain the manifold structure of the first column $a(\theta_1)$ of $A$, which corresponds to the signal of consideration. On the other hand, the manifold structure of the remaining sources $[a(\theta_2), \ldots, a(\theta_N)]$, which are considered as interfering sources, is relaxed to an arbitrary matrix $B \in \mathbb{C}^{M \times (N-1)}$. Mathematically, we assume that $A \in \tilde{A}_N$, where the relaxed array manifold $\tilde{A}_N$ is parameterized as:

$$\tilde{A}_N = \left\{ A | A = [a(\vartheta), B], a(\vartheta) \in A_1, B \in \mathbb{C}^{M \times (N-1)} \right\}.$$  \hspace{1cm} (21)

Note that $\tilde{A}_N$ still retains some structure depending on the geometry of the sensor array, hence the name partial relaxation. However, only one DOA can be estimated if the cost function of (10) is minimized on the relaxed array manifold $\tilde{A}_N$ of (21). Therefore, the grid search is applied similarly to the single source approximation in Section III as follows: first we fix the data matrix $Y$, minimize the objective function in (10) with respect to $B$, and then perform a grid search on $a(\vartheta) \in A_1$ to determine the locations of $N$-deepest local minima. The rationale for the partial relaxation approach is that, at each time a candidate DOA $\vartheta$ coincides with one of the true DOAs $\theta_n$, then with $B$ modeling all other steering vectors, a perfect fit to the data is attained at high SNR or large $T$. When $\vartheta$ is different from all true DOAs, the number of degrees-of-freedom in $B$ is not sufficiently large to match to the data perfectly. In the following, the partial relaxation approach is applied to the four algorithms introduced in Section III, i.e., the DML, WSF, constrained and unconstrained covariance fitting estimator.

B. Partially-Relaxed DML (PR-DML)

Adopting the partial relaxation approach on the objective function in (9) leads to the following optimization problem:

$$\hat{a}_{\text{PR-DML}} = \arg \min_{a \in A_1} \min_B \text{tr} \left\{ P_{a,B}^\perp \hat{R} \right\}. \hspace{1cm} (22)$$

By rewriting the objective function in (22) to decouple $a$ and $B$ partially, we obtain:

$$\text{tr} \left\{ P_{a,B}^\perp \hat{R} \right\} = \text{tr} \left\{ P_{a}^\perp \hat{R} \right\} - \text{tr} \left\{ P_{a,B}^\perp \hat{R} \right\}, \hspace{1cm} (23)$$

where we use the convention that $\text{tr} \left\{ P_{a}^\perp \hat{R} \right\} = 0$ if $P_{a} B = 0$. Since the first term on the right hand side of (23) does not depend on $B$, the inner optimization problem in (22) is equivalent to:

$$\max_B \text{tr} \left\{ P_{a}^\perp B \hat{R} \right\}. \hspace{1cm} (24)$$

The solution of (24) is given by (see Appendix A):

$$\max_B \text{tr} \left\{ P_{a}^\perp B \hat{R} \right\} = \sum_{k=1}^{N-1} \lambda_k \left( P_{a}^\perp \hat{R} \right), \hspace{1cm} (25)$$

where $\lambda_k(\cdot)$ denotes the $k$-th largest eigenvalue of the matrix in the argument. Substituting (23) and (25) back into the objective function of (22), the null-spectrum of the PR-DML estimator is obtained as:

$$f_{\text{PR-DML}}(\hat{\vartheta}) = \min_B \text{tr} \left\{ P_{a(\hat{\vartheta}),B}^\perp \hat{R} \right\} = \sum_{k=N}^{M} \lambda_k \left( P_{a(\hat{\vartheta})}^\perp \hat{R} \right). \hspace{1cm} (26)$$

The estimated DOAs $\hat{\vartheta} = [\hat{\theta}_1, \ldots, \hat{\theta}_N]^T$ are then determined by choosing the locations of the $N$-deepest minima of the null-spectrum $f_{\text{PR-DML}}(\hat{\vartheta})$. As further elaborated in Section V, the null-spectrum $f_{\text{PR-DML}}(\hat{\vartheta})$ in (26) can be efficiently computed without necessarily performing a full eigenvalue decomposition at each direction, i.e., computing the corresponding set of eigenvectors of the matrix $P_{a(\hat{\vartheta})}^\perp \hat{R}$ is not required.

C. Partially-Relaxed WSF (PR-WSF)

Following a similar derivation as for the PR-DML estimator in Section IV-B and using the mathematical formulation of the WSF estimator in (15), the optimization problem corresponding to the PR-WSF estimator reads:

$$\hat{a}_{\text{PR-WSF}} = \arg \min_{a \in A_1} \min_B \text{tr} \left\{ P_{[a,B]}^\perp \tilde{U}_W \hat{W}_s \right\}, \hspace{1cm} (27)$$

and the null-spectrum of the PR-WSF is calculated as:

$$f_{\text{PR-WSF}}(\hat{\vartheta}) = \sum_{k=N}^{M} \lambda_k \left( P_{a(\hat{\vartheta})}^\perp \tilde{U}_W \hat{W}_s \right). \hspace{1cm} (28)$$

Note that in a special case when $W = I_N$, the proposed estimator in (27) is equivalent to the MUSIC estimator (see Appendix B). From now on, if not further specified, the weighting matrix $W$ is chosen as in (14).

D. Partially-Relaxed Constrained Covariance Fitting (PR-CCF)

To derive new estimators based on the covariance fitting problems in (18) and (19), we follow the principle of the partial relaxation approach for the array steering matrix by relaxing $A = [a, B]$ with an arbitrary matrix $B \in \mathbb{C}^{M \times (N-1)}$. Similarly, we partition the waveform matrix $S = \left[ s, J^T \right]^T$ in the signal model in (3) with $s \in \mathbb{C}^{T \times 1}$ and $J \in \mathbb{C}^{(N-1) \times T}$ to obtain:

$$X = as^T + E + N, \hspace{1cm} (29)$$

where $E = BJ \in \mathbb{C}^{M \times T}$ models the received signal of the remaining $(N-1)$-sources with the relaxed array manifold structure and therefore $\text{rank}(E) \leq N - 1$. Furthermore, we assume that the sample covariance matrix $\hat{R}$ is positive definite, and the signals from other sources are uncorrelated with the signals from the direction $a$. Similar to the Capon beamformer in (19), the partially-relaxed constrained covariance fitting (PR-CCF) problem is formulated as follows:

$$\hat{a}_{\text{PR-CCF}} = \arg \min_{a \in A_1} \min_{\sigma^2 \geq 0} \left\| \hat{R} - \sigma^2 aa^H - EE^H \right\|_F^2$$

subject to $\hat{R} - \sigma^2 aa^H - EE^H \succeq 0 \hspace{1cm} (30)$

$$\text{rank}(E) \leq N - 1.$$
Keeping \( \{ \sigma_k^2, a \} \) fixed and minimizing the objective function of (30) with respect to \( E \), a low-rank approximation problem is obtained as [29]:

\[
\min_E \left\| \hat{R} - \sigma_k^2 aa^H - EE^H \right\|_F^2 = \sum_{k=N}^{M} \lambda_k^2 (\hat{R} - \sigma_k^2 aa^H),
\]

subject to \( \text{rank}(E) \leq N - 1 \) \hspace{1cm} (31)

By performing the eigenvalue decomposition:

\[
\hat{R} - \sigma_k^2 aa^H = \hat{U}_k \hat{\Lambda}_k \hat{U}_k^H + \hat{U}_h \hat{\Lambda}_h \hat{U}_h^H,
\]

(32)

where \( \hat{\Lambda}_k \) and \( \hat{U}_k \) contain the \((N - 1)\) - largest eigenvalues and the corresponding principal eigenvectors of \( \hat{R} - \sigma_k^2 aa^H \), respectively, a minimizer \( \hat{E} \) of (31) satisfies:

\[
\hat{E} \hat{E}^H = \hat{U}_k \hat{\Lambda}_k \hat{U}_k^H.
\]

(33)

Substituting the minimizer \( \hat{E} \) in (33) back to the inner optimization problem in (30), we observe that the constraint \( \hat{R} - \sigma_k^2 aa^H - \hat{E} \hat{E}^H \geq 0 \) implies that \( \hat{R} - \sigma_k^2 aa^H \succeq 0 \). Conversely, for each \( \sigma_k^2 \geq 0 \), if \( \hat{R} - \sigma_k^2 aa^H \succeq 0 \), from (32) and (33), we conclude that \( \hat{R} - \sigma_k^2 aa^H - \hat{E} \hat{E}^H \succeq 0 \). As a consequence, an equivalent formulation of the inner problem in (30) is obtained as follows:

\[
\min_{\sigma_k^2 \geq 0} \sum_{k=N}^{M} \lambda_k^2 (\hat{R} - \sigma_k^2 aa^H)
\]

subject to \( \hat{R} - \sigma_k^2 aa^H \succeq 0 \) \hspace{1cm} (34)

It can be easily shown from the Weyl’s inequality regarding the eigenvalues of the modified Hermitian matrix [30] and the positive semidefiniteness of \( \hat{R} - \sigma_k^2 aa^H \) that, as long as the constraint in (34) is not violated, the objective function in (34) is strictly decreasing as \( \sigma_k^2 \) increases. Therefore, \( \sigma_k^2_{c} \) is a minimizer of (34) if and only if the matrix \( \hat{R} - \sigma_k^2_{c} aa^H \) possesses at least one eigenvalue equal to zero. Consequently, the minimizer \( \sigma_k^2_{c} \) is obtained from the Capon spectrum [26, Equation (6.5.33)]:

\[
\sigma_k^2_{c} = \frac{1}{a^H \hat{R} \hat{a}}.
\]

(35)

Substitute (34) and (35) back into (30), the PR-CCF estimator returns the estimated DOAs by determining the \( N \)-deepest minima of the following null-spectrum:

\[
\hat{f}_{\text{PR-CCF}}(\vartheta) = \sum_{k=N}^{M} \lambda_k \left( \hat{R} - \frac{1}{a(\vartheta)^H \hat{R}^{-1} a(\vartheta)} a(\vartheta)a(\vartheta)^H \right).
\]

(36)

If the sample covariance matrix \( \hat{R} \) is singular, the null-spectrum of the PR-CCF estimator cannot be computed using (36). However, the diagonal loading technique [28], [31] can be applied on the sample covariance matrix \( \hat{R} \). The choice on the loading factor \( \gamma \) and its influence on the estimation performance are subject of future research.

E. Partially-Relaxed Unconstrained Covariance Fitting (PR-UCF)

Comparing with the constrained version presented in Section IV-D, the formulation of the PR-UCF omits the positive semidefiniteness constraint to yield the following optimization problem:

\[
\{ \hat{a}_{\text{PR-UCF}} \} = \arg \min_{a \in A_1} \min_{\sigma_k^2 \geq 0} \| \hat{R} - \sigma_k^2 aa^H - EE^H \|_F^2
\]

subject to rank(\( E \)) \leq N - 1 \hspace{1cm} (37)

When minimizing with respect to \( E \), the minimizer \( \hat{E} \) of the optimization problem in (37) is obtained from the best rank-(\( N - 1 \)) approximation of \( \hat{R} - \sigma_k^2 aa^H \) as described in (32) and (33). Hence, the inner optimization of the PR-UCF estimator at each direction \( a = a(\vartheta) \) is:

\[
\min_{\sigma_k^2 \geq 0} \sum_{k=N}^{M} \lambda_k^2 \left( \hat{R} - \sigma_k^2 aa^H \right).
\]

(38)

Unlike the constrained variant in (34), the minimizer of \( g(\sigma_k^2) = \sum_{k=N}^{M} \lambda_k^2 \left( \hat{R} - \sigma_k^2 aa^H \right) \) in (38) with respect to \( \sigma_k^2 \), denoted as \( \sigma_k^2_{U} \), does not have a closed form solution. However, a numerical solution of \( \sigma_k^2_{U} \) can be determined by noting that the function \( g(\sigma_k^2) \) is continuously differentiable, and the derivative \( g'(\sigma_k^2) \) is given by (see Appendix C):

\[
g'(\sigma_k^2) = -\sum_{k=N}^{M} \frac{2\lambda_k(\sigma_k^2)}{\sigma_k^2 aa^H \left( \hat{R} - \lambda_k(\sigma_k^2)I_M \right) a}.
\]

(39)

where we introduce the following shorthand notation:

\[
\bar{\lambda}_k(\sigma_k^2) = \lambda_k \left( \hat{R} - \sigma_k^2 aa^H \right).
\]

(40)

Note that the denominator in each summation of the expression in (39) is always positive, we observe that:

- If \( \sigma_k^2 \to 0 \), then \( \bar{\lambda}_k(\sigma_k^2) \geq 0 \) with \( k = N, \ldots, M \) and therefore:

\[
\lim_{\sigma_k^2 \to 0} g'(\sigma_k^2) < 0.
\]

(41)

- If \( \sigma_k^2 \to \infty \), the rank-one component \(-\sigma_k^2 aa^H\) is dominant to \( \hat{R} \) and thus we obtain an asymptotic result for the smallest eigenvalues \( \lambda_M(\sigma_k^2) \) as follows:

\[
\lim_{\sigma_k^2 \to \infty} \frac{\bar{\lambda}_M(\sigma_k^2)}{\sigma_k^2 \| a \|^2_2} = -1.
\]

(42)

In addition, the remaining eigenvalues \( \bar{\lambda}_k(\sigma_k^2) \) with \( k = N, \ldots, (M - 1) \) are always bounded above and below thanks to the Weyl’s inequality [30]. Applying this remark and the identity in (42) to (39) leads to:

\[
\lim_{\sigma_k^2 \to \infty} g'(\sigma_k^2) = \infty.
\]

(43)

From (39), (41) and (43), there exists a sufficiently small \( \sigma_k^2_{\text{left}} \) and a sufficiently large \( \sigma_k^2_{\text{right}} \) so that the sign of the derivative \( g'(\sigma_k^2) \) changes from negative to positive in the interval \([\sigma_k^2_{\text{left}}, \sigma_k^2_{\text{right}}]\). Therefore, a simple bisection search [32] can be applied to compute the minimizer \( \sigma_k^2_{U} \) of (38). The steps to determine a search interval for the bisection search and the computation of the null-spectrum of the PR-UCF estimator at each direction \( a(\vartheta) \) are summarized in Algorithm 1.
The eigenvector \( \bar{a}_k \) associated with the eigenvalue \( \sigma_k \) is a multiple of \( (D - \bar{d}_k I_k)^{-1} z \).

The special cases of repeated elements in the diagonal matrix \( D \) and zero-valued entries in \( z \) are treated in Appendix D. Based on Theorem 1, rooting the secular function in (46) is of great importance for the acceleration of our proposed partial relaxation approach. Due to the structure of the secular function in (46) and the interlacing property in (47), the zeros of the secular function can be determined independently of each other, thus allowing further improvement in the execution time through parallel computing. Without loss of generality, consider the \( k \)-th root of the secular function \( \bar{d}_k \) which lies inside the interval \( (\bar{d}_{k-1}, \bar{d}_k) \) where \( k = 1, \ldots, K \) and \( \bar{d}_{K+1} = -\infty \). By defining the two auxiliary rational functions:

\[
\psi_k(x) \triangleq -\rho \sum_{j=1}^{k} \frac{|z_j|^2}{d_j - x} \quad \text{if} \quad 1 \leq k \leq K - 1
\]

\[
\phi_k(x) \triangleq \begin{cases} 
-\rho \sum_{j=k+1}^{K} \frac{|z_j|^2}{d_j - x} & \text{if} \quad 1 \leq k \leq K - 1 \\
0 & \text{if} \quad k = K,
\end{cases}
\]

the secular function in (46) can be rewritten as:

\[
-\psi_k(x) = 1 + \phi_k(x).
\]

Since both \( \psi_k(x) \) and \( \phi_k(x) \) are defined as the sum of multiple rational functions, a straightforward approach to solve (50) iteratively from a given point \( \sigma^{(r)} \) is using rational functions of first degree \( \psi_k(x) \) and \( \phi_k(x) \), respectively, as approximants. The author in [35, Subsec. 2.2.3] suggests the approximant of type:

\[
R_{k,p,q}(x) = \begin{cases} 
p + \frac{q}{d_{k+1} - x} & \text{if} \quad 0 \leq k \leq K - 1 \\
0 & \text{if} \quad k = K,
\end{cases}
\]
and choosing the parameters $p$ and $q$ such that the approximants coincide at a given point $x(\tau)$ with the corresponding exact functions in (48) and (49), respectively, up to the first-order derivative. A special case is obtained when $k=1$, the steps in (52)-(56) can be solved in closed form and thus the complexity of each iteration $\tau$ is $O(K)$. As a result, the overall complexity of the eigenvalue decomposition procedure is $O(KL)$, where $L$ is the number of required eigenvalues, and $J$ is the number of iterations required for the convergence of Algorithm 2. Note that Algorithm 2 converges quadratically [35], and when applied to the partial relaxation methods on a fine grid, the eigenvalues for one direction can be used as a starting point for the eigenvalues at the next direction. From the simulation results, the number of iteration $I$ required for the tolerance $\epsilon = 10^{-9}$ is less than 4. Therefore, we can assume that the complexity of the computational eigenvalue decomposition using Algorithm 2 is of order $O(KL)$.

B. Application to PR-DML

As mentioned in Section V-A, the complexity of evaluating the null-spectrum is proportional to the number of required eigenvalues $L$. Therefore, to accelerate the computation of the null-spectrum of the PR-DML method, we reduce the number of required eigenvalues by rewriting the expression in (26) as follows:

$$\sum_{k=N}^{M} \lambda_k \left( P_a^\perp \hat{R} \right) = \text{tr} \left\{ P_a^\perp \hat{R} \right\} - \sum_{k=1}^{N-1} \lambda_k \left( P_a^\perp \hat{R} \right)$$

Using the reformulation in (57), only $(N-1)$-eigenvalues out of $M$ eigenvalues of $P_a^\perp \hat{R}$ are computed, and therefore the computational complexity is reduced. In order to apply the eigenvalue decomposition procedure presented in Section V-A, the term $\lambda_k \left( P_a^\perp \hat{R} \right)$ is further rewritten as follows:

$$\lambda_k \left( P_a^\perp \hat{R} \right) = \lambda_k \left( \hat{R}^{1/2} P_a^\perp \hat{R}^{1/2} \right)$$

From the expression in (58), the eigenvalue decomposition procedure introduced in Section V-A is applied with $D = \Lambda$, $\rho = \frac{1}{||a||_2}$ and $z = \hat{\Lambda}^{1/2} \hat{U}^H a$. From the computational perspective, except for the initial full eigenvalue decomposition in (6a), the overall complexity of the calculation of the null-spectrum for the complete angle-of-view with $N_G$ directions is $O\left( (M^2 + M(N-1)) N_G \right) = O(M^2 N_G)$. This is higher than the complexity required for computing the MUSIC null-spectrum, which is $O(MNN_G)$.

C. Application to PR-WSF

A similar iterative procedure for computing the eigenvalue decomposition as proposed in Section V-A and Section V-B can be applied directly to the PR-WSF method presented in Section IV-C. However, the computational complexity of the PR-WSF method can be even further reduced due to the fact that all eigenvalues $\lambda_k \left( P_a^\perp \hat{U}_s \hat{W} \hat{U}_s^H \right)$ with $k = N+1, \ldots, M$ are equal to zero since $\text{rank} \left( P_a^\perp \hat{U}_s \hat{W} \hat{U}_s^H \right) < N$. Therefore, only the $N$-th eigenvalue $\lambda_N \left( P_a^\perp \hat{U}_s \hat{W} \hat{U}_s^H \right)$ needs to be calculated. Furthermore, the dimension of the matrix $D$ in (44) can also be reduced. In fact, similar to (57), it can be shown that:

$$\lambda_N \left( P_a^\perp \hat{U}_s \hat{W} \hat{U}_s^H \right) = \lambda_N \left( W - \frac{1}{||a||_2^2} W^{1/2} \hat{U}_s^H a a^H \hat{U}_s W^{1/2} \right).$$

Using the identity in (59), the procedure for computing the eigenvalue decomposition introduced in Section V-A is applied with $D = W$, $\rho = \frac{1}{||a||_2^2}$ and $z = W^{1/2} \hat{U}_s^H a$. Since the dimension of the matrix is reduced from $M \times M$ to $N \times N$, and only a single eigenvalue is required, the complexity reduces to $O\left( (NM + N - 1) N_G \right) = O(MNN_G)$, which is identical to the computational complexity of the MUSIC algorithm. However, the computational overhead associated with PR-WSF is still higher than MUSIC since in the preprocessing step, additional calculation for determining the weighting matrix $D = W$ and the vector $z = W^{1/2} \hat{U}_s^H a$ is required.

D. Application to PR-CCF

The expression of the PR-CCF null-spectrum in (36) resembles the generic formulation of the rank-one modified
Hermitian matrix in (44), except for the fact that the matrix \( \hat{R} \) is generally not diagonal. Therefore, the application of the eigenvalue decomposition in Section V-A is straightforward, in which we perform an orthogonal transformation on \( \hat{R} \) and \( \hat{a} \) to diagonalize \( \hat{R} \). However, the number of the eigenvalues required for the computation of the null-spectrum is \( (M-N+1) \), which is typically larger than the number of sources \( N \). By rewriting the expression in (36) using the trace operator, only the \((N-1)\)-largest eigenvalues are calculated and the null-spectrum of the PR-CCF method is rewritten in the following form to utilize the principal eigenvalues:

\[
\sum_{k=N}^{M} \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right) = \sum_{k=N}^{M} \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right)^{2}
\]

\[
= tr \left( \hat{R}^{2} \right) - \sum_{k=1}^{N-1} \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right)
\]

\[
= tr \left( \hat{R}^{2} \right) - 2 \sigma^{2}_{s} \hat{a}^{H} \hat{R} \hat{a} + \sigma^{4}_{s} \| \hat{a} \|^{4}
\]

\[
- \sum_{k=1}^{N-1} \lambda_{k}^{2} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right).
\]

Considering the formulation in (60), we observe that the PR-CCF method involves both the conventional and Capon beamformer in the evaluation of the null-spectrum. Similarly to the PR-DML method, for any eigenvalue \( \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right) \), it can be shown that:

\[
\lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right) = \lambda_{k} \left( \hat{A} - \sigma^{2}_{k} \hat{C} \hat{U}^{H} \hat{a} \hat{a}^{H} \hat{U} \right).
\]

From (60) and (61), we apply the eigenvalue decomposition procedure presented in Section V-A with \( D = \hat{A} \), \( \rho = \sigma^{2}_{s} \hat{C} \) and \( z = \hat{U}^{H} \hat{a} \). Thus, the overall computational complexity of the PR-CCF algorithm is \( O \left( (M^{2} + M(N-1))N_{G} \right) = O(M^{2}N_{G}) \).

### E. Application to PR-UCF

Unlike the PR-DML, PR-WSF and PR-CCF estimators, the PR-UCF estimator requires additional steps of calculating the derivative \( g'(\sigma_{s}^{2}) \) in (39) to obtain the minimizer \( \sigma_{s}^{2} \) of (38). To reduce the number of required eigenvalues for computing the derivative and the null-spectrum, the function \( g(\sigma_{s}^{2}) = \sum_{k=N}^{M} \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right) \) is rewritten similarly to (60) as follows:

\[
g(\sigma_{s}^{2}) = tr \left( \hat{R}^{2} \right) - 2 \sigma^{2}_{s} \hat{a}^{H} \hat{R} \hat{a} + \sigma^{4}_{s} \| \hat{a} \|^{4}
\]

\[
- \sum_{k=1}^{N-1} \lambda_{k}^{2} \left( \hat{R} - \sigma^{2}_{k} \hat{a}^{H} \hat{a}^{H} \right).
\]

The derivative \( g'(\sigma_{s}^{2}) \) is calculated as:

\[
g'(\sigma_{s}^{2}) = -2 \hat{a}^{H} \hat{R} \hat{a} + 2 \sigma^{2}_{s} \| \hat{a} \|^{2}
\]

\[
+ \sum_{k=1}^{N-1} \frac{2 \lambda_{k} (\sigma_{s}^{2})}{\sigma_{s}^{4} \hat{a}^{H} \left( \hat{R} - \lambda_{k} (\sigma_{s}^{2}) \hat{I}_{M} \right)^{-2} \hat{a}}
\]

where \( \lambda_{k}(\sigma_{s}^{2}) = \lambda_{k} \left( \hat{R} - \sigma^{2}_{k} \hat{a} \hat{a}^{H} \right) \). By substituting \( z = \hat{U}^{H} \hat{a} \), we obtain:

\[
\lambda_{k}(\sigma_{s}^{2}) = \lambda_{k} \left( \hat{A} - \sigma^{2}_{s} \hat{C} \hat{z} \hat{z}^{H} \right)
\]

\[
g'(\sigma_{s}^{2}) = -2 \hat{a}^{H} \hat{R} \hat{a} + 2 \sigma^{2}_{s} \| \hat{a} \|^{2}
\]

\[
+ \sum_{k=1}^{N-1} \frac{2 \lambda_{k}(\sigma_{s}^{2})}{\sigma_{s}^{4} \hat{a}^{H} \left( \hat{R} - \lambda_{k}(\sigma_{s}^{2}) \hat{I}_{M} \right)^{-2} \hat{a}}
\]

Based on the expressions in (64) and (65), the null-spectrum of PR-UCF from Algorithm 1 is calculated by applying the procedure in Section V-A with \( D = \Lambda \), \( \rho = \sigma^{2}_{s} \) and \( z = \hat{U}^{H} \hat{a} \). The computational complexity of the PR-UCF method is therefore of order \( O(M^{2}N_{G}N_{f}) \) where \( N_{f} \) is the number of bisection steps conducted in Algorithm 1.

### VI. Simulation Results

In this section, simulation results regarding the performance of different DOA estimators are presented and compared with the stochastic Cramer-Rao Bound (CRB) [7]. The number of Monte-Carlo runs is \( N_{r} = 1000 \). The key performance indicators are the Root-Mean-Squared-Error (RMSE), which is calculated as:

\[
RMSE = \sqrt{\frac{1}{N_{r}N} \sum_{r=1}^{N_{r}} \sum_{n=1}^{N} \left( \hat{\theta}_{n}^{(r)} - \theta_{n} \right)^{2}},
\]

and the execution time of each Monte-Carlo run. The estimated DOAs in the \( r \)-th Monte-Carlo run \( \hat{\theta}^{(r)} = [\hat{\theta}_{1}^{(r)}, \ldots, \hat{\theta}_{N}^{(r)}]^{T} \) and the true DOAs \( \theta = [\theta_{1}, \ldots, \theta_{N}]^{T} \) in (66) are sorted in ascending order. The simulations are conducted in MATLAB 2016b on a PC equipped with an OS of Arch Linux with a processor 8 x Intel Core i7-6700 4.00GHz CPU and 16GB RAM. The iterative eigenvalue decomposition introduced in Section V-A is implemented in C and imported in MATLAB through a MEX interface. In our simulations, if not further specified, we assume two uncorrelated but closely spaced source signals at \( \theta = [45^\circ, 50^\circ]^{T} \) which impinge on a ULA of \( M = 10 \) antennas with the spacing equal to half of the wavelength. We stress that unlike root-MUSIC, all PR methods are applicable to any array geometry. The source signals have the mean value of zero and unit power. The SNR is calculated as \( SNR = \frac{1}{\sigma_{s}^{2}} \). Regarding the PR-WSF method, we choose the weighting as in (14). Since we consider only two source signals, the DOA estimations from the DML estimator can be obtained by performing a brute-force search for the global maximum of the objective function in (9) over a dense grid on \( \hat{A} \). As depicted in Figure 1, the partial relaxation methods exhibit superior SNR threshold performance in comparison to the MUSIC algorithm. The PR-CCF and PR-UCF estimator possess almost identical estimation error performance in the inspected SNR region, where their thresholds occur at an even lower SNR than that of root-MUSIC. The PR-CCF and PR-UCF are outperformed by the brute-force DML in both the asymptotic and the non-asymptotic regions, although the
In Figure 2, the correlation coefficient is set to $\rho = 0.95$. The number of snapshots is increased to $T = 200$. Note that spatial smoothing [37], [38] or forward-backward averaging [39] is not applied. DML consistently outperforms other considered estimators in the inspected SNR region. The threshold of root-MUSIC now occurs at a slightly lower SNR than that of the partial relaxation methods. On the other hand, in the post-threshold region, all estimators under the partial relaxation framework have a lower RMSE than root-MUSIC. However, the improvement in RMSE is negligible.

In Figure 3, the SNR is fixed at 3 dB, and the number of snapshots $T$ is varied between 10 and 10000. The RMSE performance of PR-UCF/PR-CCF resembles that of DML, achieving the asymptotic region at $T = 30$ samples, which is approximately an order of magnitude lower in the required snapshots than that for PR-DML/PR-WSF. However, in the post-threshold region, the RMSE of PR-CCF and PR-UCF is not as close to the CRB as that of root-MUSIC, PR-DML or PR-WSF. PR-WSF outperforms PR-DML consistently in this simulation. In general, the partial relaxation methods outperform MUSIC.

In the fourth setup, the DOA of the first source signal is fixed at $\theta_1 = 45^\circ$ and the angular separation between two sources $\Delta \theta$ is varied from 0.5$^\circ$ to 6$^\circ$. In Figure 4, similar to DML, the RMSE of PR-CCF/PR-UCF is close to the Cramer-Rao Bound even when the angular separation $\Delta \theta$ is as small as 1.25$^\circ$, which is significantly smaller than the angular separation required for PR-DML/PR-WSF to resolve two sources. However, the RMSE of PR-CCF/PR-UCF slowly achieves the CRB only when $\Delta \theta > 5^\circ$. PR-WSF slightly outperforms PR-DML, and both algorithms outperform MUSIC.

Figure 5 depicts a scenario where the number of snapshots $T = 8$ is smaller than the number of antennas $M = 10$. In this case, the sample covariance matrix calculated in (5) is singular, and therefore the PR-CCF is not applicable. In this case, we apply the diagonal loading technique with the loading factor $\gamma = 10^{-4}$ on the sample covariance matrix. The initialization of $\sigma_{\text{left}}^2$ in Algorithm 1 is set at $10^{-6}$. To avoid outliers in RMSE caused by misdetection and to simulate the DOA tracking process [40], 1% of the estimates with the largest error for all investigated algorithms are removed before calculating the RMSE. It can be observed that, even in the case of a very low number of snapshots, PR-UCF obtains a remarkable threshold behavior, outperforming other methods except for the brute-force DML. The RMSE of PR-UCF only slowly approaches the Cramer-Rao Bound as the SNR increases. In
the high SNR regime, however, the RMSE of PR-UCF is very close to the Cramer-Rao Bound. The performance of PR-CCF is highly degraded due to the diagonal loading. Further research may be carried out regarding the optimal adaptive choice of the diagonal loading factor $\gamma$ to achieve an improved performance using a direction-dependent factor. However, this is beyond the scope of this paper, and therefore left for further research. Similar to the above-investigated scenarios, PR-DML and PR-WSF outperform MUSIC consistently.

In Figure 6, the execution time of the DOA estimation algorithms with respect to the number of antennas $M$ are depicted. We do not include the brute-force DML due to the high execution time. The angle-of-view is partitioned uniformly into $N_G = 1800$ directions. The term Generic in Figure 6 refers to the naive implementation using the MATLAB command eig for the eigenvalue decomposition. The rooting process applied to root-MUSIC relies on determining the eigenvalues of the companion matrix associated with the polynomial, and therefore the execution time increases drastically with respect to the number of antennas $M$. All partial relaxation methods, except for the PR-UCF estimator, follow similar trends as MUSIC, where the execution time is in the same order of magnitude. The execution time of the PR-UCF estimator is approximately ten times larger than other partial relaxation methods. Nevertheless, the PR-UCF estimator based on the efficient eigenvalue decomposition introduced in Section V requires less execution time than the direct implementation with the MATLAB command. Generally, thanks to the quadratic convergence behavior of Algorithm 2, the execution time is reduced by a factor of 20 to 1000 in comparison with the direct implementation using the generic command eig. PR-WSF even exhibits almost identical execution time behavior as MUSIC, indicating the possibility of applying the partial relaxation methods in practical cases.

In this paper, new DOA estimators using the partial relaxation approach are introduced. Instead of enforcing the full structure on the steering matrix when formulating the DOA estimation problem, in the partial relaxation approach, only the structure in the steering vector of one source of interest is preserved, while the structure of the remaining interfering sources is relaxed. The null-spectra of the partial relaxation methods are efficiently calculated by applying known results regarding the rank-one modification of a Hermitian matrix. Simulation results show that, in the proposed framework, even though no particular structure of the sensor array, e.g., Vandermonde structure from a uniform linear array, is required, the proposed methods based on the covariance fitting problems exhibit comparable threshold performance as DML, and superior to spectral MUSIC in difficult scenarios. As a result, the estimates obtained from the proposed covariance fitting problems can be employed as initializations for solving the maximum likelihood problems. In comparison with the unconstrained covariance fitting estimator, the inner approximation in the constrained version helps to reduce the computational complexity without necessarily sacrificing the error performance. One weakness of both covariance fitting variants is the slight deviation from the Cramer-Rao Bound in the asymptotic region. Although the performance in the non-asymptotic region is not as remarkable as the covariance fitting variants, the proposed estimator based on the Weighted Subspace Fitting problem is still favorable in certain circumstances.
due to the low computational complexity and the excellent asymptotic behavior.

For future work, the theoretical error behavior and consistency of methods in the family of the partial relaxation approach is an interesting open problem and requires further investigation.

**APPENDIX A**

**PROOF OF (25)**

In order to prove the identity in (25), we first introduce two important propositions:

**Proposition 1:** Let \( B \in \mathbb{C}^{M \times (N-1)} \) be a non-zero matrix and \( a \in \mathbb{C}^{M \times 1} \) be a non-zero vector such that \( P_a^\perp B \) is a non-zero matrix. Then there always exists a matrix \( Z \in \mathbb{C}^{M \times N} \) with \( 1 \leq N' \leq N - 1 \) such that the following conditions are satisfied:

\[
\begin{align*}
P_{P_a^\perp B} &= ZZ^H \quad (68a) \\
Z^H Z &= I_{N'} \quad (68b) \\
Z^H a &= 0. \quad (68c)
\end{align*}
\]

Proof of Proposition 1: First expand \( P_{P_a^\perp B} \) in the following manner:

\[
P_{P_a^\perp B} = P_{a^\perp B} \left( (P_a^\perp B)^H (P_a^\perp B) \right)^{-1} (P_a^\perp B)^H
\]

\[
= P_a^\perp B \left( B^H P_a^\perp \right)^{-1} B^H P_a^\perp.
\]

Therefore, the rank of the matrix \( P_{P_a^\perp B} \) is bounded by:

\[
1 \leq N' = \text{rank} \left( P_{P_a^\perp B} \right) \leq \min \left\{ \text{rank} \left( P_a^\perp \right), \text{rank} \left( B \right), \text{rank} \left( B^H P_a^\perp \right) \right\} \leq N - 1. \quad (70)
\]

Furthermore, since \( P_{P_a^\perp B} \) contains only the eigenvalues 0 and 1, taking the eigenvalue decomposition of \( P_{P_a^\perp B} \) leads to:

\[
P_{P_a^\perp B} = ZZ^H,
\]

and the number of columns of \( Z \) is equal to \( N' \). Clearly the matrix \( Z \in \mathbb{C}^{M \times N'} \) satisfies \( Z^H Z = I_{N'} \). Therefore, the conditions in (68a) and (68b) are satisfied if \( Z \) is chosen as in (71). Finally, we observe that:

\[
a^H ZZ^H a = a^H P_{P_a^\perp B} a
\]

\[
= a^H P_a^\perp B \left( B^H P_a^\perp \right)^{-1} B^H P_a^\perp a = 0
\]

The identity in (68c) follows immediately from (72).

**Proposition 2:** Let \( a \in \mathbb{C}^{M \times 1} \) be a non-zero vector and \( \hat{R} \in \mathbb{C}^{M \times M} \) be a non-zero Hermitian positive semidefinite matrix. Then the eigenvectors which correspond to non-zero eigenvalues of \( P_a^\perp \hat{R} P_a^\perp \) are orthogonal to \( a \).

Proof of Proposition 2: Let \( x \) be an eigenvector corresponding to an eigenvalue \( \lambda \neq 0 \) of \( P_a^\perp \hat{R} P_a^\perp \), then by definition:

\[
P_a^\perp \hat{R} P_a^\perp x = \lambda x. \quad (73)
\]

Taking the conjugate transpose of (73) and multiplying with \( a \) on the right, we obtain:

\[
0 = x^H P_a^\perp \hat{R} P_a^\perp a = (P_a^\perp \hat{R} P_a^\perp x)^* a = \lambda^* x^H a. \quad (74)
\]

From (74) and the assumption that \( \lambda \) is non-zero, we can conclude that \( x \) is orthogonal to \( a \).

Now we return to the main proof of (25). In the case that \( P_a^\perp B = 0 \), then by convention in Section IV-B, we obtain that \( \text{tr} \{ P_{P_a^\perp B} \hat{R} \} = 0 \). On the other hand, if the matrix \( P_a^\perp B \) is a non-zero matrix, applying the decomposition (68) in Proposition 1 and noting that \( Z^H a = 0 \), the objective function in (25) is rewritten as follows:

\[
\text{tr} \{ P_{P_a^\perp B} \hat{R} \} = \text{tr} \{ ZZ^H \hat{R} \} = \text{tr} \{ Z^H \hat{R} Z \}
\]

\[
= \text{tr} \{ Z^H (P_a + P_a^\perp) \hat{R} (P_a + P_a^\perp) Z \}
\]

\[
= \text{tr} \{ Z^H P_a^\perp \hat{R} P_a^\perp Z \}. \quad (75)
\]

Therefore, the optimization problem in (25) is reformulated as:

\[
\begin{align*}
\text{maximize} & \quad \text{tr} \{ Z^H P_a^\perp \hat{R} P_a^\perp Z \} \quad (76a) \\
\text{subject to} & \quad Z^H Z = I_{N'}, \quad Z^H a = 0. \quad (76c)
\end{align*}
\]

Dropping the constraint \( Z^H a = 0 \) in (76c), we obtain the relaxed optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \text{tr} \{ Z^H P_a^\perp \hat{R} P_a^\perp Z \} \quad (77a) \\
\text{subject to} & \quad Z^H Z = I_{N'}. \quad (77b)
\end{align*}
\]

From the Ky-Fan inequality in [41], the optimization in the relaxed problem in (77) admits a maximizer \( \hat{Z} \) whose columns form an orthonormal basis of the eigenspace associated with the \( N' \)-largest eigenvalues of \( P_a^\perp \hat{R} P_a^\perp \). However, Proposition 2 implies that any maximizer \( \hat{Z} \) of (77) also satisfies (76c), i.e., \( \hat{Z}^H a = 0 \). Therefore, any maximizer \( Z \) of the optimization problem in (77) is also a maximizer of (76). As a consequence, we obtain the following result:

\[
\sum_{k=1}^{N'} \lambda_k \left( P_a^\perp \hat{R} P_a^\perp \right) = \text{max} \left\{ \text{tr} \{ Z^H P_a^\perp \hat{R} P_a^\perp Z \} \right\}
\]

\[
\text{subject to} \quad Z \in \mathbb{C}^{M \times N'}, \quad Z^H Z = I_{N'}, \quad Z^H a = 0. \quad (78)
\]

Combining (70), (75) and (78), the following identity is obtained:

\[
\text{max}_{ \hat{R} \in \mathbb{C}^{M \times (N-1)} } \left\{ \text{tr} \{ P_{P_a^\perp B} \hat{R} \} \right\} = \sum_{k=1}^{N-1} \lambda_k \left( P_a^\perp \hat{R} P_a^\perp \right) = \sum_{k=1}^{N-1} \lambda_k \left( P_a^\perp \hat{R} \right). \quad (79)
\]

The optimum in (79) is achieved if we choose one matrix \( B \in \mathbb{C}^{M \times (N-1)} \) such that \( P_{P_a^\perp B} = ZZ^H \) and the columns of \( Z \) form an orthonormal basis of the eigenspace associated with \( (N-1) \)-principal eigenvalues of \( P_a^\perp \hat{R} P_a^\perp \).
APPENDIX B

EQUIVALENCE OF MUSIC AND PR-WSF WITH $W = I_N$

Considering the expression in (28) for the steering vector $a = a(\theta)$, we note that the rank of $P_a U_s U_s^H$ is at most $N$. Hence, $\lambda_k \left( P_a U_s U_s^H \right) = 0$ for $k = N+1, \ldots, M$. Therefore, when calculating the null-spectrum in (28), only $\lambda_N \left( P_a U_s U_s^H \right)$ is considered. The expression for

$$\lambda_N \left( P_a U_s U_s^H \right)$$

can be further rewritten as follows:

$$\lambda_N \left( P_a U_s U_s^H \right) = \lambda_N \left( {U_s^H} \left( I_M - \frac{1}{\|a\|^2} aa^H \right) {U_s} \right) = \lambda_N \left( I_M - \frac{1}{\|a\|^2} {U_s}^H aa^H {U_s} \right) = 1 + \lambda_N \left( -\frac{1}{\|a\|^2} {U_s}^H aa^H {U_s} \right).$$

(80)

Since $-\frac{1}{\|a\|^2} {U_s}^H aa^H {U_s}$ is a negative semidefinite rank-one matrix of size $N \times N$, it can be easily shown that:

$$\lambda_N \left( -\frac{1}{\|a\|^2} {U_s}^H aa^H {U_s} \right) = -\frac{1}{\|a\|^2} aa^H {U_s}^H {U_s} a.$$  

(81)

Substituting (81) into (80) and using the orthogonality property between the signal and the noise subspace, we obtain:

$$\lambda_N \left( P_a U_s U_s^H \right) = 1 - \frac{1}{\|a\|^2} aa^H \left( I_M - {U_s} {U_s}^H \right) a = aa^H {U_s}^H {U_s} a.$$  

(82)

The expression in (82) is identical to the null-spectrum of MUSIC. Therefore, with $W = I_N$, the expression in (27) is another equivalent formulation of the MUSIC estimator.

APPENDIX C

PROOF OF (39)

First, by taking the eigenvalue decomposition as in (6b) and substituting $z = {U_s}^H a$, the inner objective function of the PRAUCF in (38) is rewritten as:

$$g(\sigma^2) = \sum_{k=1}^{M} \lambda_k \left( \Lambda - \sigma^2 zz^H \right).$$  

(83)

In the following steps, we calculate the derivative

$$d\lambda_k \left( \Lambda - \sigma^2 zz^H \right).$$

Applying the results from [42] leads to the following expression:

$$\frac{d\lambda_k \left( \Lambda - \sigma^2 zz^H \right)}{d\sigma^2} = \frac{\bar{u}_k^H d \left( \Lambda - \sigma^2 zz^H \right) \bar{u}_k}{\bar{u}_k^H \bar{u}_k}.$$  

(84a)

$$= \frac{\bar{u}_k^H zz^H \bar{u}_k}{\bar{u}_k^H \bar{u}_k},$$  

(84b)

where $\bar{u}_k$ is an eigenvector corresponding to the eigenvalue $\lambda_k \left( \Lambda - \sigma^2 zz^H \right)$. Interestingly, the expression on the numerator of (84b) can be shown to be independent of the eigenvectors. In fact, by using the shorthand notation $\bar{\lambda}_k (\sigma^2) = \lambda_k \left( \Lambda - \sigma^2 zz^H \right)$ as in (40), and applying Property 1 and Property 3 from Theorem 1 to the matrix $\Lambda - \sigma^2 zz^H$, we obtain:

$$0 = 1 - \sigma^2 z^H \left( \Lambda - \bar{\lambda}_k (\sigma^2) I_M \right)^{-1} z \quad (85)$$

$$\bar{u}_k = \left( \Lambda - \bar{\lambda}_k (\sigma^2) I_M \right)^{-1} z.$$  

(86)

Substituting (85) and (86) into (84b), the derivative of $\lambda_k \left( \Lambda - \sigma^2 zz^H \right)$ with respect to $\sigma^2$ is given by:

$$\frac{d\lambda_k \left( \Lambda - \sigma^2 zz^H \right)}{d\sigma^2} = \frac{-\bar{u}_k^H zz^H \bar{u}_k}{\bar{u}_k^H \bar{u}_k}.$$  

$$= \frac{z^H \left( \Lambda - \bar{\lambda}_k (\sigma^2) I_M \right)^{-1} z}{\bar{u}_k^H \bar{u}_k}.$$  

(87)

Taking the derivative of (83) by applying the identity in (87) concludes our proof of (39).

APPENDIX D

DEFLATION PROCESS

In this section, we describe the deflation process [33, p. 471], [34, Sec. 2] to simplify the eigenvalue decomposition in (44) where the initial diagonal matrix $D = \text{diag}(d_1, \ldots, d_K)$ contains repeated eigenvalues, and there are several zero-valued entries in $z = [z_1, \ldots, z_K]^T$.

(a) If there exists an index $k$ such that $z_k = 0$, then the eigenvalue $d_k$ in (44) is equal to $d_k$, since the $k$-th row and column of the diagonal matrix $D$ are unperturbed by the rank-one matrix $\rho zz^H$. The remaining eigenvalues $d_j$ with $j \neq k$ are the eigenvalues of $D - \rho zz^H$ where the diagonal matrix $D$ and the vector $z$ are obtained by removing the $k$-th entry from the diagonal matrix $D$ and the vector $z$, respectively.

(b) If there are two identical eigenvalues $d_k = d_i$ with $k \neq i$, we choose a Givens rotation matrix $G = [g_1, \ldots, g_K]$ such that

$$g_i^H z = \sqrt{|z_i|^2 + |z_k|^2} \quad (88a)$$

$$g_i^H z = 0 \quad (88b)$$

$$g_j^H z = z_j$$  with $j \neq i, j \neq k.$  

(88c)

Since $G$ is unitary and $G^H D G = D$, the eigenvalues $\{d_1, \ldots, d_K\}$ of the original problem in (44) are identical to the eigenvalues of the matrix $G^H (D - \rho zz^H) G = D - \rho zz^H$ with $z = G^H z$. However, the identity in (88b) implies $z_k = 0$, and therefore we can reduce this case to the case in (a).
In the deflation process, the two above mentioned steps are applied iteratively to determine all the eigenvalues which remain unchanged due to the Hermitian rank-one modification, and to generate a deflated diagonal matrix \( D \) with distinct eigenvalues and a deflated vector \( \hat{z} \) with non-zero entries. The remaining eigenvalues are then determined by applying Algorithm 2 to the deflated matrix \( D - \rho \hat{z}\hat{z}^H \).
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