Numerical study of the long wavelength limit of the Toda lattice
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Abstract
We present the first detailed numerical study of the Toda equations in 2 + 1 dimensions in the limit of long wavelengths, both for the hyperbolic and elliptic case. We first study the continuum limit of the Toda equations and solve initial value problems for the resulting system up to the point of gradient catastrophe. It is shown that the break-up of the solution in the hyperbolic case is similar to the shock formation in the Hopf equation, a 1 + 1 dimensional singularity. In the elliptic case, it is found that the break-up is given by a cusp as for the semiclassical system of the focusing nonlinear Schrödinger equation in 1 + 1 dimensions.

The full Toda system is then studied for finite small values of the dispersion parameter $\epsilon$ in the vicinity of the shocks of the dispersionless Toda equations. We determine the scaling in $\epsilon$ of the difference between the Toda solution for small $\epsilon$ and the singular solution of the continuum Toda system. In the hyperbolic case, the same scaling proportional to $\epsilon^{2/7}$ is found as in the small dispersion limit of the Korteweg-de Vries and the defocusing nonlinear Schrödinger equations. In the elliptic case, we obtain the same scaling proportional to $\epsilon^{2/5}$ as in the semiclassical limit for the focusing nonlinear Schrödinger equation. We also study the formation of dispersive shocks for times much larger than the break-up time in the hyperbolic case. In the elliptic case, an $L_\infty$ blow-up is observed instead of a dispersive shock for finite times greater than the break-up time. The $\epsilon$-dependence of the blow-up time is determined.
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1. Introduction

1.1. Background and motivation

The Toda lattice \([29, 30, 49, 60]\),

\[
\dot{q}_n = p_n, \quad \dot{p}_n = e^{q_{n+1}-q_n} - e^{q_{n}-q_{n-1}}, \quad n \in \mathbb{Z},
\]

(1.1)
is a completely integrable variant of the Fermi–Pasta–Ulam (FPU) system. The latter is given by the Hamiltonian (for Toda \(V(q) = e^q\)),

\[
H(p, q) = \sum_{n \in \mathbb{Z}} \left( \frac{1}{2} p_n^2 + V(q_n - q_{n-1}) \right).
\]

(1.2)

which describes the interaction of a chain of particles with equal mass \(m\) (here we have put \(m = 1\)) via nearest-neighbor interactions. The displacement of the \(n\)-th particle from its equilibrium position is denoted by \(q_n\), and \(p_n\) represents its momentum. This more general model provides an important example for nonlinear Hamiltonian many-particle dynamics which exhibits a vast collection of complex phenomena, see for instance \([27, 41]\) for first observations, and \([18]\) for energy transfer to short-wave modes via dispersive shocks. For comprehensive reviews on the subject we refer to \([11, 31, 33]\). In this paper, we are interested in the long wavelength limit of the Toda lattice, see for instance the discussion in \([6, 16]\) in the \(1 + 1\) dimensional case.

The FPU dynamics have been widely investigated both numerically and analytically. A substantial amount of understanding was obtained via the approximation of the FPU model by completely integrable systems, like the KdV equation, see \([3, 4, 28, 41, 63]\), and from the integrable Toda model (1.1), see e.g. \([13, 26, 37, 40, 64]\). It was shown in \([55]\) that the KdV equation can be viewed as a continuum approximation to the Toda lattice in the limit of long wavelengths and small amplitude \([60]\), and that both systems are derived as limiting cases of a generalized equation, see also the recent work \([2]\). The integrability of (1.1) implies that many explicit solutions can be constructed, see for example \([60, 61]\) for exact cnoidal wave solutions, and \([36, 59]\) for the construction of quasi-periodic finite-gap solutions. The limit of small dispersion for PDEs corresponds to the limit of long wavelength or an infinite number of particles for a lattice system. Following \([20]\), we treat the latter in the following way: we put

\[
\varphi(n \epsilon) = q_{n+1} - q_n, \quad \psi(n \epsilon) = p_n, \quad n \in \mathbb{Z},
\]

(1.3)

and \(x = n \epsilon\), so that \(x\) becomes a continuous variable in the limit \(\epsilon \to 0\). Rescaling \(t \to t/\epsilon\), we get for (1.1)

\[
\rho \frac{d}{dt} u_n(x) = \frac{1}{\epsilon^2} \left( e^{u(x+\epsilon)} - 2 e^{u(x)} + e^{u(x-\epsilon)} \right).
\]

(1.4)

Here we have introduced a parameter \(\rho = \pm 1\) mainly for mathematical reasons. The original equation (1.4) with \(\rho = 1\) is hyperbolic, but we will also consider in this paper its elliptic variant \(\rho = -1\) as for instance in \([50]\). The energy for this equation reads

\[
E = \sum_{n \in \mathbb{Z}} \left( \frac{\rho}{2} \psi^2 + e^u \right).
\]

(1.5)
The formal limit $\epsilon \to 0$ called the \textit{continuum Toda equation} in the following yields

$$\rho u_t = v, \quad v_t = (e^{u})_x, \quad \rho = \pm 1,$$

(1.6)

for $u$ and $v$ defined in (1.3). The equation has a conserved energy of the form (1.5), where the sum is replaced by an integral over $x$. In the present paper we concentrate on the Toda system since it appears more conceivable that proofs for the presented conjectures can be obtained in the context of a completely integrable PDE. Note, however, that the numerical techniques used here can be directly applied to general FPU systems.

One motivation to study the long wavelength limit of the Toda equation is the fact that it corresponds to the dispersionless limit of dispersive partial differential equations (PDEs). It is well known that solutions to such equations stay in general regular in $(x, t)$ near the point of gradient catastrophe of the solution to the corresponding dispersionless equation for the same initial data, but develop a zone of rapid modulated oscillations there, called \textit{dispersive shocks}. Dubrovin [19] identified a class of Hamiltonian regularizations of the Hopf equation which are integrable up to finite order in the small dispersion parameter $\epsilon$. This class of equations contains many classical integrable PDEs as the Korteweg–de Vries (KdV) equation. It was conjectured in [19] that the solutions to these equations near the point of gradient catastrophe of the corresponding Hopf solution can be described asymptotically via a special solution to the second equation in the Painlevé I hierarchy denoted by PI2, see [15, 39]. The difference between the dispersionless and the dispersive solution near the critical point scales as $\epsilon^{2/7}$ at the critical time and is given by a special PI2 solution. This conjecture was numerically studied in [22, 38] for various equations and proven for the KdV case by Claeyts and Grava in [14].

In [21, 23] Dubrovin’s approach was generalized to dispersive regularizations of two-component systems, an important example of which are $1+1$ dimensional nonlinear Schrödinger (NLS) equations. It was conjectured that in hyperbolic such systems, the behavior of the solutions near a point of gradient catastrophe of the corresponding dispersionless solution is similar to the KdV case. But for elliptic systems, the solutions near the break-up of the corresponding dispersionless solution are asymptotically given by the \textit{tritronquée} solution of the Painlevé I (PI) equation. The difference between dispersionless and dispersive solution scales as $\epsilon^{2/5}$ in this case and is given by the \textit{tritronquée} solution of PI in the asymptotic description. Numerical evidence for these conjectures was provided in [21, 23]. A partial proof of this conjecture was given in [5]. Note that the only complete proof of the related conjecture at the break-up of the dispersionless solution exists for KdV in [14].

There are essentially no analytic results on dispersive shocks for nonlinear dispersive PDEs in $2+1$ dimensions. For a completely integrable generalization of the KdV equation to $2+1$ dimensions, the Kadomtsev–Petviashvili (KP) equation, the appearance of dispersive shocks was first numerically shown in [47]. In [45] a detailed numerical study of the shock formation in the dispersionless KP (dKP) was presented which was based on the tracking of a singularity in the complex plane via the Fourier coefficients of the dKP solution. This method was first applied numerically by Sulem, Sulem and Frisch [57]. It allows to quantitatively identify the critical time and the break-up solution. This made it possible to obtain the scaling of the difference between KP and dKP solutions close to the critical point. The break-up behavior was shown to be as in the $1+1$ dimensional case of KdV and Hopf equation: the difference between both solutions scales as $\epsilon^{2/7}$. A similar study has been presented in [46] for the Davey–Stewartson (DS) II equation, an integrable $2+1$ dimensional generalization of the NLS equation. The latter has a focusing (corresponding to an elliptic system) and a defocusing (corresponding to a hyperbolic system) variant. It was found in [46] that the defocusing DS II solutions behave near the break-up of the corresponding dispersionless system (also called...
semiclassical in this case) as the KdV and the KP solution. The focusing solutions on the other hand show the same behavior as solutions to the focusing 1 + 1 dimensional NLS equation. This could indicate that these two cases represent some universal behavior of break-up in nonlinear dispersive PDEs not only in 1 + 1, but higher dimensions. Note that the class of equations studied in [19] also contains discrete systems as the Volterra and Toda lattice (1.1) in the limit of long wavelengths. It is the goal of this paper to study related question for the semi-discrete Toda equation in 2 + 1 dimensions.

1.2. Mathematical preliminaries

Equation (1.5) can be treated analytically with the hodograph method as explained for instance in the case of the semiclassical NLS system in [21]. Interchanging dependent and independent variables and writing

\[ x = f_0(u, v), \quad t = \rho f_u(u, v) \]  \hspace{1cm} (1.7)

we find that \( f(u, v) \) must satisfy \( f_{uu} f_{vv} - f_{uv}^2 \neq 0 \) and the linear equation

\[ \rho f_u = f_v e^v. \]  \hspace{1cm} (1.8)

Let \( u_0(x), v_0(x) \) be two real valued analytic functions of \( x \) satisfying \( u_0^2(x) + v_0^2(x) \neq 0 \). Then the solution \( u = u(x, t), v = v(x, t) \) to the Cauchy problem \( u(x, 0) = u_0(x), v(x, 0) = v_0(x) \) (1.8) for the system (1.6) for sufficiently small \( t \) can be determined from the system (1.7).

Conversely, given any solution to (1.7) satisfying \( f_{uu} f_{vv} - f_{uv}^2 \neq 0 \) at some point \( u = u_1, v = v_1 \) such that \( f_u(u_1, v_1) = 0 \), the system (1.7) determines a solution to (1.6) defined locally near the point \( x = x_1 := f_u(u_1, v_1) \) for sufficiently small \( t \). This local concept of a solution applies also to the elliptic case for which the initial value problem is ill posed. We only consider analytic initial data for this case in this paper for which the local solutions above can be obtained in terms of power series, also in the 2 + 1 dimensional case. This approach would need to be changed for non-analytic initial data.

With the coordinate change \( r = 2 \ln r \) and \( \nu = \nu/2 \), we get for (1.8)

\[ f_r + \frac{1}{r} f_t = \rho f_u, \]  \hspace{1cm} (1.9)

i.e. the Euler–Darboux equation. It would be attractive to find localized smooth initial data \( u_0, v_0 \) which solve (1.8), since these would provide an analytic test for our numerical approach in 1 + 1 dimensions. A possible way is to construct data such that \( f_u = 0 \) for \( t = 0 \) by choosing \( v_0 = 0 \) and \( f(u, v) \) to be an even function of \( v \). Then a solution to (1.9) can be given in the form

\[ f(u, v) = \int_{-1}^{1} g\left(\mu + \sqrt{\rho} v\right) \frac{1}{\sqrt{1 - \mu^2}} d\mu, \]  \hspace{1cm} (1.10)

where \( g \) is some H"older continuous function. But we are interested here for numerical reasons in solutions which are rapidly decreasing in \( x \). Since \( u = 2 \ln r \), we did not find an analytic expression with the wanted properties. Therefore we also use a purely numerical approach for the 1 + 1 dimensional case.

To show that the numerical results on critical behavior in 2 + 1 dimensional dispersive systems are not limited to continuous PDEs only, we present in this paper a numerical study of the 2 + 1 dimensional Toda system,

\[ q_n = p_n, \quad p_n = e^{q_{n+1}} q_n - e^{q_n} q_{n+1} + q_{n-1}, \quad n \in \mathbb{Z}, \]  \hspace{1cm} (1.11)
which is known to be also completely integrable, see [51]. The two-dimensional Toda system follows from the Hamiltonian

\[
H = \sum_{n \in \mathbb{Z}} \int_{\mathbb{R}} \left( \frac{1}{2} p_n^2 + \frac{1}{2} q_{n,y}^2 + e^{q_{n,x-y}} - 1 \right) dy.
\]  

(1.12)

Again we are interested in the limit of long wavelengths. With (1.3) we get after the change of scale \( y \rightarrow y/e \), for (1.11)

\[
\rho \ u_t(x) = \frac{1}{e} (v(x+e) - v(x)),
\]

\[
v_t(x+e) - v_t(x) = \frac{1}{e} (e^{v(x+e)} + e^{v(x-e)} - 2e^{v(x)} + e^2 u_{yy}),
\]

(1.13)

where we have once more introduced the parameter \( \rho = \pm 1 \). The plus sign corresponds to the hyperbolic case, and the minus sign to the elliptic case. In the limit \( e \rightarrow 0 \) we get the continuum two-dimensional Toda equation

\[
\rho \ u_t = (e^\rho)_{xx} + u_{yy}, \ \rho = \pm 1.
\]

(1.14)

The latter equation is not completely integrable in the classical sense, i.e. it cannot be solved via a linear Riemann–Hilbert problem (RHP). But it can be treated with the nonlinear RHP approach by Manakov and Santini [50] (note that in [50] the elliptic variant of (1.14) is studied with \( x \) and \( t \) interchanged), which allowed in [50] to study the long time behavior of the solutions. It is also possible to solve equation (1.14) with methods from the theory of infinite dimensional Frobenius manifolds. The corresponding manifold for (1.14) was constructed in [12]. The dispersionless Toda equation (1.14) is equivalent to the Boyer–Finley equation [8]

\[
u_{tt} = (e^\rho)_{tt},
\]

which follows from (1.14) by interchanging the coordinates \( x \) and \( t \) as in [50] and using characteristic coordinates. The Boyer–Finley equation appears in the theory of general relativity as the self-dual Einstein equations with a Killing vector. In addition to the above mentioned techniques, it can be treated with Twistor methods [24] and hydrodynamic reductions [25].

To treat the two-dimensional Toda equation (1.13), we introduce as for instance in [20] the operator \( T \) acting on a function of \( x \) via

\[
Tu(x) = \frac{1}{e} (u(x+e) - u(x)).
\]

(1.15)

This means it has the Fourier symbol (the two-dimensional Fourier transform of \( T \) is denoted by \( \hat{T} \))

\[
\hat{T} = \frac{1}{e} (e^{ik \cdot e} - 1).
\]

In the limit \( e \rightarrow 0 \), this operator obviously becomes the derivative with respect to \( x \). With (1.15), equation (1.13) can thus be put into the form

\[
\rho \ u_t = T v, \quad v_t = T e^{v(x-e)} + T^{-1} u_{yy}, \ \rho = \pm 1.
\]

(1.16)

Here \( T^{-1} \) is defined as \( 1/2 \) the sums from \( -\infty \) to the considered point and from \( +\infty \) to the considered point, or in Fourier coefficient space as the singular symbol \( 1/\hat{T} \). The conserved energy for this equation can be written as
\[ E = \sum_{n \in \mathbb{Z}} \int_{\mathbb{R}} \left( \frac{\rho}{2} v^2 + \frac{1}{2} (T^{-1}u_n)^2 + e^u \right) \, dx. \]  

(1.17)

The appearance of the operator \( T^{-1} \) indicates a nonlocality in this form of the equation which becomes the anti-derivative in the limit \( \epsilon \to 0 \). It corresponds to a division by \( k_x \) in Fourier space. To address potential problems near \( k_x = 0 \), we consider only initial data which are the x-derivative of some rapidly decreasing function and thus are proportional to \( k_x \) which allows for a division by \( k_x \) in Fourier space. We introduce the function \( U \) via \( u = U_x \). In the limit \( \epsilon \to 0 \), we get

\[ \rho U_{tt} = (e^{U_{xt}})_x + U_{xx}, \quad \rho = \pm 1, \]  

(1.18)

with conserved energy

\[ E = \int_{\mathbb{R}^2} \left( \frac{\rho}{2} U_t^2 + e^{U_{xt}} + \frac{1}{2} U_x^2 \right) \, dx \, dy. \]  

(1.19)

### 1.3. Structure of the present work and main results

The approaches to solve (1.14) as for instance the nonlinear RHP and infinite dimensional Frobenius manifolds are rather implicit if a Cauchy problem has to be solved, and so far such a program has not been successfully implemented. Therefore we numerically integrate equation (1.14) up to the critical time \( t_c \) at which the first point of gradient catastrophe appears. Then we solve the two-dimensional Toda equation (1.13) for small, nonzero \( \epsilon \) for the same initial data up to the time \( t_c \) and study the scaling of the difference between the solution to the dispersionless and the two-dimensional Toda equation with small \( \epsilon \). The latter is also solved for larger times. In the hyperbolic case we find a dispersive shock, in the elliptic case for sufficiently small \( \epsilon \ll 1 \) generically an \( L_\infty \) blow-up. The results of the numerical study indicate that the same qualitative behavior is found on lines in the \((x, y)\) plane as in 1 + 1 dimensional NLS systems discussed in [23]. The results can be summarized in the following

**Conjecture 1.** Consider initial data \( v \) a rapidly decreasing smooth (in the elliptic case analytic) function in \( L_2(\mathbb{R}^2) \), and \( u \) the x derivative of such a function, both with a single maximum. Then

- Solutions to the 2d hyperbolic continuum Toda equation \( (\rho = 1 \text{ in } (1.14)) \) will have a point of gradient catastrophe at a finite time \( t_c \). Generically this will be a cubic root singularity at which the solution has a finite \( L_\infty \) norm. As for dKP (see [45] and references therein), the solution becomes singular at \( t_c \) only in one direction in the \( x, y \)-plane and stays regular in the second (these directions only coincide with the coordinate axes for special initial data; for initial data \( u \) being the \( x \)-derivative of a function invariant with respect to \( x \mapsto -x \), the local behavior of the solution near the point of gradient catastrophe \((x_c, y = 0, t_c)\) is given by \( u(x, y = 0, t) = u_c + \text{const}(x - x_c)^{1/3} \) and \( v(x, y = 0, t) = v_c + \text{const}(x - x_c)^{1/3} \). The 1d singularity is a point of cusp catastrophe or more precisely the Whitney W3 [1] singularity, see the discussion in [19, 20, 23].

- Solutions to the 2d elliptic continuum Toda equation \( (\rho = -1 \text{ in } (1.14)) \) will have a point of gradient catastrophe at a finite time \( t_c \). Generically this will be a square root singularity at which the solution has a finite \( L_\infty \) norm. The solution becomes singular at \( t_c \) only in one direction in the \( x, y \)-plane and stays regular in the second (these directions only coincide with the coordinate axes for special initial data; for initial data being the \( x \)-derivative of a function invariant with respect to \( x \mapsto -x \), the local behavior of the solution near the point of gradient catastrophe \((x_c, y = 0, t_c)\) is given by \( u(x, y = 0, t) = u_c + \text{const}(x - x_c)^{1/2} \) and
v(x, y = 0, t) = v_0 + \text{const}(x - x_c)^{1/2}. The generic 1d singularity is a point of elliptic umbilic catastrophe. This codimension 2 singularity is one of the real forms labeled by the root system of the D4 type in the terminology of Arnold et al [3].

• The difference between solutions to the 2d hyperbolic Toda equation (1.13) and the continuum Toda equation (1.14) (both with $\rho = 1$) will scale as $e^{2/t}$ at the critical time $t_c$.

• The difference between solutions to the 2d elliptic Toda equation (1.13) and the continuum Toda equation (1.14) (both with $\rho = -1$) will scale as $e^{2/t}$ at the critical time $t_c$.

• Solutions to the 2d elliptic Toda equation (1.13) ($\rho = -1$) will blow up in finite time $t^* > t_c$ for $\epsilon \ll 1$. In the limit $\epsilon \to 0$ the difference $t^* - t_c$ tends to zero as $\epsilon^{0.9}$.

The paper is organized as follows: in section 2 we collect the used numerical approaches to integrate the Toda equations. In section 3 we treat the hyperbolic case both with and without dispersion in $1 + 1$ and $2 + 1$ dimensions. The same treatment for the elliptic case is presented in section 4. We add some concluding remarks in section 5.

2. Numerical methods

In this section we present the numerical tools to efficiently integrate these equations up to possibly appearing singularities. The task is to resolve strong gradients in dispersive shocks and in break-up or $L_\infty$ blow-up of the solutions.

2.1. Fourier spectral method

For the spatial dependence of the solution we use a Fourier spectral method. We denote the two-dimensional Fourier transform of a function $f(x, y) \in L_2(\mathbb{R}^2)$ by

$$\hat{f}(k_x, k_y) = \int_{\mathbb{R}^2} f(x, y) \exp(-ik_xx - ik_yy) dx dy.$$ 

The choice of a Fourier method is convenient here because we want to identify singularities on the real axis by tracing them in the complex plane via the asymptotic behavior of the Fourier coefficients as in [57]. In addition we are interested in the excellent approximation properties of spectral methods for smooth functions, and what is especially interesting in the context of dispersive equations, the minimal introduction of numerical dissipation by spectral methods.

Thus we approximate the spatial dependence via a discrete Fourier transform computed with a fast Fourier transform (fft). In practice the Fourier transform $\hat{u}$ of a function $u$ will be simply approximated by its discrete Fourier transform. Following the standard approach for fft, see for instance [62], we sample $x$ on $x_n = L_x(-\pi + n2\pi/N_x)$, $n = 0, \ldots, N_x - 1$ and $y$ on $y_m = L_y(-\pi + m2\pi/N_y)$, $m = 0, \ldots, N_y - 1$ for even $N_x$ and $N_y$. The wave numbers read in this case $k_x = (-N_x/2 + 1, \ldots, -N_x/2, \ldots, N_x/2)/L_x$ and $k_y = (-N_y/2 + 1, \ldots, -N_y/2, \ldots, N_y/2)/L_y$.

Putting $u = U_j$ in (1.16), we get for the Toda equation in Fourier space a form of the equation without division by $k_x$,

$$\rho \hat{U}_j = \phi \hat{v}, \quad \hat{v}_j = \phi i k_x e^{i\phi(x-x_c)} - k_x^2 \phi^{-1} \hat{U}_j,$$  \hspace{1cm} (2.1)

where $\phi = \phi_j(ik_x)$, with $\phi_j(z) = (e^z - 1)/z$.

This is the first $\phi$ function appearing also in exponential time differencing (ETD) schemes, see [42] and references therein. The efficient and accurate numerical evaluation of this function is a well known numerical problem, because of cancellation errors for $|z| \sim 0$ (if $|z| \ll 1$ the
numerically computed term of order $|z|$ is obtained as the difference between terms of order 1 divided by $|z|$, a procedure which amplifies unavoidable numerical errors by a factor $1/|z|$. These inaccuracies introduce numerical instabilities in ETD schemes if computed without additional care. A possible way to avoid such errors is either a Taylor series expansions for small $z$, i.e. for $|z| < 1/2$ the $\phi$ function is replaced by its Taylor series (typically 16 terms are sufficient). Alternatively for $|z| < 1/2$, complex contour integrals as in [42, 56] are used to compute the $\phi$ function. To this end, the Cauchy formula is applied to $\phi$, and the needed values of $\phi$ for $z < 1/2$ are obtained from the values of $\phi$ on a circle of radius 1/2 around $z$ where there are no cancellation issues. On the circle, an equidistant grid is used, see [42, 56], and the integral is computed as the mean value of the integrand sampled on these points. Since it is known that this method to compute integrals on the circle shows spectral convergence for smooth functions, i.e. an exponential decrease of the numerical error with the number of points on the circle, 16 points are in general enough to obtain machine precision. We apply both complex contour integrals and Taylor expansions here to ensure that the function is computed with machine precision. Since the $\phi$ functions are only determined once for all values of $t$, this takes negligible time.

In the elliptic case of the continuum equation (1.14), we have essentially to solve a Cauchy problem which is ill posed for an elliptic equation. A consequence of this ill-posedness is an instability known as modulation instability in the context of the focusing NLS equation (a linear instability of plane waves). In the context of numerical approaches, this shows in the form of growing Fourier modes for the high wave numbers. Related problems were first discussed in [48]. It was found that they can be addressed either by multiprecision arithmetics, or for sufficient resolution in Fourier space, by Krasny filtering. This is equivalent to putting Fourier coefficients with a modulus smaller than some threshold ($10^{-12}$ in our case) equal to zero. This suppresses the instability in the elliptic case.

For the finite dimensional system of ordinary differential equations resulting from (2.1), we use the standard explicit fourth order Runge–Kutta method. Note that the nonlinear terms in (2.1) are computed in physical space on the collocation points, whereas the equations are integrated in time in Fourier space after an fft. The reason why we do not use the stiff integrators applied in a similar context in [42–44] is that the dispersion and thus the stiffness does not appear only in the linear part of the equation here. The time steps have to be always chosen very small for accuracy reasons (in the cases with blow-up, it is chosen small enough that a further reduction of the time step does not change the result within the numerical accuracy allowed from the resolution in Fourier space) such that the stability conditions for the Runge–Kutta method are automatically satisfied.

To control the accuracy of the numerical solution to (1.16) and (1.18), we use the relative numerically computed energy,

$$\Delta_E := \frac{E(t)}{E(0)} - 1,$$

which will depend on time due to unavoidable numerical errors. It was shown in [43, 44] that this quantity typically overestimates the difference between numerical and exact solution by two orders of magnitude. It is crucial in this context that sufficient resolution in Fourier space is provided since $\Delta_E$ cannot indicate reliably a higher accuracy than imposed by the spatial resolution. Therefore we always present the Fourier coefficients at the last computed time to ensure that the coefficients decrease to the wanted precision.

### 2.2. Singularity tracking in the complex plane

In this paper we essentially observe two types of blow-up, a gradient catastrophe at which the solution itself stays bounded, and an $L_{\infty}$ blow-up. Both singularities are identified with a
method from asymptotic Fourier analysis first applied to numerically identify singularities in solutions to PDEs in [57]. The idea is to use that an essential singularity at $z_0$ of a real function in the complex plane of the form $U \sim (z - z_0)^\mu$ ($\mu$ not an integer) leads for $|k|$ large to a Fourier transform of the form (if this is the only singularity of this type in the complex plane)

$$|\hat{U}| \sim \frac{1}{k^{\mu+1}} e^{-i\delta k} e^{i\alpha k}, \quad |k| \to \infty$$

(2.3)

where $\delta = \text{Re}z_0$ and $\alpha = \text{Re}z_0$. Through the analysis of its Fourier spectrum, one can thus determine the first time $t_c$ where a function $U(t)$ develops a singularity on the real axis, i.e. where the real solution becomes singular, as given by the first $t_c$ at which $\delta(t_c)$ vanishes. The real part $\alpha$ of $z_0$, the location of the singularity, can be determined by estimating the period of the oscillations of the spectrum. In addition this method provides the quantity $\mu$ which characterizes the type of the singularity. Concretely the Fourier coefficients of a function $U$ are fitted to

$$\ln|\hat{U}| \sim A - B \ln|k| - \delta|k|.$$

(2.4)

This method has been used for both ordinary and partial differential equations [9, 10, 17, 32, 34, 52, 53, 57, 58], and more recently, in [35, 45, 46, 54]. This approach requires high numerical precision in the simulations to avoid interference of the round-off errors. It was shown in [45] that the quantity $\delta$ can be identified reliably from a fitting of the Fourier coefficients, whereas there is a larger uncertainty in the quantity $\mu = B - 1$. In [46] these techniques were applied to NLS equations. It was shown by comparison with exact solutions that in the focusing case, the best results are obtained when the code is stopped once the singularity is closer to the real axis than the minimal resolved distance via Fourier methods,

$$m := \frac{2\pi L}{N}$$

(2.5)

with $N$ being the number of Fourier modes and $2\pi L$ the length of the computational domain in physical space. Values of $\delta$ below this threshold can with the spectral method used here still be distinguished from zero since a discrete Fourier transform can be seen as a polynomial interpolant, see the discussion in [62]. But this distance is an indication of the smallest distance to be resolved numerically (the rule of thumb being that at least two grid points per wavelength are needed for an error of the order of plotting accuracy, see [62]). We perform the study here only in the $x$-direction, as done in [45], firstly because we are expecting only one-dimensional gradient catastrophe and secondly because it turns out (see [46]) that in the case of $L_\infty$ blow-up phenomena the study of the Fourier coefficients in only one direction is sufficient to determine the appearance of the blow-up. Moreover, following the $2/3$ dealiasing rule (the coefficients of the highest one third of the wave numbers $|k|$ is put equal to zero to address the aliasing error of the Fourier method whilst calculating nonlinear terms), we usually consider the interval $10 < k < 2 \max(k)/3$ for the fitting of the Fourier coefficients though no dealiasing is needed in our examples.

3. Numerical study of the hyperbolic Toda equations

In this section we study the hyperbolic $2+1$ dimensional Toda equations in the limit of long wavelengths for initial data being the $x$-derivative of a rapidly decreasing function with a single hump. The initial data are supposed to being invariant with respect to $y \to -y$. The latter condition will lead to a break-up on the $x$-axis and facilitates the identification of the shock formation. The reason for this choice is that one can identify the singularity by using one-dimensional techniques which are more reliable than a fully two-dimensional approach as for
instance in [46]. We first consider the one-dimensional case to test the numerical approaches via analytic expectations. For the continuum equation we show that the solutions for the considered initial data lead to a point of gradient catastrophe with a cubic root singularity as known from solutions to the Hopf equation. The difference between the singular solution to the continuum equation and the corresponding Toda solution is shown to scale as $e^{2/7}$ as expected from [20]. For times much larger than the critical time $t_c$, a dispersive shock is observed. As in the case of the KP equation [45] and the defocusing DS II equation [46], where also the found singularities were one-dimensional, the same behavior as in one dimension is found for solutions to the hyperbolic Toda equation in two dimensions:

- the solution to the continuum equation has a point of gradient catastrophe on the $x$-axis of cubic root type, whereas it stays regular in $y$-direction;
- the difference between the solutions to the continuum and the full Toda equation scales as $e^{2/7}$ as in the one-dimensional case;
- for times much larger than $t_c$, a dispersive shock is observed in the vicinity of the shock of the continuum solution.

The behavior of the Toda solution for small $\epsilon$ at the critical time $t_c$ indicates that the PI2 equation might play a role in the asymptotic description of break-up also in two dimensions.

3.1. One-dimensional hyperbolic continuum Toda equation

In this subsection we study the formation of a point of gradient catastrophe in solutions to the hyperbolic continuum Toda equation (1.6) with $\rho = 1$ in one spatial dimension. We consider initial data of the form

$$u(x,0) = u_0(x) = -2\exp(-x^2), \quad v(x,0) = v_0(x) = 0.$$  \hfill (3.1)

Note that we use here also initial data being a derivative of a rapidly decreasing function though the nonlocality, which is the reason for applying such data to avoid numerical problems, only appears in the two-dimensional case (1.16). But since we see the one-dimensional case as a test ground for two dimensions, we treat similar data in both settings. The computations are carried out for $x \in [-5\pi, 5\pi]$ with a number $N$ of Fourier modes and time step $\delta t$. We perform the fitting of the Fourier coefficients to the asymptotic formula (2.4) on the interval $10 < k < 2\pi \max(k)/3$. This is done for the Fourier coefficients of both $u$ and $v$, denoted in the following by $uf$ and $vf$.

In the hyperbolic case, i.e. $\rho = 1$ in (1.6), we use $N = 2^{14}$ and $\delta t = 3 \times 10^{-4}$ and determine $\delta_n$ and $\delta_n$, corresponding to the $d$ parameter in (2.4) for the fitting of the Fourier coefficients of $u$ and of $v$ respectively. We find that they vanish at the same time, $t = t_c = 1.717$, as can be seen in figure 1. Note that there will be a second point of gradient catastrophe for negative $x$ for $t > t_c$. Since equation (1.6) does not respect the symmetry of the initial data (3.1), $u_0(-x) = -u_0(x)$, the break-up does not occur at the same time for positive and negative $x$.

To test the influence of resolution in Fourier space on the found results, we present in figure 2 the time evolution of $\delta_n$ for different resolutions, namely $N = 2^{12}, 2^{13}, 2^{14}, 2^{15}$. In the figure, $m_i$ denotes the minimal distance (2.5) in physical space for a given resolution, $m_i = 10\pi/N$, $i = 1, 2, 3, 4$ corresponding to $N = 2^{12}, 2^{13}, 2^{14}, 2^{15}$. As discussed in [46], the computation can be stopped once $\delta_n$ vanishes in the case of a cubic root singularity as expected here. Visibly the continuum Toda equation behaves as the Hopf equation, i.e. its solutions develop a cubic root shock. As observed before, the vanishing of $\delta_n$ occurs at $t_c \sim 1.717$. At this
As was shown in [45, 46], the numerical approach based on asymptotic Fourier analysis is very efficient in the case of a cubic root singularity, and the fitting parameter $B_v$ converges to the theoretical value $4/3$ as $N$ increases. This indicates that the fitting is reliable. Moreover, we are able to determine also the location of the singularity as $x_c = 1.5808$ in the present example. It can be seen from figure 4 that $v$ as well has a cubic root singularity at $t = t_c$. This can be also obtained from the fitting of the Fourier coefficients $v_f$. It had been noted that $\delta_v$ vanishes at the same time as $\delta_u$, moreover the values of $B_u$ and $B_v$ are almost identical ($\approx 1.34$), indicating shock formation at the critical time, $t_c = 1.717$. 

Figure 1. Fitting parameters $\delta_u$ and $\delta_v$ corresponding to the fitting to (2.4) of the Fourier coefficients of $u$ and $v$, respectively. Here $u$ and $v$ are the solution to the 1d hyperbolic continuum Toda equation (1.6) with $\rho = 1$ for initial data of the form (3.1).

Figure 2. Fitting parameter $\delta_u$ for the solution of the 1d hyperbolic continuum Toda equation (1.6) with $\rho = 1$ for initial data of the form (3.1). The fitting is done for $10 < k < 2 \cdot \max(k)/3$ for different resolutions $N = 2^{12}, 2^{13}, 2^{14}, 2^{15}$. The figure on the right shows a close-up of the left figure for $t \sim t_c$. 

time, the solution $u$ has indeed a cubic root shock, as can be seen in figure 3, where we present $u$ at several times.
We present in table 1 the values of \( t_c \), \( B_u(t_c) \) and \( B_v(t_c) \) for each resolution used. As \( N \) increases, \( B_u(t_c) \) respectively \( B_v(t_c) \) approach \( 4/3 \).

As expected, at \( t_c = 1.717 \) the gradients of both \( u \) and \( v \) blow up, with \( \|u_t\|_\infty \sim 70 \) and \( \|v_t\|_\infty \sim 95 \), see figure 5 for the profiles of \( |u_t| \) and \( |v_t| \) at the critical time.

We ensure the system is numerically well resolved by checking the decay of the Fourier coefficients during the whole computation, see figure 6; the situation for \( u_f \) is shown on the left, and for \( v_f \) on the right. Moreover the time evolution of the numerically computed energy does not show any sudden changes, and reaches a value of \( \Delta E \sim 10^{-10} \) at the end of the computation at \( t = t_c \).
The solutions of the one-dimensional hyperbolic continuum Toda equation thus behave like solutions to the Hopf equation for localized initial data, i.e. they develop a cubic root shock.

3.2. One-dimensional hyperbolic Toda equation in the limit of small dispersion

In this subsection we study solutions to the one-dimensional hyperbolic Toda equation (1.4) ($\rho = 1$) for small nonzero $\epsilon$. We choose as before the initial data (3.1) and a time step $\delta t = 3 \times 10^{-4}$.

First we study the scaling with $\epsilon$ of the $L_\infty$ norm of the difference between the solution to the 1d continuum Toda equation (1.6) and the Toda equation (1.4) for small $\epsilon$ for the same initial data at the critical time of the former, here at $t_c = 1.717$. The $L_\infty$ norm $\Delta_\infty$ of this difference is shown in figure 7 at $t_c = 1.717$ in dependence of $\epsilon$ for $0.02 \leq \epsilon \leq 0.1$. A linear regression analysis ($\log_{10} \Delta_\infty = a \log_{10} \epsilon + b$) shows that $\Delta_\infty$ decreases as

$\mathcal{O}(\epsilon^{0.30}) \sim \mathcal{O}(\epsilon^{2/7})$ at $t = t_c = 1.717$, with $a = 0.3051$ and $b = -0.5441$. (3.2)

The correlation coefficient is $r = 0.999$. It is thus again similar to the results for the KdV equation and for the defocusing cubic NLS equation in [23].

For larger times and $\epsilon = 0.1$ we observe as expected the development of rapid oscillations from $t \sim t_c = 1.717$ where the solution to the corresponding continuum system becomes singular, see figure 8 for $u$ and figure 9 for $v$.

We show in figure 10 the corresponding Fourier coefficients at several times. They decrease to machine precision $\sim 10^{-15}$ during the whole computation. In addition the numerically

| $N$ | $t_c$ | $B_u(t_c)$ | $B_v(t_c)$ |
|-----|-------|------------|------------|
| $2^{12}$ | 1.7121 | 1.3518 | 1.3570 |
| $2^{13}$ | 1.7157 | 1.3515 | 1.3447 |
| $2^{14}$ | 1.7166 | 1.3473 | 1.3488 |
| $2^{15}$ | 1.7175 | 1.3461 | 1.3440 |

Note: The values of the fitting parameters $B_u, B_v$ at $t_c$ are also given.

The solutions of the one-dimensional hyperbolic continuum Toda equation thus behave like solutions to the Hopf equation for localized initial data, i.e. they develop a cubic root shock.
computed energy reaches also the same precision $\Delta_E \sim 10^{-15}$ until the maximal time of computation $t_{\text{max}} = 3$, indicating that the system is well resolved, and that sufficient resolution is provided both in space and in time.

We have identified in the previous subsection the time where the first shock occurs ($t_c \sim 1.717$), but we can infer from figures 8 and 9 that a second shock occurs at a later time $t \sim 3$ for negative $x$. It can be observed there that small oscillations begin to form in the region $x < 0$.

As $e \to 0$, the number of oscillations increases as expected as can be seen in figure 11 for $u$; the situation is similar for $v$ which is therefore not shown.

### 3.3. Hyperbolic continuum Toda equation in 2 + 1 dimensions

We now perform the same study as in the 1 + 1 dimensional case in 2 + 1 dimensions. We consider initial data of the form

---

**Figure 6.** Fourier coefficients $u_f$ of $u$ (left) and $v_f$ of $v$ (right) at different times corresponding to the situations in figures 3 and 4.

**Figure 7.** $L_\infty$ norm $\Delta_{u_f}$ of the difference between 1d hyperbolic continuum Toda and 1d Toda solutions for the initial data (3.1) in dependence of $e$ at $t_c = 1.717$ for several values of $e$. 
for (1.14) corresponding to
\[ U(x, y, 0) = U_0(x, y) = \exp(-R^2), \quad R = \sqrt{x^2 + y^2}, \quad v(x, y, 0) = v_0(x, y) = 0. \]  
(3.4)
for (1.18). The computations are carried out with \(2^{14} \times 2^8\) points for \(x \times y \in [-5\pi, 5\pi] \times [-5\pi, 5\pi]\) and time step \(\delta t = 4 \times 10^{-4}\). We find that the solutions will develop in \(x\)-direction a singularity.
as in the 1 + 1-dimensional case, but that they stay smooth in y-direction. The results described here are thus similar to the ones of [46] for the defocusing semiclassical DS II system.

We will first identify numerically the appearance of break-up in solutions to the 2d continuum Toda equations (1.14) for the initial data (3.3) for $\rho = 1$. The numerical study of the asymptotics of the Fourier coefficients of the resulting solution $u$ leads to a vanishing of the quantity $\delta$ in (2.3) for $u$, denoted by $\delta_u$, at $t = t_c = 2.162$, see figure 12.

At this time the solution develops a shock in $x$-direction as in the 1 + 1 dimensional case as can be seen in figure 13 where we show the solution $(u,v)$ at $t = t_c = 2.162$. 

Figure 10. Fourier coefficients of $u$ (left) and of $v$, (right) at different times, corresponding to the situations in figures 8 and 9.

Figure 11. Solution $u$ of the 1d hyperbolic Toda equation at $t = 3$ for different values of $\epsilon$.
The cubic root singularity can be also inferred from the value of the fitting parameter $B_t$ at this time, which reaches a value of $B_t = 1.353$. We get here less precision than in the one dimensional case (exactly as in the cases reported in [45]) because of the lower space resolution used. The latter is however high enough in terms of accuracy as can be seen in figure 14 from the Fourier coefficients of $U$ at several times plotted on the $k_x$-axis on the left, and on the $k_y$-axis on the right. It can be seen that the chosen resolution for the $y$-direction allows to reach machine precision. In the $x$-direction, i.e. the direction, where the gradient catastrophe occurs, the Fourier coefficients show the expected algebraic decay at $t = t_c$.

The numerically computed energy $\Delta E$, where $E$ is defined in (1.19) reaches a precision of $\sim 10^{-11}$ at the end of the computation, where the $x$-derivative of $u$ begins to blow up, see figure 15, with $\|u_t\|_{\infty} \sim 50$. In the same way one gets for $v$ that $\|v_t\|_{\infty} \sim 65$. The shock is clearly a one-dimensional phenomenon. It can be seen in figure 15 that $u_t$ stays small, with $\|u_t\|_{\infty} \sim 2$. The location of the singularity is found to be $\alpha(t_c) = 2.2615$ on the $x$-axis.
3.4. Small dispersion limit of the hyperbolic Toda equation in 2 + 1 dimensions

In this subsection we study the solutions for the hyperbolic Toda equation in 2 + 1 dimensions (1.4) for the initial data (3.4) for small nonzero $\epsilon$.

First we investigate the scaling with $\epsilon$ of the $L_\infty$ norm $\Delta_\infty$ of the difference between the solutions to the 2d continuum Toda (1.14) and the Toda (1.13) equation for the same initial data in dependence of $\epsilon$. The $L_\infty$ norm of this difference is shown in figure 16 at $t = t_\epsilon = 2.162$ for $0.01 \leq \epsilon \leq 0.1$.

A linear regression analysis ($\log_{10} \Delta_\infty = a \log_{10} \epsilon + b$) shows that $\Delta_\infty$ decreases as $O(\epsilon^{0.30}) \sim O(\epsilon^{2/7})$ at $t = t_\epsilon = 2.162$, with $a = 0.3004$ and $b = -0.9406$.

The correlation coefficient is $r = 0.99$. As expected, the situation is similar to the 1 + 1 dimensional case which itself is as for KdV and the defocusing NLS equation.

For $t \gg t_\epsilon$ the solution of the hyperbolic Toda equation in 2 + 1 dimensions (1.13) with $\rho = 1$ for initial data of the form (3.3) develops as expected a zone of rapid modulated oscillations, where the solution of the corresponding continuum system admits a shock (as identified in the previous subsection). We show the numerical solution $u$ of (1.13) with $\epsilon = 0.1$ in figure 17 and $v$ in figure 18 at several times.
The Fourier coefficients decrease to machine precision during the whole computation in both spatial directions. As an example, we show in figure 19 the Fourier coefficients of $u$ on the left and of $v$ on the right plotted on the $k_x$-axis at different times.

As $\epsilon$ becomes smaller, the number of oscillations increases as can be seen in figure 20 for $u$ and in figure 21 for $v$.

**Figure 16.** $L_\infty$ norm $\Delta_{\infty}$ of the difference between solutions to the 2d hyperbolic continuum Toda and the Toda equation for the initial data (3.3) in dependence of $\epsilon$ at $t = 2.162$.

**Figure 17.** Solution $u$ of the $2 + 1$ dimensional hyperbolic Toda equation (1.13) with $\rho = 1$ at different times for initial data of the form (3.3) and $\epsilon = 0.1$. 
The contour plots of the solutions $u$ at $t = 4$ of (1.13) with $\rho = 1$ for several values of $\epsilon$ can be seen in figure 22. Note again the formation of an oscillatory zone which becomes more clearly delimited for smaller $\epsilon$.

4. Numerical study of the elliptic Toda equations

In this section we study the small dispersion limit of the elliptic Toda equations in $1 + 1$ and $2 + 1$ dimensions for the same initial data as in the hyperbolic case. We find for the
one-dimensional continuum system that a cusp forms as in the case of the focusing semiclassical Schrödinger equations in $1 + 1$ dimensions. For small nonzero $\epsilon$, this cusp is not regularized via a dispersive shock as in the hyperbolic case, but leads to an $L^\infty$ blow-up in finite time $t^* > t_c$. The situation is thus as in the semiclassical limit of NLS equations with critical or
supercritical nonlinearity. In 2 + 1 dimensions the situation is similar to what was observed for the focusing DS II equations in [46]. Concretely we find:

- the solution to the continuum equation has a point of gradient catastrophe on the x-axis of square root type, whereas it stays regular in y-direction;
- the difference between the solutions to the continuum and the full Toda equation scales as $\epsilon^{2/5}$ as in the one-dimensional case;
- for times larger than $t_c$, the solution develops for $\epsilon \ll 1$ an $L_\infty$ blow-up in finite time $t^* > t_c$.

The scaling of the difference between the solutions to the continuum and the full Toda equation for small $\epsilon$ as $\epsilon^{2/5}$ could indicate that the tritronquée solution of the PI equation might play a role also in the asymptotic description of the Toda solution near the break-up of the corresponding solution to the continuum equation.

4.1. Continuum elliptic Toda equation in 1 + 1 dimensions

In this subsection we study again the initial data (3.1), but this time for equation (1.6) with $\rho = -1$. The Fourier coefficients for the solution are fitted to the asymptotic formula (2.4). It was shown at the example of exact solutions for the semiclassical NLS equations in 1 + 1 dimensions in [46] that for elliptic systems, the break-up is best identified from the asymptotic behavior of the Fourier coefficients if the code is stopped once the $\delta$ in (2.3) becomes smaller than the smallest resolved distance (2.5) in physical space. Since we deal with an elliptic system here as well, we use the same criterion as in [46] to identify the formation of a singularity.

To solve the continuum Toda equation (1.6) with $\rho = -1$ for the initial data (3.1), we use $N = 2^{14}$ Fourier modes and the time step $\delta_t = 5 \times 10^{-5}$. The resulting solutions $u$ and $v$ are shown for several times up to the critical time $t_c$ in figure 23, respectively (24). The former clearly develops a cusp, as in the case of the focusing semiclassical NLS equation. As in the latter case in [46], we get a value of $B_n$ close to one instead of the expected value 1.5. The
The reason for this is again that the quantity $B = \mu + 1$ in (2.4), corresponding to an algebraic decrease of the Fourier coefficients, is much more sensitive to the fitting procedure than the exponential part parametrized by $\delta$. Thus the errors in the Fourier coefficients for the high wave numbers as discussed in [46] affect the determination of $\mu$ much more than the vanishing of $\delta$.

The behavior of $u_x$ and $v_x$ at $t = t_0$ is shown in figure 25. We observe at this time that $\|u_x\|_{\infty} \sim 45$ and $\|v_x\|_{\infty} \sim 230$ which clearly indicates a point of gradient catastrophe for both $u$ and $v$.

To control the accuracy of the solution, we present in figure 26 the Fourier coefficients for the situation in figures 23 and 24. We also verify that the numerically computed energy reaches a precision of $\Delta E \sim 10^{-13}$ at $t = t_c = 0.305c$.

Since the determination of the critical point and the critical solution is crucial for the understanding of the behavior of the solution to the full Toda equation in the vicinity of the critical point, we discuss the used approach in more detail. In figure 27, we show the time evolution of $\delta_u$ (the parameter $\delta$ in (2.3) for $u$) for different resolutions $N$. We perform the fitting for the same range of $k$ as in the hyperbolic case, but stop the computation when $\delta_u$ are smaller than the smallest distance $m$ (2.5) resolved in physical space.

As already observed in the previous section, both the fitting of the Fourier coefficients $uf$ and on $vf$ give (within numerical precision) the same critical time, $t_c \sim 0.305$, as shown in table 2, which indicates the consistency and the reliability of the approach. In table 2 we also present the corresponding values of $B_u(t_c)$ and $B_v(t_c)$ which are, as expected in [46], not close to the expected 1.5. Note that the found critical times for $N = 2^{14}$ and $N = 2^{15}$ are almost identical which means that a resolution of $N = 2^{14}$ points is sufficient for our purposes.

Thus we find here that the solutions of the elliptic continuum Toda equation in $1 + 1$ dimensions show a very similar behavior to what was found in [46] for the semiclassical cubic NLS equation. This indicates that the singularity is in both cases of square root type.
4.2. One-dimensional elliptic Toda equation in the limit of small dispersion

In this subsection, we study the behavior of solutions of the 1 + 1 dimensional Toda equation (1.4) for several small values of $\epsilon$ and initial data of the form (3.1). The solutions will be compared near the critical time $t_c$ with the critical solution of the continuum system (1.6) for the same initial data.

We compute the solution to the elliptic Toda equation (1.4) with $\rho = -1$ for different values of $\epsilon$ for initial data of the form (3.1). The computation is carried out with $N = 2^{14}$ points for

---

**Figure 24.** Solution $v$ of the 1d elliptic continuum Toda equation (1.6) with $\rho = -1$ at different times for initial data of the form (3.1).

**Figure 25.** Gradient of $u$ on the left and of $v$ on the right at the critical time $t_c = 0.3050$; $(u,v)$ being the solution of the 1d elliptic continuum Toda equation (1.6) with $\rho = -1$ for initial data of the form (3.1).
We first study the solution up to the critical time of the corresponding continuum system determined in the previous subsection, i.e. \( t = t_c = 0.3050 \).

We are interested in the scaling in time of the \( L^\infty \) norm of the difference between the solutions to the 1d elliptic continuum Toda and the full Toda equation for the same initial data (3.1). This norm is shown in figure 28 at \( t = t_c = 0.3050 \) for different resolutions \( N = 2^{12}, 2^{13}, 2^{14}, 2^{15} \).

### Table 2.

Critical times of the solution to the 1d elliptic continuum Toda equation for initial data of the form (3.1) for several values of \( N \).

| \( N \) | \( t_c \) | \( B_{x}(t_c) \) | \( B_{y}(t_c) \) |
|---|---|---|---|
| \( 2^{12} \) | 0.3027 | 1.2204 | 1.1349 |
| \( 2^{13} \) | 0.3044 | 1.1172 | 1.0365 |
| \( 2^{14} \) | 0.3050 | 1.0575 | 0.9785 |
| \( 2^{15} \) | 0.3052 | 1.0193 | 0.9424 |

Note: The values of the fitting parameters \( B_{x}, B_{y} \) at \( t_c \) are also given.

\( x \in [-5\pi, 5\pi] \) and time step \( \Delta t = 5 \times 10^{-5} \). We first study the solution up to the critical time of the corresponding continuum system determined in the previous subsection, i.e. \( t_c = 0.3050 \).

We are interested in the scaling in \( \varepsilon \) of the \( L^\infty \) norm \( \Delta \) of the difference between the solutions to the 1d elliptic continuum Toda and the full Toda equation for the same initial data (3.1). This norm is shown in figure 28 at \( t_c = 0.3050 \) for \( 0.01 \leq \varepsilon \leq 0.1 \).
A linear regression analysis ($\log(\Delta) = a \log(t) + b$) shows that $\log(\Delta)$ decreases as $t = t_c = 0.3050$, with $a = 0.4005$ and $b = 0.3751$. The correlation coefficient is $r = 0.999$. Thus we find the same scaling as conjectured for NLS equations, see [21, 23].

For times greater than $t_c$, we find as in the case of the $1 + 1$ dispersionless quintic (or higher power nonlinearity) NLS equation that the solution blows up in finite time. We use again the asymptotics of the Fourier coefficients (2.4) to determine the time of the appearance of a singularity on the real axis as in [46, 54]. As the blow-up time $t^*$ we define the time when the quantity $\delta$ in (2.4) for $u$ (denoted by $\delta_u$) becomes smaller than the smallest resolved distance (2.5) in physical space. In figure 29 we show the time evolution of $\delta_u$ for several values of $\epsilon$.

The thus determined blow-up times $t^*$ are given in table 3 for different values of $\epsilon$. The $L_\infty$ norm of the difference $t^* - t_c$ scales as $\epsilon^{0.9}$, see figure 29 where the results of the linear regression are shown.
Thus as for focusing NLS equations, we find here that in the limit of small dispersion, i.e. as $\epsilon \to 0$, the solutions to the Toda equation \((1.4)\) blow up in the $L^\infty$ norm at a finite time $t^*$. This time is always greater than the critical time of the break-up of the corresponding solution to the continuum system. In the limit $\epsilon \to 0$, the blow-up time tends to the break-up time roughly as $\epsilon^{0.9}$.

4.3. Continuum elliptic two-dimensional Toda equation

In this subsection we numerically solve the continuum elliptic Toda equation \((1.14)\) in $2 + 1$ dimensions for the initial data \((3.3)\). It is shown that the same type of singularity is found as in the $1 + 1$ dimensional case.

For the continuum $2 + 1$ dimensional Toda equation \((1.14)\) with $\rho = -1$, we use $2^{14} \times 2^9$ points for $x \times y \in [-5\pi, 5\pi] \times [-5\pi, 5\pi]$ and the time step is $\delta t = 5 \times 10^{-5}$. We find that the solution of the continuum system for initial data of the form \((3.3)\) develops a singularity at $t_c \sim 0.3007$. As in the $1 + 1$ dimensional case, the latter time is obtained from the asymptotic behavior of the Fourier coefficients: the Fourier coefficients for $u$ are fitted to the asymptotic formula \((2.4)\) giving $\delta_u$. The critical time is defined as the time when $\delta_u$ becomes smaller than the smallest resolved distance \((2.5)\) in physical space, see figure 30.

The solutions $u$ and $v$ at $t = t_c = 0.3007$ can be seen in figure 31. Visibly $u$ develops a cusp in $x$-direction as in the one-dimensional case. The $x$ derivatives of the solution diverge as can be seen from the behavior of $|u_x|$ and $|v_x|$ at $t = t_c = 0.3007$ in figure 32. We observe at this time that $\|u_x\|_{\infty} \sim 60$ and $\|v_x\|_{\infty} \sim 280$.

The singularity is one-dimensional, one finds that the $y$-derivatives of $u$ and $v$ remain small at the critical time, see figure 33.
To ensure the accuracy of the numerical solution, we again consider the Fourier coefficients of $u$ in figure 34 at several times. It can be seen that the solution is numerically well resolved up to the formation of the singularity.
4.4. Small dispersion limit of the elliptic two-dimensional Toda equation

In this subsection we numerically solve the 2 + 1 dimensional elliptic Toda equation for the initial data (3.3) for small nonzero $\epsilon$. We show that the difference between the solution to the 2d continuum Toda equation and the Toda equation with small $\epsilon$ scales as in the 1 + 1 dimensional case as $\epsilon^{2/5}$ at the critical time $t_c$. This is the same behavior as found for the focusing DS II equation in [46]. For times larger than $t_c$, we find as in the 1 + 1 dimensional case an $L^\infty$ blow-up.

We compute the solution to the elliptic Toda equation (1.13) with $\rho = -1$ for different values of $\epsilon$ with $2^{14} \times 2^9$ points for $x \times y \in [-5\pi, 5\pi] \times [-5\pi, 5\pi]$ and time step $\delta_t = 5 \times 10^{-5}$. We first study the solution until the critical time $t_c = 0.3007$ of the corresponding continuum system. We are interested in the scaling in $\epsilon$ of the $L^\infty$ norm $\Delta_{\infty}$ of the difference between the solution to the 2d elliptic continuum Toda equation (1.14) and the Toda equation (1.13) for the same initial data (3.3). This difference is shown in figure 35 at $t_c = 0.3007$ for $0.01 \leq \epsilon \leq 0.1$. 

Figure 34. Fourier coefficients of $u$ (left), denoted by $u_f$, and of $v$ (right), denoted by $v_f$, plotted on the $k_x$-axis at different times corresponding to the situation in figure 31.

Figure 35. $L^\infty$ norm $\Delta_{\infty}$ of the difference between the solutions to 2 + 1 dimensional elliptic continuum Toda and the Toda equation for the initial data (3.3) in dependence of $\epsilon$ at $t_c = 0.3007$.
A linear regression analysis \( \log_{10} \Delta_\infty = a \log_{10} \epsilon + b \) shows that \( \Delta_\infty \) decreases as

\[
\mathcal{O}(\epsilon^{0.40}) \sim \mathcal{O}(\epsilon^{2/5}) \text{ at } t = t_c = 0.3007, \text{ with } a = 0.3794 \text{ and } b = 0.4813.
\] (4.2)

The correlation coefficient is \( r = 0.999 \).

For times \( t > t_c \) we find as in the \( 1 + 1 \) dimensional case that the solution blows up in finite time. Again we use the asymptotic analysis of the Fourier coefficients to obtain the blow-up time \( t^* \) as the time when \( \Delta_\infty \) (the \( \delta \) in (2.3) for \( u \)) becomes smaller than the smallest resolved distance in physical space (2.5). In figure 36 we show the time evolution of \( \delta_\infty \) for several values of \( \epsilon \).

The thus determined blow-up times \( t^* \) are given in table 4 for different values of \( \epsilon \). The \( L_\infty \) norm of \( (t^* - t_c) \) shows a scaling with \( \epsilon \) of the form \( \epsilon^{0.9} \) as in the \( 1 + 1 \) dimensional case, see figure 36.

### Table 4. Values of the determined blow-up times of the solutions to the 2d elliptic Toda equation (1.13) with \( \rho = -1 \) for initial data of the form (3.3) for different values of \( \epsilon \).

| \( \epsilon \) | 0.1 | 0.09 | 0.08 | 0.07 | 0.06 | 0.05 | 0.04 | 0.03 | 0.02 | 0.01 |
|----------------|-----|------|------|------|------|------|------|------|------|------|
| \( t_c^* \)    | 0.3785 | 0.3714 | 0.3643 | 0.3572 | 0.3498 | 0.3424 | 0.3348 | 0.3270 | 0.3186 | 0.3098 |

### Figure 36. Fitting parameter \( \delta_\infty \) (the \( \delta \) in (2.3) for \( u \)) for the solution of the \( 2 + 1 \) dimensional elliptic Toda equation (1.13) with \( \rho = -1 \) with initial data of the form (3.3) on the left, and the \( L_\infty \) norm of the difference between blow-up time \( t^* \) and break-up time \( t_c \) in dependence of \( \epsilon \) on the right in a loglog plot.

\[
(1 - \epsilon_p)^n \approx \mathcal{O}(\epsilon^{-1}) \text{ at } t = t_c = 0.3007, \text{ with } a = 0.3794 \text{ and } b = 0.4813.
\]

### 5. Outlook

In this paper we have studied numerically the Toda equations in \( 1 + 1 \) and \( 2 + 1 \) dimensions. The goal was to investigate various critical regimes of the equations, especially the continuum limit. It was shown that the used numerical tools are able also to address the formation of singularities in a reliable way. This allowed to identify break-up and blow-up in solutions to these equations and even to identify the scaling of the solutions in critical parameters in the vicinity of critical points.

We concentrated here on the completely integrable Toda system since the numerical results were intended to encourage analytical efforts to prove or enhance the found conjectures.
this is most likely for integrable systems for which powerful analytical methods as RHPs exist, we
only considered integrable cases. The used numerical techniques are, however, in no way limited
to integrable systems. It is the goal of further research to explore not integrable FPU models and
address similar questions as for Toda in this paper. As in [22] for the generalized KdV equation,
an interesting issue will be to explore to which extent the found features here are universal also for
non-integrable systems, or how they will change if the studied system is not close to integrability.
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