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Abstract—In this article, we address a multi-robot planning problem in environments with partially unknown semantics. The environment is assumed to have a known geometric structure (e.g., walls) and to be occupied by static labeled landmarks with uncertain positions and classes. This modeling approach gives rise to an uncertain semantic map generated by semantic simultaneous localization and mapping algorithms. Our goal is to design control policies for robots equipped with noisy perception systems so that they can accomplish collaborative tasks captured by global temporal logic specifications. To specify missions that account for environmental and perceptual uncertainty, we employ a fragment of linear temporal logic (LTL), called co-safe LTL, defined over perception-based atomic predicates modeling probabilistic satisfaction requirements. The perception-based LTL planning problem gives rise to an optimal control problem, solved by a novel sampling-based algorithm, that generates open-loop control policies that are updated online to adapt to a continuously learned semantic map. We provide extensive experiments to demonstrate the efficiency of the proposed planning architecture.

Index Terms—Motion planning, multi-robot systems, sensor-based and reactive planning.

I. INTRODUCTION

AUTONOMOUS robot navigation is a fundamental problem that has received considerable research attention [1]. The basic motion planning problem consists of generating robot trajectories that reach a known desired goal region starting from an initial configuration while avoiding known obstacles. More recently, a new class of planning approaches has been developed that can handle a richer class of tasks than the classical point-to-point navigation and can capture temporal and Boolean specifications. Such tasks can be, e.g., sequencing or coverage [2], data gathering [3], or persistent surveillance [4] and can be modeled using formal languages, such as linear temporal logic (LTL) [5], [6]. Several control synthesis methods have been proposed to design correct-by-construction controllers that satisfy temporal logic specifications assuming robots with known dynamics that operate in known environments [7]–[15]. As a result, these methods cannot be applied to scenarios where the environment is initially unknown, and therefore, online replanning may be required as environmental maps are constructed, resulting in limited applicability. To mitigate this issue, learning-based approaches have also been proposed that consider robots with unknown dynamics operating in fully or partially unknown environments. These approaches learn policies that directly map on-board sensor readings to control commands in a trial-and-error fashion; see, e.g., [16]–[19]. However, learning-based approaches, in addition to being data inefficient, are specialized to the environment and the robotic platform they were trained on.

In this article, we address a motion planning problem for a team of mobile sensing robots with known dynamics that are responsible for accomplishing collaborative tasks, expressed using a fragment of LTL, called co-safe LTL, in the presence of environmental and sensing uncertainty. Specifically, the environment is assumed to have known geometry, while being occupied by static landmarks with uncertain labels/classes (semantic uncertainty) located at uncertain positions (metric uncertainty) giving rise to an uncertain semantic map with known geometry; see, e.g., Fig. 1. The semantic map is determined by Gaussian and arbitrary discrete distributions over the positions and labels of the landmarks, respectively. The robots are equipped with noisy/imperfect perception systems (e.g., cameras and object detectors and classifiers) allowing them to take positional and class measurements about the landmarks. To define mission requirements that account for perceptual and environmental uncertainty, similar to [20] and [21], we specify temporal logic tasks defined over perception-based probabilistic predicates. Specifically, we incorporate probabilistic satisfaction requirements at the atomic-predicate level as opposed to probabilistic or metric/signal temporal logic languages that evaluate the probabilistic or the robust satisfaction of temporal logic formulas [22]–[26]. This way, we allow a user to put different weights on the individual components/requirements comprising an LTL formula (e.g., staying away from a hostile patrolling agent may be more important than reaching a goal destination, which cannot be captured by probabilistic temporal
logic languages straightforwardly). Then, our goal is to design perception-based control policies so that the multi-robot system satisfies the co-safe LTL specification.

The problem of synthesizing controllers in the presence of mapping or localization uncertainty typically gives rise to partially observable Markov decision processes (POMDPs) [21], [27] that suffer from the curse of dimensionality and history. To avoid the need for computationally expensive POMDP methods, we formulate the planning problem as a deterministic optimal control problem that designs open-loop perception-based control policies that satisfy the assigned specification. To solve this problem, building upon existing sampling-based planners [28]–[30], we present a sampling-based approach that, given an uncertain prior belief about the semantic map, explores the robot motion space, a (sub)space of map uncertainty, and an automaton space corresponding to the assigned mission. During the offline control synthesis process, the robots explore the metric environmental uncertainty, i.e., predict how the metric uncertainty will change based on their future control actions under linearity and Gaussian assumptions on the sensor models [31], [32]. Prediction of the evolution of semantic uncertainty in the offline control synthesis phase is not possible, as it requires label measurements (i.e., images), which are impossible to obtain a priori/offline. To ensure that the proposed sampling-based approach can efficiently explore this large hybrid space, we adopt the biased sampling strategy, developed in our previous work [30], that biases exploration toward regions that are expected to be informative and contribute to satisfaction of the assigned specification. We show that the proposed sampling-based algorithm is probabilistically complete and asymptotically optimal under Gaussian and linearity assumptions on the sensor models.

As the robots execute the designed control policies, they take measurements that allow them to update their belief about both the metric and the semantic uncertainty of the environment using recently proposed semantic simultaneous localization and mapping (SLAM) algorithms [33], [34]. To adapt to the online learned map, the robots design new paths by re-applying the sampling-based approach. Replanning occurs only at time instants, where the offline predicted map differs significantly from the online constructed map. Formally, the replanning time instants are determined online by an automaton corresponding to the assigned co-safe LTL formula. The mission terminates when an accepting condition of this automaton is satisfied. The proposed planning architecture over continuously learned semantic maps is also summarized in Fig. 2. Extensions of the proposed algorithm to account for nonlinear sensor models and environments with no prior metric/semantic information are discussed as well. We provide extensive experiments that corroborate the theoretical analysis and show that the proposed algorithm can address large-scale planning tasks under environmental and sensing uncertainty.

A. Related Research

1) Sampling-Based Temporal Logic Planning: Sampling-based approaches for temporal logic planning have also been proposed in [14], [15], and [35]–[38], but they consider known environments. Typically, these works build upon sampling-based planning algorithms originally developed for reachability tasks [39]. Specifically, in [35], a sampling-based algorithm is proposed, which incrementally builds a Kripke structure until it is expressive enough to generate a path that satisfies a task specification expressed in deterministic $μ$-calculus. In fact, Karaman and Frazzoli [35] build upon the rapidly-exploring random graph (RRG) algorithm [39] to construct an expressive enough abstraction of the environment. To enhance scalability of [35], a sampling-based temporal logic path planning algorithm is proposed in [14], which also builds upon the RRG algorithm but constructs incrementally sparse graphs to build discrete abstractions of the workspace and the robot dynamics. These
abstractions are, then, composed with an automaton, capturing the task specification, which yields a product automaton. Then, correct-by-construction paths are synthesized by applying graph search methods on the product automaton. However, similar to [35], as the number of samples increases, the sparsity of the constructed graph is lost, and as a result, this method does not scale well to large planning problems either. Similar abstraction-free temporal logic planning algorithms have been presented in [36]–[38] as well. A highly scalable sampling-based approach for LTL planning problems is also presented in [15] that can handle hundreds of robots, which, unlike the previous works, requires user-specified discrete abstractions of the robot dynamics [40]. Note that unlike these works, as discussed earlier, our sampling-based approach also explores a map uncertainty space to account for environmental and sensing uncertainty.

2) Temporal Logic Planning Under Map Uncertainty: Temporal logic planning in the presence of map uncertainty in terms of incomplete environment models is considered in [41]–[47]. Common in these works is that they consider static environments with unknown geometry but with known metric/semantic structure. As a result, in these works, the regions of interest over which the LTL missions are defined are a priori known. Additionally, to model these partially unknown environments, transition systems [5] or occupancy grid maps [48] are used that are continuously updated assuming perfect sensor feedback; as a result, LTL tasks are defined using deterministic atomic predicates. To the contrary, in this article, we consider environments with known geometry but with uncertain metric and semantic structure, i.e., the locations and the labels of regions/objects of interest are uncertain. To account for this novel environmental uncertainty, we model the environment as an uncertain semantic map—which is continuously learned through uncertain perceptual feedback—and we introduce probabilistic atomic predicates over the uncertain map to define robot missions. For instance, Guo et al. [41], [42] model the environment as transition systems, which are partially known. Then, discrete controllers are designed by applying graph search methods on a product automaton. As the environment, i.e., the transition system, is updated assuming perfect sensor feedback, the product automaton is locally updated as well, and new paths are redesigned by applying graph search approaches on the revised automaton. Common in all these works is that, unlike our approach, they rely on discrete abstractions of the robot dynamics [40], [49]. Thus, correctness of the generated motion plans is guaranteed with respect to the discrete abstractions resulting in a gap between the generated discrete motion plans and their physical low-level implementation [50]. An abstraction-free reactive method for temporal logic planning over continuously learned occupancy grid maps is proposed in [47]. Note that Kantaros et al. [47] can handle sensing and environmental uncertainty, as shown experimentally, but completeness guarantees are provided assuming perfect sensors, which is not the case in this article.

The most relevant works are presented in [30] and [51] that also address temporal logic motion planning problems in uncertain environments modeled as uncertain semantic maps. In particular, Fu et al. [51] consider sequencing tasks, captured by co-safe LTL formulas, under the assumption of landmarks with uncertain locations but a priori known labels. This article is extended in [30] by considering landmarks with uncertain locations and labels and task specifications captured by arbitrary co-safe temporal logic formulas. Common in both works is that control policies are designed based on a given semantic map—which is never updated—without considering the sensing capabilities of the robots. In contrast, in this article, the proposed algorithm designs perception-based control policies that actively decrease the metric uncertainty in the environment to satisfy probabilistic satisfaction requirements that are embedded into the mission specification. In other words, the proposed method may find feasible paths even if such paths do not exist for the initial uncertain semantic map. In addition, unlike [30] and [51], we show that the proposed algorithm can be extended to environments with no prior metric/semantic information. Finally, we provide formal completeness and optimality guarantees that do not exist in [30] and [51].

B. Contribution

The contribution of this article can be summarized as follows. First, we formulate the first perception-based LTL planning problem over uncertain semantic maps that are continuously learned by semantic SLAM methods. In fact, we propose the first formal bridge between temporal logic planning and semantic SLAM methods. Second, we present a sampling-based approach that can synthesize perception-based control policies for robot teams that are tasked with accomplishing temporal logic missions in uncertain semantic environments. Third, we show that the proposed sampling-based approach is probabilistically complete and asymptotically optimal under linearity and Gaussian assumptions. Fourth, we show that the proposed algorithm can be applied to environments with no prior semantic/metric information. Fifth, we provide extensive experiments that illustrate the efficiency of the proposed algorithm and corroborate its theoretical guarantees.

II. PROBLEM DEFINITION

A. Multirobot System

Consider N mobile robots governed by the following dynamics:

$$p_j(t + 1) = f_j(p_j(t), u_j(t))$$

for all $j \in N := \{1, \ldots, N\}$. In (1), $p_j(t) \in \mathbb{R}^n$ stands for the state (e.g., position and orientation) of robot $j$ in an environment $\Omega \subseteq \mathbb{R}^m$, $m \in \{2, 3\}$, at discrete time $t$. In addition, $u_j(t) \in U_j$ stands for a control input applied at time $t$ by robot $j$, where $U_j$ denotes a finite space of admissible control inputs. Hereafter, we compactly model the team of robots, each equipped with a finite library of motion primitives, as

$$p(t + 1) = f(p(t), u(t))$$

where $p(t) \in \Omega^N, \forall t \geq 0$, and $u(t) \in U := U_1 \times \cdots \times U_N$.

1For simplicity of notation, hereafter, we also denote $p_j(t) \in \Omega$. 
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B. Uncertain Semantic Maps

The robots operate in an environment with a known geometric structure (e.g., walls) but with uncertain metric and semantic structure. Specifically, the obstacle-free space $\Omega_{\text{free}} \subseteq \Omega$ is assumed to be known, while $\Omega_{\text{free}}$ is cluttered with $M > 0$ uncertain, static, and labeled landmarks $\ell_i$ giving rise to an uncertain semantic map $\mathcal{M} = \{\ell_1, \ell_2, \ldots, \ell_M\}$. Each landmark $\ell_i = (x_i, c_i) \in \mathcal{M}$ is defined by its position $x_i \in \Omega$ and its class $c_i \in \mathcal{C}$, where $\mathcal{C}$ is a finite set of semantic classes. The robots do not know the true landmark positions and classes, but instead they have access to a probability distribution over the space of all possible maps. Such a distribution can be produced by recently proposed semantic SLAM algorithms [33, 34] and typically consists of a Gaussian distribution over the landmark positions, modeling metric uncertainty in the environment, and an arbitrary discrete distribution over the landmark class modeling semantic uncertainty. Specifically, we assume that $\mathcal{M}$ is determined by parameters $(x_i, \Sigma_i, d_i)$, for all landmarks $\ell_i$, such that $x_i \sim \mathcal{N}(x_i, \Sigma_i)$, where $x_i$ and $\Sigma_i$ denote the mean and covariance matrix of the position of landmark $\ell_i$, respectively, and $c_i \sim d_i$, where $d_i : \mathcal{C} \to [0, 1]$ is an arbitrary discrete distribution over the finite set of possible classes. Hereafter, we compactly denote by $(x, \Sigma, d)$ the parameters that determine all landmarks in the semantic map $\mathcal{M}$.

In what follows, we assume that an uncertain prior belief about the metric/semantic structure of the environment is available by a user to the robots, which can be updated online using SLAM methods. A discussion on relaxing this assumption is provided in Section IV.

**Assumption 2.1 (Uncertain prior map):** We assume that initially the robots have access to Gaussian and discrete distributions denoted by $x_i \sim \mathcal{N}(x_i(0), \Sigma_i(0))$ and $c_i \sim d_i(0)$, respectively, for all landmarks $\ell_i \in \mathcal{M}$, where the number of landmarks and the set of available classes are a priori known.

**Example 2.2 (Semantic map):** An example of an uncertain semantic map is illustrated in Fig. 3 that consists of $M = 7$ landmarks with set of classes $\mathcal{C} = \{\text{"person," "door," "supplies"}\}$. Uncertain semantic maps provide a novel means to define mission objectives in terms of meaningful semantic objects in uncertain environments. For instance, in Fig. 3, consider a task that requires the robots to collect all available supplies and deliver them in a specific order to injured people.

C. Perceptual Capabilities

The robots are equipped with sensors (e.g., cameras) to collect measurements associated with the landmark positions $x$ as per the following linear observation model: $y_j(t) = M_j(p_j(t))x + v_j(t)$, where $y_j(t)$ is the measurement signal at discrete time $t$ taken by robot $j \in \mathcal{N}$. For instance, linear observation models with respect to the hidden state have been considered in [52]. In addition, $v_j(t) \sim \mathcal{N}(0, R_j)$ is sensor-state-dependent Gaussian noise with covariance $R_j$. Hereafter, we compactly denote the observation models of all robots as

$$y(t) = M(p(t))x + v(t), \quad v(t) \sim \mathcal{N}(0, R)$$

where $\mathbf{y}(t)$ collects measurements taken at time $t$ by all robots associated with any landmark, and $\mathbf{M}$ and $\mathbf{R}$ are diagonal matrices, where their $j$th diagonal block is $M_j$ and $R_j$, respectively.\footnote{Note that the observation model (3) is assumed to be linear with respect to the landmark positions as this allows us to employ separation principles developed in estimation theory; see Section II-D. Nonlinear models (e.g., range sensors) are considered in Section IV.}

Moreover, we assume that the robots are equipped with object recognition systems that allow them to collect measurements associated with the landmark classes $c$. These semantic measurements typically consist of label measurements along with label probabilities [53]–[55]. Since such algorithms are scale and orientation invariant, the class measurement is independent of the robot/sensor position (assuming that the landmark is within the sensing range of the robot). Thus, once a landmark $\ell_i$ is detected, a semantic measurement is generated by the following observation model: $[y_j^c, s_j^c] = g_j(L_i)$ (see also [56]), where $y_j^c$ and $s_j^c$ represent a class/label measurement and the corresponding probability scores over all available classes, respectively, and $L_i$ stands for the true class of the detected landmark $\ell_i$. More details about modeling sensors generating semantic measurements can be found in [56]; see also Remark 2.7. Hereafter, we compactly denote the object recognition model of all robots as

$$[\mathbf{y}_c^c(t), \mathbf{s}_c^c(t)] = g(\mathbf{L})$$

where $\mathbf{L}$ denotes the true classes of all landmarks detected at time $t$.

D. Separation Principle: Offline Update of Semantic Maps

Given measurements generated by the sensors (3) and (4) until a time instant $t \geq 0$, the semantic map can be updated online by fusing the collected measurements using recently proposed semantic SLAM algorithms [33, 34]. Note that updating the map requires knowledge of the measurements that the robots may collect in the field if they apply a sequence of control
actions, denoted \( u_{0:t} \), which is impossible to obtain during the offline control synthesis process.

To mitigate this challenge and to design control policies while accounting for their effect on the map uncertainty, we rely on separation principles that have recently been employed in estimation theory [31], [32]. Specifically, given a linear observation model with respect to the landmark positions, as defined in (3), and given a sequence of control inputs until a time instant \( t \), denoted by \( u_{0:t} \), the \textit{a posteriori} covariance matrix can be computed offline using the Kalman filter Riccati equation, i.e., without requiring knowledge of any measurements [31], [32]. Hereafter, with slight abuse of notation, we denote the Kalman filter Riccati map by \( \Sigma(t+1) = \rho(\Sigma(t), p(t+1)) \), where \( \Sigma(t+1) \) and \( \Sigma(t) \) denote the \textit{a posteriori} covariance matrix at consecutive time instants \( t \) and \( t+1 \). Observe that \( \Sigma(t+1) \) can be computed directly from \( \Sigma(t) \) given the next robot position \( p(t+1) \) (or equivalently the control input \( u(t) \) applied at \( p(t) \)). Note that the \textit{a posteriori} estimates \( \hat{x}(t) \) for the positions of the landmarks cannot be updated offline, i.e., without sensor measurements generated by (3). Similarly, the semantic uncertainty, captured by the discrete distribution \( d \), cannot be updated offline as it requires measurements (i.e., images) that will be processed by the object recognition algorithm (4).

Finally, throughout this article, we make the following assumption that is required for applying a Kalman filter and, consequently, for offline computation of \textit{a posteriori} covariance matrices.

**Assumption 2.3:** The observation model (3) and the covariance matrix \( R \) of the measurement noise are known.

Assumption 2.3 is common in related works, and, in practice, it can be satisfied by learning the covariance matrix offline using training data [31]–[33].

**E. Temporal Logic Tasks Over Uncertain Semantic Maps**

The goal of the robots is to accomplish a complex collaborative task captured by a global co-safe LTL specification \( \phi \). To reason about both environmental and perceptual uncertainty, similar to [20] and [21], we define perception-based atomic predicates that depend both on the multi-robot state and the perceived uncertain semantic map over which the LTL formula is defined. To define such predicates, first, with slight abuse of notation, we denote by \( M(t) \) the map distribution at time \( t \) obtained after the robots apply a sequence of control actions \( u_{0:t} \); the offline construction of \( M(t) \) was discussed in Section II-D.

1) Perception-Based Predicates: We define perception-based predicates, denoted by \( \pi_p(p(t), M(t), \Delta) \), as follows:

\[
\pi_p(p(t), M(t), \Delta) = \begin{cases} 
\text{true}, & \text{if } p(p(t), M(t), \Delta) \geq 0 \\
\text{false}, & \text{otherwise} 
\end{cases}
\]

where \( \Delta \) is the set of user-specified and case-specific parameters (e.g., probabilistic thresholds or robots indices) and \( p(p(t), M(t), \Delta) : \Omega^\pi \times M(t) \times \Delta \to \mathbb{R} \). Hereafter, when it is clear from the context, we simply denote a perception-based predicate by \( \pi_p \).

In what follows, we define functions \( p(p(t), M(t), \Delta) \) that will be used throughout this article. First, we define the following two functions reasoning about the metric uncertainty of the map:

\[
p(p(t), M(t), \{j, \ell, r, \delta\}) = \mathbb{P}(||p_j(t) - x_\ell|| \leq r) - (1 - \delta) \quad (6)
\]

and

\[
p(p(t), M(t), \{j, \ell, \delta\}) = \delta - \det(\Sigma_j(t)). \quad (7)
\]

The predicate associated with (6) is true at time \( t \) if the probability of robot \( j \) being within distance less than \( r \) from landmark \( \ell \) is greater than \( 1 - \delta \), after applying control actions \( u_{0:t} \), for some user-specified parameters \( r, \delta > 0 \). Similarly, (7) is true if the determinant of the \textit{a posteriori} covariance matrix associated with landmark \( \ell \) is less than a user-specified threshold \( \delta \) after applying control actions \( u_{0:t} \). Note that in (7), robot \( j \) is responsible for actively localizing landmark \( \ell \), although the global multirobot state \( p(t) \) is used to compute the \textit{a posteriori} covariance matrix \( \Sigma(t) \) using the Kalman filter Riccati map. The latter predicate allows us to reason about how confident the robots are about the position of landmark \( \ell \); the smaller the \( \det(\Sigma_j(t)) \) is, the smaller the metric uncertainty about landmark \( \ell \) is.

In a similar way, we can define predicates that reason about both the metric and the semantic uncertainty. For instance, consider the following function:

\[
p(p(t), M(t), \{j, r, \delta, c\}) = \max_{i_1, i_2} \mathbb{P}(||p_j(t) - x_{i_1}|| \leq r)d_i(c)] - (1 - \delta). \quad (8)
\]

In words, the predicate associated with (8) is true at time \( t \) if the probability of robot \( j \) being within distance less than \( r \) from at least one landmark with class \( c \) is greater than \( 1 - \delta \). Additional predicates can be defined using, e.g., the entropy of the discrete distributions or risk measures defined over the semantic map. For simplicity, in what follows, we restrict our attention on predicates of the form (6)–(8). We can also introduce atomic predicates defined over the robot states and the known geometric structure that have been widely used in the literature (e.g., atomic predicates that are true if a robot is within a known region of interest). For simplicity of presentation, we abstain from defining such atomic propositions. Finally, given a finite set of available parameters \( \Delta \), we define atomic predicates of the form (6)–(8) that are collected in a set \( \mathcal{AP} \).

2) Syntax and Semantics: Given a set \( \mathcal{AP} \) of perception-based atomic predicates, we construct a mission specification expressed in co-safe LTL, which is satisfied by a finite-length robot trajectory. The syntax of co-safe LTL over sequences of robot states and uncertain semantic maps is defined as follows.

**Definition 2.4 (Syntax):** The syntax of co-safe LTL over a sequence of multi-robot states \( p(t) \) and uncertain semantic maps \( M(t) \) is defined as \( \phi := \text{true} | \pi_p \lor \pi_p \land \phi_1 \lor \phi_2 | \phi_1 \land \phi_2 | U \phi \), where: 1) \( \pi_p \) is a perception-based predicate defined in (5) and 2) \( \land, \lor, \neg, U \) denote the conjunction, disjunction, negation, and until operator, respectively.

Note that using the “until” operator, the eventually operator, denoted by \( \Diamond \), can be defined as well [5].
Next, we define the semantics of co-safe LTL over sequences of multirobot states and semantic maps. We first define a labeling function \( L : \Omega^N \times M(t) \rightarrow 2^{AP} \), determining which atomic propositions are true given the current robot system state \( \mathbf{p}(t) \in \Omega^N \) and the current map distribution \( M(t) \) obtained after applying a sequence of control actions \( \mathbf{u}_{0:t} \).

**Definition 2.5 (Semantics):** Let \( \sigma = \sigma(0), \sigma(1) \ldots \) be a finite sequence of multirobot states and uncertain semantic maps, where \( \sigma(t) = L(\mathbf{p}(t), M(t)) \). The semantics of temporal logic over robot states and semantic maps is recursively as:

\[
\sigma \models \text{true} \\
\sigma \models \pi_p(\mathbf{p}, M, \Delta) \iff p(\mathbf{p}(0), M(0), \Delta) \geq 0 \\
\sigma \models \phi_1 \land \phi_2 \iff (\sigma \models \phi_1) \land (\sigma \models \phi_2) \\
\sigma \models \phi_1 \lor \phi_2 \iff (\sigma \models \phi_1) \lor (\sigma \models \phi_2) \\
\sigma \models \phi_1 \mathcal{U} \phi_2 \iff \exists t \geq 0 : \{ \sigma(t) \sigma(t+1) \ldots \models \phi_2 \} \\
\land (\sigma(t') \sigma(t' + 1) \ldots \models \phi_1) \quad \forall 0 \leq t' < t.
\]

**Example 2.6 (Mission specification):** Consider a single-robot mission defined over a semantic map modeled as two landmarks with available classes \( C = \{ \text{“Pole,” “Person”} \} \). The robot has to eventually reach a person of interest to deliver supplies while always avoiding colliding with a pole; see, e.g., Fig. 1. This task can be captured by the following co-safe LTL formula:

\[
\phi = [\diamond \pi_p(\mathbf{p}(t), M(t), \{1, r_1, \delta_1, \text{“Person”}\})] \\
\land [\neg \pi_p(\mathbf{p}(t), M(t), \{1, r_2, \delta_2, \text{“Pole”}\})] \\
\mathcal{U} \pi_p(\mathbf{p}(t), M(t), \{1, r_1, \delta_1, \text{“Person”}\})
\]

where the atomic predicates are defined as in (8).

**F. Safe Planning Over Uncertain Semantic Maps**

Given a task specification \( \phi \), an uncertain prior belief about the semantic map (see Assumption 2.1), the observation model (3), and the robot dynamics (2), our goal is to select a stopping horizon \( H \) and a sequence \( \mathbf{u}_{0:H} \) of control inputs \( \mathbf{u}(t) \), for all \( t \in \{0, \ldots, H\} \), that satisfy \( \phi \) while minimizing a user-specified motion cost function. This gives rise to the following optimal control problem:

\[
\min_{H, \mathbf{u}_{0:H}} \left[ J(H, \mathbf{u}_{0:H}) = \sum_{t=0}^{H} c(\mathbf{p}(t), \mathbf{p}(t+1)) \right] \\
[p_{0:H}, M_{0:H}] \models \phi \\
p(t) \in \Omega^N \\
p(t + 1) = f(p(t), u(t)) \\
\dot{x}(t + 1) = \dot{x}(t) \\
\Sigma(t + 1) = \rho(\Sigma(t), \mathbf{p}(t+1)) \\
d(t + 1) = d(0)
\]

where the constraints (10d)-(10g) hold for all time instants \( t \in [0, H] \). In (10a), any motion cost function \( c(p(t), p(t+1)) \) can be used associated with the transition cost from \( p(t) \) to \( p(t+1) \) as long as it is positive (e.g., traveled distance). If non-positive summands are selected, then (10) is not well defined, since the optimal terminal horizon \( H \) is infinite. The constraints (10b) and (10c) require the robots to accomplish the mission specification \( \phi \) and always avoid the known obstacles/walls, respectively. With slight abuse of notation, in (10b), \( [p_{0:H}, M_{0:H}] \) denotes a finite sequence of length/horizon \( H \) of multirobot states and semantic maps, while \( [p_{0:H}, M_{0:H}] \models \phi \) means that the symbols generated along this finite sequence satisfy \( \phi \) (see also Definition 2.5). The constraint (10d) requires the robots to move according to their known dynamics (2). In addition, the constraints in (10e) and (10f) require the metric uncertainty to be updated as per the Kalman filter Riccati map, discussed in Section II-D, while the semantic uncertainty is not updated during the control synthesis process captured by (10g); instead, as will be discussed in Section III, it is updated online as semantic measurements are collected as per (4). Then, the problem addressed in this article can be summarized as follows.

**Problem 1:** Given an initial robot configuration \( p(0) \), a prior distribution of maps \( M(0) \) (see Assumption 2.1), a linear sensor model (3), and a task captured by a co-safe formula \( \phi \), compute a horizon \( H \) and compute control inputs \( \mathbf{u}(t) \) for all time instants \( t \in \{0, \ldots, H\} \) as per (10).

In Section IV, we provide a discussion on relaxing the assumptions of 1) a linear observation model (3) and 2) availability of prior information about the metric/semantic environmental uncertainty discussed in Assumption 2.1.

**Remark 2.7 (Online replanning and object recognition):** The object recognition method modeled in (4) is not required to solve (10) as, therein, the semantic uncertainty is not updated. In fact, (10) is an offline problem yielding open-loop/offline robot paths that are agnostic to the object recognition model (4). A sampling-based algorithm to solve (10) is presented in Sections III-B and III-C. The online execution of these paths is discussed in Section III-D. Specifically, in that section, we discuss when the offline synthesized paths may need to be revised online to adapt to the semantic map that is continuously learned using perceptual feedback captured by (3) and (4); see Fig. 2 as well.

**Remark 2.8 (Arbitrary LTL formulas):** Recall that the optimal control problem (10) generates a finite sequence of control actions that satisfies a co-safe LTL specification. Arbitrary LTL formulas can be considered as well, which, however, are satisfied by infinite-length paths. Nevertheless, infinite-length paths cannot be manipulated in practice. Typically, to mitigate this issue, these paths are expressed in a prefix–suffix form, where the prefix path is executed once followed by the indefinite execution of the suffix path; see, e.g., [15]. Following this approach, to account for arbitrary LTL formulas, two separate optimal control problems, which have a similar form to (10), can be defined, where the first one generates a (finite) prefix path, while the second one generates the corresponding (finite) suffix path. Both optimal control problems can be solved by the proposed sampling-based
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approach. In this article, for simplicity, we consider only co-safe LTL formulas that are satisfied by finite-horizon paths.

III. SAFE PLANNING IN UNCERTAIN SEMANTIC MAPS

In this section, first, we show that (10) can be converted into a reachability problem defined over a hybrid and uncertain space; see Section III-A. Due to the hybrid nature of the state space that needs to be explored, (10) cannot be solved in a straightforward manner by existing reachability-based planning methods, such as [39] and [57]. To address this challenge, in Sections III-B and III-C, we present a sampling-based algorithm that can efficiently explore hybrid and uncertain state spaces and solve Problem 1. Then, in Section III-D, we discuss the online execution of the synthesized paths, and we present a replanning method to adapt to the continuously learned semantic map; see also Fig. 2.

A. Reachability in Uncertain Hybrid Spaces

To convert (10) into a reachability problem, we first convert the specification \( \phi \) defined over a set of atomic predicates \( AP \), into a deterministic finite state automaton (DFA), defined as follows [5].

**Definition 3.1 (DFA):** A DFA \( D \) over \( \Sigma = 2^{AP} \) is defined as a tuple \( D = (Q_D, q^0_D, \Sigma, \delta_D, q_F) \), where \( Q_D \) is the set of states, \( q^0_D \in Q_D \) is the initial state, \( \Sigma \) is an alphabet, \( \delta_D : Q_D \times \Sigma \rightarrow Q_D \) is a deterministic transition relation, and \( q_F \in Q_D \) is the accepting/final state.

Given a robot trajectory \( p_{0:H} \) and a corresponding sequence of maps \( M_{0:H} \), we get the labeled sequence \( L(p_{0:H}, M_{0:H}) = L([p(0), M(0)] \ldots L([p(H), M(H)]) \). This labeled sequence satisfies the specification \( \phi \) if starting from the initial state \( q^0_D \), each symbol/element in \( L(p_{0:H}, M_{0:H}) \) yields a DFA transition so that eventually—after \( H \) DFA transitions—the final state \( q_F \) is reached [5]. As a result, we can equivalently rewrite (10) as follows:

\[
\min_{H, u_{0:H}} \left[ J(H, u_{0:H}) = \sum_{t=0}^{H} c(p(t), p(t+1)) \right]
\]

(11a)

\[
q_D(t+1) = \delta_D(q_D(t), \sigma(t))
\]

(11b)

\[
p(t) \in \Omega^N_t\]

(11c)

\[
\hat{x}(t+1) = \hat{x}(0)
\]

(11d)

\[
\Sigma(t+1) = \rho(\Sigma(t), p(t+1))
\]

(11e)

\[
d(t+1) = d(0)
\]

(11f)

\[
q_D(H) = q_F
\]

(11g)

where \( q_D(0) = q^0_D, \sigma(t) = L([p(t), M(t)]) \), and \( \Sigma(t) \) is determined by \( \hat{x}(t) \) and \( \Sigma(t) \), and \( d(t) \). Note that the constraint in (11b) captures the automaton state, i.e., the next DFA state that will be reached from the current DFA state under the observation/symbol \( \sigma(t) \). In words, (11) is a reachability problem defined over a joint space consisting of the automaton state space [see (11b)], the robot motion space [see (11c) and (11d)], and the metric uncertainty space [see (11e)-(11g)], while the terminal constraint requires to reach the final automaton state [see (11h)].

B. Sampling-Based Planning in Uncertain Semantic Maps

In this section, we propose a sampling-based algorithm to solve (11), which incrementally builds trees that explore simultaneously the robot motion space, the space of covariance matrices (metric uncertainty), and the automaton space that corresponds to the assigned specification. The proposed algorithm is summarized in Algorithm 1.

In what follows, we provide some intuition for the steps of Algorithm 1. First, we denote the constructed tree by \( G = \{V, E, J\} \), where \( V \) is the set of nodes and \( E \subseteq V \times V \) denotes the set of edges. The set of nodes \( V \) contains states of the form \( q(t) = [p(t), M(t), q_D(t)] \), where \( p(t) \in \Omega \) and \( q_D(t) \in Q_D \).3 The function \( J_G : V \rightarrow \mathbb{R}^+ \) assigns the cost of reaching node \( q \in V \) from the root of the tree. The root of the tree, denoted by \( q(0) \), is constructed so that it matches the initial robot state \( p(0) \), the initial semantic map \( M(0) \), and the initial DFA state, i.e., \( q(0) = [p(0), M(0), q^0_D] \). By convention, the cost of the root \( q(0) \) is \( J_G(q(0)) = 0 \), while the cost of a node \( q(t+1) \in V \), given its parent node \( q(t) \in V \), is computed as

\[
J_G(q(t+1)) = J_G(q(t)) + c(p(t), p(t+1)).
\]

(12)

Observe that by applying (12) recursively, we get that \( J_G(q(t+1)) = J(t+1, u_{0:t+1}), \) which is the objective function in (10).

The tree \( G \) is initialized so that \( V = \{q(0)\} \), \( E = \emptyset \), and \( J_G(q(0)) = 0 \) (line 2, Algorithm 1). In addition, the tree is built incrementally by adding new states \( q_{new} \) to \( V \) and corresponding edges to \( E \), at every iteration \( n \) of Algorithm 1, based on a sampling (lines 4–6, Algorithm 1) and extending-the-tree operation (lines 7–21, Algorithm 1). After taking \( n_{max} \geq 0 \) samples, where \( n_{max} \) is user specified, Algorithm 1 terminates and returns a feasible solution to (11) (if it has been found), i.e., a terminal horizon \( H \) and a sequence of control inputs \( u_{0:H} \).

To extract such a solution, we need first to define the set \( X_g \subseteq V \) that collects all states \( q(t) = [p(t), M(t), q_D(t)] \in V \) of the tree that satisfy \( q_D(t) = q_F \), which captures the terminal constraint (11h) (lines 19 and 20, Algorithm 1). Among all nodes in \( X_g \), we select the node \( q(t) \in X_g \), with the smallest cost \( J_G(q(t)) \), denoted by \( q(t_{end}) \) (line 22, Algorithm 1). Then, the terminal horizon is \( H = t_{end} \), and the control inputs \( u_{0:H} \) are recovered by computing the path \( q_{0:t_{end}} \) in \( G \) that connects \( q(t_{end}) \) to the root \( q(0) \), i.e., \( q_{0:t_{end}} = q(0), \ldots, q(t_{end}) \) (line 23, Algorithm 1); see also Fig. 2. Note that satisfaction of the constraints in (11) is guaranteed by construction of \( G \); see Section III-C. In what follows, we describe the core operations of Algorithm 1, “sample” and “extend” that are used to construct the tree \( G \).

---

3Throughout this article, when it is clear from the context, we drop the dependence of \( q(t) \) on \( t \).
KANTAROS: PERCEPTION-BASED TEMPORAL LOGIC PLANNING IN UNCERTAIN SEMANTIC MAPS

Algorithm 1: Mission Planning in Probabilistic Maps.

Input: (i) maximum number of iterations \( n_{\text{max}} \), (ii) dynamics (2), (iii) map distribution \( M(0) \), (iv) initial robot configuration \( p(0) \), (v) task \( \phi \).

Output: Terminal horizon \( H \), and control inputs \( u_{0:H} \).

1 Convert \( \phi \) to a DFA.
2 Initialize \( V = \{q(0)\} \), \( E = \emptyset \), \( V_1 = \{q(0)\} \), \( K_1 = 1 \), and \( X_g = \emptyset \).
3 for \( n = 1, \ldots, n_{\text{max}} \) do
   4 Sample a subset \( V_{\text{rand}} \) from \( f_1 \);
   5 for \( q_{\text{rand}}(t) = [p_{\text{rand}}(t), M_{\text{rand}}(t), q_D] \in V_{\text{rand}} \) do
      6 Sample a control input \( u_{\text{new}} \in U \) from \( f_1 \);
      7 \( p_{\text{new}}(t + 1) = f(p_{\text{rand}}(t), u_{\text{new}}) \);
      8 if \( p_{\text{new}}(t + 1) \in U_{\text{free}} \) then
         9 \( X_{\text{new}}(t + 1) = \hat{x}(0) \);
         10 \( \Sigma_{\text{new}}(t + 1) = \rho(\Sigma_{\text{rand}}(t), p_{\text{new}}(t + 1)) \);
         11 \( d_{\text{new}}(t + 1) = d(0) \);
         12 Construct map: \( M_{\text{new}}(t + 1) = (X_{\text{new}}(t + 1), \Sigma_{\text{new}}(t + 1), d_{\text{new}}(t + 1)) \);
         13 Compute \( q_{\text{new}} = \delta_{\Sigma_{\text{new}}}(\Sigma_{\text{new}}) \rightarrow ([p_{\text{new}}(t), M_{\text{new}}, q_{\text{new}}]) \);
      14 if \( q_{\text{new}} \in q_{\text{new}} \) then
         15 Construct \( q_{\text{new}} = M_{\text{new}}, q_{\text{new}} \);
         16 Update set of nodes: \( V = V \cup \{q_{\text{new}}\} \);
         17 Update set of edges: \( E = E \cup \{\{q_{\text{rand}}, q_{\text{new}}\}\} \);
         18 Compute cost of new state: \( J_G(q_{\text{new}}) = J_G(q_{\text{rand}}) + c(p_{\text{rand}}, p_{\text{new}}) \);
      19 if \( q_{\text{new}} = q_F \) then
         20 \( X_g = X_g \cup \{q_{\text{new}}\} \);
      21 Update the sets \( V_k \).
   22 Among all nodes in \( X_g \), find \( q_{\text{end}}(t_{\text{end}}) \);
   23 \( H = t_{\text{end}} \) and recover \( u_{0:H} \) by computing the path \( q_{0:t_{\text{end}}} = q(0), \ldots, q(t_{\text{end}}) \).

C. Incremental Construction of Trees

At every iteration \( n \) of Algorithm 1, a new state \( q_{\text{new}}(t + 1) = [p_{\text{new}}, M_{\text{new}}, q_D] \) is sampled. The construction of the state \( q_{\text{new}}(t + 1) \) relies on three steps. Specifically, first, we sample a state \( p_{\text{new}} \) and its parent node, we compute the corresponding new semantic map \( M_{\text{new}} \). Third, we append to \( p_{\text{new}} \) and \( M_{\text{new}} \) a DFA state \( q_D \) giving rise to \( q_{\text{new}}(t + 1) \), which is then added to the tree structure, if possible; see Section III-C2.

1) Sampling Strategy: To construct the state \( p_{\text{new}} \), we first divide the set of nodes \( V \) into a finite number of sets, denoted by \( V_k \subseteq V \), based on the robot state \( p \) and the DFA state \( q_D \) that comprise the states \( q \in V \). Specifically, \( V_k \) collects all states \( q \in V \) that share the same DFA state and the same robot state (or in practice, robot states that very close to each other). By construction of \( V_k \), we get that \( V = \bigcup_{k=1}^{K_n} V_k \), where \( K_n \) is the number of subsets \( V_k \) at iteration \( n \). In addition, notice that \( K_n \) is finite for all iterations \( n \), due to the finite number of available control inputs \( u \) and the finite DFA state-space. At iteration \( n = 1 \) of Algorithm 1, it holds that \( K_1 = 1 \) and \( V_1 = V \) (line 2, Algorithm 1).

Second, given the sets \( V_k \), we first sample from a given discrete distribution \( f_{\Sigma}(k|\nu) : \{1, \ldots, K_n\} \rightarrow [0, 1] \) an index \( k \in \{1, \ldots, K_n\} \) that points to the set \( V_k \) (line 4, Algorithm 1). The mass function \( f_{\Sigma}(k|\nu) \) defines the probability of selecting the set \( V_k \) at iteration \( n \) of Algorithm 1 given the set \( \nu \).

Next, given the set \( V_{\text{rand}} \) sampled from \( f_1 \), we perform the following steps for all \( q \in V_{\text{rand}} \). Specifically, given a state \( q_{\text{rand}} \), we sample a control input \( u_{\text{new}} \in U \) from a discrete distribution \( f_1(u) : U \rightarrow [0, 1] \) (line 6, Algorithm 1). Given a control input \( u_{\text{new}} \) sampled from \( f_1 \), we construct the state \( p_{\text{new}} \) as \( p_{\text{new}} = f(p_{\text{rand}}, u_{\text{new}}) \) (line 7, Algorithm 1). If \( p_{\text{new}} \) belongs to the obstacle-free space, as required by (11d), then the “extend” operation follows (line 8, Algorithm 1).

Any mass functions \( f_\Sigma \) and \( f_1 \) can be used to generate \( p_{\text{new}} \) as long as they satisfy the following two assumptions. These assumptions will be used in Section V to show completeness and optimality of the proposed sampling-based algorithm.

Assumption 3.2 (Probability mass function \( f_\Sigma \)): (i) The probability mass function \( f_\Sigma(k|\nu) : \{1, \ldots, K_n\} \rightarrow [0, 1] \) satisfies \( f_\Sigma(k|\nu) \geq e \forall k \in \{1, \ldots, K_n\} \) for all \( n \geq 0 \), for some \( e > 0 \) that remains constant across all iterations \( n \). (ii) Independent samples \( k_{\text{rand}} \) can be drawn from \( f_\Sigma \).

Assumption 3.3 (Probability mass function \( f_1 \)): (i) The distribution \( f_1(u) \) satisfies \( f_1(u) \geq c \), for all \( u \in U \), for some \( c > 0 \) that remains constant across all iterations \( n \). (ii) Independent samples \( u_{\text{new}} \) can be drawn from the probability mass function \( f_1 \).

Remark 3.4 (Mass functions \( f_\Sigma \) and \( f_1 \)): Assumptions 3.2(i) and 3.3(i) also imply that the mass functions \( f_\Sigma \) and \( f_1 \) are bounded away from zero on \( \{1, \ldots, K_n\} \) and \( U \), respectively. In addition, observe that Assumptions 3.2 and 3.3 are very flexible, since they also allow \( f_\Sigma \) and \( f_1 \) to change with iterations \( n \) of Algorithm 1, as the tree grows.

Remark 3.5 (Sampling strategy): An example of a distribution \( f_\Sigma \) that satisfies Assumption 3.2 is the discrete uniform distribution \( f_{\Sigma}(k|\nu) = \frac{1}{K_n} \), for all \( k \in \{1, \ldots, K_n\} \). Observe that the uniform mass function trivially satisfies Assumption 3.2(ii). In addition, observe that Assumption 3.2(i) is also satisfied, since there exists a finite \( e > 0 \) that satisfies Assumption 3.2(ii), which is \( e = \frac{1}{K_n} \), where \( R \) is a set that collects all robot configurations \( p \) that can be reached by the initial state \( p(0) \). Note that \( R \) is a finite set, since the set \( U \) of admissible control inputs is finite, by assumption. Similarly, uniform mass functions \( f_1 \) satisfy Assumption 3.3. Note that any functions \( f_\Sigma \) and \( f_1 \) can be employed as long as they satisfy Assumptions 3.2 and 3.3. Nevertheless, the selection of \( f_\Sigma \) and \( f_1 \) affects the performance of Algorithm 1; see the numerical experiments in Section VI. In Appendix B, we design (nonuniform) mass functions \( f_\Sigma \) and \( f_1 \) that bias the exploration toward locations that are expected to contribute to the satisfaction of the assigned mission specification.

2) Extending the Tree: To build incrementally a tree that explores both the robot motion space, the space of metric uncertainty, and the DFA state space, we need to append to
The corresponding semantic map $\mathcal{M}_{\text{new}}$ determined by the parameters $(\Sigma_{\text{new}}, \Sigma_{\text{new}}, d_{\text{new}})$ and DFA state $q_{D(\text{new})}^0$. Particularly, $\mathcal{M}_{\text{new}}$ is constructed so that $\Sigma_{\text{new}} = \hat{x}(0)$, as required in (11e), and computing $\Sigma_{\text{new}}$ as per the Kalman filter Riccati map, i.e., $\Sigma_{\text{new}} = P(\Sigma_{\text{rand}}, \Sigma_{\text{new}})$, as required in (11f), and $d_{\text{new}} = d(0)$, as required in (11g) (lines 9–12, Algorithm 1). Next, to construct the state $q_{\text{new}}$, we append to $p_{\text{new}}$ and $M_{\text{new}}$ the DFA state $q_{D(\text{new})}^0 = \delta_D(p_{\text{rand}}, L([p_{\text{rand}}, M_{\text{rand}}]))$, as required by (11b).

In words, $q_{D(\text{new})}^0$ is the automaton state that can be reached from the parent automaton state $q_{D(t)}^0$ given the observation $L([p_{\text{rand}}, M_{\text{rand}}])$. If such a DFA state does not exist, then this means that the observation $L([p_{\text{rand}}, M_{\text{rand}}])$ results in violating the LTL formula, and this new sample is rejected. Otherwise, the state $q_{\text{new}} = (p_{\text{new}}, M_{\text{new}}, q_{D(\text{new})}^0)$ is constructed (line 15, Algorithm 1), which is then added to the tree.

Given a state $q_{\text{new}}$, we update the set of nodes and edges of the tree as $\mathcal{V} = \mathcal{V} \cup \{q_{\text{new}}\}$ and $\mathcal{E} = \mathcal{E} \cup \{q_{\text{new}}, q_{\text{new}}\}$, respectively (lines 16 and 17, Algorithm 1). The cost of the new node $q_{\text{new}}$ is computed as in (12), i.e., $c(q_{\text{new}}) = c(p_{\text{rand}}) + c(p_{\text{new}})$ (line 18, Algorithm 1). Finally, the sets $\mathcal{V}_{\text{new}}$ are updated, so that if there already exists a subset $\mathcal{V}_k$ associated with both the DFA state $q_{D(t)}^0$ and the robot state $p_{\text{new}}$, then $\mathcal{V}_k = \mathcal{V}_k \cup q_{\text{new}}$. Otherwise, a new set $\mathcal{V}_k$ is created, i.e., $K_n = K_n + 1$ and $\mathcal{V}_k = \{q_{\text{new}}\}$ (line 21, Algorithm 1). Recall that this process is repeated for all states $q_{\text{rand}} \in \mathcal{V}_{\text{rand}}$ (line 5, Algorithm 1).

**Remark 3.6 (Finite decomposition of $\mathcal{V}$):** In Section III-C1, we decomposed the set of nodes $\mathcal{V}$ into $K_n$ finite sets, where $K_n$ remains finite as $n \to \infty$, by construction. The finite decomposition of the set of nodes is required to ensure probabilistic completeness and optimality of the proposed sampling-based algorithm; see Section V. Any alternative decomposition of $\mathcal{V}$ that always results in a finite number of subsets $\mathcal{V}_k$ can be employed without affecting correctness of Algorithm 1; see also Section VI-A.

### D. Online Execution and Replanning

Algorithm 1 generates an open-loop sequence $q_{0:H} = q(0), q(1), \ldots, q(H)$, where $q(t) = [p(t), \mathcal{M}(t), q_D(t)]$, so that the resulting robot trajectory $p_{0:H}$ and sequence of maps $\mathcal{M}_{0:H}$ satisfy $\phi$. As the robots execute synchronously their respective paths in $p_{0:H}$, synthesized by Algorithm 1, they take measurements [see (3) and (4)], which are used to update both the metric and the semantic environmental uncertainty using a semantic SLAM method. In other words, every time the robots move toward their next waypoint, they take measurements, which are then used to update: 1) the *a posteriori* mean and covariance matrix associated with the landmark positions and 2) the discrete distribution associated with the landmark classes yielding a new semantic map denoted by $\mathcal{M}_{\text{online}}(t)$. Note that the online constructed map $\mathcal{M}_{\text{online}}(t)$ may be different from the corresponding offline map $\mathcal{M}(t)$, as the latter is constructed by predicting only the metric environmental uncertainty by computing the *a posteriori* covariance matrices.

As a result, given the new map, the previously designed paths may not be feasible, and therefore, replanning may be required to adapt to the updated map $\mathcal{M}_{\text{online}}(t)$; see also Fig. 2. Specifically, replanning is needed only if the observations/symbols that the robots generate online do not allow them to follow the sequence of DFA states that appears in $q_{0:H}$. Formally, replanning at time $t$ is required only if the observation $L([p(t), \mathcal{M}_{\text{online}}(t)])$ does not enable a transition from $q_D(t)$ to $q_D(t + 1)$, where $q_D(t)$ and $q_D(t + 1)$ are determined by $q_{0:H}$ computed by Algorithm 1. In this case, Algorithm 1 is initialized with the current robot state $p(t)$, the current DFA state $q_D(t)$, and the current map $\mathcal{M}_{\text{online}}(t)$ to generate a new path. This process is repeated until the accepting DFA state is reached. Once this happens, the LTL formula has been satisfied, and the mission terminates.

We note that it is possible that at time $t$, as the robots follow their paths, the LTL formula may get violated. This happens if $L([p(t), \mathcal{M}_{\text{online}}(t)])$ does not yield any DFA transition from the current DFA state $q_D(t)$ (or if it yields a transition to an absorbing DFA state, in case DFA is complete). In this scenario, least violating paths can be found as, e.g., in [58].

**Remark 3.7 (Prior map and replanning):** First, recall from Assumption 2.1 that we assume that there exist a known number of landmarks in the environment. This assumption can be relaxed due to the SLAM capability included in the proposed architecture; see Fig. 2. In fact, a prior semantic map is used to initialize Algorithm 1 and to guide the planning phase. Once the robots follow the designed paths, they may discover/sense new landmarks. Once this happens, the employed SLAM method will generate a probabilistic belief about these landmarks, which will then be included in the semantic map. Second, it is possible that the prior distribution may guide the robots toward locations in the environment where no landmarks exist. For instance, consider a case where, as per the prior distribution, a landmark of interest is expected to be in a certain room. Due to this prior distribution, Algorithm 1 will design paths toward this room. If no landmarks exist in this room, i.e., if this prior distribution is wrong, then it can be discarded from the current semantic map, so that design of mission paths is not guided by this wrong prior. For instance, a prior belief about a landmark can be considered wrong, if the robot approaches the expected position of the landmark within some distance $\eta > 0$, and no landmarks are sensed. The parameter $\eta$ is user specified, and it can be associated with the sensing range of the robots. Both scenarios may trigger replanning as discussed above to account for the new map.

**Remark 3.8 (Replanning frequency):** The frequency with which replanning is triggered depends on how different the offline predicted map is from the online learned map. In Section VI, we illustrate through simulations that the more inaccurate the initial semantic map is, the more often replanning is triggered. A potential approach toward minimizing the replanning frequency
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*Intuitively, violation of an LTL formula as the robots follow their paths depends on their sensing capabilities. For instance, an LTL formula may get violated during execution of the synthesized paths, if the robot sensing range is significantly smaller than the proximity requirements captured by the atomic predicates. Consider, e.g., the specification in Example 2.6; see also Fig. 1. Assume that a robot has to always keep a distance of 2 m from the pole. If the sensing capabilities allow the robot to detect objects that are within $d < 2$ m, then it is possible that the pole avoidance requirement may get violated, as the pole may get detected only when its distance from the robots is less than $d < 2$ m.*
is to incorporate semantic map prediction methods into the offline planning process [59] or to design paths that are robust to uncertainty [60], [61]. In addition, throughout this article, we have assumed that the geometric structure of the environment is known; note that the geometry of the environment can be learned using SLAM methods as well [48]. This assumption can be relaxed by replanning every time the robots detect new obstacles/walls that interfere with the paths designed by Algorithm 1. Nevertheless, this may result in rather frequent replanning, especially, in cluttered environments, increasing the online computational burden [62]. Our future work will focus on designing more efficient replanning frameworks in the presence of both geometric and metric/semantic environmental uncertainty by, e.g., locally patching the designed paths, or decomposing the global LTL task into smaller subtasks [47], or incorporating data-driven map prediction methods in the planning process [63].

IV. DISCUSSION AND EXTENSIONS

In this section, we discuss how assumptions made in Section II can be relaxed. Specifically, in Section IV-A, we discuss how the robots should behave in case feasible—either initial or online revised—paths do not exist. This way, we can relax Assumption 2.1 requiring an informative enough prior belief so that there exists a feasible solution to (10). Then, in Section IV-B, we show how Algorithm 1 can account for sensor models (3) that may be nonlinear in the positions of landmarks (e.g., range sensors) or subject to noise of unknown distribution.

A. Reactive Planning in Unexplored Semantic Environments

In this section, we discuss how the robots should behave in case feasible paths do not exist, and therefore, Algorithm 1 cannot generate paths. In fact, initial feasible paths may not exist if a prior map is unavailable or highly uncertain; see Assumption 2.1. The latter may hold for the online learned map when replanning is triggered as well. To mitigate this challenge, we couple Algorithm 1 with existing exploration and information gathering methods [32], [64], [65]. The key idea is that the robots switch back and forth between an exploration and exploitation mode depending on the mission status. In particular, first, the robots follow an exploration strategy aiming to spread in the environment to detect landmarks and decrease the environmental uncertainty. Once a user-specified condition about the exploration mode is satisfied, the robots switch to an exploitation mode by applying Algorithm 1 aiming to find paths satisfying the assigned mission by exploiting the semantic map constructed during exploration. If such paths still do not exist, the robots switch back to the exploration mode. This process is repeated until the robots accomplish their mission.

In what follows, we describe an exploration strategy, adopted from [32] and [64], along with its interaction with Algorithm 1 in more detail. First, we define a grid \( C = \{c_1, c_2, \ldots, c_L\} \) over the environment, where \( c_k \) corresponds to the \( k \)-th grid cell, and we split the grid cells into “explored” (i.e., cells that have been visited by the robots) and “unexplored.” Then, we introduce dummy “exploration” landmarks at the frontiers of the explored grid map for which uniform discrete and Gaussian distributions are defined for their labels and positions, respectively. Given the “exploration” and any already detected landmarks, the robots design informative open-loop/offline paths that aim to minimize the metric uncertainty of these landmarks within a predetermined finite horizon \( F > 0 \); more details about designing these paths can be found in [32]. Note that the fake uncertainty in the exploration landmark locations promises information gain to the robots motivating them to move toward the unexplored part of the environment and, therefore, detect new landmarks. As the robots start following the designed paths while taking measurements and updating the semantic map, they may detect new landmarks. Once a new landmark \( l_i \) is detected by a robot \( j \), a Gaussian and a discrete distribution associated with this landmark are initialized. Once all robots have finished the execution of their paths, they should determine whether they should keep exploring the environment or design mission-based paths over the constructed semantic map using Algorithm 1. We require mission-based planning to be triggered once \( K(t) \geq 0 \) new landmarks are detected, where \( K(t) \) is user specified and it depends on the assigned mission. In addition, additional requirements can be incorporated to trigger Algorithm 1 related to, e.g., the map uncertainty. Note that during the exploration phase, as the robots detect and localize landmarks, they may satisfy certain atomic propositions enabling a transition from the current DFA state to a new DFA state; see also Remark 4.1. Thus, when Algorithm 1 is executed, it is initialized with the DFA state that the exploration mode has ended up.

Remark 4.1 (Safe exploration): A particular challenge that arises in the proposed framework is that of safe exploration. In fact, as the robots explore the environment to detect and localize previously unknown landmarks they may satisfy atomic propositions that violate the assigned LTL specification. Specifically, let \( q_D(t) \) be the automaton state the robots are at time \( t \), and assume that the robots are currently in exploration mode. During exploration, the robots may generate a symbol that does not enable any transition originating from \( q_D(t) \) resulting in violation of the LTL task. An empirical approach toward mitigating this issue is to ensure that the robots always satisfy the Boolean formula that enables them to remain in \( q_D(t) \). For instance, assume that the robots can remain in \( q_D(t) \) if with probability greater than 0.9, they keep a distance of at least 1 m from any landmark with class “table.” Then, we can compute \( \epsilon \)-confidence intervals, for some \( \epsilon > 0 \), centered at the expected positions of detected landmarks whose most likely class is “table”; \( \epsilon \)-confidence intervals are then treated as virtual obstacles that should be avoided. If the negation operator is excluded from the syntax, then exploration is always safe as there are no observations that can violate the assigned LTL task.

B. Nonlinear Sensor Models and Unknown Noise Distribution

In Section II, we assumed that the sensor model (3) is linear with respect to the landmark positions \( x \) allowing us to compute

---

*By construction of the DFA, there exists a Boolean formula defined over \( \mathcal{AP} \) that needs to be satisfied to enable a DFA transition.*
offline the \textit{a posteriori} covariance matrix without the need of measurements. Nevertheless, this assumption may not hold in practice, e.g., in case of range sensors. In this case, during the execution of Algorithm 1, similar to \cite{32}, we compute the \textit{a posteriori} covariance matrices $\Sigma_{\text{new}}$ using the linearized observation model about the estimated landmark positions (line 10, Algorithm 1). Such case studies are presented in Section VI.

Additionally, in Section II, we assumed that the measurement noise follows a Gaussian distribution. This can be relaxed by leveraging recent distributionally robust planning methods \cite{66, 67}. Specifically, we can consider measurement noise with unknown distribution assuming that it belongs to an ambiguity set with known mean and covariance matrix. Then, the Kalman filter Riccati map can be used to update the covariance matrices offline \cite{67}. A key challenge in this case is to define perception-based predicates capturing probabilistic requirements since the hidden state (e.g., the landmark positions) does not follow a known distribution. To mitigate this challenge, worst-case probabilistic requirements can be defined that are typically translated to linear constraints \cite{67}.

\section{Completeness and Optimality}

In this section, we examine the completeness and optimality of Algorithm 1. First, in Theorem 5.1, we show that Algorithm 1 is probabilistically complete. In other words, given an initial semantic map $M(0)$ and a sensor model as per (3), if there exists a solution to (10), then Algorithm 1 will eventually find it. In Theorem 5.2, we also show that Algorithm 1 is asymptotically optimal, i.e., Algorithm 1 will eventually find the optimal solution to (10), if it exists. The proofs can be found in Appendix A.

To show completeness and optimality of Algorithm 1, we assume that the probability mass functions $f_Y$ and $f_U$ satisfy Assumptions 3.2 and 3.3, respectively.

\textbf{Theorem 5.1 (Probabilistic completeness):} If there exists a solution to (10), then Algorithm 1 is probabilistically complete, i.e., the probability of finding a feasible solution, i.e., a feasible horizon $H$ and a feasible sequence of control inputs $u_{0:H}$ for (10), goes to 1 as $n \to \infty$.

\textbf{Theorem 5.2 (Asymptotic optimality):} Assume that there exists an optimal solution to (10). Then, Algorithm 1 is asymptotically optimal, i.e., the optimal horizon $H$ and the optimal sequence of control inputs $u_{0:H}$ will be found with probability 1, as $n \to \infty$. In other words, the path generated by Algorithm 1 satisfies $P\{\lim_{n \to \infty} J(u_{0:H}, u_{0:H}) = J^*\} = 1$, where $J$ is the objective function of (10) and $J^*$ is the optimal cost.\footnote{Note that the horizon $H$ and $u_{0:H}$ returned by Algorithm 1 depend on $n$. For simplicity of notation, we drop this dependence.}

Recall from Section III-D that the synthesized paths may need to be revised online by rerunning Algorithm 1. Theorems 5.1 and 5.2 imply that if replanning is required at any time $t$, a feasible and the optimal path will eventually be found, if they exist. Nevertheless, the proposed control architecture cannot guarantee recursive feasibility, i.e., existence of feasible paths at future time instants when replanning is needed. In fact, existence of feasible paths when replanning is triggered depends on the initialization of the corresponding optimal control problem (10), i.e., the online constructed map and, consequently, on the perceptual feedback, which is hard to predict \textit{a priori}.

\section{Experimental Validation}

In this section, we present experimental case studies that illustrate the performance of Algorithm 1 and show that it can solve large-scale planning tasks in uncertain environments. In Section VI-A, we demonstrate scalability of Algorithm 1 with respect to the number of landmarks and robots. In particular, given an initial semantic map and an initial multirobot state, we report the time required by Algorithm 1 to find the first feasible solution along with the corresponding terminal horizon (without considering replanning). The scalability analysis has been conducted using MATLAB 2016b on a computer with Intel Core i7 3.1 GHz and 16-GB RAM. In Section VI-B, we demonstrate in a Gazebo simulated semantic city the replanning framework, discussed in Section III-D, for various initial semantic maps. These experiments have been conducted on Gazebo (ROS, python3) on a computer with Intel Core i5-8350U 1.7 GHz and 16-GB RAM. Finally, in Section VI-E, we show how Algorithm 1 can be applied in environments with no prior information about their metric/semantic structure, as per the discussion provided in Section IV. The experimental videos can be found in \cite{68}.

\begin{table}[h]
\centering
\caption{Scalability Analysis: $\tau = 0.1$}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
N & M & $\text{Matlab Runtimes (mins)}$ & H
\hline
\hline
1 & 15 & 0.66 & 0.12 & 461 & 105
\hline
1 & 30 & 0.88 & 0.21 & 465 & 107
\hline
5 & 15 & 1.94 & 0.48 & 389 & 94
\hline
5 & 30 & 2.68 & 0.58 & 389 & 102
\hline
20 & 15 & 8.74 & 2.33 & 561 & 132
\hline
20 & 30 & 10.32 & 2.65 & 565 & 121
\hline
40 & 15 & 14.68 & 7.77 & 457 & 151
\hline
40 & 30 & 16.43 & 7.81 & 456 & 151
\hline
100 & 15 & 33.32 & 15.41 & 533 & 147
\hline
100 & 30 & 38.42 & 20.56 & 543 & 146
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Scalability Analysis: $\tau = 0.5$}
\begin{tabular}{|c|c|c|c|}
\hline
N & M & $\text{Matlab Runtime}$ & H
\hline
\hline
10 & 10 & 0.94 mins & 106
\hline
10 & 45 & 2.98 mins & 146
\hline
10 & 60 & 3.94 mins & 121
\hline
10 & 75 & 5.41 mins & 133
\hline
\end{tabular}
\end{table}
1) **Robot Dynamics:** We consider robots with the following differential drive dynamics (13), shown at bottom of this page, where the robot state $p_j(t) = [p_j^1(t), p_j^2(t), \theta_j(t)]^T$ captures both the position $[p_j^1(t), p_j^2(t)]$ and the orientation $\theta_j(t)$ of robot $j$ and $\tau$ is the sampling period. The available motion primitives are $u \in \{0, 1\}$ m/s and $\omega \in \{0, \pm 1, \pm 2, \ldots, \pm 180\}$ deg/s.

2) **Sensor Model (3):** All robots are equipped with omnidirectional, range-only, line-of-sight sensors with limited range of 1 m. Every robot can take noisy range measurements, i.e., measure its distance from all landmarks that lie within its sight and range. Specifically, the measurement associated with robot $j$ and landmark $i$ is given by

$$y_{j,i} = \ell_{j,i}(t) + v(t) \text{ if } (\ell_{j,i}(t) \leq R_j) \wedge (i \in \text{FOV}_j)$$  \hspace{1cm} (14)

where $\ell_{j,i}(t)$ is the distance between landmark $\ell_i$ and robot $j$, $R_j$ denotes the sensing range of robot $j$ which is equal to 1 m, FOV$_j$ denotes its corresponding field of view, and $v(t) \sim \mathcal{N}(0, \sigma(x_i(t), p_j(t)))$ is the measurement noise. In addition, we model the measurement noise so that $\sigma$ increases linearly with $\ell_{j,i}(t)$, with slope 0.5, as long as $\ell_{j,i}(t) \leq R_j$; if $\ell_{j,i}(t) > R_j$, then $\sigma$ is infinite. This model captures the fact that range readings become more inaccurate as the distance increases [69]; nevertheless, any other model can be used, such as uniform noise within the sensing range. Observe that the considered observation model is nonlinear, and therefore, the a posteriori covariance matrix cannot be estimated optimally offline; see (11f). In this case, at every iteration of Algorithm 1, we approximately compute the a posteriori covariance matrices of landmark $j,i$ using the linearized observation model about the predicted positions of the landmarks (line 10, Algorithm 1).\footnote{We avoid defining an object recognition method as per (4), as the main focus of this section is to demonstrate scalability of Algorithm 1 in terms of solving (10) without considering replanning. Recall that (10) does not depend on the object recognition method. In fact, the latter is needed only for learning online the semantic map and accordingly replanning; see Section III-D.}

3) **Sampling Strategy:** Hereafter, we employ the mass functions $f_U$ and $f_y$ designed in Appendix B with $p_{\text{rand}} = 0.9$ and $p_{\text{un}} = 0.9$. Note that uniform sampling functions failed to solve the considered planning problems within 3 h due to the large joint state space that needs to be explored. In fact, using uniform sampling strategies, Algorithm 1 was able to solve only small-scale problems, e.g., single-agent planning problems in $4 \times 4$ environments with three landmarks. In addition, notice that the computational complexity of Algorithm 1 per iteration depends linearly on the size of the selected subset $\mathcal{V}_{\text{rand}}$ (see [line 5, Algorithm 1]). Therefore, to speed up the construction of a feasible solution, a new set $\mathcal{V}_k$ is constructed for each new sample, for the first 100 iterations/samples (i.e., the first 100 sets $\mathcal{V}_k$ are singleton). After that, the sets $\mathcal{V}_k$ are constructed, as described in Section III. This way, the number of subsets $\mathcal{V}_k$ remains finite as Algorithm 1; see also Remark 3.6.

4) **Initial Semantic Map:** We have evaluated the performance of Algorithm 1 on two different initial semantic maps consisting of $M = 15$ and $M = 30$ landmarks illustrated in Fig. 4. Particularly, this figure shows the Gaussian distributions determining the initial semantic map $\mathcal{M}(0)$ along with the known geometric structure. We assume that the set of classes is $C = \{1, 2, \ldots, M\}$, while the true class of each landmark is uncertain. In fact, the robots have access to a discrete distribution $d(0)$ over the labels that is designed by randomly selecting a probability within the range $[0.8, 1]$ that a landmark has the correct label, and by randomly selecting probabilities for the remaining classes.

5) **Mission Specification:** The robots are responsible for accomplishing a search-and-rescue task captured by the following LTL formula: $\phi = \Diamond \xi_1 \wedge \Diamond \xi_2 \wedge \neg \xi_1 U \xi_3 \wedge \Diamond (\xi_4 \wedge \Diamond (\xi_5 \wedge \ldots)$.

\begin{equation}
\begin{bmatrix}
    p_j^1(t+1) \\
    p_j^2(t+1) \\
    \theta_j(t+1)
\end{bmatrix} = \begin{bmatrix}
    p_j^1(t) \\
    p_j^2(t) \\
    \theta_j(t)
\end{bmatrix} + \begin{bmatrix}
    \tau u \cos(\theta_j(t) + \tau \omega/2) \\
    \tau u \sin(\theta_j(t) + \tau \omega/2) \\
    \tau \omega
\end{bmatrix}, \quad \text{if } \tau \omega < 0.001
\end{equation}

\begin{equation}
\begin{bmatrix}
    \frac{\pi}{\omega} (\sin(\theta_j(t) + \tau \omega) - \sin(\theta_j(t))) \\
    \frac{\pi}{\omega} (\cos(\theta_j(t)) - \cos(\theta_j(t) + \tau \omega))
\end{bmatrix} \quad \text{else}
\end{equation}

Fig. 4. Initial semantic map $\mathcal{M}(0)$ with 30 landmarks considered in Table I. The map with the 15 landmarks considered in the same table consists of the landmarks $\ell_i$ with indices $i \in \{1, \ldots, 15\}$ shown in this figure.
of Algorithm 1 increases, as the robots have to adapt planning to a “larger” map. Notice that Algorithm 1 can solve large-scale tasks that may involve hundreds of robots in a reasonable time due to the biased sampling process. Recall that the employed biased sampling strategy requires computing the geodesic distance between the position of robot \( j \) to the expected position of a landmark, for all robots \( j \). In our implementation, to compute the geodesic distances, we first discretize the workspace, and then, we use the Dijkstra algorithm to compute the corresponding shortest paths sequentially across the robots. As a result, the runtimes can significantly decrease if the geodesic distances are computed in parallel.

### B. Effect of Prior Map Uncertainty on Replanning Frequency

In this section, we present experimental studies that involve AsTech Firefly unmanned aerial vehicles (UAVs) that operate over a semantic city with dimensions 150 × 150. There are \( M = 5 \) landmarks in the city, and the available classes are “pole” and “person.”

1) **Robot Dynamics:** The AsTech Firefly UAV is governed by first-order dynamics, where the UAV state includes the position, velocity, orientation, and biases in the measured angular velocities and acceleration; more details can be found in [71]. In general, the more complex the robot dynamics is, the longer it takes for sampling-based methods to generate feasible paths as they have to explore a larger state and control space. To mitigate this issue, an approach that we investigate in this section is to generate paths for simple robot dynamics that need to be followed by robots with more complex dynamics. Specifically, in what follows, we use Algorithm 1 to synthesize paths considering the differential drive dynamics defined in (13) that are simpler than the actual AsTech Firefly UAV dynamics. Given the waypoints, generated by Algorithm 1, we compute minimum snap trajectories that smoothly transition through all waypoints every \( T = 2 \) s [72]. The UAVs are controlled to follow the synthesized trajectories using the ROS package developed in [71].

2) **Perception System** (3), (4): We assume that the drones are equipped with a downward facing sensor with rectangular field of view with dimensions 24 × 16 m that can take noisy positional measurements of landmarks falling inside its field of view (see, e.g., Fig. 5 and [52]), i.e., the measurement of landmark \( \ell_i \) by robot \( j \) is

\[
y_{j,i} = x_j + v
\]

where \( v \) is the Gaussian noise with a covariance matrix with diagonal entries equal to 2.

As for the object recognition method (4), we assume that the robot is equipped with a neural network that is capable of detecting classes of interest, which are, for this case study, “car,” “pole,” and “person” and returning a discrete distribution over the available classes (see, e.g., [55]). In addition, we model the confusion matrix of the object recognition method as follows:

\[
\begin{bmatrix}
0.8 & 0.23 & 0.06 \\
0.18 & 0.75 & 0.04 \\
0.02 & 0.02 & 0.9
\end{bmatrix}
\]
where the first, second, and third row and column correspond to the classes “person,” “car,” and “pole,” respectively. The entries in this confusion matrix capture the conditional probabilities $P$ (predicted class (row)\ actual class (column)). For instance, if the drone sees a person, then with probability 0.8, 0.18, and 0.02, it will generate a discrete distribution, where the most likely class is “person,” “car,” and “pole,” respectively. The confusion matrix can be learned offline based on training data. We note that any other object recognition/classification method can be used in place of the simulated one as this is used only to update the environmental belief.

3) Mission Specifications and Reacting to the Learned Map:

First, we consider a single drone that is responsible for accomplishing the task (9) described in Example 2.6 with parameters $r_1 = r_2 = 0.2$ m, $\delta_1 = 0.2$, and $\delta_2 = 0.8$. The prior semantic map that is available to the drone is illustrated in Fig. 5. As per the prior Gaussian distribution, it holds that $|\hat{x}_1(0) - x_i| = 4.9$ m and $|\hat{x}_2(0) - x_i| = 5$ m, where $\ell_1$ and $\ell_2$ refer to the landmarks with true classes “person” and “pole,” respectively. In addition, the semantic prior is inaccurate as the most likely class for landmark $\ell_2$, i.e., the pole (that has to be avoided), is “person” (who has to be approached). In addition, the most likely class for landmark $\ell_1$, i.e., the person, is “person.” Due to this (partially) wrong semantic prior, the drone initially heads toward the “pole” [see Fig. 6(a)]. As the drone navigates the environment, it updates the semantic map, and it accordingly replans so that eventually the person is approached and the pole is avoided as per the imposed probabilistic requirements [see Fig. 6(b)–(f)]. In total, replanning was triggered five times. Snapshots of the robot trajectory along with instances where replanning was triggered are provided and discussed in Fig. 6. Additional simulations for various initial semantic maps can be found in [68], where it can be observed that the more inaccurate the initial semantic map is, the more often replanning is triggered. For instance, replanning was never triggered when the prior means of the two landmarks (i.e., person and pole) were close enough to the actual positions, i.e., $|\hat{x}_1(0) - x_i| = 0.7$ m and $|\hat{x}_2(0) - x_i| = 1$ m, and the most likely class, as per the prior distribution $d(0)$, for each landmark, is the true one. Similar observations were made for case studies involving a team of five drones; see Fig. 7 and [68].

---

3 In our implementation, when replanning is triggered, a new tree is constructed from scratch. A more efficient approach would be to exploit the previously constructed tree structure. For instance, given the new online learned map, the a posteriori covariance matrices for all tree nodes that are reachable from the current one (where replanning was triggered) can be computed along with the corresponding DFA states. Then, replanning may start using this subtree. This way, previously sampled obstacle-free multirobot states are not discarded.
Fig. 8. Drone tasked with reaching a person while avoiding four poles. (a) Initial map. (b) Approaching the person.

Fig. 9. Graphical depiction of replanning frequency and average (re)planning runtime. The runtime when the replanning counter is zero refers to the runtime to design the initial paths. Each curve corresponds to a different number of poles. The markers along the curves correspond to replanning events. The average total planning runtime for one, two, three, and four poles is 0.961, 1.176, 1.518, and 2.024 s. Note that these average runtimes are significantly smaller (between 0.1 and 0.3 s) when Algorithm 1 is not executed in the Gazebo simulation environment.

C. Effect of Map Density on Replanning Frequency

In this section, we build upon the case study considered in Section VI-B, and we examine how the density of uncertain obstacles/poles affects the replanning frequency and runtimes. Specifically, we consider a single drone with the dynamics, perceptual capabilities, and the mission specification discussed in Section VI-B. Recall that the assigned mission (9) requires the drone to eventually reach a person while always avoiding all poles with a user-specified probability; see also Fig. 8. In Fig. 9, we report the average (re)planning runtimes as the number of the poles increases. Specifically, to design the initial or revised paths, we run Algorithm 1 five times, and we report the average runtime. Observe in this figure that as the number of uncertain poles increases, the replanning frequency increases as well. Additionally, notice that as the mission progresses (i.e., as the replanning counter increases), the runtimes tend to decrease, as the robot gets “closer” to accomplishing the assigned task.

D. Benefit of Predicting Offline the Metric Uncertainty

In this section, we compare the proposed method against [30]. Recall that Algorithm 1 updates the covariance matrices of the semantic map as per (11f) as opposed to [30], where the map remains fixed during the synthesis phase. Particularly, we consider the case study discussed in Section VI-B evaluated on two semantic maps shown in Fig. 10(a) and (b). The only difference between these two maps is that the prior Gaussian distributions in Fig. 10(a) are more informative (or less uncertain) than the ones in Fig. 10(b). When the informative map in Fig. 10(a) is considered, both [30] and Algorithm 1 generate feasible initial paths after 1.152 and 1.548 s, with costs 47 m and 46 m and terminal horizons for both equal to 13, respectively, while replanning was triggered three times for both algorithms. When the less informative map in Fig. 10(b) is considered, Algorithm 1 found a feasible path after 4.824 s. To the contrary, [30] failed to design feasible initial paths as the imposed probabilistic requirements cannot be satisfied under the considered prior metric uncertainty. In other words, due to updating offline the covariance matrices, Algorithm 1 can find feasible paths in prior maps with high metric uncertainty.

E. Safe Planning in Semantically Unexplored Environments

In this section, we evaluate Algorithm 1 in environments with known geometric structure but with no prior semantic map, i.e.,
when Assumption 2.1 does not hold. Specifically, in this case, the number \( M \) of landmarks is unknown, while a prior uncertain semantic map \( \mathcal{M}(0) \) is not available. In this case, Algorithm 1 is applied, as discussed in Section IV.

In what follows, we consider a single ground robot with the dynamics defined in (13) equipped with: 1) a camera capable of taking noisy positional measurements [as in (15)] of all landmarks that are within range of 1 m, where the covariance matrix of the Gaussian measurement noise has diagonal entries equal to 0.3 and 2) an object recognition method, as defined in Section VI-B2. The robot operates in a 10 \times 10 m environment with the semantic and geometric structure presented in Fig. 11. The robot is responsible for eventually finding a landmark with class “resource center” to pick up supplies and, then, eventually find an “injured person,” where the collected supplies will be delivered, while always avoiding known obstacles. Formally, this sequencing mission can be expressed by the following LTL formula:

\[
\phi = \Diamond \{ \pi_p(p(t), \mathcal{M}(t), \{1, 0.2, 0.1, \text{“resource center”}\}) \land \\
\Diamond \{ \pi_p(p(t), \mathcal{M}(t), \{1, 0.2, 0.1, \text{“injured person”}\}) \}
\]  

(16)

Fig. 12. Exploration mode. (a)–(d) illustrate the robot path toward exploring the environment. The green disk, red square, and the green solid line represent the initial robot location, the current robot location, and the followed trajectory, respectively. The green circle centered at the current robot position denotes the sensing range. The green squares denote the actual position of the detected landmarks. Gaussian distributions for landmarks \( \ell_i \) with \( \det \Sigma_i < 10^{-5} \) are not shown. The numbers next to the landmarks show the most likely class. The blue dots represent the cells of the grid map that have been explored, while the red diamonds show the “fake” exploration landmarks. At time instants \( t = 40 \), \( t = 225 \), and \( t = 335 \), the landmarks \( \ell_{12} \) and \( \ell_{14} \) (“resource center”) and \( \ell_5 \) and \( \ell_9 \) (“injured person”) are detected, respectively. Mission-based planning (see Algorithm 1) was triggered at the time instants \( t = 225 \), and \( t = 335 \). Feasible paths were found only at \( t = 335 \) illustrated in Fig. 13. (a) \( t = 0 \), (b) \( t = 40 \). (c) \( t = 225 \). (d) \( t = 335 \).

Fig. 13. Exploitation mode. (a)–(d) illustrate the robot path (cyan solid line) to accomplish the task (16) designed at time \( t = 335 \) (green disk) when Algorithm 1 successfully designed feasible paths. From \( t = 335 \) until \( t = 380 \), the robot moves toward landmark \( \ell_{14} \) (“resource center”). Once this landmark is visited as per the imposed probabilistic requirement, the robot heads toward landmark \( \ell_9 \) (“injured person”), which is visited at \( t = 435 \), and then, the mission terminates. (a) \( t = 350 \). (b) \( t = 380 \). (c) \( t = 410 \). (d) \( t = 435 \).
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only partially learns/explores the environment to accomplish the assigned mission. This simulation required in total 51.2 s.

VII. CONCLUSION

In this article, we addressed a multi-robot mission planning problem in environments with partially unknown semantics. In particular, the semantic environment was modeled as static labeled landmarks with uncertain positions and classes. We considered robots equipped with noisy perception systems that are tasked with accomplishing collaborative tasks with probabilistic requirements captured by co-safe LTL. We proposed a sampling-based algorithm to design open-loop sensor-based control policies that can accomplish the assigned mission. The synthesized policies are updated online to adapt to the semantic map that is continuously learned using semantic SLAM methods. Theoretical and experimental analyses were provided to support the proposed method. Our future work will focus on designing: 1) distributionally robust motion planning algorithms to account for unmodeled sensor noise and 2) fast reactive planning frameworks that can quickly adapt to metric/semantic uncertainty and the potentially dynamic geometric structure of the environment.

APPENDIX A

PROOF OF COMPLETENESS, OPTIMALITY, AND COMPLEXITY

In what follows, we denote by $G^n = \{\mathcal{V}^n, \mathcal{E}^n, J^n\}$ the tree that has been built by Algorithm 1 by the nth iteration. The same notation also extends to $f_y, f_H$, and $u_{\text{new}}$. To prove Theorems 5.1 and 5.2, it suffices to show that Algorithm 1 can find all possible paths $q_{0:H}$, for any $H > 0$, whether they are feasible or not, with probability $1$ as $n \to \infty$. Showing this result means that if there exists a feasible (including the optimal) path $q_{0:H}$, then Algorithm 1 will find it with probability 1 as $n \to \infty$. The key idea is to prove that once any node is added to the tree, then, eventually, this node will be extended toward all possible feasible directions as per the set of control inputs $\mathcal{U}$. A key assumption to show this is that of finite control space $\mathcal{U}$. To show this result, we first need to state the following results.

Lemma A.1 (Sampling $\mathcal{V}_{k_{\text{rand}}}^n$): Consider any subset $\mathcal{V}_{k}^n$ and any fixed iteration index $n$ and any fixed $k \in \{1, \ldots, K_{\text{ops}}\}$. Then, there exists an infinite number of subsequent iterations $n + w$, where $w \in \mathcal{W} \subseteq \mathbb{N}$ and $\mathcal{W}$ is a subsequence of $\mathbb{N}$, at which the subset $\mathcal{V}_{k}^n$ is selected to be the set $\mathcal{V}_{k_{\text{rand}}}^{n+w}$.

Proof: Let $A_{\text{rand}, n+w}(k) = \{\mathcal{V}_{k_{\text{rand}}}^{n+w} = \mathcal{V}_{k}^n\}$, with $w \in \mathbb{N}$, denote the event that at iteration $n + w$ of Algorithm 1, the subset $\mathcal{V}_{k}^n \subseteq \mathcal{V}^n$ is selected by the sampling operation to be the set $\mathcal{V}_{k_{\text{rand}}}^{n+w}$ (line 4, Algorithm 1). In addition, let $P(A_{\text{rand}, n+w}(k))$ denote the probability of this event, i.e., $P(A_{\text{rand}, n+w}(k)) = f_y^{n+w}(k | \mathcal{V}^n)$. Next, define the infinite sequence of events $A_{\text{rand}} = \{A_{\text{rand}, n+w}(k)\}_{w=0}^\infty$, for a given subset $\mathcal{V}_{k}^n \subseteq \mathcal{V}^n$. In what follows, we show that the series $\sum_{w=0}^\infty P(A_{\text{rand}, n+w}(k))$ diverges, and then, we complete the proof by applying the Borel–Cantelli lemma [73].

Recall that by Assumption 3.2(i), we have that given any subset $\mathcal{V}_{k}^n \subseteq \mathcal{V}^n$, the probability $f_y^{n+w}(k | \mathcal{V}^n)$ satisfies $f_y^{n+w}(k | \mathcal{V}^n) \geq \epsilon$, for any iteration $n$. Thus, we have that $P(A_{\text{rand}, n+w}(k)) = f_y^{n+w}(k | \mathcal{V}^n) \geq \epsilon \cdot w$, for all $w \in \mathbb{N}$. Note that this result holds for any $k \in \{1, \ldots, K_{\text{ops}}\}$ due to Assumption 3.2(i). Therefore, we have that $\sum_{w=0}^\infty P(A_{\text{rand}, n+w}(k)) \geq \sum_{w=0}^\infty \epsilon \cdot w$. Since $\epsilon$ is a strictly positive constant, we have that $\sum_{w=0}^\infty \epsilon \cdot w$ diverges. Then, we conclude that $\sum_{w=0}^\infty P(A_{\text{rand}, n+w}(k)) = \infty$. Combining this result with the fact that the events $A_{\text{rand}, n+w}(k)$ are independent by Assumption 3.2(ii), we get that $P(\lim \sup_{k \to \infty} A_{\text{rand}, n+w}(k)) = 1$, by the Borel–Cantelli lemma. In other words, the events $A_{\text{rand}, n+w}(k)$ occur infinitely often, for all $k \in \{1, \ldots, K_{\text{ops}}\}$. This equivalently means that for every infinite subsequence $\mathcal{V}^n \subseteq \mathcal{V}^\infty$, for all $n \in \mathbb{N}_+$, there exists an infinite subsequence $\mathcal{W} \subseteq \mathbb{N}$ so that for all $w \in \mathcal{W}$, it holds $\mathcal{V}^{n+w} = \mathcal{V}^\infty$, completing the proof.$\square$

Lemma A.2 (Sampling $u_{\text{new}}$): Consider any subset $\mathcal{V}_{k_{\text{rand}}}^n$ selected by $f_y$ and any fixed iteration index $n$. Then, for any given control input $u \in \mathcal{U}$, there exists an infinite number of subsequent iterations $n + w$, where $w \in \mathcal{W} \subseteq \mathcal{W}$ is a subsequence of the sequence of $\mathcal{W}$ defined in Lemma 1.1, at which the control input $u \in \mathcal{U}$ is selected to be $u_{\text{new}}^{n+w}$.

Proof: Define the infinite sequence of events $A_{\text{new}} = \{A_{\text{new}, n+w}(u)\}_{w=0}^\infty$, for $u \in \mathcal{U}$, where $A_{\text{new}, n+w}(u) = \{u_{\text{new}}^{n+w} = u\}$, for $w \in \mathbb{N}$, denote the event that at iteration $n + w$ of Algorithm 1 the control input $u \in \mathcal{U}$ is selected by the sampling function to be the input $u_{\text{new}}^{n+w}$, given the subset $\mathcal{V}_{k_{\text{rand}}}^{n+w} \subseteq \mathcal{V}_{k_{\text{rand}}}^{n+w}$. Moreover, let $P(A_{\text{new}, n+w}(u))$ denote the probability of this event, i.e., $P(A_{\text{new}, n+w}(u)) = f_H^{n+w}(u | \mathcal{V}_{k_{\text{rand}}}^{n+w})$. Now, consider those iterations $n + w$ with $w \in \mathcal{W}$ such that $k_{\text{rand}}^{n+w} = k_{\text{rand}}^n$, by Lemma 1.1. We will show that the series $\sum_{w=0}^\infty P(A_{\text{new}, n+w}(u))$ diverges, and then, we will use the Borel–Cantelli lemma to show that any given $u \in \mathcal{U}$ will be selected infinitely often to be control input $u_{\text{new}}^{n+w}$. By Assumption 3.3(i), we have that $P(A_{\text{new}, n+w}(u)) = f_H^{n+w}(u | \mathcal{V}_{k_{\text{rand}}}^{n+w})$ is bounded below by a strictly positive constant $\zeta > 0$ for all $w \in \mathcal{W}$. Therefore, we have that $\sum_{w=0}^\infty P(A_{\text{new}, n+w}(u))$ diverges, since it is an infinite sum of a strictly positive constant term. Using this result along with the fact that the events $A_{\text{new}, n+w}(u)$ are independent, by Assumption 3.3(ii), we get that $P(\lim \sup_{w \to \infty} A_{\text{new}, n+w}(u)) = 1$, due to the Borel–Cantelli lemma. In words, this means that the events $A_{\text{new}, n+w}(u)$ for $w \in \mathcal{W}$ occur infinitely often. Thus, given any subset $\mathcal{V}_{k_{\text{rand}}}^{n+w}$, for every control input $u$ and for all $n \in \mathbb{N}_+$, there exists an infinite subsequence $\mathcal{W} \subseteq \mathcal{W}$ so that for all $w \in \mathcal{W}$, it holds $u_{\text{new}}^{n+w} = u$. $\square$

Before stating the next result, we first define the reachable state space of a state $q(t) = [p(t), M(t), q_d(t)] \in \mathcal{V}^n$, denoted by $R(q(t))$, that collects all states $q(t+1) = [p(t+1), M(t+1), q_d(t+1)]$ that can be reached within one time step from $q(t)$.

Corollary A.3 (Reachable set $R(q)$): Given any state $q = [p, M, q_d] \in \mathcal{V}^n$, for any $k \in \{1, \ldots, K_{\text{ops}}\}$, all states that belong to the reachable set $R(q)$ will be added to $\mathcal{V}^{n+w}$, with probability 1, as $w \to \infty$, i.e., $\lim_{w \to \infty} P(\{R(q) \subseteq \mathcal{V}^{n+w}\}) = 1$. Also, edges from $q(t)$ to all reachable states $q(t) \in R(q)$ will be added to $E^{n+w}$, with probability 1, as $w \to \infty$, i.e., $\lim_{w \to \infty} P(\{\cup q \in R(q) (q(t) \subseteq E^{n+w})\}) = 1$. **IEEE TRANSACTIONS ON ROBOTICS, VOL. 38, NO. 4, AUGUST 2022**
Proof: We show this result by contradiction. Let \( q \in V^0 \) and \( q' \in R(q) \). Since \( q' \in R(q) \), we have that there exists a control input \( u \) so that \( q' \) can be reached from \( q \). Assume that the edge from \( q \) to \( q' \) will never be added to the tree. This can happen in the following two cases.

1) There exists no subsequent iteration \( n+w \), for some \( w > 0 \), where the set \( V^n \) will be selected to be \( V_{new}^{n+w} \), and therefore, no edges starting from \( q \) will ever be constructed. However, this contradicts Lemma A.1.

2) There exists no subsequent iteration \( n+w \), for some \( w > 0 \), where the control input \( u \) will be selected to be \( u_{new}^{n+w} \), and therefore, the edge from \( q \) to \( q' \) will never be considered to be added to the tree. However, this contradicts Lemma A.2.

Therefore, we conclude that all states that belong to the reachable set \( R(q) \) along with edges from \( q \) to the states in \( R(q) \) will eventually be added to the tree structure. In mathematical terms, this can be written as \( \lim_{w \to \infty} P \left( \{ R(q(t)) \subseteq V^{n+w} \} \right) = 1 \) and \( \lim_{w \to \infty} P \left( \{ \cup q \in R(q)(q', q') \subseteq E^{n+w} \} \right) = 1 \), completing the proof.

Corollary A.4: Consider any (feasible or not) path \( q_{0:H} = q(0), q(1), \ldots, q(H) \), where \( q(h) \in R(q(h-1)) \), for all \( h \in \{1, \ldots, H\} \). Then, Algorithm 1 will find \( q_{0:H} \) with probability 1 as \( n \to \infty \).

Proof: By construction of the path \( q_{0:H} \), it holds that \( q(h) \in R(q(h-1)) \), for all \( h \in \{1, \ldots, H\} \). Since \( q(0) \in V^0 \), it holds that all states \( q \in R(q) \) (including the state \( q(1) \) (i.e., the second state in the path \( q_{0:H} \)), will be added to \( V^0 \) with probability 1, as \( n \to \infty \), due to Corollary A.3. Once this happens, the edge \( (q(0), q(1)) \) will be added to set of edges \( E^0 \) due to Corollary A.3. Applying Corollary A.3 inductively, we get that \( \lim_{n \to \infty} P \left( \{ q(h) \in V^n \} \right) = 1 \) and \( \lim_{n \to \infty} P \left( \{ (q(h-1), q(h)) \in E^n \} \right) = 1 \), for all \( h \in \{1, \ldots, H\} \), meaning that the path \( q_{0:H} \) will be added to the tree \( G^n \) with probability 1 as \( n \to \infty \).

Proof of Theorem 5.1: Probabilistic completeness directly follows from Corollary A.4. Specifically, since Algorithm 1 can find all possible paths \( q_{0:H} \), it will also find any feasible path (if they exist), which satisfies \( \phi \).

Proof of Theorem 5.2: The proof of this result follows from Theorem 5.1. Specifically, recall from Theorem 5.1 that Algorithm 1 can find any feasible path and, therefore, the optimal path as well, with probability 1, as \( n \to \infty \).

APPENDIX B
DESIGNING BIASED SAMPLING FUNCTIONS

As discussed in Section V, any mass functions \( f_V \) and \( f_U \) that satisfy Assumptions 3.2 and 3.3, respectively, can be employed in Algorithm 1 without sacrificing its completeness and optimality guarantees. In what follows, we describe a nonuniform/biased sampling strategy, originally developed in [30], allowing us to address large-scale planning tasks.

A. Pruning the DFA

We first prune the DFA by removing transitions that are unlikely to be enabled. Particularly, these are DFA transitions that are enabled when a robot \( j \) has to satisfy atomic propositions that require it to be present in more than one location simultaneously. Hereafter, these DFA transitions are called infeasible. For instance, a DFA transition that is enabled if a robot is required to be simultaneously in more than one known disjoint region of interest is classified as infeasible; see [15] for more details. Determining infeasible transitions becomes more challenging for transitions that depend on probabilistic predicates as, e.g., in (6). The reason is that searching over the space of distributions is required to determine if there exist robot positions that satisfy a Boolean formula defined over such predicates; recall that the map distributions is updated during the execution of Algorithm 1. Hereafter, for simplicity, we classify such DFA transitions that require a robot to be close to more than one landmark at the same time as infeasible.9

Second, along the lines of [15], we define a distance function \( d: Q_D \times Q_D \to \mathbb{N} \) between any two DFA states, which captures the minimum number of transitions in the pruned DFA to reach a state \( q'_D \) from a state \( q_D \). This function is defined as follows:

\[
d(q_D, q'_D) = \left\{ \begin{array}{ll}
|SP_{q_D, q'_D}| & \text{if } SP_{q_D, q'_D} \text{ exists } \\
\infty & \text{otherwise}
\end{array} \right.
\]

where \( SP_{q_D, q'_D} \) denotes the shortest path (in terms of hops) in the pruned DFA from \( q_D \) to \( q'_D \) and \( |SP_{q_D, q'_D}| \) stands for its cost (number of hops).

B. Mass Function \( f_V \)

To construct a nonuniform mass function \( f_V \), first, we define the set \( D_{min} \) that collects all tree nodes \( q = (p, M, q_F) \) with the smallest distance \( d(q_D, q_F) \), denoted by \( d_{min} \), among all nodes in the tree, i.e., \( D_{min} = \{ q = (p, M, q_F) \in V | d(q_D, q_F) = d_{min} \} \). The set \( D_{min} \) initially collects only the root and is updated (along with \( d_{min} \)) as new states are added to the tree. Given the set \( D_{min} \), we define the set \( K_{min} \) that collects the indices \( k \) of the subsets \( V_k \) that satisfy \( V_k \cap D_{min} \neq \emptyset \). Given the set \( K_{min} \), the probability mass function \( f_{rand}(k|\mathcal{V}) \) is defined so that it is biased to select more often subsets \( V_k \subseteq \mathcal{V} \) that satisfy \( k \in K_{min} \). Specifically, \( f_{rand}(k|\mathcal{V}) \) is defined as follows:

\[
f_{rand}(k|\mathcal{V}) = \left\{ \begin{array}{ll}
p_{rand} \frac{1}{|K_{min}|} & \text{if } k \in K_{min} \\
(1 - p_{rand}) \frac{1}{|\mathcal{V} \setminus K_{min}|} & \text{otherwise}
\end{array} \right.
\]

where \( p_{rand} \in (0.5, 1) \) stands for the probability of selecting any subset \( V_k \) that satisfies \( k \in K_{min} \). Note that \( p_{rand} \) can change with iterations \( n \), but it should always satisfy \( p_{rand} \in (0.5, 1) \) to ensure that subsets \( V_k \) with \( k \in K_{min} \) are selected more often.

C. Mass Function \( f_U \)

The sampling function \( f_U(u|k_{rand}) \) is designed so that a state \( q = (p, M, q_F) \) is reached by following the shortest path (in

9Note that this is a conservative approach as transitions that are in fact feasible may be classified as infeasible transitions. Nevertheless, this does not affect the correctness of the proposed algorithm, since the biased sampling functions that will be constructed next still satisfy Assumptions 3.2 and 3.3. If in the pruned DFA, there is no path from the initial to the final state, then this means that either the specification is infeasible or the task is feasible, but the pruning was very conservative. In this case, a warning message can be returned to the user, and either uniform distributions or the proposed biased distributions can be employed but using the original (and not the pruned) DFA.
terms of hops) in the pruned DFA that connects \( q_0^D \) to \( q_f \). First, given a state \( q_\text{rand} \in (p_\text{rand}, M_\text{rand}, q_0^D) \), we compute the next DFA state defined as \( q_\text{rand}^\text{next} = \delta_D(q_\text{rand}^D, L(p_\text{rand}, M_\text{rand})) \). Next, we construct the reachable set \( R_D(q_\text{next}^D) \) that collects all states \( q_D \in Q_D \) that can be reached in one hop in the pruned DFA from \( q_\text{next}^D \), for any observation/symbol \( \sigma \in 2^{\mathcal{A}} \), defined as \( R_D(q_\text{next}^D) = \{ q_D \in Q_D | \exists \sigma \in 2^{\mathcal{A}} \text{s.t.} \delta_D(q_\text{next}^D, \sigma) = q_D \} \). Among all states in \( R_D(q_\text{next}^D) \), we select the state, denoted by \( q_\text{min}^D \), with the minimum distance from \( q_f \).

Given \( q_\text{next}^D \) and \( q_\text{min}^D \), we select a symbol \( \sigma \) that enables a transition from \( q_\text{next}^D \) to \( q_\text{min}^D \) in the pruned DFA. Based on the selected symbol \( \sigma \), we select locations that if every robot visits, then \( \sigma \) is generated and transition from \( q_\text{next}^D \) to \( q_\text{min}^D \) is achieved. To this end, first, we select the atomic proposition that appears in \( \sigma \) and is associated with robot \( j \). Note that by definition of the feasible transitions and by construction of the pruned DFA, there is only one (if any) atomic proposition in \( \sigma \) related to robot \( j \). With slight abuse of notation, we denote this atomic proposition by \( \pi_j \in \mathcal{AP} \).

For instance, the atomic proposition \( \pi_j \) corresponding to the word \( \sigma = \pi_p(p, M, \{ j, r_1, d_1, c_1 \}) \pi_p(p, M, \{ z, r_2, d_2, c_2 \}) \) is \( \pi_j = \pi_p(p, M, \{ j, r_1, d_1, c_1 \}) \). In addition, observe that there is no atomic proposition \( \pi_s \) associated with any robot \( s \neq j, z \). Next, given \( \pi_j \), we select a landmark that if robot \( j \) approaches/localizes, then \( \pi_j \) may be satisfied. The selected landmark is denoted by \( L_j \) and is used to design \( f_{\text{new},j}(u_j[k]) \) so that control inputs that drive robot \( j \) toward \( L_j \) are selected more often than others. Note that for robots \( j \) for which there is no predicate \( \pi_j \) associated with them in \( \sigma \), we have that \( L_j = \emptyset \). In other words, the location of such robots \( j \) does not play any role in generating the word \( \sigma \). For instance, following the previous example, \( L_j \) is selected to be the landmark that has the highest probability of having the label \( c_1 \), based on the discrete distribution \( d \), while for all other robots \( s \neq j, z \), it holds \( L_s = \emptyset \).

Given a landmark \( L_j \), we construct the mass function \( f_{\text{new},j}(u_j[k]) \), from which we sample a control input \( u_j \) as follows:

\[
\begin{align*}
    f_{\text{new},j}(u_j[k]) &= \begin{pmatrix}
    \pi^\text{true}J, & \text{if } L_j = \emptyset \\
    p_{\text{new}}, & \text{if } (L_j \neq \emptyset) \land (u_j = u^*_j) \land (d_j \geq R_j) \\
    (1 - p_{\text{new}}(u_j[k] \backslash u^*_j)), & \text{if } (L_j \neq \emptyset) \land (u_j \neq u^*_j) \land (d_j \leq R_j)
    \end{pmatrix}.
\end{align*}
\]

(19)

where: 1) \( d_j \) denotes the geodesic distance between robot \( j \) and the estimated position of landmark \( L_j \), i.e., \( d_j = \| x_L(t + 1) - p_j(t + 1) \|_g \) [74]; 2) \( R_j \) denotes the sensing range of robot \( j \); and 3) \( u^*_j \) \( \in U_j \) is the control input that minimizes the geodesic distance between \( p_j(t + 1) \) and \( x_L(t + 1) \), i.e., \( u^*_j = \arg \min_{u_j \in U_j} \| x_L(t + 1) - p_j(t + 1) \|_g \), where \( \| \cdot \|_g \) denotes the geodesic norm/distance. In words, in the first case of (19), a control input \( u_j \) is drawn from a uniform distribution if \( L_j = \emptyset \). In the second case, the input \( u_j \) \( \in U_j \) is selected, if the (predicted) distance between robot \( j \) and the assigned landmark \( L_j \) is greater than the sensing range. In the third case, if the assigned landmark is within the sensing range, random inputs are selected to get different views of the assigned landmark, which will contribute to decreasing the uncertainty of the assigned landmark.

Finally, to compute the geodesic distance between \( p_j(t + 1) \) and the estimated location of \( L_j \), we first treat as “virtual/temporal” obstacles all landmarks that if visited, the Boolean condition under which transition from \( q_\text{next}^D \) to \( q_\text{min}^D \) is enabled is false. For example, assume that transition from \( q_\text{next}^D \) to \( q_\text{min}^D \) is possible if the following Boolean condition is true \( \pi_p(p, M, \{ j, r_1, d_1, c_1 \}) \land \pi_p(p, M, \{ z, r_2, d_2, c_2 \}) \land \lnot \pi_p(p, M, \{ j, \xi_1, r_1, d_1 \}) \) is satisfied by the following symbol \( \sigma = \pi_p(p, M, \{ j, r_1, d_1, c_1 \}) \pi_p(p, M, \{ z, r_2, d_2, c_2 \}) \) and is violated if \( \pi_p(p, M, \{ j, \xi_1, r_1, d_1 \}) \) is observed, i.e., if robot \( j \) approaches the landmark \( \xi_1 \) as per the probabilistic requirements captured by \( \pi_p(p, M, \{ j, \xi_1, r_1, d_1 \}) \). For such “virtual” obstacles, we first compute a \( \epsilon \)-confidence interval around the mean position of landmark \( \xi_1 \), for some \( \epsilon > 0 \) (e.g., \( \epsilon = 90\% \)). This \( \epsilon \)-confidence interval is then treated as a (known) physical obstacle in the workspace. Then, we compute the geodesic distance between \( p_j(t + 1) \) and such virtual obstacles. Essentially, this empirical approach minimizes the probability of generating an observation that violates the assigned task specification. Observe that the “virtual” obstacles are different for each robot, while they may also depend on the global state \( p(t) \) (and not solely on individual robot states \( p_j(t) \)).
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