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For many optimization algorithms the time-to-solution depends not only on the problem size but also on the specific problem instance and may vary by many orders of magnitude. It is then necessary to investigate the full distribution and especially its tail. Here we analyze the distributions of annealing times for simulated annealing and simulated quantum annealing (by path integral quantum Monte Carlo) for random Ising spin glass instances. We find power-law distributions with very heavy tails, corresponding to extremely hard instances, but far broader distributions – and thus worse performance for hard instances – for simulated quantum annealing than for simulated annealing. Fast, non-adiabatic, annealing schedules can improve the performance of simulated quantum annealing for very hard instances by many orders of magnitude.

Non-convex optimization problems arise in a wide range of areas, from industrial applications to scientific research. Many challenging optimization problems belong to the class of non-deterministic polynomial-time hard (NP-hard) problems. For these problems, which include the famous traveling salesman problem, no efficient algorithm is known that scales polynomially with problem size. In the absence of efficient exact solvers, often heuristic algorithms are the best choice. For many algorithms, and especially probabilistic annealing strategies [1–5], the time to find a (near)-optimal solution may depend not just on the problem size $N$, but may vary greatly – by many orders of magnitude – from instance to instance. In such cases one usually quotes the typical performance given by the median time-to-solution.

Despite its common use, the median time-to-solution is often not the quantity that dictates efficiency, since one generally wants to solve more than half of the problem instances. In particular, in the case of broad distributions of the time-to-solutions, higher quantiles (such as the 99-th percentile) may be better indicators of the performance of an optimization algorithm. In this Letter we demonstrate that when analyzing the performance of optimization algorithms, it is very important to consider the tails of the time-to-solution distribution and not only averages or median performances.

As a specific example we consider the problem of finding the ground states of Ising spin glasses on Chimera graphs. In these models $N$ Ising spins $s_i$ that can take values $\pm 1$ should be chosen to minimize the total energy,

$$H_P = -\sum_{\langle i,j \rangle} J_{ij} s_i s_j,$$

where the coupling constants $J_{ij}$ take random values on the edges of the so-called Chimera graph. For more information see the Supplemental Material [7]. This quasi-two-dimensional graph with eight spins per unit cell is non-planar, which makes the problem of finding the ground state of the Ising spin glass NP-hard [8].

The Ising spin glass problem on the Chimera graph has recently received special attention, since this graph is implemented in the optimization devices built by the Canadian company D-Wave systems [9], whose performance has been controversially discussed in the recent literature [6, 10–14]. We summarize, in Fig. 1 previous results [6] of the scaling of the time-to-solution (TTS) as a function of problem size $N$ for three different approaches: a simulated annealer (SA), a simulated quantum annealer (SQA) using path integral quantum Monte Carlo, and a D-Wave Two device (DW2). Note one striking feature of these results: there is a huge spread in TTS between easy and hard instances (the 99th percentile), which varies by three orders of magnitude for SA, and by even more for SQA and DW2. The hard instances completely dominate the TTS. Below we will quantitatively analyze the distribution of TTS for the hardest instances, and show how it can be substantially reduced for SQA by using non-adiabatic annealing schedules.

Simulated annealing (SA) is inspired by annealing, a process in metallurgy by which a material is heated up and then slowly cooled down in order to relieve internal stresses. In 1983, Kirkpatrick and coworkers [1] showed that simulating an annealing process by a Monte Carlo method can be used as a general purpose heuristic solver for optimization problems, which is widely used in many application areas [2]. By slowly decreasing the temperature the system can relax into a low-energy state, escaping local minima by thermal activation over barriers. Implementation details are discussed in the Supplemental Material [7].

Inspired by the phenomenon of quantum tunneling, quantum annealing (QA) uses quantum fluctuations instead of thermal fluctuations to explore the configuration space [3, 15–18]. It employs a time-dependent Hamiltonian,

$$H(t) = A(t)H_D + B(t)H_P,$$

where $H_D = -\sum_i \sigma_i^z$ is a driver Hamiltonian implementing quantum dynamics, and the problem Hamiltonian

$$H \sum_{\langle i,j \rangle} J_{ij} s_i s_j,$$
Quantum annealing can also be implemented as simulated quantum annealing (SQA) on a classical computer using a path integral quantum Monte Carlo simulation [4, 5, 19]. Furthermore, by replacing the quantum spins in Eq. (2) with two-dimensional classical rotor magnets a mean-field version (MFA) [11] can be obtained as a semi-classical version of SQA [20]. Details of the SQA and MFA algorithms and their implementations are presented in the Supplemental Material [7]. Note that annealing times \( t_a \) for SA, SQA and MFA are measured in numbers of sweeps, where one sweep is defined as one attempted update for each spin.

For each problem size \( N \) we created 20000 different random problem instances with couplings \( J_{ij} = \pm 1 \). For each instance, after determining the exact ground state energy using an exhaustive search algorithm we repeatedly performed SA, SQA and MFA simulations until we found a ground state at least 100 times for each algorithm. For SQA with \( N = 288 \) spins and annealing time \( t_a = 10^4 \) sweeps we never found the ground state of the hardest instances despite billions of attempts. We thus focus on the case of \( N = 200 \) spins for our quantitative analysis, where all algorithms found the ground states of all problem instances with reasonable effort. From the number of repetitions required to find the ground state one hundred times we then calculated the single-run success probability \( s \) and the mean number of repetitions \( \tau = 1/s \) required to find the ground state.

Plotting histograms of \( \tau \) for 20000 instances with \( N = 200 \) we arrive at the distributions shown in Fig. 2. We see very slowly decaying power-law tails, consistent with the wide spread of quantiles in Fig. 1. We also see that while the median times are very similar (\( \tau = 2.1 \) for SA and \( \tau = 2.2 \) for SQA), there is a substantial quantitative difference between the distributions. For SA tails extend up to large values of \( \tau \approx 100 \), but for SQA to values of \( \tau \approx 10^7 \) which is more than 5 orders of magnitude

\[
H_P = -\sum_{(i,j)} J_{ij} \sigma_i^x \sigma_j^x
\]

implements the Ising spin glass Eq. (1) using quantum spin-1/2 particles. \( \sigma_i^x \) and \( \sigma_i^z \) are Pauli matrices. At the beginning of the annealing schedule when \( A(0) = 1 \) and \( B(0) = 0 \) we start with only \( H_P \). The spins are initialized in the ground state aligning along the x-axis. During the annealing process we decrease \( A(t) \) and increase \( B(t) \), so that at the end of the annealing at time \( t = t_a \), we end up with the Ising spin glass of Eq. (1). The Hamiltonian is changed slowly enough such that the system stays in (or close to) the ground state at all times. This process takes place at a constant finite temperature \( T \) and therefore constant inverse temperature \( \beta = 1/(k_B T) \), where \( k_B \) is the Boltzmann constant. The D-Wave devices have been designed to implement quantum annealing using superconducting flux qubits [9] in a physical device.
The qualitative tail behavior depends on the shape parameter $\xi$. For $\xi < 0$ the probability density is bounded, for $\xi = 0$ it decays exponentially and for $\xi > 0$ the tail is heavy and decays as a power-law.

Power-law tails occur in many areas of physics, geoscience and economics [21–23]. While the origin of such tail behavior is not fully understood, they play an important role in complex systems. They have previously been observed in the context of spin glasses, see for example Ref. [24–30]. To quantitatively analyze such power-law behaviors, shown in Fig. 3, depending on the sign of $\xi$, it is bounded for $\xi < 0$, exponentially decaying for $\xi = 0$ and slowly decaying as a power-law for $\xi > 0$, which we also refer to as having a heavy tail. Note that the $k$-th moment of $W_{\xi,u,\sigma}(x)$ diverges for $k \geq 1/\xi$ [35].

If a heuristic algorithm has $\xi > 0$, then hard instances dominate the average time-to-solution. If the shape parameter $\xi \geq 1$ the average run-time of an instance is infinite. In our case of discrete couplings $\pm 1$, there is only a finite set of instances for each $N$. The conditions of the BdHP theorem are thus not satisfied because the distribution of $\tau$ is discrete with only a finite number of points in its support [36, p. 217]. Nevertheless we can still use the GP distribution to analyze our data, and obtain excellent fits (see Supplemental Material [7]). The main consequence of a finite set of instances is that $F(\tau)$ differs from the GP distribution function for the hardest instances, and thus for example the mean $\tau$ is not infinite but dominated by the hardest instances. In the Supplemental Material [7] we show that the mean is not converging for $\xi \geq 1$ using 20000 problem instances.

We start, by investigating the effects of annealing time $t_a$ on the distribution. In Fig. 4 we compare the distributions for $t_a = 10^4$ sweeps (which for SQA with $\beta = 10$ was found to give good correlations with a D-Wave One device [10]) to simulations run with the (size-dependent) optimal $t_{a,\text{opt}}$ that minimizes the total effort $t_a\tau$ (see Ref. 6 and the Supplemental Material citeSM). The surprising result is that performing SQA with a fast schedule of only $t_{a,\text{opt}} = 150$ sweeps leads to a more compact distribution

---

**FIG. 3.** Generalized Pareto probability density function $w_{\xi,0,\sigma}(x) = \frac{1}{\sigma}W_{\xi,0,\sigma}(x)$ plotted on a linear-log scale. The qualitative tail behavior depends on the shape parameter $\xi$. For $\xi < 0$ the probability density is bounded, for $\xi = 0$ it decays exponentially and for $\xi > 0$ the tail is heavy and decays as a power-law.

**FIG. 4.** Distribution of mean number of repetitions $\tau$ required to find the ground state for 20000 problem instances with $N = 200$ spins for (a) SQA with $\beta = 10$ and (b) SA with either the optimal number or $10^4$ sweeps. While the distribution changes only slightly for SA, surprisingly the tails in SQA decrease much more rapidly when annealing faster.
with much faster decaying tails. While easy instances may need a few more repetitions, hard instances need far less repetitions to find the ground state.

As the correlation plot in Fig. 5 shows, the relative hardness of an instance does not change significantly when changing $t_a$, but the single-run success probability $s$ of SQA increases for more than 10% of the instances when SQA is run faster. This is opposite to SA where for almost all instances $s$ decreases when annealing faster. In both cases, however, the total effort $\tau t_a$ decreases for almost all instances. Even though more repetitions $\tau$ are needed, this is more than compensated by the faster annealing time. For SQA, the combined effect of needing 688 times fewer repetitions and performing only 150 instead of $10^4$ sweeps per repetition reduces the total effort for the hardest of our instances by a factor 45866!

To quantify the difference in the tail distribution functions we fit them to GP distribution functions and plot the size-dependence of the shape parameter $\xi$ for SA, SQA and MFA in Fig. 6. For SQA we use the two schedules discussed above and additionally a third schedule, with $t_a^{\text{opt}}(N)$ sweeps but a higher temperature $\beta = 4$, which is the optimal temperature for MFA (see Supplemental Material [7]). All algorithms have heavy tails, $\xi > 0$, for problems with size $N \geq 72$, and $\xi$ is increasing with system size. For SQA using $\beta = 10$ and $t_a = 10^4$ we find $\xi \geq 1$ already for $N \geq 72$, indicating that the mean time-to-solution is already divergent and dominated by the hardest instances. As we already saw above for $N = 200$, the tail behavior of SQA improves when using faster annealing schedules, and further small improvements are obtained by raising the temperature. While SQA with the best setting and MFA have the same $\xi$, SA has smaller $\xi$, indicating a faster decaying tail and better performance on hard instances.

Our results show that the tail behavior is the important measure of performance when considering the performance of an optimization algorithm since the hardness of an instance is a priori unknown. Therefore one has to choose a large enough run-time such that a high percentile of random instances are solved. Considering just the typical (median) performance of an optimization algorithm can be misleading in the presence of broad heavy-tailed distributions. The median effort misses the important fact that already at moderate problem sizes the mean time-to-solution can diverge, indicating that the hardest instances dominate the average. As one typically wants to solve much more than half of the problem instances, reducing the tails of the distribution is crucial to optimize the performance of an optimization algorithm.

One surprising result we obtained here is that for sim-
ulated quantum annealing, fast non-adiabatic schedules show far superior performance than slow adiabatic annealing schedules that would naively seem superior. This observation is consistent with results obtained in Refs. [19, 37] which showed that for some instances fast annealing schedules can help a (simulated) quantum annealer escape local minima. The superiority of fast annealing schedules can be understood by realizing that for hard instances, the annealing is stuck in local minima which are far from any ground state. Much slower annealing would increase the probability to find a ground state at the cost of substantially extended annealing times. In these hard instances it is, however, more efficient to introduce a perturbation (by running faster), which will sometimes kick the system out of these local minima in which they are trapped. This will increase the success probability for hard instances while it does not affect the easy instances by a lot and hence lead to a much more compact distribution of TTS.

As good agreement was found between SQA and the D-Wave devices, we expect that similarly faster annealing schedules can help the performance not only of simulated quantum annealers but also of physical quantum annealing devices.

The tail behavior is also important for extrapolating the performance of annealers to larger sizes. The tails are indicative of harder problems that will dominate for larger problem sizes. We thus expect scaling differences between different annealers to first show up in the tails.
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