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Abstract

Trimming consists of cutting away parts of a geometric domain, without reconstructing a global parametrization (meshing). It is a widely used operation in computer aided design, which generates meshes that are unfitted with the described physical object. This paper develops an adaptive mesh refinement strategy on trimmed geometries in the context of hierarchical B-spline based isogeometric analysis. A residual *a posteriori* estimator of the energy norm of the numerical approximation error is derived, in the context of the Poisson equation. The estimator is proven to be reliable, independently of the number of hierarchical levels and of the way the trimmed boundaries cut the underlying mesh. Numerical experiments are performed to validate the presented theory, and to show that the estimator’s effectivity index is independent of the size of the active part of the trimmed mesh elements.
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1 Introduction

Since its introduction in 2005 in the pioneering work \cite{Cottrell2009}, isogeometric analysis (IGA) has been a very successful area of research including mathematical discoveries, advances in computational mechanics, and efforts to tackle problems in the interface between different research communities. The ultimate goal of IGA is to provide a framework unifying geometric design and the analysis of partial differential equations (PDEs) for computational engineering problems in a single workflow. To do so, the idea is to use the same building blocks employed in computer aided design (CAD) for both phases, namely smooth B-splines, non-uniform rational B-splines (NURBS) and variants thereof \cite{Boehm1972}. While many steps are still missing to achieve such an ambitious goal, a large amount of research has already been done on IGA: solid mathematical foundations have been built \cite{Hicks2013,Cottrell2009b} and excellent properties in a wide range of mathematical and engineering applications have been shown. We refer to the special issue \cite{Buffa2021} for a review of some of the most important works on the subject.

In other words, IGA stands for the class of methods using spline discretization techniques over a computational domain described as a collection of spline parametrizations. In standard CAD softwares, such spline parametrizations, called patches, are often trimmed in order to be able to deal with more complex geometric models. This process generates meshes that are unfitted with the described physical object, since no global parametrization (re-meshing) is constructed to fit the trimmed object. To obtain a unified end-to-end methodology between geometric design and analysis, it is thus crucial to properly address the challenges coming from the treatment of trimmed models in the analysis \cite{Buffa2006,Boffi2007,Boffi2018}. Several results have succeeded to overcome some of the issues arising from the analysis on trimmed geometries, such as the need for a reparametrization of the cut elements for integration purposes \cite{Buffa2008a,Buffa2008b,Boffi2011,Johansson2011,Johansson2012,Boffi2013}, or the need of stabilization techniques to recover the
well-posedness of the differential problem and the accuracy of its numerical solution [15–17]. However, much work remains to be done.

In particular, it is widely known that the tensor product structure of B-splines hinders the capability of efficiently capturing localized features of the PDE solution in small areas of interest in the computational domain. Many research papers, reviewed in [18], have thus tackled the important challenge of constructing locally refined splines, and using them within an adaptive paradigm. Research has now reached an advanced maturity on the subject. However, the use of locally refined splines on complex geometries defined by trimming operations is still at its first steps, and the aim of the present paper is to go further in that direction. More precisely, we are interested in the study of an adaptive framework using hierarchical B-splines (HB-splines) [19, 20] and their variant called truncated hierarchical B-splines (THB-splines) [21, 22], in the context of trimmed geometries. In [23], using [24, Section 4.5], it is shown that in the presence of trimming, (T)HB-splines yield a linearly independent basis suitable for the analysis.

The use of THB-splines in the context of the Poisson problem and linear elasticity is studied in [25, 26], where an emphasis is put on stability issues and bad conditioning of the system matrix caused by trimming, but no study of error indicators is given. To provide an approximation of the error, an implicit error estimator was introduced in [23] in the context of (T)HB-spline isogeometric analysis on trimmed surfaces, extending their previous work [27], on error estimation for linear fourth-order elliptic partial differential equations on non-trimmed geometries. The estimator relies on the solution of an additional residual-like system, but its reliability is not demonstrated. Our contribution differs from the aforementioned works as we introduce an explicit residual a posteriori estimator of the energy norm of the numerical error of the Poisson problem in trimmed geometries, and a mathematical proof of its reliability is given. Driven by the proposed estimator, and thanks to the local refinement capability given by hierarchical B-splines, we develop a fully adaptive error-driven numerical framework for the Poisson problem in trimmed geometries of arbitrary dimension.

In this paper, very general geometries are considered since the only hypothesis required on the trimming boundary is to be Lipschitz. Moreover, the reliability of the estimator is proven to be independent of the way the trimmed boundaries cut the underlying mesh, and thus in particular, it is independent of the size of the active part of the trimmed elements. Numerical examples are given to also show the efficiency of the proposed estimator.

When dealing with geometric domains defined by trimming, the main challenge lies in the fact that the generated mesh is unfitted with the described physical domain. Therefore, our work is strongly related to the immersed or unfitted mesh methods. In particular, an implicit a posteriori estimator of the energy error due to numerical approximation is introduced in [28] for any polynomial degree, but its efficiency is only demonstrated numerically. In [29], a reliable and efficient residual-based a posteriori error estimator is studied for a partially penalized linear immersed finite element method applied to elliptic interface problems. In the context of the cut finite element method, an estimator is proposed in [30] for an elliptic model problem with Dirichlet boundary conditions assured by a ghost penalty stabilization [15]. In that paper, to avoid the dependence on the location of domain-mesh intersection, the efficiency for the term of ghost penalty is shown globally. In both [29] and [30], a linear finite element basis is considered, while in the very recent work [31], a reliable and efficient hp-residual type error estimator is given in the case of high-order unfitted finite element for interface problems in the framework of the local discontinuous Galerkin method. The reliable estimator we introduce in the present article for any polynomial degree is very similar to the one in [31] for two-dimensional domains, but our contribution deals with more general two- and three-dimensional computational domains. In particular, while the notion of “large element” is central in [31], we do not require any particular assumption on the way the trimming boundary intersects the underlying mesh. Thus in the proposed estimator, the scaling of the residuals with respect to the size of the trimmed mesh elements needs to be adapted.

This paper is structured as follows. After introducing some notation in Section 2, and reviewing the fundamental concepts of isogeometric analysis with hierarchical B-splines in Section 3, Section 4 introduces the considered elliptic model problem that is solved in a trimmed geometry. Then in Section 5, we introduce the a posteriori estimator of the numerical error, in the energy norm, and its reliability is proven. In Section 6, we briefly introduce the adaptive mesh refinement strategy in the context of trimmed geometries, before presenting several numerical experiments in Section 7. Finally, Section 8 draws some conclusions, and
mathematical results used throughout the paper are stated and proven in the Appendix.

2 Notation

We start by introducing the notation that will be used throughout the paper. Let \( n = 2 \) or \( n = 3 \), let \( \omega \) be an open \( k \)-dimensional manifold in \( \mathbb{R}^n \), \( k \leq n \), and let \( \varphi \subset \partial \omega \). We denote by \(|\omega|\), \( \overline{\omega} \) and \( \text{int}(\omega) \), respectively, the measure of \( \omega \), its closure and its interior. Moreover, we write \( \text{diam}(\omega) \) for the diameter of \( \omega \), that is, \( \text{diam}(\omega) := \max_{\xi,\eta \in \partial \omega} \rho(\xi, \eta) \), where \( \rho(\xi, \eta) \) is the infimum of lengths of continuous piecewise \( C^1 \)-paths between \( \xi \) and \( \eta \).

Furthermore, for \( 1 \leq p \leq \infty \), let \( \| \cdot \|_{L^p(\omega)} \) be the norm in \( L^p(\omega) \), and let \( H^s(\omega) \) denote the Sobolev space of order \( s \in \mathbb{R} \) whose classical norm and semi-norm are written as \( \| \cdot \|_{s,\omega} \) and \( | \cdot |_{s,\omega} \), respectively. We also write \( L^2(\omega) := H^0(\omega) \), so that the norm in \( L^2(\omega) \) will be written as \( \| \cdot \|_{0,\omega} \). To deal with boundary conditions, for \( z \in H^1_\partial(\varphi) \), we denote

\[
H^1_{z,\varphi}(\omega) := \{ y \in H^1(\omega) : \text{tr}_\varphi(y) = z \},
\]

where \( \text{tr}_\varphi(y) \) denotes the trace of \( y \) on \( \varphi \subset \partial \omega \).

In the remaining part of this article, the symbol \( \lesssim \) indicates an inequality hiding a constant which does not depend on the mesh size \( h \), on the size of the active part of the trimmed elements, nor on the number of hierarchical levels \( L \). However, those inequalities may depend on the shape of the mesh elements. Moreover, we will write \( A \simeq B \) whenever \( A \lesssim B \) and \( B \lesssim A \).

3 Isogeometric analysis

In this section, we briefly review the notations and basic concepts related to B-splines and isogeometric analysis (IGA), following [4]. For a detailed review of the method and its applications, the reader is referred to [2].

3.1 Standard B-splines

Let \( p, N_{\text{dof}} \in \mathbb{N} \setminus \{0\} \), where \( p \) will denote the degree of the B-spline basis functions and \( N_{\text{dof}} \) their number, also called number of degrees of freedom. Then, let \( \Xi = \{0 = \xi_1, \xi_2, \ldots, \xi_{N_{\text{dof}}+p+1} = 1\} \) be a non-decreasing sequence of real values in the parametric space \((0, 1)\), referred to as knot vector. We call multiplicity the number of times a knot \( \xi \in \Xi \) is repeated in the knot vector. As it is common practice in standard CAD, we assume in this work that knot vectors are always open, meaning that the first and last knots have multiplicity \( p + 1 \). This leads to an interpolatory B-spline basis at both ends of the parametric interval. The univariate B-spline basis \( \hat{B}_p = \{ \hat{B}_{i,p} : (0, 1) \to \mathbb{R} \}_{i=1}^{N_{\text{dof}}} \) corresponding to \( \Xi \) is then defined recursively using the Cox-de Boor formula [32]. The obtained B-spline basis is \( C^{p-k} \)-continuous at every knot, where \( k \in \mathbb{N} \setminus \{0\} \) is the multiplicity of the considered knot, and \( C^\infty \)-continuous elsewhere.

Multivariate B-spline basis functions are defined in a straight-forward manner from tensor-products of univariate B-splines. That is, let \( \mathbf{p} = (p_1, \ldots, p_n) \) be the vector of polynomial degrees in each of the \( n \in \{1, 2, 3\} \) dimensions, and for all \( j = 1, \ldots, n \), let \( \Xi^j = \{0 = \xi_1^j, \xi_2^j, \ldots, \xi_{N_{\text{dof}}^j+p_j+1}^j = 1\} \) be the knot vector corresponding to the parametric direction \( j \). Then if \( \hat{B}_{i,j}^j \) is the \( i \)-th basis function in the direction \( j \in \{1, \ldots, n\} \), and if \( \mathbf{i} = (i_1, \ldots, i_n) \in \mathbf{I} \) is a multi-index denoting a position in the tensor-product structure (using the previous notation, \( \mathbf{I} = \{1, \ldots, N_{\text{dof}}\} \) if \( n = 1 \)), then the multivariate B-spline basis of degree \( \mathbf{p} \) is defined by

\[
\hat{B}_\mathbf{p} := \left\{ \hat{B}_{\mathbf{i}, \mathbf{p}} : \mathbf{i} \in \mathbf{I} \text{ and } \hat{B}_{\mathbf{i}, \mathbf{p}} := \prod_{j=1}^{n} \hat{B}_{i_j,p_j}^j : (0, 1)^n \to \mathbb{R} \right\}.
\]
B-spline geometries (curves, surfaces, volumes) are then constructed as a linear combination of the basis functions $\hat{B}_{i,p}$ and some control points $\{P_i\}_{i \in I} \subset \mathbb{R}^n$ of the physical space. That is, if we let $\Omega_0 := (0,1)^n$ be the parametric space, a B-spline geometry is defined as the image of a mapping $F : \hat{\Omega}_0 \rightarrow \mathbb{R}^n$ defined by $F(\xi) = \sum_{i \in I} \hat{B}_{i,p}(\xi)P_i$ for all $\xi \in \Omega_0$.

In this sub-section, we briefly introduce the concept of hierarchical B-splines (HB-splines), following [34].

For $j = 1, \ldots, n$, let $\hat{\Xi}^j := \{\zeta^j_1, \ldots, \zeta^j_{M_j}\}$ be the set of non-repeated knots of $\Xi^j$, where $M_j \in \mathbb{N} \setminus\{0,1\}$ denote their number. Then the values of $\hat{\Xi}^j$, also called breakpoints, form a Cartesian Bezier grid in the parametric domain $\Omega_0$ called parametric Bezier mesh that we denote

$$\hat{Q} := \left\{ \hat{K}_m := \prod_{j=1}^{n} (\zeta^j_{m_j}, \zeta^j_{m_j+1}) : m = (m_1, \ldots, m_n), 1 \leq m_j \leq M_j - 1 \text{ for } j = 1, \ldots, n \right\}.$$ 

Each $\hat{K}_m := \prod_{j=1}^{n} (\zeta^j_{m_j}, \zeta^j_{m_j+1})$ is called parametric element or cell, and we define its support extension to be

$$S_{\text{ext}}(\hat{K}_m) := \prod_{j=1}^{n} S_{\text{ext}} (\zeta^j_{m_j}, \zeta^j_{m_j+1}),$$

where if $i$ is the index, $p_j + 1 \leq i \leq N_{\text{dof}j}$, such that we can uniquely rewrite $(\zeta^j_{m_j}, \zeta^j_{m_j+1}) = (\zeta^j_i, \zeta^j_{i+1})$, then

$$S_{\text{ext}} (\zeta^j_{m_j}, \zeta^j_{m_j+1}) := (\zeta^j_{i-p_j}, \zeta^j_{i+p_j+1}).$$

Remark that all concepts introduced in this section can be readily transferred to non-uniform rational B-splines; the interested reader is referred to [2,33].

3.2 Hierarchical B-splines

In this sub-section, we briefly introduce the concept of hierarchical B-splines (HB-splines), following [34]. For more details, the reader is also referred to [35].

Let $\hat{\Omega}_0 := (0,1)^n$ as before, let $L \in \mathbb{N}$, and let $\hat{B}^0, \hat{B}^1, \ldots, \hat{B}^L$ be B-spline bases on $\hat{\Omega}_0$ such that

$$\text{span} \left\{ \hat{B}^0 \right\} \subset \text{span} \left\{ \hat{B}^1 \right\} \subset \ldots \subset \text{span} \left\{ \hat{B}^L \right\}.$$  \hspace{1cm} (3)

For all $\ell = 0, \ldots, L$, let us denote $\hat{Q}^\ell$ the mesh associated with $\hat{B}^\ell$, where $\hat{K} \in \hat{Q}^\ell$ represents a cell of level $\ell$. Then, let $\hat{\Omega}^L_0 := \{\hat{\Omega}^0_0, \hat{\Omega}^1_0, \ldots, \hat{\Omega}^L_0\}$ be a hierarchy of sub-domains of $\hat{\Omega}_0$ of depth $L$, that is, such that

- $\hat{\Omega}_0 := : \hat{\Omega}^0_0 \supseteq \hat{\Omega}^1_0 \supseteq \ldots \supseteq \hat{\Omega}^L_0 := \emptyset$,
- each sub-domain $\hat{\Omega}^\ell_0$ is a union of cells of level $\ell - 1$, i.e.

$$\hat{\Omega}^\ell_0 := \text{int} \left( \bigcup_{\hat{K} \in \hat{Q}^{\ell-1}} \overline{\hat{K}} \right), \quad \hat{Q}^{\ell-1} \subset \hat{Q}^\ell, \quad \forall \ell = 1, \ldots, L.$$ 

The HB-spline basis $\hat{\mathcal{H}} = \hat{\mathcal{H}} \left( \hat{\Omega}^L_0 \right)$ is then defined recursively in the following way:

$$\begin{cases}
\hat{\mathcal{H}}^0 := \hat{B}^0, \\
\hat{\mathcal{H}}^{\ell+1} := \hat{\mathcal{H}}^\ell_A \cup \hat{\mathcal{H}}^\ell_B, \quad \ell = 0, \ldots, L - 2, \\
\text{with } \hat{\mathcal{H}}^\ell_A := \left\{ \hat{B} \in \hat{\mathcal{H}}^\ell : \text{ supp } (\hat{B}) \nsubseteq \hat{\Omega}^{\ell+1}_0 \right\} \text{ and } \hat{\mathcal{H}}^\ell_B := \left\{ \hat{B} \in \hat{B}^{\ell+1} : \text{ supp } (\hat{B}) \subseteq \hat{\Omega}^{\ell+1}_0 \right\};
\end{cases}$$
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where the supports are considered to be open.

Namely, HB-spline basis functions are the B-splines of each level $\ell^*$ whose support covers just elements of level $\ell^* \geq \ell$ and at least one element of level $\ell$. Those basis functions, i.e. in $\hat{\mathcal{H}} \cap \hat{\mathcal{B}}^\ell$, are referred to as active basis functions of level $\ell$. This allows us to build a basis that is locally refined and we can therefore overcome the limitations intrinsic to the tensor-product nature of B-splines.

In the same manner as B-spline curves, surfaces or volumes, hierarchical geometries are built as a linear combination of the HB-spline basis functions and control points of the physical space. Moreover, the parametric hierarchical mesh associated to the domain hierarchy $\hat{\Omega}_0^L$ is defined as

$$\hat{\mathcal{Q}} := \bigcup_{\ell=0}^{L} \hat{\mathcal{Q}}_A^\ell, \quad \text{with} \quad \hat{\mathcal{Q}}_A^\ell := \left\{ K \in \hat{\mathcal{Q}}^\ell : K \subseteq \hat{\Omega}_0^\ell, K \nsubseteq \hat{\Omega}_0^{\ell+1} \right\}.$$

We refer to $K \in \hat{\mathcal{Q}}$ as an active cell, to $K \in \hat{\mathcal{Q}}_A^\ell$ as an active cell of level $\ell$, and we write $\text{lev}(K) = \ell$.

Furthermore, if $\Omega_0$ is a HB-spline geometry determined by (the refinement of) a mapping $F : \hat{\Omega}_0 \rightarrow \Omega_0$, we define the corresponding physical hierarchical mesh as

$$Q(\Omega_0) := \left\{ K := F \left( \hat{K} \right) : \hat{K} \in \hat{\mathcal{Q}} \right\}.$$  

(4)

To prevent the existence of singularities in the parametrization, it is standard to make the following assumption, which we assume to be satisfied in the remainder of this work:

(A0) The mapping $F : \hat{\Omega}_0 \rightarrow \Omega_0$ is bi-Lipschitz, $F|_{\hat{\mathcal{K}}} \in C^\infty (\hat{\mathcal{K}})$ for every $\hat{\mathcal{K}} \in \hat{\mathcal{Q}}_A^\ell$, and $F^{-1}|_{K} \in C^\infty (K)$ for every $K \in Q(\Omega_0)$.

Finally, we introduce the notion of $T$-admissibility for a hierarchical mesh $Q(\Omega_0)$, following [18], and the element neighborhood in the hierarchical context, following [36]. To do so, let us first extend the notion of support extension (2) by defining the multilevel support extension of an element $\hat{K} \in \hat{\mathcal{Q}}^\ell$ with respect to level $k$, with $0 \leq k \leq \ell \leq L$, as follows:

$$S_{\text{ext}} \left( \hat{K}, k \right) := S_{\text{ext}} \left( \hat{K}', \hat{K} \right), \quad \text{with} \quad \hat{K}' \in \hat{\mathcal{Q}}^k \text{ and } \hat{K} \subseteq \hat{K}' .$$

Then, define the auxiliary domains $\hat{\omega}^0 := \hat{\Omega}_0^0 = \hat{\Omega}_0$, and for $\ell = 1, \ldots, L$,

$$\hat{\omega}^\ell := \bigcup \left\{ \hat{\mathcal{K}} : \hat{K} \in \hat{\mathcal{Q}}^\ell, S_{\text{ext}} \left( \hat{K}, \ell \right) \subseteq \hat{\Omega}_0^\ell \right\} .$$

By the nested nature of the B-spline spaces in (3), one can express $\hat{B} \in \hat{\mathcal{B}}^{\ell-1}$ in terms of B-spline basis functions of level $\ell$ as

$$\hat{B} = \sum_{\hat{B}^\ell_i \in \hat{\mathcal{B}}^\ell} c_i \hat{B}^\ell_i .$$

If we define the truncation of $\hat{B}$ with respect to $\ell$ as

$$\text{trunc}^\ell \hat{B} := \sum_{\hat{B}^\ell_i \in \hat{\mathcal{B}}^{\ell-1}} c_i \hat{B}^\ell_i ,$$

then the domains $\hat{\omega}^\ell$ represent the regions of $\hat{\Omega}_0^\ell$ where all the active basis functions of level $\ell - 1$ truncated with respect to level $\ell$ are equal to zero.

We are now able to introduce the following definitions:
Definition 3.1  • A parametric mesh $\hat{Q}$ is $T$-admissible of class $\mu \in \{2, \ldots, L - 1\}$ if
\[ \forall \ell = \mu, \mu + 1, \ldots, L - 1, \quad \hat{\Omega}_0^\ell \subseteq \hat{\omega}^{\ell-\mu+1}. \]
From [37, Proposition 9], this implies that the truncated hierarchical B-spline (THB-spline) basis functions in
\[ \hat{T} := \left\{ \text{trunc}^L \left( \ldots \left( \text{trunc}^{\ell+1} \hat{B} \right) \ldots \right) : \hat{\mathcal{B}}^\ell \cap \hat{\mathcal{H}}, \ell = 0, \ldots, L - 1 \right\} \]
which take nonzero values over any element $\hat{K} \in \hat{Q}$ belong to at most $\mu$ successive levels.

• A physical mesh $Q(\Omega_0)$ defined by (4) is $T$-admissible of class $\mu \in \{2, \ldots, L - 1\}$ if the underlying parametric mesh $\hat{Q}$ is $T$-admissible of class $\mu$.

• For all $\hat{K} \in \hat{Q} \cap \hat{Q}_A$, the neighborhood of $\hat{K}$ with respect to $\mu \in \{2, \ldots, L - 1\}$ is the set
\[ \mathcal{N} \left( \hat{Q}, \hat{K}, \mu \right) := \left\{ \hat{K}' \in \hat{Q}_A^{\ell-\mu+1} : \hat{K}' \cap S_{\text{ext}} \left( \hat{K}, \ell - \mu + 2 \right) \neq \emptyset \right\} \]
if $\ell - \mu + 1 \geq 0$, and $\mathcal{N} \left( \hat{Q}, \hat{K}, \mu \right) := \emptyset$ otherwise, that is, if $\ell - \mu + 1 < 0$.

• The neighborhood of a physical element $K \in Q(\Omega_0)$ is the set of the push-forward elements of the neighborhood of the pull-back $F^{-1}(K)$ of $K$, that is,
\[ \mathcal{N}(Q(\Omega_0), K, \mu) := \left\{ F \left( \hat{K}' \right) : \hat{K}' \in \mathcal{N} \left( \hat{Q}, F^{-1}(K), \mu \right) \right\}. \]

3.3 Isogeometric paradigm

To solve a partial differential equation (PDE), the idea behind isogeometric analysis is to use the same basis functions both to describe the computational domain and to define the finite dimensional space on which the Galerkin solution of the PDE is sought. In this paper, we concentrate on HB-spline based IGA. That is, if we let $F$ be (a refinement of) the parametrization map of the computational domain $\Omega_0$ generated by the HB-spline basis $\hat{H}$, then the numerical solution is sought in the finite dimensional space spanned by
\[ \mathcal{H}(\Omega_0) = \left\{ B := \hat{B} \circ F^{-1} : \hat{B} \in \hat{\mathcal{H}} \right\}. \]

4 Trimming model problem

Let $n \in \{2, 3\}$ and let $\Omega_0 \subset \mathbb{R}^n$ be a hierarchical geometry as defined in Section 3 defined from a hierarchy $\hat{\Omega}_0^L$ with $L \in \mathbb{N}$. That is, $\Omega_0$ is the image of a bijective bi-Lipschitz map $F : \hat{\Omega}_0 \rightarrow \Omega_0$ generated by an HB-spline basis $\hat{H}$, where $\hat{\Omega}_0 = (0, 1)^n$ is the parametric domain. Moreover, let $\{D_i\}_{i=1}^s$ be a set of bounded open domains in $\mathbb{R}^n$ that are trimmed from $\Omega_0$ in order to obtain the computational domain $\Omega$, i.e.,
\[ \Omega := \Omega_0 \setminus \bigcup_{i=1}^s D_i, \quad \text{with} \quad D := \text{int} \left( \bigcup_{i=1}^s D_i \right), \]
as illustrated in Figure 1. Assume that $\Omega$ is an open Lipschitz domain, let $n$ be the unitary outward normal of $\partial \Omega$, and let $\Gamma_N, \Gamma_D \subset \partial \Omega$ be open such that $\Gamma_D \cap \Gamma_N = \emptyset$, $\Gamma_D \bigcup \Gamma_N = \partial \Omega$ and $\Gamma_D \neq \emptyset$. Note that since $\Omega$ is Lipschitz, the trimming boundary $\gamma := \partial \Omega \setminus \partial \hat{\Omega}_0$ is also Lipschitz.
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4.1 Continuous formulation

Let \( g_D \in H^{1/2}(\Gamma_D) \), \( g_N \in L^2(\Gamma_N) \) and \( f \in L^2(\Omega) \), and consider the following Poisson equation in \( \Omega \): find \( u \in H^1(\Omega) \), the weak solution of

\[
\begin{cases}
-\Delta u = f & \text{in} \ \Omega \\
u = g_D & \text{on} \ \Gamma_D \\
\frac{\partial u}{\partial n} = g_N & \text{on} \ \Gamma_N,
\end{cases}
\]

that is, following the notation in (1), \( u \in H^1_{g_D,\Gamma_D}(\Omega) \) satisfies for all \( v \in H^1_0(\Omega) \),

\[
\int_{\Omega} \nabla u \cdot \nabla v \, dx = \int_{\Omega} fv \, dx + \int_{\Gamma_N} g_N v \, ds.
\]

To simplify the subsequent analysis, we suppose that \( \Gamma_D \cap \gamma = \emptyset \), that is, we suppose that the Dirichlet boundary is not part of the trimming boundary. If it were not the case, then in the discrete setting, we would need to weakly impose the Dirichlet boundary conditions on \( \Gamma_D \cap \gamma \), and make use of stabilization techniques [15–17]. According to Lax-Milgram theorem, problem (7) admits a unique solution \( u \in H^1_{g_D,\Gamma_D}(\Omega) \).

4.2 HB-spline based IGA formulation

Let \( Q := Q(\Omega_0) \) be (a refinement of) the hierarchical physical mesh on \( \Omega_0 \) as defined in (4), and let \( \mathcal{F} \) be the set of all faces of \( Q \). Note that here and in the sequel, edges are called faces when \( n = 2 \), and assume that the Dirichlet boundary \( \Gamma_D \) is the union of full element faces. Moreover, let \( h_K := \text{diam}(K) \) for all \( K \in Q \), let \( h_F := \text{diam}(F) \) for all \( F \in \mathcal{F} \), and let \( h := \max_{K \in Q} h_K \).

Furthermore, let \( Q_\Omega := Q_{\text{cut}} \cup Q_{\text{act}} \) be the active mesh intersecting \( \Omega \), where

\[
Q_{\text{cut}} := \{ K \in Q : K \cap \Omega \neq K, |K \cap \Omega| > 0 \}
\]

is the set of cut (trimmed) elements, and

\[
Q_{\text{act}} := \{ K \in Q : K \subset \Omega \}
\]

is the set composed of the other active (non-trimmed) elements in \( \Omega \). Similarly, let \( \mathcal{F}_N := \mathcal{F}_{\text{cut}} \cup \mathcal{F}_{\text{act}} \), where

\[
\mathcal{F}_{\text{cut}} := \{ F \in \mathcal{F} : F \cap \Gamma_N \neq F \} \quad \text{and} \quad \mathcal{F}_{\text{act}} := \{ F \in \mathcal{F} : F \subset \Gamma_N \}.
\]

Note that \( \mathcal{F}_N \) is therefore the set of faces \( F \) of \( \mathcal{F} \) such that \( |F \cap \Gamma_N| > 0 \). Recall that the trimming boundary is defined as \( \gamma := \partial \Omega \setminus \partial \Omega_0 \subset \Gamma_N \), and for all \( K \in Q_\Omega \), let

\[
\gamma_K := \gamma \cap \text{int}(K).
\]
Note that for all \( K \in Q_{\text{act}}, \gamma_K = \emptyset \). Also note that for all internal faces \( F \in F_N \) such that \( (F \cap \Gamma_N) \subset \gamma \) and \( (F \cap \Gamma_N) \subset \partial (K \cap \Omega) \) for some \( K \in Q_{\Omega} \), then \( \gamma_K \cap (F \cap \Gamma_N) = \emptyset \), that is, this internal face is not included in \( \gamma_K \). Or in other words,

\[
\Gamma_N = \text{int} \left[ \bigcup_{F \in F_N} \left( F \cap \Gamma_N \right) \cup \left( \bigcup_{K \in Q_{\text{cut}}} \overline{\gamma_K} \right) \right],
\]

where the intersection of any two elements of the union is empty, and each contribution of the union only appears once.

Now, let us make the following assumptions on \( Q \):

(A1) \( Q \) is shape regular, that is, for all \( K \in Q \), \( \frac{h_K}{\rho_K} \lesssim 1 \), where \( \rho_K \) denotes the radius of the largest inscribed ball in \( K \). As a consequence, \( h_K \simeq h_F \) for all \( K \in Q \) and all \( F \in F \) with \( F \subset \partial K \).

(A2) \( Q \) is \( \mathcal{T} \)-admissible of some fixed class \( \mu \in \mathbb{N}, \mu \geq 2 \), following Definition 3.1.

**Remark 4.1** Note that no further assumption on the trimming boundary \( \gamma \) is required, other than \( \gamma \) to be Lipschitz. In particular, and as already pointed out in [38], the literature on unfitted finite elements commonly imposes an additional restriction on how \( \gamma \) intersects the mesh \( Q \). But we do not need here this assumption which, in 2D, requires that \( \gamma \) does not intersect an edge of the mesh \( Q \) more than once, and which is analogous in 3D, see, e.g., [39]. So for example, in this paper, \( \gamma_K \) could be disconnected.

Following the isogeometric paradigm introduced in Section 3 and generalizing it to trimmed geometries, let us define

\[
\mathcal{H} := \left\{ B := \hat{B} \circ \mathbf{F}^{-1} : \hat{B} \in \mathcal{H} \right\},
\]

\[
\mathcal{H}_\Omega := \left\{ B \in \mathcal{H} : \text{supp} (B) \cap \overline{\Omega} \neq \emptyset \right\},
\]

and let us also define the following approximation spaces:

\[
V_h(\Omega_0) := \text{span} \{ \mathcal{H} \}, \quad V_h(\Omega) := \text{span} \{ B|_{\Omega} : B \in \mathcal{H}_\Omega \},
\]

\[
V_h^0(\Omega_0) := \text{span} \{ B \in \mathcal{H} : B|_{\Gamma_D} = 0 \} = \{ v_h \in V_h(\Omega_0) : v_h|_{\Gamma_D} = 0 \},
\]

\[
V_h^0(\Omega) := \text{span} \{ B|_{\Omega} : B \in \mathcal{H}_\Omega, B|_{\Gamma_D} = 0 \} = \{ v_h \in V_h(\Omega) : v_h|_{\Gamma_D} = 0 \}.
\]

Note that a proof of the linear independence of the trimmed basis \( \mathcal{H}_\Omega \) in \( \Omega \) can be found in [24, Section 4.5].

In the following, we assume that \( g_D \) is the trace of a discrete function in \( V_h(\Omega) \), that we still write \( g_D \) by abuse of notation. Then, the Galerkin method with finite basis \( \mathcal{H}_\Omega \) is used to discretize weak problem (7) and reads as follows: find \( u_h \in g_D + V_h^0(\Omega) \) such that for all \( v_h \in V_h^0(\Omega) \),

\[
\int_\Omega \nabla u_h \cdot \nabla v_h \, dx = \int_\Omega f v_h \, dx + \int_{\Gamma_N} g_N v_h \, ds.
\]  

(9)

In the following, we are interested in the *a posteriori* estimation of the energy error \( \| \nabla (u - u_h) \|_{0, \Omega} \) on the trimmed geometry \( \Omega \).

**Remark 4.2** The analysis is performed on this simple model Poisson problem for simplicity, but it can be readily extended to the estimation of the energy error for a general steady elliptic diffusion-advection-reaction problem or to a linear elasticity problem, as soon as they verify the assumptions of the Lax-Milgram theorem.
5 An \textit{a posteriori} error estimator on trimmed geometries

In this section, we derive an \textit{a posteriori} estimator of the energy error in the trimmed geometry $\Omega$ between the exact solution $u$ and the discrete solution $u_h$, and we prove its reliability.

In the subsequent analysis, we assume for simplicity that the discrete functions are $C^1$-continuous. This assumption is not needed, but it allows us to simplify the analysis while underlining the specificity of IGA with higher order B-splines. The general case of $C^1$-continuous basis functions could be treated in a similar way through the introduction of appropriate jump terms, following the classical theory of the adaptive finite element method. However, the addition of face jumps does not add any relevant additional insight to the analysis.

So more precisely, let

$$
\delta_K := \begin{cases} 
  h_K & \text{if } K \in Q_{\text{act}}, \\
  c_{K \cap \Omega} |K \cap \Omega|^{\frac{1}{n}} & \text{if } K \in Q_{\text{cut}}, \\
\end{cases} \quad \text{and} \quad \delta_F := \begin{cases} 
  h_F^{\frac{1}{2}} & \text{if } F \in F_{\text{act}} \\
  c_{F \cap \Gamma_N} |F \cap \Gamma_N|^{\frac{3}{2(n-1)}} & \text{if } F \in F_{\text{cut}},
\end{cases}
$$

where, if we define $\eta \in \mathbb{R}$, $\eta > 0$, as the unique solution of $\eta = -\log(\eta)$, then

$$
\epsilon_S := \begin{cases} 
  \max \left(-\log(|S|), \eta\right)^{\frac{1}{2}} & \text{if } n = 2 \\
  1 & \text{if } n = 3,
\end{cases}
$$

for $S = K \cap \Omega$ for some $K \in Q_{\text{cut}}$ or $S = F \cap \Gamma_N$ for some $F \in F_{\text{cut}}$. Then in Theorem 5.3, we will show that

$$
\mathcal{E}(u_h) := \left[ \sum_{K \in Q_0} \delta_K^{\frac{1}{2}} \|f + \Delta u_h\|_{0,K \cap \Omega}^2 + \sum_{F \in F_N} \delta_F^{\frac{1}{2}} \left\| g_N - \frac{\partial u_h}{\partial n}\right\|_{0,F \cap \Gamma_N}^2 + \sum_{K \in Q_{\text{cut}}} h_K \left\| g_N - \frac{\partial u_h}{\partial n}\right\|_{0,\gamma_K}^2 \right]^{\frac{1}{2}}
$$

is an upper bound of the energy error.

Before stating and proving this theorem, let us recall the following well-known scaled trace inequality, see, e.g., [40, Section 1.4.3]:

$$
\|v\|^2_{0,\partial K} \lesssim h_K^{-1} \|v\|^2_{0,K} + h_K \|\nabla v\|^2_{0,K}, \quad \forall v \in H^1(K), \forall K \in Q. \tag{13}
$$

Let us also recall the following local trace inequality proven in [38] under the very weak assumption that $\Omega$ is Lipschitz (a proof under stronger assumptions can also be found in [39] and in [41]): there exists a fixed $h_0 > 0$ such that if for all $K \in Q$ such that $\gamma_K \neq \emptyset$, $h_K < h_0$, then

$$
\|v\|^2_{0,\gamma_K} \lesssim h_K^{-1} \|v\|^2_{0,K} + h_K \|\nabla v\|^2_{0,K}, \quad \forall v \in H^1(K), \tag{14}
$$

where the hidden constant is independent of $v$, $K$, $h$ and of how $\gamma$ intersects $K$.

Furthermore, since the hierarchical mesh $Q$ is $T$-admissible, it is possible to build a Scott-Zhang-type operator $I_h : H^1_0(\Gamma_D)(\Omega_0) \rightarrow V^h_0(\Omega_0)$ on $\Omega_0$ such that for all $v \in H^1_0(\Gamma_D)(\Omega_0)$,

$$
\sum_{K \in Q} h_K^2 \|v - I_h(v)\|^2_{0,K} \lesssim \|\nabla v\|^2_{0,\Omega_0} \quad \text{and} \quad \sum_{K \in Q} \|\nabla I_h(v)\|^2_{0,K} \lesssim \|\nabla v\|^2_{0,\Omega_0}. \tag{15}
$$

Note that the latter implies that for all $v \in H^1_0(\Gamma_D)(\Omega_0)$,

$$
\sum_{K \in Q} \|\nabla(v - I_h(v))\|^2_{0,K} \lesssim \|\nabla v\|^2_{0,\Omega_0}, \tag{16}
$$

and that all the quantities considered here refer to the non-trimmed geometry $\Omega_0$. The construction of such operator can be found in [42] and [18, Section 6.1.3] in the case in which $\Gamma_D = \partial \Omega$, but it readily generalizes to the case in which $\Gamma_D$ is a union of full faces.

Finally, we will need the two following lemmas to take care of the trimmed elements and faces.
Lemma 5.1 Let $K \in \mathcal{Q}_{cut}$, and let $K_\Omega := K \cap \Omega \neq \emptyset$. Then for all $v \in H^1(K)$,

$$
\|v\|_{0,K_\Omega} \lesssim c_{K_\Omega} |K_\Omega|^\frac{1}{2} \left( h^{-2}_K \|v\|_{0,K}^2 + \|\nabla v\|_{0,K}^2 \right)^\frac{1}{2} = \delta_K \left( h^{-2}_K \|v\|_{0,K}^2 + \|\nabla v\|_{0,K}^2 \right)^\frac{1}{2},
$$

where $c_{K_\Omega}$ is defined as in (11). The hidden constant is independent of the measures of $K_\Omega$ and of $K$.

Proof. Let $v \in H^1(K)$ and let $F_K := F \circ G_K : \hat{K} \to K$ where $\hat{K} := (0,2\pi)^n$, $F$ is the isogeometric map, and $G_K$ is a linear mapping. So the Jacobian matrix of $G_K$ written $DG_K$ is diagonal, and thanks to the shape regularity assumption (A1), each of its components $(DG_K)_{ii} \lesssim h_K$, $i = 1,\ldots,n$. Thanks to assumption (A0) on $F$, if $DF$ denotes the Jacobian matrix of $F$, then $|\det (DF)| \simeq 1$, $\|DF\|_{L^\infty(F^{-1}(K))} \lesssim 1$, and $\|DF^{-1}\|_{L^\infty(F^{-1}(K))} \lesssim 1$. So if we let $\hat{v} := v \circ F_K$, then by the Hölder inequality, for all $p \geq 1$,

$$
\|v\|^2_{0,K_\Omega} \leq |K_\Omega|^{-\frac{1}{2}} \|v\|^2_{2,p(K_\Omega)} \leq |K_\Omega|^{-\frac{1}{2}} \|v\|^2_{2,p(K)} \lesssim |K_\Omega|^{-\frac{1}{2}} \delta_K^n \|\hat{v}\|^2_{2,p(\hat{K})}.
$$

(17)

By Sobolev embedding, it is well known that $H^1(\hat{K})$ can be continuously embedded in $L^{2p}(\hat{K})$ for every $1 \leq p < \infty$ if $n = 2$, or for every $1 \leq p \leq 3$ if $n = 3$. So, if $n = 3$, by taking $p = 3$ in (17) and by Sobolev embedding,

$$
\|v\|^2_{0,K_\Omega} \lesssim |K_\Omega|^\frac{1}{2} h_K \|\hat{v}\|^2_{1,K_\Omega} \lesssim |K_\Omega|^\frac{1}{2} h_K \left( h^{-3}_K \|v\|^2_{0,K} + h^{-1}_K \|\nabla v\|^2_{0,K} \right) = c_{K_\Omega}^2 |K_\Omega|^\frac{1}{2} \left( h^{-2}_K \|v\|^2_{0,K} + \|\nabla v\|^2_{0,K} \right).
$$

Let us now consider the case $n = 2$. From Appendix A.2, $\|\hat{v}\|_{L^{2p}(K)} \leq c\sqrt{p} \|\hat{v}\|_{1,K}$, where $c$ is a constant independent of $p$ and of the measure of $K$. So by taking $p = \max(-\log(|K_\Omega|), \eta) = c_{K_\Omega}^2$ in (17), then $|K_\Omega|^{-\frac{1}{2}} \lesssim 1$ and $h_K^2 \simeq |K|^\frac{1}{2} = |K|^\frac{1}{2} K_\Omega \lesssim |K|^\frac{1}{2} \lesssim 1$, and thus

$$
\|v\|^2_{0,K_\Omega} \lesssim p |K_\Omega|^{-\frac{1}{2}} h^2_K \|\hat{v}\|^2_{1,K} \lesssim c_{K_\Omega}^2 |K_\Omega| \left( h^{-2}_K \|v\|^2_{0,K} + \|\nabla v\|^2_{0,K} \right) = c_{K_\Omega}^2 |K_\Omega| \left( h^{-2}_K \|v\|^2_{0,K} + \|\nabla v\|^2_{0,K} \right).
$$

An a posteriori error estimator for isogeometric analysis on trimmed geometries

Lemma 5.2 Let $F \in \mathcal{F}_{cut}$, and let $F_N := F \cap \Gamma_N \neq \emptyset$. Then for all $v \in H^\frac{1}{2}(F)$,

$$
\|v\|^2_{0,F_N} \lesssim c_{F_N} |F_N|^{1-\frac{1}{2}} \left( h^{-1}_F \|v\|^2_{0,F} + \|v\|^2_{\frac{1}{2},F} \right)^\frac{1}{2} = \delta_F \left( h^{-1}_F \|v\|^2_{0,F} + \|v\|^2_{\frac{1}{2},F} \right)^\frac{1}{2},
$$

where $c_{F_N}$ is defined as in (11). The hidden constant is independent of the measures of $F_N$ and of $F$.

Proof. Note that this proof generalizes the one in [43, Lemma A.2], and it follows the same ideas as in the proof of Lemma 5.1. Let $v \in H^\frac{1}{2}(F)$ and let $F_F := F \circ G_F : \hat{F} \to F$ where $\hat{F} := (0,2\pi)^{n-1}$, $F$ is the isogeometric map, and $G_F$ is a linear mapping. So the Jacobian matrix of $G_F$ written $DG_F$ is diagonal, and thanks to the shape regularity assumption (A1), each of its components $(DG_F)_{ii} \lesssim h_F$, $i = 1,\ldots,n$. Thanks to assumption (A0) on $F$, if $DF$ denotes the Jacobian matrix of $F$, then $|\det (DF)| \simeq 1$, $\|DF\|_{L^\infty(F^{-1}(F))} \lesssim 1$, and $\|DF^{-1}\|_{L^\infty(F^{-1}(F))} \lesssim 1$. So if we let $\hat{v} := v \circ F_F$, then by the Hölder inequality, for all $p \geq 1$,

$$
\|v\|^2_{0,F_N} \leq |F_N|^{-\frac{1}{2}} \|v\|^2_{2,p(F_N)} \leq |F_N|^{-\frac{1}{2}} \|\hat{v}\|^2_{2,p(\hat{F})} \lesssim |F_N|^{-\frac{1}{2}} h^{-\frac{n-1}{2}}_F \|\hat{v}\|^2_{2,p(\hat{F})}.
$$

(18)

By Sobolev embedding, it is well known that $H^\frac{1}{2}(\hat{F})$ can be continuously embedded in $L^{2p}(\hat{F})$ for every $1 \leq p < \infty$ if $n = 2$, or for every $1 \leq p \leq 2$ if $n = 3$. So, if $n = 3$, by taking $p = 2$ in (18) and by Sobolev embedding,

$$
\|v\|^2_{0,F_N} \lesssim |F_N|^\frac{1}{2} h_F \|\hat{v}\|^2_{\frac{1}{2},F} \lesssim |F_N|^\frac{1}{2} h_F \left( h^{-3}_F \|v\|^2_{0,F} + h^{-1}_F \|v\|^2_{\frac{1}{2},F} \right) = c_{F_N}^2 |F_N|^{1-\frac{1}{2}} \left( h^{-2}_F \|v\|^2_{0,F} + \|v\|^2_{\frac{1}{2},F} \right).
$$
Let us now consider the case $n = 2$. From Appendix A.1, $\|\tilde{v}\|_{L^p(F)} \leq c \sqrt{p} \|\tilde{v}\|_{L^F}$, where $c$ is a constant independent of $p$ and of the measure of $F$. So by taking $p = \max \left( -\log(\|F_N\|), \eta \right) = c_F^2$ in (18), then $|F_N|^{-\frac{1}{2}} \lesssim 1$ and $h_F^2 = |F|^c F_N \lesssim |F|^c F$ $\lesssim 1$, and thus

$$\|v\|_{0,F}^2 \lesssim p |F_N|^{1-\frac{q}{2}} h_F^2 \|\tilde{v}\|_{L^F}^2 \lesssim c_F^2 |F_N| \left( h_F^{-2} \|v\|_{0,F}^2 + |v|_{L^F}^2 \right) = c_F^2 |F_N| \frac{1}{1-q} \left( h_F^{-2} \|v\|_{0,F}^2 + |v|_{L^F}^2 \right).$$

Let us now state and prove the main theorem.

**Theorem 5.3** Let $u$ be the exact solution of problem (7) in the trimmed geometry $\Omega$, let $u_h$ be its discretized counterpart that solves problem (9), and assume that the mesh $\mathcal{Q}$ satisfies the assumptions of shape regularity (A1) and $T$-admissibility (A2) with $h < h_0$ for some fixed $h_0 > 0$. Then the numerical error, in the energy norm, is bounded in terms of the estimator $\mathcal{E}(u_h)$ introduced in (12) as follows:

$$\|\nabla(u - u_h)\|_{0,\Omega} \lesssim \mathcal{E}(u_h).$$

**Proof.** Let $e := u - u_h$. Then for all $v \in H^1_0(\Omega)$, from (7),

$$\int_{\Omega} \nabla e \cdot \nabla v \, dx = \sum_{K \in \mathcal{Q}_\Omega} \int_{K \cap \Omega} (f + \Delta u_h)v \, dx + \int_{\Gamma_N \cap K} \left( g_N - \frac{\partial u_h}{\partial n} \right) v \, ds.$$  \hspace{1cm} (19)

Let us define

$$\begin{cases}
    r_K := f + \Delta u_h \in L^2(K \cap \Omega), & \forall K \in \mathcal{Q}_\Omega, \\
    j_F := g_N - \frac{\partial u_h}{\partial n} \in L^2(F \cap \Gamma_N), & \forall F \in \mathcal{F}_N, \\
    j_K := g_N - \frac{\partial u_h}{\partial n} \in L^2(\gamma_K), & \forall K \in \mathcal{Q}_{\text{cut}}.
\end{cases}$$  \hspace{1cm} (20)

So with the particular choice $v = e$, we can rewrite (19) as

$$\|\nabla e\|_{0,\Omega} \leq \sum_{K \in \mathcal{Q}_\Omega} \int_{K \cap \Omega} r_K e \, dx + \sum_{F \in \mathcal{F}_N} \int_{F \cap \Gamma_N} j_F e \, ds + \sum_{K \in \mathcal{Q}_{\text{cut}}} \int_{\gamma_K} j_K e \, ds.$$  \hspace{1cm} (21)

Moreover, recall that $D := \Omega \setminus \overline{\Gamma}$ (see Figure 1). Then, let $n_D$ be the outward unit normal to $\partial D$, and let $e_0 \in H^1_0(\Omega_0)$ be the extension of $e$ to $\Omega_0$ such that $e_0|_{\partial \Omega} = e$, and $e_0|_D \in H^1_{\text{ext}}(D)$ is the weak solution of

$$\int_D \nabla e_0 \cdot \nabla w \, dx = 0, \quad \forall w \in H^1_0(D).$$

Since the measures of both $D$ and $\gamma$ are independent of $h$, then by continuity of the elliptic solution on the data and by the trace inequality,

$$\|e_0\|_{1,D} \lesssim \|e\|_{1,\gamma} \lesssim \|e\|_{1,\Omega},$$

and thus by the Poincaré inequality,

$$\|\nabla e_0\|_{0,\Omega_0} \lesssim \left( \|e_0\|_{1,\Omega}^2 + \|e_0\|_{1,D}^2 \right)^{\frac{1}{2}} \lesssim \|e\|_{1,\Omega} \lesssim \|\nabla e\|_{0,\Omega}.$$  \hspace{1cm} (22)

Furthermore, let $I_h : H^1_{0,\Gamma_D}(\Omega_0) \rightarrow V_h^0(\Omega_0)$ be the Scott-Zhang-type operator on $\Omega_0$ as introduced in (15), and let $e_{0h} := I_h(e_0) \in V_h(\Omega_0)$. Since $e_{0h} \in V_h(\Omega_0)$, from (9) and by performing integration by parts,

$$\int_{\Omega} f e_{0h} \, dx + \int_{\Gamma_N} g_N e_{0h} \, ds = \int_{\Omega} \nabla u_h \cdot \nabla e_{0h} \, dx = \sum_{K \in \mathcal{Q}_\Omega} \int_{K \cap \Omega} (-\Delta u_h) e_{0h} \, dx + \int_{\Gamma_N} \frac{\partial u_h}{\partial n} e_{0h} \, ds.$$  
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and thus recalling the notation introduced in (20),
\[ \sum_{K \in Q_\Omega} \int_{K \cap \Omega} r_K e_{0h} \, dx + \sum_{F \in F_N} \int_{F \cap \Gamma_N} j_F e_{0h} \, ds + \sum_{K \in Q_{\text{cut}}} \int_{\gamma_K} j_K e_{0h} \, ds = 0. \]

Consequently, we can rewrite (21) as
\[ \| \nabla e \|^2_{0, \Omega} = \sum_{K \in Q_\Omega} \int_{K \cap \Omega} r_K (e - e_{0h}) \, dx + \sum_{F \in F_N} \int_{F \cap \Gamma_N} j_F (e - e_{0h}) \, ds + \sum_{K \in Q_{\text{cut}}} \int_{\gamma_K} j_K (e - e_{0h}) \, ds. \quad (23) \]

To begin with, let us consider the first term. Using the Hölder inequality and the discrete Cauchy-Schwarz inequality,
\[ \sum_{K \in Q_\Omega} \int_{K \cap \Omega} r_K (e - e_{0h}) \, dx \leq \sum_{K \in Q_\Omega} \delta_K \| r_K \|_{0,K \cap \Omega} \delta_K^{-1} \| e - e_{0h} \|_{0,K \cap \Omega} \]
\[ \lesssim \left( \sum_{K \in Q_\Omega} \delta_K^2 \| r_K \|^2_{0,K \cap \Omega} \right)^{\frac{1}{2}} \left( \sum_{K \in Q_{\text{act}}} \delta_K^{-2} \| e - e_{0h} \|^2_{0,K} + \sum_{K \in Q_{\text{cut}}} \delta_K^{-2} \| e - e_{0h} \|^2_{0,K \cap \Omega} \right)^{\frac{1}{2}}. \quad (24) \]

Moreover, from Lemma 5.1, for all $K \in Q_{\text{cut}},$
\[ \delta_K^{-2} \| e - e_{0h} \|^2_{0,K \cap \Omega} \lesssim h_K^{-2} \| e - e_{0h} \|^2_{0,K} + \| \nabla (e - e_{0h}) \|^2_{0,K}. \quad (25) \]

Thus by (25), using property (15) of the Scott-Zhang-type operator which is applicable since $Q$ is $T$-admissible, and by the continuous extension property (22),
\[ \sum_{K \in Q_\Omega} \sum_{K \cap \Omega} \delta_K^{-2} \| e - e_{0h} \|^2_{0,K} + \sum_{K \in Q_{\text{cut}}} \delta_K^{-2} \| e - e_{0h} \|^2_{0,K \cap \Omega} \]
\[ \lesssim \sum_{K \in Q_\Omega} h_K^{-2} \| e - e_{0h} \|^2_{0,K} + \sum_{K \in Q_{\text{cut}}} \| \nabla (e - e_{0h}) \|^2_{0,K} \lesssim \| \nabla e \|^2_{0,\Omega} \lesssim \| \nabla e \|^2_{0,\Omega}. \quad (26) \]

Therefore, combining (24) and (26),
\[ \sum_{K \in Q_\Omega} \int_{K \cap \Omega} r_K (e - e_{0h}) \, dx \lesssim \left( \sum_{K \in Q_\Omega} \delta_K^2 \| r_K \|^2_{0,K \cap \Omega} \right)^{\frac{1}{2}} \| \nabla e \|^2_{0,\Omega}. \quad (27) \]

Now, let us consider the second term of (23). Similarly as for the internal residuals,
\[ \sum_{F \in F_N} \int_{F \cap \Gamma_N} j_F (e - e_{0h}) \, ds \leq \sum_{F \in F_N} \delta_F \| j_F \|^2_{0,F \cap \Gamma_N} \delta_F^{-1} \| e - e_{0h} \|^2_{0,F \cap \Gamma_N} \]
\[ \lesssim \left( \sum_{F \in F_N} \delta_F^2 \| j_F \|^2_{0,F \cap \Gamma_N} \right)^{\frac{1}{2}} \left( \sum_{F \in F_{\text{act}}} \delta_F^{-2} \| e - e_{0h} \|^2_{0,F} + \sum_{F \in F_{\text{cut}}} \delta_F^{-2} \| e - e_{0h} \|^2_{0,F \cap \Gamma_N} \right)^{\frac{1}{2}}. \quad (28) \]

Moreover, from Lemma 5.2, for all $F \in F_{\text{cut}},$
\[ \delta_F^{-2} \| e - e_{0h} \|^2_{0,F \cap \Gamma_N} \lesssim h_F^{-1} \| e - e_{0h} \|^2_{0,F} + \| e - e_{0h} \|^2_{0,F \cap \Gamma_N} \]
and thus
\[ \sum_{F \in F_{\text{act}}} \delta_F^{-2} \| e - e_{0h} \|^2_{0,F} + \sum_{F \in F_{\text{cut}}} \delta_F^{-2} \| e - e_{0h} \|^2_{0,F \cap \Gamma_N} \lesssim \sum_{F \in F_N} h_F^{-1} \| e - e_{0h} \|^2_{0,F} + \sum_{F \in F_{\text{cut}}} | e - e_{0h} |^2_{0,F}. \quad (29) \]
For all $F \in \mathcal{F}_N$, let $K_F$ be the element of $\mathcal{Q}$ such that $(F \cap \Gamma_N) \subset \partial(K_F \cap \Omega)$, and note that by the shape regularity of $\mathcal{Q}$, $h_{K_F} \simeq h_F$. Then for the first term of (29), using the scaled trace inequality (13), properties (15) and (16) of the Scott-Zhang-type operator, and by the continuous extension property (22),

$$\sum_{F \in \mathcal{F}_N} h_F^{-1} \|e_0 - e_{0h}\|_{0,F}^2 \lesssim \sum_{F \in \mathcal{F}_N} (h_{K_F}^{-2} \|e_0 - e_{0h}\|^2_{0,K_F} + \|\nabla(e_0 - e_{0h})\|^2_{0,K_F}) \lesssim \|\nabla e_0\|_{0,\partial\Omega_0} \lesssim \|\nabla e\|_{0,\Omega}. \quad (30)$$

Furthermore, remarking that $e_0 - e_{0h} \in H^{1}_{0,\Gamma_D}(\Omega_0)$, then the second term of (29) can be estimated using trace inequalities, property (16) of the Scott-Zhang-type operator, and the continuous extension property (22) as follows:

$$\sum_{F \in \mathcal{F}_{cut}} |e_0 - e_{0h}|^2_{1,F} \lesssim \sum_{F \in \mathcal{F}_{cut}} \|e_0 - e_{0h}\|^2_{0,K_F} \lesssim \|e_0 - e_{0h}\|^2_{1,\partial\Omega_0} \lesssim \|\nabla e_0\|^2_{0,\partial\Omega_0} \lesssim \|\nabla e\|^2_{0,\Omega}. \quad (31)$$

Therefore, combining (28), (29), (30) and (31),

$$\sum_{F \in \mathcal{F}_N} \int_{F \cap \Gamma_N} j_F(e - e_{0h}) \, ds \lesssim \left( \sum_{F \in \mathcal{F}_N} \delta_F^2 \|j_F\|^2_{0,F \cap \Gamma_N} \right)^{\frac{1}{2}} \|\nabla e\|_{0,\partial\Omega}. \quad (32)$$

Finally, let us consider the last term of (23): using the Hölder inequality and the discrete Cauchy-Schwarz inequality, then

$$\sum_{K \in \mathcal{Q}_{cut}} \int_{\gamma_K} j_K(e_0 - e_{0h}) \, ds \leq \sum_{K \in \mathcal{Q}_{cut}} \|j_K\|_{0,\gamma_K} \|e_0 - e_{0h}\|_{0,\gamma_K} \lesssim \left( \sum_{K \in \mathcal{Q}_{cut}} h_K \|j_K\|^2_{0,\gamma_K} \right)^{\frac{1}{2}} \left( \sum_{K \in \mathcal{Q}_{cut}} h_K^{-1} \|e_0 - e_{0h}\|^2_{0,\gamma_K} \right)^{\frac{1}{2}}. \quad (33)$$

Moreover, by the local scaled trace inequality (14), by properties (15) and (16) of the Scott-Zhang-type operator, and by the continuous extension property (22),

$$\sum_{K \in \mathcal{Q}_{cut}} h^{-1}_K \|e_0 - e_{0h}\|^2_{0,\gamma_K} \lesssim \sum_{K \in \mathcal{Q}_{cut}} (h^{-2}_K \|e_0 - e_{0h}\|^2_{0,K} + \|\nabla(e_0 - e_{0h})\|^2_{0,K}) \lesssim \|\nabla e_0\|^2_{0,\partial\Omega_0} \lesssim \|\nabla e\|^2_{0,\Omega}. \quad (34)$$

Therefore, inserting (34) in (33), we obtain

$$\sum_{K \in \mathcal{Q}_{cut}} \int_{\gamma_K} j_K(e_0 - e_{0h}) \, ds \lesssim \left( \sum_{K \in \mathcal{Q}_{cut}} h_K \|j_K\|^2_{0,\gamma_K} \right)^{\frac{1}{2}} \|\nabla e\|_{0,\Omega}. \quad (35)$$

To conclude, we combine (23), (27), (32) and (35) and we divide by $\|\nabla e\|_{0,\Omega}$ on both sides.

\[ \square \]

**Remark 5.4** If problem (7) is discretized using the THB-spline basis counterpart of the HB-spline basis defined in (5), then Theorem 5.3 is still valid under the same hypothesis. The interested reader is referred to [21,35] for more details about THB-splines. In particular, whether HB-splines or THB-splines are used, the mesh $\mathcal{Q}$ only needs to be $\mathcal{T}$-admissible (constraint coming from the study of THB-splines, see Definition 3.1), which is a weaker assumption than the $H$-admissibility defined for example in [18, Section 4.1.3] (which is similarly coming from the study of HB-splines, see [44]). Indeed, in the proof of Theorem 5.3, the $\mathcal{T}$-admissibility is only needed to ensure properties (15) and (16) of the Scott-Zhang-type operator $I_h : H^{1}_{0,\Gamma_D}(\Omega_0) \to V^0_h(\Omega_0)$. The construction of such an operator depends on the discrete space $V^0_h(\Omega_0)$ but not on the choice of basis for $V^0_h(\Omega_0)$, so it does not depend on whether one considers an HB-spline basis or its truncated counterpart. However, the sparsity and the conditioning of the matrices involved in the computation depend on this choice.
Remark 5.5 The proof of Theorem 5.3 can be readily extended to the setting of $C^0$-continuous trimmed (T)HB-spline basis functions through the introduction of appropriate jump terms, as the proof only relies on discretization-independent trace inequalities and on the existence of a Scott-Zhang-type interpolation operator with properties (15) and (16).

Remark 5.6 Similar arguments could be used to extend the proof of Theorem 5.3 to the more general case in which Dirichlet boundary conditions are also applied along the trimming boundary $\Gamma_t$. Indeed, in this case, Dirichlet boundary conditions need to be enforced weakly, using for instance Nitsche’s method, but then the discrete problem needs to be stabilized, following for instance [15–17,45]. However, some work remains to be done because special care must to be given to the extra terms coming from the stabilized Nitsche’s method, as they contain integrals over the trimmed Dirichlet boundary.

Remark 5.7 Theorem 5.3 states the reliability of the proposed error estimator but it does not state its efficiency, as the efficiency proof presents some further challenges. For instance, classical efficiency proofs on non-trimmed domains (see, e.g., [37, 46, 47]) make use of cut-off polynomial functions to localize the error in one element or in a patch of elements. Then, inverse inequalities are used to bound each estimator’s residual contribution by a local error term. However, polynomial cut-off functions, sometimes also called bubble functions, cannot be defined in the (non-necessarily polygonal) active part of a trimmed element. Another path one could take is to extend each trimmed element residual to the full non-trimmed element, by considering the natural polynomial extension of the discrete solution and an $L^2$-extension of the source and Neumann boundary functions. Then, one could perform the same standard steps of the efficiency proof by considering cut-off functions in the non-trimmed elements. But in this case, the wrong element scalings would be obtained if $|K \cap \Omega| \ll |K|$ for an element $K \in \mathcal{Q}_{\text{cut}}$.

6 An $h$-refinement adaptive strategy on trimmed geometries

Closely following the framework of adaptive finite elements found in [47] for elliptic partial differential equations, and [23] in the context of hierarchical trimmed geometries, we recall the four main building blocks of adaptivity, composing one iteration of the iterative process:

\[
\begin{array}{cccc}
\text{SOLVE} & \text{ESTIMATE} & \text{MARK} & \text{REFINE} \\
\end{array}
\]

The first two modules, SOLVE and ESTIMATE, have been elaborated in Sections 4 and 5, respectively. That is, we approximate the exact solution $u$ of problem (6) using the Galerkin method with finite basis $\mathcal{H}_{\Omega}$, which is the HB-spline basis defined on a $\mathcal{T}$-admissible mesh $\mathcal{Q}$, in the trimmed geometry $\Omega$, as introduced in (8). We obtain the discrete solution $u_h$ solving problem (9). Then, we can estimate the energy error $\|\nabla (u - u_h)\|_{0,\Omega}$ thanks to the estimator $\varepsilon(u_h)$ defined in (12), using Theorem 5.3.

Remark that $\varepsilon(u_h)$ is naturally decomposed into local element contributions as follows. If we let

$$
\mathcal{F}^K_N := \{ F \in \mathcal{F}_N : (F \cap \Gamma_N) \subset \partial(K \cap \Omega) \},
$$

then the estimator rewrites as

$$
\varepsilon(u_h) := \left[ \sum_{K \in \mathcal{Q}} \varepsilon_K(u_h)^2 \right]^{\frac{1}{2}},
$$
where for all \( K \in \mathcal{Q} \),

\[
\delta_K(u_h)^2 := \begin{cases} 
\delta_K^2 \| f + \Delta u_h \|^2_{0,K} + \sum_{F \in \mathcal{F}_N^K} \delta_F^2 \left\| g_N - \frac{\partial u_h}{\partial n} \right\|^2_{0,F \cap \Gamma_N}, & \forall K \in \mathcal{Q}_{\text{act}} \\
0 & \text{else},
\end{cases}
\]

and \( \delta_K \) and \( \delta_F \) are defined in (10).

Therefore, the module MARK selects a set of elements \( M \subset \mathcal{Q} \) according to some marking strategy such as the Dörfler marking, see [48], i.e., given a fixed parameter \( \theta \in (0, 1] \), the set of marked elements \( M \) satisfies

\[
\left[ \sum_{K \in M} \delta_K(u_h)^2 \right]^\frac{1}{2} \geq \theta \mathcal{E}(u_h). 
\]

This strategy guarantees that the elements in \( M \) give a substantial contribution to the total error estimator \( \mathcal{E}(u_h) \). Since for all \( K \in \mathcal{Q} \) such that \( K \cap \Omega = \emptyset \), \( \delta_K(u_h) = 0 \), then the elements outside of the trimmed domain will never be marked. But from the algorithmic point of view, to guarantee that a basis function \( B \in \mathcal{H}_\Omega \) is deactivated when all the elements in \( \text{supp} (B) \cap \Omega \) are marked for refinement, then we also need to enlarge \( M \) with the so-called ghost elements, see [23]. That is, when a trimmed element \( K \) is marked for refinement, we add all the elements in

\[
\{ K' \in \mathcal{Q} : K' \cap \Omega = \emptyset, \text{lev}(K') = \text{lev}(K) \text{ and } \exists B \in \mathcal{H} \text{ such that } K \cup K' \subset \text{supp} (B) \}
\]
to the set \( M \). Note that this is only needed for algorithmic reasons, while it does not change the active refined basis determined by the marking strategy.

Finally, based on the set \( M \) of marked elements, the hierarchical mesh \( \mathcal{Q} \) is refined so that its class of \( \mathcal{T} \)-admissibility and its properties are preserved, that is, so that the refined mesh satisfies assumptions (A1) and (A2). Since trimming does not influence the admissibility property of the mesh defined on \( \Omega_0 \) but only the marking, then the REFINE module is the same as in the non-trimmed case developed in [37]. For completeness, we summarize the procedure in Algorithms 1 and 2, using the notion of hierarchical element neighborhood \( \mathcal{N}(\mathcal{Q}, K, \mu) \) with respect to the admissibility class \( \mu \), introduced in Section 3.2.

Algorithm 1

\[
\mathcal{Q} = \text{REFINE}(\mathcal{Q}, M, \mu)
\]

1: for all \( K \in \mathcal{Q} \cap M \) do
2: \( \mathcal{Q} = \text{REFINE}_{\text{RECURSIVE}}(\mathcal{Q}, K, \mu) \)
3: end for
4: return \( \mathcal{Q} \)

Algorithm 2

\[
\mathcal{Q} = \text{REFINE}_{\text{RECURSIVE}}(\mathcal{Q}, K, \mu)
\]

1: for all \( K' \in \mathcal{N}(\mathcal{Q}, K, \mu) \) do
2: \( \mathcal{Q} = \text{REFINE}_{\text{RECURSIVE}}(\mathcal{Q}, K', \mu) \)
3: end for
4: if \( K \) has not yet been subdivided then
5: Subdivide \( K \) and update \( \mathcal{Q} \) by replacing \( K \) with its children
6: end if
7: return \( \mathcal{Q} \)

7 Numerical experiments

In this last section, we present a few numerical examples to illustrate the validity of the proposed error estimator. All the presented numerical experiments have been implemented in GeoPDEs [49], an open-source and free Octave/Matlab package for the resolution of partial differential equations specifically designed for isogeometric analysis. Moreover, an in-house tool presented in [11] has been used for the geometric description.
and the local meshing process required for the integration of trimmed geometries. All considered meshes are built and refined to be and remain $T$-admissible of class $\mu = p$ as defined in Definition 3.1, where $p$ is the degree of the B-splines considered in each experiment.

### 7.1 Adaptive mesh refinement on a regular solution

As a first numerical experiment, we choose a regular problem defined in the unit square $\Omega_0 = (0, 1)^2$ trimmed by two disks $D_1$ and $D_2$ of radius 0.1 centered in $(0.25, 0.25)$ and $(0.75, 0.75)$, respectively. That is, the trimmed geometry $\Omega = (0, 1)^2 \setminus (D_1 \cup D_2)$ is as illustrated in Figure 2a. We choose the data $f$, $g_D$ and $g_N$ such that the exact solution of Laplace problem (6) is $u(x, y) = \sin(3\pi x) + \cos(5\pi y)$, with $\Gamma_D := (0, 1) \times \{0\}$ and $\Gamma_N := \partial\Omega \setminus \Gamma_D$.

At the first iteration of the adaptive process presented in Section 6, the non-trimmed geometry $\Omega_0$ is meshed with four elements in each direction, as represented in Figure 2a. At each iteration, the differential problem is discretized using the Galerkin method with HB-splines of degree 2 on the trimmed mesh, as explained in Section 4.2, and the numerical solution $u_h$ of (9) is obtained. The energy error $\|\nabla (u - u_h)\|_{0, \Omega}$ and the estimator (12) are computed. The latter is then used to drive the mesh refinement strategy described in Algorithm 1 for which the elements to refine are determined using the Dörfler marking strategy (36) with parameter $\theta = 0.8$. The iterative process is then stopped whenever the number of degrees of freedom of the HB-spline space exceeds $10^4$.

The results are presented in Figure 2b and validate the theory presented in Section 5. Indeed, we can observe that the estimator follows the behavior of the energy error, both of them having the same convergence rate of $O \left( N_{\text{dof}}^{-\frac{2}{3}} \right) = O \left( N_{\text{dof}}^{-1} \right)$. The effectivity index is nearly equal to 10, that is, it is very similar to the effectivity index observed in the case of a residual estimator on non-trimmed geometries, see e.g., [18].

### 7.2 Independence from the size of the active parts of the trimmed elements: regular solution

The aim of this second numerical experiment is to verify that the effectivity index defined by

$$\eta := \frac{\mathcal{E}(u_h)}{\|\nabla (u - u_h)\|_{0, \Omega}}$$
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Figure 3: Trimmed pentagon geometry and convergence of the energy error and estimator with respect to the number of degrees of freedom.

(a) Trimmed domain Ω, original mesh (in gray), and highlighted cut elements with active part of measure ≃ ε².
(b) Final active mesh obtained with adaptive mesh refinement.
(c) Convergence of the error and of the estimator under uniform mesh refinement.
(d) Convergence of the error and of the estimator under adaptive mesh refinement.

is independent of the measure of the active part of the trimmed elements, that is, of the measure of $K \cap \Omega$ for every $K \in Q$. To verify this, let Ω be the pentagon obtained by trimming the unit square $\Omega_0 := (0, 1)^2$ by the straight line passing through the points (0, 0.25) and (0.75, 1), as represented in Figure 3a. We choose the data $f$, $g_D$ and $g_N$ such that the exact solution of Laplace problem (6) is $u(x, y) = \arctan(15(x - y + 0.25))$, with $\Gamma_D := ((0, 1) \times \{0\}) \cup \{(1) \times (0, 1)\}$ and $\Gamma_N := \partial \Omega \setminus \Gamma_D$.

At the first iteration of the adaptive process, the non-trimmed geometry $\Omega_0$ is meshed with four elements in each direction such that the internal knot lines are the lines defined by $x = \frac{k}{4} + \varepsilon$ and $y = \frac{k}{4} - \varepsilon$ for $k = 1, 2, 3$ and $\varepsilon > 0$ small. In this way, the trimmed mesh has elements whose triangular active part are of measure proportional to $\varepsilon^2$, as shown in Figure 3a. We solve Galerkin problem (9) with HB-splines of degree 3 in each direction, with $\varepsilon = 10^{-q}$ for $q = 5, 6, 7$, and we denote $u_h^\varepsilon$ the obtained discrete solution. Note that the dependence on $\varepsilon$ is only on the mesh and not on the geometry $\Omega$ itself. Both uniform refinement and the adaptive refinement described in Section 6 with $\theta = 0.9$ are performed. The algorithm stops when the number of degrees of freedom of the HB-spline space exceeds $10^4$. The results are given in Figure 3c and 3d, respectively, and the final mesh obtained by adaptive refinement is represented in Figure 3b.

As in the first example, we can see that under both uniform and adaptive refinement, the estimator follows well the behavior of the energy error in the trimmed geometry, both of them having a convergence
rate of $O\left(\frac{N_{\text{dof}}}{\varepsilon^2}\right) = O\left(\frac{N_{\text{dof}}}{\varepsilon^3}\right)$. Moreover, the presented results confirm the fact that the effectivity index is independent of $\varepsilon$, that is, it is independent of the measure of the active part of the trimmed elements. Indeed, for the different chosen values of $\varepsilon$, the curves representing the estimator are almost superposed, and this is also the case for the curves representing the numerical error. At the first iteration, where $\varepsilon \ll h$, the effectivity index is equal to 11.9 in all cases. Once the asymptotic regime is attained, the effectivity index is equal to 11.0 when uniform refinement is performed, while it is equal to 7.3 when adaptive refinement is performed, and this is true for every value of $\varepsilon$.

### 7.3 Independence from the size of the active parts of the trimmed elements: singular solution

To perform a more severe test with respect to the previous one, let us consider a problem whose solution presents a corner singularity, on a trimmed geometry with small active trimmed elements around that corner. To do so, let us consider the L-shaped domain $\Omega$ obtained by trimming the square $(0.5, 1) \times (0, 0.5)$ from the unit square $(0, 1)^2$, as illustrated in Figure 4a. We choose the data $f$, $g_D$ and $g_N$ such that the exact solution of Laplace problem (6) is $u(r, \varphi) = r^2 \sin \left(\frac{2\varphi}{3}\right)$ in the polar coordinate system $(e_r, e_\varphi)$ centered in $(0.5, 0.5)$, as represented in Figure 4a, with $\Gamma_D := ((0, 1) \times \{1\}) \cup \{(0) \times (0, 1)\}$ and $\Gamma_N := \partial \Omega \setminus \Gamma_D$.

At the first iteration of the adaptive process, the non-trimmed geometry $\Omega_0$ is meshed with 4 elements in each direction such that the internal knot lines are the lines defined by $x = \frac{k}{4} - \varepsilon$ and $y = \frac{k}{4} + \varepsilon$ for $k = 1, 2, 3$ and $\varepsilon > 0$ small. In this way, the active part of the trimmed mesh elements are very thin and of measure proportional to $\varepsilon h$, as shown in Figure 4a. We solve Galerkin problem (9) with HB-splines of...
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asymptotic regime is attained, and it is still independent of $\varepsilon$. The adaptive strategy exhibits a substantial increase in accuracy with respect to the number of degrees of freedom, in comparison with the uniform refinement strategy.

Therefore, this test validates the theory presented in Section 5, and in particular, it validates the fact that the estimator is independent of the type of cut from which the trimmed geometry is obtained.

7.4 Singular solution in a mapped trimmed domain

In this last numerical experiment, we consider the geometry $\Omega_F$ obtained from the geometry $\Omega$ of the previous example, mapped with an isogeometric mapping $F$ (see Section 3.2). This numerical test was presented in [36]. More precisely and as represented in Figure 4c, $F(\Omega_0)$ is the surface ruled between the arcs centered in $(2,0)$ of radius 3 and 1 whose angle spans between $\frac{7\pi}{8}$ and $\frac{9\pi}{8}$. The curve that trims $F(\Omega_0)$ to obtain $\Omega_F$ is the image of the trimming curve defining $\Omega$ in the parametric domain, that is, it is the line $((0,1) \times \{0\}) \cup C$, with $C$ being the arc centered in $(2,0)$ of radius 2 whose angle spans between $\pi$ and $\frac{9\pi}{8}$. Therefore, $\Omega_F$ presents a re-entrant corner of angle $\frac{\pi}{2}$ in $(0,0)$. We choose the data $f$, $g_D$ and $g_N$ such that the exact solution of Laplace problem (6) is $u(r, \varphi) = r^2 \sin\left(\frac{2\varphi}{3}\right)$ in the polar coordinate system $(\mathbf{e}_r, \mathbf{e}_\varphi)$ centered in $(0,0)$, as represented in Figure 4c, with $\Gamma_D := F((0,1) \times \{1\}) \cup F(\{(0) \times (0,1))$ and $\Gamma_N := \partial \Omega \setminus \Gamma_D$.

At the first iteration of the adaptive process, the considered mesh is the same as in the previous parametric L-shaped example, so that the active part of the trimmed mesh elements are very thin and of measure proportional to $\varepsilon h$. We solve Galerkin problem (9) with HB-splines of degree 3 in each direction, with $\varepsilon = 10^{-9}$ for $q = 5, 6, 7$, and we denote $u_h^N$ the obtained discrete solution. Again, note that the dependence on $\varepsilon$ is only on the mesh and not on the geometry $\Omega$ itself. As in the previous numerical experiment, both uniform refinement and the adaptive refinement described in Section 6 with $\theta = 0.9$ are performed, and the algorithm stops when the number of degrees of freedom of the HB-spline space exceeds $10^4$ or when the number of hierarchical levels exceeds 12. The results are given in Figure 5c and 5d, respectively.

As expected, the results are very similar to the ones of the previous experiment. Indeed, under both uniform and adaptive refinement, the estimator follows well the behavior of the energy error in the trimmed mapped geometry, and no dependence on $\varepsilon$ is observed. Moreover, the considered differential problem presenting a corner singularity in $(0,0)$, as previously, one expects a convergence rate of $O\left(N_{\text{dof}}^{-\frac{2}{3}}\right)$ for uniform refinement, while one expects to recover the optimal asymptotic convergence rate of $O\left(N_{\text{dof}}^{-\frac{3}{2}}\right) = O\left(N_{\text{dof}}^{-\frac{3}{2}}\right)$ for adaptive refinement. This is indeed the case for the uniform refinement, and a small effectivity index nearly equal to 4.1 and independent of $\varepsilon$ is obtained. However, a faster convergence than the expected one is observed for the adaptive refinement, both for the error and the estimator; this is a common behavior when the asymptotic regime is not reached yet. Also in this case, a small effectivity index is obtained, being nearly equal to 2.3 and independent of $\varepsilon$.

8 Conclusions

We have introduced a novel residual a posteriori estimator of the energy error coming from the numerical approximation of the Poisson problem on a trimmed geometry of arbitrary dimension, using hierarchical B-spline based isogeometric analysis. We have demonstrated its reliability independently of the trimming boundary, and we have tested it on an extensive set of numerical experiments: in all of them, we have observed that the proposed estimator acts as an excellent approximation of the true error. We have numerically verified that the effectivity index of the estimator is also independent of the type of cut, and in particular, it is independent of the measure of the active part of the trimmed elements.

Moreover, the proposed estimator being naturally decomposed into local element contributions, we have introduced an adaptive mesh refinement strategy on trimmed geometries, driven by this estimator. This
method strongly relies on the adaptive strategies introduced for non-trimmed geometries, that also require an admissibility assumption of the underlying mesh. We have performed different numerical experiments which exhibit both smooth and singular solutions, where optimal asymptotic rates of convergence are recovered. Compared to uniform refinement, the adaptive strategy exhibits a substantial increase in accuracy with respect to the number of degrees of freedom, as it has already been observed in the literature for non-trimmed geometries.

A Appendix

Appendix A.1 For all \( q \in [2, \infty) \) and all \( v \in H^1(0, 2\pi) \),

\[
\|v\|_{L^q((0,2\pi)^2)} \leq c \sqrt{q} \|v\|_{L^1((0,2\pi)^2)},
\]

where \( c \) is a constant independent from \( q \).

Proof. See [50, Lemma 5.1].

Appendix A.2 For all \( q \in [2, \infty) \) and all \( v \in H^1((0, 2\pi)^2) \),

\[
\|v\|_{L^q((0,2\pi)^2)} \leq c \sqrt{q} \|v\|_{L^1((0,2\pi)^2)},
\]

where \( c \) is a constant independent from \( q \).

Proof. The proof follows [50, Lemma 5.1], but in the two-dimensional case. In order to use the Fourier decomposition, consider the Hilbert basis of \( L^2((0, 2\pi)^2) \) defined by \( \varphi_k(x) := \varphi_{k_1}(x_1)\varphi_{k_2}(x_2) \) for all \( k = (k_1, k_2) \in \mathbb{N}^2, \ x = (x_1, x_2) \in (0, 2\pi)^2 \), where for \( i = 1, 2 \), \( \varphi_i(x_i) = \frac{1}{\sqrt{\pi}} \cos(kx_i) \), \( k \in \mathbb{N} \setminus \{0\} \).

Let \( v \in H^1((0,2\pi)^2) \) be decomposed as \( v = \sum_{k \in \mathbb{N}^2} v_k \varphi_k \). Then

\[
\|v\|_{L^1((0,2\pi)^2)} = \left[ \sum_{k \in \mathbb{N}^2} (1 + k_1^2 + k_2^2) v_k^2 \right]^{\frac{1}{2}}.
\]  

(37)

Now, for every \( q \in [2, \infty) \), let \( q' \in (1, 2] \) such that \( \frac{1}{q} + \frac{1}{q'} = 1 \). Then by the Hausdorff-Young inequality, there exists a constant \( C \) independent from \( q \) such that

\[
\|v\|_{L^q((0,2\pi)^2)} \leq C \left( \sum_{k \in \mathbb{N}^2} |v_k|^{q'} \right)^{\frac{1}{q'}}
= C \left( \sum_{k \in \mathbb{N}^2} (1 + k_1^2 + k_2^2)^{\frac{q'}{2}} (1 + k_1^2 + k_2^2)^{\frac{q'}{2}} |v_k|^{q'} \right)^{\frac{1}{q'}}.
\]

Thus if we let \( r \in (2, \infty) \) such that \( \frac{1}{r} + \frac{q'}{2} = 1 \), by Hölder inequality and using (37),

\[
\|v\|_{L^q((0,2\pi)^2)} \leq C \left[ \sum_{k \in \mathbb{N}^2} (1 + k_1^2 + k_2^2)^{-\frac{q'}{2}} \right]^\frac{1}{q'} \left[ \sum_{k \in \mathbb{N}^2} (1 + k_1^2 + k_2^2) v_k^2 \right]^\frac{1}{2}
= C \left[ \sum_{k \in \mathbb{N}^2} (1 + k_1^2 + k_2^2)^{-\frac{q}{2r}} \right]^\frac{q}{2r} \|v\|_{L^1((0,2\pi)^2)}.
\]

One can conclude the proof by observing that the Riemann serial is bounded by \( \sqrt{q} \).
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