Abstract
This is a tutorial and survey paper on the Johnson-Lindenstrauss (JL) lemma and linear and nonlinear random projections. We start with linear random projection and then justify its correctness by JL lemma and its proof. Then, sparse random projections with $\ell_1$ norm and interpolation norm are introduced. Two main applications of random projection, which are low-rank matrix approximation and approximate nearest neighbor search by random projection onto hypercube, are explained. Random Fourier Features (RFF) and Random Kitchen Sinks (RKS) are explained as methods for nonlinear random projection. Some other methods for nonlinear random projection, including extreme learning machine, randomly weighted neural networks, and ensemble of random projections, are also introduced.
linear random projection followed by a nonlinear function. Random Fourier Features (RFF) (Rahimi & Recht, 2007) and Random Kitchen Sinks (RKS) (Rahimi & Recht, 2008b,a) are two initial works on nonlinear random projection. Some other methods have also been proposed for nonlinear random projection. They are Extreme Learning Machine (ELM) (Huang et al., 2006b; 2011b; Tang et al., 2015), randomly weighted neural network (Jarrett et al., 2009), and ensemble random projections (Schclar & Rokach, 2009; Cannings & Samworth, 2015; Karimi et al., 2017).

This is a tutorial and survey paper on linear and nonlinear random projection. The remainder of this paper is organized as follows. We introduce linear projection and linear random projection in Section 2. The JL lemma and its proof are provided in Section 3. Then, sparse random projection by \( r \) norm is introduced in Section 4. Applications of linear random projection, including low-rank matrix approximation and approximate nearest neighbor search, are explained in Section 5. Section 6 introduce the theory of linear random projection, including low-rank matrix approximation. Some other methods have also been proposed for nonlinear random projection, including Extreme Learning Machine (ELM) (Huang et al., 2006b; 2011b; Tang et al., 2007) and Random Kitchen Sinks (RKS) (Rahimi & Recht, 2008). Finally, Section 8 concludes the paper.

**Required Background for the Reader**

This paper assumes that the reader has general knowledge of calculus, probability, linear algebra, and basics of optimization.

**2. Linear Random Projection**

2.1. Linear Projection

2.1.1. Projection Formulation

Assume we have a data point \( \mathbf{x} \in \mathbb{R}^d \). We want to project this data point onto the vector space spanned by \( p \) vectors \( \{ \mathbf{u}_1, \ldots, \mathbf{u}_p \} \) where each vector is \( d \)-dimensional and usually \( p \ll d \). We stack these vectors column-wise in matrix \( \mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_p] \in \mathbb{R}^{d \times p} \). In other words, we want to project \( \mathbf{x} \) onto the column space of \( \mathbf{U} \), denoted by \( \text{Col}(\mathbf{U}) \).

The projection of \( \mathbf{x} \in \mathbb{R}^d \) onto \( \text{Col}(\mathbf{U}) \in \mathbb{R}^p \) and then its representation in the \( \mathbb{R}^d \) (its reconstruction) can be seen as a linear system of equations:

\[
\mathbb{R}^d \ni \mathbf{x} := \mathbf{U} \beta, \quad (1)
\]

where we should find the unknown coefficients \( \beta \in \mathbb{R}^p \).

If the \( \mathbf{x} \) lies in the \( \text{Col}(\mathbf{U}) \) or \( \text{span}\{ \mathbf{u}_1, \ldots, \mathbf{u}_p \} \), this linear system has exact solution, so \( \hat{\mathbf{x}} = \mathbf{x} = \mathbf{U} \beta \). However, if \( \mathbf{x} \) does not lie in this space, there is no any solution \( \beta \) for \( \mathbf{x} = \mathbf{U} \beta \) and we should solve for projection of \( \mathbf{x} \) onto \( \text{Col}(\mathbf{U}) \) or \( \text{span}\{ \mathbf{u}_1, \ldots, \mathbf{u}_p \} \) and then its reconstruction. In other words, we should solve for Eq. (1). In this case, \( \hat{\mathbf{x}} \) and \( \mathbf{x} \) are different and we have a residual:

\[
r = \mathbf{x} - \hat{\mathbf{x}} = \mathbf{x} - \mathbf{U} \beta, \quad (2)
\]

which we want to be small. As can be seen in Fig. 1, the smallest residual vector is orthogonal to \( \text{Col}(\mathbf{U}) \); therefore:

\[
x - \mathbf{U} \beta \perp \mathbf{U} \quad \Rightarrow \quad \mathbf{U}^\top (\mathbf{x} - \mathbf{U} \beta) = 0, \quad \Rightarrow \quad \beta = (\mathbf{U}^\top \mathbf{U})^{-1} \mathbf{U}^\top \mathbf{x}. \quad (3)
\]

It is noteworthy that the Eq. (3) is also the formula of coefficients in linear regression where the input data are the rows of \( \mathbf{U} \) and the labels are \( \mathbf{x} \); however, our goal here is different.

Plugging Eq. (3) in Eq. (1) gives us:

\[
\hat{\mathbf{x}} = \mathbf{U} (\mathbf{U}^\top \mathbf{U})^{-1} \mathbf{U}^\top \mathbf{x}.
\]

We define:

\[
\mathbb{R}^{d \times d} \ni \Pi := \mathbf{U} (\mathbf{U}^\top \mathbf{U})^{-1} \mathbf{U}^\top, \quad (4)
\]

as “projection matrix” because it projects \( \mathbf{x} \) onto \( \text{Col}(\mathbf{U}) \) (and reconstructs back). Note that \( \Pi \) is also referred to as the “hat matrix” in the literature because it puts a hat on top of \( \mathbf{x} \).

If the vectors \( \{ \mathbf{u}_1, \ldots, \mathbf{u}_p \} \) are orthonormal (the matrix \( \mathbf{U} \) is orthogonal), we have \( \mathbf{U}^\top = \mathbf{U}^{-1} \) and thus \( \mathbf{U}^\top \mathbf{U} = \mathbf{I} \). Therefore, Eq. (4) is simplified:

\[
\Pi = \mathbf{U} \mathbf{U}^\top. \quad (5)
\]

So, we have:

\[
\hat{\mathbf{x}} = \Pi \mathbf{x} = \mathbf{U} \mathbf{U}^\top \mathbf{x}. \quad (6)
\]

2.1.2. Projection onto a Subspace

In subspace learning, the projection of a vector \( \mathbf{x} \in \mathbb{R}^d \) onto the column space of \( \mathbf{U} \in \mathbb{R}^{d \times p} \) (a \( p \)-dimensional subspace spanned by \( \{ \mathbf{u}_j \}_{j=1}^p \) where \( \mathbf{u}_j \in \mathbb{R}^d \)) is defined as:

\[
\mathbb{R}^p \ni \hat{\mathbf{x}} := \mathbf{U}^\top \mathbf{x}, \quad (7)
\]

\[
\mathbb{R}^d \ni \hat{\mathbf{x}} := \mathbf{U} \mathbf{U}^\top \mathbf{x} = \mathbf{U} \hat{\mathbf{x}}, \quad (8)
\]
where \( \tilde{x} \) and \( \bar{x} \) denote the projection and reconstruction of \( x \), respectively.

If we have \( n \) data points, \( \{x_i\}_{i=1}^n \), which can be stored column-wise in a matrix \( X \in \mathbb{R}^{d \times n} \), the projection and reconstruction of \( X \) are defined as:

\[
\mathbb{R}^{P \times n} \ni \tilde{X} := U^T X, \tag{9}
\]
\[
\mathbb{R}^{d \times n} \ni \bar{X} := U U^T X = U \tilde{X}, \tag{10}
\]

respectively.

If we have an out-of-sample data point \( x_i \) which was not used in calculation of \( U \), the projection and reconstruction of it are defined as:

\[
\mathbb{R}^p \ni \tilde{x}_i := U^T x_i, \tag{11}
\]
\[
\mathbb{R}^d \ni \bar{x}_i := U U^T x_i = U \tilde{x}_i, \tag{12}
\]

respectively.

In case we have \( n_t \) out-of-sample data points, \( \{x_{i,t}\}_{i=1}^{n_t} \), which can be stored column-wise in a matrix \( X_t \in \mathbb{R}^{d \times n_t} \), the projection and reconstruction of \( X_t \) are defined as:

\[
\mathbb{R}^{p \times n_t} \ni \tilde{X}_t := U^T X_t, \tag{13}
\]
\[
\mathbb{R}^{d \times n_t} \ni \bar{X}_t := U U^T X_t = U \tilde{X}_t, \tag{14}
\]

respectively.

For the properties of the projection matrix \( U \), refer to (Ghojog & Crowley, 2019b).

### 2.2. Linear Random Projection

Linear random projection is projection of data points onto the column space of a projection matrix where the elements of projection matrix are i.i.d. random variables sampled from a distribution with zero mean and (possibly scaled) unit variance. In other words, random projection is a function \( f : \mathbb{R}^d \to \mathbb{R}^p, f : x \mapsto U^T x \):

\[
\mathbb{R}^p \ni f(x) := U^T x = \sum_{i=1}^p u_i^T x = \sum_{j=1}^d \sum_{i=1}^p u_{j,i} x_j, \tag{15}
\]

where \( U = [u_1, \ldots, u_p] \in \mathbb{R}^{d \times p} \) is the random projection matrix, \( u_{j,i} \) is the \((j,i)\)-th element of \( U \), and \( x_j \) is the \( j\)-th element of \( x \in \mathbb{R}^d \). The elements of \( U \) are sampled from a distribution with zero mean and (possibly scaled) unit variance. For example, we can use the Gaussian distribution \( u_{j,i} \sim \mathcal{N}(0, 1) \forall j, i \). Some example distributions to use for random projection are Gaussian (Giryes et al., 2016) and Cauchy (Li et al., 2007; Ramirez et al., 2012) distributions.

It is noteworthy that, in some papers, the projection is normalized:

\[
f : x \mapsto \frac{1}{\sqrt{p}} U^T x. \tag{16}
\]

If we have a dataset of \( d \)-dimensional points with sample size \( n \), we can stack the points in \( X := [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n} \). Eq. (15) or (16) is stated as:

\[
\mathbb{R}^{p \times n} \ni f(X) := U^T X \quad \text{or} \quad \frac{1}{\sqrt{p}} U^T X. \tag{17}
\]

In contrast to other linear dimensionality reduction methods which learn the projection matrix using training dataset for better data representation of class discrimination, random projection does not learn the projection matrix but randomly samples it independent of data. Surprisingly, projection of data onto the column space of this random matrix works very well although the projection matrix is completely random and independent of data. The JL lemma (Johnson & Lindenstrauss, 1984) justifies why random projection works. In the following, we introduce this lemma and its proof.

### 3. The Johnson-Lindenstrauss Lemma

**Theorem 1** (Johnson-Lindenstrauss Lemma (Johnson & Lindenstrauss, 1984)). For any set \( X := \{x_i \in \mathbb{R}^d\}_{i=1}^n \), any integer \( n \) as the sample size, and any \( 0 < \epsilon < 1 \) as error tolerance, let \( p \) be a positive integer satisfying:

\[
p \geq \Omega\left(\frac{\ln(n)}{\epsilon^2 - \epsilon^3}\right), \tag{18}
\]

where \( \ln(.) \) is the natural logarithm and \( \Omega(.) \) is the lower bound complexity [n.b. some works state Eq. (18) as:

\[
p \geq \Omega(\epsilon^{-2} \ln(n)). \tag{19}
\]

by ignoring \( \epsilon^3 \) against \( \epsilon^2 \) in the denominator because \( \epsilon \in (0, 1) \). There exists a linear map \( f : \mathbb{R}^d \to \mathbb{R}^p, f : x \mapsto U^T x \), with projection matrix \( U = [u_1, \ldots, u_p] \in \mathbb{R}^{d \times p} \), such that we have:

\[
(1 - \epsilon)\|x_i - x_j\|_2^2 \leq \|f(x_i) - f(x_j)\|_2^2 \leq (1 + \epsilon)\|x_i - x_j\|_2^2, \tag{20}
\]

for all \( x_i, x_j \in X \), with probability of success as:

\[
\mathbb{P}\left((1 - \epsilon)\|x_i - x_j\|_2^2 \leq \|f(x_i) - f(x_j)\|_2^2 \right. \\
\left. \leq (1 + \epsilon)\|x_i - x_j\|_2^2 \geq 1 - \delta \right. \tag{21}
\]

where \( \delta := 2e^{-(\epsilon^2 - \epsilon^3)(p/4)} \) and the elements of the projection matrix are i.i.d. random variables with mean zero and (scaled) unit variance. An example is \( u_{i,j} \sim \mathcal{N}(0, 1/p) = (1/\sqrt{p})\mathcal{N}(0, 1) \) where \( u_{i,j} \) denotes the \((i,j)\)-th element of \( U \).

**Proof.** The proof is based on (Karimi, 2018; Indyk & Motwani, 1998; Dasgupta & Gupta, 1999; 2003; Achlioptas,
The proof can be divided into three steps:

**Step 1 of proof:** In this step, we show that the random projection preserves local distances of points in expectation. Let \( x_i = [x_{i1}, \ldots, x_{id}]^T \in \mathbb{R}^d \). We have:

\[
E[\|f(x_i) - f(x_j)\|^2] = E[\|U^T x_i - U^T x_j\|^2]
\]

\[
= (a) E \left[ \sum_{t=1}^{p} (u_t^T x_i - u_t^T x_j)^2 \right]
\]

\[
= \sum_{t=1}^{p} E \left[ (u_t^T x_i)^2 + (u_t^T x_j)^2 \right] - 2 E \left[ (u_t^T x_i, u_t^T x_j) \right],
\]

where \((a)\) is because of definition of \( \ell_2 \) norm and \((b)\) is because expectation is a linear operator. We know \( u_{ij} \) has zero mean and unit variance. Let its unit variance be normalized as \( 1/p \). Then, the covariance of elements of projection matrix is:

\[
E[u_{kl}u_{lt}] = \delta_{kl} := \begin{cases} 0 & \text{if } i \neq j \smallskip \quad (23) \\ 1/p & \text{if } i = j, \end{cases}
\]

which is a normalized Kronecker delta. The first term in this expression is:

\[
E[(u_t^T x_i)^2] = E \left[ \left( \sum_{k=1}^{d} u_{tk} x_{ik} \right)^2 \right]
\]

\[
= E \left[ \sum_{k=1}^{d} \sum_{l=1}^{d} u_{tk} u_{tl} x_{ik} x_{il} \right] = \sum_{k=1}^{d} \sum_{l=1}^{d} E \left[ u_{tk} u_{tl} x_{ik} x_{il} \right],
\]

\[
(b) \sum_{k=1}^{d} \sum_{l=1}^{d} x_{ik} x_{il} E \left[ u_{tk} u_{tl} \right] = \sum_{k=1}^{d} \sum_{l=1}^{d} x_{ik} x_{il} \delta_{kl},
\]

\[
= \frac{1}{p} \sum_{k=1}^{d} x_{ik}^2 = \frac{\|x_i\|^2}{p},
\]

where \((a)\) is because of linearity of expectation and \((b)\) is because data are deterministic. Likewise, the second term of Eq. (22) is \( E[(u_t^T x_j)^2] = \|x_j\|^2/p \). The third term is:

\[
E[(u_t^T x_i, u_t^T x_j)] = E \left[ \left( \sum_{k=1}^{d} u_{tk} x_{ik} \right) \left( \sum_{l=1}^{d} u_{tl} x_{jl} \right) \right]
\]

\[
= \sum_{k=1}^{d} \sum_{l=1}^{d} u_{tk} u_{tl} x_{ik} x_{jl} = \sum_{k=1}^{d} \sum_{l=1}^{d} E[u_{tk} u_{tl} x_{ik} x_{jl}]
\]

\[
= \sum_{k=1}^{d} \sum_{l=1}^{d} x_{ik} x_{jl} E[u_{tk} u_{tl} \delta_{kl}]
\]

\[
= \frac{1}{p} \sum_{k=1}^{d} x_{ik} x_{jl} = \frac{x_i^T x_j}{p}.
\]

Therefore, Eq. (22) is simplified to:

\[
E[\|f(x_i) - f(x_j)\|^2] = \frac{1}{p} \sum_{i=1}^{d} \left( \|x_i\|^2 + \|x_j\|^2 - 2 \frac{x_i^T x_j}{p} \right)
\]

\[
= \frac{1}{p} \sum_{i=1}^{d} \left( \|x_i - x_j\|^2 - \|x_i - x_j\|^2 \right) = \|x_i - x_j\|^2 - \|x_i - x_j\|^2 \sum_{i=1}^{d} \frac{1}{p}
\]

\[
= \|x_i - x_j\|^2, \quad \forall i, j \in \{1, \ldots, n\}. \quad (24)
\]

This shows that this projection by random projection matrix preserves the local distances of data points in expectation.

**Step 2 of proof:** In this step, we show that the variance of local distance preservation is bounded and small for one pair of points. The probability of error in local distance preservation is:

\[
P(\|f(x_i) - f(x_j)\|^2 > (1 + \epsilon)\|x_i - x_j\|^2)
\]

\[
= P(\|U^T x_i - U^T x_j\|^2 > (1 + \epsilon)\|x_i - x_j\|^2)
\]

\[
= P(\|U^T (x_i - x_j)\|^2 > (1 + \epsilon)\|x_i - x_j\|^2).
\]

Let \( x_D := x_i - x_j \) so:

\[
P(\|U^T x_D\|^2 > (1 + \epsilon)\|x_D\|^2).
\]

We know that \( u_{ij} \sim \mathcal{N}(0, \mathbb{I}_d) \). So, the projected data are \( \mathbb{R}^p \ni y_D = U^T x_D \) and we have \( y_D \sim \mathcal{N}(0, \|x_D\|^2) = \mathcal{N}(0, (1/p)\|x_D\|^2) \) because of the quadratic characteristic of variance.

We define a matrix \( A = [a_{ij}] \in \mathbb{R}^{d \times p} \) where \( a_{ij} \sim \mathcal{N}(0, 1) \). Assume \( z_D = [z_1, \ldots, z_p]^T := \)
\[(\mathbf{A}^\top \mathbf{x}_D)/\|\mathbf{x}_D\|_2\|\text{. Hence:}
\]
\[
P\left(\left\| \frac{1}{\sqrt{p}} \mathbf{A}^\top \mathbf{x}_D \right\|_2^2 > (1 + \epsilon) \|\mathbf{x}_D\|_2^2\right)
= P\left(\left\| \mathbf{A}^\top \mathbf{x}_D \right\|_2^2 > (1 + \epsilon) \|\mathbf{x}_D\|_2^2\right)
= P\left(\frac{1}{\|\mathbf{x}_D\|_2^2} \|\mathbf{A}^\top \mathbf{x}_D\|_2^2 > (1 + \epsilon) p\right)
= P\left(\frac{1}{\|\mathbf{x}_D\|_2^2} \|\mathbf{A}^\top \mathbf{x}_D\|_2^2 > (1 + \epsilon) p\right)
\]
\[
\geq P\left(\sum_{i=1}^{n} z_i^2 > (1 + \epsilon) p\right) \geq P\left(\chi^2_p > (1 + \epsilon) p\right),
\]
where \((a)\) is because the sides are multiplied by \(p/\|\mathbf{x}_D\|_2^2\), \((b)\) is because of the definition of \(z_i\), and \((c)\) is because the summation of \(p\) squared standard normal distributions is the chi-squared distribution with \(p\) degrees of freedom, denoted by \(\chi^2_p\). We have:
\[
P\left(\chi^2_p > (1 + \epsilon) p\right) \geq P\left(e^{\chi^2_p} > e^{(1+\epsilon) p}\right)
\]
\[
\geq \frac{\left(1 - 2\lambda\right)^{-p/2}}{e^{\lambda(1+\epsilon)p}}
\]
\[
= (1 - 2\lambda)^{-p/2} \leq \left(\frac{\lambda}{\lambda(1+\epsilon)p}\right) = \frac{1 - 2\lambda}{\lambda(1+\epsilon)p}
\]
where \((a)\) is because of the Markov inequality \(\mathbb{E}(x) \geq a \mathbb{E}(x/a)\), and \((c)\) is because of the moment generating function of the chi-squared distribution \(x \sim \chi^2_p\) which is \(M_x(t) = \mathbb{E}[e^{xt}] = (1 - 2\lambda)^{-p/2}\). We want to minimize the probability of error. So, we minimize this error in Eq. (25) with respect to the parameter \(\lambda\):
\[
\frac{\partial}{\partial \lambda} \left(\frac{1 - 2\lambda}{\lambda(1+\epsilon)p}\right) = 0 \implies \lambda = \frac{\epsilon}{2(1+\epsilon)}
\]
Substituting this equation in Eq. (25) gives:
\[
P\left(\chi^2_p > (1 + \epsilon) p\right) = \frac{(1 + \epsilon)^{p/2}}{e^{\lambda(1+\epsilon)p}}
\]
\[
= \frac{(1 + \epsilon)^{p/2}}{e^{(1+\epsilon)p/2}} \leq \frac{(1 + \epsilon)^{e^{(1+\epsilon)p/2}}}{e^{(1+\epsilon)p/2}} \leq \frac{(1 + \epsilon)^{e^{(1+\epsilon)p}}}{e^{(1+\epsilon)p/2}}
\]
where \((a)\) is because \(1 + \epsilon \leq e^{(\epsilon(1+\epsilon))p/2}\). Above, we derived the probability of \(P(\|f(x_i) - f(x_j)\|_2 > (1 + \epsilon)\|x_i - x_j\|_2)\). Likewise, we can derive the same amount of probability for \(P(\|f(x_i) - f(x_j)\|_2 < (1 - \epsilon)\|x_i - x_j\|_2)\).

For the projection of pair \(x_i\) and \(x_j\), we want to have:
\[
\|f(x_i) - f(x_j)\|_2 \approx \|x_i - x_j\|_2.
\]
Hence, the total probability of error for the projection of pair \(x_i\) and \(x_j\) is:
\[
P\left(\left\| f(x_i) - f(x_j) \right\|_2 > (1 + \epsilon)\|x_i - x_j\|_2\right)
\cup \left[\|f(x_i) - f(x_j)\|_2 < (1 - \epsilon)\|x_i - x_j\|_2\right]
\leq 2\epsilon^2 e^{-(1+\epsilon)p}.
\]
(22)
This shows that the probability of error for every pair \(x_i\) and \(x_j\) is bounded. This also proves the Eq. (21).

**Step 3 of proof:** In this step, we bound the probability of error for all pairs of data points: We use the Bonferroni’s inequality or the so-called union bound (Bonferroni, 1936):
\[
P\left(\bigcup_i E_i\right) \leq \sum_i P(E_i),
\]
where \(E_i\) is the \(i\)-th probability event. We have \(\binom{n}{2} = n(n - 1)/2\) pairs of points. Hence, the total probability of error for all pairs of points is:
\[
P(error) \leq \frac{n(n - 1)}{2} \leq \frac{n(n - 1)e^{-(p/4)\epsilon^2 - \epsilon^2}}{\epsilon^2} \leq \delta',
\]
where the upper-bound \(0 \leq \delta' \ll 1\) can be selected according to \(n, p,\) and \(\epsilon\). Therefore, the probability of error is bounded. This shows that Eq. (20) holds with probability \(1 - \delta'\). Q.E.D.

It is noteworthy that Eq. (21) can be restated as:
\[
P\left(\|f(x_i) - f(x_j)\|_2^2 - \|x_i - x_j\|_2^2 \geq \epsilon \right) \leq \delta.
\]
(30)
This shows that there is an upper-bound on the probability of error in random projection. Therefore, after linear random projection, the distance is preserved after projection for every pair of points.

The following lemma proves the required lower-bound on the dimensionality of subspace for random projection to work well.

**Lemma 1** (Lower bound on dimensionality of subspace (Indyk & Motwani, 1998)). The dimensionality of subspace \(p\) should satisfy Eq. (18).

**Proof.** The probability of error, which is Eq. (29), should
be smaller than a constant $\delta$:

$$
\Pr(\text{error}) = n(n-1)e^{-\frac{p}{4(n-1)}} \leq \delta'.
$$

$$
\implies -\frac{p}{4(n-1)}(\epsilon^2 - \epsilon^3) \leq \ln\left(\frac{\delta'}{n(n-1)}\right)
$$

$$
\implies \frac{p}{4}(\epsilon^2 - \epsilon^3) \geq \ln\left(\frac{n(n-1)}{\delta'}\right)
$$

$$
p \geq \frac{8\ln(n) - 4\ln(\delta')}{\epsilon^2 - \epsilon^3} = \Omega\left(\frac{\ln(n)}{\epsilon^2 - \epsilon^3}\right).
$$

Q.E.D.

**Definition 1** (Concentration of Measure (Talagrand, 1996)). Inspired by Eq. (21), we have the inequality (Plan & Vershynin, 2013; Lemma A.1):

$$
\Pr\left((1-\epsilon)\|x\|_2^2 \leq \|U^T x\|_2^2 \leq (1+\epsilon)\|x\|_2^2\right)
$$

$$
\geq 1 - 2e^{-c^2p}, \quad (31)
$$

where $c > 0$ is a constant, $\epsilon$ is the error tolerance, and $p$ is the dimensionality of projected data by the projection matrix $U \in \mathbb{R}^{d \times p}$. This is the concentration of measure for a Gaussian random matrix. This inequality holds for random projection.

Comparing Eqs. (21) and (31) shows that random projection is equivalent to concentration of measure.

In the following, we provide a lemma which is going to be used in the proof of Lemma 3. Lemma 3 provides the order of probability of success for random projection and we will use it to explain why random projection is correct (i.e., works well) with high probability.

**Lemma 2** ((Dasgupta & Gupta, 1999; 2003)). Let $p < d$ and $L := \|z_D\|_2^2$ where $z_D$ is the random projection of $x_D := x_i - x_j$ onto a $d$-dimensional subspace. If $\beta < 1$, then:

$$
\Pr(L \leq \beta p/d) \leq \exp\left(\frac{p}{2}(1 - \beta + \ln(\beta))\right). \quad (32)
$$

If $\beta > 1$, then:

$$
\Pr(L \geq \beta p/d) \leq \exp\left(\frac{p}{2}(1 - \beta + \ln(\beta))\right). \quad (33)
$$

**Proof.** Refer to (Dasgupta & Gupta, 1999; 2003). □

**Lemma 3** ((Dasgupta & Gupta, 1999; 2003)). If $p$ satisfies Eq. (18) as:

$$
p \geq 4\left(\frac{\epsilon^2}{2} - \frac{\epsilon^3}{3}\right)^{-1}\ln(n) = \Omega\left(\frac{\ln(n)}{\epsilon^2 - \epsilon^3}\right), \quad (34)
$$

the local distances of points are not distorted by random projection no more than $(1 \pm \epsilon)$ with probability $O(1/n^2)$. In other words, the probability of error in random projection is of the order $O(1/n^2)$.

**Proof.** The proof is based on (Dasgupta & Gupta, 2003).

**Step 1 of proof:** Consider one side of error which is $\Pr(\|f(x_i) - f(x_j)\|_2^2 \leq (1 - \epsilon)(p/d)\|x_i - x_j\|_2^2)$. Take $L = \|f(x_i) - f(x_j)\|_2^2$, $\beta = (1 - \epsilon)$, and $\mu = (p/d)\|x_i - x_j\|_2^2$. As $0 < \epsilon < 1$, we have $\beta < 1$. By Lemma 2, we have:

$$
\Pr(\|f(x_i) - f(x_j)\|_2^2 \leq (1 - \epsilon)(p/d)\|x_i - x_j\|_2^2) \leq \exp\left(\frac{p}{2}(1 - (1 - \epsilon) + \ln(1 - \epsilon))\right) = \exp\left(\frac{p}{2}(\epsilon + \ln(1 - \epsilon))\right) \leq \exp\left(\frac{p}{2}(\epsilon - (\epsilon + \frac{\epsilon^3}{2})\right)
$$

$$
\leq \exp\left(-\frac{p\epsilon^2}{4}\right) \leq \exp(-2\ln(n)) = \frac{1}{n^2}, \quad (35)
$$

where $(a)$ is because:

$$
\ln(1 - x) \leq -(x + \frac{x^2}{2}), \quad \forall x \geq 0,
$$

and $(b)$ is because:

$$
p \geq 4\left(\frac{\epsilon^2}{2} - \frac{\epsilon^3}{3}\right)^{-1}\ln(n)
$$

$$
\implies \exp\left(-\frac{p\epsilon^2}{4}\right) \leq \exp\left(-\frac{6\epsilon^2}{3\epsilon^2 - 2\epsilon^3}\ln(n)\right)
$$

$$
\leq \exp(-2\ln(n)), \quad (c)
$$

where $(c)$ is because:

$$
3\epsilon^2 \geq 2\epsilon^2 - 2\epsilon^3 \implies -\frac{6\epsilon^2}{3\epsilon^2 - 2\epsilon^3} \leq -2.
$$

**Step 2 of proof:** Consider one side of error which is $\Pr(\|f(x_i) - f(x_j)\|_2^2 \geq (1 + \epsilon)(p/d)\|x_i - x_j\|_2^2)$. Take $L = \|f(x_i) - f(x_j)\|_2^2$ and $\mu = (p/d)\|x_i - x_j\|_2^2$. As $0 < \epsilon < 1$, we have $\beta > 1$. By Lemma 2, we have:

$$
\Pr(\|f(x_i) - f(x_j)\|_2^2 \geq (1 + \epsilon)(p/d)\|x_i - x_j\|_2^2) \leq \exp\left(\frac{p}{2}(1 - (1 + \epsilon) + \ln(1 + \epsilon))\right) = \exp\left(\frac{p}{2}(\epsilon + \ln(1 - \epsilon))\right)
$$

$$
\leq \exp\left(\frac{p}{2}(-\epsilon + \ln(1 + \epsilon))\right)
$$

$$
= \exp\left(\frac{p}{2}(\epsilon - (\epsilon + \frac{\epsilon^3}{2})\right) \leq \exp(-2\ln(n)) = \frac{1}{n^2}, \quad (36)
$$

where $(a)$ is because:

$$
\ln(1 + x) \leq x - \frac{x^2}{2} + \frac{x^3}{3}, \quad \forall x > 0,
$$

and $(b)$ is because:

$$
p \geq 4\left(\frac{\epsilon^2}{2} - \frac{\epsilon^3}{3}\right)^{-1}\ln(n)
$$

$$
\implies \exp\left(-\frac{p\epsilon^2}{4}\right) \leq \exp\left(-\frac{6\epsilon^2}{3\epsilon^2 - 2\epsilon^3}\ln(n)\right)
$$

$$
\leq \exp(-2\ln(n)), \quad (c)
$$

where $(c)$ is because:

$$
3\epsilon^2 \geq 2\epsilon^2 - 2\epsilon^3 \implies -\frac{6\epsilon^2}{3\epsilon^2 - 2\epsilon^3} \leq -2.
$$
and (b) is because:

\[ p \geq 4 \left( \frac{\epsilon^2}{2} - \frac{\epsilon^3}{3} \right)^{-1} \ln(n) \]

\[ \Rightarrow \quad -p \geq -2 \left( \frac{\epsilon^2}{2} - \frac{\epsilon^3}{3} \right)^{-1} \ln(n) \]

\[ \Rightarrow \quad -p \left( \frac{\epsilon^2}{2} - \frac{\epsilon^3}{3} \right) \leq -2 \ln(n) \]

\[ \Rightarrow \quad \exp \left( -p \left( \frac{\epsilon^2}{2} - \frac{\epsilon^3}{3} \right) \right) \leq \exp(-2 \ln(n)). \]

Hence, we showed in both steps 1 and 2 that the probability of every side of error is bounded by \( 1/n^2 \). Hence, the probability of error in random projection is of the order \( O(1/n^2) \).

**Definition 2 (With High Probability).** When the probability of success in an algorithm goes to one by increasing the input information or a parameter or parameters of the algorithm to infinity, the algorithm is correct with high probability, denoted by w.h.p.

Lemma 3 showed that the probability of success for random projection is of order \( O(1/n^2) \). The JL Lemma, whose probability of success is of order \( O(1/n^2) \), is correct w.h.p. because \( \mathbb{P}(\text{error}) \to 0 \) if \( n \to \infty \) by increasing the number of data points. In other words, the more data points we have, the more accurate the random projection is in preserving local distances after projection onto the random subspace. Eq. (20) shows that random projection does not distort the local distances by more than a factor of \( (1 \pm \epsilon) \).

Therefore, with a good probability, we have:

\[ \|U^T(x_i - x_j)\|^2 \leq \|x_i - x_j\|^2, \quad \forall i, j \in \{1, \ldots, n\}. \]  

(37)

It is shown in (Larsen & Nelson, 2017) that for any function \( f(.) \) which satisfies Eq. (20), the Eq. (19) holds for the lower bound on the dimensionality of subspace and it does not require \( f(.) \) to be necessarily random projection. This shows that JL lemma is optimal. Moreover, it is shown in (Bartal et al., 2011) that any finite subset of Euclidean space can be embedded in a subspace with dimensionality \( O(\epsilon^{-2} \ln(n)) \) while the distances of points are preserved with at most \( (1 + \epsilon) \) distortion.

4. Sparse Linear Random Projection

The JL lemma, i.e. Theorem 1, dealt with \( \ell_2 \) norm. There exist some works which formulate random projection and its proofs with \( \ell_1 \) norm to have sparse random projection. In the following, we introduce the lemmas and theorems which justify sparse random projection. The proofs of these theories are omitted for brevity and they can be found in the cited papers.

The following lemma shows that if dataset is \( k \)-sparse, meaning that every vector has at most \( k \) non-zero values, random projection preserves distances well enough. As the dataset is sparse, random projection is sparse.

**Lemma 4** (Baraniuk et al., 2006). Consider the subset of \( k \)-sparse signals defined as:

\[ S_k := \{ x \in \mathbb{R}^d : \# \{i : |x_i| > 0 \} \leq k \}, \]

(38)

where \( \# \{ \cdot \} \) denotes the cardinality of set. If \( p = \mathcal{O}(\epsilon^{-2} k \ln(d/k)) \) and \( f : \mathbb{R}^d \to \mathbb{R}^p, f : x \to U^T x \), then with high probability, we have:

\[ (1 - \epsilon)\|x_i - x_j\|^2 \leq \|f(x_i) - f(x_j)\|^2 \leq (1 + \epsilon)\|x_i - x_j\|^2, \]

(39)

for all \( x_i, x_j \in S_k \). The probability of error from Eq. (39) is \( 2(12/\epsilon)^k \exp(-p/2)(\epsilon^2 - \epsilon^3)/24 \).

In the following, we define the Restricted Isometry Property (RIP) and show that a random projection matrix whose elements are sampled from a Gaussian distribution has this property.

**Definition 3** (Restricted Isometry Property (Candes et al., 2006)). The mapping \( f : \mathbb{R}^d \to \mathbb{R}^p, f : x \to U^T x \) has the Restricted Isometry Property (RIP) of order \( k \) and level \( \epsilon \in (0, 1) \) if:

\[ (1 - \epsilon)\|x\|^2 \leq \|U^T x\|^2 \leq (1 + \epsilon)\|x\|^2, \]

(40)

for all \( k \)-sparse \( x \in \mathbb{R}^d \).

**Lemma 5** (Candes et al., 2006). A Gaussian random matrix \( U \in \mathbb{R}^{d \times p} \) has RIP if \( p \geq \mathcal{O}(\epsilon^{-2} k \ln(d/k)) \).

**Theorem 2** (Krahmer & Ward, 2011). Consider the linear mapping \( f : \mathbb{R}^d \to \mathbb{R}^p, f : x \to U^T x \) satisfying:

\[ (1 - \epsilon)\|x\|^2 \leq \|U^T x\|^2 \leq (1 + \epsilon)\|x\|^2, \]

(41)

for all \( k \)-sparse \( x \in \mathbb{R}^d \) and suppose \( D_x \in \mathbb{R}^{d \times d} \) is a diagonal matrix with \( \xi = \pm 1 \) on its diagonal. We have:

\[ \mathbb{P}\left( (1 - \epsilon)\|x\|^2 \leq \|U^T D_x^T x\|^2 \leq (1 + \epsilon)\|x\|^2 \right) \]

\[ \geq 1 - 2e^{-c\epsilon^2 p/\ln(d)}. \]

(42)

**Corollary 1.** Comparing Theorem 2 with Definition 1 shows that a random matrix with RIP and random column sign flips implies the JL lemma up to an \( \ln(d) \) factor.

The following lemma is going to be used in the proof of Corollary 2. That corollary shows that \( \ell_1 \) norm makes more sense as a distance than the Euclidean distance for high-dimensional data.

**Lemma 6** (Hinneburg et al., 2000, Theorem 2). Suppose we have \( n \) i.i.d. random points in \( \mathbb{R}^d \). Let \( \text{dist}_{\text{min},r} \) and \( \text{dist}_{\text{max},r} \) denote the minimum and maximum distances of points from the origin, respectively, with respect to a metric with norm \( \ell_r \). We have:

\[ \lim_{d \to \infty} \mathbb{E}[\text{dist}_{\text{max},r} - \text{dist}_{\text{min},r}] = d^{1/r - 1/2}. \]

(43)
Corollary 2 ((Hinneburg et al., 2000)). For high dimensional data, \( \ell_1 \) norm (such as Manhattan distance) is more meaningful for nearest neighbor comparisons than \( \ell_2 \) norm (such as Euclidean distance).

Proof. Lemma 6 shows that for a metric with \( \ell_2 \) norm (i.e., Euclidean distance), we have \( \lim_{d \to \infty} E[\text{dist}_{\max,r} - \text{dist}_{\min,r}] = 1 \); therefore, all points are equidistant from the origin up to a constant. For a metric by \( \ell_r \) norm with \( r > 2 \), we have \( 1/r - 1/2 < 0 \) so the limit gets very small for large \( d \) values (when \( d \to \infty \)). Hence, all points are equidistant from origin completely. For \( \ell_1 \) norm, we have \( \lim_{d \to \infty} E[\text{dist}_{\max,r} - \text{dist}_{\min,r}] = d^{1/2} \); hence, relative difference of nearest and farthest points from origin increases with dimension. Q.E.D.

The above corollary showed that \( \ell_1 \) norm is more meaningful for nearest neighbor comparisons than \( \ell_2 \) norm. The below theorem extend the JL lemma to any \( \ell_r \) norm with \( 1 \leq r \leq \infty \).

Theorem 3 (Extension of JL lemma to any norm (Lee et al., 2005, Lemma 3.1), (Ward, 2014)). For embedding into a subspace equipped with \( \ell_r \) norm with \( 1 \leq r \leq \infty \), there exists a linear mapping \( f : \mathbb{R}^d \to \mathbb{R}^p \), \( f : x \mapsto U^\top x \), with \( p \leq d \), which satisfies:

\[
\left( \frac{d}{p} \right)^{1/r-1/2} \| x_i - x_j \|_r \leq \| U^\top (x_i - x_j) \|_r \leq \left( \frac{d}{p} \right)^{1/r-1/2} \| x_i - x_j \|_r,
\]

(44)

for all \( x_i, x_j \in \mathbb{R}^d \).

One may ask why we often use the \( \ell_2 \) norm, and not \( \ell_1 \) norm, for random projection. This is because the following corollary shows that the suitable norm for random projection is \( \ell_2 \) norm and it is very hard to use other norms for random projection (Charikar & Sahai, 2002; Brinkman & Charikar, 2005).

Corollary 3 ((Lee et al., 2005, Section 3)). The suitable norm for linear random projection is the \( \ell_2 \) norm. We have a difficulty or impossibility of dimensionality reduction with a linear map in \( \ell_r \), with \( r \neq 2 \).

Proof. According to Theorem 3, the local distances of points after projection is completely sandwiched between their local distances in the input space before projection; hence, \( \| U^\top (x_i - x_j) \|_2 \approx \| x_i - x_j \|_2 \). This shows that embedding into \( \ell_2 \) norm works very well, with constant distortion, in terms of local distance preservation. Consider \( \ell_1 \) as an example for \( \ell_r \), with \( r \neq 2 \). In this case, we have \( \left( \frac{p}{d} \right)^{1/2} \| x_i - x_j \|_1 \leq \| U^\top (x_i - x_j) \|_1 \leq \left( \frac{p}{d} \right)^{1/2} \| x_i - x_j \|_1 \) which is not a constant distortion. Q.E.D.

Definition 4 (RIP-1 (Barinde et al., 2008, Definition 8)). For \( p \geq c \varepsilon^{-2-\ln(d)} \), there exists a linear mapping \( f : \mathbb{R}^d \to \mathbb{R}^p \), \( f : x \mapsto U^\top x \), with \( p \leq d \), which satisfies:

\[
(1 - 2\varepsilon) \| x \|_1 \leq \| U^\top x \|_1 \leq \| x \|_1,
\]

(45)

for all \( k \)-sparse \( x \in \mathbb{R}^d \), where \( \varepsilon \) is the error tolerance and \( c \) is a constant. If this holds for a matrix \( U \), it has the Restricted Isometry Property-1 (RIP-1).

We saw that in \( \ell_1 \) norm, random projection is hard to work well and in \( \ell_2 \) norm, it is not sparse. Hence, we need some norm in between \( \ell_1 \) and \( \ell_2 \) norms to have sparse random projection which performs well enough and is not that hard to be performed. In the following, we define an interpolation norm.

Definition 5 (Interpolation Norm (Krahmer & Ward, 2016, Appendix)). Suppose we rearrange the elements of data \( x \in \mathbb{R}^d \) from largest to smallest values. We divide the support of \( x \) into \( s \) disjoint subsets \( \{ S_i \}_{i=1} \) such that \( x \) corresponds to the largest values of \( x \). Let \( x_{S_i} \) denote the values of \( x \) which fall in \( S_i \), represented as a vector. The interpolation norm, denoted by \( \ell_{1,2,s} \), is defined as:

\[
\| x \|_{1,2,s} := \sqrt{\sum_{i=1}^{\lfloor n/s \rfloor} \| x_{S_i} \|_1^2}.
\]

(46)

Note that if \( s = 1 \) and \( s = d \), we have \( \| x \|_{1,2,1} = \| x \|_2 \) and \( \| x \|_{1,2,d} = \| x \|_1 \), respectively. Also, for any \( s \), if \( x \) is \( k \)-sparse, we have \( \| x \|_{1,2,s} = \| x \|_1 \).

The following theorem is a version of JL lemma which makes use the interpolation norm.

Theorem 4 ((Krahmer & Ward, 2016, Theorem 2)). There exists the mapping \( f : \mathbb{R}^d \to \mathbb{R}^p \), \( f : x \mapsto U^\top x \) such that with probability \((1 - 2d\varepsilon^{-2} + 63)/s \), we have:

\[
(0.63 - \varepsilon) \| x \|_{1,2,s} \leq \| U^\top x \|_1 \leq (1.63 + \varepsilon) \| x \|_{1,2,s}.
\]

(47)

For \( s = 1 \) (\( \ell_2 \) norm) and \( s = d \) (\( \ell_1 \) norm), Theorem 4 is reduced to Definition 1 (random projection) and Theorem 3 with \( \ell_1 \) norm, respectively. For \( s \)-sparse \( x \), Theorem 4 is reduced to embedding into a subspace equipped with \( \ell_1 \) norm. According to (Krahmer & Ward, 2016), in \( s = d \) case (\( \ell_1 \) norm) in Theorem 4, we have \( p \geq c(\ln(d)) \) where \( c \) is a constant. This contradicts \( p \leq d \) so this coincides with Corollary 3. However, for the \( s \)-sparse data in Theorem 4, we need \( p = O(s \ln(d)) < O(d) \) (Krahmer & Ward, 2016). This shows that we can embed data onto a subspace equipped with \( \ell_1 \) norm, using linear projection, if the data are sparse enough.

It is shown in (Baraniuk et al., 2006) that the sparse random projection and JL lemma are related to compressed sensing (Donoho, 2006). Some other works on sparse random
projection are sparse Cauchy random projections (Li et al., 2007; Ramirez et al., 2012), Bernoulli random projection (Achlioptas, 2003), and very sparse random projection (Li et al., 2006). The sparse random projection can also be related to random projection on hypercubes (Vempala, 2005, Chapter 7.2). This will be explained in Section 5.2.1.

5. Applications of Linear Random Projection

There exist various applications for random projection. Two most well-known applications are low-rank matrix approximation and approximate nearest neighbor search which we explain in the following.

5.1. Low-Rank Matrix Approximation Using Random Projection

One of the applications of random projection is low-rank approximation of a matrix which we explain in the following. According to the Eckart-Young-Mirsky theorem (Eckart & Young, 1936), Singular Value Decomposition (SVD) can be used for low-rank approximation of a matrix. Consider the matrix $X \in \mathbb{R}^{d \times n}$ where $d \geq n$. The time complexity for SVD of this matrix $O(dn^2)$ which grows if the matrix is large. We can improve the time complexity to $O(dn \ln(n))$ using random projections (Papadimitriou et al., 2000). In this technique, the low-rank approximation is not completely optimal but good enough. This method has two steps: First, it finds a smaller matrix $Y$ by random projection:

$$
\mathbb{R}^{p \times n} \ni Y := \frac{1}{\sqrt{p}} U^T X,
$$

(48)

where $U \in \mathbb{R}^{d \times p}$ is the random projection matrix whose elements are independently drawn from standard normal distribution. Note that $p$ should satisfy Eq. (18); for example, $p \geq c \ln(n)/\epsilon^2$ where $c$ is a positive constant. As we have $p \ll d$, the matrix $Y$ is much smaller than the matrix $X$. We calculate the SVD of $Y$:

$$
Y = A \Lambda B^T = \sum_{i=1}^{p} \lambda_i a_i b_i^T,
$$

(49)

where $A = [a_1, \ldots, a_p] \in \mathbb{R}^{p \times p}$ and $B = [b_1, \ldots, b_p] \in \mathbb{R}^{n \times p}$ are the matrices of singular vectors and $\Lambda = \text{diag}([\lambda_1, \ldots, \lambda_p]^T) \in \mathbb{R}^{p \times p}$ contains the singular values. Note that the SVD of $Y$ is much faster than the SVD of $X$ because of the smaller size of matrix. The matrix $X$ can be approximated as its projection as:

$$
\mathbb{R}^{d \times n} \ni \tilde{X}_p \approx X \left( \sum_{i=1}^{p} b_i b_i^T \right).
$$

(50)

Note that the right singular values $b_i$’s, which are used here, are equal to the eigenvectors of $Y^T Y$ (Ghojogh & Crowley, 2019b). The rank of Eq. (50) is $p$ because $p \ll d, n$; hence, it is a low-rank approximation of $X$. In the following, we show why this is a valid low-rank approximation.

**Lemma 7** ((Papadimitriou et al., 2000, Lemma 3)). Let the SVD of $X$ be $X = C \Sigma E^T = \sum_{i=1}^{d} \sigma_i c_i e_i^T$ where $C = [e_1, \ldots, e_d] \in \mathbb{R}^{d \times d}$, $E = [c_1, \ldots, c_d] \in \mathbb{R}^{n \times d}$, and $\Sigma = \text{diag}([\sigma_1, \ldots, \sigma_d]^T) \in \mathbb{R}^{d \times d}$ are the left singular vectors, right singular vectors, and singular values, respectively. Also, let the SVD of $X$ with top $p$ singular values be $X_p := \sum_{i=1}^{p} \sigma_i c_i e_i$. If $p \geq c \ln(n)/\epsilon^2$, the singular values of $Y$ are not much smaller than the singular values of $X$, i.e.:

$$
\sum_{i=1}^{p} \lambda_i^2 \geq (1 - \epsilon) \sum_{i=1}^{p} \sigma_i^2 = \frac{(1 - \epsilon)}{\|X_p\|_F^2},
$$

(51)

where $\|\cdot\|_F$ is the Frobenius norm.

**Proof.** Refer to (Papadimitriou et al., 2000, Appendix).

**Theorem 5** ((Papadimitriou et al., 2000, Theorem 5)). The low-rank approximation $\tilde{X}$ approximates $X$ well enough:

$$
\|X - \tilde{X}_p\|_F^2 \leq \|X - X_p\|_F^2 + 2\epsilon \|X_p\|_F^2.
$$

(52)

**Proof.** Consider the complete SVD with $A = [a_1, \ldots, a_p] \in \mathbb{R}^{p \times p}$, $B = [b_1, \ldots, b_n] \in \mathbb{R}^{n \times n}$, and $\Lambda \in \mathbb{R}^{p \times p}$. We have:

$$
\|X - \tilde{X}_p\|_F^2 = \sum_{i=1}^{n} \|X b_i - \tilde{X}_p b_i\|_2^2
$$

$$
= \sum_{i=1}^{n} \|X b_i - \tilde{X}_p b_i\|_2^2
$$

$$
\leq \sum_{i=p+1}^{n} \|X b_i\|_2^2
$$

(50)

$$
\sum_{i=1}^{p} \|X b_i - X (\sum_{i=1}^{p} b_i b_i^T) b_i\|_2^2 = \sum_{i=p+1}^{n} \|X b_i\|_2^2
$$

(53)

where (a) and (b) are because the singular vectors $\{a_i\}$ and $\{b_i\}$ are orthonormal. Similarly, we can show:

$$
\|X - X_p\|_F^2 = \|X\|_F^2 - \|X_p\|_F^2.
$$

(54)

From Eqs. (53) and (54), we have:

$$
\|X - \tilde{X}_p\|_F^2 = \|X - X_p\|_F^2 + \|X_p\|_F^2 - \sum_{i=1}^{p} \|X b_i\|_2^2.
$$

(55)
We also have:

\[
\sum_{i=1}^{p} \|Yb_i\|_2^2 = \sum_{i=1}^{p} b_i^\top Yb_i
\]

(49) and (50) can be rewritten as:

\[
\sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{ij} (a_i b_j)^\top \sum_{k=1}^{p} \alpha_{ij} a_k b_k^\top b_i
\]

(51)

\[
\sum_{i=1}^{p} \sum_{j=1}^{p} \alpha_{ij} (a_i b_j)^\top \sum_{k=1}^{p} \alpha_{ij} a_k b_k^\top b_i = \sum_{i=1}^{p} \lambda_i^2,
\]

(52)

where \(\delta_{ij}\) is the Kronecker delta and \(\alpha\) is because the singular vectors \(\{a_i\}\) and \(\{b_i\}\) are orthonormal. On the other hand, we have:

\[
\sum_{i=1}^{p} \|Yb_i\|_2^2 = \sum_{i=1}^{p} \sum_{k=1}^{p} \frac{1}{\sqrt{p}} U_i X b_i
\]

\[
\sum_{i=1}^{p} \|Yb_i\|_2^2 = \sum_{i=1}^{p} \frac{1}{\sqrt{p}} U_i X b_i^\top X b_i
\]

(53)

\[
\sum_{i=1}^{p} \|Yb_i\|_2^2 = \sum_{i=1}^{p} \frac{1}{\sqrt{p}} U_i X b_i^\top X b_i = \sum_{i=1}^{p} \lambda_i^2
\]

(54)

According to Eq. (20), with high probability, we have:

\[
(1 - \epsilon) \|Xb_i\|_2^2 \leq \|U^\top X b_i\|_2^2 \leq (1 + \epsilon) \|Xb_i\|_2^2
\]

(55)

From Eqs. (57) and (58), with high probability, we have:

\[
\lambda_i^2 \leq (1 + \epsilon) \|Xb_i\|_2^2
\]

(56)

\[
\implies \sum_{i=1}^{p} \lambda_i^2 \geq \sum_{i=1}^{p} (1 - \epsilon) \|Xp\|_2^2
\]

\[
\implies \sum_{i=1}^{p} \|Xb_i\|_2^2 \geq \|Xp\|_2^2 \geq (1 - 2\epsilon) \|Xp\|_2^2
\]

\[\|Xp\|_2^2 - \sum_{i=1}^{p} \|Xb_i\|_2^2 \leq 2\epsilon \|Xp\|_2^2\]

\[\|X - Xp\|_2^2 \leq \|X - Xp\|_2^2 + 2\epsilon \|Xp\|_2^2\]

Q.E.D.

Lemma 8 (Papadimitriou et al., 2000). The time complexity of low-rank approximation (with rank \(p\)) of matrix \(X\) using random projection is \(O(dnp)\) which is much better than the complexity of SVD on \(X\) which is \(O(dn^2)\).

Proof. Complexities of Eqs. (48) and (49) are \(O(dnp)\) and \(O(n^p)\), respectively, noticing that \(p < n \leq d\). We also have \(p \geq c\ln(n)/\epsilon^2\) where \(c\) is a constant. Hence, the total complexity is \(O(dnp) + O(n^p) < O(dnp) = O(dn\ln(n))\). Q.E.D.

Some other works, such as (Frieze et al., 2004; Martinsson & Rokhlin, 2007), have improved the time complexity of using random projection for low-rank applications. For more information on using random projection for low-rank approximation, one can refer to (Vempala, 2005, Chapter 8).

5.2. Approximate Nearest Neighbor Search

5.2.1. Random Projection onto Hypercube

Let \(\mathbb{Z}_w^d\) denote the set of \(d\)-dimensional integer vectors with \(w\) possible values; for example, \(\mathbb{Z}_2^d := \{0, 1\}^d\) is the set of binary values. Also let \(\|x_i - x_j\|_H\) denote the Hamming distance between two binary vectors \(x_i\) and \(x_j\). We can have random projection of a binary dataset onto a hypercube \(\mathbb{Z}_w^d\) where \(\ell_1\) norm or Hamming distances are used (Kushilevitz et al., 1998; 2000).

Theorem 6 (Random projection onto hypercube (Kushilevitz et al., 1998; 2000)). Let \(\text{mod}\) denote the modulo operation. Consider a binary vector \(x \in \mathbb{Z}_2^d\) which is projected as \(f(x) = U^\top x \text{ mod } 2\) with a random binary projection matrix \(U \in \{0, 1\}^{d \times p}\), where \(p = O(\ln(n)/\epsilon^2)\) (usually \(p \ll d\)). The elements of \(U\) are i.i.d. with Bernoulli distribution having probability \(\xi = (\epsilon^2/\ell)\) to be one and probability \((1 - \xi)\) to be zero. We have:

\[
\text{if } \|x_i - x_j\|_H < \frac{\ell}{4} \implies \|f(x_i) - f(x_j)\|_H < (1 + \epsilon)p\xi\frac{\ell}{4},
\]

(59)

\[
\text{if } \frac{\ell}{4} \leq \|x_i - x_j\|_H \leq \frac{\ell}{2\epsilon} \implies (1 - \epsilon)p\xi \leq \frac{\|f(x_i) - f(x_j)\|_H}{\|x_i - x_j\|_H} < (1 + \epsilon)p\xi,
\]

(60)

\[
\text{if } \|x_i - x_j\|_H > \frac{\ell}{2\epsilon} \implies \|f(x_i) - f(x_j)\|_H > (1 - \epsilon)p\xi\frac{\ell}{2\epsilon},
\]

(61)

for all \(x_i, x_j \in \mathbb{Z}_w^d\), with probability at least \((1 - e^{-c\ell/p})\) where \(c\) is a positive constant.

Proof. Proof is available in (Vempala, 2005; Liberty, 2006).

5.2.2. Approximate Nearest Neighbor Search by Random Projection

Consider a dataset \(\mathcal{X} := \{x_i \in \mathbb{R}^d\}_{i=1}^n\). The nearest neighbor search problem refers to finding the closest point of dataset \(x \in \mathcal{X}\) to a query point \(q \in \mathbb{R}^d\). One solution to this problem is to calculate the distances of the query point from all \(n\) points of dataset and return the point with the smallest distance. However, its time and space complexities are both \(O(n\ell^2p)\) which are not good. There is an algorithm for nearest neighbor search (Meiser, 1993) with
time complexity $O(\text{poly}(d, \ln(n)))$ where $\text{poly}()$ is a polynomial combination of its inputs. However, the space complexity of this algorithm is $O(n^d)$. To have better time and space complexities, approximate nearest neighbor search is used. Approximate nearest neighbor search returns a point $x^* \in \mathcal{X}$ which satisfies:

$$\|q - x^*\|_2 \leq (1 + \epsilon) (\min_{x \in \mathcal{X}} \|q - x\|_2), \quad (62)$$

where $\epsilon > 0$ is the error tolerance. This problem is named $\epsilon$-approximate nearest neighbor search problem (Andoni & Indyk, 2006). We can relax this definition if we take the acceptable distance $r$ from the user:

$$\|q - x^*\|_2 \leq (1 + \epsilon) r. \quad (63)$$

If no such point is found in $\mathcal{X}$, null is returned. This relaxation is valid because the smallest $r$ can be found using a binary search whose number of iterations is constant with respect to $d$ and $n$.

We can use the introduced random projection onto hypercube for $\epsilon$-approximate nearest neighbor search (Kushilevitz et al., 1998; 2000). We briefly explain this algorithm in the following. Assume the dataset is binary, i.e., $\mathcal{X} := \{x_i \in \mathbb{Z}_2^n \}_{i=1}^n$. If not, the values of vector elements are quantized to binary strings and the values of a vector are reshaped to become a binary vector. Let the dimensionality of binary (or quantized and reshaped) vectors is $d$. Recall the binary search required for finding the smallest distance $r$ in Eq. (63). In the binary search for finding the smallest distance $r$, we should try several distances. For every distance, we perform $k$ independent random projections onto $k$ hypercubes and then we select one of these random projections randomly. In every random projection, the points $\mathcal{X}$ are projected onto a random $p$-dimensional hypercube to have $\{f(x_i) \in \mathbb{Z}_2^p \}_{i=1}^n$. In the low-dimensional projected subspace, the comparison of points is very fast because (I) the subspace dimensionality $p$ is much less than the original dimensionality $d$ and (II) calculation of Hamming distance is faster and easier than Euclidean distance. Therefore, random projections onto hypercubes are very useful for approximate nearest neighbor search.

**Lemma 9.** The above algorithm for approximate nearest neighbor search is correct with probability $(1 - \delta)$ where $0 < \delta \ll 1$. The time complexity of the above algorithm is $O\left(\frac{d}{\epsilon^2} \ln\left(\frac{n}{\epsilon}\right) \ln(d)\right)$ and its space complexity is $O(d^2(\epsilon n \ln(d))^{\frac{3}{2}}/\epsilon^4)$ where $c_1$ and $c_2$ are constants.

**Proof.** Proof is available in (Kushilevitz et al., 1998; 2000; Vempala, 2005; Liberty, 2006).

Random projection for approximate nearest neighbor search is also related to hashing; for example, see locality sensitive hashing (Slaney & Casey, 2008). There exist some other works on random projection for approximate nearest neighbor search (Indyk & Motwani, 1998; Ailon & Chazelle, 2006). For more information on using random projection for approximate nearest neighbor search, one can refer to (Vempala, 2005, Chapter 7).

### 6. Random Fourier Features and Random Kitchen Sinks for Nonlinear Random Projection

So far, we explained linear random projection in which a linear projection is used. We can have nonlinear random projection which is a much harder task to analyze theoretically. A nonlinear random projection can be modeled as a linear random projection followed by a nonlinear function. Two fundamental works on nonlinear random projection are RFF (Rahimi & Recht, 2007) and RKS (Rahimi & Recht, 2008b), explained in the following.

#### 6.1. Random Fourier Features for Learning with Approximate Kernels

When the pattern of data is nonlinear, wither a nonlinear algorithm should be used or the nonlinear data should be transformed using kernels to be able to use the linear methods for nonlinear patterns (Ghojogh et al., 2021). Computation of kernels is a time-consuming task because the points are pulled to the potentially high dimensional space and then the inner product of pulled points to the Reproducing Kernel Hilbert Space (RKHS) are calculated (see (Ghojogh et al., 2021) for more details). Random Fourier Features (RFF) are used for accelerating kernel methods (Rahimi & Recht, 2007). For this, RFF transforms data to a low-dimensional space in contrast to the kernels which transform data to a potentially high dimensional space. RFF approximates the kernel, which is the inner product of pulled data to RKHS, by inner product of low-dimensional feature maps of data. This feature map is a random feature map and is $z : \mathbb{R}^d \rightarrow \mathbb{R}^p$ where $p \ll d$; therefore, its computation of inner products is much faster than computing the inner product of data in RKHS. It satisfies the following approximation:

$$k(x, y) = \phi(x)^\top \phi(y) \approx z(x)^\top z(y), \quad (64)$$

where $k(\cdot, \cdot)$ denotes the kernel function and $\phi(\cdot)$ is the pulling function to RKHS. Note that $z$ is a nonlinear mapping which can be seen as a nonlinear random projection. It is a linear random projection $f : \mathbb{R}^d \rightarrow \mathbb{R}^p$ followed by nonlinear sine and cosine functions. We will see the formulation of $z$ and $f$ functions later.

RFF works with positive definite kernels which are shift-invariant (also called stationary kernels), i.e., $k(x, y) = k(x - y)$ (Ghojogh et al., 2021). Consider the inverse
Fourier transform of the kernel function $k$:

$$k(x - y) = \int_{\mathbb{R}^d} \hat{k}(u)e^{i u^\top(x - y)} du$$  \hspace{1cm} (65)

where $u \in \mathbb{R}^d$ is the frequency, $i$ is the imaginary unit, the superscript $\ast$ denotes conjugate transpose, $E[.]$ is the expectation operator, $(a)$ is because we define $\mathbb{R} \ni \zeta_u(x) := e^{i u^\top x}$, and $\hat{k}(u)$ is the Fourier transform of kernel function:

$$\hat{k}(u) = \frac{1}{2\pi} \int_{\mathbb{R}^d} e^{-j u^\top x} k(x) dx.$$  \hspace{1cm} (66)

In Eq. (65), the kernel function $k$ and the transformed kernel $\hat{k}$ are real valued so the sine part of $e^{i u^\top(x - y)}$ can be ignored (see Euler’s equation) and can be replaced with $\cos(u^\top(x - y))$; hence, $\zeta_u(x) = \cos(u^\top x)$. Let:

$$\mathbb{R}^d \ni \zeta_u(x) := [\cos(u^\top x), \sin(u^\top x)]^\top.$$  \hspace{1cm} (67)

In Eq. (65), $\hat{k}(u)$ can be seen as a $d$-dimensional probability density function. We draw $p$ i.i.d. random projection vectors, $\{u_t \in \mathbb{R}^d\}_{t=1}^p$, from $\hat{k}(u)$. We define a normalized vector version of Eq. (67) as:

$$\mathbb{R}^p \ni z(x) := \frac{1}{\sqrt{p}}[\cos(u_1^\top x), \ldots, \cos(u_p^\top x), \sin(u_1^\top x), \ldots, \sin(u_p^\top x)]^\top.$$  \hspace{1cm} (68)

If we take linear random projection as:

$$\mathbb{R}^p \ni f(x) := U^\top x = [u_1^\top x, \ldots, u_p^\top x]^\top,$$  \hspace{1cm} (69)

with the projection matrix $U := [u_1, \ldots, u_p] \in \mathbb{R}^{d \times p}$, we see that the function $z(.)$ is applying sine and cosine functions to a linear random projection $f(.)$ of data $x$. According to $\cos(a - b) = \cos(a) \cos(b) + \sin(a) \sin(b)$, we have:

$$z(x)^\top z(y) = \cos(u^\top(x - y)).$$  \hspace{1cm} (70)

Considering $\zeta_u(x) = \cos(u^\top x)$, we have:

$$k(x, y) = k(x - y) \overset{(65)}{=} \mathbb{E}_u[\zeta_u(x)\zeta_u(y)^*]$$
\hspace{1cm} $$= \mathbb{E}_u[z(x)^\top z(y)].$$  \hspace{1cm} (71)

Thus, Eq. (64) holds in expectation. We show in the following that the variance of Eq. (71) is small to have Eq. (64) as a valid approximation. According to Eq. (70), we have $-1 \leq z(x)^\top z(y) \leq 1$; hence, we can use the Hoeffding’s inequality (Hoeffding, 1963):

$$\mathbb{P}(|z(x)^\top z(y) - k(x, y)| \geq \epsilon) \leq 2 \exp(-\frac{p \epsilon^2}{2}),$$  \hspace{1cm} (72)

which is a bound on the probability of error in Eq. (64) with error tolerance $\epsilon \geq 0$. Therefore, the approximation in Eq. (64) holds and we can approximate kernel computation with inner product in a random lower dimensional subspace. This improves the speed of kernel machine learning methods because $p$ is much less than both the dimensionality of input space, i.e. $d$, and the dimensionality of RKHS. Although the Eq. (72) proves the correctness of approximation in RFF, the following theorem shows more strongly that the approximation in RFF is valid.

**Theorem 7** (Rahimi & Recht, 2007, Claim 1). Let $\mathcal{M}$ be a compact subset of $\mathbb{R}^d$ with diameter diam($\mathcal{M}$). We have:

$$\mathbb{P}\left(\sup_{x, y \in \mathcal{M}} |z(x)^\top z(y) - k(x, y)| \geq \epsilon\right) \leq 2^8 \left(\frac{\sigma \text{diam}(\mathcal{M})}{\epsilon}\right)^2 \exp\left(-\frac{p \epsilon^2}{4(d + 2)}\right),$$  \hspace{1cm} (73)

where $\sigma^2 := \mathbb{E}_u[u^\top u]$ with probability density function $\hat{k}(u)$ used in expectation. The required lower bound on the dimensionality of random subspace is:

$$p \geq \Omega\left(\frac{d}{\epsilon^2} \ln\left(\frac{\sigma \text{diam}(\mathcal{M})}{\epsilon}\right)\right).$$  \hspace{1cm} (74)

**Proof.** Proof is available in (Rahimi & Recht, 2007, Appendix A). $\square$

In summary, the algorithm of RFF is as follows. Given a positive definite stationary kernel function $k$, we calculate its Fourier transform by Eq. (66). Then, we treat this Fourier transform as a probability density function and draw $p$ i.i.d. random projection vectors $\{u_t \in \mathbb{R}^d\}_{t=1}^p$ from that. For every point $x$, the mapping $z(x)$ is calculated using Eq. (68). Then, for every two points $x$ and $y$, their kernel is approximated by Eq. (64). The approximated kernel can be used in kernel machine learning algorithms. As was explained, RFF can be interpreted as nonlinear random projection because it applied nonlinear sine and cosine functions to linear random projections.

Finally, it is noteworthy that there also exists another method for kernel approximation, named random binning features, which we refer the interested reader to (Rahimi & Recht, 2007) for information about it. Similar to RFF, random binning features can also be interpreted as nonlinear random projection.

It is shown in (Yang et al., 2012) that there is a connection between the Nyström method (Ghoshgah et al., 2021) and RFF. Some other works on RFF are (Chitta et al., 2012; Sutherland & Schneider, 2015; Sriperumbudur & Szabó, 2015; Li et al., 2019).

### 6.2. Random Kitchen Sinks for Nonlinear Random Projection

Random Kitchen Sinks (RKS) (Rahimi & Recht, 2008b) was proposed after development of RFF (Rahimi & Recht,
RKS is a nonlinear random projection where a nonlinear function is applied to a linear random projection. RKS models this nonlinear random projection as a random layer of neural network connecting \( d \) neurons to \( p \) neurons. A random network layer is actually a linear random projection followed by a nonlinear activation function:

\[
g(x) := \phi \left( \sum_{j=1}^{d} \sum_{t=1}^{p} u_{jt} x_j \right) = \phi(U^T x) = \phi(f(x)),
\]

(75)

where \( g(.) \) is the function representing the whole layer, \( \phi(.) \) is the possibly nonlinear activation function, \( f(.) \) is the linear random projection, \( U \in \mathbb{R}^{d \times p} \) is the matrix of random weights of network layer, \( u_{jt} \) is the \((j, t)\)-th element of \( U \), and \( x_j \) is the \( j\)-th element of \( x \in \mathbb{R}^d \). Therefore, a random network layer can be seen as a nonlinear random projection. According to the universal approximation theorem, we can state the function \( g(.) \) in RHKS as (Ghojogh et al., 2021):

\[
g(x) = \sum_{i=1}^{\infty} \alpha_i \phi(x; w_i),
\]

(76)

where \( \{w_i\} \in \Omega \) are the parameters (\( \Omega \) is the space of parameters), \( \phi(.) \) is the pulling function to RHKS, \( \{\alpha_i\} \) are the weights. Comparing Eqs. (75) and (76) shows that there is a connection between RKS and kernels (Rahimi & Recht, 2008a) if we consider the pulling function \( \phi(.) \) as the activation function, the parameters \( \{w_i\} \) as the parameters of activation function, and the weights \( \{\alpha_i\} \) as the weights of network layer.

Consider a classification task where \( l_i \) is the label of \( x_i \). The empirical risk between the labels and the output of network layer is:

\[
R_e(g) := \frac{1}{n} \sum_{i=1}^{n} \ell(g(x_i), l_i),
\]

(77)

where \( \ell \) is a loss function. The true risk is:

\[
R_t(g) := \mathbb{E}_{\{x, l\}} \left[ \ell(g(x), l) \right],
\]

(78)

where \( \mathbb{E}[] \) is the expectation operator. We want to minimize the empirical risk; according to Eq. (76), we have:

\[
\min_{\{w_i, \alpha_i\}} R_e \left( \sum_{i=1}^{p} \alpha_i \phi(x; w_i) \right),
\]

(79)

which is a joint minimization over \( \{w_i\}_{i=1}^{p} \) and \( \{\alpha_i\}_{i=1}^{p} \). In RKS, we sample the parameters of activation function, \( \{w_i\}_{i=1}^{p} \), randomly from a distribution \( \mathbb{P}(w) \) in space \( \Omega \). Then, we minimize the empirical risk over only the network weights \( \{\alpha_i\}_{i=1}^{p} \). In other words, we eliminate the optimization variables \( \{w_i\}_{i=1}^{p} \) by their random selection and minimize over only \( \{\alpha_i\}_{i=1}^{p} \). In practice, the distribution \( \mathbb{P}(w) \) can be any distribution in the space of parameters of activation functions. Let \( \alpha := [\alpha_1, \ldots, \alpha_n]^T \in \mathbb{R}^p \). If \( \{w_i\}_{i=1}^{p} \) are randomly sampled for all \( i \in \{1, \ldots, n\} \), suppose \( g_i := [\phi(x_i; w_1), \ldots, \phi(x_i; w_p)]^T \in \mathbb{R}^p \). According to Eqs. (76), (77), and (79), the optimization in RKS is:

\[
\min_{\alpha \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^{n} \ell(\alpha^T g_i, l_i)
\]

subject to \( \|\alpha\|_\infty \leq \frac{c}{p} \),

(80)

where \( \|\|_\infty \) is the maximum norm and \( c \) is a positive constant. In practice, RKS relaxes the constraint of this optimization to a quadratic regularizer:

\[
\min_{\alpha \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^{n} \ell(\alpha^T g_i, l_i) + \lambda \|\alpha\|^2_2,
\]

(81)

where \( \lambda > 0 \) is the regularization parameter. Henceforth, let the solution of Eq. (80) or (81) be \( \{\alpha_i\}_{i=1}^{p} \) and the randomly sampled parameters be \( \{w_i\}_{i=1}^{p} \). We put into Eq. (76) but with only \( p \) components of summation to result the solution of RKS, denoted by \( \hat{g}' \):

\[
\hat{g}'(x) = \sum_{i=1}^{p} \alpha_i \phi(x; w_i).
\]

(82)

In the following, we show that Eq. (82) minimizes the empirical risk very well even when the parameters \( \{w_i\}_{i=1}^{p} \) are randomly selected. Hence, RKS is a nonlinear random projection which estimates the labels \( \{l_i\}_{i=1}^{p} \) with a good approximation.

Consider the set of continuous-version of functions in Eq. (76) as:

\[
\mathcal{G} : = \left\{ g(x) = \int_{\Omega} \alpha(w) \phi(x; w) \, dw \middle| \|\alpha(w)\| \leq c \mathbb{P}(w) \right\}.
\]

(83)

Let \( g^* \) be a function in \( \mathcal{G} \) and \( \{w_i\}_{i=1}^{p} \) be sampled i.i.d. from \( \mathbb{P}(w) \). The output of RKS, which is Eq. (82), lies in the random set:

\[
\hat{g} : = \left\{ \hat{g} = \sum_{i=1}^{p} \alpha_i \phi(x; w_i) \middle| |\alpha_i| \leq \frac{c}{p}, \forall i \right\}.
\]

(84)

**Lemma 10** (Bound on the approximation error (Rahimi & Recht, 2008b, Lemma 2)). Suppose the loss \( \ell(l, l') \) is \( L \)-Lipschitz. Let \( g^* \in \mathcal{G} \) be the minimizer of the true risk over
\( G \). For \( \delta > 0 \), with probability at least \((1 - \delta)\), there exists \( \hat{g} \in \hat{G} \) satisfying:

\[
R_t(\hat{g}) - R_t(g^*) \leq \frac{Lc}{\sqrt{p}} \left( 1 + \sqrt{2 \ln \left( \frac{1}{\delta} \right)} \right). \tag{85}
\]

The term \( R_t(\hat{g}) - R_t(g^*) \) is the approximation error and the above equation is an upper-bound on it.

**Lemma 11** (Bound on the estimation error (Rahimi & Recht, 2008b, Lemma 3)). Suppose the loss can be stated as \( \ell(l,l') = \ell(l'|l) \) and it is \( L \)-Lipschitz. For \( \delta > 0 \) and for all \( \hat{g} \in \hat{G} \), with probability at least \((1 - \delta)\), we have:

\[
|R_t(\hat{g}) - R_e(\hat{g})| \leq \frac{1}{\sqrt{n}} \left( 4Lc + 2|\ell(0)| + Lc \sqrt{\frac{1}{2} \ln \left( \frac{1}{\delta} \right)} \right). \tag{86}
\]

The term \( |R_t(\hat{g}) - R_e(\hat{g})| \) is the estimation error and the above equation is an upper-bound on it.

**Theorem 8** (Bound on error of RKS (Rahimi & Recht, 2008b, Theorem 1)). Let the activation function \( \phi(\cdot) \) be bounded, i.e., \( \sup_{x,w} |\phi(x;w)| \leq 1 \). Suppose the loss can be stated as \( \ell(l,l') = \ell(l'|l) \) and it is \( L \)-Lipschitz. The output of RKS, which is Eq. (82), is \( \hat{g}' \in \hat{G} \) satisfying:

\[
R_t(\hat{g}') - \min_{\hat{g} \in \hat{G}} R_t(\hat{g}) \leq \mathcal{O} \left( \frac{1}{\sqrt{n}} + \frac{1}{\sqrt{p}} \right) Lc \sqrt{\ln \left( \frac{1}{\delta} \right)}. \tag{87}
\]

with probability at least \((1 - 2\delta)\).

**Proof.** Let \( g^* \in G \) be a minimizer of true risk over \( G \); \( \hat{g}' \in \hat{G} \) be a minimizer of empirical risk over \( \hat{G} \), and \( \hat{g}' \in \hat{G} \) be a minimizer of true risk over \( \hat{G} \). We have:

\[
R_t(\hat{g}') - R_t(g^*) \overset{(a)}{=} R_t(\hat{g}') - R_t(\hat{g}^*) + R_t(\hat{g}^*) - R_t(g^*) \leq |R_t(\hat{g}') - R_t(\hat{g}^*)| + R_t(\hat{g}^*) - R_t(g^*). \tag{88}
\]

By Lemma 11, with probability at least \((1 - \delta)\), we have:

\[
|R_t(\hat{g}^*) - R_e(\hat{g}^*)| \leq \epsilon_{est}, \tag{89}
\]

\[
|R_t(\hat{g}') - R_e(\hat{g}')| \leq \epsilon_{est}, \tag{90}
\]

where \( \epsilon_{est} \) is the right-hand side of Eq. (86):

\[
\epsilon_{est} := \frac{1}{\sqrt{n}} \left( 4Lc + 2|\ell(0)| + Lc \sqrt{\frac{1}{2} \ln \left( \frac{1}{\delta} \right)} \right). \tag{91}
\]

We said that \( \hat{g}' \) is the minimizer of empirical risk over \( \hat{G} \) so:

\[
R_e(\hat{g}') \leq R_e(\hat{g}^*). \tag{92}
\]

From Eqs. (89), (90), and (92), with probability at least \((1 - \delta)\), we have:

\[
|R_t(\hat{g}') - R_t(\hat{g}^*)| \leq 2\epsilon_{est}
\]

\[
\overset{(91)}{=} \frac{2}{\sqrt{n}} \left( 4Lc + 2|\ell(0)| + Lc \sqrt{\frac{1}{2} \ln \left( \frac{1}{\delta} \right)} \right). \tag{93}
\]

On the other hand, the second term in Eq. (88) is the approximation error and by Lemma 10, with probability at least \((1 - \delta)\), we have:

\[
R_t(\hat{g}^*) - R_t(g^*) \leq \epsilon_{app} := \frac{Lc}{\sqrt{p}} \left( 1 + \sqrt{2 \ln \left( \frac{1}{\delta} \right)} \right). \tag{94}
\]

Using Eqs. (88), (93), and (94) and by Bonferroni’s inequality or the so-called union bound (Bonferroni, 1936), i.e. Eq. (28), we have:

\[
R_t(\hat{g}') - R_t(g^*) \leq 2\epsilon_{est} + \epsilon_{app}
\]

\[
= \frac{2}{\sqrt{n}} \left( 4Lc + 2|\ell(0)| + Lc \sqrt{\frac{1}{2} \ln \left( \frac{1}{\delta} \right)} \right)
\]

\[
+ \frac{Lc}{\sqrt{p}} \left( 1 + \sqrt{2 \ln \left( \frac{1}{\delta} \right)} \right)
\]

\[
= \mathcal{O} \left( \frac{1}{\sqrt{n}} + \frac{1}{\sqrt{p}} \right) Lc \sqrt{\ln \left( \frac{1}{\delta} \right)},
\]

with probability at least \((1 - \delta - \delta) = (1 - 2\delta)\). Q.E.D.

7. Other Methods for Nonlinear Random Projection

In addition to RFF and RKS, there exist other, but similar, approaches for nonlinear random projection, such as ELM, random weights in neural network, and ensemble of random projections. In the following, we introduce these approaches.

7.1. Extreme Learning Machine

Extreme Learning Machine (ELM) was initially proposed for regression as a feed-forward neural network with one hidden layer (Huang et al., 2006b). It was then improved for a multi-layer perceptron network (Tang et al., 2015). Its extension to multi-class classification was done in (Huang et al., 2011b). ELM is a feed-forward neural network whose all layers except the last layer are random. Let the sample size of training data be \( n \), their dimensionality be \( d \)-dimensional, the one-to-last layer have \( d' \) neurons, and the last layer has \( p \) neurons where \( p \) is the dimensionality of labels. Note that in classification task, labels are one-hot encoded so \( p \) is the number of classes. Every layer except the last layer has a possibly nonlinear activation function and behaves like an RKS; although, it is learned by back-propagation and not Eq. (81). Let \( \beta \in \mathbb{R}^{d' \times p} \) be the matrix
of weights for the last layer. If the \( n \) outputs of one-to-last layer be stacked in the matrix \( \mathbf{H} \in \mathbb{R}^{d \times n} \) and their target desired labels are \( \mathbf{T} \in \mathbb{R}^{p \times n} \), we desire to have \( \beta^\top \mathbf{H} = \mathbf{T} \). After randomly sampling the weights of all layers except \( \beta \), ELM learns the weights \( \beta \) by solving a least squares problem:

\[
\min_{\beta \in \mathbb{R}^{d \times p}} \| \beta^\top \mathbf{H} - \mathbf{T} \|_F^2 + \lambda \| \beta \|_2^2, \tag{95}
\]

where \( \| . \|_F \) is the Frobenius norm and \( \lambda > 0 \) is the regularization parameter. In other words, the last layer of ELM behaves like a (Ridge) linear regression (Hoerl & Kennard, 1970).

It is shown in (Huang et al., 2006a) that the random weights in neural network with nonlinear activation functions are universal approximators (Hoerl et al., 1989). Therefore, ELM works well enough for any classification and regression task. This shows the connection between ELM and RKS because both work on random weights on network but with slightly different approaches. This connection can be seen more if we interpret ELM using kernels (Huang, 2014). There exists several surveys on ELM, such as (Huang et al., 2011a; 2015).

### 7.2. Randomly Weighted Neural Networks

After proposal of RKS and ELM, it was shown that a feed-forward or convolutional neural network whose all layers are random also works very well (Jarrett et al., 2009). In other words, a stack of several RKS models works very well because a random network can be seen as a stack of several nonlinear random projections. As each of these nonlinear random layers has an upper-bound on their probability of error (see Theorem 8), the total probability of error in the network is also bounded. Note that it does not matter whether the network is feed-forward or convolutional because in both architectures, the output of activation functions are projection by the weights of layers. It is shown in (Saxe et al., 2011) that the convolutional pooling architectures are frequency selective and translation invariant even if their weights are random; therefore, randomly weighed convolutional network work well enough. This also explains why random initialization of neural networks before backpropagation is a good and acceptable initialization. The randomly weighed neural network has been used for object recognition (Jarrett et al., 2009; Chung et al., 2016) and face recognition (Cox & Pinto, 2011). Some works have even put a step further and have made almost everything in network, including weights and hyper-parameters like architecture, learning rate, and number of neurons random (Pinto et al., 2009).

#### 7.2.1. Distance Preservation by Deterministic Layers

Consider a layer of neural network with \( p \) neurons to \( d \) neurons. Let \( \mathbf{U} \in \mathbb{R}^{d \times p} \) be the weight matrix of layer and \( g(\cdot) \) be the Rectified Linear Unit (ReLU) activation function (Glorot et al., 2011). The layer can be modeled as a linear projection followed by ReLU activation function, i.e., \( g(\mathbf{U}^\top \mathbf{x}_j) \). The following lemma shows that for deterministic weights \( \mathbf{U} \), the distances are preserved.

**Lemma 12** (Preservation of Euclidean distance by a layer (Bruna et al., 2013; 2014)). Consider a network layer \( \mathbf{U} \in \mathbb{R}^{d \times p} \). If the output of the previous layer for two points are \( \mathbf{x}_i, \mathbf{x}_j \in \mathbb{R}^d \), we have:

\[
L_1 \| \mathbf{x}_i - \mathbf{x}_j \|_2 \leq \| g(\mathbf{U}^\top \mathbf{x}_i) - g(\mathbf{U}^\top \mathbf{x}_j) \|_2 \leq L_2 \| \mathbf{x}_i - \mathbf{x}_j \|_2, \tag{96}
\]

where \( 0 < L_1 \leq L_2 \) are the Lipschitz constants.

**Proof.** Proof is available in (Bruna et al., 2014). \( \square \)

#### 7.2.2. Distance Preservation by Random Layers

We showed that for deterministic weights, the distances are preserved. Here, we show that random weights also preserve the distances as well as the angles between points. Consider a network layer \( \mathbf{U} \in \mathbb{R}^{d \times p} \) whose elements are i.i.d. random values sampled from the Gaussian distribution. The activation function is ReLU and denoted by \( g(\cdot) \). Suppose the output of the previous layer for two points are \( \mathbf{x}_i, \mathbf{x}_j \in \mathbb{R}^d \). Assume the input data to the layer lie on a manifold \( \mathcal{M} \) with the Gaussian mean width:

\[
w_{\mathcal{M}} := \mathbb{E} \left[ \sup_{\mathbf{x}_i, \mathbf{x}_j \in \mathcal{M}} \mathbf{q}^\top (\mathbf{x}_i - \mathbf{x}_j) \right],
\]

where \( \mathbf{q} \in \mathbb{R}^d \) is a random vector whose elements are i.i.d. sampled from the Gaussian distribution. We assume that the manifold is normalized so the input data to the layer lie on a sphere. Let \( \mathbb{B}^d \subset \mathbb{R}^d \) be the ball with radius \( r \) in \( d \)-dimensional Euclidean space. Hence, we have \( \mathcal{M} \subset \mathbb{B}^d \).

**Theorem 9** (Preservation of Euclidean distance by a random layer (Giryes et al., 2016, Theorem 3)). Consider a random network layer \( \mathbf{U} \in \mathbb{R}^{d \times p} \) where the output of the previous layer for two points are \( \mathbf{x}_i, \mathbf{x}_j \in \mathbb{R}^d \). Suppose \( \mathcal{M} \subset \mathbb{B}^d \). Assume the angle between \( \mathbf{x}_i \) and \( \mathbf{x}_j \) is denoted by:

\[
\theta_{i,j} := \cos^{-1} \left( \frac{\mathbf{x}_i^\top \mathbf{x}_j}{\| \mathbf{x}_i \|_2 \| \mathbf{x}_j \|_2} \right),
\]

and satisfies \( 0 \leq \theta_{i,j} \leq \pi \). If \( p \geq c \delta^{-4} w_{\mathcal{M}} \) with \( c \) as a constant, with high probability, we have:

\[
\left| \| g(\mathbf{U}^\top \mathbf{x}_i) - g(\mathbf{U}^\top \mathbf{x}_j) \|_2^2 - \left( \frac{1}{2} \| \mathbf{x}_i - \mathbf{x}_j \|_2^2 + \| \mathbf{x}_i \|_2 \| \mathbf{x}_j \|_2 \psi(\mathbf{x}_i, \mathbf{x}_j) \right) \right| \leq \delta, \tag{97}
\]
where \( \psi(x_i, x_j) \in [0, 1] \) is defined as:

\[
\psi(x_i, x_j) := \frac{1}{\pi} (\sin(\theta_{i,j}) - \theta_{i,j} \cos(\theta_{i,j})). \tag{98}
\]

**Proof.** Proof is available in (Giryes et al., 2016, Appendix A).

**Theorem 10** (Preservation of angles by a random layer (Giryes et al., 2016, Theorem 4)). Suppose the same assumptions as in Theorem 9 hold and let \( \mathcal{M} \subset \mathbb{B}_1^{d} \setminus \mathbb{B}_{\beta}^{d} \) where \( \delta \ll \beta^2 < 1 \). Assume the angle between \( g(U^\top x_i) \) and \( g(U^\top x_j) \) is denoted by:

\[
\theta'_{i,j} := \cos^{-1}\left( \frac{(g(U^\top x_i))^\top g(U^\top x_j)}{\|g(U^\top x_i)\|_2 \|g(U^\top x_j)\|_2} \right),
\]

and satisfies \( 0 \leq \theta'_{i,j} \leq \pi \). With high probability, we have:

\[
\left| \cos(\theta'_{i,j}) - (\cos(\theta_{i,j}) + \psi(x_i, x_j)) \right| \leq \frac{15\delta}{\beta^2 - 2\delta}. \tag{99}
\]

**Proof.** Proof is available in (Giryes et al., 2016, Appendix B).

**Corollary 4** (Preservation of distances and angles by a random layer (Giryes et al., 2016, Corollary 5)). By a random layer with weights \( U \) and ReLU activation function \( g(\cdot) \), for every two points \( x_i \) and \( x_j \) as inputs to the layer, we have with high probability that:

\[
\frac{1}{2} \|x_i - x_j\|_2^2 - \delta \leq \|g(U^\top x_i) - g(U^\top x_j)\|_2^2 \leq \|x_i - x_j\|_2^2 + \delta.
\]

A similar expression can be stated for preserving the angle by the layer.

**Proof.** The relation of \( \psi(x_i, x_j) \) and \( \cos(x_i, x_j) \) is depicted in Fig. 2 for \( \theta_{i,j} \in [0, \pi] \). As this figure shows:

\[
\begin{align*}
\theta_{i,j} = 0, & \quad \cos(x_i, x_j) = 1 \implies \psi(x_i, x_j) = 0, \\
\theta_{i,j} = \pi, & \quad \cos(x_i, x_j) = 0 \implies \psi(x_i, x_j) = 1.
\end{align*}
\]

Therefore, if two points are similar, i.e. their angle is zero, we have \( \psi(x_i, x_j) = 0 \). Having \( \psi(x_i, x_j) = 0 \) in Eqs. (97) and (99) shows that when the two input points \( x_i, x_j \) to a layer are similar, we almost have:

\[
\begin{align*}
g(U^\top x_i) - g(U^\top x_j) \approx \|x_i - x_j\|_2, \\
\cos(\theta'_{i,j}) \approx \cos(\theta_{i,j}).
\end{align*}
\]

This proves preserving both Euclidean distance and angle of points by a network layer with random weights and ReLU activation function. Q.E.D.

It is noteworthy that a survey on randomness in neural networks exists (Scardapane & Wang, 2017).

![Figure 2. Relation of \( \psi(x_i, x_j) \) with \( \cos(\theta_{i,j}) \) for \( \theta_{i,j} \in [0, \pi] \).](image)

### 7.3. Ensemble of Random Projections

There exist several ensemble methods for random projections where an ensemble of random projections is used. Ensemble methods benefit from model averaging (Hoeting et al., 1999) and bootstrap aggregating (bagging) (Breiman, 1996). Bagging reduces the estimation variance especially if the models are not correlated (Ghojogh & Crowley, 2019a). As the random projection models are random, they are uncorrelated; hence, an ensemble of them can improve performance.

The paper (Giryes et al., 2016), introduced before, has stated that a similar analysis to the analysis of ReLU activation function can be done for max pooling (Scherer et al., 2010). Consider an ensemble of \( m \) random projection matrices \( \{U_j \in \mathbb{R}^{d \times p}\}_{j=1}^{m} \). We can transform data as a max pooling over this ensemble (Karimi et al., 2017):

\[
f(x) := \max\{f_1(x), \ldots, f_m(x)\} = \max\{U_1^\top x, \ldots, U_m^\top x\}. \tag{101}
\]

This max pooling is performed element-wise, similar to element-wise operation of ReLU activation function introduced before.

We can also have an ensemble of random projections for the classification task. One of the algorithms for this is (Schler & Rokach, 2009) which we explain in the following. We sample projection matrices randomly where their elements are i.i.d. Also, we normalize the columns of projection matrices to have unit length. We apply the ensemble of projection matrices \( \{U_j \in \mathbb{R}^{d \times p}\}_{j=1}^{m} \) to the \( n \) training data points \( X \in \mathbb{R}^{d \times n} \) to have \( \{f_1(X), \ldots, f_m(X)\} := \{U_1^\top X, \ldots, U_m^\top X\} \). Let the labels of training data be denoted by \( \{l_i\}_{i=1}^{n} \). We train an arbitrary classifier model using these projected data and their labels. In other words, the model is trained by
\[ \{ (U_1^T x_i)_{i=1}^n, \{l_i\}_{i=1}^n \}, \ldots, \{ (U_m^T x_i)_{i=1}^n, \{l_i\}_{i=1}^n \}. \]

In the test phase, the test point is projected onto the column spaces of the \( m \) projection matrices. These projections are fed to the classifier and the final prediction of label is found by majority voting. Note that there is another more sophisticated ensemble method for random projections (Can-
tsings & Samworth, 2015) which divides dataset into disjoint sets. In each set an ensemble of random projections is performed. In each set, the validation error of random projections are calculated and the random projection with smallest validation error is selected. After training, majority voting is performed for predicting the test label.

**8. Conclusion**

In this paper, we introduced the theory of linear and nonlin-
er random projections. We explained the JL lemma and its proof. Sparse random projection using \( \ell_1 \) norm, low-rank matrix approximation by random projection, and approximate nearest neighbor search by random projection onto hypercube were covered. Then, RFF, RKS, ELM, random neural networks, and ensemble of random projections were explained. For brevity, we did not some methods for ran-
dom projection, such as bilateral random projection (Zhou & Tao, 2012) and dual random projection (Zhang et al., 2013).
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