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Abstract Under the assumption that \( \delta \) is a Woodin cardinal and GCH holds, I show that if \( F \) is any class function from the regular cardinals to the cardinals such that

1. \( \kappa < \text{cf}(F(\kappa)) \),
2. \( \kappa < \lambda \) implies \( F(\kappa) \leq F(\lambda) \), and
3. \( \delta \) is closed under \( F \),

then there is a cofinality-preserving forcing extension in which \( 2^\gamma = F(\gamma) \) for each regular cardinal \( \gamma < \delta \), and in which \( \delta \) remains Woodin. Unlike the analogous results for supercompact cardinals [Menas in Trans Am Math Soc 223:61–91, (1976)] and strong cardinals [Friedman and Honzik in Ann Pure Appl Logic 154(3):191–208, (2008)], there is no requirement that the function \( F \) be locally definable. I deduce a global version of the above result: Assuming GCH, if \( F \) is a function satisfying (1) and (2) above, and \( C \) is a class of Woodin cardinals, each of which is closed under \( F \), then there is a cofinality-preserving forcing extension in which \( 2^\gamma = F(\gamma) \) for all regular cardinals \( \gamma \) and each cardinal in \( C \) remains Woodin.
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1 Introduction

Easton [9] proved that the continuum function \( \kappa \mapsto 2^\kappa \) on regular cardinals can be forced to behave in any way that is consistent with König’s Theorem (\( \kappa < \text{cf}(2^\kappa) \)) and monotonicity (\( \kappa < \lambda \) implies \( 2^\kappa \leq 2^\lambda \)). I will say that \( F \) is an Easton function if \( F \) is a function from the class of regular cardinals to the class of cardinals satisfying (1) \( \kappa < \text{cf}(F(\kappa)) \) and (2) \( \kappa < \lambda \) implies \( F(\kappa) \leq F(\lambda) \). In the presence of large cardinals, there are additional restrictions on the possible behaviors of the continuum function on regular cardinals. For example, Scott proved that if GCH fails at a measurable cardinal \( \kappa \), then GCH fails on a normal measure one subset of \( \kappa \). It seems natural to ask:

**Question 1** Given a large cardinal \( \kappa \), what Easton functions can be forced to equal the continuum function on the regular cardinals, while preserving the large cardinal property of \( \kappa \)?

Menas [17] showed that if \( F \) is a locally definable Easton function (for a definition see [17, Theorem 18] or [10, Definition 3.16]), then there is a forcing extension \( V[G] \) in which \( 2^\gamma = F(\gamma) \) for each regular cardinal \( \gamma \) and each supercompact cardinal in \( V \) remains supercompact in \( V[G] \). In Menas’ proof, the local definability of \( F \) is needed to show that for an elementary embedding \( j : V \to M \) witnessing the \( \lambda \)-supercompactness of \( \kappa \), the functions \( F \) and \( j (F) \) agree to an extent allowing one to lift \( j \) to \( V[G] \). The developments in the literature addressing Question 1 in the case where \( \kappa \) is a measurable cardinal are more complicated. Woodin showed, using his method of modifying a generic filter, that if there is an elementary embedding \( j : V \to M \) with critical point \( \kappa \) such that \( j(\kappa) > \kappa^{++} \) and \( M^\kappa \subseteq M \) then there is a forcing extension in which \( \kappa \) is measurable and GCH fails at \( \kappa \) (see [7, Theorem 25.1] or [14, Theorem 36.2]). In [11], Friedman and Thompson introduced the tuning fork method and argued that it provides a more streamlined proof of Woodin’s result. Friedman and Honzik [10] made use of the uniformity of the tuning fork method and provided an answer to Question 1 for measurable cardinals as well as for strong cardinals. Specifically, regarding strong cardinals, they proved that if \( F \) is any locally definable Easton function and GCH holds, then there is a cofinality-preserving forcing extension \( V[G] \) in which \( 2^\gamma = F(\gamma) \) for each regular cardinal \( \gamma \) and each strong cardinal in \( V \) remains strong in \( V[G] \). Question 1 has been addressed in many other large cardinal contexts as well (see [1,3,4], and [2]).

In this paper I prove the following theorem, which provides a complete answer to Question 1 for the case of Woodin cardinals (see Sect. 2.3 below for a definition and general discussion of Woodin cardinals).

**Theorem 1** Suppose GCH holds, \( F : \text{REG} \to \text{CARD} \) is an Easton function, and \( \delta \) is a Woodin cardinal closed under \( F \). Then there is a cofinality-preserving forcing extension in which \( \delta \) remains Woodin and \( 2^\gamma = F(\gamma) \) for each regular cardinal \( \gamma \).

---

1 A function \( F \) is locally definable if there is a true sentence \( \psi \) and a formula \( \varphi(x, y) \) such that for all cardinals \( \gamma \), if \( H_\gamma \models \psi \), then \( F \) has a closure point at \( \gamma \) and for all \( \alpha, \beta < \gamma \), we have \( F(\alpha) = \beta \iff H_\gamma \models \varphi(\alpha, \beta) \).
Notice that in Theorem 1, there is no requirement stating that $F$ must be locally definable as in the results of [17] and [10]. It is the property $j(A) \cap \gamma = A \cap \gamma$ in one of the characterizations of Woodin cardinals (see Lemma 10(3)) that allows the removal of this additional requirement on $F$. The proof of Theorem 1 adapts the methods of [10] and [11] to lift an elementary embedding $j : V \to M$. The main new feature of the proof of Theorem 1 is that one must be careful to ensure that the lifted embedding satisfies the characteristic property of Woodinness $j(A) \cap \gamma = A \cap \gamma$, where $A$ is some arbitrarily chosen subset of $\delta$ in the forcing extension.

Let me provide an outline of the proof of Theorem 1. The forcing will be an Easton support iteration of Easton support products, adding Sacks subsets to inaccessible closure points of $F$ and Cohen subsets to all other regular regular cardinals, ensuring that in the extension $2^\gamma = F(\gamma)$ for every regular cardinal $\gamma$. The forcing used here is the same iteration used in [10]. See the beginning of the proof of Theorem 1 below for a precise definition of the forcing. Since a straightforward argument shows that a $<\delta$-closed forcing preserves the Woodinness of $\delta$ (see Lemma 14 below), it will suffice to show that the continuum function can be forced to agree with $F$ below $\delta$, while preserving the Woodinness of $\delta$. To show that $\delta$ remains Woodin in the forcing extension I will show that, in the extension, for each $A \subseteq \delta$ there is a $\kappa < \delta$ such that for every $\gamma < \delta$ there is an elementary embedding $j : V[G_\delta] \to M[j(G_\delta)]$ with critical point $\kappa$ such that $j(A) \cap \gamma = A \cap \gamma$ (see the characterization of Woodinness given in Lemma 10(4) below). In the forcing extension fix $A \subseteq \delta$ and $\mu < \delta$. By applying the Woodinness of $\delta$ in $V$ one is able to find $\kappa < \delta$ that is $<\delta$-strong for several sets coding information about a name $\dot{A}$ for $A$, the Easton function $F$, as well as information about how $\dot{A}$ is evaluated. Then I will show that one can lift an elementary embedding $j : V \to M$ with critical point $\kappa < \delta$, exhibiting a carefully chosen singular degree of strength, say $\theta > \mu$, and furthermore, the lifted embedding exhibits the Woodinness property $j(A) \cap \mu = A \cap \mu$ for the arbitrarily chosen $\mu < \delta$.

The degree of strength of the embedding to be lifted is chosen to be a singular cardinal $\theta$ so that there is no forcing at stage $\theta$ on the $M$-side. To lift the embedding through the first $\kappa$ stages of the iteration, a construction given in [10] is adapted to build a condition $p_\infty$ in $M$’s version of a segment of the iteration that forces the generic over $V$ to provide a generic, via a homogeneity argument, for $M$’s version of the iteration. In what follows, the condition $p_\infty$ is constructed in an iteration involving Sacks forcing, whereas in [10] the condition is constructed in a product of Cohen forcing, and hence the homogeneity argument requires additional attention here. The stage $\kappa$ forcing is Sacks($\kappa, F(\kappa)$), through which the embedding can be lifted by applying the tuning fork method of [11], with a few minor additions. The remaining forcing is highly distributive and one can easily show that the embedding lifts through such forcing.

Let me remark here that as a corollary to the proof of Theorem 1, one can deduce the following.

**Corollary 2** Suppose $C$ is a class of Woodin cardinals and $F$ is an Easton function such that $\delta$ is closed under $F$ for each $\delta \in C$. Then there is a cofinality-preserving forcing extension in which $\delta$ remains Woodin and $2^\gamma = F(\gamma)$ for each regular cardinal $\gamma$. 

2 Preliminaries for the proof of Theorem 1

2.1 Lifting embeddings

In what follows, I will be concerned with arguing that the Woodinness of a cardinal is preserved through forcing. This property is witnessed by elementary embeddings \( j : M \rightarrow N \) between models of set theory. To show that such a large cardinal property is preserved to a forcing extension, say \( V[G] \), one typically lifts the embedding to \( j^* : M[G] \rightarrow N[j(G)] \) and argues that the lifted embedding witnesses the large cardinal property in \( V[G] \). In this section, I will present some standard lemmas that are useful for lifting embeddings. For proofs of Lemmas 4 – 7, one may consult [7] or [6].

In what follows \( N \) and \( M \) are always assumed to be transitive inner models of ZFC. The following two standard lemmas are useful for building generic objects. The next lemma appears as Proposition 8.4 in [7].

**Lemma 3** Suppose that \( M \) and \( N \) are transitive inner models of ZFC with \( M \subseteq N \) and \( P \in M \). If \( N \models \"M^{<\lambda} \subseteq M \text{ and } P \text{ is } \lambda\text{-c.c.}\" \) and \( G \) is \( N \)-generic for \( P \), then \( V[G] \models M[G]^{<\lambda} \subseteq M[G] \).

**Lemma 4** Suppose that \( M \) and \( N \) are transitive inner models of ZFC with \( M \subseteq N \) and \( N \models \\"\lambda \text{ is an uncountable regular cardinal.}\" \) If \( N \models M^{<\lambda} \subseteq M \) and there is in \( N \) an \( M \)-generic filter \( H \subseteq Q \) for some forcing \( Q \in M \), then \( M[H]^{<\lambda} \subseteq M[H] \) in \( N \).

**Proof** By [7, Proposition 8.2], it suffices to show that \( N \models <\lambda \text{ ORD} \subseteq M[H] \), but this follows easily since \( M \subseteq M[H] \).

Suppose \( j : M \rightarrow N \) is an embedding and \( P \in M \) a forcing notion. In order to lift \( j \) to \( M[G] \) where \( G \) is \( M \)-generic for \( P \), one typically uses Lemmas 4 and 3 to build an \( N \)-generic filter \( H \) for \( j(P) \) satisfying condition (1) in Lemma 5 below. See [7, Proposition 9.1] for a proof of Lemma 5.

**Lemma 5** Let \( j : M \rightarrow N \) be an elementary embedding between transitive inner models of ZFC. Let \( P \in M \) be a notion of forcing, let \( G \) be \( M \)-generic for \( P \) and let \( H \) be \( N \)-generic for \( j(P) \). Then the following are equivalent.

1. \( j"G \subseteq H \)
2. There exists an elementary embedding \( j^* : M[G] \rightarrow N[H] \), such that \( j^*(G) = H \) and \( j^* \upharpoonright M = j \).

See [7, Proposition 9.1] for a proof of Lemma 5. The embedding \( j^* \) in condition (2) above is called a lift of \( j \).

Suppose \( j : V \rightarrow M \) is an elementary embedding. A set \( S \in V \) is said to generate \( j \) over \( V \) if \( M \) is of the form

\[
M = \{ j(h)(s) \mid h : [A]^{<\omega} \rightarrow V, s \in [S]^{<\omega}, h \in V \}.
\]  

(2.1)
where \( A \in V \) and \( S \subseteq j(A) \). In this context, the elements of \( S \) are called seeds. For more on ‘seed theory’ and its applications, see [12]. I will often make use of the following lemma which states that the above representation (2.1) of the target model of an elementary embedding persists after forcing, provided the embedding lifts.

**Lemma 6** If \( j : V \rightarrow M \) is an elementary embedding generated over \( V \) by a set \( S \in V \) and \( S \subseteq j(A) \), in this context, the elements of \( S \) are called seeds. For more on ‘seed theory’ and its applications, see [12]. I will often make use of the following lemma which states that the above representation (2.1) of the target model of an elementary embedding persists after forcing, provided the embedding lifts.

**Lemma 6** If \( j : V \rightarrow M \) is an elementary embedding generated over \( V \) by a set \( S \in V \) then any lift of this embedding to a forcing extension \( j^* : V[G] \rightarrow M[j^*(G)] \) is generated by \( S \) over \( V[G] \) even if \( j^* \) is a class in some further forcing extension \( N \supseteq V[G] \).

For a proof of Lemma 6 see [7, Proposition 9.3].

The following standard lemma, which appears in [6, Section 1.2], asserts that embeddings witnessed by extenders are preserved by highly distributive forcing.

**Lemma 7** If \( j : V \rightarrow M \) is generated by \( S \subseteq j(I) \), and \( V[G] \) is a forcing extension obtained by \( \leq |I| \)-distributive forcing, then \( j \) lifts uniquely to an embedding \( j : V[G] \rightarrow M[j(G)] \).

**Proof** Suppose \( \mathbb{P} \) is \( \leq |I| \)-distributive forcing and that \( G \) is \( V \)-generic for \( \mathbb{P} \). By intersecting at most \(|I|\) open dense subsets of \( \mathbb{P} \), one may show that \( j"G \) generates an \( M \)-generic filter on \( j(P) \).

\( \Box \)

2.2 Iterations of almost homogeneous forcings

In the course of proving Theorem 1, the next lemma will be used to show that a certain forcing iteration is almost homogeneous. Recall that a poset \( \mathbb{P} \) is almost homogeneous if for each pair of conditions, \( p, q \in \mathbb{P} \), there is an automorphism \( f \in \text{Aut}(\mathbb{P}) \) such that \( f(p) \) and \( q \) are compatible. If \( \mathbb{P} \) is an almost homogeneous forcing notion, a \( \mathbb{P} \)-name \( \dot{x} \) is called symmetric if for every automorphism \( f \in \text{Aut}(\mathbb{P}) \) one has \( \Vdash_{\mathbb{P}} f(\dot{x}) = \dot{x} \), where \( f(\dot{x}) \) denotes the \( \mathbb{P} \)-name obtained from \( \dot{x} \) by recursively applying \( f \).

**Lemma 8** Suppose \( \mathbb{P}_\beta = \langle (\mathbb{P}_\alpha, \dot{Q}_\alpha) \mid \alpha < \beta \rangle \) is an Easton support iteration and that for each \( \alpha < \beta \) one has \( \Vdash_{\mathbb{P}_\alpha} "\text{\dot{Q}_\alpha is almost homogeneous.}" \) Suppose further that for each \( \alpha < \beta \), one has that \( \dot{Q}_\alpha \) is a symmetric \( \mathbb{P}_\alpha \)-name; that is, for each automorphism \( f \in \text{Aut}(\mathbb{P}_\alpha) \) one has \( \Vdash_{\mathbb{P}_\alpha} f(\dot{Q}_\alpha) = \dot{Q}_\alpha \). Then the iteration \( \mathbb{P}_\beta \) is almost homogeneous.

For a proof of Lemma 8 see [8, Lemma 4].

2.3 Some facts concerning Woodin cardinals

Woodin cardinals were originally formulated, by Woodin, for the purpose of weakening the hypothesis needed to conclude that “every set of reals in \( L(\mathbb{R}) \) is Lebesgue measurable” (see the discussion around Theorem 32.9 in [16]). Although part of the folklore, there has been little published, to the author’s knowledge, concerning the preservation of Woodin cardinals through forcing. For example, it is widely known that if \( \delta \) is a Woodin cardinal, then the following forcing notions preserve this: (1) any
forcing of size less than \( \delta \) (see [13] for this result and more), (2) the canonical forcing to achieve GCH, and (3) any \(<\delta\)-closed forcing (see Lemma 14 below).

I now give some further definitions and lemmas that will be used in the proof of Theorem 1. The following definition is due to Woodin.

**Definition 9** A cardinal \( \delta \) is called a Woodin cardinal if for every function \( f : \delta \to \delta \) there is a \( \kappa < \delta \) with \( f''\kappa \subseteq \kappa \) and there is a \( j : V \to M \) with critical point \( \kappa \) such that \( V_j(f)(\kappa) \subseteq M \).

If \( \delta \) is a Woodin cardinal then \( \delta \) is a Mahlo cardinal (see [16, Exercise 26.10]). However, since the Woodinness of a cardinal \( \delta \) can be characterized by the existence of an extender in \( V_\delta \), which is a \( \Pi^1_1 \) property of \((V_\delta, \in)\), it follows that the least Woodin cardinal is not weakly compact [16, page 364].

As it turns out, Woodin cardinals have another characterization which is more commonly used in practice. I present several versions of this characterization in the next two lemmas. First let me give a few definitions. If \( \kappa < \delta \) are cardinals, \( \gamma \) is an ordinal with \( \kappa \leq \gamma < \delta \), and \( A \subseteq V_\delta \), one says that \( \kappa \) is \( \gamma \)-strong for \( A \) if there is a \( j : V \to M \) with critical point \( \kappa \) such that \( V_\gamma \subseteq M \), \( j(\kappa) > \gamma \), and \( j(A) \cap V_\gamma = A \cap V_\gamma \). By definition \( \kappa \) is \( <\delta \)-strong for \( A \) if \( \kappa \) is \( \gamma \)-strong for \( A \) for each \( \gamma \) with \( \kappa \leq \gamma < \delta \).

Everything in the next remark, included here for the reader’s convenience, appears in [13].

**Remark 1** Notice that if \( j : V \to M \) witnesses that \( \kappa \) is \( \gamma \)-strong for \( A \), then the ultrapower by the \((\kappa, |V_\gamma|^M)\)-extender derived from \( j \) also witnesses that \( \kappa \) is \( \gamma \)-strong for \( A \). This can be seen as follows. Suppose \( j : V \to M \) witnesses that \( \kappa \) is \( \gamma \)-strong for \( A \) and let \( \lambda = |V_\gamma|^M \). Let \( E = \{E_a \mid a \in [\lambda]^{<\omega}\} \) be the \((\kappa, \lambda)\)-extender derived from \( j \) where \( E_a = \{X \subseteq [\kappa]^{|a|} \mid a \in j(X)\} \). Let \( j_E : V \to M_E \) be the associated extender ultrapower embedding. Let \( X = \{j(h)(a) \mid h : [\kappa]^{<\omega} \to V, a \in [\lambda]^{<\omega}, h \in V\} < M \) and let \( \pi : X \to M_\pi \) be the Mostowski collapse of \( X \). It follows that \( M_\pi = M_E \) and that \( j_E = \pi \circ j \). One can see that \( V_\gamma \subseteq X \) by using a carefully chosen bijection \( h : [\kappa]^{<\omega} \to V_\kappa \). Thus \( V_\gamma = \pi''V_\gamma \subseteq M_E \). Furthermore, since \( V_\gamma \subseteq X \) one also has \( j_E(A) \cap V_\gamma = A \cap V_\gamma \).

Similarly, if \( \kappa \) is \( \gamma \)-strong for \( A \) witnessed by \( j : V \to M \) then by considering a factor diagram, one can assume without loss of generality that \( M = \{j(h)(a) \mid h : V_\kappa \to V, a \in V_\gamma, h \in V\} \). Furthermore, using this representation of \( M \), one can see that if \( \text{cf}(\gamma) > \kappa \) then \( M^\kappa \subseteq M \) in \( V \) because \( \kappa \)-sequences in \( V_\gamma \) are bounded below \( \gamma \). See [13] for more details concerning these matters.

The next lemma is due to Woodin, and essentially appears as Theorem 26.14 in [16].

**Lemma 10** The following are equivalent.

1. \( \delta \) is a Woodin cardinal.
2. For every \( A \subseteq V_\delta \) the following set is stationary.

\[
\{\kappa < \delta \mid \kappa \text{ is } <\delta \text{-strong for } A\}
\]
(3) For every $A \subseteq V_\delta$ there is a $\kappa < \delta$ that is $<\delta$-strong for $A$.

(4) For every function $f : \delta \rightarrow \delta$ there is a $\kappa < \delta$ with $f''\kappa \subseteq \kappa$ and there is a $j : V \rightarrow M$ with critical point $\kappa$ such that $V_{j(f)(\kappa)} \subseteq M$ where (4a) $j(f)(\kappa) = f(\kappa) < j(\kappa) < \delta$ and (4b) $M = \{j(h)(a) | h : V_\kappa \rightarrow V, a \in V_{f(\kappa)+3}, h \in V\}$.

**Proof** For a proof that (1) $\implies$ (2) $\implies$ (3) one may see [16, Theorem 26.14]. I will provide an argument for (3) $\implies$ (4) because (4) is slightly different from [16, Theorem 26.14]. (4) $\implies$ (1) is trivial.

Let me argue that (3) $\implies$ (4). Suppose $f : \delta \rightarrow \delta$. Let $\kappa < \delta$ be $<\delta$-strong for $f \subseteq V_\delta$. First let me argue that this implies that $f''\kappa \subseteq \kappa$. Suppose there is an $\alpha < \kappa$ such that $\kappa < f(\alpha)$. Choose $\gamma$ such that $f(\alpha) + 3 \leq \gamma < \delta$ and let $i : V \rightarrow N$ witness that $\kappa$ is $\gamma$-strong for $f$. Then since $(\alpha, f(\alpha)) \in f \cap V_\gamma = i(f) \cap V_\gamma$, we have $i(f)(\alpha) = f(\alpha)$ and thus $i(f)(\alpha) < \gamma < i(\kappa)$. But by elementarity, $\kappa < f(\alpha)$ implies that $i(\kappa) < i(f)(\alpha)$, a contradiction. Now I will argue that this $\kappa$, with $f''\kappa \subseteq \kappa$ satisfies the rest of (4). Choose $\gamma$ such that $f(\kappa) + 3 \leq \gamma < \delta$ and let $j' : V \rightarrow M'$ witness that $\kappa$ is $\gamma$-strong for $f$. Similarly as before, since $(\kappa, f(\kappa)) \in f \cap V_\gamma = j'(f) \cap V_\gamma$, it follows that $f(\kappa) = j'(f)(\kappa)$. Furthermore, $V_{j'(f)(\kappa)} = V_{j(\kappa)} \subseteq V_\gamma \subseteq M'$. Now let $X = \{j(h)(a) | h : V_\kappa \rightarrow V, a \in V_{f(\kappa)+3}, h \in V\}$ and notice that $X \subseteq M'$ by the Tarski-Vaught criterion. Let $\pi : X \rightarrow M$ be the Mostowski collapse of $X$ and define $j : V \rightarrow M$ by $j = \pi \circ j'$. Let me check that $j$ satisfies (4). Since $V_{f(\kappa)+3} \subseteq X$, it follows that $V_{f(\kappa)+3} \subseteq M$ and $f(\kappa) = \pi(f(\kappa)) = \pi(j'(f)(\kappa)) = j(f)(\kappa)$. One can see that $j(f)(\kappa) < j(\kappa)$ by applying elementarity to $f''\kappa \subseteq \kappa$. Since every element of $M$ is the Mostowski collapse of some element of $X$, it follows that $M = \{j(h)(a) | h : V_\kappa \rightarrow V, a \in V_{f(\kappa)+3}, h \in V\}$. Finally, using this representation of $M$, since every element of $j(\kappa)$ is of the form $j(h)(a)$ for some $h : V_\kappa \rightarrow \kappa$ in $V$ and some $a \in V_{f(\kappa)+3}$, and since $\delta$ is inaccessible, it follows that $j(\kappa) < \delta$. \hfill $\square$

As they will be used to simplify the presentation of the proof of Theorem 1, let me provide a few more characterizations of Woodin cardinals, which are part of the folklore.

**Lemma 11** The following are equivalent.

(1) $\delta$ is a Woodin cardinal.

(5) For every $A \subseteq \delta$ there is a $\kappa < \delta$ such that for any $\gamma < \delta$ there is a $j : V \rightarrow M$ with critical point $\kappa$ such that $\gamma < j(\kappa)$ and $j(A) \cap \gamma = A \cap \gamma$.

(6) For any pair of sets $A_0, A_1 \subseteq \delta$ there is a $\kappa < \delta$ such that for any $\gamma < \delta$ there is a $j : V \rightarrow M$ with critical point $\kappa$ such that $\gamma < j(\kappa)$, $j(A_0) \cap \gamma = A_0 \cap \gamma$, and $j(A_1) \cap \gamma = A_1 \cap \gamma$.

**Proof** (1) $\implies$ (5). If $\delta$ is a Woodin cardinal then Lemma 10(3) holds and thus (5) follows trivially.

(5) $\implies$ (6). Suppose $A_0$ and $A_1$ are subsets of $\delta$ and let

$$A := \{\langle 0, \alpha \rangle | \alpha \in A_0\} \cup \{\langle 1, \alpha \rangle | \alpha \in A_1\}$$

where $\langle i, \alpha \rangle$ denotes the ordinal given by the Gödel pairing function $\langle \cdot, \cdot \rangle$. Now, let $\kappa < \delta$ be as in (5) for the $A$ specified above. I will show that $\kappa$ also satisfies (6) for
this $A_0$ and $A_1$. Fix a cardinal $\gamma < \delta$. Then by \((5)\), there is a $j : V \rightarrow M$ with critical point $\kappa$ such that $j(A) \cap \gamma = A \cap \gamma$ and $j(\kappa) > \gamma$. Since $\gamma$ is closed under Gödel pairing and since Gödel pairing is absolute to $M$, it follows that $j(A_0) \cap \gamma = A_0 \cap \gamma$ and $j(A_1) \cap \gamma = A_1 \cap \gamma$. Thus \((5) \implies (6)\).

\(6 \implies (1)\). Suppose $f : \delta \rightarrow \delta$. Let $R \subseteq \delta \times \delta$ be a relation such that $\langle \delta, R \rangle \cong \langle V_{\delta}, \in \rangle$ with the property that for each $\eta < \delta$ with $|V_{\eta}| = \eta$ one has $\langle \eta, R \upharpoonright \eta \rangle \cong \langle V_{\eta}, \in \rangle$. It follows by the Mostowski Collapse Lemma that the isomorphism, say $\pi : \langle \delta, R \rangle \rightarrow \langle V_{\delta}, \in \rangle$, is unique and indeed, $\pi \upharpoonright \eta : \langle \eta, R \upharpoonright \eta \rangle \rightarrow \langle V_{\eta}, \in \rangle$ is an isomorphism for each $\eta < \delta$ with $|V_{\eta}| = \eta$. Let $A_0 := \{(\alpha, \beta) \in (\alpha, \beta) \in R\}$ be the subset of $\delta$ that codes $R$ via Gödel pairing. Let $A_1 := \pi^{-1}(f)$ be the subset of $\delta$ that codes $f$ via the isomorphism $\pi^{-1}$. For this choice of $A_0$ and $A_1$ let $\kappa$ be as in \((6)\) above. Let $\gamma$ be the least cardinal greater than $\max(\kappa, f(\kappa))$ with $|V_\gamma| = \gamma$. Let $j : V \rightarrow M$ have critical point $\kappa$ such that $\gamma < j(\kappa)$, $j(A_0) \cap \gamma = A_0 \cap \gamma$, and $j(A_1) \cap \gamma = A_1 \cap \gamma$. Since $A_0 \cap \gamma$ codes $R \upharpoonright \gamma$ via Gödel pairing, which is absolute to $M$, it follows by elementarity that $j(R) \upharpoonright \gamma = R \upharpoonright \gamma$. Furthermore, $\langle V_\gamma, \in \rangle \cong \langle \gamma, R \upharpoonright \gamma \rangle = \langle \gamma, j(R) \upharpoonright \gamma \rangle$ and thus the Mostowski collapse of $\langle \gamma, j(R) \upharpoonright \gamma \rangle$ taken in $M$ is $\langle V_\gamma, \in \rangle$. Hence $V_\gamma \subseteq M$.

It will suffice to show that $f'' \kappa \subseteq \kappa$ and that $j(f)(\kappa) < \gamma$. Let me first prove that $j(\pi) \upharpoonright \gamma = \pi \upharpoonright \gamma$. It follows that

$$\pi \upharpoonright \gamma : \langle \gamma, R \upharpoonright \gamma \rangle \cong \langle V_\gamma, \in \rangle$$

and since $V_\gamma \subseteq M$ one also has

$$j(\pi) \upharpoonright \gamma : \langle \gamma, j(R) \upharpoonright \gamma \rangle \cong \langle V_\gamma, \in \rangle.$$

Since $j(R) \upharpoonright \gamma = R \upharpoonright \gamma$ it follows from the uniqueness of the Mostowski collapse that $j(\pi) \upharpoonright \gamma = \pi \upharpoonright \gamma$. Now I will show that $f'' \kappa \subseteq \kappa$. Suppose $\alpha < \kappa$. Since $A_1$, the code for $f$, agrees with $j(A_1)$ up to $\gamma$, and since $j(\pi) \upharpoonright \gamma = \pi \upharpoonright \gamma$, it follows that $j(f)(\alpha) = f(\alpha) < \gamma < j(\kappa)$. Since $\alpha$ is less than the critical point of $j$, it follows that $j(f)(\alpha) < j(\kappa)$. By elementarity this implies $f(\alpha) < \kappa$. It easily follows that $j(f)(\kappa) = f(\kappa) < \gamma$. \hfill $\Box$

Lemma 12 Suppose $\kappa < \theta < \delta$ with $\text{cf}(\theta) > \kappa$ and $A \subseteq \delta$. If $\kappa$ is $\theta$-strong for $A$ then there is an elementary embedding $j : V \rightarrow M$ witnessing this such that $\kappa$ is not $\theta$-strong for $j(A)$ in $M$.

Proof Fix $\theta < \delta$ with $\text{cf}(\theta) > \kappa$. Let $j : V \rightarrow M$ be an embedding witnessing that $\kappa$ is $\theta$-strong for $A$ where the value of $j(\kappa)$ is the least possible and $M = \{ j(h)(a) \in M \setminus V_\theta | h : V_\kappa \rightarrow V, a \in V_\delta, h \in M \}$. Notice that $M^\kappa \subseteq M$ in $V$ by Remark 1 above. I will argue that $\kappa$ is not $\theta$-strong for $j(A)$ in $M$. Assume otherwise. Then there is an embedding $i : M \rightarrow N$ witnessing that $\kappa$ is $\theta$-strong for $j(A)$ in $M$. Let $E \in M$ be the $(\kappa, \lambda)$-extender derived from $i$ where $\lambda = |V_\theta|^N$ and the corresponding extender ultrapower $i_E : M \rightarrow N_E = \text{Ult}(M, E)$ witnesses that $\kappa$ is $\theta$-strong for $j(A)$ in $M$ (see Remark 1 above). Notice that $i_E(\kappa) < j(\kappa)$ because $j(\kappa)$ is inaccessible in $M$. \hfill $\Box$
Now since $V^M_\theta = V_\theta$ and $M^K \subseteq M$, one can conclude that $E$ is an extender in $V$ and form the ultrapower

$$i_E^V : V \to N_E^V = \text{Ult}(V, E) = \{i_E^V(h)(a) \mid h : [\kappa]^{|\kappa|} \to V, a \in [\lambda]^{<\omega}, h \in V\}$$

where $\text{crit}(i_E^V) = \kappa$, $i_E^V(\kappa) > \theta$, and $V_\theta \subseteq N_E^V$. Since $M^K \subseteq M$ in $V$ one has $i_E^V(\kappa) = i_E^K(\kappa) < j(\kappa)$. This will contradict the minimality of $j(\kappa)$ once I argue that the embedding $i_E^V$ witnesses that $\kappa$ is $\theta$-strong for $A$. Let me show that $i_E^V(A \cap V_\theta) = A \cap V_\theta$. First notice that since $M^K \subseteq M$ in $V$ and $V^M_\theta = V_\theta$ it follows that $i_E^V(A \cap V_\kappa) = i_E^V(j(A) \cap V_\kappa)$. Hence one has

$$i_E^V(A \cap V_\theta) = i_E^V(A \cap V_\kappa) \cap V_\theta = i_E^V(j(A) \cap V_\kappa) \cap V_\theta = i_E^V(j(A)) \cap V_\theta = j(A) \cap V_\theta = A \cap V_\theta.$$

The following lemma will be required in our proof of Theorem 1.

**Lemma 13** Suppose $\kappa$ is $<\delta$-strong for $A \subseteq V_\delta$ where $\delta$ is a Woodin cardinal. There is a function $\ell : \kappa \to \kappa$ such that if $\theta < \delta$ is a limit of inaccessible cardinals with $\text{cf}(\theta) > \kappa$ then there is a $j : V \to M$ witnessing that $\kappa$ is $\theta$-strong for $A$ such that $j(\ell)(\kappa) = \theta$.

**Proof** Define a function $\ell$ with domain $\kappa$ as follows. If $\gamma < \kappa$ is not $<\delta$-strong for $A$ then define $\ell(\gamma)$ to be the least ordinal such that $\gamma$ is not $\ell(\gamma)$-strong for $A$. Otherwise define $\ell(\gamma) = 0$.

Let me show that $\ell(\gamma) < \kappa$ for each $\gamma < \kappa$. Suppose $\gamma$ is not $<\delta$-strong for $A$ and that $\ell(\gamma) \geq \kappa$. I will show that since $\kappa$ is $<\delta$-strong for $A$ it follows that $\gamma$ is also $<\delta$-strong for $A$, a contradiction. Choose an arbitrary $\mu < \delta$ and let $j : V \to M$ witness that $\kappa$ is $\mu$-strong for $A$. Since $\ell(\gamma) \geq \kappa$ it follows that $\gamma$ is $<\kappa$-strong for $A$. By elementarity $\gamma = j(\gamma)$ is $<j(\kappa)$-strong for $j(A)$ in $M$. Thus $\gamma$ is $\mu$-strong for $j(A)$ in $M$. Let $i : M \to N$ witness this. Now let $j^* := i \circ j : V \to N$ and note that $V^M_\mu \subseteq N$. It follows that $\gamma$ is the critical point of $j^*$, that $j^*(\gamma) = i(j(\gamma)) = i(\gamma) > \mu$, and $j^*(A) \cap V_\mu = i(j(A)) \cap V_\mu = j(A) \cap V_\mu = A \cap V_\mu$. Hence $\gamma$ is $\mu$-strong for $A$. Since $\mu$ was chosen arbitrarily less than $\delta$, this implies that $\gamma$ is $<\delta$-strong for $A$, a contradiction. Thus $\ell$ is a function from $\kappa$ to $\kappa$.

Fix $\theta < \delta$ with $\text{cf}(\theta) > \kappa$. By Lemma 12, there is a $j : V \to M$ witnessing that $\kappa$ is $\theta$-strong for $A$ such that $\kappa$ is not $\theta$-strong for $j(A)$ in $M$ where $M = \{j(h)(a) \mid h : V_\kappa \to V, a \in V_\theta, h \in V\}$. It will suffice to show that $\kappa$ is $\beta$-strong for $j(A)$ in $M$ for each $\beta < \theta$, because by the definition of $\ell$ this implies $j(\ell)(\kappa) = \theta$. So fix $\beta < \theta$. Then $\kappa$ is $\beta$-strong for $A$ in $V$ and this is witnessed by an embedding $i : V \to N$. Let $E \in V$ be the $(\kappa, |V^N_\beta|)$ extender derived from $i$. It follows that $E \in V_\theta \subseteq M$ because $|V^N_\beta| \leq |V^N_\beta| < |V^N_\beta|^+$ and $\theta$ is a limit of inaccessible cardinals. Since $\text{cf}(\theta) > \kappa$
one has $M^\kappa \subseteq M$, and this implies, in the same manner as in the proof of Lemma 12, that the embedding $i^H_\delta : M \to \Ult(M, E) = \{j(h)(a) \mid h : [\kappa]^{\aleph_1} \to M, a \in [V^\kappa|N]^{<\omega}, h \in M\}$ witnesses that $\kappa$ is $\beta$-strong for $j(A)$ in $M$. □

The next widely known lemma is important for our proof of Theorem 1, because it easily implies that if $\delta$ is a Woodin cardinal, then one can force the continuum function to agree with any Easton function on the interval $[\delta, \infty)$.

Lemma 14 If $\delta$ is a Woodin cardinal and $\mathbb{P}$ is $<\delta$-closed then $\delta$ remains Woodin after forcing with $\mathbb{P}$.

Proof Let $G$ be generic for $\mathbb{P}$ and suppose $p \in G$ and $p \Vdash \dot{f} : \delta \to \delta$. Let $D$ be the set of conditions $q \leq p$ such that $q$ forces there is a $\kappa < \delta$ such that $\dot{f}^{``\kappa} \subseteq \kappa$ and there is a $j : V[G] \to M[j(\dot{G})]$ with critical point $\kappa$ and $(V_{j(\dot{f})(\kappa)})^{V[G]} \subseteq M[j(\dot{G})]$. Note that the existence of the previous embedding is equivalent to the existence of an extender that has a first order definition. I will show that $D$ is dense below $p$. Choose $r \leq p$ and use the $<\delta$-closure of $\mathbb{P}$ to find a descending sequence $\langle p_\alpha \mid \alpha < \delta \rangle$ of conditions below $r$ such that $p_\alpha$ decides $\dot{f} \upharpoonright (\alpha + 1)$ for each $\alpha < \delta$. Let $F : \delta \to \delta$ be the function in $V$ determined by the sequence $\langle p_\alpha \mid \alpha < \delta \rangle$. By applying the Woodinness of $\delta$ in $V$ to $F$ find a $\kappa < \delta$ such that $F''\kappa \subseteq \kappa$ and there is a $j : V \to M$ with critical point $\kappa$ and $V_{j(F)(\kappa)} \subseteq M$. By Lemma 10(4) we can assume that $j(F)(\kappa) < \delta$ and $M = \{j(h)(a) \mid h : V_\kappa \to V, a \in V_{j(F)(\kappa)+3}, h \in V\}$. Now choose $\alpha < \delta$ large enough so that $p_\alpha$ forces $\dot{f}$ to agree with $F$ up to and including at $\kappa$. Let $H$ be $V$-generic for $\mathbb{P}$ with $p_\alpha \in H$. Then $\dot{f}^{\hat{H}} \kappa \subseteq \kappa$. Since $\mathbb{P}$ is $<\kappa$-distributive, it follows by Lemma 7 that $j$ lifts to $j : V[H] \to M[j(H)]$. By elementarity and the fact that $p_\alpha \in H$, it follows that $j(\dot{f}^{\hat{H}})(\kappa) = j(F)(\kappa)$. Since $\mathbb{P}$ is $<\delta$-closed, it follows that $(V_{j(F)(\kappa)})^{V[H]} = V_{j(F)(\kappa)}$. Thus, $(V_{j(F)(\kappa)})^{V[H]} = (V_{j(F)(\kappa)})^{V[H]} = V_{j(F)(\kappa)} \subseteq M \subseteq M[j(H)]$. This shows that $p_\alpha \in D$ and thus that $D$ is dense below $p$.

Now choose a condition $q \in G \cap D$ so that by the definition of $D$ it follows that in $V[G]$ there is a $\kappa < \delta$ such that $\dot{f}^{``\kappa} \subseteq \kappa$ and there is a $j : V[G] \to M[j(G)]$ with critical point $\kappa$ and $(V_{j(F)(\kappa)})^{V[G]} \subseteq M[j(G)]$. □

2.4 Sacks forcing on uncountable cardinals

Kanamori gave a definition for a version of Sacks forcing on uncountable cardinals in [15]. In what follows, I will use a definition of Sacks forcing on inaccessible cardinals given by Friedman and Thompson in [11] (and used in [10]), which works particularly well for preserving large cardinals; for the reader’s convenience, I will recall the definition and some basic properties of this forcing.

Suppose $\kappa$ is an inaccessible cardinal. Then $p \subseteq 2^{<\kappa}$ is a perfect $\kappa$-tree if the following conditions hold.

1. If $s \in p$ and $t \subseteq 2^{<\kappa}$ is an initial segment of $s$, then $t \in p$.
2. If $\langle s_\alpha \mid \alpha < \eta \rangle$ is a sequence of elements of $p$ with $\eta < \kappa$ where $s_\alpha \subseteq s_\beta$ for $\alpha < \beta$, then $\bigcup_{\alpha < \eta} s_\alpha \in p$.

2 I would like to thank Arthur Apter for an enlightening discussion concerning Lemma 14 and its proof.
(3) For each \( s \in p \) there is a \( t \in p \) with \( s \subseteq t \) and \( t \cap 0, t \cap 1 \in p \).

(4) Let \( \text{Split}(p) = \{ s \in p \mid s \cap 0, s \cap 1 \in p \} \). Then for some unique closed unbounded set \( C(p) \subseteq \kappa \), \( \text{Split}(p) = \{ s \in p \mid \text{length}(s) \in C(p) \} \).

**Sacks forcing on \( \kappa \)** is denoted by \( \text{Sacks}(\kappa) \) and conditions in \( \text{Sacks}(\kappa) \) are perfect \( \kappa \)-trees. For \( p, q \in \text{Sacks}(\kappa) \), one says that \( p \) is stronger than \( q \) and writes \( p \leq q \) if and only if \( p \subseteq q \). For a condition \( p \in \text{Sacks}(\kappa) \) let \( \langle \alpha_i \mid i < \kappa \rangle \) be the increasing enumeration of \( C(p) \). Let \( \text{Split}_i(p) := \{ s \in p \mid \text{length}(s) = \alpha_i \} \) denote the \( i^{th} \) splitting level of \( p \). For \( p, q \in \text{Sacks}(\kappa) \), define \( p \leq q \) if and only if \( p \leq q \) and \( \text{Split}_i(p) = \text{Split}_i(q) \) for \( i < \beta \). It is easy to verify that \( \text{Sacks}(\kappa) \) is \( < \kappa \)-closed and satisfies the \( \kappa^{++} \)-chain condition under GCH. By standard arguments, this implies that \( \text{Sacks}(\kappa) \) preserves cardinals less than or equal to \( \kappa \) and greater than or equal to \( \kappa^{++} \) under GCH. Furthermore, as shown in [11], \( \text{Sacks}(\kappa) \) satisfies the following fusion property. If \( \langle p_\alpha \mid \alpha < \kappa \rangle \) is a decreasing sequence of conditions in \( \text{Sacks}(\kappa) \) and for each \( \alpha < \kappa \), \( p_{\alpha+1} \leq p_\alpha \), then the sequence has a lower bound in \( \text{Sacks}(\kappa) \).

The sequence \( \langle p_\alpha \mid \alpha < \kappa \rangle \) is called a fusion sequence. This fusion property implies that \( \text{Sacks}(\kappa) \) preserves \( \kappa^+ \) by the following straightforward argument. Suppose \( p \Vdash \check{f} : \check{\kappa} \rightarrow \check{\kappa} \). One can build a fusion sequence \( \langle p_\alpha \mid \alpha < \kappa \rangle \) such that for each \( \alpha < \kappa \), the condition \( p_\alpha \in \text{Sacks}(\kappa) \) forces \( \check{f}(\check{\alpha}) \) to equal the check name of an element of some set \( A_\alpha = \{ \beta_\xi \mid \xi < 2^\alpha \} \) where each \( \beta_\xi \) is less than \( \kappa^+ \). By the fusion property, this sequence has a lower bound, call it \( r \), and it follows that \( r \Vdash \text{ran}(\check{f}) \subseteq \bigcup_{\alpha < \kappa} A_\alpha \). Since \( \bigcup_{\alpha < \kappa} A_\alpha \) has size at most \( \kappa \), it follows that \( r \forces \text{ran}(\check{f}) \) to be bounded below \( \kappa^+ \). The forcing \( \text{Sacks}(\kappa) \) adds a single subset of \( \kappa \) given by a cofinal branch through \( 2^{< \kappa} \) and preserves cardinals under GCH.

Define \( \text{Sacks}(\kappa, \lambda) \) to be the product forcing obtained by taking the product of \( \lambda \)-many copies of \( \text{Sacks}(\kappa) \) with supports of size less than or equal to \( \kappa \). Thus, a condition \( \check{p} \in \text{Sacks}(\kappa, \lambda) \) can be thought of as a function \( \check{p} : \lambda \rightarrow \text{Sacks}(\kappa) \) such that the set \( \{ \alpha < \lambda \mid \check{p}(\alpha) \neq 2^{< \kappa} \} \) has size at most \( \kappa \). The ordering on \( \text{Sacks}(\kappa, \lambda) \) is given by the usual product ordering. It is easy to verify that \( \text{Sacks}(\kappa, \lambda) \) is \( < \kappa \)-closed and satisfies the \( \kappa^{++} \)-chain condition under GCH. Thus, assuming GCH, the poset \( \text{Sacks}(\kappa, \lambda) \) preserves cardinals less than or equal to \( \kappa \) and greater than or equal to \( \kappa^{++} \). To show that \( \text{Sacks}(\kappa, \lambda) \) preserves \( \kappa^+ \) one may use the following generalized fusion property (see [11]). For \( X \subseteq \lambda \) and \( \check{p}, \check{q} \in \text{Sacks}(\kappa, \lambda) \) write \( \check{p} \leq_\beta \check{X} \) \( \check{q} \) if and only if \( \check{p} \leq \check{q} \) and for each \( \alpha \in X \), \( \check{p}(\alpha) \leq_\beta \check{q}(\alpha) \). The generalized fusion property for \( \text{Sacks}(\kappa, \lambda) \) asserts that if \( \langle \check{p}_\alpha \mid \alpha < \kappa \rangle \) is a descending sequence of conditions in \( \text{Sacks}(\kappa, \lambda) \) and there is an increasing sequence \( \langle X_\alpha \mid \alpha < \kappa \rangle \) of subsets of \( \lambda \), each of size less than \( \kappa \), such that \( \bigcup_{\alpha < \kappa} X_\alpha = \bigcup_{\alpha < \kappa} \text{supp}(\check{p}_\alpha) \), and for each \( \beta < \kappa \), \( \check{p}_{\beta+1} \leq_\beta \check{X}_\beta \check{p}_\beta \), then there is a lower bound of the sequence \( \langle \check{p}_\alpha \mid \alpha < \kappa \rangle \) in \( \text{Sacks}(\kappa, \lambda) \). The above generalized fusion property implies that \( \kappa^+ \) is preserved by the following argument. Suppose \( p \Vdash \check{f} : \check{\kappa} \rightarrow \check{\kappa} \). One can build a fusion sequence \( \langle \check{p}_\alpha \mid \alpha < \kappa \rangle \) such that for each \( \alpha < \kappa \), the condition \( \check{p}_\alpha \) forces \( \check{f}(\check{\alpha}) \) to belong to a subset of \( \kappa^+ \) of size \( (2^\gamma) \) for some \( \gamma < \kappa \). A lower bound \( \check{r} \) of this fusion sequence forces a bound on \( \check{f} \) below \( \kappa^+ \).

Since \( \text{Sacks}(\kappa, \lambda) \) is not \( \kappa^+ \)-c.c. more than Lemma 3 will be required to see that \( \text{Sacks}(\kappa, \lambda) \) preserves closure under \( \kappa \) sequences on inner models. For this reason we will need the following.
Lemma 15 Suppose $M \subseteq V$ is an inner model with $M^\kappa \subseteq M$ in $V$. If $G$ is $V$-generic for Sacks$(\kappa, \lambda)$, then $M[G]^{\kappa} \subseteq M[G]$ in $V[G]$.

Proof Let me recall the proof given in [11, Lemma 3]. Let $G$ be generic for Sacks$(\kappa, \lambda)$. Suppose $X$ is a $\kappa$-sequence of ordinals in $V[G]$ and that this is forced by $p \in G$. Using generalized fusion, one can show that every $q \leq p$ can be extended to a condition $r$ such that $r$ forces that $X$ can be determined from $r$ and $G$. This implies that there is such an $r \in G$. Since $r$ and $G$ are both in $M[G]$, it follows that $X \in M[G]$.

Easton’s Lemma states that if $P$ and $Q$ are forcing notions where $P$ is $(\kappa^+)$-c.c. and $Q$ is $\leq \kappa$-closed, then $\Vdash Q$ is $\leq \kappa$-distributive.” The following lemma, which is analogous to Easton’s Lemma, will be important for the proof of our main theorem.

Lemma 16 Suppose $P$ is any $\leq \kappa$-closed forcing and $\alpha$ is an ordinal. Then after forcing with Sacks$(\kappa, \alpha)$, $P$ remains $\leq \kappa$-distributive.

Proof Suppose $p \in$ Sacks$(\kappa, \lambda) \times P$ forces that $\dot{f}$ is a function with $\text{dom}(\dot{f}) = \kappa$. One can show, using generalized fusion in the first coordinate and closure in the second coordinate, that every condition $q$ below $p$ can be extended to a condition $r$ which forces over Sacks$(\kappa, \lambda) \times P$ that the values of $\dot{f}$ can be determined from $r$ and $G$, the generic for Sacks$(\kappa, \lambda)$.

For a more detailed proof of Lemma 16 see [10, Lemma 3.7].

3 Proof of Theorem 1

Recall the statement of Theorem 1.

Theorem 1 Suppose GCH holds, $F : \text{REG} \rightarrow \text{CARD}$ is an Easton function, and $\delta$ is a Woodin cardinal with $F" \delta \subseteq \delta$. Then there is a cofinality-preserving forcing extension in which $\delta$ remains Woodin and $2^\gamma = F(\gamma)$ for each regular cardinal $\gamma$.

Proof Suppose $\delta$ is a Woodin cardinal and $F : \text{REG} \rightarrow \text{CARD}$ is an Easton function with $F" \delta \subseteq \delta$. For an ordinal $\alpha$ let $\bar{\alpha}$ denote the least closure point of $F$ greater than $\alpha$. For a regular cardinal $\gamma$, the notation $\text{Add}(\gamma, F(\gamma))$ denotes the poset for adding $F(\gamma)$ Cohen subsets to $\gamma$. Let us now define an Easton support iteration $\mathbb{P} = \langle (\mathbb{P}_\eta, \dot{\mathbb{Q}}_\eta) : \eta \in \text{ORD} \rangle$ of Easton support products.

(1) If $\eta$ is an inaccessible closure point of $F$, then $\dot{\mathbb{Q}}_\eta$ is a $\mathbb{P}_\eta$-name for the Easton support product

$$\text{Sacks}(\eta, F(\eta)) \times \prod_{\gamma \in (\eta, \bar{\eta}] \cap \text{REG}} \text{Add}(\gamma, F(\gamma))$$

as defined in $V^{\mathbb{P}_\eta}$ and $\mathbb{P}_{\eta+1} = \mathbb{P}_\eta \ast \dot{\mathbb{Q}}_\eta$.

(2) If $\eta$ is a singular closure point of $F$, then $\dot{\mathbb{Q}}_\eta$ is a $\mathbb{P}_\eta$-name for $\prod_{\gamma \in [\eta, \bar{\eta}) \cap \text{REG}} \text{Add}(\gamma, F(\gamma))$ as defined in $V^{\mathbb{P}_\eta}$ and $\mathbb{P}_{\eta+1} = \mathbb{P}_\eta \ast \dot{\mathbb{Q}}_\eta$. 
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(3) Otherwise, if $\eta$ is not a closure point of $F$, then $\dot{Q}_\eta$ is a $\mathbb{P}_\eta$-name for trivial forcing and $\mathbb{P}_{\eta+1} = \mathbb{P}_\eta * \dot{Q}_\eta$.

Note that the same iteration appears in [10].

Let $G$ be $V$-generic for $\mathbb{P}$. As in [10], it follows that cardinals are preserved (see [10, Lemma 3.6]) and that in $V[G]$, for each regular cardinal $\gamma$ one has $2^\gamma = F(\gamma)$ (see [10, Theorem 3.8]).

Let me now discuss some notation that will be useful for factoring $\mathbb{P}$. If $\eta$ is a closure point of $F$, then one can factor $\mathbb{P} \cong \mathbb{P}_\eta * \dot{P}_{[\eta, \infty)}$ where $\mathbb{P}_\eta$ denotes the iteration up to stage $\eta$ and $\dot{P}_{[\eta, \infty)}$ is a $\mathbb{P}_\eta$-name for the remaining stages. Thus $G$ naturally factors as $G \cong G_\eta \ast G_{[\eta, \infty)}$. The stage $\eta$ forcing in the iteration $\mathbb{P}$ is $\mathbb{Q}_\eta$ and I will write $Q_\eta = Q_{[\eta, \bar{\eta}]}$ to emphasize the interval on which the stage $\eta$ forcing has an effect. Let $H_{[\eta, \bar{\eta}]}$ denote the $V[G_\eta]$-generic for $Q_{[\eta, \bar{\eta}]}$ obtained from $G$. Let $R_\gamma$ denote a particular factor of the product forcing $Q_{[\eta, \bar{\eta}]}$ so that $Q_{[\eta, \bar{\eta}]} = \prod_{\gamma \in \eta, \bar{\eta}) \cap \text{REG} R_\gamma$. In this situation let $H_\delta$ denote $V[G_\eta]$-generic for $R_\gamma$ obtained from $G$. In general, if $I \subseteq [\eta, \bar{\eta})$ then let $Q_I = \prod_{\gamma \in I \cap \text{REG} R_\gamma}$.

Since $\mathbb{P}_{[\delta, \infty)}$ is $<\delta$-closed in $V^{\mathbb{P}_\delta}$, it follows by Lemma 14 that if $\delta$ is Woodin in $V^{\mathbb{P}_\delta}$ then $\delta$ remains Woodin in $V^{\mathbb{P}_\delta * \dot{P}_{[\delta, \infty)}}$. Thus it will suffice to show that $\delta$ remains Woodin in $V[G_\delta]$. Let me note here that by the previous statements, one could have defined the iteration above so that $\dot{P}_{[\delta, \infty)}$ is simply a $\mathbb{P}_\delta$-name for an Easton support product of Cohen forcing.

In what follows I will use the fact that since conditions in $\mathbb{P}_\delta$ have bounded support, one can view them as sequences of length less than $\delta$. Indeed, by cutting off trivial coordinates, one can view a condition $p \in \mathbb{P}_\delta$ as being a condition in some initial segment of the poset.

I will show that property (3) in Lemma 10 holds in $V[G_\delta]$. Suppose $A \subseteq \delta$ with $A \in V[G_\delta]$ and let $\dot{A}$ be a $\mathbb{P}_\delta$-name for $A$. For each $\alpha < \delta$, let $A_\alpha$ be a maximal antichain of conditions in $\mathbb{P}_\delta$ that decide $\dot{\alpha} \in \dot{A}$. Notice that since $\delta$ is a Mahlo cardinal, it follows that $\mathbb{P}_\delta$ is $\delta$-c.c. and thus each maximal antichain $A_\alpha$ is a subset of $\mathbb{P}_\beta$ for some $\beta < \delta$. Define a function $u : \mathcal{D} \to \delta$ such that

$$u(\gamma) = \"the least ordinal $\beta$ such that for each $\alpha < \gamma$, \n the antichain $A_\alpha$ is contained in $\mathbb{P}_\beta$\"$$

The value of $u(\gamma)$ indicates how much of the generic filter is required to correctly evaluate the name $\dot{A}$ up to $\gamma$.

Now I will apply the Woodinness of $\delta$ in $V$. By an argument similar to that for Lemma 10 (5), i.e. by coding the name $\dot{A} \subseteq V_\delta$, the Easton function $F \cap \delta \times \delta$, and the function $u \subseteq \delta \times \delta$, into a single subset of $\delta$, it follows that there is a $\kappa < \delta$ that is $<\delta$-strong for the name $\dot{A}$, the Easton function $F \upharpoonright \delta$, and the function $u$. As an abbreviation, I will say that such a $\kappa$ is $<\delta$-strong for $(\dot{A}, F, u)$. Since $C_F := \{ \alpha < \delta \mid F'' \alpha \subseteq \alpha \}$ is a closed unbounded subset of $\delta$ and since the set $S := \{ \kappa < \delta \mid \kappa < \delta$-strong for $(\dot{A}, F, u) \}$ is stationary, one may choose such a $\kappa \in C \cap S$. This is, of course, necessary since there is no hope of $\kappa$ remaining measurable in $V[G_\delta]$ if $\kappa$ is not a closure point of $F$. 
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Fix $\kappa < \delta$ such that $\kappa$ is a closure point of $F$ and $\kappa$ is $<\delta$-strong for $(\dot{A}, F, u)$. Fix a function $\ell : \kappa \to \kappa$ as in Lemma 13. I will show that property (3) in Lemma 10 holds for this $\kappa$ and the initially chosen $A \subseteq \delta$ in $V[G_\delta]$.

Since the inaccessible closure points of $F$ are unbounded in $\delta$, I may choose $\mu$ to be an inaccessible closure point of $F$ with $F(\kappa) < \mu < \delta$. It will suffice to show that in $V[G_\delta]$ there is an embedding $j : V[G_\delta] \to M[j(G_\delta)]$ with critical point $\kappa$ and $j(A) \cap \mu = A \cap \mu$. To accomplish this, I will lift a slightly stronger embedding that is $\theta$-strong for a carefully chosen singular cardinal $\theta > \mu$. Using a singular degree of strength is advantageous since this will mean there will be no forcing over $\theta$, and it will follow that the relevant tail forcing will be sufficiently closed. Let $\mu'$ be the least inaccessible closure point of $F$ greater than $\mu$. Assuming $\gamma_\alpha$ is defined where $\alpha < \kappa^+$, let $\gamma_{\alpha+1}$ be the least inaccessible closure point of $F$ greater than $\gamma_\alpha$. At limit stages $\zeta < \kappa^+$, assuming $\langle \gamma_\alpha | \alpha < \zeta \rangle$ is defined, let $\gamma_\zeta$ be the least inaccessible closure point of $F$ greater than $\sup\{\gamma_\alpha | \alpha < \zeta\}$. Now define $\theta := \sup\{\gamma_\alpha | \alpha < \kappa^+\}$. We have

$$\kappa < F(\kappa) < \mu < \mu' < \gamma_0 < \cdots < \gamma_\alpha < \cdots < \theta.$$ 

For emphasis, let me state the following explicitly.

- $\langle \gamma_\alpha | \alpha < \kappa^+ \rangle$ is a discontinuous sequence of inaccessible closure points of $F$.
- $\theta = \sup\{\gamma_\alpha | \alpha < \kappa^+\}$
- $u''\mu' \subseteq \mu'$

By assumption on $\kappa$, there is a $j : V \to M$ with critical point $\kappa$ such that the following hold.

1. $V_\theta \subseteq M \theta < j(\kappa)$
2. $j(A) \cap \theta = A \cap \theta \ j(F) \upharpoonright \theta = F \upharpoonright \theta \ j(u) \upharpoonright \theta = u \upharpoonright \theta$
3. $M = \{h(s) | h : V_\kappa \to V, s \in V_\theta, h \in V\}$
4. $j(\ell)(\kappa) = \theta$ (using Lemma 13)

Since $j(F) \upharpoonright \theta = F \upharpoonright \theta$, the sequence $\langle \gamma_\alpha | \alpha < \kappa^+ \rangle$ can be constructed in $M$ from $j(F)$ just as it was constructed in $V$ from $F$. This implies that

5. $\text{cf}(\theta)^M = \kappa^+$.

Property (5) will be important because it ensures that there is no forcing over $\theta$ in the iteration $j(P_\delta)$.

### 3.1 Lifting $j$ through $G_\kappa$

In order to lift $j$ to $V[G_\kappa]$, I will find an $M$-generic filter $j(G_\kappa)$ for $j(P_\kappa)$ that satisfies $j''G_\kappa \subseteq j(G_\kappa)$. To do so, the length $j(\kappa)$ iteration $j(P_\kappa)$ will be factored in $M$. Since $V_\theta \subseteq M$ it follows that $j(P_\kappa) \cong P_\gamma \ast \hat{P}_{[\gamma_0, \theta)} \ast \hat{P}_{[\theta, j(\kappa))}$ where $\hat{P}_{[\gamma_0, \theta)}$ is a $P_\gamma$-term for the iteration over the interval $[\gamma_0, \theta)$ as defined in $M^{P_\gamma}$ and similarly $\hat{P}_{[\theta, j(\kappa))}$ is a $P_\gamma \ast \hat{P}_{[\gamma_0, \theta)}$-term for the tail of the iteration $j(P_\kappa)$ as defined in $M^{P_\gamma \ast \hat{P}_{[\gamma_0, \theta)}}$. Since
there is a condition \( P \) where in \([10, \text{Sublemma 3.12}]\). However, there is an important difference in that the forcing \( M \) is Easton’s theorem in the presence of Woodin cardinals. Nonetheless, Lemmas 17 and 19 below will establish that there is an \( M[G_{\gamma_0}] \)-generic filter, call it \( G_{\gamma_0} \), in \( V[G_{\gamma_0}][G_{\gamma_0}] \) for \( \mathbb{P}_{\gamma_0,\theta} \). In Lemma 17, I will show that there is a condition \( p_\infty \in \mathbb{P}_{\gamma_0,\theta} \) which forces all dense subsets of \( \mathbb{P}_{\gamma_0,\theta} \) in \( M[G_{\gamma_0}] \) to be met by \( G_{\gamma_0} \). It might not be the case that \( p_\infty \in G_{\gamma_0,\theta} \), but in Lemma 19, I will show that \( p_\infty \) is in an automorphic image of \( G_{\gamma_0,\theta} \), which I shall argue is good enough.

Let me note here that the proof of Lemma 17 resembles the construction of \( p_\infty \) in \([10, \text{Sublemma 3.12}]\). However, there is an important difference in that the forcing here, namely \( \mathbb{P}_{\gamma_0,\theta} \), is an iteration involving Sacks forcing on inaccessible cardinals, whereas in \([10]\), the analogous forcing is a product of Cohen forcing.

**Lemma 17** There is a condition \( p_\infty \in \mathbb{P}_{\gamma_0,\theta} \) such that if \( G_{\gamma_0}^* \) is \( V[G_{\gamma_0}] \)-generic for \( \mathbb{P}_{\gamma_0,\theta} \) with \( p_\infty \in G_{\gamma_0}^* \), then \( G_{\gamma_0}^*[\gamma_0,\theta] \cap \mathbb{P}_{\gamma_0,\theta} = M[G_{\gamma_0}] \)-generic for \( \mathbb{P}_{\gamma_0,\theta} \).

**Proof** By our choice of \( \theta \), the sequence \( \langle \gamma_\alpha \mid \alpha < \kappa^+ \rangle \) is an increasing cofinal sequence of inaccessible closure points of \( F \) in \( \theta \). Recall the placement of the following ordinals.

\[
\mu < \mu' < \gamma_0 < \gamma_1 < \cdots < \gamma_\alpha < \cdots < \theta
\]

It follows that, in \( M[G_{\gamma_0}] \), for each \( \alpha < \kappa^+ \),

\[
\mathbb{P}_{\gamma_0,\theta} \cong \mathbb{P}_{\gamma_0,\gamma_\alpha} \ast \mathbb{P}_{\gamma_\alpha,\theta}
\]

where \( \mathbb{P}_{\gamma_0,\gamma_\alpha} \) is \( \gamma_\alpha^+ \)-c.c. in \( V[G_{\gamma_0}] \) and \( \mathbb{P}_{\gamma_\alpha,\theta} \) is forced to be \( <\gamma_\alpha \)-closed.

A few sublemmas will be required.

**Sublemma 17.1** Suppose \( \mathbb{R} \ast \mathbb{Q} \) is any two-step forcing iteration, \( p_\ast = (r_\ast, \dot{q}_\ast) \in \mathbb{R} \ast \mathbb{Q} \), and \( D \subseteq \mathbb{R} \ast \mathbb{Q} \) is open dense. Then there is an \( \mathbb{R} \)-name \( \dot{q}_D \) such that the following hold.

1. \( (r_\ast, \dot{q}_D) \leq (r_\ast, \dot{q}_\ast) \)
2. \( \dot{D} = \{ r \leq r_\ast \mid (r, \dot{q}_D) \in D \} \) is open dense in \( \mathbb{R} \) below \( r_\ast \).
3. \( r_\ast \Vdash_{\mathbb{R}} \exists r \in \dot{G} (r, \dot{q}_D) \in D \)

**Proof** I will work below \( (r_\ast, \dot{q}_\ast) \). Choose \( (r_0, \dot{q}_0) \leq (r_\ast, \dot{q}_\ast) \) with \( (r_0, \dot{q}_0) \in D \). Let \( r'_0 \leq r_\ast \) with \( r'_0 \perp r_0 \). Now let \( (r_1, \dot{q}_1) \leq (r'_0, \dot{q}_\ast) \) with \( (r_1, \dot{q}_1) \in D \). Proceed by induction.

If \( \alpha \) is a successor ordinal, say \( \alpha = \beta + 1 \), choose \( r'_\beta \leq r_\ast \) with \( r'_\beta \perp \{ r_\xi \mid \xi \leq \beta \} \). Let \( (r_{\beta+1}, \dot{q}_{\beta+1}) \in D \) with \( (r_{\beta+1}, \dot{q}_{\beta+1}) \leq (r'_\beta, \dot{q}_\ast) \).

If \( \alpha \) is a limit ordinal, suppose \( \{ r_\xi \mid \xi < \alpha \} \) is the antichain of \( \mathbb{R} \) constructed so far. Let \( r''_\alpha \in \mathbb{R} \) be such that \( r''_\alpha \perp \{ r_\xi \mid \xi < \alpha \} \). Let \( (r_\alpha, \dot{q}_\alpha) \in D \) with \( (r_\alpha, \dot{q}_\alpha) \leq (r''_\alpha, \dot{q}_\ast) \).
Suppose $p$. Let $\hat{q}_D$ be the $\mathbb{R}$-name obtained by mixing the names $\check{q}_{\xi}$, defined above, over $A$. In other words, $\hat{q}_D$ has the property that for each $\xi < \gamma$ the condition $r_{\xi}$ forces $\hat{q}_D = \check{q}_{\xi}$.

Let me show that (1) holds. Any generic for $\mathbb{R}$ containing $r_*$ will contain $r_{\xi}$ for some $\xi < \gamma$. Since $r_{\xi} \Vdash \hat{q}_D = \check{q}_{\xi}$ and $(r_{\xi}, \check{q}_{\xi}) \leq (r_*, \check{q}_*)$, it follows that $r_{\xi} \Vdash \hat{q}_D = \check{q}_{\xi} \leq \check{q}_*$. Hence $r_* \Vdash \hat{q}_D \leq \check{q}_*$.

I will now show that (2) holds. Since $D$ is open it easily follows that $\check{D}$ is open. Suppose $p \leq r_*$ with $p \in \mathbb{R}$. Since $A$ is a maximal antichain of $\mathbb{R}$ below $r_*$ the condition $p$ is compatible with some $r_{\xi} \in A$. Thus, let $s \in \mathbb{R}$ with $s \leq r_{\xi}$ and $s \leq p$.

Since $(r_{\xi}, \check{q}_{\xi}) \in D$ and $D$ is open dense, to show that $s \in \check{D}$ it will suffice to show that $(s, \check{q}_D) \leq (r_{\xi}, \check{q}_{\xi})$. This easily follows since $s \leq r_{\xi}$ and $r_{\xi} \Vdash \check{q}_D = \check{q}_{\xi}$ imply that $s \Vdash \check{q}_D \leq \check{q}_{\xi}$.

\begin{sublemma}
Suppose $q \in \check{P}_{[\gamma_0, \theta^*]}$. For all functions $h \in V$ with $\text{dom}(h) = V_\kappa$ and all $\beta < \theta$ there is a $p \leq q$ with $p \in \check{P}_{[\gamma_0, \theta^*]}$ such that if $p \in G^*_{[\gamma_0, \theta^*]}$ is $V[G_{\gamma_0}]$-generic for $P_{[\gamma_0, \theta^*]}$, then $G^*_{[\gamma_0, \theta^*]}$ meets every dense subset of $\check{P}_{[\gamma_0, \theta^*]}$ of the form $j(h)(a)^{G_{\gamma_0}}$ where $a \in V_\beta$.
\end{sublemma}

Proof Fix $q \in \check{P}_{[\gamma_0, \theta^*]}$, a function $h$, and $\beta$ as in the statement of the sublemma. I will obtain the condition $p \leq q$ as a lower bound of a descending sequence of conditions in $\check{P}_{[\gamma_0, \theta^*]}$. Since $\langle \gamma_\alpha \mid \alpha < \kappa^+ \rangle$ is cofinal in $\theta$, one may choose $\gamma_\alpha > |V_\beta|$. It follows that there is a maximal antichain $D = \langle D_\xi \mid \xi < \gamma \rangle$, in $M[G_{\gamma_0}]$, of all dense subsets of $\check{P}_{[\gamma_0, \theta^*]}$ of the form $j(h)(a)^{G_{\gamma_0}}$ with $a \in V_\beta$. Clearly one has $\xi \leq |V_\beta| < \gamma_\alpha$. Factor $\check{P}_{[\gamma_0, \theta^*]}$ as $\check{P}_{[\gamma_0, \theta^*]} \cong \check{P}_{[\gamma_0, \gamma_\alpha]} \ast \check{P}_{[\gamma_\alpha, \theta^*]}$. In order to simplify notation, let me define $\check{P} := \check{P}_{[\gamma_0, \gamma_\alpha]}$ and $\check{Q} := \check{P}_{[\gamma_\alpha, \theta^*]}$, so that $\check{P}_{[\gamma_0, \theta^*]} \cong \check{R} \ast \check{Q}$. Note that $\Vdash \check{Q}$ is $<\gamma_\alpha$-closed." Since $q \in \check{P}_{[\gamma_0, \theta^*]} \cong \check{R} \ast \check{Q}$ one may write $q = (r_*, \check{q}_*)$ where $r_* = q \upharpoonright [\gamma_0, \gamma_\alpha) \in \check{P}$ and $\check{q}_*$ denotes the $\check{R}$-name, $q \upharpoonright [\gamma_0, \gamma_\alpha)$.

By the repeated application of Sublemma 17.1, and using the fact that $\Vdash \check{Q}$ is $<\gamma_\alpha$-closed,” one may build a descending sequence of conditions $\langle (r_*, \check{q}_\xi) \mid \xi \leq \gamma \rangle$ in $\check{R} \ast \check{Q}$ such that for each $\xi \leq \gamma$, the set

$$D_\xi := \{ r \leq r_* \mid (r, \check{q}_\xi, \check{D}_\xi) \in D_\xi \}$$

is dense below $r_*$ in $\check{P}_{[\gamma_0, \gamma_\alpha]}$. Let $p := (r_*, \check{q}_\xi)$. Suppose $p \in G^*_{[\gamma_0, \theta^*]}$ is $V[G_{\gamma_0}]$-generic for $P_{[\gamma_0, \theta^*]}$. Fix an $a \in V_\beta$ such that $j(h)(a)^{G_{\gamma_0}}$ is a dense subset of $\check{P}_{[\gamma_0, \theta^*]}$. Since $j(h)(a)^{G_{\gamma_0}}$ must appear on the enumeration of dense sets we fixed above, there is a $\xi < \gamma$ such that $D_\xi = j(h)(a)^{G_{\gamma_0}}$.

Since $D_\xi$ is dense below $r_*$ in $\check{P}_{[\gamma_0, \gamma_\alpha]}$ there is a condition $r \in G^*_{[\gamma_0, \gamma_\alpha]} \cap D_\xi$. By definition of $D_\xi$, it follows that $(r, \check{q}_\xi) \in D_\xi$. By padding $r$ with $\Gamma$’s, one sees that there is an $\check{R}$-name $\check{b}$ such that $(r, \check{b}) \in G^*_{[\gamma_0, \theta^*]}$. Since $p = (r_*, \check{q}_\xi)$ and $(r, \check{b})$ are both in $G^*_{[\gamma_0, \theta^*]}$ they have a common extension $(r', \check{q}') \in G^*_{[\gamma_0, \theta^*]}$. Since $(r', \check{q}') \leq (r, \check{q}_\xi)$, and since $r_* \Vdash \check{q}_\xi \leq \check{q}_{\xi}$, it follows that $(r', \check{q}') \leq (r, \check{q}_\xi)$. Since $G^*_{[\gamma_0, \theta^*]}$ is a filter, one concludes that $(r, \check{q}_\xi) \in G^*_{[\gamma_0, \theta^*]} \cap D_\xi$. \qed
Continuing with the proof of Lemma 17, I will now use Sublemma 17.2 to construct the condition \( p_\infty \in \mathbb{P}_{[\gamma_0, \theta]} \). Let \( \langle f_\xi \mid \xi < \kappa^+ \rangle \in V \) be a sequence of functions with domain \( V_\kappa \) such that every dense subset of \( \mathbb{P}_{[\gamma_0, \theta]} \) in \( M[G_{\gamma_0}] \) has a name of the form \( j(f_\xi)(a) \) for some \( \xi < \kappa^+ \) and some \( a \in V_0 \). Let \( w : \kappa^+ \to \kappa^+ \times \kappa^+ \) be a bijection. It follows that \( w \in M[G_{\gamma_0}] \) since \( w \in V_0 \). For each \( \alpha < \kappa^+ \) let \( w(\alpha) = (w(\alpha_0), w(\alpha_1)) \). The function \( w \) provides a well-ordering of pairs of the form \( (f_\xi, \gamma_\alpha) \). Notice that the well-ordering is not in \( M[G_{\gamma_0}] \) since the sequence \( \langle f_\xi \mid \xi < \kappa^+ \rangle \) is not in \( M[G_{\gamma_0}] \). I will use this well-ordering of all pairs of the form \( (f_\xi, \gamma_\alpha) \) of order type \( \kappa^+ \) to build a descending sequence of conditions \( \langle p_\beta \mid \beta < \kappa^+ \rangle \) in \( V[G_{\gamma_0}] \) with \( p_\beta \in \mathbb{P}_{[\gamma_0, \theta]} \) such that if \( p_\beta \in G^*_{[\gamma_0, \theta]} \) is \( V[G_{\gamma_0}] \)-generic for \( \mathbb{P}_{[\gamma_0, \theta]} \), then \( G^*_{[\gamma_0, \theta]} \) meets \( D_{\delta}^{f_\xi} = j(f_\xi)(a)_{G_{\gamma_0}} \) for each \( a \in V_{\gamma_\alpha} \) where \( w(\beta) = (\xi, \alpha) \). Since the above mentioned well-ordering will not be in \( M[G_{\gamma_0}] \), I will need the next lemma to build the descending sequence.

**Lemma 18** The model \( M[G_{\gamma_0}] \) is closed under \( \kappa \)-sequences in \( V[G_{\gamma_0}] \).

**Proof** Since \( \mathbb{P}_{\kappa} \) is \( \kappa \)-c.c. in \( V \) (by [14, Theorem 16.30]), it follows that \( M[G_{\kappa}]^k \subseteq M[G_{\kappa}] \) in \( V[G_{\kappa}] \). By Lemma 15 it follows that \( M[G_{\kappa}][H_k]^k \subseteq M[G_{\kappa}][H_k] \) in \( V[G_{\kappa}][H_k] \). Since the remaining forcing \( \mathbb{Q}_{[\kappa^+, \kappa^+]} \otimes \mathbb{P}_{[\kappa^+, \kappa^+]} \) is \( \leq \kappa \)-distribution in \( V[G_k][H_k] \) (by Lemma 16) it follows that \( M[G_{\gamma_0}]^k \subseteq M[G_{\gamma_0}] \) in \( V[G_{\gamma_0}] \).

I will now use the bijection \( w : \kappa^+ \to \kappa^+ \times \kappa^+ \) defined above to build the descending sequence. Let \( p_0 \) be the condition obtained by applying Sublemma 17.2 below the trivial condition to the function \( h = f_\xi \) where \( \xi = w(0)_0 \) and to the ordinal \( \beta = \gamma_\alpha \) where \( \alpha = w(0)_1 \). For successor stages, assume that \( \langle p_\eta \mid \eta < \zeta \rangle \) has been constructed, where \( \zeta < \kappa^+ \). Let \( p_{\zeta+1} \in \mathbb{P}_{[\gamma_0, \theta]} \) be obtained by applying Sublemma 17.2 below \( p_\zeta \) to the function \( h = f_\xi \) where \( \xi = w(\zeta + 1)_0 \) and to the ordinal \( \beta = \gamma_\alpha \) where \( \alpha = w(\zeta + 1)_1 \). At limit stages \( \zeta < \kappa^+ \), assume \( \langle p_\eta \mid \eta < \zeta \rangle \) has been constructed. The fact that \( M[G_{\gamma_0}]^k \subseteq M[G_{\gamma_0}] \) implies that the sequence \( \langle p_\eta \mid \eta < \zeta \rangle \) is in \( M[G_{\gamma_0}] \) since it has been constructed from an initial segment of \( \langle f_\xi \mid \xi < \kappa^+ \rangle \) and from \( \langle \gamma_\alpha \mid \alpha < \kappa^+ \rangle \) in \( M[G_{\gamma_0}] \). Since \( \mathbb{P}_{[\gamma_0, \theta]} \) is \( \gamma_0 \)-closed in \( M[G_{\gamma_0}] \), one may let \( p_\zeta' \in \mathbb{P}_{[\gamma_0, \theta]} \) be a lower bound of \( \langle p_\beta \mid \beta < \zeta \rangle \). Now let \( p_\zeta \) be obtained by applying Sublemma 17.2 below \( p_\zeta' \) to the function \( f_\xi \) where \( \xi = w(\zeta)_0 \) and the ordinal \( \beta = \gamma_\alpha \) where \( \alpha = w(\zeta)_1 \).

This defines the sequence \( \langle p_\eta \mid \eta < \kappa^+ \rangle \) in \( V[G_{\gamma_0}] \) where \( p_\eta \in \mathbb{P}_{[\gamma_0, \theta]} \subseteq \mathbb{P}_{[\gamma_0, \theta]} \) for each \( \eta < \kappa^+ \). Let \( p_\infty \in \mathbb{P}_{[\gamma_0, \theta]} \) be a lower bound of \( \langle p_\eta \mid \eta < \kappa^+ \rangle \).

Suppose \( p_\infty \in G^*_{[\gamma_0, \theta]} \) is \( V[G_{\gamma_0}] \)-generic for \( \mathbb{P}_{[\gamma_0, \theta]} \). Suppose \( D \in M[G_{\gamma_0}] \) is a dense subset of \( \mathbb{P}_{[\gamma_0, \theta]} \). Then \( D = D_a^{f_\xi} = j(f_\xi)(a)_{G_{\gamma_0}} \) for some \( \xi < \kappa^+ \) and where \( a \in V_{\gamma_\alpha} \) for some \( \alpha < \kappa^+ \). Let \( \zeta < \kappa^+ \) with \( w(\zeta) = (w(\zeta)_0, w(\zeta)_1) = (\xi, \alpha) \). Since \( p_\infty \leq p_\zeta \), it follows that \( p_\zeta \in G^*_{[\gamma_0, \theta]} \) and hence, \( G^*_{[\gamma_0, \theta]} \) meets \( D_a^{f_\xi} \), by Sublemma 17.2.

This concludes the proof of Lemma 17. \( \square \)

I will now show that there is an automorphic image of \( G_{[\gamma_0, \theta]} \) containing \( p_\infty \).

**Lemma 19** Suppose \( c \in \mathbb{P}_{[\gamma_0, \theta]} \). There is an automorphism \( \pi : \mathbb{P}_{[\gamma_0, \theta]} \to \mathbb{P}_{[\gamma_0, \theta]} \) in \( V[G_{\gamma_0}] \) such that \( c \in \pi^\nu G_{[\gamma_0, \theta]} \).
Proof First, notice that in general, if \( \lambda \) is an inaccessible cardinal and \( \lambda' > \lambda \) is a cardinal then Sacks(\( \lambda, \lambda' \)) is almost homogeneous for the simple reason that if \( p, q \in \text{Sacks}(\lambda, \lambda') \) one may let \( f \) be an automorphism of Sacks(\( \lambda, \lambda' \)) such that the support of \( f(p) \) is disjoint from the support of \( q \). A similar argument shows that, in general, Cohen forcing is also almost homogeneous. Working in \( V[G_{\gamma_0}] \), it is easy to see that each stage in the iteration \( P_{[\gamma_0, \theta]} \) is forced to be almost homogeneous over the previous stages, because each stage in \( P_{[\gamma_0, \theta]} \) is either trivial or the product of almost homogeneous forcings.

By Lemma 8, to show that \( P_{[\gamma_0, \theta]} \) is almost homogeneous in \( V[G_{\gamma_0}] \), it will suffice to show that at each stage \( \eta \in [\gamma_0, \theta) \), the name \( \dot{\eta} \) for the stage \( \eta \) forcing. Fix \( \eta \in [\gamma_0, \theta) \) and let me fix an automorphism \( f \) of \( P_{[\gamma_0, \eta]} \) in \( V[G_{\gamma_0}] \) and argue that \( \forces_{P_{[\gamma_0, \eta]}} f(\dot{\eta}) = \check{\eta} \). Recall that \( \dot{\eta} \) is a \( P_{[\gamma_0, \eta]} \)-name for either trivial forcing or an Easton support product of some combination of Cohen and Sacks forcing. Thus there is a first order formula \( \varphi_\eta(x_0, \ldots, x_n) \) such that if \( g_\eta \) is any generic for \( P_{[\eta]} \), then the forcing \( \dot{\eta} \) is defined by the formula \( \varphi_\eta(x, a_1, \ldots, a_n) \) in \( V[g_\eta] \) where \( a_1, \ldots, a_n \) are parameters in \( V[g_\eta] \). For example, if \( \eta \) is an inaccessible closure point of \( F \), then \( \varphi_\eta(x, a_1, \ldots, a_n) \) is a formula asserting that \( x \) is the Easton support product Sacks(\( \eta, F(\eta) \)) \( \times \prod_{\gamma \in (\eta, \eta) \cap \text{REG}} \text{Add}(\gamma, F(\gamma)) \). In any case, the formula, \( \varphi_\eta(x_0, \ldots, x_n) \) is such that \( \forces_{P_{[\gamma_0, \eta]}} \forall x [x \in \dot{\eta} \text{ if and only if } \varphi_\eta(x, \bar{a}_1, \ldots, \bar{a}_n)]^* \). Applying \( f \) to the previous statement one obtains \( \forces_{P_{[\gamma_0, \eta]}} \forall x [x \in f(\dot{\eta}) \text{ if and only if } \varphi_\eta(x, \bar{a}_1, \ldots, \bar{a}_n)]^* \) since \( f \) fixes check names. Thus, if \( \dot{x} \) is a \( P_{[\gamma_0, \eta]} \)-name in \( V[G_{\gamma_0}] \), it follows that

\[
\forces_{P_{[\gamma_0, \eta]}} \dot{x} \in \dot{\eta} \iff \varphi_\eta(\dot{x}, \bar{a}_1, \ldots, \bar{a}_n) \iff \dot{x} \in f(\dot{\eta})
\]

and hence \( \forces_{P_{[\gamma_0, \eta]}} \dot{\eta} = f(\dot{\eta}) \). Applying Lemma 8, one concludes that \( P_{[\gamma_0, \theta]} \) is almost homogeneous in \( V[G_{\gamma_0}] \).

Applying the homogeneity of \( P_{[\gamma_0, \theta]} \), it follows that every condition \( p \in P_{[\gamma_0, \theta]} \) can be extended to a condition \( q \leq p \) such that there is an \( f \in \text{Aut}(P_{[\gamma_0, \theta]}) \) with \( f(q) \leq p \). Therefore, by the genericity of \( G_{[\gamma_0, \theta]} \), there is such a \( q \in G_{[\gamma_0, \theta]} \) with such an \( f \in \text{Aut}(P_{[\gamma_0, \theta]}) \). Let \( \pi := f \). Since \( \pi^\gamma G_{[\gamma_0, \theta]} \) is a filter and \( \pi(q) \leq p \), it follows that \( c \in \pi^\gamma G_{[\gamma_0, \theta]} \).

As discussed above, one may use Lemmas 17 and 19 to obtain \( \tilde{G}_{[\gamma_0, \theta]} \in V[G_{\gamma_0}][G_{[\gamma_0, \theta]}] \), an \( M[G_{[\gamma_0, \theta]}] \)-generic for \( P_{[\gamma_0, \theta]} \).

To finish lifting \( j \) through \( j(P_{\kappa}) \cong P_{\gamma_0} \ast P_{[\theta, j(\kappa)]} \), I will build an \( M[G_{\gamma_0}][\tilde{G}_{[\gamma_0, \theta]}] \)-generic for \( P_{[\theta, j(\kappa)]} \) in \( V[G_{\gamma_0}][G_{[\gamma_0, \theta]}] \). The following lemma will be required.

**Lemma 20** \( M[G_{\gamma_0}][\tilde{G}_{[\gamma_0, \theta]}] \) is closed under \( \kappa \)-sequences in \( V[G_{\gamma_0}][G_{[\gamma_0, \theta]}] \).

**Proof** Since \( P_{\kappa} \) is \( \kappa \)-c.c., it follows by Lemma 3 that \( M[G_k] \) is closed under \( \kappa \)-sequences in \( V[G_k] \). It is shown in [10, Lemma 3.14] and [11, Lemma 3], using a fusion argument, that \( M[G_k][H_k] \) is closed under \( \kappa \)-sequences in \( V[G_k][H_k] \). It will suffice to show that \( M[G_{\gamma_0}][\tilde{G}_{[\gamma_0, \theta]}] \) has every \( \kappa \)-sequence of ordinals in \( V[G_{\gamma_0}][G_{[\gamma_0, \theta]}] \). Suppose \( \tilde{x} \) is a \( \kappa \)-sequence of ordinals in \( V[G_{\gamma_0}][G_{[\gamma_0, \theta]}] \). Then since

\( \odot \) Springer
It remains to show that the embedding lifts further through the forcing \( V[G_\kappa][H_\kappa] \), it follows that \( \tilde{x} \in V[G_\kappa][H_\kappa] \). Thus \( \tilde{x} \in M[G_\kappa][H_\kappa] \subseteq M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \).

Suppose \( D \) is a dense subset of \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) in \( M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \). Let \( \tilde{D} \in M \) be a nice \( \mathbb{P}_\theta \)-name for \( D \). Let \( h \) be a function in \( V \) with \( \text{dom}(h) = V_\kappa \) and \( s \in V_\theta \) with \( \tilde{D} = j(h)(s) \). Without loss of generality, assume that \( \text{ran}(h) \) is contained in the set of nice names for dense subsets of a particular tail of \( \mathbb{P} \). Since \( \theta \) is singular, \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) is \( \leq \theta \)-closed in \( M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \). The collection \( D := \{ j(h)(s) \mid s \in V_\theta \} \) is in \( M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \). Since \( \theta \) is a limit of inaccessible cardinals, it follows that \( |V_\theta| = \theta \) and hence there are at most \( \theta \) dense subsets of \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) in \( D \). Thus, there is a single condition in \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) that meets every dense set in \( D \). Since there are at most \( \kappa^+ \) functions from \( V_\kappa \) to nice names for dense subsets of a tail of \( \mathbb{P}_\kappa \), and since every dense subset of \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) has a name in \( M \) which is represented by such a function, the above procedure can be iterated to obtain a descending \( \kappa^+ \)-sequence of conditions in \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) meeting every dense subset of \( \tilde{\mathbb{P}}_{\theta,j(\kappa)} \) in \( M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \). Let \( \tilde{G}_{\text{tail}} \) be the \( M[G_{\gamma_0}][\tilde{G}_{\{\gamma_0,\theta\}}] \)-generic filter for \( \tilde{\mathbb{P}}_{\text{tail}} \) generated by this sequence.

Now let \( j(G_\kappa) := G_{\gamma_0} * \tilde{G}_{\{\gamma_0,\theta\}} * \tilde{G}_{\text{tail}} \) and note that \( j'' G_\kappa \subseteq j(G_\kappa) \) since conditions in \( G_\kappa \) have support bounded below the critical point of \( j \). Hence by Lemma 5, the embedding lifts to

\[
j : V[G_\kappa] \to M[j(G_\kappa)]
\]

in \( V[G_{\gamma_0}][G_{\{\gamma_0,\theta\}}] \).

### 3.2 Lifting \( j \) through Sacks(\( \kappa, F(\kappa) \))

It remains to show that the embedding lifts further through the forcing \( \mathbb{P}_{\kappa,\lambda} \). I will now argue that \( j \) lifts through \( \mathbb{R}_\kappa = \text{Sacks}(\kappa, F(\kappa))^{V[G_\kappa]} \), the first factor of the stage \( \kappa \) forcing. I will use the tuning fork method of [11] to construct an \( M[j(G_\kappa)] \)-generic for \( j(\mathbb{R}_\kappa) = \text{Sacks}(j(\kappa), j(F(\kappa)))^{M[j(G_\kappa)]} \) in \( V[G_\kappa][H_\kappa] \) that satisfies the lifting criterion in Lemma 5. Say that \( t \subseteq 2^{<j(\kappa)} \) is a tuning fork that splits at \( \kappa \) if and only if \( t = t^0 \cup t^1 \) where \( t^0 \) and \( t^1 \) are two distinct cofinal branches of \( 2^{<j(\kappa)} \) such that \( t^0 \cap \kappa = t^1 \cap \kappa, t^0(\kappa) = 0, \) and \( t^1(\kappa) = 1 \). For \( \alpha < j(F(\kappa)) \) let

\[
t_\alpha := \bigcap \{ j(p)(\alpha) \mid p \in H_\kappa \}.
\]

**Lemma 21** If \( \alpha \in j'' F(\alpha) \) then \( t_\alpha \) is a tuning fork that splits at \( \kappa \). Otherwise, if \( \alpha < j(F(\kappa)) \) is not in the range of \( j \), then \( t_\alpha \) is a cofinal branch through \( 2^{<j(\kappa)} \).

**Proof** The following proof follows [11] closely, except that here Lemma 13 is required. Working in \( V[G_\kappa] \), let

\[
X := \bigcap \{ j(C) \mid C \subseteq \kappa \text{ is club and } C \in V \}.
\]

First let me show that \( X = \{ \kappa \} \). If \( \alpha < \kappa \) then clearly \( \alpha \notin X \) since there is a closed unbounded subset \( C \) of \( \kappa \) whose least element is greater than \( \alpha \), and thus

\[\square\] Springer
α \notin j(C). Since the limit cardinals below κ form a closed unbounded subset of κ it follows that any element of X must be a limit cardinal in M[j(G_κ)] which is greater than or equal to κ. Suppose λ < j(κ) is a limit cardinal and λ > θ. Then λ = j(h)(a) for some function h : V_κ \rightarrow κ in V[G_κ] and some a ∈ V_θ. Let C_h := \{γ < κ | γ is a limit cardinal and h"^\gamma \subseteq γ\}. Then C_h is a closed unbounded subset of κ and λ \notin j(C_h) since λ > θ and j(h"^\gamma V_\lambda \subseteq λ. Now suppose κ < λ ≤ θ. Above, the function ℓ is chosen using Lemma 13 so that ℓ : κ → κ and j(ℓ)(κ) = θ. Then C_{C_λ} := \{γ < κ | ℓ"^\gamma γ \subseteq γ\} is a closed unbounded subset of κ in V[G_κ] and λ \notin j(C_{C_λ}) since θ ∈ j(ℓ)"^\gamma λ and this implies j(ℓ)"^\gamma λ \subseteq λ. This shows that X \subseteq \{κ\}. Clearly κ ∈ X since for each closed unbounded C ⊆ κ in V[G_κ], j(C) ∩ κ = C.

The rest of the proof is exactly as in [11] and [10].

Let C be any closed unbounded subset of κ in V[G_κ]. Choose α < j(F(κ)) and write α = j(f)(a) where f : V_κ \rightarrow F(κ) and a ∈ V_θ. It is easy to show that the following set is dense in Sacks(κ, F(κ)).

⟨p ∈ Sacks(κ, F(κ)) | \xi ∈ ran(f) \implies C(p(\xi)) \subseteq C⟩

Thus there is a p ∈ H_κ \cap D_C with C(j(p)(\alpha)) ⊆ j(C). Since C was an arbitrary closed unbounded subset of κ, this, together with the fact that X = \{κ\}, implies that t_α can only possibly split at κ. If α ∈ ran(j) then since κ is a limit point of j(C) for every closed unbounded C ⊆ κ in V[G_κ], it follows that t_α splits at κ and is a tuning fork.

If α \notin ran(j) then ran(f) must have size κ since otherwise α ∈ j(ran(f)) = j" ran(f). Let \langle \tilde{a}_i | i < κ \rangle enumerate ran(f). Then j((\tilde{a}_i | i < κ)) = \langle α_i | i < j(κ) \rangle in an enumeration of ran(j(f)). It is easy to see that the set of conditions p ∈ Sacks(κ, F(κ)) such that for each i < κ, the least splitting level of j(\tilde{a}_i) is above level i is dense. Thus there is a p ∈ H_κ such that for each i < j(κ) the least splitting level of j(p)(α_i) is beyond level i. Since α \notin ran(j) it follows that α = α_i for some i ∈ [κ, j(κ)). It follows that the first splitting level of j(p)(α) is above κ. Thus, t_α is a cofinal branch. □

Each t_α generates an M[j(G_κ)]-generic filter for j(\mathbb{R}_κ) as follows. For α ∈ j" F(κ), let t_α^0 and t_α^1 be the left-most and right-most branches of t_α respectively; that is, for k ∈ \{0, 1\} let

\begin{align*}
t_α^k := \{s ∈ t_α | κ ∈ \text{dom}(s) \implies s(κ) = k\}.
\end{align*}

For α < j(F(κ)) not in the range of j, let t_α^0 := t_α be the cofinal branch in Lemma 21. Let

\begin{align*}
g := \{\tilde{p} ∈ j(\mathbb{R}_κ) | \forall α < j(F(κ)) \ t_α^0 \subseteq \tilde{p}(α)\}.
\end{align*}

It is easy to check that j" H_κ \subseteq g, so to show that j lifts through \mathbb{R}_κ it remains to show that g is M[j(G_κ)]-generic for j(\mathbb{R}_κ). For this the following two definitions will be used, both of which are given in [11]. Suppose p ∈ Sacks(κ, F(κ))^{V[G_κ]}, S ⊆ F(κ)
with $|S|^{V[G_κ]} < κ$. Friedman and Thompson say that an $(S, α)$-thinning of $p$ is an extension of $p$ obtained by thinning each $p(ξ)$ for $ξ ∈ S$ to the subtree

$$p(ξ) \upharpoonright s_ξ := \{s ∈ p(ξ) \mid s_ξ ⊆ s \text{ or } s ⊆ s_ξ\}$$

where $s_ξ$ is some particular node of $p(ξ)$ on the $α$-th splitting level of $p(ξ)$. A condition $p ∈ \text{Sacks}(κ, F(κ))^{V[G_κ]}$ is said to reduce a dense subset $D$ of $\text{Sacks}(κ, F(κ))^{V[G_κ]}$ if and only if for some $S ⊆ F(κ)$ of size less than $κ$ in $V[G_κ]$, any $(S, α)$-thinning of $p$ meets $D$.

Let me now argue that $g$ is $M[j(G_κ)]$-generic for the poset $j(κ) = \text{Sacks}(j(κ), j(F(κ)))^{M[j(G_κ)]}$. Suppose $D$ is a dense subset of $j(κ)$ in the model $M[j(G_κ)]$. Then by Lemma 6 one can write $D = j(h)(a)$ where $h ∈ V[G_κ]$ is a function from $V_κ$ to the collection of dense subsets of $\text{Sacks}(κ, F(κ))^{V[G_κ]}$ and $a ∈ V_0$. Let $⟨D_β \mid β < κ⟩ ∈ V[G_κ]$ enumerate the range of $h$. One may show, as in [11] that any condition $p ∈ \text{Sacks}(κ, F(κ))^{V[G_κ]}$ can be extended to $q ≤ p$ which reduces each $D_β$ for $β < κ$. This implies that the following is a dense subset of $\text{Sacks}(κ, F(κ))^{V[G_κ]}$.

$$D′ := \{p ∈ R_κ \mid p \text{ reduces each } D_β \text{ for } β < κ\}$$

Thus one may choose a condition $p ∈ H ∩ D′$. By elementarity $j(p)$ reduces each dense subset of $j(κ)$ in the range of $j(h)$; in particular, $j(p)$ reduces $D = j(h)(a)$. Thus it follows that there is an $S ⊆ j(F(κ))$ of size less than $j(κ)$ and an $α < j(κ)$ such that any $(S, α)$-thinning of $j(p)$ meets $D$. For each $ξ ∈ S$ let $q_ξ$ be the thinning of $j(p)(ξ)$ obtained by choosing an initial segment of $t^0_ξ$ on the $α$-th splitting level of $j(p)(ξ)$. For $ξ ∈ j(F(κ)) \setminus S$ let $q_ξ := j(p)(ξ)$. The fact that $q_ξ$ is a condition in $j(κ)$ will follow from the next lemma, which appears in [11].

**Lemma 22** For any $β < j(κ)$ and any subset $S$ of $j(F(κ))$ of size at most $j(κ)$ in $M[j(G_κ)]$, the sequence $⟨ξ_β \mid β ∈ S⟩$ belongs to $M[j(G_κ)]$.

**Proof** Write $β = j(f_0)(a)$ where $f_0 : V_κ → κ$ and $a ∈ V_0$. Let $C = \{λ < κ \mid f''_0V_κ ⊆ λ \text{ and } λ \text{ is a limit cardinal}\}$. By Lemma 6 it follows that $S = j(f)(b)$ where $f : V_κ → [F(κ)]^{≤κ}$ and $b ∈ V_0$. Since $S ⊆ j(∪ \text{ran}(f))$ it can be assumed without loss of generality that $S = j(\tilde{S})$ for some $\tilde{S} ∈ [F(κ)]^{≤κ}$. Let $⟨\tilde{a}_i \mid i < κ⟩$ be an enumeration of $\tilde{S}$. Then $j((\tilde{a}_i \mid i < κ)) = ⟨α_i \mid i < j(κ)⟩$ is an enumeration of $S$. One can easily see that

$$D = \{\tilde{p} ∈ \text{Sacks}(κ, F(κ)) \mid \text{ for each } i < κ, C(\tilde{p}(\tilde{a}_i)) ⊆ C \setminus (i + 1)\}$$

is a dense subset of $\text{Sacks}(κ, F(κ))$. Let $\tilde{p} ∈ H_κ ∩ D$. Then for each $i < j(κ)$, $C(\tilde{p}(α_i)) ⊆ C \setminus (i + 1)$. Thus, for each $α_i$, the tree $j(\tilde{p})(α_i)$ has no splits between $κ$ and $α$. If $κ ≤ i < j(κ)$ then $j(\tilde{p})(α_i)$ does not split between 0 and $α$. If $κ ≤ i < j(κ)$ then $t^0_α \upharpoonright α$ is the unique element of $j(\tilde{p})(α_i)$ of length $κ$. If $i < κ$, then $t^0_{α_i} \upharpoonright α$ is the unique element of $j(\tilde{p})(α_i)$ that extends $t^0_{α_i} \upharpoonright κ$ and takes on value 0 at $κ$. □
By Lemma 22, $\tilde{\rho}$ is in $M[j(G_\kappa)]$ and is thus a condition in $j(\mathbb{R}_\kappa)$. Furthermore, $\tilde{\rho}$ meets $D$ and since $t^\theta_\xi \subseteq \tilde{\rho}(\xi)$ for each $\xi < F(\kappa)$, it follows that $\tilde{\rho}$ is in $g$. This establishes that $g$ is $M[j(G_\kappa)]$-generic for $j(\mathbb{R}_\kappa)$. Thus the embedding lifts to $j : V[G_\kappa][H_\kappa] \to M[j(G_\kappa)][j(H_\kappa)]$.

3.3 Lifting $j$ through $\mathbb{Q}_{[\kappa^+,\kappa]} \ast \mathbb{P}_{[\kappa,\delta]}$

By Lemma 16, the poset $\mathbb{Q}_{[\kappa^+,\kappa]} \ast \mathbb{P}_{[\kappa,\delta]}$ is $\leq \kappa$-distributive in $V[G_\kappa][H_\kappa]$. Thus, from Lemma 7 one sees that $j''H_{[\kappa^+,\kappa]} \ast G_{[\kappa,\delta]}$ generates an $M[j(G_\kappa)] \ast [j(H_\kappa)]$-generic filter for $j(\mathbb{Q}_{[\kappa^+,\kappa]} \ast \mathbb{P}_{[\kappa,\delta]}) = j(\mathbb{Q}_{[\kappa^+,\kappa]} \ast j(\mathbb{P}_{[\kappa,\delta]}))$, call it $j(H_{[\kappa^+,\kappa]} \ast G_{[\kappa,\delta]}).$ Thus $j$ lifts to $j : V[G_\delta] \to M[j(G_\delta)]$ where $j(G_\delta) := j(G_\kappa) \ast (j(H_\kappa) \times j(H_{[\kappa^+,\kappa]})) \ast j(G_{[\kappa,\delta]}).$

3.4 Verifying strongness for $A$

Let me argue that the lifted embedding $j : V[G_\delta] \to M[j(G_\delta)]$ satisfies $j(A) \cap \mu = A \cap \mu$. This will follow from the next fact.

Fact 23

1. $j(\hat{A}) \cap V_\theta = \hat{A} \cap V_\theta$
2. $j(G_\delta) = G_{\gamma_0} \ast \overline{G}_{[\gamma_0, \theta]} \ast \overline{G}_{[\theta, j(\kappa)]}$ agrees with $G_\delta$ up to $\mu'$ since $\mu' < \gamma_0$.
3. $j(u) \upharpoonright \mu' = u \upharpoonright \mu'$

Using the above fact, one has the following.

$$A \cap \mu = \hat{A}^{G_\delta} \cap \mu$$

(using the definition of $u$)

(by Fact 23(1))

(by Fact 23(2) and (3))

This completes the proof of Theorem 1.

4 Conclusion and some open questions

Cummings and Shelah [5] generalized Easton’s theorem [9], by forcing to control not only the continuum function $\kappa \mapsto 2^\kappa$ on the regular cardinals, but to control the bounding number $b(\kappa)$ and dominating number $\delta(\kappa)$ on regular cardinals. Thus a natural extension of Question 1 is: To what extent can one control the function $\kappa \mapsto (b(\kappa), \delta(\kappa), 2^\kappa)$ on the regular cardinals by forcing while preserving large cardinals? In particular, to what extent can one control the behavior of $\kappa \mapsto (b(\kappa), \delta(\kappa), 2^\kappa)$ on the regular cardinals while preserving Woodin cardinals?

Recall that $\delta$ is a Shelah cardinal if for every function $f : \delta \to \delta$ there is a transitive class $N$ and an elementary embedding $j : V \to N$ with critical point $\delta$ such
that $V_j(f)(\delta) \subseteq N$. Since every Shelah cardinal is measurable (and more), it follows that under the assumption that $\delta$ is a Shelah cardinal, the continuum function has less freedom than under the assumption that $\delta$ is a Woodin cardinal. If $\delta$ is a Shelah cardinal, which Easton functions can one force to agree with the continuum function while preserving the Shelahness of $\delta$?
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