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ABSTRACT

Objective: Contrastive Language–Image Pre-training (CLIP) has shown remarkable success in learning with cross-modal supervision from extensive amounts of image–text pairs collected online. Thus far, the effectiveness of CLIP has been investigated primarily in general-domain multimodal problems. This work evaluates the effectiveness of CLIP for the task of Medical Visual Question Answering (MedVQA). To this end, we present PubMedCLIP, a fine-tuned version of CLIP for the medical domain based on PubMed articles.

Materials and Methods: Our experiments are conducted on two MedVQA benchmark datasets and investigate two MedVQA methods, MEVF (Mixture of Enhanced Visual Features) and QCR (Question answering via Conditional Reasoning). For each of these, we assess the merits of visual representation learning using PubMedCLIP, the original CLIP, and state-of-the-art MAML (Model-Agnostic Meta-Learning) networks pre-trained only on visual data. We open source the code for our MedVQA pipeline and pre-training PubMedCLIP.

Results: CLIP and PubMedCLIP achieve improvements in comparison to MAML’s visual encoder. PubMedCLIP achieves the best results with gains in the overall accuracy of up to 3%. Individual examples illustrate the strengths of PubMedCLIP in comparison to the previously widely used MAML networks.

Discussion and conclusion: Visual representation learning with language supervision in PubMedCLIP leads to noticeable improvements for MedVQA. Our experiments reveal distributional differences in the two MedVQA benchmark datasets that have not been imparted in previous work and cause different back-end visual encoders in PubMedCLIP to exhibit different behavior on these datasets. Moreover, we witness fundamental performance differences of VQA in general versus medical domains.
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1 BACKGROUND AND SIGNIFICANCE

Medical visual question answering (MedVQA) is the task of answering natural language questions about a given medical image. To solve such multimodal tasks, a system must interpret both visual and textual data as well as infer the associations between a given image and a pertinent question sufficiently well to elicit an answer Antol et al. [2015]. The development of MedVQA has considerable potential to benefit healthcare systems, as it may aid clinicians in interpreting medical images, obtaining more accurate diagnoses by consulting a second opinion, and ultimately, may expedite and improve patient care. Achieving this in the medical domain in particular is non-trivial, as we suffer from a
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2 MATERIALS AND METHODS

2.1 PubMedCLIP

Our first step was to consider the original CLIP, which has been pre-trained on general-domain images encountered online, and fine-tune it using medical image–text pairs. To this end, we drew on the Radiology Objects in COntext (ROCO) dataset Pelka et al. [2018], which provides over 80K samples. ROCO includes diverse imaging modalities...
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Figure 1: (A) Overview of how PubMedCLIP is pre-trained. (B) Schematic of MedVQA backbone with PubMedCLIP pre-trained visual encoder.

such as ultrasound, X-Ray, fluoroscopy, PET scans, mammography, MRI, angiography, from various human body regions, e.g., head, neck, jaw and teeth, spine, chest, abdomen, hand, foot, knee, and pelvis. The image–text pairs in this dataset are captured from PubMed articles. The texts here are taken from the relatively short captions (average length of 20 words) associated with images in the articles, which provide rich explanatory information about the content of images. To the best of our knowledge, ROCO is the only large-scale publicly available medical dataset that includes image–text pairs for a diverse range of body organs and imaging modalities.

In this work, the training and validation data splits from the original paper Pelka et al. [2018] were used to fine-tune CLIP for the medical domain, with ViT32 Vision TransformerDosovitskiy et al. [2021], ResNet RN-50 and RN-50x4He et al. [2016] visual encoder back-ends. With respect to the maximum text length accepted by CLIP, which is 76, we trimmed any longer captions, while zero-padding shorter ones.

We refer to the resulting fine-tuned model as PubMedCLIP. PubMedCLIP was trained for 50 epochs with a batch size of 64, and Adam optimizationKingma and Ba [2014] with a learning rate of $10^{-5}$. The source code along with further implementation details can be found at: https://github.com/sarahESL/PubMedCLIP. An overview of the training procedure for PubMedCLIP is given in Figure 1 (A). Text and image are encoded separately using CLIP. The cosine similarity between text and image features is computed. Finally, the vision and language cross-entropy loss values are computed and their average is considered as the overall loss value.

2.2 PubMedCLIP in MedVQA

Our goal is to investigate the effect of using PubMedCLIP as a pre-trained visual encoder in MedVQA models. VQA in this work is considered as a classification problem, where the objective is to find a mapping function $f$ that maps an image–question pair $(v_i, q_i)$ to the natural language answer $a_i$. For our investigation, we considered two prominent MedVQA methods, MEVF Zhan et al. [2020] and QCR Nguyen et al. [2019], that adopt MEVF as their visual encoders. To assess the contribution of PubMedCLIP, we modified the MEVF by substituting its pre-trained MAML module with PubMedCLIP. Hence, the representative visual feature in our work is the concatenation of the output of the PubMedCLIP network and the CDAE encoder network. Both models use GloVe word embeddingsPennington et al. [2014] followed by an LSTM in order to encode questions. Furthermore, the multimodal pooling mechanism for combining question and image features is BAN Kim et al. [2018] in both models. We retained the same question encodings, multimodal fusion, and objective functions proposed for MEVF Nguyen et al. [2019] and QCR Zhan et al. [2020], respectively, and only replaced the visual encoders.

The overall objective is to minimize the error of answer classification and image reconstruction, denoted as

$$L_{vqa} = L_{cls} + L_{rec}.$$ (1)
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Following previous work Teney et al. [2018], a sigmoid layer preceding a binary cross-entropy loss computation is used for the classification. The loss function for the autoencoder reconstruction is mean squared error. A schematic architecture of the backbone of our work is shown in Figure 1 (B). The answer classifier is a two-layer feed-forward network with the ReLU activation function, as proposed for BAN Kim et al. [2018].

2.3 Datasets

We conducted our experiments using two well-known datasets:

1. VQA-RAD Lau et al. [2018] consists of 315 medical images and 3,515 question–answer pairs. We follow previous work by adopting the data split proposed for MEVF Nguyen et al. [2019]. We notice that all the images in the test dataset are also present in the training set. However, the set of question–answer pairs for these images in the test set are unseen in the training set.

2. The SLAKE Liu et al. [2021a] dataset consists of English and Chinese questions. In this work, we utilize the English subset of the dataset, comprising 642 images and more than 7,000 question–answer pairs. Using the original data split, we observe that in contrast to VQA-RAD, all the images in the test set of SLAKE are unseen in the training set.

2.4 Experimental setup

In order to ensure a fair comparison, our experiments generally followed the same setups used in the MEVF and QCR studies. For both methods, Adam optimization was invoked for training. MEVF was trained for 20 epochs, QCR for 200 epochs. When using PubMedCLIP as the pre-trained visual encoder, we set the learning rate to $1 \times 10^{-3}$ and $2 \times 10^{-3}$ and the batch size to 16 and 32 in QCR and MEVF, respectively. All implementations are based on the PyTorch framework Paszke et al. [2019]. We ran the original MEVF and QCR on our machine and report the results here to have a fair comparison. Due to the non-deterministic behaviour of the cuDNN library used in CUDA convolution operations Pham et al. [2020], we observed non-deterministic results in different runs. For a more robust comparison, we repeated all experiments 10 times and report the average accuracy scores.

3 RESULTS

The results of our experiments are reported in Table 1. We provide the overall accuracy along with the accuracy of answering open-end and closed-end questions. It is observed that the performance of both MEVF and QCR approaches are improved when adopting CLIP and PubMedCLIP as the pre-trained visual encoder. Furthermore, results of PubMedCLIP show up to 1% improvement in comparison to the original CLIP. For the VQA-RAD dataset, PubMedCLIP with the ResNet-50 backend achieves the best results, improving the overall accuracy of MEVF up to 6% and for QCR up to 3% percent. Results on the SLAKE dataset indicate that PubMedCLIP with the back-end ViT32 Vision Transformer visual encoder attains the best accuracy. It enhances MEVF up to 3% and QCR up to 2%. We witness the same trend of improvement among overall, open-end, and closed-end accuracy scores.

4 DISCUSSION

The fact that ResNet-50 for VQA-RAD and ViT for SLAKE dataset achieve the best results suggests that there are underlying differences in the question type distribution in these datasets. As shown in Figure 2, the majority of the questions in the VQA-RAD dataset ask about the presence of an abnormality in the images. This requires the visual encoder to detect local features and local abnormalities in the image. Therefore, the CNN-based ResNet model with better visual localization outperforms the Vision Transformer. However, on the SLAKE dataset, the majority of the questions are from the type “organ”, asking which organ is present in the image. For such cases, the visual encoder needs to be able to acquire a holistic overall understanding of the content of the image and thus also capture long-range dependencies of image patches. Vision Transformers indeed are capable of accounting for such features Yu et al. [2021], and hence perform better on the SLAKE dataset. Figure 2 plots the distribution of question types for the top 5 frequent types in both datasets.

In Figures 3 and 4, we provide examples from the VQA-RAD and SLAKE datasets, respectively. Our goal is to illustrate the performance of the original MEVF and QCR in comparison with QCR when PubMedCLIP is used as the visual encoder for the MedVQA task. We refer to the QCR model with PubMedCLIP simply as PubMedCLIP in these figures. Examples from both datasets in Figures 3 and 4 demonstrate that the MEVF model has difficulties correctly comprehending which organ is depicted in the image. For example, regardless of the asked question, in the
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Figure 2: Distribution of the top 5 frequent question types in VQA-RAD and SLAKE datasets.

Figure 3: Examples from VQA-RAD dataset.
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| MedVQA model | Visual encoder | VQA-RAD Accuracy | SLAKE Accuracy |
|--------------|----------------|------------------|----------------|
|              | open | closed | overall | open | closed | overall |
| MAML + AE    | 42.1% | 73.2% | 60.8% | 74.1% | 77.5% | 75.5% |
| CLIP-ViT-B + AE | 50.8% | 75% | 65.4% | 75.8% | 80.5% | 77.7% |
| CLIP-RN50 + AE | 47% | 77.4% | 65.4% | 75.7% | 79.6% | 77.2% |
| CLIP-RN50x4 + AE | 46.8% | 76.6% | 64.8% | 75.9% | 79.1% | 77.2% |
| PubMed CLIP-ViT-B + AE | 48.9% | 76.7% | 65.5% | 76.5% | 80.4% | 78% |
| PubMed CLIP-RN50 + AE | 48.6% | **78.1%** | **66.5%** | 76.2% | 79.9% | 77.6% |
| PubMed CLIP-RN50x4 + AE | 47.1% | 77.8% | 65.6% | 76.6% | 79.1% | 77.6% |

| MEVF          | open | closed | overall | open | closed | overall |
|---------------|------|--------|---------|------|--------|---------|
| PubMed CLIP-ViT-B + AE | 56% | 77.9% | 69.2% | 76.8% | 80.6% | 78.3% |
| PubMed CLIP-RN50 + AE | 57.6% | 79.5% | 70.7% | 78.6% | 81% | 79.5% |
| PubMed CLIP-RN50x4 + AE | 58.3% | 80% | 71.3% | 78.2% | 81.5% | 79.7% |

| QCR           | open | closed | overall | open | closed | overall |
|---------------|------|--------|---------|------|--------|---------|
| PubMed CLIP-ViT-B + AE | 59.9% | 79.4% | 71.3% | 77.6% | 80.5 | 78.7 |
| PubMed CLIP-RN50 + AE | 58.4% | 79.5% | 71.1% | 78.4% | **82.5%** | **80.1%** |
| PubMed CLIP-RN50x4 + AE | 60% | 79.7% | 71.8% | 77.7% | 81.3% | 79.1% |

| PubMedCLIP: | open | closed | overall |
|-------------|------|--------|---------|
| chest ✔     |        |        |         |
| lung cancer ✔ |      |        |         |
| upper left lobe ✔ |   |        |         |

Table 1: Accuracy scores on VQA-RAD and SLAKE datasets.

**Figure 4:** Examples from SLAKE dataset.

In the left image in Figure 3, we observe that although the given image is a chest x-ray, the answer that MEVF provides is related to the abdominal region. This behaviour is seen for the right examples as well, where the given image is from the brain, but the predicted answer from MEVF relates to the chest. The same behaviour is further also observed in Figure 4. From this perspective, QCR appears to be providing answers that are at least relevant to the given image and question, although it fails to select the correct answer. As an example, for the left image in Figure 3, QCR understands the question as well as the image, but cannot provide the coarse correct answer. In the left image from Figure 4, QCR appears to understand that it relates to the lung/chest area, but it has apparent difficulties in comprehending the question and providing the correct answer. In contrast, using QCR with PubMedCLIP shows an improvement and results in providing answers that are correct throughout all examples in Figures 3 and 4.
Figure 5: Examples from VQA-RAD where all models fail

For further analysis, we provide examples in Figure 5 from the VQA-RAD dataset, where all three models fail to yield the correct answer. We again observe that MEVF provides irrelevant answers about body organs that are not present in the image. QCR shows the same behaviour for the right-most example. For the image on the left, QCR and PubMedCLIP miscomprehend the question as a yes/no question. In spite of this, the fact that PubMedCLIP answers with “yes” illustrates that it has at least detected the “one” metastatic focus in the image. In comparison, QCR answers with “no”, showing its troubles in interpreting the image and recognizing the metastatic focus. In the center example, answers provided by QCR and PubMedCLIP both appear to be relevant to the content of the given image. This suggests that the models have trouble understanding the semantics of the expression “periphery of the image” in the question. By invoking techniques such as Grad-CAM Selvaraju et al. [2017], we may be able to better understand what part of the image the model was focusing on before the classification layer. Finally, in the right-most example, QCR appears to misinterpret the content of the chest x-ray image and give suggestions for treating the brain. However, PubMedCLIP’s answer, lung “nodule”, seems to be at least relevant to the image, although it shows that it is having difficulties inferring the semantics of the question. Our observations reveal that these models still have shortcomings in understanding questions and correctly relating them to the images.

4.1 CLIP in MedVQA versus general-domain VQA

Using CLIP in general-domain VQA, as investigated in prior work Shen et al. [2021], evinces its effectiveness in comparison to previous ResNet-based encoders. In such settings, it has been observed that CLIP with a ResNet visual encoder outperforms using Vision Transformers. The authors hypothesize that this is due to Vision Transformers’ weakness in visual localization. Furthermore, their reports show that larger back-end visual encoders in CLIP such as ResNet-101 and ResNet-50x4 result in bigger gains in accuracy.

In the MedVQA domain, we as well observe that PubMedCLIP outperforms the previous MAML-based visual encoders. However, using the bigger ResNet-50x4 model as the visual encoder in PubMedCLIP appears to lead to overfitting on medical images and it therefore performs slightly worse than the smaller version ResNet-50. Moreover, our experiments on the SLAKE dataset show that the Vision Transformer encoder in PubMedCLIP slightly outperforms using a ResNet-50. We showed that this gap stems mainly from differences in the underlying VQA data distributions. In the SLAKE dataset, the majority of the questions target a holistic overview of the image. In contrast, questions in VQA-RAD are primarily about the presence of an abnormality and require visual localization.

5 CONCLUSION

This work introduces PubMedCLIP as a pre-trained visual encoder for medical images and illustrates its effectiveness for the task of medical visual question answering. PubMedCLIP is trained using the image–caption pairs from thousands of PubMed articles. Our experiments on two benchmark MedVQA datasets demonstrate that PubMedCLIP outperforms previously used pre-trained visual encoders in MedVQA by up to 3%. Furthermore, our results reveal differences of underlying data distributions in the two benchmark datasets. We hope that our findings encourage future research to make real-world clinical image–text pairs publicly available for better development of vision–language representation.
learning with cross-modal supervision in medical domain. In terms of future work, further analysis of these models using explainable AI techniques such as Grad-CAM visualizations can enable us to assess their regions of focus within the image from the class activation maps. Moreover, by releasing PubMedCLIP, we hope to enable research investigating to what extent it may contribute to additional medical use-cases such as image classification for medical diagnosis and radiology report generation.
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