RAM Encryption Mechanism without Hardware Support

Tsutomu Matsumoto\textsuperscript{2} Ryo Miyachi\textsuperscript{2} Junichi Sakamoto\textsuperscript{2} Manami Suzuki\textsuperscript{1} Dai Watanabe\textsuperscript{1,a)}

Accepted: June 1, 2020

Abstract: The RAM encryption encrypts the data on memory to prevent data leakage from an adversary to eavesdrop the memory space of the target program. In this paper, we discuss the feasibility of software-based RAM encryption and clarify that it is possible to be secure against so-called semi-honest adversaries under some additional and reasonable constraints. In addition, we tentatively embed our RAM encryption mechanism to SHA-256 hash function. The performance evaluation results are also reported in this paper.
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1. Introduction

1.1 Background

Most important public services have been built on dedicated hardware for a long time. For example, the financial service consists of ATM for a user interface, mainframe for a server, and they are connected by a hot-line. Nowadays the trend of computation platforms for various services is moving from such dedicated hardware to more publicly available hardware such as mobile phone, public/private cloud system and the Internet. Of course, this change indicates the increase of security risks: vulnerability of software, malware infection, theft of terminal devices, and so on. In particular malware infection is a serious threat. For example, McAfee reports that about 10\% of smartphones were infected by malware in 2014 and this trend has never improved for years. This fact induces measures which cannot completely prevent malware infection, but can reduce the damage of the infection. Mobile payment services and governmental critical services are important examples which are facing these threats. The systems are accessible via the Internet and these systems deal with the personal information of the users. It is also likely that many criminal organizations are tempted to develop powerful malwares to seize the important data. Therefore, user authentication is essential technology to protect them and it is quite important to keep secret the information used for user authentication such as passwords, biometric information.

1.2 Known Researches

This paper discusses the technology about the secure execution of programs in malware infected devices. There are several approaches to tackle this problem and the basic approach is to isolate the execution environment of the program to be protected from those of other programs.

For example, Android OS generates a virtual machine (VM) for each program to logically isolate their execution environments. This is efficient for malwares having non-root privilege but not for one having root privilege; the latter is freely accessible to the isolated execution environment of other programs.

Trusted Execution Environment (TEE) takes another approach. It isolates the TEE from a rich execution environment (REE) and access from the REE to the TEE is limited. In some implementations of TEE, special hardware provides the access control mechanism, which is independent of one provided by the operation system (OS). Therefore, it is claimed that codes and data in the TEE are secure even if there is a vulnerability in the OS of the REE. These hardware supported solutions are practical and are welcomed by engineers and some cloud systems have started to provide services to use the TEE functions.

So far, there are several different TEE implementations. ARM TrustZone\textsuperscript{[19]} provides a dedicated OS for the TEE and only the programs which are stored in the TEE by default can run in the TEE. AMD Secure Memory Encryption (SME)\textsuperscript{[20]} provides the function to encrypt whole memory space which is equivalent to a disk encryption function. AMD Secure Encrypted Virtualization is more sophisticated; each VM is allocated to isolated memory space which is encrypted by the SME. Intel SGX (Software Guard eXtension)\textsuperscript{[18]} provides processor-level TEE. Contrary to ARM TrustZone with which only device vendors manage the programs executed in the TEE, any developer can use the TEE functions provided by Intel SGX.

ARM TrustZone and Intel SGX provide an access control mechanism independent from that provided by the REE. Though these hardware supported access control mechanisms sound like a perfect solution against data leakage by malware infection, they are not in practice. The known issues include vulnerabilities of the TEE itself\textsuperscript{[21],[22],[23],[24]}, vulnerabilities in the underlying CPU\textsuperscript{[26],[27]}, and side channel attack against the program executed within the TEE\textsuperscript{[25]}. These vulnerabilities tell us that there is no perfect solution and it is hard to fix if a vulnerability is
found at hardware level. Therefore, multilevel countermeasures are an important approach including software level approaches in the design of a security system. Another point is that some servicers do not prefer so called vendor lock-in, which prevents them from moving the platform from one to the other, and software level countermeasures may provide them with preferable solutions. This fact encourages researchers to work on the software level technologies to securely execute the program.

In cryptographic applications, security is the primary requirement therefore various adversary models and countermeasures have been discussed so far. Chow et al. proposed the White-box cryptography (WBC) setting in Ref. [12], which allows an adversary to eavesdrop and alter the intermediate values in processing regardless of the place where the data are stored. Many approaches to embed the secret key to the cryptographic implementation including Chow’s have been proposed so far, but unfortunately all of them have been broken at a practical level [14]. After Chow’s WBC, several moderate adversary models were proposed. Bogdanov et al. assumed that the adversary has communication with malwares in the target device. There is a trivial attack such that the malware sends the full code book of the target cryptographic implementation in this situation and Bogdanov et al. defined the advantage of the adversary, they called it space hardness, as the communication consumption for the attack [15]. In addition, they proved that it is possible to construct the secure implementation under this setting [15], [17]. The basic idea is to use huge tables in which the secret information is embedded. If the tables are randomly accessed many times in processing, then some of the accessed points are not known to the adversary. Another example of the moderate adversary was proposed by Oishi et al. in Ref. [28]. They focused on an adversary using a debugger and pointed out that it is not easy even for a skillful hacker to link distinct data (and codes) which are used in separate timing. In addition, they proposed a method to detect alteration of the running program under this setting. In other words, Oishi et al.’s setting puts space and time restrictions on the adversary.

1.3 Contribution of This Paper

This paper deals with the protection of data on memory allocated to processes by a RAM encryption function and considers how to realize it without hardware support. Though the RAM encryption is a limited function compared to the software protection functions provided in the TEE, we believe that it is efficient to RAM scraping if it is efficient to RAM scraping malwares which scrape the memory space of the target process in order to get sensitive data such as a credit card number.

We also consider the requirements of the underlying system and the assumptions on abilities of the adversary\(^1\). The security of Intel SGX is based on CPU as a black-box model, which assumes the adversary cannot access data on registers. As a result of our consideration, we assume that the adversary is a user-mode process, has root privilege and is semi-honest. We explain that it is possible to construct a software-based RAM encryption scheme to be secure under these assumptions.

Our research intends to illuminate the possibilities and limits of cryptographic countermeasures against malware threats without hardware support, where the concrete barrier to protect a cryptographic key does not exist. We believe that this kind of discussion is also useful to clarify the necessity of hardware support.

1.4 Organization

The rest of this paper is organized as follow: At the beginning of this paper, we assume that the adversary intends to acquire some information kept secret in the target device. The attack to take over the device in order to apply Denial of service (DoS) and Dynamic DoS attacks are beyond our concern.

Figure 1 sketches the target system. There are several pieces of secret information in the device such as biometric information of the device holder or the cryptographic key stored in the storage. This information is transferred to processes via the main memory and the adversary (malware) intends to capture them.

Contrary to the black-box model, which assumes that the adversary only has the control of data outside of the device, the malware-infected devices are threatened by eavesdropping inside the device, e.g., the buffer of sensors and the main memory. In other words, the data bus and main memory can be identified as a public communication channel under the assumption.

---

\(^1\) This paper updates and reconstructs the contents of Refs. [10], [11].
2.3 Expected Malwares
Most malwares nowadays intrude the target device to collect the personal information of the device holder, or to use the device as a stepping-stone to apply a denial of service attack to other systems [29], [30]. To the best of our knowledge, a malware targeting Android OS for example completes its task within its authority rather than attacks other programs beyond the barrier of the VM. On the other hand, some jail-breaking malwares tend to acquire root privilege for the next step of the attack. Once acquiring the privilege, it is possible to administrate all user-mode running processes.

2.4 Adversary Model
In this paper, we assume an adversary which is weaker than one expected in the TEE and white-box cryptography.

2.4.1 Attack Target
The adversary is assumed to attack only the running process. The execution file of the program in storage is out of our concern. Note that there are some known countermeasures against attacks on execution files such as code encryption and code signing.

2.4.2 Privilege of Adversary
We assume that the adversary is a user-mode process which has a root privilege. The adversary does not run in kernel-mode therefore the attack approaches are limited.

2.4.3 Semi-honest Adversary
We assume a semi-honest adversary in this paper. More specifically, it does not actively run the target program, nor abort, terminate, or alter the running target process. As a natural consequence of these assumptions, the adversary does not run the target program on a debugger. A function to detect a debugger may defuse debugger supported attacks in practice. In addition, we assume that the adversary does not alter the underlying system including the OS and the firmware.

The assumption prevents the adversary from having a direct access measure to the data on registers (in CPU) which are used by the target process. That means it is now possible to consider the analogy of the RAM encryption function provided by Intel SGX. The details on the security considerations are given in Section 5.

3. Proposal for RAM Encryption without Hardware Support
Concealing the memory space of designated processes is the fundamental feature of Intel SGX technology. Let us call this function RAM encryption throughout this paper. In this section, we propose a software-based RAM encryption scheme (SBRES) which does not require any special hardware support.

3.1 Rough Sketch of the SBRES
Figure 2 depicts the functions and the process flow of the SBRES. All encryption processes including key management are executed on the registers because the data on registers are not accessible by the adversary. The encryption (and decryption) key is basically generated by using entropy sources available on the CPU such as the CPU timer. Some CPUs provide random number generation functionality and they are also useful entropy sources. The generated encryption key is stored on the registers in plaintext form and the registers are sanitized before the termination of the process.

The data stored on memory is encrypted. An instruction to load data is replaced by the SBRES-ldr, which loads the data to registers, and decrypts it with the key on the registers. An instruction to store data is replaced by the SBRES-str in the same manner.

After the usual process (on registers), the data is encrypted by the same key, and then the ciphertext is stored on the memory.

3.2 Limitation of the Protection
The SBRES provides only confidentiality of data. And the SBRES function is embedded in the target program therefore the input to the target process is encrypted just after the process starts to run. Therefore, the input (and the output) of the target process is not encrypted. This is also the case of Intel SGX, therefore the data confidentiality of the data outside of the process is not considered in this paper. The data transmitted between processes may be protected by an inter-process encryption mechanism. The data on storage may be protected in other technology, e.g., the data is encrypted by the white-box block cipher, and the protection mechanism is switched to the SBRES when the data is moved to the memory.

3.3 Requirements for Underlying Encryption Algorithm
The SBRES encrypts all data on memory which are not sequentially accessed in general, therefore a chaining mode of operation such as CBC is not suitable for our use in terms of the processing speed. We chose ECB (Electric Code Book) as the mode of operation. If one requires higher security, XTS (XEX-based tweaked-codebook mode with ciphertext stealing) or other
tweakable mode of operations may be better choices. In addition, it is easy to append a message authentication function to ECB by filling a part of the input to the encryption function by a constant.

The SBRES encrypts and decrypts data on the CPU and the encryption key is stored on registers in plaintext form. Therefore, the SBRES requires registers to store the encryption key and additional work areas. The encryption/decryption is processed there and the target process to be protected can use only the remainder registers. If the underlying CPU has a special instruction set for the AES such as Intel AES-NI supported on and after Westmere architecture, it usually provides dedicated registers for encryption/decryption. Therefore, the target process can use all general purpose registers.

Note that expanding round keys in advance of the encryption process is a common speeding up technique in block cipher implementation such as AES [8], but this is very register consuming. Therefore, it is not applicable to the SBRES.

4. Implementation on Raspberry Pi3

In this section, we examine the embedding of the SBRES to ARMv7 processors, which are widely used in smart devices, and evaluate the penalty of the processing speed.

4.1 Evaluation Environment

We selected Raspberry Pi3 Model B [31] for evaluation. Table 1 shows the hardware and the software specification of the evaluation environment.

| CPU | Quad Core 1.2 GHz Broadcom BCM2837 64-bit CPU |
| RAM | 1 GB |
| OS  | Raspbian 4.9.2 |
| Compiler | gcc 4.9.2 |

Note that the CPU of Raspberry Pi3 is ARMv8 architecture but the official OS recognizes it as ARMv7 architecture therefore the registers are of 32-bit length in our evaluation environment.

4.2 The Sample of the Target Program

Unfortunately, “real life applications” are too complex for evaluation because the SBRES is manually embedded to the target program. We chose SHA-256 as a target program. Please refer to [9] for the specification.

SHA-256 requires at least 25 32-bit variables for processing while 13 out of 16 general purpose registers are available in ARMv7 processors. In other words, it is not possible to hold all the data on registers during the process and a part of the intermediate value of the process must be evacuated to the memory. In our implementation, 9 variables are allocated to the registers and the remaining 16 variables are allocated to the memory.

A hash function itself does not take a piece of secret information as an input and we assume that the whole input is to be protected. That means, the whole input on memory is encrypted and relocated on memory, then the memory space where the input data was located at the beginning is sanitized. The input and output data themselves are out of the protection target of the SBRES as mentioned in Section 3.2.

4.3 Block Cipher Suitable for ARMv7 Processor

The block cipher we use in the evaluation is based on Speck64/96 [2]. The block size of Speck64/96 is 64 bits and the key length is 96 bits. The round function of Speck64 is given as follows:

\[
X_{r,L} = (X_{r-1,L} \gg r_1) + X_{r-1,R} \oplus k_r,
\]

\[
X_{r,R} = (X_{r-1,R} \ll r_2) \oplus X_{r,L},
\]

\[r_1 = 8, r_2 = 3,\]

where each operation is 32-bit-wise therefore it is suitable to ARMv7 processors.

Our customization reduces the key length from 96 bits to 64 bits, removes key scheduling function and adopts 1-key Even-Mansour construction [16] instead. Even-Mansour construction just xors the key before and after the permutation, namely there is no key scheduling. The permutation here is the iteration of the round function of Speck64. In this paper we use 8 and 16 iterations of the round functions. Appendix A.1 explains the design rationale and the choice of parameters.

4.4 Implementation Results

Table 2 shows the speeds for an execution of compression function of SHA-256, where “w/ Enc” means the program with the SBRES and “w/o Enc” means the program without the SBRES. SHA-256 is implemented in assembly language in order to embed the SBRES. We omit the key generation function because it is not essential in the evaluation of processing speed.
The adversaries mentioned in Sections 5.3.1 and 5.3.2 violate the protection conditions that the SBRES is secure. Here we mention some cases which are out of the protection offered by the SBRES.

As a result, the processing speed of our SHA-256 implementation with the SBRES is 3.8–6.4 times slower than one without the SBRES. The restriction of register usage due to embedding the SBRES affects the flexibility of implementation, but the influence on the speed is not significant in the case of SHA-256.

Note that the penalty in speed heavily depends on the number of memory access instructions. For example, if there is no memory access in the execution of the program, RAM encryption function is not necessary at all. Therefore, if the number of available registers increases, the number of memory access in execution of the program is expected to decrease. In our implementation, we only use integer registers. But if an implementer additionally uses floating point registers, the penalty may be small.

5. Security Consideration of RAM Encryption

In this section we discuss the security issues of the SBRES. There are the following three attack surfaces under consideration to protect the data dealt with by the target process.

- Registers (data in processing)
- Memory (data at rest)
- Input and output of the process (data on transmission)

As mentioned, the third surface is out of the SBRES protection by design, therefore the remaining two cases are discussed. In the following, the attack process and the target process are denoted by \texttt{atk} and \texttt{tgt} respectively.

5.1 Information Leakage via Registers

The encryption key for the SBRES and a part of the data in processing are on the registers. The access to CPU (or a core in case of multi-core CPU) is exclusive, therefore both \texttt{tgt} and \texttt{atk} cannot simultaneously run its process on it. If a software interrupt occurs, the process running is interrupted, evacuated then the other process (re-)starts to run. In this paper we assume that the adversary has the root privilege but runs as a user-mode process. If \texttt{tgt} is interrupted, the data on registers are evacuated to the kernel stack which is not accessible by user-mode processes\(^2\).

Another possibility of the leakage of data on registers is that the registers may not be sanitized at software interruptions. Namely, the processing data of \texttt{tgt} on registers is evacuated to the kernel stack and it is not accessible by \texttt{atk}, but the data is still on registers and \texttt{atk} may be able to read them. We investigated the source code of Raspbian Linux kernel in order to check this possible threat and found that most of the registers are eventually sanitized. Figure 3 sketches how the registers are sanitized when switching running processes. Assume that \texttt{tgt} is running at a software interruption. Then the context of \texttt{tgt} including the data on registers are evacuated to the kernel stack. Then the context of the next process, whose priority is the highest in the waiting list, is restored on registers. Namely, secret information of \texttt{tgt} is overwritten by the context of the next process. We confirmed that the registers \texttt{r4–r11, r13, r14} are directly overwritten by the restored context. The registers \texttt{r0–r2, r12} are used in the context switching process itself. And the register \texttt{r15}, which is as a program counter, is updated during any process running. There is a register \texttt{r3}, for that we could not find the corresponding description in the source code to overwrite it during the context switch. However, our experimental result indicates that \texttt{r3} is also sanitized somehow.

5.2 Information Leakage via Memory

The memory space allocated to \texttt{tgt} holds secret information and data in processing. \texttt{atk}, which has root privilege, and can access the memory space of \texttt{tgt}. The SBRES encrypts the data to be transferred to the memory space of \texttt{tgt} and there is no encryption key on memory, therefore it is not easy for \texttt{atk} to get meaningful information by reading the memory space of \texttt{tgt}.

5.3 The Security Not Assured by the SBRES

The adversary considered in Section 2.4 is passive and does not have access to the data on registers during the time that the target process uses it. On the other hand, if one of the conditions is not satisfied, the SBRES cannot be secure. Here we mention some cases which are out of the protection offered by the SBRES.

Table 2 Implementation results on Raspberry Pi3.

| Library       | cycles/block |
|---------------|--------------|
| w/ Enc (Ours, 16 rounds) | 26,530       |
| w/ Enc (Ours, 8 rounds)   | 15,764       |
| w/o Enc (Ours)           | 4,168        |

Fig. 3 Rough sketch showing how the data remaining on the registers after software interruption are sanitized.

\(^{2}\) There is a compile option generating /dev/kmem, which enables user-mode process to access kernel stack, but it is usually invalidated.
first requirement and one mentioned in Section 5.3.3 violates the second requirement.

5.3.1 Active Adversary

Different from the RAM encryption with hardware support, the SBRES implementation is just snippets of code embedded in the target program. Therefore, an active adversary can remove the snippets and insert a new code which reveals the secret on registers to memory before encryption. Therefore, the SBRES cannot be a countermeasure against this kind of adversary. In order to prevent these kinds of attacks, countermeasures to detect unexpected code modifications are necessary. The examples are code signing and control flow integrity [1]. Code obfuscation is an optional countermeasure. To obfuscate the SBRES code in the execution file of tgt may increase the cost of attacks.

5.3.2 Side Channel Attacks

The SBRES prevents the adversary from reading the secret information on the memory by encrypting the data. However, some side channel attacks do not directly read the memory but investigate the memory access pattern of the target process. This kind of adversary does not directly modify the program but is still active; it flushes the cache memory for example in order to control the behavior of the program. The SBRES does not provide protection against this kind of attacks. Another countermeasure such as Oblivious RAM [6], which randomizes the memory access pattern in processing, should be considered.

5.3.3 Kernel Mode Adversary

If the CPU or the kernel of the OS has a critical vulnerability, the adversary may be able to run in kernel-mode. In this case, the ability of the adversary is far beyond our assumption. atk is able to access to the kernel stack of tgt and to get the secret information on registers including the encryption key of the SBRES.

6. Concluding Remarks

In this paper, we discussed whether the RAM encryption function is feasible without hardware support. We first clarified the adversary model, then proposed a software-based RAM encryption scheme. The assumed adversary is semi-honest and cannot use debugging functions. As a result, it cannot access the data on registers. In other words, the data processing within the CPU is secure against this kind of adversary, therefore the proposed SBRES is secure under this setting. In addition, we proposed an encryption algorithm suitable for SBRES on ARMv7 processor and embedded it to SHA-256. The execution time for hashing becomes 3.8–6.4 times slower than one without SBRES. The optimization of the implementation and the automation of embedding SBRES are future works of this research.
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Appendix

A.1 Parameter choices of the encryption algorithm

In this section we explain the reason for the parameter choices of the block cipher specification given in Section 4.3.

A.1.1 Block Size and Key Length

The proposed SBRES assumes that the data on registers are not encrypted and the encryption/decryption is done when the data is transferred from the registers to the memory and vice versa. Therefore, to reduce the data transfer between them obviously improves the processing speed. The example target program (SHA-256) has eight working variables a, b, c, d, e, f, g, h (The labels refer to [9]) which are more frequently accessed than other variables. Therefore, our implementation allocates eight registers to them and an additional register to a variable which holds intermediate values in calculations. On the other hand, the SBRES at least requires registers to hold an encryption key and the intermediate value of the processing.

Let us consider the AES-128 as the encryption algorithm for the SBRES for example. Both the block size and the key length of AES-128 are 128-bit so that at least 8 registers are allocated to hold the state of the AES-128. Remind that 13 general purpose registers are available in ARMv7 processor therefore we refer to [9] which are more frequently accessed than other variables. Therefore, our implementation allocates eight registers to them and an additional register to a variable which holds intermediate values in calculations. On the other hand, the SBRES at least requires registers to hold an encryption key and the intermediate value of the processing.

Let us consider the AES-128 as the encryption algorithm for the SBRES for example. Both the block size and the key length of AES-128 are 128-bit so that at least 8 registers are allocated to hold the state of the AES-128. Remind that 13 general purpose registers are available in ARMv7 processor therefore we have only five free registers. That means, we cannot hold all the eight working variables on registers. As a result, the processing speed of SHA-256 with SBRES-AES-128 is expected to be much slower than that shown in Section 4.4.

From the viewpoint of the security, larger block size and longer key length are desirable so that the use of 64-bit block size and 64-bit key length should be restricted. In addition, the security of Even-Mansour construction is upper-bounded by a meet-in-the-middle attack and the attack requires about $2^{n/2}$ known plaintexts to recover the secret key, where $n$ is the block size of the underlying block cipher. Therefore, the security of the proposed block cipher in Section 4.3 is upper-bounded to $2^{32}$ block encryptions.

In this paper, we assume that the adversary has limited computation power and this limitation is not critical. If the program is expected to run for a long time beyond the above limitation, the encryption key for SBRES should be updated.

A.1.2 Related Plaintext Differential Attack

In this paper, the adversary is assumed to be able to access only the encrypted data on memory. The data on memory is decrypted on registers with an encryption key, processed by some instructions, encrypted again with the same key, and re-written to memory. Let us assume that the target process $F$ is decomposed to sub-processes $F = \Phi_m \circ \Phi_{m-1} \circ \cdots \circ \Phi_1$. Each sub-process $\Phi_i$ is further decomposed to $Write_i \circ \Phi_i \circ \Phi_i$, where $Write_i$ and $Write_i$ are memory accesses and $\Phi_i$ does not have memory access. Then the ciphertexts accessible by the adversary is depicted as follows:

$$P_i = Dec(C_i, K),$$
$$P_{i+1} = \Phi_i(P_i),$$
$$C_{i+1} = Enc(P_{i+1}, K).$$

A naive attack assumes $Enc \circ \Phi_i \circ Dec$ as the target function. Another possible attack is a related plaintext attack. Let us consider the simplest example of the sub-process $\Phi_i$ xor-ing, i.e., $\Phi_i$ just xors a constant $\Delta$ to $P_i$. In this case, the adversary does not know the plaintext $P_i$ but knows the input differential $\Delta$, and gets the ciphertexts $C_i$ and $C_{i+1}$ corresponding to the plaintexts $P_i$ and $P_{i+1}$. Therefore, this setting is considered as a differential attack under the assumption that the adversary does not know plaintexts. The advantage of this attack compared to the naive attack is to reduce the complexity of the target function; the target function is not the composition of the functions but only an encryption function.

A.1.3 Number of Rounds

Biryukov et al. evaluated the differential probability of $S\text{r}c\text{k}$ in Ref. [3]. They reported that the maximum characteristic differential probability of $S\text{r}c\text{k}64$ is smaller than $2^{-31}$ at 9 rounds. Another result of theirs via truncated evaluation expected that the differential probability is around $2^{-66}$ at 14 rounds. The security analysis of the proposed block cipher is not our main concern in this paper, we choose 16 rounds which is expected to be sufficient for preventing differential attack and 8 rounds, its half rounds.

Note that Even-Mansour construction limits the number of encryption block by $2^{32}$. The research of Biryukov indicates that around 10 iterations of a round function is moderate even if the related plaintext attack is applied. On the other hand, the appropriate number of rounds for our use is still unclear. The complexity of the related plaintext differential attack heavily depends on the complexity of the processing after decryption. If all of $\Phi_i$ are not so simple, then we may be able to reduce the number of rounds.

A.1.4 Optimization for Register Consumption

To remove the key scheduling of $S\text{r}c\text{k}$ and to adopt 1-key Even-Mansour construction instead in the block cipher in Section 4.3 reduces the registration consumption. It requires only two registers to hold the encryption key and two registers to hold the intermediate value of the processing. Our implementation encrypts only a 32-bit variable at a block encryption and the remainder 32-bit of the input is a fixed constant. The register which holds the data to be encrypted is used during the encryption to
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hold the intermediate value. As a result, three additional registers in total are necessary in order to embed the SBRES with the proposed block cipher.
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