We extend our previous analysis of Riemannian four-manifolds $\mathcal{M}$ admitting rigid supersymmetry to $\mathcal{N} = 1$ theories that do not possess a $U(1)_R$ symmetry. With one exception, we find that $\mathcal{M}$ must be a Hermitian manifold. However, the presence of supersymmetry imposes additional restrictions. For instance, a supercharge that squares to zero exists, if the canonical bundle of the Hermitian manifold $\mathcal{M}$ admits a nowhere vanishing, holomorphic section. This requirement can be slightly relaxed if $\mathcal{M}$ is a torus bundle over a Riemann surface, in which case we obtain a supercharge that squares to a complex Killing vector. We also analyze the conditions for the presence of more than one supercharge. The exceptional case occurs when $\mathcal{M}$ is a warped product $S^3 \times \mathbb{R}$, where the radius of the round $S^3$ is allowed to vary along $\mathbb{R}$. Such manifolds admit two supercharges that generate the superalgebra $OSp(1|2)$. If the $S^3$ smoothly shrinks to zero at two points, we obtain a squashed four-sphere, which is not a Hermitian manifold.
1. Introduction

The study of supersymmetric field theories on curved manifolds leads to new observables, which can often be calculated exactly using localization techniques \cite{1-8}. Most authors have focused on supersymmetric theories with an $R$-symmetry. Riemannian four-manifolds that admit rigid supersymmetry for $\mathcal{N} = 1$ theories with a $U(1)_R$ symmetry were classified in \cite{9,10}. In this paper, we will complete the classification by analyzing theories that do not possess a $U(1)_R$ symmetry. For recent progress in this direction, see also \cite{11-14}.

As in \cite{9}, we follow the approach developed in \cite{11}, which is based on the rigid limit of off-shell supergravity. In this limit, the fields in the supergravity multiplet are taken to be arbitrary classical backgrounds. A given background configuration possesses rigid supersymmetry whenever it is invariant under some subalgebra of the local supergravity transformations. (See also \cite{15} for an introduction to rigid superspace geometry.) Four-dimensional $\mathcal{N} = 1$ theories can be coupled to different formulations of off-shell supergravity, depending on the structure of their supercurrent multiplet. (See \cite{16,17} for a recent discussion of supercurrent multiplets.) Theories with a $U(1)_R$ symmetry admit an $R$-multiplet (see for instance \cite{18}) and can be coupled to new minimal supergravity \cite{19,20}. Such theories were analyzed in \cite{9,10}.

In this paper, we will consider four-dimensional $\mathcal{N} = 1$ theories that admit a Ferrara-Zumino supercurrent multiplet \cite{21}. These theories can be coupled to old minimal supergravity \cite{22,23}. In this formulation, the supergravity multiplet consists of the metric $g_{\mu\nu}$ and the gravitino $\psi_{\mu\alpha}$, as well as a vector field $b^\mu$ and two scalar fields $M$ and $\tilde{M}$. It is important to emphasize that $b^\mu$ is a globally well-defined vector field, which is not subject to any gauge redundancy. The scalars $M$ and $\tilde{M}$ should be thought of as the dual four-form field strengths for certain three-form gauge fields. In ordinary supergravity, $b^\mu$, $M$, and $\tilde{M}$ are auxiliary fields that can be eliminated by solving their equations of motion. Here we regard them as background fields that can take arbitrary values.

In old minimal supergravity, the local supersymmetry variation of the gravitino takes the form

\begin{align}
\delta \psi_\mu &= -2\nabla_\mu \zeta + \frac{i}{3} M \sigma_\mu \tilde{\zeta} + \frac{2i}{3} b_\mu \zeta + \frac{2i}{3} b^\nu \sigma_{\mu\nu} \zeta , \\
\delta \tilde{\psi}_\mu &= -2\nabla_\mu \tilde{\zeta} + \frac{i}{3} \tilde{M} \tilde{\sigma}_\mu \zeta - \frac{2i}{3} b_\mu \tilde{\zeta} - \frac{2i}{3} b^\nu \tilde{\sigma}_{\mu\nu} \tilde{\zeta} .
\end{align} \tag{1.1}

Here the spinor parameter $\zeta$ is left-handed and carries un-dotted indices, $\zeta_\alpha$, while $\tilde{\zeta}$ is right-handed and carries dotted indices, $\tilde{\zeta}^\dot{\alpha}$, and similarly for $\psi_\mu$ and $\tilde{\psi}_\mu$. (Our conventions are
summarized in appendix A.) In Euclidean signature, the spinors \( \zeta \) and \( \tilde{\zeta} \) are independent and the background fields \( b^\mu, M, \) and \( \tilde{M} \) are generally complex. However, we will always take the metric \( g_{\mu\nu} \) to be real.

The background fields \( g_{\mu\nu}, b^\mu, M, \) and \( \tilde{M} \) preserve rigid supersymmetry, if and only if there is a supercharge \( Q = (\zeta, \tilde{\zeta}) \) for which the variations (1.1) vanish,

\[
\nabla_\mu \zeta = \frac{i}{6} M \sigma_\mu \tilde{\zeta} + \frac{i}{3} b_\mu \zeta + \frac{i}{3} b^\nu \sigma_{\nu\mu} \zeta ,
\]

\[
\nabla_\mu \tilde{\zeta} = \frac{i}{6} \tilde{M} \tilde{\sigma}_\mu \zeta - \frac{i}{3} b_\mu \tilde{\zeta} - \frac{i}{3} b^\nu \tilde{\sigma}_{\nu\mu} \zeta .
\]

The algebra generated by \( Q \) follows from the algebra of supergravity transformations \[22,23\],

\[
\delta^2 Q = 2i \delta K , \quad K^\mu = \zeta \sigma^\mu \tilde{\zeta} , \quad [\delta K, \delta Q] = 0 .
\]

Here \( \delta Q \) is the supersymmetry variation corresponding to \( Q \) and \( \delta K = L_K \) is the usual Lie derivative. (The action of the Lie derivative on spinors is reviewed in appendix A.) As we will see below, \( K \) is a Killing vector. Given another supercharge \( Q' = (\eta, \tilde{\eta}) \), its (anti-) commutation relations with \( Q \) and \( K \) are given by

\[
\{\delta Q, \delta Q'\} = 2i \delta Y , \quad Y^\mu = \zeta \sigma^\mu \tilde{\eta} + \eta \sigma^\mu \tilde{\zeta} ,
\]

\[
[\delta K, \delta Q', \delta L_K Q'] = -\delta L_K Q' , \quad L_K Q' = (L_K \eta, L_K \tilde{\eta}) .
\]

Here \( Y \) is also a Killing vector.

In this paper, we will analyze Riemannian four-manifolds \( M \) that admit one or several solutions of (1.2). Such solutions do not exist for arbitrary configurations of the background fields \( g_{\mu\nu}, b^\mu, M, \) and \( \tilde{M} \). Locally, the equations are only consistent if the background fields satisfy certain integrability conditions. Additionally, there may be global obstructions. We would like to understand the restrictions on the background fields due to one or several solutions of (1.2). Conversely, we would like to formulate sufficient conditions for the existence of such solutions.

In section 2, we will discuss general properties of spinor pairs \( (\zeta, \tilde{\zeta}) \) that satisfy the equations (1.2), as well as various bilinears that can be constructed using \( \zeta \) and \( \tilde{\zeta} \). In

\[1\] In Lorentzian signature, \( \zeta \) and \( \tilde{\zeta} \) are exchanged by complex conjugation, \( b^\mu \) is real, and \( \tilde{M} \) is the complex conjugate of \( M \). Rigid supersymmetry on Lorentzian manifolds was recently discussed in \[24,14\].
particular, we investigate the conditions under which the spinors are nowhere vanishing on $\mathcal{M}$. Whenever this is the case, it follows that $\mathcal{M}$ admits an integrable complex structure that is compatible with the metric, and hence it is a Hermitian manifold.

In section 3 we consider Hermitian manifolds $\mathcal{M}$ that admit a single supercharge. Here we distinguish two cases:

1.) If $\zeta$ is nowhere vanishing and $\tilde{\zeta}$ vanishes identically, then we obtain a supercharge $Q = (\zeta, 0)$ that squares to zero, $\delta^2 Q = 0$. Such a solution exists whenever $\mathcal{M}$ admits a nowhere vanishing, anti-holomorphic section $p$ of its anti-canonical bundle $K = \Lambda^{0,2}$ of complex $(0,2)$ forms. (Equivalently, a nowhere vanishing, holomorphic section of its canonical bundle $K = \Lambda^{2,0}$.)

2.) If both $\zeta$ and $\tilde{\zeta}$ are nowhere vanishing, we obtain a supercharge $Q = (\zeta, \tilde{\zeta})$ that squares to a complex Killing vector $K^\mu = \zeta \sigma^\mu \tilde{\zeta}$ as in (1.3). If $K$ commutes with its complex conjugate $\overline{K}$ so that $[K, \overline{K}] = 0$, the Hermitian metric on $\mathcal{M}$ must take the form

$$ds^2 = \Omega(z, \overline{z})^2((dw + h(z, \overline{z})dz)(d\overline{w} + \overline{h}(z, \overline{z})d\overline{z}) + c(z, \overline{z})^2 dz d\overline{z}) . \quad (1.5)$$

Here $w, z$ are holomorphic coordinates and $K = \partial_w$. This metric describes a two-torus fibered over a Riemann surface $\Sigma$ with metric $ds^2_\Sigma = \Omega^2 c^2 dz d\overline{z}$. The solution $(\zeta, \tilde{\zeta})$ exists whenever $\mathcal{M}$ has metric (1.5) and admits a nowhere vanishing section $p$ of its anti-canonical bundle $K$. Here $p$ must be invariant under the Killing vector $K$, but it need not be anti-holomorphic.

In both cases, the background fields $b^\mu, M$, and $\tilde{M}$ are not completely determined by the geometry of $\mathcal{M}$, i.e. by the metric and the complex structure. They also depend on the choice of $p$, which in turn determines the spinors $\zeta$ and $\tilde{\zeta}$.

In section 4 we analyze Riemannian four-manifolds $\mathcal{M}$ that admit a supercharge $(\zeta, \tilde{\zeta})$, such that the Killing vector $K^\mu = \zeta \sigma^\mu \tilde{\zeta}$ does not commute with its complex conjugate, $[K, \overline{K}] \neq 0$. These manifolds are locally isometric to a warped product $S^3 \times \mathbb{R}$ with metric

$$ds^2 = d\tau^2 + r^2(\tau)d\Omega_3 , \quad (1.6)$$

where $d\Omega_3$ is the round metric on the unit three-sphere. The metric (1.6) describes a three-sphere whose radius $r(\tau)$ varies along $\mathbb{R}$, and hence the isometry group is $SU(2) \times SU(2)$. We can solve for $(\zeta, \tilde{\zeta})$ on any such manifold.

As before, the background fields $b^\mu, M$, and $\tilde{M}$ are not completely determined by the metric (1.6). Consequently, they need not be invariant under the full $SU(2) \times SU(2)$
isometry. If we choose them to respect the full isometry group, there exists a second independent supercharge. Together with $(\zeta, \tilde{\zeta})$ it generates the super algebra $OSp(1|2)$. When the domain of $\tau$ is a compact interval and $r(\tau)$ vanishes at its endpoints, so that the three-sphere smoothly shrinks to zero size, then the metric (1.6) describes a certain squashed four-sphere. In this case the spinors have isolated zeros and $\mathcal{M}$ is not a Hermitian manifold.

In section 5 we consider Hermitian manifolds that admit two supercharges of the kind discussed in section 3, focusing on the cases where both supercharges square to zero. (The details of the remaining cases are discussed in appendix C.) If these two supercharges anti-commute, then $\mathcal{M}$ is locally conformal to a Calabi-Yau manifold or to $H^3 \times \mathbb{R}$, where $H^3$ is the three-dimensional hyperbolic space of constant negative curvature. If $\mathcal{M}$ is compact, we can say more. In this case it must be globally conformal to a flat torus $T^4$ or to a $K3$ surface with Ricci-flat Kähler metric. If the two supercharges square to zero but do not anti-commute with one another, the Hermitian metric on $\mathcal{M}$ is of the form (1.5), with $h$ determined in terms of $\Omega$ and $c$.

In section 6 we briefly discuss manifolds admitting four supercharges. Our conventions are summarized in appendix A. In appendix B we review some useful facts about the Chern connection on Hermitian manifolds. Appendix C contains supplementary material related to section 5.

2. General Properties of the Equations

We will study the equations (1.2) on a smooth, oriented, connected four-manifold $\mathcal{M}$, which carries a Riemannian metric $g_{\mu\nu}$. Locally, the spinors $\zeta$ and $\tilde{\zeta}$ transform as $(\frac{1}{2}, 0)$ and $(0, \frac{1}{2})$ representations of $SU(2)_+ \times SU(2)_-$ frame rotations. Globally, they are sections of the left-handed and right-handed spin bundles $S_+$ and $S_-$. In order for these bundles to be well defined, $\mathcal{M}$ must also be endowed with a spin structure.

In order to analyze the restrictions on the background fields due to the presence of one or several solutions of (1.2), we will consider various spinor bilinears. After introducing these bilinears at a point and listing some of their properties that follow from Fierz identities alone, we will use the equations (1.2) to study their derivatives. In particular, we will investigate the conditions under which the spinors are nowhere vanishing on $\mathcal{M}$.

2 Note, however, that in our conventions the scalar curvature of $H^3$ with radius $r$ is $R = \frac{6}{r^2}$. By contrast, a three-sphere of radius $r$ has $R = -\frac{6}{r^2}$. 4
2.1. Spinor Bilinears

In this subsection we closely follow the analogous discussion in [9]. We will work at a point on $\mathcal{M}$ and assume that both $\zeta$ and $\tilde{\zeta}$ are non-zero. The norms $|\zeta|^2$ and $|\tilde{\zeta}|^2$ are positive scalars. We can thus define two almost complex structures

$$ J_{\mu\nu} = \frac{2i}{|\zeta|^2} \zeta^\dagger \sigma_{\mu\nu} \zeta, \quad \tilde{J}_{\mu\nu} = \frac{2i}{|\tilde{\zeta}|^2} \tilde{\zeta}^\dagger \tilde{\sigma}_{\mu\nu} \tilde{\zeta}, $$

which satisfy

$$ J^\mu_{\phantom{\mu}\nu} J^\nu_{\rho} = \tilde{J}^\mu_{\phantom{\mu}\nu} \tilde{J}^\nu_{\rho} = -\delta^\mu_{\rho}. \tag{2.2} $$

Both almost complex structures are compatible with the metric, i.e. $g_{\mu\nu} J^\mu_{\phantom{\mu}\alpha} J^\nu_{\beta} = g_{\alpha\beta}$ and similarly for $\tilde{J}^\mu_{\phantom{\mu}\nu}$, and hence they define almost Hermitian structures. Note that $J_{\mu\nu}$ is self-dual, while $\tilde{J}_{\mu\nu}$ is anti-self-dual. A vector $U^\mu$ is holomorphic with respect to $J^\mu_{\phantom{\mu}\nu}$, i.e. $J^\mu_{\phantom{\mu}\nu} U^\nu = i U^\mu$, if and only if $U^\mu \sigma_\mu \zeta = 0$. Similarly, $U^\mu$ is holomorphic with respect to $\tilde{J}^\mu_{\phantom{\mu}\nu}$ if and only if $U^\mu \sigma_\mu \tilde{\zeta} = 0$. (See for instance [25].)

We will also need the two-forms

$$ P_{\mu\nu} = \zeta \sigma_{\mu\nu} \zeta, \quad \tilde{P}_{\mu\nu} = \tilde{\zeta} \tilde{\sigma}_{\mu\nu} \tilde{\zeta}, $$

which are self-dual and anti-self-dual respectively. Since

$$ J^\mu_{\phantom{\mu}\nu} P_{\nu\rho} = i P_{\mu\rho}, \quad \tilde{J}^\mu_{\phantom{\mu}\nu} \tilde{P}_{\nu\rho} = i \tilde{P}_{\mu\rho}, \tag{2.4} $$

it follows that $P_{\mu\nu}$ is anti-holomorphic with respect to $J^\mu_{\phantom{\mu}\nu}$ and $\tilde{P}_{\mu\nu}$ is anti-holomorphic with respect to $\tilde{J}^\mu_{\phantom{\mu}\nu}$.

Finally, we consider the complex vectors

$$ K^\mu = \zeta \sigma^\mu \tilde{\zeta}, \quad X^\mu = \zeta \sigma^\mu \tilde{\zeta}^\dagger, \tag{2.5} $$

which satisfy

$$ J^\mu_{\phantom{\mu}\nu} K^\nu = \tilde{J}^\mu_{\phantom{\mu}\nu} K^\nu = i K^\mu, $$

$$ J^\mu_{\phantom{\mu}\nu} X^\nu = -\tilde{J}^\mu_{\phantom{\mu}\nu} X^\nu = i X^\mu. \tag{2.6} $$

Therefore, $K^\mu$ is holomorphic with respect to both $J^\mu_{\phantom{\mu}\nu}$ and $\tilde{J}^\mu_{\phantom{\mu}\nu}$, but $X^\mu$ is holomorphic with respect to $J^\mu_{\phantom{\mu}\nu}$ and anti-holomorphic with respect to $\tilde{J}^\mu_{\phantom{\mu}\nu}$.

The only non-vanishing inner products between $K^\mu, X^\mu$ and their complex conjugates $\overline{K}^\mu, \overline{X}^\mu$ are given by

$$ \overline{K}^\mu K_\mu = \overline{X}^\mu X_\mu = 2|\zeta|^2 |\tilde{\zeta}|^2. \tag{2.7} $$
Therefore, these four complex vectors form a complete basis. Projecting onto this basis, we obtain the following useful formulas:

\[
\begin{align*}
g_{\mu\nu} &= \frac{1}{2|\zeta|^2|\bar{\zeta}|^2} (K_\mu \bar{K}_\nu + K_\nu \bar{K}_\mu + X_\mu \bar{X}_\nu + X_\nu \bar{X}_\mu) , \\
J_{\mu\nu} &= \frac{i}{2|\zeta|^2|\bar{\zeta}|^2} (K_\mu \bar{K}_\nu - K_\nu \bar{K}_\mu + X_\mu \bar{X}_\nu - X_\nu \bar{X}_\mu) , \\
\tilde{J}_{\mu\nu} &= \frac{i}{2|\zeta|^2|\bar{\zeta}|^2} (K_\mu \bar{K}_\nu - K_\nu \bar{K}_\mu - X_\mu \bar{X}_\nu + X_\nu \bar{X}_\mu) , \\
P_{\mu\nu} &= \frac{1}{2|\zeta|^2} (K_\mu X_\nu - K_\nu X_\mu) , \\
\tilde{P}_{\mu\nu} &= -\frac{1}{2|\zeta|^2} (K_\mu \bar{X}_\nu - K_\nu \bar{X}_\mu) .
\end{align*}
\] (2.8)

Since \(J_{\mu\nu}\) is self-dual and \(\tilde{J}_{\mu\nu}\) is anti-self-dual, we can also write

\[
\begin{align*}
J_{\mu\nu} &= I_{\mu\nu} + \frac{1}{2} \varepsilon_{\mu\nu\rho\lambda} I^{\rho\lambda} , \\
\tilde{J}_{\mu\nu} &= I_{\mu\nu} - \frac{1}{2} \varepsilon_{\mu\nu\rho\lambda} I^{\rho\lambda} , \\
I_{\mu\nu} &= \frac{i}{K^\lambda K_\lambda} (K_\mu \bar{K}_\nu - K_\nu \bar{K}_\mu) ,
\end{align*}
\] (2.9)

so that \(J_{\mu\nu}\) and \(\tilde{J}_{\mu\nu}\) are completely determined in terms of \(K_\mu\) alone. Similarly, the vector \(X^\mu\) is completely determined in terms of \(K^\mu\) and \(P_{\mu\nu}\).

2.2. Global Properties

We will now assume that the pair \((\zeta, \bar{\zeta})\) satisfies (1.2),

\[
\begin{align*}
\nabla_\mu \zeta &= \frac{i}{6} M \sigma_\mu \bar{\zeta} + \frac{i}{3} b_\mu \zeta + \frac{i}{3} b^{\nu} \sigma_{\mu\nu} \zeta , \\
\nabla_\mu \bar{\zeta} &= \frac{i}{6} \bar{M} \sigma_\mu \zeta - \frac{i}{3} b_\mu \bar{\zeta} - \frac{i}{3} b^{\nu} \bar{\sigma}_{\mu\nu} \bar{\zeta} .
\end{align*}
\] (2.10)

These equations are linear, homogeneous and first order, with smooth coefficients. It follows that the solution \((\zeta, \bar{\zeta})\) is determined by its value at a point, and hence the solutions have the structure of a complex vector space of dimension \(\leq 4\). In particular, if \(\zeta\) and \(\bar{\zeta}\) vanish at the same point, then both vanish everywhere on \(\mathcal{M}\) and the solution is trivial. However, they may vanish one at a time. As we saw in the previous subsection, it is possible to construct an almost complex structure on \(\mathcal{M}\) whenever one of the spinors is nowhere vanishing. We will now investigate when this is the case.
Consider the complex vector $K^\mu = \zeta \sigma^\mu \tilde{\zeta}$. The fact that $\zeta$ and $\tilde{\zeta}$ satisfy (2.10) allows us to compute the derivative of $K^\mu$ and show that it is a Killing vector,

$$\nabla_\mu K_\nu + \nabla_\nu K_\mu = 0 \ . \quad (2.11)$$

Since the metric is real, it follows that the complex conjugate $\overline{K}^\mu$ is also a Killing vector, and hence their commutator gives rise to a third, real Killing vector $L^\mu$,

$$[K, \overline{K}] = 4iL \ . \quad (2.12)$$

Using (2.10) to compute the left-hand side, we can express $L^\mu$ as follows:

$$L^\mu = \lambda X^\mu + \overline{\lambda} X^\mu \ , \quad \lambda = \frac{1}{12}(\overline{M}|\zeta|^2 - M|\tilde{\zeta}|^2 + (b_\nu - \overline{b}_\nu) X^\nu) \ . \quad (2.13)$$

We distinguish two qualitatively different cases, depending on whether $K$ and $\overline{K}$ commute:

1.) If $K$ and $\overline{K}$ do not commute, then $L$ is a non-trivial Killing vector. This case will be discussed in section 4. As we will see, the presence of the three Killing vectors $K, \overline{K}$, and $L$ implies that $\mathcal{M}$ is locally isometric to warped $S^3 \times \mathbb{R}$ with metric

$$ds^2 = d\tau^2 + r^2(\tau)d\Omega_3 \ . \quad (2.14)$$

Whenever the three-sphere shrinks to zero size, one of the spinors vanishes.

2.) If $K$ and $\overline{K}$ commute, then $L = 0$ everywhere on $\mathcal{M}$. In this case $\zeta$ either vanishes identically or nowhere on $\mathcal{M}$, and similarly for $\tilde{\zeta}$.

To prove 2.) we assume that $\zeta(x) = 0$ for some point $x \in \mathcal{M}$. We will first show that $\nabla_\mu \zeta(x) = 0$ as well. Unless the solution is trivial, the fact that $\zeta(x) = 0$ implies that $\tilde{\zeta}(x) \neq 0$, and hence that $\tilde{\zeta} \neq 0$ in sufficiently small neighborhoods of $x$. If $\zeta$ vanishes identically in such neighborhoods, then $\nabla_\mu \zeta(x) = 0$. Otherwise, they contain points at which $\zeta \neq 0$. At such points, both $\zeta \neq 0$ and $\tilde{\zeta} \neq 0$, so that $X^\mu \neq 0$ as well. Since $L^\mu$ is assumed to vanish identically, it follows from (2.13) that $\lambda = 0$ at these points, and hence that $\lambda(x) = 0$. From the explicit form of $\lambda$ in (2.13), we see that $M(x) = 0$. Using the first equation in (2.10), we conclude that $\nabla_\mu \zeta(x) = 0$.

We can now show that $\zeta$ vanishes everywhere on $\mathcal{M}$. Since $K^\mu = \zeta \sigma^\mu \tilde{\zeta}$, it follows from $\zeta(x) = 0$ and $\nabla_\mu \zeta(x) = 0$ that $K_\mu(x) = 0$ and $\nabla_\mu K_\nu(x) = 0$. But $K^\mu$ is a Killing
vector, and hence it must vanish everywhere on $M$. We conclude that the zero set of $\zeta$ and the zero set of $\tilde{\zeta}$ cover all of $M$. Moreover, they are disjoint, unless the solution is trivial. Since $M$ is connected and the zero set of $\zeta$ is non-empty, this set must coincide with all of $M$. Therefore $\zeta$ vanishes everywhere on $M$. Similarly, if $\tilde{\zeta}$ vanishes at a point, it must vanish everywhere on $M$.

Whenever $\zeta$ is nowhere vanishing, we can use (2.1) to define an almost complex structure $J_{\mu\nu}$ that is compatible with the metric. We will now show that $J_{\mu\nu}$ is integrable, so that $M$ is a Hermitian manifold. It is straightforward (but tedious) to compute $\nabla_{\mu}J_{\nu\rho}$ using (2.10), and to show that the Nijenhuis tensor $N_{\mu\nu\rho}$ of $J_{\mu\nu}$ vanishes,

$$N_{\mu\nu\rho} = J_{\lambda\nu} \nabla_{\lambda} J_{\mu\rho} - J_{\lambda\rho} \nabla_{\lambda} J_{\mu\nu} - J_{\mu\lambda} \nabla_{\nu} J_{\lambda\rho} + J_{\mu\lambda} \nabla_{\rho} J_{\lambda\nu} = 0 .$$  \(2.16\)

Therefore $J_{\mu\nu}$ is an integrable complex structure. Similarly, $\tilde{J}_{\mu\nu}$ is an integrable complex structure whenever $\tilde{\zeta}$ is nowhere vanishing.

Alternatively, we can prove that $J_{\mu\nu}$ is integrable by showing that the commutator of two holomorphic vectors is also holomorphic. Recall from the previous subsection that a vector $U_{\mu}$ is holomorphic with respect to $J_{\mu\nu}$ if and only if $U_{\mu} \tilde{\sigma}_{\mu} \zeta = 0$. By differentiating this formula, contracting with another holomorphic vector $V_{\mu}$, and antisymmetrizing, we find that the commutator $[U, V]$ is holomorphic if and only if

$$U^{[\mu} V^{\nu]} \tilde{\sigma}_{\mu} \nabla_{\nu} \zeta = 0 .$$  \(2.17\)

Using (2.10) and the fact that $U_{\mu} V_{\mu} = 0$, because $U_{\mu}$ and $V_{\mu}$ are holomorphic, we can rewrite (2.17) as

$$MU^{\mu} V^{\nu} \tilde{\sigma}_{\mu} \sigma_{\nu} \zeta = 0 .$$  \(2.18\)

It suffices to check this condition at points where $\tilde{\zeta} \neq 0$, so that we can take $U_{\mu} = X_{\mu}$ and $V_{\mu} = K_{\mu}$, which form a basis for holomorphic vectors at such points. Since $K_{\mu} \sigma_{\mu} \tilde{\zeta} = 0$ by a Fierz identity, we conclude that $J_{\mu\nu}$ is integrable. A similar argument shows that $\tilde{J}_{\mu\nu}$ is also integrable, whenever it exists.

---

3 Every Killing vector $K_{\mu}$ satisfies the identity

$$\nabla_{\mu} \nabla_{\nu} K_{\rho} = R_{\nu\rho\mu}^{\lambda} K_{\lambda} ,$$  \(2.15\)

so that $K_{\mu}$ is completely determined by specifying $K_{\mu}$ and $\nabla_{\mu} K_{\nu}$ at a point.
When $\zeta$ is nowhere vanishing, the complex structure $J^\mu_\nu$ splits the bundle of two-forms into $\Lambda^{2,0} \oplus \Lambda^{1,1} \oplus \Lambda^{0,2}$. Here $\mathcal{K} = \Lambda^{2,0}$ is the canonical line bundle of $(2,0)$ forms. Its complex conjugate $\overline{\mathcal{K}} = \Lambda^{0,2}$ is the anti-canonical line bundle of $(0,2)$ forms. It follows from (2.4) that the two-form $P_{\mu\nu}$ defined in (2.3) is a nowhere vanishing section of $\overline{\mathcal{K}}$, and hence that the bundle $\overline{\mathcal{K}}$ is trivial. Similarly, a nowhere vanishing $\tilde{\zeta}$ gives rise to a nowhere vanishing section $\tilde{P}_{\mu\nu}$ of the anti-canonical bundle corresponding to $\tilde{J}^\mu_\nu$.

3. Manifolds Admitting One Supercharge

In this section we will analyze manifolds $\mathcal{M}$ that admit one solution $(\zeta, \tilde{\zeta})$ of (1.2). Here we limit ourselves to the case where the Killing vector $K^\mu = \zeta^\sigma \tilde{\zeta}_\sigma$ commutes with its complex conjugate $\overline{K}^\mu$. (Solutions with $[K, \overline{K}] \neq 0$ will be discussed in section 4.) As we saw in the previous section, this implies that $\mathcal{M}$ is a Hermitian manifold. The solutions fall into two classes, which will be discussed in turn:

1.) Solutions of the form $(\zeta, 0)$ with $\zeta$ nowhere vanishing and $\tilde{\zeta}$ identically zero, and similarly with the roles of $\zeta$ and $\tilde{\zeta}$ interchanged. In this case $K^\mu$ vanishes identically.
2.) Solutions of the form $(\zeta, \tilde{\zeta})$ with both $\zeta$ and $\tilde{\zeta}$ nowhere vanishing. In this case, the Hermitian metric on $\mathcal{M}$ is constrained by the presence of the nowhere vanishing Killing vector $K^\mu$.

3.1. One Supercharge of the Form $(\zeta, 0)$

If $\tilde{\zeta}$ vanishes identically, then (1.2) reduces to

$$\nabla_\mu \zeta = \frac{i}{3} b_\mu \zeta + \frac{i}{3} b^\nu \sigma_{\mu\nu} \zeta,$$  \hspace{1cm} (3.1)

with $\tilde{M} = 0$ and $M$ arbitrary. Such a solution corresponds to a supercharge $Q = (\zeta, 0)$ that squares to zero, $\delta_Q^2 = 0$. Any non-trivial solution $\zeta$ of (3.1) is nowhere vanishing. As in section 2, such a solution gives rise to an integrable Hermitian structure $J^\mu_\nu$ and a nowhere vanishing section $P_{\mu\nu}$ of the corresponding anti-canonical bundle $\overline{\mathcal{K}}$ of $(0,2)$ forms.

We can use the complex structure to introduce holomorphic coordinates $z^i$ ($i = 1, 2$). (Holomorphic and anti-holomorphic indices will be denoted by unbarred and barred indices respectively, e.g. $i$ and $\overline{i}$.) In these coordinates, the complex structure takes the form

$$J^i_\overline{j} = i \delta^i_\overline{j}, \quad J^{\overline{i}}_\overline{j} = -i \delta^\overline{i}_\overline{j}.$$  \hspace{1cm} (3.2)
The only non-vanishing components of the metric are \( g_{ij} = g_{ji} \). Since \( P_{\mu \nu} \) is a \((0,2)\) form, it only carries barred indices. In a given coordinate patch, we define \( p = P_{\overline{12}} \). Under a holomorphic coordinate change, \( p \) transforms as follows:

\[
    z'^i = z^i(z), \quad p'(z') = p(z) \det \left( \frac{\partial z'^i}{\partial z^j} \right)^{-1}.
\]  

(3.3)

In general, the complex structure \( J^\mu_{\nu} \) is not covariantly constant with respect to the Levi-Civita connection \( \nabla_{\mu} \). (This is only the case if the manifold is Kähler.) Instead, we will work with the Chern connection \( \nabla_c^\mu \), which has the property that \( \nabla_c^\mu g_{\nu \rho} = 0 \) and \( \nabla_c^\mu J^\nu_{\rho} = 0 \). (Some useful properties of the Chern connection are summarized in appendix B.) The Chern connection acts on sections of the anti-canonical bundle in a simple way,

\[
    \nabla_c^\mu p = \partial_i p , \quad \nabla_c^\nu p = \partial_j p - \frac{p}{2} \partial_i \log g ,
\]

(3.4)

where \( g = \det(g_{\mu \nu}) \).

We will first determine the form of \( b^c_{\mu} \) in the presence of a non-trivial solution \( \zeta \). Using (3.1) we compute

\[
    \nabla_{\mu} J^\mu_{\nu} = \frac{1}{3} (b^c_{\nu} + \overline{b^c_{\nu}}) - i \frac{1}{3} (b^c_{\mu} - \overline{b^c_{\mu}}) J^\mu_{\nu} ,
\]

(3.5)

so that \( b^c_{\mu} \) can be expressed as

\[
    b^c_{\mu} = \frac{1}{2} (2g_{\mu \nu} + i J_{\mu \nu}) \nabla_{\rho} J^\rho_{\nu} + b^c_{\mu} , \quad J_{\mu \nu} b^c_{\nu} = i b^c_{\mu} .
\]

(3.6)

We can now rewrite (3.1) in terms of \( b^c_{\mu} \) and the Chern connection,

\[
    (\nabla_c^\mu - i \frac{1}{2} b^c_{\mu}) \zeta = 0 .
\]

(3.7)

Using the fact that \( p = \zeta \sigma_{\overline{12}} \zeta \), this implies that

\[
    (\nabla_c^\mu - i b^c_{\mu}) p = 0 ,
\]

(3.8)

and hence we can solve for \( b^c_{\mu} \) in terms of \( p \),

\[
    b^c_{\mu} = -i \nabla_c^\mu \log p .
\]

(3.9)

Since (3.6) requires that \( b^c_i = 0 \), we see from (3.4) that \( p \) must be anti-holomorphic,

\[
    \partial_i p = 0 ,
\]

(3.10)
while $b_i^\alpha$ is given by

$$b_i^\alpha = -i \partial_i \log(pg^{-\frac{1}{2}}). \quad (3.11)$$

Under a holomorphic coordinate change (3.3), the product $pg^{-\frac{1}{2}}$ is multiplied by a holomorphic function, and hence $b_i^\alpha$ transforms as a well-defined one-form.

In summary, we can solve for $b_\mu$ on any Hermitian manifold that admits a nowhere vanishing, anti-holomorphic section $p$ of the anti-canonical bundle $\overline{K}$. In this case $b_\mu$ is determined by the complex structure $J_{\mu\nu}$, the Hermitian metric $g_{\mu\nu}$, and $p$ according to (3.6) and (3.3).

Conversely, given this data, we can find a solution $\zeta$ of (3.1). We introduce a holomorphic frame,

$$\frac{1}{\sqrt{2}} e^1 = \sqrt{g_{1\overline{1}}} dz^1 + \frac{g_{2\overline{1}}}{\sqrt{g_{1\overline{1}}}} dz^2, \quad \frac{1}{\sqrt{2}} e^2 = \frac{g^{\overline{1}2}}{\sqrt{g_{1\overline{1}}}} dz^2, \quad (3.12)$$

such that

$$ds^2 = e^1 e^\overline{1} + e^2 e^\overline{2}. \quad (3.13)$$

In this frame, the solution of (3.1) with $b_\mu$ given by (3.6) and (3.9) takes the form

$$\zeta_\alpha = \frac{\sqrt{s}}{2} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad s = pg^{-\frac{1}{2}}. \quad (3.14)$$

Using (3.3), we see that $s$ transforms by a phase under holomorphic coordinate changes.

The solution (3.14) is valid locally, in a given coordinate patch. Due to the presence of $\sqrt{p}$ in (3.14), we have to choose a branch of the square-root in every patch. The requirement that $\zeta$ be a globally well-defined, smooth section of the spin bundle $S_+$ then fixes the spin structure on $\mathcal{M}$ in terms of the section $p$. This reflects the fact that square-roots of the anti-canonical bundle $\overline{K}$ correspond to spin structures on $\mathcal{M}$. (See for instance \cite{25}.)

As a simple example, consider $\mathbb{R}^3 \times S^1$, obtained from flat $\mathbb{C}^2$ with holomorphic coordinates $w, z$ by identifying $z \sim z + 2\pi i$. This space admits two inequivalent spin structures, corresponding to periodic or anti-periodic boundary conditions for spinors around the compact $S^1$. If we pick the constant section $p(w, \overline{z}) = 1$, it follows from (3.14) that $\zeta$ is locally constant. In order to ensure that $\zeta$ is smooth, we must choose the periodic spin structure. We see from (3.3) and (3.9) that $b_\mu$ vanishes, and hence this case corresponds to conventional flat-space supersymmetry with one dimension compactified on a circle. As is well-known, this requires periodic boundary conditions for the spinors. On the other hand, choosing $p(w, \overline{z}) = e^{\overline{z}}$ results is a $\zeta$ that accumulates a sign as it winds...
around the $S^1$, and hence we must pick the anti-periodic spin structure. In this case the non-trivial $\z$-dependence of $p(w, \z)$ implies a non-zero value for the background field $b_\mu$.

If $\mathcal{M}$ is compact, the requirement that it admit a nowhere vanishing, anti-holomorphic section of the anti-canonical bundle $\overline{K}$ is very restrictive. In the Enriques-Kodaira classification of compact complex surfaces, only tori, $K3$ surfaces, and primary Kodaira surfaces have this property \[26\]. The Hopf surface $S^3 \times S^1$ does not admit such a section, but its non-compact version $S^3 \times \mathbb{R}$ does.

It is straightforward to repeat the preceding analysis for solutions of the form $(0, \tilde{\z})$ with $\tilde{\z}$ nowhere vanishing.

3.2. One Supercharge of the Form $(\z, \tilde{\z})$ with $[K, \overline{K}] = 0$

We now consider manifolds $\mathcal{M}$ that admit a non-trivial solution $(\z, \tilde{\z})$ of \((1.2)\),

\[
\nabla_\mu \z = \frac{i}{6} M \sigma_\mu \tilde{\z} + \frac{i}{3} b_\mu \z + \frac{i}{3} b^\nu \sigma_{\mu\nu} \z, \\
\nabla_\mu \tilde{\z} = \frac{i}{6} \widetilde{M} \tilde{\sigma}_\mu \z - \frac{i}{3} b_\mu \tilde{\z} - \frac{i}{3} \tilde{b}^\nu \tilde{\sigma}_{\mu\nu} \tilde{\z}.
\]

(3.15)

Here we restrict ourselves to solutions for which the Killing vector $K^\mu = \z \sigma^\mu \tilde{\z}$ is non-zero and commutes with its complex conjugate, $[K, \overline{K}] = 0$. As we showed in the previous section, this implies that both $\z$ and $\tilde{\z}$ are nowhere vanishing, and hence the same is true for $K^\mu$. The two spinors determine two complex structures $J^\mu_\nu$ and $\tilde{J}^\mu_\nu$ according to \((2.1)\), both of which are compatible with the metric. Alternatively, we see from \((2.9)\) that $J^\mu_\nu$ and $\tilde{J}^\mu_\nu$ are completely determined in terms of $K^\mu$. Moreover, it follows from \((2.6)\) that $K^\mu$ is holomorphic with respect to both complex structures.

The spinors $\z$ and $\tilde{\z}$ give rise to nowhere vanishing two-forms $P_{\mu\nu}$ and $\widetilde{P}_{\mu\nu}$, which are sections of the anti-canonical bundles corresponding to $J^\mu_\nu$ and $\tilde{J}^\mu_\nu$ respectively. However, it follows from \((2.8)\) that $K^\mu$ and $P_{\mu\nu}$ completely determine the vector $X^\mu = \z \sigma^\mu \tilde{\z}^\dagger$, and hence also $\widetilde{P}_{\mu\nu}$. Therefore, all spinor bilinears are completely determined by specifying $K^\mu$ and $P_{\mu\nu}$. Finally, it follows directly from \((3.13)\) that $P_{\mu\nu}$ and $\widetilde{P}_{\mu\nu}$ are invariant along $K^\mu$,

\[
\mathcal{L}_K P_{\mu\nu} = 0, \quad \mathcal{L}_K \widetilde{P}_{\mu\nu} = 0.
\]

(3.16)

Using the complex structure $J^\mu_\nu$, we introduce holomorphic coordinates $w, z$ such that $K = \partial_w$. This restricts the form of the metric,

\[
ds^2 = \Omega(z, \overline{z})^2 \left( (dw + h(z, \overline{z}) dz) (d\overline{w} + \overline{h}(z, \overline{z}) d\overline{z}) + c(z, \overline{z})^2 d\overline{z} d\overline{z} \right),
\]

(3.17)
which describes a two-torus fibered over a Riemann surface $\Sigma$ with metric $ds^2_\Sigma = \Omega^2 c^2 dz d\overline{z}$. Note that the conformal factor $\Omega^2$ is determined by the norm of $K^\mu$, which in turn depends on the norms of $\zeta$ and $\overline{\zeta}$,

$$\Omega^2 = 2K^\mu K_\mu = 4|\zeta|^2 |\overline{\zeta}|^2 . \quad (3.18)$$

We will now determine the form of the background fields $b^\mu, M, \text{ and } \overline{M}$ in the presence of a solution $(\zeta, \overline{\zeta})$. In order to constrain $b^\mu$, we compute using (3.15),

$$\nabla_\mu J^\nu = \left(\frac{1}{3} (b_\nu + \overline{b}_\nu) - \frac{i}{3} (b_\mu - \overline{b}_\mu) J^\mu \right)^\nu + \frac{1}{3|\zeta|^2} (M X^\nu + M \overline{X}^\nu) . \quad (3.19)$$

This restricts $b^\mu$ to be of the form

$$b^\mu = \frac{3}{2} \nabla_\nu J^\nu - \frac{1}{2|\zeta|^2 |\overline{\zeta}|^2} (\overline{M} |\zeta|^2 X^\mu + M |\overline{\zeta}|^2 \overline{X}^\mu) + B^\mu , \quad J^\mu B^\nu = iB^\mu . \quad (3.20)$$

As in the previous subsection, we substitute this into (3.15) and find that the equation satisfied by $\zeta$ reduces to (3.7) with $b^c_\mu$ given by

$$b^c_\mu = b_\mu - \frac{1}{2} (2g^\mu_\nu + iJ^\mu_\nu) \nabla_\rho J^\rho_\nu . \quad (3.21)$$

However, $b^c_\mu$ is no longer required to be holomorphic, due to the presence of the terms proportional to $M$ and $\overline{M}$ in (3.20). It follows that $p = P_wz$ satisfies (3.8), and hence $b^c_\mu$ is given by (3.9). In $w, z$ coordinates,

$$b^c_w = 0 , \quad b^c_z = -i \partial_z p , \quad b^c_i = -i \partial_i \log(pg - \frac{1}{2}) , \quad (3.22)$$

where first equation follows from (3.16) and the fact that $K = \partial_w$.

In order to determine $M$ and $\overline{M}$, we use (3.13) to compute

$$\nabla^\mu P_\mu^\nu = \frac{i}{2} MK^\nu , \quad \nabla^\mu \overline{P}_\mu^\nu = \frac{i}{2} \overline{M} K^\nu , \quad (3.23)$$

so that

$$M = -\frac{2i}{K^\rho K_\rho} K^\nu \nabla^\mu P_\mu^\nu , \quad \overline{M} = -\frac{2i}{K^\rho K_\rho} \overline{K}^\nu \nabla^\mu \overline{P}_\mu^\nu . \quad (3.24)$$

Using the expressions (2.8) for $P_\mu^\nu$ and $\overline{P}_\mu^\nu$ in terms of $K^\mu$ and $X^\mu$, and the fact that the Killing vector $K^\mu$ commutes with its complex conjugate, we can rewrite (3.24) as follows:

$$M = -i \nabla^\mu \left( \frac{X^\mu}{|\zeta|^2} \right) , \quad \overline{M} = i \nabla^\mu \left( \frac{X^\mu}{|\overline{\zeta}|^2} \right) . \quad (3.25)$$
This emphasizes that \( M \) and \( \tilde{M} \) are naturally viewed as dual four-form field strengths. Below, we will also need explicit formulas for \( M \) and \( \tilde{M} \) in \( w, z \) coordinates,

\[
M = \frac{2i\rho}{\Omega^4 c^2} \partial_z \log p, \quad \tilde{M} = -\frac{2i\Omega^2}{p} \left( \partial_{\bar{\varpi}} \log \left( \frac{\Omega^6 c^2}{p} \right) + \bar{h} \partial_{\varpi} \log p \right). \tag{3.26}
\]

Here \( \Omega(z, \bar{z}), h(z, \bar{z}), \) and \( c(z, \bar{z}) \) are the functions appearing in the metric (3.17) and (3.16) implies that \( p(\varpi, z, \bar{z}) \) does not depend on \( w \). The formulas (3.26) explicitly show that \( M \) and \( \tilde{M} \) are completely determined in terms of the Hermitian metric and \( p \).

In summary, we have solved for the background fields \( b_\mu, M, \) and \( \tilde{M} \) on any Hermitian manifold with metric (3.17) and a nowhere vanishing section \( p \) of the anti-canonical bundle \( \mathcal{K} \) that is invariant under the holomorphic Killing vector \( K = \partial_w \). The background fields are then determined in terms of the complex structure, the Hermitian metric, and \( p \) according to (3.21), (3.22), and (3.26). Even though we have explicitly worked in terms of the complex structure \( J^\mu_\nu \) and the section \( P^\mu_\nu \) of the corresponding anti-canonical bundle, we could have also phrased the entire discussion in terms of \( \tilde{J}^\mu_\nu \) and \( \tilde{P}^\mu_\nu \) to obtain an equivalent set of formulas for the background fields.

Conversely, we can find a solution \((\zeta, \tilde{\zeta})\) of (3.15) on any manifold that admits a nowhere vanishing complex Killing vector \( K^\mu \), which squares to zero, \( K^\mu K_\mu = 0 \), and commutes with its complex conjugate, \([K, \bar{K}] = 0\). As we saw above, the presence of \( K^\mu \) allows us to define a complex structure \( J^\mu_\nu \) and restricts the metric to be of the form (3.17). If we are given a nowhere vanishing section \( p \) of the corresponding anti-canonical bundle \( \overline{\mathcal{K}} \) that satisfies \( \mathcal{L}_K p = 0 \), we can explicitly solve for \( \zeta \) and \( \tilde{\zeta} \). Introducing a frame adapted to the Hermitian metric (3.17) as in (3.12),

\[
e^1 = \Omega(dw + hdz), \quad e^2 = \Omega cdz, \tag{3.27}
\]
we find that \( \zeta \) and \( \tilde{\zeta} \) are given by

\[
\zeta_\alpha = \frac{\sqrt{s}}{2} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \tilde{\zeta}^\alpha = \frac{\Omega}{\sqrt{s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad s = p g^{-\frac{1}{2}}. \tag{3.28}
\]

Finally, we would like to comment on the supersymmetry algebra generated by the supercharge \( Q = (\zeta, \tilde{\zeta}) \). It follows from (1.13) that \( Q \) squares to the complex Killing vector \( K \), which leaves the background fields \( b^\mu, M, \) and \( \tilde{M} \) invariant. However, the complex conjugate vector \( \overline{K} \) does not appear on the right-hand side of the supersymmetry algebra and it need not be a symmetry of \( b^\mu, M, \) and \( \tilde{M} \), even though the reality of the metric ensures that it is a Killing vector.
If we would like to add $K$ to the supersymmetry algebra, we must ensure that it leaves $b^\mu, M,$ and $\tilde{M}$ invariant. Given the form of $b^\mu$ in (3.21) and (3.22), and demanding that $\mathcal{L}_K b^\mu = 0$ fixes the $\overline{\mathcal{w}}$-dependence of $p$,

$$p(\overline{w}, z, \overline{z}) = e^{\alpha \overline{\mathcal{w}}} \hat{p}(z, \overline{z}), \quad \alpha \in \mathbb{C}. \quad (3.29)$$

Given this form of $p$, it follows from (3.26) that

$$\mathcal{L}_K M = \alpha M, \quad \mathcal{L}_K \tilde{M} = -\alpha \tilde{M}. \quad (3.30)$$

Demanding that $M$ and $\tilde{M}$ be invariant under $\overline{K}$ leads to the following two cases:

1.) If $\alpha = 0$, the algebra generated by the supercharge $Q = (\zeta, \tilde{\zeta})$ and the Killing vectors $K$ and $\overline{K}$ takes the form

$$\delta_Q^2 = 2i \delta_K, \quad [\delta_K, \delta_Q] = [\delta_{\overline{K}}, \delta_Q] = 0, \quad (3.31)$$

$$[\delta_K, \delta_{\overline{K}}] = 0.$$ 

This is the familiar two-dimensional $(1, 0)$ supersymmetry algebra. Here it is geometrically realized on the torus fibers of the metric (3.17).

2.) If $\alpha \neq 0$, it follows from (3.30) that $M = \tilde{M} = 0$. The solution $(\zeta, \tilde{\zeta})$ then splits into two independent supercharges $Q = (\zeta, 0)$ and $\tilde{Q} = (0, \tilde{\zeta})$. This case will be discussed in section 5.

4. Solutions with $[K, \overline{K}] \neq 0$: One or Two Supercharges on Warped $S^3 \times \mathbb{R}$

In this section we analyze Riemannian four-manifolds $\mathcal{M}$ that admit a solution $(\zeta, \tilde{\zeta})$ of (1.2), such that the Killing vector $K^\mu = \zeta \sigma^\mu \tilde{\zeta}$ does not commute with its complex conjugate, $[K, \overline{K}] \neq 0$. We will show that $\mathcal{M}$ is locally isometric to warped $S^3 \times \mathbb{R}$ with metric

$$ds^2 = d\tau^2 + r(\tau)^2 d\Omega_3, \quad (4.1)$$

where $d\Omega_3$ is the round metric on the unit three-sphere. This metric has $SU(2)_\ell \times SU(2)_r$ isometry and describes a round three-sphere whose radius $r(\tau)$ varies along $\mathbb{R}$. This three-sphere can smoothly shrink to zero size at up to two values of $\tau$. In this case, the metric (1.1) describes a certain squashed four-sphere, which is not a Hermitian manifold. As we will see below, the spinors $\zeta$ and $\tilde{\zeta}$ have isolated zeros on such manifolds, and hence the almost complex structures defined in (2.1) do not exist everywhere on $\mathcal{M}$.

For any metric of the form (1.1), we will determine the background fields $b^\mu, M, \tilde{M}$ and solve for $(\zeta, \tilde{\zeta})$. As in the previous section, the background fields need not be invariant under the full $SU(2)_\ell \times SU(2)_r$ isometry. If we choose them to respect the full isometry group, there exists a second independent supercharge.
4.1. Constraining the Metric

Here we prove that \([K, \overline{K}] \neq 0\) implies that the metric must be of the form \((4.1)\), following closely the argument in appendix C of [9]. By assumption, \(K\) and \(\overline{K}\) commute to a third, real Killing vector \(L\),

\[ [K, \overline{K}] = 4iL \, . \tag{4.2} \]

First, note that the real vectors \(K + \overline{K}, i(K - \overline{K}),\) and \(L\) are orthogonal. To see this, we differentiate the identity \(K^\mu K_\mu = 0\) along \(\overline{K}\) and use \((4.2)\) to find

\[ 0 = \mathcal{L}_{\overline{K}}(K^\mu K_\mu) = -8iL^\mu K_\mu \, . \tag{4.3} \]

Therefore \(L^\mu K_\mu = 0\), and hence \(L^\mu \overline{K}_\mu = 0\) as well.

If the three real, orthogonal Killing vectors \(K + \overline{K}, i(K - \overline{K}),\) and \(L\) form a closed algebra, we can obtain further constraints similar to \((4.3)\) and show that the algebra is \(SU(2)\) in its usual compact form. Introducing \(SU(2)\)-invariant one-forms \(\tilde{\omega}^a (a = 1, 2, 3)\), we can write the metric as \(ds^2 = d\tau^2 + (r^2)_{ab}(\tau) \tilde{\omega}^a \tilde{\omega}^b\). The fact that the \(SU(2)\) generators \(K + \overline{K}, i(K - \overline{K}),\) and \(L\) are orthogonal implies that \((r^2)_{ab}(\tau) = r(\tau)^2 \delta_{ab}\), so that the metric is given by \((4.1)\). Therefore, the isometry is enhanced to \(SU(2)_\ell \times SU(2)_r\) and the \(SU(2)\) generated by \(K, \overline{K},\) and \(L\) is identified with either \(SU(2)_\ell\) or \(SU(2)_r\).

If \(K, \overline{K},\) and \(L\) do not form a closed algebra, we obtain a fourth real Killing vector, which together with the other three generates \(SU(2) \times U(1)\). In this case the metric also takes the form \((4.1)\), but the extra \(U(1)\) isometry generates translations in \(\tau\), and hence the radius \(r\) of the \(S^3\) must be constant.

4.2. One Supercharge

Given the metric \((4.1)\), we will now determine the background fields \(b^\mu, M, \tilde{M}\) in the presence of a single supercharge \((\zeta, \tilde{\zeta})\), before solving for \((\zeta, \tilde{\zeta})\) itself. Here we assume that \(K, \overline{K},\) and \(L\) generate the \(SU(2)_\ell\) factor of the isometry group. (Switching between \(SU(2)_\ell\) and \(SU(2)_r\) reverses the orientation, which leads to several sign changes below.) Let us denote by \(\ell_a (a = 1, 2, 3)\) the vector fields on the unit three-sphere that generate \(SU(2)_\ell\), normalized so that \([\ell_a, \ell_b] = -2\varepsilon_{abc} \ell_c\). Their dual one-forms \(\omega^a (a = 1, 2, 3)\) then furnish an \(SU(2)_r\)-invariant frame on the unit three-sphere, so that the metric

\[ \text{The } SU(2)_r\text{-invariant one-forms } \omega^a \text{ should not be confused with the } \tilde{\omega}^a \text{ of the previous subsection, which were invariant under } K, \overline{K}, \text{ and } L. \text{ Here the } \tilde{\omega}^a \text{ would be } SU(2)_\ell\text{-invariant one-forms.} \]
is $d\Omega_3 = (\omega^1)^2 + (\omega^2)^2 + (\omega^3)^2$ and the volume form is $\omega^1 \wedge \omega^2 \wedge \omega^3$. This allows us to define an $SU(2)_r$-invariant frame for the metric (4.1),

$$e^a = r(\tau)\omega^a \quad (a = 1, 2, 3) , \quad e^4 = d\tau .$$  

(4.4)

Below, we will express the spinors $\zeta$ and $\tilde{\zeta}$ in this frame.

Up to an overall multiplicative constant, which can be absorbed by rescaling the spinors, we are free to choose

$$K = \ell_1 + i\ell_2 , \quad L = \ell_3 .$$  

(4.5)

It follows that $\overline{K}{^\mu} K_\mu = 2r(\tau)^2$, so that $|\zeta|^2|\tilde{\zeta}|^2 = r(\tau)^2$. We also introduce a fourth real vector $T^\mu$,

$$T^\mu = -\frac{i}{K^\lambda K_\lambda} \varepsilon^{\mu\nu\rho\sigma} L_\nu K_\rho \overline{K}_\sigma = r(\tau)\delta^\mu_\tau ,$$  

which is orthogonal to $K, \overline{K}$, and $L$. We can now use the spinors to define a complex function $s$ as follows:

$$|s| = \frac{|\zeta|^2}{r(\tau)} = \frac{r(\tau)}{|\tilde{\zeta}|^2} , \quad X^\mu = \zeta^{\mu}\tilde{\zeta}^{\dagger} = \frac{s}{|s|}(L^\mu + iT^\mu) .$$  

(4.7)

The fact that $X^\mu$ only differs from $L^\mu + iT^\mu$ by a phase follows from the expression (2.8) for the metric in terms of $K_\mu$ and $X_\mu$. As in the previous section, the equations (1.2) imply that the two-form $P_{\mu\nu} = \zeta^{\sigma}_{\mu\nu}\zeta$ is invariant along $K$, so that $\mathcal{L}_K P_{\mu\nu} = 0$. Using (1.7) and (2.8), we can express $P_{\mu\nu}$ in terms of the function $s$. Imposing $\mathcal{L}_K P_{\mu\nu} = 0$, we find that $s$ must be invariant along $K$,

$$K^\mu \partial_\mu s = 0 .$$  

(4.8)

However, it need not be invariant along $\overline{K}$ or $L$. We will return to this point below.

We can now determine $b^\mu, M$, and $\tilde{M}$ in terms of geometric quantities and the function $s$. As in the previous section, we find that $M$ and $\tilde{M}$ are given by (3.24). Using (1.7) and (2.8), the answer can be rewritten as follows:

$$M = i\nabla^\mu \left( \frac{s}{r(\tau)}(L_\mu + iT_\mu) \right) - \frac{2s}{r(\tau)} ,$$  

$$\tilde{M} = -i\nabla^\mu \left( \frac{1}{sr(\tau)}(L_\mu - iT_\mu) \right) + \frac{2}{sr(\tau)} .$$  

(4.9)
To determine $b_\mu$, we evaluate the commutator $[X, \overline{X}]$ in two different ways: once directly using (1.2),

$$[X, \overline{X}] = -\frac{i}{2} \left( \overline{X}^\mu (b_\mu + \overline{b}_\mu) \right) X - \frac{2i}{3} (K^\mu \overline{b}_\mu) K - (\text{c.c.}) ,$$

(4.10)

and once using (4.7),

$$[X, \overline{X}] = -2 \left( L^\mu \partial_\mu \log \frac{s}{|s|} \right) L - 2 \left( T^\mu \partial_\mu \log \frac{s}{|s|} \right) T .$$

(4.11)

Comparing (4.10) and (4.11), we conclude that

$$K^\mu b_\mu = 0 , \quad L^\mu (b_\mu + \overline{b}_\mu) = -2i L^\mu \partial_\mu \log \frac{s}{|s|} , \quad T^\mu (b_\mu + \overline{b}_\mu) = -2i T^\mu \partial_\mu \log \frac{s}{|s|} .$$

(4.12)

Similarly, we can use the fact that $|s|^2 = |\zeta|^2 |\overline{\zeta}|^{-2}$ to evaluate

$$\partial_\mu \log |s|^2 = i (b_\mu - \overline{b}_\mu) + \frac{2}{r(\tau)} \delta^\tau_\mu .$$

(4.13)

Together with (4.12), this allows us to solve for $b_\mu$,

$$b_\mu = -i \partial_\mu \log s + \frac{i}{r(\tau)} \delta^\tau_\mu .$$

(4.14)

It is clear from (4.13) and (4.14) that the background fields need not be invariant under $K$ or $L$, if the function $s$ is not invariant under these isometries.

Having determined $b^\mu$, $M$, and $\tilde{M}$ in terms of the metric and the function $s$, which satisfies (4.8), we can express the solution $(\zeta, \overline{\zeta})$ itself in terms of this data. In the frame (4.4),

$$\zeta_\alpha = \sqrt{sr(\tau)} \begin{pmatrix} 1 \\ 0 \end{pmatrix} , \quad \overline{\zeta}^\dot{\alpha} = \sqrt{\frac{r(\tau)}{s}} \begin{pmatrix} -1 \\ 0 \end{pmatrix} .$$

(4.15)

4.3. Two Supercharges

As was already mentioned, the function $s$ and the background fields $b^\mu, M, \tilde{M}$ must be invariant along $K$, but they need not be invariant along $\overline{K}$ or $L$. If we also choose $s$ to be invariant under $\overline{K}$ and $L$, then it can only depend on $\tau$. The background fields in (1.9) and (4.14) are then given by

$$M = -s(\tau) \left( \frac{3r'(\tau)}{r(\tau)} + \frac{s'(\tau)}{s(\tau)} + \frac{2}{r(\tau)} \right) ,$$

$$\tilde{M} = -\frac{1}{s(\tau)} \left( \frac{3r'(\tau)}{r(\tau)} - \frac{s'(\tau)}{s(\tau)} - \frac{2}{r(\tau)} \right) ,$$

$$b_\mu = i \left( \frac{1}{r(\tau)} - \frac{s'(\tau)}{s(\tau)} \right) \delta^\tau_\mu ,$$

(4.16)
and hence they are invariant under the full $SU(2)_\ell \times SU(2)_r$ isometry group. In this case we can find a second independent supercharge,

$$\eta_\alpha = \sqrt{s(\tau) r(\tau)} \begin{pmatrix} 0 \\ -1 \end{pmatrix}, \quad \tilde{\eta}^{\dot{\alpha}} = \sqrt{\frac{r(\tau)}{s(\tau)}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (4.17)$$

Denoting the two supercharges by $Q = (\zeta, \tilde{\zeta})$ and $Q' = (\eta, \tilde{\eta})$, we can use (1.3) and (1.4) to obtain the following anti-commutators:

$$\delta_2^2 Q = 2i\delta K, \quad \delta_2^2 Q' = -2i\delta \tilde{K}, \quad \{\delta Q, \delta Q'\} = 4i\delta L. \quad (4.18)$$

Similarly, we find that $Q$ and $Q'$ are singlets under $SU(2)_r$ but transform as a doublet of $SU(2)_\ell$. Therefore, the supersymmetry algebra is given by $OSp(1|2) \times SU(2)_r$. Here the bosonic subalgebra $Sp(2) \subset OSp(1|2)$ is identified with the compact $SU(2)_\ell$ isometry subgroup.

We would now like to consider the situation when the radius $r(\tau)$ vanishes in such a way that the $S^3$ smoothly shrinks to zero size. For concreteness, assume that $r(\tau) \rightarrow 0$ as $\tau \rightarrow 0^+$. In order to avoid curvature singularities, we must take

$$r(\tau) = \tau + O(\tau^3), \quad \tau \geq 0. \quad (4.19)$$

Since we also need to ensure that the background fields $b^\mu, M, \tilde{M}$ are smooth, it follows from (4.16) that the function $s(\tau)$ satisfies

$$s(\tau) = s_0 \tau + O(\tau^3), \quad s_0 \in \mathbb{C}. \quad (4.20)$$

We thus conclude from (4.15) and (4.17) that $\zeta, \eta$ vanish as $\tau \rightarrow 0^+$, while $\tilde{\zeta}, \tilde{\eta}$ do not. If we instead consider the case when $r(\tau) \rightarrow 0$ as $\tau \rightarrow 0^-$, then $r(\tau) = -\tau + O(\tau^3)$ and $\tilde{\zeta}, \tilde{\eta}$ vanish but $\zeta, \eta$ do not. Combining these cases, we can take $\tau_- \leq \tau \leq \tau_+$, such that $r(\tau_\pm) = 0$. In this case the metric (1.1) describes a squashed four-sphere with $SU(2)_\ell \times SU(2)_r$ isometry. Each of the spinors vanishes somewhere and hence we cannot use them to construct a complex structure. This is consistent with the fact that these manifolds are not Hermitian.
4.4. Special Cases

1.) If we choose \( r(\tau) = \tau \) with \( \tau \geq 0 \), we obtain flat \( \mathbb{R}^4 \) in polar coordinates. However, we still have freedom in choosing the function \( s(\tau) \), as long as it satisfies (4.20). Note that no choice of \( s(\tau) \) will make all background fields in (4.16) vanish. This is because we assumed that \([K, \overline{K}] \neq 0\), which cannot arise in ordinary flat-space supersymmetry.

2.) Choosing \( r(\tau) = r_0 \sin \frac{\tau}{r_0} \) results in a round \( S^4 \) of radius \( r_0 \), and choosing \( r(\tau) = r_0 \sinh \frac{\tau}{r_0} \) gives \( H^4 \) of radius \( r_0 \). If we set \( s(\tau) = s_0 \tan \frac{\tau}{2r_0} \) or \( s(\tau) = s_0 \tanh \frac{\tau}{2r_0} \) respectively, we can find two additional supercharges, or four supercharges in total. These cases will be discussed in section 6.

3.) If \( r(\tau) = r \) is a constant, we obtain \( S^3 \times \mathbb{R} \) with an \( S^3 \) of fixed radius \( r \). If we choose \( s(\tau) = s_0 e^{-\frac{\tau}{r}} \), then \( M = \tilde{M} = 0 \), \( b_\mu = \frac{3}{r} \delta_\mu^r \), and the space admits four supercharges (see section 6). However, the spinors vary exponentially along \( \mathbb{R} \), and hence we cannot compactify the \( \tau \)-direction to \( S^1 \). If we instead choose \( s = s_0 \) to be a constant, the spinors are constant as well, and hence we can compactify to an \( S^1 \) of any radius. If we let the \( S^1 \) shrink to zero size, we obtain a three-dimensional theory with supersymmetry algebra \( OSp(1|2) \times SU(2) \) on a round \( S^3 \) of radius \( r \).

5. Manifolds Admitting Two Supercharges

In this section, we consider manifolds that admit two supercharges. We have already encountered such manifolds in the previous section. Here we will discuss Hermitian manifolds that admit two supercharges of the kind discussed in section 3, i.e. supercharges that either square to zero or to a Killing vector that commutes with its complex conjugate. Hence, there are four possible cases:

1.) Two supercharges of the form \((\zeta, 0)\) and \((\eta, 0)\). (Similarly, two supercharges \((0, \overline{\zeta})\) and \((0, \overline{\eta})\).) Both supercharges square to zero and anti-commute with one another.

2.) Two supercharges of the form \((\zeta, 0)\) and \((0, \overline{\zeta})\). Each supercharge squares to zero, but they anti-commute to a Killing vector \( K^\mu = \zeta \sigma^\mu \overline{\zeta} \), and we assume that \([K, \overline{K}] = 0\).

3.) Two supercharges of the form \((\zeta, \overline{\zeta})\) and \((\eta, \overline{\eta})\), both of which square to a non-trivial Killing vector.

4.) One supercharge of the form \((\zeta, \overline{\zeta})\), which squares to a Killing vector, and one supercharge of the form \((\eta, 0)\) or \((0, \overline{\eta})\), which squares to zero.
The first two cases are analyzed below. Case 3 is discussed in appendix C, where it is shown to only arise on a warped product $T^3 \times \mathbb{R}$,

$$ds^2 = d\tau^2 + r(\tau)^2 ds^2_{T^3},$$ \hspace{1cm} (5.1)

or a warped product $H^3 \times \mathbb{R}$,

$$ds^2 = d\tau^2 + r(\tau)^2 ds^2_{H^3}.$$ \hspace{1cm} (5.2)

Here $ds^2_{T^3}$ is the usual flat metric on the three-torus $T^3$ and $ds^2_{H^3}$ is the constant negative curvature metric on $H^3$ of unit radius. These warped $T^3 \times \mathbb{R}$ and warped $H^3 \times \mathbb{R}$ metrics are the zero and negative curvature analogues of the warped $S^3 \times \mathbb{R}$ metric (4.1) discussed in the previous section. Case 4 is even more restrictive. Using arguments similar to those in appendix C, it can be shown to only arise on $H^3 \times \mathbb{R}$ with $H^3$ of constant radius. As we will see in section 6, this space admits four supercharges.

5.1. Two Supercharges of the Form $(\zeta, 0)$ and $(\eta, 0)$

We begin by presenting a set of integrability conditions that follow from the equations (1.2). (These will also be used in section 6.) Given any solution $(\zeta, \tilde{\zeta})$ of (1.2), we can use $\frac{1}{2} R_{\mu\nu\rho\lambda}\sigma^{\rho\lambda}\zeta = [\nabla_\mu, \nabla_\nu]\zeta$ and $\frac{1}{2} R_{\mu\nu\rho\lambda}\tilde{\sigma}^{\rho\lambda}\tilde{\zeta} = [\nabla_\mu, \nabla_\nu]\tilde{\zeta}$ to obtain the following relations:

$$\frac{1}{2} R_{\mu\nu\rho\lambda}\sigma^{\rho\lambda}\zeta = \frac{1}{9}(M\tilde{M} + b^\rho b_\rho)\sigma_{\mu\nu}\zeta + \frac{i}{3}(\nabla_\mu b_\nu - \nabla_\nu b_\mu)\zeta - \frac{1}{9} M\varepsilon_{\mu\nu\rho\lambda} b^\rho \sigma^{\lambda\zeta}$$
$$+ \frac{i}{3}\left((\nabla_\mu b^\rho - \frac{i}{3} b_\mu b^\rho)\sigma_{\nu\rho}\zeta + \frac{1}{2}(\partial_\mu M - \frac{2i}{3} M b_\mu)\sigma_{\nu\zeta}\right) - (\mu \leftrightarrow \nu),$$

$$\frac{1}{2} R_{\mu\nu\rho\lambda}\tilde{\sigma}^{\rho\lambda}\tilde{\zeta} = \frac{1}{9}(M\tilde{M} + b^\rho b_\rho)\tilde{\sigma}_{\mu\nu}\tilde{\zeta} - \frac{i}{3}(\nabla_\mu b_\nu - \nabla_\nu b_\mu)\tilde{\zeta} - \frac{1}{9} \tilde{M}\varepsilon_{\mu\nu\rho\lambda} b^\rho \tilde{\sigma}^{\lambda\tilde{\zeta}}$$
$$- \frac{i}{3}\left((\nabla_\mu b^\rho + \frac{i}{3} b_\mu b^\rho)\tilde{\sigma}_{\nu\rho}\tilde{\zeta} - \frac{1}{2}(\partial_\mu \tilde{M} + \frac{2i}{3} \tilde{M} b_\mu)\tilde{\sigma}_{\nu\zeta}\right) - (\mu \leftrightarrow \nu).$$ \hspace{1cm} (5.3)

We can now specialize to the case of two independent solutions $(\zeta, 0)$ and $(\eta, 0)$. Recall from section 2 that such solutions are only possible if $\tilde{M} = 0$, while $M$ is unconstrained. Substituting into (5.3) and using the fact that $\zeta$ and $\eta$ are independent at every point, we arrive at the following integrability conditions:

1.) The Weyl tensor is anti-self-dual, $W_{\mu\nu\rho\lambda} = -\frac{1}{2}\varepsilon_{\mu\nu\kappa\sigma} W^{\kappa\sigma\rho\lambda}$.

2.) The one-form $b_\mu$ is closed, $\partial_\mu b_\nu - \partial_\nu b_\mu = 0$. 
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3.) The Ricci tensor is given by

\[ R_{\mu\nu} = -\frac{i}{3} (\nabla_\mu b_\nu + \nabla_\nu b_\mu + g_{\mu\nu} \nabla_\rho b_\rho) - \frac{2}{9} (b_\mu b_\nu - g_{\mu\nu} b_\rho b_\rho) . \] (5.4)

If we instead consider two solutions \((0, \zeta)\) and \((0, \eta)\), the Weyl tensor is self-dual rather than anti-self-dual, and the Ricci tensor is given by (5.4) with \(b_\mu \to -b_\mu\).

We will first analyze these integrability conditions locally. Then the fact that \(b_\mu\) is closed implies that it can be written as

\[ b_\mu = b^{(r)}_\mu + 3i\partial_\mu \phi , \] (5.5)

where \(b^{(r)}_\mu\) is a closed real one-form and \(\phi\) is a real scalar function. If we use \(\phi\) to perform a local conformal rescaling of the metric,

\[ g_{\mu\nu} = e^{2\phi} g'_{\mu\nu} , \] (5.6)

we find that the new metric \(g'_{\mu\nu}\) satisfies the same integrability conditions 1.) – 3.) as above, but with \(b_\mu\) replaced by \(b^{(r)}_\mu\). Since the metric and \(b^{(r)}_\mu\) are real, it follows from (5.4) that \(b^{(r)}_\mu\) is covariantly constant, so that

\[ R'_{\mu\nu} = -\frac{2}{9} (b^{(r)}_\mu b^{(r)}_\nu - g'_{\mu\rho} g'_{\nu\lambda} b^{(r)}_\rho b^{(r)}_\lambda) , \quad \nabla_\mu b^{(r)}_\nu = 0 . \] (5.7)

The solutions therefore fall into two classes:

(i) If \(b^{(r)}_\mu = 0\) then \(R'_{\mu\nu} = 0\) and the Weyl tensor \(W'_{\mu\nu\rho\lambda}\) is anti-self-dual. In this case the whole Riemann tensor \(R'_{\mu\nu\rho\lambda}\) is anti-self-dual, and hence the holonomy of the metric \(g'_{\mu\nu}\) is contained in \(SU(2)\). Therefore \(\mathcal{M}\) is locally conformal to a Calabi-Yau manifold.

(ii) If \(b^{(r)}_\mu \neq 0\) it follows from (5.7) that \(g'_{\mu\nu}\) is locally isometric to \(H^3 \times \mathbb{R}\) with \(b^{(r)}_\mu\) pointing along \(\mathbb{R}\). Here the radius \(r\) of \(H^3\) is determined by \(g^{\mu\nu} b^{(r)}_\mu b^{(r)}_\nu = \frac{9}{r^2}\). Therefore \(\mathcal{M}\) is locally conformal to \(H^3 \times \mathbb{R}\).

If \(\mathcal{M}\) is compact we can say more. In this case \(\mathcal{M}\) must be globally conformal to either a flat torus \(T^4\) or to a \(K3\) surface with Ricci-flat Kähler metric. This follows directly from the results of section 5 in [9], where it was shown that the existence of two solutions \((\zeta, 0)\) and \((\eta, 0)\) of (1.2) on a compact manifold \(\mathcal{M}\) imply that \(\mathcal{M}\) admits a hyperhermitian
Compact hyperhermitian four-manifolds have been classified in [27]. They are globally conformal to one of the following: a flat torus $T^4$, a $K3$ surface with Ricci-flat Kähler metric, or $S^3 \times S^1$ with standard metric $ds^2 = dr^2 + r^2d\Omega_3$ and certain quotients thereof. However, the third option can be ruled out because these manifolds do not admit a complex structure whose anti-canonical bundle admits a nowhere vanishing, anti-holomorphic section. As we saw in section 3, this is necessary for the existence of any solution of the form $(\zeta, 0)$.

5.2. Two Supercharges of the Form $(\zeta, 0)$ and $(0, \tilde{\zeta})$

Here we study manifolds that admit two solutions $(\zeta, 0)$ and $(0, \tilde{\zeta})$ of the equations (1.2). This is only possible if the background fields $M$ and $\tilde{M}$ vanish,

$$M = 0, \quad \tilde{M} = 0,$$

so that the two equations in (1.2) are independent. Since these equations are linear and homogenous, it follows that $(\zeta, \tilde{\zeta})$ is also a solution. Conversely, any solution $(\zeta, \tilde{\zeta})$ that satisfies (1.2) and the additional condition (5.9) splits into two independent solutions $(\zeta, 0)$ and $(0, \tilde{\zeta})$. Thus, we are simply studying solutions of the kind considered in subsection 3.2, subject to the additional requirement (5.9).

This condition further constrains the metric (3.17) and the section $p$ of the anti-canonical bundle that determines the background fields $b^\mu, M, \tilde{M}$ and the spinors. Here we will analyze these constraints locally, using the $w, z$ coordinates of subsection 3.2. In these coordinates, the fields $M$ and $\tilde{M}$ are given by (3.26), and hence we impose

$$M = \frac{2i\Omega^2}{p} \partial_z \log p = 0, \quad \tilde{M} = -\frac{2i\Omega^2}{p} \left( \partial \bar{z} \log \left( \frac{\Omega^6 c^2}{p} \right) + \bar{t} \partial_w \log p \right) = 0.$$  

(5.10)

Recalling that $p$ does not depend on $w$, the first equation implies that $p = p(w, \bar{z})$ is anti-holomorphic. As in (3.10), this also follows directly from the existence of the solution $(\zeta, 0)$. The second equation in (5.10) implies that

$$\partial \bar{z} \log (\Omega^6 c^2 p^{-1}) + \bar{t} \partial_w \log p = 0.$$  

(5.11)

---

5 A hyperhermitian structure consists of three complex structures $J^{(a)}$ ($a = 1, 2, 3$), which are compatible with the same Riemannian metric and satisfy the quaternion algebra,

$$\{ J^{(a)}, J^{(b)} \} = -2\delta^{ab}.$$  

(5.8)
Taking an additional \( \bar{\omega} \)-derivative,

\[
\bar{h}\partial_{\bar{\omega}}^2 \log p - \partial_w \partial_{\bar{\omega}} \log p = 0 . \tag{5.12}
\]

Unless \( h(z, \bar{z}) \) is holomorphic, the only quantity in (5.12) that depends on \( z \) is \( \bar{h} \), so that

\[
p(\bar{w}, \bar{z}) = e^{\alpha \bar{w}} \hat{p}(\bar{z}) , \quad \alpha \in \mathbb{C} . \tag{5.13}
\]

Here \( \hat{p}(\bar{z}) \) is nowhere vanishing, and hence we can set \( \hat{p}(\bar{z}) = 1 \) by a holomorphic coordinate change of the form \( z \rightarrow G(z) \). If \( \alpha \neq 0 \), we can use (5.11) to solve for \( h \) in terms of \( \Omega \) and \( c \),

\[
h = -\bar{\alpha}^{-1} \partial_\alpha \log \Omega^6 c^2 . \tag{5.14}
\]

If \( \alpha = 0 \), then \( p = 1 \) and (5.11) implies that \( \Omega^6 c^2 \) is a constant while \( h \) is undetermined.

With these constraints on the metric and \( p = e^{\alpha \bar{w}} \), the two solutions \((\zeta, 0)\) and \((0, \tilde{\zeta})\) are given by (3.28),

\[
\zeta_\alpha = \frac{\sqrt{s}}{2} \begin{pmatrix} 0 \\ 1 \end{pmatrix} , \quad \tilde{\zeta}^\alpha = \frac{\Omega}{\sqrt{s}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} , \quad s = e^{\alpha \bar{w}} g^{-\frac{1}{4}} . \tag{5.15}
\]

The background field \( b^\mu \) is given by (3.21) and (3.22). The metric and \( b^\mu \) are invariant under the Killing vector \( K^\mu = \zeta^\sigma \zeta^\zeta \) and its complex conjugate, so that both \( K \) and \( \bar{K} \) are part of the supersymmetry algebra. If we denote the supercharges by \( Q = (\zeta, 0) \) and \( \bar{Q} = (0, \tilde{\zeta}) \), we obtain the following (anti-) commutation relations:

\[
\{\delta_Q, \delta_{\bar{Q}}\} = 2i\delta_K , \quad [\delta_K, \delta_Q] = -\frac{\alpha}{2} \delta_Q , \quad [\delta_{\bar{K}}, \delta_{\bar{Q}}] = \frac{\alpha}{2} \delta_{\bar{Q}} . \tag{5.16}
\]

6. Manifolds Admitting Four Supercharges

In this section we briefly discuss necessary conditions for the existence of four supercharges. A more detailed treatment can be found in \cite{11} and references therein. Assuming the existence of four independent solutions of (1.2), we can use (3.3) to obtain the following integrability conditions:

1.) The Weyl tensor vanishes, \( W_{\mu\nu\rho\lambda} = 0 \), so that \( \mathcal{M} \) is locally conformally flat.

\[\text{\footnotesize 6 If } h(z, \bar{z}) = h(z) \text{ is holomorphic, we can set it to zero by a holomorphic coordinate change of the form } w \rightarrow w + F(z). \text{ It follows from (5.12) that } p(\bar{w}, \bar{z}) = A(\bar{w}) B(\bar{z}). \text{ Substituting into (5.11), we conclude that } \Omega^6 c^2 \text{ can be set to 1 by a holomorphic coordinate change of the form } z \rightarrow G(z). \]
2.) The one-form $b_\mu$ is covariantly constant, $\nabla_\mu b_\nu = 0$.
3.) The scalars $M$ and $\widetilde{M}$ are constant, $\partial_\mu M = \partial_\mu \widetilde{M} = 0$.
4.) Either $b_\mu = 0$ or $M = \widetilde{M} = 0$.
5.) The Ricci tensor is given by
\[
R_{\mu\nu} = \frac{1}{3} g_{\mu\nu} \widetilde{M} - \frac{2}{9} (b_\mu b_\nu - g_{\mu\nu} b_\rho b_\rho) .
\] (6.1)

Therefore, the solutions fall into two classes:

(I) If $M = \widetilde{M} = 0$, then $\mathcal{M}$ is locally isometric to $\mathcal{M}_3 \times \mathbb{R}$. It follows from (6.1) that $\mathcal{M}_3$ is a space of constant curvature and that $b_\mu$ is either real or purely imaginary. This leads to the following three subcases:

(Ia) If $b^\mu b_\mu = -\frac{1}{r^2}$ with $r > 0$, then $\mathcal{M}_3$ is locally isometric to a round $S^3$ of radius $r$. In this case $b_\mu$ is purely imaginary and points along $\mathbb{R}$.

(Ib) If $b_\mu = 0$, then $\mathcal{M}$ is locally isometric to flat $\mathbb{R}^4$. This is the case of ordinary flat-space supersymmetry.

(Ic) If $b^\mu b_\mu = \frac{1}{r^2}$ with $r > 0$, then $\mathcal{M}_3$ is locally isometric to $H^3$ of radius $r$. In this case $b_\mu$ is real and points along $\mathbb{R}$.

(II) If $b_\mu = 0$, it follows from (6.1) that $M\widetilde{M}$ is real, so that $M$ and $\widetilde{M}$ must have opposite phase. Together with the fact that the Weyl tensor vanishes, this implies that $\mathcal{M}$ is a space of constant curvature. We then have the following three subcases:

(IIa) If $M\widetilde{M} = -\frac{9}{r^2}$ with $r > 0$, then $\mathcal{M}$ is locally isometric to a round $S^4$ of radius $r$.

(IIb) If $M\widetilde{M} = 0$, then $\mathcal{M}$ is locally isometric to flat $\mathbb{R}^4$. This is identical to case (Ib) above.

(IIc) If $M\widetilde{M} = \frac{9}{r^2}$ with $r > 0$, then $\mathcal{M}$ is locally isometric to $H^4$, the four-dimensional hyperbolic space of radius $r$.
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Appendix A. Conventions

We follow the conventions of [28], adapted to Euclidean signature. This leads to some differences in notation, which are summarized here, together with various relevant formulas.

A.1. Flat Euclidean Space

The metric is given by $\delta_{\mu\nu}$, where $\mu,\nu = 1,\ldots,4$. The totally antisymmetric Levi-Civita symbol is normalized so that $\varepsilon_{1234} = 1$. The rotation group is given by $SO(4) = SU(2)_+ \times SU(2)_-$. A left-handed spinor $\zeta$ is an $SU(2)_+$ doublet and carries un-dotted indices, $\zeta_\alpha$. Right-handed spinors $\tilde{\zeta}$ are doublets under $SU(2)_-$. They are distinguished by a tilde and carry dotted indices, $\tilde{\zeta}^{\dot{\alpha}}$. In Euclidean signature, $SU(2)_+$ and $SU(2)_-$ are not related by complex conjugation, and hence $\zeta$ and $\tilde{\zeta}$ are independent spinors.

The Hermitian conjugate spinors $\zeta^\dagger$ and $\tilde{\zeta}^\dagger$ transform as doublets under $SU(2)_+$ and $SU(2)_-$ respectively. They are defined with the following index structure,

$$(\zeta^\dagger)^\alpha = (\zeta_\alpha), \quad (\tilde{\zeta}^\dagger)^{\dot{\alpha}} = (\tilde{\zeta}^{\dot{\alpha}}),$$

where the bars denote complex conjugation. Changing the index placement on both sides of these equations leads to a relative minus sign,

$$(\zeta^\dagger)_\alpha = -(\zeta_\alpha), \quad (\tilde{\zeta}^\dagger)^{\dot{\alpha}} = -(\tilde{\zeta}^{\dot{\alpha}}).$$

We can therefore write the $SU(2)_+$ invariant inner product of $\zeta$ and $\eta$ as $\zeta^\dagger \eta$. Similarly, the $SU(2)_-$ invariant inner product of $\tilde{\zeta}$ and $\tilde{\eta}$ is given by $\tilde{\zeta}^\dagger \tilde{\eta}$. The corresponding norms are denoted by $|\zeta|^2 = \zeta^\dagger \zeta$ and $|\tilde{\zeta}|^2 = \tilde{\zeta}^\dagger \tilde{\zeta}$.

The sigma matrices take the form

$$\sigma^\mu_{\alpha\dot{\alpha}} = (\bar{\sigma}, -i), \quad \tilde{\sigma}^{\mu\dot{\alpha}} = (-\bar{\sigma}, -i),$$

where $\bar{\sigma} = (\sigma^1, \sigma^2, \sigma^3)$ are the Pauli matrices. We use a tilde (rather than a bar) to emphasize that $\sigma^\mu$ and $\tilde{\sigma}^\mu$ are not related by complex conjugation in Euclidean signature. The sigma matrices (A.3) satisfy the identities

$$\sigma_\mu \tilde{\sigma}_\nu + \sigma_\nu \tilde{\sigma}_\mu = -2\delta_{\mu\nu}, \quad \bar{\sigma}_\mu \sigma_\nu + \bar{\sigma}_\nu \sigma_\mu = -2\delta_{\mu\nu}.$$
The generators of $SU(2)_+$ and $SU(2)_-$ are given by the antisymmetric matrices

$$
\sigma_{\mu\nu} = \frac{1}{4}(\sigma_\mu \tilde{\sigma}_\nu - \sigma_\nu \tilde{\sigma}_\mu), \quad \tilde{\sigma}_{\mu\nu} = \frac{1}{4}(\tilde{\sigma}_\mu \sigma_\nu - \tilde{\sigma}_\nu \sigma_\mu).
$$

They are self-dual and anti-self-dual respectively,

$$
\frac{1}{2} \varepsilon_{\mu\nu\rho\lambda} \sigma^{\rho\lambda} = \sigma_{\mu\nu}, \quad \frac{1}{2} \varepsilon_{\mu\nu\rho\lambda} \tilde{\sigma}^{\rho\lambda} = -\tilde{\sigma}_{\mu\nu}.
$$

### A.2. Differential Geometry

We will use lowercase Greek letters $\mu, \nu, \ldots$ to denote curved indices and lowercase Latin letters $a, b, \ldots$ to denote frame indices. Given a Riemannian metric $g_{\mu\nu}$, we can define an orthonormal tetrad $e^a_{\mu}$. The Levi-Civita connection is denoted $\nabla_\mu$ and the corresponding spin connection is given by

$$
\omega_{\mu a}^b = e^b_\nu \nabla_\mu e^a_\nu.
$$

The Riemann tensor takes the form

$$
R_{\mu\nu a}^b = \partial_\mu \omega_{\nu a}^b - \partial_\nu \omega_{\mu a}^b + \omega_{\nu c}^\gamma \omega_{\mu a}^\gamma - \omega_{\mu c}^\gamma \omega_{\nu a}^\gamma.
$$

The Ricci tensor is defined by $R_{\mu\nu} = R_{\mu\rho\nu}^{\rho}$, and $R = R_{\mu}^\mu$ is the Ricci scalar. Note that in these conventions, the Ricci scalar is negative on a round sphere.

The covariant derivatives of the spinors $\zeta$ and $\tilde{\zeta}$ are given by

$$
\nabla_\mu \zeta = \partial_\mu \zeta + \frac{1}{2} \omega_{\mu a}^{\gamma} \sigma^{ab} \zeta, \quad \nabla_\mu \tilde{\zeta} = \partial_\mu \tilde{\zeta} + \frac{1}{2} \omega_{\mu a}^{\gamma} \tilde{\sigma}^{ab} \tilde{\zeta}.
$$

We will also need the commutator of two covariant derivatives,

$$
[\nabla_\mu, \nabla_\nu] \zeta = \frac{1}{2} R_{\mu\nu ab} \sigma^{ab} \zeta, \quad [\nabla_\mu, \nabla_\nu] \tilde{\zeta} = \frac{1}{2} R_{\mu\nu ab} \tilde{\sigma}^{ab} \tilde{\zeta}.
$$

Finally, the Lie derivatives of $\zeta$ and $\tilde{\zeta}$ along a vector field $X = X^\mu \partial_\mu$ are given by

$$
\mathcal{L}_X \zeta = X^\mu \nabla_\mu \zeta - \frac{1}{2} \nabla_\mu X_\nu \sigma^{\mu\nu} \zeta, \quad \mathcal{L}_X \tilde{\zeta} = X^\mu \nabla_\mu \tilde{\zeta} - \frac{1}{2} \nabla_\mu X_\nu \tilde{\sigma}^{\mu\nu} \tilde{\zeta}.
$$
Appendix B. The Chern Connection

In this appendix we review some useful facts about the Chern connection on a Hermitian manifold. In general, a connection $\tilde{\nabla}_\mu$ is metric compatible, $\tilde{\nabla}_\mu g_{\nu\rho} = 0$, if and only if its connection coefficients $\tilde{\Gamma}^\mu_{\nu\rho}$ can be expressed as

$$\tilde{\Gamma}^\mu_{\nu\rho} = \Gamma^\mu_{\nu\rho} + K^\mu_{\nu\rho},$$

$$\Gamma^\mu_{\nu\rho} = \frac{1}{2}g^{\mu\lambda}(\partial_\nu g_{\rho\lambda} + \partial_\rho g_{\nu\lambda} - \partial_\lambda g_{\nu\rho}),$$

$$K^\mu_{\nu\rho} = -K^\rho_{\nu\mu}. \quad (B.1)$$

Here $K^\mu_{\nu\rho}$ is the contorsion tensor. If we set it to zero, we recover the usual Levi-Civita connection $\nabla_\mu$. The spin connection corresponding to $\tilde{\nabla}_\mu$ is given by

$$\tilde{\omega}_{\mu\nu\rho} = \omega_{\mu\nu\rho} - K_{\nu\mu\rho}, \quad (B.2)$$

where $\omega_{\mu\nu\rho}$ is the spin connection associated with the Levi-Civita connection.

Given an almost complex structure $J^\mu_{\nu}$, the Nijenhuis tensor is defined by

$$N^\mu_{\nu\rho} = J^\lambda_{\nu}\nabla_\lambda J^\mu_{\rho} - J^\lambda_{\rho}\nabla_\lambda J^\mu_{\nu} - J^\mu_{\lambda}\nabla_\nu J^\lambda_{\rho} + J^\mu_{\lambda}\nabla_\rho J^\lambda_{\nu}. \quad (B.3)$$

If $J^\mu_{\nu}$ is also compatible with the metric, $g_{\mu\nu}J^\mu_{\alpha}J^\nu_{\beta} = g_{\alpha\beta}$, it is straightforward to verify the following identity:

$$J_{\mu\lambda}N^\lambda_{\nu\rho} = 2\nabla_\mu J_{\nu\rho} + J_{\nu}^{\alpha}J_{\rho}^{\beta}(dJ)_{\mu\alpha\beta} - (dJ)_{\mu\nu\rho}, \quad (B.4)$$

where $(dJ)_{\mu\nu\rho} = \nabla_\mu J_{\nu\rho} + \nabla_\nu J_{\rho\mu} + \nabla_\rho J_{\mu\nu}$. This formula is especially useful when the complex structure is integrable, so that $N^\lambda_{\nu\rho} = 0$. In this case it expresses the covariant derivative $\nabla_\mu J_{\nu\rho}$ in terms of the exterior derivative $(dJ)_{\mu\nu\rho}$.

Given an integrable complex structure $J^\mu_{\nu}$ and a compatible Hermitian metric, we define the Chern connection $\nabla_c^\mu_{\nu}$ as a metric compatible connection with contorsion tensor

$$K_{\nu\mu\rho} = \frac{1}{2}J_{\mu\lambda}^\lambda(dJ)_{\lambda\nu\rho}. \quad (B.5)$$

It follows from (B.4) and the fact that $N^\lambda_{\nu\rho} = 0$ that $\nabla_c^\mu_{\nu}\nabla_c^\lambda_{\rho} = 0$, so that the Chern connection is also compatible with the complex structure.

We are interested in complex structures that are given in terms of a spinor $\zeta$ as in (2.1). In this case the derivative of $\zeta$ with respect to the associated Chern connection is given by

$$\nabla_c^\mu_{\nu}\zeta = \nabla^\mu_{\nu}\zeta - \frac{i}{4}\nabla_\rho J^{\rho\nu}(g_{\mu\nu} + iJ_{\mu\nu})\zeta - \frac{i}{2}\nabla_\rho J^{\rho\nu}\sigma_{\mu\nu}\zeta. \quad (B.6)$$
Appendix C. Two Supercharges on Warped $T^3 \times \mathbb{R}$ and Warped $H^3 \times \mathbb{R}$

In this appendix, we show that two supercharges $(\zeta, \tilde{\zeta})$ and $(\eta, \tilde{\eta})$, both of which square to a non-trivial Killing vector that commutes with its complex conjugate, can only exist on a warped product $T^3 \times \mathbb{R}$ or a warped product $H^3 \times \mathbb{R}$.

Since $(\zeta, \tilde{\zeta})$ and $(\eta, \tilde{\eta})$ both satisfy (1.2), we can use the spinors to construct three Killing vectors,

$$K^\mu = \zeta \sigma^\mu \tilde{\zeta}, \quad K'^\mu = \eta \sigma^\mu \tilde{\eta}, \quad Y^\mu = \zeta \sigma^\mu \tilde{\eta} + \eta \sigma^\mu \tilde{\zeta}, \quad (C.1)$$

and a conformal Killing vector,

$$C^\mu = \zeta \sigma^\mu \tilde{\eta} - \eta \sigma^\mu \tilde{\zeta}. \quad (C.2)$$

Similarly, we can use (1.2) to compute several useful commutators,

$$[K, K'] = \alpha Y - \frac{i}{3} (b^\mu Y_\mu) C, \quad \alpha = -\frac{i}{3} (M \tilde{\zeta} \tilde{\eta} + \tilde{M} \zeta \eta + b^\mu C_\mu),$$

$$[K, Y] = 2\alpha K - \frac{2i}{3} (b^\mu K_\mu) C, \quad (C.3)$$

$$[K, C] = \frac{2i}{3} (b^\mu Y_\mu) K - \frac{2i}{3} (b^\mu K_\mu) Y.$$

Since the conformal Killing vector $C$ cannot appear in the commutators of the Killing vectors $K, K', Y$, we conclude that

$$b^\mu K_\mu = b^\mu Y_\mu = 0, \quad \alpha = \text{constant}. \quad (C.4)$$

This follows from the fact that $K, K'$, and $Y$ must form a closed algebra (otherwise we could commute any additional Killing vectors with $(\zeta, \tilde{\zeta})$ and $(\eta, \tilde{\eta})$ to obtain additional supercharges), and the fact that $C$ is linearly independent of $K, K'$, and $Y$ at every point (otherwise $(\zeta, \tilde{\zeta})$ and $(\eta, \tilde{\eta})$ would not be independent solutions).

We will work with the linear combinations

$$S^\mu = \frac{1}{2} (Y^\mu + C^\mu) = \zeta \sigma^\mu \tilde{\eta}, \quad \tilde{S}^\mu = \frac{1}{2} (Y^\mu - C^\mu) = \eta \sigma^\mu \tilde{\zeta}, \quad (C.5)$$

both of which are conformal Killing vectors. Note that $S^\mu$ is holomorphic with respect to the complex structure $J^\mu_\nu$ constructed from $\zeta$, while $\tilde{S}^\mu$ is holomorphic with respect to the complex structure $\tilde{J}^\mu_\nu$ constructed from $\tilde{\zeta},$

$$J^\mu_\nu S^\nu = i S^\mu, \quad \tilde{J}^\mu_\nu \tilde{S}^\nu = i \tilde{S}^\mu. \quad (C.6)$$
As in subsection 3.2, we can use the complex structure $J_{\mu \nu}$ to introduce holomorphic $w, z$ coordinates, so that the metric takes the form (3.17),

$$ds^2 = \Omega(z, \bar{z})^2 \left[ (dw + h(z, \bar{z})d\bar{w}) + (d\bar{w} + \bar{h}(z, \bar{z})d\bar{w}) + c(z, \bar{z})^2 dzd\bar{z} \right], \quad \text{(C.7)}$$

with $K = \partial_w$. Since $(\zeta, \bar{\zeta})$ is a supercharge of the form considered there, it follows from the expressions (3.21), (3.22) for $b_\mu$ and the requirement (C.4) that

$$K^\mu b_\mu = -\frac{3i}{2c^2} \partial_z h = 0. \quad \text{(C.8)}$$

Therefore $h(z, \bar{z}) = h(z)$ is holomorphic and can be set to zero by a holomorphic coordinate change of the form $w \rightarrow w + F(z)$, so that the metric (C.7) reduces to

$$ds^2 = \Omega(z, \bar{z})^2 \left( dw d\bar{w} + c(z, \bar{z})^2 dzd\bar{z} \right). \quad \text{(C.9)}$$

It is now straightforward to switch between the complex structures $J_{\mu \nu}$ and $\tilde{J}_{\mu \nu}$ by simply exchanging $z$ and $\bar{z}$.

We can constrain the form of $S_\mu$ by using the fact that it is holomorphic with respect to $J_{\mu \nu}$, and by imposing the conformal Killing equation and the commutation relation that follows from (C.3) and (C.4),

$$\nabla_\mu S_\nu + \nabla_\nu S_\mu = Ag_{\mu \nu}, \quad [K, S] = \alpha K, \quad \text{(C.10)}$$

where $A$ is a scalar function. It follows that the real function $c(z, \bar{z})$ in (C.9) is the product of a holomorphic and an anti-holomorphic function, so that we can set to $c(z, \bar{z}) = 1$ by a holomorphic coordinate change of the form $z \rightarrow G(z)$. The metric now only depends on the real function $\Omega(z, \bar{z})$. Moreover, $S_\mu$ and $A$ must take the form

$$S = (\alpha w + \beta \bar{z} + \gamma) \partial_w + (\alpha z - \beta \bar{w} + \delta) \partial_z, \quad \beta, \gamma, \delta \in \mathbb{C}, \quad \text{and} \quad A = \alpha + (\alpha z - \beta \bar{w} + \delta) \partial_z \log \Omega^2. \quad \text{(C.11)}$$

We can repeat the same analysis for the conformal Killing vector $\tilde{S}_\mu$, which is holomorphic with respect to $\tilde{J}_{\mu \nu}$ and satisfies

$$\nabla_\mu \tilde{S}_\nu + \nabla_\nu \tilde{S}_\mu = -Ag_{\mu \nu}, \quad [K, \tilde{S}] = \alpha K. \quad \text{(C.12)}$$
The appearance of $-A$ in the first equation follows from the fact that $S + \tilde{S} = Y$ is a genuine Killing vector. Therefore,

$$
\tilde{S} = (\alpha w + \tilde{\beta} z + \tilde{\gamma}) \partial_w + (\alpha \overline{z} - \tilde{\beta} \overline{w} + \tilde{\delta}) \partial_z , \quad \tilde{\beta}, \tilde{\gamma}, \tilde{\delta} \in \mathbb{C} ,
$$

$$
A = -\alpha - (\alpha \overline{z} - \tilde{\beta} \overline{w} + \tilde{\delta}) \partial_z \log \Omega^2 .
$$

(C.13)

Comparing (C.11) and (C.13), we conclude that

$$
(\beta \partial_z - \tilde{\beta} \partial_{\overline{z}})\Omega(z, \overline{z}) = 0 ,
$$

$$
((\alpha + \delta) \partial_z + (\alpha \overline{z} + \tilde{\delta}) \partial_{\overline{z}} + \alpha)\Omega(z, \overline{z}) = 0 .
$$

(C.14)

If $\alpha = 0$, then $\Omega$ is annihilated by $\beta \partial_z - \tilde{\beta} \partial_{\overline{z}}$ and $\delta \partial_z + \tilde{\delta} \partial_{\overline{z}}$. Unless $\Omega$ is a constant, these two linear combinations must be proportional to the same real vector. By using the remaining coordinate freedom to redefine the phase of $z$, we can thus choose $\Omega$ to only depend on the real part of $z$. The metric is then given by

$$
ds^2 = \Omega(\Re z)^2 (dwd\overline{w} + dzd\overline{z}) .
$$

(C.15)

Defining a real coordinate $\tau$ via $d\tau = \Omega(\Re z)d(\Re z)$, the metric (C.15) takes the form $ds^2 = d\tau^2 + \Omega(\tau)^2 (dwd\overline{w} + d(\Im z)^2)$, which describes warped $T^3 \times \mathbb{R}$.

If $\alpha \neq 0$ and $\beta, \tilde{\beta}, \delta, \tilde{\delta}$ vanish, the constraints (C.14) imply that $\Omega$ must take the form

$$
\Omega(z, \overline{z}) = \frac{1}{|z|} \widehat{\Omega} \left( \frac{i}{2} \log \frac{z}{\overline{z}} \right) .
$$

(C.16)

Here the positive function $\widehat{\Omega}$ only depends on the phase of $z$. Introducing a new holomorphic coordinate $u = i \log z$, we obtain the metric

$$
ds^2 = \widehat{\Omega}(\Re u)^2 (e^{-2\Im u} dwd\overline{w} + dud\overline{u}) .
$$

(C.17)

In terms of the real coordinates $\tau, x_{1,2,3}$ defined by $d\tau = \widehat{\Omega}(\Re u)d(\Re u), \ x_1 = e^{\Im u}$, and $w = x_2 + ix_3$, the metric takes the form

$$
ds^2 = d\tau^2 + \widehat{\Omega}(\tau)^2 \frac{dx_1^2 + dx_2^2 + dx_3^2}{x_1^2} ,
$$

(C.18)

and hence it describes warped $H^3 \times \mathbb{R}$. As in the warped $T^3 \times \mathbb{R}$ case above, the presence of the constants $\beta, \tilde{\beta}, \delta, \tilde{\delta}$ in (C.14) may further constrain the function $\Omega(z, \overline{z})$ in (C.16) to only depend on the real part of $z$. (It may also shift the origin of $z$.) Up to a constant factor, this fixes $\Omega \sim \frac{1}{\Re z}$, so that the metric $ds^2 \sim \frac{1}{(\Re z)^2} (dwd\overline{w} + dzd\overline{z})$ describes $H^4$.  
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