Fourth Order Accurate Finite Volume CWENO Scheme For Astrophysical MHD Problems

Prabal Singh Verma$^{1,2,4}$, Jean-Mathieu Teissier$^{1,3}$, Oliver Henze$^1$,
Wolf-Christian Müller$^{1,2,3}$

1 Technische Universität Berlin, ER 3-2, Hardenbergstr. 36a, 10623 Berlin, Germany
2 Max-Planck/Princeton Center for Plasma Physics, Princeton, NJ, USA
3 Berlin International Graduate School in Model and Simulation Based Research
4 CNRS, Aix-Marseille Univ., PHM, UMR 7345, Marseille F-13397, France

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT

In this work, a simple fourth-order accurate finite volume semi-discrete scheme is introduced to solve astrophysical magnetohydrodynamics (MHD) problems on Cartesian meshes. Hydrodynamic quantities like density, momentum and energy are discretised as volume averages. The magnetic field and electric field components are discretised as area and line averages respectively, so as to employ the constrained transport technique, which preserves the solenoidality of the magnetic field to machine precision. The present method makes use of a dimension-by-dimension approach employing a 1-D fourth-order accurate centrally weighted essentially non-oscillatory (1D-CWENO4) reconstruction polynomial. A fourth-order accurate, strong stability preserving (SSP) Runge-Kutta method is used to evolve the semi-discrete MHD equations in time. Higher-order accuracy of the scheme is confirmed in various linear and nonlinear multi-dimensional tests and the robustness of the method in avoiding unphysical numerical artifacts in the solution is demonstrated through several complex MHD problems.

1 INTRODUCTION

Many astrophysical phenomena can be approximately described by the ideal magnetohydrodynamics (MHD) equations. Since astrophysical flows are often highly-supersonic, discontinuities and shocks are very frequent. This is the reason why various shock-capturing numerical methods have been proposed to solve astrophysical MHD problems. Many of them are based on finite differences, e.g., (Van Leer 1979; Evans & Hawley 1988; Ryu & Jones 1995), or on the finite volume method, where cell averages are evolved in time (Godunov 1959; Zachary & Colella 1992; Zachary et al. 1994; Dai & Woodward 1998; Balsara & Spicer 1999a,b; Janhunen 2000; Tóth 2000; Dedner et al. 2002; Balsara 2004; Ziegler 2004). Usually, the existing MHD codes, based on the above-mentioned algorithms, are second-order accurate. Efforts to improve the quality of numerical solutions focus on the reduction of numerical dissipation. To this end, second-order schemes can be combined with computationally expensive Riemann solvers in order to obtain less diffusive numerical results (Roe 1981; Toro et al. 1994; Powell 1997; Toro 2013).

Another way to reduce the numerical dissipation is to use high-order schemes. These schemes have received significant attention for both finite differences, e.g., (Shu & Osher 1988, 1989; Del Zanna et al. 2007; Mignone et al. 2010; Tóth et al. 2014) and finite volume frameworks, e.g., (Woodward & Colella 1984; Colella & Woodward 1984; Shu 2009). In both methodologies, higher-order accuracy in smooth regions is achieved through higher-order reconstruction polynomials. Therefore, codes based on higher-order schemes, without the use of expensive Riemann solvers (Levy et al. 2002; Lahooti & Pishvaee 2012; Buchmuller & Helzel 2014; Núñez-De La Rosa & Munz 2016a; Verma & Müller 2017), exhibit much lower numerical dissipation as compared to second-order schemes. However, codes based on second-order methods (Stone & Norman 1992; Ziegler 2004) have the advantage of being more robust against the generation of numerical artifacts in the solution than higher-order schemes when dealing with flows with discontinuities and shocks. In addition, they can more easily be combined with adaptive mesh refinement (AMR) techniques, e.g. (Berger & Oliger 1984; Berger & Colella 1988; Grauer et al. 1998; Balsara 2001; Tang & Tang 2003; Anderson et al. 2006; Zhang & MacFadyen 2006; Rosenberg et al. 2007; van der Holst & Keppens 2007; Hu 2013; Dumbser et al. 2013; Buchmüller et al. 2016). Therefore, the present work aims to suggest an efficient and simple higher-order finite volume scheme for MHD flows. As mentioned above, higher-order schemes require higher-order shock capturing polynomials. The most popular ones are the weighted essentially non-oscillatory (WENO) polynomials (Liu et al. 1994; Jiang & Shu 1996) which are based on the ENO approach (Harten et al. 1987).
Recently, very high order WENO schemes from the 7th to the 17th order of accuracy have been suggested for hydrodynamic flows (Hu & Shu 1999; Shi et al. 2002; Titarev & Toro 2004; Shu 2009; Gerolymos et al. 2009; Buchmüller & Helzel 2014).

In the present work, we choose to employ 1-D fourth-order accurate centrally weighted essentially non-oscillatory (1D-CWENO4) reconstruction polynomials (Levy et al. 2000b) in the dimension-by-dimension framework (as the one in Verma & Müller (2017)). The first central scheme was proposed in Friedrichs & Lax (1971), which employs the spatial averaging of neighbouring grid cells as part of the integration step. This procedure can be considered as an inaccurate and highly dissipative approximation of a Riemann problem. The Lax-Friedrichs scheme, being first-order accurate, turns out to be numerically too dissipative to be of practical use. Therefore, in order to reduce the numerical viscosity, a second-order central scheme based on a non-oscillatory reconstruction of the linear interpolant has been developed (Nessyahu & Tadmor 1990; Jiang & Tadmor 1998). This approach was further improved by introducing second and third-order semi-discrete central schemes, e.g. (Kurganov & Levy 2000; Kurganov & Tadmor 2000; Kurganov & Petrova 2001; Kurganov et al. 2001; Kurganov & Levy 2002; Kurganov & Tadmor 2002). The heart of these semi-discrete central schemes is a CWENO reconstruction of the local polynomial under consideration. Numerous third and fourth-order CWENO reconstruction methods have been suggested for 1D, 2D and 3D hyperbolic conservation laws (Levy et al. 2000a,b,c, 2002; Lahooti & Pishevar 2012; Huang et al. 2014). The CWENO method has also been employed for nonuniform meshes and for AMR (Semplice et al. 2016; Cravero & Semplice 2016).

Note that since we are proposing a semi-discrete scheme here, one may alternatively apply other well-known higher-order non-oscillatory reconstructions, e.g., PPM limiter (McCorquodale & Colella 2011), CWENO5 (Capdeville 2008), WENO (Shu 2009), MP5 (Suresh & Huynh 1997), etc. When solving the MHD equations, a major difficulty one encounters is that $\nabla \cdot \mathbf{B}$ usually grows with time, if one treats the magnetic field components like the other hydrodynamic variables. Thus, in MHD simulations, a crucial issue is to maintain the solenoidality of the magnetic field ($\nabla \cdot \mathbf{B} = 0$) as the system evolves in time. Otherwise, non-physical effects arise (Brackbill & Barnes 1980; Powell 1994). Several methods have been proposed in order to solve this issue. Frequently, a divergence-cleaning approach is used where the numerical errors associated with $\nabla \cdot \mathbf{B}$ are removed by employing one of the following three widely used techniques, namely, the Helmholtz-Hodge projection (Brackbill & Barnes 1980), the 8-wave Multiplier method (Powell 1994) and the Generalized Lagrange Multiplier technique (Dedner et al. 2002). The projection method creates spurious small-scale fluctuations (Balsara & Kim 2004) as a consequence of the divergence-free but physically not fully consistent state of the projected magnetic field. The 8-wave method is neither directly avoiding nor eliminating magnetic monopoles. Instead, the deviations from solenoidality are advected by the flow velocity. The scheme by Dedner et al. couples the evolution of the magnetic field to the solenoidality constraint through an additional scalar field (Dedner et al. 2002) and has been used to develop a high-order dimension-by-dimension WENO scheme to simulate both non-relativistic (Núñez-De La Rosa & Munz 2016a) and relativistic MHD flows (Núñez-De La Rosa & Munz 2016b). However, in the present work, we make use of another classical approach, the constrained transport (CT) technique (Evans & Hawley 1988) which preserves the solenoidality of the magnetic field up to machine precision.

The CT technique combined with second-order schemes is being used extensively to study astrophysical MHD problems, e.g., (Balsara 2004; Ziegler 2004; Gardner & Stone 2005, 2008; Rossmannith 2006; Helzel et al. 2011). Although third-order accurate CT-finite volume methods have been suggested in (Loudrillo & Del Zanna 2000, 2004), we emphasise here that it is not straightforward to use the CT technique to develop a fourth-order finite volume scheme in a way that yields higher-order accuracy in smooth regions and at the same time stays robust in the vicinity of strong MHD shocks. In this approach, hydrodynamic quantities (density, momentum and energy) are defined as volume averages, whereas the magnetic field and electric field components are defined as area averages and line averages, respectively. Thus, the presence of three simultaneous discretisations introduces complexity in computing higher-order area-averaged numerical fluxes (discussed later in the manuscript) and line-averaged electric field components. A precise computation of these quantities is essential to maintain higher-order accuracy and to limit the appearance of numerical artifacts over time. This paper aims at giving a simple and efficient fourth-order accurate finite volume CWENO scheme that uses the CT technique. Contrary to other higher-order methods (Balsá & Tadmor 2006; Li 2010; Núñez-De La Rosa & Munz 2016a), where several point values have to be reconstructed to estimate the numerical fluxes, the method presented in this paper needs only two reconstructions per numerical mesh cell per spatial dimension. The higher-order accuracy in smooth regions is maintained through area-average-point value transformations (McCorquodale & Colella 2011; Buchmüller & Helzel 2014; Verma & Müller 2017).

This work is organised as follows. In section 2, we formulate the ideal MHD equations to be solved as well as the finite volume approach. Then, we explain step-by-step how the right-hand sides of the hydrodynamical equations are computed in section 3. Section 4 tells how the magnetic field is evolved in time while preserving its solenoidality using the CT method. A simple method enhancing the robustness of the numerical method by reducing the appearance of unphysical numerical fluctuations is presented in section 5. The time integration and a flow-chart of the method are described in section 6. The validity of the numerical method and its advantage with respect to a lower-order scheme have been confirmed through various multidimensional numerical tests, presented in section 7. Finally, section 8 gives some concluding remarks.

## 2 IDEAL MHD EQUATIONS AND NUMERICAL FRAMEWORK

### 2.1 Equations of Ideal Magnetohydrodynamics

The ideal MHD equations, in conservative form, can be expressed as follows:

$$
\partial_t \rho = -\nabla \cdot (\rho \mathbf{v}),
$$

(1)
In the finite volume discretisations, the hydrodynamic variables \((\rho, \rho v_x, \rho v_y, \rho v_z, e) \equiv \mathbf{U}\) are defined as volume-averaged quantities, denoted by \(\mathbf{U}_{i,j,k}\). The magnetic field components \((B_x, B_y, B_z) \equiv \mathbf{B}\) are defined as area averages \(\overline{\mathbf{B}}_{i,j,k}\). Here the subscripts \((i, j, k)\) represent the grid-cell under consideration. The volume-averaged quantity, \(\mathbf{U}_{i,j,k}\) can be computed by integrating the physical quantity \(\mathbf{U}\) over the region of space \(\Omega_{i,j,k} = [x_i - \Delta x/2, x_i + \Delta x/2] \times [y_j - \Delta y/2, y_j + \Delta y/2] \times [z_k - \Delta z/2, z_k + \Delta z/2]\).

Here \(x_i = (i + 0.5)\Delta x\), \(y_j = (j + 0.5)\Delta y\), \(z_k = (k + 0.5)\Delta z\), and \(\Delta x, \Delta y, \Delta z\) are grid-sizes in the \(x\), \(y\), and \(z\)-directions, respectively. Mathematically, we can express \(\mathbf{U}_{i,j,k}\) as,

\[
\mathbf{U}_{i,j,k} = \frac{1}{\Delta x \Delta y \Delta z} \int_{\Omega_{i,j,k}} dx \, dy \, dz \, \mathbf{U}(x, y, z).
\]  

Integrating the equations (1)-(3) over \(\Omega_{i,j,k}\) and applying Gauss’ theorem, we end up with semi-discrete equations in the following form,

\[
\frac{d\mathbf{U}_{i,j,k}}{dt} = -\frac{\mathbf{F}_{i}^{x}}{\Delta x} - \frac{\mathbf{F}_{j+1/2,i,k}^{y} - \mathbf{F}_{j-1/2,i,k}^{y}}{\Delta y} - \frac{\mathbf{F}_{i,k+1/2,j}^{z} - \mathbf{F}_{i,k-1/2,j}^{z}}{\Delta z},
\]

where \(\mathbf{F}_i^x\), \(\mathbf{F}_j^y\), and \(\mathbf{F}_k^z\) are the area-averaged fluxes in the \(x\), \(y\), and \(z\)-directions, respectively, as shown in figure 1. These fluxes are expressed as,

\[
\mathbf{F}_{i+1/2,j,k}^{x} = \frac{1}{\Delta y \Delta z} \int_{S_y} dy \, dz \mathbf{f}^x(y, z),
\]

\[
\mathbf{F}_{i,j+1/2,k}^{y} = \frac{1}{\Delta x \Delta z} \int_{S_x} dx \, dz \mathbf{f}^y(x, z),
\]

\[
\mathbf{F}_{i,j,k+1/2}^{z} = \frac{1}{\Delta x \Delta y} \int_{S_x} dx \, dy \mathbf{f}^z(x, y).
\]

with \(S_x = [y_j - \Delta y/2, y_j + \Delta y/2] \times [z_k - \Delta z/2, z_k + \Delta z/2] \), \(S_x\) and \(S_z\) are defined analogously. The quantities \(\mathbf{f}_i^x\), \(\mathbf{f}_j^y\), and \(\mathbf{f}_k^z\) are the point-valued fluxes, which are described below as,

\[
\mathbf{f}_i^x = \mathbf{f}_i^x(U, B) = \begin{pmatrix}
\rho v_x \\
\rho v_x^2 + p + \frac{|\mathbf{B}|^2}{2} - B_x^2 \\
\rho v_x v_y - B_x B_y \\
\rho v_x v_z - B_x B_z \\
(e + p + |\mathbf{B}|^2/2) v_x - B_x (\mathbf{v} \cdot \mathbf{B})
\end{pmatrix},
\]

\[
\mathbf{f}_j^y = \mathbf{f}_j^y(U, B) = \begin{pmatrix}
\rho v_y \\
\rho v_x v_y - B_x B_y \\
\rho v_y v_z - B_y B_z \\
(e + p + |\mathbf{B}|^2/2) v_y - B_y (\mathbf{v} \cdot \mathbf{B})
\end{pmatrix},
\]

\[
\mathbf{f}_k^z = \mathbf{f}_k^z(U, B) = \begin{pmatrix}
\rho v_z \\
\rho v_x v_z - B_x B_z \\
\rho v_y v_z - B_y B_z \\
(e + p + |\mathbf{B}|^2/2) v_z - B_z (\mathbf{v} \cdot \mathbf{B})
\end{pmatrix}.
\]

We note here that the accuracy of the semi-discrete scheme in Eq.(8) depends on the following:

(i) Accuracy of the integrator employed to evolve the equations in time (discussed in section 6).

(ii) Accuracy of the area-averaged fluxes \((\mathbf{F}_i^x, \mathbf{F}_j^y, \mathbf{F}_k^z)\) at the grid-cell interfaces (discussed below as well as in section 3 in detail).

The latter plays a major role in the numerical dissipation of a semi-discrete scheme. However, we learn from Eqs.(9)-(11) that the accuracy of the area-averaged fluxes itself depends on the accuracy of the point-valued fluxes \((\mathbf{f}_i^x, \mathbf{f}_j^y, \mathbf{f}_k^z)\). Since these point-valued fluxes are nonlinear functions of the physical quantities, they can have an accuracy higher than second-order only if the point values of the physical quantities at the grid-cell interfaces are higher-order accurate. In section 3 we will discuss how to reconstruct fourth-order accurate point values of the physical quantities at the grid-cell interface from the given volume averages and then how to utilise these point values to compute fourth-order accurate area-averaged fluxes.

The CT procedure used to ensure the solenoidality of the magnetic field is described in section 4.
3 FLUXES COMPUTATION

The fluxes appearing on the right-hand side of equation (8) are computed for each dimension separately following a dimension-by-dimension approach, e.g. (Titarev & Toro 2004; Shu 2009; Buchmüller & Helzel 2014; Verma & Müller 2017) through the following steps.

(i) Reconstruct a 1D higher-order polynomial from the given volume averages.

(ii) Employ the polynomial to compute area-averaged quantities at the grid-cell interfaces.

(iii) Deduce point values of the physical quantities at the face centres from the area averages.

(iv) Compute point-valued fluxes from already computed point values of the physical quantities.

(v) Deduce area-averaged fluxes by integrating over point-valued fluxes.

The next subsections describe each of these steps. In the following, the computation of the flux in the $x$-direction is illustrated, that is, the $\mathbf{F}$ terms in equation (8). The computations of the two other fluxes $\mathbf{F}^y$ and $\mathbf{F}^z$ are done in an analogous manner.

3.1 Step 1: Reconstruction of a 1D Higher-Order Polynomial from Volume Averages

We construct here a 1D fourth-order CWENO polynomial from the given volume averages. Before going into the details of the procedure, we note here that the method for reconstructing such polynomials is well described in Levy et al. (1999b). Nevertheless, we provide here a brief overview of the method for the sake of completeness. In this approach we reconstruct a quadratic polynomial $\mathbf{R}_{i,j,k}(x)$ in each cell $(i,j,k)$, which is a convex combination of three quadratic polynomials $\mathbf{P}^{i-1,j,k}(x)$, $\mathbf{P}^{i,j,k}(x)$ and $\mathbf{P}^{i+1,j,k}(x)$ such that,

$$\mathbf{R}_{i,j,k}(x) = \sum_{m=1}^{i+1} w^{i}_{m,j,k} \mathbf{P}^{i}_{m,j,k}(x).$$  (15)

The quantities $w^{i}_{m,j,k}$ are the nonlinear weights which ensure higher-order accuracy in the smooth regions and non-oscillatory behaviour near a discontinuity. These weights satisfy the following criteria,

$$\sum_{m=1}^{i+1} w^{i}_{m,j,k} = 1, \quad w^{i}_{m,j,k} \geq 0, \quad \forall \ m \in \{i-1,i,i+1\},$$  (16)

and are defined as,

$$w^{i}_{m,j,k} = \frac{a^{i}_{m,j,k}}{a^{i-1,j,k} + a^{i,j,k} + a^{i+1,j,k}},$$  (17)

with,

$$a^{i}_{m,j,k} = \frac{\epsilon^{i}_{m,j,k}}{(1 + IS_{m,j,k}^{i})^{p}}, \quad \forall \ m \in \{i-1,i,i+1\}.$$  (18)

Here $\epsilon$, $p$ are chosen to be $10^{-6}$ and 2, respectively and the constants $c_{i-1,j,k} = c_{i+1,j,k} = 1/6$, $c_{i,j,k} = 2/3$ are chosen so as to guarantee the fourth-order accuracy of the physical quantities at the cell-boundaries (Levy et al. 1999b). The quantity $IS_{m,j,k}^{i}$ is the smoothness indicator quantifying the smoothness of the corresponding polynomial $\mathbf{P}^{i}_{m,j,k}(x)$. It is defined as,

$$IS_{m,j,k}^{i} = \frac{2}{n+1} \int_{x_{i-1/2}}^{x_{i+1/2}} (\Delta x)^{2n-1} (\mathbf{P}^{i}_{m,j,k}(x))^{2} dx,$$

where $m \in \{i-1,i,i+1\}$ and $n$ represents the order of the derivative w.r.t. $x$. All the three coefficients of the quadratic polynomial $\mathbf{P}^{i}_{m,j,k}(x)$ are obtained uniquely by imposing the conservation of the three volume averages, $\mathbf{U}_{m-1,j,k}$, $\mathbf{U}_{m,j,k}$ and $\mathbf{U}_{m+1,j,k}$, where $m \in \{i-1,i,i+1\}$. Thus, each polynomial, $\mathbf{P}^{i}_{m,j,k}(x)$, can be written as,

$$\mathbf{P}^{i}_{m,j,k}(x) = \mathbf{U}_{m,j,k} - \frac{1}{2\Delta x} \left( \mathbf{U}_{m+1,j,k} - \mathbf{U}_{m-1,j,k} \right) (x - x_{m}),$$

where $m \in \{i-1,i,i+1\}$. (19)

After we reconstruct all the polynomials ($\mathbf{P}^{i-1,j,k}$, $\mathbf{P}^{i,j,k}$, $\mathbf{P}^{i+1,j,k}$), smoothness indicators can easily be computed using Eq.(19). Nevertheless, we provide here the final expressions of the same for reference.

$$IS_{i-1,j,k}^{i} = \frac{13}{12} \left( \mathbf{U}_{i-2,j,k} - 2\mathbf{U}_{i-1,j,k} + \mathbf{U}_{i,j,k} \right)^{2} + \frac{1}{4} \left( \mathbf{U}_{i-2,j,k} - 4\mathbf{U}_{i-1,j,k} + 3\mathbf{U}_{i,j,k} \right)^{2},$$  (20)

$$IS_{i,j,k}^{i} = \frac{13}{12} \left( \mathbf{U}_{i-1,j,k} - 2\mathbf{U}_{i,j,k} + \mathbf{U}_{i+1,j,k} \right)^{2} + \frac{1}{4} \left( \mathbf{U}_{i-1,j,k} - \mathbf{U}_{i+1,j,k} \right)^{2},$$  (21)

$$IS_{i+1,j,k}^{i} = \frac{13}{12} \left( \mathbf{U}_{i,j,k} - 2\mathbf{U}_{i+1,j,k} + \mathbf{U}_{i+2,j,k} \right)^{2} + \frac{1}{4} \left( 3\mathbf{U}_{i,j,k} - 4\mathbf{U}_{i+1,j,k} + \mathbf{U}_{i+2,j,k} \right)^{2},$$  (22)

Employing the values of the smoothness indicators in Eqs. (17)–(18), nonlinear weights can be computed. These weights are finally used to reconstruct the polynomial $\mathbf{R}_{i,j,k}(x)$ in Eq.(15).

3.2 Step 2: Reconstruction of Area Averages from Volume Averages

By construction, the polynomial $\mathbf{R}_{i,j,k}(x)$ satisfies the conservation constraint,

$$\mathbf{U}_{i,j,k} = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \mathbf{R}_{i,j,k}(x) dx .$$  (23)

Now comparing Eq.(7) and Eq.(23) we obtain,

$$\mathbf{R}_{i,j,k}(x_{i\pm 1/2}) = \frac{1}{\Delta x \Delta z} \int_{z_{i-1/2}}^{z_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} dy dz \mathbf{U}(x_{i\pm 1/2}, y, z)$$

$$= \mathbf{U}_{i,j,k}(say).$$  (24)

For the sake of convenience, we provide here the formula, all derivation done, for $\mathbf{U}_{i,j,k}$ from the knowledge of the sur-
From Eq. (24) it is apparent that the reconstruction polynomial \( R_{i,j,k} \) does not provide point values but area-averaged values at the grid cell interfaces. When employing a Taylor expansion to expand the polynomial \( U(x_{i+1/2}, y, z) \) about the face centres \( (x_{i+1/2}, y, z_k) \) we obtain,

\[
\overline{U}_{i,j,k}^+ = U(x_{i+1/2}, y, z_k) + \frac{\Delta y^2}{24} \partial_{yy} U(x_{i+1/2}, y, z_k) + \frac{\Delta z^2}{24} \partial_{zz} U(x_{i+1/2}, y, z_k) + O(\Delta x^4 + \Delta y^4 + \Delta z^4).
\]

This implies that the area averages \( \overline{U}_{i,j,k}^\pm \) are second-order approximations to the point values at the face centres, i.e.

\[
\overline{U}_{i,j,k}^\pm = U(x_{i+1/2}, y, z_k) + O(\Delta x^4 + \Delta y^2 + \Delta z^2). \tag{28}
\]

Since the averages cannot preserve their accuracy when subject to multiplication and division, we need to obtain higher-order point values of the physical quantities to compute higher-order fluxes and to maintain the higher-order accuracy of the numerical scheme. In the next subsection, we discuss a method to achieve higher-order point values at the face centres.

### 3.3 Step 3: From Area Averages to Point Values

In our previous work, we have discussed various methods to compute higher-order point values from the area averages, \( \overline{U}_{i,j,k}^\pm \) (Verma & Müller 2017). In this work, we use the most efficient method presented in that paper, which is method \( C \) and employs the least number of reconstruction operations. It is based on McCorquodale & Colella (2011). This method has also been extended to construct a seventh order finite volume WENO scheme (Buchmüller & Helzel 2014). We compute higher-order accurate point values \( U_{i,j,k}^\pm \) of the conserved quantities at the face centres from the corresponding area averages \( \overline{U}_{i,j,k}^\pm \). This is done through the following
formula which is illustrated in figure 2:

\[ U_{i,j,k}^+ = \frac{1}{24} (U_{i,j,k}^+ - 2U_{i,j,k}^+ + U_{i,j,k}^+ + U_{i,j,k+1}^+ - 2U_{i,j,k}^+ + U_{i,j,k+1}^+) - \frac{1}{24} (U_{i,j,k-1}^+ - 2U_{i,j,k}^+ + U_{i,j,k+1}^+) + O(\Delta y^4 + \Delta z^4). \]  

(29)

We note here that since the mathematical origin of the relation in Eq. (29) is a Taylor expansion, this transformation is strictly speaking only valid in smooth sections. Section 5.2.2 addresses this point.

3.4 Step 4: Determination of Point-Valued Fluxes

There are several methods to estimate the physical fluxes at the interfaces by employing various Riemann-solvers. In this work, we make use of a simple and robust approximation to the Riemann problem, i.e., the local Lax-Friedrichs flux (LLF), e.g., (Shu & Osher 1989; Buchmüller & Helzel 2014; Núñez-De La Rosa & Munz 2016a; Verma & Müller 2017). The LLF approximation to the point-valued flux at the centre of a cell interface \((x_{i+1/2}, y_j, z_k)\) is given by,

\[ F^x_{i+1/2,j,k} = \frac{1}{2} \left[ f^x(U^+_{i+1/2,j,k} - B^+_{i+1/2,j,k}) + f^x(U^-_{i+1/2,j,k}) \right] \right \]  

(30)

where the quantities \((U^+_{i+1/2,j,k} B^+_{i+1/2,j,k})\) and \((U^-_{i+1/2,j,k} - B^-_{i+1/2,j,k})\) in the present context are fourth-order accurate point values of the conserved quantities at the centre of the grid cell interface \((x_{i+1/2}, y_j, z_k)\) and \(f^x(U^+_{i+1/2,j,k} B^+_{i+1/2,j,k})\), \(f^x(U^-_{i+1/2,j,k} - B^-_{i+1/2,j,k})\) are the respective point-valued fluxes.

The quantity \(a^x_{i+1/2,j,k}\) is the local maximum speed of propagation of information in the \(x\)-direction, estimated as:

\[ a^x_{i+1/2,j,k} = \max \left( |v_{x,i+1/2,j,k}|, |v_{y,i+1/2,j,k}|, |v_{z,i+1/2,j,k}| \right) \]  

(31)

with \(c_f^x\) the magneto-sonic speed:

\[ c_f^x = \sqrt{\frac{1}{2} \left( c_s^2 + c_A^2 \right) + \left( c_s^2 + c_A^2 - 4c_s^2 \right)^2 \frac{\sqrt{B_z^2}}{\rho} } \]  

(32)

where \(c_s = (\gamma p/\rho)^{1/2}\) is the sound speed and \(c_A = (B_z^2/\rho)^{1/2}\) is the Alfvén speed. We note here that for the point-valued LLF at the face centre of the opposite interface \((x_{i-1/2}, y_j, z_k)\), \(F^x_{i-1/2,j,k}\) can be recovered by employing the operation \(i \rightarrow i - 1\) in Eq. (30).

3.5 Step 5: From Point-Valued Fluxes to Area-Averaged Fluxes

Once the point-valued fluxes are determined, one can use the “inverse” of relation (29) in order to compute fourth-order area-averaged fluxes from the point-valued fluxes (McCorquodale & Colella 2011; Buchmüller & Helzel 2014; Verma & Müller 2017). These fluxes are the ones appearing in equation (8). In the \(x\)-direction, this is : 

\[ F^x_{i+1/2,j,k} = \frac{1}{2} \left[ f^x(U^+_{i+1/2,j,k} - B^+_{i+1/2,j,k}) + f^x(U^-_{i+1/2,j,k}) \right] \right \]  

(33)

This relation is illustrated in figure 2.

3.6 Step 6: Repeat for the Other Directions

The previous five subsections describe how to compute the \(\mathbf{F}^x\) flux appearing in equation (8). The computation of the two remaining fluxes \(\mathbf{F}^y\) and \(\mathbf{F}^z\) is done in an analogous way. After all these terms and the ones involving the magnetic field are computed (see section 4), a Runge-Kutta procedure is performed for the time integration, which is detailed in section 6.

4 MAINTAINING THE SOLENOIDALITY OF THE MAGNETIC FIELD

The solenoidality of the magnetic field (\(\nabla \cdot \mathbf{B} = 0\)) is an important constraint for MHD simulations. The discretisation inherent to numerics leads to errors in \(\nabla \cdot \mathbf{B}\), so-called “numerical monopoles”, which typically grow in time, causing unphysical effects (Brackbill & Barnes 1980; Powell 1994).

In order to avoid the appearance of numerical monopoles, we chose a CT approach, which keeps \(\nabla \cdot \mathbf{B} = 0\) up to machine precision.

4.1 The Constrained-Transport Approach

The CT approach was first proposed in Evans & Hawley (1988) and is used in (Londrillo & Del Zanna 2000, 2004; Balsara 2004; Ziegler 2004; Gardiner & Stone 2005, 2006; Rossmann & Helzel et al. 2011; Li 2010), for example. Contrary to the hydrodynamic variables and the total energy density \((\rho, \rho v_x, \rho v_y, \rho v_z, e)\), defined as volume averages, the three magnetic field components are described as area averages on the face normal to the field component direction in the CT framework. This staggered definition of the magnetic field is illustrated in figure 3 and mathematically expressed below:

\[ (\mathbf{B}^x)^{F}_{i-1/2,j,k} = \frac{1}{\Delta y \Delta z} \int_{S_x} dy \ dz \ B_x(x_{i-1/2}, y, z), \]  

(34)

\[ (\mathbf{B}^y)^{F}_{i,j-1/2,k} = \frac{1}{\Delta x \Delta z} \int_{S_y} dx \ dz \ B_y(x, y_{j-1/2}, z), \]  

(35)

\[ (\mathbf{B}^z)^{F}_{i,j,k-1/2} = \frac{1}{\Delta x \Delta y} \int_{S_z} dx \ dy \ B_z(x, y, z_{k-1/2}). \]  

(36)
Figure 3. Staggered definition of the magnetic field components, and definition of the edge-averaged electric field component.

An application of Stokes’ theorem on equation (4) gives,

\[
\frac{d(\overline{B}_x)}{dt} = \frac{-(\overline{E}_z)_{i-1/2,j,k} - (\overline{E}_z)_{i+1/2,j,k}}{\Delta y} + \frac{(\overline{E}_y)_{i,j-1/2,k} - (\overline{E}_y)_{i,j+1/2,k}}{\Delta z}.
\]

(37)

\[
\frac{d(\overline{B}_y)}{dt} = \frac{(\overline{E}_z)_{i+1/2,j,k} - (\overline{E}_z)_{i-1/2,j,k}}{\Delta x} - \frac{(\overline{E}_x)_{i,j-1/2,k} - (\overline{E}_x)_{i,j+1/2,k}}{\Delta z}.
\]

(38)

\[
\frac{d(\overline{B}_z)}{dt} = \frac{(\overline{E}_y)_{i+1/2,j,k} - (\overline{E}_y)_{i-1/2,j,k}}{\Delta x} + \frac{(\overline{E}_x)_{i,j+1/2,k} - (\overline{E}_x)_{i,j-1/2,k}}{\Delta y}.
\]

(39)

where the edge-averaged electric field components play the role of fluxes:

\[
(\overline{E}_x)_{i,j-1/2,k} = \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \overline{E}_x(x,y,z) \, dx \, dy \, dz
\]

(40)

\[
(\overline{E}_y)_{i,j-1/2,k} = \frac{1}{\Delta y} \int_{y_{j-1/2}}^{y_{j+1/2}} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{z_{k-1/2}}^{z_{k+1/2}} \overline{E}_y(x,y,z) \, dx \, dz
\]

(41)

\[
(\overline{E}_z)_{i,j-1/2,k} = \frac{1}{\Delta z} \int_{z_{k-1/2}}^{z_{k+1/2}} \int_{x_{i-1/2}}^{x_{i+1/2}} \int_{y_{j-1/2}}^{y_{j+1/2}} \overline{E}_z(x,y,z) \, dy \, dz
\]

(42)

It is straightforward to show the conservation of \( \nabla \cdot \mathbf{B} \) in the second-order approximation, as in Ziegler (2004). This is because the \( \nabla \cdot \mathbf{B} \) term in the second-order approximation can be expressed as:

\[
(\nabla \cdot \mathbf{B})_{i,j,k} \approx \frac{(\mathbf{B}^F)_{i+1/2,j,k} - (\mathbf{B}^F)_{i-1/2,j,k}}{\Delta x} + \frac{(\mathbf{B}^F)_{i,j+1/2,k} - (\mathbf{B}^F)_{i,j-1/2,k}}{\Delta y} + \frac{(\mathbf{B}^F)_{i,j,k+1/2} - (\mathbf{B}^F)_{i,j,k-1/2}}{\Delta z}.
\]

(43)

If we take the time derivative of equation (43) and then employ equations (37)-(39), \( \frac{d}{dt} (\nabla \cdot \mathbf{B}) \) vanishes because the R.H.S. terms cancel pairwise. This means that if the divergence of \( \mathbf{B} \) is zero initially, it remains zero, up to machine precision at all times. We note here that the accuracy of the magnetic field components depends on the following:

(i) Accuracy of the time integrator employed to evolve the equations (37)-(39) in time (discussed in section 6).

(ii) Accuracy of the edge-averaged electric field components.

In order to maintain the higher-order accuracy of the scheme, it is hence necessary to compute the edge-averaged electric field components with higher-order accuracy. Besides, we note here that in the CT framework, each magnetic field component is evolved in time as an area-averaged quantity on the faces normal to it. However, in order to compute the fluxes (see Eqs. (9)-(14)), reconstruction of the magnetic field components on the other faces is needed as well. In order to do this, we first compute volume averages of the magnetic field components from the corresponding area averages which are known as primary data. We then treat these volume averages in the same way as the hydrodynamic variables to perform reconstructions on grid-cell interfaces. Thus, the procedure for computing higher-order edge-averaged electric field components can be described through the following steps:

(i) Construction of volume-averaged magnetic field components from the respective area averages.

(ii) Deduction of area-averaged magnetic field components on all faces.

(iii) Computation of area-averaged electric-fluxes at the grid cell interfaces.

(iv) Reconstruction of edge-averaged electric field components from area-averaged electric-fluxes.

These steps are described in the next subsections.

4.2 Step 1: Computing Volume Averages for the Magnetic Field Components

Although for the determination of the area-average of a variable from the respective volume-average, a fourth-order 1D-CWENO4 reconstruction is performed (see subsections 3.1-3.2), the area-averaged magnetic field components are continuous along their respective direction (see for e.g. Londrillo & Del Zanna (2000)). Hence, a simple polynomial interpolation is sufficient: one does not need to use a non-oscillatory reconstruction to compute the volume averages from respective area averages. Namely, and as an example, for the grid-cell indexed by \((i,j,k)\) and surrounded by the
four faces \((i \pm 3/2, j, k)\) and \((i \pm 1/2, j, k)\) where the \(\overline{B}_x\) component is known (see figure 4), there is a unique polynomial \(Q\) of degree at most three which verifies:

\[
Q(x - \frac{3\Delta x}{2}) = (\overline{B}_x^F)_{-3/2,j,k},
\]

\[
Q(x - \frac{\Delta x}{2}) = (\overline{B}_x^F)_{-1/2,j,k},
\]

\[
Q(x + \frac{\Delta x}{2}) = (\overline{B}_x^F)_{+1/2,j,k},
\]

\[
Q(x + \frac{3\Delta x}{2}) = (\overline{B}_x^F)_{+3/2,j,k}.
\]

Then, a fourth-order approximation of the volume-averaged magnetic field along the \(x\)-direction is deduced from:

\[
(\overline{B}_x)_{i,j,k} = \frac{1}{\Delta x} \int_{x_i-\Delta x/2}^{x_i+\Delta x/2} dx \, Q(x).
\]  

(44)

In practice, with all the algebra done, this gives:

\[
(\overline{B}_x)_{i,j,k} = \frac{1}{6} \left( (\overline{B}_x^F)_{-1/2,j,k} + 3(\overline{B}_x^F)_{+1/2,j,k} 
+ \frac{1}{4} \left( -2(\overline{B}_x^F)_{-3/2,j,k} + 9(\overline{B}_x^F)_{-1/2,j,k} 
+ 9(\overline{B}_x^F)_{+1/2,j,k} - (\overline{B}_x^F)_{+3/2,j,k} \right) \right).
\]  

(45)

The computation of the volume-averaged magnetic field components along the \(y\) and \(z\)-directions is carried out analogously.

### 4.3 Step 2: Deducing Area-Averaged Magnetic Field Components on All Faces

When the volume-averaged magnetic field components are known, the 1D-CWENO4 procedure described in subsections 3.1-3.2 is applied and leads ultimately to the knowledge of all the variables on each face in the reconstruction direction \([z]\). Note that this procedure is not applied for \(B_n\) for a reconstruction in the \(n\)-direction \((n \in \{x, y, z\})\) since \(\overline{B}_n\) is already known as primary data.

### 4.4 Step 3: Deducing The Area-Averaged Electric Flux

In order to understand the origin of electric-fluxes and their role in computing the edge-averaged electric field components we consider, for example, the \(x\)-component of the equation (4):

\[
\partial_t B_x = -\partial_y E_z - \partial_z (-E_y).
\]

(46)

Integrating the equation (46) over \(\Omega_{i,j,k}\) and applying Gauss’ theorem we get:

\[
d(\overline{B}_x)_{i,j,k} = \frac{1}{\Delta y} \int_{y_{i+1/2}}^{y_{i-1/2}} dy \left[ -E_y(x, y, z) \right],
\]

\[
(\Phi_x)_{i,j+1/2,k} - (\Phi_x)_{i,j-1/2,k},
\]

\[
(\Phi_x)_{i,j+k+1/2} - (\Phi_x)_{i,j,k-1/2},
\]

(47)

where \((\overline{B}_x)_{i,j,k}\) is the \(x\)-component of the volume-averaged magnetic field (and not the area-averaged \(\overline{B}_x^F\)) and \((\Phi_x)_{i,j,k+1/2}\) and \((\Phi_x)_{i,j,k-1/2}\) are the \(y\) and \(z\)-components of the area-averaged electric-fluxes along the \(x\) and \(y\)-directions, respectively. Analogously, one may write down the semi-discrete equations for \(\overline{B}_y\) and \(\overline{B}_z\). Note here that the Eq.(47) resembles Eq.(8) and the only difference is that the time evolution of \(\overline{B}_x\) is independent of the (electric) fluxes along the \(x\)-direction. The electric-fluxes are described by the following expressions:

\[
(\Phi_x)_{i,j+1/2,k} = \frac{1}{\Delta y \Delta z} \int_{S_y} dx \, dz \left[ -E_y(x, y, z) \right],
\]

\[
(\Phi_x)_{i,j,k+1/2} = \frac{1}{\Delta y \Delta z} \int_{S_y} dx \, dz \left[ -E_y(x, y, z) \right],
\]

\[
(\Phi_x)_{i+1/2,j,k} = \frac{1}{\Delta y \Delta z} \int_{S_z} dx \, dz \left[ -E_y(x, y, z) \right],
\]

\[
(\Phi_x)_{i,j+1/2,k} = \frac{1}{\Delta y \Delta z} \int_{S_z} dx \, dz \left[ -E_y(x, y, z) \right].
\]

(48)

(49)

(50)

(51)

(52)

(53)

Note here that although we compute all the above-mentioned electric-fluxes \(\overline{E}_m\) \((m, n \text{ stand for } x, y, z)\), they are employed only to compute edge-averaged electric field components in order to evolve the area averages \(\overline{B}_m\), \(n \in \{x, y, z\}\) in the CT framework. We do not use these fluxes to solve Eq.(47) because, as stated above, this method does not conserve the magnetic field solenoidality. In the ideal MHD framework, the electric field is \(E = -\nabla \times B\), and the point-valued electric field components in the middle of the faces, \(E^e_{i,n}\), \(n \in \{x, y, z\}\) are deduced from the known point values of \(\mathbf{v}\) and \(\mathbf{B}\). In order to compute the area-averaged electric fluxes, when all the variables are known as point values in the middle of each face (see section 3.3), point-valued electric-fluxes are first computed using the LLF flux as in section 3.4. These are given by:

\[
(\Phi_x)_{i+1/2,j,k} = \frac{1}{2} \left( (E_z^e)_{i+1/2,j,k} - (E_z^e)_{i,j,k} \right) - \frac{\Delta t^e}{2} \left( (B_y)_{i+1/2,j,k} - (B_y)_{i,j,k} \right),
\]

(54)
\[ (\Phi_z^x)_{i+1/2,j,k} = \frac{1}{2} \left( (E_x)^{-}_{i+1,j,k} + (E_x)^{+}_{i+1,j,k} \right) - \frac{a_{i+1/2,j,k}}{2} \left( (B_z)^{-}_{i+1,j,k} - (B_z)^{+}_{i+1,j,k} \right), \]  
(55)

\[ (\Phi_z^y)_{i,j+1/2,k} = \frac{1}{2} \left( (E_y)^{-}_{i,j+1,k} + (E_y)^{+}_{i,j+1,k} \right) - \frac{a_{i,j+1/2,k}}{2} \left( (B_z)^{-}_{i,j+1,k} - (B_z)^{+}_{i,j+1,k} \right), \]  
(56)

\[ (\Phi_z^z)_{i,j+1/2,k} = \frac{1}{2} \left( -(E_z)^{-}_{i,j,k+1} - (E_z)^{+}_{i,j,k+1} \right) - \frac{a_{i,j+1/2,k}}{2} \left( (B_z)^{-}_{i,j,k+1} - (B_z)^{+}_{i,j,k+1} \right), \]  
(57)

\[ (\Phi_z^z)_{i,j,k+1/2} = \frac{1}{2} \left( (E_z)^{-}_{i,j,k+1} + (E_z)^{+}_{i,j,k+1} \right) - \frac{a_{i,j,k+1/2}}{2} \left( (B_z)^{-}_{i,j,k+1} - (B_z)^{+}_{i,j,k+1} \right), \]  
(58)

\[ (\Phi_z^z)_{i,j,k+1/2} = \frac{1}{2} \left( (E_z)^{-}_{i,j,k+1} + (E_z)^{+}_{i,j,k+1} \right) - \frac{a_{i,j,k+1/2}}{2} \left( (B_z)^{-}_{i,j,k+1} - (B_z)^{+}_{i,j,k+1} \right), \]  
(59)

From these point-valued fluxes \( \Phi_{mn}^a \), area-averaged electric fluxes \( \Phi_{mn}^a \) are computed using relation (33).

### 4.5 Step 4: From Area-Averaged Electric Fluxes to Edge-Averaged Electric Field Components

Each edge is surrounded by four faces, on which the area-averaged electric fluxes \( \Phi_{mn}^a \) are known. Using the same 1D-CWENO4 procedure described in subsections 3.1-3.2 for each of these four faces leads to four estimates of the edge-averaged electric field components. For the edge-averaged electric field components to plug in the relations (37)-(39), we consider their mean and take into account the propagation of discontinuities. For example, the \( z \)-component of the edge-averaged electric field, \( \mathbf{E}_z \), is given by (see figure 5):

\[ (\mathbf{E}_z)_{i-1/2,j-1/2,k} = \frac{1}{4} \left[ \left( \Phi_{x+}^z \right)_{i-1/2,j-1/2,k} + \left( \Phi_{x-}^z \right)_{i+1/2,j-1/2,k} \right] \]

\[ + \left( \Phi_{y+}^z \right)_{i-1/2,j+1/2,k} + \left( \Phi_{y-}^z \right)_{i+1/2,j+1/2,k} \]

\[ + \frac{\alpha_x}{4} \left( (B_z)^{+}_{i-1/2,j-1/2,k} - (B_z)^{-}_{i-1/2,j-1/2,k} \right) \]

\[ - \frac{\alpha_y}{4} \left( (B_z)^{+}_{i+1/2,j-1/2,k} - (B_z)^{-}_{i+1/2,j-1/2,k} \right), \]

(60)

where \( \left( \Phi_{x+}^z \right) \) and \( \left( \Phi_{x-}^z \right) \) are the edge-averaged electric-fluxes reconstructed from the area averages, \( \left( \Phi_{y+}^z \right) \) and \( \left( \Phi_{y-}^z \right) \) along the \( y \) and \( x \)-directions, respectively and the quantities \( \left( B_z \right)^{\pm} \) are the edge-averaged magnetic field components reconstructed along the \( n \)-direction from area averages \( B_n^\pm \).

![Diagram](image)

Figure 5. Illustration of the computation of \( \mathbf{E}_z \): initially, electric fluxes, magnetic field averages and maximum propagation speeds are known for each faces (top). Then, eight 1D-CWENO4 reconstructions take place, four for the area-averaged electric fluxes giving four relevant edge-averaged values and four for the magnetic field components (bottom). From them, the edge-averaged electric field component is computed by averaging and taking into account the propagation of discontinuities (filled gray circle).

where \( n \in \{x, y\} \). This formula can be derived by considering the mean of the two underlying one dimensional LLF fluxes along the \( x \)- and \( y \)-directions. We note here that the above expression is different from the one suggested by Londrillo & Del Zanna (2004), which uses the fields at the diagonal corners. We adapted this formula for reasons of efficiency since computing explicitly the corner terms would require more reconstruction operations. The quantities \( \alpha_n \) are estimates of the maximum propagation speed in the \( n \)-direction, estimated as:

\[ \alpha_x = \max(\alpha_{x-1/2,j-1/2,k}^x, \alpha_{x+1/2,j-1/2,k}^x) \]

(61)

\[ \alpha_y = \max(\alpha_{y-1/2,j-1/2,k}^y, \alpha_{y+1/2,j-1/2,k}^y) \]

(62)
In theory, one should consider the maximum speed among the four reconstructed states. This rough estimation is done for the sake of efficiency since these values are already known from the step described in section 3.4, as mentioned in Londrillo & Del Zanna (2004). Other components of the edge-averaged electric field \((E_x, E_y)\) can be obtained analogously. These edge-averaged electric field components are the ones used in order to update the magnetic field components through relations (37)-(39).

5 NEGATIVE PRESSURE OR DENSITY ISSUES

Higher-order finite volume schemes, in the vicinity of strong shocks, may lead to unphysical quantities like negative density or negative pressure during the reconstruction procedure. This issue is a difficulty in varying degrees of severity for many widely applied numerical solvers, but it is particularly pronounced when employing higher-order precision algorithms. The combination of increased stiffness of higher-order reconstruction polynomials and reduced numerical dissipation appears to be the culprit. Although numerical diffusion entails amplitude errors in the solution that, for example, reduce small-scale accuracy of the numerical solution, it also tends to smooth out unphysical reconstruction variations. Lower-order numerical schemes thus typically deliver lower accuracy but overall more robust solvers when compared to high-order numerics, in particular for strongly supersonic flows.

Negative density or pressure appears as the higher-order reconstruction polynomial fails to maintain non-oscillatory behaviour around strong shocks. This happens, for example, when more than one strong discontinuity is present in a wide stencil. Such a configuration poses difficulties for the reconstruction polynomial to choose an oscillation-free reconstruction. In order to minimise oscillations to increase the robustness of the scheme, we make use of ‘global smoothness indicators’ (GSI) which are the weighted averages of four smoothness indicators computed from the density and the three magnetic field components. A detailed description of the GSI is provided in Sec. 5.1. If the scheme still fails to maintain the positivity of the density or the pressure, fallback procedures are employed to reduce the stiffness of the reconstruction polynomial locally during this timestep (cf. sections 5.2-5.3).

In the extreme case, the fallback procedures can lower the accuracy of the scheme locally down to first-order (Mignone et al. 2007; Tchekhovskoy et al. 2007; Beckwith & Stone 2011; Núñez-De La Rosa & Munz 2016a). Note here that the higher-order accuracy of the scheme remains unaffected in smooth regions under fallback operations because they are employed only around strong discontinuities.

5.1 Global Smoothness Indicators: Robustness Enhancement and Oscillation Reduction

As mentioned above and noted, for example in Balbás & Tadmor (2006), the use of individual smoothness indicators for each variable during the reconstruction leads to significant oscillations in shock regions. We have also observed this in our simulations. Hence, in order to reduce the amount of oscillations, global smoothness indicators (GSI) and global weights, common for all the reconstructed variables, are employed. These GSI can be obtained in various ways, see, e.g. (Levy et al. 1999a; Balbás & Tadmor 2006). The choice of these GSI, employed in the present work, is inspired by Balbás & Tadmor (2006). The procedure for the same is described below:

(i) Compute the smoothness indicators for the variables \(\rho, B_x, B_y, B_z\).

(ii) Normalise each smoothness indicator with the corresponding norm of the physical quantity, e.g. the smoothness indicator \(IS(\rho)\) based on density \(\rho\), needs to be normalised with \(||\Delta\rho|| = \left(\Delta x \Delta y \Delta z \sum_{i,j,k} |\rho_{i,j,k}|^2\right)^{1/2}\).

(iii) Consider the average of all the four normalised smoothness indicators which returns the GSI.

(iv) Use these GSI in relations 17-18 to deduce the global weights.

For the weights which are used to reconstruct the edge averages from the corresponding area averages in the CT framework (see section 4.5), the mean of the GSI surrounding the considered face is taken. For example, given a cell \((i, j, k)\) and the GSI for a reconstruction along the \(x\)-direction \((GSI_{i,j,k}^x)\), the GSI for a reconstruction from face to edge along the \(x\)-direction of the faces located at \((i, j + 1/2, k)\) and \((i, j, k + 1/2)\) are:

\[
GSI_{i,j+1/2,k} = \frac{1}{2} (GSI_{i,j,k}^x + GSI_{i,j+1,k}^x), \quad (63)
\]

\[
GSI_{i,j,k+1/2} = \frac{1}{2} (GSI_{i,j,k}^x + GSI_{i,j,k+1}^x). \quad (64)
\]

The weights are then deduced through relations 17-18. We emphasise here that in addition to reducing the variation of the reconstruction polynomial, the use of global weights reduces the computational cost remarkably. For the numerical method presented in this paper, one indeed performs seven 1D-CWENO4 reconstructions from volume averages to area averages and four 1D-CWENO4 reconstructions from area averages to edge averages for each spatial dimension, that is, eleven sets of smoothness indicators have to be computed for each spatial dimension if individual weights are computed. With the global weights described in this section, only four sets of smoothness indicators have to be computed for each spatial dimension, and the weights for the area averages to edge averages are deduced through a low cost averaging of already computed GSI. The influence of this choice of global weights on the oscillation reduction is illustrated in the Brio-Wu shock-tube test (see section 7.2.1).

5.2 A-posteriori Fallback Approach

In the present method, negative density or negative pressure may appear during the following steps:

(i) Reconstruction procedure.

(ii) Area average to point value transformation.

Therefore, in the a-posteriori fallback approach, positivity checks are performed after the reconstruction procedure and after the area average to point value transformations. A close look at the flow-chart of the present algorithm in figure 6 (in section 6) may be helpful to understand at which points...
these checks occur. They are detailed in the next subsections.

5.2.1 First Positivity Check: after Reconstruction

After we reconstruct area averages at the interfaces of a grid-cell, a second-order approximation of the pressure on each face is computed by considering the area-averaged values of the reconstructed quantities as point values. In case the pressure or the density on either of the two faces is negative, the area averages are recomputed using a lower-order reconstruction procedure. Therefore, wherever the 1D-CWENO4 reconstruction fails to give a physical value, we make use of a second-order method, namely the Total-Variation-Diminishing (TVD) slope limiter (Van Leer 1979). The TVD slope limiter has also been used in a well known MHD code, NIRVANA (Ziegler 2004). In order to explain the method, we consider the reconstruction along the x-direction, for example, where the area-averaged values at the grid cell interfaces are given by:

\[
\overline{U}_{i,j,k} = \overline{U}_{i,j,k} \pm \Delta_x \overline{U}_{i,j,k},
\]

with

\[
\Delta_x \overline{U}_{i,j,k} = \max \left[ \left( \overline{U}_{i+1,j,k} - \overline{U}_{i,j,k} \right) \cdot \left( \overline{U}_{i,j,k} - \overline{U}_{i-1,j,k} \right), 0 \right] \overline{U}_{i+1,j,k} - \overline{U}_{i-1,j,k},
\]

and analogously in the y- and z- directions. In case the resulting density or the second-order approximation for the pressure are still negative, no reconstruction is performed and we simply take the first-order Godunov scheme approximation \( \overline{U}_{i,j,k} = \overline{U}_{i,j,k} \). In practice, for the standard tests presented in this paper, only the Blast wave (section 7.2.3) and the cloud-shock interaction problem (section 7.2.5) make use of this a-posteriori lower-order reconstruction. The small amount of cells reconstructed at lower-order, allowing a physical solution at all times, is given in these sections.

5.2.2 Second Positivity Check: after the Area Average to Point Value Transformation

As noted in section 3.3, the area average to point value transformation is strictly speaking only valid in smooth regions. It can happen that as a result of this transformation, negative point values for the pressure or the density are obtained in the vicinity of strong discontinuities. In this case, we consider for this specific face the area averages of all the variables as point values, which corresponds to a physical solution that is a second-order approximation of the point values.

5.3 A-priori Fallback Approach

In addition to the mechanisms mentioned above, we noticed that for particularly complex problems such as the cloud-shock interaction (see section 7.2.5), additional dissipation mechanisms are needed in order to ensure that no unphysical solution appears as the system is evolved in time. In order to achieve this, the reconstructions are computed at lower-order in the vicinity of strong shocks. This approach involves two aspects:

(i) The computation of a “reconstruction order map” before the main loop for the computation of the right-hand side (see figure 6).

(ii) The application of this map for the different steps in the computation of the right-hand side of the MHD equations.

Note that this mechanism is different from the lower-order reconstruction procedure described above since it is applied even if the higher-order method would give a physical state at a certain instant \( t \). The implementation of these two aspects is explained in the next subsections.

Figure 6. Summary of the right-hand side computation. The relevant sections are mentioned in brackets.
5.3.1 Computation of the “Reconstruction Order Map”

Additional dissipation should occur only in the vicinity of strong shocks. Several shock indicators exist in the literature. In the present work, we use one inspired by Colella & Woodward (1984) and based on the pressure gradient, namely: for the cell \((i, j, k)\) and a reconstruction along the \(x\)-direction, the shock indicator \(s_{i,j,k}^x\) is given by:

\[
s_{i,j,k}^x = \frac{|p_{i+1,j,k} - p_{i-1,j,k}|}{p_{i,j,k}}.
\]  

(67)

with \(p_{i,j,k}\) an estimate of the pressure in cell \((i, j, k)\), done by considering the volume averages as if they were point values and plugging them in relation 6. The relation is analogous for the shock indicators along the \(y\) and \(z\)-directions. For most of the cells, the reconstruction order map has a certain threshold, the reconstruction order map along the \(n\)-direction \((n \in \{x, y, z\})\) at cell \((i, j, k)\), \(ROM_{i,j,k}^n\) is set to 0 (which corresponds to lower-order reconstruction), otherwise to 1 (high-order reconstruction).

The choice of the threshold \(\eta\) depends on the type of the shock indicator and the problem to be solved. For the shock indicator mentioned here, a reasonable “first guess” for \(\eta\) is 4. Indeed, if one would reconstruct naively, without taking into account the limited influence of any limiter, the pressure at the cell interfaces by using the second-order approximation \(\bar{p}_{i,j,k} = p_{i,j,k} + \frac{p_{i+1,j,k} - p_{i-1,j,k}}{2\Delta x}\), then a value \(s_{i,j,k}^x = 4\) would already give a pressure equal to zero on one side of the cell. Therefore, we employ a second-order reconstruction method with some limiter, such as TVD, when this threshold is reached. The choice of \(\eta\) can also have some impact on the result’s symmetry due to the higher order numerics, as described in section 7.2.5.

5.3.2 Local Reduction of the Reconstruction Order

For most of the cells, the reconstruction order map has a value of 1, corresponding to the 1D-CWENO4 reconstruction method. For the cells \((i, j, k)\) where \(ROM_{i,j,k}^n = 0\), changes occur in the volume-to-area reconstructions (sections 3.3 and 3.5) and the computation of the edge-averaged electric field components (section 4.5):

- For the volume-to-area reconstructions, the second-order TVD is used for a reconstruction of cell \((i, j, k)\) along the \(n\)-direction.
- For area averages→point values transformations (sections 3.3 and 3.5) and the computation of the electric field components (section 4.5):

\[
\begin{align*}
\bar{V}_{E_i}^{+} & = \min(ROM_{i+1/2,j,k}^{+} \cdot ROM_{i+1/2,j,k}^{-} 
\bar{V}_{E_i}^{-} & = \min(ROM_{i-1/2,j,k}^{+} \cdot ROM_{i-1/2,j,k}^{-})
\end{align*}
\]  

(68)

(69)

Then the evaluation of the point values \(U_{i,j,k}^\pm\) from area averages as in relation 29 is done by:

\[
U_{i,j,k}^\pm \approx \frac{ROM_{i+1/2,j,k}^{\pm}}{24}(U_{i,j-1,k}^\pm - 2U_{i,j,k}^\pm + U_{i,j+1,k}^\pm)
\]

(70)

and similarly for the area average to point value transformation (Eq. 33). For transformations along the \(y\) and \(z\)-directions, this is done in an analogous way. This change comes from the fact that the terms involving the second derivatives are only relevant for approximations of order greater than 2 (see Eq. 28).

- For the computation of the edge-averaged electric field components, two changes occur. First, for the area-to-edge reconstructions, the same procedure as for the volume-to-area reconstructions is used, but using instead of \(ROM_{i,j,k}^n\), the minimum of the two \(ROM_{i,j,k}^n\) surrounding the considered face (see relations 68 and 69). Second, for the term quantifying the propagation of discontinuities, since second-order schemes do not actually need it, as in Ziegler (2004), the relation 60 is changed to:

\[
\begin{align*}
\bar{V}_{E_i}^{\pm} & = \frac{1}{4} \left[ - (\Phi_F^{-})_{i-1/2,j,k} - (\Phi_F^{+})_{i-1/2,j,k} 
& + (\Phi_F^{+})_{i+1/2,j,k} + (\Phi_F^{-})_{i-1/2,j,k} 
& + \frac{\omega}{4} \cdot \left( (\Phi_F^B)^{-}_{i-1/2,j,k} - (\Phi_F^B)_{i-1/2,j,k} 
& - \frac{\omega}{4} \cdot \left( (\Phi_F^B)^{+}_{i-1/2,j,k} - (\Phi_F^B)_{i-1/2,j,k} \right) \right)
\end{align*}
\]  

(71)

with \(\omega = \min(ROM_{i+1/2,j,k}^{+} \cdot ROM_{i-1/2,j,k}^{-})\) and \(\omega = \min(ROM_{i+1/2,j,k}^{+} \cdot ROM_{i-1/2,j,k}^{-})\).

As mentioned above, only few cells, faces and edges are affected by these modifications. Section 7.2.5 gives an estimate of their amount.

6 TIME INTEGRATION AND FLOW-CHART

After we compute all the area-averaged fluxes \((\bar{F}^x, \bar{F}^y, \bar{F}^z)\) and edge-averaged electric field components \((\bar{V}_{E_x}, \bar{V}_{E_y}, \bar{V}_{E_z})\), the semi-discrete equations (8) and (37)-(39) are evolved in time using a fourth-order accurate method in order to be consistent with the spatial accuracy.

In order to avoid the introduction of additional oscillations as a part of the time integration process, a Strong Stability-Preserving Runge-Kutta (SSPRK) method is used (Shu 2009). The SSPRK method used in this paper is a ten-stage fourth-order method, described in Ketcheson (2008).

A pseudocode for a low-storage implementation is available in that paper (pseudocode 3); however, we describe the method here for the sake of completeness. Expressing the R.H.S. of equations (8) and (37)-(39) as \(C[\bar{W}_{i,j,k}]\) where \(\bar{W}_{i,j,k} = (\bar{U}_{i,j,k}, \bar{V}_{E_i}^{x,y,z})\) and dropping the subscripts \((i, j, k)\), these equations can be rewritten as:

\[
\frac{d[\bar{W}(t)]}{dt} = C[\bar{W}(t)]
\]  

(72)
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The intermediate steps to solve Eq.(72) are as follows,
\[
\begin{align*}
\mathbf{W}_1 &= \mathbf{W}(t) + \frac{\Delta t}{6} C[\mathbf{W}(t)], \\
\mathbf{W}_2 &= \mathbf{W}_1 + \frac{\Delta t}{6} C[\mathbf{W}_1], \\
\mathbf{W}_3 &= \mathbf{W}_2 + \frac{\Delta t}{6} C[\mathbf{W}_2], \\
\mathbf{W}_4 &= \mathbf{W}_3 + \frac{\Delta t}{6} C[\mathbf{W}_3], \\
\mathbf{W}_5 &= \mathbf{W}_4 + \frac{\Delta t}{6} C[\mathbf{W}_4], \\
\mathbf{K}_2 &= \frac{1}{25} \mathbf{W}(t) + \frac{9}{25} \mathbf{W}_5, \\
\mathbf{W}_7 &= 15 \mathbf{K}_2 - 5 \mathbf{W}_5, \\
\mathbf{W}_6 &= \mathbf{W}_5 + \frac{\Delta t}{6} C[\mathbf{W}_5], \\
\mathbf{W}_8 &= \mathbf{W}_6 + \frac{\Delta t}{6} C[\mathbf{W}_6], \\
\mathbf{W}_9 &= \mathbf{W}_7 + \frac{\Delta t}{6} C[\mathbf{W}_7], \\
\mathbf{W}(t + \Delta t) &= \mathbf{K}_2 + \frac{3}{2} \mathbf{W}_9 + \frac{\Delta t}{10} C[\mathbf{W}_9].
\end{align*}
\]

The time step duration \(\Delta t\) is limited by the maximum propagation speed of any travelling wave through the Courant-Friedrichs-Lewy (CFL) stability criterion:
\[
\Delta t = C_{CFL} \min_{i,j,k} (\Delta x / a_i^*, \Delta y / a_j^*, \Delta z / a_k^*),
\]
where \(C_{CFL}\) is the CFL number, see for example Núñez-De La Rosa & Munz (2016a). In the present work, unless stated explicitly, we have chosen a CFL number of 1.95 for 1D and 2D simulations and 1.55 for 3D simulations. The numerical method is summarised in the flow-chart shown in figure 6.

### 7.1 Accuracy

In order to estimate the accuracy of the proposed numerical scheme, the error is computed using the \(L_1\) discrete norm as follows (Mignone et al. 2010):
\[
\delta \mathbf{U} = \frac{\sum_{i,j,k} |\mathbf{U}_{i,j,k} - \mathbf{U}_{i,j,k}^{ref}|}{N_x N_y N_z},
\]
where \(\delta \mathbf{U}\) is the error vector for all the eight MHD variables, \(\mathbf{U}\) is the solution at time \(t\) and \(\mathbf{U}^{ref}\) is a reference solution. \(N_x, N_y\) and \(N_z\) are the number of grid points along the x, y and z-directions, respectively. For 2D tests we keep \(N_z = 1\). The mean error is then computed as follows:
\[
\delta \mathbf{U}_{mean} = \frac{\sum_{i=1}^{8} \delta \mathbf{U}(i)}{8},
\]
with \(i\) the index of one of the eight variables \((\rho, \rho v_x, \rho v_y, \rho v_z, e, B_x, B_y, B_z)\). After computing the errors \(\delta \mathbf{U}_{mean}\) for several resolutions \(r_1, r_2, ..., r_N\), we obtain the experimental order of convergence (EOC) using the formula,
\[
EOC_i(U) = \frac{\left| \log(\delta \mathbf{U}_{mean}(r = r_i)) - \log(\delta \mathbf{U}_{mean}(r = r_{i-1})) \right|}{\log(r_i) - \log(r_{i-1})},
\]
for \(i \in \{2, ..., N\}\). Since we use fourth-order accurate fluxes and a fourth-order time integration, the expected convergence order is 4.

#### 7.1.1 2D Circularly Polarised Alfvén Wave Test

These waves are exact smooth solutions of the MHD equations and therefore they are being used widely to verify the...
Table 2. Convergence of errors and EOC for the 2D MHD vortex problem, computed from the average of the $L_1$ discrete norms in all the eight variables. Here spatial averages for all the quantities are compared after one complete period at $t = 20$.

| resolution | 32$^2$ | 64$^2$ | 128$^2$ | 256$^2$ | 512$^2$ | 1024$^2$ |
|------------|-------|-------|-------|-------|-------|-------|
| $L_1$ $\delta U_{\text{mean}}$ EOC | 9.917 $10^{-3}$ | 2.349 $10^{-3}$ | 1.683 $10^{-4}$ | 6.662 $10^{-5}$ | 2.640 $10^{-6}$ | 1.315 $10^{-6}$ |

Table 3. Convergence of errors and EOC for the 3D MHD vortex problem, computed from the average of the $L_1$ discrete norms in all the eight variables. Here spatial averages for all the quantities are compared after one complete period at $t = 10$.

| resolution | 32$^3$ | 64$^3$ | 128$^3$ | 256$^3$ | 512$^3$ |
|------------|-------|-------|-------|-------|-------|
| $L_1$ $\delta U_{\text{mean}}$ EOC | 4.211 $10^{-3}$ | 4.271 $10^{-3}$ | 1.912 $10^{-4}$ | 7.719 $10^{-5}$ | 4.119 $10^{-5}$ |

Table 4. Convergence of errors and EOC for the OT vortex problem, computed from the average of the $L_1$ discrete norms in all the eight variables. Here point values for all the quantities are compared at $t = 0.1$ with the reference solution computed at resolution 3232$^2$.

| resolution | 32$^2$ | 96$^2$ | 288$^2$ | 544$^2$ | 800$^2$ | 1056$^2$ |
|------------|-------|-------|-------|-------|-------|-------|
| $L_1$ $\delta U_{\text{mean}}$ EOC | 1.569 $10^{-2}$ | 4.000 $10^{-4}$ | 5.087 $10^{-5}$ | 3.862 $10^{-6}$ | 2.552 $10^{-7}$ | 1.537 $10^{-8}$ |

accuracy of a numerical scheme (Balsara & Spicer 1999b; Tóth 2000; Stone et al. 2008; Li 2010; Mignone et al. 2010; Núñez-De La Rosa & Munz 2016a). In this test the computational domain is $[0,1] \times [0,1]$ and the ratio of specific heats is $\gamma = 5/3$ and the initial conditions given by Ziegler (2004):

$$\begin{align*}
\rho &= \frac{1}{A^2} \sin(2\pi(x+y)) \\
v_x &= \frac{A}{\sqrt{2}} \sin(2\pi(x+y)) \\
v_y &= \frac{A}{\sqrt{2}} \cos(2\pi(x+y)) \\
v_z &= 0.1 \\
B_x &= \frac{B_0}{\sqrt{2}} + \frac{A}{\sqrt{2}} \sin(2\pi(x+y)) \\
B_y &= \frac{B_0}{\sqrt{2}} + \frac{A}{\sqrt{2}} \sin(2\pi(x+y)) \\
B_z &= \frac{A}{\sqrt{2}} \cos(2\pi(x+y))
\end{align*}$$

where we take the wave amplitude $A = 0.9$ and the mean-magnetic field along the $x = y$ diagonal $B_0 = \sqrt{2}$. The boundary conditions are periodic. Under these circumstances, the wave propagates along the diagonal $x = y$ at the Alfvén speed associated with the mean-magnetic field: $c_A = \frac{B_0}{\rho^{1/2}} = \sqrt{2}$.

For the convergence testing, the solution after one complete period i.e. at time $t = 0.5$ is compared to the initial fields, taken as the reference. The test was launched on 32$^2$, 64$^2$, 128$^2$, 256$^2$, 512$^2$ and 1024$^2$ grids. The results are shown in table 1 which shows the fourth-order convergence.

7.1.2. 2D MHD Vortex Problem

The initial conditions of this problem, proposed in Balsara (2004), lead to a magnetised vortex structure propagating along the main diagonal of the computational domain. This structure is a time stationary solution of the nonlinear MHD equations and can be initialised by the following initial conditions (Balsara 2004; Núñez-De La Rosa & Munz 2016a):

$$\begin{align*}
\left( \begin{array}{c}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{array} \right) &= \left( \begin{array}{c}
1 - yx \exp \left[ q(1-r^2) \right] \\
1 + xx \exp \left[ q(1-r^2) \right] \\
2 \\
1 + \frac{\mu}{\sqrt{q}} \left[ \mu^2(1 - 2q(r^2 - z^2)) - x^2p \right] \exp \left[ 2q(1-r^2) \right] \\
-\mu \exp \left[ q(1-r^2) \right] \\
x\mu \exp \left[ q(1-r^2) \right] \\
0
\end{array} \right)
\end{align*}$$

with the radius $r = \sqrt{x^2 + y^2}$ and $\mu$ and $\kappa$ two parameters we both set to 5 as in Li (2010). The boundary conditions are periodic. As mentioned in Li (2010), the effects of having a finite domain should be small enough if one wants to observe the proper order of convergence. We hence choose a large domain, $[-10,10] \times [-10,10]$. The ratio of specific heats is chosen to be $\gamma = 5/3$. The vortex propagates at unitary speeds along the $x$- and $y$-directions, which means that the period of motion is $T = 20$. Table 2 shows the convergence of errors when comparing the solution at $t = T$ with the initial fields and confirms a fourth-order convergence.

7.1.3. 3D MHD Vortex Problem

The initial conditions for the 3D MHD vortex were first suggested in Mignone et al. (2010) and are as follows:

$$\begin{align*}
\left( \begin{array}{c}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{array} \right) &= \left( \begin{array}{c}
1 - yx \exp \left[ q(1-r^2) \right] \\
1 + xx \exp \left[ q(1-r^2) \right] \\
2 \\
1 + \frac{\mu}{\sqrt{q}} \left[ \mu^2(1 - 2q(r^2 - z^2)) - x^2p \right] \exp \left[ 2q(1-r^2) \right] \\
-\mu \exp \left[ q(1-r^2) \right] \\
x\mu \exp \left[ q(1-r^2) \right] \\
0
\end{array} \right)
\end{align*}$$
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with $r$ being the radius of a sphere, i.e., $r = \sqrt{x^2 + y^2 + z^2}$.

The parameters are set to $\kappa = \mu = 1/(2\pi)$ and $q = 1$. The computational domain is here $[-5,5] \times [-5,5] \times [-5,5]$, $\gamma = 5/3$ and $C_{CFL} = 1.55$. Table 3 shows the convergence of errors by comparing the solution after one period, at $t = 10$, with the initial fields. A fourth-order convergence is also observed here.

### 7.1.4 Orszag-Tang Vortex Problem

The Orszag-Tang (OT) vortex problem, first described in Orszag & Tang (1979) in the framework of incompressible MHD equations, has become a standard test to check the...
Figure 9. Orszag-Tang vortex problem: color-coded contour plots of the density (left), the total pressure (right) at time $t = 0.5$ for a resolution $600^2$ are shown.

Figure 10. Blast wave problem: color-coded contour plots of density profiles at times $t = 0.1$ (left) and $t = 0.5$ (right) at resolution $600^2$.

The robustness of a numerical scheme employed to solve compressible MHD equations. This is because, in this test, the smooth initial conditions lead to the formation of multiple shock structures which end up developing turbulent dynamics. This problem has been described and solved in several papers, including (Tóth 2000; Ziegler 2004; Del Zanna et al. 2007; Stone et al. 2008; Li 2010; Mignone et al. 2010; Núñez-De La Rosa & Munz 2016a). The initial conditions for this test are given by:

$$
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{pmatrix} =
\begin{pmatrix}
\gamma^2 \\
-\sin(2\pi y) \\
sin(2\pi x) \\
0 \\
\gamma \\
-\sin(2\pi y) \\
sin(4\pi x) \\
0
\end{pmatrix}.
$$

(80)
Figure 11. Blast wave problem: color-coded contour plots of the total pressure profiles at times $t = 0.1$ (left) and $t = 0.5$ (right) at resolution $600^2$.

Figure 12. The magnetic rotor problem: color-coded contour plots of the density (left), the total pressure (right) at time $t = 0.15$ at resolution $600^2$ are shown.

Periodic boundary conditions are used for the computational domain $[0,1] \times [0,1]$ and the ratio of specific heats is $\gamma = 5/3$. As mentioned above, MHD shocks develop quite soon in this test (shown in the next subsection), hence, in order to employ this test for the study of convergence, we choose an instant of time $t = 0.1$ where the solution is still smooth. The simulations are launched at resolutions $32^2, 96^2, 288^2, 544^2, 800^2, 1056^2$ and $3232^2$. The CFL number in this test is chosen to be 1.85. For each resolution, $32^2$ point values are extracted, corresponding to the values of the fields at the cell centres for the lowest resolution, that is $(x = \frac{0.5vi}{N_x}, y = \frac{0.5vj}{N_y})_{i,j \in \{1,32\}}$. These point values are computed by using relation (29), in order to obtain fourth-order point values at the cell centres from the cell averages. The $32^2$ points from the solution launched with resolution $3232^2$ serve as a reference, which are compared to the $32^2$ extracted points from the lower resolutions using relation (74), but with point values instead of cell averages. Therefore, for this test $N_x = N_y = 32$ and $N_z = 1$ remain fixed in Eq. (74) when computing the error at different resolutions. The res-
ults are shown in table 4 which demonstrates fourth-order convergence here as well.

### 7.2 Shock-Capturing Nature and Robustness

In order to show the shock capturing nature and robustness of our numerical method, we present five numerical tests: the 1D Brio-Wu shock-tube test, the Orszag-Tang vortex, an MHD Blast Wave, the magnetic rotor problem and the cloud-shock interaction problem. These tests are very demanding and show the ability of the proposed scheme at handling strong and various kinds of MHD shocks.

#### 7.2.1 1D Brio-Wu Shock-Tube

The Brio-Wu shock-tube problem (Brio & Wu 1988) is an MHD extension of Sod’s shock-tube problem in hydrodynamics (Sod 1978). This test is usually performed to quantify the ability of a numerical scheme in characterising both continuous and discontinuous flow features. The initial conditions for this test are as follows:

\[
\begin{align*}
\rho & = 1 \\
\nu_x & = 0 \\
\nu_y & = 0 \\
\nu_z & = 0 \\
p & = 0.125 \\
B_x & = 0.75 \\
B_y & = 1 \\
B_z & = 0 \quad (x \leq 0.5)
\end{align*}
\]

Transmissive boundary conditions are used for the computational domain [0, 1] and the ratio of specific heats is \( \gamma = 5/3 \).

In figures 7-8, we show spatial profiles of the density (\( \rho \)), the total pressure (\( p \)), \( x \)- and \( y \)-components of the velocities (\( \nu_x, \nu_y \)) at the instant of time \( t = 0.1 \) at resolution 500. These results are compared with the reference solutions at resolution 10000. We note here that these results are comparable to the ones in Núñez-De La Rosa & Munz (2016a), however, significant oscillations around the discontinuities can be observed if one employs individual smoothness indicators (compare the blue and red curves in figures 7-8).

#### 7.2.2 Orszag-Tang Vortex

The OT vortex problem and the initial conditions are already discussed in section 7.1.4. Figure 9 shows contour plots of the density and the total pressure at time \( t = 0.5 \). Here we have chosen to show the total pressure, instead of the magnetic pressure as in Núñez-De La Rosa & Munz (2016a), because the latter is contained in the total pressure. We also note here that these solutions are obtained by using only 1D-CWENO4 reconstruction, that is, no cells are reconstructed at lower order to have a physical solution (see section 5). This figure is directly comparable to (Stone et al. 2008; Núñez-De La Rosa & Munz 2016a), amongst others.

#### 7.2.3 Blast Wave

The blast wave problem is solved to show the ability of a numerical scheme at handling the propagation and formation of strong MHD shock waves. Similar tests are described, e.g., in (Londrillo & Del Zanna 2000; Stone et al. 2008; Núñez-De La Rosa & Munz 2016a). We choose the same initial conditions as in Núñez-De La Rosa & Munz (2016a), that is a
Figure 14. The cloud-shock interaction problem: color-coded contour plots of the density (top), the total pressure (bottom) at time $t = 0.1$ at resolution $800 \times 400$ are shown.

\begin{align*}
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
B_x \\
B_y \\
B_z
\end{pmatrix} &= \begin{pmatrix}
1 \\
0 \\
0 \\
0 \\
1/\sqrt{3} \\
1/\sqrt{3} \\
0
\end{pmatrix} ,
\end{align*}

(82)

for which a large overpressure is present in a cylindrical region: $p = 10$ for $r = \sqrt{(x - 0.5)^2 + (y - 0.5)^2} < r_0 = 0.1$ and $p = 0.1$ otherwise.

Periodic boundary conditions are used for the computational domain $[0, 1] \times [0, 1]$ and the ratio of specific heats is $\gamma = 5/3$. Figures 10-11 show color-coded contour plots of the density and the total pressure at the instants $t = 0.1, 0.5$ at resolution $600^2$. For this test, even though the a-priori fallback approach is not required to obtain a physical solution at all times, at the very beginning, for $t < 0.009$, a minimal amount of cells (of the order of $0.001 - 0.03\%$ of the total number of cells per time-step) is reconstructed at lower-order, and around $0.0001 - 0.01\%$ of the area-to-point transformations are switched off by the a-posteriori fallback approach (see section 5.2).
Figure 15. The 2D CPAW test: 1D plots of the y-component of the velocity \(v_y\) along the diagonal at time \(t = 50\) (100 periods) at resolutions 64\(^2\) (left) and 128\(^2\) (right). Here, red lines represent the results from the fourth-order scheme, blue lines denote the second-order scheme and black line-points represent the reference solution.

Figure 16. 2D MHD vortex problem: color-coded contour plots of the magnetic energy after 10 periods for a domain size of 10\times10 from the second-order scheme (left) and the fourth-order scheme (right) at resolution 128\(^2\).

7.2.4 Magnetic Rotor Problem
The magnetic rotor problem was suggested for the first time by Balsara & Spicer (1999b) which has later been studied by several others, including (Tóth 2000; Ziegler 2004; Stone et al. 2008; Núñez-De La Rosa & Munz 2016a). This problem can be initialised as follows: in the centre, for \(r = \sqrt{x^2 + y^2} < r_0 = 0.1\), a dense fluid rotates with a constant angular velocity \(\omega = 20\). It is embedded in an ambient medium at rest for \(r > r_1 = 0.115\). The ratio of specific heats is \(\gamma = 7/5\). In order to reduce initial transients, a linear taper is applied for \(r\) between \(r_0\) and \(r_1\), where the density and the
velocity norm decrease linearly with $r$:

$$
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{pmatrix}
\begin{cases}
10 \\ -\omega_y \\ \omega_x \\ 0 \\ 0 \\ 0 \\ 0 \\ 0
\end{cases}
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{pmatrix}
\begin{cases}
1 + 9f \\ -\omega yr_0/r \\ \omega x r_0/r \\ 0 \\ f \omega x r_0/r \\ 0 \\ 0 \\ 0
\end{cases}
\begin{pmatrix}
1 \\
0 \\
0 \\
0 \\
0 \\
1
\end{pmatrix}
$$

with $f = \frac{r - r_0}{r_1 - r}$.

The magnetic field is everywhere:

$$
\begin{pmatrix}
B_x \\
B_y \\
B_z
\end{pmatrix}
\begin{cases}
\frac{5}{2} \\ 0 \\ 0
\end{cases}
\begin{pmatrix}
1 \\
0 \\
0
\end{pmatrix}
$$

Figure 12 shows contour plots of the density and the total pressure at time $t = 0.15$. Figure 13 contains contour plots of the Mach number and the magnetic field magnitude at time $t = 0.15$. These solutions are also obtained without the use of fallback approach (see section 5). These figures are directly comparable to Stone et al. (2008), amongst others.

### 7.2.5 Cloud-Shock Interaction Problem

In this problem, we study the interaction between a shockwave and a high-density cloud. The computational domain is $[0, 2] \times [0, 1]$ with transmissive boundary conditions and the ratio of specific heats is $\gamma = 5/3$. The initial conditions for this test are the same as in (Tóth 2000; Núñez-De La Rosa & Munz 2016a):

$$
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{pmatrix}
\begin{cases}
3.86859 \\ 0 \\ 0 \\ 0 \\ 167.345 \\ 0 \\ 0 \\ 0
\end{cases}
\begin{pmatrix}
\rho \\
v_x \\
v_y \\
v_z \\
p \\
B_x \\
B_y \\
B_z
\end{pmatrix}
\begin{cases}
1.0 \\ -11.2536 \\ 0 \\ 0 \\ 1.0 \\ 0 \\ 0 \\ 0
\end{cases}
$$

The density cloud, with density $\rho = 10$ and radius $r = 0.15$, is centered at $(1.6, 0.5)$ and considered to be in pressure equilibrium with the surrounding medium with $p = 1.0$. Because of the strong gradients present in this problem, a lower CFL number, $C_{CFL} = 1.75$ is used. The a-priori fallback approach (see section 5.3) is also used with the threshold $\eta = 3.6$. Less than 0.12% of the reconstructions occur at lower order. The fraction of lower-order volume-to-area reconstructions, averaged on the whole simulation time, is as follows: 0.074% of a-priori second-order reconstruction, 5.105% of a-posteriori second-order reconstruction, 0.042% of a-posteriori first-order reconstruction and 0.004% of the area-average-to-point value transformations were switched off (see section 5.2.2). Figure 14 contains color-coded contour plots of the density (top) and the total pressure (bottom) at time $t = 0.1$ at resolution $800 \times 400$. The results are directly comparable to Núñez-De La Rosa & Munz (2016a).

As can be observed in this figure, weak deviations from symmetry can naturally arise in situations with strong discontinuities due to higher-order numerics (cf. Figure 14 in Núñez-De La Rosa & Munz (2016a)). We note here that these asymmetric fluctuations can nevertheless be strongly reduced by additional numerical diffusion, e.g., by lowering the threshold $\eta$. Moreover, we have also observed that at the limit $\eta \to 0$, where only the TVD reconstruction is used, the results are as symmetric as the other tests presented in this paper.

### 7.3 Numerical Dissipation

In this section, we demonstrate the advantage of using higher-order schemes by comparing the effect of numerical dissipation for schemes of different orders of accuracy. Namely, the fourth-order scheme described in this paper is compared with a second-order scheme, which is the scheme that would be obtained if one would forcefully set the reconstruction order map everywhere to the value 0 (see section 5.3). That is: the reconstruction procedure makes use of the TVD slope limiter, area→point value transformations are deactivated, discontinuity propagation terms are removed, and a simple averaging of the four surrounding faces is taken for the edge-averaged electric field. Note that the magnetic cell interpolation (section 4.2) and the time integration (section 6) still remain the same as the ones in the fourth-order scheme.

#### 7.3.1 2D CPAW Test

A 2D CPAW test is already discussed in the section 7.1.1. Here we choose the amplitude $A = 7 \times 10^{-4}$. In figure 15 we
show the 1D cut of the $v_y$ profiles along the diagonal at resolutions $64^2$ and $128^2$ after 100 periods, at time $t = 50$, where the red line represents the results from our fourth-order scheme, the blue line stands for the second-order scheme and the black line-points represents the initial conditions, taken as the reference solution. The solutions from our fourth-order scheme are very close to the reference solution exhibiting almost negligible numerical dissipation; however, a high dissipation in the second-order scheme is evident.

7.3.2 MHD Vortex

The MHD vortex problem is already discussed in the section 7.1.2. Here the resolution is chosen to be $128^2$ and a smaller domain, $[-5.5] \times [-5.5]$, is taken. In figure 16 we show the color-coded contour plots of the magnetic energy after 10 periods ($t = 100$) from the second-order scheme (left) and fourth-order scheme (right). The fourth-order scheme seems to preserve the shape and strength of the vortex, whereas it gets deformed and weakens due to higher numerical dissipation in the second-order scheme. The numerical dissipation in the second-order scheme becomes more evident when we look at the temporal-evolution of the normalised magnetic energy as shown in figure 17.

7.3.3 MHD Blast Wave

This problem is also already discussed in the section 7.2.3. In figure 18, we show the 1D cut of the density profiles along the diagonal of the computational domain at time $t = 0.1$. The red and blue lines stand for the fourth and second-order schemes, respectively, obtained at resolution $128^2$. The black-line denotes the reference solution obtained from the second-order scheme at resolution $1280^2$. Here the left subplot covers the full domain along the diagonal, and the right subplot is zoomed in the range $[0,0.7]$. They depict that our fourth-order scheme is closer to the reference solution already at lower resolutions.

8 CONCLUSION

We have proposed in this paper a relatively simple fourth-order accurate finite volume CWENO scheme to study astrophysical MHD problems. This scheme uses area averages↔point values transformations in order to maintain the accuracy of the scheme, allowing hence a time-efficient dimension-by-dimension approach where only one point-value is computed for each face. The fourth-order accuracy, shock capturing nature as well as the conservation of magnetic field solenoidality have been confirmed through various multi-dimensional complex MHD problems. The extension of this method to even higher-order schemes should be relatively straightforward, using higher-order 1D non-oscillatory reconstructions, higher-order area averages↔point values transformations and a higher-order time integrator.
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