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Abstract We revisit the 3-states Potts model on random planar triangulations as a Hermitian matrix model. As a novelty, we obtain an algebraic curve which encodes the partition function on the disc with both fixed and mixed spin boundary conditions. We investigate the critical behaviour of this model and find scaling exponents consistent with previous literature. We argue that the conformal field theory that describes the double scaling limit is Liouville quantum gravity coupled to the \((A_4,D_4)\) minimal model with extended \(\mathcal{W}_3\)-symmetry.

1 Introduction

Matrix models provide a powerful tool for defining quantum gravity partition functions in two dimensions. The conformal field theories describing their critical points generically correspond to Euclidean quantum gravity interacting with conformal matter \([1]\). The spectrum of the theory is then determined by the consistent boundary states and as a result, the computation of such boundary states using matrix models has been of continued interest \([2,3,4,5]\). In this contribution, we shall consider this problem for the 3-states Potts model coupled to gravity, whose partition function can be written as the \(U(N)\times\mathbb{Z}_3\)-invariant matrix integral.
\[ Z(N,c,g) = \int \prod_{i=1}^{3} dX_i e^{-Ntr[\sum_{a=1}^{a_i} V(X_i) - \sum_{(i,j)} X_i X_j]} , \] (1)

where we have set \( V(x) = cx^2/2 + gx^3/3 \) and the \( X_i \) are \( N \times N \) Hermitian matrices. This matrix model was first partially solved in [6], followed by the more detailed investigations [7, 8, 9]; related results have been obtained from combinatorial approaches [10, 11].

To find the relevant observables in this matrix model, we note that in flat space, the critical point of the 3-states Potts model is described by the \( (A_4,D_4) \) minimal model, the simplest model in which the presence of an additional higher-spin current extends the Virasoro algebra to the \( \mathcal{W}_3 \)-algebra. Its conformally invariant boundary states were classified in [12, 13] and are listed in Table 1 together with their discrete counterparts. Accordingly, we introduce the generating function for triangulations of the disc with fixed color \( i \) on the boundary,

\[ w_i(x) = \frac{1}{N} \sum_{k=0}^{\infty} \langle \text{tr } X_i^k \rangle x^{-k-1} = \frac{1}{N} \langle \text{tr } x^{-1} X_i \rangle . \] (2)

We see from Table 1 that the continuum limit of these observables should correspond to the 3 states \( \mathbb{I}, \psi \) and \( \psi^\dagger \). The mixed-color boundary conditions \( \varepsilon, \sigma \) and \( \sigma^\dagger \) may be imposed by considering

\[ w_+ (x) = \frac{1}{N} \left\langle \text{tr } \frac{1}{x - (X_i + X_j)} \right\rangle , \quad i \neq j . \] (3)

The remaining boundary conditions \( F \) and \( N \) correspond to operators not contained in the bulk spectrum of \( (A_4,D_4) \); these will not be discussed herein. The purpose of this note is then to compute the functions (2) and (3) at large \( N \). In the next section, we shall demonstrate that this can be achieved by requiring the saddle point equations to have a consistent analytic continuation in this limit.

**Table 1** Boundary states in the \( (A_4,D_4) \) minimal model, their decomposition in \( (A_4,A_3) \) Virasoro modules, their conformal weights \( h \), their \( Z_3 \) charge \( q \), and the corresponding microscopic boundary conditions

| \( (A_4,D_4) \) | \( (A_4,A_3) \) | \( h \) | \( q \) |
|----------------|----------------|-----|-----|
| \( \mathbb{I} \) | (1,1) | (1,1) \( \oplus (1,5) \) | 0.3 | 0 \( X_1 \) |
| \( F \) | (1,2) | (1,2) \( \oplus (1,4) \) | 1/8, 13/8 | \( X_1 + X_2 + X_3 \) |
| \( \psi \) | (1.3) | (1.3) | 2/3 | \( +1 X_2 \) |
| \( \psi^\dagger \) | (1.4) | (1.3) | 2/3 | \( -1 X_3 \) |
| \( \varepsilon \) | (2.1) | (2.1) \( \oplus (3,1) \) | 2/5, 7/5 | \( 0 \) \( X_2 + X_3 \) |
| \( N \) | (2,2) | (2,2) \( \oplus (2,4) \) | 1/40, 21/40 | \( - \) |
| \( \sigma \) | (2,3) | (2,3) | 1/15 | \( +1 X_1 + X_3 \) |
| \( \sigma^\dagger \) | (2,4) | (2,3) | 1/15 | \( -1 X_1 + X_2 \) |

\(^1\) Note that whilst on the disc, the individual boundary conditions that form an orbit under the \( Z_3 \) action are indistinguishable, this will generally not be the case for higher topologies.
2 Discrete Solution

In this section, we determine the disc partition functions with boundary conditions corresponding to the orbits \( \{ 1, \psi, \psi' \} \) and \( \{ \epsilon, \sigma, \sigma' \} \) under the action of \( \mathbb{Z}_3 \) in Table 1 for generic values of the couplings \( \epsilon \) and \( g \). Consider the change of variables

\[
X_1 = \frac{1}{2} (X_+ + X_-) - \frac{c + 1}{2g}, \quad X_2 = \frac{1}{2} (X_+ - X_-) - \frac{c + 1}{2g},
\]

so that the resolvent of \( X_+ \) coincides with the expression (3) for the disc partition function with boundary condition \( \sigma' \) up to a shift in \( X_+ \) which leaves \( Z \) invariant. We may pick \( w_+ (x) \) and \( w_3 (x) \) as representatives of each \( \mathbb{Z}_3 \) orbit. In these variables, the integrand in (1) is Gaussian in \( X_- \), which can hence be integrated out, leaving us with an integral over just two matrices. Upon gauge-fixing the \( U(N) \)-symmetry, we can then carry out the integral over the unitary group using the well-known result (14). Denoting the respective eigenvalues of \( X_+ \) and \( X_3 \) by \( x_1^+ \) and \( x_3^i \), \( i = 1 \ldots N \), the resulting saddle point equations read

\[
\frac{\partial U_+ (x_1^+)}{\partial x_1^+} = \frac{1}{N} \left( \frac{\partial}{\partial x_1^+} \ln \det_{k,l} e^{N x_1^+ x_3^j} + \sum_{j<k} \frac{1}{x_1^+ - x_3^j} - \sum_{j>k} \frac{1}{x_1^+ + x_3^j} \right), \quad (5a)
\]

\[
\frac{\partial U_3 (x_3^i)}{\partial x_3^i} = \frac{1}{N} \left( \frac{\partial}{\partial x_3^i} \ln \det_{k,l} e^{N x_3^i x_3^j} + \sum_{j<k} \frac{1}{x_3^i - x_3^j} \right), \quad (5b)
\]

Here, \( U_+ \) and \( U_3 \) are polynomials of degree 3 with coefficients determined by \( V(x) \) and (4). Since the left-hand side of (5) is holomorphic, the above equations can be analytically continued to the complex plane for any \( N \). On the other hand, for \( N \to \infty \), individual expressions on the right-hand side will develop branch cuts located at the support of the densities of eigenvalues. To determine their analytic continuations, we follow [15] in introducing the functions

\[
x_3 (x) = \lim_{N \to \infty} \frac{1}{N} \frac{\partial}{\partial x_3^i} \ln \det_{k,l} e^{N x_1^+ x_3^j} \bigg|_{x_1^+=x}, \quad x_+ (x) = \lim_{N \to \infty} \frac{1}{N} \frac{\partial}{\partial x_3^i} \ln \det_{k,l} e^{N x_3^i x_3^j} \bigg|_{x_3^i=x}.
\]

(6)

Let us denote the spectral density of \( X_+ \) by \( \rho_+ \), whose support we assume connected. It was shown in [15] that for \( N \to \infty \),

1. \( \exists \gamma \in \mathbb{R} \) such that the function \( x_3 (x) \) is analytic on \( \mathbb{C} \setminus (-\infty, \gamma] \cup \text{supp } \rho_+ \),
2. its discontinuity across \( \text{supp } \rho_+ \) coincides with that of \( w_+ (x) \) and
3. it is the functional inverse of \( x_+ (x) \).

By the symmetry of the definitions (6), the analogous statements apply to \( x_+ (x) \). Furthermore, let \( x_3^i (x) \) (resp. \( x_1^+ (x) \)) be the function obtained by analytic continuation through \( \text{supp } \rho_+ \) onto the next sheet. Using properties (1) and (2) above, the large \( N \) limit of equations (5) for \( x \notin (-\infty, \gamma] \cup \text{supp } \rho_+ \) can then be written as
These equations determine the desired disc partition functions in terms of the multi-valued function $x_3(x)$ and its inverse: $w_3(x)$ follows straightforwardly from (7b), and $w_+(x)$ may be obtained as the solution to the Riemann-Hilbert problem defined by properties 1 and 2 with the condition that $w_+(x) = x^{-1} + O(x^{-2})$ as $x \to \infty$ as a consequence of the definition (5).

It remains to determine the function $x_3(x)$. To this purpose, note first that property 3 allows us to write (7b) as $U'_3(x_3(x)) = w_3(x_3(x)) + x$, which when expanded about $x = \infty$ gives the asymptotic behaviour $\pm \sqrt{x}$ of $x_3(x)$ on the initial sheet and another sheet connected to it through $(-\infty, \gamma]$. We may then use (7a) to determine the cut structure and asymptotic behaviour on all other sheets by circling around the various branch points. The result of this procedure is depicted in Fig. 1. We thus make an ansatz that the function $x_3(x)$ takes values on an algebraic curve

$$C = \{(x_3, x_+) | Q(x_3, x_+) = 0\}, \quad (8)$$

$$Q(x_3, x_+) = \prod_{k=1}^{5} (x_3 - x_3^{(k)}(x_+)) \quad (9)$$

Demanding that the coefficients of $x_+$ themselves be polynomials in $x_3$ fixes $Q(x_3, x_+)$ up to 10 unknown functions of the coupling constants. These unknowns are fully determined if we restrict to solutions for which the genus of the curve vanishes: in that case, we may parametrise $C$ by two rational functions $\mathbb{CP}^1 \setminus \{z_i\} \to C$. The poles $z_i$ of these functions will correspond to the asymptotic regions on each sheet of $x_3(x)$. For concreteness, we may position these poles at the canonical points 0, 1 and $\infty$ using a conformal transformation of $z$. A possible parametrisation then reads

---

2 Closely related generating functions were proven to satisfy algebraic equations in [10]. We expect similar theorems to hold in our case.

---

Fig. 1 Analytic structure of the function $x_3(x)$. Horizontal lines depict sheets, vertical lines cuts. Of the latter, double lines correspond to finite cuts on the real axis and single lines to cuts that extend to $\infty$.
These functions are single-valued on the punctured Riemann sphere and cover \( \mathcal{C} \) exactly once. Demanding that their Laurent expansion about each pole reproduce the appropriate asymptotic behaviour, we obtain 4 conditions per pole allowing us to solve for the 12 unknowns \( \alpha_k, \beta_k, k = 0 \ldots 5 \). This completes our solution for the disc partition functions with fixed and mixed boundary conditions.

3 Critical Behaviour

To explore the phase diagram of the model, we do not need to solve for the coefficients in (10) explicitly. Instead, we note that the possible critical exponents are determined by the multiplicity of the singularity at the left edge of the spectral density, which controls the large-order behaviour of the generating function \( w_+ (x) \). As we let \( g \) and \( c \) approach their critical values, the various branch points on the curve merge so that at the highest critical point \( \mathcal{C} \) will exhibit a single singularity. Its multiplicity is fixed to 5 if the genus of \( \mathcal{C} \) vanishes. This results in the conditions

\[
\frac{\partial^m+n}{\partial x_m \partial x_n} Q(x_3, x_+ ) = 0 , \quad m + n < 5 ,
\]

(11)
giving the critical values \( c_c = 2 + \sqrt{47} , g_c = \sqrt{105}/2 \) in agreement with [9, 6]; the singularity is located at \( x_{+ , c} = 0 , x_{3 , c} = - g_c^{-1}(4 + c_c)/2 \). To find the scaling behaviour of \( w_+ (x) \) near this point, it is useful to resolve the branch points at \( \gamma \) via the change of variables \( x(\zeta) = \gamma (1 - 2\zeta^2) \). We also introduce the auxiliary function

\[
f(\zeta) = P(\zeta) - \int_{\zeta(\text{supp } \rho_+)} d\zeta' \frac{P_+(x(\zeta'))}{\zeta - \zeta'} , \quad \zeta \notin \zeta(\text{supp } \rho_+) ,
\]

(12)
where \( P(\zeta) \) is a polynomial of degree 4 and we integrate over the image of the support of \( \rho_+ \) obtained by selecting the positive branch of \( \zeta(x) \). For a suitable choice of coefficients in \( P \), (12) then has the equivalent homogeneous form

\[
2 \text{Re } f(\zeta) + f(-\zeta) + f(\sqrt{1-\zeta^2}) + f(-\sqrt{1-\zeta^2}) = 0 , \quad \zeta \in \zeta(\text{supp } \rho_+) .
\]

(13)

If we parametrise the vicinity of the singularity as \( \zeta \sim \text{cosh} \phi \) so that \( f(\zeta) \sim \text{cosh}(\mu \phi) \), we find that (13) implies \( 5\mu = \pm 4n + 20m \) with \( n \in \{1, 2\} \) and \( m \in \mathbb{Z} \). Taking into account the upper bound on \( \mu \) implied by the degree of \( \mathcal{C} \) leads to the conclusion that \( \mu = 12/5 \) for \( g = g_c , c = c_c \) and hence that at the critical point, \( w_+(x) \) has scaling exponent \( 6/5 \). Indeed, the corresponding value of the string susceptibility \( \gamma_s = -1/5 \) agrees with that found for fixed boundary conditions [9][6][8].
4 Discussion

In this contribution, we computed the partition function for the 3-states Potts model on the randomly triangulated disc with both fixed and mixed boundary conditions. By requiring that the large \( N \) saddle point equations possess a consistent analytic continuation, we found that both boundary conditions can be encoded in a single algebraic curve and determined the scaling behaviour of the disc partition functions at the highest critical point from its singularities. As expected, the resulting value of the string susceptibility \( \gamma_s = -1/5 \) is independent of the chosen boundary conditions and consistent with Liouville quantum gravity coupled to conformal matter with central charge \( c = 4/5 \). Given the symmetries of the model, the identification of the latter sector with the \((A_4, D_4)\) modular invariant hence appears justified.

The algebraic curve \( (8) \) forms part of the initial data for topological recursion \( \cite{16} \) which enables systematic computation of finite \( N \) corrections to various observables. Of particular interest would be the computation of cylinder amplitudes between different boundary states to probe the spectrum of the continuum theory beyond the planar limit. This would allow a check of the conjecture made in \( \cite{17} \) that in the presence of gravity, not all states in Table 1 are independent.\(^3\) We intend to address these and related issues in a forthcoming publication.
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