Efficient quantum imaginary time evolution by drifting real time evolution: an approach with low gate and measurement complexity
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Quantum imaginary time evolution (QITE) is one of the promising candidates for finding eigenvalues and eigenstates of a Hamiltonian. However, the original QITE proposal [Nat. Phys. 16, 205-210 (2020)], which approximates the imaginary time evolution by real time evolution, suffers from large circuit depth and measurements due to the size of the Pauli operator pool and Trotterization. To alleviate the requirement for deep circuits, we propose a time-dependent drifting scheme inspired by the qDRIFT algorithm [Phys. Rev. Lett. 123, 070503 (2019)], which randomly draws a Pauli term out of the approximated unitary operation generators of QITE according to the strength and rescales that term by the total strength of the Pauli terms. We show that this drifting scheme removes the depth dependency on size of the operator pool and converges inverse linearly to the number of steps. We further propose a deterministic algorithm that selects the dominant Pauli term to reduce the fluctuation for the ground state preparation. Meanwhile, we introduce an efficient measurement reduction scheme across Trotter steps, which removes its cost dependence on the number of iterations, and a measurement distribution protocol for different observables within each time step. We also analyze the main source of error for our scheme both theoretically and numerically. We numerically test the validity of depth reduction, convergence performance, and faithfulness of measurement reduction approximation of our algorithms on LiH, BeH and N$_2$ molecules. In particular, the results on LiH molecule give circuit depths comparable to that of the advanced adaptive variational quantum eigensolver (VQE) methods while requiring much fewer measurements.

I. INTRODUCTION

One of the potential killer applications of quantum computers is to compute eigenstates and eigenvalues of a problem Hamiltonian [1–3], especially its ground state and the corresponding energy. The quantum phase estimation algorithm [3–5] is designed to deliver the eigenvalues of a system, but it requires deep quantum circuits and many ancillary qubits, and remains challenging for noisy intermediate-scale quantum (NISQ) devices [6, 7]. While hybrid quantum-classical algorithms, such as variational quantum eigensolvers (VQE) and quantum approximate optimization algorithms [8, 9], are flexible in terms of circuit depth and robustness to coherent error, high dimensional classical optimization and large amount of local minima may affect the performance of the algorithms for quantum many-body problems [10–12].

Quantum imaginary time evolution (QITE) [13–20] is an alternative approach for obtaining the ground state of a Hamiltonian by mimicking the behavior of the imaginary time evolution using unitary operation on a quantum computer. The efficiency of the QITE highly relies on the premises that (1) the Hamiltonian is local, (2) the initial state is a product state, (3) a small number of terms in the Hamiltonian. If the system is nonlocal or the initial state is an entangled state, one has to use a large Pauli basis set to ensure that the unitary approximation is valid. For chemical systems, the Hamiltonian is highly nonlocal and a full set of Pauli basis needs to be used, which scales exponentially to the system size $N$. However, one may only include the Pauli operators in the set of unitary coupled cluster with single excitations and double excitations (UCCSD) [21–23] into the basis set, as utilized in step-merged QITE [24]. We will adopt this basis set constraint in this work as well. Even under these assumptions, the circuit depth of QITE still scales with the product of the number of Trotter steps and the number of Pauli terms in the Hamiltonian. This renders accurate quantum chemistry simulation on NISQ devices out of reach with QITE.

In this work, we propose an efficient algorithm that addresses the challenges in quantum imaginary time evolution. To deal with the depth requirement of QITE, we exploit the idea of random compiling named qDRIFT into QITE [25] in Section II. A straightforward way is to sample the Trotterized imaginary time operator in the ITE, which however introduces a large simulation error. Instead, we sample by the strengths of the real time evolution operators obtained by solving the set of linear equations at each time step. In contrast the original qDRIFT proposal, which samples from a fixed distribution at each time step, we deal with a time-dependent real time evolution operator, and hence we term our main algorithm as time-dependent (td)-DRIFT-QITE. With our scheme, we eliminate the depth dependency of QITE on the size of the Pauli set, and thus greatly reduce the circuit depth requirement.

In Section III we introduce an efficient scheme to re-
duce the measurement complexity during the time evolution. As the state at each time step is only shifted slightly from the previous step by adding a layer of the circuit generated by a single Pauli operator, we can reuse the estimations of expected values from previous measurements to assist the evaluation of the new state. We show that the total measurements for an arbitrary observable are independent of the number of time steps. Moreover, we show a measurement distribution strategy for the estimation of different observables at each time step and present the number of measurements accordingly. In our algorithm, we truncate small singular values in order to maintain numerical stability, and thus leads to deviation. We show that this deviation mainly stems from the nonlocal interaction in the Hamiltonian, which has a large correlation length and large condition number. In Section IV, we provide numerical test for our algorithms on benchmark molecules including LiH, BeH₂ and N₂.

II. TIME-DEPENDENT DRIFTING ALGORITHM

Assuming a problem Hamiltonian \(H\), the imaginary time evolution leads the initial state \(|\Psi\rangle\) to \(e^{-H\Delta t}|\Psi\rangle\) after a time slice \(\Delta t\). To realize the imaginary time evolution on a quantum computer, Motta \textit{et al} proposed to approximate the state under the imaginary time evolution by applying a unitary operation \(e^{iA\Delta t}\), which realizes the nonunitary operation \(e^{-H\Delta t}\) effectively [13]. The unitary operation can be identified by minimizing the approximation error as \(\text{min} \| \langle \Psi | e^{-2H\Delta t} | \Psi \rangle - e^{iA\Delta t} | \Psi \rangle \|_2\), where \(c = \langle \Psi | e^{-2H\Delta t} | \Psi \rangle\) is the normalization factor and \(\| \cdot \|_2\) is the vector norm.

Suppose that the Hermitian operator \(A\) can be expanded in the Pauli basis as \(A = \sum a_{i_1\ldots i_d} P_{i_1\ldots i_d}\) with the domain size \(D\). Solving the minimization problem in terms of the coefficients \(a\) (the coefficients in the Pauli decomposition of \(A\) as a vector) up to the first order of \(\Delta t\), one obtains the following set of equations

\[
S a = b,
\]

where \(S_{ij} = \text{Re}(\langle \Psi | P_i P_j | \Psi \rangle)\) and \(b_j = -c^{-1/2} \text{Im}(\langle \Psi | H P_j | \Psi \rangle)\). Here \(P_i\) is the Pauli basis used to decompose \(A\), and from now on the subscript denotes the label of the Pauli operator in the pool instead of the domain number. Note that we approximate the nonunitary operator at the first order, while higher order expansion can be used (see [15]). We can find that the measurement cost scales exponentially to the domain size \(D\) as \(\exp(O(D))\). To alleviate this problem, the original proposal [13] assumed that the Hamiltonian is local, \(H = \sum_{l=1}^L h_l H_l\), where \(H_l\)s are normalized (Pauli operators) with signs included and \(h_l\)s are positive numbers, and considered the first-order Trotter formulation of

\[
e^{-H\Delta t} |\Psi\rangle \approx \prod_l e^{-h_l H_l \Delta t} |\Psi\rangle.
\]  

They considered to approximate the Trotterized imaginary time evolution \(e^{-h_l H_l \Delta t}\) instead of the full time-sliced \(e^{-H\Delta t}\) to bound the domain size of the unitary operators. In particular, if the Hamiltonian is \(k\)-local, the measurement cost depends polynomially on the number of Trotter steps and the number of local terms in the Hamiltonian while exponentially on the correlation length of the quantum state (see [13] for details).

The limitation of Trotterization based method is that the circuit depth scales with the number of terms in the Hamiltonian, which is typically polynomial to the system size, and hence becomes prohibitively large in the practical implementation. To relax the depth dependence on the number of Hamiltonian, one may exploit the spirit of qDRIFT [25] and randomized Trotterization [26, 27]. The key idea of qDRIFT is that one randomly samples a single term from the Hamiltonian with probability proportional to their strengths at every step and rescales the step size to match the norm of the whole Hamiltonian. Therefore, the depth of Hamiltonian simulation using qDRIFT is independent of the number of Pauli terms in the Hamiltonian.

Now we employ the idea of qDRIFT on the ansatz operators \(A\) to reduce the circuit depth of QITE, which we refer to as time-dependent (td)-DRIFT-QITE. The convergence of this drifting to the original QITE is not trivial to show given the time dependent nature of the \(A\) operators at different time steps, which we will discuss later in Proposition 1. Let \(A^{(j)}\) denote the \(A\) operator obtained from the original QITE method at the \(j\)th Trotter step and the unitary as \(U_j := e^{iA^{(j)}\Delta t}\). Given a decomposition \(A^{(j)} = \sum a_i P_i\), the quantum channel representing this randomized sampling at the \(j\)th step is

\[
\mathcal{E}(\rho) = \sum_i \frac{a_i}{|a_i|^2} e^{iP_i |a_i|^2 \Delta t} \rho e^{-iP_i |a_i|^2 \Delta t},
\]  

where we abbreviate the superscript of \(j\) for simplicity. Similar to qDRIFT, one can show that the expression in Eq. (3) agrees with the ideal unitary evolution channel \(U_j \rho U_j^\dagger\) to the first order in \(\Delta t\), and the error is of the order \(O(T^2 \Delta t)\), which is the same as the first-order Trotter method. The difference is that the generators of the real time evolution at every step in QITE are different, while they are the same for Hamiltonian simulation of dynamics. This time-dependence of \(A\) has a similar spirit to continuous qDRIFT [28], while the difference is that our algorithm is implemented with discrete time dependence.

The following two properties of td-DRIFT-QITE make it ideal for imaginary evolution of molecular systems. First, due to long-range interactions between orbitals, molecular systems generally requires a large operator pool, for instance, the UCCSD operator pool with the
size of the order $O(N^4)$. Instead, our scheme is independent of the size of the operator pool when we sample the $A$ operators. As the expectation value of the Hamiltonian approaches the ground state energy exponentially fast along the ITE path, the total evolution time required for ITE may not be large. It is worth to remark that the idea of randomization in QITE was initially mentioned and tested in Ref. [29], whereas their scheme randomly shuffles the order of Hamiltonian terms in each Trotter steps and hence the circuit depth still depends polynomially on $L$.

More importantly, we show that the convergence rate is proportional to the inverse of the time step number under mild condition of the convergence property of the original QITE. We define the ideal unitary trajectory that approximates the imaginary time evolution as $\Xi_j = U_j \ldots U_1$, and we define a random variable $X^{(j)} = \|a\|_1 P_1$ that is drawn from the decomposition of $A^{(j)}$ with probability $p_{j,i} = \frac{a_i}{\|a\|_1}$ and the drifted unitary at the $j$th step $V_j := e^{iX^{(j)} \Delta t}$. The randomized drifted unitary operation at the $j$th step is represented as $\Lambda_j = \mathbb{E}[V_j | \Lambda_{j-1}] \Lambda_{j-1}$ where the drifted unitary is conditioned on the previous unitary $\Lambda_{j-1}$ and the initial condition $\Lambda_1 = \mathbb{E}(V_1)$. We have the following results to ensure the convergence of the algorithm.

**Proposition 1.** The approximation error of td-DRIFT-QITE is bounded by the inverse of iteration $K$ as $\|\Lambda_K - \Xi_K\| \leq O(K^{-1})$ where $\|\cdot\|$ is the spectral norm and the total evolution time is fixed.

This result indicates that the convergence rate is proportional to the inverse of the iteration number, and we refer to Appendix A for detailed proof. Ideally, we require to take the expectation values over many runs according to Eq. (3). In Section IV, we will see that a simplified version, single-path td-DRIFT-QITE, which samples only a single unitary evolution path instead of a quantum channel, suffices in practice to obtain accurate results when $\Delta t$ is reasonably small.

Randomization brings the optimization to fluctuate, which fluctuation inevitably increases the running time of the circuit. To alleviate the fluctuation, we introduce a heuristic alternative to the randomized protocol. In analogy with adaptive VQE [30, 31], which repetitively chooses the operator with the largest gradient in the previous iteration and adds it to the quantum circuit until it converges or satisfies the termination criteria, we can also deterministically select the term with the largest coefficient $a_i$ in $A$. We note that this deterministic version is a special case of single-path td-DRIFT-QITE, where the random sampler happens to choose the Pauli term with the biggest magnitude at every Trotter step. In our numerical result for the LiH molecule in Section IV, we observe that compared to its randomized counterpart, this deterministic variant further reduces circuit depth, especially for geometries with strong static correlation. However, due to its deterministic nature, this version may be more sensitive with respect to step size compared to td-DRIFT-QITE. One may need to fine-tune the step size in order to obtain better energy convergence while using shallower circuits.

### III. Measurement Reduction and Error Analysis

For our methods and the other QITE-based variants described above, one uses the full Hamiltonian $H$ at a single Trotter step to obtain the unitaries. This requires to measure $S$ and $b$, and then calculate the coefficients of the unitaries by solving $Sa = b$ at each time step. Intuitively, the number of measurement with the uniform measurement strategy scales asymptotically as $O(K(L \nu + \nu^2))$, where $K$ is the number of iteration, $\nu$ is the size of the operator pool for the drifted unitaries, and $L$ is the number of terms of the Hamiltonian. An essential question for the efficient implementation of QITE is how to reduce the sample complexity. In Section III A, we propose a general observable estimation scheme that alleviates the overhead $K$. In Section III B, we show how to remove the dependence on $L$, and provide a measurement distribution strategy for different observables. In Section III C, we discuss the numerical instability of the matrix inversion, and show its relation to the correlation length of the target problem.

#### A. Measurement reduction for observable estimation

Now we discuss the measurement reduction scheme for an arbitrary observable $\hat{O}$. We mainly take advantage of the fact that state $\Psi_k$ at the time step $k$ is obtained by only adding an operator generated by a single Pauli $P_k$ on $\Psi_{k-1}$. Hence, we may be able to reuse the estimations of expected values measured from previous rounds to assist the evaluation at the new round. At every new iteration, the state is updated as

$$\langle \Psi_k \rangle = e^{-ic_k P_k \Delta t} \Psi_{k-1}$$

where coefficient $c_k$, $P_k$ correspond to the norm of $a$ and the Pauli operator selected by the drifting algorithm in Section II, respectively. For any observable $\hat{O}$ to be evaluated, the expectation value with respect to a single-step update is

$$\langle \Psi_{k-1} | \hat{O} | \Psi_{k-1} \rangle = \langle \Psi_{k-1} | e^{ic_k P_k \Delta t} \hat{O} e^{-ic_k P_k \Delta t} | \Psi_{k-1} \rangle$$

$$= \langle \Psi_{k-1} | \hat{O} | \Psi_{k-1} \rangle + ic_k \langle \Psi_{k-1} | [P_k, \hat{O}] | \Psi_{k-1} \rangle \Delta t + O(\Delta t^2)$$

Therefore, provided an estimation to $\langle \Psi_{k-1} | \hat{O} | \Psi_{k-1} \rangle$ in the previous step, measured to a good precision, one may only need to measure $\langle \Psi_k | [P_k, \hat{O}] | \Psi_k \rangle$ for the next step. Importantly, as the variance contribution from
The inverse square root of normalization factor satisfies \( \text{Var}(c^{-\frac{1}{2}}) \leq \Delta t^2 \| h^2 \|_1 / |c|^3 \), where \( |c| \) represents the expectation of \( c \).

Next, we show how to distribute the measurements to control the variance of the solution of the linear equation \( \mathbf{a} \). Assume that we assign the number of measurements \( N_S \), \( N_b \), and \( N_c \) to estimate the matrix \( \mathbf{S} \), vector \( \mathbf{b} \), and the normalization factor \( c \) respectively. To reduce the uncertainty of \( \mathbf{a} = \mathbf{S}^{-1} \mathbf{b} \) to a precision \( \varepsilon \), the number of samples to estimate \( \mathbf{a} \) can be set as

\[
N_S \geq 3\varepsilon^{-2} \| \mathbf{b} \|_{\infty}^2 \| \mathbf{S}^{-1} \|_F^4 \\
N_b \geq 3\varepsilon^{-2} |c|^{-1} \| \mathbf{h} \|_2^2 \| \mathbf{S}^{-1} \|_F^2 \\
N_c \geq 3\varepsilon^{-2} \Delta t^2 |c|^{-3} \| \mathbf{h} \|_2^3 \| \mathbf{S}^{-1} \|_F^2 
\]

where \( \| \mathbf{A} \|_F := \sqrt{\text{tr}(\mathbf{A}^\dagger \mathbf{A})} \) is the Frobenius norm, \( \| \mathbf{b} \|_{\infty} := \max_i b_i \), and \( \nu \) is the size of the Pauli operator pool. We can find that the number of samples is independent of the number of terms \( L \) of the Hamiltonian, and thus can be particularly useful for the quantum chemistry problems. We leave a detailed derivation of the variance and the number of measurements to Appendix C.

C. Correlation length and numerical instability

Using the sensitivity result for the linear system (see Appendix D), we have the following relationship

\[
\delta(\mathbf{a}) = \kappa(\mathbf{S})(\delta(\mathbf{S}) + \delta(\mathbf{b})),
\]

where \( \delta(\cdot) \) denotes the relative error of the quantity and \( \kappa(\cdot) \) denotes the condition number. The condition number of \( \mathbf{S} \) may be large, and thus the small error on the matrix elements will result in a large deviation of \( \mathbf{a} \). Therefore, it is necessary to truncate the small singular values or regularize \( \mathbf{S} \) during evolution. This truncation could lead to the deviation of QITE from the exact imaginary time evolution. We use the notion of correlation length to analyse the error due to strong correlation. Molecular systems may exhibit correlations with power-law decay due to long-range correlation between orbitals, and thus we assume that the correlation function satisfies the following inequality [34]

\[
\langle O_1 O_2 \rangle - \langle O_1 \rangle \langle O_2 \rangle \leq \alpha \| O_1 \| \| O_2 \| (1 + d(O_1, O_2))^{-1/\xi}
\]

where \( \xi \) is the correlation length, \( d(O_1, O_2) \) is the distance between the supports of observables \( O_1 \) and \( O_2 \), and \( \alpha \) is a constant. The expectation here is taken with respect to the states along the QITE path.

In Appendix D, we use the inequality in Eq. (9) to analyze the distribution of the singular values of \( \mathbf{S} \) for the following two cases: systems whose correlation length is close to 0 and those whose correlation length is large. Observing the different pattern of the singular value distribution for these two cases, we argue that truncation error is one of the main error sources for systems with large correlation length.
In this section, we test the effectiveness of our algorithms on several benchmark molecular Hamiltonians. Specifically, we test td-DRIFT-QITE on LiH, BeH$_2$ molecules, the deterministic version on LiH, N$_2$ molecules and the faithfulness of the approximation in our measurement reduction on N$_2$ molecule. At the bond lengths where our calculation reaches chemical accuracy, we demonstrate the effectiveness of depth reduction by counting the number of time steps required. As we will see, these numbers are much smaller than the number of Pauli operators in the UCCSD pool, and hence the depth of our whole calculation is even smaller than that of one time step with original QITE on the same pool. Towards the dissociation limit, our results fail to converge to chemical accuracy. As we show in Fig. 3 of Appendix D, the original QITE with negligible truncation is able to reach chemical accuracy at those bond lengths, which resonate with our error analysis in Section III C. We also show numerical support for the convergence of td-DRIFT-QITE to QITE.

To demonstrate the effectiveness of depth reduction and accuracy of single-path td-DRIFT-QITE, we list the number of time steps needed to reach chemical accuracy in Table I for LiH molecule with bond lengths ranging from 0.8 Å to 3.0 Å. The step size is chosen to be 0.16 for all bond lengths. All of these numbers are much smaller than 176, which is the number of Pauli operators in the UCCSD pool (with frozen core implemented). This means our algorithm needs a much shallower circuit for the whole calculation compare to the dominant towards the dissociation limit. We test the deterministic algorithm on a system with stronger correlation, N$_2$, in Fig. 1 (c), (d). At bond length 1.18Å, the results reach chemical accuracy within 100 time steps. At bond lengths 2.0Å and 4.0Å, the energies converge within 10mHa from the exact result within 400 time steps, while the total number of Pauli operators in the operator pool is 1044.

In our measurement reduction scheme, an approximation is made in Eq. (5). We also test the effect of this approximation on N$_2$ for all three bond lengths in Fig. 1 (c), (d). A parameter that one can adjust for the measurement reduction protocol is the ratio of the total number of time steps to the number of time steps that do not
implement measurement reduction, which we will denote as $\gamma$. For example, $\gamma = 10 : 1$ means 1 time step without measurement reduction followed by 9 with reduction for every 10 time steps of td-DRIFT-QITE. One could probably anticipate that the large $\gamma$ is the worse the approximation will be. Indeed, our result at equilibrium bond length 1.8 Å reaches chemical accuracy in 100 time steps even with $\gamma = 100 : 1$. At bond lengths 2.0 Å and 4.0 Å, the energies converge at about 20 mHa away from exact result with $\gamma = 10 : 1$. These numbers are comparable to the results without measurement reduction and the protocol reduces the measurement overhead by close to a factor of 10 in this case.

V. DISCUSSION

In this work, inspired by the idea of random compiling, we proposed a low-depth algorithm for efficient implementation of quantum imaginary time evolution (td-DRIFT-QITE), and a deterministic variant that further reduces the random fluctuation and circuit depth in practice for systems with strong static correlation. Using a drifting protocol on the Pauli terms that generate the QITE ansatz, we remove the circuit depth dependence on the size of the Pauli operator pool. In order to reduce the measurement cost of our algorithms, we utilize the feature of QITE that only a thin circuit layer generated by a single Pauli is added when we measure the corresponding observable at each time step, and this enables to greatly reduce the measurement cost, independent of the number of time steps, showing an advantage in terms of measurement overhead compared to the VQE methods. We also remark that there are many great works to reduce the measurement cost for variational algorithms [38, 39].

Our method (td-DRIFT-QITE) serves as a module that can be incorporated into a quantum-classical framework to enhance the capability of the current quantum computers. For example, it can provide a trial state or an initial state in other quantum algorithms, such as in the auxiliary-field quantum Monte Carlo [40], ground and excited states preparation [41–43], dynamics simulation [44, 45], etc. It can also be treated as a quantum solver in the quantum embedding theory, such as density matrix embedding theory [46–48], hybrid quantum-classical tensor networks [49], etc.

We could further improve the simulation accuracy when dealing with strong correlation at the dissociation limit. We could consider reducing the truncation error with a more compact basis set than UCCSD operator pool [50, 51], which reduces the dimension of the set of linear equations to be solved, and thus the condition
number may also be reduced. One can also partition the basis set and traverse all subsets as the number of time steps increases. This effectively constructs multiple reduced operator pools and thus also reducing the measurement cost when constructing the linear equations. We can also search for better schemes for tuning Trotter step size.
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Appendix A: Error analysis of drifting Hamiltonian and bound for convergence of td-DRIFT-QITE

In this section, we first discuss the convergence condition of our algorithm and the upper bound of the simulation error with respect to the number of iteration under certain assumption. Then we consider the scheme of drifting the Hamiltonian itself and argue that it would not work without major modification.

Consider a many-body Hamiltonian $H = \sum_{i=1}^{L} H_i$. In the original proposal, the authors considered the Trotterized imaginary time evolution, $e^{-H\Delta t} = \prod_i e^{-H_i\Delta t} + \mathcal{O}(\Delta t^2)$, and then approximate the evolution of a pure state $|\Psi\rangle$ under each $e^{-H_i\Delta t}$ by a unitary operators as

$$\frac{1}{\langle \Psi | e^{-2H_i\Delta t} | \Psi \rangle} e^{-H_i\Delta t} |\Psi\rangle \approx e^{-i A \Delta t} |\Psi\rangle.$$  \hspace{1cm} (A1)

The reason why the original proposal considered approximating the Trotterized imaginary time evolution instead of the full time-sliced $e^{-H\Delta t}$ is to bound the domain size of the unitary operators. In particular, if the Hamiltonian is $k$-local, the domain size at the $j$th step is proven to be bounded by $D = \mathcal{O}(kC^d \ln^d (j L e^{-1}))$ qubits, such that the error of the state approximation has a bounded error $|| |\Psi_j\rangle - |\Phi_j\rangle || \leq \varepsilon$, for every $\varepsilon > 0$. Here, $d$ is the system dimension, $C$ is an upper bound on the correlation length of the quantum state, $|\Phi_j\rangle$ represents the exact state and $|\Psi_j\rangle$ represents the approximated state after the nonunitary operations at the $j$th step.

A major caveat of QITE is that the domain size $D$ that the unitaries act on might increase drastically under evolution. Even for the local Hamiltonian and product initial states, the computational cost scales polynomial on the number of terms of the Hamiltonian and exponential to the correlation length. For the quantum chemistry problems, the domain size is still unknown. Instead, the unitary operator was suggested to choose from the UCCSD operator pool in the step-merged QITE.

Now we discuss the error of our td-DRIFT-QITE scheme and the condition under which Proposition 1 holds. Let $A^{(j)}$ denote the $A$ operator obtained from the original QITE at the $j$th Trotter step and $U_j = e^{i A^{(j)} \Delta t}$. Given a decomposition $A^{(j)} = \sum_i a_i \sigma_i$, we define a random variable $X^{(j)} = \|a_i\| \sigma_i$ with probability $p_{j,i} = \frac{a_i}{\|a_i\|}$, and $V_j := U_{j,i} = e^{i X^{(j)} \Delta t}$. Define $\Xi_j = U_{j,1}...U_{j,1}$ and $\Lambda_j = E(V_j | \Lambda_{j-1}) \Lambda_{j-1}$ with $\Lambda_1 = E(V_1)$, our goal is to show that the conditions the QITE evolution has to satisfy in order to obtain

$$\|\Lambda_K - \Xi_K\| \leq \mathcal{O}\left(\frac{1}{K}\right)$$ \hspace{1cm} (A2)

where $\|.|$ is the operator norm.

We first establish the approximation error at the single step. We further denote $\tilde{U}_j$ to be the counterpart of $U_j$ but given the previous operations being $\Lambda_{j-1}$. We note that

$$\|\tilde{U}_j - E(V_j | \Lambda_{j-1})\| = \|E(\exp(-iX^{(j)} \Delta t)) - \mathbb{I} + i X^{(j)} \Delta t) \mathbb{1} - \exp(-i E[X^{(j)} \Delta t])\|$$

$$\leq E\|\exp(-iX^{(j)} \Delta t) - \mathbb{I} + i X^{(j)} \Delta t\| + \|\exp(-i E[X^{(j)} \Delta t]) - \mathbb{I} + i E[X^{(j)} \Delta t]\|$$ \hspace{1cm} (A3)

$$\leq \frac{1}{2} E\|X^{(j)}\|^2 \Delta t^2 + \frac{1}{2} \|E[X^{(j)}]\|^2 \Delta t^2 \leq E\|X^{(j)}\|^2 \Delta t^2 = (\|a^{(j)}\| \Delta t)^2$$

Here we have used the results derived in Ref. [27].

We will now make the premise that QITE is faithful enough such that it converges to states near the ground state wherever it starts. Therefore the unitaries generated by QITE can be viewed as a vector field whose divergence is negative in the vicinity of the ground state and 0 everywhere else. So even though td-DRIFT-QITE deviates slightly
from QITE in one step, but it will still follow the convergence path of QITE in the next step starting from that new point. Now with a QITE vector field converging towards a center, we make the following assumption:

\[
\frac{\sum_{j=1}^{K} \| \tilde{U}_j - U_j \|}{K} \sim \| U_1 - \mathbb{E}(V_1) \|. \tag{A4}
\]

where \( U_1 = \tilde{U}_1 \) the equivalence is with respect to scaling in function of \( K \). Here That is to say, the vector field from QITE tends to concentrate as it gets closer to the ground state, i.e., on average, \( \tilde{U}_j \)'s deviation from the original QITE's convergence direction \( U_j \) does not accumulate.

Now we can bound the relative error with respect to the ideal unitary evolution as

\[
\| \Lambda_K - \Xi_K \| \leq \| U_K \Xi_{K-1} - \tilde{U}_K \Lambda_{K-1} \| + \| \tilde{U}_K \Lambda_{K-1} - \mathbb{E}(V_K | \Lambda_{K-1}) \Lambda_{K-1} \| \\
\leq \| U_K \Xi_{K-1} - \tilde{U}_K \Lambda_{K-1} \| + \| U_K \Lambda_{K-1} - \tilde{U}_K \Lambda_{K-1} \| + \| \tilde{U}_K \Lambda_{K-1} - \mathbb{E}(V_K | \Lambda_{K-1}) \Lambda_{K-1} \| \\
\leq \sum_{j} (\| U_j - \tilde{U}_j \| + \| \tilde{U}_j - \mathbb{E}(V_j | \Lambda_{j-1}) \|) \\
\sim \sum_{j} \| \tilde{U}_j - \mathbb{E}(V_j | \Lambda_{j-1}) \| \tag{A5}
\]

where we have used the distance invariance under the unitary transformation and triangular inequality, and the last line comes from about assumption in Eq. (A4). Because they are of the same order, we only need to bound one of them as we did in Eq. (A3). Plugging this bound into Eq. (A5), we have the convergence in terms of step size bounded as

\[
\| \Lambda_K - \Xi_K \| \leq T \Delta t \max_j \| a^{(j)} \|^2 = O\left( \frac{1}{K} \right) \tag{A6}
\]

Therefore, we complete the proof of Proposition 1.

An alternative approach that the reader may think of is to drift the Trotterized imaginary time operator itself. However, it is not obvious how to define a mixing quantum operation as that in the original qDRIFT scheme without ancilla qubits. On the other hand, drifting the unitary approximation method is state-dependent and it might introduce a large simulation error due to the exponentially vanishing normalization factor \( c_j := \text{tr}[e^{-2\Delta t H} \rho] \).

If one considers implementing the nonunitary imaginary time operator by the joint evolution \( \exp(-i \Delta t H \otimes Y_a) \) and post-processing the measurement outcome on the ancilla \([52]\), the imaginary time operation is achieved by post-processing the measurement outcome to be zero as

\[
M_0 = \langle 0_a | \exp(-i \Delta t H \otimes Y_a) | 0_a \rangle \propto \exp(-\Delta t H). \tag{A7}
\]

We can find that the imaginary time operator is realized by the real time operator, and thus the mixing channel of the real time evolution is similar to the discussion in our work.

**Appendix B: Measurement cost after the reduction scheme**

Our measurement reduction scheme is trying to reuse estimations of expected values from previous rounds to assist the evaluation at the new round. In this section, we discuss the number of measurements needed when we use our measurement reduction scheme. The main results are presented in Proposition 2. We show the proof here.

We first denote that the variance of a single sample taken for \( \langle \Psi_0 | \hat{O} | \Psi_0 \rangle \) and any \( \langle \Psi_{s-1} | [P_s, \hat{O}] | \Psi_{s-1} \rangle \) is \( \sigma_0^2 \) and \( \sigma_s^2 \) respectively. We also denote the total number of the samples we need by \( N_k = \sum_{i=n_0}^{k} n_i \), where \( n_0 \) is the number of sample for \( \langle \Psi_0 | \hat{O} | \Psi_0 \rangle \) and \( n_s \) is for \( \langle \Psi_{s-1} | [P_s, \hat{O}] | \Psi_{s-1} \rangle \). In the main text, we have shown that the expectation is approximated by its first-order expansion as \( \langle \Psi_k | \hat{O} | \Psi_k \rangle \approx \langle \Psi_0 | \hat{O} | \Psi_0 \rangle + \sum_{s=1}^{k} i c_s \langle \Psi_{s-1} | [P_s, \hat{O}] | \Psi_{s-1} \rangle \Delta t \).
Then we have the variance

\[ \text{Var}(\langle \Psi_k | \hat{O} | \Psi_k \rangle) \]

\[ \approx \text{Var}(\langle \Psi_0 | \hat{O} | \Psi_0 \rangle) + \sum_{s=1}^{k} c_s^2 \text{Var}(\langle \Psi_{s-1} | [P_s, \hat{O}] | \Psi_{s-1} \rangle) \Delta t^2 \]

\[ = \sigma_0^2/n_0 + \sum_{s=1}^{k} c_s^2 \sigma_s^2 \Delta t^2/n_s \]

\[ \leq \sigma_0^2/n_0 + ||c||_\infty^2 \sum_{s=1}^{k} \sigma_s^2 \Delta t^2/n_s \]

One can set \( \sigma_0^2/n_0 + ||c||_\infty^2 \sum_{s=1}^{k} \sigma_s^2 \Delta t^2/n_s \leq \varepsilon^2 \) to make \( \text{Var}(\langle \Psi_k | \hat{O} | \Psi_k \rangle) \leq \varepsilon^2 \). By Cauchy's inequality, we have

\[ \varepsilon^2 N_k \geq (\sigma_0^2/n_0 + ||c||_\infty^2 \sum_{s=1}^{k} \sigma_s^2 \Delta t^2/n_s)(n_0 + n_1 + \ldots + n_k) \]

\[ \geq (\sigma_0 + ||c||_\infty \sum_{s=1}^{k} \sigma_s \Delta t)^2 = \sigma^2 (1 + ||c||_\infty k \Delta t)^2 \]

where \( \sigma = \max \sigma_s \). Hence the total number of measurements needed is

\[ N_k \geq \frac{\sigma^2 (1 + ||c||_\infty k \Delta t)^2}{\varepsilon^2} = \frac{\sigma^2 (1 + ||c||_\infty \Delta t)^2}{\varepsilon^2} \]  

(B3)

The equality holds if and only if \( n_0 = \frac{N_k}{k ||c||_\infty \Delta t + 1} \) and \( n_1 = \ldots = n_k = \frac{N_k ||c||_\infty \Delta t}{k ||c||_\infty \Delta t + 1} \). We thus complete the proof.

Appendix C: Measurement strategies for \( S, b \) and \( c \)

In this section, we discuss the number of measurements required for the estimation of \( S, b \) and \( c \). We show how to distribute the measurements to control the variance of \( a \), the solution of the linear equation \( Sa = b \).

Up to the first-order expansion, we have \( b = -\text{Im} \langle \Psi | H \sigma_i | \Psi \rangle / \sqrt{c} \), where \( c \approx \langle \Psi | (1 - 2H \Delta t) | \Psi \rangle \). Then the coefficients of the unitaries that approximates the imaginary time evolution is determined by

\[ Sa = b. \]  

(C1)

Note that each matrix element \( S_{ij} = \langle \Psi | P_i P_j | \Psi \rangle \) where \( \{ P_i \}_i \) are all Pauli operators. The variance of elements of \( S \)

\[ \text{Var}(S_{ij}) \leq 1 \]  

(C2)

Here we use the \( l_1 \)-sampling method to measure the unnormalized elements of \( b \), defined as \( \hat{b} := -2 \text{Im} \langle \Psi | H \sigma_i | \Psi \rangle \).

We can show that the variance is bounded by

\[ \text{Var}(\text{Im} \langle \Psi | H \sigma_i | \Psi \rangle) \leq ||h||_1^2 \]  

(C3)

where \( ||h||_1 := \sum_j h_j \) represents the \( l_1 \) norm of the absolute sum of Hamiltonian strengths. Other measurement methods may be used to improve the variance, and we refer to Ref. [32, 33, 53] for more details.

Similarly, we have \( \text{Var}(c) \leq 4 \Delta t^2 ||h||_1^2 \). Note the fact that \( \text{Var}(c^{-\frac{1}{2}}) \approx \text{Var}(c)/[4|c|^3] \), which can be derived from the Taylor approximation as

\[ \text{Var}(c^{-\frac{1}{2}}) \approx \text{Var}([c^{-\frac{1}{2}} + \frac{1}{2\sqrt{|c|}^3}(c - |c|)]) = \frac{1}{4|c|^3} \text{Var}(c). \]  

(C4)

The variance of the inverse square root of normalization factor thus satisfies

\[ \text{Var}(c^{-\frac{1}{2}}) \leq \Delta t^2 ||h||_1^2/|c|^3 \]  

(C5)
where we denote $|c|$ as the expectation of $c$.

The variance of $b_i$ may be approximated by

$$
\text{Var}(b_i) \approx |c|^{-1}\text{Var}(\bar{b}_i) + |\bar{b}_i|^2\text{Var}(c^{-\frac{1}{2}})
$$

$$
\approx |c|^{-1}\text{Var}(\bar{b}_i) + \frac{|\bar{b}_i|^2}{4|c|^3}\text{Var}(c)
$$  \hfill (C6)

Here, we make the assumption that $\bar{b}$ and $c$ are nearly uncorrelated. From the above derivation, the variance of the element from a single measurement can be bounded as

$$
\text{Var}(b_i) \leq (1 + \Delta t^2|c|^{-2})|c|^{-1}\|h\|_1^2
$$  \hfill (C7)

Define the regularized inverse $\hat{S}^{-1} := [||S + \lambda I\|]\^{-1}$ of coefficient matrix $S$ with the regularization parameter $\lambda \geq 0$, and the variance of $\bar{a} = \hat{S}^{-1}\bar{b}$ as $\sigma^2 = \sum_k \text{Var}(a_k)$. Again, we assume that the measurements of elements in $S$ and $\bar{b}$ are independently and small. The variance of $\bar{a}$ can be expressed as

$$
\sigma^2 = \sum_{k,l} \alpha_{kl}\text{Var}(\hat{S})_{kl} + \sum_k \beta_k\text{Var}(\bar{b})_k
$$  \hfill (C8)

where

$$
\alpha_{kl} := \sum_{i,j} |\hat{S}^{-1}|_{ik}^2|\hat{S}^{-1}|_{lj}^2|b|_i^2,
$$

$$
\beta_k := \sum_l |\hat{S}^{-1}|_{kl}^2.
$$  \hfill (C9)

See Refs. [39, 54] for details.

We have $\sigma^2 = \sigma^2_M + \sigma^2_b$, where

$$
\sigma^2_M := \sum_{k,l} \alpha_{kl}\text{Var}(\hat{S})_{kl}, \sigma^2_b := \sum_k \beta_k\text{Var}(\bar{b})_k
$$  \hfill (C10)

Now, we discuss the estimation of the solution of the linear systems. Assume that we assign the number of measurements $N_S$, $N_b$, and $N_c$ to estimate the matrix $S$, vector $\bar{b}$, and the normalization factor $c$ respectively. We have the following relation

$$
\sigma^2_M \leq \frac{\nu^2}{N_S}||b||_\infty^2 \sum_{i,k} |\hat{S}^{-1}|_{ik}^2 \sum_{i,j} |\hat{S}^{-1}|_{lj}^2
$$

$$
= \frac{\nu^2}{N_S}||b||_\infty^2 ||\hat{S}^{-1}||_F^4.
$$  \hfill (C11)

The first line of Eq. (C11) used the fact that the variance of the element of $M$ is $\text{Var}(\hat{S}_{ij}) = \text{Var}(S_{ij}) \leq 1$, and the vector infinity norm is defined $||b||_\infty^2 := \max_i b_i$. The second line of Eq. (C11) is simplified using the Frobenius norm $||A||_F = \sqrt{\text{tr}[A^TA]}$.

Similarly, we have

$$
\sigma^2_b \leq \left(\frac{\nu}{N_b} + \frac{\Delta t^2|c|^{-2}}{N_c}\right)|c|^{-1}\|h\|_1^2 \sum_{k,l} |\hat{S}^{-1}|_{kl}^2
$$

$$
\leq \left(\frac{\nu}{N_b} + \frac{\Delta t^2|c|^{-2}}{N_c}\right)|c|^{-1}\|h\|_1^2 ||\hat{S}^{-1}||_F^2.
$$  \hfill (C12)

The variance of $a$ under this measurement setting satisfies

$$
\sigma^2 \leq ||\hat{S}^{-1}||_F^2 \left(\frac{\nu^2||b||_\infty^2 ||\hat{S}^{-1}||_F^2}{N_S} + \frac{\nu|c|^{-1}\|h\|_1^2}{N_b} + \frac{\Delta t^2|c|^{-3}\|h\|_1^2}{N_c}\right).
$$  \hfill (C13)
To reduce the uncertainty of the estimation \( \mathbf{a} = \tilde{\mathbf{S}}^{-1} \mathbf{b} \) to a target precision \( \varepsilon \), we can set each component in Eq. (C13) to be less than \( \varepsilon^2/3 \). The number of samples to estimate the \( \mathbf{a} \) is upper bounded by

\[
N_S \geq 3\varepsilon^{-2}b^2\|\mathbf{b}\|_\infty \left\| \tilde{\mathbf{S}}^{-1} \right\|_F^4
\]

\[
N_b \geq 3\varepsilon^{-2}b \|\cdot\|_1^{-1} \left\| \mathbf{h} \right\|_1^2 \left\| \tilde{\mathbf{S}}^{-1} \right\|_F^2
\]

\[
N_c \geq 3\varepsilon^{-2}\Delta t^2 \|\cdot\|_3^{-3} \left\| \mathbf{h} \right\|_3^2 \left\| \tilde{\mathbf{S}}^{-1} \right\|_F^2
\]

which suffices to reach the precision \( \varepsilon \).

**Appendix D: Derivation of Eq. (8) and effects of truncation**

Assume both sides of Eq. 1 are perturbed due to truncation errors or insufficient number of measurements, one has the following expression:

\[
(S + \varepsilon \mathbf{S}_e) \mathbf{a}(\varepsilon) = \mathbf{b} + \varepsilon \mathbf{b}_e
\]  

(D1)

Now we take a derivative on both sides with respect to \( \varepsilon \):

\[
(S + \varepsilon \mathbf{S}_e) \mathbf{a}(\varepsilon) + \mathbf{S}_e \mathbf{a}(\varepsilon) = \mathbf{b}_e
\]  

(D2)

We evaluate this at \( \varepsilon = 0 \), thus obtain

\[
(S) \mathbf{a}(0) + \mathbf{S}_e \mathbf{a}(0) = \mathbf{b}_e.
\]  

(D3)

Taking the inverse of \( S \):

\[
\mathbf{a}(0) = (S)^{-1}(\mathbf{b}_e - \mathbf{S}_e \mathbf{a}(0)).
\]  

(D4)

Now we perform a Taylor expansion at \( \varepsilon = 0 \):

\[
\mathbf{a}(\varepsilon) = \mathbf{a}(0) + \varepsilon \mathbf{a}(0) + \mathcal{O}(\varepsilon^2)
\]

\[
= \mathbf{a}(0) + \varepsilon (S)^{-1}(\mathbf{b}_e - \mathbf{S}_e \mathbf{a}(0)) + \mathcal{O}(\varepsilon^2)
\]  

(D5)

Taking the norm on both side, we obtain the relative error of \( \mathbf{a} \):

\[
\frac{\|\mathbf{a}(\varepsilon) - \mathbf{a}(0)\|}{\|\mathbf{a}(0)\|} = \varepsilon \frac{\| (S)^{-1}(\mathbf{b}_e - \mathbf{S}_e \mathbf{a}(0)) \|}{\| \mathbf{a}(0) \|} + \mathcal{O}(\varepsilon^2)
\]

\[
\leq \|(S)^{-1}\| \|\mathbf{S}\| \left( \frac{\| \mathbf{b}_e \|}{\| \mathbf{b} \|} + \frac{\| \mathbf{S}_e \|}{\| \mathbf{S} \|} \right) + \mathcal{O}(\varepsilon^2),
\]  

(D6)

where \( \|\mathbf{S}^{-1}\|\|\mathbf{S}\| \) is just the condition number of \( \mathbf{S} \) and \( \frac{\| \mathbf{b}_e \|}{\| \mathbf{b} \|} \), \( \frac{\| \mathbf{S}_e \|}{\| \mathbf{S} \|} \) are the relative errors of \( \mathbf{b} \), \( \mathbf{S} \) respectively.

Here we present our arguments and numerical results for the error analysis we mentioned in Section IV. In analogy with Eq. (9), we define the correlation matrix \( \mathbf{S}' \) and assume it exhibits power-law decay correlation as

\[
\mathbf{S}'_{ij} := \text{Re}(\langle P_i P_j \rangle - \langle P_i \rangle \langle P_j \rangle) \leq \alpha(1 + d(P_i, P_j))^{-1/\xi}.
\]  

(D7)

When the correlation length \( \xi \) is sufficiently small, the inequality above implies that nonzero values of \( d(P_i, P_j) \)'s will result in \( \mathbf{S}'_{ij} \)'s that are close to 0. On the other hand, \( \mathbf{S}'_{ij} \) will be upper bounded by \( \alpha \) if the corresponding \( d(P_i, P_j) = 0 \). Therefore, one can order the indices of \( \mathbf{S}' \) such that its block-diagonal entries are all upper-bounded by \( \alpha \) and others approximately 0, as shown in Fig. 2(a). This matrix is well-approximated by a matrix with rank equal to the number of blocks \( n_b \). The nonzero singular values of this matrix are approximately \( \alpha \) times the sizes of the diagonal blocks. Note that the term \( \langle P_i \rangle \langle P_j \rangle \) has rank 1. Hence, \( \mathbf{S} = \text{[Re}(P_i P_j)] \) is well approximated by a matrix of rank at most \( n_b + 1 \). The distribution of singular values of \( \mathbf{S} \) will be similar to those of \( \mathbf{S}' \), concentrating around a few values. Small deviations from the upper bound \( \alpha \) in the block-diagonal terms will give few nonzero singular values other than the \( n_b + 1 \) ones. Therefore, a small truncation will have a negligible effect on the solution of the linear system of equations. As the correlation length \( \xi \) increases, \( \mathbf{S}' \) becomes more complicated. It can be
well-approximated by a block matrix whose entries’ magnitude increases from nondiagonal blocks to diagonal blocks, taking several values instead of merely 0 and $\alpha$, as shown in Fig. 2(b). The distribution of the singular values of this matrix will be more smooth and less concentrated. In this case, the deviation from the exact equality in Eq. (D7) will give larger corrections to the singular values. Therefore, truncation to the singular values will result in larger errors for systems with stronger static correlation.

As we see in Fig. 3(a), the "tail" of the distribution of the singular values of $S$ elongates as correlation length of the system increases. Therefore, truncation these "tails" will inevitably bring larger errors for systems with stronger static correlation. $S$ of td-DRIFT-QITE and its deterministic variant usually have very large condition numbers because it is generated by much fewer Pauli ansatz operators, therefore the necessity to truncate the singular values in our algorithms causes errors with the convergence energy. QITE can endure smaller truncation than td-DRIFT-QITE. In Fig. 3(b) we show the effect of truncation with some examples. QITE with negligible truncation converges to chemical accuracy even towards the dissociation limit. This is to argue that controlling the condition number is essential in order to improve the accuracy of our low-depth algorithms.

Figure 2. Approximate magnitude of matrix elements of $S'$ for different correlation length. Darker colors indicate the values in the corresponding entries have larger magnitudes.

Appendix E: Comparison of VQE and QITE variants

As previously mentioned in the introduction, variation algorithms, VQE in particularly, have been widely explored to study the ground state of a quantum system in NISQ era. Now we make some comparison between QITE variants (mainly our algorithm and smQITE) and VQE methods.

VQE is a hybrid quantum-classical algorithm in which the quantum device is used to prepare a circuit ansatz and the classical computer performs optimization to find the parameters for the quantum ansatz such that the parameterized state is close to the unknown ground state. There is dramatic progress in experimental and theoretical study of VQE recently [8, 30, 51, 55–66]. Meanwhile, other efficient implementation of variational algorithms for real and imaginary-time evolution has been extensively explored [67–71]. However, several problems exist which may limit the power of VQE. First, the high-dimensional optimization of parametric quantum circuits is proved to be NP-hard in the worst-case scenario [10]. Second, the way to estimate the expressive power of the ansatz to approximate the unknown ground state is not clear [72, 73]. Therefore, it could be challenging to find an ansatz that is shallow enough and free of barren plateau problem. Third, the measurement overhead needed to obtain the gradient of the parameters is linear in terms of iteration number and the size of the operator pool.

QITE naturally avoids the optimization problem by construction. For the second problem, UCCSD operator pool is introduced for VQE, which is one of the most popular VQE ansatz. Just like QITE as discussed in our work and [24], the circuit depth for VQE is also linear in terms of the size of the operator pool. However, the circuit depth of the original QITE also scales linearly the number of Trotter steps. In order to tackle this problem, [24] proposes to merge terms across different steps that are generated by the same Pauli operators. This relaxes the depth requirement of QITE by eliminating the circuit depth dependency on the number of Trotter steps, which makes it analogous to UCCSD-VQE in terms of circuit construction. However, the ordering of the UCCSD operators in the ansatz remains a problem [62] as well as the error due to shuffling noncommuting Pauli terms during the merge. In contrast to the way smQITE reduces the depth, our algorithm, td-DRIFT-QITE and its deterministic version, removes the depth dependence on the size of the Pauli operator pool. By construction, our algorithms naturally present an ordering for the ansatz operators and does not suffer from errors due to shuffling noncommuting terms. This is also the feature of ADAPT-VQE and its variants. Meanwhile, as shown in our numerical result, our algorithm often requires a circuit
Figure 3. (a). The magnitudes of the singular values of $S$ given different bond length for BeH$_2$. The closer to equilibrium position (bond-length 1.3) the molecule is, the smaller the correlation length is, the more magnitudes of the singular values concentrates on a few values as we analyzed in the main text. There are 456 singular values in total, the same as the size of the Pauli operator pool for the UCCSD ansatz of BeH$_2$, and they are arranged in ascending order in their magnitudes. $S$ is taken at step 200 with $\Delta t = 0.03$ and energies nearly converged. (b). QITE with different truncation of singular values. The QITE energies are obtained for 3 different molecules, BeH$_2$ at bond length 2.4, H$_6$ and bond length 2.4 and H$_2$O at bond length 2.0. Energies with truncation of $10^{-20}$ reaches chemical accuracy in all 3 cases. Note that this figure is not meant to compare the accuracy across different molecules as the magnitude of singular values are different for every molecule, while we use the same truncation for them.

that is much shallower than UCCSD-VQE to obtain satisfactory results and reach chemical accuracy for geometries with mostly dynamic correlation.

For the third problem, first-order derivatives are usually needed from the quantum computer in order to perform a faster optimization in the VQE settings. However, the overhead for measuring first-order derivatives is higher than measuring zero-order information. Using the parameter-shift rule [74–76], the algorithm measures two terms with different parameter shifts in order to obtain the derivative with respect to a single parameter. This overhead is the same as our procedure of measuring $S$ and $b$ in QITE. The gradient is needed for every VQE iteration, hence, the measurement cost for a single iteration of VQE is close to that of a single step of QITE. With the measurement reduction scheme we proposed, one will be able to edge out the VQE measurement overhead given equal rounds of iterations. It is worth mentioning that due to truncation errors, the precision of our low-depth algorithm has not been able to match that of ADAPT-VQE variants for benchmark molecules at the dissociation limit. However, ADAPT-VQE methods usually requires many more total iterations to converge than even UCCSD-VQE. With our measurement reduction scheme, one could achieve advantage in terms of total time cost when running the algorithm and hence may be preferred when combining with other classical quantum chemistry methods.
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