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ABSTRACT
Simulation of pyrolysis involves the knowledge of reaction kinetics and thermo-physical parameters, which are in general not directly measurable. Inverse modelling provides means to deduce the needed parameters from experimental data. This complex process involves the coupling of a simulation model with an optimisation method as well as the handling of a large amount of data. All of these processes are prone to errors and therefore a unified and automated implementation is beneficial for the whole community. In this contribution, a software to carry out this process is proposed. PROPTI is an open source tool written in Python, that is meant to provide a framework for inverse modelling of parameters in computer simulation, with emphasis on pyrolysis modelling in fire simulation. Its generalised formulation allows the usage of any simulation model in combination with various experimental data. The underlying optimisation library allows the utilisation of HPC systems. After presenting the concept of this framework, two examples are shown to illustrate the process and demonstrate the capabilities.
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INTRODUCTION

Pyrolysis describes a thermo-chemical decomposition of solids releasing gaseous species, some of which are combustible. Thus, modelling pyrolysis is essential to simulate burning of solid materials. Often the heat release rate of a fire scenario is used to represent a design fire. This implicitly prescribes the pyrolysis and therefore the fire development. In this approach, environmental conditions, like ventilation and geometry, have no self consistent impact on the fire. To overcome these restrictions, the pyrolysis reaction rate can be computed, based on the material properties, temperature and environmental conditions. One possible estimation of the reaction rate is formulated following the Arrhenius equation, with its material specific set of reaction kinetic parameters.

To compute pyrolysis the material temperature has to be determined. This implies that the reaction kinetic parameters are not sufficient to fully describe the degradation behaviour. Thermo-physical parameters, like density or heat capacity, are necessary, as well as other parameters, like layer thickness. Real materials are complex mixtures of different chemical components. This makes it very difficult to design experiments to directly gain the needed parameters. Therefore, a possible approach to obtain these parameters is an inverse modelling process (IMP). [5]

As a general concept, given experimental data and a model, the target of the IMP is to identify the set of model parameters, which best represent the experimental observation. To achieve this objective, an IMP builds upon an optimisation algorithm. A simulation of the current parameter set is carried out, then the simulation results are compared to the target data. Based on this result the optimisation algorithm proposes a new set of parameters for the next iteration. This loop is repeated until convergence criteria are satisfied. This approach is shown in figure 1.

Fig. 1. Inverse modelling process.

A challenge of this approach is to couple the simulation model to an optimisation algorithm, and to process the resulting data. Matala investigated the usage of different optimisation strategies [8], Wang used a genetic algorithm in combination with FDS to investigate road tunnel fires [12], Bal and Rein investigated effects of inverse pyrolysis modelling on the estimated parameters[2], and many more. One of the most notable contributions is Gpyro by Lautenberger [7], which provides a highly detailed (3D) pyrolysis model and boundary conditions for FDS. It also provides means for material property estimation with a collection of optimisation algorithms.

In contrast to the above, the presented framework in this contribution is not aimed to develop a new model for heat transfer or pyrolysis itself. It strives to provide a generic method interface of how to perform inverse modelling as an open source software application. Therefore, users need to spend less time to set up a framework on their own, but can focus on the actual task at hand. Thus, it is highly beneficial for the fire safety community.

A flexible and open source IMP framework called PROPTI [1] is proposed. It focuses on handling the experimental data sets and the communication between simulation software and optimisation algorithms. Different packages of optimisation algorithms can be linked to PROPTI, which allows to chose algorithms in a simple fashion. Up to now, SPOTPY [4] has been linked, but connections to other packages are easily possible. Virtually any simulation software can be used, since PROPTI handles the coupling in a general way. However, due to the authors current research activities, the focus is on Fire Dynamics Simulator (FDS) [10]. An appropriate documentation, examples and tutorials on the usage of PROPTI are provided.
FRramework
The PROPTI framework is written in Python 3 and consists of a set of object oriented modules and convenience scripts, which ease typical application scenarios. It depends on common Python modules, as well as the optimisation package SPOTPY [4]. The framework is written in a very general way, with no emphasis on any special simulation model or experimental setup. However, there exist formal requirements for the definition of the model’s input parameters and the formatting of simulation and experimental data. The optimisation process is able to consider multiple experiments and has no restriction on which parameters shall be optimised. For demonstration purposes, the modelling of thermogravimetric analysis (TGA) experiments with FDS is shown in the following section. Before the IMP is started, a sensitivity analysis can be conducted to quantify the individual impact of each parameter and eventually reduce the number of parameters to be optimised. Optimisation methods can easily be swapped and arbitrary algorithm packages can be linked to PROPTI.

To process experimental data sets and results of the simulation model, they need to be stored as simple text files. This requirement is directly satisfied by FDS if output devices are used, otherwise an additional post-processing has to be triggered. The data sets do not have to be defined at the exactly same evaluation points, as PROPTI will use interpolation methods for data comparison.

Data and Model Definition
As the initial step, a configuration file must be created, that utilises Python syntax. It contains details about where to find the experimental data, which optimisation method to be applied and which parameters are to be examined. Information on the simulation model execution, including the path to the executable, the execution mode (serial or parallel) as well as input file templates must be provided. The experimental data is a set of data files that cover multiple experiments or repetitions. Thus, their relationship to the corresponding simulation setups, i.e. input file templates, has to be defined as well.

Execution of the Optimisation
Once the configuration file is set up, the optimisation procedure can be started. The main phases, which are consequently repeated, are basically:

1. PROPTI calls the optimiser to define a set of current parameter values to be evaluated.
2. PROPTI sets up working directories for each simulation run.
3. PROPTI uses the provided information to replace the place holders in the template file, or multiple files if needed, with the current parameter values.
4. PROPTI executes the models.
5. PROPTI extracts the simulation data and passes it to the optimiser.
6. The optimiser compares the experimental and simulation data and generates a fitness value.
7. The optimiser decides if further evaluations are needed, based on the fitness value.

A further advantage of PROPTI is an additional set of tools, that provides means for automated pre- and post-processing within the IMP. Due to the usage of placeholders and Python syntax, complex logic dependencies between parameters can be represented. Since the optimisation process can be computationally demanding, it benefits from high performance computing (HPC) systems and therefore PROPTI is designed with HPC application in mind. Depending on the algorithm used, PROPTI is able to simultaneously execute simulations with these parameter sets. This concept allows to use shared (via sub-processes), as well as distributed (via MPI) memory systems and is already implemented in PROPTI. It has been successfully used on CERN HPC-clusters and the JURECA supercomputer [6].

Analysis
After the model evaluations are finished, the optimiser provides the parameter set, which best fits the experimental data sets. General means of analysing the simulation results are provided by PROPTI. It is possible to create plots, that show the development of each parameter during the IMP. Furthermore, an overview of the fitness value development is provided. FDS input files with the best parameter set can be generated for each simulation setup.
EXAMPLES

The examples demonstrate general capabilities of PROPTI on deliberately simple setups. Mock-up material parameters have been generated, utilising a simulation of a thermogravimetric analysis (TGA) experiment from the FDS examples (tga_analysis.fds). This fabricated experiment is used to verify the capability of the IMP to reproduce known values.

The selected material consists of three components, which together define a material sample of cellulose. The first component is water, that evaporates around 100 °C, and for simplicity is neglected here. The two remaining components are each described by the same material parameters, like density or heat of combustion, and differ only in reaction kinetics. Here, the FDS parameters REFERENCE_TEMPERATURE and REFERENCE_RATE have been chosen, as described in the FDS user guide. Obviously, these parameters are easily estimated by fitting a triangle to each peak, as described in literature already [9]. As stated above, these examples are chosen for the sake of demonstrating the procedure.

The first example demonstrates that the combination of PROPTI and the SCE-UA algorithm is able to converge to a known solution. The second example demonstrates how multiple experiments, and simulations thereof, can be used to gain a more robust parameter set. Here, the material is subjected to three different heat fluxes, by using three heating rates in both the experiment and the simulation: 5 K/min, 10 K/min and 15 K/min (HEATING_RATE). More sophisticated setups, which include a wider variety of experiments or more repetitions, are possible as well and are part of authors current research.

As an optimisation algorithm the SPOTPY implementation of the Shuffled Complex Evolutionary Algorithm (SCE-UA) [3] was chosen. Four complexes were used, based on the four optimisation parameters and the maximum number of repetitions, i.e. the generated parameter sets, was set to 600. Note, in the second example three different simulation setups are involved, therefore up to 600 times three model executions are needed.

Example 1

After 600 repetitions, which corresponds to 16 generations, the best parameter set is close to the original parameter values. A comparison between the parameters themselves is provided in table 1. Figure 2a provides a comparison between the mock-up experimental data and the model’s response using the best parameter set. Figure 2b shows the development of the fitness value during the run of example 1. The fitness value is defined as a negative value and the optimiser tries to maximise it. Each generation is represented as a boxplot. Thus, it is easier to judge the development of the fitness value, specifically for generations that each contain hundreds of simulations.

For assessing the parameter sensitivity, a Fourier Amplitude Sensitivity Test (FAST) [11] is conducted. The output is shown in table 2 with $s_1$, the individual influence of a single parameter, and $s_t$, the sensitivity of the model to a single parameter dependent on all other parameters.

As a visualisation of the sensitivity assessment, the development of the parameters with the lowest and the highest values are shown. The parameter that got the lowest significance value during the FAST assessment is the reference rate of component 2. Its development over the IMP is shown in figure 3a. The highest significance value was received by the reference temperature of component 1, shown in figure 3b. These figures represent the expected development, based on the sensitivity analysis.

Table 1. Comparison of known parameters from the prescribed FDS example and the SCE-UA results.

| Known parameter                  | Example 1 | Example 2 |
|----------------------------------|-----------|-----------|
| Reference temperature component 1| 315.0     | 315.006   | 315.008   |
| Reference rate component 1       | 0.0056    | 0.00559347| 0.00559759|
| Reference temperature component 2| 430.0     | 429.992   | 430.007   |
| Reference rate component 2       | 0.0075    | 0.00750615| 0.00749932|
(a) Comparison between the mock-up experimental (original FDS) data and the simulation response of the best parameter set.

(b) Development of the fitness value during the inverse modelling process, where generations are represented as boxplots.

Fig. 2. Results of the first example.

Table 2. Sensitivity of each parameter on the simulation response, computed with FAST.

| Parameter                          | $s_1$    | $s_2$    |
|-----------------------------------|----------|----------|
| Reference temperature component 1 | 0.352860 | 0.579744 |
| Reference rate component 1        | 0.319699 | 0.402163 |
| Reference temperature component 2 | 0.028856 | 0.140844 |
| Reference rate component 2        | 0.030123 | 0.068708 |

(a) Development of the reference rate of component 2 during the inverse modelling process.

(b) Development of the reference temperature of component 1 during the inverse modelling process.

Fig. 3. Parameter development in the first example.

Example 2

The previous example is extended to three different simulation setups for different heating rates. Thus, each parameter set needs to be evaluated under three different conditions and all results are compared to their respective (mock-up) experimental data. In this case, the same parameter set is written into three FDS input files, which represent the different experimental conditions. The simulation setups enable the user to specify the different relations between individual experimental and simulation data series. As a result of the IMP, an optimal parameter set is generated to recreate the material behaviour well over all experimental conditions. The simulation results of the best parameter set are shown in figure 4a, which match the target mass loss rates reasonably well. An overview of the development of the fitness values for example 2 is provided in the boxplots in figure 4b. The fitness value converges again.
SUMMARY & OUTLOOK

A framework to estimate parameters for pyrolysis modelling, utilising an inverse modelling process is proposed in this work. It provides a guided starting point for scientific and engineering projects to model fire propagation. Its generality allows to use arbitrary simulation software as well as optimisation algorithms. Furthermore, its standardisation supports the knowledge transfer among its users. The basic capabilities and features were demonstrated and verified, based on simple TGA data sets. The authors welcome anyone to make use of this framework and contact the authors in case of questions. As this is an ongoing project, the authors encourage contributions to this project.
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