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Abstract: Practically, any digital system includes sequential blocks. This article is devoted to a case when sequential blocks are represented by models of Mealy finite state machines (FSMs). The performance (maximum operating frequency) is one of the most important characteristics of an FSM circuit. In this article, a method is proposed which aims at increasing the operating frequency of LUT-based Mealy FSMs with twofold state assignment. This is done using only extended state codes. Such an approach allows excluding a block of transformation of binary state codes into extended state codes. The proposed approach leads to LUT-based Mealy FSM circuits having two levels of logic blocks. Each function for any logic level is represented by a circuit including a single LUT. The proposed method is illustrated by an example of synthesis. The results of experiments conducted with standard benchmarks show that the proposed approach produces LUT-based circuits with significantly higher operating frequency than it is for circuits produced by other investigated methods (Auto and One-hot of Vivado, JEDI, twofold state assignment). The performance is increased by an average of 15.9 to 25.49 percent. These improvements are accompanied by a small growth of the numbers of LUTs compared with circuits based on twofold state assignment. Our approach provides the best area-time products compared with other investigated methods. The advantages of the proposed approach increase as the number of FSM inputs and states increases.
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1. Introduction

Practically, any digital system includes various sequential blocks [1–3]. To specify the behaviour of a sequential block, it is necessary to use some formal model. In many cases, the behaviour of sequential blocks is specified by Mealy finite state machines (FSMs) [4–7]. Three main characteristics determine the quality of an FSM circuit: the chip area occupied by the circuit, performance (either minimum propagation time or maximum operating frequency), and the consumption of power. These characteristics are strongly interconnected [8]. As a rule, the occupied chip area significantly affects other characteristics of an FSM circuit [9,10]. Various methods of structural decomposition can be used for optimizing the size of the occupied chip area [11]. These methods have one serious drawback: they lead to multi-level FSM circuits with a significant decrease in performance compared with equivalent single-level circuits.

If a multi-level FSM circuit does not provide the required operating frequency, then it is necessary to reduce the number of levels. This reducing must be performed in a way that increases as little as possible the occupied chip area. One of these methods is proposed...
in [12]. This is a method of twofold state encoding. The method is aimed at Mealy FSMs implemented with field programmable gate arrays (FPGAs) [13–15].

Now, FPGAs are widely used for implementing various digital systems [16–18]. Due to this, we chose the FPGA-based Mealy FSMs as a research object. Our current article considers Mealy FSM circuits implemented using three main components of FPGA chips. These components are look-up table (LUT) elements, programmable flip-flops and interconnections of FPGAs. We focus our current research on solutions of Xilinx which is the largest manufacturer of FPGA chips [19,20]. So, we consider ways of increasing the performance of LUT-based Mealy FSMs.

A LUT is a logic block having $N_{LUT}$ inputs and a single output [14,21]. A single LUT may implement an arbitrary Boolean function having up to $N_{LUT}$ arguments. Unfortunately, the value of $N_{LUT}$ is very small [20]. If a Boolean function depends on more than $N_{LUT}$ variables, then it is necessary to apply methods of functional decomposition of this function [19,22]. It is known, the applying functional decomposition leads to multi-level FSM circuits with “spaghetti-type” interconnections [23,24].

FSM circuits are represented by systems of Boolean functions (SBFs). To implement an LUT-based FSM circuit, it is necessary to transform an initial SBF into a network of LUTs of a particular FPGA chip. This is a step of technology mapping [25,26]. The outcome of technology mapping tremendously affects all main characteristics of FSM circuits [20,27,28]. To implement an LUT-based FSM circuit, it is necessary to use LUTs, programmable flip-flops, programmable interconnections, circuits of synchronization, and input-output blocks.

The article [26] notes that time delays of the interconnection system are starting to play a major role in comparison with LUT delays. Furthermore, more than 70% of the power dissipation is due to the interconnections [29]. So, the optimization of interconnections leads to increasing the performance and reducing the power consumption of LUT-based FSM circuits. This can be done, for example, using the twofold state assignment [12].

Obviously, increasing the number of LUT inputs leads to a decrease in both the number of LUTs and their levels in FSM circuits. However, as shown in [30,31], for the foreseeable future, it is very difficult to expect an increase in the number of LUT inputs. Basically, modern LUTs have no more than 6 inputs [14,21]. An increase in the number of inputs leads to an imbalance for the main characteristics of an LUT circuit. However, this state of affairs leads to an imbalance between an increasing number of arguments in SBFs representing FSM circuits and a fairly small number of LUT inputs. However, the increasing complexity of modern digital systems is accompanied by an increase in the number of arguments in functions representing FSM circuits. This imbalance is the source of the need to improve synthesis methods of LUT-based FSMs.

Our current article is devoted to synthesis of multi-level LUT-based circuits of Mealy FSMs obtained using the method of twofold state assignment [12]. The twofold state assignment improves characteristics of LUT-based Mealy FSMs compared with their counterparts based on functional decomposition [32]. However, applying twofold state assignment leads to FSM circuits with three levels of LUTs. These circuits are significantly slower than their counterparts with fewer logic levels. If performance is the dominant quality factor, then the number of levels in FSM circuit should be reduced. It is extremely important that the increase in operating frequency is accompanied by as small an increase in the number of LUTs as possible (compared with the original three-level FSM circuit).

Recently, we have published works [11,12,32] where a method of twofold state assignment have been proposed. In these works, each FSM state has two codes. The first of them represents a state as an element of the set of FSM states. The second code is an extended state code (ESC). The ESC represents a state as an element of some class of partition of the set of states. This approach requires using an additional block generating ESCs. This block introduces an additional level of logic to the FSM circuit. In our current article, we propose a method which allows eliminating this block. The elimination of this additional block is the main feature that distinguishes our current work from works [11,12,32]. This
approach leads to an increase in the value of FSM operating frequency compared with FSMs based on methods [11,12,32].

The main contribution of this paper is a novel design method aimed at increasing the operating frequency of LUT-based Mealy FSMs with twofold state assignment. The main idea of the proposed approach is to use only extended state codes. This approach leads to a completely new structural diagram of the LUT-based Mealy FSM. This diagram does not include a block transforming binary state codes into extended state codes. Our current research shows that this approach leads to FSM circuits having practically the same amount of LUTs as FSM circuits based on the twofold state assignment. The experimental results show that this method allows increasing the maximum operating frequency of LUT-based FSMs compared with equivalent FSMs obtained using some known methods of FSM design.

The further text of the article includes six sections. The second section shows the background of single-level LUT-based Mealy FSMs. The third section discusses the state-of-the-art in the synthesis of LUT-based FSMs. The fourth section represents the main idea of the proposed method. The fifth section includes an example of FSM synthesis using the extended state codes. The results of experiments are shown and discussed in the sixth section of the article. A short conclusion ends the article.

2. Single-Level LUT-Based Mealy FSMs

FPGAs manufactured by Xilinx include a lot of configurable logic blocks (CLB) [1,15], such as embedded memory blocks, digital signal processors, even microprocessors. The CLBs are connected using a programmable routing matrix [33]. In this paper, we consider CLBs including LUTs, multiplexers and programmable flip-flops. A LUT has \( N_{LUT} \) inputs and a single output. Networks of LUTs implement systems of Boolean functions representing an FSM circuit.

A LUT can implement an arbitrary Boolean function which depends on up to \( N_{LUT} \) arguments. A combinational output of a LUT may be connected with a flip-flop. Usually, D flip-flops are used to organize an FSM state register (SRG) [34,35]. The value of a function may be loaded into a flip-flop using the pulse of synchronization \( Clk \). It is possible to make output of flip-flop equal to zero using the pulse \( Reset \). To select the type of a CLB output (combinational or registered), a programmable multiplexer is used.

In practical digital systems, an SBF representing an FSM circuit may depend on up to 50–70 literals [4,33]. At the same time, modern LUTs have no more than 6 inputs. So, there is a contradiction between a large number of arguments and a very small number of LUT inputs. This leads to the need for functional decomposition (FD) of SBFs representing an FSM circuit [36,37]. However, FD-based circuits have a lot of logic levels and complex systems of “spaghetti-type” interconnections [38,39].

A Mealy FSM is represented by a six-component vector \(< I, O, S, \delta, \lambda, s_1 > \) [4,33]. These components are the following: \( I = \{i_1, \ldots, i_l\} \) is a set of inputs, \( O = \{o_1, \ldots, o_N\} \) is a set of outputs, \( S = \{s_1, \ldots, s_M\} \) is a set of internal states, a function of transitions \( \delta \), a function of outputs \( \lambda \), and an initial state \( s_1 \). An FSM can be represented using various tools, such as state transition graphs [4], binary decision diagrams [40,41], and-inverter graphs [25,26], graph-schemes of algorithms [33], state transition tables (STTs) [4].

Very often, STGs represent FSMs. An STG is a directed graph which vertices correspond to FSM states and edges correspond to interstate transitions [4]. Each edge is directed from the current state \( s_m \in S \) to the state of transition \( s_T \in S \). There are \( H \) edges in an STG. The \( h \)-th edge is marked by the pair \(< I_h, O_h > \), where \( I_h \) is a conjunction of inputs causing a transition \( < s_m, s_T > \), \( O_h \) is a collection of outputs generated during the transition \( < s_m, s_T > \). Consider a Mealy FSM \( A_0 \) represented by the STG shown in Figure 1.
Figure 1. State transition graph of Mealy FSM $A_0$.

The following characteristics of FSM $A_0$ can be found from Figure 1: $L = 5$ inputs, $N = 7$ outputs, $M = 6$ states, and $H = 15$ interstate transitions. Furthermore, the STG (Figure 1) defines functions of transitions and outputs of FSM $A_0$.

An STG can be transformed into an STT. Each edge of an STG corresponds to a single row of an STT. For example, FSM $A_0$ can be represented by its STT (Table 1) obtained from the STG (Figure 1).

Table 1. STT of Mealy FSM $A_0$.

| $s_m$ | $s_T$ | $I_h$ | $O_h$ | $h$ |
|-------|-------|-------|-------|-----|
| $s_1$ | $s_2$ | $i_1$ | $o_1$ | 1   |
|       | $s_2$ | $i_1$ | $o_2$ | 2   |
|       | $s_3$ | $i_1$ | $o_3$ | 3   |
| $s_2$ | $s_3$ | $i_4$ | $o_4$ | 4   |
|       | $s_4$ | $i_4$ | $o_5$ | 5   |
| $s_3$ | $s_1$ | $i_2$ | $o_1$ | 6   |
|       | $s_5$ | $i_2$ | $o_2$ | 7   |
|       | $s_5$ | $i_2$ | $o_7$ | 8   |
| $s_4$ | $s_2$ | $i_3$ | $o_6$ | 9   |
|       | $s_4$ | $i_3$ | $o_4$ | 10  |
|       | $s_6$ | $i_2$ | $o_1$ | 11  |
| $s_5$ | $s_6$ | $1$   | $o_3$ | 12  |
| $s_6$ | $s_1$ | $i_4$ | $-1$  | 13  |
|       | $s_4$ | $i_4$ | $o_3$ | 14  |
|       | $s_5$ | $i_4$ | $o_5$ | 15  |

There are five columns in an STT [4]. The first four of them are the following: a current state $s_m$; a state of transition $s_T$; a conjunction of inputs $I_h$; a collection of outputs $O_h$. The column $h$ includes the numbers of interstate transitions ($h \in \{1, \ldots, H\}$). For example, the following functions are determined by the fourth row of Table 1: $\delta(s_2, i_4) = s_3$ and $\lambda(s_2, i_4) = o_3$. For a row with the unconditional transition, there is $I_h = 1$. In Table 1, this is the row 12.

Let us encode FSM states $s_m \in S$ by binary codes $K(s_m)$ having $R_s$ bits where

$$R_s = \lceil \log_2 M \rceil.$$
To encode states, we use state variables from the set $T = \{T_1, \ldots, T_R\}$. These variables are kept into the SRG. To change the contents of SRG, the special input memory functions (IMFs) are used. They form a set $D = \{D_1, \ldots, D_R\}$. Now, we can transform an STT into a direct structure table (DST). A DST is an extension of the STT with the three following columns: $K(s_m)$, $K(s_T)$, and $D_b$ [1]. The first of them contains a code of a current state, the second includes a code of a state of transition, and there is a collection of IMFs in the third of them. This collection includes IMFs equal to 1 to load the code $K(s_T)$ into SRG.

Using a DST, we can derive two following SBFs representing an FSM circuit:

$$D = D(T, I);$$  \hspace{1cm} (2)

$$O = O(T, I).$$  \hspace{1cm} (3)

The SBF (2) represents the function of transitions, the SBF (3) represents the function of outputs. Using the terminology from [42], we can state that SBFs (2) and (3) represent a structural diagram of $P$ Mealy FSM (Figure 2).

![Figure 2. Structural diagram of $P$ Mealy FSM.](image)

In $P$ Mealy FSMs, the block of transition logic is determined by SBF (2), the block of output logic is specified by SBF (3). The inputs of register SRG are connected with outputs of the block of transition logic. In each cycle of FSM operation, the SRG contains a current state code. The pulse of synchronization $Clk$ allows changing the contents of SRG. To load the zero code of the initial state $s_1 \in S$ into SRG, it is necessary to generate the pulse $Reset$. We discuss a case when both blocks are implemented using LUT-based CLBs. In this case, the flip-flops of SRG are distributed among LUTs of the block of transition logic.

The analysis of systems (2) and (3) shows that both input memory functions and FSM outputs depend on state variables and FSM inputs. This peculiarity of Mealy FSMs is used for optimizing LUT-based FSM circuits [11].

3. Optimizing Circuits of FPGA-Based Mealy FSMs

There are a significant number of methods for synthesis of LUT-based FSMs [11,12,23,24,26,32,36–38,41,43,44]. It is quite possible that the quality of FSM circuits obtained by different synthesis methods will differ significantly. As a rule, the quality of an FSM circuit is determined by a combination of three main characteristics. These characteristics are the following: (1) chip resources used for implementing the circuit; (2) the maximum performance and (3) the power consumption [45,46]. In the case of LUT-based FSMs, the following chip resources are necessary: (1) LUTs; (2) programmable flip-flops; (3) programmable interconnections; (4) the circuit of synchronization and (5) the programmable input-outputs of a chip. Obviously, the best FSM circuit consumes the minimum amount of chip resources, has the maximum possible operating frequency, and consumes the minimum power.

To improve the quality of an FSM circuit, it is necessary to solve some optimization problems [47,48]. In this article, we propose a method for improving the performance (the maximum operating frequency) of LUT-based Mealy FSMs.
The functions (2) and (3) are represented as sum-of-products (SOPs) [4]. These SOPs include product terms $F_h$ corresponding to rows of a DST. A term $F_h$ is determined as the following conjunction:

$$F_h = S_m \land I_h \quad (h \in \{1, \ldots, H\}).$$  \hspace{1cm} (4)

In (4), the symbol $S_m$ stands for a conjunction of state variables corresponding to the code of a current state $s_m \in S$ from the $h$-th row of the DST.

Each function $f_i \in D \cup O$ depends on $NL(f_i)$ literals, where a literal is either direct or compliment value of a Boolean variable [4]. Consider the following condition

$$NL(f_i) \leq NI_{LUT}.$$  \hspace{1cm} (5)

If condition (5) takes place, then there is exactly a single LUT in the circuit implementing the function $f_i \in D \cup O$. If condition (5) is violated, then the corresponding LUT-based circuit is a multi-level one.

To design multi-level LUT-based FSM circuits, various methods of functional decomposition (FD) may be used [22]. During the process of FD, an initial SOP is broken down by partial SOPs corresponding to some additional functions. This process is terminated when each partial SOP includes no more than $NI_{LUT}$ literals. Different partial SOPs of a function $f_i \in D \cup O$ may include the same inputs $i_l \in I$ or the same state variables $T_r \in T$. Thus, there is a duplication of literals in different partial SOPs of the original SOP. This phenomenon leads to a significant complication of the interconnection system. In turn, this not only complicates the placement and tracing process, but also reduces performance and increases power consumption compared with an equivalent single-level circuit [11,29].

If condition (5) is true for all functions representing an FSM circuit, then the number of LUTs in the circuit is equal to $N + RS$. This is the best possible LUT count. If condition (5) is violated, then the LUT count is equal to $RS + N(F)$, where $N(F)$ is the number of additional functions different from $f_i \in D \cup O$.

To optimize FSM circuits, it is necessary to reduce the value of $N(F)$. The importance of this problem has led to the development of a significant number of methods of FD [22]. Various algorithms of FD are included into CAD tools aimed in implementation of FPGA-based digital systems.

The values of $NL(f_i)$ could be reduced due to proper state assignment [4]. For example, it is possible to represent a state using only a single state variable. This is achieved by the one-hot state assignment, when $RS = M$ [49]. The one-hot state assignment requires using the SRG with $M$ bits. However, this is not a problem because modern FPGAs include a lot of programmable flip-flops. Due to this, this approach is very popular in FPGA-based design. For example, this method is used in the academic CAD system ABC by Berkeley [50,51]. It is also used in industrial CAD packages such as, for example, Vivado of Xilinx [52] and Quartus of Intel (Altera) [53].

The Equation (1) determines so called maximum binary state codes [4]. The negative effect of one-hot state assignment is an increase in the number of IMFs compared with their minimum possible number (1). However, these IMFs are much simpler than in the case of maximum binary state assignment [1]. These approaches have been compared, for example, in [54]. The research [54] shows that using one-hot codes improves FSM characteristics if there is $M > 16$. However, the number of state variables is not the only factor influencing the circuit characteristics. The limited number of LUT inputs increases the effect of the number of FSM inputs on the characteristics of LUT-based FSM circuits [1]. It is shown in [35] that the one-hot state assignment produces worse FSM circuits if the number of FSM inputs exceeds 10.

So, in one case the best results are produced by the method of maximum binary state assignment, and in the other case it is better to use the one-hot state codes. Thus, it is necessary to check which method will give the best results for a particular FSM. Due to this, we have compared the FSM circuits produced by our proposed approach with FSM circuits
produced by three other methods of state assignment. As a base for comparison, we chose the algorithm JEDI [9,55], the methods of binary state assignment Auto and the One-hot state assignment of Vivado [52] by Xilinx [15]. We chose Vivado because it aims in Xilinx FPGA chips. We chose JEDI because it is one of the best maximum binary state assignment methods [5].

It is possible to encode states in a way reducing the power consumption [56]. The majority of such methods are based on reducing the switch activity of an FSM circuit [48,57]. To do it, it is necessary to minimize the Hamming distance for codes of states with the maximum amount of transitions [57]. However, our research [12,38,39] shows that the power consumption can be reduced due to the reducing the number of interconnections inside an FSM circuit. To reduce the number of interconnections, it is necessary to minimize the numbers of arguments in SBFs (2) and (3) [4]. This can be done using various methods of state assignment.

The structural decomposition is an efficient way of reducing LUT counts in Mealy FSMs logic circuits [11]. The main idea of these methods is the elimination of direct connection between FSM inputs \( i_l \in I \) and state variables \( T_r \in T \), on the one hand, and outputs \( o_n \in O \) and IMFs \( D_r \in D \), on the other hand. This is connected with introducing additional functions forming a set \( F \) having \( N(F) \) elements. The functions \( f_j \in F \) depend on FSM inputs and state variables. In turn, FSM outputs and IMFs use these additional functions as arguments creating literals of corresponding SOPs. To optimize LUT count due to applying the methods of structural decomposition (SD), the following conditions should take places [11]:

\[ N(F) \ll N + R_S; \]  
\[ N(F) \ll L + R_S. \]  

All known methods of SD are based on conditions (6) and (7). These methods are analysed, for example, in [11]. If condition (5) is violated for some functions \( f_j \in F \), then joint application of FD- and SD-based decomposition methods is necessary [12].

One of the SD-based methods is a method of twofold state assignment [12,32]. Let us analyse this method. The method is based on construction a partition \( \pi_S = \{S^1, \ldots, S^K\} \) of the set of Mealy FSM states. Each class \( S^k \in \pi_S \) includes \( M_k \) states. The maximum binary codes \( C(s_m) \) are used for encoding states as elements of some class \( S^k \in \pi_S \). There are \( R(S^k) \) bits in codes \( C(s_m) \) of states \( s_m \in S^k \), where

\[ R(S^k) = \lceil \log_2(M_k + 1) \rceil. \]  

To encode states \( s_m \in S^k \), the variables \( \tau_r \in \tau^k \) are used. The sets \( \tau^1, \ldots, \tau^K \) form a set \( \tau \) having \( R_0 \) elements:

\[ R_0 = R_1 + \ldots + R_K. \]  

Each class \( S^k \in \pi_S \) determines three sets. The set \( I^k \subseteq I \) includes inputs causing transitions from states \( s_m \in S^k \). There are \( L_k \) elements in the set \( I^k \subseteq I \). The set \( O^k \subseteq O \) includes outputs generating during the transitions from states \( s_m \in S^k \). The set \( D^k \subseteq D \) includes IMFs equal to 1 during the transitions from states \( s_m \in S^k \).

This method can be used if the following condition takes place:

\[ R(S^k) + L_k \leq NI_{LUT} \quad (k \in \{1, \ldots, K\}). \]  

In this case, it is possible to use the model of \( P_T \) Mealy FSM (Figure 3).
A class $S^k \in \tau_S$ corresponds to a BlockSk implementing SBFs

$$D^k = D^k(t^k, I^k),$$

$$O^k = O^k(t^k, I^k).$$

The circuit of each BlockSk is implemented with LUTs having $N_{LUT}$ inputs. The functions (11) and (12) represent the partial SOPs of FSM input memory functions and outputs. The BlockTO creates final values of functions from the set $D \cup O$. To do it, each LUT of this block implements disjunctions having up to $K$ inputs:

$$D_r = \bigvee_{k=1}^{K} D^k_r \ (r \in \{1, \ldots, R_S\});$$

$$o_n = \bigvee_{k=1}^{K} o^k_n \ (n \in \{1, \ldots, N\}).$$

The outputs of LUTs producing functions (13) are connected with inputs of D flip-flops. This explains the existence of pulses Reset and Clk as inputs of BlockTO. So, this block produces outputs $o_n \in O$ and state variables $T_r \in T$.

To create SBFs (11) and (12), it is necessary to have state variables $\tau_r \in \tau$. These variables are generated by the Block$\tau$. This block transforms state variables $T_r \in T$ and generates the following SBF:

$$\tau = \tau(T).$$

As follows from [12], the circuits of $P_T$ FSMs require fewer LUTs than the circuits of equivalent $P$ Mealy FSMs. If condition (10) takes place, circuits of $P_T$ FSMs also have fewer levels of logic. Due to this, they are faster than the circuits of equivalent $P$ Mealy FSMs.

As follows from Figure 3, both inputs $i_l \in I$ and state variables $\tau_r \in \tau$ enter only LUTs of the first level of FSM circuit. The partial functions (11) and (12) enter only LUTs of the second level of FSM circuit. At last, the state variables $T_r \in T$ enter only LUTs of the Block$\tau$ creating the third level of logic. Due to this, the circuits of $P_T$ FSMs have regular systems of interconnections. This distinguishes them from the circuits of FD-based $P$ FSMs having complex systems of “spaghetti-type” interconnections. Our research [11,32] shows that the circuits of $P_T$ FSMs consume less power than the circuits of equivalent $P$ Mealy FSMs.

The analysis of Figure 3 shows that $P_T$ FSMs have a drawback. Namely, they include Block$\tau$ in the path leading from inputs $i_l \in I$ to state variables $\tau_r \in \tau$. The conversion (15) takes some time, which is added to the FSM cycle time. In this article, we propose a way of eliminating the Block$\tau$ from FSM circuit. It allows reducing the cycle time and, therefore, increasing the value of maximum operating frequency of a resulting FSM circuit.
4. Main Idea of the Proposed Method

Assume that we have constructed a partition $\pi_S$ for some Mealy FSM. To eliminate the converter of state codes $K(s_m)$ into state codes $C(s_m)$, we propose to use extended state codes $EC(s_m)$. For a state $s_m \in \{1, \ldots, M\}$, the extended state code determines the state as an element of both sets $S$ and $S^k \in \pi_S$. The number of bits in $EC(s_m)$ is equal to $R_0$ determined by (9). To encode states by ESCs, we use state variables $\tau_r \in \tau$, where $|\tau| = R_0$. If $s_m \in S^k$, then only variables $\tau_r \in \tau^k$ can differ from zero.

Using only ESCs leads to $PE$ Mealy FSMs. There is a structural diagram of $PE$ Mealy FSM shown in Figure 4.

![Figure 4. Structural diagram of PE Mealy FSM.](image)

In $PE$ Mealy FSMs, the blocks of the first level implement partial functions (11) and (12). These functions enter inputs of LUTs from $Block\tau O$. As in the case of $PT$ FSMs, the functions (12) are transformed into FSM outputs. However, the functions (11) are transformed directly into state variables $\tau_r \in \tau$. Due to this, there is no need in the $Block\tau$ used in the case of $PT$ Mealy FSM (Figure 3).

By removing the $Block\tau$, the three-level FSM circuit turns into a two-level one. So, we can expect that $PE$ Mealy FSMs have better performance than equivalent $PT$ Mealy FSMs. Results of our experimental studies, shown in Section 6, have confirmed this assumption.

In this article, we propose a synthesis method for $PE$ Mealy FSMs. The method aims in LUT-based FSMs where an LUT has $NI_{LUT}$ inputs. We assume that an FSM is represented by its state transition table. Furthermore, we assume that there exists a partition $\pi_S$ satisfying the condition (10). There are the following steps in the proposed synthesis method:

1. Constructing the partition $\pi_S$ with the minimum cardinality number $K$.
2. Encoding of FSM states by extended state codes $EC(s_m)$.
3. Creating DST of $PE$ Mealy FSM.
4. Creating tables representing $BlockS1$–$BlockSK$.
5. Creating table representing $Block\tau O$.
6. Constructing SBFs representing blocks of FSM circuit.
7. Implementing $PE$ Mealy FSM circuit with particular LUTs and other resources of FPGA chip.

To create the partition $\pi_S$, we can use the methods from [11,32]. These methods try to minimize the number of LUTs in the resulting FSM circuit. Firstly, the number of shared outputs in the sets $S^k \in \pi_S$ should be minimum one. This reduces the number of LUTs implementing partial outputs in the circuit of $BlockSK$. Furthermore, this allows to reduce the number of interconnections among $BlockSK$ and LUTs of $Block\tau O$. The circuit of block $Block\tau O$ is guaranteed to have a single level of logic if the following condition is true:

$$K \leq NI_{LUT}. \quad (16)$$

If condition (16) is violated, then the circuit of $Block\tau O$ is still a single-level one, if each partial output is generated by no more than $NI_{LUT}$ blocks of the first level of logic. Due to
this, it makes sense to minimize the appearance of shared FSM outputs in different sets \( S^k \in \pi_S \).

Each class \( S^k \in \pi_S \) is characterised by a set \( \delta(S^k) \) including states of transitions from the states \( s_m \in S^k \). The methods [31,32] minimize the appearance of shared states of transition in different classes of the partition \( \pi_S \). This allows minimizing the number of partial input memory functions generated by a particular block of logic. In turn, this minimizes the numbers of LUTs in circuits of all blocks of \( P_T \) FSM circuit. In the case of \( P_E \) FSM, we still use this method.

The difference in the organization of \( P_T \) and \( P_E \) FSMs leads to a change in the method of state assignment. In [32], state are encoded in a way minimizing the number of LUTs in the circuit of LUTs. There is no LUT in \( P_E \) FSMs. We propose to encode states in a way minimizing the number of LUTs generating functions \( (11) \). To do it, we encode the states \( s_m \in \delta(S^k) \) in a way maximizing the number of zeros in the same bits of codes for different states of transition within each set \( \delta(S^k) \).

Consider the following example. There is a set \( \delta(S^3) = \{s_3,s_5\} \). If these states have the codes \( EC(s_3) = 01101 \), \( EC(s_5) = 10011 \), then all five partial input memory functions are generated by BlockS1. To generate them, it is necessary to use five LUTs. If there are codes \( EC(s_3) = 00001 \) and \( EC(s_5) = 00011 \), then only two partial input memory functions should be generated. To do it, only 2 LUTs are necessary. We use this approach to encode states of \( P_E \) Mealy FSMs.

5. Example of Synthesis

If a model of \( P_E \) FSM is used to implement the circuit of some FSM \( A_y \), then we denote this as \( P_E(A_y) \). In this section, we discuss an example of synthesis of \( P_E \) Mealy FSM starting from STT (Table 1). To implement the circuit of Mealy FSM \( P_E(A_0) \), we use LUTs having \( NI_{LUT} = 5 \).

Step 1. Using the approach in [32] gives the partition \( \pi_S = \{S^1,S^2\} \) of the set of states. It includes the classes \( S^1 = \{s_1,s_3,s_4\} \) and \( S^2 = \{s_2,s_5,s_6\} \). There is \( M_1 = M_2 = 3 \) in the discussed case. Using \( (8) \) gives \( R(S^1) = R(S^2) = 2 \). As follows from the analysis of Table 1, the following sets exist for each class \( S^k \in \pi_S \): \( I^1 = \{i_1,i_2,i_3\} \), \( O^1 = \{o_1,o_2,o_4,o_6,o_7\} \), \( \delta(S^1) = \{s_1,s_2,s_3,s_5,s_6\} \) for \( S^1 \); \( I^2 = \{i_4,i_5\} \), \( O^2 = \{o_1,o_3,o_5\} \), \( \delta(S^2) = \{s_1,s_3,s_4,s_6\} \) for \( S^2 \). So, the following relation takes place: \( L_1 = L_2 = 2 \). Because of \( NI_{LUT} = 5 \), the condition \( (10) \) is true for each class of the partition \( \pi_S = \{S^1,S^2\} \).

As we can see, there are no identical elements in the sets \( I^1 \) and \( I^2 \) \( (I^1 \cap I^2 = \emptyset) \). The fewer identical elements in different sets \( I^k \subseteq I \), the fewer connections between the sources of FSM inputs and LUTs of the first level of logic. In our particular case, the absolute minimum of zero is reached.

There is only a single common output \( o_1 \) in sets \( O^1 \) and \( O^2 \). It means that only a single LUT of BlockTO is necessary to generate FSM outputs. All other outputs are generated by LUTs from corresponding blocks of the first level of logic circuit. In general, the fewer identical elements in different sets \( O^k \subseteq O \), the smaller the number of LUTs in the second level of logic.

Step 2. There is \( R(S^1) = R(S^2) = 2 \). From \( (9) \), we can get \( R_0 = 4 \). This gives the set \( \tau = \{\tau_1,\ldots,\tau_4\} \). We can create the following sets for the state encoding: \( \tau^1 = \{\tau_1,\tau_2\} \) and \( \tau^2 = \{\tau_3,\tau_4\} \). If \( s_m \in S^1 \), then \( \tau_3 = \tau_4 = 0 \) in the code \( EC(s_m) \). There is \( \tau_1 = \tau_2 = 0 \) in the code \( EC(s_m) \) for the states \( s_m \in S^2 \). Furthermore, we should maximize the number of zeros in the same bits of codes for different states of transition within each set \( \delta(S^k) \).

In our example, it is possible to encode only states \( s_m \in \delta(S^2) \) in such a way. The outcome of state assignment is shown in Figure 5.
As follows from the Karnaugh map (Figure 5), there is $\tau_3 = 0$ in extended codes of states $s_m \in S.1$. It means that only three LUTs are used for generating input memory functions in BlockS2. Furthermore, we can see that variables $\tau_3$ and $\tau_4$ are insignificant for conjunctions $S_m$ for the codes of states $s_m \in S.2$. This allows diminishing the number of literals in terms (4) up to $R(S^k)$. For example, there is $S_3 = \tau_1 \land \tau_2$. These minimized conjunctions are used in SOPs of functions (11) and (12).

Step 3. The transition from an STT to a DST is executed in the trivial way. The columns $s_m, s_T, I_h, O_h, h$ contain the same symbols in both tables. The state codes are taken from a corresponding Karnaugh map. In the discussed example, the codes are taken from Figure 5. There is a symbol $D_r$ in the row $h$ of the column $D_h$, if there is 1 in the code of state of transition $s_T \in S$ in this row. In the discussed case, the DST of FSM $P_E(A_0)$ is represented by Table 2. This table includes $h = 15$ rows.

### Table 2. DST of $P_E$ FSM $A_0$

| $s_m$ | $EC(s_m)$ | $s_T$ | $EC(s_T)$ | $I_h$ | $O_h$ | $D_h$ | $h$ |
|-------|------------|-------|------------|-------|-------|-------|-----|
| $s_1$ | 0100       | $s_2$ | 0010       | $i_1$ | $o_102$ | $D_3$ | 1   |
|       |            | $s_2$ | 0010       | $i_1^21_2$ | $o_6$ | $D_3$ | 2   |
|       |            | $s_3$ | 1000       | $i_11_2$ | $o_204$ | $D_1$ | 3   |
| $s_2$ | 0010       | $s_3$ | 1000       | $i_4$ | $o_3$ | $D_1D_2$ | 4   |
|       |            | $s_4$ | 1100       | $i_4$ | $o_5$ | $D_1D_2$ | 5   |
| $s_3$ | 1000       | $s_1$ | 0100       | $i_2^21_3$ | $o_406$ | $D_2$ | 6   |
|       |            | $s_5$ | 0011       | $i_2^21_3$ | $o_102$ | $D_3D_4$ | 7   |
|       |            | $s_5$ | 0011       | $i_2^21_3$ | $o_7$ | $D_3D_4$ | 8   |
| $s_4$ | 1100       | $s_2$ | 0010       | $i_2^21_3$ | $o_206$ | $D_3$ | 9   |
|       |            | $s_4$ | 1100       | $i_2^21_3$ | $o_407$ | $D_1D_2$ | 10  |
|       |            | $s_6$ | 0001       | $i_2^21_3$ | $o_1$ | $D_4$ | 11  |
| $s_5$ | 0011       | $s_6$ | 0001       | 1     | $o_3$ | $D_4$ | 12  |
| $s_6$ | 0001       | $s_1$ | 0100       | $i_4$ | – | $D_2$ | 13  |
|       |            | $s_4$ | 1100       | $i_41_5$ | $o_103$ | $D_1D_2$ | 14  |
|       |            | $s_6$ | 0001       | $i_41_5$ | $o_5$ | $D_4$ | 15  |

### Step 4. To construct a table of BlockSk, it is necessary to select the rows of a DST with transitions from the states $s_m \in S^k$. Obviously, this is executed in a trivial way. Applying this approach to Table 2 gives two tables. Table 3 represents the BlockS1; Table 4 represents the BlockS2. There are 9 rows in Table 3 and 6 rows in Table 4. So, together, these tables include all 15 rows of the original DST (Table 2).
Table 3. Table of BlockS1.

| $s_m$ | $EC(s_m)$ | $s_T$ | $EC(s_T)$ | $I_h$ | $O_h$ | $D_h$ | $h$ |
|------|-----------|-------|-----------|------|------|------|----|
| $s_1$ | 0100 | $s_2$ | 0010 | $i_1$ | $o_1$ | $o_2$ | $D_3$ | 1 |
|      |      | $s_2$ | 0010 | $i_2$ | $o_6$ |     | $D_3$ | 2 |
|      |      | $s_3$ | 1000 | $i_1$ | $o_2$ | $o_4$ | $D_1$ | 3 |
| $s_3$ | 0100 | $s_1$ | 0011 | $i_2$ | $o_6$ |     | $D_2$ | 4 |
|      |      | $s_4$ | 0011 | $i_2$ | $o_2$ |     | $D_3D_4$ | 5 |
|      |      | $s_5$ | 0011 | $i_2$ | $o_7$ |     | $D_3D_4$ | 6 |
| $s_4$ | 1100 | $s_2$ | 0010 | $i_2$ | $o_6$ |     | $D_3$ | 7 |
|      |      | $s_3$ | 1100 | $i_2$ | $o_7$ |     | $D_3D_2$ | 8 |
|      |      | $s_6$ | 0001 | $i_2$ | $o_1$ |     | $D_4$ | 9 |

Table 4. Table of BlockS2.

| $s_m$ | $EC(s_m)$ | $s_T$ | $EC(s_T)$ | $I_h$ | $O_h$ | $D_h$ | $h$ |
|------|-----------|-------|-----------|------|------|------|----|
| $s_2$ | 0010 | $s_3$ | 1000 | $i_1$ | $o_3$ |     | $D_1$ | 1 |
|      |      | $s_4$ | 1100 | $i_1$ | $o_5$ |     | $D_3D_2$ | 2 |
|      |      | $s_5$ | 0011 |     |     |     | $D_4$ | 3 |
| $s_6$ | 0001 | $s_1$ | 0100 | $i_1$ |     |     | $D_2$ | 4 |
|      |      | $s_2$ | 1100 | $i_2$ | $o_1$ |     | $D_3D_2$ | 5 |
|      |      | $s_3$ | 0001 | $i_2$ | $o_5$ |     | $D_4$ | 6 |

Step 5. The table of BlockτO includes two columns. The column Function includes all functions from sets of input memory functions and FSM outputs. The column Block is divided by K sub-columns ($S_1, \ldots, SK$). The sub-column $Sk$ corresponds to BlockSk. If a function $f_i \in D \cup O$ is generated by BlockSk, then there is 1 at the intersection of the row $f_i$ and the column $Sk$.

In the discussed case, there are $R_0 + N = 11$ rows in the table of BlockτO. This block is represented by Table 5.

Table 5. Table of BlockτO.

| Function | Block | Function |
|----------|-------|----------|
| D1       | S1    | S2       |
| D2       | S1    | S2       |
| D3       | S1    | S2       |
| D4       | S1    | S2       |
| o1       | S1    | S2       |
| o2       | S1    | S2       |

There is a transparent connection between Tables 3 and 4, on the one hand, and Table 5, on the other hand. For example, there is $D_3 = 0$ in Table 4. So, there is 0 at the intersection of the row $D_3$ and the column $S_2$ of Table 5. Next, there is $o_4 = 1$ in Table 3. So, there is 1 at the intersection of the row $o_4$ and the column $S_1$ of Table 5. All other rows of Table 5 are filled on the base of a similar analysis.
Step 6. Systems (11) and (12) are extracted from tables of BlockS1–BlockSK. The following SBFs can be derived from Table 3 (after minimization):

\[
\begin{align*}
D_1^1 &= F_3 \lor F_8 = \tau_1 \tau_2 \bar{i}_1 \lor \tau_1 \tau_2 \bar{i}_9; \\
D_2^1 &= F_4 \lor F_8 = \tau_1 \tau_2 \bar{i}_2 \lor \tau_1 \tau_2 \bar{i}_3; \\
D_3^1 &= F_1 \lor F_2 \lor F_3 \lor F_6 \lor F_7; \\
D_4^1 &= F_5 \lor [F_6 \lor F_9] = \tau_1 \tau_2 \bar{i}_3 \lor \tau_1 \bar{i}_2. \\
\end{align*}
\]  
(17)

\[
\begin{align*}
o_1^1 &= F_1 \lor F_5 \lor F_9 = \tau_1 \tau_2 \bar{i}_3 \lor \tau_1 \tau_2 \bar{i}_2; \\
o_2^1 &= F_1 \lor F_3 \lor F_7; \\
o_4^1 &= F_3 \lor F_4 \lor F_8; \\
o_6^1 &= F_2 \lor [F_4 \lor F_7] = \tau_1 \tau_2 \bar{i}_2 \lor \tau_1 \bar{i}_3; \\
o_7^1 &= F_6 = \tau_1 \tau_2 \bar{i}_2. \\
\end{align*}
\]  
(18)

The following systems are derived from Table 4:

\[
\begin{align*}
D_1^2 &= [F_1 \lor F_2] \lor F_5 = \tau_3 \tau_4 \lor \tau_3 \tau_4 \bar{i}_5; \\
D_2^2 &= F_2 \lor F_4 \lor F_5; \\
D_4^2 &= D_3^2 = F_3 \lor F_6 = \tau_3 \tau_4 \lor \tau_3 \tau_4 \bar{i}_5. \\
\end{align*}
\]  
(19)

\[
\begin{align*}
o_1^2 &= F_3 = \tau_3 \tau_4 \bar{i}_5; \\
o_2^2 &= F_1 \lor F_3 \lor F_5; \\
o_2^2 &= F_2 \lor F_6 = \tau_3 \tau_4 \lor \tau_3 \tau_4 \bar{i}_5. \\
\end{align*}
\]  
(20)

The following SBF is derived from Table 5:

\[
\begin{align*}
D_1 &= D_1^1 \lor D_2^2; \\
D_2 &= D_1^1 \lor D_2^2; \\
D_3 &= D_3^1; \\
D_4 &= D_1^1 \lor D_2^2; \\
o_1 &= o_2^1 \lor o_2^2; \\
o_2 &= o_2^1; \\
o_3 &= o_5^2; \\
o_4 &= o_4^1; \\
o_5 &= o_5^2; \\
o_6 &= o_6^1; \\
o_7 &= o_7^2. \\
\end{align*}
\]  
(21)

Systems (17)–(21) represent logic circuit of FSM \( P_E(A_0) \). Let us analyse the LUT counts for each level of logic. To do it, we should analyse systems (17)–(21).

As follows from (17) and (18), there are 9 LUTs in the circuit of BlockS1. The LUT count is determined by the number of equations in (17) and (18). From SBFs (19) and (20) follows that there are 6 LUTs in the circuit of BlockS2.

If some equation of SBF (21) has more than a single product term, then the corresponding LUT is included into BlockClk. Otherwise, a corresponding function is generated by some of block of the first level of logic. So, there are 4 LUTs in the circuit of BlockClk.

So, there are \( 9 + 6 + 4 = 19 \) LUTs in the circuit of FSM \( P_E(A_0) \). The pulses Clk and Reset enter CLBs generating functions \( D_i \in D \). The circuit is shown in Figure 6.

**Figure 6.** Logic circuit of FSM \( P_E(A_0) \).
Step 7. To implement the circuit of FSM $P_E(A_0)$, it is necessary to use very complicated methods of technology mapping [26]. This can be done using, for example, the CAD tool Vivado by Xilinx [52]. This package solves the problems of mapping, placement, routing, testing, finding characteristics of an FSM circuit (such as the LUT count, number of CLBs, number of flip-flops, maximum operating frequency, power consumption). We do not show the results of implementation for this particular example. In the next section, we use Vivado to investigate the efficiency of our method compared with some other design methods.

6. Experimental Results

The results of experiments are shown in this section. To conduct experiments, we use benchmark FSMs from the library [58]. The library includes 48 benchmarks represented in the format KISS2. These benchmarks have a wide range of basic characteristics (numbers of states, inputs, and outputs). The characteristics of these benchmarks can be found in many articles and books, for example, in [11,27,37]. These benchmarks are used very often by different researchers to compare area and time characteristics of FSMs obtained using different design methods. The characteristics of the benchmarks are shown in Table 6.

Table 6. Characteristics of Mealy FSM benchmarks.

| Benchmark | L  | N  | $R_S + L$ | $M/R_S$ | H  | Class |
|-----------|----|----|----------|---------|----|-------|
| bbara     | 4  | 2  | 8        | 12/4    | 60 | 1     |
| bbse      | 7  | 7  | 12       | 26/5    | 56 | 1     |
| bbtas     | 2  | 2  | 6        | 9/4     | 24 | 0     |
| beecount  | 3  | 4  | 7        | 10/4    | 28 | 1     |
| cse       | 7  | 7  | 12       | 32/5    | 91 | 1     |
| dk14      | 3  | 5  | 8        | 26/5    | 56 | 1     |
| dk15      | 3  | 5  | 8        | 17/5    | 32 | 1     |
| dk16      | 2  | 3  | 9        | 75/7    | 108| 1     |
| dk17      | 2  | 3  | 6        | 16/4    | 32 | 0     |
| dk27      | 1  | 2  | 5        | 10/4    | 14 | 0     |
| dk512     | 1  | 3  | 6        | 24/5    | 15 | 0     |
| donfile   | 2  | 1  | 7        | 24/5    | 96 | 1     |
| ex1       | 9  | 19 | 16       | 80/7    | 138| 2     |
| ex2       | 2  | 2  | 7        | 25/5    | 72 | 1     |
| ex3       | 2  | 2  | 6        | 14/4    | 36 | 0     |
| ex4       | 6  | 9  | 11       | 18/5    | 21 | 1     |
| ex5       | 2  | 2  | 6        | 16/4    | 32 | 0     |
| ex6       | 5  | 8  | 9        | 14/4    | 34 | 1     |
| ex7       | 2  | 2  | 12       | 17/5    | 36 | 1     |
| keyb      | 7  | 7  | 12       | 22/5    | 170| 1     |
| kirkman   | 12 | 6  | 18       | 48/6    | 370| 2     |
| lion      | 2  | 1  | 5        | 5/3     | 11 | 0     |
| lion9     | 2  | 1  | 6        | 11/4    | 25 | 0     |
| mark1     | 5  | 16 | 10       | 22/5    | 22 | 1     |
| mc        | 3  | 5  | 6        | 8/3     | 10 | 0     |
| modulo12  | 1  | 1  | 5        | 12/4    | 24 | 0     |
| Benchmark | L | N | R₅ + L | M/R₅ | H | Class |
|-----------|---|---|--------|------|---|-------|
| opus      | 5 | 6 | 10     | 18/5 | 22| 1     |
| planet    | 7 | 19| 14     | 86/7 | 115| 2     |
| planet1   | 7 | 19| 14     | 86/7 | 115| 2     |
| pma       | 8 | 8 | 14     | 49/6 | 73 | 2     |
| s1        | 8 | 7 | 14     | 54/6 | 106| 2     |
| s1488     | 8 | 19| 15     | 112/7| 251| 2     |
| s1494     | 8 | 19| 15     | 118/7| 250| 2     |
| s1a       | 8 | 6 | 15     | 86/7 | 107| 2     |
| s208      | 11| 2 | 17     | 37/6 | 153| 2     |
| s27       | 4 | 1 | 8      | 11/4 | 34 | 1     |
| s386      | 7 | 7 | 12     | 23/5 | 64 | 1     |
| s420      | 19| 2 | 27     | 137/8| 137| 4     |
| s510      | 19| 7 | 27     | 172/8| 77 | 4     |
| s8        | 4 | 1 | 8      | 15/4 | 20 | 1     |
| s820      | 18| 19| 25     | 78/7 | 232| 4     |
| s832      | 18| 19| 25     | 76/7 | 245| 4     |
| sand      | 11| 9 | 18     | 88/7 | 184| 4     |
| shiftreg  | 1 | 1 | 5      | 16/4 | 16 | 0     |
| sse       | 7 | 7 | 12     | 26/5 | 56 | 1     |
| styr      | 9 | 10| 16     | 67/7 | 166| 2     |
| tma       | 7 | 9 | 13     | 63/6 | 44 | 2     |

To conduct the experiments, we used a personal computer with the following characteristics: CPU: Intel Core i7 6700 K 4.2@4.4 GHz, Memory: 16 GB RAM 2400 MHz CL15. As a platform for implementing FSM circuits we used the Virtex-7 VC709 Evaluation Platform (xc7vx690tffg1761-2) [59]. The FPGA chip of this platform includes LUTs with 6 inputs. We used CAD tool Vivado v2019.1 (64-bit) [52] to execute the technology mapping. The results of experiments are taken from reports produced by Vivado. As the source information for the CAD tool, we used VHDL-based FSM models obtained by the transformation of files in KISS2 format into VHDL codes. The transformation is executed by the CAD tool K2F [11].

We compared area (the LUT count) and time (the maximum operating frequency) characteristics of FSMs based on five different approaches. Three of them are P Mealy FSMs based on: (1) Auto of Vivado (it uses binary state codes); (2) One-hot of Vivado; (3) JEDI. The fourth objects for comparison are P₇-based FSMs [12,32]. We compared these four FSMs with our approach.

It is known [11] that area and time characteristics of LUT-based FSM circuits depend strongly on the relation between numbers of inputs (L) and state variables (R₅), on the one hand, and the number of LUT inputs N_ILUT, on the other hand. Due to this, we have divided the benchmarks into five following classes. The benchmarks belong to class of trivial FSMs (class 0) if R₅ + L ≤ 6. The benchmarks belong to class of simple FSMs (class 1) if R₅ + L ≤ 12. The benchmarks belong to class of average FSMs (class 2) if R₅ + L ≤ 18. The benchmarks belong to class of big FSMs (class 3) if R₅ + L ≤ 24. The benchmarks belong to class of very big FSMs (class 4) if R₅ + L > 24. As research [39] shows, the larger the class number, the bigger the gain from using methods of structural decomposition.
The class 0 includes the benchmarks bbtas, dk17, dk512, ex3, ex5, lion, lion9, mc, modulo12, and shiftreg. The class 1 contains the benchmarks bbara, bbsse, beecount, cse, dk14, dk15, dk16, donfile, ex2, ex4, ex6, ex7, keyb, mark1, opus, s27, s386, s8, and sse. The class 2 consists of the benchmarks ex1, kirkman, planet, planet1, pma, s1, s1488, s1494, s1a, s208, sty, and tma. The class 3 includes the benchmark sand. At last, the benchmarks s420, s510, s820, and s832 create the class 4.

The results of experiments are shown in Tables 7–15. There is the same organization of Tables 7, 9, 11 and 13–15. We marked the table columns by the names of investigated methods. The table rows contain the names of benchmarks. Within each table, the results for the same class are shown in adjacent rows. There are results of summation of values from columns in the row “Total”. The row “Percentage” includes the percentage of summarized characteristics of FSM circuits produced by other methods, respectively, to PE-based FSMs. To point that the model of P FSM is used for methods Auto, One-hot, and JEDI, we name these methods as P-Auto, P-One-hot, and P-JEDI. Tables 8, 10 and 12 show summarized experimental results for different classes of benchmark FSMs. Let us analyse the experimental results taken from reports produced by Vivado.

### Table 7. Experimental results (the number of LUTs).

| Benchmark | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_E$ FSM |
|-----------|--------|-----------|--------|-----------|-----------|
| **Class 0** | | | | | |
| bbtas | 5 | 5 | 5 | 5 | 5 |
| dk17 | 5 | 12 | 5 | 5 | 5 |
| dk27 | 3 | 5 | 4 | 6 | 4 |
| dk512 | 10 | 10 | 9 | 8 | 9 |
| ex3 | 9 | 9 | 9 | 8 | 9 |
| ex5 | 9 | 9 | 9 | 8 | 10 |
| lion | 2 | 5 | 2 | 2 | 4 |
| lion9 | 6 | 11 | 5 | 5 | 6 |
| mc | 4 | 7 | 4 | 4 | 6 |
| modulo12 | 7 | 7 | 7 | 7 | 7 |
| shiftreg | 2 | 6 | 2 | 4 | 6 |
| **Class 1** | | | | | |
| bbara | 17 | 17 | 10 | 11 | 13 |
| bbsse | 33 | 37 | 24 | 22 | 26 |
| beecount | 19 | 19 | 14 | 12 | 14 |
| cse | 40 | 66 | 36 | 32 | 34 |
| dk14 | 16 | 27 | 10 | 12 | 12 |
| dk15 | 15 | 16 | 12 | 6 | 9 |
| dk16 | 15 | 34 | 12 | 10 | 11 |
| donfile | 31 | 31 | 24 | 19 | 21 |
| ex2 | 9 | 9 | 8 | 8 | 9 |
| ex4 | 15 | 13 | 12 | 10 | 11 |
| ex6 | 24 | 36 | 22 | 20 | 22 |
| ex7 | 4 | 5 | 4 | 4 | 6 |
| keyb | 43 | 61 | 40 | 37 | 38 |
| mark1 | 23 | 23 | 20 | 18 | 20 |
As follows from Table 7, the $P_T$-based FSMs consume the minimum amount of LUTs compared with other investigated approaches. The $P_T$-based FSMs require 7.7% more LUTs than equivalent $P_T$-based FSMs. However, all other FSMs require more LUTs than it is for our approach. Our approach consumes fewer LUTs than it is for P-Auto (25.47% of gain), P-One-hot (46.1% of gain) and P-JEDI-based FSMs (6.67% of gain).

To show a dependence of the gain in LUTs on the class of benchmarks, we have created Table 8. It shows the gain for classes 0, 1 and 2–4.

Table 8. Summarized results for FSM classes (the number of LUTs).

| Class | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_E$ FSM | Total Percentage |
|-------|--------|-----------|--------|-----------|-----------|------------------|
| 0     | 62     | 86        | 61     | 62        | 71        | 100.00           |
|       | 87.32  | 121.13    | 85.92  | 87.32     | 100.00    |                  |
| 1     | 406    | 525       | 337    | 304       | 342       | 100.00           |
|       | 118.71 | 153.51    | 98.54  | 88.89     | 100.00    |                  |
| 2–4   | 1340   | 1493      | 1091   | 964       | 1028      | 100.00           |
|       | 130.35 | 145.23    | 106.13 | 93.77     | 100.00    |                  |
Table 9. Experimental results (maximum operating frequency, MHz).

| Benchmark | P-Auto | P-One-Hot | P-JEDI   | P_T FSM | P_E FSM |
|-----------|--------|-----------|----------|---------|---------|
|           |        |           |          |         |         |
| **Class 0** |        |           |          |         |         |
| bbtas     | 204.16 | 204.16    | 206.12   | 200.38  | 200.38  |
| dk17      | 199.28 | 167       | 199.39   | 199.87  | 199.87  |
| dk27      | 206.02 | 201.9     | 204.18   | 196.65  | 196.65  |
| dk512     | 196.27 | 196.27    | 199.75   | 208.17  | 208.17  |
| ex3       | 194.86 | 194.86    | 195.76   | 201.12  | 201.12  |
| ex5       | 180.25 | 180.25    | 181.16   | 182.01  | 182.01  |
| lion      | 202.43 | 204       | 202.35   | 200.18  | 200.18  |
| lion9     | 205.3  | 185.22    | 206.38   | 207.13  | 207.13  |
| mc        | 196.66 | 195.47    | 196.87   | 196.12  | 196.12  |
| modulo12  | 207    | 207       | 207.13   | 208.12  | 208.12  |
| shiftreg  | 262.67 | 263.57    | 276.26   | 256.69  | 256.69  |
| **Class 1** |        |           |          |         |         |
| bbara     | 193.39 | 193.39    | 212.21   | 210.37  | 252.44  |
| bbsse     | 157.06 | 169.12    | 182.34   | 198.65  | 238.38  |
| beecount  | 166.61 | 166.61    | 187.32   | 201.43  | 241.72  |
| cse       | 146.43 | 163.64    | 178.12   | 206.55  | 247.86  |
| dk14      | 191.64 | 172.65    | 193.85   | 186.53  | 223.84  |
| dk15      | 192.53 | 185.36    | 194.87   | 189.14  | 226.97  |
| dk16      | 169.72 | 174.79    | 197.13   | 211.52  | 253.82  |
| donfile   | 184.03 | 184       | 203.65   | 231.63  | 248.19  |
| ex2       | 198.57 | 198.57    | 200.14   | 201.34  | 241.61  |
| ex4       | 180.96 | 177.71    | 192.83   | 197.76  | 237.31  |
| ex6       | 169.57 | 163.8     | 176.59   | 198.65  | 238.35  |
| ex7       | 200.04 | 200.84    | 200.6    | 200.69  | 240.83  |
| keyb      | 156.45 | 143.47    | 168.43   | 187.48  | 224.98  |
| mark1     | 162.39 | 162.39    | 176.18   | 189.58  | 227.47  |
| opus      | 166.2  | 166.2     | 178.32   | 177.84  | 213.4   |
| s27       | 198.73 | 191.5     | 199.13   | 198.76  | 238.53  |
| s386      | 168.15 | 173.46    | 179.15   | 182.63  | 218.87  |
| s8        | 180.02 | 178.95    | 181.23   | 178.32  | 213.65  |
| sse       | 157.06 | 169.12    | 174.63   | 189.64  | 205.41  |
| **Classes 2–4** |        |           |          |         |         |
| ex1       | 150.94 | 139.76    | 176.87   | 212.94  | 276.82  |
| kirkman   | 141.38 | 154       | 156.68   | 174.73  | 227.15  |
| planet    | 132.71 | 132.71    | 187.14   | 193.49  | 251.54  |
| planet1   | 132.71 | 132.71    | 187.14   | 193.49  | 251.54  |
| pma       | 146.18 | 146.18    | 169.83   | 184.45  | 239.83  |
| s1        | 146.41 | 135.85    | 157.16   | 170.19  | 221.47  |
As follows from Table 8, the $P_T$–based FSMs have worse results than equivalent P-Auto FSMs (12.68% of loss on the number of LUTs), P-JEDI FSMs (14.08% of loss on the number of LUTs) and $P_T$-based FSMs (12.68% of loss on the number of LUTs). So, for the class 0, the P-JEDI based FSMs have the minimum amount of LUTs. For the class 1, our approach loses out relative to the other two approaches (11.01% to $P_E$–based FSMs and 1.46% to P-JEDI-based FSMs). However, our approach produces more economical circuits than it is for P-Auto (18.71% of gain) and P-One-hot (53.51% of gain). The $P_T$–based FSMs only lose to the $P_T$-based FSMs (6.23%). So, for the classes 2–4, our approach defeats P-Auto FSMs (30.35% of gain), P-One-hot FSMs (45.23% of gain), and P-JEDI FSMs (6.13% of gain). It means that our approach allows obtaining FSM circuits with a number of LUTs comparable to this number for equivalent P-JEDI- and $P_T$-based FSMs. At the same time, the loss of our approach decreases as the complexity of FSMs increases: the larger the class number, the smaller our loss relative to the best solutions (P-JEDI- and $P_T$-based FSMs).

We thought that our approach would allow us to obtain FSM circuits with higher performance than it is for circuits based on models of either $P$ or $P_T$ FSMs. To test this assumption, we have created Table 9. It includes values of maximum operating frequency measured in megahertz.

As follows from Table 9, the $P_E$–based FSMs have the higher values of maximum operating frequency compared with other investigated FSMs. Our approach provides the following gain: (1) 25.49% compared with P-Auto-based FSMs; (2) 26.09% compared with P-One-hot-based FSMs; (3) 10.06% compared with P-JEDI-based FSMs; (4) 15.9% compared with $P_T$-based FSMs. Our research has shown that the frequency gain depends on the class to which an FSM belongs. This conclusion is supported by data from Table 10.

### Table 9. Cont.

| Benchmark | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_E$ FSM |
|-----------|--------|-----------|--------|-----------|-----------|
| s1488     | 138.5  | 131.94    | 157.18 | 187.95    | 244.31    |
| s1494     | 149.39 | 145.75    | 164.34 | 186.22    | 242.05    |
| s1a       | 153.37 | 176.4     | 169.17 | 178.84    | 214.53    |
| s208      | 174.34 | 176.46    | 178.76 | 196.37    | 255.28    |
| styr      | 137.61 | 129.92    | 145.64 | 178.65    | 232.24    |
| tma       | 163.88 | 147.8     | 164.14 | 181.22    | 235.59    |
| sand      | 115.97 | 115.97    | 126.82 | 163.18    | 221.14    |
| s420      | 173.88 | 176.46    | 177.25 | 181.62    | 263.32    |
| s510      | 177.65 | 177.65    | 198.32 | 209.36    | 297.76    |
| s820      | 152    | 153.16    | 176.58 | 192.14    | 268.1     |
| s832      | 145.71 | 153.23    | 173.78 | 192.87    | 274.22    |
| Total     | 8127.08| 8061.22   | 8718.87| 9172.66   | 10,906.96 |
| Percentage, % | 74.51 | 73.91 | 79.94 | 84.10 | 100.00 |

As follows from Table 8, the $P_T$–based FSMs have worse results than equivalent P-Auto FSMs (12.68% of loss on the number of LUTs), P-JEDI FSMs (14.08% of loss on the number of LUTs) and $P_T$-based FSMs (12.68% of loss on the number of LUTs). So, for the class 0, the P-JEDI based FSMs have the minimum amount of LUTs. For the class 1, our approach loses out relative to the other two approaches (11.01% to $P_E$–based FSMs and 1.46% to P-JEDI-based FSMs). However, our approach produces more economical circuits than it is for P-Auto (18.71% of gain) and P-One-hot (53.51% of gain). The $P_T$–based FSMs only lose to the $P_T$-based FSMs (6.23%). So, for the classes 2–4, our approach defeats P-Auto FSMs (30.35% of gain), P-One-hot FSMs (45.23% of gain), and P-JEDI FSMs (6.13% of gain). It means that our approach allows obtaining FSM circuits with a number of LUTs comparable to this number for equivalent P-JEDI- and $P_T$-based FSMs. At the same time, the loss of our approach decreases as the complexity of FSMs increases: the larger the class number, the smaller our loss relative to the best solutions (P-JEDI- and $P_T$-based FSMs).

We thought that our approach would allow us to obtain FSM circuits with higher performance than it is for circuits based on models of either $P$ or $P_T$ FSMs. To test this assumption, we have created Table 9. It includes values of maximum operating frequency measured in megahertz.

As follows from Table 9, the $P_E$–based FSMs have the higher values of maximum operating frequency compared with other investigated FSMs. Our approach provides the following gain: (1) 25.49% compared with P-Auto-based FSMs; (2) 26.09% compared with P-One-hot-based FSMs; (3) 10.06% compared with P-JEDI-based FSMs; (4) 15.9% compared with $P_T$-based FSMs. Our research has shown that the frequency gain depends on the class to which an FSM belongs. This conclusion is supported by data from Table 10.

### Table 10. Summarized results for FSM classes (maximum operating frequency).

| Class | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_E$ FSM | Total Percentage |
|-------|--------|-----------|--------|-----------|-----------|------------------|
| 0     | 2254.90| 2199.70   | 2275.35| 2256.44   | 2256.44   | 100.00           |
| 1     | 3339.55| 3335.57   | 3576.72| 3738.51   | 4433.63   | 100.00           |
| 2–4   | 2532.63| 2525.95   | 2866.80| 3177.71   | 4216.89   | 100.00           |
As follows from Table 10, \( P_E \)-based FSMs have the same operating frequency as equivalent \( P_T \) FSMs from the class 0. We can explain this phenomenon by the fact that there is no code transformer al \( P_T \) FSMs. Furthermore, \( P \)-JEDI-based FSMs have slightly higher frequency (0.84%). However, our approach gives a slight advantage over \( P \)-Auto-based FSMs (0.07%) and \( P \)-One-hot-based FSMs (2.51%). It follows from Table 10 that for trivial automata, the method of organizing the FSM circuit is practically irrelevant. The difference in frequency depends mainly on the state encoding method.

Starting from simple FSMs (the class 1), our approach allows producing the fastest circuits. There is the following gain in maximum operating frequency: (1) 24.68% compared with \( P \)-Auto-based FSMs; (2) 24.77% compared with \( P \)-One-hot-based FSMs; (3) 19.33% compared with \( P \)-JEDI-based FSMs; (4) 15.68% compared with \( P_T \)-based FSMs. The gain is even greater for FSMs of classes 2–4. This is the following: (1) 39.94% compared with \( P \)-Auto-based FSMs; (2) 40.1% compared with \( P \)-One-hot-based FSMs; (3) 32.02% compared with \( P \)-JEDI-based FSMs; (4) 24.64% compared with \( P_T \)-based FSMs. As we can see, starting from simple FSMs, the difference in frequency depends mainly on the architecture of FSM.

When comparing different variants of the FSM circuit implementation, an integral estimate is often used, which is equal to the product of the chip area occupied by a circuit by the performance [45]. In the case of LUT-based FSMs, the circuit quality is estimated by the product of the LUT count by the minimum cycle time [45]. Obviously, the time of cycle is inversely to the operating frequency. The lower the value of this product, the better is the quality of the corresponding FSM circuit.

### Table 11. Experimental results (products of LUT counts by propagation times).

| Benchmark | P-Auto | P-One-Hot | P-JEDI | \( P_T \) FSM | \( P_E \) FSM |
|-----------|--------|----------|--------|-------------|-------------|
| **Class 0** |        |          |        |              |             |
| bbtas     | 24.49  | 24.49    | 24.26  | 24.95       | 24.95       |
| dk17      | 25.09  | 71.86    | 25.08  | 25.02       | 25.02       |
| dk27      | 14.56  | 24.76    | 19.59  | 30.51       | 20.34       |
| dk512     | 50.95  | 50.95    | 45.06  | 38.43       | 43.23       |
| ex3       | 46.19  | 46.19    | 45.97  | 39.78       | 44.75       |
| ex5       | 49.93  | 49.93    | 49.68  | 43.95       | 54.94       |
| lion      | 9.88   | 24.51    | 9.88   | 9.99        | 19.98       |
| lion9     | 29.23  | 59.39    | 24.23  | 24.14       | 28.97       |
| mc        | 20.34  | 35.81    | 20.32  | 20.40       | 30.59       |
| modulo12  | 33.82  | 33.82    | 33.80  | 33.63       | 33.63       |
| shiftnreg | 7.61   | 22.76    | 7.24   | 15.58       | 23.37       |
| **Class 1** |        |          |        |              |             |
| bbarar    | 87.91  | 87.91    | 47.12  | 52.29       | 51.50       |
| bsse      | 210.11 | 218.78   | 131.62 | 110.75      | 109.07      |
| beecount  | 114.04 | 114.04   | 74.74  | 59.57       | 57.92       |
| cse       | 273.17 | 403.32   | 202.11 | 154.93      | 137.17      |
| dk14      | 83.49  | 156.39   | 51.59  | 64.33       | 53.61       |
| dk15      | 77.91  | 86.32    | 61.58  | 31.72       | 39.65       |
| dk16      | 88.38  | 194.52   | 60.87  | 47.28       | 43.34       |
| donfile   | 168.45 | 168.48   | 117.85 | 82.03       | 84.61       |
| ex2       | 45.32  | 45.32    | 39.97  | 39.73       | 37.25       |
The results of the comparison relative to this estimate are shown in Table 11. The time of cycle is represented in nanoseconds. So, the data inside Table 11 are represented as “number of LUTs × nsecs”.

As follows from Table 11, our approach leads to FSM circuits with better integral estimates than it is for other investigated methods. There is the following gain in the integral estimates: (1) 101.63% compared with P-Auto-based FSMs; (2) 133.62% compared with P-One-hot-based FSMs; (3) 45.54% compared with P-JEDI-based FSMs; (4) 16.89% compared with $P_T$-based FSMs. This is connected with the fact that our approach produces two-level FSM circuits. At the same time, a circuit for each function for any level of logic requires only a single LUT.

| Benchmark | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_T$ FSM |
|-----------|--------|-----------|--------|-----------|-----------|
| ex4       | 82.89  | 73.15     | 62.23  | 50.57     | 46.35     |
| ex6       | 141.53 | 219.78    | 124.58 | 100.68    | 92.30     |
| ex7       | 20.00  | 24.90     | 19.94  | 19.93     | 24.91     |
| keyb      | 274.85 | 425.18    | 237.49 | 197.35    | 168.90    |
| mark1     | 141.63 | 141.63    | 113.52 | 94.95     | 87.92     |
| opus      | 168.47 | 168.47    | 123.37 | 129.33    | 117.15    |
| s27       | 30.19  | 93.99     | 30.13  | 30.19     | 33.54     |
| s386      | 154.62 | 224.84    | 122.80 | 98.56     | 100.52    |
| s8        | 49.99  | 50.29     | 49.66  | 56.08     | 56.17     |
| sse       | 210.11 | 218.78    | 171.79 | 137.10    | 141.18    |

**Classes 2–4**

| Benchmark | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | $P_T$ FSM |
|-----------|--------|-----------|--------|-----------|-----------|
| ex1       | 463.76 | 529.48    | 299.66 | 197.24    | 158.95    |
| kirkman   | 297.07 | 376.62    | 248.91 | 200.31    | 162.89    |
| planet    | 987.11 | 987.11    | 470.24 | 413.46    | 345.87    |
| planet1   | 987.11 | 987.11    | 470.24 | 413.46    | 345.87    |
| pma       | 643.04 | 643.04    | 506.39 | 422.88    | 333.57    |
| s1        | 443.96 | 728.74    | 388.14 | 334.92    | 275.43    |
| s1488     | 895.31 | 992.88    | 687.11 | 489.49    | 392.94    |
| s1494     | 843.43 | 905.66    | 669.34 | 504.78    | 388.35    |
| s1a       | 319.49 | 459.18    | 254.18 | 229.26    | 219.08    |
| s208      | 68.83  | 175.68    | 55.94  | 45.83     | 43.09     |
| styr      | 675.82 | 923.65    | 556.17 | 408.62    | 340.17    |
| tma       | 274.59 | 263.87    | 237.60 | 182.10    | 152.81    |
| sand      | 1138.23| 1138.23   | 898.91 | 618.95    | 488.38    |
| s420      | 57.51  | 175.68    | 50.78  | 44.05     | 37.98     |
| s510      | 270.19 | 270.19    | 161.36 | 138.52    | 104.11    |
| s820      | 578.95 | 535.39    | 385.09 | 301.86    | 220.07    |
| s832      | 549.04 | 515.56    | 356.77 | 279.98    | 222.45    |
| Total     | 12,228.61| 14,168.64| 8844.90| 7089.45| 6064.86 |
| Percentage, % | 201.63 | 233.62 | 145.84 | 116.89 | 100.00 |
To check the dependence of the integral estimate on the value of $R_S + L$, we split Table 11 and built Table 12, which shows integral estimates for FSMs from classes 0, 1 and 2–4.

### Table 12. Summarized results for FSM classes (products of LUT counts by propagation times).

| Class | P-Auto | P-One-Hot | P-JEDI | $P_T$ FSM | Total Percentage |
|-------|--------|-----------|--------|-----------|-----------------|
| 0     | 312.09 | 444.47    | 305.10 | 306.38    | 349.79          |
|       | 89.22  | 127.07    | 87.22  | 87.59     | 100.00          |
| 1     | 2423.08| 3116.09   | 1842.98| 1557.37   | 1483.07         |
|       | 163.38 | 210.11    | 124.27 | 105.01    | 100.00          |
| 2–4   | 9493.45| 10,608.08 | 6696.83| 5225.70   | 4232.00         |
|       | 224.33 | 250.66    | 158.24 | 123.48    | 100.00          |

In the case of class 0 (Table 12), the circuits of $P_E$-based FSMs have the worst values of integral estimates compared with the circuits produced by P-Auto, P-JEDI, and $P_T$ FSMs. There is the following loss: (1) 10.78% compared with P-Auto; (2) 12.78% compared with P-JEDI and (3) 12.41% compared with $P_T$ FSMs. So, the loss is approximately the same relative to these three models. However, $P_E$–based FSMs have a gain of 27.07% compared with LUT-based P-One-hot FSMs.

### Table 13. Comparison with our previous works (the number of LUTs).

| Benchmark    | [12] | [32] | [38] | [39] | $P_E$ FSM |
|--------------|------|------|------|------|-----------|
| Class 0      |      |      |      |      |           |
| bbtas        | 5    | 8    | 8    | 9    | 5         |
| dk17         | 5    | 9    | 8    | 10   | 5         |
| dk27         | 6    | 8    | 7    | 9    | 4         |
| dk512        | 8    | 12   | 12   | 14   | 9         |
| ex3          | 8    | 12   | 11   | 14   | 9         |
| ex5          | 8    | 13   | 10   | 12   | 10        |
| lion         | 2    | 6    | 6    | 8    | 4         |
| lion9        | 5    | 7    | 8    | 10   | 6         |
| mc           | 4    | 8    | 6    | 8    | 6         |
| modulo12     | 7    | 10   | 9    | 11   | 7         |
| shifreg      | 4    | 6    | 4    | 6    | 6         |
| Class 1      |      |      |      |      |           |
| bbara        | 11   | 11   | 10   | 14   | 13        |
| bbssse       | 22   | 23   | 26   | 29   | 26        |
| beccount     | 12   | 13   | 14   | 16   | 14        |
| cse          | 32   | 35   | 33   | 35   | 34        |
| dk14         | 12   | 12   | 12   | 14   | 12        |
| dk15         | 6    | 11   | 6    | 11   | 9         |
| dk16         | 10   | 12   | 11   | 13   | 11        |
| donfile      | 19   | 19   | 21   | 24   | 21        |
| ex2          | 8    | 10   | 8    | 10   | 9         |
Starting from simple FSMs (the class 1), our approach allows producing the circuits with significantly better integral estimates as their counterparts. There is the following gain in values of area-time products: (1) 63.38% compared with P-Auto-based FSMs; (2) 110.11% compared with P-One-hot-based FSMs; (3) 24.27% compared with P-JEDI-based FSMs; (4) 5.01% compared with $P_T$-based FSMs. The gain is even greater for FSMs of classes 2–4. This is the following: (1) 124.33% compared with P-Auto-based FSMs; (2) 150.66% compared with P-One-hot-based FSMs; (3) 58.24% compared with P-JEDI-based FSMs; (4) 23.48% compared with $P_T$-based FSMs. As we can see, starting from simple FSMs, the difference in the values of area-time products depends mainly on the architecture of FSM. Due to this, the circuits based on $P_T$ FSMs also benefit in comparison to P-Auto, P-One-hot, and P-JEDI FSMs.
As follows from results of experiments, using the model of $P_E$ FSMs allows obtaining FSM circuits with higher operating frequency and less values of integral estimates than they are for other investigated models. Winning starts already from simple FSMs for whom the following relation takes place: $(L + R_S) - N_{LUT} > 0$. The gain from using our method increases as the difference between the number of FSM inputs and state variables, on one side, and the number of inputs of LUT, on the other side, increases.

In our previous papers [12, 32, 38, 39], we have proposed various methods for improving characteristics of LUT-based Mealy FSMs. All these methods lead to three-level FSM circuits. In [12], there is proposed a synthesis method based on the twofold state assignment and one-hot encoding of outputs. In [32], there is proposed a synthesis method based on the twofold state assignment and encoding of collections of outputs. These methods are also shown in our book [11]. In [38], there is proposed a synthesis method based on the replacement of FSM inputs and encoding of collections of outputs. In [39], there is proposed a synthesis method based on the transformation of codes of collections of outputs into state codes.

To compare our new results with results [12, 32, 38, 39], we have created three additional tables. Table 13 includes the experimental results for the number of LUTs. Table 14 shows the results for the maximum operating frequency. Table 15 contains the products of LUT counts by propagation times.

**Table 14. Comparison with our previous works (maximum operating frequency, MHz).**

| Benchmark | [12] | [32] | [38] | [39] | $P_E$ FSM |
|-----------|------|------|------|------|----------|
| **Class 0** | | | | | |
| bbtas | 200.38 | 198.18 | 194.43 | 201.47 | 200.38 |
| dk17 | 199.87 | 147.21 | 147.22 | 172.99 | 199.87 |
| dk27 | 196.65 | 184.61 | 181.73 | 190.32 | 196.65 |
| dk512 | 208.17 | 175.02 | 175.63 | 187.45 | 208.17 |
| ex3 | 201.12 | 176.95 | 174.44 | 187.26 | 201.12 |
| ex5 | 182.01 | 169.39 | 162.56 | 162.56 | 182.01 |
| lion | 200.18 | 188.13 | 185.74 | 195.73 | 200.18 |
| lion9 | 207.13 | 172.57 | 167.28 | 183.45 | 207.13 |
| mc | 196.12 | 177.62 | 178.02 | 182.95 | 196.12 |
| modulo12 | 208.12 | 190.99 | 189.70 | 201.74 | 208.12 |
| shiftreg | 256.69 | 251.75 | 248.79 | 253.72 | 256.69 |
| **Class 1** | | | | | |
| bbara | 210.37 | 184.15 | 183.32 | 210.21 | 252.44 |
| bbsse | 198.65 | 162.62 | 159.24 | 193.43 | 238.38 |
| beecount | 201.43 | 156.44 | 156.72 | 194.47 | 241.72 |
| cse | 206.56 | 157.87 | 153.24 | 182.62 | 247.86 |
| dk14 | 186.53 | 161.11 | 162.78 | 201.39 | 223.84 |
| dk15 | 189.14 | 177.38 | 175.42 | 206.74 | 226.97 |
| dk16 | 211.52 | 165.78 | 164.16 | 199.14 | 253.82 |
| donfile | 231.63 | 179.63 | 174.28 | 206.83 | 248.19 |
| ex2 | 201.34 | 192.45 | 188.95 | 196.58 | 241.61 |
| ex4 | 197.76 | 169.77 | 168.39 | 196.18 | 237.31 |
As follows from Table 13, the circuits of [38]-based FSMs use a minimal number of LUTs compared to other investigated methods. The $P_E$-based FSMs require 7.7% more LUTs than equivalent [12]-based FSMs, 1.32% more LUTs than [32]-based FSMs, and 8.54% more LUTs than [38]-based FSMs. Our approach consumes fewer LUTs than it is [39]-based FSMs (0.49% of gain).

As follows from Table 14, our approach allows obtaining FSM circuits with the highest operating frequency. There is the following gain in operating frequency: (1) 15.9% compared with [12]-based FSMs; (2) 26.43% compared with [32]-based FSMs; (3) 27.81% compared with [38]-based FSMs; (4) 17.44% compared with [39]-based FSMs.

### Table 14. Cont.

| Benchmark | [12]    | [32]    | [38]    | [39]    | $P_E$ FSM |
|-----------|---------|---------|---------|---------|-----------|
| ex6       | 198.65  | 170.55  | 156.42  | 187.53  | 238.35    |
| ex7       | 200.69  | 199.19  | 191.43  | 204.16  | 240.83    |
| keyb      | 187.48  | 140.41  | 136.49  | 178.59  | 224.98    |
| mark1     | 189.58  | 157.61  | 153.48  | 182.37  | 227.47    |
| opus      | 177.84  | 158.49  | 157.42  | 186.34  | 213.40    |
| s27       | 198.76  | 187.47  | 185.15  | 201.26  | 238.53    |
| s386      | 182.63  | 167.92  | 164.65  | 192.34  | 218.87    |
| s8        | 178.32  | 171.46  | 168.32  | 191.32  | 213.65    |
| sse       | 189.64  | 165.31  | 158.14  | 171.18  | 205.41    |

| Classes 2–4 |
|--------------|
| ex1          | 212.93  | 167.20  | 164.32  | 180.72  | 276.82    |
| kirkman     | 174.73  | 157.37  | 155.36  | 184.62  | 227.15    |
| planet      | 193.49  | 176.91  | 174.68  | 212.45  | 251.54    |
| planet1     | 193.49  | 175.83  | 173.29  | 212.45  | 251.54    |
| pma         | 184.45  | 162.11  | 156.12  | 192.43  | 239.83    |
| sl          | 170.19  | 157.64  | 145.32  | 145.32  | 221.47    |
| s1488       | 187.95  | 142.77  | 141.27  | 182.14  | 244.31    |
| s1494       | 186.22  | 156.43  | 155.63  | 186.49  | 242.05    |
| s1a         | 178.84  | 168.76  | 166.36  | 188.92  | 214.53    |
| s208        | 196.37  | 168.33  | 166.42  | 192.15  | 255.28    |
| styr        | 178.65  | 120.14  | 118.02  | 164.52  | 232.24    |
| tma         | 181.22  | 139.34  | 137.48  | 182.72  | 235.59    |
| sand        | 163.18  | 127.72  | 120.07  | 143.14  | 221.14    |
| s420        | 181.62  | 187.21  | 186.35  | 218.62  | 263.32    |
| s510        | 209.36  | 201.54  | 199.05  | 221.19  | 297.76    |
| s820        | 192.14  | 176.99  | 175.69  | 195.73  | 268.10    |
| s832        | 192.87  | 179.83  | 174.39  | 199.18  | 274.22    |

| Total       | 9172.65 | 8024.15 | 7917.10 | 9005.11 | 10,906.96 |

| Percentage, % | 84.10 | 73.57 | 72.19 | 82.56 | 100.00 |
Table 15. Comparison with our previous works (products of LUT counts by propagation times).

| Benchmark | [12] | [32] | [38] | [39] | PC FSM |
|-----------|------|------|------|------|--------|
| **Class 0** |      |      |      |      |        |
| bbtas     | 24.95| 40.37| 41.15| 44.67| 24.95  |
| dk17      | 25.02| 61.14| 54.34| 57.81| 25.02  |
| dk27      | 30.51| 43.33| 38.52| 47.29| 20.34  |
| dk512     | 38.43| 68.56| 68.33| 74.69| 43.23  |
| ex3       | 39.78| 67.82| 63.06| 74.76| 44.75  |
| ex5       | 43.95| 76.75| 61.52| 73.82| 54.94  |
| lion      | 9.99 | 31.89| 32.30| 40.87| 19.98  |
| lion9     | 24.14| 40.56| 47.82| 54.51| 28.97  |
| mc        | 20.40| 45.04| 33.70| 43.73| 30.59  |
| modulo12  | 33.63| 52.36| 47.44| 54.53| 33.63  |
| shiftreg  | 15.58| 23.83| 16.08| 23.65| 23.37  |
| **Class 1** |      |      |      |      |        |
| bbbara    | 52.29| 59.73| 54.55| 66.60| 51.50  |
| bbsse     | 110.75| 141.43| 163.28| 149.93| 109.07|
| beecount  | 59.57| 83.10| 89.33| 82.27| 57.92  |
| cse       | 154.92| 221.70| 215.35| 191.65| 137.17|
| dk14      | 64.33| 74.48| 73.72| 69.52| 53.61  |
| dk15      | 31.72| 62.01| 34.20| 53.21| 39.65  |
| dk16      | 47.28| 72.39| 67.01| 65.28| 43.34  |
| donfile   | 82.03| 105.77| 120.50| 116.04| 84.61  |
| ex2       | 39.73| 51.96| 42.34| 50.87| 37.25  |
| ex4       | 50.57| 76.57| 65.32| 66.27| 46.35  |
| ex6       | 100.68| 140.72| 134.25| 122.65| 92.30  |
| ex7       | 19.93| 40.16| 31.34| 39.18| 24.91  |
| keyb      | 197.35| 299.12| 271.08| 223.98| 168.90|
| mark1     | 94.95| 145.93| 123.79| 115.15| 87.92  |
| opus      | 129.33| 138.81| 133.40| 123.43| 117.15|
| s27       | 30.19| 32.01| 32.41| 39.75| 33.54  |
| s386      | 98.56| 142.93| 121.47| 114.38| 100.52|
| s8        | 56.08| 46.66| 53.47| 57.50| 56.17  |
| sse       | 137.10| 157.28| 164.41| 169.41| 141.18|
| **Classes 2–4** |      |      |      |      |        |
| ex1       | 197.25| 251.20| 243.43| 243.47| 158.95|
| kirkman   | 200.31| 260.53| 212.41| 189.58| 162.89|
| planet    | 413.46| 452.21| 446.53| 385.97| 345.87|
| planet1   | 413.46| 454.98| 450.11| 385.97| 345.87|
| pma       | 422.88| 456.48| 461.18| 394.95| 333.57|
| s1        | 334.92| 342.55| 371.59| 399.12| 275.43|
As follows from Table 15, the circuits of $P_E$-based FSMs have the best values of area-time products. There is the following gain: (1) 16.89% compared with $[12]$-based FSMs; (2) 47.89% compared with $[32]$-based FSMs; (3) 40.87% compared with $[38]$-based FSMs; (4) 29.88% compared with $[39]$-based FSMs.

We have proposed the method based on extended state codes to improve the time characteristics of $P_T$ FSMs. Note that the gain in frequency is accompanied by a slight increase in the number of LUTs compared with equivalent $P_T$ FSMs. We think that our approach can be used instead of $P_T$ FSMs if the performance is the main criterion for the optimality of LUT-based FSM circuits.

### 7. Conclusions

Modern FPGAs have up to 7 billion transistors [13]. It means that a very complex digital system may be implemented using a single FPGA chip. The complexity of the implemented systems is constantly increasing, but the number of LUT inputs remains very small. As research [30,31] states, there is no sense in having LUTs with more than 6 inputs. If an FSM circuit is represented by functions for which the condition (5) is violated, then the technology mapping is based on applying various methods of functional decomposition. In turn, this leads to multi-level LUT-based FSM circuits having complicated systems of interconnections.

The characteristics of LUT-based FSM circuits may be improved using various methods of structural decomposition [11]. Very often, FSM circuits based on the structural decomposition have much better characteristics compared with their counterparts based on the functional decomposition [11,12,38,39]. Our research [12] shows that LUT-based Mealy FSM circuits with the twofold state assignment have better characteristics (fewer LUTs and lower power consumption) than their counterparts based on functional decomposition. However, to apply this approach, it is necessary to create the extended state codes. It leads to using a block of state code transformer adding some delay in the cycle time.

In our current article, we propose to use only extended state codes for the state assignment. As a result, we propose a structural diagram and the design method of $P_E$ Mealy FSMs. The elimination of code transformer allows increasing the maximum operating frequency in comparison with $P_T$-based FSMs. In $P_E$ Mealy FSMs, outputs $o_n \in O$ are produced simultaneously with functions $D_r \in D$. As a result, we achieved an increase in operating frequency (up to 23.48%) accompanied by a small increase (up to 12.68%) in the FPGA resources used.

| Benchmark | $[12]$ | $[32]$ | $[38]$ | $[39]$ | $P_E$ FSM Total |
|-----------|--------|--------|--------|--------|----------------|
| s1488     | 489.49 | 644.39 | 630.00 | 510.60 | 392.94         |
| s1494     | 504.78 | 594.52 | 578.29 | 504.05 | 388.35         |
| s1a       | 229.26 | 248.87 | 228.42 | 222.32 | 219.08         |
| s208      | 45.83  | 65.35  | 54.08  | 57.25  | 43.09          |
| styr      | 408.62 | 674.21 | 593.12 | 474.11 | 340.17         |
| tma       | 182.10 | 222.48 | 218.21 | 186.08 | 152.81         |
| sand      | 618.95 | 782.96 | 824.52 | 719.58 | 488.38         |
| s420      | 44.05  | 53.42  | 42.93  | 45.74  | 37.98          |
| s510      | 138.52 | 153.82 | 110.52 | 103.98 | 104.11         |
| s820      | 301.86 | 333.35 | 295.98 | 286.11 | 220.07         |
| s832      | 279.98 | 333.65 | 286.71 | 261.07 | 222.45         |
| Total     | 7089.45| 8969.40| 8543.53| 7877.31| 6064.86        |
| Percentage, % | 116.89 | 147.89 | 140.87 | 129.88 | 100.00         |
The results of experiments show that the performance gain increases as the complexity of an FSM (the number of FSM inputs and state variables) increases. At the same time, the increase in the FSM complexity leads to a decrease in the loss in the number of LUTs. Furthermore, our approach provides better area-time products starting from FSMs for which the total number of inputs and state variables exceeds twice the number of inputs $N_{I_{LUT}}$.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- CLB: configurable logic block
- DST: direct structure table
- ESC: extended state code
- FD: functional decomposition
- FSM: finite state machine
- FPGA: field-programmable gate array
- IMP: input memory function
- LUT: look-up table
- SBF: systems of Boolean functions
- SD: structural decomposition
- SOP: sum-of-products
- SRG: state register
- STG: state transition graph
- STT: state transition table
- $N_{I_{LUT}}$: number of LUT inputs
- $I = \{i_1, \ldots, i_L\}$: set of FSM inputs
- $O = \{o_1, \ldots, o_N\}$: set of FSM outputs
- $S = \{s_1, \ldots, s_M\}$: set of FSM states
- $L$: number of inputs
- $N$: number of outputs
- $M$: number of states
- $H$: number of interstate transitions
- $K(s_m)$: binary code of state $s_m \in S$
- $R_s$: number of state variables in $K(s_m)$
- $T = \{T_1, \ldots, T_{R_s}\}$: set of state variables
- $D = \{D_1, \ldots, D_{R_s}\}$: set of input memory functions
- $F_h$: product term corresponding to $h$-th row of DST
- $s_m$: conjunction of state variables corresponding to code of state $s_m \in S$
- $N L(f_j)$: number of literals in SOP of function $f_j$
- $N(F)$: number of additional functions different from $f_j \in D \cup O$
- $F$: set of additional functions
- $\pi_S = \{S^1, \ldots, S^K\}$: partition of the set of FSM states
- $S^k \in \pi_S$: class number $k$ of partition $\pi_S = \{S^1, \ldots, S^K\}$
- $C(s_m)$: code of state as an element of a class $S^k$
- $R(S^k)$: number of bits necessary to encode states from a class $S^k$
- $L_k$: number of inputs determining transitions from states of class $S^k$
- $\tau_r \in \pi^k$: state variables encoding states $s_m \in S^k$
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