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Dimensionality reduction (DR) of data is a crucial issue for many machine learning tasks, such as pattern recognition and data classification. In this paper, we present a quantum algorithm and a quantum circuit to efficiently perform linear discriminant analysis (LDA) for dimensionality reduction. Firstly, the presented algorithm improves the existing quantum LDA algorithm to avoid the error caused by the irreversibility of the between-class scatter matrix $S_B$ in the original algorithm. Secondly, a quantum algorithm and quantum circuits are proposed to obtain the target state corresponding to the low-dimensional data. Compared with the best-known classical algorithm, the quantum linear discriminant analysis dimensionality reduction (QLDADR) algorithm has exponential acceleration on the number $M$ of vectors and a quadratic speedup on the dimensionality $D$ of the original data space, when the original dataset is projected onto a polylogarithmic low-dimensional space. Moreover, the target state obtained by our algorithm can be used as a submodule of other quantum machine learning tasks. It has practical application value of make that free from the disaster of dimensionality.

PACS numbers:

I. INTRODUCTION

Nowadays, we are living in an era of big data. Hence, the processing capacity of big data is increasingly required in this world. As we all know, with the increase of data dimension, high-dimensional data usually has greater coherence and redundancy. Moreover, the information content of data itself grows more slowly than the data dimension. That is to say, the higher the signal dimension is, the greater the data redundancy will be. To overcome the influence of high-dimensional data [1, 2], a method is proposed to map high-dimensional data to low-dimensional data by utilizing the sparsity and redundancy of high-dimensional data, which named dimensionality reduction. At present, a series of techniques have been put forward for dimensionality reduction. For instance, principal component analysis (PCA) dimensionality reduction technique is guaranteed in terms of the maximum retention data variances [3].

Different from the aforementioned PCA which is not considered the data category, Fisher proposed a novel dimensionality reduction algorithm named linear discriminant analysis (LDA) [1]. This approach can project the data in the direction where maximizes the between-class variance but minimizes the within-class variance. It is not surprising that LDA is shown to more effective than PCA in machine learning involving classification [4, 5].

However, the classical LDA algorithm faces the same problem as other classical machine learning algorithms, namely, high time complexity. To optimize it, a range of quantum algorithms have been proposed in machine learning, which achieved exponential acceleration compared with the classical ones [6, 7]. In particular, quantum algorithms for solving the problem of pattern classification and regression analysis problems were proposed, covering an important area of machine learning [8–10]. Recently, the quantum neural network algorithms which combines quantum information theory and artificial neural networks [11], variational quantum algorithms [12–15] are proposed, let us see the potential application prospect of quantum machine learning algorithms in the age of big data.

In the application field of quantum dimensionality reduction, the quantum algorithm for PCA has been proposed for unsupervised mode [16, 17], the quantum algorithm for A-optimal projection is used in regression tasks [18], and Cong et al. gave the quantum LDA algorithm [19]. However, Cong et al. only prepared a set of principal component vectors that can indirectly obtain the optimal projection direction in parallel, not obtain the quantum states corresponding to the principal components and the low-dimensional data vectors.

In this paper, we present a quantum linear discriminant analysis dimensionality reduction (QLDADR) algorithm. The algorithm focuses on the vectors in which a high-dimensional feature space are projected onto a low-dimensional feature space. Moreover, it could generate a target state corresponding to the reduced dimensional data, to service other quantum algorithms. The analysis shows the proposed algorithm has exponential acceleration in the number of input data and quadratic acceleration in the data dimension compared with the classical algorithm.

The paper is organized as follows. We give a brief overview of classical LDA algorithm in Sec. II. In Sec. III, the quantum LDA dimensionality reduction algorithm and quantum circuits are presented. A brief analysis of this quantum algorithm is showed in Sec. IV. Finally, a short conclusion is provided in Sec. V.
II. REVIEW OF CLASSICAL LDA DIMENSIONALITY REDUCTION ALGORITHM

LDA is a popular dimensionality reduction algorithm in machine learning. Now, we review the basic idea of the classical LDA dimensionality reduction algorithm as follows.

Considering a dataset \( \{x_i \in \mathbb{R}^D : 1 \leq i \leq M \} \), and each \( x_i \) is represented by a \( D \)-dimensional column vector \( x_i = (x_{i1}, x_{i2}, \cdots, x_{iD})^T \). Furthermore, we assume that each data vector \( x_i \) in dataset \( \{x_i\}_{i=1}^M \) has been divided into one of \( n \) categories. For such a data set, LDA projects it into a low-dimensional space to maximize the between-class variance (for class differentiation) while minimizing the within-class variance.

Let \( \mu_c \) denotes the within-class mean (centroid) of class \( c (1 \leq c \leq n) \), and \( \bar{o} \) is represented the mean of all data points \( x \). Then the within-class scatter matrix can be expressed as

\[
S_W = \sum_{i=1}^{M} (x_i - \mu_c)(x_i - \mu_c)^T.
\]

(1)

Here, \( c_i \) is just a label for the class to which the data vector \( x_i \) belongs, eg., \( c_p = c_q = c \) if both \( x_p \) and \( x_q \) are in category \( c \). Furthermore, the between-class scatter matrix can be expressed as

\[
S_B = \sum_{c=1}^{n} (\mu_c - \bar{o})(\mu_c - \bar{o})^T.
\]

(2)

The goal of the LDA algorithm is to find a direction \( \omega \in \mathbb{R}^D \), and the projection of any data vector in this direction is \( \omega^T x_i \). Of course, the LDA algorithm must maximize the between-class variance \( \omega^T S_B \omega \) and minimize the within-class variance \( \omega^T S_W \omega \). Therefore, the objective function of the algorithm can be expressed as

\[
\max_{\omega} J(\omega) = \frac{\omega^T S_B \omega}{\omega^T S_W \omega}.
\]

(3)

 Noticed that the numerator and denominator of Eq. (3) are quadratic terms related to \( \omega \). Hence, the solution to \( J(\omega) \) only has influence of the direction of \( \omega \), rather than, the length of \( \omega \). Without loss of generality, assuming that \( \omega^T S_W \omega = 1 \) is satisfied, then the optimization objective is equivalent to

\[
\min_{\omega} -\omega^T S_B \omega
\]

subject to \( \omega^T S_W \omega = 1 \).

(4)

According to the method of Lagrangian Multiplier, the Lagrangian function corresponding to the optimization objective is

\[
F(\omega, \lambda) = -\omega^T S_B \omega + \lambda(\omega^T S_W \omega - 1),
\]

(5)

where \( \lambda \) is the desired Lagrange multiplier. By solving the partial derivative of the variable, we get

\[
S_W^{-1} S_B \omega = \lambda \omega,
\]

(6)

which shows that \( \omega \) is an eigenvector of \( S_W^{-1} S_B \).

In order to project the original dataset to a lower-dimensional space of dimension \( d \), it needs to seek \( d \) vectors \( (\omega_1, \omega_2, \cdots, \omega_d) \), which form a basis for the projection subspace. These vectors make up a \( D \times d \) matrix \( W \). In this case, corresponded to maximizing the discriminant

\[
\max_{W} J(W) = \frac{W^T S_B W}{W^T S_W W}.
\]

(7)

Moreover, we can easily prove the column of \( W \) will be the eigenvector corresponding to the \( d \) maximum eigenvalues of \( S_W^{-1} S_B \), just as in the case of principal component analysis. Hence, the data set after dimensionality reduction can be expressed as

\[
Y = X_{M \times D} W_{D \times d}.
\]

(8)

It’s easy to find that \( Y \) is a matrix of \( M \times d \), and the \( i \)th row can be written as

\[
y_i^T = x_i^T W,
\]

(9)

where \( y_i = (y_{i1}, y_{i2}, \cdots, y_{id})^T \in \mathbb{R}^d \).

III. QUANTUM DATA DIMENSIONALITY REDUCTION BY LDA ALGORITHM

Quantum computer provides a new platform to solve the problem of dimensionality reduction. Quantum random access memory (QRAM) gives an architecture that exponentially reduces the requirement for memory cells to store vectors [20]. We assume that each data vector is stored in QRAM in terms of its difference from the class means. That is, if a data vector \( x_i \) belongs to class \( c (1 \leq c \leq n) \) with centroid \( \mu_c \), then the data vector \( x_c \), the class label \( c_i \) (index \( i \) is just a mark for the class of the \( i \)th data \( x_i \)) and the centroid \( \mu_i \) are stored as floating-point numbers in QRAM [21]. Furthermore, the above message are stored in the data structure proposed in Ref. [22], which allows us to efficiently perform the following two unitary operations.

\[
U_D : |i\rangle|0\rangle \rightarrow \sum_{j=1}^{D} x_{ij}|i\rangle|j\rangle, \quad \frac{\|x_i\|}{\|x_i\|_F}
\]

(10)

\[
U_M : |0\rangle|j\rangle \rightarrow \sum_{i=1}^{M} \frac{\|x_i\| |i\rangle |j\rangle}{\|x_i\|_F}, \quad \frac{\|x_i\|}{\|x_i\|_F}
\]

(11)

where \( \|x_i\| \) denotes 2-norms of \( x_i \) and \( \|X\|_F \) is Frobenius norm of \( X \). Then, we use the two unitary operations \( U_D \) and \( U_M \) to generate the desired initial state corresponding to the original dataset,

\[
|\psi_X\rangle = U_D U_M |0\rangle|0\rangle
\]

\[
= \frac{\sum_{i=1}^{M} \|x_i\| |i\rangle |0\rangle}{\|X\|_F}
\]

(12)

\[
= \frac{\sum_{i=1}^{M} \sum_{j=1}^{D} x_{ij} |i\rangle |j\rangle}{\|X\|_F}.
\]
A. Basic Ideas of QLDADR

In the context of quantum information, the task of dimensionality reduction means the quantum state $|\psi_X\rangle$ mapped to quantum state $|\psi_Y\rangle$ that denotes a state of the low-dimensional dataset. It can be described as follows,

$$
|\psi_X\rangle = \frac{1}{\|X\|_F} \sum_{i=1}^{M} \sum_{j=1}^{D} x_{ij} |i\rangle |j\rangle,
$$

$$
|\psi_Y\rangle = \frac{1}{\|Y\|_F} \sum_{i=1}^{M} \sum_{j=1}^{D} y_{ij} |i\rangle |j\rangle,
$$

where $\|Y\|_F$ denotes Frobenius norm of $Y$. With the help of the following steps, the task can then be solved more efficiently.

1. Extract the shadow principal components

According to the Sec. II, we need to find the principal components to help accomplish the task of dimensionality reduction by LDA. By Eq. (6), our main task is to solve the eigenvector problem of $S_W^{-1/2}S_B$. Obviously, this problem would be simple if only $S_W^{-1/2}S_B$ is Hermitian positive semidefinite.

To simplify this problem, we turn it into a density matrix problem. Specifically, preparing a Hermitian positive definite matrix $S_W$, and letting $\omega = S_W^{-1/2}v$. Then, the problem is reduced to the following eigenvalue problem

$$
S_W^{-1/2}S_B S_W^{-1/2}v = \lambda v,
$$

where $\lambda$ is an eigenvalue of $S_W^{-1/2}S_B S_W^{-1/2}$ and corresponding an eigenvector $v$. In addition, it is easy to find that $S_W^{-1/2}S_B$ and $S_W^{-1/2}S_B S_W^{-1/2}$ have the same eigenvalues by observing Eq. (6) and Eq. (14). And $\omega$ can be obtained from $v$, so we regard $v$ as the shadow of $\omega$.

Through the above analysis, it isn’t hard to notice that way with the help of $v$ is a good strategy to achieve dimensionality reduction task based on LDA. Therefore, the first task is transformed to extract the eigenvectors’ quantum form $|v_1\rangle, |v_2\rangle, \ldots, |v_d\rangle$ corresponding to the first $d$ maximum eigenvalues, which are named shadow principal components. The details of preparing $\{|v_j\rangle\}_{j=1}^d$ are shown as follows.

(S1.1) Firstly, initializing the Hermitian operators $S_W$ and $S_B$ in the way of Appendix A. We then utilize the technique of Implementing the Hermitian chain product in [19] to construct a density matrix

$$
\rho = S_W^{-1/2}S_B S_W^{-1/2} = \sum_{i=1}^{M} \lambda_j |v_j\rangle \langle v_j|,
$$

in time $O (\log(MD)k^{3.5}/\epsilon^3)$. The $\lambda_j$ and $v_j$ are the eigenvalues and eigenvectors of $S_W^{-1/2}S_B S_W^{-1/2}$, respectively. To avoid exponential complexity in the case of exponentially small eigenvalues, we use a method of [23] to pre-define an effective condition number $k\lambda$ and making the eigenvalues of the phase estimation within the range $[1/k\lambda, 1]$. Without loss of generality, it is assumed that the eigenvalues have been arranged in descending order, that is, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \geq 0$.

(S1.2) Then, we construct an unitary operator $e^{-i\omega t}$ ($i^2 = -1$) by using the matrix exponentiation technique presented in [16]. Then, implementing quantum phase estimation [24] on $\omega$, which the controlled unitary gate is $e^{-i\omega t}$. In this way, we can obtain an approximation to the state

$$
\rho' = \sum_{j=1}^{D} \lambda_j |v_j\rangle \langle v_j| \otimes |\lambda_j\rangle \langle \lambda_j|.
$$

(S1.3) Finally, measuring the system of $|\lambda_j\rangle$ for $O(d)$ times. Then, we get the first $d$ maximum eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_d$ with high probability. At same time, we can obtain the quantum states $|v_j\rangle$ of eigenvectors, corresponding to the eigenvalues $\lambda_j$. According to [25], the maximum value of $d$ is generally set as $n - 1$, where $n$ is the number of categories of the original data set. Furthermore, the value of $d$ satisfies

$$
\min_d \sum_{j=1}^{d} \lambda_j \geq S,
$$

by [17]. That is to say, the cumulative variance sum of the first $d$ principal components is greater than a preset threshold value $S$, and the threshold value is close to 1.

2. Prepare the intermediate state

Consider the shadow principal component $v$ is introduced for auxiliary projection dimension reduction. Therefore, we need to prepare a quantum state $|\psi_T\rangle$ that can effectively interact with the quantum state $|\psi_Y\rangle$ on the basis of $|\psi_X\rangle$, which is called the intermediate quantum state. The detailed steps are as follows.

(S2.1) Our algorithm aims to obtain the target state $|\psi_Y\rangle$. Now, we rewrite the original data vector $x_i$ on the basis $\{|\omega_1\rangle, |\omega_2\rangle, \cdots, |\omega_D\rangle\}$ as

$$
x_i = \sum_{j=1}^{D} y_{ij} |\omega_j\rangle.
$$

Moreover, using the two unitary operations $U_D$ and $U_M$ to construct the $|\psi_X\rangle$. It can be mathematically refor-
The eigenvalues of the overall state $\beta$ where its eigenvalues with the error $\epsilon_\sigma$. Then, we apply quantum phase estimation to estimate the eigenvalues of $e^{-isW/2}$ and combine the second register $|\omega_j\rangle$ of state $|\psi_X\rangle$ in Eq. (19). After the above operations, the approximate state of the whole system is

$$|\Phi_1\rangle = \sum_{i=1}^{M} \sum_{j,k=1}^{D} y_{ij} \beta_{jk} |i\rangle |\sigma_k\rangle \frac{\|X\|_F}{\|X\|_F},$$

where $\beta_{jk} = (u_k |\omega_j\rangle)$.

(S2.3) Next, appending a qubit in the state $|0\rangle$ as the last register and rotating it to $\sqrt{1 - C_1^2 \sigma_k^2} |0\rangle + C_1 \sigma_k |1\rangle$ by $|\sigma_k\rangle$ controlled, where $C_1 = O(max k \sigma_k^{-1})$. The results in the overall state

$$|\Phi_2\rangle = \sum_{i=1}^{M} \sum_{j,k=1}^{D} y_{ij} \beta_{jk} |i\rangle |\sigma_k\rangle \frac{\|X\|_F}{\|X\|_F} \left(\sqrt{1 - C_1^2 \sigma_k^2} |0\rangle + C_1 \sigma_k |1\rangle\right).$$

(S2.4) Applying inverse phase estimation to undo step (S2.2) and discarding the register $|\sigma_k\rangle$. The remaining registers are in state

$$|\Phi_3\rangle = \sum_{i=1}^{M} \sum_{j,k=1}^{D} y_{ij} \beta_{jk} |i\rangle |\sigma_k\rangle \frac{\|X\|_F}{\|X\|_F} \left(\sqrt{1 - C_1^2 \sigma_k^2} |0\rangle + C_1 \sigma_k |1\rangle\right).$$

(S2.5) A projective measurement $|1\rangle\langle1|$ is performed on the last register of state of Eq. (22), then the outcome is in the state $|1\rangle$ with probability $p_1 = \sum_{i=1}^{M} \sum_{j,k=1}^{D} y_{ij}^2 \beta_{jk}^2 C_1^2 \sigma_k^2 \frac{\|X\|_F}{\|X\|_F^2}$. If the measurement succeed, we have state of other registers,

$$|\psi_T\rangle = \sum_{i=1}^{M} \sum_{j,k=1}^{D} y_{ij} \beta_{jk} C_1 |i\rangle |\sigma_k\rangle \frac{\|X\|_F}{\|X\|_F} \sqrt{\frac{p_1}{\|X\|_F}}$$

which called the intermediate state.

FIG. 1: Quantum circuit for $U(\lambda_j)$, where the upper register stores the eigenvalues $|\lambda_j\rangle$ for $j = 1, 2, \cdots, d$, and the lower register is the signal register. The state $|\lambda_j\rangle$ of eigenvalues can be represented by $|\lambda_1^j \lambda_2^j \cdots \lambda_d^j\rangle$. Here, $X$ denotes quantum NOT gate and the label $Q \leq L$. Furthermore, $X^{|\lambda_j\rangle} = I(X)$ if $\lambda_j = 1(0)$. It means that $\lambda_j = \lambda_j$ if $\lambda_j = \lambda_j$ for all $l = 1, 2, \cdots, L$. In this case, the last register implements the map $|0\rangle \mapsto |1\rangle$, and then implements $CU(X^{|\lambda_j\rangle})$ to achieve the map $|\lambda_j\rangle \mapsto |j\rangle$. (Here, executing the unitary operation $X^{|\lambda_j\rangle}$ when the last register is in the state $|1\rangle$; and $|j\rangle = |0\rangle_{L-Q} |j_0 \rangle_{L-Q-1} \cdots |j_d\rangle$). On the contrary, if $\lambda_j \neq \lambda_j$, it means that $|\lambda_j\rangle$ is not in the quantum state corresponding to the first $d$ maximum eigenvalues, and the circuit is equivalent to not doing any operation.

3. Prepare the unitary operation $U(\lambda_j)$

Distinguish between principal and non-principal components, we need to prepare a unitary operation $U(\lambda_j)$. The idea of branching is whether the eigenvalue $\lambda_j$ belongs to the first $d$ maximum eigenvalues $\{\lambda_j\}_{j=1}^d$, which obtained in step (S1.3). Moreover, each eigenvalue has the binary representation $\lambda_j = \lambda_j^l \lambda_j^{l-1} \cdots \lambda_j^0$. In this case, we construct a new unitary gate $X^{1 \oplus \lambda_j^0}$ based on $X$ gate, to achieve the following function.

$$X^{1 \oplus \lambda_j^0} |\lambda_j^l\rangle = \begin{cases} 1, & \lambda_j^l = \lambda_j^l; \\ 0, & \lambda_j^l \neq \lambda_j^l, \end{cases}$$

where $j = 1, 2, \cdots, d$ is the index of eigenvalues, $l = 1, 2, \cdots, L$ represents the $l$th binary bit of a eigenvalue and $\lambda_j^l (\lambda_j^0) \in \{0, 1\}$. Furthermore, $X^{1 \oplus \lambda_j^0}$ can be applied as the primitive to construct more complex unitary operations $U(\lambda_j)$ acting as

$$U(\lambda_j) : \begin{cases} |\lambda_j^l|0\rangle \mapsto |j\rangle|1\rangle, & \lambda_j^l = \lambda_j^l; \\ |\lambda_j^l|0\rangle \mapsto |\lambda_j^l|0\rangle, & \lambda_j^l \neq \lambda_j^l, \end{cases}$$

where the second register $|0\rangle$ is the signal register. And the state $|0\rangle$ is flipped to $|1\rangle$ only if $\lambda_j = \lambda_j$. The quantum circuit for $U(\lambda_j)$ is shown in Fig. 1.

B. Quantum LDA Dimensionality Reduction

In this section, we further design our algorithm based on the above ideas to obtain the target state $|\psi_Y\rangle$, which corresponded to the data set after dimensionality reduction. The detailed process of the construction consists of the following steps:
(1) Extract the shadow principal components. Now, we extract the \(d\) shadow principal components with the idea of Sec. III A 1. First, constructing the density operator \(\rho\) by querying QRAM and using the technique of Implementing the Hermitian chain product in [19]. Then, applying the matrix exponentiation technique on \(O(1/\epsilon^3)\) copies of \(\rho\) to generate \(e^{-i\hat{w}/2}\). Finally, using quantum phase estimation and sampling from the resulting probabilistic mixture, we can obtain the first \(d\) eigenvalues \(\lambda_j\) in time \(O(d\log(M|D)\lambda_{3\lambda}^3/\epsilon^3)\). Apparently, the shadow principal component \(|\psi_j\rangle\) is easy to be extracted, which correspond to the \(j\)th largest eigenvalue for \(j = 1, 2, \ldots, d\).

(2) Prepare the intermediate state. Following the ideas of Sec. III A 2, we prepare the intermediate state \(|\psi_T\rangle\) based on \(|\psi_X\rangle\), which can effectively interact with \(|\psi_j\rangle\). The general flow of this is as follows (see Sec. III A 2 for more details):

(2.1) Using unitary operations \(U_D\) and \(U_M\) to query the QRAM, constructing the initial state \(|\psi_X\rangle\) in time \(O(\log(M|D))\).

(2.2) Further appending some qubits in state \(|0\rangle\), and utilizing \(e^{-i\hat{w}/2}\) to perform phase estimation on the second register \(|\omega_j\rangle\). We can then obtain an approximation to the state \(|\Phi_1\rangle\) is given by Eq. (20).

(2.3) Adding another register in the state \(|0\rangle\) and applying a controlled rotation is shown in the step (S2.3), then we have the state \(|\Phi_2\rangle\).

(2.4) Undoing phase estimation and removing the register \(|\sigma_k\rangle\), the rest of the system is in state \(|\Phi_3\rangle\), which is shown as Eq. (22).

(2.5) Finally, performing the projective \(|1\rangle\langle 1|\) on the last register of \(|\Phi_3\rangle\). If measurement succeeds, we trace out this register and obtain the state \(|\psi_T\rangle\) of the other registers.

(3) Branch and interception. This step is a key step in our algorithm. Its aims to generate the final desired state \(|\psi_Y\rangle\) by virtue of the intermediate state \(|\psi_T\rangle\) in step (2). In other words, to further understand Eq. (13) and Eq. (23), we need to perform the mapping: \(|\psi_j\rangle \mapsto |j\rangle\) on \(|\psi_T\rangle\) and truncate it to keep the first \(d\) terms. Based on this idea, the steps are achieved as follows.

(3.1) phase estimation. Appending some qubits in the state \(|0\rangle^\otimes L\), where \(L = \log(1/\epsilon_\lambda)\). And we perform phase estimation of the unitary operation \(e^{-i\hat{w}}\) on the second register \(|\psi_j\rangle\) of the intermediate state \(|\psi_T\rangle\), to obtain the state

\[
|\Psi_1\rangle = \frac{\sum_{i=1}^MC_i|\psi_j\rangle |\alpha_i\rangle}{\|X\|F\sqrt{p_1}},
\]

where \(|\alpha_i\rangle\) is only used to distinguish from \(|\lambda_i\rangle\) in step (1), both of which are essentially estimates of the eigenvalue of \(e^{-i\hat{w}}\) within the error of \(\epsilon_\lambda\).

(3.2) Branch. The purpose of this step is to achieve the shadow principal component and non-principal component branches. At the same time, in order to better obtain the target state \(|\psi_Y\rangle\), we need to index the first \(d\) principal components.

Since hosting \(d\) indexes require \(Q\) qubits and \((Q = [\log(d)]) \leq (\log(1/\epsilon_\lambda) = L)\), the proof is shown in Appendix B. The third register \(|\lambda_j\rangle\) of the state in Eq. (23) is sufficient to satisfy the storage of \(d\) indexes. Then, we append another qubit in the state \(|0\rangle\) as the last register and perform \(d\) unitary operations \(U_\lambda(J)\). After it, we can obtain the state

\[
|\Psi_2\rangle = \frac{\sum_{i=1}^MC_i|\psi_j\rangle |\lambda_i\rangle}{\|X\|F\sqrt{p_1}}.
\]

(3.3) Interception. Applying a projective measurement \(|1\rangle\langle 1|\) on the last register, to see whether it is in the state \(|1\rangle\). If the measurement succeed, we discard this register and have the state of the other three registers

\[
|\Psi_3\rangle = \frac{1}{\sqrt{\sum_{i=1}^MC_i^2}} \frac{\sum_{i=1}^MC_i|\psi_j\rangle |\lambda_i\rangle}{\|X\|F\sqrt{p_1}} = \frac{\sum_{i=1}^MC_i|\psi_j\rangle |\lambda_i\rangle}{\sqrt{\sum_{i=1}^MC_i^2}}.
\]

(3.4) Replacement. Observing the above steps, it is easy to find that we need to discard the register of \(|\psi_j\rangle\) to complete the mapping and obtain the target state \(|\psi_Y\rangle\).

First, selecting a principal component \(|\psi_j\rangle\) from the shadow principal components \(|\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_d\rangle\) which obtained in the step (1). Then, appending a qubit \(|0\rangle\) as the last register of the state in Eq. (28) and combined with the register of \(|\psi_j\rangle\) to perform the following a unitary operation \(U_\psi\). The quantum circuit for \(U_\psi\) is shown in Figure 2.

\[
U_\psi : \begin{cases} 
|\psi_j\rangle |\psi_j\rangle |0\rangle \mapsto |0\rangle |\psi_j\rangle |1\rangle, \\
|\psi_j\rangle |\psi_j\rangle |0\rangle \mapsto |\psi_j\rangle |\psi_j\rangle |0\rangle, \\
|\psi_j\rangle \neq |\psi_j\rangle. 
\end{cases}
\]

After performed \(U_\psi\), we have the state of whole system

\[
|\Psi_4\rangle = \sum_{i=1}^MC_i |\psi_j\rangle |\psi_j\rangle |0\rangle |\psi_j\rangle |\psi_j\rangle |1\rangle + \sum_{j=1, j \neq j}^d y_{ij} |\psi_j\rangle |\psi_j\rangle |0\rangle |\psi_j\rangle |\psi_j\rangle |0\rangle \sqrt{\sum_{i=1}^MC_i^2}.
\]
We are easy to find the method in step (2.2) is similar to the operator \( \rho \). Furthermore, we need \( O(1/\epsilon_3^2) \) copies of \( \rho \) to ensure that the eigenvalue \( \lambda_j \) is estimated within the error \( \epsilon_3 \). And, implementing the operator \( \rho \) takes time \( O(\text{polylog}(MD)k^{3.5}/\epsilon_3^5) \). Therefore, we can obtain the first \( d \) maximum eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_d \) and get one copy of the corresponding eigenvector \( \{v_j\}_{j=1}^d \) in time \( O(\text{polylog}(MD)k^{3.5}/\epsilon_3^5) \).

Step (2) of the algorithm is to realize the preparation of the intermediate quantum state. Its first step makes us spend time \( O(\text{polylog}(MD)) \) in constructing the initial state \( |\psi_X\rangle \) by performing unitary operations \( U_D \) and \( U_M \). We are easy to find the method in step (2.2) is similar to step (1), which takes time \( O(\text{log}(MD)k^{3.5}/\epsilon_3^5) \) to prepare the operator \( S_W^{1/2} \). Furthermore, we need \( O(1/\epsilon_3^2) \) copies of \( S_W^{1/2} \) to construct the operation \( e^{-iS_W^{1/2}t} \). Hence, the time of step (2.2) is \( O(\text{polylog}(MD)k^{3.5}/\epsilon_3^5) \). Step (2.3) implements the controlled rotation in time \( O(\text{log}(\epsilon_3^{-1})) \). For step (2.4), we consider the probability of success of the post-selection process, the success probability of measurement is

\[
p_1 = \sum_{i=1}^M \sum_{j=1}^D y_{ij}^2 \frac{|\langle u_k | \omega_j \rangle|^2}{X_F^2 - 2}\sigma_k^2 \geq \sum_{i=1}^M \sum_{j=1}^D y_{ij}^2 |\langle u_k | \omega_j \rangle|^2 \geq \sigma_k^2 (X_F^2 - 2) \geq 1 \quad (33)
\]

because \( C_1 = O(\text{max}\sigma_k^{-1}) \), \( \sum_{k=1}^D |\langle u_k | \omega_j \rangle|^2 = 1 \) and

\[
\sum_{i=1}^M \sum_{j=1}^D y_{ij}^2 \frac{|\langle u_k | \omega_j \rangle|^2}{X_F^2 - 2} = \sum_{i=1}^M \sum_{j=1}^D y_{ij}^2 \left| \left( \sum_{j=1}^D |\omega_j \rangle \langle \omega_j | \right)x_i \right|^2 \geq 1 \quad (34)
\]

according to \( \sum_{i=1}^M \left| \left( \sum_{j=1}^D |\omega_j \rangle \langle \omega_j | \right)x_i \right|^2 \leq \sum_{i=1}^M \sum_{j=1}^D |x_i^T |\omega_j \rangle |^2 |\omega_j \rangle |^2 \). The result of Eq. (33) implies that the probability of success is at least \( O(k^{-2}) \). In other words, using amplitude amplification [26], we
are sufficient to get the intermediate state $|\psi_T\rangle$ by repeating $O(k_2)$ times.

Step (3) of our algorithm is to obtain the desired state $|\psi_T\rangle$, and the time complexity analysis of this step is as follows.

Step (3.1) takes time $O(\text{polylog}(MD)k^3_\lambda/\varepsilon^3_\lambda)$ to generate the state of Eq. (26). In step (3.2), each $CU(\lambda_j)$ for $j = 1, 2, \ldots, d$ takes $O(\log(1/\varepsilon_\lambda))$ elementary gates, so step (3.2) generally takes $O(\text{polylog}(1/\varepsilon_\lambda))$ time.

Further, the probability of successful measurement in step (3.3) is

$$p_2 := \sum_{i=1}^{M} \sum_{j=1}^{d} \left( \frac{y_{ij}}{\|X\|_F} \right)^2$$

$$= \frac{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2}{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2} \sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2 \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 \sigma_k^2$$

$$\geq \frac{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2}{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2} \sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2 \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 \sigma_k^2$$

According to the fact that $\sum_{k=1}^{D} \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 = 1$ and $\sum_{k=1}^{D} \sigma_k^2 \leq 1$, let

$$\sum_{k=1}^{D} \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 \sigma_k^2$$

$$\leq \left( \sum_{k=1}^{D} \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 \right) \left( \sum_{k=1}^{D} \sigma_k^2 \right)$$

$$\leq 1.$$  

Moreover, it is easy to find

$$\frac{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2}{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2} \sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2 \left| \langle \mathbf{u}_k | \omega_{j'} \rangle \right|^2 \sigma_k^2$$

$$\geq 1 - \frac{\sum_{i=1}^{M} \sum_{j=1}^{d} y_{ij}^2 \sum_{i=1}^{d+1} \left| \omega_{j'} \right|^2}{\sum_{i=1}^{M} \sum_{j=1}^{d+1} \left| \omega_{j'} \right|^2}$$

$$= \frac{d}{D}.$$  

Hence, the lower bound of $p_2$ is $O(d/D)$. That is to say, $O(\sqrt{D/d})$ measurements are required to obtain the state of Eq. (28) with high probability via amplitude amplification [26]. And in step (3.4), each $U_v$ needs $O(\log D)$ elementary gates, so this step takes $O(\text{log} D)$ time.

The time complexity of each step of our algorithm is shown in Table I. To sum up, the total time complexity of the proposed algorithm is

$$O\left(\text{polylog}(MD) \left( (d + D^{0.5}d^{-0.5}) k^{3.5}_\lambda \varepsilon^{-3}_\lambda \right. \right.$$

$$+ \left. D^{0.5}d^{-0.5} k^{4.5}_\sigma \varepsilon^{-3}_\sigma \right) + D^{0.5} \varepsilon^{0.5} \log(\varepsilon^{-1}_\lambda)) \right]$$

This means that if $d = \text{polylog}(D)$, the runtime will be

$$O\left(D^{0.5} \text{polylog}(MD) \left( k^{3.5}_\lambda \varepsilon^{-3}_\lambda + k^{4.5}_\sigma \varepsilon^{-3}_\sigma \right) \right]$$

Compared with the classical LDA algorithm whose runtime is $O(\text{poly}(M,D))$, the proposed quantum LDA algorithm has exponential acceleration on the number $M$ and shows a quadratic speedup in the original data space dimension $D$.

| Steps | Time complexity |
|-------|----------------|
| (1)   | $O(\text{polylog}(MD)k^{3.5}_\lambda/\varepsilon^3_\lambda)$ |
| (2.1) | $O\left(\sqrt{D/d} \cdot k_\sigma \text{polylog}(MD)\right)$ |
| (2.2) | $O\left(\sqrt{D/d} \cdot k_\sigma \text{polylog}(MD)k^{3.5}_\sigma/\varepsilon^3_\sigma\right)$ |
| (2.3) | $O\left(\sqrt{D/d} \cdot k_\sigma \log(1/\varepsilon_\sigma)\right)$ |
| (2.4) | $O\left(\sqrt{D/d} \cdot k_\sigma \text{polylog}(MD)k^{3.5}_\sigma/\varepsilon^3_\sigma\right)$ |
| (2.5) | $O(\text{polylog}(MD))$ |
| (3.1) | $O\left(\sqrt{D/d} \cdot \text{polylog}(MD)k^{3.5}_\lambda/\varepsilon^3_\lambda\right)$ |
| (3.2) | $O\left(\sqrt{D/d} \cdot \text{log}(1/\varepsilon_\lambda)\right)$ |
| (3.3) | $O\left(\sqrt{D/d}\right)$ |
| (3.4) | $O(\text{log}(D))$ |

V. CONCLUSIONS

In this paper, we made a further study on the quantum dimensionality reduction. And we showed a quantum discriminant analysis algorithm for dimensionality reduction. The algorithm can map the data from the high-dimensional space to the low-dimensional space in quantum parallel without changing the original category of the data set. At the same time, we can get a quantum state corresponding to the data set which has been reduced. Compared with the classical LDA algorithm, this quantum algorithm has the ability to achieve exponential acceleration on the number $M$ and quadratic speedup on the dimension $D$ of the original data set. However, how to turn this capability into a stable advantage is worth further exploration. On the other hand, the data after dimensionality reduction exists in the form of a quantum state. So it can be used as the input of other quantum machine learning tasks to overcome the dimension disaster, which has practical significance. In conclusion, this work is conducive to further research on quantum machine learning algorithms in the context of big data.
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Appendix A: PREPARE THE DENSITY OPERATORS $S_W$ AND $S_B$

In this appendix, we give detailed steps for constructing density operators $S_W$ and $S_B$. As assumed in section II, each data vector $x_i$, its class label $c_i$ (index $i$ is just a mark for the class of the $i$th data $x_i$) and the centroid $\mu_{c_i}$ are stored as floating-point numbers in QRAM.

Furthermore, we consider the $j$th component of $x_i$ can be represented by binary $x_{ij(q-1)}x_{ij(q-2)}\cdots x_{ij(1)}x_{ij(0)}$, where $(q-1), (q-2), \cdots, (0)$ are the marker for the binary bits. Similarly, the $j$th component of centroid $\mu_{c_i}$ has the binary representation $\mu_{c_i(q-1)}\mu_{c_i(q-2)}\cdots\mu_{c_i(1)}\mu_{c_i(0)}$. Then, we may perform the Adder [27] on the corresponding components of $x_i$ and $-\mu_{c_i}$ to achieve component-wise subtraction. In this way, the difference vector $d_{ij} = x_{ij} - \mu_{c_i,j}$ is obtained and stored in QRAM. According to the method [21, 28], we consider existing an oracle:

$$O_W(|i\rangle|0\rangle|0\rangle) \rightarrow |i\rangle|c_i\rangle\|x_i - \mu_{c_i}\||x_i - \mu_{c_i}\rangle,$$  \hfill (A1)

where, $\|x_i - \mu_{c_i}\|$ is the value of $\|x_i - \mu_{c_i}\|$ encoded with finite precision on the computational basis and $|x_i - \mu_{c_i}\rangle = \sum_{j=1}^{D} \frac{d_{ij}}{\|x_i - \mu_{c_i}\|} |j\rangle$ is a normalized vector. This oracle could, as an example, be realizalbe if the data vector components are stored as floating-point numbers in the QRAM, and the sub-norms of the vectors can be estimated efficiently [28]. Therefore, the oracle $O_W$ allows us to construct state

$$|\varphi\rangle = O_W \left( \frac{1}{\sqrt{M}} \sum_{i=1}^{M} |i\rangle|0\rangle|0\rangle \right) \Rightarrow \frac{1}{\sqrt{M}} \sum_{i=1}^{M} |i\rangle|c_i\rangle\|x_i - \mu_{c_i}\||x_i - \mu_{c_i}\rangle.$$  \hfill (A2)

By [29–31], if the norms of the vectors form an efficiently integrable distribution, we will have state

$$|\varphi'\rangle = \frac{1}{A} \sum_{i=1}^{M} \|x_i - \mu_{c_i}\||i\rangle > |c_i > \|x_i - \mu_{c_i}\||x_i - \mu_{c_i}\rangle,$$  \hfill (A3)

where $A = \sum_{i=1}^{M} \|x_i - \mu_{c_i}\|^2$.

In both cases, we now take the partial trace over the first registers. Then the density matrix of final register $|x_i - \mu_{c_i}\rangle$ can be obtained [19]:

$$S_W = \frac{1}{A} \sum_{i=1}^{M} \|x_i - \mu_{c_i}\|^2|x_i - \mu_{c_i}\rangle\langle x_i - \mu_{c_i}|.$$  \hfill (A4)

The $O_W$ efficiently performed makes us construct the Hermitian operator $S_W$ in time $O(\log(MD))$. And, the within-class scatter matrix $S_W$ can help us run the algorithm efficiently when it is non-singular. Contrary to our expectation, $S_W$ is always irreversible. Therefore, the regularized vector $\alpha$ is usually introduced to make $d_i = x_i - \mu_{c_i} + \alpha$ (the component of $\alpha$ is a very small number, which does not affect the classification of the original data and the effect of dimension reduction) [32], that let the density operator $S_W$ perfect.

Similarly, we assumed $\bar{o}$ (the mean of all data points, $\bar{o} = \frac{1}{M} \sum_{i=1}^{M} x_i$) has been given and stored in the quantum random access memory. Hence, we can cost time $O(\log(nD))$ to prepare the between-class scatter density matrix $S_B$ in the same way.

$$S_B = \frac{1}{B} \sum_{i=1}^{n} \|\mu_c - \bar{o}\|^2|\mu_c - \bar{o}\rangle\langle \mu_c - \bar{o}|,$$ \hfill (A5)

where, $B = \sum_{c=1}^{n} \|\mu_c - \bar{o}\|^2$. And it is important to note that $S_B$ doesn’t have to be invertible in our algorithm.

Given the above, we can hence prepare the Hermitian operators $S_W$ and $S_B$ in time $O(\log(MD))$.

Appendix B: PROOF OF $Q \leq L$

In this appendix, we show a proof of $(Q = \lceil \log(d) \rceil) \leq (\log(1/\epsilon_{\lambda})) = L$ in step (3.2), where $d$ denotes the dimension of the have been reduction data set $Y$ and $\epsilon_{\lambda}$ is denoted as the error tolerance of $\lambda$. The proof is as follows.

In step (3.2), the index $j = 1, 2, \cdots, d$ needs $Q = \lceil \log(d) \rceil$ qubits to store and $d$ ($d \neq 0$) has the binary representation $d = d_Qd_{Q-1}\cdots d_1$. According to the binary division, there have

$$1/d = 1/d_Qd_{Q-1}\cdots d_1d_0 \Rightarrow \begin{cases} 1/d = 0, & \text{only } d_Q = 1 \quad (B1) \\ 1/d \geq 0, & \text{others} \end{cases}.$$

Since $\sum_{j=1}^{d} \lambda_j \geq S \approx 1$, each $\lambda_j$ scales as $O(1/d)$, and the fact of $\sum_{j=1}^{D} \lambda_j = 1$, there exists $\lambda_j < 1/d$ for $j = 1, 2, \cdots, d$. Furthermore, combined with Eq. (B1), it can be known that we need to prepare at least $Q$ qubits to approximate the eigenvalue $\lambda_j$ within error $\epsilon_{\lambda}$, that is, $(Q = \lceil \log(d) \rceil) \leq (\log(1/\epsilon_{\lambda})) = L$.
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