Super-resolved multispectral lensless microscopy via angle-tilted, wavelength-multiplexed ptychographic modulation
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We report an angle-tilted, wavelength-multiplexed ptychographic modulation approach for multispectral lensless on-chip microscopy. In this approach, we illuminate the specimen with lights at 5 wavelengths simultaneously. A prism is added at the illumination path for spectral dispersion. Lightwaves at different wavelengths, thus, hit the specimen at slightly different incident angles, breaking the ambiguities in mixed state ptychographic reconstruction. At the detection path, we place a thin diffuser in-between the specimen and the monochromatic image sensor for encoding the spectral information into 2D intensity measurements. By scanning the sample to different x-y positions, we acquire a sequence of monochromatic images for reconstructing the 5 complex object profiles at the 5 wavelengths. An up-sampling procedure is integrated into the recovery process to bypass the resolution limit imposed by the imager pixel size. We demonstrate a half-pitch resolution of 0.55 μm using an image sensor with 1.85-μm pixel size. We also demonstrate quantitative and high-quality multispectral reconstructions of stained tissue sections for digital pathology applications.

OCIS codes: (110.0180) Microscopy; (110.4234) Multispectral and hyperspectral imaging; (100.5070) Phase retrieval.

Multispectral microscopy, in general, refers to the acquisition of 2D microscopic images at more than 3 wavelengths. Thanks to different spectral signatures of biochemical markers, multispectral microscopy can be used for better histopathological analysis of labeled tissue sections [1]. The adoption of multispectral microscopy in digital pathology allows pathologists to test new staining protocols, including multiplexed antibody studies, for better and faster diagnosis and prognosis of cancers and other diseases.

In lensless on-chip microscopy, object images are obtained using a cost-effective and compact system without any lens. Lensless color imaging at red, green, and blue wavelengths has been demonstrated using color image sensor, where color information is encoded via the RGB Bayer filter [2, 3]. Alternatively, one can sequentially illuminate the sample with different wavelengths and obtain the corresponding images for analysis [4-7]. Diffraction patterns recorded at multiple wavelengths have also been used for the lensless phase retrieval process [8-12]. In this case, the sample needs to be transparent and the intensity profiles are assumed to be identical at different wavelengths. It is not suitable for imaging stained samples such as histology slides.

A key aspect for on-chip multispectral microscopy is how to encode the spectral information into the intensity measurements. Current solutions either use filters to select the specific spectral information or sequentially illuminate the sample with different wavelengths to record the spectral information. In this letter, we discuss a new strategy to encode the spectral information using angle-tilted, wavelength-multiplexed ptychographic modulation. Our approach integrates 4 innovations for high-resolution multispectral on-chip imaging: 1) wavelength-multiplexed ptychographic phase retrieval [13-15], 2) slightly tilted illumination angles for breaking the ambiguities in mixed state reconstruction [16], 3) super-resolved up-sampling model for bypassing the pixel size limit of the image sensor [17], and 4) near-field ptychographic modulation for on-chip, large field of view imaging [18-20]. High-quality multi-color detection remains a challenge for on-chip microscopy due to the coherent artifacts in the conventional in-line configuration. Achieving high image quality and high resolution in lensless multispectral microscopy is significant for digital pathology where stained slides are examined over a large field of view.
Figure 1 shows the operation of the reported approach. We couple coherent lights from 5 laser diodes into a single-mode fiber and use it as a wavelength-multiplexed coherent source for sample illumination. The illumination beam, thus, contains 5 distinctive wavelengths from visible to near-infrared region: 415 nm, 488 nm, 532 nm, 660 nm, and 785 nm. We also add a prism at the illumination path for spectral dispersion. As such, lightwaves at different wavelengths hit the specimen at slightly different incident angles. At the detection path, we place a thin diffuser in-between the specimen and the monochromatic image sensor for encoding the spectral information into monochromatic measurements. Each acquired image represents an incoherent summation of 5 diffraction patterns at 5 different wavelengths. By blindly scanning the sample (or the diffuser) to different x-y positions, we acquire a sequence of monochromatic images for reconstructing the 5 complex object profiles at the 5 wavelengths. The choice of sample or diffuser scanning is application driven. Both options work fine with solid samples and diffuser scanning is preferred for cell culture samples. In our implementation, we use a 12-megapixel Sony IMX226 monochromatic image sensor for image acquisition. The pixel size is 1.85 µm and the imaging field of view is 7.4 mm by 5.6 mm. The separation between the specimen and the image sensor is about 1 mm. The scanning step size is typically 1-2 µm.

The forward imaging model of our platform can be expressed as

\[ I_i(x, y) = \sum_{i=1}^{5} |O_i(x, y) \ast PSF_{t,i,free}(d_i) \cdot P_i(x - x_i, y - y_i) \ast PSF_{t,free}(d_2) \ast PSF_{pixel}|_{MW} \]  

where \( I_i(x, y) \) denotes the \( i \)th intensity measurement \((i = 1, 2, ..., 5)\), \( O_i(x, y) \) represents the complex object exit wavefront at the \( i \)th wavelength, \( P_i(x, y) \) represents the complex diffuser modulation pattern at the \( i \)th wavelength, \((x_i, y_i)\) denotes the \( i \)th positional shift of the diffuser, ‘\( \ast \)’ stands for point-wise multiplication, ‘\( \cdot \)’ denotes the convolution operation, \( d_i \) is the distance between the object and the diffuser, and \( d_2 \) is the distance between the diffuser and the image sensor. In Eq. (1), we use \( PSF_{t,free}(d) \) to model the point spread function (PSF) for free-space propagation over distance \( d \) at the \( i \)th wavelength (angular spectrum approach is used in our implementation). We use \( PSF_{pixel} \) to model the PSF of the pixel response and assume it to be an averaging filter (all-modes approach). Due to the relatively large pixel size (1.85 µm) of the imager, the captured image is an under-sampled version of the diffraction pattern. We use ‘\( \downarrow \)’ in the subscript of Eq. (1) to represent the down-sampling process \((M = 4\) in our case). Based on all captured images \( I_i(x, y) \) with the diffuser (or the sample) scanned to different lateral positions \((x_i, y_i)\)s, we aim to recover the complex object \( O_i(x, y) \) at different wavelengths.

The successful reconstruction of the multispectral object profiles relies on a good initial guess of the diffuser modulation patterns at different wavelengths. We perform a calibration experiment by sequentially turning on individual laser for sample illumination. For each wavelength, we move the sample to 300 different positions and recover both the sample and the diffuser profiles. The recovered diffuser patterns are then used as the initial guess for all subsequent experiments. We also note that, the multiplication of the tilted illumination waves with the objects is not modeled in Eq. (1). The effect of this operation is equivalent to shifting the diffuser pattern \( P_i \) to different positions for \( i = 1, 2, ..., 5 \). These shifted modulation patterns have been recovered in the calibration experiment.

\[ \begin{align*}
\text{Algorithm outline} \\
\text{Input:} & \quad \text{Captured incoherent mixture of different wavelengths: } I_i (i = 1, 2, \ldots, 5) \\
\text{Output:} & \quad \text{Super-resolved object } O_i (x, y) \text{ and the diffuser } P_i (x, y) (i = 1, 2, \ldots, 5) \\
1 & \quad \text{Calculate the translational shift } (x_i, y_i) \text{ of the diffuser via cross-correlation} \\
2 & \quad \text{Initialize the } O_i (x, y), P_i (x, y) \text{ is initialized in a calibration experiment} \\
3 & \quad \text{for } t = 1:5 \text{ (different wavelengths)} \\
4 & \quad \text{Propagate to the diffuser plane: } O_{i,dik} (x, y) = O_i (x, y) \ast PSF_{t,free}(d_i) \\
5 & \quad \text{end} \\
6 & \quad \text{for } B = 1:N \text{ (different iterations)} \\
7 & \quad \text{for } i = 1:B \text{ (different captured images)} \\
8 & \quad \text{for } t = 1:5 \text{ (different wavelengths)} \\
9 & \quad \text{Shift the diffuser to } (x_i, y_i) \text{ position: } P_{ik} (x, y) = P_i (x - x_i, y - y_i) \\
10 & \quad \text{Obtain the wavefront exiting the diffuser:} \\
11 & \quad \text{Propagate to the detector plane: } \\
12 & \quad \text{Obtain the target image } I_{ik}(x, y) \text{ at the detector plane} \\
13 & \quad \text{end} \\
14 & \quad \text{Generate the incoherent mixture: } I_{\text{incoherent,}i}(x, y) = \sum_{k=1}^{B} I_{ik}(x, y) \\
15 & \quad \text{for } t = 1:5 \text{ (different wavelengths)} \\
16 & \quad \text{Update } \psi_{t,i}(x, y) \text{ using Eq. (2)} \\
17 & \quad \text{\( \psi_{t,i}(x, y) = PSF_{t,free}(-d_2) \ast \psi_{t,i}(x, y) \)} \\
18 & \quad \text{Update the object } O_{i,dik} (x, y) \text{ using Eq. (3)} \\
19 & \quad \text{Update } P_{ik}(x, y) \text{ using Eq. (4)} \\
20 & \quad \text{Shift back the diffuser: } P_{ik}(x, y) = P_{ik}^{\text{update}}(x + x_i, y + y_i) \\
21 & \quad \text{end} \\
22 & \quad \text{end} \\
23 & \quad \text{end} \\
24 & \quad \text{Propagate to the object plane: } O_i (x, y) = O_{i,dik}^{\text{update}}(x, y) \ast PSF_{t,free}(-d_2) \\
25 & \quad \text{end} \\
26 & \quad \text{end} \\
\end{align*} \]

Fig. 2. The recovery process of the reported approach.

Figure 2 shows the recovery process for the reported approach. We first recover the positional shift of the diffuser (or the sample) via cross-correlation of the captured images. The object initial guess is obtained by up-sampling of the average of all measurements. In the iterative phase retrieval process, we propagate the \( \hat{d} \) object profile to the diffuser plane and obtain the exit wave \( \hat{\varphi}_{dik}(X, Y) \) in line 10. We then propagate the exit wave to the detector plane and obtain \( \psi_{t,i}(X, Y) \) in line 11. After repeating these steps for all five wavelengths, the intensity components \( I_{ik}(X, Y) \) corresponding to different wavelengths are summed up to generate the incoherent mixture \( I_{\text{incoherent,}i}(X, Y) \) in line 14. We update \( \psi_{t,i}(X, Y) \) using the ratio between the actual measurement \( I_{ik}(X, Y) \) and \( I_{\text{incoherent,}i}(X, Y) \), while keeping the phase unchanged:

\[ \psi_{t,i}(X, Y) = \psi_{t,i}(X, Y) \left( \frac{\sqrt{I_{ik}(X, Y)_{MW}}}{\sqrt{I_{\text{incoherent,}i}(X, Y)_{MW} \ast \text{max}(M, M)_{MW}}} \right) \]
The updating process of Eq. (2) is motivated by the mixed-state formulation of multiplexed ptychography [13-15]. Here we introduce slightly different incident angles for lights at different wavelengths. The resulting diffuser modulation patterns, thus, become uncorrelated for different wavelengths, breaking the ambiguities in mixed state reconstruction [16]. We also note that, the image sizes of $\psi_{t,i}(x, y)$ and $I_i(x, y)$ are different in Eq. (2). If $I_i$ has a size of 100 by 100 pixels, $\psi_{t,i}$ will have 400 by 400 pixels, with an up-sampling factor $M = 4$. The term 'nearest neighbor' represents the nearest neighbor up-sampling of the captured image $I_i$. In the denominator of Eq. (2), we first convolute $I_{\text{incoherent}}(x, y)$ with an averaging filter, i.e., $M$ by $M$ all-one matrix. We then perform $M$-times down-sampling followed by $M$-times nearest-neighbor up-sampling. This updating process enforces the intensity summation of every $M$ by $M$ small pixels equals the corresponding 1.85-μm large pixel in the captured image [17]. With the updated $\psi_{t,i}'(x, y)$, we update the object and the diffuser profiles corresponding to the $i$th wavelength via Eqs. (3) and (4) [21, 22]:

$$
O_{t,d_i}^{\text{update}}(x, y) = O_{t,d_i}(x, y) + \frac{\text{conj}(P_{t,i}(x, y))) [\psi_{t,i}'(x, y) - \psi_{t,i}(x, y)]}{(1 - \sigma_p) |P_{t,i}(x, y)|^2 + \sigma_p |P_{t,i}(x, y)|_{\text{max}}^2}, \quad \text{(3)}
$$

$$
P_{t,i}^{\text{update}}(x, y) = P_{t,i}(x, y) + \frac{\text{conj}(O_{t,d_i}(x, y))) [\psi_{t,i}'(x, y) - \psi_{t,i}(x, y)]}{(1 - \sigma_{\text{obj}}) |O_{t,d_i}(x, y)|^2 + \sigma_{\text{obj}} |O_{t,d_i}(x, y)|_{\text{max}}^2}, \quad \text{(4)}
$$

where ‘conj’ denotes conjugate, and $\sigma_{\text{obj}}$ and $\sigma_p$ are algorithm weights in the iterative process (we set them to 0.9). The recovery process typically converges within 5 iterations in experiments reported in this work. We have performed a simulation study to validate the reported imaging concept in a supplementary note [23]. In our experiments, we acquire 1000 raw images with an acquisition time of ~40 seconds. The processing time for 1000 images with 1024 pixels by 1024 pixels each is ~13 mins using a Dell XPS Tower computer.

---

**Fig. 3.** Validating the reported approach using a USAF resolution target (a) and a phase target (b). 0.55-μm linewidth from group 9, element 6 can be clearly resolved in (a1). (c) Line trace of phase across the phase target. The two red lines in (c) indicates the ground-truth phase variations of the target. The ultimate resolution is limited by the maximum scattering angle that can be detected by the imager, not the pixel size.

---

**Fig. 4.** (a) The captured raw image of a stained tissue section (1000 raw images in total). The recovered intensity (b) and phase (c) at the 5 wavelengths.
We first validate our platform using a USAF resolution target and a quantitative phase target in Fig. 3. Figure 3(a) shows the recovered resolution target at the 5 wavelengths, where we can resolve the 0.55-µm linewidth from group 9, element 6 at the 415-nm wavelength. Figure 3(b) shows the recovered quantitative phase using the reported platform and the line trace is plotted in Fig. 3(c). We conclude that the recovered phase is in a good agreement with the ground-truth of the phase target (two red lines in Fig. 3(c)), validating the quantitative nature of the reported approach.

In the second experiment, we test our platform using a hematoxylin and eosin-stained esophagus cancer slide. Figure 4(a) shows the captured raw image, which is an incoherent mixture of diffraction patterns at 5 wavelengths. Figure 4(b)-(c) show the recovered intensity and phase at the 5 wavelengths.

In the third experiment, we generate color images of two stained histology slides from our multiplexed reconstructions and compare them with two other approaches. Figure 5(a1) shows our multiplexed reconstruction of a skin cancer immunohistochemistry slide labeled with Ki-67 markers. Figure 5(a2) shows our multiplexed reconstruction of the hematoxylin and eosin-stained esophagus cancer slide (same sample as that in Fig. 4). For Fig. 5(a), we generate the color images by combining the reconstructions at 488 nm, 532 nm, and 660 nm. As a comparison, Fig. 5(b) shows the color image generated by sequential illumination of the three wavelengths with no multiplexing. Figure 5(c) shows the color images captured using an upright Nikon microscope with a 20X, 0.75 numerical aperture (NA) objective lens. The slight color difference is due to the use of a broadband light source in the microscope.

In summary, we report an angle-tilted, wavelength-multiplexed ptychographic modulation approach for multispectral lensless on-chip microscopy. By introducing slightly different incident angles for illumination wavelengths at different wavelengths, the diffuser modulation patterns become uncorrelated with each other, thus breaking the ambiguities in mixed state ptychographic reconstruction. By integrating an up-sampling procedure in the multiplexed phase retrieval process, we demonstrate a half-pitch resolution of 0.55 µm using an imager with 1.85-µm pixel size. This achieved resolution is the highest among the reported optical ptychographic implementations. Given this is a lensless platform, imaging performance can be maintained over the entire field of view without aberration issues. It may have advantages compared to other lens-based approaches such as Fourier ptychographic microscopy [24]. One future direction for the reported approach is to perform hyperspectral imaging using a supercontinuum laser. Another direction for the reported approach is to employ LEDs for sample illumination, where we can better model the spectral bandwidth of the LED emission.
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**Fig. 5.** Comparison between the reported approach (a), sequential acquisition for color imaging (b), and images captured by a 0.75 NA objective (c).