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1 Introduction

Studies on the structure of stochastic processes through the space of martingales associated with them date back to the 1960s. As seen from Meyer’s decomposition theorem for example, martingales are one of the suitable concepts for understanding the randomness of stochastic processes. In the framework of general Markov processes, Motoo and Watanabe [30] proved that, for a class $\mathcal{M}$ of martingale additive functionals, there exists a kind of basis $\{x_n\}$ of $\mathcal{M}$ such that every element in $\mathcal{M}$ can be represented as a sum of stochastic integrals based on $\{x_n\}$ and a purely discontinuous part. This is a generalization of the study by Ventcel’ [34], wherein the Brownian motion on $\mathbb{R}^d$ was considered. We term the cardinality of the basis as the martingale dimension. (The precise definition is discussed in Section 2.) Related general theories are found in some articles such as those by Kunita and Watanabe [24] and Cramér [8]. Later, Davis and Varaiya [9] introduced the concept of multiplicity of filtration on filtered probability spaces as an abstract generalization. A vast amount of literature is now available on the study of filtrations from various directions by M. Yor, M. Émery, M. T. Barlow, E. A. Perkins, B. Tsirelson, and many others. In this article, we focus on the quantitative estimate of martingale dimensions associated with symmetric diffusion processes on state spaces that do not necessarily have smooth structures, in particular, on self-similar fractals.

The martingale dimension of typical examples, such as the Brownian motion on a $d$-dimensional complete Riemannian manifold, is $d$. This number can be informally interpreted as the number of “independent noises” included in the process. When the underlying space does not have a differential structure, it is not easy to determine or even to provide estimates of the martingale dimension. The first result in this direction is due to Kusuoka [25], who considered the martingale dimension $d_m$ with respect to additive functionals (AF-martingale dimension) and proved that $d_m = 1$ for the Brownian motion on the $d$-dimensional standard Sierpinski gasket $SG_d$ (see Fig. 1) for every $d$. This was an unexpected result because the Hausdorff dimension of $SG_d$ is $\log(d+1)/\log 2$, which is arbitrarily large when $d$ becomes larger. This result was generalized in [17, 18] to natural self-similar symmetric diffusion processes on post-critically finite (p. c. f.) self-similar sets (see Fig. 1) satisfying certain technical conditions, with the same conclusion. The proofs heavily rely on the facts that the fractal sets under consideration are finitely ramified (that is, they can be disconnected by removing finitely many points) and that the Dirichlet form associated with the diffusion is described by infinite random products of a finite number of matrices. No further results have yet been obtained in this direction. Thus, the following questions naturally arise:

Fig. 1 SG$_2$, SG$_3$, and some other p.c.f. self-similar sets
• What about the martingale dimensions of infinitely ramified fractals such as Sierpinski carpets?
• In general, are there any relations between $d_m$ and other kinds of dimensions?

In this paper, we provide partial answers to these questions; we prove that the AF-martingale dimension $d_m$ of the Brownian motion on (generalized) Sierpinski carpets (Fig. 2) are dominated by the spectral dimension $d_s$. In particular, if the process is point recurrent (that is, if $d_s < 2$), then $d_m = 1$. This is the first time that nontrivial estimates of martingale dimensions for infinitely ramified fractals have been obtained. The proof is based on the analytic characterization of $d_m$ in terms of the index of the associated Dirichlet form that was developed in [18], and new arguments for the estimate of the index in general frameworks, in which some harmonic maps play the crucial roles. This method is also applicable to p.c.f. self-similar sets, which enables us to remove the technical assumptions in [17] and conclude that $d_m = 1$. In [17], we had to exclude Hata’s tree-like set (the rightmost figure of Fig. 1) because of some technical restrictions such as the condition that every “boundary point” had to be a fixed point of one of the maps defining the self-similar set; this example was discussed individually in [18].

One of the main ingredients of the proof is the construction of a special harmonic map from the fractal to the Euclidean space $\mathbb{R}^d$, which makes it possible to use certain properties of the classical energy form on $\mathbb{R}^d$. For this purpose, we use a method analogous to the blowup argument in geometric measure theory. Although we presently require the self-similar structure of the state space for this argument, we expect the relation $1 \leq d_m \leq d_s$ to be true for more general metric measure spaces as well.

This article is organized as follows. In Section 2, we review the concepts of the index of strong local regular Dirichlet forms and the AF-martingale dimension $d_m$ of the associated diffusion processes under a general setting. In Section 3, we develop some tools for the estimation of $d_m$ in the general framework. In Section 4.1, we discuss self-similar Dirichlet forms on self-similar fractals and study some properties on the energy measures as a preparation for the proof of the main results. In Section 4.2, we treat p.c.f. self-similar sets and prove that $d_m = 1$ with respect to natural self-similar diffusions. This subsection is also regarded as a warm-up for the analysis on Sierpinski carpets, which is technically more involved. In Section 4.3, we consider Sierpinski carpets and prove the inequality $1 \leq d_m \leq d_s$, putting forth two technical propositions. These propositions are proved in Section 5.

Hereafter, $c_{i,j}$ denotes a positive constant appearing in Section $i$ that does not play important roles in the arguments.
2 Martingale dimension of the diffusion processes associated with strong local Dirichlet forms

In this section, we review a part of the theory of Dirichlet forms and the concept of martingale dimensions, following [12, 17, 18]. We assume that the state space $K$ is a locally compact, separable, and metrizable space. We denote the Borel $\sigma$-field of $K$ by $\mathcal{B}(K)$. Let $C(K)$ denote the set of all continuous real-valued functions on $K$, and $C_c(K)$, the set of all functions in $C(K)$ with compact support. Let $\mu$ be a positive Radon measure on $K$ with full support. For $1 \leq p < \infty$, $L^p(K, \mu)$ denotes the real $L^p$-space on the measure space $(K, \mathcal{B}(K), \mu)$ with norm $\| \cdot \|_{L^p(K, \mu)}$. The inner product of $L^2(K, \mu)$ is denoted by $(\cdot, \cdot)_{L^2(K, \mu)}$. Suppose that we are given a symmetric regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(K, \mu)$. For $\alpha \in \mathbb{R}$ and $f, g \in \mathcal{F}$, we define $\mathcal{E}_\alpha(f, g) = \mathcal{E}(f, g) + \alpha(f, g)_{L^2(K, \mu)}$. The space $\mathcal{F}$ becomes a Hilbert space under inner product $(f, g)_\mathcal{F} := \mathcal{E}_1(f, g)$. Hereafter, the topology of $\mathcal{F}$ is always considered as that derived from norm $\| \cdot \|_\mathcal{F} := (\cdot, \cdot)_\mathcal{F}^{1/2}$. We write $\mathcal{E}(f)$ and $\mathcal{E}_\alpha(f)$ instead of $\mathcal{E}(f, f)$ and $\mathcal{E}_\alpha(f, f)$ for simplicity.

The set of all bounded functions in $\mathcal{F}$ is denoted by $\mathcal{F}_b$. The following is a basic fact.

**Proposition 2.1 (cf. [12, Theorem 1.4.2])** Let $f, g \in \mathcal{F}_b$. Then, $fg \in \mathcal{F}_b$ and

$$
\mathcal{E}(fg)^{1/2} \leq \mathcal{E}(f)^{1/2}\|g\|_{L^{\infty}(K, \mu)} + \mathcal{E}(g)^{1/2}\|f\|_{L^{\infty}(K, \mu)}.
$$

Let us review the theory of additive functionals associated with $(\mathcal{E}, \mathcal{F})$, following [12, Chapter 5]. The capacity $\text{Cap}$ associated with $(\mathcal{E}, \mathcal{F})$ is defined as

$$
\text{Cap}(U) = \inf\{\mathcal{E}_1(f) \mid f \in \mathcal{F} \text{ and } f \geq 1 \mu\text{-a.e. on } U\}
$$

if $U$ is an open subset of $K$, and

$$
\text{Cap}(B) = \inf\{\text{Cap}(U) \mid U \text{ is open and } U \supseteq B\}
$$

for general subsets $B$ of $K$. A subset $B$ of $K$ with $\text{Cap}(B) = 0$ is called an exceptional set. A statement depending on $x \in K$ is said to hold for q.e. (quasi-every) $x$ if the set of $x$ for which the statement is not true is an exceptional set. A real valued function $u$ defined q.e. on $K$ is called quasi-continuous if for any $\epsilon > 0$, there exists an open subset $U$ of $K$ such that $\text{Cap}(U) < \epsilon$ and $u|_{K \setminus U}$ is continuous. From [12, Theorem 2.1.3], every $f \in \mathcal{F}$ has a quasi-continuous modification $\tilde{f}$ in the sense that $f = \tilde{f}$ $\mu$-a.e.

For a $\mu$-measurable function $u$, the support of the measure $|u| \cdot \mu$ is denoted by $\text{Supp}[u]$. Hereafter, we consider only the case that $(\mathcal{E}, \mathcal{F})$ is strong local, that is, the following property holds:

If $u, v \in \mathcal{F}$, $\text{Supp}[u]$ and $\text{Supp}[v]$ are compact, and $v$ is constant on a neighborhood of $\text{Supp}[u]$, then $\mathcal{E}(u, v) = 0$.

From the general theory of regular Dirichlet forms, we can construct a diffusion process $\{X_t\}$ on $K_\Delta$ defined on a filtered probability space $(\Omega, \mathcal{F}_\infty, P, \{P_t\}_{t \in K_\Delta}, \{\mathcal{F}_t\}_{t \in [0, \infty)})$ associated with $(\mathcal{E}, \mathcal{F})$. Here, $K_\Delta = K \cup \{\Delta\}$ is a one-point compactification of $K$ and $\{\mathcal{F}_t\}_{t \in [0, \infty)}$ is the minimum completed admissible filtration. Any numerical function
The sets $\{X_t\}$ are called the Revuz measure of functional $\theta_t$. We may assume that for each $t \in [0, \infty)$, there exists a shift operator $\theta_t : \Omega \to \Omega$ that satisfies $X_t \circ \theta_t = X_{t+s}$ for all $s \geq 0$. We denote the life time of $X_0$ by $\zeta(\omega)$. A $[-\infty, +\infty]$-valued function $A_t(\omega)$, $t \in [0, \infty)$, $\omega \in \Omega$, is referred to as an additive functional if the following conditions hold:

- $A_t(\cdot)$ is $\mathcal{F}_t$-measurable for each $t \geq 0$;
- There exists a set $\Lambda \in \mathcal{F}_\infty$ and an exceptional set $N \subset K$ such that $P_\lambda(\Lambda) = 1$ for all $\lambda \in K \setminus N$ and $\theta_t \Lambda \subset \Lambda$ for all $t > 0$; moreover, for each $\omega \in \Lambda$, $A_\omega(\omega)$ is right continuous and has the left limit on $[0, \zeta(\omega))$, $A_0(\omega) = 0$, $|A_t(\omega)| < \infty$ for all $t < \zeta(\omega)$, $A_t(\omega) = A_{\zeta(\omega)}(\omega)$ for $t \geq \zeta(\omega)$, and

$$A_{t+s}(\omega) = A_s(\omega) + A_t(\theta_s \omega) \quad \text{for every } t, s \geq 0.$$

The sets $\Lambda$ and $N$ referred to above are called a defining set and an exceptional set of the additive functional $A_t$, respectively. A finite (resp. continuous) additive functional is defined as an additive functional such that $|A_\omega(\omega)| < \infty$ (resp. $A_\omega(\omega)$ is continuous) on $[0, \infty)$ for $\omega \in \Lambda$. A $[0, +\infty]$-valued continuous additive functional is referred to as a positive continuous additive functional. From [12, Theorems 5.1.3 and 5.1.4], for each positive continuous additive functional $A$, there exists a unique measure $\mu_A$ on $K$ (termed the Revuz measure of $A$) such that the following identity holds for any $t > 0$ and nonnegative Borel functions $f$ and $h$ on $K$:

$$\int K E_x \left[ \int_0^t f(X_s) dA_s \right] h(x) \mu(dx) = \int_0^t \int K E_x [h(X_s)] f(x) \mu_A(dx) ds.$$

Further, if two positive continuous additive functionals $A^{(1)}$ and $A^{(2)}$ have the same Revuz measures, then $A^{(1)}$ and $A^{(2)}$ coincide in the sense that, for any $t > 0$, $P_x(A_t^{(1)} = A_t^{(2)}) = 1$ for q.e. $x \in K$. Let $P_\mu$ be a measure on $\Omega$ defined as $P_\mu(\cdot) = \int K P_x(\cdot) \mu(dx)$. Let $E_\mu$ denote the integration with respect to $P_\mu$. We define the energy $e(A)$ of additive functional $A$ as $e(A) = \lim_{t \to \infty} (2t)^{-1} E_\mu [A_t^2]$ if the limit exists.

Let $\mathcal{M}$ be the space of martingale additive functionals of $\{X_t\}$ that is defined as

$$\mathcal{M} = \left\{ M \left| \begin{array}{l}
M \text{ is a finite additive functional such that } M,(\omega) \text{ is right continuous and has a left limit on } [0, \infty) \text{ for } \omega \text{ in a defining set of } M, \text{ and for } \omega \\
eq \text{each } t > 0, E_x[M_t^2] < \infty \text{ and } E_x[M_t] = 0 \text{ for q.e. } x \in K \end{array} \right. \right\}.$$

Due to the assumption that $(\mathcal{E}, \mathcal{F})$ is strong local, every $M \in \mathcal{M}$ is in fact a continuous additive functional (cf. [12, Lemma 5.5.1 (ii)]). Each $M \in \mathcal{M}$ admits a positive continuous additive functional $\langle M \rangle$ referred to as the quadratic variation associated with $M$, which satisfies $E_x[\langle M \rangle_t] = E_x[M_t^2], t > 0$ for q.e. $x \in K$, and the following equation holds: $e(M) = M(\omega)(K)/2$. We set $\tilde{\mathcal{M}} = \{ M \in \mathcal{M} \mid e(M) < \infty \}$. Then, $\tilde{\mathcal{M}}$ is a Hilbert space with inner product $e(M, L) := (e(M + L) - e(M) - e(L))/2$ (see [12, Theorem 5.2.1]). For $M, L \in \tilde{\mathcal{M}}$, we set $\mu_{\langle M, L \rangle} = (\mu_{\langle M + L \rangle} - \mu_{\langle M \rangle} - \mu_{\langle L \rangle})/2$. For $M \in \tilde{\mathcal{M}}$ and $f \in L^2(K, \mu_{\langle M \rangle})$, we can define the stochastic integral $f \cdot M$.
Definition 2.2 (cf. [17]) The AF-martingale dimension of \( \{X_t\} \) (or of \( (\mathcal{E}, \mathcal{F}) \)) is defined as the smallest integer \( p \) such that every \( M \in \mathcal{M} \) has an AF-integral representation

\[
M_t = \sum_{k=1}^{p} (h_k \cdot M^{(k)})_t, \quad t > 0, \quad \text{P}_x\text{-a.e. for q.e. } x,
\]

where \( h_k \in L^2(K, \mu_{(M^{(k)})}) \) for each \( k = 1, \ldots, p \). If such \( p \) does not exist, the AF-martingale dimension is defined as \( +\infty \).

Remark 2.3 In the definition above, AF is an abbreviation of “additive functional.” We can also consider another version of martingale dimensions for general (not necessarily symmetric) diffusion processes as follows. Let

\[
\mathfrak{M} = \left\{ M = \{M_t\}_{t \in [0, \infty)} \mid M_0 = 0 \text{ and } M \text{ is a square-integrable martingale} \right\}.
\]

For \( M \in \mathfrak{M} \), denote its quadratic variation process by \( \langle M \rangle \) as the family of all progressively measurable processes \( \phi(t, \omega) \) such that \( E_x \left[ \int_0^t \phi(s)^2 \, d\langle M \rangle_s \right] < \infty \) for all \( t > 0 \) and \( x \in K \). The martingale dimension of \( \mathfrak{M} \) is defined as the smallest number \( q \) satisfying the following: There exists \( M^{(1)}, \ldots, M^{(q)} \in \mathfrak{M} \) such that every \( M \in \mathfrak{M} \) can be expressed as \( M_t = \sum_{k=1}^{q} \int_0^t \phi_k(s) \, dM^{(k)}_s \) \( \text{P}_x\text{-a.e. for q.e. } x \) for all \( x \in K \), where \( \phi_k \in L(\langle M^{(k)} \rangle) \), \( k = 1, \ldots, q \), and the integral above is interpreted as the usual stochastic integral with respect to martingales. Let us observe the relation between these two concepts. Suppose that \( \{X_t\} \) with \( (\Omega, \mathcal{F}_\infty, P, \{\mathcal{F}_t\}_{t \in [0, \infty)} \) is a diffusion process on \( K \) with symmetrizing measure \( \mu \) and has an associated regular Dirichlet form \( (\mathcal{E}, \mathcal{F}) \) on \( L^2(K, \mu) \). For \( \alpha > 0 \) and a bounded Borel measurable function \( f \) in \( L^2(K, \mu) \), denote the \( \alpha \)-order resolvent \( E[\int_0^\infty e^{-\alpha t} f(X_t) \, dt] \) by \( G_\alpha f \), and set

\[
M^{f, \alpha}_t = (G_\alpha f)(X_t) - (G_\alpha f)(X_0) - \int_0^t (\alpha(G_\alpha f)(X_s) - f(X_s)) \, ds, \quad t > 0.
\]

Then, \( M^{f, \alpha} \) belongs to \( \mathcal{M} \cap \mathfrak{M} \). Moreover, concerning the space

\[
\mathfrak{M} = \{M^{f, \alpha} \mid \alpha > 0, \ f \text{ is a bounded Borel measurable function in } L^2(K, \mu)\},
\]

the linear span of \( \{h \cdot M \mid M \in \mathfrak{M}, h \in C_c(K)\} \) is dense in \( \mathcal{M} \) from [12, Lemma 5.6.3] and the linear span of \( \{\int_0^t \phi(s) \, dM_s \mid M \in \mathfrak{M}, \ \phi \in L(\langle M \rangle)\} \) is dense in \( \mathfrak{M} \) with respect to the natural topology from [24, Theorem 4.2]. These facts strongly suggest that the two martingale dimensions coincide, although the author does not have a proof. In this article, we consider only AF-martingale dimensions and often omit “AF” from the terminology hereafter.
We review the analytic representation of the AF-martingale dimension. First, we introduce the concept of energy measures of functions in $\mathcal{F}$, which is defined for (not necessarily strong local) regular Dirichlet forms. For each $f \in \mathcal{F}$, a positive finite Borel measure $\nu_f$ on $K$ is defined as follows (cf. [12, Section 3.2])\footnote{In [12], symbol $\nu(f)$ is used in place of $\nu_f$.}. When $f$ is bounded, $\nu_f$ is characterized by the identity

$$
\int_K \varphi \, d\nu_f = 2\mathcal{E}(f \varphi, \varphi) - \mathcal{E}(\varphi, \varphi) \quad \text{for all } \varphi \in \mathcal{F} \cap C_c(K).
$$

By using the inequality

$$
\left| \sqrt{\nu_f(B)} - \sqrt{\nu_g(B)} \right|^2 \leq \nu_{f-g}(B) \leq 2\mathcal{E}(f-g), \quad B \in \mathcal{B}(K), \ f, g \in \mathcal{F}_b
$$

(cf. [12, p. 111, and (3.2.13) and (3.2.14) in p. 110]), for any $f \in \mathcal{F}$, we can define a finite Borel measure $\nu_f$ by $\nu_f(B) = \lim_{n \to \infty} \nu_{f_n}(B)$ for $B \in \mathcal{B}(K)$, where $\{f_n\}_{n=1}^\infty$ is a sequence in $\mathcal{F}_b$ such that $f_n$ converges to $f$ in $\mathcal{F}$. Then, equation (2.1) still holds true for any $f, g \in \mathcal{F}$. The measure $\nu_f$ is called the energy measure of $f$. For $f, g \in \mathcal{F}$, the mutual energy measure $\nu_{f, g}$, which is a signed Borel measure on $K$, is defined as $\nu_{f, g} = (\nu_{f+g} - \nu_f - \nu_g)/2$. Then, $\nu_{f, f} = \nu_f$ and $\nu_{f, g}$ is bilinear in $f$ and $g$ (cf. [12, p. 111]). We also have the following inequalities: for $f, g \in \mathcal{F}$ and $B \in \mathcal{B}(K)$,

$$
|\nu_{f, g}(B)| \leq \sqrt{\nu_f(B)} \sqrt{\nu_g(B)},
$$

$$
\nu_{f+g}(B) \leq \nu_f(B) + \nu_g(B).
$$

Moreover, for $f, g \in \mathcal{F}$ and Borel measurable functions $h_1, h_2$ on $K$,

$$
\left| \int_K h_1 h_2 \, d\nu_{f, g} \right| \leq \left( \int_K h_1^2 \, d\nu_f \right)^{1/2} \left( \int_K h_2^2 \, d\nu_g \right)^{1/2}
$$

as long as the integral on the left-hand side makes sense. This is proved as follows: If $h_1$ and $h_2$ are simple functions, (2.4) follows from (2.2) and the Schwarz inequality. By the limiting argument, (2.4) holds for general $h_1$ and $h_2$.

Under the assumption that $(\mathcal{E}, \mathcal{F})$ is strong local, we have an identity

$$
\mathcal{E}(f) = \nu_f(K)/2, \quad f \in \mathcal{F}
$$

(cf. [12, Lemma 3.2.3]) and the following derivation property.

**Theorem 2.4** (cf. [12, Theorem 3.2.2]) Let $f_1, \ldots, f_m$, and $g$ be elements in $\mathcal{F}$, and $\varphi \in C_b^1(\mathbb{R}^m)$ satisfy $\varphi(0, \ldots, 0) = 0$. Then, $u := \varphi(f_1, \ldots, f_m)$ belongs to $\mathcal{F}$ and

$$
d\nu_{u, g} = \sum_{i=1}^m \frac{\partial \varphi}{\partial x_i} (\tilde{f}_1, \ldots, \tilde{f}_m) \, d\nu_{f_i, g}.
$$

Here, $C_b^1(\mathbb{R}^m)$ denotes the set of all bounded $C^1$-functions on $\mathbb{R}^m$ with bounded derivatives, and $\tilde{f}_i$ denotes a quasi-continuous modification of $f_i$. 
We note that the underlying measure $\mu$ does not play an important role with regard to energy measures.

For two $\sigma$-finite (or signed) Borel measures $\mu_1$ and $\mu_2$ on $K$, we write $\mu_1 \ll \mu_2$ if $\mu_1$ is absolutely continuous with respect to $\mu_2$.

**Definition 2.5 (cf. [18])** A $\sigma$-finite Borel measure $\nu$ on $K$ is called a minimal energy-dominant measure of $(\mathcal{E}, \mathcal{F})$ if the following two conditions are satisfied.

(i) (Domination) For every $f \in \mathcal{F}$, $\nu_f \ll \nu$.
(ii) (Minimality) If another $\sigma$-finite Borel measure $\nu'$ on $K$ satisfies condition (i) with $\nu$ replaced by $\nu'$, then $\nu \ll \nu'$.

By definition, two minimal energy-dominant measures are mutually absolutely continuous. In fact, a minimal energy-dominant measure is realized by an energy measure as follows.

**Proposition 2.6 (see [18, Proposition 2.7])** The set of all functions $g \in \mathcal{F}$ such that $\nu_g$ is a minimal energy-dominant measure of $(\mathcal{E}, \mathcal{F})$ is dense in $\mathcal{F}$.

Fix a minimal energy-dominant measure $\nu$ of $(\mathcal{E}, \mathcal{F})$. From (2.2), $\nu_f, g \ll \nu$ for $f, g \in \mathcal{F}$, so that we can consider the Radon–Nikodym derivative $d\nu_f, g / d\nu$.

Let $d \in \mathbb{N}$. We denote $\mathcal{F} \times \cdots \times \mathcal{F}$ by $\mathcal{F}^d$ and equip it with the product topology.

**Definition 2.7** For $f = (f_1, \ldots, f_d) \in \mathcal{F}^d$, we define

$$\mathcal{E}(f) = \frac{1}{d} \sum_{i=1}^{d} \mathcal{E}(f_i), \quad \nu_f = \frac{1}{d} \sum_{i=1}^{d} \nu_{f_i} \quad (2.6)$$

and

$$\Phi_f = \begin{cases} \left( \frac{d\nu_{f_i, f_j}}{d\nu} \big/ \frac{d\nu_f}{d\nu} \right)_{i,j=1}^{d} & \text{on } \left\{ \frac{d\nu_f}{d\nu} > 0 \right\}, \\ O & \text{on } \left\{ \frac{d\nu_f}{d\nu} = 0 \right\}. \end{cases} \quad (2.7)$$

Note that $\Phi_f$ is a function defined $\nu$-a.e. on $K$, taking values in the set of all symmetric and nonnegative-definite matrices of order $d$.

**Lemma 2.8** For $f \in \mathcal{F}^d$, $\Phi_f = (d\nu_{f_i, f_j} / d\nu_f)_{i,j=1}^{d}$ $\nu_f$-a.e.

**Proof** This is evident from the definition of $\Phi_f$, by taking into account that $\nu_{f_i, f_j} \ll \nu_f$ from (2.2). \qed

**Lemma 2.9** (i) Let $\{f^{(n)}\}_{n=1}^{\infty}$ and $\{g^{(n)}\}_{n=1}^{\infty}$ be sequences in $\mathcal{F}$ and $f^{(n)} \to f$ and $g^{(n)} \to g$ in $\mathcal{F}$ as $n \to \infty$. Then, $d\nu_{f^{(n)}, g^{(n)}} / d\nu$ converges to $d\nu_{f,g} / d\nu$ in $L^1(K, \nu)$.

(ii) Suppose that a sequence $\{f^{(n)}\}_{n=1}^{\infty}$ in $\mathcal{F}^d$ converges to $f$ in $\mathcal{F}^d$. Then, there exists a subsequence $\{f^{(n')}\}_{n'=1}^{\infty}$ such that $\Phi_{f^{(n')}}(x)$ converges to $\Phi_f(x)$ for $\nu_f$-a.e. $x$. 

Proof Assertion (i) is proved in [18, Lemma 2.5]. We prove (ii). From (i), we can take a subsequence \( \{f^{(n')}\} \) such that \( \Phi_{f^{(n')}} \) converges to \( \Phi_f \) \( \nu \)-a.e. on \( \{ d\nu f / d\nu > 0 \} \). This implies the assertion.

The following definition is taken from [18], which is a natural generalization of the concept due to Kusuoka [25,26].

**Definition 2.10** The index \( p \) of \((\mathcal{E}, \mathcal{F})\) is defined as the smallest number satisfying the following: For any \( N \in \mathbb{N} \) and any \( f_1, \ldots, f_N \in \mathcal{F} \),

\[
\text{rank} \left( \frac{d\nu_{f_i} f_j}{d\nu}(x) \right)_{i,j=1}^N \leq p \quad \text{for } \nu \text{-a.e. } x.
\]

If such a number does not exist, the index is defined as \( +\infty \).

It is evident that this definition is independent of the choice of \( \nu \).

**Proposition 2.11** (cf. [18, Proposition 2.10]) Let \( \{f_i\}_{i=1}^\infty \) be a sequence of functions in \( \mathcal{F} \) such that the linear span of \( \{f_i\}_{i=1}^\infty \) is dense in \( \mathcal{F} \). Denote the Radon–Nikodym derivative \( d\nu_{f_i} f_j / d\nu \) by \( Z^{i,j} \) for \( i, j \in \mathbb{N} \). Then, the index of \((\mathcal{E}, \mathcal{F})\) is described as

\[
\nu \text{-ess sup}_{x \in K} \sup_{N \in \mathbb{N}} \text{rank} \left( Z^{i,j}(x) \right)_{i,j=1}^N.
\]

We remark the following fact.

**Proposition 2.12** (cf. [18, Proposition 2.11]) The index is 0 if and only if \( \mathcal{E}(f) = 0 \) for every \( f \in \mathcal{F} \).

The following theorem is a natural generalization of [26, Theorem 6.12] and underlies the estimate of martingale dimensions from the next section.

**Theorem 2.13** (see [18, Theorem 3.4]) The index of \((\mathcal{E}, \mathcal{F})\) coincides with the AF-martingale dimension of \( \{X_t\} \).

3 **Strategy for upper estimate of martingale dimension**

In this section, we develop some tools for the estimation of AF-martingale dimensions under a general framework. We keep the notations in the previous section.

First, we introduce the concept of harmonic functions. We fix a closed subset \( K^\partial \) of \( K \). This set is regarded as a boundary of \( K \). We define

\[
\mathcal{F}_0 = \{ f \in \mathcal{F} \mid \text{Supp}[f] \cap K^\partial = \emptyset \} \quad \text{and} \quad \mathcal{F}_D = \{ f \in \mathcal{F} \mid \tilde{f} = 0 \text{ q.e. on } K^\partial \}, \quad (3.1)
\]

where \( \tilde{f} \) is a quasi-continuous modification of \( f \). We remark the following:

**Proposition 3.1** (cf. [12, Corollary 2.3.1]) The closure of \( \mathcal{F}_0 \) in \( \mathcal{F} \) is equal to \( \mathcal{F}_D \).

An element \( h \in \mathcal{F} \) is called harmonic if \( \mathcal{E}(h) \leq \mathcal{E}(h + f) \) for all \( f \in \mathcal{F}_D \). The set of all harmonic functions are denoted by \( \mathcal{H} \). The following is a standard fact and its proof is omitted (cf. [16, Lemma 3.6]).
Lemma 3.2 For $h \in \mathcal{F}$, the following are equivalent.

(i) $h \in \mathcal{H}$.
(ii) For every $f \in \mathcal{F}_D$, $\mathcal{E}(h, f) = 0$.
(iii) For every $f \in \mathcal{F}_0$, $\mathcal{E}(h, f) = 0$.

Moreover, $\mathcal{H}$ is a closed subspace of $\mathcal{F}$.

Let $d \in \mathbb{N}$. We denote $\underbrace{\mathcal{H} \times \cdots \times \mathcal{H}}_d$ by $\mathcal{H}^d$, which is considered as a closed subspace of $\mathcal{F}^d$. The Lebesgue measure on $\mathbb{R}^d$ is denoted by $\mathcal{L}^d$. The symbol “$dx$” is also used if there is no ambiguity. For $r \in \mathbb{N}$ and $p \geq 1$, $W^{r,p}(\mathbb{R}^d)$ denotes the classical $(r, p)$-Sobolev space on $\mathbb{R}^d$. Hereafter, for $f \in \mathcal{F}$, $\tilde{f}$ denotes a quasi-continuous Borel modification of $f$. The symbol $\tilde{f}$ corresponding to $f \in \mathcal{F}^d$ is similarly interpreted. In general, for a measurable map $F : X \to Y$ and a measure $m_X$ on $X$, $F_*m_X$ denotes the induced measure of $m_X$ by $F$.

Given $d \in \mathbb{N}$, we consider the following conditions.

(U)$_d$ There exists $h = (h_1, \ldots, h_d) \in \mathcal{H}^d$ such that the following hold:

(a) $\nu_h(K) > 0$;
(b) $\Phi_h(x)$ is the identity matrix for $\nu_h$-a.e. $x \in K$;
(c) $\tilde{h}_*\nu_h \ll \mathcal{L}^d$.

(U’)$_d$ There exists $h = (h_1, \ldots, h_d) \in \mathcal{H}^d$ such that the following hold:

(a) $\nu_h(K) > 0$;
(b) $\Phi_h(x)$ is the identity matrix for $\nu_h$-a.e. $x \in K$;
(c) $h_*, \nu_h \ll \mathcal{L}^d$, and the density $\rho = d(\tilde{h}_*, \nu_h)/d\mathcal{L}^d$ is dominated by a certain nonnegative function $\xi$ with $\sqrt{\xi} \in W^{1,2}(\mathbb{R}^d)$, in that $\rho \leq \xi \mathcal{L}^d$-a.e.

Note that $\tilde{h}_*\nu_h$ does not depend on the choice of $\tilde{h}$ since $\nu_h$ does not charge any sets of zero capacity.

The following three claims are crucial for the estimate of the martingale dimension, the proofs of which are provided later.

Lemma 3.3 Let $h = (h_1, \ldots, h_d) \in \mathcal{H}^d$. Suppose that $\nu_h(K) > 0$ and $\Phi_h(x) = L$ for $\nu_h$-a.e. $x$ for some symmetric and positive-definite matrix $L$ of order $d$ that is independent of $x$. Then, there exists $h' = (h'_1, \ldots, h'_d) \in \mathcal{H}^d$ such that $\nu_{h'}(K) > 0$ and $\Phi_{h'}(x)$ is the identity matrix for $\nu_{h'}$-a.e. $x$. In particular, $\nu_{h'_i} = \nu_{h'}$ for every $i = 1, \ldots, d$.

Proposition 3.4 Assume that $h = (h_1, \ldots, h_d) \in \mathcal{H}^d$ and $\Phi_h(x)$ is the identity matrix for $\nu_h$-a.e. $x$. Take a bounded function $f$ from $\mathcal{F}_D$. Then, the induced measure of $f^2\nu_h$ by $h : K \to \mathbb{R}^d$, denoted by $h_*(f^2\nu_h)$, is absolutely continuous with respect to $\mathcal{L}^d$, and its density $\xi := d(h_*, (f^2\nu_h))/d\mathcal{L}^d$ satisfies $\sqrt{\xi} \in W^{1,2}(\mathbb{R}^d)$.

Theorem 3.5 We assume that $\mu(K) < \infty$ and $1 \in \mathcal{F}$. Then, the following hold for $d \in \mathbb{N}$.

(i) Assume condition (U)$_d$. Moreover, if $\text{Cap}(\{x\}) > 0$ for every $x \in K$, then $d = 1$. 
(ii) Assume condition \((U')_d\). Moreover, suppose that the Sobolev inequality holds for some \(d_s > 2\) and \(c_{3,1} > 0\):

\[
\|f\|^2_{L^{2d_s/(d_s-2)}(K,\mu)} \leq c_{3,1} \mathcal{E}_1(f), \quad f \in \mathcal{F}.
\]  

(3.2)

\[
\text{Then, } d \leq d_s.
\]

In virtue of these results, the strategy to provide upper estimates of martingale dimensions is summarized as follows.

**Strategy 3.6** The following is a strategy for upper estimates of the AF-martingale dimensions \(d_m\).

**Step 0:** Take an arbitrary \(d \in \mathbb{N}\) such that \(d \leq d_m\).

**Step 1:** Find \(\hat{h} \in \mathcal{K}^d\) such that \(v_{\hat{h}}(K) > 0\) and \(\Phi_{\hat{h}}(x) = L\) for \(v_h\)-a.e. \(x\) for some symmetric positive-definite matrix \(L\) of order \(d\). We may assume that \(L\) is the identity matrix as seen from Lemma 3.3.

**Step 2:** By using the result of Step 1 and Proposition 3.4 if necessary, find (possibly different) \(h \in \mathcal{K}^d\) such that condition \((U')_d\) holds true in addition.

**Step 3:** Then, under the assumptions of Theorem 3.5, we obtain an estimate of \(d_m\).

In Sections 4 and 5, we consider self-similar fractals as \(K\) and show that the above procedure can be realized. In the remainder of this section, we prove Lemma 3.3, Proposition 3.4, and Theorem 3.5.

**Proof of Lemma 3.3** There exists an orthogonal matrix \(U = (u_{ij})_{i,j=1}^d\) such that

\[
\bar{U}L \bar{U} = \begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_d
\end{pmatrix}
\] with \(\lambda_i > 0\), \(i = 1, \ldots, d\).

Define \(\hat{h} = (\hat{h}_1, \ldots, \hat{h}_d) \in \mathcal{K}^d\) by \(\hat{h}_i = \sum_{k=1}^d u_{ki}h_k\) for \(i = 1, \ldots, d\). Then, \(v_{h_i,\hat{h}_i} = \sum_{k=1}^d u_{ki}u_{kj}v_{h_k,h_k}\) for \(i, j = 1, \ldots, d\), which implies that \(\left(\frac{dv_{h_i,\hat{h}_i}}{dv_h}(x)\right)_{i,j=1}^d = \bar{U}L \bar{U}\) for \(v_h\)-a.e. \(x\). In particular, \(v_{h_i} = \lambda_i v_h\) for \(i = 1, \ldots, d\). Define \(h' = (h'_1, \ldots, h'_d) \in \mathcal{K}^d\) as \(h'_i = \lambda_i^{-1/2}h_i\) for \(i = 1, \ldots, d\). Then, \(v_{h'_i} = v_h\) for all \(i\), which implies that \(v_{h'} = v_h\).

Moreover, for \(i, j = 1, \ldots, d\),

\[
\frac{dv_{h'_i,h'_j}}{dv_{h'}}(x) = \frac{dv_{h_i,h_j}}{dv_h}(x) = \delta_{ij} \quad \text{for } v_{h'}\text{-a.e. } x,
\]

where \(\delta_{ij}\) denotes the Kronecker delta. Therefore, \(\Phi_{h'}(x)\) is the identity matrix for \(v_{h'}\)-a.e. \(x\).

\[\square\]

**Remark 3.7** As seen from the proof, two \(\mathcal{K}^d\)'s in the statement of Lemma 3.3 can be replaced by \(\mathcal{F}^d\).

Before proving Proposition 3.4, we remark the following result.
Proposition 3.8 (Energy image density property) For \( f \in \mathcal{F} \), the measure \( \tilde{f}, \nu_f \) on \( \mathbb{R} \) is absolutely continuous with respect to \( \mathcal{L}^1 \). In particular, \( \nu_f \) has no atoms.

This proposition is proved in [6, Theorem I.7.1.1] when the strong local Dirichlet form is given by the integration of the carré du champ operator. The proof of Proposition 3.8 is provided along the same way, which has been mentioned already, e.g., in [20, 17]. See also [7, Theorem 4.3.8] for the short proof.

For \( f \in \mathcal{F}^d \) with \( d \geq 2 \), the absolute continuity of the measure \( \tilde{f}, \nu_f \) on \( \mathbb{R}^d \) is not expected in general. Some studies on sufficient conditions are found in [6]. In Proposition 3.4, we consider a rather special situation that implies a better smoothness. How to find functions that meet this situation is the main problem that is discussed in the next section.

Proof of Proposition 3.4 Take an arbitrary \( \varphi \in C_b^1(\mathbb{R}^d) \) with \( \varphi(0, \ldots, 0) = 0 \) and define \( g = \varphi \circ \tilde{h} \). From Lemma 3.2 and Theorem 2.4, for each \( i = 1, \ldots, d \), we have

\[
0 = 2\mathcal{E}(gf^2, h_i) \quad \text{(since } g f^2 \in \mathcal{F}_D \text{ and } h_i \in \mathcal{H})
\]

\[
= \int_K g f^2, h_i = \int_K g d \nu_{f^2, h_i} + \int_K f^2 d \nu_{g, h_i}
\]

\[
= \int_K g d \nu_{f^2, h_i} + \int_K f^2 \frac{\partial \varphi}{\partial x_i}(\tilde{h}) d \nu_{h_i} \quad \text{(since } \nu_{h_i, h_j} = 0 \text{ if } i \neq j)
\]

\[
= \int_{\mathbb{R}^d} \varphi d(\tilde{h}, f^2 \nu_{h_i}) + \int_{\mathbb{R}^d} \frac{\partial \varphi}{\partial x_i} d(\tilde{h}, f^2 \nu_{h_i}).
\] (3.3)

The last equality follows from the change of variable formula and \( \nu_{h_i} = \nu_h \).

Let \( \kappa = \tilde{h}, (f^2 \nu_h) \) and \( \kappa_i = \tilde{h}, \nu_{f^2, h_i} \) for \( i = 1, \ldots, d \). From (3.3),

\[
\int_{\mathbb{R}^d} \frac{\partial \varphi}{\partial x_i} d \kappa = - \int_{\mathbb{R}^d} \varphi d \kappa_i, \quad i = 1, \ldots, d,
\] (3.4)

for \( \varphi \in C_b^1(\mathbb{R}^d) \) with \( \varphi(0, \ldots, 0) = 0 \). Since \( \kappa_i(\mathbb{R}^d) = \nu_{f^2, h_i}(K) = 2\mathcal{E}(f^2, h_i) = 0 \), identity (3.4) holds for all \( \varphi \in C_b^1(\mathbb{R}^d) \). Therefore, in the distribution sense, \( \frac{\partial}{\partial x_i} \kappa = \kappa_i \) for \( i = 1, \ldots, d \). This implies that \( \kappa \ll \mathcal{L}^d \), e.g., from [29, pp. 196–197] or [6, Lemma 1.7.2.2.1]. Denote the Radon–Nikodym derivative \( d\kappa / d\mathcal{L}^d \) by \( \xi \). Then, (3.4) can be interpreted as \( \frac{\partial \xi}{\partial x_i} = \kappa_i \) in the distribution sense for \( i = 1, \ldots, d \).

Now, for any \( B \in \mathcal{B}(\mathbb{R}^d) \), from Theorem 2.4 and (2.4),

\[
|\kappa_i(B)| = \left| \int_{\tilde{h}^{-1}(B)} 2f \nu_{f, h_i} \right| \leq 2 \left( \int_{\tilde{h}^{-1}(B)} f^2 d \nu_{h_i} \right)^{1/2} \left( \int_{\tilde{h}^{-1}(B)} d \nu_{f} \right)^{1/2}
\]

\[
= 2\kappa(B)^{1/2}(\tilde{h}, f^2 \nu_h)(B)^{1/2}.
\] (3.5)

Therefore, \( \kappa_i \ll \kappa \), in particular, \( \kappa_i \ll \mathcal{L}^d \). This implies that \( \xi \) belongs to the Sobolev space \( W^{1,1}(\mathbb{R}^d) \). Let \( d\kappa / d\mathcal{L}^d \) be denoted by \( \xi \). From (3.5) and Theorems 1 and 3 in [11, Section 1.6], we have

\[
|\xi_i| \leq 2\xi^{1/2} \left( \frac{d(\tilde{h}, f^2 \nu_h)_{ac}}{d\mathcal{L}^d} \right)^{1/2} \mathcal{L}^d - \text{a.e.},
\]
where \((\hat{h}, v_f)_{ac}\) denotes the absolutely continuous part in the Lebesgue decomposition of \(\hat{h}, v_f\). For \(\varepsilon > 0\), let \(\gamma_\varepsilon(t) = \sqrt{t + \varepsilon} - \sqrt{t}, t \geq 0\). Then,
\[
\left( \frac{\partial (\gamma_\varepsilon(\xi))}{\partial x_i} \right)^2 = \left( \frac{1}{2\sqrt{\xi + \varepsilon}} \frac{\partial \xi}{\partial x_i} \right)^2 = \frac{\xi_i^2}{4(\xi + \varepsilon)} \leq \frac{d(\hat{h}, v_f)_{ac}}{d \mathcal{L}^d},
\]
which implies that
\[
\int_{\mathbb{R}^d} \left( \frac{\partial (\gamma_\varepsilon(\xi))}{\partial x_i} \right)^2 \, dx \leq (\hat{h}, v_f)_{ac}(\mathbb{R}^d) \leq v_f(K) = 2\mathcal{E}(f) < \infty.
\]
Since \(\gamma_\varepsilon(t) \searrow \sqrt{t}\) as \(\varepsilon \downarrow 0\), \(\partial \sqrt{\xi}/\partial x_i\) belongs to \(L^2(\mathbb{R}^d, dx)\). This implies that \(\sqrt{\xi} \in W^{1,2}(\mathbb{R}^d)\).

For the proof of Theorem 3.5, we need several claims. Let \(\rho\) and \(\xi\) be Lebesgue measurable functions on \(\mathbb{R}^d\) such that \(0 \leq \rho \leq \xi\) \(\mathcal{L}^d\)-a.e. and \(\sqrt{\xi} \in W^{1,2}(\mathbb{R}^d)\). Define a bilinear form \(Q^\rho\) on \(L^2(\mathbb{R}^d, (\rho + 1) \, dx)\) by
\[
Q^\rho(u, v) = \int_{\mathbb{R}^d} \langle \nabla u, \nabla v \rangle_{\mathbb{R}^d}(\rho + 1) \, dx, \quad u, v \in C_c^1(\mathbb{R}^d),
\]
where \(\langle \cdot, \cdot \rangle_{\mathbb{R}^d}\) denotes the standard inner product on \(\mathbb{R}^d\) and \(C_c^1(\mathbb{R}^d) = C^1(\mathbb{R}^d) \cap C_c(\mathbb{R}^d)\). It is easy to see that \((Q^\rho, C_c^1(\mathbb{R}^d))\) is closable in \(L^2(\mathbb{R}^d, (\rho + 1) \, dx)\), and its closure, denoted by \((Q^\rho, \text{Dom}(Q^\rho))\), is a regular Dirichlet form on \(L^2(\mathbb{R}^d, (\rho + 1) \, dx)\). We also define the standard regular Dirichlet form \((Q, W^{1,2}(\mathbb{R}^d))\) on \(L^2(\mathbb{R}^d, dx)\) as
\[
Q(u, v) = \int_{\mathbb{R}^d} \langle \nabla u, \nabla v \rangle_{\mathbb{R}^d} \, dx, \quad u, v \in W^{1,2}(\mathbb{R}^d).
\]
The capacities associated with \(Q^\rho\) and \(Q\) are denoted by \(\text{Cap}^\rho\) and \(\text{Cap}^{1,2}\), respectively. For \(x \in \mathbb{R}^d\) and \(r > 0\), we define
\[
B(x, r) = \{ y \in \mathbb{R}^d \mid |x - y|_{\mathbb{R}^d} < r \} \quad \text{and} \quad \overline{B}(x, r) = \{ y \in \mathbb{R}^d \mid |x - y|_{\mathbb{R}^d} \leq r \},
\]
where \(|\cdot|_{\mathbb{R}^d}\) denotes the Euclidean norm on \(\mathbb{R}^d\). In general, for a measure space \((X, \lambda)\) and a subset \(E\) with \(\lambda(E) < \infty\), the normalized integral \(\lambda(E)^{-1} \int_E \cdots d\lambda\) is denoted by \(\int_E \cdots d\lambda\).

**Lemma 3.9** For \(\text{Cap}^{1,2}\)-q.e. \(x \in \mathbb{R}^d\), \(\sup_{r > 0} \int_{B(x, r)} \rho(y) \, dy < \infty\).

**Proof** Take a quasi-continuous modification of \(\sqrt{\xi}\) with respect to \(\text{Cap}^{1,2}\), which is denoted by the same symbol. We may assume that \(0 \leq \xi(x) < \infty\) for every \(x \in \mathbb{R}^d\).

From [1, Theorem 6.2.1], there exists a \(\text{Cap}^{1,2}\)-null set \(B\) of \(\mathbb{R}^d\) such that, for every \(x \in \mathbb{R}^d \setminus B\),
\[
\lim_{r \to 0} \int_{B(x, r)} \left| \sqrt{\xi(y)} - \sqrt{\xi(x)} \right|^2 dy = 0.
\]
For $x \in \mathbb{R}^d \setminus B$, take $r_0 > 0$ such that $\sup_{0 < r < r_0} \int_{B(x,r)} \frac{1}{\sqrt{\xi(y)} - \sqrt{\xi(x)}}^2 dy \leq 1$. Then, for $r \in (0, r_0)$,

$$\left( \int_{B(x,r)} \xi(y) dy \right)^{1/2} \leq \left( \int_{B(x,r)} \frac{1}{\sqrt{\xi(y)} - \sqrt{\xi(x)}}^2 dy \right)^{1/2} + \left( \int_{B(x,r)} \xi(x) dy \right)^{1/2} \leq 1 + \sqrt{\xi(x)}.$$

Since $0 \leq \rho \leq \xi$, $\mathcal{L}^d$-a.e., we obtain that $\sup_{0 < r < r_0} \int_{B(x,r)} \rho(y) dy < \infty$. We also have

$$\sup_{r \geq r_0} \int_{B(x,r)} \rho(y) dy \leq \mathcal{L}^d(B(x,r_0))^{-1} \int_{\mathbb{R}^d} \rho(y) dy < \infty. \quad \square$$

**Proposition 3.10** Let $B \subset \mathbb{R}^d$. Then, $\text{Cap}^\rho(B) = 0$ if and only if $\text{Cap}^{1,2}(B) = 0$.

**Proof** We define a Dirichlet form $(Q^\xi, \text{Dom}(Q^\xi))$ on $L^2(\mathbb{R}^d, (\xi + 1)dx)$ and its capacity $\text{Cap}^\xi$, just as $(Q^\rho, \text{Dom}(Q^\rho))$ and $\text{Cap}^\rho$, with $\rho$ replaced by $\xi$. Then, from the result in [32] (see also Theorem 3.3, Theorem 3.6, and the subsequent Remark (iv) in [10]), $\text{Dom}(Q^\xi)$ is characterized as follows:

$$\text{Dom}(Q^\xi) = \left\{ u \middle| u \in L^2(\mathbb{R}^d, (\xi + 1)dx), \text{ and for every } i = 1, \ldots, d, \partial u / \partial x_i \text{ exists in the distribution sense and } \partial u / \partial x_i \in L^2(\mathbb{R}^d, (\xi + 1)dx) \right\}.$$ 

Since $\text{Cap}^{1,2}(B) \leq \text{Cap}^\rho(B) \leq \text{Cap}^\xi(B)$ for $B \subset \mathbb{R}^d$, it suffices to show that any $\text{Cap}^{1,2}$-null set $B$ satisfies $\text{Cap}^\xi(B) = 0$. Let $g(x) = \log(\sqrt{\xi(x)} + 1)$. Since $\sqrt{\xi} \in W^{1,2}(\mathbb{R}^d)$, $\xi \in L^1(\mathbb{R}^d, dx) \cap L^{1+\delta}(\mathbb{R}^d, dx)$ for some $\delta \in (0, 2]$ from the Sobolev embedding theorem. There exists $c_{3,2} > 0$ such that $\log(t + 1) \leq c_{3,2} t^{\delta/2} \wedge t$ for $t \geq 0$. Then,

$$\int_{\mathbb{R}^d} g^2(\xi + 1) dx \leq \int_{\mathbb{R}^d} (c_{3,2}^2 \xi^{1/2} \wedge \xi)(\xi + 1) dx \leq \int_{\mathbb{R}^d} (c_{3,2}^2 \xi^{1+\delta} + \xi) dx < \infty$$

and

$$\int_{\mathbb{R}^d} |\nabla g|^2 (\xi + 1) dx \leq \int_{\mathbb{R}^d} \frac{|\nabla \sqrt{\xi}|^2_{\mathbb{R}^d}}{\sqrt{\xi + 1}^2} \cdot (\xi + 1) dx \leq \int_{\mathbb{R}^d} |\nabla \sqrt{\xi}|^2_{\mathbb{R}^d} dx < \infty.$$

Thus, $g$ belongs to $\text{Dom}(Q^\xi)$. We denote by $\tilde{g}$ the quasi-continuous modification of $g$ with respect to $(Q^\xi, \text{Dom}(Q^\xi))$. Let $\varepsilon > 0$. There exist some $b > 0$ and an open set $U_1$ of $\mathbb{R}^d$ such that $U_1 \supset \{ \tilde{g} > b \}$ and $\text{Cap}^\xi(U_1) < \varepsilon$. Note that $\{ \tilde{g} > b \} = \{ \xi > (e^b - 1)^2 \}$ up to $\mathcal{L}^d$-null set. Take an open set $U_2$ of $\mathbb{R}^d$ such that $U_2 \supset B$ and $\text{Cap}^{1,2}(U_2) < e^{-2b} \varepsilon$. We denote the 1-equilibrium potential of $U_1$ with respect to $(Q^\xi, \text{Dom}(Q^\xi))$ by $e_1$, and that of $U_2$ with respect to $(Q, W^{1,2}(\mathbb{R}^d))$ by $e_2$. 
Define $f(x) = e_1(x) \lor e_2(x)$ for $x \in \mathbb{R}^d$. Then, $f \in W^{1,2} (\mathbb{R}^d)$ and $f = 1$ on $U_2 (\supset B)$. Since $\{e_1 \geq e_2\} \supset U_1 \supset \{\xi > (e_1 - 1)^2\}$ up to $\mathcal{L}^d$-null set, we have

\[
\int_{\mathbb{R}^d} (|\nabla f|^2 + f^2) (\xi + 1) \, dx
\]

\[
= \int_{\{e_1 \geq e_2\}} (|\nabla e_1|^2 + e_1^2) (\xi + 1) \, dx + \int_{\{e_1 < e_2\}} (|\nabla e_2|^2 + e_2^2) (\xi + 1) \, dx
\]

(e.g., from [6, Proposition I.7.1.4])

\[
\leq \varepsilon + \int_{\{\xi \leq (e_1 - 1)^2\}} (|\nabla e_2|^2 + e_2^2) (\xi + 1) \, dx
\]

\[
\leq \varepsilon + \{(e_1 - 1)^2 + 1\} e^{-2b} \varepsilon \leq 2\varepsilon.
\]

Therefore, $f \in \text{Dom}(Q^\xi)$ and $\text{Cap}^\xi(B) \leq 2\varepsilon$. Since $\varepsilon > 0$ is arbitrary, we obtain that $\text{Cap}^\xi(B) = 0$.

\[\square\]

**Lemma 3.11** Let $\kappa$ be a positive Radon measure on $\mathbb{R}^d$. Then, $\kappa(A) = 0$ with

\[
A = \left\{ x \in \mathbb{R}^d \mid \liminf_{r \downarrow 0} \frac{\kappa(B(x, r))}{r^d} = 0 \right\}.
\]

We remark that the set $A$ above is Borel measurable. Indeed,

\[
2^{-d} \cdot \frac{\kappa(B(x, 2^{-k}))}{(2^{-k})^d} \leq \frac{\kappa(B(x, r))}{r^d} \leq 2^d \cdot \frac{\kappa(B(x, 2^{-k}+1))}{(2^{-k+1})^d}
\]

if $2^{-k} \leq r < 2^{-k+1}$,

which implies $A = \{ x \in \mathbb{R}^d \mid \liminf_{k \to \infty, k \in \mathbb{N}} \kappa(B(x, 2^{-k}))/(2^{-k})^d = 0 \}$. It is easy to see that the right-hand side is a Borel set.

**Proof of Lemma 3.11** For $n \in \mathbb{N}$, let $A_n = A \cap B(0, n) \in \mathcal{O}(\mathbb{R}^d)$. From Lemma 1 in [11, Section 1.6], for any $\alpha > 0$, $\kappa(A_n) \leq \alpha \mathcal{L}^d(A_n)$. By letting $\alpha \to 0$, we have $\kappa(A_n) = 0$. This implies the assertion.

\[\square\]

For the proof of the next lemma, let us recall the definition of the Hausdorff (outer) measure on $\mathbb{R}^d$. Let $A \subset \mathbb{R}^d$ and $s > 0$. For $\delta > 0$, define

\[\mathcal{H}^s_\delta(A) = \inf \left\{ \sum_{j=1}^\infty \nu_s \left( \frac{\text{diam} C_j}{2} \right)^s \left| A \subset \bigcup_{j=1}^\infty C_j, \text{diam} C_j \leq \delta \right. \right\},\]

where $\nu_s = \pi^{s/2}/\Gamma(s/2 + 1)$. Then, the $s$-dimensional Hausdorff measure of $A$, denoted by $\mathcal{H}^s(A)$, is defined as $\mathcal{H}^s(A) = \lim_{\delta \to 0} \mathcal{H}^s_\delta(A)$.

**Lemma 3.12** Suppose that $d \geq 2$ and $\kappa$ is a positive Radon measure on $\mathbb{R}^d$. Then,

\[
\lim_{r \downarrow 0} \frac{\kappa(B(x, r))}{r^{d-2}} = 0 \quad \text{for Cap}^{1,2}-g.e. \, x \in \mathbb{R}^d.
\]

(3.6)
Proof When $d = 2$, (3.6) is equivalent to the statement that the set $\{ x \in \mathbb{R}^2 \mid \kappa(\{x\}) > 0 \}$ is $\text{Cap}^{1,2}$-null, which is true because the cardinality of this set is at most countable.

We suppose $d \geq 3$. Let $n \in \mathbb{N}$ and set

$$A_n = \left\{ x \in \mathbb{R}^d \mid \limsup_{r \searrow 0} \frac{\kappa(B(x,r))}{r^{d-2}} > \frac{1}{n} \right\} \cap B(0,n).$$

For $\delta > 0$, set

$$\mathcal{G}_\delta = \left\{ B \mid B = \bar{B}(x,r), x \in A_n, 0 < r < \delta, B \subset B(0,n), \frac{\kappa(B)}{r^{d-2}} > \frac{1}{n} \right\}.$$

Then, for each $x \in A_n$, $\inf\{ r \mid \bar{B}(x,r) \in \mathcal{G}_\delta \} = 0$. From Vitali’s covering lemma, there exists an at most countable family $\{ \bar{B}(x_j, r_j) \}_j$ of disjoint balls in $\mathcal{G}_\delta$ such that $A_n \subset \bigcup_{B \in \mathcal{G}_\delta} B \subset \bigcup_j \bar{B}(x_j, 5r_j)$. Then,

$$\mathcal{H}^{d-2}_{10\delta}(A_n) \leq \sum_j v_{d-2}(5r_j)^{d-2} \leq v_{d-2}5^{d-2} \sum_j n\kappa(\bar{B}(x_j, r_j)) \leq v_{d-2}5^{d-2}n\kappa(B(0,n)).$$

Letting $\delta \to 0$, we obtain that $\mathcal{H}^{d-2}(A_n) \leq v_{d-2}5^{d-2}n\kappa(B(0,n)) < \infty$. From Theorem 3 in [11, Section 4.7], $\text{Cap}^{1,2}(A_n) = 0$. (Here, we used the relation $d > 2$.) Therefore, $\text{Cap}^{1,2}(\bigcup_{n=1}^\infty A_n) = 0$, which implies (3.6). \qed

**Proposition 3.13** Suppose that condition $(U)_d$ holds for some $d \in \mathbb{N}$. Then, for $h \in \mathcal{H}^d$ in $(U)_d$, the measure $h, \mu$ does not concentrate on $\text{Cap}^{1,2}$-null set. More precisely stated, if $B \in \mathcal{B}(\mathbb{R}^d)$ satisfies $\text{Cap}^{1,2}(B) = 0$, then $(h, \mu)(\mathbb{R}^d \setminus B) > 0$.

Proof Although the claim might be deduced from the results of [13], we provide a direct proof. Take $\zeta \in L^1(K, \mu)$ such that $0 < \zeta \leq 1$ on $K$. We denote the measure $\zeta \cdot \mu$ by $\mu_\zeta$. Then, $\mu_\zeta$ is a finite measure on $K$ and $(\mathcal{E}, \mathcal{F})$ is closable in $L^2(K, \mu_\zeta)$ (cf. [12, Corollary 4.6.1], Eq. (6.2.22) in [12] and the description around there.) From Proposition 3.10, it is sufficient to prove that $(h, \mu_\zeta)(\mathbb{R}^d \setminus B) > 0$ for any Borel subset $B$ of $\mathbb{R}^d$ with $\text{Cap}^d(B) = 0$. Assume that this claim is false. Then, there exists $B \in \mathcal{B}(\mathbb{R}^d)$ such that $\text{Cap}^d(B) = 0$ and $(h, \mu_\zeta)(\mathbb{R}^d \setminus B) = 0$. Since $(h, \mu_\zeta)(\mathbb{R}^d) < \infty$, we can take a sequence of compact sets $\{B_k\}_{k=1}^\infty$ such that $B_1 \subset B_2 \subset \cdots \subset B$ and $(h, \mu_\zeta)(\mathbb{R}^d \setminus B_k) \searrow 0$ as $k \to \infty$. Note that $\text{Cap}^d(B_k) = 0$ for all $k$. From [12, Lemma 2.2.7], there exists $f_k \in C^1_c(\mathbb{R}^d), k = 1, 2, \ldots$, such that

$$1 \leq f_k \leq 1 + 1/k \text{ on } B_k, \quad 0 \leq f_k \leq 1 + 1/k \text{ on } \mathbb{R}^d$$

(in particular, $\lim_{k \to \infty} f_k(x) = 1$ for $h, \mu_\zeta$-a.e. $x$ on $B$),

and

$$\lim_{k \to \infty} \int_{\mathbb{R}^d} (|\nabla f_k|^2 + f_k^2)(\rho + 1) \, dx = 0.$$

By taking a subsequence if necessary, we may also assume that $\lim_{k \to \infty} f_k(x) = 0$ for $L^2$-a.e. $x$ on $\mathbb{R}^d$. Define $g_k = 1 - f_k \in C^1(\mathbb{R}^d)$ for $k \in \mathbb{N}$.
Now, fix \( u \in C^1_c(\mathbb{R}^d) \) such that \( u(0, \ldots, 0) = 0 \) and \( \int_{\mathbb{R}^d} |\nabla u|_{\mathbb{R}^d}^2 \rho \, dx \neq 0 \). Then, for each \( k \in \mathbb{N} \), \( u g_k \in C^1_c(\mathbb{R}^d) \), \( u(h)g_k(h) \in \mathcal{F} \), and the following estimates hold:

\[
\mathcal{E}'(u(h)g_k(h) - u(h)g_1(h))
= \frac{1}{2} \sum_{i,j=1}^d \int_k \left( \frac{\partial}{\partial x_i} (u(g_k - g_1)) \right) (h) \left( \frac{\partial}{\partial x_i} (u(g_k - g_1)) \right) (h) \, d\nu_{h_i,h_j}
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} |\nabla (u(g_k - g_1))|_{\mathbb{R}^d}^2 \rho \, dx \quad \text{(from (U'), (b))}
\]

\[
\leq \int_{\mathbb{R}^d} |\nabla u|_{\mathbb{R}^d}^2 (g_k - g_1)^2 \rho \, dx + \int_{\mathbb{R}^d} u^2 |\nabla (g_k - g_1)|_{\mathbb{R}^d}^2 \rho \, dx
\]

\[
\leq \|\nabla u\|_{L^2(\mathbb{R}^d, dx)}^2 \int_{\mathbb{R}^d} (f_k - f_i)^2 \rho \, dx + \|u\|_{L^2(\mathbb{R}^d, dx)}^2 \int_{\mathbb{R}^d} |\nabla (f_k - f_i)|_{\mathbb{R}^d}^2 \rho \, dx
\]

\[
\to 0 \quad (k, l \to \infty)
\]

and

\[
\int_{\mathcal{K}} \{u(h)g_k(h)\}^2 d\mu_{\xi} = \int_{\mathbb{R}^d} (u g_k)^2 d(h_* \mu_{\xi}) \leq \|u\|_{L^2(\mathbb{R}^d, h_* \mu_{\xi})} \int_{\mathbb{R}^d} g_k^2 d(h_* \mu_{\xi})
\]

\[
\to 0 \quad (k \to \infty),
\]

while

\[
\mathcal{E}'(u(h)g_k(h))
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} |\nabla (u g_k)|_{\mathbb{R}^d}^2 \rho \, dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u|_{\mathbb{R}^d}^2 g_k^2 \rho \, dx + \int_{\mathbb{R}^d} u g_k (\nabla u, \nabla g_k)_{\mathbb{R}^d} \rho \, dx + \frac{1}{2} \int_{\mathbb{R}^d} u^2 |\nabla g_k|_{\mathbb{R}^d}^2 \rho \, dx
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u|_{\mathbb{R}^d}^2 g_k^2 \rho \, dx + \int_{\mathbb{R}^d} u g_k (\nabla u, \nabla f_k)_{\mathbb{R}^d} \rho \, dx + \frac{1}{2} \int_{\mathbb{R}^d} u^2 |\nabla f_k|_{\mathbb{R}^d}^2 \rho \, dx
\]

\[
\to \frac{1}{2} \int_{\mathbb{R}^d} |\nabla u|_{\mathbb{R}^d}^2 \rho \, dx + 0 + 0 = 0 \quad (k \to \infty).
\]

These estimates contradict the closability of \((\mathcal{E}, \mathcal{F})\) on \( L^2(K, \mu_{\xi}) \).

Proof of Theorem 3.5 (i) Since condition (U)_{d'} implies (U)_{d} if \( d' > d \), it suffices to deduce a contradiction by assuming \( d = 2 \). Take \( h = (h_1, h_2) \in \mathcal{H}^2 \) in condition (U)_{2}. Then, there exists \( x_0 \in \tilde{h}(K) \subset \mathbb{R}^2 \) such that

(a) \( \sup_{r>0} \int_{B(x_0, r)} \rho(x) \, dx =: b < \infty; \)

(b) \( (h_* \mu)(\{x_0\}) = 0. \)

This is because \( \mathcal{L}^2(\tilde{h}(K)) > 0 \), the set of \( x_0 \in \tilde{h}(K) \) that does not satisfy (a) is an \( \mathcal{L}^2 \)-null set from the Hardy–Littlewood maximal inequality, and the points in \( \tilde{h}(K) \) that do not satisfy (b) are at most countable. By considering \( h(\cdot) - x_0 \) instead of \( h \), we may assume \( x_0 = 0 \) without loss of generality.
Let $\varepsilon > 0$. Take a smooth function $g$ on $[0, \infty)$ such that

$$g(t) = \begin{cases} 
1 & t \in [0, e^{-2/\varepsilon}], \\
-3\varepsilon \log t - 4 & t \in [e^{-14/(9\varepsilon)}, e^{-13/(9\varepsilon)}], \\
0 & t \in [e^{-1/\varepsilon}, \infty), 
\end{cases}$$

and $-3\varepsilon/t \leq g'(t) \leq 0$ for all $t > 0$. We write $|\tilde{h}|(x) = \sqrt{\tilde{h}_1(x)^2 + \tilde{h}_2(x)^2}$ and define $f(x) := g(|\tilde{h}|(x))$. Then, $f$ is quasi-continuous and $f = 1$ on $\tilde{h}^{-1}(\{0\})$. We have

$$2\varepsilon(f) = v_f(K)$$

$$= \int_K g'(|\tilde{h}|)^2 \left(\frac{\tilde{h}_1}{|\tilde{h}|}\right)^2 dv_{\tilde{h}_1} + \int_K g'(|\tilde{h}|)^2 \left(\frac{\tilde{h}_2}{|\tilde{h}|}\right)^2 dv_{\tilde{h}_2} \quad (\text{since } v_{\tilde{h}_1, \tilde{h}_2} = 0)$$

$$= \int_K g'(|\tilde{h}|)^2 dv_{\tilde{h}} \quad (\text{since } v_{\tilde{h}_1} = v_{\tilde{h}_2} = v_{\tilde{h}})$$

$$= \int_0^\infty g'(r)^2 (|\tilde{h}|_* v_{\tilde{h}})(dr) \leq \int_{e^{-1/\varepsilon}}^{e^{-1/\varepsilon}} 9e^2 r^{-2} (|\tilde{h}|_* v_{\tilde{h}})(dr).$$

Define $\Theta(r) = (|\tilde{h}|_* v_{\tilde{h}})([0, r])$ for $r > 0$. Then,

$$0 \leq \Theta(r) = v_{\tilde{h}}(\{|\tilde{h}| \leq r\}) = \int_{B(0,r)} \rho(x) dx \leq b \mathbb{L}^2(B(0,r)) = b\pi r^2$$

and

$$\frac{2}{9} \varepsilon(f) \leq \int_{e^{-2/\varepsilon}}^{e^{-1/\varepsilon}} e^2 r^{-2} d\Theta(r) = e^2 \left( \left[ r^{-2} \Theta(r) \right]_{e^{-2/\varepsilon}}^{e^{-1/\varepsilon}} + \int_{e^{-2/\varepsilon}}^{e^{-1/\varepsilon}} 2r^{-3} \Theta(r) dr \right)$$

$$\leq e^2 \left( b\pi + 2b\pi \int_{e^{-2/\varepsilon}}^{e^{-1/\varepsilon}} r^{-1} dr \right) = b\pi(e^2 + 2e) \to 0 \quad (\varepsilon \to 0).$$

Also, we have

$$\int_K f^2 d\mu \leq \mu(\{|\tilde{h}| < e^{-1/\varepsilon}\}) = (\tilde{h}_* \mu)(B(0, e^{-1/\varepsilon})) \to (\tilde{h}_* \mu)(\{0\}) = 0 \quad (\varepsilon \to 0).$$

Therefore, $\text{Cap}(\tilde{h}^{-1}(\{0\})) = 0$ from [12, Theorem 2.1.5]. This contradicts the assumption.

(ii) Since inequality $d \leq d_s$ is evident if $d \leq 2$, we may assume $d \geq 3$. Take $\tilde{h} = (h_1, \ldots, h_d) \in \mathcal{H}^d$ in condition (U’)$_d$. First, we will prove that there exists $x_0 \in \tilde{h}(K)$ such that

(a) $\sup_{r > 0} \int_{B(x_0, r)} \rho(y) dy =: b < \infty$;

(b) $(\tilde{h}_* \mu)(B(x_0, r)) = o(r^{d-2})$ as $r \to 0$;

(c) there exist $a > 0$ and $r_0 > 0$ such that $(\tilde{h}_* \mu)(\tilde{B}(x_0, r)) \geq ar^d$ for every $r \in (0, r_0]$. 


Indeed, the set of \( x_0 \in \tilde{h}(K) \) that fails to satisfy both (a) and (b) is \( \text{Cap}^{1,2} \)-null from Lemmas 3.9 and 3.12. The set of \( x_0 \in \tilde{h}(K) \) that does not satisfy (c) is \( \tilde{h} \cdot \mu \)-null from Lemma 3.11. Therefore, Proposition 3.13 assures the existence of \( x_0 \) that satisfies (a), (b), and (c). By considering \( \tilde{h}(\cdot) - x_0 \) instead of \( \tilde{h} \), we may assume \( x_0 = 0 \) without loss of generality.

It is sufficient to deduce the contradiction by assuming \( d > d_5 \). We write \( |\tilde{h}(x)| = \sqrt{h_1(x)^2 + \cdots + h_d(x)^2} \) for \( x \in K \). Take a smooth function \( g \) on \([0, \infty)\) such that

\[
g(t) = \begin{cases} 1 & t \in [0, 1], \\ t^{2-d} & t \in [2, 3], \\ 0 & t \in [4, \infty), \end{cases}
\]

and \(-c_{3,3} \leq g'(t) \leq 0\) for all \( t > 0 \), where \( c_{3,3} \) is a positive constant. For \( \delta \in (0, r_0] \), define \( g_\delta(t) = \delta^{1-(d/2)}g(t/\delta) \) for \( t \geq 0 \), and \( f_\delta(x) = g_\delta(|\tilde{h}(x)|) \) for \( x \in K \). Then, as in the calculation in the proof of (i), we have

\[
2\delta^d(f_\delta) = \int_K g_\delta(|\tilde{h}|)^2 d\nu_h = \int_0^{4\delta} g_\delta'(r)^2 (|\tilde{h}| \nu_h)(dr) \\
\leq c^2_{3,3} \delta^{d-4} (|\tilde{h}| \nu_h)(|\delta, 4\delta|) \leq c^2_{3,3} \delta^{d-4} (\tilde{h} \nu_h)(B(0, 4\delta)) \\
\leq c^2_{3,3} \delta^{d-4} b \nu_d(4\delta)^d = O(1) \quad (\delta \to 0),
\]

where \( \nu_d = \mathcal{L}^d(B(0, 1)) \), and

\[
\|f_\delta\|^2_{L^2(K, \mu)} = \int_0^{4\delta} g_\delta(r)^2 (|\tilde{h}| \mu)(dr) \\
\leq \delta^{2-d} (\tilde{h} \mu)(B(0, 4\delta)) = \delta^{2-d} o((4\delta)^{d-2}) = o(1) \quad (\delta \to 0).
\]

On the other hand, we have

\[
\|f_\delta\|^2_{L^{2d/(d_s-2)}(K, \mu)} \geq \left( \int_0^{\delta} g_\delta(r)^{2d/(d_s-2)} (|\tilde{h}| \mu)(dr) \right)^{(d_s-2)/d_s} \\
\geq \delta^{2-d} a \delta^{d(d_s-2)/d_s} = a \delta^{2(d-d_s)/d_s} \to +\infty \quad (\delta \to 0).
\]

Therefore, the Sobolev inequality (3.2) does not hold, which is a contradiction. \(\square\)

### 4 Estimation in the case of self-similar sets

In this section, we consider self-similar Dirichlet forms on self-similar sets such as p.c.f. fractals and Sierpinski carpets and show that Strategy 3.6 can be realized to deduce the estimates of the martingale dimensions.
4.1 Self-similar Dirichlet forms on self-similar sets

We follow [22,16] to set up a framework. Let \( K \) be a compact and metrizable topological maps, and \( S \), a finite set with \(#S \geq 2\). We suppose that we are given continuous injective maps \( \psi_i : K \to K \) for \( i \in S \). Set \( \Sigma = S^N \). For \( i \in S \), we define a shift operator \( \sigma_i : \Sigma \to \Sigma \) by \( \sigma_i(\omega_1, \omega_2, \cdots) = i\omega_i \omega_2 \cdots \). Suppose that there exists a continuous surjective map \( \pi : \Sigma \to K \) such that \( \pi_i \circ \pi = \pi \circ \sigma_i \) for every \( i \in S \). We term \( (K, S, \{ \psi_i \}) \) a self-similar structure.

We also define \( W_0 = \{ \emptyset \} \), \( W_m = S^m \) for \( m \in \mathbb{N} \), and denote \( \bigcup_{m \geq 0} W_m \) by \( W_s \). For \( w = w_1 w_2 \cdots w_m \in W_m \), we define \( \psi_w = \psi_{w_1} \circ \psi_{w_2} \circ \cdots \circ \psi_{w_m} \) and \( K_w = \psi_w(K) \). By convention, \( \psi_\emptyset \) is the identity map from \( K \) to \( K \). For \( w \in W_s \) and a function \( f \) on \( K \), \( \psi_w f \) denotes the pullback of \( f \) by \( \psi_w \), that is, \( \psi_w f = f \circ \psi_w \).

**Definition 4.1** For \( w = w_1 w_2 \cdots w_m \in W_m \) and \( w' = w'_1 w'_2 \cdots w'_{m'} \in W_{m'} \), \( w \cdot w' \) (or \( w \cdot w' \)) denotes \( w_1 w_2 \cdots w_m w'_1 w'_2 \cdots w'_{m'} \in W_{m+m'} \). For \( A \subset W_m \) and \( A' \subset W_{m'} \), \( A \cdot A' \) denotes \( \{ w \cdot w' \in W_{m+m'} \mid w \in A, w' \in A' \} \). If \( A = \{ w \} \), we denote \( A \cdot A' \) by \( w \cdot A' \).

Take \( \theta = \{ \theta_i \}_{i \in S} \in \mathbb{R}^S \) such that \( \theta_i > 0 \) for every \( i \in S \) and \( \sum_{i \in S} \theta_i = 1 \). We set \( \theta_w = \theta_{w_1} \theta_{w_2} \cdots \theta_{w_m} \) for \( w = w_1 w_2 \cdots w_m \in W_m \), and \( \theta_\emptyset = 1 \). Let \( \lambda_\theta \) denote the Bernoulli measure on \( \Sigma \) with weight \( \theta \). That is, \( \lambda_\theta \) is a unique Borel probability measure such that \( \lambda_\theta(\Sigma_w) = \theta_w \) for every \( w \in W_s \). Define a Borel measure \( \mu_\theta \) on \( K \) by \( \mu_\theta = \pi_\theta \lambda_\theta \), that is, \( \mu_\theta(B) = \lambda_\theta(\pi^{-1}(B)) \) for \( B \in \mathcal{B}(K) \). It is called the self-similar measure on \( K \) with weight \( \theta \).

We impose the following assumption.

(A1) For every \( x \in K \), \( \pi^{-1}(\{x\}) \) is a finite set.

Then, according to Theorem 1.4.5 and Lemma 1.4.7 in [22], \( \mu_\theta(K^b) = 0 \) with \( K^b = \{x \in K \mid \#(\pi^{-1}(\{x\})) > 1\} \), and \( \mu_\theta(K_w) = \theta_w \) for all \( w \in W_s \). For any \( x \in K \setminus K^b \), there exists a unique element \( \omega = \omega_1 \omega_2 \cdots \in \Sigma \) such that \( \pi(\omega) = x \). We denote \( \omega_1 \omega_2 \cdots \omega_m \in W_m \) by \( [x]_m \) for each \( m \in \mathbb{N} \), and define \( [x]_0 = \emptyset \). The sequence \( \{K_{[x]_m}\}_{m=0}^\infty \) is a fundamental system of neighborhoods of \( x \) from [22, Proposition 1.3.6].

Fix a self-similar measure \( \mu \) on \( K \).

**Definition 4.2** For \( w \in W_s \) and \( f \in L^2(K, \mu) \), we define \( \Psi_w f \in L^2(K, \mu) \) by

\[
\Psi_w f(x) = \begin{cases} 
  f(\psi_w^{-1}(x)) & \text{if } x \in K_w, \\
  0 & \text{otherwise}. 
\end{cases}
\]

Since \( \mu(K^b) = 0 \), \( \psi'_w \Psi_w f := (\Psi_w f) \circ \psi'_w = 0 \) \( \mu \)-a.e. if \( w \) and \( w' \) are different elements of some \( W_m \).

We set \( \mathcal{F} = \bigcup_{m=1}^\infty \sigma^m(\pi^{-1}(\bigcup_{i,j \in S, i \neq j} (K_i \cap K_j))) \) and \( V_0 = \pi(\mathcal{F}) \), where \( \sigma^m : \Sigma \to \Sigma \) is a shift operator that is defined by \( \sigma^m(\omega_1 \omega_2 \cdots) = \omega_{m+1} \omega_{m+2} \cdots \). The set \( \mathcal{F} \) is referred to as the post-critical set.

We consider a regular Dirichlet form \( (\delta, \mathcal{F}) \) defined on \( L^2(K, \mu) \). Take a closed subset \( K^\delta \) of \( K \) such that \( V_0 \subset K^\delta \subset K \). In concrete examples discussed later, we always take \( V_0 \) as \( K^\delta \). Recall \( \mathcal{F}_0 \) and \( \mathcal{F}_D \) that were introduced in (3.1). We assume the following.
(A2) $1 \in \mathcal{F}$ and $\mathcal{E}(1) = 0$.

(A3) (Self-similarity) $\psi^*_if \in \mathcal{F}$ for every $f \in \mathcal{F}$ and $i \in S$, and there exists $r = \{r_i\}_{i \in S}$ with $r_i > 0$ for all $i \in S$ such that
\[ \mathcal{E}(f) = \sum_{i \in S} \frac{1}{r_i} \mathcal{E}(\psi^*_if), \quad f \in \mathcal{F}. \]

(A4) (Spectral gap) There exists a constant $c_{4.1} > 0$ such that
\[ \left\| f - \int_K f \, d\mu \right\|_{L^2(K, \mu)}^2 \leq c_{4.1} \mathcal{E}(f) \quad \text{for all } f \in \mathcal{F}. \quad (4.1) \]

(A5) $\Psi_i f \in \mathcal{F}_0$ for any $f \in \mathcal{F}_0$ and $i \in S \subset W^*$.

(A6) For any $f \in \mathcal{F}$ and $w \in W^*$, there exists $\hat{f} \in \mathcal{F}$ such that $\psi^*_w \hat{f} = f$.

We remark that, for any $f, g \in \mathcal{F}$ and $m \in \mathbb{N}$, it holds that
\[ \mathcal{E}(f, g) = \sum_{w \in W_m} \frac{1}{r_w} \mathcal{E}(\psi^*_w f, \psi^*_w g) \quad (4.2) \]
from the polarization argument and repeated use of (A3), where $r_w$ denotes $r_{w_1}r_{w_2} \cdots r_{w_m}$ for $w = w_1w_2 \cdots w_m$ and $r_0 = 1$. The Dirichlet form $(\mathcal{E}, \mathcal{F})$ is inevitably strong local, e.g., from [16, Lemma 3.12] and (A2). Typical examples are self-similar Dirichlet forms on post-critically finite self-similar sets and Sierpinski carpets, which we discuss in Sections 4.2 and 4.3. Readers who are not familiar with these objects are recommended to read the definitions described in these subsections before proceeding to the subsequent arguments.

The following is a basic property of harmonic functions.

**Lemma 4.3** For any $h \in \mathcal{H}$ and $w \in W^*$, $\psi^*_w h$ belongs to $\mathcal{H}$.

**Proof** Take any $g \in \mathcal{F}_0$. From condition (A5), $\Psi_w g \in \mathcal{F}_0$. Then, by Lemma 3.2 and (4.2),
\[ 0 = \mathcal{E}(h, \Psi_w g) = \sum_{w \in W_m} \frac{1}{r_w} \mathcal{E}(\psi^*_w h, \psi^*_w g) = r^{-m} \mathcal{E}(\psi^*_w h, g). \]
Therefore, $\mathcal{E}(\psi^*_w h, g) = 0$. This implies that $\psi^*_w h \in \mathcal{H}$. \qed

The energy measures associated with $(\mathcal{E}, \mathcal{F})$ have the following properties.

**Lemma 4.4** (cf. [16, Lemma 3.11]) Let $f \in \mathcal{F}$. Then, the following hold.

(i) Let $w \in W_*$. For any exceptional set $N$ of $K$, $\psi^{-1}_w(N)$ is also an exceptional set. In particular, if we denote a quasi-continuous modification of $f \in \mathcal{F}$ by $\tilde{f}$, then $\psi^*_w \tilde{f}$ is a quasi-continuous modification of $\psi^*_w f$.

(ii) For $m \in \mathbb{Z}_+$ and a Borel subset $B$ of $K$,
\[ \nu_f(B) = \sum_{w \in W_m} \frac{1}{r_w} \nu_{\psi^*_w f} (\psi^{-1}_w(B)). \]
For $d \in \mathbb{N}$, $f = (f_1, \ldots, f_d) \in \mathcal{F}^d$, and a map $\psi: K \to K$, we denote the $\mathbb{R}^d$-valued function $(\psi^* f_1, \ldots, \psi^* f_d)$ on $K$ by $\psi^* f$. We also recall the terminology in Definition 2.7.

**Lemma 4.5** Let $d \in \mathbb{N}$, $f = (f_1, \ldots, f_d) \in \mathcal{F}^d$, and $w \in W_*$. Take a quasi-continuous nonnegative function $g$ on $K$ such that $g \geq 1$ q.e. on $K_w$. Then,

$$(\psi^* \tilde{f})_* \nu_{\psi^* f} \leq r_w \tilde{f}_* (g \cdot \nu_f) \tag{4.3}$$

as measures on $\mathbb{R}^d$, that is, $\nu_{\psi^* f}((\psi^* \tilde{f})^{-1}(B)) \leq r_w \int_{\tilde{f}^{-1}(B)} g \, d\nu_f$ for any $B \in \mathcal{B}(\mathbb{R}^d)$.

**Proof** Let $B \in \mathcal{B}(\mathbb{R}^d)$ and denote $\tilde{f}^{-1}(B)$ by $B'$. From Lemma 4.4 (ii), for $i = 1, \ldots, d$,

$$r_w^{-1} \nu_{\psi^* f_i}((\psi^* \tilde{f})^{-1}(B)) = r_w^{-1} \nu_{\psi^* f_i}(\psi^{-1}(B')) = r_w^{-1} \nu_{\psi^* f_i}(\psi^{-1}(B' \cap K_w)) \leq \nu_{f_i}(B' \cap K_w) \leq (g \cdot \nu_{f_i})(\tilde{f}^{-1}(B)).$$

Therefore, $\nu_{\psi^* f_i}((\psi^* \tilde{f})^{-1}(B)) \leq r_w \int_{\tilde{f}^{-1}(B)} g \, d\nu_f$. This implies (4.3). \qed

We note that condition (A7) mentioned below is not required for Lemmas 4.4 and 4.5.

We fix a minimal energy-dominant measure $\nu$ with $\nu(K) < \infty$, and further assume the following.

(A7) $\nu(K^0) = 0.$

Let $K^0_* = \bigcup_{w \in W_*} \psi_w(K^0)$ and $V_* = \bigcup_{w \in W_*} \psi_w(V_0)$. Clearly, $K^0_* \supset V_*$.

**Lemma 4.6** Let $f \in \mathcal{F}$. Then, the following hold.

(i) $\nu_f(K^0_*) = 0$.

(ii) For $w \in W_*$ and a Borel subset $B$ of $K_w$,

$$\nu_f(B) = \frac{1}{r_w} \nu_{\psi^* f}((\psi^{-1}(B))).$$

**Proof** (i): For $m \in \mathbb{N}$ and $w' \in W_m$, from Lemma 4.4 (ii) and (A7),

$$\nu_f(\psi_{w'}(K^0)) = \sum_{w \in W_m} \frac{1}{r_w} \nu_{\psi^* f}((\psi^{-1}(w'(K^0)))) \leq \sum_{w \in W_m} \frac{1}{r_w} \nu_{\psi^* f}(K^0) = 0,$$

where in the second line, we used the relation

$$\psi^{-1}(w'(K^0)) \begin{cases} = K^0 & \text{if } w = w', \\ \subset V_0 \subset K^0 & \text{otherwise}. \end{cases}$$

Therefore, $\nu_f(\psi_{w'}(K^0)) = 0$. This implies (i). Item (ii) follows from (i), Lemma 4.4 (ii), and the fact $K^0_* \supset V_*$. \qed
For the proof of the next proposition, let $\mathcal{B}_m$ be a $\sigma$-field on $K$ generated by $\{K_w \mid w \in W_m\}$ for $m \geq 0$. Then, $\{\mathcal{B}_m\}_{m=0}^{\infty}$ is a filtration on $K$ and the $\sigma$-field generated by $\{\mathcal{B}_m \mid m \geq 0\}$ is equal to $\mathcal{B}(K)$ (from the result of [22, Proposition 1.3.6], for example).

**Proposition 4.7** Let $m \in \mathbb{Z}_+$. Define $v'_m = \sum_{w \in W_m} r_w^{-1}(\psi_w)^* v$. That is,

$$v'_m(B) := \sum_{w \in W_m} \frac{1}{r_w} \nu(\psi_w^{-1}(B)), \quad B \in \mathcal{B}(K).$$

Then, $v$ and $v'_m$ are mutually absolutely continuous. Moreover, for any $f, g \in \mathcal{F}$ and $w \in W_m$,

$$\frac{d\nu_{f,g}}{d\nu'_m}(x) = \frac{d\nu_{\psi_w f, \psi_w g}}{d\nu}(\psi_w^{-1}(x)) \quad \text{for } \nu\text{-a.e. } x \in K_w. \quad (4.4)$$

**Proof** This is proved as in [18, Proposition 4.3]. From Proposition 2.6, there exists $f \in \mathcal{F}$ such that $v_f$ and $\nu$ are mutually absolutely continuous. Let $B$ be a Borel set of $K$. Suppose $v'_m(B) = 0$. Then, for $w \in W_m$, $0 = ((\psi_w), v)(B) = v(\psi_w^{-1}(B \cap K_w))$. Since $\nu_{\psi_w f} \ll v$, we have $0 = \nu_{\psi_w f}(\psi_w^{-1}(B \cap K_w)) = r_w v_f(B \cap K_w)$ from Lemma 4.6 (ii). Since $w \in W_m$ is arbitrary, $v_f(B) = 0$, that is, $v(B) = 0$. Therefore, $\nu \ll v'_m$.

Next, suppose $v(B) = 0$. Let $w \in W_m$. From (A6), there exists $\hat{f} \in \mathcal{F}$ such that $\psi_w \hat{f} = f$. From Lemma 4.4 (ii), $0 = v_f(B) \geq r_w^{-1} v_f(\psi_w^{-1}(B))$. Thus, $0 = v(\psi_w^{-1}(B)) = ((\psi_w)\ast v)(B)$. Therefore, $v'_m(B) = 0$. This implies $\nu \ll v$.

For the proof of (4.4), let $n \geq m$. From Lemma 4.6, for $x \in K_w \setminus V_s$,

$$v'_m(K_{[x]_n}) = \frac{r_w^{-1} v_{\psi_w f, \psi_w g}(\psi_w^{-1}(K_{[x]_n}))}{r_w^{-1} v(\psi_w^{-1}(K_{[x]_n}))} = \frac{v_{\psi_w f, \psi_w g}(K_{[\psi_w^{-1}(x)]_n-m})}{v(K_{[\psi_w^{-1}(x)]_n-m})}. \quad (4.5)$$

If $v'_m$ is a probability measure, the first term is given by the conditional expectation $E^{v'_m}[d\nu_{f,g}/d\nu'_m \mid \mathcal{B}_n](x)$. From the martingale convergence theorem, this term converges to $(d\nu_{f,g}/d\nu'_m)(x)$ for $\nu'_m$-a.e. $x$ as $n \to \infty$. It is evident that this convergence holds true for general $v'_m$. By the same reasoning, the last term of (4.5) converges $(d\nu_{\psi_w f, \psi_w g}/d\nu(\psi_w^{-1}(x)))$ for $(\psi_w)\ast v$-a.e. $x$ as $n \to \infty$. Since $v$, $v'_m$, and $(\psi_w)\ast v$ are mutually absolutely continuous on $K_w$ from the first claim, we obtain (4.4).

**Corollary 4.8** For $d \in \mathbb{N}$, $f = (f_1, \ldots, f_d) \in \mathcal{F}^d$ and $w \in W_s$,

$$\Phi_f(\psi_w(y)) = \Phi_{\psi_w f}(y) \quad \text{for } \nu\text{-a.e. } y \in K,$$

where $\Phi$ is defined in (2.7).

**Proof** Let $m = |w|$. From Proposition 4.7, for $i, j = 1, \ldots, d$,

$$\frac{d\nu}{d\nu'_m}(\psi_w(y)) \frac{d\nu_{f_i f_j}}{d\nu}(\psi_w(y)) = \frac{d\nu_{\psi_w f_i, \psi_w f_j}}{d\nu}(y) \quad \text{for } \nu\text{-a.e. } y \in K.$$

This implies the assertion. □
For $m \geq 0$, let $\mathcal{H}_m$ denote the set of all functions $f$ in $\mathcal{F}$ such that $\psi_w^* f \in \mathcal{H}$ for all $w \in W_m$. Let $\mathcal{H} = \bigcup_{m \geq 0} \mathcal{H}_m$. Functions in $\mathcal{H}$ are referred to as piecewise harmonic functions. From [16, Lemma 3.10], $\mathcal{H}$ is dense in $\mathcal{F}$. The AF-martingale dimension of $(\mathcal{E}, \mathcal{F})$ is denoted by $d_m$ as before.

**Proposition 4.9** Let $d \in \mathbb{N}$ satisfy $d \leq d_m$. Then, there exists $g = (g_1, \ldots, g_d) \in \mathcal{H}^d$ such that

$$\nu_g(\{x \in K \mid \Phi_g(x) \text{ is invertible}\}) > 0. \quad (4.6)$$

**Proof** Take a countable set $\{f_i \mid i \in \mathbb{N}\}$ from $\mathcal{H}$ such that it is dense in $\mathcal{F}$. For $i, j \in \mathbb{N}$, define $\hat{Z}^{i,j} = d v_{f_i, f_j} / d v$. From Proposition 2.11 and Theorem 2.13, we have $v$-ess $\sup_{N \in \mathbb{N}} \text{rank}(\hat{Z}^{i,j}(x))_{i,j=1}^N \geq d$. Then, there exists $N \in \mathbb{N}$ such that $v(\{x \in K \mid \text{rank}(\hat{Z}^{i,j}(x))_{i,j=1}^N \geq d\}) > 0$. Therefore, there exists $1 \leq \alpha_1 < \alpha_2 < \cdots < \alpha_d \leq N$ such that $v(\hat{B}) > 0$ with

$$\hat{B} = \{x \in K \mid \text{the matrix } (\hat{Z}^{\alpha_i, \alpha_j}(x))_{i,j=1}^d \text{ is invertible}\}.$$ 

We can take a sufficiently large $m \in \mathbb{Z}_+$ such that every $f_{\alpha_i}$, $i = 1, \ldots, d$, belongs to $\mathcal{H}_m$. Take $w \in W_m$ such that $v(\hat{B} \cap K_w) > 0$. Define $g = (g_1, \ldots, g_d) \in \mathcal{H}^d$ by $g_i = \psi_w^* f_{\alpha_i}$, $i = 1, \ldots, d$, and let $Z^{i,j} = d v_{g_i, g_j} / d v$ for $i, j \in \{1, \ldots, d\}$. From Proposition 4.7, we have $v(g(B)) > 0$, where

$$B = \{x \in K \mid \text{the matrix } (Z^{i,j}(x))_{i,j=1}^d \text{ is invertible}\}.$$ 

Since the trace of any invertible and nonnegative definite symmetric matrix is positive, and $(d \nu_g / d v)(x) = (1/d) \text{tr}(Z^{i,j}(x))_{i,j=1}^d$, we have $B \subset \{d \nu_g / d v > 0\}$ up to $v$-null set, which implies $\nu_g(B) > 0$. Then, (4.6) holds since $\Phi_g(x) = (Z^{i,j}(x) / d \nu_g(x))_{i,j=1}^d$ on $\{d \nu_g / d v > 0\}$. 

For later use, we introduce the following sets for given $d \in \mathbb{N}$ and $a > 0$:

- $\text{Mat}(d) = \{\text{all real square matrices of order } d\}$,
- $\text{PSM}(d; a) = \{Q \in \text{Mat}(d) \mid Q \text{ is a positive definite symmetric matrix and } \det Q \geq a\}$.

The set $\text{Mat}(d)$ is identified with $\mathbb{R}^{d \times d}$ as a topological vector space, and $\text{PSM}(d; a)$ is regarded as a closed subset of $\text{Mat}(d)$.

### 4.2 Case of post-critically finite self-similar sets

In this subsection, we follow [22] and consider the case that $K$ is connected and the self-similar structure $(K, S, \{\psi_k\}_{k \in S})$ that was introduced in the previous subsection is *post-critically finite* (p.c.f.), that is, $\mathcal{P}$ is a finite set. See Fig. 1 as some of the typical examples. Let $V_m = \bigcup_{w \in W_m} \psi_w(V_0)$ for $m \in \mathbb{N}$ and $V_\star = \bigcup_{m=0}^\infty V_m$.

In general, given a finite set $V$, $l(V)$ denotes the space of all real-valued functions on $V$. We equip $l(V)$ with an inner product $(\cdot, \cdot)_{l(V)}$ that is defined by $(u, v)_{l(V)} = \sum_{q \in V} u(q)v(q)$. Let $D = (D_{q,q'})_{q,q' \in V_0}$ be a symmetric linear operator on $l(V_0)$, which is also regarded as a square matrix of size $\# V_0$, such that the following conditions hold:
(D1) \( D \) is nonpositive-definite;
(D2) \( Du = 0 \) if and only if \( u \) is constant on \( V_0 \);
(D3) \( Dq_{q'} \geq 0 \) for all \( q, q' \in V_0 \) with \( q \neq q' \).

We define \( \mathcal{E}^{(0)}(u, v) = (-Du, v)_{l(V_0)} \) for \( u, v \in l(V_0) \). This is a Dirichlet form on \( l(V_0) \), where \( l(V_0) \) is identified with the \( L^2 \) space on \( V_0 \) with the counting measure (see [22, Proposition 2.1.3]). For \( r = \{r_i\}_{i \in S} \) with \( r_i > 0 \), we define a bilinear form \( \mathcal{E}^{(m)} \) on \( l(V_m) \) as

\[
\mathcal{E}^{(m)}(u, v) = \sum_{w \in W_m} \frac{1}{r_w} \mathcal{E}^{(0)}(u \circ \psi_w|_{V_0}, v \circ \psi_w|_{V_0}), \quad u, v \in l(V_m).
\]

We refer to \((D, r)\) as a harmonic structure if for every \( v \in l(V_0) \),

\[
\mathcal{E}^{(0)}(v, v) = \inf \{\mathcal{E}^{(1)}(u, u) \mid u \in l(V_1) \text{ and } u|_{V_0} = v\}.
\]

Then, for \( m \in \mathbb{Z}_+ \) and \( v \in l(V_m) \),

\[
\mathcal{E}^{(m)}(v, v) = \inf \{\mathcal{E}^{(m+1)}(u, u) \mid u \in l(V_{m+1}) \text{ and } u|_{V_m} = v\}.
\]

In particular, \( \mathcal{E}^{(m)}(u|_{V_m}, u|_{V_m}) \leq \mathcal{E}^{(m+1)}(u, u) \) for \( u \in l(V_{m+1}) \).

We consider only regular harmonic structures, that is, \( 0 < r_i < 1 \) for all \( i \in S \). Demonstrating the existence of regular harmonic structures is a nontrivial problem. Several studies have been conducted, such as in [28,15,31]. We only remark here that all nested fractals have canonical regular harmonic structures. Nested fractals are self-similar sets that are realized in Euclidean spaces and have good symmetry; for the precise definition, see [28,22]. All the fractals shown in Fig. 1 except the rightmost one are nested fractals.

We assume that a regular harmonic structure \((D, r)\) is given. Let \( \mu \) be a self-similar probability measure on \( K \), and take \( V_0 \) as \( K^0 \). We can then define a regular Dirichlet form \((\mathcal{E}, \mathcal{F})\) on \( L^2(K, \mu) \) associated with \((D, r)\), satisfying conditions (A1)–(A7), by

\[
\mathcal{F} = \left\{ u \in C(K) \subset L^2(K, \mu) \left| \lim_{m \to \infty} \mathcal{E}^{(m)}(u|_{V_m}, u|_{V_m}) < \infty \right. \right\},
\]

\[
\mathcal{E}(u, v) = \lim_{m \to \infty} \mathcal{E}^{(m)}(u|_{V_m}, v|_{V_m}), \quad u, v \in \mathcal{F}.
\]

(See the beginning of [22, Section 3.4].) Note that (A7) follows from the fact that \#\( K^0 \) \((= \#V_0) < \infty\), Proposition 2.6, and Proposition 3.8. From [22, Theorem 3.3.4], a property stronger than (A4) follows: There exists a constant \( c_{4.2} > 0 \) such that

\[
\sup_{x \in K} f(x) - \inf_{x \in K} f(x) \leq c_{4.2} \sqrt{\mathcal{E}(f)}, \quad f \in \mathcal{F} \subset C(K).
\]  \hfill (4.7)

From this inequality, it is easy to prove that the capacity associated with \((\mathcal{E}, \mathcal{F})\) of any nonempty subset of \( K \) is uniformly positive (see, e.g., [17, Proposition 4.2]).

Let us recall that the space of all harmonic functions is denoted by \( \mathcal{H} \). For each \( u \in l(V_0) \), there exists a unique \( h \in \mathcal{H} \) such that \( h|_{V_0} = u \). For any \( w \in W_s \) and \( h \in \mathcal{H} \), \( \psi_w^* h \) belongs to \( \mathcal{H} \). By using the linear map \( l(V_0) \ni u \mapsto h \in \mathcal{H} \), we can identify \( \mathcal{H} \) with \( l(V_0) \). In particular, \( \mathcal{H} \) is a finite dimensional subspace of \( \mathcal{F} \).

The following is the main theorem of this subsection, which is an improvement of [17, Theorem 4.4].
**Theorem 4.10**  The index of \((\mathcal{E}, \mathcal{F})\) is 1. In other words, the AF-martingale dimension \(d_m\) of the diffusion process associated with \((\mathcal{E}, \mathcal{F})\) is 1.

Unlike [17, Theorem 4.4], we do not need technical extra assumptions. The main ideas of the proofs of [17, Theorem 4.4] and Theorem 4.10 are quite different from each other.

**Proof of Theorem 4.10** Since \((\mathcal{E}, \mathcal{F})\) is nontrivial, \(d_m \geq 1\) from Proposition 2.12. We will derive a contradiction by assuming \(d_m \geq 2\). We proceed to Step 1 of Strategy 3.6 with \(d = 2\). From Proposition 4.9, there exists \(g = (g_1, g_2) \in \mathcal{H}^2\) such that (4.6) holds. Take \(a > 0\) such that

\[
\nu_g\left(\{x \in K \mid \det \Phi_g(x) \geq a\}\right) =: \delta > 0. \quad (4.8)
\]

Let \(B = \{x \in K \mid \det \Phi_g(x) \geq a\} \setminus V_*\). From (4.8) and Lemma 4.6 (i), \(\nu_g(B) = \delta > 0\). Let us recall Mat(2) and PSM(2; a) that were introduced in the end of the previous subsection. A map that is obtained by restricting the domain of \(\Phi_g\) to \(B\) is denoted by \(\Phi_g|_B\). This is regarded as a map from \(B\) to PSM(2; a). Fix an element \(L\) in the support of the induced measure \((\Phi_g|_B)_* (\nu_g|_B)\) on PSM(2; a).

We will perform a kind of blowup argument. Let \(k \in \mathbb{N}\). We denote by \(U_k\) the intersection of PSM(2; \(a\)) and the open ball with center \(L\) and radius \(1/k\) in Mat(2) \(\simeq \mathbb{R}^{2 \times 2}\) with respect to the Euclidean norm. Let \(B_k = (\Phi_g|_B)^{-1}(U_k) \subset B\). Then, \(\nu_g(B_k) > 0\). For \(n \in \mathbb{N}\), we set

\[
Y_n^{(k)}(x) = \begin{cases} \nu_g(K_{[x]_n} \cap B_k)/\nu_g(K_{[x]_n}) & \text{if } x \in K \setminus V_* \text{ and } \nu_g(K_{[x]_n}) > 0, \\ 0 & \text{otherwise.} \end{cases}
\]

Then, from the martingale convergence theorem as in the proof of Proposition 4.7, \(\lim_{n \to \infty} Y_n^{(k)}(x_k) = 1\) \(\nu_g\)-a.e. on \(B_k\). In particular, there exist \(x_k \in B_k\) and \(N_k \in \mathbb{N}\) such that \(Y_n^{(k)}(x_k) \geq 1 - 2^{-k}\) for any \(n \geq N_k\).

Take increasing natural numbers \(n_1 < n_2 < n_3 < \cdots\) such that \(Y_n^{(k)}(x_k) \geq 1 - 2^{-k}\) for all \(k\). We set \(\hat{B}_k = \psi_{[x_k]_{n_k}}^{-1}(B_k)\). We define \(g^{(k)} = (g_1^{(k)}, g_2^{(k)}) \in \mathcal{H}^2\) as

\[
g^{(k)} := \psi_{[x_k]_{n_k}}^* g = (\psi_{[x_k]_{n_k}}^* g_1, \psi_{[x_k]_{n_k}}^* g_2),
\]

and \(h^{(k)} = (h_1^{(k)}, h_2^{(k)}) \in \mathcal{H}^2\) as

\[
h_i^{(k)} = \left(g_i^{(k)} - \int_K g_i^{(k)} d\mu\right) / \sqrt{2\mathcal{E}(g^{(k)})}, \quad i = 1, 2.
\]

Here, we note that \(2\mathcal{E}(g^{(k)}) = \nu_{g^{(k)}}(K) = r_{[x_k]_{n_k}} \nu_g(K_{[x_k]_{n_k}}) > 0\) from Lemma 4.6 and \(Y_n^{(k)}(x_k) > 0\). Then,

\[
\int_K h_i^{(k)} d\mu = 0, \quad i = 1, 2, \quad (4.9)
\]

\[
\nu_{h^{(k)}}(K) = 2\mathcal{E}(h^{(k)}) = 1, \quad (4.10)
\]
and
\[ V_{h^{(k)}}(\hat{B}_k) = \frac{V_{h^{(k)}}(\hat{B}_k)}{2\xi^{(k)}} = \frac{r_{[x_k]_{q_k}} V_g(K_{[x_k]_{q_k}} \cap B_k)}{r_{[x_k]_{q_k}} V_g(K_{[x_k]_{q_k}})} = h^{(k)}(x_k) \geq 1 - 2^{-k}. \]

From (4.7), (4.9), and (4.10), \( \{h^{(k)}\}_{k \in \mathbb{N}} \) is bounded in \( \mathcal{F}^2 \). Since \( \mathcal{H}^2 \) is a finite-dimensional subspace of \( \mathcal{F}^2 \), we can take a subsequence \( \{h^{(k(j))}\} \) of \( \{h^{(k)}\} \) converging to some \( h \in \mathcal{H}^2 \) in \( \mathcal{F}^2 \). We may assume that \( 2\xi(h - h^{(k(j))}) \leq 2^{-j} \) for all \( j \) and
\[ \lim_{j \to \infty} \Phi_{v_{h^{(k(j))}}}(x) = \Phi_{v_{h}}(x) \text{ for } v_{h}\text{-a.e. } x \] (4.11)
from Lemma 2.9, by taking a further subsequence if necessary.

Since \( 2\xi(h^{(k(j))}) = 1 \) for all \( j \), \( v_{h}(K) = 2\xi(h) = 1. \) We also have
\[ \sqrt{v_{h}(K \setminus \hat{B}_{k(j)})} \leq \sqrt{v_{h}(K \setminus \hat{B}_{k(j)})} - \sqrt{v_{h}^{(k(j))}(K \setminus \hat{B}_{k(j)})} + \sqrt{v_{h}^{(k(j))}(K \setminus \hat{B}_{k(j)})} \]
\[ \leq \sqrt{2\xi(h - h^{(k(j))})} + \sqrt{v_{h}^{(k(j))}(K \setminus \hat{B}_{k(j)})} \]
\[ \leq 2^{-j/2} + 2^{-k(j)/2} \leq 2^{-j/2} + 2^{-j/2}, \]
that is, \( v_{h}(K \setminus \hat{B}_{k(j)}) \leq 2^{-j+2}. \)

From Borel–Cantelli’s lemma, for \( v_{h}\text{-a.e. } x \in K \), \( x \) belongs to \( \hat{B}_{k(j)} \) for sufficiently large \( j \). Note that \( x \in \hat{B}_{k(j)} \) implies \( \Phi_{x}(\psi_{[x_k]_{q_k}}(x)) \in U_{k(j)}. \) From Corollary 4.8, for \( v_{h}\text{-a.e. } x \in K \), \( \Phi_{h^{k(j)}(x)} \in U_{k(j)} \) for sufficiently large \( j \). Therefore, \( \Phi_{h}(x) = L \) for \( v_{h}\text{-a.e. } x \in K \) from (4.11). From Lemma 3.3, we may assume that \( L \) is the identity matrix. This completes Step 1 of Strategy 3.6.

Take \( f \in \mathcal{F}_{D} \) such that \( f > 0 \) on \( K \setminus V_{0}. \) From Proposition 3.4, \( h_{*}(f^{2}v_{h}) \ll L^{2}. \) Since \( v_{h}(V_{0}) = 0 \) by (A7), \( h_{*}v_{h} \ll L^{2}. \) This meets condition (U)$_2$, which conflicts with Theorem 3.5 (i) since the capacity of any nonempty set is positive. Therefore, the assumption \( a_{m} \geq 2 \) is invalid, which completes the proof of Theorem 4.10. \( \square \)

4.3 Case of Sierpinski carpets

Let \( D \) and \( l \) be integers with \( D \geq 2 \) and \( l \geq 3. \) We assume that the cardinality of the index set \( S, \) denoted by \( M, \) is less than \( l^{D}. \) Let \( Q_{0} = [0, 1]^{D}, \) the \( D \)-dimensional unit cube. Let \( \mathcal{C} \) be the collection of all cubes that are described as \( [k_{1}/l, (k_{1} + 1)/l] \times \cdots \times [k_{D}/l, (k_{D} + 1)/l] \) for \( k_{j} \in \{0, 1, \ldots, l - 1\}. \) Assume that we are given a family \( \{\psi_{i}\}_{i \in S} \) of contractive affine transformations on \( \mathbb{R}^{D} \) of type \( \psi_{i}(x) = l^{-1}x + b_{i} \) for \( b_{i} \in \mathbb{R}^{D} \) such that each \( \psi_{i} \) maps \( Q_{0} \) onto some cube in \( \mathcal{C} \), and \( \psi_{i} \neq \psi_{i}' \) if \( i \neq i'. \) Let \( Q_{m} = \bigcup_{w \in W_{m}} \psi_{w}(Q_{0}) \) for \( m \in \mathbb{N} \) and \( K = \bigcap_{m \in \mathbb{N}} Q_{m}. \) Then, \( (K, S, \{\psi_{i}\}_{i \in S}) \) is a self-similar structure and \( K \) is called a (generalized) Sierpinski carpet, which satisfies condition (A1) in Section 4.1. See Fig. 2 in Section 1 for typical examples. We take the normalized Hausdorff measure on \( K \) as the underlying measure \( \mu. \) In order to define a self-similar Dirichlet form on \( L^{2}(K, \mu), \) we further assume the following properties, which are due to M. T. Barlow and R. F. Bass:
We list some properties of this Dirichlet form and the associated objects. The Brownian motion has the heat kernel density

\[(\text{Proposition 4.13})\]

Concerning the nondiagonality, we remark the following fact. See [21] for the proof.

- (Symmetry) \(Q_1\) is preserved by all the isometries of the unit cube \(Q_0\).
- (Connectedness) \(\text{Int}(Q_1)\) is connected and contains a path connecting the hyperplanes \(\{x_1 = 0\}\) and \(\{x_1 = 1\}\).
- (ND: Nondiagonality) Let \(m \geq 1\) and \(B\) be a cube in \(Q_0\) of side length \(2/l^m\) that is described as \(\prod_{j=1}^D [k_j/l^m, (k_j+2)/l^m]\) for \(k_j \in \{0,1,\ldots,l^m-2\}\). Then, \(\text{Int}(Q_1 \cap B)\) is either an empty set or a connected set.
- (BI: Borders included) \(Q_1\) contains the line segment \(\{(x_1,0,\ldots,0) \in \mathbb{R}^D \mid 0 \leq x_1 \leq 1\}\).

In the above description, \(\text{Int}(B)\) denotes the interior of \(B\) in \(\mathbb{R}^D\). After several studies such as [2,27,3], the unique existence of the “Brownian motion” on \(K\) up to the constant time change was proved in [5]. It has an associated nontrivial regular Dirichlet form \((\mathcal{E}, \mathcal{F})\) on \(L^2(K, \mu)\) that satisfies conditions (A2)–(A4), where \(r_i\) in (A3) is independent of \(i\). We denote \(r_i\) by \(r\) and take \(K \setminus \text{Int}(Q_0)\) as \(K^\partial\), which coincides with \(V_0\). Moreover, \((\mathcal{E}, \mathcal{F})\) has the following property:

For any isometries \(\psi\) on \(Q_0\) and \(f \in \mathcal{F}\), \(\psi^* f\) belongs to \(\mathcal{F}\) and \(\mathcal{E}(\psi^* f) = \mathcal{E}(f)\).

(4.12)

From this property, we can easily prove the following:

**Lemma 4.11** For any isometries \(\psi\) on \(Q_0\), \(f \in \mathcal{F}\), and \(B \in \mathcal{B}(K)\), we have \(\nu_{\psi^* f}(B) = \nu_f(\psi(B))\).

We will confirm that conditions (A5)–(A7) are also satisfied. We remark that we do not use the uniqueness of \((\mathcal{E}, \mathcal{F})\) in the subsequent argument.

**Remark 4.12** In [3], the nondiagonality condition was assumed only for \(m = 1\), but it was not sufficient; it was corrected to the above form in [5]. In some articles such as [16,19], the conditions described in [3] were inherited, which should also be corrected.

Concerning the nondiagonality, we remark the following fact. See [21] for the proof.

**Proposition 4.13** The following are mutually equivalent.

- Nondiagonality condition (ND) holds.
- (ND) with only \(m = 2\) holds.
- (ND)*: Let \(B\) be a \(D\)-dimensional rectangle in \(Q_0\) such that each side length of \(B\) is either \(1/l\) or \(2/l\) and \(B\) is a union of some elements of \(\mathcal{C}\). Then, \(\text{Int}(B \cap Q_1)\) is either an empty set or a connected set.

We list some properties of this Dirichlet form and the associated objects. The Brownian motion has the heat kernel density \(p(t,x,y)\) that is continuous in \((t,x,y) \in (0,\infty) \times K \times K\) such that, for some positive constants \(c_{4,i}\) \((i = 3, 4, 5, 6)\),

\[
c_{4,3}t^{-d/2} \exp\left( -c_{4,4}\left( |x-y|_{\mathbb{R}^D}^{d_w}/t \right)^{1/(d_w-1)} \right) \\
\leq p(t,x,y) \leq c_{4,5}t^{-d/2} \exp\left( -c_{4,6}\left( |x-y|_{\mathbb{R}^D}^{d_w}/t \right)^{1/(d_w-1)} \right), \quad t \in (0,1], \ x, y \in K.
\]

(4.13)
Here, $d_x = (2 \log M) / \log (M / r) > 1$ and $d_w = \log (M / r) / \log l \geq 2$ (cf. [3–5]). The constants $d_x$ and $d_w$ are called the spectral dimension and the walk dimension, respectively. The resolvent operators are compact ones on $L^2(K, \mu)$. The Sobolev inequality (3.2) holds if $d_x > 2$. Indeed, from [33], (3.2) is equivalent to the on-diagonal upper heat kernel estimate

$$p(t, x, x) \leq c_{4.7} t^{-d_x/2}, \quad t \in (0, 1], \; x \in K$$

(4.14)

for some positive constant $c_{4.7}$. The domain $F$ is characterized as a Besov space. More precisely stated, the Besov spaces on $(K, \mu)$ are defined as follows: For $1 \leq p < \infty, \beta \geq 0$ and $m \in \mathbb{Z}_+$, we set

$$a_m(\beta, f) := \gamma_{m \beta} \left( \gamma_{m \beta} \int_{\{ (x, y) \in K \times K | |x - y|_{\mathbb{R}^D} \leq \gamma_{m \beta} \}} |f(x) - f(y)|^p \mu(dx) \mu(dy) \right)^{1/p}$$

for $f \in L^p(K, \mu)$, where $\gamma \in (1, \infty)$ and $c \in (0, \infty)$ are fixed constants, and $d_{d\mathcal{H}}$ is the Hausdorff dimension of $K$, which is equal to $\log M / \log l$. Note that the relation

$$d_{\mathcal{H}} = d_w d_d / 2 \geq d_3$$

(4.15)

holds. Then, for $1 \leq q \leq \infty$, the Besov space $A_{p,q}^\beta(K)$ is defined as the set of all $f \in L^p(K, \mu)$ such that $\tilde{a}(\beta, f) := \{ a_m(\beta, f) \}_{m=0}^{\infty} \in l^q$. $A_{p,q}^\beta(K)$ is a Banach space with norm $\| f \|_{A_{p,q}^\beta(K)} := \| f \|_{L^p(K, \mu)} + \| \tilde{a}(\beta, f) \|_{l^q}$. Different selections of $c > 0$ and $\gamma > 1$ provide the same space $A_{p,q}^\beta(K)$ with equivalent norms. For $f \in L^2(K, \mu)$ and $\delta > 0$, we define

$$E_\delta(f) := \delta^{-d_w - d_d} \int_{\{ (x, y) \in K \times K | |x - y|_{\mathbb{R}^D} \leq \delta \}} |f(x) - f(y)|^2 \mu(dx) \mu(dy).$$

(4.16)

**Theorem 4.14 (cf. [14, Theorem 5.1], [23])** The domain $F$ is equal to $A_{2,\infty}^{d_w/2}(K)$, and the norm $\| \cdot \|_F$ is equivalent to $\| \cdot \|_{A_{2,\infty}^{d_w/2}(K)}$. Moreover, $f \in F$ if and only if $f \in L^2(K, \mu)$ and $\limsup_{\delta \to 0} E_\delta(f) < \infty$. Further, for $f \in F$,

$$\mathcal{E}(f) \asymp \sup_{\delta > 0} E_\delta(f) \asymp \limsup_{\delta \to 0} E_\delta(f).$$

Here, $a_1 \asymp a_2$ represents that there exists a constant $c > 1$ depending only on $K$ and $(\mathcal{E}, F)$ such that $c^{-1} a_1 \leq a_2 \leq ca_1$ holds.

From this characterization, condition (A5) is verified. Condition (A6) is confirmed, for example, by (A3), Theorem 4.14, and a property of the unfolding operator introduced in [5, p. 665]. This is also assured by Lemma 5.3 in the next section. Condition (A7) is proved in [5, Remark 5.3] under some extra assumptions, e.g., the set $\{(x_2, \ldots, x_D) \in \mathbb{R}^{D-1} \mid (0, x_2, \ldots, x_D) \in K\}$ also satisfies the conditions corresponding to (H1)–(H4). The proof is based on [19, Proposition 3.8], and these extra assumptions were introduced for the main topic of the paper [19], i.e., the characterization of the trace space of $F$ on subsets such as surfaces of Sierpinski carpets. However, in order to prove condition (A7) only, such assumptions are in fact not necessary, as seen from the careful modification of the arguments in [19]. Since the setup of [19] is
quite complicated and it is not easy to extract and modify the necessary parts for this purpose, this will be discussed in Section 5 and the following proposition is proved there.

**Proposition 4.15** Condition (A7) holds true. In particular, \( v_f(K^d) = 0 \) for any \( f \in \mathcal{F} \).

For the time being, we admit this proposition and continue arguments. The main theorem of this subsection is as follows.

**Theorem 4.16** \( 1 \leq d_m \leq d_s \). In particular, if \( d_s < 2 \), then \( d_m = 1 \).

We note that \( d_s < 2 \) if and only if the diffusion process associated with \((\mathcal{E}, \mathcal{F})\) is point recurrent. In view of (4.15), \( d_s < 2 \) holds in particular for 2-dimensional Sierpinski carpets (that is, when \( D = 2 \)). For the 3-dimensional standard Sierpinski carpet (shown in the rightmost figure of Fig. 2), \( 2 < d_s < 3 \) holds from [3, Corollary 5.3], which implies that \( d_m \) is either 1 or 2. It has not been determined which is true.

Compared with the case of p.c.f. fractals in Section 4.2, the proof of Theorem 4.16 is more complicated in that the space \( \mathcal{H} \) of all harmonic functions is infinite-dimensional, so that much work is required to select a converging sequence from a bounded set in \( \mathcal{H} \).

For the proof of Theorem 4.16, we introduce one more notation.

**Definition 4.17** For \( A \subset W_m \) for \( m \in \mathbb{Z}_+ \), we set \( K_A = \bigcup_{w \in A} K_w \). For \( w \in W_m \) with \( m \in \mathbb{Z}_+ \), we define \( N_0(w) = \{ w \} \) and

\[
N_n(w) = \{ v \in W_m \mid K_v \cap K_{N_{n-1}(w)} \neq \emptyset \}, \quad n = 1, 2, 3, \ldots,
\]

inductively.

We remark the following: Let \( f \in \mathcal{F}, m \in \mathbb{N}, \) and \( A, A' \subset W_m \) with \( A \cap A' = \emptyset \). From Lemma 4.6 (i), we have

\[
v_f(K_{A \cup A'}) = v_f(K_A) + v_f(K_{A'}) \tag{4.17}
\]

We also note that for any \( n \in \mathbb{Z}_+ \), \( \#N_n(w) \leq (2n + 1)^D \) for \( w \in W_s \) and

\[
\sup_{m \in \mathbb{N}} \max_{v \in W_m} \#\{ w \in W_m \mid v \in N_n(w) \} \leq (2n + 1)^D.
\]

**Proof of Theorem 4.16** Since \((\mathcal{E}, \mathcal{F})\) is nontrivial, it is sufficient to prove that \( d_m \leq d_s \) from Proposition 2.12. Take \( d \in \mathbb{N} \) arbitrarily such that \( d \leq d_m (\leq +\infty) \). From Proposition 4.9, there exists \( g = (g_1, \ldots, g_d) \in \mathcal{H}^d \) that satisfies (4.6). We may assume \( v_g(K) = 1 \) by multiplying \( g \) by a normalizing constant. There exists \( a > 0 \) such that

\[
v_g(B_0) =: \delta > 0, \text{ where } B_0 = \{ x \in K \mid \det \Phi_g(x) \geq a \}. \tag{4.18}
\]

Since \( v_g(K^d) = 0 \) by (A7), there exists \( n_0 \in \mathbb{N} \) such that for any \( n \geq n_0 \),

\[
v_g(K_{A(n)}) \leq \delta / 3, \text{ where } A(n) = \{ w \in W_n \mid K^d \cap K_{N_3(w)} \neq \emptyset \}. \tag{4.19}
\]
Let \( b = \sup_{n \in \mathbb{N}} \max_{v \in W_n} \# \{w \in W_n \mid v \in \mathcal{M}_3(w)\} \leq 7^D \) and \( \varepsilon = \delta / (3b) \). For \( n \geq n_0 \), define \( G_n = \{w \in W_n \mid v_g(K_w) \leq \varepsilon v_g(K_{\mathcal{M}_3(w)})\} \). Then, from (4.17),

\[
 v_g(K_{G_n}) = \sum_{w \in G_n} v_g(K_w) \leq \varepsilon \sum_{w \in G_n} v_g(K_{\mathcal{M}_3(w)}) \leq \varepsilon b v_g(K) = \delta / 3.
\]

We define \( K_{\alpha} = \liminf_{n \to \infty} K_{G_n} \). From Fatou’s lemma,

\[
 v_g(K_{\infty}) = \liminf_{n \to \infty} v_g(K_{G_n}) \leq \delta / 3.
\]  

We set \( B = B_0 \setminus (K_{A(n_0)} \cup K_{\infty} \cup K^2) \). Then, \( v_g(B) \geq \delta / \delta / 3 = \delta / 3 \) from (4.18), (4.19), (4.20), and Lemma 4.6 (i).

Let \( \Phi_g|_B \) denote the map \( \Phi_g \) whose defining set is restricted to \( B \). This is a map from \( B \) to \( \text{PSM}(d; a) \). Fix an element \( L \) in the support of the measure \( (\Phi_g|_B)_* (v_g|_B) \) on \( \text{PSM}(d; a) \). We will perform a blowup argument.

Let \( k \in \mathbb{N} \). We denote by \( U_k \) the intersection of \( \text{PSM}(d; a) \) and the open ball with center \( L \) and radius \( 1/k \) in \( \text{Mat}(d) \simeq \mathbb{R}^{d 	imes d} \) with respect to the Euclidean norm. Let \( B_k = (\Phi_g|_B)^{-1}(U_k) \subset B \). Then, \( v_g(B_k) > 0 \). For \( n \in \mathbb{N} \), we set

\[
 Y_n^{(k)}(x) = \begin{cases} 
 v_g(K_{[x]} \cap B_k) / v_g(K_{[x]}), & \text{if } x \in K \setminus K^3, \\
 0, & \text{otherwise}. 
\end{cases}
\]

Then, from the martingale convergence theorem as in the proof of Proposition 4.7, \( \lim_{n \to \infty} Y_n^{(k)} = 1 \) \( v_g \)-a.e. on \( B_k \). In particular, there exist \( x_k \in B_k \) and \( N_k \in \mathbb{N} \) such that

\[
 Y_n^{(k)}(x_k) \geq 1 - 2^{-k} \quad \text{for all } n \geq N_k. 
\]

Since \( x_k \notin K_{\alpha} \), for infinitely many \( n \), \( v_g(K_{[x_k]}^3) < \varepsilon v_g(K_{\mathcal{M}_3([x_k]_n^3)}) \). Therefore, there exists a sequence of increasing natural numbers \( (n_0) \leq (n_1 < n_2 < n_3 < \cdots) \) such that

\[
 Y_n^{(k)}(x_k) \geq 1 - 2^{-k} \quad \text{and} \quad v_g(K_{[x_k]}^3) > \varepsilon v_g(K_{\mathcal{M}_3([x_k]_n^3)}) \quad (4.21)
\]

for all \( k \in \mathbb{N} \). For each \( k \in \mathbb{N} \), define \( g^{(k)} = (g_1^{(k)}, \ldots, g_d^{(k)}) \in \mathcal{H}^d \) as

\[
 g_i^{(k)} = \left( g_i - \frac{1}{f_{[x_k]}^*} g_i d\mu \right) / \sqrt{\int_{K_{[x_k]}^3} f_i^* v_g(K_{[x_k]}^3)}, \quad i = 1, \ldots, d. \quad (4.22)
\]

Then, \( \int_{K_{[x_k]}^3} g_i^{(k)} d\mu = 0 \) \( (i = 1, \ldots, d) \),

\[
 v_g(k) (K_{[x_k]}^3) = \frac{1}{d} \sum_{i=1}^d g_i^{(k)} (K_{[x_k]}^3) = r^{-n_k}, \quad (4.23)
\]

and

\[
 r^{n_k} v_g(k) (K_{\mathcal{M}_3([x_k]_n^3)}) = v_g(K_{\mathcal{M}_3([x_k]_n^3)}) / v_g(K_{[x_k]}^3) < 1 / \varepsilon \quad (4.24)
\]

for all \( k \in \mathbb{N} \), from (4.21) and (4.22). We denote \( \psi_{[x_k]}^* g^{(k)} \) by \( h^{(k)} \). Then, from Lemma 4.6 (ii) and (4.23),

\[
 v_{h^{(k)}}(K) = \frac{1}{d} \sum_{i=1}^d v_{\psi_{[x_k]}^* g_i^{(k)}} (K) = \frac{1}{d} \sum_{i=1}^d r^{n_k} v_{g_i^{(k)}} (K_{[x_k]}^3) = 1.
\]
Denoting \( \psi^{-1}_{[x_k]_{x_k}}(B_k) \) by \( \hat{B}_k \), we have
\[
v_{\mathbf{h}(B)}(\hat{B}_k) = \psi^{-1}_{[x_k]_{x_k}}(B_k) = r^{n_k} v_{\mathbf{g}(B)}(K_{[x_k]_{x_k}} \cap B_k)
= v_{\mathbf{g}}(K_{[x_k]_{x_k}} \cap B_k) / v_{\mathbf{g}}(K_{[x_k]_{x_k}}) = Y^{(k)}_{n_k}(x_k) \geq 1 - 2^{-k}.
\]
From (4.24), we can use the following proposition.

**Proposition 4.18** Let \( \{h_n\}_{n=1}^\infty \) be a sequence in \( \mathcal{H} \) and \( \{w_n\}_{n=1}^\infty \) be a sequence in \( \mathcal{W} \) such that \( K_{[h_j(w_n)]} \cap K^d = \emptyset \) and \( f_{K_{[w_n]}} h_n d\mu = 0 \) for all \( n \in \mathbb{N} \), and
\[
\sup_n r^{(w_n)} v_{h_n}(K_{[h_j(w_n)]}) < \infty.
\] (4.25)

Then, the sequence \( \{\psi^{w_n} h_n\}_{n=1}^\infty \) has a convergent subsequence in \( \mathcal{F} \).

We note that \( r^{(w_n)} v_{h_n}(K_{[w_n]}) = v_{\psi^{w_n} h_n}(K) = 2\mathcal{E}(\psi^{w_n} h_n) \) from Lemma 4.6.

Since the proof of Proposition 4.18 is long, we postpone it until the next section and finish the proof of Theorem 4.16 first.

By applying Proposition 4.18 to \( \{g^{(k)}_i\}_{i=1}^\infty \subset \mathcal{H} \) and \( \{x_k\}_{k=1}^\infty \subset \mathcal{W} \) for each \( i = 1, \ldots, d \) successively, we can take a subsequence \( \{h^{(k(j))}\}_{j=1}^\infty \) of \( \{h^{(k)}\}_{k=1}^\infty \), converging to some \( h \in \mathcal{H}^d \) in \( \mathcal{F}^d \). By taking a further subsequence, we may assume that \( 2\mathcal{E}(h - h^{(k(j))}) \leq 2^{-j} \) for all \( j \)
\[
\lim_{j \to \infty} \Phi_{h^{(k(j))}}(x) = \Phi_h(x) \text{ for } \nu_h\text{-a.e. } x
\] (4.26)
from Lemma 2.9. Then, \( \nu_h(K) = 1 \) and
\[
\sqrt{\nu_h(K \setminus \hat{B}^{(k(j))})} \leq \sqrt{\nu_h(K \setminus \hat{B}^{(k(j))}) - \sqrt{\nu_h^{(k(j))}(K \setminus \hat{B}^{(k(j))}) + \nu_h^{(k(j))}(K \setminus \hat{B}^{(k(j))})}}
\leq \sqrt{2\mathcal{E}(h - h^{(k(j))})} + \sqrt{\nu_h^{(k(j))}(K \setminus \hat{B}^{(k(j))})}
\leq 2^{-j/2} + 2^{-k(j)/2} \leq 2^{-j/2} + 2^{-j/2},
\]
that is, \( \nu_h(K \setminus \hat{B}^{(k(j))}) \leq 2^{-j+2} \). From Borel–Cantelli’s lemma, for \( \nu_h\text{-a.e. } x \in K, x \in \hat{B}^{(k(j))} \) for sufficiently large \( j \). Note that \( x \in \hat{B}^{(k(j))} \) implies that \( \Phi_{\mathbf{g}}(\psi_{[x_k]_{x_k}}^{(k(j))}(x)) \in U^{(k)}_{1(j)} \). From Corollary 4.8, \( \Phi_{h^{(k(j))}}(x) \in U^{(k)}_{1(j)} \) for sufficiently large \( j \) for \( \nu_h\text{-a.e. } x \in K \). Therefore, \( \Phi_h(x) = L \) for \( \nu_h\text{-a.e. } x \in K \) from (4.26). From Lemma 3.3, we may assume that \( L \) is the identity matrix. This completes Step 1 of Strategy 3.6.

Take \( w \in \mathcal{W} \) such that \( K_w \cap K^d = \emptyset \) and \( \nu_h(K_w) > 0 \). From the regularity of \((\mathcal{E}, \mathcal{F})\), there exists \( f \in \mathcal{F}_0 \cap C(K) \) such that \( 0 \leq f \leq 1 \) on \( K \) and \( f = 1 \) on \( K_w \). From Proposition 3.4, the measure \( \tilde{h}_w(f^2 \nu_h) \) on \( \mathbb{R}^d \) is described as \( \xi(x) dx \) with \( \sqrt{\xi} \in W^{1,2}(\mathbb{R}^d) \). From Corollary 4.8 and Lemma 4.5, \( \psi^{w_n} h \) plays the role of \( h \) in Step 2 of Strategy 3.6, and condition (U') is satisfied.

Now, if \( d_s < 2 \), then the process associated with \((\mathcal{E}, \mathcal{F})\) is point recurrent and the capacity on nonempty set is positive, thus \( d = 1 \) from Theorem 3.5 (i). If \( d_s > 2 \), we have \( d \leq d_s \) from Theorem 3.5 (ii). When \( d_s = 2 \), (4.14) holds with \( d_s \) replaced by...
any number bigger than 2, since the larger \( d_s \) is, the weaker the inequality is. Thus, the Sobolev inequality (3.2) holds with \( d_s \) replaced by any number bigger than 2, for example, 2.01. From Theorem 3.5 (ii), \( d \leq 2.01 \). Since \( d \) is a natural number, we obtain \( d \leq 2 \). This completes the proof of Theorem 4.16 if we grant Propositions 4.15 and 4.18, which are proved in the next section. \( \square \)

5 Proof of Propositions 4.15 and 4.18

In this section, we prove Propositions 4.15 and 4.18. We use the same notations as those in Section 4.3. In Section 5.1, we present a description of the structure of \( \mathcal{F} \) (Proposition 5.1) and a quantitative estimate for a class of harmonic functions (Proposition 5.22) as preparatory results. For the proofs, we use a characterization of \( \mathcal{F} \) by the Besov space, folding/unfolding maps on \( K \), some geometric properties of \( K \) originating from the nondiagonal property (ND), the elliptic Harnack inequality, and so on. Using these results, we prove in Section 5.2 a claim apparently stronger than Proposition 4.18 (Proposition 5.23), and Proposition 4.15.

5.1 Preliminaries

First, we introduce some concepts. We have to be careful that condition (A7) cannot be used; in particular, Lemma 4.6 and (4.17) are not available, while Lemma 4.4 is valid. We remark that an assertion stronger than Lemma 4.4 (i) holds from [19, pp. 600–601]: For any \( w \in W_s \), there exists a constant \( c_{5.1} \geq 1 \) such that

\[
c_{5.1}^{-1} \text{Cap}(B) \leq \text{Cap}(\psi_w(B)) \leq c_{5.1} \text{Cap}(B)
\]  

for every \( B \subset K \).

For a nonempty subset \( A \) of \( W_m \) for some \( m \in \mathbb{N} \), a collection \( \{f_w\}_{w \in A} \) of functions in \( \mathcal{F} \) is called compatible if \( \tilde{f}_v(\psi_v^{-1}(x)) = \tilde{f}_w(\psi_w^{-1}(x)) \) for q.e. \( x \in K_v \cap K_w \) for every \( v, w \in A \). This concept is well-defined from (5.1). We define

\[
\mathcal{F}^A = \{ f \in L^2(K_A, \mu_{|K_A}) \mid \psi_w^*f \in \mathcal{F} \text{ for all } w \in A \text{ and } \{ \psi_w^*f \}_{w \in A} \text{ is compatible} \}
\]

and

\[
\mathcal{E}^A(f, g) = r^{-m} \sum_{w \in A} \mathcal{E}(\psi_w^*f, \psi_w^*g) \quad \text{for } f, g \in \mathcal{F}^A.
\]  

\(^*2\)

It is evident that \( \{ f|_{K_A} \mid f \in \mathcal{F} \} \subset \mathcal{F}^A \). Also, from (A3), \( \mathcal{E}^A(f, g) = \mathcal{E}^{A\cdot W_n}(f, g) \) for any \( n \in \mathbb{N} \) and \( f, g \in \mathcal{F}^A \). See Definition 4.1 for the definition of \( A \cdot W_n \).

For simplicity, we write \( \mathcal{E}^A(f) \) for \( \mathcal{E}^A(f|_{K_A}, f|_{K_A}) \) if \( f \in \mathcal{F} \). Then,

\[
\frac{1}{2} \nu_f(K_A) = \frac{1}{2^{m+1}} \sum_{w \in W_m} \nu_{\psi_w^*f}(\psi_w^{-1}(K_A)) \geq \frac{1}{2^{m+1}} \sum_{w \in A} \nu_{\psi_w^*f}(K) = \mathcal{E}^A(f),
\]  

\(^*2\) In [19], symbol \( (\mathcal{E}_A, \mathcal{F}_A) \) was used instead. Since it is slightly misleading, we use the terminology \( (\mathcal{E}^A, \mathcal{F}^A) \) here.
where the first identity follows from Lemma 4.4 (ii). It will turn out that the above inequality is replaced by the equality from Proposition 4.15, which is yet to be proved.

The following result was used in [19, Section 5.3] without proof. Since the proof is not obvious, we provide the proof here.

**Proposition 5.1** Let \( m, n \in \mathbb{Z}_+ \) and let \( A \) be a nonempty subset of \( W_m \). Then, \( \mathcal{F}^A = \mathcal{F}^{A,W_n} \). In particular, \( \mathcal{F} = \mathcal{F}^{W_n} \) for every \( n \in \mathbb{Z}_+ \).

Although this assertion might be deduced directly from the powerful theorem on the uniqueness of self-similar diffusions on \( K \) [5], we give a proof without using this fact, since some concepts and lemmas stated below in proving Proposition 5.1 are useful elsewhere.

For Borel subsets \( B_1 \) and \( B_2 \) of \( K \) and a positive constant \( \delta \), we define
\[
E_\delta(f, B_1, B_2) := \delta^{-d_\omega - d_\Pi} \int_{\{(x,y) \in B_1 \times B_2 \mid |x-y|_{\mathcal{B}D} < \delta\}} |f(x) - f(y)|^2 \mu(dx) \mu(dy)
\]
for \( f \in L^2(K, \mu) \). We write \( E_\delta(f, B_1) \) for \( E_\delta(f, B_1, B_1) \). Note that \( E_\delta(f, K, K) = E_\delta(f) \) (see (4.16)).

**Definition 5.2** We define a folding map \( \phi : [0, 1]^D \to [0, 1/L]^D \) as follows. Let \( \phi : \mathbb{R} \to \mathbb{R} \) be a periodic function with period \( 2/l \) such that \( \phi(t) = |t| \) for \( t \in [-l, 1/l] \). The map \( \phi \) is defined as
\[
\phi(x_1, \ldots, x_D) = (\phi(x_1), \ldots, \phi(x_D)), \quad (x_1, \ldots, x_D) \in [0, 1]^D.
\]
Moreover, we define \( \phi_i : K \to K_i \) for \( i \in S \) as
\[
\phi_i(x) = (\phi|_{K_i})^{-1}(\phi(x)), \quad x \in K.
\]
Note that \( \phi_i|_{K_i} : K_i \to K_i \) is the identity map and \( \phi_i \circ \phi_j = \phi_i \) for \( i, j \in S \).

Hereafter, \( a_1 \lesssim a_2 \) means that there exists a positive constant \( c \) depending only on \( (K, \mu) \) and \( (\mathcal{F}, \mathcal{E}) \) such that \( a_1 \leq ca_2 \) holds.

**Lemma 5.3** Let \( k \in S \) and \( f \in \mathcal{F} \). Define \( g \in \mathcal{F}^S \) as \( g(x) = f(\psi_k^{-1}(\phi_k(x))) \) for \( x \in K \). Then, \( g \in \mathcal{F} \) and \( \mathcal{E}(g) \lesssim \mathcal{E}(f) \).

**Proof** Let \( \delta \in (0, 1/l) \). We have
\[
E_\delta(g) = \sum_{i \in S} \sum_{j \in S} E_\delta(g, K_i, K_j) = \sum_{i \in S} E_\delta(g, K_i) + \sum_{i, j \in S, i \neq j, K_i \cap K_j \neq \emptyset} E_\delta(g, K_i, K_j).
\]
In the first term of the rightmost side, we have
\[
E_\delta(g, K_i) = E_\delta(g, K_k) \lesssim E_{i\delta}(f) \lesssim \mathcal{E}(f).
\]
In the second term, we have
\[
E_\delta(g, K_i, K_j) = \delta^{-d_\omega - d_\Pi} \int_{\{(x,y) \in K_i \times K_j \mid |x-y|_{\mathcal{B}D} < \delta\}} |g(x) - g(\phi_i(y))|^2 \mu(dx) \mu(dy)
\]
\[
\leq \delta^{-d_\omega - d_\Pi} \int_{\{(x,z) \in K_i \times K_j \mid |x-z|_{\mathcal{B}D} < \delta\}} |g(x) - g(z)|^2 \mu(dx) \mu(dz)
\]
\[
= E_\delta(g, K_i) \lesssim \mathcal{E}(f).
\]
Here, in the first inequality, we used the inequality $|x - \varphi_i(y)|_{\mathbb{R}^D} \leq |x - y|_{\mathbb{R}^D}$ for $x \in K_i$ and $y \in K_j$, and the identity $(\varphi_i|_{K_j}),(\mu|_{K_j}) = \mu|_{K_j}$. Therefore, $\limsup_{\delta \to 0} E_{\delta}(g) \lesssim E(f)$. This completes the proof. \hfill \Box

**Corollary 5.4** Let $k \in S$ and $f \in \mathcal{F}^S$. Define $g \in \mathcal{F}^S$ as $g = f \circ \varphi_k$. Then, $g \in \mathcal{F}$.

We remark that $f = g$ on $K_k$.

**Proof of Corollary 5.4** Apply Lemma 5.3 to $\psi_i^* f \in \mathcal{F}$ as $f$.

**Definition 5.5** For $m \in \mathbb{N}$ and $n, w \in W_m$, we write $n \rightsquigarrow w$ if $\psi_v(Q_0) \cap \psi_w(Q_0)$ is a $(D - 1)$-dimensional hypercube.

For $i, j \in S = W^1$ with $i \rightsquigarrow j$, let $H_{i,j}$ be a unique $(D - 1)$-dimensional hyperplane including $K_i \cap K_j$. Then, $H_{i,j}$ splits $\mathbb{R}^D$ into two closed half spaces, say $G_{i,j}$ and $G_{j,i}$, which satisfy that $G_{i,j} \supset K_i$ and $G_{j,i} \supset K_j$.

**Lemma 5.6** Let $i, j \in S$ satisfy that $i \rightsquigarrow j$. Suppose that $f \in \mathcal{F}^S$ satisfies that $\hat{f} = 0$ q.e. on $K_i \cap K_j$. Define $\hat{g} \in \mathcal{F}^S$ as $\hat{g}(x) = f(\varphi_i(x)) \cdot 1_{G_{i,j}}(x)$ for $x \in K$. Then, $\hat{g} \in \mathcal{F}$.

**Proof** From [12, Lemma 2.3.4], there exists a sequence $\{\hat{f}_n\}_{n=1}^\infty$ in $\mathcal{F} \cap C(K)$ such that $\hat{f}_n \to \psi_i^* f$ in $\mathcal{F}$ and $\text{Supp}[\hat{f}_n] \subset K \setminus \psi_i^{-1}(K_i \cap K_j)$. For each $n$, define

$$g_n(x) = \hat{f}_n(\psi_i^{-1}(\varphi_i(x))), \quad \hat{g}_n(x) = g_n(x) \cdot 1_{G_{i,j}}(x) \quad \text{for} \quad x \in K.$$ 

Then, from Lemma 5.3, $g_n \in \mathcal{F}$ and $E_{\delta}(g_n) \lesssim E(\hat{f}_n)$ for $\delta > 0$. Here, we note that the constant involved in symbol $\lesssim$ is independent of $n$ and $\delta$.

Let $n \in \mathbb{N}$ and $\delta > 0$ be smaller than the Euclidean distance between $\text{Supp}[g_n]$ and $\psi_i^{-1}(K_i \cap K_j)$. Then,

$$E_{\delta}(\hat{g}_n) = E_{\delta}(g_n, K \cap G_{i,j}) \leq E_{\delta}(g_n) \lesssim E(\hat{f}_n).$$

Therefore, $\limsup_{\delta \to 0} E_{\delta}(g_n) \lesssim E(\hat{f}_n)$, which implies that $\hat{g}_n \in \mathcal{F}$ and

$$\limsup_{n \to \infty} E(\hat{g}_n) \lesssim \limsup_{n \to \infty} E(\hat{f}_n) = E(\psi_i^* f) < \infty.$$ 

Since $\hat{g}_n \to \hat{g}$ in $L^2(K, \mu)$, $\hat{g}_n$ converges weakly in $\mathcal{F}$ and the limit coincides with $\hat{g}$. In particular, $\hat{g} \in \mathcal{F}$. \hfill \Box

**Definition 5.7** We define maps

$$\Xi_i : \mathcal{F}^S \to \mathcal{F}, \quad i \in S$$

and

$$\Xi_{i,j} : \{ f \in \mathcal{F}^S | \hat{f} = 0 \text{ q.e. on } K_i \cap K_j \} \to \mathcal{F}, \quad i, j \in S \text{ with } i \rightsquigarrow j$$

by $\Xi_i(f) = g$ and $\Xi_{i,j}(f) = \hat{g}$, where $g$ and $\hat{g}$ are provided in Corollary 5.4 and Lemma 5.6, respectively.
For $i \in S$, let $z^{(i)} = (z_1^{(i)}, \ldots, z_D^{(i)}) \in \mathbb{R}^D$ be defined as $z^{(i)} = \psi_i(1/2, \ldots, 1/2)$, that is, the center of $\psi_i(Q_0)$.

**Definition 5.8** For $i, j \in S$, we define a distance $d(i, j)$ between $i$ and $j$ as $d(i, j) = l\sum_{k=1}^D |z_k^{(i)} - z_k^{(j)}|$. Note that $d(i, j) = 1$ if and only if $i \sim j$.

We recall the following fact, where condition (ND) plays the essential role.

**Proposition 5.9 (cf. [21, Proposition 2.5])** Let $C$ be a $D$-dimensional cube with side length $2/l$ that is a union of some $2^D$ elements of $\mathcal{C}$. We define $T \subset S$ as $T = \{i \in S \mid K_i \subset C\}$. Then, for each $i, j \in T$, there exists a sequence $\{n(k)\}_{k=0}^{\infty}$ of elements of $T$ such that $n(0) = i$, $n(d(i, j)) = j$, and $n(k) \sim n(k+1)$ for $k = 1, 2, \ldots, d(i, j)$.

Now, we prove Proposition 5.1.

**Proof of Proposition 5.1** By induction, it is sufficient to prove that $\mathcal{F} = \mathcal{F}^S$. Take $f \in \mathcal{F}^S$. In order to prove that $f \in \mathcal{F}$, it suffices to show that $\limsup_{\delta \to 0} E_\delta(f) < \infty$.

For $\delta \in (0, 1/l)$, we have

$$ E_\delta(f) = \sum_{i \in S} \sum_{j \in S} E_\delta(f, K_i, K_j) = \sum_{i \in S} E_\delta(f, K_i) + \sum_{i, j \in S, i \neq j, K_i \cap K_j \neq \emptyset} E_\delta(f, K_i, K_j). $$

Since $E_\delta(f, K_i) \lesssim E_\delta(\psi_i^* f) \lesssim \varepsilon(\psi_i^* f)$, we have $\limsup_{\delta \to 0} E_\delta(f, K_i) \lesssim \varepsilon(\psi_i^* f)$.

Therefore, it is sufficient to show that $\limsup_{\delta \to 0} E_\delta(f, K_i, K_j) < \infty$ for $i, j \in S$ such that $i \neq j$ and $K_i \cap K_j \neq \emptyset$. Hereafter, we fix such $i$ and $j$.

We can take a $D$-dimensional cube $C$ with side length $2/l$ such that $C$ is a union of some $2^D$ elements of $\mathcal{C}$ and $K_i \cup K_j \subset C$. Take a subset $T$ of $S$ as in Proposition 5.9. Then, from Proposition 5.9, there exists a sequence $\{n(k)\}_{k=0}^{N}$ in $T$, where $N = d(i, j)$, such that $n(0) = i$, $n(N) = j$, and $n(k) \sim n(k+1)$ for $k = 1, 2, \ldots, N$. We note that $N$ is equal to the number of $\alpha \in \{1, \ldots, D\}$ such that the $\alpha$-th coordinates of the centers of $K_i$ and $K_j$, that is, $z_\alpha^{(i)}$ and $z_\alpha^{(j)}$, are different. In particular, for each $k = 1, \ldots, N$, there exists a unique $\alpha(k) \in \{1, \ldots, D\}$ such that $z_{\alpha(k)}^{(n(k-1))} \neq z_{\alpha(k)}^{(n(k))}$. Then, $z_{\alpha(k)}^{(n(0))} = z_{\alpha(k)}^{(n(1))} = \cdots = z_{\alpha(k)}^{(n(k-1))}$ and $z_{\alpha(k)}^{(n(k))} = z_{\alpha(k)}^{(n(k+1))} = \cdots = z_{\alpha(k)}^{(n(N))}$; there is no leeway to change a fixed coordinate more than once. This in particular implies that $\bigcup_{s=0}^{k-1} K_{n(s)} \subset G_{n(k-1), n(k)}$ and $\bigcup_{s=k}^{N} K_{n(s)} \subset G_{n(k), n(k-1)}$ (see the description before Lemma 5.6 for the definition of $G_{.}$)

Keeping Definition 5.7 in mind, we define $h_k \in \mathcal{F}$, $k = 0, 1, \ldots, N$, inductively by

$$ h_0 = \mathcal{Z}_i(f) \quad \text{and} \quad h_k = \mathcal{Z}_{n(k), n(k-1)} \left(f - \sum_{s=0}^{k-1} h_s\right) \quad \text{for} \quad k = 1, \ldots, N. $$

Based on the above observation, we can prove by mathematical induction that $f - \sum_{s=0}^{k} h_s = 0$ on $\bigcup_{s=0}^{k} K_{n(s)}$ for every $k = 0, 1, \ldots, N$. Denoting $\sum_{s=0}^{N} h_s$ by $h \in \mathcal{F}$, we have $f = h$ on $\bigcup_{s=0}^{N} K_{n(s)}(\supset K_i \cup K_j)$. Therefore,

$$ E_\delta(f, K_i, K_j) = E_\delta(h, K_i, K_j) \leq E_\delta(h) \lesssim \varepsilon(h), $$

which implies that $\limsup_{\delta \to 0} E_\delta(f, K_i, K_j) < \infty$. 

\[ \square \]
For the proof of Proposition 5.23 in the next subsection, we study some properties of functions that are harmonic on subsets of $K$ and other related function spaces. From Definition 5.10 to Lemma 5.14 stated below, $m$ is a fixed natural number and $A$ is a subset of $W_m$.

**Definition 5.10** We define closed subspaces $\mathcal{F}_A^0$ and $\mathcal{H}(A)$ of $\mathcal{F}$ as
\[
\mathcal{F}_A^0 = \{ f \in \mathcal{F} \mid f = 0 \, \mu\text{-a.e. on } K_{W_m \setminus A} \}, \\
\mathcal{H}(A) = \{ h \in \mathcal{F} \mid \mathcal{E}(h) \leq \mathcal{E}(h+g) \text{ for all } g \in \mathcal{F}_A^0 \}.
\]

Note that the inclusion $\mathcal{F}_A^0 \subset \mathcal{F}_D$ does not necessarily hold if $K_A \cap K^d \neq \emptyset$. The following lemma is a variant of Lemmas 3.2 and 4.3 and its proof is omitted.

**Lemma 5.11** (i) For $h \in \mathcal{F}$, $h \in \mathcal{H}(A)$ if and only if $\mathcal{E}(h-g) = 0$ for all $g \in \mathcal{F}_A^0$.

(ii) For any $f \in \mathcal{H}(A)$ and $w \in A$, $\psi_* w f$ belongs to $\mathcal{H}$.

The following is proved as in [16, Lemma 3.5]; we provide a proof for readers’ convenience.

**Lemma 5.12** Suppose that $A \neq W_m$. Then, there exists some constant $c_{5.2} > 0$ (depending on $A$) such that $\| f \|_{L^2(K, \mu)}^2 \leq c_{5.2} \mathcal{E}(f)$ for all $f \in \mathcal{F}_A^0$.

**Proof** Let $f \in \mathcal{F}_A^0$. From Chebyshev’s inequality and (4.1), for $b > 0$,
\[
\mu \left( \left\{ f - \int_K f \, d\mu > b \right\} \right) \leq \frac{1}{b^2} \left\| f - \int_K f \, d\mu \right\|_{L^2(K, \mu)}^2 \leq \frac{c_{4.1}}{b^2} \mathcal{E}(f). \tag{5.4}
\]

Let $a = \mu(K \setminus K_A) > 0$ and $b = (2c_{4.1} \mathcal{E}(f)/a)^{1/2}$. Then, the last term of (5.4) is less than $a$. Since $f = 0$ on $K \setminus K_A$, $\left| \int_K f \, d\mu \right|$ must be less than or equal to $b$. Therefore,
\[
\| f \|_{L^2(K, \mu)}^2 = \left\| f - \int_K f \, d\mu \right\|_{L^2(K, \mu)}^2 + \left| \int_K f \, d\mu \right|^2 \leq c_{4.1} \mathcal{E}(f) + \frac{2c_{4.1}}{a} \mathcal{E}(f). \tag{\textit{\Box}}
\]

**Lemma 5.13** Suppose that $A \neq W_m$. Then, for each $f \in \mathcal{F}$, there exists a unique function $H_A f \in \mathcal{H}(A)$ such that $H_A f = f$ on $K_{W_m \setminus A}$.

**Proof** This is proved by a standard argument. Let $\mathcal{G} = \{ \hat{f} \in \mathcal{F} \mid \hat{f} - f \in \mathcal{F}_A^0 \}$. Take a sequence $\{ \hat{f}_n \}$ from $\mathcal{G}$ such that $\mathcal{E}(\hat{f}_n)$ decreases to $\inf \{ \mathcal{E}(\hat{f}) \mid \hat{f} \in \mathcal{G} \} =: a$ as $n \to \infty$. Then, we have
\[
\| \hat{f}_n \|_{L^2(K, \mu)} \leq \| \hat{f}_n - f \|_{L^2(K, \mu)} + \| f \|_{L^2(K, \mu)} \leq \sqrt{c_{5.2}} \mathcal{E}(\hat{f}_n - f)^{1/2} + \| f \|_{L^2(K, \mu)} \tag{from Lemma 5.12}
\leq \sqrt{c_{5.2}} \{ \mathcal{E}(\hat{f}_n)^{1/2} + \mathcal{E}(f)^{1/2} \} + \| f \|_{L^2(K, \mu)}.
\]

Therefore, $\{ \hat{f}_n \}$ is bounded in $\mathcal{F}$. A weak limit point $\hat{f}_\infty$ of $\{ \hat{f}_n \}$ in $\mathcal{F}$ belongs to $\mathcal{G}$ and attains the infimum of $\inf \{ \mathcal{E}(\hat{f}) \mid \hat{f} \in \mathcal{G} \}$, i.e., $\mathcal{E}(\hat{f}_\infty) = a$ Thus, $\hat{f}_\infty \in \mathcal{H}(A)$ and we can take $\hat{f}_\infty$ as $H_A f$. Uniqueness follows from the strict convexity of $\mathcal{E}(\cdot)$.
More precisely speaking, if another \( f' \) attains the infimum, then \( \hat{f}_\infty - f' \in \mathcal{F}_A^0 \) and Lemma 5.12 implies

\[
c_{5.2}^{-1} || \hat{f}_\infty - f'||^2_{L^2(\mathcal{F}, \mu)} \leq \mathcal{E}(\hat{f}_\infty - f') = 2\mathcal{E}(\hat{f}_\infty) + 2\mathcal{E}(f') - 4\mathcal{E}((\hat{f}_\infty + f')/2) \leq 0.
\]

Therefore, \( f' = \hat{f}_\infty \).

From this lemma, we can define a bounded linear map \( H_A : \mathcal{F} \ni f \mapsto H_A f \in \mathcal{F} \). The following lemma is also proved in a standard manner.

**Lemma 5.14** Suppose that \( A \neq W_m \). Let \( f, f_1, f_2 \in \mathcal{F} \).

(i) If \( f_1 = f_2 \) on \( K_A \), then \( H_A f_1 = H_A f_2 \) on \( K_A \).

(ii) It holds that

\[
\mu\text{-ess inf}_{x \in \mathcal{K}_A} f(x) \leq \mu\text{-ess inf}_{x \in \mathcal{K}_A} H_A f(x) \leq \mu\text{-ess sup}_{x \in \mathcal{K}_A} H_A f(x) \leq \mu\text{-ess sup}_{x \in \mathcal{K}_A} f(x).
\]

**Proof** (i) Since \( f_1 - f_2 = 0 \) on \( K_A \), \( \mathcal{E}^A(f_1 - f_2) = 0 \). Therefore, \( f_1 - f_2 \) is the minimizer of \( \inf \{ \mathcal{E}(\hat{f}) | \hat{f} - (f_1 - f_2) \in \mathcal{F}_A^0 \} \). This implies that \( H_A(f_1 - f_2) = f_1 - f_2 \).

From the linearity of \( H_A, H_A f_1 - H_A f_2 = 0 \) on \( K_A \).

(ii) Suppose that \( f \leq b \mu\text{-a.e.} \) on \( \mathcal{K}_A \) for \( b \in \mathbb{R} \). Let \( \hat{f} = f \wedge b \in \mathcal{F} \). Since \( f = \hat{f} \) on \( K_A, H_A \hat{f} = H_A f \) on \( \mathcal{K}_A \) from (i). Since \( H_A \hat{f} - \hat{f} \in \mathcal{F}_A^0, b - \hat{f} \in \mathcal{F} \), and \( b - \hat{f} \geq 0 \), we have \((H_A \hat{f}) \wedge b - \hat{f} = (H_A \hat{f} - \hat{f}) \wedge (b - \hat{f}) \in \mathcal{F}_A^0 \). Moreover, we have \( \mathcal{E}( (H_A \hat{f}) \wedge b) \leq \mathcal{E}(H_A \hat{f}) \) by the Markov property of \( (\mathcal{E}, \mathcal{F}) \). Thus, \((H_A \hat{f}) \wedge b = H_A \hat{f} \), which implies that \( H_A \hat{f} \leq b \). Therefore, \( H_A f = H_A \hat{f} \leq b \) on \( K_A \). This implies the last inequality. By considering \( -f \) in place of \( f \), we obtain the first inequality. The second inequality is evident.

Hereafter, in most cases, we use the map \( H_A \) for \( A = \mathcal{M}_2(w) \) with \( w \in \mathcal{W} \). (See Definition 4.17 for the definition of \( \mathcal{M}_2(w) \).)

**Definition 5.15** For \( i \in \{1, \ldots , D\} \) and \( j \in \{0, 1\} \), we define

\[
K_{i,j}^\vartheta = \{ x = (x_1, \ldots , x_D) \in \mathcal{K} | x_i = j \}.
\]

A subset \( \mathcal{F}_H \) of \( \mathcal{F} \) including \( \mathcal{F}_D \) is defined as

\[
\mathcal{F}_H = \{ f \in \mathcal{F} | \hat{f} = 0 \text{ q.e. on } K_{i,j}^\vartheta \text{ for some } i \in \{1, \ldots , D\} \text{ and some } j \in \{0, 1\} \}.
\]

We note that \( \bigcup_{j=0}^1 \bigcup_{i=1}^D K_{i,j}^\vartheta = K^\vartheta \).

**Lemma 5.16** There exists some constant \( c_{5.3} > 0 \) such that

\[
\| f \|_{L^2(\mathcal{F}, \mu)}^2 \leq c_{5.3} \mathcal{E}(f)
\]

for all \( f \in \mathcal{F}_H \).

**Proof** From (4.12), it suffices to consider the case when \( \hat{f} = 0 \text{ q.e. on } K_{i,1}^\vartheta \). Let us recall the folding map \( \varphi \) in Definition 5.2. Let \( K' = \{ x = (x_1, \ldots , x_D) \in \mathcal{K} | x_1 \leq 1/\ell \} \). From Lemma 5.6, the function \( g \) defined as \( g(x) = f(I \cdot \varphi(x)) \cdot 1_{K'}(x) \) belongs to \( \mathcal{F} \). Then, it holds that \( \| g \|_{L^2(\mathcal{F}, \mu)}^2 \leq c_{5.2} \mathcal{E}(g) \) from Lemma 5.12. Since \( \| g \|_{L^2(\mathcal{F}, \mu)}^2 = c_{5.4} \| f \|_{L^2(\mathcal{F}, \mu)}^2 \) and \( \mathcal{E}(g) = c_{5.5} \mathcal{E}(f) \) for some positive constants \( c_{5.4} \) and \( c_{5.5} \) that are independent of \( f \), we complete the proof. \( \square \)
Definition 5.17 Let \( A \subseteq W_m \) and \( A' \subseteq W_{m'} \) for \( m, m' \in \mathbb{Z}_+ \). We say that \( K_A \) and \( K_{A'} \) have the same shape and write \( K_A \sim K_{A'} \) if there exists a similitude \( \xi(x) = l^{m-m'}x + b \) with some \( b \in (l^{-m'}\mathbb{Z})^D \) such that \( \xi(K_A) = K_{A'} \) and \( \xi(K_A \cap K^\partial) = K_{A'} \cap K^\partial \).

It is evident that \( \sim \) is an equivalence relation on the set \( \{ K_A \mid A \subseteq W_m \text{ for some } m \in \mathbb{Z}_+ \} \).

The following Lemmas 5.18–5.21 are used only to prove Proposition 5.22 stated below.

Lemma 5.18 There exists a positive constant \( c_{5.6} \) such that for any \( w \in W_* \) and \( f \in \mathcal{F}_{\mathcal{A}_3(w)} \cap \mathcal{F}_D \),

\[
\| f \|_{L^2(K, \mu)}^2 = \int_{K_{\mathcal{A}_3(w)}} f^2 \, d\mu \leq c_{5.6} (r/M)^{|w|} \mathcal{E}^{w, \mathcal{A}_3(w)}(f) = c_{5.6} (r/M)^{|w|} \mathcal{E}(f).
\]

Proof It is sufficient to prove the inequality in the equation described above. Let \( \hat{w} \in W_* \) and \( \hat{f} \in \mathcal{F}_{\mathcal{A}_3(\hat{w})} \cap \mathcal{F}_D \). Then, from Lemma 5.16,

\[
\int_{K_{\mathcal{A}_3(\hat{w})}} \hat{f}^2 \, d\mu \leq c_{5.3} \mathcal{E}(\hat{f}) = c_{5.3} \mathcal{E}^{w, \mathcal{A}_3(\hat{w})}(\hat{f}).
\]

Next, let \( w \in W_* \), \( f \in \mathcal{F}_{\mathcal{A}_3(w)} \cap \mathcal{F}_D \), and suppose that \( K_{\mathcal{A}_3(\hat{w})} \sim K_{\mathcal{A}_3(w)} \). We take a similitude \( \xi \) as in Definition 5.17 such that \( \xi(K_{\mathcal{A}_3(\hat{w})}) = K_{\mathcal{A}_3(w)} \) and \( \xi(K_{\mathcal{A}_3(\hat{w})} \cap K^\partial) = K_{\mathcal{A}_3(w)} \cap K^\partial \), and define

\[
\hat{f}(x) = \begin{cases} f(\xi(x)) & \text{if } x \in K_{\mathcal{A}_3(\hat{w})}, \\ 0 & \text{otherwise}. \end{cases}
\]

Then, \( \hat{f} \in \mathcal{F}_{\mathcal{A}_3(\hat{w})} \cap \mathcal{F}_D \) from Proposition 5.1 and

\[
\int_{K_{\mathcal{A}_3(w)}} \hat{f}^2 \, d\mu = M^{|\hat{w}| - |w|} \int_{K_{\mathcal{A}_3(\hat{w})}} \hat{f}^2 \, d\mu 
\leq c_{5.3} M^{|\hat{w}| - |w|} \mathcal{E}^{w, \mathcal{A}_3(\hat{w})}(\hat{f}) \quad \text{(from (5.5))}
\leq c_{5.3} M^{|\hat{w}| - |w|} \mathcal{E}^{w, \mathcal{A}_3(\hat{w})}(f) \quad \text{(from (5.2))}
\leq c_{5.3} (M/r)^{|\hat{w}|} (r/M)^{|w|} \mathcal{E}^{w, \mathcal{A}_3(w)}(f).
\]

Since the number of the equivalent classes of \( \{ K_{\mathcal{A}_3(w)} \mid w \in W_* \} \) with respect to \( \sim \) is finite, we obtain the assertion. \( \square \)

Lemma 5.19 There exists a positive constant \( c_{5.7} \) such that for any \( f \in \mathcal{F} \) and \( w \in W_* \) with \( K_{\mathcal{A}_3(w)} \cap K^\partial = \emptyset \), it holds that

\[
\mathcal{E}^{w, \mathcal{A}_3(w)}(H_{\mathcal{A}_3(w)} f) \leq \mathcal{E}^{w, \mathcal{A}_3(w)}(f)
\]

and

\[
\left( \int_{K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)} f)^2 \, d\mu \right)^{1/2} \leq c_{5.7} \left( (r/M)^{|w|} \mathcal{E}^{w, \mathcal{A}_3(w)}(f) \right)^{1/2} + \left( \int_{K_{\mathcal{A}_3(w)}} f^2 \, d\mu \right)^{1/2}.
\]
Proof Equation (5.6) is evident. We prove (5.7). Since $H_{\mathcal{A}_3(w)} f - f \in \mathcal{F}_0 \cap \mathcal{F}_D$, from Lemma 5.18,

$$
\left( \int_{K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)} f)^2 \, d\mu \right)^{1/2} - \left( \int_{K_{\mathcal{A}_3(w)}} f^2 \, d\mu \right)^{1/2} 
\leq \left( \int_{K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)} f - f)^2 \, d\mu \right)^{1/2} 
\leq (c_{5.6} (r/M)^{w} E_{\mathcal{A}_3(w)} (H_{\mathcal{A}_3(w)} f - f))^{1/2} 
\leq 2 (c_{5.6} (r/M)^{w} E_{\mathcal{A}_3(w)} (f))^{1/2}.
$$

Here, we used (5.6) in the last inequality. \hfill \Box

Lemma 5.20 There exists a positive constant $c_{5.8}$ such that for any $f \in \mathcal{F}$ and $w \in W_s$ with $K_{\mathcal{A}_3(w)} \cap K^D = \emptyset$,

$$
\int_{K_{\mathcal{A}_3(w)}} \left| f(x) - \frac{1}{|K_w|} \int_{K_w} f \, d\mu \right|^2 \mu(dx) \leq c_{5.8} (r/M)^{w} E_{\mathcal{A}_3(w)} (f). \tag{5.8}
$$

Proof Let $m = |w|$. We write $\mathcal{A}_3(w) = \{v_1, \ldots, v_s\}$. Here, $s$ is the cardinality of $\mathcal{A}_3(w)$, which does not exceed $7D$. From the assumption of the nondiagonality of $K$, we can renumber the indices such that the following hold:

- $v_1 = w$;
- for any $i \geq 2$, there exists $j < i$ such that $v_i \not\leftrightarrow_m v_j$.

First, we prove by mathematical induction that

$$
\int_{K_{v_i}} \left| f(x) - \frac{1}{|K_w|} \int_{K_w} f \, d\mu \right|^2 \mu(dx) \leq c_i (r/M)^{m} E_{\mathcal{A}_3(w)} (f) \tag{5.9}
$$

for $i = 1, \ldots, s$ with $c_i = (\sqrt{c_{4.1}} + 2(i - 1)\sqrt{c_{5.3}})^2$. When $i = 1$, we have

$$
\text{LHS of (5.9)} = M^{-m} \int_K |\psi^w_{v_1} f(x) - \int_K \psi^w_{v_1} f \, d\mu|^2 \mu(dx) 
\leq c_{4.1} M^{-m} E_{\mathcal{A}_3(w)} (\psi^w_{v_1} f) = c_{4.1} M^{-m} \mu^m E_{\mathcal{A}_3(w)} (f) \quad (\text{from (4.1) and (5.2)}) 
\leq c_{4.1} (r/M)^m E_{\mathcal{A}_3(w)} (f).
$$

Therefore, (5.9) holds for $i = 1$. Supposing (5.9) holds for $i = 1, \ldots, k$ with $k < s$, we prove (5.9) for $i = k + 1$. Take $j$ such that $j \leq k$ and $v_{k+1} \not\leftrightarrow_m v_j$. Let $\Gamma: \mathbb{R}^D \to \mathbb{R}^D$ be the reflection map with respect to the $(D - 1)$-dimensional hyperplane containing
\( K_{v_{k+1}} \cap K_{v_j} \). Define a function \( \hat{f} \) on \( K_{v_{k+1}} \) as \( \hat{f}(x) = f(\Gamma(x)) \). Then,

\[
\left( \int_{K_{v_{k+1}}} \left| f(x) - \frac{\hat{f}}{\mu} \right|^2 \mu(dx) \right)^{1/2} \\
\leq \left( \int_{K_{v_{k+1}}} \left| \hat{f} - \frac{\hat{f}}{\mu} \right|^2 \mu(dx) \right)^{1/2} + \left( \int_{K_{v_{k+1}}} \left| f(x) - \hat{f}(x) \right|^2 \mu(dx) \right)^{1/2} \\
= \left( \int_{K_{v_j}} \left| f(x) - \frac{\hat{f}}{\mu} \right|^2 \mu(dx) \right)^{1/2} + M^{-m/2} \| \psi_{v_{k+1}}(f - \hat{f}) \|_{L^2(K, \mu)},
\]

since \( (\Gamma|_{K_{v_{k+1}}})_* (\mu|_{K_{v_{k+1}}}) = \mu|_{K_{v_j}} \). The first term is dominated by \( (c_j(r/M)^m \mathcal{E}_{v_{k+1}}^S(f))^{1/2} \) from the induction hypothesis. Since \( \psi_{v_{k+1}}^*(f - \hat{f}) \) belongs to \( \mathcal{F}_H \), from Lemma 5.16, the second term is dominated by

\[
M^{-m/2} \sqrt{c_{5.3} \mathcal{E} (\psi_{v_{k+1}}^*(f - \hat{f}))} \leq \sqrt{c_{5.3}} M^{-m/2} (\mathcal{E} (\psi_{v_{k+1}}^* f)^{1/2} + \mathcal{E} (\psi_{v_{k+1}}^* \hat{f})^{1/2}) \\
= \sqrt{c_{5.3}} M^{-m/2} (\mathcal{E} (\psi_{v_{k+1}}^* f)^{1/2} + \mathcal{E} (\psi_{v_j}^* f)^{1/2}) \\
= \sqrt{c_{5.3}} M^{-m/2} \left( m/2 \mathcal{E}(v_{k+1}) (f) + m/2 \mathcal{E}(v_j) (f) \right)^{1/2} \\
\leq 2 \sqrt{c_{5.3}} (r/M)^{m/2} \mathcal{E}_{v_{k+1}}^S(f)^{1/2}.
\]

Therefore,

\[
\int_{K_{v_{k+1}}} \left| f(x) - \frac{\hat{f}}{\mu} \right|^2 \mu(dx) \leq (\sqrt{c_j} + 2 \sqrt{c_{5.3}})^2 (r/M)^m \mathcal{E}_{v_{k+1}}^S(f) \\
= c_{j+1}(r/M)^m \mathcal{E}_{v_{k+1}}^S(f) \leq c_{k+1}(r/M)^m \mathcal{E}_{v_{k+1}}^S(f);
\]

thus (5.9) holds for \( i = k + 1 \).

Now, by summing up (5.9) for \( i = 1, \ldots, s \), we obtain (5.8) with \( c_{5.8} = \sum_{i=1}^{2d} (\sqrt{c_{4.1}} + 2(i-1) \sqrt{c_{5.3}})^2 ) \).

**Lemma 5.21** There exists a constant \( c_{5.9} > 0 \) such that for any \( w \in W_s \) with \( K_{v_{j_2}} \cap K^\delta = \emptyset \) and \( h \in \mathcal{H} (A_j^S(w)) \) with \( h \geq 0 \) \( \mu \)-a.e., the following inequalities hold:

\[
\mu \text{-ess sup}_{x \in K_{v_{j_2}}} h(x) \leq c_{5.9} \mu \text{-ess inf}_{x \in K_{v_{j_2}}} h(x) \\
\leq c_{5.9} \left( \frac{\hat{h}}{\mu} \right)^{1/2} \leq c_{5.9} \left( M^{\mu} \int_{K_{v_{j_2}}} h^2 d\mu \right)^{1/2}.
\]

**Proof** The first inequality follows from the elliptic Harnack inequality; this is implied by the parabolic Harnack inequality, which is equivalent to (4.13) in our context. See, e.g., [4], [3], [12, Theorem 4.6.5], and [19, Proposition 2.9] for further details. The remaining inequalities are evident. \( \square \)
Proposition 5.22 There exists a constant $c_{5.10} > 0$ such that for any $w \in W_+$ with $K_{\mathcal{A}_3(w)} \cap K^d = \emptyset$ and $h \in \mathcal{H}(\mathcal{A}_3(w))$ with $\int_{K_w} h \, d\mu = 0$,

$$\mu\text{-ess sup}_{x \in K_{\mathcal{A}_3(w)}} |h(x)| \leq c_{5.10} \left( r^{\left| w \right|} |\mathcal{E}_{\mathcal{A}_3(w)}(h)\right)^{1/2}.$$

Proof Let $w \in W_+$ and $h \in \mathcal{H}(\mathcal{A}_3(w))$ as stated above. We define $h_1 = h \vee 0$ and $h_2 = (-h) \vee 0$. Since $h = H_{\mathcal{A}_3(w)}h_1 - H_{\mathcal{A}_3(w)}h_2$ and $H_{\mathcal{A}_3(w)}h_j \geq 0$ on $K$ for $j = 1, 2$ from Lemma 5.14, we have

$$\mu\text{-ess sup}_{x \in K_{\mathcal{A}_3(w)}} |h(x)| \leq \mu\text{-ess sup}_{x \in K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)}h_1)(x) + \mu\text{-ess sup}_{x \in K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)}h_2)(x)$$

$$\leq \sum_{j=1}^{2} c_{5.9} \left( M^{\left| w \right|} \int_{K_{\mathcal{A}_3(w)}} (H_{\mathcal{A}_3(w)}h_j)^2 \, d\mu \right)^{1/2} \quad \text{(from Lemma 5.21)}$$

$$\leq \sum_{j=1}^{2} c_{5.11} \left\{ (r^{\left| w \right|} |\mathcal{E}_{\mathcal{A}_3(w)}(h_j)|)^{1/2} + \left( M^{\left| w \right|} \int_{K_{\mathcal{A}_3(w)}} h_j^2 \, d\mu \right)^{1/2} \right\} \quad \text{(from Lemma 5.19)}$$

$$\leq 2c_{5.11} \left\{ (r^{\left| w \right|} |\mathcal{E}_{\mathcal{A}_3(w)}(h)|)^{1/2} + \left( M^{\left| w \right|} \int_{K_{\mathcal{A}_3(w)}} h^2 \, d\mu \right)^{1/2} \right\}$$

$$\leq 2c_{5.11} \left\{ (r^{\left| w \right|} |\mathcal{E}_{\mathcal{A}_3(w)}(h)|)^{1/2} + (c_{5.8}r^{\left| w \right|} |\mathcal{E}_{\mathcal{A}_3(w)}(h)|)^{1/2} \right\}.$$

Here, the last inequality follows from the assumption $\int_{K_w} h \, d\mu = 0$ and Lemma 5.20. This completes the proof. 

5.2 Proof of Propositions 4.15 and 4.18

The ideas of the proof are based on [16, 19]. First, we prove Proposition 4.18. By taking (5.3) into consideration, it is sufficient to prove the following.

Proposition 5.23 Under the same assumptions as those of Proposition 4.18, with (4.25) replaced by

$$\sup_{n} r^{\left| w_n \right|} |\mathcal{E}_{\mathcal{A}_3(w_n)}(h_n)| < \infty,$$

the same conclusion of Proposition 4.18 holds.

Proof Let us recall the concept of “same shape” in Definition 5.17. Since there are only finite kinds of shapes of $K_{\mathcal{A}_3(w)} (w \in W_+)$, that is, the cardinality of $\{ K_{\mathcal{A}_3(w)} | w \in W_+ \} / \sim$ is finite, we may assume that all $K_{\mathcal{A}_3(w_n)}, n \in \mathbb{N}$, are of the same shape by taking a suitable subsequence.

We let $u = w_1$. Take $g \in \mathcal{F}^0_{\mathcal{A}_3(u)} \cap C(K)$ such that $0 \leq g \leq 1$ on $K$ and $g = 1$ on $K_{\mathcal{A}_3(u)}$. Let $c_{5.12} = \max \{ |\mathcal{E}_v|^{1/2} | v \in \mathcal{A}_3(u) \}$.

Let $n \in \mathbb{N}$, and take a similitude $\xi_n$ on $\mathbb{R}^D$ as in Definition 5.17 such that $\xi_n(K_{\mathcal{A}_3(u)}) = K_{\mathcal{A}_3(w_n)}$. Set

$$f_n(x) = \begin{cases} g(x)h_n(\xi_n(x)) & \text{if } x \in K_{\mathcal{A}_3(u)}, \\ 0 & \text{otherwise.} \end{cases}$$
Then, \( f_n \in P_{01}(\mu) \) since \( h_n \) is bounded on \( K_{\nu_1}(w_n) \) from Proposition 5.22. We have

\[
\mathcal{E}(f_n)^{1/2} = \left( \sum_{V \in A_2(u)} r^{-|u|/2} \mathcal{E}(\nu_{\psi}^* f_n) \right)^{1/2} \leq \sum_{V \in A_2(u)} r^{-|u|/2} \mathcal{E}(\psi_{\nu}^* f_n)^{1/2}
\]

\[
\leq r^{-|u|/2} \sum_{V \in A_2(u)} \left\{ \mathcal{E}(\psi_{\nu}^* g)^{1/2} \| \psi_{\nu}^*(h_n \circ \xi_n) \|_{L^\infty(K, \mu)} + \mathcal{E}(\psi_{\nu}^*(h_n \circ \xi_n))^{1/2} \| \psi_{\nu} g \|_{L^\infty(K, \mu)} \right\} \quad \text{(from Proposition 2.1)}
\]

\[
\leq r^{-|u|/2} \sum_{V \in A_2(u)} \left\{ \mathcal{E}(\psi_{\nu}^* g)^{1/2} \mu-ess \sup_{x \in \mathcal{D}(\nu_1)} |h_n(x)| + \mathcal{E}(\psi_{\nu}^*(h_n \circ \xi_n))^{1/2} \right\}
\]

\[
\leq r^{-|u|/2} \sum_{V \in A_2(u)} \left\{ c_{5.12} c_{5.10} (r^{[w_n]} \mathcal{E}_{\mu}^{\mathcal{A}_{\nu}^{\mathcal{D}}}(w_n)(h_n))^{1/2} + (r^{[w_n]} \mathcal{E}^{\mathcal{D}}(v')(h_n))^{1/2} \right\}
\]

\[
\left( \text{from Proposition 5.22, and } v' \text{ denotes a unique element of } \mathcal{A}_2(w_n) \text{ such that } K_v = \xi_n(K_v) \right)
\]

\[
\leq c_{5.13} r^{-|u|/2} (r^{[w_n]} \mathcal{E}_{\mu}^{\mathcal{A}_{\nu}^{\mathcal{D}}}(w_n)(h_n))^{1/2}
\]

and

\[
|f_n|^2_{L^\infty(K, \mu)} \leq \mu-ess \sup_{x \in \mathcal{D}(\nu_1)} |h_n(x)|^2 \leq c^2_{5.10} r^{[w_n]} \mathcal{E}_{\mu}^{\mathcal{A}_{\nu}^{\mathcal{D}}}(w_n)(h_n) \quad \text{(from Proposition 5.22)}
\]

Therefore, \( \{ f_n \}_{n=1}^\infty \) is bounded both in \( \mathcal{F} \) and in \( L^\infty(K, \mu) \) under assumption (5.10).

We can take a suitable subsequence of \( \{ f_n \}_{n=1}^\infty \), denoted by the same notation, converging to some \( f_\infty \) weakly in \( \mathcal{F} \). It is evident that \( f_\infty \in P_{01}(\mu) \cap L^\infty(K, \mu) \). Since \( f_\infty = h_n \circ \xi_n \) on \( K_{\nu_1}(u) \), it holds that \( f_n \in \mathcal{H}(\mathcal{A}_1(u)) \) for all \( n \). This implies that \( f_\infty \in \mathcal{H}(\mathcal{A}_1(u)) \).

We define \( \hat{f}_n = f_n - f_\infty \) for \( n \in \mathbb{N} \). Then, \( \hat{f}_n \in \mathcal{H}(\mathcal{A}_1(u)) \cap L^\infty(K, \mu) \) and \( \hat{f}_n \to 0 \) weakly in \( \mathcal{F} \). Since \( \mathcal{F} \) is compactly imbedded in \( L^2(K, \mu) \), which is equivalent to the statement that the resolvent operators are compact ones on \( L^2(K, \mu) \), \( \hat{f}_n \to 0 \) strongly in \( L^2(K, \mu) \). Proposition 2.1 implies that

\[
\mathcal{E}(f_\infty^2)^{1/2} \leq 2 \mathcal{E}(f_\infty)^{1/2} \| f_\infty \|_{L^\infty(K, \mu)}
\]

and

\[
\mathcal{E}(f_nf_\infty)^{1/2} \leq \mathcal{E}(f_n)^{1/2} \| f_\infty \|_{L^\infty(K, \mu)} + \mathcal{E}(f_\infty)^{1/2} \| f_n \|_{L^\infty(K, \mu)},
\]

which are both bounded in \( n \). Then, \( \{ \hat{f}_n^2 \}_{n=1}^\infty \) is also bounded in \( \mathcal{F} \) since

\[
\mathcal{E}(\hat{f}_n^2)^{1/2} \leq \mathcal{E}(f_n^2)^{1/2} + 2 \mathcal{E}(f_nf_\infty)^{1/2} + \mathcal{E}(f_\infty^2)^{1/2}.
\]

By taking a subsequence if necessary, we may assume that \( \{ \hat{f}_n^2 \}_{n=1}^\infty \) converges weakly in \( \mathcal{F} \). This implies that \( \{ \hat{f}_n^2 \}_{n=1}^\infty \) converges in \( L^2(K, \mu) \) from the same reason as described above. Then, the limit function has to be 0.

Now, we take \( \hat{g} \in P_{01}(\mathcal{A}_1(u)) \cap C(K) \) such that \( 0 \leq \hat{g} \leq 1 \) on \( K \) and \( \hat{g} = 1 \) on \( K_{\nu_1} \). Then, since \( \hat{f}_n \hat{g} \in P_{01}(\mathcal{A}_1(u)) \),

\[
0 = 2 \mathcal{E}(\hat{f}_n, \hat{f}_n \hat{g}) = \mathcal{E}(\hat{f}_n^2, \hat{g}) + \int_K \hat{g} \hat{d}v_{\hat{f}_n},
\]
where the second equality follows from the characterization of the energy measure \( \nu_f \). From the above argument, \( \mathcal{E}(f^2, \nu_f) \to 0 \) as \( n \to \infty \). We also have

\[
\int_{K} \hat{v} d\nu_f = \sum_{v \in \mathcal{H}_T(u)} r^{-|v|} \int_{K} \psi_v^c \hat{v} d\nu_{c_f^n} \quad \text{(from Lemma 4.4 (ii))}
\]

\[
\geq r^{-|v|} \int_{K} \psi_v^c \hat{v} d\nu_{c_f^n} = r^{-|v|} \nu_{c_f^n}(K) = 2r^{-|v|} \mathcal{E}(\psi_{c_f^n}^c).
\]

Combining these relations, we obtain that \( \limsup_{n \to \infty} \mathcal{E}(\psi_{c_f^n}^c) \leq 0 \), in other words, \( \lim_{n \to \infty} \mathcal{E}(\psi_{c_f^n}^c) = 0 \). Therefore, \( \psi_{c_f^n}^c \to 0 \) in \( \mathcal{F} \) since \( f \to 0 \) in \( L^2(K, \mu) \). This implies that \( \psi_{c_f^n}^c \to \psi_{c_f}^c \) in \( \mathcal{F} \) as \( n \to \infty \), which completes the proof. \( \square \)

Next, we proceed to prove Proposition 4.15. Let \( I \subset S \) be defined by

\[ I = \{ i \in S | K_i \subset \{(x_1, \ldots, x_D) \in \mathbb{R}^D | x_D \leq 1/l \} \}. \]

For \( n \in \mathbb{N} \), we denote the direct product of \( n \) copies of \( I \) by \( I_n \), which is regarded as a subset of \( W_n \). Note that \( K_i \supset K_j \supset K_j \supset \cdots \) and \( \bigcap_{n=1}^\infty K_i = K^D_{D,0} \) (see Definition 5.15). We define

\[ \mathcal{H}(w; a) = \left\{ f \in \mathcal{H}(\mathcal{N}_3(w)) \left| \int_{K_n} f d\mu = 0, \upsilon_{I_n} \mathcal{E}(\mathcal{N}_3(w)) \leq a \right. \right\} \]

for \( w \in \bigcup_{n=2}^\infty I_n \) and \( a > 0 \), and

\[ \mathcal{H} = \text{the closure of } \left\{ \psi_{c_f^n}^c \left| w \in \bigcup_{n=2}^\infty I_n, f \in \mathcal{H}(w; 1) \right. \right\} \text{ in } \mathcal{F}. \]

**Remark 5.24** Since \( l \geq 3 \), for any \( w \in \bigcup_{n=2}^\infty I_n \), it holds that \( K_{\mathcal{N}_3(w)} \cap K_{D,1} = \emptyset \). Moreover, for each \( i = 1, \ldots, D - 1 \), there exists \( j \in \{0, 1\} \) such that \( K_{\mathcal{N}_3(w)} \cap K_{i,j} = \emptyset \).

**Lemma 5.25** The set \( \mathcal{H} \) is a compact subset in \( \mathcal{F} \).

**Proof** We fix \( u \in W_2 \) such that \( K_{\mathcal{N}_1(u)} \cap K^D = \emptyset \). As in Definition 5.2, we define a folding map \( \phi: [0, 1]^D \to [0, 1/l^2]^D \) as

\[ \phi(x_1, \ldots, x_D) = (\phi(x_1), \ldots, \phi(x_D)), \quad (x_1, \ldots, x_D) \in [0, 1]^D, \]

where \( \phi: \mathbb{R} \to \mathbb{R} \) is a periodic function with period \( 2/l^2 \) such that \( \phi(t) = |t| \) for \( t \in [-1/l^2, 1/l^2] \). Let \( \psi_u: K \to K_u \subset K \) be defined as

\[ \psi_u(x) = (\phi(x) \mid_{K_u})^{-1}(\phi(x)), \quad x \in K. \]

This is the folding map based on \( K_u \). For \( f \in \mathcal{F} \), define \( f_u(x) = f(\psi_u^{-1}(\phi_u(x))) \) for \( x \in K \). Then, \( f_u \in \mathcal{F} W_2 = \mathcal{F} \) from Proposition 5.1. Now, let \( w \in I_n \) with \( n \geq 2 \) and \( f \in \mathcal{H}(w; 1) \). Let \( \mathcal{N}_3,u(w) \) denote a subset of \( W_{n+2} \) such that \( K_{\mathcal{N}_3,u(w)} \) is the connected component of \( \psi_u^{-1}(\psi_u(K_{\mathcal{N}_3,u(w)})) \) that includes \( K_u \) (see Fig. 3). Set \( K_{\mathcal{N}_3,u(w)} \) is described as a union of \( (2^D) \) sets that are isometric to \( \psi_u(K_{\mathcal{N}_3,u(w)}) \). Moreover, \( K_{\mathcal{N}_3,u(w)} \supset K_{\mathcal{N}_3,u,w}, K_{\mathcal{N}_3,u,w} \cap K^D = \emptyset \) and \( f_u \in \mathcal{H}(\mathcal{N}_3,u,w) \). In particular,
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Fig. 4 Illustration of $K_{J_m}$ for $m = 2$

To complete the proof, (We note that Proposition 5.23 cannot be applied directly to the left-hand side of (5.11), since $K_{J_{w}} \cap K^{D} = \emptyset$ does not necessarily hold.)

The following claim is stated in [19] without an explicit proof. We provide the proof for completeness.

Lemma 5.26 Let $f \in \mathcal{F}$. If $\delta_{w}^{m} \mid_{m} (f) = 0$ for all $m \in \mathbb{N}$, then $f$ is constant $\mu$-a.e.

Proof Let $S' \subset S$ be defined by $S' = \{ i \in S \mid \lambda_{i} \subset \{ x_{1}, \ldots, x_{D} \} \in \mathbb{R}^{D} \mid x_{D} \leq 1 - 1/l \}$. For $m \geq 2$, let $J_{m} := W_{m} \setminus (I_{m+1} \cdot S') \subset W_{m} \setminus I_{m}$ (see Fig. 4). Then, $J_{m}$ is connected in the following sense: For any $v, w \in J_{m}$, there exists a sequence $w_0, w_1, \ldots, w_k$ in $J_{m}$ for some $k$ such that $w_0 = v$, $w_k = w$, and $w_j \sim w_{j+1}$ for all $j = 0, 1, \ldots, k-1$.

This is confirmed by the assumptions of connectedness, nondiagonality, and borders inclusion on $K$ (see Section 4.3). Since $f$ is constant on $K_{w}$ for each $w \in J_{m}$, the connectedness of $J_{m}$ implies that $f$ is constant on $K_{J_{m}}$. Since $K \setminus \bigcup_{m=2}^{\infty} K_{J_{m}} = K_{D,0}$ and $\mu(K_{D,0}) = 0$, we conclude that $f$ is constant $\mu$-a.e. 

The following proposition states that the energy measures of a class of functions do not concentrate near the boundary uniformly in some sense, which is the key proposition to prove Proposition 4.15.
Proposition 5.27 There exist $c_0 \in (0, 1)$ and $m \in \mathbb{N}$ such that for all $n \in \mathbb{Z}_+$ and $h \in \mathcal{H}(I_n)$, \[ \mathcal{E}^{I_{n+m}}(h) \leq c_0 \mathcal{E}^I(h). \]

Proof: We define $C := \sup_{n \in \mathbb{Z}_+} \max_{w \in I_{n+2}} \# \mathcal{N}_3(w) \leq 7^D$. Let $n \in \mathbb{Z}_+$ and $w \in I_{n+2}$.

Let $\delta = 1/(4C^2)$. We define $\mathcal{H}^\delta = \{ f \in \mathcal{H} \mid \mathcal{E}(f) \geq \delta \}$. From Lemma 5.26, for each $f \in \mathcal{H}^\delta$, there exist $m(f) \in \mathbb{N}$ and $a(f) \in (0, 1)$ such that $\mathcal{E}^{I_{n+m}}(f) < a(f) \mathcal{E}(f)$ for all $m \geq m(f)$. By continuity, $\mathcal{E}^{I_{m'}}(g) < a(f) \mathcal{E}(g)$ for all $m \geq m(f)$ for any $g$ in some neighborhood of $f$ in $\mathcal{F}$. Since $\mathcal{H}^\delta$ is compact in $\mathcal{F}$ from Lemma 5.25, there exist $m' \in \mathbb{N}$ and $a' \in (0, 1)$ such that $\mathcal{E}^{I_{m'}}(f) < a' \mathcal{E}(f)$ for every $f \in \mathcal{H}^\delta$. Then,

\[ \mathcal{E}(f) < a \mathcal{E}^{I_{m'}}(f) \quad \text{for all } f \in \mathcal{H}^\delta \]  

with $a = (1 - a')^{-1} > 1$.

Now, consider $n$ and $h$ in the claim of the proposition. We note that $h \in \mathcal{H}(\mathcal{N}_3(w))$ for any $w \in I_{n+2}$ since $\mathcal{N}_3(w) \subset I_n \cdot W_2$. We construct an oriented graph as follows: The vertex set is $I_{n+2}$ and the set $E$ of oriented edges is defined as

\[ E = \left\{ (v, w) \in I_{n+2} \times I_{n+2} \mid v \in \mathcal{N}_3(w), \mathcal{E}^{\{w\}}(h) > 0, \text{ and } \mathcal{E}^{\{w\}}(h) \geq 2C \mathcal{E}^{\{v\}}(h) \right\}. \]

This graph does not have any loops. Let $Y$ be the set of all elements $w$ in $I_{n+2}$ such that $\mathcal{E}^{\{w\}}(h) > 0$ and $w$ is not a source of any edges. For $w \in Y$, we define

\[ N_0(w) = \{ w \}, \quad N_k(w) = \left\{ v \in I_{n+2} \setminus \bigcup_{j=0}^{k-1} N_j(w) \mid (v, u) \in E \text{ for some } u \in N_{k-1}(w) \right\} \]

for $k = 1, 2, 3, \ldots$ inductively, and $N(w) = \bigcup_{k \geq 0} N_k(w)$. It is evident that

\[ I_{n+2} = \bigcup_{w \in Y} N(w) \cup \{ w \in I_{n+2} \mid \mathcal{E}^{\{w\}}(h) = 0 \} \quad (5.13) \]

and that for all $k \in \mathbb{Z}_+$, $\# N_k(w) \leq C^k$ and $\mathcal{E}^{\{v\}}(h) \leq (2C)^{-k} \mathcal{E}^{\{w\}}(h)$ for $v \in N_k(w)$. Then, for each $w \in Y$,

\[ \mathcal{E}^{N(w)}(h) = \sum_{k=0}^{\infty} \sum_{v \in N_k(w)} \mathcal{E}^{\{v\}}(h) \leq \sum_{k=0}^{\infty} C^k (2C)^{-k} \mathcal{E}^{\{w\}}(h) = 2 \mathcal{E}^{\{w\}}(h). \]  

(5.14)

Suppose $w \in Y$ and $\mathcal{E}^{\{w\}}(h) \geq \delta \mathcal{E}^{\mathcal{N}_3(w)}(h)$. Then, since

\[ \psi_w^* \left( \left( h - \frac{1}{K_w} \int_{K_w} h \, d\mu \right) / \sqrt{r_{n+2} \mathcal{E}^{\mathcal{N}_3(w)}(h)} \right) \in \mathcal{H}^\delta, \]

(5.12) implies that $\mathcal{E}(\psi_w^* h) < a \mathcal{E}^{I_{m'}}(\psi_w^* h)$, that is, $\mathcal{E}^{\{w\}}(h) < a \mathcal{E}^{I_{m'}}(\psi_w^* h)$. (See Fig. 5.)

Next, suppose $w \in Y$ and $\mathcal{E}^{\{w\}}(h) < \delta \mathcal{E}^{\mathcal{N}_3(w)}(h)$. Since $w$ is not a source of any edges, $\mathcal{E}^{\{v\}}(h) < 2C \mathcal{E}^{\{w\}}(h)$ for every $v \in \mathcal{N}_3(w) \cap I_{n+2}$. Then,

\[ \mathcal{E}^{\mathcal{N}_3(w) \cap I_{n+2}}(h) < C \cdot 2C \mathcal{E}^{\{w\}}(h) < 2C^2 \delta \mathcal{E}^{\mathcal{N}_3(w)}(h) = (1/2) \mathcal{E}^{\mathcal{N}_3(w)}(h), \]
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Fig. 5 Case of $w \in Y$ and $\varepsilon^w(h) \geq \delta \varepsilon^{w_j}(h)$

Fig. 6 Case of $w \in Y$ and $\varepsilon^w(h) < \delta \varepsilon^{w_j}(h)$

Fig. 7 Illustration of $K_w$ and $K_{w_j}(w, W_{m'}) \cap (I_n \cdot W_m) \cap (I_{n+m})$

which implies that $\varepsilon^{w_j}(w, W_{m+2}) < \varepsilon^{w_j}(w, W_{2}) \cap (I_n \cdot W_{2}) (h)$ since $w_j(w) \subset I_n \cdot W_{2}$. In particular, $\varepsilon^w(h) < \varepsilon^{w_j}(w, W_{m+2}) (h)$. (See Fig. 6.)

Therefore, in any case, for $w \in Y$, we have

$$\varepsilon^w(h) < \delta \varepsilon^{w_j}(w, I_n \cdot W_{m'}) \cap (I_n \cdot W_m) \cap (I_{n+m}) (h),$$

(5.15)

where $m = m' + 2$ (see Fig. 7); further, it should be noted that $I_{n+m} \subset I_{n+2} \cdot W_{m'}$.

Then, we have

$$\varepsilon^{I_{n+m}}(h) \leq \varepsilon^{I_{n+2}}(h) \leq \sum_{w \in Y} \varepsilon^{N(w)}(h) \quad \text{(from (5.13))}$$

$$\leq 2a \sum_{w \in Y} \varepsilon^{(w, W_{m'})} \cap (I_n \cdot W_{m}) \cap (I_{n+m}) (h) \quad \text{(from (5.14) and (5.15))}$$

$$\leq 2aC' \varepsilon^{I_{n} \cdot W_{m}} \cap (I_{n+m}) (h) = 2aC' \left( \varepsilon^{I_{n}}(h) - \varepsilon^{I_{n+m}}(h) \right),$$

where $C' := \sup_{n \in \mathbb{Z}_+} \max_{v \in W_{n+2}} \# \{ w \in I_{n+2} \mid v \in \mathcal{A}_j(w) \} \leq 7^D$. Hence, the claim of the proposition holds by setting $c_0 = 2aC'/(1 + 2aC')$. \hfill \(\Box\)

**Proposition 5.28** For any $f \in \mathcal{F}$, $v_f(K_{D,0}^2) = 0$. 
Therefore, \( \frac{1}{2} \nu_{h_n}(\mathcal{K}_D) \leq \frac{1}{2} \sum_{w \in \mathcal{I}_{n+jm}} r^{-\frac{(n+jm)}{2}} \nu_{w^\ast h_n}(K) \)

(since \( \nu_{w^\ast}^{-1}(\mathcal{K}_D) = \emptyset \) for \( w \in \mathcal{W}_{n+jm} \setminus \mathcal{I}_{n+jm} \))

\[ = \varepsilon^{n+jm}(h_n) \leq c_{0}^{\varepsilon} h_n(f) \leq c_{0}^{\varepsilon} \varepsilon_{n}(f) \leq c_{0}^{\varepsilon} \to 0 \quad \text{as} \quad j \to \infty. \]

Therefore,

\[ \nu_{h_n}(\mathcal{K}_D) = 0. \quad (5.16) \]

Since \( \varepsilon(h_n) \leq \varepsilon(f) \) and \( h_n = f \) on \( \mathcal{K}_{W_n \setminus I_n} \) for each \( n \), \( \{h_n\}_{n=1}^{\infty} \) is bounded in \( \mathcal{F} \) in view of Lemma 5.12. Moreover, since \( \mu(\mathcal{K}_D) = 0 \) and \( \bigcup_{n=1}^{\infty} \mathcal{K}_{W_n \setminus I_n} = K \setminus \mathcal{K}_D \), \( h_n(x) \) converges to \( f(x) \) for \( \mu \)-a.e. \( x \in K \). Therefore, \( h_n \) converges weakly to \( f \) in \( \mathcal{F} \). In particular, the Cesàro mean of a certain subsequence of \( \{h_n\}_{n=1}^{\infty} \) converges to \( f \) in \( \mathcal{F} \). By combining (2.3), (2.1), and (5.16), we obtain that \( \nu_{f}(\mathcal{K}_D) = 0. \)

**Proof of Proposition 4.15** From Propositions 2.6 and 5.28, and Lemma 4.11, we conclude that \( \nu(\mathcal{K}_D) = 0. \)

**Acknowledgements** The author expresses his gratitude to M. T. Barlow, S. Watanabe, and M. Yor for their valuable comments on the concept of martingale dimensions. The author also thanks N. Kajino for discussion on Proposition 5.1 and the anonymous referees for their careful reading and constructive suggestions.

**References**

1. D. R. Adams and L. I. Hedberg, *Function spaces and potential theory*, Grundlehren der Mathematischen Wissenschaften 314, Springer-Verlag, Berlin (1996)
2. M. T. Barlow and R. F. Bass, The construction of Brownian motion on the Sierpiński carpet, Ann. Inst. H. Poincaré Probab. Statist. 25, 225–257 (1989)
3. M. T. Barlow and R. F. Bass, Brownian motion and harmonic analysis on Sierpinski carpets, Canad. J. Math. 51, 673–744 (1999)
4. M. T. Barlow, R. F. Bass, and T. Kumagai, Stability of parabolic Harnack inequalities on metric measure spaces, J. Math. Soc. Japan, 58, 485–519 (2006)
5. M. T. Barlow, R. F. Bass, T. Kumagai, and A. Teplyaev, Uniqueness of Brownian motion on Sierpinski carpets, J. Eur. Math. Soc. (JEMS) 12, 655–701 (2010)
6. N. Bouleau and F. Hirsch, *Dirichlet forms and analysis on Wiener space*, de Gruyter Studies in Mathematics 14, Walter de Gruyter, Berlin (1991)
7. Z.-Q. Chen and M. Fukushima, *Symmetric Markov processes, time change, and boundary theory*, London Mathematical Society Monographs Series 35, Princeton University Press, Princeton, NJ, 2012.
8. H. Cramér, Stochastic processes as curves in Hilbert space, Theory Probab. Appl. 9, 169–179 (1964)
9. M. H. A. Davis and P. Varaiya, The multiplicity of an increasing family of \( \sigma \)-fields, Ann. Probab. 2, 958–963 (1974)
10. A. Eberle, *Uniqueness and non-uniqueness of semigroups generated by singular diffusion operators*, Lecture Notes in Math. 1718, Springer-Verlag, Berlin (1999)
11. L. C. Evans and R. Gariepy, *Measure theory and fine properties of functions*, Studies in Advanced Mathematics, CRC Press, Boca Raton, FL (1992)
12. M. Fukushima, Y. Oshima, and M. Takeda, *Dirichlet forms and symmetric Markov processes*, de Gruyter Studies in Mathematics 19, Walter de Gruyter, Berlin (1994)

13. M. Fukushima, K. Sato, and S. Taniguchi, On the closable parts of pre-Dirichlet forms and the fine supports of underlying measures, Osaka J. Math. 28, 517–535 (1991)

14. A. Grigor’yan, Heat kernels and function theory on metric measure spaces, in: *Heat kernels and analysis on manifolds, graphs, and metric spaces (Paris, 2002)*, Contemp. Math. 338, Amer. Math. Soc., Providence, RI, 143–172 (2003)

15. B. M. Hambly, V. Metz, and A. Teplyaev, Self-similar energies on p.c.f. self-similar fractals, J. London Math. Soc. (2) 74, 93–112 (2006)

16. M. Hino, On singularity of energy measures on self-similar sets, Probab. Theory Related Fields 132, 265–290 (2005)

17. M. Hino, Martingale dimensions for fractals, Ann. Probab. 36, 971–991 (2008)

18. M. Hino, Energy measures and indices of Dirichlet forms, with applications to derivatives on some fractals, Proc. Lond. Math. Soc. (3) 100, 269–302 (2010)

19. M. Hino and T. Kumagai, A trace theorem for Dirichlet forms on fractals, J. Funct. Anal. 238, 578–611 (2006)

20. M. Hino and K. Nakahara, On singularity of energy measures on self-similar sets II, Bull. London Math. Soc. 38, 1019–1032 (2006)

21. N. Kajino, Remarks on non-diagonality conditions for Sierpinski carpets, in: *Probabilistic Approach to Geometry*, Advanced Studies in Pure Mathematics 57, 231–241 (2010)

22. J. Kigami, *Analysis on fractals*, Cambridge Tracts in Mathematics 143, Cambridge University Press, Cambridge (2001)

23. T. Kumagai, Brownian motion penetrating fractals—An application of the trace theorem of Besov spaces—, J. Func. Anal., 170, 69–92 (2000)

24. H. Kunita and S. Watanabe, On square integrable martingales, Nagoya Math. J. 30, 209–245 (1967)

25. S. Kusuoka, Dirichlet forms on fractals and products of random matrices, Publ. Res. Inst. Math. Sci. 25, 659–680 (1989)

26. S. Kusuoka, Lecture on diffusion processes on nested fractals, in: *Statistical mechanics and fractals*, Lecture Notes in Math. 1567, Springer-Verlag, Berlin, 39–98 (1993)

27. S. Kusuoka and X. Y. Zhou, Dirichlet forms on fractals: Poincaré constant and resistance, Probab. Theory Related Fields 93, 169–196 (1992)

28. T. Lindstrøm, *Brownian motion on nested fractals*, Mem. Amer. Math. Soc. 83, no. 420 (1990)

29. P. Malliavin, Stochastic calculus of variation and hypoelliptic operators, in: *Proceedings of the International Symposium on Stochastic Differential Equations (Res. Inst. Math. Sci., Kyoto Univ., Kyoto, 1976)*, Wiley, New York–Chichester–Brisbane, 195–263 (1978)

30. M. Motoo and S. Watanabe, On a class of additive functionals of Markov processes, J. Math. Kyoto Univ. 4, 429–469 (1964/1965)

31. R. Peirone, Existence of eigenforms on fractals with three vertices, Proc. Roy. Soc. Edinburgh Sect. A 137, 1073–1080 (2007)

32. M. Röckner and T. S. Zhang, Uniqueness of generalized Schrödinger operators. II, J. Funct. Anal. 119, 455–467 (1994)

33. N. Th. Varopoulos, Hardy–Littlewood theory for semigroups, J. Funct. Anal. 63, 240–260 (1985)

34. A. D. Ventcel’, Additive functionals on a multi-dimensional Wiener process, Dokl. Akad. Nauk SSSR 139, 13–16 (1961)