Multiband Galaxy Morphologies for CLASH: A Convolutional Neural Network Transferred from CANDELS
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Abstract

We present visual-like morphologies over 16 photometric bands, from ultraviolet to near-infrared, for 8412 galaxies in the Cluster Lensing And Supernova survey with Hubble (CLASH) obtained using a convolutional neural network (ConvNet) model. Our model follows the Cosmic Assembly Near-IR Deep Extragalactic Legacy Survey (CANDELS) main morphological classification scheme, obtaining the probability for each galaxy at each CLASH band of being spheroid, disk, irregular, point source, or unclassifiable. Our catalog contains morphologies for each galaxy with $H_{\text{mag}} < 24.5$ in every filter where the galaxy is observed. We trained an initial ConvNet model using approximately 7500 expert eyeball labels from CANDELS. We created eyeball labels for 100 randomly selected galaxies per each of the 16-filter set of CLASH (1600 galaxy images in total), where each image was classified by at least five of us. We use these labels to fine-tune the network to accurately predict labels for the CLASH data and to evaluate the performance of our model. We achieve a root-mean-square error of 0.0991 on the test set. We show that our proposed fine-tuning technique reduces the number of labeled images needed for training, as compared to directly training over the CLASH data, and achieves a better performance. This approach is very useful to minimize eyeball labeling efforts when classifying unlabeled data from new surveys. This will become particularly useful for massive data sets such as those coming from near-future surveys such as EUCLID or the LSST. Our catalog consists of prediction of probabilities for each galaxy by morphology in their different bands and is made publicly available at http://www.inf.udec.cl/~guille/data/Deep-CLASH.csv.
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1. Introduction

Galaxies are complex systems and understanding their evolution represents one of the key questions in modern astrophysics. The physical properties of a galaxy, such as its baryonic content (stellar, gas, and dust masses), star formation rate (SFR), structure (morphology) and chemical abundance, change over time, and their evolution is driven by a combination of internal and environmental processes (Kauffmann et al. 2003, 2004; Peng et al. 2010; Muzzin et al. 2012). The morphology of galaxies, which is related to their structural and dynamical properties and to their star formation history (quantified by their SFR over time), represents a fundamental and powerful diagnostic to study their evolutionary changes.

Since the first attempts to understand these “nebulae,” astronomers have been classifying galaxies according to their visual appearance. In 1926, Hubble proposed a tuning-fork scheme (Hubble 1936) that would constitute the basis for any morphological classification until the present. In the tuning-fork diagram, galaxies are separated into early and late morphological types, the former including galaxies without disks and spiral arms and the latter comprising all galaxies that showed spiral arms, with a spheroidal or elliptical light distribution, in their disks. In Hubble’s scheme there is also a class of lenticular galaxies, also known as S0, which correspond to systems made up of a central bulge structure surrounded by a disk component but without spiral arms. Finally, a class of irregular galaxies, which do not show any prominent morphological signature (e.g., the Magellanic clouds), have also been defined and considered as late morphological type.

This bi-modality in galaxy morphology provides us with information about the structural distribution of their stellar composition and therefore the processes that shaped them,
including stellar mass assembly, galaxy–galaxy interactions and other environmental effects. An open question is whether there is any clear evolutionary link between early- and late-type galaxies.

To address this question, astronomers have classified galaxies in samples of varying sizes and built morphological catalogs. Traditionally, galaxies have been classified by visually inspecting high-resolution images of varying depths and sizes (e.g., de Vaucouleurs et al. 1991; Dressler 1980; Dressler et al. 1997; Couch et al. 1998; Postman et al. 2005; Desai et al. 2007; Nair & Abraham 2010). Usually, more than one classifier is employed in this task. Although the human eye is able to distinguish a great amount of detail, such as spiral arms, bulges, and bars, visual classification has gradually become impractical as the volume of data delivered by astronomical surveys has grown significantly. Astronomers have therefore passed from the classification of a few hundred galaxies to classifying tens to hundreds of thousands (Nair & Abraham 2010; Kartaltepe et al. 2015).

In the last decade, the morphological classification of galaxies has been addressed from two complementary points of view, namely, visual classification by a large number of non-expert people through crowd-sourcing platforms (e.g., Galaxy Zoo and Galaxy Zoo CANDELS (definition below);Lintott et al. 2008; Simmons et al. 2017) and automated classification through machine learning algorithms. The latter tries to find a set of physical and observational parameters that correlate with the visual morphology of a galaxy and defines the space of parameters that best characterizes a given morphological type (Abraham et al. 1996; Conselice et al. 2000; Lotz et al. 2008; Huertas-Company et al. 2008, 2011). These methods suffer from difficulties in reaching the levels of reliability required for scientific analysis and their uncertainties remain high when one tries to go beyond the early- versus late-type schemes and to distinguish elliptical from lenticular galaxies (see, e.g., the discussion in Cerulo et al. 2017).

In recent years, deep-learning methods that mimic human eye perception have been able to learn the best set of parameters for a given problem. Dieleman et al. (2015; hereafter D15) trained convolutional neural networks (ConvNets; Fukushima 1980; LeCun et al. 1998), a deep-learning model, retrieving Galaxy Zoo’s visual classifications from Sloan Digital Sky Survey (SDSS; York et al. 2000) images with >99% accuracy. A similar method was later applied at higher redshifts in the Cosmic Assembly Near-infrared Deep Extragalactic Legacy Survey (CANDELS; Grogin et al. (2011) by Huertas-Company et al. (2015) (see Section 2 for details).

Motivated by these works we decided to apply a ConvNet-based classification to galaxies in the Cluster Lensing and Supernova Survey with Hubble (CLASH; Postman et al. 2012), a survey of 25 clusters of galaxies at redshifts 0.2 < z < 0.8 observed in up to 16 photometric bands with the Advanced Camera for Surveys (ACS) and the Wide Field Camera 3 (WFC) on board the Hubble Space Telescope (HST). CLASH provides us with publicly available deep and high-resolution (0.065″/pixel or 0.03″/pixel) images of massive cluster cores with a wavelength coverage that spans the electromagnetic spectrum from the near-ultraviolet (0.2 μm) all the way through to the near-infrared (1.6 μm). CLASH constitutes the optimal counterpart to deep-field surveys such as CANDELS for environmental studies of galaxies at intermediate redshifts, because clusters of galaxies are the most massive, virialized large-scale structures in the universe and host a broad variety of environments, from the dense cores to the sparser and dynamically active outskirts. All this makes them observational laboratories for the study of the environmental processes that drive the evolution of galaxies. Galaxy clusters are characterized by a morphology–density relation (Dressler 1980) up to z ≈ 1.5. More precisely, it is observed that early-type galaxies in clusters are more frequent in their inner regions, while the fraction of late-type galaxies increases towards the cluster outskirts (Dressler et al. 1997; Postman et al. 2005; Hilton et al. 2009; Muzzin et al. 2012; Mei & Stanford 2012; Holden et al. 2007). It is also observed that the fraction of blue, star-forming galaxies in clusters increases with redshift (Butcher & Oemler 1978), suggesting that clusters promote the suppression of star formation and the formation of early-type galaxies with time (see also Fasano et al. 2001).

To classify galaxies in CLASH we train a ConvNet architecture based on Inception (Szegedy et al. 2014) using CANDELS F160W (H band, 1.6 μm) images of galaxies in the GOODS-S field that were visually classified by Kartaltepe et al. (2015) (KA15 hereafter), obtaining a root-mean-square error (RMSE) of ∼0.125. Then, we fine-tune our model to the CLASH data using the previous knowledge acquired from CANDELS. We predict labels on CLASH galaxies in each of the 16 available HST photometric bands independently (F225W, F275W, F336W, F390W, F435W, F475W, F606W, F625W, F775W, F814W, F850LP, F105W, F110W, F125W, F140W, F160W) obtaining a 0.0991 RMSE over a subsample of CLASH galaxies visually labeled according to the classification scheme in Figure 1. We apply our model to 8412 galaxies from CLASH and release the first multi-band...
mary catalog of CLASH galaxies. Our results are in agreement with recent results presented by Domínguez Sánchez et al. (2018), showing that transfer learning techniques can significantly reduce the number of labels needed for visual tasks.

This paper is organized as follows: in Section 2 we provide a description of the principles and functioning of ConvNets and transfer learning; in Section 3 we discuss our training sample and labeling scheme; in Section 4 we present our methodology; in Section 5 we present our results and discussion; in Section 6 we present the catalog; finally in Section 7 we summarize and conclude our work.

2. Technical Background and Preparatory Work

2.1. Convolutional Neural Networks

A ConvNet (Fukushima 1980; LeCun et al. 1998) is a deep-learning model aimed at modeling data, through different abstraction levels, using convolutional stacks followed by nonlinearities and statistical aggregation operations (e.g., maxpooling; Nagi et al. 2011). The resulting features are connected to a prediction model, such as a feedforward neural network (see Zhang 2000 and references therein), to obtain responses for a learning task. They are commonly used when the data exhibit a given kind of topological structure that needs to be preserved. This is the case of the pixels in an image.

The parameters of the model are iteratively learnt by minimizing a loss function for subsets of the data, called mini-batches. The parameters of the model are updated for each mini-batch of training examples using backpropagation (LeCun et al. 1998). Backpropagation is an efficient algorithm to compute the partial derivatives of the loss function with respect to the parameters of each layer of the model, in order to iteratively modify such parameters using a gradient descent method. Stochastic gradient descent updates the parameters in the opposite direction of the gradients modulated by a learning rate. Adam (Kingma & Ba 2014) is a stochastic optimization algorithm used to update weights in which the learning rate changes during training. The way in which Adam computes learning rates is through an exponentially decaying average of past gradients and the squared decaying averages of past gradients (Ruder 2016), and then controls the decay rates of these moving averages using a bias correction.

Despite ConvNets having been introduced a long time ago, the absence of computational power, enough data, and efficient regularization algorithms did not allow the successful implementation of ConvNet architectures until recently. Only in 2012, thanks to the use of ReLU nonlinearities (Nair & Hinton 2010) and dropout regularization (Hinton et al. 2012; Srivastava et al. 2014), the architecture proposed by Krizhevsky et al. (2012) obtained a considerably advantage in the ImageNet Classification Challenge, one of the most important contests in the field of computer vision, significantly improving over the previous state-of-the-art algorithms.

Since then, the most successful image classification algorithms have been based on ConvNets (Simonyan & Zisserman 2014; Szegedy et al. 2014; He et al. 2015), using deeper architectures and methods which allow better backpropagation of the errors (e.g., batch normalization; see Ioffe & Szegedy 2015 for details).

In the context of astronomical images, the first attempts to generate classification algorithms using ConvNets were made by D15 for Galaxy Zoo: The Galaxy Challenge (posted in Kaggle7), which tried to find the best model for morphological classification of galaxies in SDSS/Galaxy Zoo8 labeled images. They obtained an accuracy higher than 99%. The second attempt was made by Huertas-Company et al. (2015) who trained a model to morphologically classify galaxies in five fields of the CANDELS survey. They obtained a misclassification error lower than 1%.

More recently, deep learning was used by Aniyan & Thorat (2017) to classify radio galaxies on images from the Very Large Array, while Domínguez Sánchez et al. (2018) ran a deep-learning algorithm to produce a detailed morphological classification of 670,000 SDSS galaxies. Other fields of application of deep learning in astronomy include detection of extrasolar planets, the study of transients, the characterization of pulsars, and fast radio bursts (Shallue & Vanderburg 2018; Cabrera-Vives et al. 2017; Guo et al. 2017; Connor & van Leeuwen 2018). Deep learning has also been used for the estimation of photometric redshifts in astronomical surveys with limited photometric information (e.g., Kilo Degree Survey (KiDS; Petrillo et al. 2017).

2.2. Fine-tuning ConvNet Architectures

In real-world applications, collecting enough labels to train deep-learning models is expensive and time-consuming. In some cases, a set of labeled images from a related domain (source) could be used as an initial learning set, whose obtained parameters could then be used to train a model with fewer labeled data (target). This is called transfer learning or domain adaptation (Pan & Yang 2010).

Deep-learning models are characterized by learning mid-level representations of the images in each convolutional layer (Yosinski et al. 2015; Zeiler & Fergus 2013) that show general abstractions in the first layers, while becoming more specific in the last layers. This allows the use of the first layers directly from the source and to train only layers which map more specific details of the images. This is called fine-tuning (Yosinski et al. 2014; Oquab et al. 2014).

---

7 https://www.kaggle.com/c/galaxy-zoo-the-galaxy-challenge
8 Galaxy Zoo is a crowd-sourcing platform in which experts and non-experts can classify jpg galaxies by their morphology.
The general suggested fine-tuning approach, when related domains are available (i.e., galaxies from different surveys), is to copy layers trained on source, keeping frozen some of these layers and training from the last layer frozen ahead on the target (Chu et al. 2016; Yosinski et al. 2014). The layers to be frozen will depend on the problem and the constructed architecture. In this paper, we evaluate the performance of our model in terms of the number of layers frozen.

3. Data

3.1. Images

We trained a baseline model on CANDELS images and transferred it to CLASH images. To train our baseline model, we used HST images from a CANDELS field taken with the WFC3 in the F160W band, namely GOODS-S\(^9\) (Giavalisco et al. 2004). Notice that we are not using the following CANDELS fields: COSMOS (Scoville et al. 2007), UDS (Lawrence & Warren Almaini 2007), and EGS (Davis et al. 2007), as the labels of KA15 come from GOOD-S. To these we added the mosaic from Hubble Legacy Fields (HLF) Data Release 1.5 for the GOODS-S region (HLF-GOODS-S) (R. Bouwens et al. 2019, in preparation), which combines exposures from the ACS/WFC and the WFC3 InfraRed Channel (WFC3/IR).

For both sets of images we used the 0.06"/pixel resolution version in the filter F160W, selecting galaxies with F160W magnitudes \(H_{\text{mag}} < 24.5\). This is the same limit used in KA15, who show that it corresponds to the flux limit for reliable visual morphological classifications. We created postage-stamp images from the GOODS-S mosaic setting the size to four times the Petrosian radius as reported in the catalog of Guo et al. (2013). We then performed a bi-linear interpolation to set all images sizes to 80 \(\times\) 80 pixels. We obtained a final sample of \(~7500\) galaxies.

For the transfer learning sample we used images from the CLASH Multi-Cycle Treasury program (Postman et al. 2005). CLASH observed 25 clusters of galaxies at redshifts \(0.15 < z < 0.9\) with WFC3 over a period of three years, in up to 16 filters, namely F225W, F275W, F336W, F390W, F435W, F475W, F606W, F625W, F775W, F814W, F850W, F105W, F110W, F125W F140W, and F160W, covering the ultraviolet, optical, and near-infrared regions of the spectrum. Molino et al. (2017) published accurate multiwavelength photometric catalogs for these clusters, which also provide the Petrosian radius. We created postage-stamp images for each filter separately following the same criterion for the magnitude cut and the size that we adopted for CANDELS, ending up with a sample of 68,531 galaxies.

\(^9\) The Great Observatories Origins Deeps Survey.

3.2. Labels

In order to fine-tune and evaluate our model over CLASH data, we created a limited set of labels for CLASH images. We used a scheme similar to KA15 for the classification of galaxies in CANDELS, which considers spheroids, disks, point sources, irregulars, and unclassifiable sources (see Figure 1). We randomly selected 100 galaxies in each CLASH band (1600 in total) and classified them by eye. Each galaxy was labeled in each band by at least five of us on gray-scale images with 95% and 99.5% stretches that were uploaded on the Zooniverse web platform.\(^10\) Notice each human annotator produced up to 16 labels per galaxy, not necessarily the same across bands, as our goal was to have a model that produces different classifications for each band. At the end of this process a probability for the galaxy to have a certain morphological type was assigned to each object. This probability is defined as

\[
P_T = \frac{N_T}{N_{\text{tot}}},
\]

where \(N_T\) is the number of people who assigned a type \(T\) to the galaxy and \(N_{\text{tot}}\) is the total number of people who classified that galaxy. We will call this labeled data set CL-eye hereafter.

4. Deep-learning Framework

Our model predicts the probability of each galaxy to be of each type, and it is based on the Inception model designed by Szegedy et al. (2014). We implemented it on the Keras deep learning library (Chollet et al. 2015) with a TensorFlow backend (Abadi et al. 2015). The more galaxies we use for training our ConvNet model the better performance it will achieve (Chu et al. 2016). Our goal is to have an accurate predicting model for morphology probabilities over CLASH single-filter images. However, since before the making of this catalog no labels were available for morphologies of galaxies in CLASH, we used the KA15 CANDELS morphology catalog and trained our model with this data set. We later fine-tuned the parameters of the model to a smaller subset of galaxies that we labeled for CLASH.

4.1. Architecture

In general, when a ConvNet architecture is used to predict image features, one of the most important hyperparameters is the filter size used to perform the convolutions. The inception model proposed by Szegedy et al. (2014) combines different convolutional filters into a single unit. It first makes a 1 \(\times\) 1 convolution reducing the dimensionality of the feature space and then uses different filter sizes in the same layer paddings to maintain dimensions. Resulting operations are concatenated at the end of the inception module (see Figure 2(a)).

The model that we used is composed of six inception modules that map images of galaxies into a set of 1024 features grouped in

\(^10\) [https://www.zooniverse.org](https://www.zooniverse.org)
Figure 2. (a) Example of an inception module composed of three convolutions with different sizes and a maxpooling operation; (b) ConvNet architecture based on Inception (Szegedy et al. 2014) used in this work to train a model over the ~7500 galaxies from the GOOD-S field of CANDELS catalog of KA15 and fine-tuned over CLASH data. The algorithm starts with images of size 80 × 80 pixels which are randomly perturbed during training and convolving over six inception modules as showed, getting a reduced set of features in the final stack. After that, the low-level features are passed through a neural network with two hidden layers in order to predict the value for every possible type of galaxy using a softmax activation function.

(A color version of this figure is available in the online journal.)

| Operation      | Filter Size/Depth | Output Size | 1 × 1 Before 3 × 3 | 3 × 3 Before 5 × 5 | 1 × 1 After Maxpooling |
|----------------|------------------|-------------|-------------------|--------------------|------------------------|
| convolution    | 7 × 7/64         | 74 × 74 × 64| 96 128 16 16 64 32|                    |                        |
| max pool       | 6 × 6/128        | 32 × 32 × 128| 128 192 32 96 128 64|                    |                        |
| inception      | 16 × 16 × 256    | 16 × 16 × 480| 16 16 64 32 128 64|                    |                        |
| inception      | 8 × 8 × 512      | 8 × 8 × 512  | 96 208 16 48 192 64|                    |                        |
| inception      | 8 × 8 × 512      | 8 × 8 × 512  | 112 224 24 64 128 64|                    |                        |
| max pool       | 4 × 4 × 512      | 4 × 4 × 512  | 144 288 32 64 128 64|                    |                        |
| avg pool       | 2 × 2            | 2 × 2 528   | 144 288 32 64 112 64|                    |                        |
| convolution    | 1 × 1/256        | 2 × 2 × 256 | 2 × 2 × 256       |                    |                        |
| flatten        |                  | 1 × 1 1024  | 1 × 1 1024        |                    |                        |
| dense          |                  | 1 × 1 1024  | 1 × 1 1024        |                    |                        |
| dropout (0.5)  |                  | 1 × 1 5     | 1 × 1 5           |                    |                        |
| dense          |                  | 1 × 1 1024  | 1 × 1 1024        |                    |                        |
| dropout (0.5)  |                  | 1 × 1 5     | 1 × 1 5           |                    |                        |
| softmax        |                  | 1 × 1 5     | 1 × 1 5           |                    |                        |

the final convolutional stack. We use batch-normalization (Ioffe & Szegedy 2015) in all layers before the fourth inception unit. These features are passed through three dense layers of 1,024, 1,024, and five neurons that represent every possible value that the model can take for every type of galaxy using a softmax activation function (see Figure 2(b)). Notice that our model has ∼5.5 million parameters to be fitted. Details about the hyperparameters used in this architecture are shown in Table 1.

4.2. Training Strategy

Taking advantage of the rotation-invariant property of the galaxies (see D15), during training time, in each epoch we artificially augmented the number of images in the training set four times by applying random perturbations:

- Rotations: random rotations are performed by sampling the rotation angle from a uniform probability distribution with values between 0 and 360;
- Flipping: the images are flipped horizontally and vertically with a probability of 0.5 each;
- Translation: translations are performed by sampling two values from a uniform probability distribution on the interval [−4, 4], representing the number of pixels to be translated in the x and y coordinates of the image.
With these perturbations it is unlikely that our model sees exactly the same image twice while training. This data augmentation helps avoiding overfitting.

We perform validation by dividing the sample in three subsets without overlapping: a training set, a validation set, and a test set. We use the training set to backpropagate the gradients and evaluate using the validation set (without random perturbations) at training time in order to test for convergence. Finally, we report the test error measured by evaluating the fully trained model over the test set (without random perturbations). This way, we have a final evaluation of our model over data never used at training time.
In order to compute the weights of the architecture used to predict the labels, we use the Adam method for stochastic optimization (Kingma & Ba 2014). We tried different values for the learning rate and obtained the best results in terms of cross-validation RMSE using a learning rate of $5 \times 10^{-5}$. We used initial values for $\beta_1$ and $\beta_2$ of 0.9 and 0.999 respectively. In addition, the model was trained using cross-entropy as loss function, achieving statistically similar results to using RMSE in terms of test evaluation.

5. Performance and Discussion

We trained the model using $\sim 7500$ galaxies from the CANDELS GOODS-S catalog of KA15 in order to acquire prior knowledge to train the model with CLASH data. Our work was divided in two steps, namely prior knowledge acquisition from CANDELS and fine-tuning over CLASH. In this section, we explain our methodology in detail.

5.1. Prior Knowledge Acquisition from CANDELS

We trained the ConvNet model described in Figure 2(b) using CANDELS data and labels from KA15. We split the data into 70% for training, 15% for validation, and 15% for testing the final model. We used 160 mini-batches of 128 images per epoch, in which each image was randomly sampled with replacement, and we applied to it the perturbations described in Section 4.2. The evaluation of the model was made in real time using images from the validation set after each epoch. We backpropagated the gradients on our training set as long as the validation test loss diminished within 35 epochs.

The learning curve of the model trained over CANDELS is shown in Figure 3. We obtain an RMSE of $\sim 0.123$ on the test set, consistent with results from Huertas-Company et al. (2015). This model is used as prior knowledge to train a model over CLASH data.
5.2. Fine-tuning over CLASH

After training the model over the CANDELS data using the labels from KA15, we fine-tuned it to the CLASH data using the labels that we generated. In order to assess the need of fine-tuning, we also evaluated our model trained directly on CLASH labels.

5.2.1. Training CLASH without Fine-tuning

We started by training our model directly on CL-eye data. We used a validation set of 150 galaxies and a test set of 150 galaxies. Some galaxies in CL-eye were labeled more than once on different filters. The same galaxy was never present in more than one of these subsets. Each training epoch contained 30 mini-batches of 128 images per epoch. Recall each image in the training mini-batches was randomly sampled with replacements, and random perturbations were applied to them.

In order to assess the amount of labeled data needed to train our models, we trained different models using training sets of 50, 100, 200, 300, 400, 600, 800, and 1000 images. The results of 10 cross-validation runs for each training size are shown in Figure 4. As expected, as the training size increases, the test set loss goes down. When using more than 600 objects for training, there is no statistically significant improvement.

5.2.2. Training CLASH with Fine-tuning

Here, we explore the advantage of using CANDELS labeled data (KA15) to train a model and use the obtained parameters as initial conditions for further training using the CL-eye labeled data set.

We started by training our models using KA15 and fine-tuning some parameters using the CL-eye data set. We directly transfered all the parameters from the model trained on KA15 (shown in Figure 3) and we trained models with CLASH over copied parameters. We evaluated freezing layers before different inception units. Figure 5 shows the effect of freezing different numbers of layers. Here, fine-tuning was performed using 1000 galaxies in the training set, and 150 for both the validation and test sets. It can be seen that there is no statistically significant

Figure 8. Images and labels of galaxies from CLASH as labeled by our model for different filters.
difference on the number of layers frozen. We decided to not freeze any layer, i.e., we used the model trained on KA15 as an initial condition to the model trained over CL-eye, back-propagating the error through all layers. Hereafter, all models are trained without freezing any layer.

Figure 4 shows the effect of the training set size used for fine-tuning over the model trained using CANDELS images with KA15 labels. As the training sample size increases, the RMSE goes down. Furthermore, the fine-tuned model outperforms the model trained over CL-eye labels with no fine-tuning. Using a training set of more than 300 galaxies does not achieve a significant improvement.

Figure 6 shows the learning curve for the model used to produce the online catalog made publicly available with this paper. This model was the one that achieved the best RMSE over the validation data set using a training set size of 1000 galaxies from CL-eye fine-tuned data and without freezing. This model obtained a validation RMSE of 0.0949 and a test RMSE of 0.0991. In Figure 7 we can see predicted probability values for 150 galaxies in the test set versus labels given by CL-eye. A random subset of galaxies labeled by our model in different filters is shown in Figure 8. In this image “S” represents spheroid, “D” disk, “I” irregular, “PS” point source, and “U” unclassifiable.

5.3. Using ConvNet Predictions for Classification

An important use of our catalog is creating labels following a classification scheme. Here, we evaluate how our model performs using maximum a posteriori (MAP) decision rule (i.e., choosing the class with the highest probability given by our model), or choosing a threshold on the probabilities.

Figure 9 shows the confusion matrix of our model following a MAP decision rule classification scheme. Here, we assign to each object the class that has the highest probability. The worst performance occurs when our model confuses $\sim$24% of the disk galaxies with spheroids. Using this scheme, we correctly
label 91% of spheroids, 65% of disks, 73% of irregulars, 100% of point sources, and 89% of unclassifiable sources. Huertas-Company et al. (2015) propose to select a threshold of 0.75 on the probabilities in order to have a higher certainty on the labels. This is something important to consider as human-assigned labels are not perfect. We explore this idea by evaluating our model against galaxies with high certainty on their human labels. Figure 10 shows the confusion matrix using a threshold of 0.75 in the human label probabilities to define the classes. In this experiment our model correctly labels 98% of spheroids, 100% of disks, 94% of irregulars, 100% of point sources, and 100% of the unclassifiable sources. We further explore these results by assessing the performance of our model in terms of the probability threshold used to classify sources. Figure 11 shows the accuracy and macro f1-score in terms of the probability threshold used to decide the class of each object for our test set. Galaxies with a probability lower than this threshold for all classes are not considered. As expected, as the threshold grows, the performance of our model tends to improve. There is a collateral effect to choosing this threshold: as this value increases, we are considering fewer galaxies. Figure 11 shows the impact of increasing the probability threshold on the number of selected galaxies. We keep around 80% of the galaxies for a threshold of 0.60 on the probability, corresponding to an f1-score of approximately 0.91 and an accuracy of 0.94. If we use a threshold on the probabilities of 0.90, we keep approximately 40% of the galaxies, but the f1-score and accuracy are higher than 0.93.

6. Catalog

This paper is accompanied by a visual-like catalog containing morphology probability predictions for 68,531 images of 8,532 galaxies in 16 HST photometric bands for galaxies in the 25 CLASH fields. Morphologies correspond to the probabilities predicted by our ConvNet model. We give the probability for each galaxy of being disk, spheroid, point source/compact, peculiar/irregular, or unclassifiable in each of the 16 different HST photometric bands (F225W, F275W, F336W, F390W, F435W, F475W, F606W, F625W, F775W, F814W, F850LP, F105W, F110W, F125W, F140W, F160W), with their corresponding labels, cluster name, right ascension, and declination for each image where the galaxy appears. We provide a sample table in Table 2, while the full table in machine-readable format is available at http://www.inf.udec.cl/~guille/data/Deep-CLASH.csv. The catalog provides the following information:

- Cluster: cluster name to which a galaxy belongs;
- ID: ID of the galaxy as reported in Molino et al.’s catalog;
- R.A.: right ascension of the galaxy (J2000);
- DECL.: declination of the galaxy (J2000);
- F225w_PSP: probability for an object to be a spheroidal galaxy in the indicated band (from F225W to F160W);
- F225w_PD: probability for an object to be a disk galaxy in the indicated band (from F225W to F160W);
- F225w_PI: probability for an object to be an irregular galaxy in the indicated band (from F225W to F160W);
- F225w_PPS: probability for an object to be a point source in the indicated band (from F225W to F160W);
- F225w_PUN: probability for an object to be unclassifiable in the indicated band (from F225W to F160W);
- F160w_PPS: probability for an object to be a disk galaxy in the indicated band (from F225W to F160W);
- F160w_PUN: probability for an object to be unclassifiable in the indicated band (from F225W to F160W);
- F160w_PSP: probability for an object to be a spheroidal galaxy in the indicated band (from F225W to F160W);
- ...
catalog. We believe that the fine-tuning techniques described in this work are essential to label data from new instruments such as the Large Synoptic Survey Telescope and EUCLID when new data are available with a limited amount of labeled data.

This catalog constitutes a complement to the automated morphology in CANDELS since it provides morphologies for galaxies in clusters. The comparison between cluster and field galaxies is fundamental to study the effects of the environment in the morphological transformation of galaxies (e.g., formation of early-type galaxies) and its relationships with the evolution of star formation and stellar mass build-up. Furthermore, the catalog is the first multi-wavelength morphological catalog that can be employed in the search of morphologically peculiar galaxies, which are likely undergoing interactions with their surrounding environment. It is therefore an important resource for the study of galaxy interactions.
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