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ABSTRACT
Knowledge Distillation is an effective method of transferring knowledge from a large model to a smaller model. Distillation can be viewed as a type of model compression, and has played an important role for on-device ASR applications. In this paper, we develop a distillation method for RNN-Transducer (RNN-T) models, a popular end-to-end neural network architecture for streaming speech recognition. Our proposed distillation loss is simple and efficient, and uses only the “y” and “blank” posterior probabilities from the RNN-T output probability lattice. We study the effectiveness of the proposed approach in improving the accuracy of sparse RNN-T models obtained by gradually pruning a larger uncompressed model, which also serves as the teacher during distillation. With distillation of 60% and 90% sparse multi-domain RNN-T models, we obtain WER reductions of 4.3% and 12.1% respectively, on a noisy FarField eval set. We also present results of experiments on LibriSpeech, where the introduction of the distillation loss yields a 4.8% relative WER reduction on the test-other dataset for a small Conformer model.

Index Terms— Speech Recognition, RNN Transducer, Knowledge Distillation

1. INTRODUCTION
Knowledge Distillation [1,2] is known to help improve ASR model accuracy [3,4]. Distillation is a type of model compression, which is important for on-device applications. However, there is no established approach for distilling RNN transducer (RNN-T) models [5], a popular end-to-end neural network architecture for streaming ASR [6]. The goal of this work is to develop an effective approach for RNN-T model distillation.

In Knowledge Distillation a teacher model is used to help guide the training of a student model [2]. The teacher could be a single larger model, or an ensemble of models [7], while the student is typically a smaller model that fits within the compute constraints to run in real time during inference. A distillation loss between teacher and student predictions: \( L_{\text{distill}} = d(\tilde{P}, P) \), where tilde denotes teacher, is used to encourage the student to imitate the teacher. Hence, knowledge distillation is a type of model compression, where a student model with fewer parameters attempts to capture the behavior of the teacher model(s) with more parameters.

Typically, for classifier models, the KL divergence between teacher and student posteriors is used:

\[
L_{\text{distill}} = \text{KL}(\tilde{P}, P) = \sum_k \tilde{P}(k|x) \ln \frac{\tilde{P}(k|x)}{P(k|x)}. \tag{1}
\]

Since the teacher model is usually fixed, the cross entropy between teacher and student predictions can be used. It is also common to add a Temperature parameter, which is tuned [2]. The overall training loss on labeled data is typically an interpolation between the base loss and the distillation loss. The distillation loss above can be straightforwardly generalized to a teacher-student pair of hybrid [8], CTC [9] or LAS [10] models. But it is more subtle to apply it to RNN-T models, where the loss is given by the negative log conditional probability obtained by summing over all possible alignments of the encoder-produced features and the output tokens.

In this work, we introduce a distillation loss for RNN-T networks in equation (7), given by the sum of KL divergences between teacher and student conditional probabilities over the entire RNN-T output probability lattice. As explained further in section 5 for efficiency, the loss is computed as the sum of KL divergences between coarse-grained conditional probabilities, that lump together the probabilities for any tokens other than the distinguished “y” token (the correct label at the particular output step), and the “blank” token (which shifts the alignment in the time direction).

For sparse RNN-T models trained on a multi-domain dataset similar to that described in [11], we are able to improve performance by introducing the distillation loss during sparsification, leading to relative word-error-rate (WER) reductions of 4.3% and 12.1% for 60% and 90% sparse models, respectively, on a noisy FarField test set. We also experiment with Conformer models [12] on LibriSpeech, and find a 4.8% relative WER reduction on the test-other dataset performance by a small Conformer model upon introducing a distillation loss against a larger Conformer model.
1.1. Related Work

Distillation [1][2] has been applied to speech recognition in varying contexts. Ideas similar to distillation have a long history of being applied to speech tasks, e.g., in [13] for spoken digit recognition and in [14] for speaker adaptation. Distillation has been applied to compression of ASR models including hybrid [4][7][15][17], CTC [18][22] and LAS models [3].

We propose a distillation scheme for RNN-T models, where unlike the models that previous distillation efforts have been focused on, the loss is computed over all possible alignments of the encoder features and output tokens. We then use the proposed distillation loss to better compress RNN-T models.

2. RNN-T MODEL

In this section, we briefly summarize the loss for the RNN Transducer [5] and set up some notation. The RNN-T training loss is given by the negative log posterior probability:

\[ \mathcal{L} = - \ln P(y^*|x), \]  

(2)

for target token sequence \( y^* \) and input features \( x \).

The probability \( P(y^*|x) \) is computed via a \( T \times U \) output probability lattice, depicted in figure 1 (following [5]), where \( T \) is the length of the encoder output feature sequence and \( U \) is the length of the target output token sequence (including the end-of-sentence token). Each path through the lattice from the origin to the final node represents an alignment between \( x \) and \( y \). During a horizontal transition from \((t,u)\), the model consumes a feature vector \( x_{t+1} \) and emits the \( y \) token with probability \( P(\emptyset|t,u) \). While during a vertical transition from \((t,u)\), the model emits the next output token \( y_{t+1} \) with probability \( P(y_{t+1}|t,u) \) without consuming any more features. The probability for each alignment path through the lattice is given by the product of transition probabilities along the path. \( P(y^*|x) \) is obtained by summing the probabilities over all alignment paths. In [5], this sum was shown to be computed efficiently using a forward-backward algorithm utilizing the “\( y \)” and “blank” probabilities.

3. RNN-T DISTILLATION

We have reviewed that the conditional probability used for the RNN-T loss is computed by summing over all possible encoder-output alignments, represented by paths on the output probability lattice. The canonical choice for a distillation loss, then, would be the sum of KL divergences between the token probability distributions of the teacher and student models over the lattice:

\[ \mathcal{L} = \sum_{u,t} \sum_{k} \tilde{P}(k|t,u) \ln \frac{\tilde{P}(k|t,u)}{\hat{P}(k|t,u)}. \]  

(3)

The minimum of this loss is achieved when the entire output probability lattices of the teacher and student networks agree. Assuming that the probability distributions are computed from feature vectors \( h \) defined at each lattice point:

\[ P(k|h,t) = \exp(h^k_{t,u})/\sum_{k} \exp(h^k_{t,u}), \]  

(4)

the derivative of the loss (3) lends itself to the expression:

\[ \partial \mathcal{L}/\partial h^k_{t,u} = - \left( \tilde{P}(k|t,u) - \hat{P}(k|t,u) \right). \]  

(5)

Denoting the output symbol vocabulary size \( K \), the sum in the loss is of size \( O(U \times T \times K) \). Moreover, the loss requires a memory usage of \( 2 \times U \times T \times K \) per utterance, which ranges from being extremely expensive to unpractical, depending on \( K \). For example, with \( U = 100, T = 500 \) and \( K = 4000 \), the memory requirement per utterance is 1.6 GB, assuming the losses are of float type. For a batch size of 1024 utterances, the per-batch memory usage becomes 1.6 TB.

Instead of distilling the output probability over all tokens, a more efficient distillation approach is to focus on learning the transition behavior of the teacher. As the transition behavior on the RNN-T lattice is dictated by the “\( y \)” and “blank” posterior matrices, we propose to make the distillation loss (3) less expensive by focusing on these posteriors. We coarse grain the \( K \)-dimensional logits down to three dimensions by only keeping track of the conditional probabilities for “\( y \)” “blank” and the remainder labels, i.e.,

\[ P_y(t,u) = P(y_{t+1}|t,u), \]
\[ P_{\bar{y}}(t,u) = P(\emptyset|t,u), \]
\[ P_\epsilon(t,u) = 1 - P_y(t,u) - P_{\bar{y}}(t,u), \]  

(6)

and similarly for \( \tilde{P} \). We can then define the distillation loss to be the KL divergence between these conditional probabilities:

\[ \mathcal{L}_\text{distill} = \sum_{u,t} \sum_{\ell \in \{y,\bar{y},\epsilon\}} \tilde{P}_\ell(t,u) \ln \frac{\tilde{P}_\ell(t,u)}{\hat{P}_\ell(t,u)}. \]  

(7)
The computation and memory cost of this loss is $O(U \times T)$ compared to $O(U \times T \times K)$ for equation (3).

For distilled models, the overall training loss is a linear combination of the base RNN-T loss and the distillation loss:

$$\mathcal{L} = \mathcal{L}_{\text{rnn}} + \beta \mathcal{L}_{\text{distill}}$$

where $\beta$, the distillation loss weight, is tuned.

4. EXPERIMENTS

We performed two sets of experiments to assess the effectiveness of the proposed RNN-T distillation loss. The first set of experiments were conducted on LibriSpeech data with Conformer-RNN-T models [12], where the RNN-T distillation loss is used in a conventional teacher-student training setting. The second set of experiments were carried out on a large multi-domain dataset with sparse LSTM RNN-T models [23], where distillation is used alongside sparsification.

4.1. Librispeech Experiments

We examined the effect of introducing a distillation loss on the LibriSpeech [24] dataset. We used 80-dimensional filter bank coefficients of the utterances as single-channel input features. We experimented with a modified version of the 118.8M-parameter “Conformer L” model and the 10.3M-parameter “Conformer S” model introduced in [12] as the ASR networks for LibriSpeech, where the batch-normalization layers are replaced with group-norm layers [25] with the group number set to 2. The training parameters for the Conformer L and S models were set to be the same as those used in the original work [12], trained with batch-size 2048 and a transformer learning-rate schedule [26] with 10k warm-up steps. We did not use language models.

**Table 1. WERs(%) from LibriSpeech experiments.**

| Method               | dev | dev-other | test | test-other |
|----------------------|-----|-----------|------|------------|
| Baselines            |     |           |      |            |
| Conformer L          | 1.9 | 4.4       | 2.0  | 4.5        |
| Conformer S          | 2.4 | 6.2       | 2.7  | 6.3        |
| Teacher-Student      |     |           |      |            |
| Conformer S + Distillation Loss | 2.4 | 6.1       | 2.7  | 6.0        |

We trained a Conformer S model on LibriSpeech with and without a distillation loss from a teacher Conformer L model. We tuned the loss parameter $\beta$ over three different values (1e-2, 1e-3 and 1e-4), while keeping all other training parameters unchanged and found that best performance is achieved at $\beta = 1e-3$. An adaptive SpecAugment [27, 28] policy with two frequency masks with mask parameter $F = 27$, and ten time masks with maximum time-mask ratio $p_S = 0.05$ has been used to augment the input, which was shared by the teacher and student model. The performance of the trained network is recorded in table[1]. Training with a distillation loss resulted in performance improvement on the noisy dev and test sets, with a 4.8% relative WER improvement on the test-other set.

4.2. Multi-domain Experiments

We applied distillation to the training of sparse multi-domain RNN-T models, typically aimed at on-device applications. Models were trained on a large multi-domain dataset similar to that described in [11], where the domains include Search and FarField. The shared input of the teacher and student models are augmented using SpecAugment [27, 28] and multi-style training [29]. The architecture of our uncompressed 0% sparse RNN-T model, also the teacher model for distillation, is similar to that described in [23], and is as follows. The RNN-T encoder and decoder respectively contain 8 and 2 LSTM layers with Coupled Input and Forget Gates (CIFG), with each CIFG LSTM layer composed of 2048 hidden units and a projection size of 640. The joint network is a feedforward network with 640 units, followed by a softmax layer with output size 4096, which is the number of modeled word pieces. The uncompressed model has 96M parameters.

We trained compressed sparse models of two different sizes. For a given sparse model, all LSTM cell input and recurrent matrices are pruned to one sparsity level, while LSTM projection matrices are pruned to a different sparsity level. For the two sparse models we trained, these two sparsity levels are set to 60%-60% and 90%-70%, respectively. The two models have 41M and 14M parameters, respectively. We therefore broadly refer to the two models as being 60% sparse and 90% sparse, reflecting their sparsity levels rounded to the nearest multiple of 10. The joint network size of the 90% sparse model is reduced to 320 from 640. Both models are initialized as much as possible from the uncompressed model, all layers for the 60% sparse model, and all layers except the joint network and output layer for the 90% sparse model.

The pruning method used was similar to that described in [31, 32], with a gradual, cubic polynomial sparsity schedule. A saliency criterion based on the product of the weight and the corresponding gradient of the loss function, was used to update the pruning mask that identifies weights to prune out [31, 32]. Block sparsity with block size 16x1 was used for more efficient computation on modern processors [33]. The 60% sparse and 90% sparse models were trained separately with different pruning schedules. The pruning schedule for the 60%/90% sparse model starts at 50k/100k steps and ends at 100k/200k steps, respectively. Since the sparse models were obtained by gradual sparsification of the uncompressed model, distillation can be viewed as a form of regularization.

We selected a Search set and a FarField set as Dev sets, and a noisy FarField set as the Test set. Models were trained for around 650k steps, and were evaluated on the dev sets at checkpoints spaced 10k steps apart starting from 500k steps. For each model, one checkpoint with best performance on the dev set was selected and evaluated on the test set.

The distillation loss weight, $\beta$ in equation (8) was tuned by training models with different weights in {1e-4, 3e-4, 1e-3, 3e-3, 1e-2}, and selecting the best weight according to the dev set WERs. We found that optimal performance, summarized
in table 2 is achieved by setting $\beta = 1e-3$ for both models. As seen in table 2 the proposed approach yielded WER reductions of 4.3% and 12.1% respectively, for 60% and 90% sparse models, on the noisy FarField eval set.

Table 2. WER(%) and WERR(%) results with distillation of 60% and 90% sparse RNN-T Models with distillation loss weight $\beta = 1e-3$. WERR shown in parentheses.

| Model/Method          | (# Params) | Search | FarField | FarField |
|-----------------------|------------|--------|----------|----------|
| Uncompressed (96M)    |            | 6.0    | 4.6      | 6.6      |
| 60% Sparse (41M)      |            | 6.6    | 5.0      | 7.0      |
| + Distillation Loss (WERR) | 6.3       | (4.5)  | 5.0      | (0.0)    | 6.7 (4.3) |
| 90% Sparse (14M)      |            | 9.2    | 7.4      | 9.1      |
| + Distillation Loss (WERR) | 8.7       | (5.4)  | 6.7      | (9.5)    | 8.0 (12.1) |

5. DISCUSSION AND FUTURE WORK

The distillation loss introduced in this work has recently been incorporated into other applications. We briefly summarize these results and discuss future directions of research.

Universal ASR: In [34], jointly training a full-context (non-streaming) ASR model and a streaming ASR model, with the two models sharing parameters, is shown to significantly improve both accuracy and latency of the streaming model, thereby obtaining state-of-the-art streaming results on LibriSpeech and MultiDomain data. An important component of the training process in that work was in-place distillation from the full-context model to the streaming model, using the distillation loss proposed in this paper. In an ablation study with a ContextNet [35] model, they found that removing in-place distillation resulted in 20% worse WER on Librispeech TestOther and increased the median latency from 40ms to 120ms (see [34] for more details).

Dynamic Sparsity ASR: In [36], dynamic sparsity neural networks (DSNN) are proposed, which, once trained, can be operated at different sparsity levels. There, the introduction of our distillation loss for in-place distillation from non-sparse to sparse models was found to yield WER reductions of 0.1-0.4 absolute on the Search test set for models with different levels of sparsity, with a WERR of 5% for a 70% sparse model.

Future Directions: Encouraging consistency between teacher and student outputs for different augmentations of the input features to the teacher and student - e.g. clean features for the teacher and noisy features for the student, as in [4], could improve model robustness and give additional accuracy improvements. While we have used only “y” and “blank” logits for the distillation loss in equation (7), our coarse-grained KL loss could also be applied to use the top-K logits, similar to [4]. A Temperature parameter could be included in the loss function and tuned. Encoder output distillation using L2 or another loss, could help provide additional guidance from the teacher to the student and yield improvements.

6. SUMMARY

In this paper, we have proposed a novel and efficient distillation loss for RNN-T models. The loss comes from a “lattice-based” approach that aims to bring the entire teacher and student output probability lattices closer to each other, and uses only the “y” and “blank” posteriors in a simplified KL divergence loss. The loss has been successfully applied to distillation of sparse RNN-T models trained on multi-domain data. The proposed approach yielded WER reductions of 4.3% and 12.1% respectively, for 60% and 90% sparse models, on a noisy FarField eval set. For a small Conformer model trained on LibriSpeech data, the introduction of the distillation loss yielded a 4.8% relative WER reduction on the test-other dataset. The proposed distillation loss has been incorporated successfully in other recent work, yielding WER improvements in dynamic-sparsity neural networks [36], and yielding significant improvements in both WER and latency for the streaming-mode “Universal ASR” model [34].
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