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Abstract

We introduce a mapping between Maximum Entropy Reinforcement Learning (MaxEnt RL) and Markovian processes conditioned on rare events. In the long time limit, this mapping allows us to derive analytical expressions for the optimal policy, dynamics and initial state distributions for the general case of stochastic dynamics in MaxEnt RL. We find that soft-$Q$ functions in MaxEnt RL can be obtained from the Perron-Frobenius eigenvalue and the corresponding left eigenvector of a regular, non-negative matrix derived from the underlying Markov Decision Process (MDP). The results derived lead to novel algorithms for model-based and model-free MaxEnt RL, which we validate by numerical simulations. The mapping established in this work opens further avenues for the application of novel analytical and computational approaches to problems in MaxEnt RL. We make our code available at: https://github.com/argearriojas/maxent-rl-mdp-scripts.

1 Introduction

Reinforcement learning (RL) is a promising field of current AI research which has seen tremendous accomplishments in recent years including mastery of board games such as Go and Chess [1, 2]. An important advance in RL is the development of the maximum entropy reinforcement learning (MaxEnt RL) approach which has many appealing features such as improved exploration and robustness [3, 4, 5]. The approach is based on the addition of an entropy-based regularization term that generalizes the optimal control problem in RL and allows it to be recast as a problem in Bayesian inference [6]. The process involves the introduction of optimality variables such that the posterior trajectory distribution, conditioned on optimality, provides the solution to the optimal control problem [7, 8, 9, 6] in MaxEnt RL. While this control-as-inference framework has led to several advances, there are open questions relating to analytical results that characterize the optimal dynamics in the general case.

The combination of RL approaches with insights from statistical physics has led to significant advances in the field [3]. While the connections to equilibrium statistical mechanics are well established [10], the interface with non-equilibrium statistical mechanics (NESM) is less explored. One of the contributions of this paper is to show how insights from NESM can lead to the development of an analytical framework for MaxEnt RL that addresses open questions and reveals multiple new avenues of research.

Recent research in NESM using large deviation theory has developed a framework for analyzing Markovian processes conditioned on rare events [11, 12, 13, 14, 15]. In this framework, a generalization of the Doob $h$-transform [14] is used to determine the driven process - a conditioning-free Markovian process that has the same statistics as the original Markovian process conditioned on a rare event. The connection to MaxEnt RL can be seen by noting that the goal in MaxEnt RL is to derive the posterior trajectory distribution conditioned on optimality and, in the long-time limit, optimality of the trajectory is a rare event for the original dynamics. This commonality of conditioning on rare events suggests that approaches and insights from NESM can be used to characterize the optimal
control policy for MaxEnt RL problems. While previous work has established connections between NESM and stochastic optimal control [16], an explicit characterization of the optimal controlled processes for general MaxEnt RL problems has not been derived to date.

**Contributions:** The main contributions of this work are:

- A mapping between MaxEnt RL and Markovian processes conditioned on rare events in the long-time limit.
- Analytical closed-form expressions characterizing trajectory distributions conditioned on optimality. In particular, we derive closed-form results for the optimal policy, dynamics and initial state distributions for the general case of stochastic dynamics in MaxEnt RL.
- Extension of previous approaches for linearly solvable Markov Decision Process (MDP) problems to a more general class of MDPs in MaxEnt RL. Our approach leads to expressions for soft-Q value functions in terms of the dominant eigenvalue and corresponding left eigenvector of a regular, non-negative matrix derived from the MDP.
- Novel approaches for model-based and model-free RL, which we validate using simulations.

## 2 Prior relevant work

Our approach is primarily based on the probabilistic inference approach to reinforcement learning and control which was reviewed recently in [6]. There is a long series of works on "Control As Inference" framework, wherein the problem of control is formulated as a Bayesian inference problem [7, 9, 17, 8, 6]. This formulation brings the powerful arsenal of the inference methods to the realm of control. Specifically, [18] demonstrated the Baum-Welch algorithm on planning problems. Another inference method, known as expectation propagation [19], was adapted by [17] for approximated message passing during planning. This approach was further developed in multiple works [8, 9] as reviewed in [6]. Even though this perspective on control as inference contributed to the development of new methods, its high computational complexity hampers a broader application of inference-based methods for control problem. Analytical closed-form results for "control as inference" and/or a reduction to problems with lower complexity would facilitate the development of new control methods.

A promising step in this direction was made in [20], which proposed a particular class of Linearly Solvable MDPs. The LSMDP method greatly simplifies reinforcement learning by reducing this particular class of MDPs to an eigenvalue problem. Surprisingly, LSMDPs have been shown to be effective not only for RL, but they also lead to improved computational complexity for other important problems. For instance, LSMDP improves the computational complexity of the Shortest Path problem from $O(n \times \log(n))$ to $O(n)$ as shown in Section 3 in [20]. Moreover, insights from LSMDP led to a new model-free reinforcement learning algorithm, denoted as $Z$-learning, which can be more efficient than the standard $Q$-learning. This efficiency is due mostly to the closed-form solutions for this particular class of MDPs. In this work we develop analytical closed-form solutions for a general class of MDPs in the long-time limit.

## 3 Preliminaries

In this section we provide the necessary background for three core components of this work: i) Markov Decision Process, MDP, ii) Maximum Entropy Reinforcement Learning, MaxEnt RL, and iii) Perron Frobenius Theory, PFT.

### 3.1 Markov Decision Processes

We consider the standard MDP, given by a tuple $M = (\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R})$, comprising of the state space $\mathcal{S}$, the action space $\mathcal{A}$, the transition function, $\mathcal{P} : \mathcal{S} \times \mathcal{A} \to \mathcal{S}$, and the reward function, $\mathcal{R} : \mathcal{S} \times \mathcal{A} \to \mathbb{R}$. The agent policy, denoted by $\pi(a|s)$, is to be optimized with regard to the expected accumulated reward. We focus on an arbitrary large, but a finite time horizon, $1 \ll T < \infty$ without discounting.

For a fixed policy, consider a Markov Chain with states represented by tuples $(s, a)$, where $s$ is an agent’s current state and $a$ is an action taken while in state $s$. The probability that the agent transitions
Figure 1: Probabilistic graph showing dependencies between state, action and optimality variables.

to state \( s' \) after taking action \( a \) is denoted by \( p(s'|s, a) \). The choice of action \( a \) given the agent’s current state \( s \) is drawn from a policy distribution \( \pi(a|s) \) and the corresponding reward collected by the agent is given by \( r(s, a) \).

With the above representation, the prior probability distribution for a trajectory \( \tau := \{(s_1, a_1), \ldots, (s_T, a_T)\} \), with initial state distribution \( p(s_1) \), can be expressed as

\[
p(\tau) = p(s_1) \prod_{t=1}^{T} p(s_{t+1}|s_t, a_t) \pi(a_t|s_t). \tag{1}
\]

The goal of standard RL is to find the optimal policy \( \pi^* \) that maximizes the total expected rewards collected by the agent,

\[
\pi^* = \arg \max_{\pi} \mathbb{E}_\pi \left[ \sum_{t=1}^{T} r(s_t, a_t) \right]. \tag{2}
\]

### 3.2 Maximum Entropy Reinforcement Learning

In MaxEnt RL, the cumulative reward objective which is optimized in the preceding equation is modified and the optimization is carried out over trajectory distributions. The objective is augmented to include an entropy term, specifically the Kullback-Leibler divergence between the controlled trajectory distribution and the prior trajectory distribution, which allows us to recast the modified optimal control problem as an inference problem [6]. This control-as-inference approach involves the introduction of optimality variables \( O_t \) defined such that

\[
p(O_t = 1|s_t, a_t) = \exp(\beta r(s_t, a_t)), \tag{3}
\]

where \( \beta \) denotes an inverse temperature parameter. The binary random variable \( O_t \) represents the probability that the trajectory is optimal at time step \( t \). The statistical dependencies between \( S, A, \) and \( O \), are shown at Figure (1).

With this choice, the posterior trajectory distribution, obtained by conditioning on \( O_t = 1 \) for all \( t \), exactly corresponds to the trajectory distribution generated by optimal control. The optimal control problem in MaxEnt RL thus becomes equivalent to a problem in Bayesian inference.

Let \( E_{\tau} = -\sum_{t=1}^{T} r(s_t, a_t) \) denote the accumulated energetic cost for a trajectory \( \tau \). From Bayes’ law, it follows that the posterior probability distribution for trajectories, conditioned on \( O_t = 1 \) for all \( t \), is given by

\[
p(\tau|O_{1:T}) = \frac{p(\tau)e^{-\beta E_\tau}}{\sum_\tau p(\tau)e^{-\beta E_\tau}}. \tag{4}
\]

As in Equation (1), the optimal trajectory distribution can be expressed as [6]

\[
p(\tau|O_{1:T}) = p^*(s_1|O_{1:T}) \prod_{k=1}^{T} p^*(s_{k+1}|s_k, a_k, O_{1:T}) \pi^*(a_k|s_k, O_{1:T}). \tag{5}
\]

One of the central problems in MaxEnt RL is to determine the policy, dynamics and initial state distributions, \textit{conditioned on optimality}. Note that, in many practical RL problems, control of system dynamics is not feasible. In these cases, the posterior dynamics and initial state distributions must be constrained to exactly match the prior dynamics and initial state distributions and the optimization is carried out by varying the policy distribution alone. In this work, we consider the unconstrained problem and obtain expressions for the optimal dynamics and initial state distributions along with the optimal policy distribution.
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According to the Perron-Frobenius theorem, an irreducible, non-negative matrix, $A_{n \times n}$ has a unique

dominant eigenvalue $\rho$ with a corresponding unique right eigenvector $v_{n \times 1} = (u_1, u_2, \ldots, u_n)$ (with

$v_i > 0$) and a unique left eigenvector $u_{1 \times n} = (u_1, u_2, \ldots, u_n)^T$ (with $u_i > 0$). The eigenvectors, $u$

and $v$ are normalized to satisfy $\sum_i v_i = 1$ and $\sum_j u_j v_i = 1$. In addition, if $A$ is sub-stochastic, we

must have $\rho < 1$ and so we can define $\theta > 0$ such that $\rho = e^{-\theta}$ [21]. The Perron-Frobenius theorem

for irreducible non-negative matrices guarantees

$$
\lim_{t \to \infty} A^t / \rho^t = uv. \quad \text{Consequently, for large } N:
$$

$$
[A^N]_{ji} \approx e^{-\theta N} u_i v_j, \quad (6)
$$

4 Methodology and results

Without any loss of generality [6], we consider reward functions such that the maximum reward is set
to 0 and we have $r(s, a) \leq 0 \forall s, a$. In this case, Equation (3) indicates that, in the long-time limit,

optimality of the entire trajectory is a rare event and the problem of determining the posterior policy

dynamics corresponds to conditioning on a rare event. Recent research in NESM [12, 14] has
developed a framework for characterizing Markovian processes conditioned on rare events. In the

following, we show how some of the key results obtained in NESM can be derived in the MaxEnt RL

context.

Let $i = (s, a), j = (s', a')$ denote two consecutive state-action tuples. We can combine the system

dynamics $p(s' | s, a)$ with the fixed prior policy $\pi(a' | s')$ to compose the corresponding transition

matrix for the discrete time Markov Chain

$$
P_{ji} = p(s', a' | s, a) = p(s' | s, a)\pi(a' | s'). \quad (7)
$$

4.1 Twisted and driven transition matrices

Using the analogy with NESM [13, 14], we define the twisted transition matrix

$$
\tilde{P}_{ji} = P_{ji} e^{\beta ri}. \quad (8)
$$

It is readily seen that the twisted transition matrix generates a probability distribution over trajectories

that corresponds to term in the numerator of Eq. 4. However, the twisted matrix is not a stochastic

matrix and thus it cannot be interpreted as a transition matrix for a Markov chain that conserves

probability. To address this issue, we introduce an additional absorbing state for the agent such that

the extended transition matrix $\tilde{P}$ (defined below) is a stochastic matrix.

$$
\tilde{P} = \begin{bmatrix}
\tilde{P} & 0 \\
\delta & 1
\end{bmatrix}, \quad (9)
$$

where $\delta$ is defined such that $\sum_j \tilde{P}_{ji} = 1$, i.e. $\delta = 1 - e^{\beta r_i}$. The extended model now provides an interpretation for the optimality variable introduced in Equation (3). Let us consider system evolution for $N$ time steps using the transition matrix $\tilde{P}$. Imposing the condition $Q_{1,N} = 1$ is equivalent to conditioning on non-absorption for the $N$ time steps. Thus the optimal trajectory distribution is generated by considering the probability distribution over trajectories generated by $\tilde{P}$, conditional on no transitions to the absorbing state for the entire trajectory. This interpretation allows us to make connections to the theory of quasi-stationary distributions [21, 22] which can be used to analyze Markovian processes conditioned on non-absorption.

For the dynamics generated by $\tilde{P}$, given the initial state-action pair $i$, the probability of transitioning
to $j$ after taking $N$ steps is given by $[\tilde{P}^N]_{ji}$. In the following, we assume that $\tilde{P}$ is a regular

non-negative matrix, i.e. the corresponding dynamics is irreducible. To ensure that the dynamics is

irreducible, we can, for example, add a modification that incorporates transitions to the initial state

from states that would otherwise be considered terminal states. Consequently, the conditions of the

Perron-Frobenius theorem are satisfied for $\tilde{P}$, and for large $N$, we have [21]

$$
[\tilde{P}^N]_{ji} \approx e^{-\theta N} u_i v_j, \quad (10)
$$
Now the probability that a trajectory starting with state-action pair $i = (s_1, a_1)$ is optimal for $N$ steps is given by

$$P(O_{1:N} | i) = \sum_j \left[ \tilde{P}^N \right]_{ji} = e^{-\theta N} u_i \tag{11}$$

This result can be used to derive the posterior distribution over trajectories conditioned on optimality. Typically, the difficulty in deriving expressions for the posterior distribution stems from estimating the partition sum in the denominator of Equation (4). However, we note that the partition sum is given by $P(O_{1:N}) = \sum_i p(i)P(O_{1:N} | i)$ and thus can be estimated using the results derived.

To derive expressions for posterior state and dynamics distributions conditioned on optimality, we define, consistent with the terminology in NESM, the driven transition matrix

$$[P_d]_{ji} = p(j | i, O_{1:T}) \tag{12}$$

with $i = (s, a)$ and $j = (s', a')$ denoting two consecutive state-action tuples.

### 4.2 Main Results

The following lemma connects the twisted transition matrix with the driven transition matrix, which is an essential step required to derive the closed-form solution for MaxEnt RL in the long-time limit.

**Lemma.** In the long time limit, the Driven Transition Matrix is

$$[P_d]_{ji} = \frac{\tilde{P}_{ji} u_j}{e^{-\theta u_i}} \tag{13}$$

**Proof.** Let us divide the trajectory $\tau_{1:T}$ into two parts such that $\tau_{1:t-1} = (z_1, z_2, \ldots, z_{t-1})$ and $\tau_{t:T} = (z_t, z_{t+1}, \ldots, z_T)$. We will focus on $\tau_{t:T}$ in the limit $(T - t) = N \to \infty$. Using the definition of the driven matrix, we have

$$p(\tau_{t+2:T}, z_{t+1} = j | z_t = i, O_{1:T}) = p(\tau_{t+2:T} | z_{t+1} = j, O_{t+1:T}) [P_d]_{ji} \tag{14}$$

Using Bayes’ rule, the LHS of Equation (14) can be expressed in terms of the twisted matrix as:

$$p(\tau_{t+2:T}, z_{t+1} = j | z_t = i, O_{1:T}) = \frac{1}{p(O_{t+1:T} | z_{t+1} = j)} p(\tau_{t+2:T}, O_{t+1:T} | z_{t+1} = j) [\tilde{P}]_{ji}. \tag{15}$$

In Equation (14) using the substitution

$$p(\tau_{t+2:T} | z_{t+1} = j, O_{t+1:T}) = \frac{p(\tau_{t+2:T}, O_{t+1:T} | z_{t+1} = j)}{p(O_{t+1:T} | z_{t+1} = j)}, \tag{16}$$

and comparing with Equation (15), we get :

$$[P_d]_{ji} = \left[ \frac{[\tilde{P}]_{ji} p(O_{t+1:T} | z_{t+1} = j)}{p(O_{t+1:T} | z_t = i)} \right] \tag{17}$$

Taking the long time limit and approximating the twisted transition matrix using results from the Perron-Frobenius theorem [21], we obtain

$$P(O_{t:T} | z_t = i) = \sum_j \left[ \tilde{P}^N \right]_{ji} = e^{-\theta N} u_i \tag{18}$$

$$P(O_{t+1:T} | z_{t+1} = j) = \sum_k \left[ \tilde{P}^{N-1} \right]_{kj} = e^{-\theta (N-1)} u_j, \tag{19}$$

Substituting Equation (18) and (19) in Equation (17) we obtain the statement of the lemma. \qed

Equation (13) recovers the expression for the driven model as a generalized Doob $h$-transform in recent work in NESM [12, 13, 14, 15]. It is interesting to note that our analysis recovers this result based on Bayesian inference of the posterior trajectory distribution.

The Lemma (Driven Transition Matrix) allows us to derive the following expressions for the optimal dynamics, policy and initial state-action pair distributions.
The results derived for the optimal dynamics can be used to derive analytical expressions for value functions in MaxEnt RL and to make further connections to statistical mechanics. In the following, unless otherwise stated, we consider trajectories starting from a fixed initial state \( i = (s, a) \). Using the relations between backward messages and the soft \( Q \)-function \([6]\), \( e^{\beta Q(s,a)} = P(\mathcal{O}_{1:T} | s, a) \), in combination with Equation (11) and the definition \( e^{\beta V(s)} = \sum_a \pi(a | s) e^{\beta Q(s,a)} \), yields the relations

\[
\beta Q(s,a) = -\theta N + \log u(s, a) \tag{24}
\]

\[
\beta V(s) = -\theta N + \log \sum_a \pi(a | s) u(s, a). \tag{25}
\]

Thus the value functions in MaxEnt RL can be obtained using the dominant eigenvalue and the left eigenvector of the twisted matrix \( \tilde{P} \). The results derived show that, in the large \( N \) limit, the soft value functions per time step are primarily determined by the Perron-Frobenius eigenvalue. The small fluctuations around this constant offset value, however, are the key determinants of the optimal policy (see Fig. 2). These results have been validated by comparing with the dynamic programming solution for MaxEnt RL.

**Theorem. (Closed-Form Solution for MaxEntropy RL)**

\[
p^*(s'|s, a, \mathcal{O}_{1:T}) = \frac{p(s'|s, a)e^{\beta r(s,a)}}{e^{\beta r(s,a)}} \sum_{a'} u(s', a')\pi(a'|s') \tag{20}
\]

\[
\pi^*(a|s, \mathcal{O}_{1:T}) = \frac{u(s, a)\pi(a|s)}{\sum_{a'} u(s, a')\pi(a'|s)} \tag{21}
\]

\[
p^*(s_1, a_1|\mathcal{O}_{1:T}) = \frac{p(s_1, a_1)u(s_1, a_1)}{\sum_{(s_1', a_1')} p(s_1', a_1')u(s_1', a_1')} \tag{22}
\]

**Proof.** By definition we have

\[
p(s_t, a_t|\mathcal{O}_{t:T}) = \frac{p(s_t, a_t)p(\mathcal{O}_{t:T}|s_t, a_t)}{\sum_{(s_t, a_t)} p(s_t, a_t)p(\mathcal{O}_{t:T}|s_t, a_t)} \tag{23}
\]

Using the approximation in Eq. ~18~, Eq. (23) reduces to the result stated in Eq. (22). The results for the optimal policy and dynamics can be obtained by decomposing the result for the driven transition matrix in Eq. (13). The details of the proof are provided in the Supplementary Materials.

Equations (20) (21) (22) show that, in the long-time limit, the optimal dynamics can be completely characterized by the dominant eigenvalue and the corresponding left eigenvector of the twisted matrix \( \tilde{P} \). While previous work has shown how a special class of MDPs are linearly solvable \([20, 23]\), our results show that linear solutions can be obtained for general MDP models in the long-time limit. We elaborate on this generalization in Section (4.5).

The significance of this result is that it provides the complete solution for the central problem of MaxEnt RL (stated in Equation (5)). For the case of deterministic dynamics, the results show that the optimal dynamics is unchanged from the original dynamics and the optimal policy is determined by the left eigenvector \( u \). For the case of stochastic dynamics, the results determine how the original dynamics must be controlled to obtain the optimal dynamics.

**4.3 Solution properties & connections to soft value functions**

The results derived for the optimal dynamics can be used to derive analytical expressions for value functions in MaxEnt RL and to make further connections to statistical mechanics. In the following, unless otherwise stated, we consider trajectories starting from a fixed initial state \( i = (s, a) \). Using the relations between backward messages and the soft \( Q \)-function \([6]\), \( e^{\beta Q(s,a)} = P(\mathcal{O}_{1:T} | s, a) \), in combination with Equation (11) and the definition \( e^{\beta V(s)} = \sum_a \pi(a | s) e^{\beta Q(s,a)} \), yields the relations

\[
\beta Q(s,a) = -\theta N + \log u(s, a) \tag{24}
\]

\[
\beta V(s) = -\theta N + \log \sum_a \pi(a | s) u(s, a). \tag{25}
\]
Besides the value functions, other quantities of interest in RL can also be obtained using the Perron-Frobenius eigenvalue and corresponding eigenvectors. For example, it can be shown that the forward messages can be directly obtained from the corresponding right eigenvector in the long-time limit [21], i.e. \( p(s, a_i|O_{1:t-1}) = v(s, a_i) \) for \( t \to \infty \). Furthermore, for \( t \) such that \( t \to \infty \) and \( (T - t) \to \infty \), we can show (see Supplementary Materials) \[
 p(s_t, a_t|O_{1:T}) = u(s_t, a_t)v(s_t, a_t). \tag{26}
\]

We note that \( u(s, a)v(s, a) \) represents the components of the dominant right eigenvector of the driven matrix \( P \), i.e. the components of the steady-state distribution over state-action pairs generated by the driven dynamics. Given that the steady-state distribution over state-action pairs is a key component of related approaches such as Inverse RL [24] and extensions of soft-\( Q \) learning [25], the result obtained in Equation (26) can significantly impact the computations involved in these approaches.

The formalism developed also provides insights into the analogs in statistical mechanics for quantities of interest in MaxEnt RL. The Boltzmann form of the optimal trajectory distribution indicates that optimization of the objective function by the inference approach [6] is equivalent to minimizing a free energy functional. This free energy functional attains its minimum value for the optimal trajectory distribution \( p^*(\tau|s, a) \), which is given by (see Supplementary Materials)

\[
 F(s, a) = \sum_\tau \log p^*(\tau|s, a) \left[ E_\tau + \frac{1}{\beta} \log \frac{p^*(\tau|s, a)}{p(\tau|s, a)} \right] \tag{27}
\]

The preceding equation indicates that the optimal controlled dynamics \( p^*(\tau|s, a) \) minimizes the collected energetic costs, regularized by the entropic costs corresponding to the Kullback-Leibler divergence between controlled and prior trajectory distributions.

Furthermore, from statistical mechanics at the trajectory level, we obtain that \( e^{-\beta F(s, a)} = \sum_\tau p(\tau|s, a)e^{-\beta E_\tau} \) which can be rewritten as \( e^{-\beta F(s, a)} = P(O_{1:T}|s, a) \) leading to the identity

\[
 F(s, a) = -Q(s, a). \tag{28}
\]

In other words, minimizing the combined energetic and entropic costs is equivalent to obtaining the optimal soft \( Q \)-function.

### 4.4 Model-Based Learning - General Linearly Solvable MDP

Based on the theoretical derivations presented above, we obtain a way to linearly solve a general class of MDPs by determining the dominant eigenvalue and corresponding left eigenvector of the twisted transition matrix. Our approach is consistent with previous work [20] on a special class of linearly solvable MDPs. This previous approach considers the case of state-to-state transitions, with state dependent rewards and reducible dynamics (i.e. with absorbing goal states that have maximum reward) and cannot be applied to problems without absorbing states and with irreducible dynamics. Our method represents an extension of this approach that explicitly considers state-action pairs and applies to problems with irreducible dynamics. We have tested that our approach can also be applied to models with reducible dynamics with absorbing goal states that have the maximum reward. This is done by transforming the reducible model to an irreducible model by adding a small parameter \( \epsilon \) that represents the probability of transitioning from the absorbing state back to the initial state. This additional parameter makes the dynamics irreducible and thus our formalism can be applied to determine the left eigenvector \( u \) which in turn determines the optimal policy. As \( \epsilon \to 0 \), the limiting value of \( u \) determines the optimal policy for the reducible case. Working in this limit, we can show that the equations derived in this work, specifically Eq. 20, reduces to the previously obtained result [20] for the restricted class of MDPs with reducible dynamics (see Supplementary Materials)

The above procedure was applied to develop a novel approach to the shortest path problem. Consider a maze with an absorbing goal state with reward function such that there is a constant penalty \( r(s, a) = -1 \) for \( (s, a) \) such that \( s \) is not the goal state, and \( r(s, a) = 0 \) for the absorbing goal state. With this setup, determining the trajectory that minimizes the energetic costs is equivalent to determining the shortest path. For the case of uniform prior policy and deterministic dynamics all allowed trajectories are equally likely (i.e. \( p(\tau) = \text{const} \)). From Eq. (4) we see that the trajectory obtained by following the greedy version of the optimal policy corresponds to the trajectory that minimizes the energetic costs, i.e. the shortest path. It is interesting to note that this procedure of
identifying shortest paths does not depend on the temperature parameter $\beta$. The proposed approach for determining shortest paths has been validated in Figure (3). In this experiment, we have a reducible MDP where the goal state is an absorbing state. An optimal stochastic policy is obtained through the left eigenvector of the corresponding twisted matrix. The figure shows the greedy version of this policy which, in this setting, is independent of the $\beta$ factor used for the computations. The result shown matches the ground truth for this problem.

4.5 Model-Free Learning: $U_\theta$-Learning Algorithm

The framework developed shows how several quantities of interest in MaxEnt RL can be obtained using the dominant eigenvalue and the corresponding left eigenvector of the twisted matrix. In the following, we show how these quantities can be obtained in a model-free setting by system exploration using the original transition dynamics. By taking the sum over the columns of the driven matrix in equation (13), we note that the left eigenvector elements can be written as an expectation value over the original transition dynamics. Correspondingly the dominant eigenvalue and left eigenvector can be obtained through a learning process based on the following equation

$$u(s, a)e^{-\theta} = e^{\beta r(s, a)}E_{\sim p(s', a'|s, a)}[u(s', a')]$$  \hspace{1cm} (29)

The corresponding update equations for learning $u(s, a)$ and $\theta$ are

$$u(s, a) \leftarrow (1 - \alpha)u(s, a) + \alpha \frac{e^{\beta r(s, a)}}{e^{-\theta} - u(s', a')}$$  \hspace{1cm} (30)

$$e^{-\theta} \leftarrow (1 - \alpha \theta)e^{-\theta} + \alpha \theta e^{\beta r(s, a)} \frac{u(s', a')}{u(s, a)}.$$  \hspace{1cm} (31)

Where $\alpha$ and $\alpha_\theta$ are learning rates [26]. Note that the prior policy is used for sampling actions during the training process (see Equation (29)). Thus this model-free approach to RL, which we term $U_\theta$-learning, is fundamentally an off-policy approach [27] wherein the optimal policy is obtained via system exploration using the prior policy. Figure (4) shows that optimal policies obtained using Equation (30) and (31) are in excellent agreement with the results obtained using dynamic programming.

Figure 4: Validation of solution by $U_\theta$-learning algorithm. Left: The maze used for this experiment. The dynamics is defined such that an irreducible MDP is obtained. Center: Convergence of the $\theta$ parameter learned by 5 agents toward the target value as computed by the model-based version. Right: KL divergence of the learned policy distribution, with respect to the ground truth optimal policy. As the training process is carried out, both the learned $\theta$ value and policy converge to the correct solution. Results shown correspond to 5 agents started with different random seeds and trained in parallel.
5 Conclusions

In conclusion, we have established a mapping between MaxEnt RL and recent research in NESM involving Markov processes conditioned on rare events. The results derived include analytical expressions that address open problems in the field and lead to linear solutions for a general class of MDPs. While previous linear approaches have focused on reducible dynamics with goal states that are absorbing states with maximum reward, our approach considers the case of irreducible dynamics and can thus be readily applied to exploratory problems in, e.g., robotics. The results derived also lead to a novel algorithm for model-free RL which we term $U_{\theta}$ learning. The main limitation of the current results is the restriction to discrete states and actions. We will explore the continuous case in our subsequent work. Another essential research direction is to generalize the current calculation to determine the optimal policy for the case of stochastic dynamics with the constraint that the posterior probabilities of the initial state and dynamics are kept fixed to the original probabilities. In this case, the challenge is to perform structured variational inference and it is of interest to determine if the framework developed in the current work can also be applied to this constrained optimization problem. The results obtained have thus established a new framework for analyzing optimization problems using MaxEnt RL and generalizations of this approach hold great promise for obtaining solutions to a broader range of problems in stochastic optimal control.

6 Implementation and code availability

We used OpenAI's gym framework [28], which is an open source project under the MIT license. We are making our code available at https://github.com/argearriojas/maxent-rl-mdp-scripts. Additional details regarding the implementation are provided in the Supplementary Materials.
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Implementation details

For the purposes of testing and validation we have developed an implementation of the method using Python, and used the gym environments framework developed by OpenAI [1]. Since we have focused on discrete state-action spaces, we chose to work with the FrozenLake gym environment, which we have modified to meet our needs regarding the transition dynamics and reward structure.

The implementation includes model-based and model-free solutions, along with example scripts to use our method. The code is made available at https://github.com/argearriojas/maxent-rl-mdp-scripts.

Proof of the theorem

Optimal policy - Equation (21) in the paper

By definition, we can write the optimal state-action distribution as

$$p(s_t, a_t | O_{t:T}) = \frac{p(s_t, a_t) p(O_{t:T} | s_t, a_t)}{\sum_{s_t, a_t} p(s_t, a_t) p(O_{t:T} | s_t, a_t)}.$$

(1)

Now recall from section 4.1 in the main text, the long time approximation for the backward messages is given by

$$P(O_{t:T} | z_t = i) = \sum_j \left[ \tilde{P}^N \right]_{ji} = e^{−\theta N} u_i,$$

(2)

which lets us rewrite Eq. 1 as

$$p(s_t, a_t | O_{t:T}) = \frac{p(s_t, a_t) u(s_t, a_t)}{\sum_{s_t, a_t} p(s_t, a_t) u(s_t, a_t)}$$

(3)

Note that the preceding equation is valid for $t$ such that $(T - t) \to \infty$. In particular, it can be applied for the initial time-step to obtain the optimal
From the preceding equations, we see that, in the long-time limit \((T - t) \to \infty\), the optimal state-action pair distribution is time-independent. Correspondingly, using these equations and suppressing the time index, we obtain that the optimal policy is given by

\[
p(a|s, O_1:T) = \frac{p(a|s)u(s,a)}{\sum_a p(a|s)u(s,a)},
\]

(5)

\[
\pi^*(a|s) = \frac{\pi(a|s)u(s,a)}{\sum_a \pi(a|s)u(s,a)},
\]

(6)

where \(\pi^*(a|s)\) denotes the optimal policy and \(\pi(a|s)\) is the corresponding prior policy distribution.

**Optimal transition dynamics - Equation (20) in the paper**

Recall from section 4.2 in the main text the driven transition dynamics:

\[
[P_d]_{ji} = \tilde{P}_{ji} \frac{u_j}{e^{-\theta u_i}}.
\]

(7)

Now let us write Eq. 7 as

\[
p(s',a'|s,a,O_1:T) = \frac{p(s',a'|s,a)e^{\beta r(s,a)}u(s',a')}{e^{-\theta u(s,a)}}
\]

(8)

\[
\pi^*(a'|s')p^*(s'|s,a) = \frac{\pi(a'|s')p(s'|s,a)e^{\beta r(s,a)}u(s',a')}{e^{-\theta u(s,a)}}.
\]

(9)

By substituting the optimal policy in Eq. 6 into Eq. 9, we obtain that the optimal transition dynamics is given by

\[
p^*(s'|s,a) = \frac{p(s'|s,a)e^{\beta r(s,a)}}{e^{-\theta u(s,a)}} \sum_{a'} \pi(a'|s')u(s',a').
\]

(10)

**Optimal steady-state distribution - Equation (26) in the paper**

Let's consider the initial part of the trajectory \(\tau_1:t-1\). Consider

\[
p(z_t = j|z_1 = i, O_1:t-1) = \frac{p(z_t = j, O_1:t-1|z_1 = i)}{p(O_1:t-1|z_1 = i)}
\]

(11)
In the limit $t \to \infty$, using the Perron-Frobenius theorem and Eq. 2, we get
\begin{equation}
  p(z_t = j | z_1 = i, O_{1:t-1}) = \frac{e^{-\theta N} u_i v_j}{e^{-\theta N} u_i} = v_j
\end{equation}
Thus, the optimal state-action pair distribution at time $t$ is time-independent and independent of the initial state-action pair distribution. This distribution is given by the right eigenvector of twisted matrix, and is referred to as the quasi-stationary distribution [2].

The preceding equations have shown that $p(z_t = j | O_{1:t-1}) = v_j$. To obtain the steady-state distribution of the optimal dynamics, we need to derive an expression for $p(z_t = j | O_{1:T})$. To proceed, we express it as follows.
\begin{equation}
  P(z_t = j | O_{1:t-1}, O_{t:T}) = \frac{p(O_{t:T} | z_t = j, O_{1:t-1}) p(z_t = j | O_{1:t-1})}{\sum_k p(O_{t:T} | z_t = k, O_{1:t-1}) p(z_t = k | O_{1:t-1})} \tag{13}
\end{equation}
Furthermore, using
\begin{equation}
  p(O_{t:T} | z_t = j, O_{1:t-1}) = p(O_{t:T} | z_t = j) = e^{-\theta N} u_i
\end{equation}
in combination with $p(z_t = j | O_{1:t-1}) = v_j$, we get
\begin{equation}
  p(z_t = j | O_{1:T}) = \frac{e^{-\theta N} u_j v_j}{e^{-\theta N} \sum_k u_k v_k} = u_j v_j \tag{15}
\end{equation}
Thus the optimal state-action pair distribution in the 'bulk' region of the trajectory (i.e. for $t$ such that $t \to \infty$ and $(T - t) \to \infty$) is time-independent and is given by the Hadamard product of the left and right eigenvectors of the twisted matrix. It is readily verified that this distribution also corresponds to the steady-state distribution of the driven matrix $P_D$.

**Statistical mechanics of trajectories**

Recall from section 3.2 in the main text, the expression for the trajectory distribution conditioned on optimality
\begin{equation}
  p(\tau_{1:T} | O_{1:T}) = \frac{p(\tau_{1:T}, O_{1:T})}{p(O_{1:T})} = \frac{p(\tau) e^{-\beta E_\tau}}{\sum_{\tau'} p(\tau') e^{-\beta E_{\tau'}}}. \tag{16}
\end{equation}
From the definition of the optimality variable and Eq. 16, and conditioning on a given state-action pair, we can relate $p(O_{1:T} | s, a)$ to a partition function $Z$ for the controlled dynamics distribution as
\begin{equation}
  p(O_{1:T} | s, a) = \sum_{\tau} p(\tau | s, a) e^{-\beta E_\tau} \tag{17}
\end{equation}
\begin{equation}
  = \sum_{\tau} e^{-\beta E_\tau'} = Z. \tag{18}
\end{equation}
Here we are incorporating the effect of the system dynamics and the prior policy into a cost function $E'_\tau$ s.t.

$$E'_\tau = E_\tau - \frac{1}{\beta} \log p(\tau|s,a) \quad (19)$$

The partition function $Z$ corresponds to the canonical ensemble in statistical physics [3], with each allowed trajectory $\tau$ representing a microstate. It follows that

$$p^*(\tau|s,a) = \frac{1}{Z} e^{-\beta E'_\tau} \quad (20)$$

is the optimal probability distribution over trajectories that minimizes the corresponding free energy $F(s,a)$. Connecting the partition function to the definition of the soft $Q$ function ($e^{\beta Q(s,a)} = P(\mathcal{O}_1:T|s,a)$) and to the free energy $F(s,a)$ we get

$$F(s,a) = -\frac{1}{\beta} \log Z = -Q(s,a). \quad (21)$$

Furthermore, using the basic thermodynamic relation $F = E - \frac{1}{\beta} S$, where $E$ is the mean energy associated optimal trajectory distribution and $S$ represents the entropy of the trajectory distribution, the free energy can be expressed as

$$F(s,a) = \sum_{\tau} p^*(\tau|s,a) \left[ E'_\tau + \frac{1}{\beta} \log p^*(\tau|s,a) \right] \quad (22)$$

$$= \sum_{\tau} p^*(\tau|s,a) \left[ E_\tau + \frac{1}{\beta} \log \frac{p^*(\tau|s,a)}{p(\tau|s,a)} \right] \quad (23)$$

where we can see that the controlled dynamics $p^*(\tau|s,a)$ maximizes the collected rewards, regularized by the Kullback-Leibler divergence between controlled and prior dynamics.

**Relation to Linearly-Solvable MDPs [4]**

In discussing the connections to the previous approach for linearly solvable MDP models [4], we first note the differences between our approach and the previous approach. The previous approach only considered state-to-state transitions with a reward function that only depended on the state variable (i.e. $r(s,a) = r(s)$) and there was no explicit policy distribution. Furthermore, the previous approach was limited to MDP models with reducible dynamics such that the absorbing states have maximum reward. In contrast, our approach considers an explicit policy distribution ($\pi(a|s)$) and a reward that depends on the state-action pair ($r(s,a)$). Furthermore, while we consider general MDP models with irreducible dynamics, our approach can also be used to analyze MDP models with absorbing states as outlined below.
To treat the case of reducible dynamics, we note that the procedure outlined in the main text, i.e. a) set up the twisted matrix $\tilde{P}$ and b) obtain the corresponding dominant eigenvalue and left eigenvector, can also be applied for the reducible case. If the model had reducible dynamics, then the Perron Frobenius theorem does not apply and we are not guaranteed that the left eigenvector is positive (i.e. $u_i > 0$). However, for the case considered with an absorbing state that has maximum reward equal to zero, we observe empirically that the left eigenvector has positive components (i.e. $u_i > 0$) and we will term the optimal policy derived from it the reducible dynamics policy.

We now consider transforming the reducible model to an irreducible model by adding a small parameter $\epsilon$ that represents the probability of transitioning from the absorbing state back to the initial state. As $\epsilon \to 0$, we analyze the convergence of the policy derived from the left eigenvector of the irreducible dynamics model. Fig. 1 shows the Kullback-Leibler divergence between the policy derived form the reducible dynamics ($\epsilon = 0$) and policy derived from irreducible dynamics ($\epsilon > 0$). As $\epsilon \to 0$, we see that the policy derived from the irreducible dynamics is identical to the reducible dynamics policy, indicating that our approach can be applied to analyze reducible dynamics in this case.

Given that our approach can be applied to the class of models with reducible dynamics considered in previous work [4], we now analyze how the results obtained in this work reduce to previously obtained results for linearly solvable MDPs. We note that the previous result for the optimal state-to-state transition probability can be expressed as

$$p^*(s'|s) = \frac{p(s'|s)e^{V(s')}}{\sum_{s'} p(s'|s)e^{V(s')}}$$

(24)

where $V(s)$ denotes the state value function and the temperature parameter...
$\beta = 1$. We compare this with the result derived in the main text (Eqn 20) which is reproduced below

$$p^*(s'|s,a) = \frac{p(s'|s,a)e^{\beta r(s,a)}}{e^{-\theta}u(s,a)} \sum_{a'} u(s',a')\pi(a'|s')$$  \hspace{1cm} (25)

To connect to the previous result we note the following: For the case of reducible dynamics with an absorbing state with maximum reward (i.e. $r(s,a) = 0$ for the absorbing state $s$), the dominant eigenvalue of $\tilde{P}$ is 1 and correspondingly we have $\theta = 0$. Using this, and setting $\beta = 1$, we obtain that the exponential transformation of the soft value function $V(s)$ is given by

$$z(s) = e^{V(s)} = \sum_a u(s,a)\pi(a|s)$$  \hspace{1cm} (26)

Combining equations 25 and 26 and comparing with Eq. 24, we see that the results are identical (the normalization constant is explicitly obtained in our approach). We can also demonstrate the mapping to the previous result by reworking Eq. 25 by plugging in Eq. 26 and marginalizing over actions

$$p^*(s'|s,a)u(s,a) = p(s'|s,a)e^{r(s)}z(s')$$  \hspace{1cm} (27)

$$p^*(s'|s,a)u(s,a)\pi(a|s) = p(s'|s,a)\pi(a|s)e^{r(s)}z(s')$$  \hspace{1cm} (28)

$$u(s,a)\pi(a|s) \sum_{s'} p^*(s'|s,a) = \sum_{s'} p(s'|s,a)\pi(a|s)e^{r(s)}z(s')$$  \hspace{1cm} (29)

$$\sum_a u(s,a)\pi(a|s) \sum_{s'} p^*(s'|s,a) = \sum_{s'} z(s')e^{r(s)}\sum_a p(s'|s,a)\pi(a|s)$$  \hspace{1cm} (30)

$$\sum_a u(s,a)\pi(a|s) = \sum_{s'} z(s')e^{r(s)}p(s'|s)$$  \hspace{1cm} (31)

$$z(s) = \sum_{s'} z(s')e^{r(s)}p(s'|s),$$  \hspace{1cm} (32)

which is the eigenvalue equation derived in [4].
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