Prediction of Extracellular Matrix Proteins by Fusing Multiple Feature Information, Elastic Net, and Random Forest Algorithm
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Abstract: Extracellular matrix (ECM) proteins play an important role in a series of biological processes of cells. The study of ECM proteins is helpful to further comprehend their biological functions. We propose ECMP-RF (extracellular matrix proteins prediction by random forest) to predict ECM proteins. Firstly, the features of the protein sequence are extracted by combining encoding based on grouped weight, pseudo amino-acid composition, pseudo position-specific scoring matrix, a local descriptor, and an autocorrelation descriptor. Secondly, the synthetic minority oversampling technique (SMOTE) algorithm is employed to process the class imbalance data, and the elastic net (EN) is used to reduce the dimension of the feature vectors. Finally, the random forest (RF) classifier is used to predict the ECM proteins. Leave-one-out cross-validation shows that the balanced accuracy of the training and testing datasets is 97.3% and 97.9%, respectively. Compared with other state-of-the-art methods, ECMP-RF is significantly better than other predictors.
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1. Introduction

The extracellular matrix is a macromolecule synthesized by animal cells that is distributed on the cell surface or between cells [1,2]. The ECM not only provides structural support to cells within the tumor but also provides anchorage and tissue separation for the cells. It also has a coherence effect to mediate communication between cells, and it contributes to survival and differentiation signals [3,4]. ECM proteins actively promote essential cellular processes such as differentiation, proliferation, adhesion, migration, and apoptosis [5–8]. ECM proteins in certain parts of etiology are the drivers of disease [9]. Defects of ECM proteins are associated with many human diseases (such as cancer, atherosclerosis, asthma, fibrosis, and arthritis), and modified ECM proteins help to understand complex pathologies [10,11]. ECM protein research contributes to the development of novel cell-adhesive biomaterials that are critical in many medical fields, such as cell therapy or tissue
engineering [12,13]. The diversity of ECM proteins contributes to the diversity of ECM function; thus, they play a comprehensive biological role in the basic life activities of cells. Therefore, accurate recognition of ECM proteins plays a crucial role in physiology and pathology research.

ECM protein prediction is an important branch in the field of protein function research. Compared with time-consuming and laborious experimental methods, bioinformatics methods can integrate advanced machine learning methods to accurately and efficiently predict proteins by fusing sequence information, physicochemical properties, structural information, and evolutionary information. The construction of protein prediction models mainly focuses on three aspects. (1) Feature extraction of protein sequences. The amino-acid letter sequence is converted into a numerical sequence by a feature extraction method. At present, protein sequence feature extraction methods are mainly based on sequence information, physicochemical properties, evolutionary information, and structural information. (2) Feature selection. Eliminating redundant features by feature selection technology can not only reduce the dimension of the feature space but also improve the robustness of the prediction model. More importantly, in predictive models, feature selection can assess the importance of features and help discover the molecular mechanisms via which proteins perform their corresponding biological functions. (3) Model construction and model evaluation. A prediction algorithm is designed and a prediction model is built. An effective prediction algorithm can improve the generalization ability and prediction performance of the model. Because the machine learning method has the ability to train the model and prediction, it is widely used in proteomics. Current mainstream machine learning methods include random forest (RF) [14], naïve Bayes [15,16], decision tree (DT) [17], support vector machine (SVM) [18], extreme gradient boosting (XGBoost) [19], adaptive boosting (AdaBoost) [20], logistic regression (LR) [21], gradient boosting decision tree (GBDT) [22], etc.

Given the important research significance of ECM proteins in physiopathology, more and more researchers are committed to the prediction research of ECM proteins. Table 1 summarizes the prediction methods of ECM proteins.

Table 1. The existing extracellular matrix (ECM) proteins prediction methods.

| Author(s) | Method | Performance Parameters |
|-----------|--------|------------------------|
| Jung et al. [23] | 91 features that were conventionally used by localization prediction methods and five new features are introduced to describe the unique features of ECM proteins. | receiver operating characteristic (ROC) |
| Anitha et al. [24] | Anitha [24] used position-specific scoring matrix (PSSM) to extract protein sequence features and used the support vector machine (SVM\(^{\text{svm}}\)) classifier. | sensitivity (Sn), specificity (Sp), matthew’s correlation coefficient (MCC), accuracy (ACC) |
| Kandaswamy et al. [25] | ECM proteins were recognized from sequence-derived properties. | ROC, Sn, Sp, MCC, ACC |
| Zhang et al. [26] | This method explored a variety of sequence-based discriminative features including evolutionary information, structural information, and physicochemical properties, then used Fisher-Markov selectors and incremental feature selection methods to search for the optimal feature vector, and finally built a model through SVM. | Sn, Sp, MCC, ACC |
| Yang et al. [27] | A hybrid feature integration method based on random forest was proposed. | ACC, Sn, Sp, balanced accuracy (BACC) |
| Ali et al. [28] | k-nearest neighbor (KNN) was combined with the hybrid feature space of pseudo amino-acid composition (PseAAC) and dipeptide composition (DPC). | ACC, Sn, Sp, precision, recall, F-measure |
| Kabir et al. [29] | This method extracted sequence evolution information based on a gray system model. | ACC, Sn, Sp, BACC |
At present, a series of research results were obtained by predicting ECM proteins through bioinformatics and machine learning methods, but there is still room for improvement. Firstly, the development of an effective feature extraction method can achieve higher prediction accuracy. Extracting accurate feature vectors for proteins is a key step in successful prediction. Secondly, how to delete redundant information caused by feature fusion while retaining valid feature information is also one of the important directions of our research. The feature selection methods used in this paper include principal component analysis (PCA) [30], factor analysis (FA) [31], mutual information (MI) [32], least absolute shrinkage and selection operator (LASSO) [33], kernel principal component analysis (KPCA) [34], logistic regression (LR) [35], and elastic net (EN) [36,37]. Finally, how to choose prediction methods and tools with high calculation efficiency and good performance is also the focus of our research. Different from other methods, we explore a variety of sequence-based discriminant features, including sequence information, evolutionary information, and physicochemical properties. We use the synthetic minority oversampling technique (SMOTE) to deal with class imbalance between data. Instead of simply combining features that may cause information redundancy and unwanted noise, the optimal feature subset is selected by EN. We choose an RF classifier which hinders over-fitting in the prediction of ECM proteins.

In this paper, a new ECM proteins prediction method named ECMP-RF (extracellular matrix proteins prediction by random forest) is proposed. Firstly, we integrate encoding based on grouped weight (EBGW), pseudo amino-acid composition (PseAAC), pseudo position-specific scoring matrix (PsePSSM), a local descriptor (LD), and an autocorrelation descriptor (AD) to extract protein sequence features. Five kinds of feature coding information are fused as the initial feature space. Then, the SMOTE method is used to balance the samples. Thirdly, comparing seven different feature selection methods for prediction, the EN is used to select the feature vectors. Finally, the RF classifier is used to predict ECM proteins. Based on the prediction results, RF is selected as a classifier to construct a multi-feature fusion ECM protein prediction model. The balanced accuracy (BACC) obtained by leave-one-out cross-validation (LOOCC) on the training dataset and the testing dataset is as high as 97.28% and 97.94%, respectively. The prediction effect is higher than the currently known classification models. The source code and all datasets are available at https://github.com/QUST-AIBBDRC/ECMP-RF/.

2. Materials and Methods

2.1. Datasets

A dataset is mainly used for training and testing models. The quality of datasets has a direct effect on model construction. Therefore, establishing an ECM protein prediction model requires an objective and representative dataset. To compare with the existing research results, this paper uses a dataset constructed in the existing literature for experimental analysis, thereby ensuring the scientific relevance and fairness of the comparative analysis. Yang [27] took the dataset established by Kandaswamy [25] as the original training dataset and constructed a training dataset and testing dataset according to the principle of dataset construction. The training dataset and testing dataset contain 410 ECM proteins and 85 ECM proteins, respectively. At the same time, the training dataset and testing dataset contain 4464 non-ECM proteins and 130 non-ECM proteins, respectively.

2.2. Encoding Based on Grouped Weight

Zhang [38] proposed the encoding based on grouped weight (EBGW) method to extract the characteristics of the physicochemical properties of proteins. EBGW is widely used in research fields such as protein interactions [39,40], prediction of Golgi protein types [41], and prediction of protein mitochondrial localization [42]. EBGW is based on the physicochemical properties of amino-acid sequences. It uses the concept of “coarse graining” to convert protein sequences into binary characteristic sequences. The group weight coding of protein sequences is realized by introducing a regular weight function. Amino acids are the basic units of protein. The protein sequence is composed of 20 amino acids through a series of biochemical reactions. Different amino acids have different
physicochemical properties. According to different physicochemical properties, amino acids can be divided into four categories. These are acidic amino acids \( C_1 = \{D,E\} \), basic amino acids \( C_2 = \{H,K,R\} \), neutral and polar amino acids \( C_3 = \{Q,N,S,T,Y,C\} \), and neutral and hydrophobic amino acids \( C_4 = \{A,F,G,I,L,M,P,V,W\} \). The above four types of amino acids can be combined one by one to obtain three new division methods: \( \{C_1, C_3\} \), \( \{C_1, C_4\} \), \( \{C_2, C_3\} \), \( \{C_2, C_4\} \), \( \{C_1, C_3\} \), \( \{C_1, C_4\} \), \( \{C_2, C_3\} \) and \( \{C_2, C_4\} \). After a protein is mapped according to these three division methods, the protein sequence is reduced to a binary feature sequence.

The protein sequence \( \alpha = a_1 a_2 \cdots a_n \) is transformed into three binary sequences according to Equations (1)–(4).

\[
\varphi(\alpha) = \varphi(a_1) \varphi(a_2) \cdots \varphi(a_n),
\]

\[
\varphi_i(a_j) = \begin{cases} 
1 & \text{if } a_j \in \{C_i, C_j\} \\
0 & \text{if } a_j \in \{C_i, C_j\}^{'}
\end{cases}
\]

\[
\varphi_i(a_j) = \begin{cases} 
1 & \text{if } a_j \in \{C_i, C_j\} \\
0 & \text{if } a_j \in \{C_i, C_j\}^{'}
\end{cases}
\]

\[
\varphi_i(a_j) = \begin{cases} 
1 & \text{if } a_j \in \{C_i, C_j\} \\
0 & \text{if } a_j \in \{C_i, C_j\}^{'}
\end{cases}
\]

where \( \varphi(\alpha) \) represents protein sequence characteristics. Given the sequence feature \( \varphi_i(\alpha) \) of length \( n \), weight refers to the number of occurrences of “1” in the sequence, and rule weight refers to the frequency of occurrence. By dividing the raw sequence into \( L \) subsequences, these features can be obtained. Then, the normal weight of each subsequence is calculated, thereby obtaining an \( L \)-dimensional vector \( H_i \). The transformation from \( \varphi_i(\alpha) \) to \( H_i \) is the group weight coding of sequence features. Thus, the three sequence features are used to obtain three vectors, and the three vectors are combined to obtain a \( 3L \)-dimensional vector, denoted as \( W = [w_1, w_2, \ldots, w_{3L}] \), where \( W \) is referred to as the group weight encoding of protein sequence \( \alpha \).

2.3. Pseudo Amino-Acid Composition

Chou [43] proposed the pseudo amino-acid composition (PseAAC) to solve the problem of feature vector extraction in protein sequences. At present, PseAAC is widely used by researchers in proteomic fields, such as protein site prediction [44], protein structure prediction [41,45,46], protein subcellular localization prediction [47–50], and protein submitochondrion prediction [42,51]. The specific calculation steps of the PseAAC algorithm are shown in Equations (5) and (6).

\[
P_{\alpha} = \left[ P_{1}, P_{2}, \cdots, P_{20}, P_{20+1}, \cdots, P_{20+L} \right]^T,
\]

where,

\[
P_u = \begin{cases} 
\frac{f_u}{\sum_{u=1}^{20} f_u + \omega \sum_{k=1}^{\tau_k}} & 1 \leq u \leq 20 \\
\frac{\omega \tau_{20+u}}{\sum_{u=1}^{20} f_u + \omega \sum_{k=1}^{\tau_k}} & 20+1 \leq u \leq 20+\lambda
\end{cases}
\]

where \( P \) represents the eigenvector, \( \tau_k \) refers to the nearest correlation factor with a number of \( k \), and \( \omega \) refers to the weight factor with a value of 0.05 [52]. \( f_u \) represents the frequency of the \( \mu \)-th amino acid in this sequence \( (\mu = 1, 2, \cdots, 20) \). In this method, the protein sequence is mapped to an \( (20+\lambda) \)-dimensional vector; the first 20 dimensions are the AAC, while the latter \( \lambda \)-dimensional is the sequence correlation factor, which can be obtained through the physicochemical properties of
amino acids. The $\lambda$ value cannot be greater than the shortest length of the protein sequence in the training set; thus, the $\lambda$ value is between 10 and 50.

2.4. Pseudo Position-Specific Scoring Matrix

The pseudo position-specific scoring matrix (PsePSSM) was proposed by Chou and Shen. [53]. PsePSSM can not only extract sequence information, but also reflect sequence evolution information. It is extensively used in proteomics research. Qiu [54] predicted the location of protein mitochondria by integrating PsePSSM into general PseAAC. Shi [55] used PsePSSM to extract the features of a drug target. The method of PsePSSM is used to extract the features of a protein sequence. We use the multi-sequence homology matching tool position-specific iterated basic local alignment search tool (PSI-BLAST) to set the parameters to three iterations, and the PSSM of each protein sequence is shown in Equation (7).

$$
P_{\text{PSSM}} = \begin{pmatrix}
P_{1,1} & P_{1,2} & \cdots & P_{1,20} \\
\vdots & \vdots & \ddots & \vdots \\
P_{L,1} & P_{L,2} & \cdots & P_{L,20}
\end{pmatrix}
$$ (7)

The elements in a PSSM matrix are normalized by Equation (8).

$$
f(x) = \frac{1}{1 + e^{-x}}.
$$ (8)

Because the length $L$ of the protein sequence is different, the PSSM matrix with different length is transformed into a matrix with the same dimension using Equations (9) and (10), and then the PsePSSM is calculated.

$$
p_{\text{PsePSSM}} = (\theta_1^m, \theta_2^m, \cdots, \theta_j^m, \cdots, \theta_{20}^m)^T,
$$ (9)

$$
\theta_j^m = \frac{1}{L-m} \sum_{i=m}^{L} (p_{ij} - \bar{p}_{(i+m)}) (j = 1, 2, \cdots, 20; m < L, m \neq 0),
$$ (10)

$$
P_{\text{PsePSSM}} = (\bar{p}_1, \bar{p}_2, \cdots, \bar{p}_{20}, \theta_1, \theta_2, \cdots, \theta_5, \theta_6, \cdots, \theta_{10}, \theta_{11}, \theta_{12}, \cdots, \theta_{20})^T.
$$ (11)

PsePSSM generates a $20 + 20 \times m$-dimensional feature vector from a protein sequence, which can change the length of different protein sequences in the feature extraction data set into a vector with a uniform dimension. Restricted by the shortest length of the protein sequence, $m$ values range from 10 to 49.

2.5. Local Descriptor

The local descriptor (LD) algorithm considers the discontinuity of the sequence [37]. The LD algorithm represents the effective feature information of a protein sequence through amino-acid classification, protein sequence division, protein folding, and other methods, so as to provide important sequence information and physical and chemical property feature information for ECM proteins prediction.

Each protein sequence is divided into 10 segments. For each specific local segment, composition ($C$), transition ($T$), and distribution ($D$) are calculated. $C$ refers to the frequency of amino acids with specific properties in 10 segments. $T$ refers to the frequency of dipeptides composed of seven groups of amino acids in 10 segments. $D$ refers to the distribution pattern of the first, 25%, 50%, 75%, and last amino acids in each protein sequence. The amino-acid groups are shown in Table 2.

For each region, $C$, $T$, and $D$ are computed, and 63 features are obtained, among which $C = 7$, $T = 21$, and $D = 35$. Then, 10 local segments generate $10 \times 63 = 630$ features; thus, the LD algorithm constructs a 630-dimensional vector.
2.6. Autocorrelation Descriptor

By using the physicochemical properties of amino acids, protein sequences can be numerical, but the length of the numerical sequences obtained is not the same. The autocorrelation descriptor (AD) [56,57] can transform numerical sequences with different lengths into feature vectors with the same length using an appropriate coding method, so as to extract the sequence information of proteins effectively and improve the prediction accuracy. The three descriptors used in this study are described below.

(1) Definition of Moreau-Broto autocorrelation descriptor.

\[ \text{NMB}(l) = \text{NBA}(l) \frac{N - l}{N - 1}, \quad l = 1, 2, \ldots, \text{lag}, \]

where \( \text{MBA}(l) = \sum_{i=1}^{N-l} P(A_i)P(A_{i+l}) \), \( A_i \) and \( A_{i+l} \) represent the amino acids of \( i \) and \( i+l \) of the protein sequence, respectively, \( P(A_i) \) and \( P(A_{i+l}) \) represent the standardized physicochemical values of \( i \) and \( i+l \) of \( AA_i \) and \( AA_{i+l} \), respectively, and \( \text{lag} \) is the parameter to be adjusted, which represents the length of sliding window.

(2) Definition of Moran autocorrelation descriptor.

\[ \text{MA}(l) = \frac{1}{(N - l)^2} \sum_{i=1}^{N-l} (P(A_i) - \bar{P})(P(A_{i+l}) - \bar{P}) \]

\[ \frac{1}{N} \sum_{i=1}^{N} (P(A_i) - \bar{P})^2 \]

\[ l = 1, 2, \ldots, \text{lag}, \]

where \( \bar{P} \) represents the average value of the physicochemical properties of the whole protein sequence.

(3) Definition of the Geary autocorrelation descriptor.

\[ \text{GA}(l) = \frac{1}{2(N - l)^2} \sum_{i=1}^{N-l} (P(A_i) - P(A_{i+l}))^2 \]

\[ \frac{1}{N} \sum_{i=1}^{N} (P(A_i) - \bar{P})^2 \]

\[ l = 1, 2, \ldots, \text{lag}, \]

Using the above three autocorrelation descriptors, we can extract a \( 3 \times n \times \text{lag} \)-dimensional feature vector (\( n \) is the number of amino acid physicochemical properties used in this paper). The built-in parameters \( \text{lag} \) are 10, 20, 30, 40, and 50.

2.7. Synthetic Minority Oversampling Technique

The imbalance of categories has a negative impact on the classification performance of the model. A small number of samples provides less “information”, which leads to a low prediction performance of a small number of samples; thus, the prediction results tend to the majority. There are significant sample imbalances in the selected datasets of this study. Among them, there are 11-fold more non-ECM proteins in the training dataset than ECM proteins, and there are 1.5-fold more non-ECM proteins in the testing dataset than ECM proteins, which results in poor prediction accuracy for a few categories. In order to solve the problem of sample imbalance and make full use of the sample information in the original datasets, Chawla [58] proposed the synthetic minority oversampling technique (SMOTE) algorithm. This is a common oversampling method [59], which is based on “interpolation” to synthesize new samples for a few samples and add them to the dataset.
so as to achieve the balance of dataset samples and effectively solve the problem of classification overfitting.

The algorithm flow of SMOTE is described below. If the number of samples of a minority class in the training dataset is set as \( T \), then SMOTE synthesizes \( NT \) (\( N \) is a positive integer) new samples for this minority class. If \( N < 1 \) is given, the algorithm forces \( N = 1 \) and “considers” the sample number of a few classes as \( T \). Consider a sample \( i \) of the minority class with characteristic vectors of \( x_i, i \in \{1, \ldots, T\} \); then, the following steps are applied:

1. Find \( k \) nearest neighbors of sample \( x_i \) from all \( T \) samples of the minority class (e.g., using Euclidean distance), and record them as \( x_{i \text{ (near)}, \text{near} \in \{1, \ldots, k\}} \).

2. From \( k \) nearest neighbors, select a sample \( x_{(\text{ran})} \) randomly, and regenerate it into a random number \( \xi \), between 0 and 1, so as to synthesize a new sample \( x_i^\prime: x_i^\prime = x_i + \xi \times (x_{(\text{ran})} - x_i) \).

3. Repeat step (2) \( N \) times, and synthesize \( N \) new samples \( x_{\text{new}, \text{new} \in \{1, \ldots, N\}} \). The above operations are carried out on all \( T \) minority samples, and \( NT \) new samples are obtained.

At present, SMOTE is widely used in bioinformatics research, for example, protein-protein interaction site prediction [39,55], protein category prediction [41], predicting protein submitochondrial localization [42], etc.

2.8. Elastic Net

The high-dimensional data fused by the feature extraction method contain a lot of redundant information. The elastic net (EN) algorithm eliminates redundant information, and it transforms the high-dimensional data into low-dimensional data while retaining the effective information of the original data. EN [36,37] is a linear regression model trained with \( L_1 \), \( L_2 \) norm as a prior regular term.

For the dataset \( D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \), taking the square error as the loss function, the optimization objective is shown in Equation (15).

\[
\min_{\omega} \sum_{i=1}^{n} (y_i - \omega^T x_i)^2. \tag{15}
\]

However, when there are many sample features, a small number of samples causes overfitting; thus, it can be regularized. \( \lambda = \lambda_1 + \lambda_2 \) and \( \alpha = \frac{\lambda}{\lambda_1 + \lambda_2} \) are obtained by using a convex linear combination of \( L_1 \) norm and \( L_2 \) norm. In this case, Equation (15) becomes the following loss function:

Loss function:
\[
\min_{\omega} \sum_{i=1}^{n} (y_i - \omega^T x_i)^2 + \lambda \alpha \|\omega\|_2 + (1 - \alpha) \|\omega\|_2. \tag{16}
\]

2.9. Random Forest

As a representative machine learning method, the random forest (RF) algorithm is widely used in the field of bioinformatics [39,55]. It combines the theory of bagging and random subspace, integrates many decision trees to predict, and then votes the predicted values of each decision tree to get the final prediction results. Therefore, RF has strong classification ability. The specific algorithm flow of RF is given below.

1. The original dataset is \( N \). Bootstrapping is used to construct a classification tree. The remaining samples after random selection constitute the out-of-bag data.

2. At first, \( m_{sl} \) variables are randomly selected from each node of each tree. Then, a constant \( m_{tr} \) (\( m_{tr} \ll m_{sl} \)) is set, and \( m_{tr} \) variables are randomly selected from \( m_{sl} \) variables. When the tree is split, the variable with the most classification ability is selected from \( m_{tr} \) variables according
to the Gini criterion of node impurity measurement. The threshold value of variable classification is determined by checking each classification point.

(3) Every tree grows to its maximum without any pruning.

(4) An RF is made up of many classification trees. The outcome of classification is resolved by the voting result of the tree classifier.

Two important parameters of RF are the number of building classification trees $ntree$ and the size of the leaf node $nodesize$. In this study, $ntree = 150$ and $nodesize = 10$ were set.

2.10. Performance Evaluation

In statistical theory, LOOCV, independence test, and k-fold cross-validation are used to assess models. Among them, LOOCV can return the unique results of a given benchmark dataset, and it is widely used in proteomics research due to its strict response algorithm’s accuracy and generalization ability [41,42]. Due to the imbalance of datasets, the result of the classifier tends to most classes, which leads to the high specificity (Sp) of the model. However, a good prediction system should have both high sensitivity (Sn) and high Sp; thus, the accuracy is not a very suitable evaluation index. In addition to accuracy (ACC), Sn, and Sp, this paper introduces BACC as the main performance index. ACC is the proportion of all correctly predicted samples in the total samples. Sn represents the ability of the model to predict positive samples, and Sp represents the ability of the model to predict negative samples, while BACC can comprehensively consider Sn and Sp.

\[
\text{ACC} = \frac{TP + TN}{TP + FP + TN + FN} 
\]

\[
Sn = \frac{TP}{TP + FN} 
\]

\[
Sp = \frac{TN}{TN + FP} 
\]

\[
\text{BACC} = \frac{1}{2} (Sn + Sp) 
\]

In addition, the receiver operating characteristic (ROC) is a curve based on Sn and Sp, and the area under the curve (AUC) is the area under the ROC curve. A more robust prediction performance of the model achieves an AUC value closer to 1. The area under precision recall (AUPR) is also an important indicator for evaluating models, representing the area under the precision recall (PR) curve. The PR curve can intuitively show the recall and precision of the classifier on the entire sample. When one classifier’s PR curve can wrap another classifier’s PR curve, the former has better classification performance.

Figure 1 shows the calculation flow of ECMP-RF. The experimental environment was as follows: Windows Server 2012R2 Intel (R) Xeon (TM) central processing unit (CPU) E5-2650 @ 2.30 GHz with 32.0 GB of random-access memory (RAM), with Python3.6 and MATLAB2014a programming implementation.

The prediction steps of ECMP-RF are as follows.

(1) Obtain the datasets, and then input the protein sequences of different classes and the corresponding labels.

(2) Feature extraction. Treat protein sequences as special strings, and then convert character signals into numerical signals by encoding as follows: (a) extraction of protein sequence features using PseAAC. (b) feature extraction of protein evolutionary information using PsePSSM. (c) extraction of physicochemical properties of amino acids by EBGW. (d) extraction of physicochemical properties of proteins using AD. (e) extraction of protein sequence information and physicochemical properties using LD. The five extracted features are then fused, and a 1950-dimensional vector space is constructed for each protein sequence in the dataset.

(3) The problem of imbalance in datasets is solved by SMOTE.
(4) Feature selection. The EN is used to remove the redundancy and noise generated by feature fusion, and to screen the optimal feature vector, so as to provide good feature information.

(5) The selected subset of the best features is input into the RF classifier to predict ECM proteins.

(6) Model performance evaluation. ACC, Sn, SP, and BACC are used as evaluation indexes, and the prediction performance of the model is tested by LOOCV.

![Flowchart](image_url)

**Figure 1.** The flowchart of the ECMP-RF method: (a) data preparation and feature extraction; (b) sampling and dimensional reduction; (c) model construction and model evaluation.

3. Results

3.1. Selection of Optimal Parameters $\lambda$, $m$, and $lag$

The selection of parameters is the core of the prediction model. Extracting effective feature information from protein sequences is a key step in constructing an ECM protein prediction model. In order to obtain better feature information, the parameters need to be continuously adjusted. In this paper, the training dataset was used as the research object to perform feature extraction on protein sequences. The selection of parameters $\lambda$ in the PseAAC, $m$ in the PsePSSM, and $lag$ in the AD play an important role in model construction. If $\lambda$, $m$, and $lag$ are selected too small, the extracted sequence information is reduced, and it cannot effectively describe the characteristics of protein sequence. If the values of parameters $\lambda$, $m$, and $lag$ are too large, it causes noise interference and affects the prediction results. In order to find the best parameters, the $\lambda$ value was set to 10, 20, 30, 40, and 50, the $m$ value was set to 10, 20, 30, 40, and 49, and the $lag$ value was set to 10, 20, 30, 40, and 50. The RF classifier was used to classify the dataset. ACC, Sn, Sp, and BACC were used as the evaluation indicators. The results were tested by the method of LOOCV. The evaluation values obtained by selecting different parameters in the PseAAC algorithm, PsePSSM algorithm, and AD algorithm are shown in Tables 3-5, respectively. The change in BACC value obtained by the feature extraction algorithm upon selecting different parameters is shown in Figure S1 (Supplementary Materials).

The $\lambda$ value in PseAAC encoding reflects sequence correlation factors at different levels of amino-acid sequence information. Different values of $\lambda$ have different effects on the prediction
performance of the model. Considering that the sample sequence length was 50, the \( \lambda \) values in PseAAC encoding were set to 10, 20, 30, 40, and 50. As can be seen from Table 3, the evaluation indicators changed with \( \lambda \). ACC, Sp, and BACC reached the highest when the value of \( \lambda \) was 20. At this time, the value of ACC was 92.63\%, the value of Sn was 12.71\%, and the value of BACC was 56.33\%. In summary, \( \lambda=20 \) was selected as the best parameter of PseAAC coding. At this time, the performance of the model was best. When \( \lambda \) was 20, each protein sequence generated a 40-dimensional feature vector.

Different values of the parameter \( m \) of the PsePSSM encoding have a certain impact on the prediction performance of the model. Considering that the minimum sample sequence length was 50, the value of parameter \( m \) in PsePSSM encoding was set to 10, 20, 30, 40, and 49 in this order. It can be seen from Table 4 that the evaluation index changed with the value of \( m \). When the value of \( m \) in the training dataset was 30, the maximum value of BACC was 60.44\%, which means that PsePSSM had the best influence on the model performance. Therefore, the value of \( m = 30 \) was the best parameter in PsePSSM. At this time, each protein sequence generated a 620-dimensional feature vector.

Different \( \text{lag} \) values in AD have different effects on the prediction performance of the model. The \( \text{lag} \) values in AD were set to 10, 20, 30, 40, and 50 in turn. Table 5 shows that ACC, Sn, Sp, and BACC changed with the change in \( \text{lag} \). When \( \text{lag} \) was 20 and 40, the values of ACC, Sp, and BACC in the training dataset slightly decreased, and when \( \text{lag} \) was 30, BACC was the highest, reaching 57.63\%. When \( \text{lag} \) was 30, each protein sequence generated a 630-dimensional feature vector.

| Performance Evaluation | \( \lambda = 10 \) | \( \lambda = 20 \) | \( \lambda = 30 \) | \( \lambda = 40 \) | \( \lambda = 50 \) |
|------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| ACC                    | 92.58           | 92.63           | 92.61           | 92.53           | 92.55           |
| Sn                     | 11.74           | 12.71           | 12.22           | 11.24           | 11.73           |
| Sp                     | 100.00          | 99.96           | 99.98           | 99.98           | 99.96           |
| BACC                   | 55.87           | 56.33           | 56.10           | 55.61           | 55.85           |

| Performance Evaluation | \( m = 10 \) | \( m = 20 \) | \( m = 30 \) | \( m = 40 \) | \( m = 49 \) |
|------------------------|-------------|-------------|-------------|-------------|-------------|
| ACC                    | 92.41       | 92.49       | 93.02       | 94.49       | 92.49       |
| Sn                     | 11.98       | 12.71       | 21.27       | 13.45       | 12.71       |
| Sp                     | 99.78       | 99.80       | 99.60       | 99.73       | 99.80       |
| BACC                   | 55.88       | 56.26       | 60.44       | 56.59       | 56.26       |

| Performance Evaluation | \( \text{lag} = 10 \) | \( \text{lag} = 20 \) | \( \text{lag} = 30 \) | \( \text{lag} = 40 \) | \( \text{lag} = 50 \) |
|------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| ACC                    | 92.74           | 92.69           | 92.78           | 92.76           | 92.76           |
| Sn                     | 15.16           | 14.67           | 15.40           | 14.67           | 15.40           |
| Sp                     | 99.84           | 99.84           | 99.87           | 99.91           | 99.84           |
| BACC                   | 57.50           | 57.26           | 57.63           | 57.29           | 57.62           |

### 3.2. The Effect of Feature Extraction Algorithm on Prediction Results

Extracting protein sequence information using the feature extraction algorithm is an important stage in the construction of ECM protein prediction models. In this paper, five feature extraction algorithms were selected: PseAAC, PsePSSM, EBGW, AD, and LD. In order to better learn the performance of the model, this article made comparisons using five separate feature coding methods and a hybrid feature coding method named ALL (EBGW + PseAAC + PsePSSM + LD + AD). The feature vectors extracted by the six feature extraction methods were input into the RF classifier to predict them respectively. ACC, BACC, Sn, and Sp were used as evaluation indicators to assess the
performance of ECMP-RF. LOOCV was used for evaluation. The results predicted by different feature extraction methods are shown in Table 6.

In the training dataset, the ACC maximum and BACC maximum were 93.62% and 62.76% respectively, which were obtained by the LD algorithm. The ALL feature extraction method obtained an ACC of 95.03%, which was 1.41% to 2.60% higher than the result obtained by a single feature prediction. The BACC was 71.53%, which is 8.77%–15.61% higher than the result obtained by a single feature prediction. The difference in prediction results reflects the effect of feature extraction algorithms on the robustness of the prediction model. The ALL feature extraction method can not only express protein evolutionary information but also effectively use protein physicochemical properties, sequence information, and structure information. Compared with the single feature extraction method, it has better prediction performance.

| Feature | ACC (%) | Sn (%) | Sp (%) | BACC (%) |
|---------|---------|--------|--------|----------|
| EBGW    | 92.43   | 11.98  | 99.80  | 55.89    |
| PseAAC  | 92.63   | 12.71  | 99.96  | 56.34    |
| PsePSSM | 93.02   | 21.27  | 99.60  | 60.44    |
| LD      | 93.62   | 25.67  | 99.84  | 62.76    |
| AD      | 92.78   | 15.40  | 99.87  | 57.64    |
| ALL     | 95.03   | 43.28  | 99.78  | 71.53    |

3.3. Influence of Class Imbalance on Prediction Results

The two datasets used in this article, i.e., the training dataset and testing dataset, were highly imbalanced, with the ratio of positive and negative samples reaching 1:11 and 1:1.5 respectively. In this case, there was a serious imbalance between the dataset categories, and the prediction results of the classifier would be biased toward a large number of categories, which would adversely affect the prediction performance of the model. Therefore, we used SMOTE to improve the generalization ability of model. SMOTE achieves sample balance by deleting or adding some samples. LOOCV and RF classification algorithms were used to test balanced and unbalanced data. The prediction results are shown in Table 7.

| Method     | ACC (%) | Sn (%) | Sp (%) | BACC (%) |
|------------|---------|--------|--------|----------|
| ALL        | 95.03   | 43.28  | 99.78  | 71.53    |
| ALL (SMOTE)| 97.04   | 98.75  | 95.33  | 97.04    |

Because of the imbalance of datasets, the evaluation of ACC index was biased. At the same time, the number of non-ECM proteins was much larger than the number of ECM proteins; thus, Sn and SP indexes could not accurately express the performance of the ECMP-RF, while the BACC could reasonably measure the performance of the model in all the above indicators. It can be seen in Table 7 that the dataset processed by SMOTE significantly improved the BACC. On the imbalanced training dataset, the BACC was 71.53%. After the dataset was balanced, the BACC was 97.04%, which is 25.51% higher than before. As a result, we think that, after SMOTE processing, the prediction performance of ECMP-RF was greatly improved.

3.4. The Effect of Feature Selection Algorithm on Prediction Results

Protein sequence features were extracted by EBGW, PseAAC, PsePSSM, LD, and AD feature extraction methods, and a 1950-dimensional feature vector was obtained after fusion. Since the fused feature vector had a large dimension and redundancy, it was very important to eliminate redundant information and keep the effective information of original data. Choosing different feature selection
methods had a certain impact on the ACC of ECM protein prediction. To this end, this paper chose seven feature selection methods, namely, PCA, FA, MI, LASSO, KPCA, LR, and EN. RF was used as a classifier, and its results were tested using LOOCV. The optimal feature extraction method was selected by comparing the evaluation indicators. The results obtained by different feature selection methods are shown in Table 8.

Table 8. Evaluation results of different dimension reduction methods.

| Method | ACC (%) | Sn (%) | Sp (%) | BACC (%) |
|--------|---------|--------|--------|----------|
| PCA    | 84.44   | 88.64  | 80.24  | 84.44    |
| FA     | 93.26   | 94.74  | 91.77  | 93.26    |
| MI     | 93.29   | 96.93  | 89.65  | 89.14    |
| LASSO  | 94.02   | 97.53  | 90.52  | 94.02    |
| KPCA   | 86.48   | 88.36  | 84.59  | 86.48    |
| LR     | 96.72   | 98.50  | 94.95  | 96.72    |
| EN     | 97.28   | 98.78  | 95.78  | 97.28    |

Table 8 shows that different feature selection methods had a certain impact on the prediction performance of the model. On the training dataset, the BACC of the EN algorithm was 97.28%, which is 0.11%, 0.16%, 8.14%, 0.12%, 0.10%, and 0.52% higher than that of PCA, FA, MI, LASSO, KPCA, and LR. In addition, ACC, Sn, and Sp were 97.28%, 98.78%, and 95.78%, respectively. This shows that, compared with PCA, FA, MI, LASSO, KPCA, and LR, the EN algorithm could effectively select a subset of features, and the prediction effect in the model was better.

From Figure 2, we can see the details of the ROC curve and PR curve of the training dataset under the seven feature selection methods. AUC and AUPR are important evaluation indicators that indicate the classification performance of the model. Higher values of AUC and AUPR denote the better the performance of the model. Results show that the area under the ROC and PR curves predicted by the EN algorithm was the largest. The AUC value was 0.9972, which is 0.02%–14.65% higher than the AUC value obtained by other feature selection methods. The AUPR value was 0.9974, which is 0.02%–6.10% higher than the AUPR value obtained by other feature selection methods. In conclusion, the feature selection result of the EN algorithm was the highest.

Figure 2. Comparison of receiver operating characteristic (ROC) and precision recall (PR) curves of seven dimensionality reduction methods. (left) ROC curve of the seven dimensionality reduction methods; (right) PR curve of the seven dimensionality reduction methods.

3.5. The Effect of The Classifier Algorithm on the Prediction Results

Classification algorithms play an important role in building the ECM protein prediction model. In this paper, six common classification algorithms were selected for comparison, namely GBDT, AdaBoost, naïve Bayes, SVM, LR, and RF. The feature subset constructed by EN was input into the six classifiers, and the results were tested by LOOCV. The prediction results of the training dataset on the six classifiers are shown in Table 9. The ROC and PR curves of the six classification algorithms are shown in Figure 3.
Table 9. Comparison of prediction results of six classifiers.

| Classifier | ACC (%) | Sn (%) | Sp (%) | BACC (%) |
|------------|---------|--------|--------|----------|
| GBDT       | 83.12   | 86.62  | 79.61  | 83.11    |
| AdaBoost   | 93.67   | 95.30  | 92.05  | 93.68    |
| Naïve Bayes| 83.38   | 89.20  | 77.55  | 83.38    |
| SVM        | 84.28   | 86.55  | 82.01  | 84.28    |
| LR         | 91.18   | 93.97  | 88.39  | 91.18    |
| RF         | 97.28   | 98.78  | 95.78  | 97.28    |

Table 9 shows that, on the training dataset, the BACC obtained by GBDT, AdaBoost, naïve Bayes, SVM, LR, and RF was 83.11%, 93.68%, 83.38%, 84.28%, 91.18%, and 97.28%. Among them, RF’s BACC was 14.17%, 3.60%, 13.90%, 13.00%, and 6.10% higher than that of GBDT, AdaBoost, naïve Bayes, SVM, and LR algorithms. This shows that the classification performance of RF was superior.

It can be seen from Figure 3 that the AUC value of GBDT was 0.9071, the AUC value of AdaBoost was 0.9857, the AUC value of naïve Bayes was the lowest at 0.8822, the AUC value of SVM was 0.9262, the AUC value of LR was 0.9701, and the highest AUC value was achieved by RF at 0.9972. At the same time, the AUPR value of RF also reached 0.9974, which is 1.15%–14.62% higher than that of the other classifiers. Therefore, this paper chose RF as the classifier.

3.6. Comparison with Other Methods

At present, many researchers conducted prediction research on ECM proteins. In order to prove the validity and discrimination of the model, this section compares the ECMP-RF prediction model with other prediction models using the same datasets. To be fair, we use the LOOCV test to compare the expected method with other latest methods on the training dataset and testing dataset.

Figure 4 visually represents the prediction results of ECMP-RF and existing methods on the training dataset. Obviously, of all the methods, ECMPRED had the lowest ACC, Sp, and BACC, while PECMP [24] had the lowest Sn. It is worth noting that, although ECMP [23] had the highest Sp, its Sn was poor, resulting in poor BACC results. At the same time, the proposed method ECMP-RF could improve the prediction performance of the model and get better results. As the most important evaluation index of the model, BACC was 97.3% in the training dataset. The BACC value of this paper was 19.5% higher than ECMP, 24.2% higher than PECMP, 26.3% higher than ECMPERD [25], 10.9% higher than IECMP [27], 6.4% higher than ECMP-HybKNN [28], and 3.6% higher than TargetECMP [29]. In addition, the ACC and Sn of ECMP-RF had certain advantages. The comparison results of the training datasets are shown in Table S1 (Supplementary Materials). In short, we conclude that the method we propose is superior to existing models.

In order to objectively evaluate the methods proposed in this paper, we used the same testing dataset to test the prediction performance of the above methods. The specific results are shown in Figure 5. The BACC of the testing dataset on ECMP-RF was 97.9%, which is 33.9%, 29.2%, 42.9%, 20.4%, and 11.4% higher than ECMP [23], PECMP [24], ECMPRED [25], IECMP [27], and
TargetECMP [29], respectively. The prediction results show that, compared with other ECM protein prediction methods, the ACC of the ECMP-RF model prediction was much higher than that of other methods, which verifies the excellent performance of ECMP-RF. The comparison results on the testing dataset are presented in Table S2 (Supplementary Materials).

![Figure 4. Comparison of ECMP-RF on training dataset with existing methods.](image)

![Figure 5. Comparison of ECMP-RF on testing dataset with existing methods.](image)

4. Discussion

This paper built an ECMP-RF model to predict ECM proteins. PseAAC reflects the sequence information of ECM proteins. EBGW, LD, and AD can effectively extract the physicochemical properties of ECM proteins. PsePSSM extracts evolution information. Feature information is fused, and the SMOTE algorithm is used to solve the problem of data category imbalance. The balanced eigenvector is input into the EN for noise reduction. Using the best feature subset as the input of the RF to predict, ECMP-RF achieves 97.3% BACC in the training dataset through the most rigorous LOOCV, 3.6%–26.3% higher than the existing methods. It also achieves 97.9% BACC in the testing dataset through prediction, 11.4%–42.9% higher than other ECM prediction methods.
1. Multi-information fusion can extract protein sequence information more comprehensively and describe protein sequence features in detail compared with single feature extraction method.

2. The SMOTE algorithm is used for the first time to solve the problem of data category imbalance and improve the generalization ability of the model.

3. Compared with other dimensionality reduction methods, the EN algorithm can effectively remove the redundant information after fusion, and effectively retain the important feature information of ECM protein recognition.

4. The RF algorithm used in this paper is an ensemble classification algorithm, which can avoid overfitting and has good prediction performance in proteomics.

Although ECMP-RF improves the accuracy of ECM protein prediction compared with other methods, there is still room for improvement. In future work, we will use deep learning methods to further study ECM protein research, in order to accelerate the speed of model operation and improve the accuracy of the model prediction.

5. Conclusions

ECM proteins participate in a variety of biological processes, and they play an important role in cell life activities. A new prediction method ECMP-RF was proposed in this paper to recognize ECM proteins based on machine learning. The sequence information, evolution information, and physicochemical properties of ECM proteins were considered at the same time. SMOTE was used to solve the problem of class imbalance and avoid prediction bias. EN could effectively remove redundant features while keeping the important features of ECM proteins. The best feature subset was classified and predicted by RF in order to avoid overfitting. Compared with other methods, ECMP-RF advances the research of ECM proteins to a new phase.

Supplementary Materials: The following are available online at www.mdpi.com/xxx/s1: Figure S1: Change of BACC value corresponding to different parameters of the feature extraction algorithm; Table S1: Comparison of ECMP-RF on training dataset with existing methods; Table S2: Comparison of ECMP-RF on testing dataset with existing methods.
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