Tensor Completion for Radio Map Reconstruction using Low Rank and Smoothness
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Abstract—Radio maps are important enablers for many applications in wireless networks, ranging from network planning and optimization to fingerprint based localization. Sampling the complete map is prohibitively expensive in practice, so methods for reconstructing the complete map from a subset of measurements are increasingly gaining attention in the literature. In this paper, we propose two algorithms for this purpose, which build on existing approaches that aim at minimizing the tensor rank while additionally enforcing smoothness of the radio map. Experimental results with synthetic measurements derived via ray tracing show that our algorithms outperform state of the art techniques.
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I. INTRODUCTION

Accurate and reliable characterization of radio frequency environments is a key ingredient in the design and operation of modern radio networks. Knowledge of the spatial distribution of the path loss is essential for many applications in wireless networks, particularly those expected in future 5G systems. One common application in which accurate estimation of path loss maps is required is proactive resource allocation, where the knowledge of future propagation conditions along a user’s trajectory is utilized to allocate resources [1]. Path loss maps can also be used for fingerprint-based localization schemes, where the geographical locations of users are estimated based on their measured channel states [2], [3].

For the above reasons, path loss estimation has gained a great deal of attention from both the academia and the industry, but accurate path loss estimation in wireless networks remains a challenging task to date [4]. A plethora of theoretical and empirical path loss models have been proposed by researchers over the years, and, although some have been proved to be useful in selected applications, many existing models fail to deliver good predictive performance in real world settings [5]. As a result, data-driven methods based on learning tools are increasingly gaining attention, and they have been shown to produce results with higher reliability and accuracy than purely model-driven methods [6].

Many of these data-driven methods for radio map reconstruction utilize matrix completion algorithms [2], [3], [7], [8], and, in the field of image and video processing, extensions of these matrix reconstruction methods to higher-order tensors have been shown to provide superior performance [9], [10]. However, tensor methods have rarely been applied to radio map reconstruction problems.

Against this background, we propose novel approaches for radio map reconstruction based on tensor reconstruction algorithms. One of the main advantages of the proposed algorithms is that they can easily take into account information such as path loss in multiple heights, frequency bands, and towards multiple base stations, among others. In addition, the proposed algorithms exploit the fact that radio maps are typically smooth to increase the quality of the reconstruction. We evaluate the performance of the proposed algorithms by using synthetic measurements that were obtained from ray tracing simulations performed during the METIS2020 project [11].

The remainder of this paper is organized as follows. In Section III we introduce standard results in mathematics that are crucial to the algorithms we propose. In Section IV we derive novel algorithms to solve the aforementioned problems. Numerical experiments are given in Section V.

Notation: Scalars, column vectors, matrices, and tensors are denoted by italic lower case letters x, bold lower case letters X, italic upper case letters ξ, and bold upper case letters Υ, respectively. The element (i_1, i_2, …, i_N) of a tensor Υ ∈ ℝ^{x_1 × ··· × x_N} is denoted by x_{i_1,i_2,…,i_N}. The vector space containing Nth order tensors is denoted by T := ℝ^{x_1 × ··· × x_N}. By equipping this vector space with the inner product ⟨Υ,Ξ⟩ := ∑_{i_1=1}^{n_1} ∏_{i_i;j_k=1}^{n_i} 1 x_{i_1,i_2,…,i_N} y_{i_1,i_2,…,i_N} and its induced norm ||Υ|| := √⟨Υ,Υ⟩ we obtain a Hilbert space of tensors. The high-order generalizations of columns and rows of a matrix are called fibers, which are extracted by fixing all coordinates except for one. In particular, mode-m fibers are denoted by x_{i_1,…,i_{m-1};i_{m+1}…i_N}, where a colon in the index is used to indicate all elements of a mode. To compute the mode-m unfolding of a tensor, we rearrange all mode-m fibers of the tensor as the columns of a matrix. More formally, X_{(m)} ∈ ℝ^{n_m × I_m} denotes the mode-m unfolding of the tensor Υ, where I_m = ∏_{k=1}^{N} l_k and the tensor element (i_1,…,i_N) is mapped to the matrix element (i_m, j), with j = 1 + ∑_{k=1}^{N} (i_k − 1)J_k and J_k = ∏_{ℓ=k}^{N} n_ℓ. The m-mode multiplication of a tensor Υ ∈ ℝ^{x_1 × ··· × x_N} and a matrix Y ∈ ℝ^{y_1 × y_2} is denoted by Υ ×_m Y, and it is defined by the following relation based on the unfoldings: Z = Υ ×_m Y ⇔ Z_{(m)} = Y X_{(m)}.
a matrix $X$ is defined as $\|X\|_2 := \sum_i \sigma_i(X)$, where $\sigma_i(X)$ denotes the $i$th largest singular value of $X$. The class of all lower semi-continuous convex functions from an arbitrary real Hilbert space $\mathcal{H}$ to $(-\infty, \infty]$ that are not identically equal to $+\infty$ are denoted by $\Gamma_0(\mathcal{H})$.

II. PRELIMINARIES

The proposed algorithms are heavily based on the Douglas-Rachford splitting method, so we briefly review this iterative method in Section II-A. Then, in Section II-B we present the algorithm introduced in [12], which is the Douglas-Rachford splitting method, so we briefly review the algorithm we improve in Section III by considering specific features of radio maps.

A. Douglas-Rachford splitting

Given an arbitrary Hilbert space $\mathcal{H}$, the objective of the Douglas-Rachford splitting algorithm is to minimize the sum of two functions $f, g \in \Gamma_0(\mathcal{H})$ satisfying some additional very mild assumptions [13, Corollary 28.3] that are valid in the applications described in the next sections. This algorithm generates a sequence $(x_n)_{n \in \mathbb{N}}$ given by

$$x_{n+1} := x_n + t_n \left( \text{prox}_{\gamma f}(2 \text{prox}_{\gamma g} x_n - x_n) - \text{prox}_{\gamma g} x_n \right),$$

where $t_n \in [0, 2]$ is the step size and

$$\text{prox}_{\gamma f} : \mathcal{H} \to \mathcal{H} : x \to \arg\min_{y \in \mathcal{H}} \left( f(y) + \frac{1}{2\gamma} \|x - y\|^2_{\mathcal{H}} \right)$$

denotes the proximal map of a function $f \in \Gamma_0(\mathcal{H})$ with regularization parameter $\gamma \in (0, \infty)$, for convergence properties of the recursion in (1), we refer the readers to [13, Section 28.3].

Although the Douglas-Rachford method as shown above is used to minimize the sum of two functions in $\Gamma_0(\mathcal{H})$, we can straightforwardly modify the algorithm to incorporate more than two functions [12]. Consider for concreteness the following optimization problem in the tensor space $\mathcal{T}$:

$$\min_{X \in \mathcal{T}} \sum_{i=1}^M f_i(X)$$

where $f_i \in \Gamma_0(\mathcal{T})$ for each $i \in \{1, \ldots, M\}$. By defining the Hilbert space $\mathcal{H}_0 := \mathcal{T} \times \mathcal{T} \times \cdots \times \mathcal{T}$ ($M$-fold Cartesian product) with elements $X = (X_1, \ldots, X_M)$ and inner product $\langle X, Y \rangle_{\mathcal{H}_0} := \frac{1}{M} \sum_{i=1}^M \langle X_i, Y_i \rangle$, we can obtain a minimizer of (3) by solving

$$\minimize_{Z \in \mathcal{H}_0} f(Z) + g(Z),$$

where $f$ and $g$ are given by

$$f : \mathcal{H}_0 \to (-\infty, \infty] : Z \mapsto \sum_{i=1}^M f_i(Z_i),$$

$$g : \mathcal{H}_0 \to (-\infty, \infty] : Z \mapsto \iota_D(Z),$$

where

$$\iota_D(Z) = \begin{cases} 0, & \text{if } Z_1 = \cdots = Z_M \\
\infty, & \text{otherwise.} \end{cases}$$

We assume that the conditions for the convergence of the Douglas-Rachford splitting method are satisfied and refer the readers to [13, Corollary 28.3] for more details. Note that $X^*$ is a solution to (3) if and only if $(Z_1^*, \ldots, Z_M^*)$ is a solution to (4) and $X^* = Z_1^* = \cdots = Z_M^*$. To solve (4) using the iteration in (1), we can use the proximal maps of $f$ and $g$ given by [12]

$$\text{prox}_{\gamma f} Z = (\text{prox}_{\gamma f_1} Z_1, \ldots, \text{prox}_{\gamma f_M} Z_M)$$

$$\text{prox}_{\gamma g} Z = (\text{mean}(Z), \ldots, \text{mean}(Z)),$$

where $\text{mean}(Z) := \frac{1}{M} \sum_{i=1}^M Z_i$.

B. Convex approximation of the rank minimization problem

Suppose we have the problem of completing an $N$th-order tensor $X \in \mathcal{T}$ of low rank from a subset of $p$ given entries, which we express by $A(X) = b$, where $A : \mathcal{T} \to \mathbb{R}^p$ is a linear map that maps the values at positions of the tensor for which samples are available (indicated by the set $\Omega \subset \{1, \ldots, n_1\} \times \cdots \times \{1, \ldots, n_N\}$) into a vector and $b \in \mathbb{R}^p$ is the vector of known samples with $p < \prod_{i=1}^N n_i$.

To estimate the unknown samples, the authors of [12] propose to solve the following minimization problem, which considers the sums of the nuclear norms of the unfoldings as a convex approximation for the tensor rank:

$$\minimize_{X \in \mathcal{T}} \sum_{i=1}^N \|X_{(i)}\|_*, \frac{\lambda}{2} \|A(X) - b\|_2^2,$$

where $\lambda$ is a regularization parameter (we will give more detail on choosing $\lambda$ in Section IV).

In order to apply the techniques outlined in Section II-A to this problem, we first have to compute the proximal maps for the following family of functions:

$$f_i(X) := \begin{cases} \|X_{(i)}\|_* & \text{for } i = 1, \ldots, N \\
\frac{\lambda}{2} \|A(X) - b\|_2^2 & \text{for } i = N + 1. \end{cases}$$

The proximal maps of these functions have already been derived in [12]:

$$\text{prox}_{\gamma f_i} X = \text{refold}(\text{shrink}(X_{(i)}, \gamma)) \quad \text{for } i = 1, \ldots, N$$

$$\left(\text{prox}_{\gamma f_{N+1}} X\right)_j = \begin{cases} 
\frac{\gamma}{\lambda + \gamma} (\lambda A^*(b) + \frac{\lambda}{\gamma} X)_j & \text{if } j \in \Omega \\
X_j & \text{otherwise.} \end{cases}$$

Here, $\text{refold}(\cdot)$ denotes the folding of the matrix into a tensor; i.e., the inverse operation of the unfolding. The shrinkage operator $\text{shrink}(\cdot)$ performs singular value soft-thresholding on a matrix. First, the singular value decomposition $X = U \Sigma V^*$ is computed, where $\Sigma = \text{diag}(\sigma_1(X), \ldots, \sigma_r(X))$ is the diagonal matrix containing the singular values of $X$. Then, $\Sigma = \text{diag}(\max(\sigma(X) - \tau, 0), \ldots, \max(\sigma(X) - \tau, 0))$ is the diagonal matrix containing the singular values shrunk by $\tau$. The result of the shrinkage operator is then given by $\text{shrink}(X, \tau) := U \Sigma V^*$. The operator $A^*$ is the adjoint operator of $A$, which maps the known entries in the vector $b$ to their corresponding position in the tensor, while setting all unknown entries to zero.
### III. PROPOSED ALGORITHMS

When representing a radio map as a matrix, we can expect regular structures in the matrix inherited from buildings, roads, and many other items. As a result, it is reasonable to assume that rows and columns are in general linearly dependent, making such a matrix rank-deficient. Therefore, when stacking many matrices representing correlated physical phenomena (e.g., path loss in different heights), we can also expect the resulting tensor to have low rank. This low-rank property can be exploited for the tensor completion problem by applying the Douglas-Rachford algorithm given by (1) to the problem presented in Section II-B.

This approach, however, has severe limitations, since the tensor can be exactly reconstructed only if the number of available samples is large. This is consistent with (12), where the authors only provide results for a relatively large number of samples. For the radio map reconstruction problem at hand, the given number of samples is typically much lower than required by the algorithm presented in Section II-B. In such cases, the algorithm in Section II-B produces a (low-rank) solution that is in general no longer consistent with the tensor being estimated. Severe artifacts might appear because fibers with a very small number of samples, or even with no samples at all, can be replaced by arbitrary copies of other fibers without increasing the rank. These solutions, however, exhibit a very low spatial coherence, which is not a typical characteristic of radio maps (14), as can be seen in the measurements that are shown later in Fig. 1 in Section IV.

Therefore, in the next sections, we propose two novel algorithms to address these limitations. First, we add the $\ell_2$ norm of the total variation as regularizer to (10) in order to ensure that neighboring tensor elements have similar values. The second algorithm instead is based on the $\ell_1$ regularization of the total variation in order to reduce the number of discontinuities in the path loss map.

#### A. L2 Norm Total Variation Regularization

To take into account that path loss maps have high spatial correlation, we add additional terms to the cost function in (10) that penalize abrupt changes in neighboring components of the tensor. In particular, in this section we use the $\ell_2$ norm of the total variation (Tv) as the penalty term in the first proposed approach. More precisely, the first approach aims at solving the following problem:

$$
\min_{X \in \mathcal{T}} \sum_{i=1}^N \alpha_i \text{TV}_2(X(i)) + \sum_{i=1}^N \|X(i)\|_4
+ \frac{\lambda}{2} \|A(X) - b\|_2^2,
$$

(14)

where $\alpha_i$ and $\lambda$ are regularization parameters, and the $\text{TV}_2$ operator computes the sum of the squared differences between neighboring elements of each mode-$i$ fiber:

$$
\text{TV}_2 : \mathbb{R}^{J \times K} \to \mathbb{R} : X \mapsto \sum_{j=1}^J \sum_{k=1}^{K-1} (x_{j,k+1} - x_{j,k})^2,
$$

(15)

and where $K = n_i$ and $J = \prod_{k=1}^N n_k$. A scheme for choosing good regularization parameters will be presented in Section IV.

To apply the algorithm in Section II-A to solve (14), we first rewrite the problem in (14) as

$$
\min_{Z \in \mathbb{R}_n^0} f(Z) + g(Z),
$$

(16)

where the functions $f$ and $g$ follow the definitions in (5) and (6), and where the $M = 2N + 1$ functions are given by

$$
f_i(X) := \begin{cases} 
\alpha_i \text{TV}_2(X(i)) & \text{for } i = 1, \ldots, N \\
\|X(i-N)\|_4 & \text{for } i = N + 1, \ldots, 2N \\
\frac{1}{2}\|A(X) - b\|_2^2 & \text{for } i = 2N + 1.
\end{cases}
$$

(17)

Using the iterations in (1) to solve (16) requires the proximal maps of $f_i$ for each $i \in \{1, \ldots, 2N+1\}$. The proximal maps of $f_{N+1}, \ldots, f_{2N+1}$ are given in (12) and (13), so it remains to derive the proximal maps of $f_1, \ldots, f_N$, which, by definition, are given by

$$
\text{prox}_{\gamma f_i} : \mathbb{R} \mapsto \text{arg min}_{Y \in \mathcal{T}} \left( \alpha_i \text{TV}_2(Y(i)) + \frac{1}{2\gamma} \|X - Y\|_2^2 \right).
$$

(18)

The $\text{TV}_2$ operator is an additively separable function w.r.t. the fibers of the tensor. Therefore, the proximal map can be computed for each fiber independently [15].

$$
(\text{prox}_{\gamma f_i} X)_{j_1 \ldots j_i \ldots j_N} = \text{prox}_{\gamma f_i} (X_{j_1 \ldots j_i \ldots j_N}),
$$

(19)

where $\bar{f}_i(x) = \alpha_i \sum_{k=1}^{K-1} (x_{k+1} - x_k)^2$ is the penalty term for a single fiber. In turn, the proximal map for $f_i(x)$ is given by

$$
\text{prox}_{\gamma f_i} : \mathbb{R}^K \to \mathbb{R}^K : x \mapsto \text{arg min}_{y} (h_x(y)),
$$

(20)

where

$$
h_x(y) := \alpha_i \sum_{k=1}^{K-1} (y_{k+1} - y_k)^2 + \frac{1}{2\gamma} \sum_{k=1}^{K-1} (x_k - y_k)^2.
$$

(21)

We now proceed to derive the proximal map in (20) in closed form. To this end, we first derive the partial derivatives of $h_x(y)$, which are given in (22), with special cases given in (23) and (24):

$$
\frac{\partial h_x(y)}{\partial y_j} = \left( 4\alpha_i + \frac{1}{\gamma} \right) y_j - 2\alpha_i y_{j-1} - 2\alpha_i y_{j+1} - \frac{1}{\gamma} x_j,
$$

(22)

$$
\frac{\partial h_x(y)}{\partial y_1} = \left( 4\alpha_i + \frac{1}{\gamma} \right) y_1 - 2\alpha_i y_2 - \frac{1}{\gamma} x_1,
$$

(23)

$$
\frac{\partial h_x(y)}{\partial y_K} = \left( 4\alpha_i + \frac{1}{\gamma} \right) y_K - 2\alpha_i y_{K-1} - \frac{1}{\gamma} x_K.
$$

(24)

Since (21) is convex and the problem is unconstrained, we can find a global minimizer by setting all partial derivates to...
zero to obtain the following system of linear equations:

\[ Ay = \frac{1}{\gamma} x, \]  

(25)

where

\[
A = \begin{bmatrix}
(4\alpha_i + \frac{1}{\gamma}) & -2\alpha_i & 0 & \ldots & 0 \\
-2\alpha_i & (4\alpha_i + \frac{1}{\gamma}) & -2\alpha_i & \ldots & 0 \\
0 & -2\alpha_i & (4\alpha_i + \frac{1}{\gamma}) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & (4\alpha_i + \frac{1}{\gamma})
\end{bmatrix}
\]

The above system of linear equations can be solved efficiently because \( A \) is a tridiagonal Toeplitz matrix, which can be efficiently inverted \[16\], so the following vector is easy to obtain in practice:

\[ y = \frac{1}{\gamma} A^{-1} x. \]  

(26)

The result of applying this equation to all fibers of the tensor can be written more compactly as the \( i \)-mode multiplication of the tensor with \( A^{-1} \):

\[
\text{prox}_{\gamma f_i} : X \mapsto X \times_i \frac{1}{\gamma} A^{-1}.
\]  

(27)

We have now derived the proximal map of \( f_i \) for each \( i \in \{1, \ldots, 2N+1\} \) in \([12], [13], \) and \([27]\), which, together with \([8] \) and \([9]\), enables us to apply the Douglas-Rachford splitting method to solve \((16)\).

As we show later by simulations, since this algorithm uses additional information, it is able to reconstruct the tensor accurately with fewer samples compared to the algorithm presented in Section II-B. One potential limitation of the algorithm presented in this section is that transitions provoked by, for example, building edges, might be smoothed heavily due to the quadratic penalty of the \( \ell_2 \) norm.

**Remark 1.** In numerical experiments, we have noticed that the magnitude of the edges of the tensor decreases in each iteration. To alleviate this effect, we propose, as a heuristic, to scale each row of the matrix \( A \) to have a sum of 1.

### B. \( \ell_1 \) Norm Total Variation Regularization

To overcome the potential limitation of the algorithms introduced in the previous subsection, we now present an algorithm that uses an \( \ell_1 \) regularizer in place of the \( \ell_2 \) regularizer. Intuitively, by using the \( \ell_1 \) norm, we minimize the number of sharp transitions between neighboring elements of the tensor unfoldings. Formally, the \( \ell_1 \) norm total variation regularization problem is given as follows:

\[
\begin{aligned}
\text{minimize}_{X \in \mathcal{F}} & \quad \sum_{i=1}^{N} \alpha_i \text{TV}_1(X_{(i)}) + \sum_{i=1}^{N} \|X_{(i)}\|_1 \\
& \quad + \frac{\lambda}{2} \|A(X) - b\|_2^2,
\end{aligned}
\]

(28)

where \( \alpha_i \) and \( \lambda \) are regularization parameters, and

\[
\text{TV}_1(X) := \sum_{j=1}^{K-1} \sum_{k=1}^{J-1} |x_{j,k+1} - x_{j,k}|.
\]

(29)

To solve \((28)\), we can again use the algorithm presented in Section II-A with the following definition:

\[
f_i(X) := \begin{cases} \\
\alpha_i \text{TV}_1(X_{(i)}) & \text{for } i = 1, \ldots, N \\
\|X_{(i-N)}\|_1 & \text{for } i = N+1, \ldots, 2N \\
\frac{\lambda}{2} \|A(X) - b\|_2^2 & \text{for } i = 2N+1.
\end{cases}
\]

(30)

The challenge in solving \((28)\) with the Douglas-Rachford splitting method is the computation of the proximal maps for \( f_1, \ldots, f_N \). The method presented in Section II-A is not applicable here since the absolute value function is non-differentiable. Typically, in these cases the proximal maps are computed with iterative methods such as those described in \([17]\), which is the approach we use in the simulations. However, some authors have also proposed to use neural networks as fast approximation of proximal maps \([18]\).

### IV. Numerical Experiments and Conclusion

To evaluate the performance of the algorithms, we used synthetic path loss measurements obtained by ray tracing simulations during the METIS2020 project \([11]\). The chosen scenario (Madrid scenario) represents an urban environment with buildings of different heights, parks and streets, all arranged on a regular grid. The path loss measurements for a height of 1.5 m are shown in Fig. 1, but measurements for 26 m and 43.5 m were also available.

The available measurements\([1]\) contain three repetitions of the environment model in \( x \) and \( y \) direction to avoid border effects. For the simulations, however, the repetitions were removed, and only the central block was used. The resolution of the measurements was 3 m, and the area had a size of 387 m \( \times \) 552 m, resulting in a tensor of dimensions 129 \( \times \) 184 \( \times \) 3.

For the simulations, we randomly selected a given percentage of tensor elements, and we used these as input to the algorithms. As the performance metric, we used the

\[1\text{available at https://metis2020.com/wp-content/uploads/simulations/Ray-Tracing-files-for-TC2-Part-L.zip}\]
The fact that the proposed algorithms greatly outperform state-of-the-art techniques indicates that the proposed algorithms are successfully exploiting the assumed structure of radio maps. The comparison to the RBF algorithm shows that the assumption of smoothness is not sufficient and exploiting the low-rank property is necessary to achieve good performance in a wide range of conditions. The proposed algorithms form a framework which is very flexible and can be applied to a wide range of problems in different areas.

**References**

[1] N. Bui, M. Cesana, S. A. Hosseini, Q. Liao, I. Malanchini, and J. Widmer, “A survey of anticipatory mobile networking: Context-based classification, prediction methodologies, and optimization techniques,” *IEEE Communications Surveys & Tutorials*, vol. 19, no. 3, pp. 1790–1821, 2017.

[2] Y. Hu, W. Zhou, Z. Wen, Y. Sun, and B. Yin, “Efficient radio map construction based on low-rank approximation for indoor positioning,” *Mathematical Problems in Engineering*, vol. 2013, p. e461089, Oct. 2013.

[3] S. Nikitaki, G. Tsagkatakis, and P. Tsakalides, “Efficient training for fingerprint-based positioning using matrix completion,” in *Signal Processing Conference (EUSIPCO), 2012 Proceedings of the 20th European*. IEEE, 2012, pp. 195–199.

[4] C. Phillips, D. Sicker, and D. Grunwald, “A survey of wireless loss prediction and coverage mapping methods,” *IEEE Communications Surveys & Tutorials*, vol. 15, no. 1, pp. 255–270, 2013.

[5] C. Phillips, S. Raynet, J. Curtis, S. Bartels, D. Sicker, D. Grunwald, and T. McGregor, “The efficacy of path loss models for fixed rural wireless links,” in *International Conference on Passive and Active Network Measurement*. Springer, 2011, pp. 42–51.

[6] M. Kasparick, R. L. G. Cavalcante, S. Valentín, S. Stačiak, and M. Yukawa, “Kernel-based adaptive online reconstruction of coverage maps with side information,” *IEEE Transactions on Vehicular Technology*, vol. 65, no. 7, pp. 5461–5473, July 2016.

[7] S. Chouvardas, S. Valentí, M. Draief, and M. Leconte, “A method to reconstruct coverage loss maps based on matrix completion and adaptive sampling,” in *2016 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, Mar. 2016, pp. 6390–6394.

[8] L. Claude, S. Chouvardas, D. Draief, and H. T. France, “An efficient online adaptive sampling strategy for matrix completion,” *ICASSP 2017*, 2017.

[9] J. Liu, P. Musialski, P. Wonka, and J. Ye, “Tensor completion for estimating missing values in visual data,” *IEEE transactions on pattern analysis and machine intelligence*, vol. 35, no. 1, pp. 208–220, 2013.

[10] H. Wang, F. Nie, and H. Huang, “Low-rank tensor completion with spatio-temporal consistency,” in *AAAI*, 2014, pp. 2846–2852.

[11] P. Agopyan, V. Braun, M. Fallgren, A. Gouraud, M. Hessler, S. Jeux, A. Klein, J. Lianghai, D. Martin-Sacristan, M. Maternia, et al., “ICT-317669-METIS/D6.1 simulation guidelines,” Technical report, Tech. Rep., 2013.

[12] S. Gandy, B. Recht, and I. Yamada, “Tensor completion and low-rank tensor recovery via convex optimization,” *Inverse Problems*, vol. 27, no. 2, p. 025010, 2011.

[13] H. Bauschke and P. Combettes, *Convex Analysis and Monotone Operator Theory in Hilbert Spaces*, 2nd ed., ser. CMS Books in Mathematics. Springer International Publishing, 2017.

[14] S. Y. Han, N. B. Abu-Ghazaleh, and D. Lee, “Efficient and consistent path loss model for mobile network simulation,” *IEEE/ACM Transactions on Networking (TON)*, vol. 24, no. 3, pp. 1774–1786, 2016.

[15] N. Pustelnik and L. Condat, “Proximity operator of a sum of functions; Convex Analysis and Monotone Operator Theory,” in *ANZIAM Journal*, vol. 44, pp. 185–215, 2008.

[16] A. Barbero and S. Sra, “Modular proximal optimization for multi-dimensional total-variation regularization,” *The Journal of Machine Learning Research*, vol. 19, no. 1, pp. 2232–2313, 2018.

[17] P. Sprechmann, A. M. Bronstein, and G. Sapiro, “Learning efficient sparse and low rank models,” *IEEE transactions on pattern analysis and machine intelligence*, vol. 37, no. 9, pp. 1821–1833, 2015.

[18] C. M. Bishop, *Neural networks for pattern recognition*. Oxford university press, 1995.