MIXED BOUNDARY VALUE PROBLEMS FOR NON-DIVERGENCE TYPE ELLIPTIC EQUATIONS IN UNBOUNDED DOMAIN
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Abstract. We investigate the qualitative properties of solution to the Zaremba type problem in unbounded domain for the non-divergence elliptic equation with possible degeneration at infinity. The main result is Phragmén-Lindelöf type principle on growth/decay of a solution at infinity depending on both the structure of the Neumann portion of the boundary and the “thickness” of its Dirichlet portion. The result is formulated in terms of so-called $s$-capacity of the Dirichlet portion of the boundary, while the Neumann boundary should satisfy certain “admissibility” condition in the sequence of layers converging to infinity.

1. Introduction

We consider non-divergence type elliptic operator

\[ Lu := - \sum_{i,j=1}^{n} a_{ij}(x) D_i D_j u \quad \text{in} \quad \mathcal{D}. \]

Such operators arise in theory of stochastic processes and other applications, see, e.g., [10, 6, 7]. In (1.1) $\mathcal{D}$ is an unbounded domain in $\mathbb{R}^n$, $n \geq 3$, and $D_i$ stands for the differentiation with respect to $x_i$.

We suppose that the boundary $\partial \mathcal{D}$ is split $\partial \mathcal{D} = \Gamma_1 \cup \Gamma_2$. Here $\Gamma_1$ is support of the Dirichlet condition, and $\Gamma_2$ is support of the oblique derivative condition:

\[ u(x) = \Phi(x) \quad \text{on} \quad \Gamma_1; \quad \frac{\partial u}{\partial \ell}(x) := \lim_{\varepsilon \to 0^+} \frac{u(x) - u(x - \varepsilon \ell)}{\varepsilon} = \Psi(x) \quad \text{on} \quad \Gamma_2, \]

where $\ell = \ell(x)$ is a measurable, uniformly non-tangential outward vector field on $\Gamma_2$. Without loss of generality we can suppose $|\ell| \equiv 1$. We call $\Gamma_1$ the Dirichlet boundary, and $\Gamma_2$ the Neumann boundary.

We say that $\mathcal{D}$ is $x_1$-oriented if there exists an increasing sequence $\tau_j \to +\infty$ such that the cross-section

\[ \mathcal{D}(j) = \{ x \in \mathcal{D} : x_1 = \tau_j \} \]

is non-empty and connected for all $j$. Denote

\[ \mathcal{D}(k, j) = \{ x \in \mathcal{D} : \tau_k < x_1 < \tau_j \}, \quad k < j. \]

We prove Phragmén-Lindelöf type theorem in unbounded domain. Roughly speaking it states that if the Wiener type series diverges then a positive sub-elliptic function, which vanishes on the Dirichlet boundary in a neighborhood of infinity tends either to zero or to infinity with prescribed speed as $x_1 \to \infty$. Corresponding result in bounded domains for non-degenerate equation was obtained in [8].

For divergence type equation in case of pure Dirichlet problem the result of this type was first proved in very general case by Maz’ya in terms of Wiener capacity in [17]. Criteria for regularity at infinity in cylindrical type domain for Zaremba problem was obtained by Maz’ya and co-authors in [9].
Here we consider the case of non-divergence equation which may degenerate, and domain which may narrow or widen at infinity. The Neumann boundary $\Gamma_2$ is supposed to satisfy “inner cone” condition, see [18, 19], and the “admissibility” condition, see Definition 3.1 below. In the case of pure Dirichlet problem ($\Gamma_2 = \emptyset$) similar questions for certain class of domains were discussed by E.M. Landis [15, 14], A.T. Abbasov [1], and sharpened by Yu.A. Alkhutov [4].

We always assume that the matrix of coefficients is measurable and symmetric, and satisfies the ellipticity condition in any finite layer $D(j-1, j+1)$:

\[
e(j) := \max_{|\xi|=1} \sup_{x \in D(j-1, j+1)} e(x, \xi) < \infty,
\]

where $e(x, \xi)$ is the ellipticity function (see [15, 4])

\[
e(x, \xi) = \frac{\sum_{i=1}^n a_{ii}(x)}{\sum_{i,j=1}^n a_{ij}(x) \xi_i \xi_j}.
\]

However, we admit that $e(j)$ may grow to $\infty$ as $j \to \infty$.

We will investigate coupled impact of the degeneracy of the equation and speed of the domain narrowing on the behavior of solutions of mixed BVP.

The paper is organized as follows. In Section 2 we review some known results about non-divergence equations: the boundary point lemma in the form of Nadirashvili, the Landis Growth Lemma in case $\Gamma_2 = \emptyset$, and Growth Lemma in Krylov’s form.

The Growth Lemma, first introduced by Landis in [12, 13], is a fundamental tool to study qualitative properties and regularity of solutions in bounded and unbounded domain. Recent review on Growth Lemma and its applications was given in [21] (see also [2]).

In Section 3 we introduce domains with admissible Neumann boundary and prove Growth Lemma for that type of domains.

In the last Section 4, dichotomy theorem is proved for solutions of mixed boundary value problem.

We always assume that $u \in W^{2, n}_{2, \text{loc}}(\mathcal{D}) \cap C^1_{\text{loc}}(\mathcal{D} \cup \Gamma_2) \cap C(\overline{\mathcal{D}})$.

$B(x, R)$ stands for the ball with radius $R$ centered in $x$. By $C$ we denote any absolute constant.

2. Preliminary results

Recall that a function $u$ is called super-elliptic (resp. sub-elliptic) in $\mathcal{D}$ if $Lu \geq 0$ (resp. $Lu \leq 0$) in $\mathcal{D}$.

First we formulate a corollary of classical Aleksandrov-Bakel’man maximum principle, see, e.g., [3] or survey [20].

**Proposition 2.1.** Let $\mathcal{D}$ be a bounded domain. Let $u$ be super-elliptic (sub-elliptic) in $\mathcal{D}$. Then for $x \in \overline{\mathcal{D}}$

\[
u(x) \geq \min_{\partial \mathcal{D}} u \quad \text{(resp.} \ u(x) \leq \max_{\partial \mathcal{D}} u\text{).}
\]

We say that $\Gamma_2$ satisfies **inner cone condition** if there are $0 < \varphi < \pi/2$ and $h > 0$ such that for any $y \in \Gamma_2$ there exists a right cone $K \subset \mathcal{D}$ with the apex at $y$, apex angle $\varphi$ and the height $h$.

In [18], [19] N. Nadirashvili obtained the following fundamental generalization of the Hopf-Oleinik boundary point lemma\footnote{A historical survey of this result can be found in [5].}. Notice that original papers of Nadirashvili deal with $u \in C^2(\mathcal{D}) \cap C^1_{\text{loc}}(\mathcal{D} \cup \Gamma_2)$ but using the the Aleksandrov-Bakel’man maximum principle one can transfer the proof without changes for $u \in W^{2, n}_{2, \text{loc}}(\mathcal{D}) \cap C^1_{\text{loc}}(\mathcal{D} \cup \Gamma_2)$.\footnote{A historical survey of this result can be found in [5].}
Proposition 2.2. Let \( \mathcal{D} \) be a bounded domain, and let a non-constant function \( u \) be super-elliptic (sub-elliptic) in \( \mathcal{D} \). Suppose that \( y \in \Gamma_2 \) and \( u(y) \leq u(x) \) (resp. \( u(y) \geq u(x) \)) for all \( x \in \mathcal{D} \). Let \( \Gamma_2 \) satisfy inner cone condition in a neighborhood of \( y \). Then for any neighborhood \( S \) of \( y \) on \( \Gamma_2 \) and for any \( \epsilon < \varphi \) there exists a point \( \tilde{x} \in S \) s.t.

\[
\frac{\partial u}{\partial \ell}(\tilde{x}) < 0 \quad \text{(resp. } \frac{\partial u}{\partial \ell}(\tilde{x}) > 0)\]

for any direction \( \ell \) s.t. the angle \( \gamma \) between \( \ell \) and the axis of \( K \) is not greater then \( \varphi - \epsilon \), see Fig. 1.

![Figure 1. Inner cone condition](image)

From Propositions 2.1 and 2.2 we obtain the comparison theorem for mixed boundary value problem.

Proposition 2.3. Let \( \mathcal{D} \) be a bounded domain, and let \( \Gamma_2 \) satisfy inner cone condition. Assume the vector field \( \ell \) on \( \Gamma_2 \) satisfies the same condition as in Proposition 2.2.

Suppose that \( u, v \in W^{2, \infty}(\mathcal{D}) \cap C^1(\mathcal{D} \cup \Gamma_2) \cap C(\overline{\mathcal{D}}) \). If \( \mathcal{L} u \leq \mathcal{L} v \) in \( \mathcal{D} \), \( u \leq v \) on \( \Gamma_1 \), and \( \frac{\partial u}{\partial \ell} \leq \frac{\partial v}{\partial \ell} \) on \( \Gamma_2 \) then \( v \geq u \) in \( \mathcal{D} \).

We recall the well-known notion of \( s \)-capacity, see, e.g., [15, 16].

Definition 2.4. Let \( s > 0 \) and let \( H \) be a Borel set in \( \mathbb{R}^n \). Let a measure \( \mu \) be defined on Borel subsets of \( H \). We write \( \mu \in M(H) \) if

\[
\int_H \frac{d\mu(y)}{|x - y|^s} \leq 1, \quad \text{for } x \in \mathbb{R}^n \setminus H.
\]

Then the quantity

\[
C_s(H) = \sup_{\mu \in M(H)} \mu(H)
\]

is called \( s \)-capacity of \( H \).

We also recall the following simple statement, see [15, Ch. I, Lemma 3.1].

Proposition 2.5. Let

\[
e := \max_{|\xi| = 1} e(x, \xi) < \infty.
\]

If \( s \geq e - 2 \) then \( \mathcal{L}|x|^{-s} \leq 0 \) for \( x \neq 0 \).

Next, we give a quantitative variant of the Landis Growth Lemma (see [15, Ch. I, Lemma 4.1]).
**Proposition 2.6.** Let \( u \) be sub-elliptic in \( \mathcal{D} \cap B(x^0, aR) \). Suppose that \( u > 0 \) in \( \mathcal{D} \) and \( u = 0 \) on \( \Gamma_1 = \partial \mathcal{D} \cap B(x^0, aR) \). Then

\[
(2.4) \quad \sup_{\mathcal{D} \cap B(x^0, aR)} u \geq \frac{\sup_{\mathcal{D} \cap B(x^0, aR)} u}{1 - \eta_1 C_s(H) R^{-s}},
\]

where \( s = e - 2 \),

\[
(2.5) \quad \eta_1 = \eta_1(s) = \left(\frac{2}{a}\right)^s \left[ 1 - \left(\frac{2}{3}\right)^s \right],
\]

and \( H = B(x^0, \frac{a}{2} R) \setminus \mathcal{D} \).

Consequently if there exists a ball \( B_qR \) of radius of \( qR \) (\( 0 < q < \frac{a}{4} \)) belonging to \( H \) then

\[
(2.6) \quad \sup_{\mathcal{D} \cap B(x^0, aR)} u \geq \frac{\sup_{\mathcal{D} \cap B(x^0, aR)} u}{1 - \eta_1 q^s}.
\]

The following definition of barrier and Growth Lemma for mixed boundary problem was introduced in [8, Sec. 2]. For the reader’s convenience we give it with the full proof. For the Dirichlet boundary conditions this type of Growth Lemma was first introduced in [11].

**Definition 2.7.** Let \( \mathcal{D} \) be a domain with boundary \( \partial \mathcal{D} = \Gamma_1 \cup \Gamma_2 \). Assume that “small” ball \( B(x^0, R) \) and “big” ball \( B(x^0, aR) \), \( a > 1 \), are intersecting with \( \mathcal{D} \).

We call the function \( w \) barrier for the mixed boundary value problem in the balls \( B(x^0, R) \) and \( B(x^0, aR) \) if the following conditions hold:

\[
(2.7) \quad w \text{ is sub-elliptic in } \mathcal{D} \cap B(x^0, aR).
\]

\[
(2.8) \quad w(x) \leq 1 \text{ on } \Gamma_1 \cap B(x^0, aR).
\]

\[
(2.9) \quad \frac{\partial w}{\partial \ell} \leq 0 \text{ on } \Gamma_2 \cap B(x^0, aR).
\]

\[
(2.10) \quad w \leq 0 \text{ on } \overline{\mathcal{D}} \cap \partial B(x^0, aR).
\]

\[
(2.11) \quad w(x) \geq \beta_0 \text{ in } B(x^0, R) \cap \mathcal{D}
\]

for some \( \beta_0 > 0 \).

**Lemma 2.8.** Let a domain \( \mathcal{D} \) and let balls \( B(x^0, R), B(x^0, aR) \) be the same as in Definition 2.7. Suppose that \( \Gamma_2 \) satisfies the inner cone condition and the vector field \( \ell \) on \( \Gamma_2 \) satisfies the same condition as in Proposition 2.2. Assume that there exists a barrier \( w \) for mixed BVP in the balls \( B(x^0, R) \) and \( B(x^0, aR) \).

Suppose that a function \( u \) is sub-elliptic in \( \mathcal{D} \cap B(x^0, aR) \), \( u > 0 \) in \( \mathcal{D} \), \( u \leq 0 \) on \( \Gamma_1 \cap B(x^0, aR) \) and \( \frac{\partial u}{\partial \ell} \leq 0 \) on \( \Gamma_2 \cap B(x^0, aR) \). Then

\[
(2.12) \quad \sup_{\mathcal{D} \cap B(x^0, aR)} u \geq \frac{\sup_{\mathcal{D} \cap B(x^0, aR)} u}{1 - \beta_0},
\]

where \( \beta_0 \) is the constant from Definition 2.7.

**Proof.** Let \( M = \sup_{\mathcal{D} \cap B(x^0, aR)} u \). We define

\[
(2.13) \quad v(x) = M(1 - w(x)).
\]
Obviously $\mathcal{L}v \geq 0 \geq \mathcal{L}u$, $v(x) \geq 0 \geq u(x)$ on $\Omega \cap B(x^0, aR)$, $\frac{\partial v}{\partial \nu} \geq 0 \geq \frac{\partial u}{\partial \nu}$ on $\Gamma_2$, and $v(x) \geq M \geq u(x)$ on $\partial B(x^0, aR) \cap \Omega$. Applying Proposition 2.3 to functions $v(x)$ and $u(x)$ in the domain $\Omega \cap B(x^0, aR)$ we get that $v(x) \geq u(x)$. This gives in the intersection $\Omega \cap B(x^0, R)$, with regard of (2.11),

$$M(1 - \beta_0) \geq M(1 - \inf_{\Omega \cap B(x^0, R)} w) \geq \sup_{\Omega \cap B(x^0, R)} u,$$

and the statement follows.

Let us introduce a sufficient condition for existence of the barrier in the Definition 2.7.

**Lemma 2.9.** Let $\Omega$ and balls $B(x^0, R)$, $B(x^0, aR)$ be the same as in the Definition 2.7.

Assume that there exists a ball $B(x^0, \alpha R)$, $0 < \alpha < 1$, such that $B(x^0, \alpha R) \cap \Omega = \emptyset$ and $\Omega$ separates the ball $B(x^0, \alpha R)$ from $\Gamma_2$ in $B(x^0, aR)$. Assume that

$$\tag{2.14} (x - x^0) \cdot \ell \geq 0$$

for any $x \in \Omega \cap B(x^0, aR)$.

Then for $s \geq e - 2$ the function $w(x) = \alpha^s(R^s|x - x^0|^{-s} - a^{-s})$ is a barrier for the mixed BVP in the balls $B(x^0, R)$ and $B(x^0, aR)$, with $\beta_0 := \alpha^s(1 - a^{-s})$.

**Proof.** Let us check each condition in the Definition 2.7

1. Condition (2.7) follows by Proposition 2.5.
2. On $\Omega \cap B(x^0, aR)$, we have $|x - x^0| > aR$, so

$$w(x) \leq \alpha^sR^s(\alpha R)^{-s} - \frac{\alpha^s}{a^s} = 1 - \frac{\alpha^s}{a^s} \leq 1,$$

and (2.8) follows;
3. On $\partial \Omega \cap \partial B(x^0, aR)$ we have $w(x) = \alpha^sR^s(\alpha R)^{-s} - \frac{\alpha^s}{a^s} = 0$, and (2.10) follows;
4. By condition (2.14) we have

$$\frac{\partial w}{\partial \ell} = -s \alpha^sR^s(x - x^0) \cdot \ell \leq 0, |x - z|^{s+2} \leq 0,$$

and (2.9) follows;
5. For $|x - x^0| \leq R$ we have

$$\tag{2.15} w(x) \geq \alpha^sR^sR^{-s} - \frac{\alpha^s}{a^s} = \alpha^s(1 - \frac{1}{a^s}) > 0,$$

and (2.11) follows.

\[\Box\]

3. Growth lemma for admissible domains

**Definition 3.1.** Let unbounded domain $\hat{\Omega}$ in $\mathbb{R}^n$ be $x_1$-oriented, and let $\tau_j \to +\infty$ be corresponding increasing sequence.

Suppose that $\Gamma_2 = \partial \hat{\Omega}$ satisfies the inner cone condition and the vector field $\ell$ on $\Gamma_2$ satisfies the same condition as in Proposition 2.2.

We say that $\hat{\Omega}$ is admissible w.r.t. $\ell$ if there exist $p \leq 1$, $a > 1$, $N_0 \in \mathbb{N}$ s.t. for all sufficiently large $j \in \mathbb{N}$ the following conditions hold:

Set $R_j := p(\tau_{j+1} - \tau_j)$.

A) There is a point $z^0 \in \hat{\Omega}(j)$ s.t. $B(z^0, aR_j) \cap \Gamma_2 = \emptyset$.

For any point $\xi \in \hat{\Omega}(j)$, there exists a finite sequence of points $z^i \in \hat{\Omega}(j)$, $i = 1, \ldots, N$, $N \leq N_0$, such that
B) \( \xi \in B(z^N, R_j) \), and the intersection \( B(z^i, R_j) \cap B(z^i + 1, R_j) \cap \tilde{D} \) contains a ball \( B_{qR_j} \) of radius \( qR_j \), for some \( 0 < q < a/4 \);

C) for any \( x \in B(z^i, aR_j) \cap \Gamma_2, i = 1, \ldots, N \), we have \( (x \cdot z^i) \cdot \ell \geq 0 \).

Without loss of generality we assume forth-forward that \( a < 4 \) in above.

**Remark 3.2.** Conditions in admissibility relate only to the Neumann boundary of the domain, and can be interpreted as follows:

(A): domain is wide enough;
(B): domain is not too wide;
(C): boundary \( \Gamma_2 \) is regular.

It is easy to see that if \( \tilde{D} \) is a convex cylinder with smooth boundary, and \( \ell = n(x) \) is outward normal to \( \Gamma_2 = \partial \tilde{D} \) at the point \( x \), then \( \tilde{D} \) is admissible for \( \tau_j = j \). Also, if \( D \) is a convex acute cone with smooth boundary, and \( \ell = n(x) \), then \( \tilde{D} \) is admissible for \( \tau_j = 2j \).

We consider a generalization of these examples.

Let \( \Omega \subset \mathbb{R}^{n-1} \) is convex (not necessary smooth), and

\[
\tilde{D} = \{ x = (x_1, \bar{x} f(x_1)) \, | \, \bar{x} \in \Omega, \, x_1 > 1 \},
\]

where \( f \) is a positive function s.t.

\[
\lim_{x_1 \to \infty} f'(x_1) = 0.
\]

Assume that exists of monotonically increasing sequence \( \tau_j \to \infty \) s.t.

\[
C^{-1} R_j < f(x_1) < CR_j \quad \text{for} \quad x_1 \in [\tau_j - 1, \tau_j + 1], \quad \text{uniformly in} \quad j \in \mathbb{N}.
\]

**Example 1.** Let \( f \) be regularly varying at infinity with index \( \alpha < 1 \), see [22]. This means

\[
f(t) = t^\alpha \phi(t), \quad \alpha < 1, \quad \frac{t \phi'(t)}{\phi(t)} \to 0 \quad \text{as} \quad t \to +\infty.
\]

Set \( \tau_j = F(j) \) where \( F \) is inverse function to \( \frac{t}{f(t)} \) (by (3.4) \( \frac{t}{f(t)} \) increases for sufficiently large \( t \)). We claim that conditions (3.2)-(3.3) satisfied.

Indeed, (3.2) evidently follows from (3.4). Further, for \( j \geq 2 \) we have

\[
R_j = \rho(\tau_{j+1} - \tau_j) = \rho \int_j^{j+1} F'(\theta) \, d\theta = \rho \int_j^{j+1} \frac{d\theta}{(\frac{t}{f(t)})'_{t = F(\theta)}}.
\]

By (3.4) we derive

\[
(\frac{t}{f(t)})' = \frac{1}{f(t)} \left[ 1 - \alpha \frac{t \phi'(t)}{\phi(t)} \right] \sim \frac{1 - \alpha}{f(t)} \quad \text{as} \quad t \to +\infty.
\]

Thus (3.5) gives for sufficiently large \( j \)

\[
R_j \sim \rho \frac{1}{1 - \alpha} \cdot f(F(\tilde{\theta})), \quad \tilde{\theta} \in [j, j + 1],
\]

and the claim follows.

**Lemma 3.3.** Let \( \Omega \subset \mathbb{R}^{n-1} \) be convex and let \( \tilde{D} \) be as in (3.1). Suppose conditions (3.2)-(3.3) are satisfied. Let

\[
\ell(x) = n(x) \equiv \frac{-f'(x_1), n_\alpha}{\sqrt{1 + f'(x_1)^2}} \quad \text{for} \quad x = (x_1, \bar{x} f(x_1)), \, \bar{x} \in \partial \Omega,
\]

where \( n_\alpha \) is outward normal to a supporting plane to \( \Omega \) at \( \bar{x} \).

Then domain \( \tilde{D} \) is admissible.
Proof. Properties (A-B) follow from (3.1) and (3.3). To verify (C) one can assume without loss of generality that for \( z' \in \tilde{D}(j) \) we have \( \operatorname{dist}(\tilde{z}', \partial \Omega) \geq \delta_0 \) for some \( \delta_0 \) depending only on \( \Omega \). Then for \( x \in B(z', aR_j) \cap \partial \tilde{D} \) we have
\[
(x - z') \cdot \ell \sqrt{1 + f'(x_1)^2} = -(x_1 - z'_1)f'(x_1) + (\tilde{x}f(x_1) - \tilde{z}'f(\tau_j)) \cdot n_x
= -(x_1 - z'_1)f'(x_1) + (f(x_1) - f(\tau_j))\tilde{z}' \cdot n_x + f(x_1)(\tilde{x} - \tilde{z}') \cdot n_x.
\]

The last term can be estimated from below by convexity of \( \Omega \), and we obtain for some \( \delta_1 > 0 
(x - z') \cdot \ell \sqrt{1 + f'(x_1)^2} \geq f(x_1)\delta_0\delta_1 - |\tilde{z}'| \max_{\tau_{j-1} \leq t \leq \tau_{j+1}} |f'(t)| CR_j - \max_{\tau_{j-1} \leq t \leq \tau_{j+1}} |f'(t)| aR_j.
\]

Finally, due to (3.3) and (3.2) we have for \( j \) large enough
\[
(x - z') \cdot \ell \geq \frac{f(x_1)}{\sqrt{1 + f'(x_1)^2}} \left[ \delta_0\delta_1 - C \cdot (\operatorname{diam}(\Omega) + a) \max_{\tau_{j-1} \leq t \leq \tau_{j+1}} |f'(t)| \right] > 0,
\]
and the Lemma follows. \( \square \)

**Definition 3.4.** Let \( \tilde{D} \subset \mathbb{R}^n \) be unbounded domain admissible w.r.t. vector field \( \ell \), and \( \Gamma_2 = \partial \tilde{D} \). Let \( G \subset \tilde{D} \) be a closed set. Denote by \( D \) the connected component of \( \tilde{D} \setminus G \) adjacent to \( \Gamma_2 \) and put \( \Gamma_1 = \partial D \setminus \Gamma_2 \). Clearly \( \Gamma_1 \) and \( \Gamma_2 \) can have common points only at infinity. Such domains \( D \) will be also called admissible.

The following Growth lemma for the mixed BVP in \( D \) is the key ingredient in the proof of the Phragmén-Lindelöf dichotomy.

**Lemma 3.5.** Assume as in Definition 3.4 that \( D \subset \tilde{D} \) is admissible w.r.t. vector field \( \ell \). Let \( s_j = e(j) - 2 \) and let for some \( \kappa_j > 0 \)
\[
C_{s_j}(B(z', R_j) \setminus D) \geq \kappa_j C_{s_j}(\tilde{D}(j - 1, j + 1) \setminus D)
\]
(recall that balls \( B(z', R_j) \) are introduced in Definition 3.1, and \( C_{s_j} \) stands for the \( s \)-capacity).

Suppose that
\[
\mathcal{L} u \leq 0 \text{ in } D, \quad u > 0 \text{ in } D, \quad u \leq 0 \text{ on } \Gamma_1, \quad \frac{\partial u}{\partial \ell} \leq 0 \text{ on } \Gamma_2.
\]

Then for all sufficiently large \( j \in \mathbb{N} \)
\[
\sup_{D(j - 1, j + 1)} u \geq \frac{\sup_{D(j - 1, j + 1)} u}{1 - \kappa_j C_{s_j}(H_j) R_j^{s_j}},
\]
Here \( H_j = \tilde{D}(j - 1, j + 1) \setminus D, \)
\[
\kappa_j = \frac{C}{2N_0} \left( \frac{2qN_0}{a} \right)^{s_j} \kappa_j,
\]
a, \( q \) and \( N_0 \) are the constants from Definition 3.1.

**Proof.** Let \( j \) be so large that the assumptions (A-C) from Definition 3.1 are satisfied. For the sake of brevity we put \( \Omega = \tilde{D}(j - 1, j + 1), s = s_j, R = R_j, B' = B(z', R_j), \kappa = \kappa_j, H = H_j, \) and
\[
M = \sup_{\Omega} u, \quad m = \sup_{D(j)} u = u(\xi)
\]
(here \( \xi \in \tilde{D}(j) \)).
We proceed similarly to the proof of [8, Lemma 4.2]. By assumption (B), \( \xi \in B^N \) for some \( N \leq N_0 \). Consider the ball \( B^0 \) and the ball \( B(z_0, aR) \), \( a > 1 \), concentric to it. Due to assumptions (A) and (3.6) we can apply Lemma 2.6 to get
\[
M := \sup_{\Omega} u \geq \sup_{\Omega \cap B(z_0, aR)} u \geq \frac{\sup_{B^0 \cap \Omega} u}{1 - \kappa_1 C_s(H)R^{-s}}
\]
(\( \eta_1 \) is defined in (2.5)).

Suppose that
\[
\sup_{\Omega \cap B^0} u \geq m(1 - \zeta_0), \quad \text{where} \quad \zeta_0 = \frac{\kappa_1 C_s(H)R^{-s}}{2 - \kappa_1 C_s(H)R^{-s}}.
\]
Then we get
\[
M \geq \frac{m}{1 - \kappa_2 C_s(H)R^{-s}}
\]
for \( \eta_2 = \frac{\eta_1}{2} \), and the statement follows.

If (3.10) does not hold, we consider the function
\[
u_1(x) = u(x) - m(1 - \zeta_0), \quad u_1(x) \leq 0 \quad \text{in} \quad \Omega \cap B^0.
\]
Let \( \Omega_1 := \{ x : u_1(x) > 0 \} \). Assume that \( B^1 \cap \Omega_1 \neq \emptyset \), otherwise we consider the first ball \( B^1 \) for which this property holds.

Suppose that
\[
\sup_{B^1 \cap \Omega} u_1 \geq m \zeta_0 (1 - \tau),
\]
where the constant \( \tau \) will be chosen later. Consider any simply connected component of the domain \( B(z^1, R) \cap \Omega_1 \) in which the supremum in (3.12) is realised. There are two possibilities:

a) \( B(z^1, aR) \cap \Gamma_2 = \emptyset \);

b) \( B(z^1, aR) \cap \Gamma_2 \neq \emptyset \).

Let us start with case (a). By assumption (B), \( B^1 \cap \Omega \cap B^1 \) contains a ball of radius \( qR \). Due to Proposition 2.6 and (3.12) it follows that
\[
\sup_{B(z^1, aR) \cap \Omega} u_1 \geq \frac{\sup_{B(z^1, aR) \cap \Omega} u_1}{1 - \eta_3} \geq \frac{m \zeta_0 (1 - \tau)}{1 - \eta_3},
\]
where \( \eta_3 = \eta_1 q^s \).

Using (3.11) and (3.13) we deduce
\[
\sup_{B(z^1, aR) \cap \Omega} u \geq m \left( 1 + \frac{\zeta_0 (\eta_3 - \tau)}{1 - \eta_3} \right).
\]
Letting $\tau = \frac{\eta}{2}$ we get

\begin{equation}
M \geq \sup_{B(\xi, a\tau) \cap \Omega} u \geq m \left( 1 + \frac{\zeta_0 \tau}{1 - 2\tau} \right), \tag{3.14}
\end{equation}

and the statement follows.

In case of (b), recalling the assumption (C) we proceed with the same arguments but apply Lemmas 2.9 and 2.8 instead of Proposition 2.6 and put $\tau = \frac{\beta_0}{2}$. Thus, if the relation (3.12) holds with $\tau = \frac{1}{2} \min[\eta, \beta_0]$ then (3.14) is satisfied in any case, and Lemma is proved.

If (3.12) does not hold then function $u$ satisfies

\begin{equation}
\sup_{B(\xi, a\tau) \cap \Omega} u \leq m(1 - \zeta_0 \tau). \tag{3.15}
\end{equation}

As in previous step we consider the function

\begin{equation}
u_2(x) = u(x) - m(1 - \zeta_0 \tau), \quad u_2(x) \leq 0 \quad \text{in} \quad \Omega \cap B^1. \tag{3.16}\end{equation}

Repeating previous argument we deduce that if

\begin{equation}\sup_{B(\xi, a\tau) \cap \Omega} u_2 \geq m \zeta_0 \tau (1 - \tau) \tag{3.17}\end{equation}

then

\begin{equation}M \geq m \left( 1 + \frac{\zeta_0 \tau^2}{1 - 2\tau} \right),\tag{3.18}\end{equation}

and Lemma is proved.

If (3.17) does not hold, then

\begin{equation}\sup_{B(\xi, a\tau) \cap \Omega} u \leq m(1 - \zeta_0 \tau^2). \tag{3.19}\end{equation}

Repeating this process we either prove Lemma or arrive at the inequality

\begin{equation}\sup_{B(\xi, a\tau) \cap \Omega} u \leq m(1 - \zeta_0 \tau^N) \tag{3.20}\end{equation}

that is impossible since $\xi \in B^N$ and $u(\xi) = m$. \hfill \Box

**Remark 3.6.** Sometimes it is more convenient to use the following corollary of (3.8):

\begin{equation}\sup_{D(j-1,j+1)} u \geq \sup_{D(j)} u \cdot \left( 1 + \kappa_j C_{s_j} (H_j) R^{-s_j} \right) \tag{4.1}.\end{equation}

### 4. Dichotomy of solutions

In this section we will apply the Growth Lemma for admissible domain obtained in the previous section to prove dichotomy of solutions at infinity. Let domain $D \subset \hat{D}$ be admissible. Denote $M(\tau) = \sup_{x = \tau} u$. In particular, $M(\tau_j) = \sup_{D(j)} u$.

We start with the following elementary consequence of the maximum principle.

**Proposition 4.1.** Suppose that $u$ is subject to (3.7). Then

- either there is $\tau^* \geq \tau_1$ s.t. for $\tau_{j+1} > \tau_j > \tau^*$ we have $M(\tau_{j+1}) > M(\tau_j)$;
- or for all $\tau_j > \tau_1$ we have $M(\tau_{j+1}) < M(\tau_j)$.

**Theorem 4.2.** Let the condition (3.6) be satisfied, and

\begin{equation}\sum_{j=1}^{\infty} \kappa_j C_{s_j} (H_j) R^{-s_j} = \infty \tag{4.2}.\end{equation}

(we recall that $\kappa_j$ is defined in (3.9), $H_j = \hat{D}(j-1, j+1) \setminus D$ and $s_j = e(j) - 2$).

Then for any function $u$ subject to (3.7) we have the following dichotomy:
(1) either \( M(\tau) \to \infty \) as \( \tau \to \infty \) and
\[
\liminf_{N \to \infty} \frac{M(\tau_N)}{2 \sum_{j=1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j}} \geq c_1;
\]

(2) or \( M(\tau) \to 0 \) as \( \tau \to \infty \) and
\[
\limsup_{N \to \infty} M(\tau_N) \cdot 2 \sum_{j=1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j} \leq c_2.
\]

Here \( c_1 \) and \( c_2 \) are some positive constants.

**Proof.** By Lemma 3.5, the relation (3.16) is fulfilled for \( \tau_j \geq \tau_{j_0} \). For simplicity let \( j_0 = 1 \). By Proposition 4.1, there are two cases.

**Case 1:** there is \( j_0 > 1 \) s.t. for all \( j \geq j_0 \) we have \( M(\tau_{j+1}) > M(\tau_j) \).

**Case 2:** for all \( j > 1 \) we have \( M(\tau_{j+1}) < M(\tau_j) \).

In case 1 we obtain by (3.16)
\[
\sup_{\mathcal{D}(j+1)} u \geq \sup_{\mathcal{D}(j)} u \cdot (1 + \kappa_j C_{s_j}(H_j) R_j^{-s_j}), \quad \text{for } j \geq j_0.
\]

Thus,
\[
\sup_{\mathcal{D}(N)} u \geq \max_{\mathcal{D}(j_0)} u \cdot \prod_{j=j_0+1}^{N} (1 + \kappa_j C_{s_j}(H_j) R_j^{-s_j}), \quad \text{for } N > j_0
\]

Notice that \( \kappa_j C_{s_j}(H_j) R_j^{-s_j} < 1 \) by (3.8). Since \( \ln(1 + t) > t \ln(2) \) for \( t \in (0, 1) \), we obtain for \( N > j_0 \)
\[
\ln M(\tau_N) \geq \ln M(\tau_{j_0}) + \sum_{j=j_0+1}^{N} \ln(1 + \kappa_j C_{s_j}(H_j) R_j^{-s_j}) \geq \ln M(\tau_{j_0}) + \ln(2) \sum_{j=j_0+1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j},
\]
or
\[
M(\tau_N) \geq M(\tau_{j_0}) \cdot 2 \sum_{j=j_0+1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j} \geq c_1 \cdot 2 \sum_{j=1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j}.
\]

In case 2, we apply (3.16) again to get for \( N \geq 3 \)
\[
M(\tau_2) \geq M(\tau_3) \cdot (1 + \kappa_3 C_{s_j}(H_j) R_j^{-s_j}) \geq \cdots \geq M(\tau_N) \cdot \prod_{j=3}^{N} (1 + \kappa_j C_{s_j}(H_j) R_j^{-s_j}).
\]

Arguing as above, we obtain
\[
M(\tau_2) \geq M(\tau_N) \cdot 2 \sum_{j=3}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j} \geq c_1 \cdot 2 \sum_{j=1}^{N} \kappa_j C_{s_j}(H_j) R_j^{-s_j}.
\]

This completes the proof of the Theorem. \( \square \)

To illustrate Theorem 4.2 we consider the domain
\[
\tilde{\mathcal{D}} = \{ x = (x_1, x_2, \bar{x}), \ |\bar{x}| < 1, \ x_1 > 1, \ x < 1 \} \quad \alpha < 0
\]
(see Fig. 3 for the case \( \alpha < 0 \)).

By Example 1 in Section 3, \( \tilde{\mathcal{D}} \) is admissible w.r.t. exterior normal vector field, if we choose \( \tau_j = j^{-1/\alpha} \).

Let \( G \) be the union of cylinders:
\[
G = \bigcup_{j=1}^{\infty} (\tilde{\mathcal{B}}(0, c \tau_j^{\alpha}) \times [\tau_j, \tau_{j+1}]),
\]
where \( c \) is sufficiently small positive constant.
Set $\mathcal{D} = \tilde{\mathcal{D}} \setminus G$, $\Gamma_2 = \partial \tilde{\mathcal{D}}$, $\Gamma_1 = \partial \mathcal{D} \setminus \Gamma_2$. It is easy to see that $G \subset \mathcal{D}$, and the domain $\mathcal{D}$ is admissible. Moreover, the assumption (3.6) is satisfied with $\varepsilon^0 = 0$, $R_j = 2c(\tau_{j+1} - \tau_j)$ and $\kappa_j = c$.

From monotonocity of the $s$-capacity it follows (see chapter 2 in [15]) that

$$C_s(\tilde{\mathcal{D}}(j-1, j+1) \setminus \mathcal{D}) \geq C(\tau_{j+1} - \tau_j)(c\tau_j)^{s_j} \geq \frac{C}{c}R_j.$$  

Taking into account (3.9) we rewrite the assumption (4.1) as follows:

(4.3) \[ \frac{C}{2a_0} \sum_{j=1}^{\infty} \lambda^{s_j} = \infty, \quad \lambda = \frac{2q_0}{a}. \]

We recall that $a$, $q$ and $N_0$ are the constants from Definition 3.1 and $s_j = e(j) - 2$. Notice that $\lambda < \frac{1}{2}$ since $q < \frac{a}{2}$.

Theorem 4.2 shows that if (4.3) holds then for any function $u$ subject to (3.7) one of two possibilities can happen: either

(4.4) \[ M(\tau_N) \geq c_1 \cdot 2^s \Sigma_{j=1}^{\infty} \lambda^{s_j}, \]

or

(4.5) \[ M(\tau_N) \leq c_2 \cdot 2^{-\varepsilon} \Sigma_{j=1}^{\infty} \lambda^{s_j}, \]

for some positive constants $c_1$, $c_2$, $\tilde{c}$.

Example 2: Uniformly elliptic equation. Let $\sup_j e(j) < \infty$. Then $\lambda^{s_j} \geq \text{const}$. Therefore, (4.4) and (4.5) give the following behavior of sub-elliptic function at infinity (we recall that $\tau_N = N^{-\infty}$): either

$$M(r) \geq c_1 \exp (\tilde{c}r^{-1-o}),$$

or

$$M(r) \leq c_2 \exp (-\tilde{c}r^{-1-o}).$$

Example 3: Degenerate equation. Let the ellipticity function grow at infinity as $o(\ln(x_1))$. Namely, we suppose that $s_j = p(j) \ln(j)$, $j > 1$, where

(4.6) \[ p(t) \searrow 0, \quad p(t) \ln(t) \nearrow \infty, \quad \text{as} \quad t \to \infty. \]

We claim that

(4.7) \[ \sum_{j=1}^{N} \lambda^{s_j} \sim N^{1+p(N)\ln(4)} \quad \text{as} \quad N \to \infty. \]
Indeed, the series in (4.7) evidently diverges, and thus
\[ \sum_{j=1}^{N} \lambda_{j} \sim N \int_{1}^{N} \lambda(p(t) \ln(t)) dt. \]

By the L'Hôpital rule we derive, as \( N \to \infty \),
\[ \frac{\int_{N}^{1} \lambda(p(t) \ln(t)) dt}{N^{1+p(N) \ln(\lambda)}} \sim \frac{\lambda(p(N) \ln(N))}{N^{p(N) \ln(\lambda)} \cdot (1 + p(N) \ln(\lambda) + Np'(N) \ln(\lambda))} = \frac{1}{1 + p(N) \ln(\lambda) + Np'(N) \ln(\lambda)}. \]

However, (4.6) implies
\[ 0 < t(p(t) \ln(t))' = p(t) + tp'(t) < p(t) \searrow 0, \quad t \to \infty, \]
and (4.7) follows.

Thus, in this case (4.4) and (4.5) give the following behavior of sub-elliptic function at infinity (we use the fact that \( \ln(\lambda) < 0 \)): either
\[ M(r) \geq c_1 \exp \left( \hat{c} r^{(1-\alpha)(1-\tau)(p(r^{1-\alpha}))} \right), \]
or
\[ M(r) \leq c_2 \exp \left( -\hat{c} r^{(1-\alpha)(1-\tau)(p(r^{1-\alpha}))} \right). \]

Obviously, these estimates are worse than in uniformly elliptic case.
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