Hamiltonization of solids of revolution through reduction

PAULA BALSEIRO

Abstract

In this paper we study the relation between conserved quantities of nonholonomic systems and the hamiltonization problem employing the geometric methods of [1, 3]. We illustrate the theory with classical examples describing the dynamics of solids of revolution rolling without sliding on a plane. In these cases, using the existence of two conserved quantities we obtain, by means of gauge transformations and symmetry reduction, genuine Poisson brackets describing the reduced dynamics.
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1 Introduction

Nonholonomic systems are mechanical systems with nonintegrable constraints in their velocities which, as a result, do not fit into the classical hamiltonian formalism. A central issue in the study of nonholonomic systems is determining whether they can be “hamiltonized” upon reduction by symmetries. This is known as the hamiltonization problem, about which there is a vast literature (see e.g. \[13, 14, 18, 24, 28, 31, 34, 40\] and references therein).

This paper explores the connection between the presence of conserved quantities for a nonholonomic system and its hamiltonization, as raised in \[31\]. Using the geometric techniques developed in \[1, 3\], we show that, for certain types of symmetries admitting conserved quantities, one can distinguish particular 2-forms that can be used to modify the classical nonholonomic bracket (by means of gauge transformations); the reduction of such modified brackets to the orbit space are genuine Poisson brackets, relative to which the reduced equations of motion are hamiltonian. We show that all conditions for this procedure to work are met for a concrete set of examples, namely solids of revolution rolling on a plane without sliding as well as the classical example of an inhomogeneous ball rolling on a plane. As a consequence, we establish their hamiltonization, providing a geometric explanation for the reduced brackets found in \[14, 41\].

Let us describe the mathematical set-up and results of the paper more precisely.

Nonholonomic systems and hamiltonization

A nonholonomic system on a manifold $Q$ is defined by a lagrangian $L : TQ \to \mathbb{R}$ (of mechanical type) and a nonintegrable subbundle $D \subset TQ$ (the permitted velocities), see e.g. \[11, 15, 22\]. In this paper we will treat nonholonomic systems through their hamiltonian formalism: the lagrangian $L$ and the distribution $D$ induce a submanifold $M \subset T^*Q$, an almost Poisson bracket $\{\cdot,\cdot\}_{\text{nh}}$ and a hamiltonian function $\mathcal{H}_M : M \to \mathbb{R}$, in such a way that the nonholonomic dynamics on $M$ is determined by the vector field

$$X_{\text{nh}} = \{\cdot, \mathcal{H}_M\}_{\text{nh}},$$

see e.g. \[33, 37, 45\]. The equations of motion $\dot{c}(t) = X_{\text{nh}}(c(t))$ are not hamiltonian. In geometric terms, what is happening is that the bracket $\{\cdot,\cdot\}_{\text{nh}}$ fails to satisfy the Jacobi identity due to the non-integrability of the distribution $D$. In the presence of symmetries, the dynamics can be reduced to the quotient space $M/G$, being defined by the vector field
$X_{\text{red}}$ obtained by the push-forward of $X_{\text{nh}}$. As mentioned above, the hamiltonization problem studies whether the reduced equations of motion,

$$\dot{\bar{c}}(t) = X_{\text{red}}(\bar{c}(t)),$$

are hamiltonian or not. Note that the push-forward of $\{\cdot, \cdot\}_{\text{nh}}$ to $M/G$ defines a bracket $\{\cdot, \cdot\}_{\text{red}}$ which describes the reduced dynamics via $X_{\text{red}} = \{\cdot, \mathcal{H}_{\text{red}}\}_{\text{red}}$, where $\mathcal{H}_{\text{red}} : M/G \to \mathbb{R}$ is the reduced hamiltonian. Although $\{\cdot, \cdot\}_{\text{nh}}$ is not a Poisson bracket, it may be that $\{\cdot, \cdot\}_{\text{red}}$ is, in which case we say that the system admits a hamiltonization.

There is, however, a more general set-up for hamiltonization. Notice that, even if $\{\cdot, \cdot\}_{\text{red}}$ is not a Poisson bracket, there might still exist other brackets $\{\cdot, \cdot\}'_{\text{red}}$ on $M/G$, satisfying

$$X_{\text{red}} = \{\cdot, \mathcal{H}_{\text{red}}\}'_{\text{red}}, \quad (1.1)$$

which are Poisson. Following [3, 31], one way to find new brackets on $M/G$ is to first consider new invariant brackets on $M$. Those can be obtained through modifications of $\{\cdot, \cdot\}_{\text{nh}}$ by gauge transformations [43] by (invariant) 2-forms $B$. One then considers their reductions $\{\cdot, \cdot\}_B$ on $M/G$, and searches for Poisson brackets satisfying (1.1) within this family. In this way, the hamiltonization problem is translated into the search of 2-forms $B$ with suitable properties.

**Results: hamiltonization and conserved quantities**

Let us consider a nonholonomic system defined on a manifold $Q$, with symmetry group $G$. Following [1], we will assume that the symmetries satisfy an additional property, called *vertical-symmetry condition* (see Def. 2.3 below). Motivated by examples, we will assume that $G$ acts properly, though not necessarily freely. So we will work in the context of *singular reduction*, as in [6, 8]. In practice, this means that we will formulate our results in terms of the ring of $G$-invariant functions on $M$ (thought of as the ring of smooth functions on $M/G$, viewed as a differential space). Following [8], the main new aspect of the present work is that we will relate the 2-forms $B$ used to gauge transform the nonholonomic bracket with the presence of first integrals of the dynamics.

More precisely, let us assume the existence of a conserved quantity $J \in C^\infty(M)$ which is a *horizontal gauge momentum* [25, 26] (see Def. 2.7). Contrary to what occurs in hamiltonian mechanics, the vector field $X_J = \{\cdot, J\}_{\text{nh}}$ may not be vertical (i.e., tangent to a $G$-orbit). We hence search for (invariant) 2-forms $B$ with the property that the modified nonholonomic bracket $\{\cdot, \cdot\}_B$ is such that the vector field

$$X_J^B := \{\cdot, J\}_B$$

is vertical with respect to the $G$-action (Thm. 2.16). If this holds, we show that the gauge transformed bracket $\{\cdot, \cdot\}_B$ induces a reduced bracket $\{\cdot, \cdot\}_B^\text{red}$ on $M/G$ for which $J$ is a Casimir (provided $J$ is also $G$-invariant). We will observe that in various examples these Casimirs play a fundamental role in verifying that $\{\cdot, \cdot\}_B^\text{red}$ is a Poisson bracket. Concerning the existence of horizontal gauge momenta, we use the geometric framework of [1] to derive a “momentum equation” (see Prop. 2.11) in the spirit of the one in [7], but with a more clear dependence on the geometric information.
We apply this theory to study the nonholonomic dynamics of a solid of revolution rolling without slipping on a plane, which includes the Routh sphere and the rolling (axisymmetric) ellipsoid \cite{13,14,21,22}. Following \cite{1}, we express the failure of the Jacobi identity of the nonholonomic bracket before and after reduction, which is controlled by the 2-form \(\langle J,K,W \rangle\) introduced in \cite{1} (see Lemma 3.2 and Prop. 3.3). By using the momentum equation of Prop. 2.11, we derive a system of differential equations that leads us to an alternative way to express two (known) \(G\)-invariant horizontal gauge momenta \(J_1\) and \(J_2\), as in \cite{22}. By analyzing how far the vector fields \(X_{J_1}\) and \(X_{J_2}\) are from being vertical with respect to the \(G\)-action, we devise a 2-form \(B\) on \(M\) that is compatible with the dynamics, in the sense that \(X_{nh} = \{\cdot, H_M\}\) \(\circ B\). More importantly, this gauge-transformed bracket has the property that the vector fields \(X_B J_i = \{\cdot, J_i\}\) are vertical. As a consequence, the reduced bracket \(\{\cdot, \cdot\}\) on the (differential) space \(M/G\) (which satisfies (1.1) by construction) admits two Casimir functions, defined by \(J_1\) and \(J_2\) (see Thm. 3.9); using this fact, one can directly verify that \(\{\cdot, \cdot\}\) is a Poisson bracket. Motivated by \cite{13}, we remark that our hamiltonization of rolling solids of revolution is relative to the action of \(G = E(2) \times S^1\), and that we do not have analogous results using a smaller group of symmetries (see Remarks 4.3 and 4.2).
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2 Nonholonomic mechanics: hamiltonization and conserved quantities

2.1 Preliminaries: Nonholonomic systems

Consider a nonholonomic system on a manifold \(Q\) defined by a lagrangian \(L : TQ \to \mathbb{R}\) of mechanical type and a (non-integrable and constant rank) distribution \(D\) on \(Q\). The distribution \(D\) describes the permitted velocities of the system. Our first goal is to write the equations of motion of the system on the cotangent bundle using an almost Poisson bracket (see e.g., \cite{11,20,33,38}).

Denoting by \(\kappa\) the kinetic energy metric, we define the constraint submanifold \(\mathcal{M}\) of \(T^*Q\) by \(\mathcal{M} := \kappa^\circ(D)\), where \(\kappa^\circ : TQ \to T^*Q\) is defined by \(\kappa^\circ(X)(Y) = \kappa(X,Y)\) for \(X,Y \in TQ\). Since \(\kappa\) is linear on the fibers, \(\mathcal{M}\) is a vector subbundle of \(T^*Q\); we denote by \(\tau : \mathcal{M} \to Q\) the canonical projection.

Let \(\mathcal{C}\) be the non-integrable and constant rank distribution on \(\mathcal{M}\) given, at each \(m \in \mathcal{M}\), by

\[
\mathcal{C}_m := \{v_m \in T_m \mathcal{M} : T\tau(v_m) \in D_{\tau(m)}\}. \tag{2.2}
\]
The lagrangian $L$ induces the hamiltonian function $\mathcal{H} : T^*Q \to \mathbb{R}$. Let us denote by $\mathcal{H}_M : M \to \mathbb{R}$ the restriction of $\mathcal{H}$ to the submanifold $M$, i.e., $\mathcal{H}_M := \iota^*\mathcal{H}$ where $\iota : M \to T^*Q$ is the natural inclusion. Let $\Omega_M$ be the 2-form on $M$ given by $\Omega_M := \iota^*\Omega_Q$ where $\Omega_Q$ is the canonical 2-form on $T^*Q$. Following [9], the nonholonomic dynamics is described by the integral curves of the vector field $X_{\text{nh}}$ on $M$ defined by

$$i_{X_{\text{nh}}}\Omega_M|_C = dH_M|_C,$$

where $|_C$ denotes the point-wise restriction to $C$. Since the vector field $X_{\text{nh}}$ takes values on $C$, we say that it is a section of the bundle $C \to M$, i.e., $X_{\text{nh}} \in \Gamma(C)$. It is important to note that the solution $X_{\text{nh}}$ satisfying (2.3) is unique since the 2-section $\Omega_M|_C$ is nondegenerate [9].

The nonholonomic bracket $\{\cdot, \cdot\}_{\text{nh}}$ on $C^\infty(M)$ is given, for $f, g \in C^\infty(M)$, by $\{f, g\}_{\text{nh}} = -X_f(g)$, where $X_f \in \mathfrak{X}(M)$ is the unique vector field such that

$$i_{X_f}\Omega_M|_C = df|_C.$$

The nonholonomic bracket was defined in [20, 37, 45] and shown to be an almost Poisson bracket: it is $\mathbb{R}$-bilinear, skew-symmetric and satisfies the Leibniz identity.

We denote by $\pi_{\text{nh}}$ the bivector field on $M$ associated to $\{\cdot, \cdot\}_{\text{nh}}$, i.e., for $\alpha \in \Omega^1(M)$ then $\pi_{\text{nh}}^\sharp(\alpha) = -X$ if and only if $i_X\Omega_M|_C = \alpha|_C$. In other words, $\pi_{\text{nh}}(df, dg) = \{f, g\}_{\text{nh}}$ for $f, g \in C^\infty(M)$. In these terms, the dynamics is described by the vector field $X_{\text{nh}}$ given by $X_{\text{nh}} = -\pi_{\text{nh}}^\sharp(dH_M)$.

**Remark 2.1.** It is straightforward to see that $\{\cdot, \cdot\}_{\text{nh}}$ fails to satisfy the Jacobi identity since its characteristic distribution—the distribution generated by the “hamiltonian” vector fields $\pi_{\text{nh}}^\sharp(df)$ for $f \in C^\infty(M)$—is the distribution $C$ defined in (2.2), which is not integrable. \[\square\]

Throughout this article we will denote by $(\mathcal{M}, \pi_{\text{nh}}, \mathcal{H}_M)$ a nonholonomic system on the manifold $Q$ given by a lagrangian $L$ and a constraint distribution $D$.

### 2.2 Symmetries and reduction

Let $G$ be a Lie group acting properly on the manifold $Q$. We say that the $G$-action is a symmetry of the nonholonomic system (defined on $Q$ by a lagrangian $L : TQ \to \mathbb{R}$ and a distribution $D$) if the tangent lift of the action on $TQ$ leaves $L$ and $D$ invariant. In this case, the cotangent lift of the action to $T^*Q$ leaves the submanifold $\mathcal{M}$ invariant, so we have a proper $G$-action on $\mathcal{M}$:

$$\phi : G \times \mathcal{M} \to \mathcal{M}.$$

It follows that the hamiltonian $\mathcal{H}_M$ and the nonholonomic bracket $\{\cdot, \cdot\}_{\text{nh}}$ are $G$-invariant. Our next goal is to write the equations of motion in the quotient space $\bar{\mathcal{M}} := \mathcal{M}/G$.

Consider the quotient map $\rho : \mathcal{M} \to \bar{\mathcal{M}}$ and endow $\bar{\mathcal{M}}$ with the quotient topology. Following [6, Sec. 3], since the action is proper, we will view $\bar{\mathcal{M}}$ as a differential space, with ring of smooth functions $C^\infty(\bar{\mathcal{M}})$ given by the $G$-invariant smooth functions on $\mathcal{M}$. 
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The $G$-invariant bracket $\{\cdot, \cdot\}_{\text{nh}}$ on $C^\infty(\mathcal{M})$ induces an almost Poisson bracket on $C^\infty(\bar{\mathcal{M}})$ denoted by $\{\cdot, \cdot\}_{\text{red}}$. That is, for $f, g \in C^\infty(\bar{\mathcal{M}})$,
\[
\{f, g\}_{\text{red}} \circ \rho = \{\rho^* f, \rho^* g\}_{\text{nh}}.
\] (2.5)

Since $X_{\text{nh}} \in \mathfrak{X}(\mathcal{M})$ satisfies that $T\phi_g X_{\text{nh}} - X_{\text{nh}}$ is tangent to the orbits of the $G$-action on $\mathcal{M}$, then $X_{\text{nh}}$ descends to a vector field $X_{\text{red}}$ on $\bar{\mathcal{M}}$ (see [8]). The reduced dynamics is described by the integral curves of the vector field $X_{\text{red}}$ on $\bar{\mathcal{M}}$ given by
\[
\{\cdot, \mathcal{H}_{\text{red}}\}_{\text{red}} = X_{\text{red}},
\] where $\mathcal{H}_{\text{red}} \in C^\infty(\bar{\mathcal{M}})$ such that $\rho^* \mathcal{H}_{\text{red}} = \mathcal{H}_\mathcal{M}$.

### 2.3 Splitting adapted to the constraints and the vertical-symmetry case

In order to study the failure of the Jacobi identity of $\{\cdot, \cdot\}_{\text{red}}$ on $\bar{\mathcal{M}}$ (and afterwards to find a Poisson bracket in $\bar{\mathcal{M}}$), in what follows, we will define a complement $W$ of the constraints $D$ in $TQ$ taking into account the symmetries. A complement $W$ was already defined and studied in [1] for a free and proper action. In our current situation (where we have a proper action) it takes a little more work to guarantee the existence of a smooth and constant rank complement.

Consider a nonholonomic system given by the lagrangian $L$ of mechanical type and a (nonintegrable) distribution $D$ with a $G$-symmetry induced by a proper action of the Lie group $G$ on $Q$. Let us denote by $V$ the (generalized) distribution on $Q$ whose fibers $V_q$ are the tangent spaces to the orbits of $G$ in $Q$, that is $V_q = T_q(\text{Orb}_G(q))$ (as a consequence of the non-freeness of the $G$-action on $Q$, the distribution $V$ may vary its rank). Let $\mathfrak{g}$ be the Lie algebra associated to the Lie group $G$ and denote by
\[
\Psi : \mathfrak{g} \rightarrow \mathfrak{X}(Q)
\] (2.6)
the Lie algebra homomorphism such that $\Psi_q : \mathfrak{g} \rightarrow V_q \subset T_qQ$ is $\Psi_q(\eta) = \eta_q(q)$, where $\eta_q(q)$ is the infinitesimal generator associated to $\eta \in \mathfrak{g}$ at $q \in Q$. Observe that there might be a $q \in Q$ for which $\Psi_q : \mathfrak{g} \rightarrow V_q$ has a non trivial kernel, that is, the rank of $V$ may vary as a consequence of the non-freeness of the action.

We say that the $G$-symmetry verifies the dimension assumption ([12]) if
\[
T_qQ = D_q + V_q \quad \text{for each } q \in Q.
\] (2.7)

Let $S$ be the (generalized) distribution on $Q$ given, at each $q \in Q$, by
\[
S_q := D_q \cap V_q.
\] (2.8)

**Proposition 2.2.** The dimension assumption guarantees the existence of a constant rank smooth distribution $W$ on $Q$ such that $W_q \subset V_q$ for all $q \in Q$ and
\[
V_q = S_q \oplus W_q.
\] (2.9)
Proof. Consider the vector bundle \((g \times Q) \oplus D \to Q\) and let us define the map \(\psi : (g \times Q) \oplus D \to TQ\) given by \(\psi(\xi, v) = \Psi(\xi) - v\), where \(\Psi : g \times Q \to TQ\) is the vector bundle map defined by (2.6). Observe that the dimension assumption ensures that \(\text{Im}\psi = TQ\), so \(\text{Im}\psi\) has constant rank. As a consequence,

\[
\ker\psi = \{(\xi, v) : \Psi(\xi) = v\} \subset (g \times Q) \oplus D
\]
is a subbundle. By projecting on the first factor, we see that \(g_S := \{\xi \in g \times Q : \Psi(\xi) \in S\}\) is a subbundle of \(g \times Q \to Q\).

Let us now choose any subbundle \(g_W \to Q\) of \(g \times Q \to Q\) such that

\[
g \times Q = g_S \oplus g_W,
\]
and define \(W := \Psi(W)\). Since \(\ker\Psi \subseteq g_S\), we see that \(\Psi|_{g_W}\) is an isomorphism onto \(W\), so \(W\) is a subbundle of \(TQ\). Moreover, \(V = S \oplus W\).

\[
\square
\]

In summary, the splitting \(V = S \oplus W\) is induced from a vector-bundle splitting \((g \times Q) = g_S \oplus g_W\), (2.10)

where \(g_S \to Q\) is the vector bundle

\[
g_S = \{\xi \in g \times Q : \xi_q(q) \in S_q\},
\]
and \(W := \Psi(g_W)\). As we saw, even if \(S\) varies its rank, \(g_S \to Q\) has constant rank.

Note that there might be many subbundles \(W \subset TQ\) satisfying \(V = S \oplus W\). Following [1], we call such \(W\) a \emph{vertical complement of the constraints} \(D\), since

\[
TQ = D \oplus W, \quad \text{and} \quad W \subseteq V.
\]

Throughout this paper, we will assume that the nonholonomic system has a \emph{G-symmetry satisfying the dimension assumption}, so that it is possible to choose a vertical complement of the constraints.

**Definition 2.3.** We say that a vertical complement of the constraints \(W\) has the \emph{vertical-symmetry condition} if there is a subspace \(w\) of \(g\) such that \(\text{Ad}_g(w) \subseteq w\) for all \(g \in G\), and \(\Psi : g \times Q \to TQ\) restricts to an isomorphism \((w \times Q) \cong W\).

In this case, the trivial bundle \(g_W = w \times Q \to Q\) is a complement of \(g_S \to Q\) in \(g \times Q \to Q\) (note that \(g_S \to Q\) is also a trivial bundle). Moreover, if \(W = \Psi(w \times Q)\) for a subspace \(w \subseteq g\), then the \(\text{Ad}\)-invariance of \(w\) is equivalent to the \(G\)-invariance of \(W\).

**Remark 2.4.** (i) The vertical-symmetry condition is equivalent to asking for the existence of a normal subgroup \(G_W\) of \(G\) such that the action of \(G_W\) on \(Q\) is locally free and that the associated vertical space is \(W\) (i.e., \(W_q = T_q(\text{Orb}_{G_W}(q))\)).
Choosing a vertical complement $W$ with the vertical-symmetry condition often simplifies the theory, as we showed in [1, 2]. In this article, we study examples that admit such a complement that lead to a simpler interpretation of their geometry.

We will now lift the splitting (2.12) to $TM$. First, let $V$ be the vertical space associated to the $G$-action on $M$, that is, at each $m \in M$, $V_m = T_{m}(\text{Orb}_{G}(m))$. The subalgebra $\mathfrak{w}$ induces the ($G$-invariant and constant rank) distribution $W$ on $M$ given, at each $m \in M$, by

$$W_m := \text{span}\{\eta_M(m) : \eta \in \mathfrak{w}\},$$

(2.13)

where $\eta_M$ is the infinitesimal generator of the element $\eta \in \mathfrak{w}$. It is clear that $W$ is a vertical complement of the constraint distribution $C$ satisfying the vertical-symmetry condition:

$$T_{m}M = C_{m} \oplus W_{m} \quad \text{for} \quad W_{m} \subset V_{m},$$

(2.14)

for each $m \in M$. Therefore, if we denote by $S$ the distribution on $M$ given by $S_{m} := C_{m} \cap W_{m}$, then

$$V_{m} = S_{m} \oplus W_{m}.$$  

(2.15)

Observe that $W_m$ and $W_{\tau(m)}$ are isomorphic through the canonical projection $\tau : M \to Q$. However $S_{m}$ and $S_{\tau(m)}$ (or $V_{m}$ and $V_{\tau(m)}$) are not necessarily isomorphic since there might be a $\bar{q} \in Q$ and $\xi \in \Gamma(\mathfrak{g}_{S})$ such that $\xi_{\bar{q}}(\bar{q}) = 0$ but $\xi_{M}(\bar{m}) \neq 0$ for $\bar{m} \in M$ such that $\tau(\bar{m}) = \bar{q}$.

\section{The 2-form $\langle J, K_{W} \rangle$ and the failure of the Jacobi identity}

Following [1], the vertical complement $W$ given in (2.13) induces a 2-form $\langle J, K_{W} \rangle$ on $M$ (see Def. 2.5 below) that will characterize the failure of the almost Poisson brackets $\{\cdot, \cdot\}_{\text{nh}}$ and $\{\cdot, \cdot\}_{\text{red}}$.

Consider a nonholonomic system $(M, \pi_{\text{nh}}, \mathcal{H}_{M})$ with a $G$-symmetry. Suppose that the nonholonomic system verifies the dimension assumption and pick a vertical complement $W$ of the constraints $D$. From now on, we assume that the complement $W$ satisfies the vertical-symmetry condition (Def. 2.3).

Let $W$ be the $G$-invariant vertical complement on $M$ defined in (2.13) and we denote by $P_{\mathcal{C}} : TM \to \mathcal{C}$ and $P_{W} : TM \to W$ the projections associated to decomposition (2.14). Then we consider the map $A_{W} : TM \to \mathfrak{g}$ defined by

$$A_{W}(v_{m}) = \xi(m) \quad \text{if and only if} \quad P_{W}(v_{m}) = \xi_{M}(m),$$

for each $m \in M$. The $W$-curvature is the $\mathfrak{g}$-valued 2-form on $M$ given by

$$K_{W}(X, Y) := dA_{W}(P_{\mathcal{C}}(X), P_{\mathcal{C}}(Y)) \quad \text{for} \ X, Y \in TM.$$ 

(2.16)

On the other hand, for $\iota : M \to T^{*}Q$ the inclusion, we denote by

$$J := \iota^{*}J_{Q} : M \to \mathfrak{g}^{*}$$

(2.17)

the restriction to $M$ of the canonical momentum map $J_{Q} : T^{*}Q \to \mathfrak{g}^{*}$. 
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Definition 2.5 ([1]). The 2-form \( \langle J, K_{|W} \rangle \) on \( M \) is defined by the natural pairing between the function \( J : M \to g^* \) and the \( g \)-valued 2-form \( K_{|W} \) defined in (2.16) and (2.17) respectively.

Recall that the \( G \)-action on \( Q \) (and on \( M \)) is proper but not necessarily free. However, the vertical-symmetry condition enables the definition of a \( G \)-invariant vertical complement \( W \) that is isomorphic to \( W \) and thus the definition and properties of the \( W \)-curvature \( K_{|W} \) follow from [1]. In particular, we obtain that the 2-form \( \langle J, K_{|W} \rangle \) is \( G \)-invariant.

As it has been studied in [1], the 2-form \( \langle J, K_{|W} \rangle \) encodes the failure of the Jacobi identity of the nonholonomic bracket \( \pi_{\text{nh}} \):

\[
\frac{1}{2} \pi_{\text{nh}} \pi_{\text{nh}} = -\pi_{\text{nh}}\left(d\langle J, K_{|W} \rangle\right) - \Psi_{\text{nh}},
\]

(2.18)

where \([\cdot, \cdot]\) is the Schouten bracket\(^{1}\) and \( \Psi_{\text{nh}} \) is a 3-vector field given, for 1-forms \( \alpha, \beta, \gamma \) on \( M \), by

\[
\Psi_{\text{nh}}(\alpha, \beta, \gamma) = \text{cyclic} \left[ \gamma \left( \left( K_{|W}(\pi_{\text{nh}}^\sharp(\alpha), \pi_{\text{nh}}^\sharp(\beta)) \right)_{\mathcal{M}} \right) \right].
\]

(Recall also that if \( \Phi \) is a 3-form on \( M \), then for \( \alpha, \beta, \gamma \) 1-forms on \( M \), we have \( \pi_{\text{nh}}\Phi(\alpha, \beta, \gamma) = -\Phi(\pi_{\text{nh}}^\sharp(\alpha), \pi_{\text{nh}}^\sharp(\beta), \pi_{\text{nh}}^\sharp(\gamma)).

From Section 2.2, the reduced bracket \( \{\cdot, \cdot\}_{\text{red}} \) on \( C^\infty(M) \) defined in (2.5) is an almost Poisson bracket. However, we can also use [1] to characterize the failure of the Jacobi identity of \( \{\cdot, \cdot\}_{\text{red}} \) on \( M \) even when \( M \) is a differential space.

Proposition 2.6. If the proper \( G \)-action on \( M \) satisfies the dimension assumption and the vertical complement \( W \) satisfies the vertical-symmetry condition then, for \( f, g, h \) smooth functions on \( M \), we have

\[
\text{cyclic} \left[ \{f, \{g, h\}_{\text{red}} \} \circ \rho \right] = d\langle J, K_{|W} \rangle(\pi_{\text{nh}}^\sharp(d\rho^* f), \pi_{\text{nh}}^\sharp(d\rho^* g), \pi_{\text{nh}}^\sharp(d\rho^* h)).
\]

(2.19)

Therefore, the 3-form \( d\langle J, K_{|W} \rangle \) tells us if \( \{\cdot, \cdot\}_{\text{red}} \) is Poisson, or not: If the right hand side of (2.19) is zero for all \( f, g, h \in C^\infty(M) \), then \( \{\cdot, \cdot\}_{\text{red}} \) is Poisson.

2.5 Symmetries and conserved quantities

In this section we study conserved quantities of the nonholonomic system \((M, \pi_{\text{nh}}, \mathcal{H}_M)\) that appear as a consequence of the presence of symmetries.

The nonholonomic momentum map \( J_{\text{nh}} : M \to g^*_\mathfrak{s} \) is given, for \( m \in M \) and \( \xi \in \Gamma(g_s) \), by

\[
\langle J_{\text{nh}}(m), \xi_{\tau(m)} \rangle = \iota_{\xi_{\tau(m)}} \theta_M(m),
\]

where \( \theta_M \) is the pullback to \( M \) of the canonical 1-form \( \theta_Q \) on \( T^*Q \): \( \theta_M := t^*\theta_Q \) (see [12]) and where \( \xi_{\tau(m)} := (\xi_{\tau(m)})_{\mathcal{M}}(m) \).

\(^{1}\)If \( \pi \) is a bivector field on \( M \), the Schouten bracket \( [\pi, \pi] \) is a 3-vector field such that, for \( f, g, h \in C^\infty(M) \),

\[
\frac{1}{2}[\pi, \pi](df, dg, dh) = \text{cyclic} \left[ \{f, \{g, h\}\} \right], \quad \text{where } \{\cdot, \cdot\} \text{ is the bracket associated to } \pi \text{ (and where } \text{"cyclic}\{\cdot\} \text{" denotes the cyclic sum), see [39].}
Definition 2.7 (\[23\]). A horizontal gauge momentum of the nonholonomic vector field $X_{nh}$ is a function $J \in C^\infty(M)$ for which there exists $\chi \in \Gamma(g_S)$ such that

$$J = \langle J_{nh}, \xi \rangle = i_{\chi_M} \Theta_M,$$

and in such a way that $X_{nh}(J) = 0$. The section $\chi \in \Gamma(g_S)$ is called the horizontal gauge symmetry.

As it was studied in many references \[7, 12, 19, 26, 25, 27, 35, 36, 44, 46\], the problem in finding a horizontal gauge momentum $J$ of $X_{nh}$ resides in finding the associated horizontal gauge symmetry $\xi$. In order to study properties of a gauge momentum and its associated gauge symmetry we recall the definition of the 2-form $\Omega_{\mathcal{J}K}$ on $M$ and its relation with the nonholonomic momentum map given in [1].

Given a $(G$-invariant) vertical complement of the constraints $W$ as in \[2, 12\], we define the $(G$-invariant) 2-form $\Omega_{\mathcal{J}K}$ on $M$ by

$$\Omega_{\mathcal{J}K} := \Omega_M + \langle \mathcal{J}, K_W \rangle.$$

(2.20)

Remark 2.8. We say that a 2-form $B$ is semi-basic with respect to the projection $\tau : M \to Q$ if $i_X B = 0$ for all $X \in \mathfrak{X}(M)$ such that $T\tau(X) = 0$. It was observed in \[3, 31\] that if $B$ is semi-basic, then $(\Omega_M - B)|_C$ is still nondegenerate. In our case, since $\langle \mathcal{J}, K_W \rangle$ is semi-basic, the 2-form $\Omega_{\mathcal{J}K}$ is nondegenerate on $C$ (see [1, Sec.5.1]).

⋄

Proposition 2.9 (\[1\]). For $\eta \in \mathfrak{g}$, let us denote by $\xi = P_{gS}(\eta) \in \Gamma(g_S)$ where $P_{gS} : \mathfrak{g} \times Q \to g_S$ is the projection associated to decomposition \[2, 10\]. If the vertical complement $W$ satisfies the vertical-symmetry condition then

$$i_{\xi_M} \Omega_{\mathcal{J}K}|_C = d\langle J_{nh}, \xi \rangle|_C.$$

In other words, Proposition 2.9 says that each $\eta \in \mathfrak{g}$ induces a horizontal gauge momentum $j = \langle J_{nh}, P_{gS}(\eta) \rangle$ of any vector field $Y_f$ given by $i_{Y_f} \Omega_{\mathcal{J}K}|_C = df|_C$ for $f \in C^\infty(M)^G$.

On the other hand, it is important to note that the function $j = \langle J_{nh}, P_{gS}(\eta) \rangle$ is not necessarily a first integral of the nonholonomic dynamics.

Proposition 2.10. If $W$ satisfies the vertical-symmetry condition, then for $\xi = P_{gS}(\eta) \in \Gamma(g_S)$, $\eta \in \mathfrak{g}$ and $j = \langle J_{nh}, \xi \rangle \in C^\infty(M)$ we have that

$$X_{nh}(j) = \langle \mathcal{J}, K_W \rangle(\xi_M, X_{nh}).$$

Proof. From Proposition 2.9

$$X_{nh}(\langle J_{nh}, \xi \rangle) = \Omega_{\mathcal{J}K}(\xi_M, X_{nh}) = \Omega_M(\xi_M, X_{nh}) + \langle \mathcal{J}, K_W \rangle(\xi_M, X_{nh})$$

$$= - d\mathcal{H}_M(\xi_M) + \langle \mathcal{J}, K_W \rangle(\xi_M, X_{nh}) = \langle \mathcal{J}, K_W \rangle(\xi_M, X_{nh}),$$

where we used the $G$-invariance of the hamiltonian $\mathcal{H}_M$. 

\[10\]
Let us now consider \( \{ \eta_{k+1}, \ldots, \eta_N \} \) a basis of the Lie algebra \( \mathfrak{w} \) and complete the basis so that \( \{ \eta_1, \ldots, \eta_k, \eta_{k+1}, \ldots, \eta_N \} \) is a basis of \( \mathfrak{g} \). We denote by
\[
\xi_i := P_{\mathfrak{g}_s}(\eta_i) \in \Gamma(\mathfrak{g}_s)
\] (2.21)
for \( i = 1, \ldots, k \) (observe that \( P_{\mathfrak{g}_s}(\eta_j) = 0 \) for \( j \geq k+1 \)). Then \( \{ \xi_1, \ldots, \xi_k \} \) is a (global) basis of sections of \( \mathfrak{g}_s \). Let us denote \( j_i \in C^\infty(\mathcal{M}), i = 1, \ldots, k \), the functions given by
\[
j_i := \langle J^m, \xi_i \rangle = \langle J^m, P_{\mathfrak{g}_s}(\eta_i) \rangle.
\] (2.22)
Observe that each \( j_i \in C^\infty(\mathcal{M}) \) is linear on the fibers (linear in momenta variables). Then, for a nonholonomic system \( (\mathcal{M}, \pi_{nh}, \mathcal{H}_M) \) with a \( G \)-symmetry and a complement of the constraints satisfying the vertical-symmetry condition, we obtain

**Proposition 2.11.** The function \( J \) on \( \mathcal{M} \) is a horizontal gauge momentum of \( X_{nh} \) if and only if \( J = \sum_{i=1}^k f_i j_i \) for \( j_i \in C^\infty(\mathcal{M}) \) defined in (2.22) and \( f_i \in C^\infty(Q) \) satisfying the following first-order linear partial differential equation
\[
\Sigma_{i=1}^k \left( j_i df_i(X_{nh}) + f_i \langle J, K_W \rangle((\xi_i)_M, X_{nh}) \right) = 0,
\] (2.23)
where \( \xi_i \in \Gamma(\mathfrak{g}_s) \) are given in (2.21). The associated horizontal gauge symmetry is \( \chi = \Sigma_{i=1}^k f_i \xi_i \).

**Proof.** If \( J \) is a horizontal gauge momentum, then there is a section \( \chi \in \Gamma(\mathfrak{g}_s) \) such that \( J = i_{\chi_M} \Theta_M \). Since \( \{ \xi_1, \ldots, \xi_k \} \) (see (2.21)) is a basis of \( \Gamma(\mathfrak{g}_s) \), then \( \chi = \Sigma_{i=1}^k f_i \xi_i \) for \( f_i \in C^\infty(Q) \) and thus \( J = \Sigma_{i=1}^k f_i i_{(\xi_i)_M} \Theta = \Sigma_{i=1}^k f_i j_i \). Moreover, since \( X_{nh}(J) = 0 \) then \( \Sigma_{i=1}^k ( f_i df_i(X_{nh}) + j_i df_i(X_{nh}) ) = 0 \). Finally, from Prop. 2.10 we obtain that \( (f_1, \ldots, f_k) \) satisfy (2.23). The converse is straightforward since if \( J = \Sigma_{i=1}^k f_i j_i \), then \( J = i_{\chi_M} \Theta_M \) for \( \chi = \Sigma_{i=1}^k f_i \xi_i \). The differential equation (2.23) guarantees that \( X_{nh}(J) = 0 \). \( \square \)

As opposed to what happens in hamiltonian systems, for nonholonomic systems the nonholonomic vector field associated to the conserved quantity \( J \), i.e., \( \pi_{nh}^d(dJ) \), is not necessarily a vertical vector field with respect to the orbit projection \( \rho : \mathcal{M} \to \mathcal{M}/G \).

**Proposition 2.12.** Let \( j_i = \langle J^m, \xi_i \rangle \in C^\infty(\mathcal{M}) \) be the components of the nonholonomic momentum map defined in (2.22). If \( J = \sum_{i=1}^k f_i j_i \in C^\infty(\mathcal{M}) \) and \( \chi = \Sigma_{i=1}^k f_i \xi_i \in \Gamma(\mathfrak{g}_s) \) for \( f_i \in C^\infty(Q) \), then
\[
\pi_{nh}^d(\Lambda - dJ) = \chi_M
\]
where \( \Lambda \) is the 1-form on \( \mathcal{M} \) given by
\[
\Lambda = \Sigma_{i=1}^k \left( j_i df_i + f_i i_{(\xi_i)_M} \langle J, K_W \rangle \right).
\] (2.24)

**Proof.** From the definition of \( \Omega_{\infty} \) (see (2.20)) and Proposition 2.9, we have that
\[
\begin{align*}
i_{\chi_M} \Omega_M |_c &= \Sigma_{i=1}^k f_i \left( i_{(\xi_i)_M} \Omega_{\infty} - i_{(\xi_i)_M} \langle J, K_W \rangle \right) |_c = \Sigma_{i=1}^k f_i \left( df_i - i_{(\xi_i)_M} \langle J, K_W \rangle \right) |_c \\
&= (dJ - \Lambda) |_c.
\end{align*}
\]
Therefore, from (2.4), we obtain that \( \pi_{nh}^d(\Lambda - dJ) = \chi_M \). \( \square \)
If \( J \in C^\infty(\mathcal{M}) \) is \( G \)-invariant then we denote by \( \tilde{J} \in C^\infty(\tilde{\mathcal{M}}) \) the function such that \( \rho^* \tilde{J} = J \). If, moreover, \( \Lambda = 0 \) then \( \tilde{J} \in C^\infty(\tilde{\mathcal{M}}) \) is a Casimir of the reduced bracket \( \{\cdot,\cdot\}_\text{red} \), that is, for all \( f \in C^\infty(\mathcal{M}) \),

\[
\{f,\tilde{J}\}_\text{red} \circ \rho = \{\rho^* f, J\}_\text{nh} = \chi_{\mathcal{M}}(\rho^* f) = 0.
\]

As we will see later, the amount of Casimir functions of the reduced bracket will be fundamental to conclude that the bracket is Poisson (or twisted Poisson).

Next, we show with a simple example (the nonholonomic particle) how to proceed to find the horizontal gauge momentum using Prop. 2.11. Moreover, we will see that in this case, not only the horizontal gauge momentum \( J \) is \( G \)-invariant but also \( \Lambda = 0 \). Later in Section 3 we study the case of bodies of revolution rolling on a plane, including the Routh sphere and the axisymmetrical ellipsoid.

**Example 2.13 (The nonholonomic particle).** Consider a particle in \( Q = \mathbb{R}^3 \) with coordinates \( (x, y, z) \) restricted to the nonholonomic constraints \( \dot{z} = y \dot{x} \) and where the lagrangian is the canonical kinetic energy metric on \( \mathbb{R}^3 \). The distribution \( D \) has fibers \( D_q = \text{span}\{X_x := \partial_x + y \partial_z, \partial_y\} \) and we consider the (free and proper) \( \mathbb{R}^2 \)-action so that \( V = \text{span}\{\partial_x, \partial_y\} \). If we choose \( W = \text{span}\{\partial_z\} \) then \( \{X_x, \partial_y, \partial_z\} \) is a basis of \( TQ \) adapted to \( D \oplus W \). On \( T^*Q \) we have the dual basis \( \{dx, dy, \epsilon = dz - y dx\} \) and we denote by \( (p_x, p_y, p_z) \) its associated coordinates on \( T^*_q Q \). Then the constraint submanifold is \( \mathcal{M} = \{(x, y, z; p_x, p_y, p_z) : p_z = \frac{y}{1 + y^2} p_x\} \), and the restricted hamiltonian is \( H_\mathcal{M} = \frac{1}{2}(\frac{p_x^2}{1 + y^2} + p_y^2) \). The nonholonomic vector field is

\[
X_{\text{nh}} = \frac{p_x}{1 + y^2} X_x + p_y \frac{\partial}{\partial y} + \frac{yp_x p_y}{1 + y^2} \frac{\partial}{\partial p_x}.
\]

The Lie algebra \( g = \mathbb{R}^2 \) is split into \( g_S |_{(x, y, z)} = \text{span}\{(1, y)\} \) (note that \( (1, y)_Q = X_x \)) and \( \mathfrak{w} = \text{span}\{(0, 1)\} \) and hence \( W \) satisfies the vertical-symmetry condition. Now, using Prop. 2.11 we find the horizontal gauge momentum of \( X_{\text{nh}} \). The coordinate expression of \( \langle J, K_{\mathcal{M}} \rangle = \iota^*(p_x) dx \), a straightforward computation shows us that

\[
\langle J, K_{\mathcal{M}} \rangle = \frac{y}{1 + y^2} p_x dx \wedge dy.
\]

Then, observe that the constant section \( (1, 0) \in g \times Q \) induces the section \( P_{g_S}((1, 0)) = (1, y) \) in \( g_S \) and the function \( j = \langle J_{\text{nh}}, (1, y) \rangle = p_x \). Therefore the horizontal gauge momentum is \( J = f \langle J_{\text{nh}}, (1, y) \rangle = f p_x \), where \( f \in C^\infty(\mathbb{R}^2) \) satisfies that

\[
p_x df(X_{\text{nh}}) + \frac{y}{1 + y^2} p_x p_y = 0,
\]

since \( \langle J, K_{\mathcal{M}} \rangle((P_{g_S}((1, 0))))_{\mathcal{M}}, X_{\text{nh}} = \frac{y}{1 + y^2} p_x p_y \). As a first attempt, let us solve \( 2.24 \) for \( f \) a \( G \)-invariant function. Then \( f = f(y) \) satisfies that \( df(X_{\text{nh}}) = f' p_y \), hence \( 2.25 \) is written as

\[
f' + \frac{y}{1 + y^2} f = 0
\]

and thus \( f(y) = \frac{1}{\sqrt{1 + y^2}} \).

Now, using that \( j = p_x, df = -\frac{y}{1 + y^2} f dy \) and \( i_{X_x} \langle J, K_{\mathcal{M}} \rangle = \frac{y}{1 + y^2} p_x dy \) we check that \( \Lambda = 0 \) (see \( 2.24 \)). By Prop. 2.12 \( \pi^+_{\text{nh}}(dJ) = f(y) X_x \in \Gamma(S) \). Since \( J = f(y)p_x \) is \( G \)-invariant, we conclude that \( J \) is a Casimir of the reduced bracket \( \{\cdot,\cdot\}_\text{red} \) on \( \mathcal{M}/G \).
However, $\Lambda \neq 0$ for most of the examples such as the Chaplygin ball, bodies of revolution rolling on a plane and even in the case of the homogeneous ball rolling on a convex surface (see Example 2.22, Section 3 below and [5] respectively).

2.6 Gauge transformations and their consequences

In this section, we will introduce gauge transformations by 2-forms $B$ of $\pi_{nh}$ in order to produce new brackets $\pi_B$ describing the dynamics (i.e., $\pi_B^\flat(dH_M) = -X_{nh}$) but with different properties than the nonholonomic bracket. In fact, we will see a way to produce a bracket in such a way that the hamiltonian vector field of the first integral $J$ (with respect to this new bracket) becomes vertical.

**Definition 2.14 ([3]).** A 2-form $B$ on $M$ defines a dynamical gauge transformation of the nonholonomic system $(M, \pi_{nh}, H_M)$ if

(i) $(\Omega_M + B)|_C$ is nondegenerate,

(ii) $i_X nh B = 0$.

If a 2-form $B$ satisfies condition (i) of the above definition, then there is a new bivector field $\pi_B$ on $M$ defined by the relation

$$\pi_B^\sharp(\alpha) = -X \quad \text{if and only if} \quad i_X (\Omega_M + B)|_C = \alpha|_C,$$

(2.26)

for $\alpha$ a 1-form on $M$. In this case, we say that $\pi_B$ is the induced bracket by the gauge transformation by $B$ of $\pi_{nh}$. We also say that $\pi_B$ and $\pi_{nh}$ are gauge related.

Condition (ii) of Def. 2.14 guarantees that this new bivector field $\pi_B$ describes the dynamics, i.e., the nonholonomic vector field $X_{nh}$ is also given by

$$X_{nh} = -\pi_B^\flat(dH_M),$$

(2.27)

and in this case, $\pi_B$ and $\pi_{nh}$ are dynamically gauge related.

The first time that the idea of modifying the nonholonomic bracket by a 2-form appeared was in [31].

Using Remark 2.8 we see that any semi-basic 2-form $B$ (with respect to the bundle $\tau : M \to Q$) will satisfy automatically condition (i) of Def. 2.14.

In a similar way as it was done in (2.20), in the presence of symmetries, we can define a reduced bracket $\{\cdot, \cdot\}_{\text{red}}$ on $C^\infty(\tilde{M})$ induced by $\{\cdot, \cdot\}_B$. That is, if the 2-form $B$ is $G$-invariant, then $\pi_B$ is $G$-invariant and thus there is an almost Poisson structure $\{\cdot, \cdot\}_{\text{red}}$ on the differential space $\tilde{M}$, defined for $f, g \in C^\infty(\tilde{M})$, by

$$\{f, g\}_{\text{red}} \circ \rho = \{\rho^* f, \rho^* g\}_B.$$

(2.28)

Since the gauge related bivector field $\pi_B$ depends only on the values of the 2-form $B$ on $C$, we can assume that $B$ satisfies that $B|_W = 0$. Analogous to the formula (2.19), it was
From Prop. 2.12 we have that

\[ \text{Proof.} \]

Consider Theorem 2.16. Moreover if \( i \) such that \( J \) is also \( \rho \)-invariant and thus for any \( f \in C^\infty(\mathcal{M}) \) we have

\[ \{ f, J \}_{\text{red}}^B \circ \rho = \{ \rho^* f, J \}_{\text{red}}^B = \chi_M(\rho^* f) = 0. \]

Hence, \( J \in C^\infty(\bar{\mathcal{M}}) \) is a Casimir of \( \{ \cdot, \cdot \}_{\text{red}}^B \).

**Remark 2.15.** The distribution \( U_0 = \text{span}\{\pi^J_{\text{red}}(dF), \, \text{where} \, F \in C^\infty(\mathcal{M})^G \} \) appeared in [9] in order to study the reduced dynamics (for free and proper actions).

Now, going back to the ideas of Section 2.5 we observe from Proposition 2.12 that given a horizontal gauge momentum \( J \), the vector field \( \pi^J_{\text{nh}}(dJ) \) is not necessarily vertical (with respect to the orbit projection \( \rho : \mathcal{M} \rightarrow \bar{\mathcal{M}} \)). The idea of applying a dynamical gauge transformation on \( \pi^J_{\text{nh}} \) is to obtain a bivector field \( \pi^J \) so that \( \pi^J(dJ) \) is vertical. In this case, if the conserved quantity \( J \) is also \( G \)-invariant, then \( J \in C^\infty(\mathcal{M}) \) (defined by \( \rho^* J = J \)) becomes a Casimir of the reduced bracket \( \{ \cdot, \cdot \}_{\text{red}}^B \) on \( \bar{\mathcal{M}} \).

**Theorem 2.16.** Consider \((\mathcal{M}, \pi_{\text{nh}}, \mathcal{H}_\mathcal{M})\) a nonholonomic system with a \( G \)-symmetry (where \( G \) acts properly on \( Q \)) and let \( J \) be a horizontal gauge momentum of \( X_{\text{nh}} \) with \( \chi \in \Gamma(\mathfrak{g}_S) \) the corresponding horizontal gauge symmetry. If \( B \) defines a dynamical gauge transformation such that \( i_{\chi_M}B|_{\mathcal{C}} = \Lambda|_{\mathcal{C}} \), then \( \pi^J_{\text{nh}}(dJ) = 0 \). However, if we choose a dynamically gauge related bracket \( \{ \cdot, \cdot \}_{\text{nh}}^B \) for which \( i_{(\chi_1)_M}B = \Lambda_1 \) and \( i_{(\chi_2)_M}B = \Lambda_2 \), then this new bracket puts the functions \( J_1 \) and \( J_2 \) in involution, i.e., \( \{ J_1, J_2 \}_{\text{nh}}^B = 0 \).

**Remark 2.17.** (Involution of first integrals) Suppose that the nonholonomic system has two \( G \)-invariant horizontal gauge momenta \( J_1 \) and \( J_2 \); in general, \( \{ J_1, J_2 \}_{\text{nh}}^B \neq 0 \). However, if we choose a dynamically gauge related bracket \( \{ \cdot, \cdot \}_{\text{nh}}^B \) for which \( i_{(\chi_1)_M}B = \Lambda_1 \) and \( i_{(\chi_2)_M}B = \Lambda_2 \), then this new bracket puts the functions \( J_1 \) and \( J_2 \) in involution, i.e., \( \{ J_1, J_2 \}_{\text{nh}}^B = 0 \).

**Remark 2.18.** If the nonholonomic system \((\mathcal{M}, \pi_{\text{nh}}, \mathcal{H}_\mathcal{M})\) with a \( G \)-symmetry has an horizontal gauge momentum \( J \), then by the definition, \( J \) is a first integral of the nonholonomic vector field \( X_{\text{nh}} \). However, it may happen that \( J \) is not a first integral of all the vector fields in \( U_0 \) (as it is the case of a hamiltonian system). The choice of a 2-form \( B \) such that \( i_{\chi_M}B|_{\mathcal{C}} = \Lambda|_{\mathcal{C}} \) produces a new bivector \( \pi^J \) for which \( J \) is a first integral for all vector fields in \( U_B \).
2.7 The case of a proper and free action

In this section we study the case of a nonholonomic system on the manifold $Q$ described by a lagrangian $L$ and a nonintegrable distribution $D$ with a $G$-symmetry given by the free and proper action of a Lie group $G$. As a consequence, we will see that if $S$ is generated by vector fields of the type $\pi_B^B(dJ_i)$ for $J_i$ $G$-invariant functions on $M$, then we can conclude that the reduced bracket has almost symplectic leaves, i.e., it is twisted Poisson \[13].

Suppose that the action of the Lie group $G$ on $Q$ is free and proper. Then

(i) the quotient space $M/G$ is a manifold.

(ii) The vertical distributions $V_m \subset T_mM$ and $V_{\tau(m)} \subset T_{\tau(m)}Q$ are of constant rank and isomorphic under the projection $T\tau: TM \rightarrow TQ$ (respectively, the distributions $S_m = C_m \cap V_m \subset T_mM$ and $S_{\tau(m)} = D_{\tau(m)} \cap V_{\tau(m)} \subset T_{\tau(m)}Q$ are isomorphic and constant rank). The rank of $S$ (or $S$) is exactly the rank of $g_S$ (defined in Def. 2.11).

(iii) The failure of the Jacobi identity \[2.19\] for $\{\cdot, \cdot\}_B^B$ on $M/G$ can be written in terms of the reduced bivector field $\pi^B_{\text{red}}$,

$$\frac{1}{2}[\pi^B_{\text{red}}, \pi^B_{\text{red}}] = -\rho\pi^B_B(\langle J, K\rangle - B)),$$

where for $\alpha, \beta, \gamma \in \Omega^1(M/G), \rho\pi^B_B(\langle J, K\rangle - B))((\alpha, \beta, \gamma)\rho(m)) := \pi^B_B(\langle J, K\rangle - B))(\rho\beta, \rho\alpha, \rho\gamma)(m)$. We conclude also that if $\langle J, K\rangle$ (respectively $\langle J, K\rangle$) is a well defined 3-form (resp. 2-form) on $M$ then $\pi^B_{\text{red}}$ is a twisted Poisson bracket on $M$ and formula \[2.19\] reduces to $\frac{1}{2}[\pi_{\text{red}}, \pi_{\text{red}}] = -\pi^B_{\text{red}}(\Phi)$ where $\Phi$ is the 3-form on $M$ such that $\rho\Phi = d\langle (J, K\rangle - B)$.

Proposition 2.19. Let $\pi_B$ be the gauge related bivector to $\pi_{\text{wh}}$ by a $G$-invariant 2-form $B$ and suppose that $G$ acts freely and properly on $Q$. If there are $G$-invariant functions $J_1, ..., J_k$ on $M$ such that $\{\pi_B^B(dJ_i)\}_{i=1}^k$ generate $S$, then the characteristic distribution of the reduced bivector field $\pi^B_{\text{red}}$ is involutive.

Proof. The characteristic distribution of $\pi^B_{\text{red}}$ on $M/G$ is generated by the vector fields $(\pi^B_{\text{red}})^B(df)$ for $f \in C^\infty(M/G)$. For $f, g \in C^\infty(M/G)$, we have the formula

$$[(\pi^B_{\text{red}})^B(df), (\pi^B_{\text{red}})^B dg] = (\pi^B_{\text{red}})^B(d\{f, g\}_{\text{red}})^B + \frac{1}{2}i_{df\wedge dg}[\pi^B_{\text{red}}, \pi^B_{\text{red}}].$$

Using \[2.31\], we see that for all $h \in C^\infty(M/G)$,

$$\frac{1}{2}i_{df\wedge dg}[\pi^B_{\text{red}}, \pi^B_{\text{red}}](dh) \circ \rho = -\pi^B_B\left(i_{\pi^B_B(dp^Bf)\wedge \pi^B_B(dp^Bg)}d\langle J, K\rangle - B\right)(dp^Bh).$$

Define $\Theta$ the 1-form on $M$ such that

$$\Theta|_{C} = i_{\pi^B_B(dp^Bf)\wedge \pi^B_B(dp^Bg)}d\langle J, K\rangle - B|_{C} \quad \text{and} \quad \Theta|_{V} = 0.$$

Next we see that $\Theta|_S = 0$. In fact, since $\{\pi^B_B(dJ_i)\}_{i=1}^k$ generate $S$, using \[2.31\], we see that $\Theta(\pi^B_B(dJ_i)) = \text{cyclic } \{f, g, J_i\}_{\text{red}}^B \circ \rho = 0$, for $J_i \in C^\infty(M/G)$ such that $\rho^B J_i = J_i$. Since
also \( \Theta|_\mathcal{V} = 0 \) we obtain that \( \Theta|_\mathcal{V} = 0 \). But we know that \( \Theta \) is \( G \)-invariant and therefore we conclude that \( \Theta \) is a basic 1-form; we denote by \( \Theta \) the 1-form on \( \mathcal{M}/G \) such that \( \rho^* \Theta = \Theta \). Then (2.32) reads

\[
[(\pi_{\text{red}}^B)^\sharp (df), (\pi_{\text{red}}^B)^\sharp (dg)] = (\pi_{\text{red}}^B)^\sharp (d\{f, g\})_{\text{red}} - (\pi_{\text{red}}^B)^\sharp (\tilde{\Theta}),
\]

and we conclude that \( [(\pi_{\text{red}}^B)^\sharp (df), (\pi_{\text{red}}^B)^\sharp (dg)] \) is a section of the characteristic distribution of \( \pi_{\text{red}}^B \) and so it is involutive.

In other words, Proposition 2.19 is proving that the distribution \( T\rho(U_B) \) on \( \mathcal{M}/G \) is involutive, where \( U_B \) is the distribution defined in (2.30).

It was proven in [3, Corollary 3] that any regular bivector field on a manifold with an integrable characteristic distribution, is twisted Poisson. Therefore,

**Corollary 2.20.** Under the hypothesis of Prop. 2.19 and if moreover the reduced bivector \( \pi_{\text{red}}^B \) on \( \mathcal{M}/G \) is regular, then \( \pi_{\text{red}}^B \) is twisted Poisson.

**Proof.** Since Prop. 2.19 asserts that the characteristic distribution of \( \pi_{\text{red}}^B \) defined on the manifold \( \mathcal{M}/G \) is involutive, then this Proposition is just a consequence of [3, Corollary 3].

In our context, the candidates to be the functions \( \{J_i\}_{i=1,...,k} \) such that \( \{\pi_{\text{nh}}^B (d J_i)\}_{i=1,...,k} \) generate \( \mathcal{S} \), are the horizontal gauge momenta.

More precisely, as we did in Sec. 2.5 if \( k = \text{rank}\ g_S \) let us consider \( \{\eta_1, ..., \eta_k, \eta_{k+1}, ..., \eta_N\} \) a basis of the Lie algebra \( g \) so that \( \{\eta_{k+1}, ..., \eta_N\} \) is a basis of \( \mathfrak{w} \). Then by [4, Prop. 4] we have that the components of the nonholonomic momentum map

\[
\{j_1, ..., j_k\} \quad \text{with} \quad j_i = \langle J^{\text{nh}}, P_{\mathcal{S}} (\eta_i) \rangle \in C^\infty(\mathcal{M}),
\]

(see (2.22)), are (functionally) independent functions. Moreover, by Prop. 2.11 we observe that if the differential equation (2.23) has \( k \) (functionally independent) solutions, then we have \( k \) independent horizontal gauge momenta \( J_1, ..., J_k \).

Therefore, if the system has \( k = \text{rank}\ S \) \( G \)-invariant horizontal gauge momenta \( \{J_1, ..., J_k\} \) such that \( \pi_{\text{nh}}^B (d J_i) \in \Gamma(\mathcal{V}) \) then the reduced bivector field \( \pi_{\text{red}}^B \) on \( \mathcal{M}/G \) has an integrable characteristic distribution.

**Example 2.21 (Nonholonomic particle).** Following Example 2.13, we see that the \( \mathbb{R}^2 \)-action is free and proper and moreover, the reduced bivector field \( \pi_{\text{red}} \) is regular on the manifold \( \mathcal{M}/G \simeq \mathbb{R}^3 \). We computed the horizontal gauge momentum \( J = f(y) p_x \) and we saw that \( \pi_{\text{nh}}^B (d J) = -f(y) X_x \in \Gamma(\mathcal{S}) \). Now, since \( S \) has constant rank 1, by Corollary 2.20 \( \pi_{\text{red}} \) is Poisson (in fact, the Corollary says that \( \pi_{\text{red}} \) is twisted Poisson but since \( \dim \mathcal{M}/G = 3 \) then it is Poisson).
Example 2.22 (Chaplygin ball). The Chaplygin ball is the classical example of an inhomogeneous ball rolling without slipping on a plane \cite{15,23,31}. First we observe that the system has a symmetry induced by the free and proper action of the Lie group $G = SE(2)$ and that the dimension assumption is satisfied. Following \cite{1}, the $G$-invariant vertical complement of the constraints is related with the $\mathbb{R}^2$-translational symmetry of the system (observe that $G = SO(1) \times \mathbb{R}^2$). The complement $W$ satisfies the vertical-symmetry condition and $w$ is identified with $\mathbb{R}^2$.

Since the Lie algebra $\mathfrak{g}$ is isomorphic to $\mathbb{R}^3$ we consider any basis $\{\eta, \eta_1, \eta_2\}$ of $\mathfrak{g}$, where $\{\eta_1, \eta_2\}$ is a basis of the subalgebra $\mathfrak{w} = \mathbb{R}^2$. It is computed in \cite{1} that the section $\xi = P_\mathfrak{w}(\eta)$ satisfies that $\langle J, K_W \rangle(\xi_M, X_{ab}) = 0$ and thus from Prop. 2.10 we have that $j = \langle J^a, \xi \rangle$ is a horizontal gauge momentum (alternatively we can see that $f = cte$ is a solution of (2.23)).

In order to find a 2-form $B$ such that $\pi^\# B(dj) = -\xi_M$, we follow Theorem 2.16 and we see that the $B$ has to satisfy

$$i_{\xi_M} B = \Lambda. \quad (2.33)$$

In this case the 1-form $\Lambda$ (see Prop. 2.12) is given by $\Lambda = i_{\xi_M} \langle J, K_W \rangle$, hence (2.33) is equivalent to asking that $\langle J, K_W \rangle - B$ has to be semi-basic with respect to the orbit projection $\mathcal{M} \to \mathcal{M}/G$ (since it is $G$-invariant by construction, we may ask that it is basic). We observe that the 2-form $B$ found in \cite{31} is a 2-form for which $\langle J, K_W \rangle - B$ is basic, see \cite{1}. Observe also that rank$\mathfrak{g}_S = 1$.

Therefore, for that 2-form $B$ we have that $\xi_M = -\pi^B_M(dj)$ and thus $\{\pi^B_M(dj)\}$ is a (global) generator of $\Gamma(S)$. Since $j \in C^\infty(\mathcal{M})$ is $G$-invariant, then again by Thm. 2.16, $j \in C^\infty(\mathcal{M}/G)$ is a Casimir function of the reduced bivector field $\pi^B_{red}$ on $\mathcal{M}/G$. Noting that the reduced bivector field $\pi^B_{red}$ is regular (see \cite{3}) then following Corollary 2.20 it is a twisted Poisson bracket recovering the result in \cite{3,1}.

For a non necessarily free action, we will see in the following examples that the property that $\pi^B_M(dJ) = -\chi_M$ is also what will tell us that the reduced bracket is Poisson.

3 Body of revolution

In this section we discuss the motion of a strongly convex body of revolution which rolls without slipping on a horizontal plane under the influence of a constant vertical gravitational force of strength $g$. We follow the notation and ideas from \cite{21,22}.

3.1 Preliminaries

Consider a strongly convex body $\mathfrak{B}$ with mass $m$ and with (non zero) principal moments of inertia $I_1, I_2$ and $I_3$. Following \cite{22}, the body $\mathfrak{B}$ is a body of revolution if it is geometrically and dynamically symmetric under rotations about a given axis, which in our case is chosen to be $e_3$. That is, the surface $S$ of $\mathfrak{B}$ is invariant under rotations around $e_3$ and $I_1 = I_2$. 
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The position of the center of mass of the body is represented by the coordinates \( \mathbf{a} \in \mathbb{R}^3 \) and the relative position of the body is given by \( g \in SO(3) \). The lagrangian \( L : T(SO(3) \times \mathbb{R}^3) \rightarrow \mathbb{R} \) is of mechanical type and given by

\[
L((g, \mathbf{a}, \mathbf{\Omega}, \dot{\mathbf{a}})) = \frac{1}{2} \langle \mathbf{\Omega}, \dot{\mathbf{\Omega}} \rangle + \frac{1}{2} m \langle \dot{\mathbf{a}}, \dot{\mathbf{a}} \rangle - mg(\mathbf{a}, \mathbf{e}_3),
\]

for \( \mathbf{\Omega} = (\Omega_1, \Omega_2, \Omega_3) \) the angular velocity of the body in body coordinates and where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product in \( \mathbb{R}^3 \).

Let \( s \) be the vector from the center of mass to a point on the surface \( \mathbf{S} \) and we denote by \( n(s) \) the inward unit normal to \( \mathbf{S} \) at \( s \). The Gauss map \( n : \mathbf{S} \rightarrow S^2 \), \( s \mapsto n(s) \), is a diffeomorphism since \( \mathbf{S} \) is smooth, compact and strongly convex. We denote by \( \mathbf{\gamma} = (\gamma_1, \gamma_2, \gamma_3) \in S^2 \) the third row of the matrix \( g \in SO(3) \) and consider the inverse of the Gauss map \( s : S^2 \rightarrow \mathbf{S} \), \( \gamma \mapsto s(\gamma) \) given by

\[
s(\mathbf{\gamma}) = (\varrho(\gamma_3)\gamma_1, \varrho(\gamma_3)\gamma_2, \zeta(\gamma_3)),
\]

where \( \varrho : (-1, 1) \rightarrow \mathbb{R} \) and \( \zeta : (-1, 1) \rightarrow \mathbb{R} \) are smooth functions whose definition depend on the shape of the body of revolution, see [22, Sec. 6.7.1]. During the treatment of the examples, we will use the notation \( \varrho = \varrho(\gamma_3) \), \( \zeta = \zeta(\gamma_3) \) and

\[
s = s(\mathbf{\gamma}) = \varrho(\mathbf{\gamma}) - L\mathbf{e}_3, \quad \text{for } L = L(\gamma_3) = \varrho(\gamma_3) - \zeta.
\]

The configuration space \( Q \) is the submanifold of \( SO(3) \times \mathbb{R}^3 \) defined by

\[
Q = \{(g, \mathbf{a}) \in SO(3) \times \mathbb{R}^3 : a_3 = -\langle \gamma, s \rangle \},
\]

which is diffeomorphic to \( SO(3) \times \mathbb{R}^2 \) with coordinates \( (g, \mathbf{a}) = (g, a_1, a_2) \). The constraint \( a_3 = -\langle \gamma, s \rangle \) is the holonomic constraint representing the fact that the body is on a plane. Let us consider the (local) basis of \( TQ \) given by \( \{X^L_1, X^L_2, X^L_3, \partial_{a_1}, \partial_{a_2}\} \), where \( X^L_i \) are the left invariant vector fields on \( SO(3) \) and we denote the corresponding coordinates on \( TQ \) by \( (\mathbf{\Omega}, \dot{\mathbf{a}}_1, \dot{\mathbf{a}}_2) \).

The nonholonomic constraints are

\[
\mathbf{\Omega} \times s + \mathbf{b} = 0,
\]

where \( \mathbf{b} = g^T \dot{\mathbf{a}} \) (i.e., the constraint can be written as \( \dot{\mathbf{a}} = -g(\mathbf{\Omega} \times s) \)). Hence, using that \( a_3 = -\langle \gamma, s \rangle \) we obtain the following relation: \( -\varrho' + L'\gamma_3 = 0 \).

The constraint distribution \( D \) on \( Q \) is given by \( D = \text{span}\{X_1, X_2, X_3\} \), where

\[
X_i := X^L_i + (\alpha \times s)_i \partial_{a_1} + (\beta \times s)_i \partial_{a_2} + (\gamma \times s)_i \partial_{a_3} = X^L_i - (s \times Y)_i,
\]

for \( Y = (Y_1, Y_2, Y_3) \), \( Y_i = \alpha_i \frac{\partial}{\partial a_1} + \beta_i \frac{\partial}{\partial a_2} + \gamma_i \frac{\partial}{\partial a_3} \) and \( \alpha, \beta, \gamma \) being the three rows of the matrix \( g \in SO(3) \). We denote by \( \mathbf{X} = (X_1, X_2, X_3) \) and by \( \lambda = (\lambda_1, \lambda_2, \lambda_3) \) the (Maurer-Cartan) 1-forms on \( SO(3) \) dual to the left invariant vector fields \( \{X^L_1, X^L_2, X^L_3\} \). The constraint 1-forms are

\[
e^1 = da_1 - \langle \alpha, s \times \lambda \rangle \quad \text{and} \quad e^2 = da_2 - \langle \beta, s \times \lambda \rangle.
\]
3.2 The Lie group symmetry and the vertical complement of the constraints

Following [22], consider the 2-dimensional euclidean Lie group $E(2)$ given by

$$E(2) = \{ (h_\varphi, (x, y)) \in SO(3) \times \mathbb{R}^2 : h_\varphi = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \text{ with } \bar{h}_\varphi = \begin{pmatrix} \cos \varphi & -\sin \varphi \\ \sin \varphi & \cos \varphi \end{pmatrix} \}.$$  

The system is invariant by the left $E(2)$-action on $Q$ defined by $((h_\varphi, (x, y)), (g, a)) \mapsto (h_\varphi g, h_\varphi a + (x, y))$ (that is, this action leaves the lagrangian and the constraints invariant). Moreover, by the symmetry of the body, the system is also invariant by the right $S^1$-action on $Q$ given by $(h_\theta, (g, a)) \mapsto (gh^{-1}_\theta, h_\theta a)$. Since both actions commute, we consider the Lie group $G = S^1 \times E(2)$ as the symmetry group of the nonholonomic system.

The associated Lie algebra is $\mathfrak{g} \simeq \mathbb{R} \times \mathbb{R} \times \mathbb{R}^2$ and the infinitesimal generator relative to the $S^1$-action is $(1; 0, 0)_q = -X^L_3 - a_2 \frac{\partial}{\partial a_1} + a_1 \frac{\partial}{\partial a_2}$, while relative to the $E(2)$-action we have

$$(0; 1, 0)_q = \langle \gamma, X^L \rangle - a_2 \frac{\partial}{\partial a_1} + a_1 \frac{\partial}{\partial a_2}, \quad (0; 0, (1, 0))_q = \frac{\partial}{\partial a_1}, \quad (0; 0, (0, 1))_q = \frac{\partial}{\partial a_2}. \tag{3.39}$$

**Remark 3.1.** For $q = (g, a)$, where $g$ has the third row equal to $(0, 0, \pm 1)$, $(1; 0, 0)_q(q) = \mp(0; 1, 0)_q(q)$, so we see that the $G$-action is not free.

Note that $S = D \cap V = \text{span}\{X_3, \langle \gamma, X \rangle\}$ does not have constant rank. However, the dimension assumption (2.7) is satisfied: from (3.37) and (3.39) we see that $TQ = D + V$. Therefore, we can choose a (smooth, rank 2) vertical complement $W$ of the constraints: for each $(g, a) \in Q$,

$$D_{(g, a)} = \text{span}\{X = X_1, X_2, X_3\} \quad \text{and} \quad W_{(g, a)} = \text{span}\left\{ \frac{\partial}{\partial a_1}, \frac{\partial}{\partial a_2} \right\}. \tag{3.40}$$

The vertical complement $W$ satisfies the vertical-symmetry condition, since

$$\mathfrak{w} = \text{span}\{(0; 0, (1, 0)), (0; 0, (0, 1))\}$$

is a $Ad$-invariant subalgebra of $\mathfrak{g}$ and, at each $q \in Q$, $\Psi_q|_{\mathfrak{w}} : \mathfrak{w} \to W_q$ is an isomorphism (see Def. 2.3). On the other hand, from (2.11) we see that

$$\mathfrak{g}_S = \text{span}\{\xi_1 := ((1; 0, (h_1, h_2))), \xi_2 := ((0; 1, (g_1, g_2)))\} \tag{3.41}$$

where $h_1 = a_2 + g_2 \beta_3$, $h_2 = -a_1 - g_2 \beta_3$ and $g_1 = a_2 + \langle s, \beta \rangle$, $g_2 = -a_1 - \langle s, \alpha \rangle$. The infinitesimal generators associated to $\xi_1$ and $\xi_2$ are vector fields with values in $S$ given by

$$(\xi_1)_q = -X_3 \quad \text{and} \quad (\xi_2)_q = \langle \gamma, X \rangle, \tag{3.42}$$

Finally, we set an adapted basis to the splitting $TQ = D \oplus W$ given by $\{X, \partial_{a_1}, \partial_{a_2}\}$ and its dual defined by $\{\lambda, \epsilon^1, \epsilon^2\}$. 


3.3 The constraint submanifold $\mathcal{M} \subset T^* Q$ and the (reduced) differential space $\bar{\mathcal{M}}$

Given $(g, a) \in Q$, we denote by $(M, p) = (M_1, M_2, M_3, p_1, p_2)$ the coordinates on $T^*_{(g,a)} Q$ associated to the basis $\{\lambda, e_1, e_2\}$.

Using the kinetic energy metric from (3.31) we compute the 8 dimensional submanifold $\mathcal{M} = \kappa^S(D) \subset T^* Q$, which in this case is

$$\mathcal{M} = \{(g, a; M, p) \in T^* Q : p_1 = m\langle \alpha, s \times \Omega \rangle, \quad p_2 = m\langle \beta, s \times \Omega \rangle\}, \quad (3.43)$$

where $M = \Omega + ms \times (\Omega \times s)$. We consider $(g, a, M)$ coordinates on $\mathcal{M}$ and the projection $\tau : \mathcal{M} \to Q$ is given by $\tau(g, a, M) = (g, a)$.

The lifted action of the Lie group $G = S^1 \times E(2)$ to $T^* Q$ leaves the manifold $\mathcal{M}$ invariant. The induced $S^1$-action on $\mathcal{M}$ is given by

$$(h_\varphi, (g, a, M)) \mapsto (gh_\varphi^{-1}, h_\varphi a, h_\varphi M),$$

whereas the $E(2)$-action is given by

$$(((h_\varphi, (x, y)), (g, a, M)) \mapsto (h_\varphi g, h_\varphi a + (x, y), M).$$

Since the action is proper, following Section [22] and [6], the reduced space $\bar{\mathcal{M}} := \mathcal{M}/G$ is a differential space and, as usual, we denote $\rho : \mathcal{M} \to \bar{\mathcal{M}}$ the orbit projection. To describe $\bar{\mathcal{M}}$ we will quotient the manifold $\mathcal{M}$ in two steps. First we consider the (free and proper) action of the normal subgroup $E(2)$ of $G$ on $\mathcal{M}$ and we see that $\mathcal{M}/E(2) \simeq S^2 \times \mathbb{R}^3$ with coordinates given by $(\gamma, M)$. Then, we compute the quotient of the manifold $\mathcal{M}/E(2)$ by the remaining group $G/E(2) = S^1$. Following [22], in order to describe the differential space $\bar{\mathcal{M}}$ we use invariant theory. The algebra of $S^1$-invariant polynomials on $S^2 \times \mathbb{R}^3$ is generated by

$$\tau_1 = \gamma_3 \quad \tau_2 = \gamma_1 M_2 - \gamma_2 M_1 \quad \tau_3 = \gamma_1 M_1 + \gamma_2 M_2,$$

$$\tau_4 = M_3 \quad \tau_5 = M_1^2 + M_2^2$$

(3.44)

with the relation $\tau_2^2 + \tau_3^2 = (1 - \tau_1^2)\tau_5$ and $|\tau_3| \leq 1$, $\tau_5 \geq 0$. Therefore, $\bar{\mathcal{M}} = \mathcal{M}/G$ is the semialgebraic variety in $\mathbb{R}^5$ defined by

$$\bar{\mathcal{M}} := \{ (\tau_1, \tau_2, \tau_3, \tau_4, \tau_5) : \tau_2^2 + \tau_3^2 = (1 - \tau_1^2)\tau_5, \ |\tau_3| \leq 1, \ \tau_5 \geq 0 \}.$$ 

The singular points are $(\pm 1,0,0,\tau_4, \tau_5) \in \bar{\mathcal{M}}$. Away from the singular points, $\bar{\mathcal{M}}$ is a 4-dimensional manifold.

Recall that on the manifold $\mathcal{M}$ we have the nonholonomic bracket $\{\cdot, \cdot\}_\text{nh}$ and its associated nonholonomic bivector $\pi_\text{nh}$ as defined in (2.4). Hence, there is a (singular) almost Poisson bracket $\{\cdot, \cdot\}_\text{red}$ on the differential space $\mathcal{M}$, as it was given in (2.5).

Next, we verify the failure of the Jacobi identity for the reduced bracket $\{\cdot, \cdot\}_\text{red}$ describing the (reduced) dynamics of the solids of revolution.
3.4 The failure of the Jacobi identity of $\{\cdot, \cdot\}_{\text{red}}$

Following Prop. 2.6 we start the section computing the 2-form $\langle \mathcal{J}, K_{\nu} \rangle$ on $\mathcal{M}$ given in (2.5) in our chosen basis.

Recall that $(g, a, M)$ are our coordinates on the constraint submanifold $\mathcal{M}$. Then, we have the (local) basis of 1-forms on $\mathcal{M}$ given by

$$\{\tau^* \lambda, \tau^* \epsilon^1, \tau^* \epsilon^2, dM\}, \quad (3.45)$$

where $\tau : \mathcal{M} \to Q$ is the canonical projection and where $\epsilon^1$ and $\epsilon^2$ are the constraint 1-forms given in (3.45). The associated dual basis of vector fields on $\mathcal{M}$ is $\{X, \partial_a, \partial_\epsilon, \partial_M\}$ for $\partial_M = (\partial_{M_1}, \partial_{M_2}, \partial_{M_3})$.

First we see that $A_{\nu} : \mathcal{M} \to g^*$ is given by $A_M = \epsilon^1 \otimes (0; 0, (1, 0)) + \epsilon^2 \otimes (0; 0, (0, 1))$ (where $\epsilon^1 = \tau^* \epsilon^1$ and $\epsilon^2 = \tau^* \epsilon^2$). So, the $\mathcal{W}$-curvature is

$$K_{\nu} = - d(\alpha, s \times \lambda) \otimes (0; (0, 0, 1)) - d(\beta, s \times \lambda) \otimes (0; (0, 1, 0))$$

$$= - (g(\beta, d\lambda) + g'(\beta_3(\gamma, d\lambda) - L'(\beta_3 d\lambda_3) \otimes (0; (0, 1, 0))$$

$$+ (g(\alpha, d\lambda) + g'(\alpha_3(\gamma, d\lambda) - L'(\alpha_3 d\lambda_3) \otimes (0; (0, 0, 1)),$$

where $d\lambda = (d\lambda_1, d\lambda_2, d\lambda_3) = (\lambda_3 \wedge \lambda_2, \lambda_1 \wedge \lambda_3, \lambda_2 \wedge \lambda_1)$ and $(\cdot)' = \frac{d}{ds}$. On the other hand, from (3.43) we write the Liouville 1-form as

$$\Theta_M = (M, \lambda) + m(\alpha, s \times \Omega) \epsilon^1 + m(\beta, s \times \Omega) \epsilon^2.$$

Hence, the components of the canonical momentum map in $(0; 0, (1, 0))$ and $(0; 0, (0, 1)) \in \mathfrak{g}$ are

$$\mathcal{J}_1 = \int \frac{d}{ds} \Theta_M = m(\alpha, s \times \Omega)$$

and

$$\mathcal{J}_2 = \int \Theta_M = m(\beta, s \times \Omega).$$

Following (2.3), we obtain

Lemma 3.2. For the body of revolution on a plane we have that

$$\langle \mathcal{J}, K_{\nu} \rangle = mg(\gamma, s)\langle \Omega, d\lambda \rangle - mg(\Omega, \gamma)\langle s, d\lambda \rangle - mg'(\gamma \times (\Omega \times s))d\lambda_3$$

$$+ mL'(\gamma \times (\Omega \times s))d\lambda_3, \quad (3.46)$$

where $(a \times b)_3$ denotes the third coordinate of the vector $a \times b$ for $a, b \in \mathbb{R}^3$, i.e., $(a \times b)_3 = a_1 b_2 - a_2 b_1$.

Throughout this work, we will often use that $\langle \mathcal{J}, K_{\nu} \rangle = \langle K, d\lambda \rangle$ where $K = (K_1, K_2, K_3)$ is given by $K = -mg(\gamma, s)\Omega + \mathcal{L}$ with

$$\mathcal{L} = -m(g(\gamma, \Omega) + \rho' c_3)\gamma + m(Lg(\Omega, \gamma) + L' c_3) e_3, \quad (3.47)$$

$^2$We are denoting by $X, \partial_\alpha, \partial_\epsilon$ vector fields on $Q$ and also vector fields on $\mathcal{M}$. When it is clear from the context, we will also denote by $\lambda$ and $\epsilon^1, \epsilon^2$ the 1-forms on $\mathcal{M}$ that are the pull backs of the corresponding 1-forms on $Q$. 21
for $c_3 = (\gamma \times (\Omega \times s))_3$ and $e_3 = (0,0,1)$. Also, we observe that
\[ \mathcal{L} = Q \gamma + \mathcal{P} e_3 \]  
(3.48)
for $Q$ and $\mathcal{P} \in C^\infty(\mathcal{M})^G$ given by $Q = -m(\rho^2(\Omega, \gamma) + \rho' c_3)$ and $\mathcal{P} = m(L_{\gamma} \Omega, \gamma) + L' c_3$.

**Proposition 3.3.** The nonholonomic reduced bracket $\{\cdot, \cdot\}_\text{red}$ on $\mathcal{M}/G$ is not Poisson.

**Proof.** Using Prop. 2.6 we will prove that the right hand side of (2.19) is different from zero for three functions on $\mathcal{M}$. That is, we check that $d\langle J, K \rangle_{\mathcal{W}}(Z_1, Z_2, Z_3) \neq 0$ for $Z_1 = \pi^s_{\text{nh}}(d\rho^s \tau_1)$, $Z_3 = \pi^s_{\text{nh}}(\partial M \wedge \lambda_1)$ and $Z_4 = \pi^s_{\text{nh}}(\partial M \wedge \lambda_2)$.

Using that $Q_\mathcal{C} = \langle \lambda_1 \wedge dM - M d\lambda_i - \langle J, K \rangle \rangle |_{\mathcal{C}}$, we obtain
\[ \pi^s_{\text{nh}}(\lambda_i) = \frac{\partial}{\partial M_i}, \quad \pi^s_{\text{nh}}(dM) = -X + (M + K) \times \frac{\partial}{\partial M} \quad \text{and} \quad \pi^s_{\text{nh}}(\epsilon^1) = \pi^s_{\text{nh}}(\epsilon^2) = 0. \]

From (3.44) $\rho^s \tau_1 = \gamma_3$, $\rho^s(\tau_3 + \tau_4) = \langle M, \gamma \rangle$ and $\rho^s \tau_4 = M_3$, and then we compute
\[ Z_1 = \pi^s_{\text{nh}}(d\gamma_3) = (\gamma \times dM)_3, \]
\[ Z_3 = \pi^s_{\text{nh}}(d(M, \gamma)) = -\langle \gamma, X \rangle + \langle \gamma \times K, dM \rangle, \]
\[ Z_4 = \pi^s_{\text{nh}}(dM_3) = -X_3 + (M \times \partial M)_3 + (K \times \partial M)_3. \]

Since $\langle J, K \rangle_{\mathcal{W}} = \langle K, d\lambda \rangle$ then $d\langle J, K \rangle_{\mathcal{W}} = \partial_{\gamma_i} K_i d\gamma_j \wedge d\lambda_i + \partial M_i K_i dM_j \wedge d\lambda_i$. We observe also that $\partial M_i K_i = \rho \langle \gamma, 3 \rangle dM_i + \partial M_i \mathcal{L}_i$. Using (3.44) we see that
\[ \partial M_i \mathcal{L}_i = G_j \gamma_i + H_j \partial \gamma_j, \]
(3.50)
for $G_j = -m(\rho^2 \partial M_i \Omega \gamma + \rho' \partial M_i c_3)$ and $H_j = m(L_{\gamma} \partial M_i \Omega \gamma) + L' M \partial M_i c_3$ and $\partial \gamma_j = 1$ when $j = 3$ and 0 when $j = 1,2$. Finally, we see that
\[ d\langle J, K \rangle_{\mathcal{W}}(Z_1, Z_3, Z_4) = -m(\rho \langle \gamma, s \rangle \langle \gamma_2 \partial M_i \Omega_1 + \gamma_1 \partial M_i \Omega_2 \rangle - \gamma_1 \langle \gamma_2 \partial M_i \Omega_1 + \gamma_1 \partial M_i \Omega_2 \rangle) \neq 0. \]

\[ \square \]

### 3.5 The dynamical gauge transformation

Following Section 2.6 we propose a 2-form $B$ defining a *dynamical gauge transformation* in order to obtain a new bivector field describing the nonholonomic dynamics in the sense that
\[ - \pi^s_{\text{nh}}(dH_M) = X_{\text{nh}} = \langle \Omega, X \rangle + \langle M, \frac{\partial}{\partial M} \rangle, \]
(3.51)
where $\hat{M} = M \times \Omega + m(\Omega \times \dot{s}) \times s - mgs \times \gamma$ (see [22, Ch.6] and [14]).

From the computation of the 2-form $\langle J, K \rangle_{\mathcal{W}}$ in Lemma 3.2 let us consider its first term, given by
\[ B = m \rho \langle \gamma, s \rangle \langle \Omega, d\lambda \rangle. \]
(3.52)
Proposition 3.4. The 2-form $B$ is a dynamical gauge transformation of $\pi_{\text{nh}}$ on $M$.

Proof. Following Definition 2.14 we check that conditions (i) and (ii) are satisfied. First observe $B$ is semi-basic with respect to the bundle $\tau : M \to Q$ and therefore $(\Omega_M + B)|_C$ is nondegenerate (see Remark 2.8). Second, using (3.51), we see that

$$i_{X_{\text{nh}}} B = m \varrho(\gamma, s) \langle \Omega, \Omega \times \lambda \rangle = 0.$$  

So, $B$ given in (3.52) defines a dynamical gauge transformation. It follows that the gauge transformation of $\pi_{\text{nh}}$ by the 2-form $B$ produces a new bivector field $\pi_B$ in the sense of (2.26) that describes the dynamics as in (3.51). The new bivector field $\pi_B$ is determined by the 2-section $(\Omega_M + B)|_C = (\gamma_i \wedge dM_i - M_i d\lambda_i - \langle \mathcal{L}, d\lambda \rangle)|_C$ for $\mathcal{L}$ given in (3.47) and where we used that

$$\langle J, K \rangle_W - dB = \langle L, d\lambda \rangle = Q \langle \gamma, d\lambda \rangle + P d\lambda_3.$$  

(3.53)

For completeness we write the new bivector $\pi_B$ describing the motion of any solid of revolution rolling without sliding on a plane:

$$\pi_B = X_i \wedge \frac{\partial}{\partial M_i} - (M_1 + L_1) \frac{\partial}{\partial M_2} \wedge \frac{\partial}{\partial M_3} - (M_2 + L_2) \frac{\partial}{\partial M_3} \wedge \frac{\partial}{\partial M_1} - (M_3 + L_3) \frac{\partial}{\partial M_1} \wedge \frac{\partial}{\partial M_2}.$$  

We denote by $\{\cdot, \cdot\}_B$ the associated almost Poisson bracket. Since the 2-form $B$ is $G$-invariant, the bracket $\{\cdot, \cdot\}_B$ is also $G$-invariant and thus there is an induced (singular) almost Poisson bracket $\{\cdot, \cdot\}_B^{\text{red}}$ on $\tilde{M}$ as in (2.28). That is, for $f, g \in C^\infty(\tilde{M})$ we have

$$\{f, g\}_B^{\text{red}} \circ \rho = \{\rho^* f, \rho^* g\}_B.$$  

(3.54)

where, as usual, we are identifying the smooth functions on $\tilde{M}$ with $C^\infty(M)^G$.

As we will see, this dynamical gauge transformation has the property that the reduced bracket $\{\cdot, \cdot\}_B^{\text{red}}$ is Poisson, i.e., it hamiltonizes the system. We will check that in two ways: in the next Theorem we prove it using a direct argument based on the formulation (2.29). In the next section, we will derive this result from the study of horizontal gauge momenta associated to the nonholonomic system. This second approach also clarifies the seemingly “ad-doc” choice of $B$.

Theorem 3.5. The reduced bracket $\{\cdot, \cdot\}_B^{\text{red}}$ on $\tilde{M}$, describing the dynamics of a solid of revolution on a plane, is Poisson.

Proof. To prove the theorem, we use formula (2.29), that is, we show that

$$(d\langle \mathcal{J}, \mathcal{K}_W \rangle - dB)|_{\nu_B} = 0.$$  
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We will see that $d[(J, K_{iv}) - B](Z_k, Z_l, Z_h) = 0$ for $k, l, h = 1, ..., 5$, where

$Z_1 = \pi_B^a(d(p^* \tau_1) = \pi_B^a(d(\gamma_3) = (\gamma \times \partial_M)_3,$

$Z_2 = \pi_B^a(d(p^* \tau_2) = \pi_B^a(d(M \times \gamma, e_3)) = -\gamma_2X_1 + \gamma_1X_2 + [M_1\gamma_3 - \gamma_1(M_3 + Q\gamma_3 + P)] \partial_{M_1}
+ [M_2\gamma_3 - \gamma_2(M_3 + Q\gamma_3 + P)] \partial_{M_2} + Q(\gamma_1^2 + \gamma_2^2) \partial_{M_3},$

$Z_3 = \pi_B^a(d(p^*(\tau_3 + \tau_1 \tau_4)) = \pi_B^a(d(M, \gamma)) = -\langle \gamma, X \rangle - P(\gamma \times \partial_M)_3,$

$Z_4 = \pi_B^a(d(p^* \tau_4) = \pi_B^a(d(M_3) = -X_4 + (M_1 \partial_{M_2} - M_2 \partial_{M_1}) + Q(\gamma_1 \partial_{M_2} - \gamma_2 \partial_{M_1}),$

$Z_5 = \frac{1}{2} \pi_B^a(d(p^* \tau_5) = \pi_B^a(M_1dM_1 + M_2dM_2) = -M_1X_1 - M_2X_2 + (M_3 + L_3)(M_2 \partial_{M_1} - M_1 \partial_{M_2})
+ Q(M_1\gamma_3 - M_2\gamma_1) \partial_{M_1},$

recalling that $L = Q\gamma + P e_3$ as in (3.48). Using (3.53) we compute

\[ d(J, K_{iv}) + dB = \frac{\partial L_i}{\partial M_j} (dK_i \wedge d\lambda_j) - \left( \frac{\partial P}{\partial \gamma_1} - \frac{\partial P}{\partial \gamma_2} \right) \lambda_1 \wedge \lambda_2 \wedge \lambda_3. \]

Following (3.50) and the fact the functions $G_j$ and $H_j$ can be written as

\[ G_j = G(\gamma_3)A_j^{-1} s_j + g(\gamma_3) \delta_j 3 \quad \text{and} \quad H_j = H(\gamma_3)A_j^{-1} s_j + h(\gamma_3) \delta_j 3, \]

for $A_j = I_j + m(s, s)$, it is straightforward to check that

\[ i_{Z_1} [d(J, K_{iv}) + dB] = 0. \tag{3.55} \]

Then, we also see that $i_{Z_1, Z_4}[d(J, K_{iv}) - dB] = 0$. With a little more work one checks that $[d(J, K_{iv}) - dB](Z_2, Z_3, Z_5) = 0$, but then it is easy to see that also [d(J, K_{iv}) - dB](Z_2, Z_4, Z_5) = 0.

From Theorem 3.5 we conclude that the dynamics of the solids of revolution rolling on a plane without sliding through a reduction process.

Away from the singularities of $\mathcal{M}$, one has a Poisson bracket $\{\cdot, \cdot\}_{red}^B$ of rank 2 (i.e., 2-dimensional symplectic leaves). Again, for completeness we write the reduced bivector field $\pi_{red}^B$ away the singularities of the space $\mathcal{M}$:

\[ \pi_{red}^B = (1 - \tau_1^2) (\partial_{\tau_1} \wedge \partial_{\tau_2} - (\tau_4 + L_3) \partial_{\tau_2} \wedge \partial_{\tau_3} + Q \partial_{\tau_2} \wedge \partial_{\tau_4})
+ \tau_2 (\partial_{\tau_1} \wedge \partial_{\tau_3} - (\tau_4 + L_3) \partial_{\tau_3} \wedge \partial_{\tau_5} + 2Q \partial_{\tau_4} \wedge \partial_{\tau_5} + 2(\tau_1 \tau_3 - \tau_3 \tau_4) \partial_{\tau_2} \wedge \partial_{\tau_5}. \]

In the next section we will see a more justified way to choose the dynamical gauge transformation (3.52) so that $\{\cdot, \cdot\}_{red}^B$ is Poisson. The choice follows Theorem 2.16 based on the existence of conserved quantities (the horizontal gauge momenta) of the system. As a consequence, we will have a more direct proof of the fact that $\{\cdot, \cdot\}_{red}^B$ is Poisson.
3.6 Conserved quantities

Following [22], the nonholonomic system describing the dynamics of a solid of revolution admits two additional constants of motion that are, in fact, horizontal gauge momenta with respect to the \( G \)-action in the sense of Def. [2.7], [25]. In what follows, we study the horizontal gauge momenta of \( X_{ab} \) using Section 2.5.

More precisely, following (3.41) we have that \( \{ \xi_1, \xi_2 \} \) is a basis of sections of \( \Gamma(g_s) \). Recall that \( P_{g_s} : g \times Q \to g_s \) is the projection associated to the splitting (2.10) and observe that

\[
\xi_1 = P_{g_s}(\eta_1) \quad \text{and} \quad \xi_2 = P_{g_s}(\eta_2),
\]

where \( \eta_1 = (1; 0, 0) \) and \( \eta_2 = (0; 1, 0) \) are elements of the Lie algebra \( g \) (i.e., constant sections of the bundle \( g \times Q \to Q \)). Their infinitesimal generators with respect to the \( G \)-action in the sense of Def. (2.7), [25]. In what follows, we study the horizontal gauge momenta of \( \xi_1 \) and \( \xi_2 \).

The functions \( j_1 \) and \( j_2 \) are not first integrals of the dynamics of the solids of revolutions on a plane. In fact, using Prop. [2.10] and (3.51) we have that

\[
\begin{align*}
X_{ab}(j_1) &= \langle J, K_{\text{W}} \rangle((\xi_1)_M, X_{ab}) = \langle J, K_{\text{W}} \rangle(-X_3, (\Omega, X)) = -Q A_1^{-1} r_2, \\
X_{ab}(j_2) &= \langle J, K_{\text{W}} \rangle((\xi_2)_M, X_{ab}) = \langle J, K_{\text{W}} \rangle((\gamma, X), (\Omega, X)) = -P A_1^{-1} r_2.
\end{align*}
\]

where \( A_1 = I_1 + m \langle s, s \rangle \).

**Lemma 3.6.** The functions \( j_1, j_2 \) and \( Q, P \in \mathcal{C}^\infty(M) \) are \( G \)-invariant and they can be written in the reduced space \( M \) as linear functions in the variables \( \tau_3 \) and \( \tau_4 \):\

(i) The functions \( j_1 \) and \( j_2 \in \mathcal{C}^\infty(M) \) verify that

\[
\begin{pmatrix} j_1 \\ j_2 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & \tau_1 \end{pmatrix} \begin{pmatrix} \tau_3 \\ \tau_4 \end{pmatrix}
\]

(ii) The functions \( Q \) and \( P \in \mathcal{C}^\infty(M) \) verify that

\[
\begin{pmatrix} Q \\ P \end{pmatrix} = [QP](\tau_1) = m \left( \frac{\tau_3}{P(\tau_1)} \right)
\]

for

\[
[QP] = [QP](\tau_1) = m \left( \frac{\tau_3}{P(\tau_1)} \right)
\]

with \( \sigma = m \langle s, \gamma \rangle = m(1 - \tau_1^2 + \zeta \tau_1) \) and \( P(\tau_1) = I_1 I_3 + m \langle I_3, s \rangle \).

**Proof.** Item (i) of the Lemma is straightforward. For item (ii) we used the fact that

\[
\Omega = A^{-1} M + m \langle s, \Omega \rangle A^{-1} s
\]

(3.59)
for $A$ the $3 \times 3$ diagonal matrix given by $A = \mathbb{I} + m(s,s)\text{Id}$ and $\langle s, \Omega \rangle = \frac{(A^{-1}m,s)}{E}$, where $E = E(\tau_1) = 1 - m(A^{-1}s,s) \neq 0$. If we call $\sigma_1 = \gamma_1\Omega_2 - \gamma_2\Omega_1$ and $\sigma_2 = \Omega_3$ we obtain that

$$B \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix} = \left( \begin{array}{c} Q \\ P \end{array} \right)$$

and

$$\frac{1}{P(\tau_1)} C \left( \begin{array}{c} \tau_3 \\ \tau_4 \end{array} \right) = \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix},$$

where $B$ and $C$ are the matrices

$$B = m \begin{pmatrix} -\dot{\rho}^2 + \dot{g}'\zeta & -\dot{\rho}\dot{\tau}_1 - \rho \dot{g}(1 - \tau_1^2) \\ \rho L - L' \zeta & \rho (L\dot{\tau}_1 + L'(1 - \tau_1^2)) \end{pmatrix}$$

and

$$C = \begin{pmatrix} \bar{I}_3 + m\dot{\rho}^2(1 - \tau_1^2) & m\dot{\rho}\zeta(1 - \tau_1^2) \\ m\dot{\rho}\zeta & \bar{I}_1 + m\zeta^2 \end{pmatrix}.$$

Hence, $\left[QP\right] = \frac{1}{P(\tau_1)} B.C.$

Following Prop. 2.31 the momentum equation (2.23) can be written as a linear system of ordinary differential equations of first order, as the following theorem shows.

**Theorem 3.7.** The nonholonomic vector field $X_{ab}$ admits two gauge momenta $J_1$ and $J_2$ that are a combination of the functions $j_1$ and $j_2$:

$$J_1 = f_1(\tau_1)j_1 + g_1(\tau_1)j_2 \quad \text{and} \quad J_2 = f_2(\tau_1)j_1 + g_2(\tau_1)j_2,$$

where $f_i$ and $g_i \in C^\infty(Q)^G$ satisfy the following system of first order linear differential equations

$$\begin{pmatrix} f' \\ g' \end{pmatrix} = \begin{pmatrix} \tau_1 & -1 \\ 1 & 0 \end{pmatrix} \left[QP\right]^T \begin{pmatrix} f \\ g \end{pmatrix}.$$  \hfill (3.61)

for $(\cdot)' = \frac{d}{d\tau_1}(\cdot)$. Here $\left[QP\right]^T$ denotes the transpose of the matrix $\left[QP\right]$.

**Proof.** We start by writing the differential equation (2.23) in the case of the solid of revolution: if $J = fj_1 + gj_2$ is a horizontal gauge momentum, then $f, g \in C^\infty(Q)$ satisfy

$$j_1df(X_{ab}) + j_2dg(X_{ab}) + f\langle J, K_W\rangle((\xi_1)_M, X_{ab}) + g\langle J, K_W\rangle((\xi_2)_M, X_{ab}) = 0.$$ \hfill (3.62)

First we see that if $f$ and $g$ are $G$-invariant functions on $Q$, we have that $df(X_{ab}) = f'\rho^*d\tau_1(X_{ab})$ and $dg(X_{ab}) = g'\rho^*d\tau_1(X_{ab})$ for $(\cdot)' = \frac{d}{d\tau_1}(\cdot)$. Then, using that $\rho^*d\tau_1 = \gamma_1\lambda_2 - \gamma_2\lambda_1$ and equations (3.58) with (3.59), we have that $df(X_{ab}) = f'A_1^{-1}\tau_2$ and $dg(X_{ab}) = g'A_1^{-1}\tau_2$. Second, using (3.58), the differential equation (3.62) reads

$$j_1f' + j_2g' - fQ - gP = 0.$$ \hfill (3.63)

Finally, by Lemma 3.6(i) we can write (3.63) as $(\tau_3, \tau_4) \begin{pmatrix} 0 & 1 \\ -1 & \tau_1 \end{pmatrix} \begin{pmatrix} f' \\ g' \end{pmatrix} - (\tau_3, \tau_4)[Q\bar{P}]^T \begin{pmatrix} f \\ g \end{pmatrix} = 0$, and so (3.61) follows. The system of first order linear differential equations (3.61) admits two solutions $(f_1, g_1)$ and $(f_2, g_2)$ and thus we obtain (3.60). \hfill \Box
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Corollary 3.8. The conserved quantities $J_1$ and $J_2 \in C^\infty(M)^G$ of $X_{nh}$ are of the form

$$J_i = \langle J^{nh}, \chi_i \rangle \quad \text{for } i = 1, 2,$$

where $\chi_i = f_i \xi_1 + g_i \xi_2 \in \Gamma(g_S)$ for $\xi_1 = P_{g_S}(1; 0, 0)$ and $\xi_2 = P_{g_S}(0; 1, 0)$ and with the pairs $(f_i, g_i)$ satisfying (3.61). In other words, each $J_i$ is a horizontal gauge momentum with $\chi_i$ the associated horizontal gauge symmetry.

The functions $J_1$ and $J_2$ are the known first integrals of the solids of revolutions, found first in [22]. In what follows we see that they play a fundamental role for the reduced bracket $\{\cdot, \cdot\}_{\text{red}}^B$.

Now, we consider the $(G$-invariant$)$ 2-form $B$ given in (3.52) and the dynamically gauge-related bivector field $\pi_B$ to the nonholonomic bivector $\pi_{nh}$. Following Theorem 2.16 we show that the reduced bracket $\{\cdot, \cdot\}_{\text{red}}^B$ has two (independent) Casimirs induced by the horizontal gauge momenta $J_1$ and $J_2$.

Theorem 3.9. The $G$-invariant functions $J_1$ and $J_2$ induce the Casimirs $\tilde{J}_1$ and $\tilde{J}_2 \in C^\infty(\tilde{M})$ of the reduced bracket $\{\cdot, \cdot\}_{\text{red}}^B$, where $\tilde{J}_1$ and $\tilde{J}_2$ satisfy that $J_1 = \rho^* \tilde{J}_1$ and $J_2 = \rho^* \tilde{J}_2$.

Proof. First we will see that, for each $i = 1, 2$, if $\chi_i = f_i \xi_1 + g_i \xi_2$ and $J_i = f_i j_1 + g_i j_2$, then $\pi_B^* (dJ_i) = - (\chi_i)_{\mathcal{M}}$ when the pair $(f_i, g_i)$ satisfies (3.61). Following Thm. 2.16 it is sufficient to prove that $i_{(\chi_i)_{\mathcal{M}}} B = \Lambda_i$ for $\Lambda_i = i_{(\chi_i)_{\mathcal{M}}} \langle J, \mathcal{K}_w \rangle + j_1 df_i + j_2 dg_i$.

Observe that $df_i = f_i' (\gamma_1 \lambda_2 - \gamma_2 \lambda_1)$ and $dg_i = g_i' (\gamma_1 \lambda_2 - \gamma_2 \lambda_1)$. Using Lemma 3.2 we see that $\langle J, \mathcal{K}_w \rangle = B + \langle L, d\lambda \rangle$. Therefore, by (3.64) we obtain

$$\Lambda_i = i_{(\chi_i)_{\mathcal{M}}} B + f_i i_{(\chi_i)_{\mathcal{M}}} \langle L, d\lambda \rangle + g_i i_{(\chi_i)_{\mathcal{M}}} \langle L, d\lambda \rangle + j_1 df_i + j_2 dg_i$$

$$= i_{(\chi_i)_{\mathcal{M}}} B - (f_i Q + g_i P - j_1 f_i' - j_2 g_i') (\gamma_1 \lambda_2 - \gamma_2 \lambda_1) = i_{(\chi_i)_{\mathcal{M}}} B,$$

where in the last equation we used that $f_i$ and $g_i$ satisfy equation (3.63) since they are the coefficients of the gauge momenta $J_1$ and $J_2$. Therefore, we have that $\pi_B^* (dJ_i) = - (\chi_i)_{\mathcal{M}}$ and so since $J_i \in C^\infty(M)^G$, we conclude that $\{\tilde{J}_i, \cdot\}_{\text{red}}^B = 0$ for $\tilde{J}_i \in C^\infty(M)$ such that $\rho^* \tilde{J}_i = J_i$.

So, Theorem 3.9 gives an alternative viewpoint and proof of Theorem 3.5.

Corollary 3.10. The reduced bracket $\{\cdot, \cdot\}_{\text{red}}^B$ on $\mathcal{M}/G$ is Poisson.

Proof. From Lemma 3.6(i) we observe that $J_1, J_2$ depend linearly from the $G$-invariant functions $\tau_3$ and $\tau_4$. Therefore, from (3.44), the $G$-invariant functions on $\mathcal{M}$ are also generated by $J_1, J_2, \tau_1, \tau_2, \tau_3$. Since $\tilde{J}_1, \tilde{J}_2$ are Casimirs of $\{\cdot, \cdot\}_{\text{red}}^B$ we have to check the Jacobi identity only on $\tau_1, \tau_2, \tau_3$. It is straightforward to check that cyclic$\{\{\tau_1, \cdot\}_{\text{red}}^B, \cdot\}_{\text{red}}^B = 0$ using (3.55).

Remark 3.11. Away from the singularities (where $\tilde{M}$ is a 4-dimensional manifold) we can argue that two Casimirs already guarantee that $\{\cdot, \cdot\}_{\text{red}}^B$ is Poisson. The argument goes as
follows, with 2 Casimirs $\bar{J}_1, \bar{J}_2$, it is clear that the characteristic distribution of $\{\cdot, \cdot\}_{\text{red}}$ has rank 2. Moreover, the characteristic distribution is integrable since its annihilator is given by the exact forms $\{d\bar{J}_1, d\bar{J}_2\}$ and hence, we see that the bracket admits a 2-dimensional foliation. Finally, on each leaf there is a 2-form that is closed since the leaves are 2-dimensional.

Remark 3.12. None of the conserved quantities $J_i$, for $i = 1, 2$ are horizontal gauge momenta with respect to the $E(2)$-action. That is, the vector fields $(\chi_i)_M$ are not infinitesimal generators with respect to the $E(2)$-action. Observe that if one of the conserved quantities, say $J_1$, was a horizontal gauge momentum with respect to the $E(2)$-action then $f_1$ should be zero and thus $J_1$ and $j_2 = \langle M, \gamma \rangle$ would be linearly dependent. It is easy to see that the pair $(0, g_1)$ is not a solution of (3.61). Therefore, there is no bracket (describing the dynamics) on the manifold $\mathcal{M}/E(2)$ having $\bar{J}_1$ or $\bar{J}_2$ as Casimir functions (c.f. [13]).

4 Particular examples: the Routh sphere and the rolling ellipsoid

4.1 The Routh sphere

4.1.1 Preliminaries and hamiltonization

Consider a sphere of radius $r$ with its geometric center not coinciding with the center of mass. In the plane perpendicular to the line joining the center of mass and the geometric center, the inertia tensor of the sphere has two equal principal moments of inertia. Following [21] we study the dynamics of this sphere --called the Routh sphere-- rolling on a plane without sliding, see also [10], [42].

As in Section 3, the coordinates describing the position and velocities of the sphere are $((g, a), \Omega, \dot{a})$ on $T(SO(3) \times \mathbb{R}^3)$, where $\Omega = g^{-1}\dot{g}$ with the lagrangian and the nonholonomic constraints given in (3.34) and (3.36), respectively. In this particular case we have that

$$s = -r\gamma + le_3,$$

where $l$ is the distance between the center of mass and the geometric center of the sphere. Therefore, following (3.35) we have $\varrho(\gamma_3) = -r$, $\zeta(\gamma_3) = -r\gamma_3 + l$ and $L(\gamma_3) = -l$, and consequently $\varrho' = L' = 0$.

From Lemma 3.2 (see (3.46)) we obtain that

$$\langle J, K_{\varphi} \rangle = -rm \langle \gamma, s \rangle \langle \Omega, d\lambda \rangle + rm \langle \Omega, \gamma \rangle \langle s, d\lambda \rangle,$$

and following (3.52) we have also that

$$B = -rm \langle \gamma, s \rangle \langle \Omega, d\lambda \rangle$$

defines a dynamical gauge transformation of $\pi_{ab}$. We learned about this 2-form $B$ from Luis Garcia-Naranjo during a talk in 2015; it appears in [32] with a different approach.
Following Section 3.3, the gauge transformation of \( \pi_{\text{nh}} \) by the 2-form \( B \) above, induces a new \( G \)-invariant bivector field \( \pi_B \). The bivector \( \pi_B \) induces a reduced Poisson bracket \( \{ \cdot, \cdot \}_\text{red} \) on \( \mathcal{M} \) describing the reduced dynamics (Thm. 3.5).

Observe that
\[
\langle J, K \rangle - B = rm\langle \Omega, \gamma \rangle \langle s, d\lambda \rangle = -r^2m\langle \Omega, \gamma \rangle \langle d\lambda \rangle + rl\langle \Omega, \gamma \rangle d\lambda_3,
\]
and thus we get that \( Q = -r^2m\langle \Omega, \gamma \rangle \) and \( P = rl\langle \Omega, \gamma \rangle \).

**Remark 4.1.** Following the idea of Remark 3.12, we could wonder if it is possible to obtain a twisted Poisson on \( \mathcal{M}/E(2) \); that is, if the reduction by \( E(2) \) of \( \{ \cdot, \cdot \}_B \) admits a foliations of almost symplectic leaves (as in the case of the Chaplygin ball, Example 2.22). In order to obtain a bracket with such properties, the 2-form \( \langle J, K \rangle - B \) has to be basic with respect to the bundle \( \mathcal{M} \to \mathcal{M}/E(2) \), see item (iii) in Sec. 2.7. On one hand, we see that the first term \( Q(\gamma, d\lambda) \) is basic. However, on the other hand, the second term \( Pd\lambda_3 \) is not basic. Moreover since \( i_{X_{\text{nh}}}d\lambda_3 \neq 0 \), that term cannot be considered as part of the dynamical gauge transformation. In conclusion, we cannot expect to have a twisted Poisson bracket on \( \mathcal{M}/E(2) \).

Now, following Section 3.3, the action of the Lie group \( G = S^1 \times SE(2) \) induces the reduced (differential space) \( \bar{\mathcal{M}} = \mathcal{M}/G \) and the reduced bracket \( \{ \cdot, \cdot \}_B \) defined on functions \( C^\infty(\bar{\mathcal{M}}) \) as in (3.54). From Theorem 3.5 we have that the reduced bracket \( \{ \cdot, \cdot \}_B \) is Poisson on \( \bar{\mathcal{M}} \). In the next section, we will analyze the conserved quantities and argue that the reduced bracket \( \{ \cdot, \cdot \}_B \) is Poisson by following Theorem 3.9 and Corollary 3.10.

### 4.1.2 Conserved quantities and Casimirs

To compute the conserved quantities that are gauge momenta, we use Thm. 3.7 and we see that
\[
J_1 = f_1(\gamma_3)j_1 + g_1(\gamma_2)j_2 \quad \text{and} \quad J_2 = f_2(\gamma_3)j_1 + g_2(\gamma_2)j_2,
\]
for \( f_i \) and \( g_i \in C^\infty(Q)^G \) satisfying (3.61). In this case, (3.61) is written as
\[
\begin{pmatrix}
  f' \\
  g'
\end{pmatrix} =
\begin{pmatrix}
  \tau_1 & -1 \\
  1 & 0
\end{pmatrix}
\begin{pmatrix}
  f \\
  g
\end{pmatrix} \quad \text{for} \quad [QP]^T = \frac{mr}{P(\gamma_3)}
\begin{pmatrix}
  -r(\|l_3 - r\sigma\) & l(\|l_3 - r\sigma\) \\
  -r(\|l_1 \gamma_3 + \zeta\sigma) & l(\|l_1 \gamma_3 + \zeta\sigma)
\end{pmatrix}.
\]

Observe that the kernel of \([QP]^T\) is generated by the constant vectors \((l, r)\). That is, the constant functions \( f_1(\gamma_3) = l \) and \( g_1(\gamma_3) = r \) are solutions of the differential equations (4.67). Therefore we obtain the first horizontal gauge momentum \( J_1 \) given by \( J_1 = lj_1 + rj_2 = -\langle M, s \rangle \). On the other hand, we see that the functions
\[
f_2(\gamma_3) = -\frac{l|l_1 - ml\zeta}{\sqrt{P(\gamma_3)}} \quad \text{and} \quad g_2(\gamma_3) = -\frac{mr\zeta}{\sqrt{P(\gamma_3)}}
\]




satisfy that \([QP]^T \begin{pmatrix} f_2 \\ g_2 \end{pmatrix} = [QP]^T \begin{pmatrix} \frac{\sqrt{P(\gamma_3)}}{\sqrt{P(\gamma_3)}} & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} f'_2 \\ g'_2 \end{pmatrix} \). Now, we can directly check that
\[
-m_{\mathbb{I}^1} \frac{1}{P(\gamma_3)\sqrt{P(\gamma_3)}} \begin{pmatrix} \tau_1 & -1 \\ 1 & 0 \end{pmatrix} [QP]^T \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} f'_2 \\ g'_2 \end{pmatrix}.
\]
(4.68)

Therefore, \( J_2 = f_2\xi_1 + g_2\xi_2 = \sqrt{P(\gamma_3)}\Omega_3 \) is a horizontal gauge momentum with associated horizontal gauge symmetry \( \chi_2 = f_2\xi_1 + g_2\xi_2 \). The functions \( J_1 \) and \( J_2 \) were found in [12], see also [21].

Since \( J_1 \) and \( J_2 \) are \( G \)-invariant functions on \( \mathcal{M} \), from Theorem 3.9, they induce the Casimir functions \( \bar{J}_1 \) and \( \bar{J}_2 \) of the reduced bracket \( \{\cdot,\cdot\}_{\text{red}} \), and following Corollary 3.10 we obtain that \( \{\cdot,\cdot\}_{\text{red}} \) is Poisson on \( \bar{M} \). As we already pointed out in the general case, away from the singularities of \( \bar{M} \), the reduced bracket \( \{\cdot,\cdot\}_{\text{red}} \), describing the (reduced) dynamics of the Routh sphere, has rank 2 and has a foliation given by 2-dimensional symplectic leaves.

4.2 The rolling ellipsoid

4.2.1 Preliminaries and hamiltonization

Consider the geometrically axisymmetric ellipsoid
\[
\frac{x^2}{b} + \frac{y^2}{b} + \frac{z^2}{c} = 1,
\]
with its center of mass coinciding with its geometric center. We assume also that, after choosing a moving frame whose axes coincide with the principal axes of inertia of the ellipsoid, the inertia tensor has the form \( I = \text{diag}(I_1, I_1, I_3) \). In this case,
\[
s = -\frac{(b\gamma_1, b\gamma_2, c\gamma_3)}{\sqrt{b(1 - \gamma_3^2) + c\gamma_3^2}} = \frac{-B\gamma}{\sqrt{\langle B\gamma, \gamma \rangle}}.
\]
for \( B = \text{diag}(b, b, c) \). That is,
\[
\varrho(\gamma_3) = \frac{-b}{\sqrt{b(1 - \gamma_3^2) + c\gamma_3^2}} = \frac{-b}{\sqrt{\langle B\gamma, \gamma \rangle}} = \frac{-c\gamma_3}{\sqrt{b(1 - \gamma_3^2) + c\gamma_3^2}} = \frac{-c\gamma_3}{\sqrt{\langle B\gamma, \gamma \rangle}}.
\]

Therefore, following (3.50), we see that
\[
\langle J, K_{\omega} \rangle = mb\langle \Omega, d\lambda \rangle + Q\langle \gamma, \lambda \rangle + Pd\lambda_3,
\]
where, using (3.48), we compute
\[
Q = -mb \left[ b\langle \Omega, \gamma \rangle + \frac{b(b-c)}{\sqrt{\langle B\gamma, \gamma \rangle}} \gamma_3c_3 \right] \quad \text{and} \quad P = \frac{b(c-b)}{\sqrt{\langle B\gamma, \gamma \rangle}} \frac{b(b-c)}{\sqrt{\langle B\gamma, \gamma \rangle}} \gamma_3 - \frac{(b-c)}{\langle B\gamma, \gamma \rangle} \gamma_3^2 c_3 + 1.
\]

From (3.52), we obtain the dynamical gauge transformation defined by
\[B = mb\langle \Omega, d\lambda \rangle.\]

Following Theorem [3.3] we conclude that the reduced dynamics of the ellipsoid is described by the Poisson bracket \( \{\cdot,\cdot\}_{\text{red}}^B \) on \( \bar{M} \) induced by the gauge related bracket \( \{\cdot,\cdot\}_B \) on \( \mathcal{M} \).
4.2.2 Conserved quantities and Casimirs

Following Section 4.1.2 we see that the gauge momenta associated to the rolling ellipsoid are the functions
\[ J_1 = f_1(\gamma_3)j_1 + g_1(\gamma_2)j_2 \quad \text{and} \quad J_2 = f_2(\gamma_3)j_1 + g_2(\gamma_2)j_2, \]
where \( f_i, g_i \in C^\infty(Q)^G \) satisfy (3.61).

In our case, the matrix \([QP]\) has the form
\[ [QP] = \frac{m}{P(\gamma_3)} \begin{pmatrix} mb(b-c) & bc \\ b(b-c) & c(b-c-\gamma_3^2) \end{pmatrix}, \]
where
\[ [QP]_1 = \frac{1}{(B\gamma, \gamma)} \begin{pmatrix} -b(b+\frac{(c-b)}{(B\gamma, \gamma)}\gamma_3^2) & -b^2\gamma_3(-1+\frac{(c-b)}{(B\gamma, \gamma)}(1-\gamma_3^2)) \\ (c-b)^2\gamma_3(1-\frac{\gamma_3^2}{(B\gamma, \gamma)}) & b(b-c)(\frac{(c-b)}{(B\gamma, \gamma)}\gamma_3(1-\gamma_3^2)-1) \end{pmatrix} \begin{pmatrix} I_3 & 0 \\ 0 & I_1 \end{pmatrix}. \]

The linear system (3.61) of ordinary differential equations has two \( G \)-invariant solutions \( J_1, J_2 \), and we see that these conserved quantities can be seen as a linear combination of the function \( j_1 \) and \( j_2 \). Since the 2-form \( B \) was chosen in such a way that the induced functions \( J_1, J_2 \) on \( \tilde{M} \) are Casimirs of the reduced bracket \( \{ \cdot, \cdot \}^\mu_{\text{red}} \) (see Theorem 3.9) we obtain that \( \{ \cdot, \cdot \}^\mu_{\text{red}} \) on \( \tilde{M} \) is Poisson as a consequence of Corollary 3.10.

Moreover, following Section 2.7 we conclude that away from the singularities (where \( \tilde{M} \) is a 4-dimensional manifold), the reduced bracket \( \{ \cdot, \cdot \}^\mu_{\text{red}} \) has symplectic leaves of dimension 2.

Remark 4.2. In [13] it was raised out the question of whether the system could be described by a Poisson bracket on \( M/E(2) \). From (3.48), we see that \( \langle J, K_{\gamma} \rangle = B \langle \gamma, d\lambda \rangle + P d\lambda_3 \), As in the case of the Routh sphere, the term \( Q \langle \gamma, d\lambda \rangle \) is a well defined 2-form on \( M/E(2) \) while \( P d\lambda_3 \) is not. The fact that \( P \neq 0 \) is the reason why the reduced bracket on \( M/E(2) \) induced by \( \{ \cdot, \cdot \}_B \) is not twisted Poisson, see item (iii) in Sec. 2.7. Moreover, considering \( \gamma, M \) the coordinates on \( M/E(2) \), we can check also that the (partially) reduced bracket \( \{ \cdot, \cdot \}^\mu_{\text{red}} \) on \( M/E(2) \) induced by \( \{ \cdot, \cdot \}_B \) and the orbit projection \( \rho_1 : M \to M/E(2) \) fails to satisfy the Jacobi identity. In fact, using (2.29) we can check that \( d(\langle J, K_{\gamma} \rangle = -B) \langle \pi^\mu_{\text{red}}(d\rho_1^*(dM_1)), \pi^\mu_{\text{red}}(d\rho_1^*(dM_2)), \pi^\mu_{\text{red}}(d\rho_1^*(d\gamma_1)) \rangle \neq 0 \).

We could try to find another dynamical gauge transformation. However, any other choice of a 2-form \( B \) involves a term \( \langle \gamma, d\lambda \rangle \) or \( d\lambda_3 \), which are not “dynamical” in the sense that \( i_{X_{\text{ext}}}(\gamma, d\lambda) = \langle \gamma, \Omega \times \lambda \rangle \neq 0 \) and \( i_{X_{\text{ext}}}d\lambda_3 = \Omega_1\gamma_2 - \Omega_2\gamma_1 \neq 0 \).

Another view-point, in connection with the observations made in [13], is that none of the conserved quantities are gauge momenta with respect to the \( E(2) \)-action. In other words, none of the functions \( J_i \) are Casimirs of the (partially) reduced bracket \( \{ \cdot, \cdot \}^\mu_{\text{red}} \) on \( M/E(2) \) as we saw in Remark 3.12.

Remark 4.3. If \( c = b \) then we are describing an inhomogeneous ball of radio \( b \) with the center of mass in the geometric center, which is the Chaplygin ball, Example 2.22. In this case, \( \langle B\gamma, \gamma \rangle = 1 \) and \( s = -b\gamma \). Hence we have that
\[ \langle J, K_{\gamma} \rangle = mb(\Omega, d\lambda) + mb^2(\Omega, \gamma) \langle \gamma, d\lambda \rangle \]
\[ \langle J, K \rangle - B = mb^2 (\Omega, \gamma) (\gamma, d\lambda) \], which is a well defined 2-form on \( \mathcal{M}/E(2) \) (observe that here \( \mathcal{P} = 0 \)). That is why in the reduced manifold \( \mathcal{M}/E(2) \) we have a twisted Poisson bracket describing the dynamics, see Ex.2.22 and [1] for more details. Therefore the \( S^1 \)-reduction is not needed and that is why we can avoid the hypothesis of the axisymmetric distribution of mass for the Chaplygin ball.
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