How we are leading a 3-XORSAT challenge: from the energy landscape to the algorithm and its efficient implementation on GPUs
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Abstract – A recent 3-XORSAT challenge required to minimize a very complex and rough energy function, typical of glassy models with a random first order transition and a golf course like energy landscape. We present the ideas beyond the quasi-greedy algorithm and its very efficient implementation on GPUs that are allowing us to rank first in such a competition. We suggest a better protocol to compare algorithmic performances and we also provide analytical predictions about the exponential growth of the times to find the solution in terms of free-energy barriers.

Introduction. – On October 2019, we were invited to join a computing challenge on 3-XORSAT problems launched by some colleagues at University of Southern California [1]. The idea behind the challenge was to compare actual performance of the best available computing platforms, including quantum computers, in solving a particularly hard optimization problem. Quantum computing is becoming practical these days, and many different computing devices based on quantum technologies are becoming available (D-Wave, Google and IBM just to cite the most known). So it is a natural question to ask, whether any of these quantum devices available today can do better than classical (i.e. non-quantum) computing machines.

We decided to join this 3-XORSAT challenge with a proposal combining new algorithmic ideas and a highly optimized GPU implementation. We are not going to discuss in detail the results of the 3-XORSAT challenge, that will appear elsewhere [1]. We just remark that the performances of our algorithm running on commercial Nvidia GPUs are at least 2 orders of magnitude better than those of the other devices that entered the 3-XORSAT challenge: D-Wave quantum annealing processor [2], Memcomputing machine [3], Fujitsu digital annealer [4] and Toshiba’s simulated bifurcation machine [5].

This is clearly not the end of the story, as quantum technologies are evolving very fast and presumably will become competitive soon (eventually getting what is called a quantum advantage). Nonetheless, we believe it is very important to clarify what is today the state of art in the “classical vs. quantum computation challenge”.

In the present manuscript we report the ideas and the technical details that make our solving algorithm ranking first as a solver of the hard optimization problems presented at the 3-XORSAT challenge.

The manuscript is organized as follows. First we recap the known physical properties of these hard optimization problems (especially their energy landscape). Then we describe the algorithm we decided to use with a particular emphasis on the use of large number of clones and how this can be implemented efficiently for classical computers. We also provide a description of the technical choices that made our GPU implementation extremely efficient, even if the problem, being defined on a random graph topology, would in principle not be ideal for a platform...
The model and its energy landscape. — The optimization problem that has been presented to the contenders at the 3-XORSAT challenge is the search for the ground state of a model based on Ising variables. The model is well known in statistical physics under the name of \textit{diluted 3-spin ferromagnetic model} \cite{6}. In the computer science literature, it corresponds to a constraint satisfaction problem known under the name of \textit{3-xorsat} \cite{7}. In this paper, we use the statistical physics formulation of the model, but switching to its computer science formulation requires just a change of variables.

The model is defined by the Hamiltonian

\begin{equation}
H[\sigma] \equiv - \sum_{(i,j,k) \in E} s_i s_j s_k,
\end{equation}

where \(s_i = \pm 1\) are \(N\) Ising spins. The sum over the set \(E\) of triplets \((i,j,k)\) is what defines the interaction topology. The instances provided in the 3-XORSAT challenge were generated on a random regular graph of fixed degree 3. In other words, the set \(E\) is made of \(N\) triplets randomly chosen under the constraints that in each triplet the 3 indices are different and each index appears exactly in 3 triplets. From the definition of the Hamiltonian \(H[s]\) in Eq. (1), it is clear that the ground state is the configuration \(s^*\) with all \(s^*_i = 1\). However our algorithm, publicly available at \cite{8}, searches for the ground states without computing the magnetization and having access only to the energy, so there is no need to “hide” the solution by a gauge transformation. The organizers of the competition are expected to check that the same is true for all the others contenders.

One may argue that such a model should be easy to optimize, because all interactions are ferromagnetic. However it is well known that such a model shows the same glassy physics of a disordered model \cite{9} because the 3-spin interaction can be satisfied in many ways and this generates frustration in the system during the optimization \cite{10}.

Actually, in the 3-XORSAT challenge, an equivalent formulation has been used, where variables are twice in number (one \(\eta\) variable is added per each constraint) and variables interact only pairwise \cite{11}. This has been done to allow devices implementing only pairwise interactions to enter the competition. The resulting Hamiltonian \(H_2[s, \eta]\) is such that \(\sum_\eta H_2[s, \eta] = H[s]\). We have performed such a marginalization on the instances provided, so our algorithm minimizes the cost function \(H[s]\) given in Eq. (1).

The 3-spin on 3-regular random graph (3S3R) model offers a paradigmatic example of a \textit{golf course} energy landscape. The thermodynamics of the model has been exactly solved \cite{12-14} and its dynamics has been accurately studied numerically \cite{14,15}. The picture that comes out from these studies is exactly the one that goes under the name of “random first order transition” in the physics of glasses \cite{16,19}. There exists an exponential (in \(N\)) number of metastable states that dominate the Gibbs measure below the dynamical critical temperature \(T_d \approx 0.51\), such that for \(T < T_d\) ergodicity is broken and the timescale to reach equilibrium diverges with the system size \(N\). The divergence of such a timescale depends on the dynamical algorithm, but for local algorithms, we expect it to be related to the height of some free energy barrier. We discuss this issue in more detail below. For the moment we limit ourselves to observe that the 3S3R model is mean field in nature and thus free energy barriers grow linearly with \(N\), implying that the timescales to thermalize and reach the ground state grow exponentially as \(\exp(aN)\).

When a local algorithm is run for a time much shorter than \(\exp(aN)\), the simulation typically gets stuck at a strictly positive \textit{threshold} energy \(e_{\text{th}}\), where the exponential number of metastable states prevents the relaxation dynamics from going deeper in the energy landscape. The value of \(e_{\text{th}}\) is not exactly known, but some close bounds are available. Certainly, \(e_{\text{th}}\) is below the maximum energy value where metastable states can be found \(e_{\max} = -0.958659\), but we expect it to be also not above the energy value where most of the metastable states are marginal \(e_{\text{marg}} = -0.963594\) \cite{13}. Indeed, marginally stable states correspond to energy minima whose Hessian spectrum has a non-negative support with a lower band edge in zero: that is, they are minima with at least one flat direction. Analytic solutions to the out of equilibrium Langevin dynamics \cite{20} predicts these are the states reached during the relaxation and recent studies \cite{21} found that the out of equilibrium dynamics may relax to different energies, but none above \(e_{\text{marg}}\).

The picture to keep in mind is the one of an energy landscape that at the energy level \(e_{\text{th}}\) is made of a huge number of marginally stable minima on top of which any local dynamics gets stuck in the search for the few deep wells bringing to lower energies. As discussed at length in Ref. \cite{22}, the main algorithmic barrier is entropic in nature, that is the relaxation dynamics is not able to proceed further towards the ground state not because the need of jumping over energetic barriers, but because the search needs to find a golf course hole while wandering at the threshold energy.

The quasi-greedy algorithm. — In order to find a set of spins minimizing \(H[s]\), one could be tempted to use a greedy algorithm, that is an algorithm accepting only moves decreasing the energy (being interested in fast and
local algorithms, we only consider single spin flip moves). Unfortunately greedy algorithms get stuck at much higher energies than $e_{th}$, where local minima in $H[s]$ appear \cite{22}.

Usually to overcome this problem, one switches on a temperature $T$ and exploits thermal fluctuations to escape from local minima \cite{22}. However, the 3S3R model does not have a thermodynamic phase transition and for any $T > 0$ it is in a paramagnetic phase. This means that in thermal equilibrium, the dynamics will unlikely reach the ferromagnetic ground state in $s^*$. Even if, by chance, $s^*$ is reached, the dynamics will soon leave that configuration to thermalize again in the paramagnetic state.

In Ref. \cite{22}, a new class of heuristic algorithms has been introduced with the aim of proving that entropic barriers are the main source of computational complexity in the optimization of the 3S3R model. These \textit{quasi-greedy} (QG) algorithms perform with high probability, when this is possible, a step decreasing the energy, but when they reach a local minimum they keep flipping a spin that enters in at least one violated interaction. These algorithms have several advantages: (i) they converge fast to the interesting low-energy part of the configurational space; (ii) they keep the system evolving even in presence of many local minima, but without increasing too much the energy (that would make the search ineffective since it would be run in an uninteresting region); (iii) once the ground state $s^*$ is found, the algorithm stops and thus does not escape from the solution of the problem (without the need of checking it after every single spin flip).

Calling $w_k$ the probability of flipping a spin entering $k$ unsatisfied interactions, in Ref. \cite{22} the QG algorithm with $w_0 = 0$ and $w_2 = w_3 = 1$ was studied numerically. The probability of finding the solution $s^*$ was found to reach a maximum close to $w_1 = 0.05$, with a median TTS growing approximately as $\exp(0.0835N)$. Starting on these very promising results, we have built here a very optimized version of the QG algorithm.

The QG algorithm can also be viewed as an imperfect Metropolis algorithms not satisfying detailed balance, since by setting $w_0 = w_1$ we would have an algorithm satisfying detailed balance for the 3S3R model. Setting $w_0 = 0$ breaks detailed balance, but brings two advantages: large energy jumps are forbidden (they are not strictly required in a search limited for entropic reasons), and once the ground state $s^*$ is found, the algorithm stops.

The latter property is extremely useful because any efficient implementation of the QG algorithm must perform a large number of steps before checking for the energy (that takes a time comparable to the one needed for a sweep of the QG algorithm). The condition $w_0 = 0$ ensures that a ground state found during the dynamical evolution will not be lost between two successive measurements.

\textbf{The search by rare events requires many clones.} – As discussed in \cite{22}, the search for the ground state is slowed down by entropic barriers, i.e. the search for the right well bringing from the $e_{th}$ manifold to the ground state configuration $s^*$ is like “finding a needle in a haystack”. For this reason, instead of having a single copy of the system evolving for a very long time, it turns out to be more appropriate to follow a large number of copies of the system (evolving independently) for a shorter time, starting each one from a different random initial condition: we call these \textit{clones}.

The rationale beyond this choice is that the evolution on the marginal manifold at $e_{th}$ is not fast enough to allow a single clone to visit the entire manifold in a reasonable time. So if the clone starts from an unfavourable initial condition, his search is bound to fail even if it keeps evolving for a very long time.

We are facing a typical phenomenon ruled by rare events: in the large $N$ limit, for a typical initial condition, the QG algorithm gets stuck at $e_{th}$ and fails to find $s^*$, but there are rare initial conditions that allow the QG algorithm to find the solution $s^*$ in a short time. The probability of such rare initial conditions (that roughly coincide with the basin of attraction of $s^*$) is exponentially small in $N$, as in any large deviation process.

One has to make a choice between the following two extreme strategies: running a single clone for a time scaling exponentially in $N$ or running a number of clones scaling exponentially with $N$ for a finite time. In principle, one should optimize over all choices in between these extremes, at a fixed total amount of computing time.

Our choice has been to run the largest possible number of clones. This turns out to be the best choice for several reasons. It reduces fluctuations and, if the number of clones is large enough, we can derive analytic predictions for setting the running time to an optimal value (see below). Moreover, it is very unlikely for a single clone (or few clones) to find the solution, while when running a huge number of clones some of them can find the solution, thus allowing us to estimate the mean TTS. Finally, running a large number of clones is highly beneficial from the coding point of view, since the clones can evolve in parallel, leading to a drastic reduction in running times.

\textbf{Basic information about the GPU implementation.} – We implemented the algorithm described above in a CUDA code that looks for the ground state of the given problem instance using concurrently thousands of clones. Since spins can only have two values, we use a multi-spin coding technique by packing values from different clones into 32-bit words \cite{24}. This allows to update 32 distinct clones in parallel by using Boolean operations on the spin words (we use the same random number for the 32 clones in the same word). Moreover we use the natural thread parallelism, evolving different clones in each GPU core. Finally, multiple GPUs can be used simultaneously by executing the same code with different random seeds. So, in the end, we have three levels of parallelism: \textit{i)} multi-spin coding; \textit{ii)} thread level; \textit{iii)} multiple independent executions on distinct GPUs. Although the code
is able to fit the number of threads to the actual number of cores available on the GPU in use, most of the runs have been executed on Volta 100 GPUs featuring 5120 cores. On those GPUs, the total number of clones was \( N_{cl} = 327680 \).

One more crucial aspect of our GPU implementation is the partitioning of variables in independent sets. In this way, the spin update procedure can be performed in parallel inside each independent set.

Further details on the GPU implementation, on the optimizations and fine tuning of the code are reported in the Supplementary Material.

**Numerical results.** – We have been provided with 100 instances for different problem sizes. After some preliminary runs, we decided to focus our attention on sizes 256, 512 and 640, that, once transformed back to the form of a 3S3R model, correspond to \( N = 128, 256, 320 \).

The QG algorithm depends on a single parameter, \( w_1 \), which is the probability of flipping a variable entering in one unsatisfied interaction and two satisfied interactions. The other parameters are fixed: \( w_0 = 0 \) (the ground state is a fixed point of the QG algorithm) and \( w_2 = w_3 = 1 \) (the QG algorithm decreases the energy whenever possible). Our preliminary runs also served to optimize over \( w_1 \). In Fig. 1 we show the mean TTS in a given instance of size \( N = 256 \). The quadratic interpolation to the data estimates an optimal value \( w_1 = 0.054(1) \), with a negligible dependence on the problem size (at least for \( N \geq 128 \)). So hereafter we fix \( w_1 = 0.055 \). Although the QG algorithm does not satisfy the detailed balance, we can associate a pseudo-temperature to the value of \( w_1 \) by the relation \( w_1 = \exp(-2/T_{run}) \), where the latter is the probability of flipping the spin in the Metropolis algorithm running at temperature \( T_{run} \). It is worth noticing that for \( w_1 = 0.055 \) we have \( T_{run} \simeq 0.69 \), which is slightly above the dynamical transition temperature \( T_d \simeq 0.51 \) [14].

Being the QG algorithm stochastic, the TTS is a random variable whose probability distribution is often measured via its percentiles \( TTS_p \), defined by \( \mathbb{P}[TTS < TTS_p] = p/100 \). The organizers of the 3-XORSAT competition asked the participants to estimate the 99-th percentile \( TTS_{99} \) for each of the 100 instances of a given size and to report the median value (over the instances). This is the time required to solve with 99% probability an instance of median hardness. As we will discuss in detail we are not confident that this is the best metric for evaluating the performance of the proposed algorithms.

Most of our simulations have been executed on Nvidia V100 GPUs running in parallel \( N_{cl} = 327680 \) clones. The TTS for a single run of our QG algorithm is given by the shortest among the \( N_{cl} \) times each clone requires to reach the solution. Under the assumption, that we have checked numerically with great accuracy, that the cumulative distribution of the single clone time to reach a solution starts linearly in the origin, we have that the TTS (the best of the \( N_{cl} \) clones) is exponentially distributed as (see SM)

\[
\mathbb{P}[TTS > t] = \exp(-t/\tau).
\]  

A check of the above equation is reported in Fig. 2, where we plot in a semilogarithmic scale the probability that the TTS is larger than a given time \( t \) (in seconds) for 20 instances of size \( N = 256 \). Data have been obtained running the QG algorithm 1008 times and sorting the corresponding 1008 values of the TTS. We observe that the exponential distribution (which is linear in a semilogarithmic scale) describes very well the data down to a small probability. A consequence of this observation is that the TTS of our QG algorithm with a very large number of clones can be perfectly described in terms of the single timescale \( \tau \), the mean TTS, that depends solely on the particular instance under study.

In Fig. 2 the crossing of the data with the horizontal dotted line determines the value of \( TTS_{99} \). We believe that this is not the best estimate for the time such that the QG algorithm finds the solution with probability 99%. As a matter of fact, a better estimate, that is affected by much smaller fluctuations, is given by \( -\log(0.01) \tau \). The latter estimate is much more robust than \( TTS_{99} \) since it is obtained from all the measured TTS values. Moreover, \( TTS_{99} \) requires the execution of the algorithm at least 100 times, whereas \( \tau \) can be safely estimated from a much smaller number of measures.
In general, the value of TTS$_{99}$ can be better computed via $-\log(1 - p/100)\tau$, after the values of $\tau$ have been estimated. In Fig. 3 we plot for each of the 100 instances of size $N = 256$ the mean TTS $\tau$ and three equivalent estimates obtained from TTS$_{90}$ (the median), TTS$_{99}$ and TTS$_{99}$. For each instance, the four estimates are very close, whereas they vary a lot when changing the instance. A more careful inspection of the data in Fig. 3 highlights that the mean TTS $\tau$ is always in the middle of the group of the four estimates, while the estimate based on TTS$_{99}$ is sometimes far from the other. The above observations suggest that using $\tau$ instead of TTS$_{99}$ would provide more reliable and stable results in the analysis of algorithms performance.

Running with a short timeout. – What is the best possible way to estimate $\tau$? Obviously, having an unbounded computing power, one could simply execute the search $N_{\text{run}}$ times and just take the average of all the TTS values. But for a process that requires a computing time growing exponentially with the problem size $N$, this naive approach becomes soon unfeasible.

Nonetheless, we deduce from the data shown in Fig. 3 and from the cumulative distribution in Eq. 2 that runs with a very short TTS always exists for any $\tau$, although they become very rare for large values of $\tau$.

So we can adopt a different search strategy. Instead of letting every run to finish reaching the solution $s^*$ (that sooner or later is found, since the dynamical process we simulate is ergodic for finite $N$ values), we can set a timeout $t_{\text{max}}$ such that the QG algorithm reports a failure if the solution is not found in a time shorter than $t_{\text{max}}$.

This early stop strategy has several advantages. The use of a timeout prevents very long runs: this is very useful, not only because it stops in advance those unfortunate runs that would take an atypically long time, but also because makes all runs of a similar time duration (and this is very useful when planning a large group of parallel runs). More importantly, the algorithm with a timeout can also be run for very large sizes, when the algorithm without any timeout would take too long to finish. The data for problems of size $N = 320$ have been obtained with this strategy, and a sensible estimate would have been otherwise impossible to get.

If the timeout $t_{\text{max}}$ is much shorter than the mean TTS, $t_{\text{max}} \ll \tau$, only a small fraction of runs will find the solution. By running $N_{\text{run}}$ runs with a timeout $t_{\text{max}}$, we can estimate $\tau$ from the number $n$ of successful runs as follows. The posterior distribution on $\tau$ given that we observe $n$ successful runs among $N_{\text{run}}$ is proportional to

$$P(\tau | n) \propto \frac{1}{\tau} \left( \frac{N_{\text{run}}}{n} \right) \left( 1 - e^{-t_{\text{max}}/\tau} \right)^n \left( e^{-t_{\text{max}}/\tau} \right)^{N_{\text{run}} - n},$$

where the factor $1/\tau$ before the binomial coefficient is the prior on $\tau$ and it is such that, before taking any measurement, the probability measure is uniform on the variable $\ln \tau$. Since $t_{\text{max}} \ll \tau$ we can simplify the posterior to the following normalized distribution

$$P(\tau | n) = \frac{T_{\text{tot}}^n}{(n-1)!} \frac{e^{-T_{\text{tot}}/\tau}}{\tau^{n+1}},$$

with $T_{\text{tot}} = N_{\text{run}} t_{\text{max}}$ being the total running time. Getting an estimate of $\tau$ from this posterior distribution is straightforward and the results are shown in Fig. 4 for timeouts of 5, 10 and 20 seconds.

We see from the data in Fig. 4 that the estimates of $\tau$ from runs with a rather short timeout are very accurate for most of the samples: only for samples whose mean TTS is almost 2 orders of magnitude larger than the timeout did the estimate turn out to be larger, but still compatible within error bars. In particular we notice that for the median instance the estimates of $\tau$ (and thus of the 99-th percentile TTS$_{99}$) obtained from runs with a very short timeout are perfectly fine and allow to save a great amount of time.

We summarize in Table 1 our best estimates for TTS$_{99}$ in the median instance, and in Fig. 5 we plot the values reported in the table together with the best fitting exponential growth, TTS$_{99} \propto \exp(aN)$ with $a = 0.0786(4)$.

Analytic prediction for exponent $a$ in $\ln \tau \sim a N$. – Although the QG algorithm is heuristic and it does
not satisfy the detailed balance condition, we can still obtain an approximate analytical estimate of the exponent $a$ ruling the growth of $\tau$ with $N$, assuming the dynamics takes place in contact with a thermal bath at an effective temperature $T_{\text{run}} = -2/\log(w_1)$. In thermal equilibrium, we expect the time to visit the ground state $s^*$ to be related to the free-energy barrier between the paramagnetic state and the ordered state around $s^*$. We need to compute the free-energy as a function of the magnetization $m = \sum_s s/N$.

We consider a $K$-spin model on a $K$-regular random graph (the model we simulated has $K = 3$, but is worth presenting analytic computations for a generic $K$ value). In order to set the magnetization to an arbitrary value, we add an external field $b$ to the Hamiltonian: $H[s] = -b \sum_s s_i$. Using the cavity method for sparse models\cite{25,27} we can write the free-energy at temperature $T = 1/\beta$ in the following variational form

$$
-\beta f = \log(Z_i) + \log(Z_a) + K \log(Z_{ai}) - b m,
$$

that needs to be extremized with respect to the external field $b$ and the cavity fields $u$ and $h$. The saddle point equations read

$$
m = \tanh(\beta(Ku + b)),
h = (K - 1)u + b,
\tanh(\beta u) = \tanh(\beta) \tanh(\beta h)^{K-1}.
$$

The paramagnetic solution to Eq.\cite{3} has $u = h = m = 0$ and $f = f_{\text{para}} \equiv -\log(2 \cosh(\beta))/\beta$. The ferromagnetic solution has $u, h, m > 0$ and it exists only for temperatures $T < T_{\text{sp}}$, with the spinodal temperature given by

$$
T_{\text{sp}}^{-1} = \min_x \left\{ \text{atanh}\left[ \tanh(x) \tanh((K - 1)x)^{K-1} \right] \right\}.
$$

For $K = 3$, we have $T_{\text{sp}} = 0.980548$, and below this value, we can compute the barrier separating the paramagnetic and the ferromagnetic states.

In Fig.\ref{fig:freeenergy}, we plot $\beta \Delta f = \beta(f - f_{\text{para}})$ as a function of the magnetization $m$ for several temperatures below the spinodal one. We notice that the ferromagnetic state has always a higher free-energy than the paramagnetic state. Indeed this model has no thermodynamic phase transition, but only a dynamical transition at $T_d$. Although the ferromagnetic state never dominates the Gibbs measure in the large $N$ limit, we can estimate the time for reaching it by thermal fluctuations via

$$
\tau \approx \tau_0 \exp\left[ N \beta \max_ m \Delta f(m) \right],
$$

where $\tau_0$ is a microscopic timescale that we expect to depend mainly on the temperature and to diverge in the limit $T \rightarrow T_d^+$.

In Fig.\ref{fig:freeenergy} we show the free energy barrier as a function of the temperature, together with the relevant temperatures discussed so far. The horizontal line corresponds to the actual growing rate of the QG algorithm.

Several observations are in order. The analytic prediction based on the thermodynamic free-energy barrier $\beta \max_m \Delta f(T_{\text{run}}) = 0.0827249$ is a very good approximation to the actual rate. According to data shown in Fig.\ref{fig:freeenergy}, in principle a purely thermal algorithm could be even faster, but the divergence of $\tau_0$ approaching $T_d$ implies the existence of an optimal running temperature slightly above $T_d$. We believe $T_{\text{run}}$ used in our simulations is close to such an optimal temperature.
Conclusions. – We have described the algorithm and the strategy that are allowing us to rank first and well above all the other contenders in the 3-XORSAT competition that asked to solve a very hard optimization problem.

Although finding the ground state to the 3S3R model requires a time growing exponentially with the system size, we have discussed the strategy that allowed us to reduce the growing rate to a rather small value.

The detailed analysis of the running times that we have carried on suggests that the dogma of measuring TTS$_{99}$ for the median problem is not the best measure of algorithm performance, as it requires enormous computing resources without any clear advantage with respect to measuring the median TTS. The strategies discussed above (cloning and restarting) avoid the longest runs and make TTS$_{99}$ of limited practical relevance. We propose to rank algorithms according to the median TTS to solve the hardest instances, given that fluctuations among instances are far more severe.

The successful connection between the dynamical behavior of the QG algorithm and the thermodynamic barrier of the 3S3R model suggests that the statistical physics description of algorithms in terms of the energy landscape is a key tool towards their full comprehension and the proposal of possibly better optimization algorithms [28].
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Supplementary Material for manuscript

“How we are leading a 3-XORSAT challenge: from the energy landscape to the algorithm and its efficient implementation on GPUs”

Derivation of the exponential distribution for the TTS. – We derive here a central-limit-theorem like result that backs Eq. (2) in the main text.

Let $p_1(t)$ be the probability that a single clone has not found the ground state after running for time $t$. Let us further assume that $p_1(t)$ can be expanded as

$$p_1(t) = 1 - \frac{t}{t_0} + a_2t^2 + \ldots .$$

Let us now assume that we run $N_{cl}$ clones in parallel in our device. The probability that none of them hits the ground state after running for time $t$ is

$$p(t) = [p_1(t)]^{N_{cl}}.$$  

We shall now take the limit of a large number of clones by keeping fixed $t = tN_{cl}$

$$\log p(t = t/N_{cl}) = N_{cl}\log p_1(t) = \frac{t}{t_0} + O(1/N_{cl}),$$

which tells us that the limiting law is, indeed, exponential. Furthermore, a comparison with Eq.(2) in the main text tells us that $\tau = t_0/N_{cl}$.

Details on the GPU implementation. – The initial version of our code used a single CUDA thread to update the spins in each multi-spin coded replica. In this version, each of the thousands of threads running on the GPU processed the graph one node at a time by reading from global memory its 32 spin values and those of its neighbors, executing the spin update procedure and, if necessary, updating the spin word of the source node by writing it back to global memory. The information about the connectivity of the graph (that is the same for all the simulated replicas) was stored in the fast (cache-like) shared memory of the GPU. While this initial approach already delivered a good performance, we eventually implemented a number of optimizations that allowed the final version of the code to speedup considerably. First of all, while the GPU can run large numbers of threads simultaneously, using a thread per msc-replica made the processing of each of them a serial procedure (if we ignore the parallelism due to the multi-spin coding). Our first step of optimization consisted in exposing parallelism in the spin update of each msc-replica in order to process multiple nodes in parallel by multiple threads, speeding up considerably the update process. Also, using one thread per msc-replica made it necessary to store the msc-replica data in global memory as the limited size of the faster, on-chip shared memory was insufficient to hold a distinct msc-replica for each thread in a block (one can have up to 1024 threads in a single block). This represented one of the main bottlenecks of the code performances since the arithmetic density of the kernel is not high enough to hide the latency of the global memory accesses. However, using multiple threads per msc-replica, the number of replicas processed per block shrinks, making possible to move all the data into the shared memory. Moreover, since to process each node a thread must read its whole adjacency list from memory, we employed a low level optimization to allow threads to load an entire 6-element adjacency list with a single load instruction, achieving higher bandwidth in reading data from the shared memory.

Our first optimization consisted in an algorithmic improvement aimed at exposing parallelism in the spin update procedure. Since nodes that are not directly connected can be processed in parallel, before starting the simulations, we pre-process the interaction graph that determines the instance of the problem by partitioning it into independent sets. In this way, the spin update procedure can be performed in parallel inside each set (each one represents an anti-clique in the graph jargon). We process each msc-replica (and we recall that they are multi-spin coded) with a warp (that is a group of 32 CUDA threads). Each warp progresses in its search for the ground state by processing the graph one independent component at time, and for each component by updating the spin values in parallel. A warp synchronization is performed after the processing of each component in order to avoid race conditions.

In order to partition the graph in independent sets, we employ a simple greedy strategy in which the graph is scanned multiple times, each time trying to build a set of independent nodes of maximum size up to a fixed value, until all the nodes have been assigned to a set. Since we process each replica by using a warp, we expected that the optimal size of a set had to be a multiple of 32, in order to keep the processing of components as balanced as possible among the warps’ threads. Preliminary tests showed that the best performance was obtained by partitioning the graphs in sets of 32 nodes.

The choice of a simple partitioning scheme is motivated not only by the limited size of the graph that has, at most, few hundreds nodes, but also by the fact that the graph does not change during the computation. The partitioning

\footnote{Hereafter we refer to each group of 32 independent multi spin coded clones as a “msc-replica”}
is done just once in the beginning of the computation and takes a negligible fraction of the total execution time.

After the graph partitioning, the initial spin values for each replica are generated randomly using the Parisi-Rapuano pseudo random number generator [Physics Letters B, 157 (1985) 301] Since each node is part of exactly three triangles (each triangle represents a clause of the 3-xorsat formula) the graph is represented by a \(N \times 6\) matrix, where \(N\) is the number of nodes.

The graph partitioning is represented with two arrays: one that contains a permutation of the node indices such that all the nodes belonging to the same independent set are contiguous and the second, with an element per set, that contains the size of each set (maximum 32). The samples are stored as columns of a \(N \times \text{NumSamples}\) matrix, where \(\text{NumSamples}\) (the number of msc-replicas) is specified as input to the code (a typical choice is twice the number of computing cores available on the GPU). We use the smallest integer type for the graph and permutation buffers, sufficient to represent the node indices. For graphs with up to 256 or fewer nodes, we use the \texttt{unsigned char}\ type and for larger graphs we used \texttt{unsigned short}\ (this imposes a limit of 65536 nodes that, however, is well beyond any chance of being solved for a long time). For the sample matrix, we used 4-bytes integers, each one representing 32 spins.

The kernel in charge of the spin update is launched with one warp per sample. The kernel is divided in three logical parts. Initially, the warps copy from global to shared memory the input data (spin values, graph adjacency matrix and partitioning), then each warp executes the spin update procedure on its samples until the ground state is found or a maximum number of attempts has been made, and finally the updated spins are copied back to the permanent buffers in global memory. There are multiple attempts to update the spins within a single execution of the kernel to dampen the overhead of invoking it. A good trade-off is to sweep the whole system one hundred times at each kernel execution. When a warp finds that its system has reached the ground state, the execution continues until the requested number of attempts has been completed but the spins are no longer updated. This choice simplifies the control flow since there is no need to notify the other threads of the termination (communication among threads of different blocks is, somehow, discouraged by CUDA programming best practices). However, the exact iteration in which the system has reached the ground state is saved and reported at the end of the execution.

Each warp accesses the adjacency lists of the whole graph, the partitioning permutation and one column of the sample matrix. The graph and permutation data are read-only and are the same for every warp in the grid so we use a single shared buffer for each block. For the samples, on the other hand, we use a separate array for each warp in the blocks.

The limited size of the graphs combined with using a single warp per sample, allows us to fit all the data required to update the spins in shared memory making the kernel much faster by drastically limiting the latency of the memory accesses. For example, for the case \(N = 256\) using blocks of eight warps (256 threads), each block requires 10,752 bytes of shared memory, limiting the number of resident blocks on each SM to 6 (1,536 threads/SM), which means that 49,152 samples are processed per SM concurrently (taking into account the factor 32 due to the multi-spin coding).

In addition to the warp-level parallelization of the spin update procedure and to moving all the graph and spin buffers to the shared memory, we also employed a further, low level optimization aimed at reducing the number of memory load operations necessary for reading the adjacency lists from shared memory. Since each list contains exactly 6 vertices, at most 6 loads are necessary to read a list into the registers. Lowering this number allows to reduce further the number of instructions executed to read the same amount of data, resulting in a reduced latency of the accesses in shared memory. To that purpose, we increased the size of the lists by adding two unused elements. This makes the graph buffer 30% larger but it also makes the adjacency lists size exactly equal to either 8 or 16 bytes, depending on whether the nodes are represented with char or short int. It is then sufficient to wrap the 8-elements arrays representing the lists in either a \texttt{union}\ or a \texttt{struct}\ and reading them from memory as a single piece of data in order for the compiler to use a single 64- or 128-bit load for each one (LDS.U.{64,128}). Finally for the random numbers required by the update procedure, we resort to the generator provided by the \texttt{CURAND}\ library, part of the CUDA programming environment.