Research Article

A Cross-Media Retrieval Method Based on Semisupervised Learning and Alternate Optimization

Junzheng Li,1 Wei Zhu,2 Yanchun Yang,3 and Xiyuan Zheng3

1Network Information Management Center, Shandong Management University, Jinan 250357, China
2Department of Ophthalmology, Jinan Central Hospital, Cheelu College of Medicine, Shandong University, Jinan 250013, China
3School of Data and Computer Science, Shandong Women’s University, Jinan 250300, China

Correspondence should be addressed to Xiyuan Zheng; 306732399@qq.com

Received 31 March 2021; Revised 20 June 2021; Accepted 24 August 2021; Published 27 September 2021

Academic Editor: Yugen Yi

Copyright © 2021 Junzheng Li et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the continuous advancement in Internet technology, we are gradually stepping into an era of big data where a large amount of multimedia data is produced every day at any given time. In order to properly utilize these data, the research on big data is also constantly evolving. Cross-media retrieval is a prime example, aiming at retrieving various forms of data, for example, text, image, audio, video, and other forms. The most difficult task for cross-media retrieval lies in the potential correlation between different modalities data and how to overcome the semantic gap. This paper proposes a cross-media retrieval method based on semisupervised learning and alternate optimization (SMDCR) to overcome the abovementioned difficulties, thereby improving the retrieval accuracy. The main advantage of this method is to make full use of the degree of correlation between the semantic information of the labeled data and unlabeled data. Simultaneously, we combine the linear regression term, correlation analysis term, and feature selection term into a joint cross-media learning framework. Furthermore, the projection matrices are trained with the alternate optimization method. Finally, experimental results on two public datasets demonstrate the effectiveness of the proposed method.

1. Introduction

1.1. Research Background. At present, with the development and popularization of the Internet and digital media, the speed of data generation is accelerating, which results in a data torrent. The data types are also expanding rapidly, from traditional text types to new ways of presenting information by text, image, audio, animation, video, 3D animation, 3D video, etc. These data types have different presentation characteristics with semantic correlation. When users search semantic features through keywords, they can retrieve multimedia objects with the same theme in different modalities (Figure 1); for example, when searching for the violin, the results will simultaneously display violin-related pictures and violin music videos and 3D graphics. This retrieval mode is called cross-modal retrieval or cross-media retrieval [1, 2], which greatly improves the scope of information retrieval and helps the information retriever understand many aspects of different types of information through visual, auditory, and other perceptual ways.

Image data and text data are the most common and frequently used means to present complex data. In order to improve the accuracy and effectiveness of retrieval, machine learning has been studied by scholars in related fields. Image recognition technology [3] is the recognition of an image based on its main features as each image has its features and uniqueness. Simple images use color depth as the main feature, while complex images are distinguished by different levels of image texture. Invalid information interferes with the effectiveness of the extracted information and should be avoided during image recognition. The data retrieval process is illustrated in Figure 2. Users can submit the key information on the retrieval platform; then, multimedia information retrieval methods are used to measure the similarity between multimedia data which are finally exhibited on the retrieval platform.
Due to the popularity of the Internet and wide use of all kinds of multimedia equipment, hundreds of millions of multimedia data are produced every second with a wide range of sources, types, large volume, and other characteristics. If these data are fully utilized by technical means, the results of the research will be applied to everyday life, economic development, and even national security, which will bring unexpected gains. Research in this area will greatly improve the approach to the advancement in artificial intelligence.

1.2. Development of Cross-Media Retrieval Technology

1.2.1. Overview of Information Retrieval Models. Information retrieval refers to the process and technology of organizing information in a certain way, through which the relevant information according to the needs of the users can be located. The four most traditional categories of information retrieval models [4] are Boolean, vector space, probability, and language models. In modern Internet, the basic unit for the amount of information has risen to 10 billion, including texts, images, and videos, consequently making retrieval more difficult. If a large-scale resource set wants to be easily retrieved, the most general way is to carry out semantic annotation, and a data matrix corresponding to the semantic matrix results from a new matrix with a lot of 0’s, which is generally called sparse matrix [5]. It is fundamental for information retrieval to classify information with different technologies to find information for users.

1.2.2. Image Recognition Technology. Image recognition technology has already walked into our life, such as fingerprint attendance, face unlock, and face scan payment. Due to the obvious deficiency of human recognition at present, image recognition technology is constantly being explored. The main steps of image recognition technology are divided into data information acquisition, data preprocessing, feature selection and extraction, classification decision, and classifier design [3].

The relatively new type of image recognition techniques are based on neural networks, for example, neural network image recognition models based on genetic algorithms [6] and back propagation (BP) networks [7] which are very typical. Convolutional neural network (CNN), as one of the most prevalent deep learning algorithm, has been widely applied in the field of image recognition in recent years [8, 9]. Because the image is multidimensional, dimensionality reduction becomes the most effective method to improve the recognition ability, which is further divided into linear dimensionality reduction [10] and nonlinear dimensionality reduction [11]; for example, the Principal Component Analysis (PCA) [12] and Linear Discriminant Analysis (LDA) [13] are commonly used as linear dimensionality reduction models.

![Figure 1: Demonstration of cross-media retrieval.](image1)

![Figure 2: Data retrieval process.](image2)
reduction methods. The deepening research on image recognition and the application of this technology will expand and aid our human society since image is one of the main sources for us to obtain information.

1.2.3. Cross-Media Search Technology. What should be done to deal with multimedia data in the big data era? Many important research aspects on cross-media research have been proposed, including cross-media understanding, cross-media retrieval, and large spatiotemporal data search. The essence of cross-media research is to mine for the relationship between different modalities data, and its research results are helpful to complete the retrieval transformation between different modalities. The distribution of multimedia data in the feature space of different modalities shows that the data features of text, image, and video are essentially different, so it is impossible to directly contrast the similarity between different modalities data in cross-media retrieval. In order to solve the above problems, the commonly used method is subspace learning [14], which learns common feature representation of different modalities data. In order to associate different data modalities, the subspace learning takes multilevel nonlinear features from different data modalities and maps them onto a common subspace of the same dimension (Figure 3). Then, it measures the similarity to establish correlations between different modalities data.

Typical methods are Canonical Correlation Analysis (CCA) [15], Semantic Matching (SM) [16], Semantic Relevance Matching (SCM) [17], T-V CCA [18], Generalized Multiview Analysis Linear Discriminant Analysis (GMLDA) [19], Generalized Multiview Analysis Marginal Fisher Analysis (GMMFA) [20], Modality-Dependent Cross-Media Retrieval (MDCR) [21], Cross-Modal Online Low-Rank Similarity function learning (CMOLRS) [22], and Semi-supervised Learning Based Semantic Cross-Media Retrieval (S3CMR) [23]. CCA is adapted to obtain the correlation matching degree of different modalities data; from the perspective of data semantics, different modalities data are matched; thus, the triple constraints are added and the matching accuracy is improved. SM method is a semantic expansion of CCA, and SCM is a simple combination of SM and CCA, while the innovation of T-V CCA is that it adds the semantic perspective and carries out high-level semantic analysis from three aspects. T goal of GMLDA is to find the optimal direction of projection, which learns a common subspace through a supervised extension of CCA. GMMFA is mainly a collection of GMLDA and CCA; MDCR combines the correlation of data pairs with the semantic, and the projection matrix learning is based on different retrieval tasks. CMOLRS approach learns a low-rank bilinear similarity measure of different modalities data; S3CMR is also a semisupervised cross-media retrieval method which makes full use of both labeled data and the unlabeled data.

1.3. Organizational Structure of This Paper. There are five sections in this paper. The organizational structure of each section is summarized as follows:

Section 1 mainly introduces the relevant background of our research, the development of cross-media retrieval technology, the main research direction of this paper, and the summary of the organizational structure.

Section 2 mainly introduces some classic cross-media retrieval methods, which are CM, SM, SCM, PLSR, and MDCR.

Section 3 proposes a cross-media retrieval method based on semisupervised learning and alternate optimization; it introduces the objective function, the process of algorithm derivation, and the optimization steps of the algorithm.

Experimental results and analysis on two public datasets are shown in Section 4.

Section 5 summarizes the content of alternate optimized cross-media retrieval method based on semisupervised learning and innovation points.

2. Introduction of Cross-Media Retrieval Methods

2.1. Introduction. In the field of cross-media retrieval, researchers have proposed a variety of methods, in which the most widely used one is based on matrix projection in shared subspace to achieve unified representation of different modalities data. According to the enlightenment of related methods, this paper mainly proposes a cross-media retrieval method based on semisupervised learning and alternate optimization, which forms two pairs of projection matrices using labeled and unlabeled data samples, and calculates the sample feature distance in the alternate optimized training process, and the semantics of unlabeled sample data are represented by the trained feature distance. Wikipedia [24] and Pascal Sentence [8] datasets are used for experiments to verify the effectiveness of the proposed method. The results show that this method has a better prediction effect and improves the retrieval accuracy.

2.2. Introduction of Classic Cross-Media Retrieval Methods. For linear subspace learning, one classic method is Confirmatory Factor Analysis (CFA), which projects different
modalities data into a common space with two regularization transformation matrices, and achieves subspace projection by minimizing the matrix containing corresponding features obtained from the image and text set. The other one is the Classical Correlation Analysis (CCA) method, which is a widely used method in data correlation analysis. CCA transforms high-dimensional data into low-dimensional data through linear transformation. Then, it maximizes the correlation of different modalities data and analyzes the data using a correlation coefficient.

For nonlinear subspace learning, since CCA relies on linear methods to represent data, the idea of a pair of nonlinear transformation kernel functions [25] is used to transform data features into high-dimensional space called Kernel Canonical Correlation Analysis (KCCA) [26] when images and texts as well as other data cannot be linearly represented.

Semantic Matching (SM) [16] is originally used to measure the similarity between texts, and now it can be used to accomplish the task of cross-media retrieval. First, different modalities data are extracted from low-level features, and then the feature is semantically learned to map multimedia data objects into an isomorphic subspace, in which each dimension represents a semantic category. A multiclass logical regression is used to classify texts and images, that is, to calculate the posterior probability [27], and then matches the similarities based on semantic relevance.

Semantic relevance matching (SCM) [17] consists of CM and SM, improving the performance of both at the same time by simple combination. Firstly, the CCA method is used to map text features and image features to a subspace. Then it learns to maximize the correlation subspace and calculate the projection of each image-text pair. Next, the SM method is used to produce the same semantic subspace of the related subspace transformation matrix respectively. Retrieval is then carried out based on the distance in semantic matching.

PLSR (Partial Least Squares Regression) [28] method is a regression modeling method of multidimensional variable Y for multi-independent variable X. In the process of regression, the method considers both extracting the principal components in Y and X as much as possible (PCA-Principal Component Analysis) [29] and maximizing the correlation between the extracted principal components respectively (CCA). Briefly, PLSR is the combination of three basic methods, PCA, CCA, and multivariate linear regression.

The above methods either ignore feature consistency correlation or semantic consistency correlation. Besides, they are designed to learn the same couple of projection matrices for the involved subretrieval tasks. They fail to capture the characteristic of each subretrieval task and probably deteriorate the retrieval performance.

In literature [30], Wei et al. proposed a Modality-Dependent Cross-media Retrieval (MDCR) [30] method improves the accuracy of each single retrieval and keeps the distribution of data information consistent with semantic information. The problem is that this method ignores the effect of unlabeled data on the results when processing the optimization. This paper proposes a new cross-media retrieval method called SMDCR to better utilize semisupervised learning and alternate optimization of labeled data, unlabeled data, and semantic information. Based on MDCR method proposed by Wei, the objective function of SMDCR is as follows:

\[
\begin{align*}
\min_{U, V} & \, \lambda_1 \| UX^T - Y V^T \|_F^2 + (1 - \lambda_1) \left( \| UX^T - S \|_F^2 + \| Y V^T - S \|_F^2 \right) \\
& + \lambda_1 |U|_F^2 + \lambda_3 |V|_F^2,
\end{align*}
\]

where \(U \) and \(V \) represent the projection matrices of modal X and Y, respectively, \(S \) is the semantic matrix, \(\lambda_1, \lambda_2, \text{and} \lambda_3 \) are balance parameters, and \(| \cdot |_F \) is the \(L_2 \) norm for feature selection. The first term is used to learn the subspace and ensure correlation of image-text pairs. The second term guarantees samples to be closed to their labels after projection. The last two terms control the scale of projection matrices, which ensure the features are selected from different modalities simultaneously and also avoid overfitting.

3. A Cross-Media Retrieval Method Based on Semisupervised Learning and Alternate Optimization

Modality-Dependent Cross-media Retrieval (MDCR) [30] method improves the accuracy of each single retrieval and keeps the distribution of data information consistent with semantic information. The problem is that this method ignores the effect of unlabeled data on the results when processing the optimization. This paper proposes a new cross-media retrieval method called SMDCR to better utilize semisupervised learning and alternate optimization of labeled data, unlabeled data, and semantic information. Based on MDCR method proposed by Wei, the objective function of SMDCR is as follows:

\[
\min_{U, V} \lambda_1 \| UX^T - Y V^T \|_F^2 + (1 - \lambda_1) \left( \| UX^T - S \|_F^2 + \| Y V^T - S \|_F^2 \right) \\
+ \lambda_1 |U|_F^2 + \lambda_3 |V|_F^2,
\]

where \(U \) and \(V \) represent the projection matrices of modal X and Y, respectively, \(S \) is the semantic matrix, \(\lambda_1, \lambda_2, \text{and} \lambda_3 \) are balance parameters, and \(| \cdot |_F \) is the \(L_2 \) norm for feature selection. The first term is used to learn the subspace and ensure correlation of image-text pairs. The second term guarantees samples to be closed to their labels after projection. The last two terms control the scale of projection matrices, which ensure the features are selected from different modalities simultaneously and also avoid overfitting.

3.1. Objective Function. The cross-media retrieval task of this paper is the mutual retrieval between text data and image data. The notations and descriptions used in this paper are as follows.

Definition \(D = (X_i, Y_i)_{i=1}^n \) represents all sample data pairs, where \(n = l + u \) represents the number of sample pairs, \(l \) and \(u \) represent the number of labeled samples and the number of unlabeled samples, \(X_i \) is the \(i\)-th sample of modal data X, \(Y_i \) is the \(i\)-th data sample of modal data Y, \(X_{lu} = (X_{lu} X_{lu}) \) represents all sample data of modal data \(X, Y_{lu} = (Y_{lu} Y_{lu}) \) represents the total sample data of modal data \(Y, \) where \(X_{lu} \in R^{m \times l} \) and \(Y_{lu} \in R^{q \times u} \), \(p \) is the dimension of image modal data, and \(q \) is the dimension of text modal data. There are \(c \) classes in dataset \(D, \) then the semantic matrix is represented with \(S = (S_i, S_j) \in R^{m \times c}. \) By learning the image projection matrix \(U \) and the text projection matrix \(V, \) the two
different modalities data are projected into an isomorphic subspace for mutual retrieval. The objective function of SMDCR for Image retrieval Text (I2T) is as follows:

\[ f_1(U_1, V_1) = \min_{U_1, V_1} \|X_{lu}U_1^T - Y_{lu}V_1^T\|_F^2 + \beta\|X_{lu}U_1 - S\|_F^2 + \lambda_2\|U_1\|_F^2 + \lambda_3\|V_1\|_F^2, \quad (2) \]

The objective function of SMDCR for Text retrieval Image (T2I) is as follows:

\[ f_2(U_2, V_2) = \min_{U_2, V_2} \|X_{lu}U_2^T - Y_{lu}V_2^T\|_F^2 + \beta\|Y_{lu}V_2 - S\|_F^2 + \lambda_2\|U_2\|_F^2 + \lambda_3\|V_2\|_F^2, \quad (3) \]

where \(\|X_{lu}U_1^T - Y_{lu}V_1^T\|_F^2\) and \(\|X_{lu}U_2^T - Y_{lu}V_2^T\|_F^2\) denote the feature consistency between the multimedia data in the new isomorphic space and \(\|X_{lu}U_1^T - S\|_F^2\) and \(\|Y_{lu}V_2^T - S\|_F^2\) represent the semantic consistency in the new isomorphic space, while the latter two terms represent the regularization term preventing overfitting. \(\lambda_1\) represents the balance parameter of the feature and the projection ratio, where \(\beta = 1 - \lambda_1\). \(\lambda_2\) and \(\lambda_3\) are the balance parameters for the feature selection in image and text modality. The role of the two expressions (2) and (3) is to learn two pairs of projection matrices \(U\) and \(V\).

### 3.2. Optimization Process.

The method of alternate optimization is used for training; projection matrices \(U\) and \(V\) are initialized; \(U\) is fixed and \(V\) is updated, and then \(V\) is fixed and \(U\) is updated.

For \(I2T\), by differentiating the partial derivative of \(f_1(U_1, V_1)\) for \(U_1\), we can get

\[ \frac{\partial f_1}{\partial U_1} = U_1X_{lu}^TX_{lu} + 2(\lambda_1U_1 - V_1Y_{lu}^T - \beta S^TX_{lu}) = 0, \]

\[ U_1 = \frac{2(\lambda_1V_1Y_{lu}^TX_{lu} + \beta S^TX_{lu})}{(X_{lu}^TX_{lu} + 2\lambda_2I_1)}. \quad (4) \]

Similarly, by differentiating the partial derivative of \(f_1(U_1, V_1)\) for \(V_1\), we can get

\[ V_1 = \frac{(\lambda_1U_1X_{lu}^TY_{lu})}{(\lambda_1Y_{lu}^TX_{lu} + \lambda_3I_2)}. \quad (5) \]

For \(T2I\), by differentiating the partial derivative of \(f_2(U_2, V_2)\) for \(U_2\), we can get

\[ \frac{\partial f_2}{\partial U_2} = 2[\lambda_2U_2 + \lambda_1(U_2X_{lu}^TX_{lu} - V_2Y_{lu}^TX_{lu})], \]

\[ U_2 = \frac{(\lambda_1V_2Y_{lu}^TX_{lu})}{(\lambda_1X_{lu}^TX_{lu} + \lambda_2I_1)}. \quad (6) \]

By differentiating the partial derivative of \(f_2(U_2, V_2)\) for \(V_2\), we can get

\[ V_2 = 2 \frac{(\lambda_1U_2X_{lu}^TY_{lu} + \beta S^TY_{lu})}{(Y_{lu}^TY_{lu} + 2\lambda_3I_2)}. \quad (7) \]

In the above expressions, \(I_1\) denotes the \(p\)-dimensional unit matrix and \(I_2\) denotes the \(q\)-dimensional unit matrix. The values of \(U\) and \(V\) are trained by the expressions above. The proposed SMDCR method uses the final optimization results for cross-media retrieval between text and images by adding semantic information of unlabeled data samples to the process of alternate optimization.

Taking the image retrieval task as an example, the optimization algorithm is shown in Algorithm 1. In the SMDCR method, the procedure of the text retrieval image algorithm is consistent with Algorithm 1, so we do not repeat it.

### 4. Experiments

#### 4.1. Dataset Presentation.

Wikipedia dataset selects more featured articles from Wikipedia and is the most frequently used dataset in cross-media retrieval experiments. It is also the first publicly available dataset in this field. Wikipedia dataset consists of 2,866 labeled image-text pairs, which are divided into 10 semantic classes according to semantic type. 2,173 data pairs are randomly selected as the training data and the remaining 693 pairs are used as the testing data. In this paper, two feature representation methods are used for Wikipedia dataset. One method is a representation of image data by 128-dimensional SIFT (Scale Invariant Feature Transformation) feature [31] and text data by 10-dimensional LDA (Latent Dirichlet Allocation) feature [32], which is recorded as Wikipedia-1. The other method is that image data are represented by 4096-dimensional CNN (Convolution Neural Network) feature, and text data are represented by 100-dimensional LDA feature, which is recorded as Wikipedia-2.

Pascal Sentence dataset contains 20 semantic classes, 1,000 pairs of image-text data; each semantic class contains 50 data pairs. In the experiments, 30 data pairs are randomly selected from each class as the training data, and the remaining pairs are used as the testing data. The image data are represented by 4096-dimensional CNN feature [9], while the text data are represented by 10-dimensional LDA feature.
Repeat
Repeat
\[ \text{value 1} = f_1(U_1, V_1) = \min_{U_1, V_1, \lambda_1} \| X_{\text{in}} U_1^T - Y_{\text{in}} V_1^T \|_F^2 + \beta \| X_{\text{in}} U_1^T - S_1 \|_F^2 + \lambda_2 \| U_1 E_1^2 + \lambda_3 \| V_1 F_1^2 \]
\[ U_1 = (\lambda_1 U_1 X_{\text{in}} Y_{\text{in}} / (\lambda_2 X_{\text{in}} X_{\text{in}} + 2 \lambda_3 I_{\text{in}})) \]
\[ \text{value 2} = f_1(U_1, V_1) = \min_{U_1, V_1, \lambda_1} \| X_{\text{in}} U_1^T - Y_{\text{in}} V_1^T \|_F^2 + \beta \| X_{\text{in}} U_1^T - S_1 \|_F^2 + \lambda_2 \| U_1 E_1^2 + \lambda_3 \| V_1 F_1^2 \]
\[ j = j + 1 \]
Until \( \text{value 1} - \text{value 2} < \epsilon_1 \)
Repeat
\[ \text{value 3} = f_1(U_1, V_1) = \min_{U_1, V_1, \lambda_1} \| X_{\text{in}} U_1^T - Y_{\text{in}} V_1^T \|_F^2 + \beta \| X_{\text{in}} U_1^T - S_1 \|_F^2 + \lambda_2 \| U_1 E_1^2 + \lambda_3 \| V_1 F_1^2 \]
\[ i = i + 1 \]
Until \( \text{value 3} - \text{value 2} < \epsilon_2 \)
\[ S_t = X_{\text{in}} U_t^T - Y_{\text{in}} V_t^T \]
\[ t = t + 1 \]
\[ S_t = (S_t, S_t) \]
Until \( t > \) maximum number of iterations

**Algorithm 1:** The whole learning algorithm for our proposed SM3CR.

### 4.2. Experimental Results and Analysis

This paper mainly compares SM3CR with nine methods: CCA, SM, SCM, T-V CCA [18], GMLDA [19], GMMFA [20], MDCR [21], CMOLRS [22], and S3CMR [23]. CCA is the most traditional cross-media method, which maximizes the correlation of different modalities data and analyzes the data with a correlation coefficient. SM method is a semantic expansion of CCA, and SCM is a simple combination of SM and CCA, while the innovation of T-V CCA is that it adds semantic perspective and carries out high-level semantic analysis from three aspects. The goal of GMLDA is to find the optimal direction of projection, which learns a common subspace through a supervised extension of CCA. GMMFA is mainly a collection of GMLDA and CCA; MDCR combines the correlation of data pairs and the semantic, and the projection matrix learning is based on different retrieval tasks; the CMOLRS approach learns the low-rank bilinear similarity measure of different modalities data; S3CMR is also a semisupervised cross-media retrieval method which makes full use of both labeled data and unlabeled data, but the optimization method of SM3CR is not very effective.

In our experiment, we verify our proposed method SM3CR for two retrieval tasks: Image retrieval Text (I2T) and Text retrieval Image (T2I). The main test indexes of the experimental results are Mean Average Precision (MAP) and Precision Recall (P-R) curves [33]. The parameters in equations (2) and (3) are set differently in different datasets.

On Wikipedia dataset, for I2T retrieval, the parameters are set as follows: \( \lambda_1 = 0.65, \beta = 1 - \lambda_1, \lambda_2 = 0.3, \lambda_3 = 0.1, \epsilon_1 = 0.00001, \epsilon_2 = 0.000001; \) for T2I retrieval, the parameters are set as follows: \( \lambda_1 = 0.2, \beta = 1 - \lambda_1, \lambda_2 = 0.05, \lambda_3 = 0.01, \epsilon_1 = 0.00001, \epsilon_2 = 0.000001. \) The MAP scores of SM3CR method versus other compared methods are shown in Table 2. The P-R curves of I2T and T2I retrieval are shown in Figure 5. We find that SM3CR outperforms the best performance of previous papers. Among the compared methods, CCA performs the worst performance compared to other cases. This is because it is the only method that employs paired samples to learn the shared space and thereby no explicit semantics are exploited. Although MDCR learns the same couple of projections for different sub retrieval tasks, it ignores paired semantic consistency. Thus, MDCR obtains a suboptimal retrieval performance compared to our method. From the experiment results, we can also see that our method achieves the best performance when semantic classes are increased.

In addition, the MAP scores for each class on Wikipedia and Pascal Sentence dataset are shown in Figures 6 and 7, respectively. Figures 4–7 further confirm the effectiveness of our method. From the above experiments, it is clear that our method with semisupervised learning and alternate optimization outperforms other compared methods.

There are four parameters \( \lambda_1, \beta, \lambda_2, \lambda_3 \) in the proposed approach. \( \lambda_1 \) is the weighting parameter of the feature consistency term, and \( \lambda_2 \) and \( \lambda_3 \) are the balance parameters for the feature selection in image and text modalities. In our experiments, \( \beta = 1 - \lambda_1, \lambda_1, \lambda_2, \lambda_3 \) is adjusted from 0.001, 0.01, 0.1 on Wikipedia and Pascal Sentence dataset with one fixed parameter and the performance with the other two parameters is observed. The selected parameter, through experimental results, is the one that makes the performance of our method most stable.
Table 1: The MAP scores on Wikipedia dataset.

| Method  | I2T  | T2I  | Average |
|---------|------|------|---------|
| CCA     | 18.2 | 20.9 | 19.5    |
| SM      | 22.5 | 22.3 | 22.4    |
| SCM     | 27.7 | 22.6 | 25.2    |
| GMMFA   | 26.4 | 23.1 | 24.7    |
| GMLDA   | 27.2 | 23.2 | 25.2    |
| TC-CCA  | 22.8 | 20.5 | 21.6    |
| MDCR    | 27.1 | 22.5 | 24.8    |
| CMOLRS  | 28.46| 20.85| 24.64   |
| S3CMR   | **29.3** | 22.3 | 25.8    |
| SMDCR   | 29.0 | **23.5** | **26.2** |

Numbers in boldface are the best.

Figure 4: P-R curves of SMDCR method versus compared methods on Wikipedia-2 dataset. (a) I2T. (b) T2I.

Table 2: The MAP scores on Pascal Sentence dataset.

| Method  | I2T  | T2I  | Average |
|---------|------|------|---------|
| CCA     | 26.1 | 35.6 | 30.9    |
| SM      | 42.6 | 46.7 | 44.6    |
| SCM     | 36.9 | 37.5 | 37.2    |
| GMMFA   | 45.5 | 44.7 | 45.1    |
| GMLDA   | 45.6 | 44.8 | 45.2    |
| TC-CCA  | 33.7 | 43.9 | 38.8    |
| MDCR    | 45.5 | 47.1 | 46.3    |
| CMOLRS  | 41.48| 42.29| 41.88   |
| S3CMR   | 45.9 | 45.8 | 45.9    |
| SMDCR   | 47.5 | **48.3** | **47.9** |

Numbers in boldface are the best.
Figure 5: P-R curves of SMDCR method versus compared methods on Pascal Sentence dataset. (a) I2T. (b) T2I.

Figure 6: Continued.
Figure 6: The MAP scores for each class on Wikipedia-2. (a) I2T on Wikipedia-2. (b) T2I on Wikipedia-2. (c) Average MAP on Wikipedia-2.

Figure 7: Continued.
5. Conclusion

In recent years, with the wide spread of the concept of big data expanding to various fields, the concept of big data retrieval is gradually being established. The task of data retrieval is becoming more and more serious, and the need to solve retrieval accuracy problems is becoming more and more important. Additionally, the accuracy of the method often determines the speed and the application width. Therefore, an improved and efficient retrieval method should be proposed to serve people in daily life, work efficiency, scientific and technological development, etc. For cross-media retrieval, the biggest difficulty lies in the heterogeneity of different modalities data, which causes a semantic gap. In this paper, a cross-media retrieval method based on semisupervised learning and alternate optimization is proposed for the mutual retrieval between the text and image.

Cross-media retrieval method based on semisupervised learning and alternate optimization mainly involves semantic gap. Using a large amount of media data either labeled or unlabeled for semisupervised learning, semantic learning of labeled data to unlabeled data is applied to improve the accuracy of cross-media retrieval between texts and images. The proposed method shows a high power in cross-media retrieval tasks and brings a significant improvement in retrieval accuracy. Extensive experiments show the effectiveness of our proposed method as compared to the nine other state-of-the-art methods.
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