Abstract

Yang-Mills tree-level amplitudes contain singularities of codimension one like collinear and multi-particle factorizations, codimension two such as soft limits, as well as higher codimension singularities. Traditionally, BCFW-like deformations with one complex variable were used to explore collinear and multi-particle channels. Higher codimension singularities need more complex variables to be reached. In this paper, along with a discussion on higher singularities and the role of the global residue theorem in this analysis, we specifically consider soft singularities. This is done by extending Risager’s deformation to a $\mathbb{C}^2$-plane, i.e., two complex variables. The two-complex-dimensional deformation is then used to recursively construct Yang-Mills tree amplitudes.
1 Introduction

Since the introduction of the CSW expansion [1] and BCFW recursion relations [2, 3], the methods have been extensively used in calculations of tree and loop-level amplitudes in QCD, $\mathcal{N} = 4$ super Yang-Mills theory, general relativity and $\mathcal{N} = 8$ supergravity. For a review of on-shell methods, see [4] and the references listed there, see also [5, 6] for the supersymmetric extension of BCFW deformation.

Inspired by these modern methods of S-matrix calculation and also twistor space formulation of BCFW, a dual formulation for the S-matrix of $\mathcal{N} = 4$ SYM was proposed [7].

Using multi-dimensional complex analysis, this duality connects the leading singularities of planar $N^k$MHV amplitudes to simple contour integrals over the Grassmannian manifold of $k$-planes in $n$-dimensions.

The idea of the BCFW technique is to apply the residue theorem to the complexified tree amplitude, $M(z)$, and construct the non-deformed amplitude recursively,

$$M(0) = \frac{1}{2\pi i} \oint_C dz \frac{M(z)}{z} - \sum_{z_{ij}} \text{Res} \left( \frac{M(z)}{z} \right),$$  \hspace{1cm} (1)

where the contour of integration encloses all the poles of integrand, and $z_{ij}$ are poles of $M(z)$.

In order to complexify the amplitude, two of the external momenta are shifted into complex plane preserving momentum conservation. In spinor-helicity notation, BCFW deformation is on the holomorphic and anti-holomorphic spinors of two different particles,

$$\lambda^k(z) = \lambda^k + z\lambda^l, \quad \tilde{\lambda}^l(z) = \tilde{\lambda}^l - z\tilde{\lambda}^k,$$

in such a way that $M(z)$ vanishes at infinity. In $\mathcal{N} = 4$ super Yang-Mills, $\tilde{\eta}_l(z) = \tilde{\eta}_l - z\tilde{\eta}_k$, and any two particles can be deformed. Here we will only consider gluon amplitudes and the helicities of $k$ and $l$ can be anything except ($-$, $+$).

BCFW-like deformations were used to give a direct proof of the CSW-expansion of amplitudes in pure Yang-Mills by Risager [9], and in super Yang-Mills by Elvang et al [10]. Risager’s deformation, applied only to $\tilde{\lambda}$ of negative helicity particles, contains an auxiliary anti-holomorphic spinor, $\tilde{\eta}$ similar to CSW’s reference spinor,

$$\tilde{\lambda}^i \rightarrow \tilde{\lambda}^i + z\alpha^i \tilde{\eta},$$

where $\alpha^i$ are constant. For an amplitude with $k$ negative helicities, we can fix two of $\alpha^i$’s using momentum conservation,

$$\sum_i \alpha^i \lambda^i = 0.$$

Now in order to have BCFW-like recursion relations we must impose the condition

\footnote{The reader is referred to [8] for a sample of recent progress.}
\footnote{Not to be confused with the Grassmann parameter $\tilde{\eta}$ in the supersymmetric deformation.}
under which the amplitude $M(z)$ vanishes while $z \to \infty$, which is precisely satisfied by this deformation. By an induction procedure, Risager showed that Yang-Mills tree amplitudes can be constructed using CSW rules.

On a $\mathbb{C}^2$-plane where $\tilde{\lambda}^i$ lives, Risager’s deformation constrains the shifted spinor to a strip made by the original $\tilde{\lambda}^i$ and the shift, $z\alpha^i\tilde{\eta}$. The full $\mathbb{C}^2$-plane hence can not be reached by the shift. This observation suggests the idea of generalization of Risager’s deformation in order for $\tilde{\lambda}^i$’s to have access to entire space. In fact it is more natural to deform spinors in a two-complex-dimensional plane, $\mathbb{C}^2$, for which we need two complex variables. The amplitude therefore depends on two complex variables and the generalization of the residue theorem to several variables, the global residue theorem (reviewed in section 3), can be applied.

We follow the steps to reconstruct the physical non-deformed amplitude. The novelty is that now the amplitude generically receives contributions from channels that were not accessible before. In our examples in this paper these new contributions are soft limits (in each of which one of the external deformed momenta vanishes), and double-factorization channels. Therefore, the full amplitude can be reconstructed using two codimension one and a single codimension two singularities.

Using generalized deformations, we will have access to channels of interaction which are out of reach by one-variable BCFW or Risager’s shifts. This is our main motivation for using complex multi-variable analysis in calculations of scattering amplitudes. In multi-variable analysis where all the shifts are linear, the Cauchy’s theorem can be applied several times to build non-deformed amplitudes. However, with generic deformations (e.g. non-linear shifts), the only possible way to solve the multi-variable problem is applying the global residue theorem.

Here we restrict ourselves to color-ordered Yang-Mills tree-level amplitudes. We discuss general BCFW-like deformations and the necessity of applying the global residue theorem in section 2. Risager’s two-variable deformation is introduced in particular. In section 3, residues in multi-dimensional complex analysis and the global residue theorem, our mathematical tool, are briefly reviewed. Calculations of NMHV 5- and 6-particle amplitudes with two complex variables and appearance of soft terms, as new contributions, are given in sections 4 and 6 respectively. Section 5 generalizes the argument to the $n$-particle $N^{k-2}$MHV amplitudes. We discuss that with the introduced deformation, there is no more singular term in the corresponding residue theorem, except the known collinear, multi-particle and soft singularities. We finally make some concluding remarks in section 7.

2 General deformations and the global residue theorem

Through general deformations on holomorphic and anti-holomorphic spinors, scattering amplitudes are generic functions of several complex variables. The simplest linear deformation with one variable is BCFW by which the Cauchy’s theorem generates
non-deformed amplitudes. In BCFW and also Risager’s one-variable methods, not all but some of the singularities of amplitudes can be reached. These singularities are collinear, where two external momenta are orthogonal \((p^i \cdot p^j = 0)\), and multi-particle \(((\sum_i p^i)^2 = 0)\) for a subset of external particles\(^4\). We call them codimension one singularities where each of them can be determined by one condition on external momenta. It is clear that one complex variable in the deformation is enough for solving the condition and finding the pole.

Applying a linear two-variable Risager’s deformation, amplitudes exhibit codimension two singularities: \((\text{codimension one}) \times (\text{codimension one})\), and soft singularities. The former corresponds to a two-factorization channel of interaction where each singularity can be of collinear or multi-particle type with codimension one. Therefore each diagram of this type has two different poles which can be completely determined by two variables. A soft singularity arises where an external momentum vanishes, and as a result the contribution of this process to the amplitude contains a singular factor. For a soft momentum of a massless particle, there are again two equations to determine the pole, since each index \(\alpha\) or \(\dot{\alpha}\) in \(P_{\alpha\dot{\alpha}}\) runs over 1 and 2, hence we need exactly two variables to solve the equations.

Having linear deformations, one can apply Cauchy’s theorem to the complexified amplitude which has now two linear polynomials in the denominator,

\[
\oint \oint dz_1 dz_2 \frac{1}{(az_1 + bz_2 + c)(a'z_1 + b'z_2 + c')}.\]

These polynomials are denominators of propagators, which become on-shell, or of the soft factors. We first carry out, e.g., \(z_2\)-integral in which the corresponding pole is considered as a function of the other variable, \(z_2^* = z_2^*(z_1)\). We will finally find \(1/(ab' - a'b)\) after the second integration. The same result can be obtained from the global residue theorem which will be discussed in the next section.

With generic deformations, propagators will have higher degree polynomials in denominators corresponding to different types of singularities. In case these polynomials are irreducible, Cauchy’s theorem does not work and the global residue theorem has to be applied. This theorem, the generalization of Cauchy’s one variable residue theorem, is the only tool in calculations with more complex variables and higher degrees.

Toward having the goal of presenting amplitudes which makes different singularities manifest, in this paper we extend Risager’s deformation to \(\mathbb{C}^2\) and will see amplitudes expose codimension two singularities. As was discussed in the introduction, Risager’s shift naturally needs to be defined in a two-complex-dimensional plane. Therefore, our generalized deformation on negative helicities will be,

\[
\hat{\lambda}^i \longrightarrow \hat{\lambda}^i + \alpha^i(z_1\hat{\zeta}_1 + z_2\hat{\zeta}_2),
\]

\(^4\)One can think of a particular auxiliary spinor in Risager’s deformation by which some external momenta can be soft, but generically soft singularities are not visible in this way. Consider the deformation \(\hat{\lambda}^i \rightarrow \hat{\lambda}^i + z\alpha^i\hat{\lambda}^i\) on negative helicity particles which include particle 1. It can be immediately seen that \(\hat{\lambda}^i(z)\) vanishes at \(z^* = -1/\alpha^1\). This is in fact the pole of all the diagrams in which particle 1 is collinear with any other particle.
with \( \tilde{\zeta}_1 \) and \( \tilde{\zeta}_2 \) being two reference spinors, and \( \alpha^i \) are determined in such a way that momentum conservation is preserved. Although with this linear deformation it is possible to recover the non-deformed amplitude using Cauchy’s theorem, we will apply the global residue theorem in our calculations.

### 3 Review of residues in multi-dimensional complex analysis

Starting by a linear deformation in two complex variables, \( z_1 \) and \( z_2 \), on \( \tilde{\lambda}' \)’s of negative helicity particles, generalization of Risager’s deformation, the amplitude will be a rational function of both variables. In analogy with one-variable analysis, we study the following contour integral from which the physical amplitude, \( M(0,0) \), can be obtained

\[
\oint dz_1 dz_2 \frac{M(z_1, z_2)}{z_1 z_2},
\]

where the denominator of \( M(z_1, z_2) \) factorizes into pieces coming from deformed propagators. Therefore, the full integrand of (2) can be written as \( \frac{g(z_1, z_2)}{f_1(z_1, z_2) f_2(z_1, z_2)} \), where \( z_1, z_2 \) and the factors of the denominator of \( M \) could arbitrarily belong to \( f_1 \) or \( f_2 \). The functions \( f_1, f_2 \) and \( g \) are polynomials, and \( g \) is regular at zeros of the denominator.

Now, let \( \Gamma \) be the set of all the zeros of \( f_1 \) and \( f_2 \),

\[
\Gamma = \{ P = (z_1^*, z_2^*) | f_1(z_1^*, z_2^*) = f_2(z_1^*, z_2^*) = 0 \}.
\]

The Global Residue Theorem for any \( f_1 \) and \( f_2 \), states that

\[
\sum_{P \in \Gamma} \text{Res} \left( \frac{M(z_1, z_2)}{z_1 z_2} \right)_{P} = 0,
\]

when the degree condition

\[
\text{deg}(g) < \text{deg}(f_1) + \text{deg}(f_2) - 2
\]

is satisfied. \(^5\)

Since there are different ways to group factors of the denominator into \( f_1 \) and \( f_2 \), there exist different residue theorems for a given function \( M(z_1, z_2) \). Each term in (4)

---

\(^5\) With \( n \) complex variables and therefore \( n \) maps, \( (f_1, \cdots, f_n) : \mathbb{C}^n \to \mathbb{C}^n \), the degree condition generalizes to \( \text{deg}(g) < \text{deg}(f_1) + \cdots + \text{deg}(f_n) - n \). This condition is analogous to having no pole at infinity in the usual BCFW or Risager’s deformation with one complex variable.
is a contour integral for small $\epsilon$ as follows,

$$
\text{Res} \left( \frac{g(z_1, z_2)}{f_1(z_1, z_2)f_2(z_1, z_2)} \right)_P = \frac{1}{(2\pi i)^2} \oint_{f_1=\epsilon, f_2=\epsilon} dz_1dz_2 \frac{g(z_1, z_2)}{f_1(z_1, z_2)f_2(z_1, z_2)}
$$

$$
= \frac{g(z_1^*, z_2^*)}{(2\pi i)^2} \oint_{|u|=|v|=\epsilon} \frac{du}{u} \frac{dv}{v} \det \left( \frac{\partial(f_1, f_2)}{\partial(z_1, z_2)} \right)^{-1}
$$

(6)

where in the last line we performed a change of variables, $u = f_1$ and $v = f_2$, so the corresponding Jacobian, evaluated at $P = (z_1^*, z_2^*)$, appears inside the integral.

As can be seen above, the integration factorizes into two pieces, each on a $\mathbb{C}^1$-plane similar to one variable analysis. The full contour is therefore $S^1 \times S^1 \subset \mathbb{C}^2$ which unlike the one variable case does not fully enclose the pole. This is in fact one important difference between one and several complex integrals. Each of these integrals around the defined contour equals 1, therefore the residue is given by

$$
\text{Res} \left( \frac{g(z_1, z_2)}{f_1(z_1, z_2)f_2(z_1, z_2)} \right)_P = g(z_1^*, z_2^*) \det \left( \frac{\partial(f_1, f_2)}{\partial(z_1, z_2)} \right)^{-1}(z_1^*, z_2^*).
$$

(7)

While having a determinant, the ordering of arguments is important. We fix the orientation of contours in such a way that $f_1$ always comes before $f_2$ in the Jacobian. With the order reversed there will be a minus sign for the residue.

Now in case $f_1$ contains $z_1$ and $f_2$ contains $z_2$, one possible solution for $f_1 = f_2 = 0$ would be $z_1^* = z_2^* = 0$. It is obvious that $M(z_1, z_2)$ is not singular at $(0, 0)$ since this corresponds to no deformation on the amplitude. Therefore, (7) gives the physical non-deformed amplitude,

$$
\text{Res} \left( \frac{M(z_1, z_2)}{z_1 z_2} \right)(0, 0) = M(0, 0).
$$

This simply fixes our convention for the definition of $f_1$ and $f_2$. In order for (4) to contain $M(0, 0)$ as one of the terms, $z_1$ and $z_2$ have to belong to different functions. Applying this convention, we will use (4) and (7) for calculations in the following sections provided the degree condition is satisfied.

In the same way that Risager [9] proved the $z^{-k}$ behavior of $N^{k-2}$MHV Yang-Mills amplitudes, $k$ being the number of negative helicities, we show that the degree condition (5) is satisfied with our 2-variable deformation. The most dangerous Feynman diagrams are those with only cubic vertices. Performing this deformation on $\hat{\lambda}$ of all negative helicity particles, one finds that $\text{deg}(g) = m$ when there are $m$ cubic vertices. The reason is that each cubic vertex depending on a deformed momentum is linear in $z_1$ and $z_2$.

In the denominator of amplitudes we have contributions from $m - 1$ propagators and $k$ polarization vectors. Each propagator linearly depends on complex variables. On the other hand, the $z_{1,2}$-dependence of polarization vectors depends on their helicities.
For negative helicities we have

\[ \epsilon^{\mu(-)}(p) = \frac{\lambda^\alpha(p)\sigma^\mu\tilde{\lambda}^\alpha(q)}{\sqrt{2}pq}, \]

where \( q \) is an auxiliary spinor. The deformation is on \( \tilde{\lambda}(p) \), so each polarization vector with negative helicity contributes a +1 to the degree of denominator. Since we are working with \( M(z_1, z_2)/z_1z_2 \), the total degree of denominator will be \( \text{deg}(f_1) + \text{deg}(f_2) = (m-1) + k + 2 \). The degree condition then says \( m < m+k+1-2 \) or \( 1 < k \) which is true. Therefore, the validity condition of the global residue theorem is satisfied for our 2-variable deformation on \( n \)-particle \( N^{k-2}\text{MHV} \) Yang-Mills tree amplitudes.

4 5-Particle NMHV tree amplitude with 2-variable shifts

The aim is to calculate Yang-Mills tree amplitudes using the global residue theorem. As a case in point, we consider the split-helicity NMHV 5-particle amplitude, \( M(--+--) \), under the deformation

\[ \hat{\lambda}^i(z_1, z_2) = \tilde{\lambda}^i + \alpha^i \tilde{\eta}, \tag{8} \]

where \( i = 1, 2, 3 \) and we choose \( \tilde{\eta} = z_1\tilde{\lambda}^4 + z_2\tilde{\lambda}^5 \). Using momentum conservation, a nontrivial solution for \( \alpha^i \) is \( \alpha^i = \langle jk \rangle \) where \( i, j \) and \( k \) cyclically take values of 1, 2 and 3.

Since we are working with color-ordered amplitudes, the \( z \)-dependent propagators are those with \( \hat{P}_{12}, \hat{P}_{23}, \hat{P}_{34}, \) and \( \hat{P}_{51} \) which together with \( z_1 \) and \( z_2 \) are the factors in \( f_1 \) and \( f_2 \). The diagram with particles 4 and 5 being on one sub-diagram does not contribute, since \( P_{4,5}^2 \) has no \( z_{1,2} \)-dependence.

The simplest choice

\[ f_1 = z_1, \quad f_2 = z_2\hat{P}_{1,2}^2\hat{P}_{2,3}^2\hat{P}_{3,4}^2\hat{P}_{5,1}^2, \tag{9} \]

results in the 1-variable Risager’s deformation since one of the complex variables, \( z_1 \), is zero throughout calculations.

Apart from \( (0,0) \), \( f_1 = f_2 = 0 \) has 4 solutions. Hence, there are four terms, all with collinear/multi-particle singularities, in the sum of the residues,

\[ M(0,0) = -\sum_{\text{poles} \neq (0,0)} \text{Res}(\frac{M(z_1, z_2)}{z_1z_2}), \tag{10} \]

corresponding to the four diagrams in Fig. 1.\footnote{With this choice for \( \tilde{\eta} \), \( P_{1,5}^2 \) is independent of both complex variables when \( f_1 = z_1 = 0 \). Therefore, the residue corresponding to this channel vanishes.}
In the next example we consider
\[ f_1 = z_1 \hat{P}_{1,2}^2, \quad f_2 = z_2 \hat{P}_{2,3}^2 \hat{P}_{3,4}^2 \hat{P}_{5,1}^2. \] \hspace{1cm} (11)

This time, solutions to \( f_1 = f_2 = 0 \) are coming from
\[
z_1 = 0, \begin{cases} \hat{P}_{2,3}^2 = 0 \\ \hat{P}_{3,4}^2 = 0 \\ \hat{P}_{5,1}^2 = 0 \end{cases} \quad \text{or} \quad \hat{P}_{1,2}^2 = 0, \begin{cases} z_2 = 0 \\ \hat{P}_{2,3}^2 = 0 \\ \hat{P}_{3,4}^2 = 0 \\ \hat{P}_{5,1}^2 = 0 \end{cases}, \hspace{1cm} (12)
\]
in addition to \( z_1 = z_2 = 0 \) which corresponds to the non-deformed amplitude.

Having \( z_1 = 0 \) or \( z_2 = 0 \) in any system of equations, the problem reduces to 1-variable Risager’s deformation with a collinear singularity. The corresponding diagrams are exactly those in Fig. 1.

Let’s now consider \( \hat{P}_{1,2}^2 = \hat{P}_{3,4}^2 = 0 \), Fig. 2 with solutions
\[
z_1^* = s_{12} - s_{34} \frac{1}{(12)[54](35)}, \quad z_2^* = \frac{[34]}{(12)[45]}. \hspace{1cm} (13)
\]

In this double factorization channel we have three sub-amplitudes multiplying and
forming the diagram,
\[
\frac{(12)^3}{(\langle 2p \rangle \langle p1 \rangle \langle 12 \rangle \langle 34 \rangle \langle 4q \rangle)} \frac{1}{(5p \langle pq \rangle)} \frac{1}{\langle 34 \rangle \langle 4q \rangle} = \frac{(q3)^3}{\langle 1^*5 \rangle \langle 3^*2^* \rangle \langle 12 \rangle \langle 34 \rangle},
\]
where the starred spinors are evaluated at [1\(z_1\)] and the hatted ones depend on \(z_1\) and \(z_2\). Using (7), the residue for this process can be obtained,
\[
\frac{(12)^3 \langle 35 \rangle^2 \langle 45 \rangle}{(34 \langle 25 \rangle \langle 15 \rangle \langle 45 \rangle \langle 34 \rangle (s_{12} - s_{34})}. \tag{14}
\]

The next system of equations is \(\hat{p}_{1,2} = \hat{p}_{2,3} = 0\) with a shared deformed momentum \(\hat{p}_2\). Similarly, in \(\hat{p}_{1,2} = \hat{p}_{5,1} = 0\), the last equations, \(\hat{p}_1\) is shared. One can easily see that there is no way to draw a diagram with correct factorizations for any of the cases at hand. For a detailed examination of these processes we write the former as
\[
\left\{ \begin{align*}
[1\langle 12 \rangle] &= 0, \\
[2\langle 23 \rangle] &= 0,
\end{align*} \right.
\tag{15}
\]
with some solutions \(z_1^*\) and \(z_2^*\). Simple calculations show that \(\hat{\lambda}^2(z_1^*, z_2^*) = 0\). In fact from (15) one can see that evaluated at \((z_1^*, z_2^*)\), \(\hat{\lambda}^1 \parallel \hat{\lambda}^2\) and \(\hat{\lambda}^2 \parallel \hat{\lambda}^3\) but \(\hat{\lambda}^1\) and \(\hat{\lambda}^3\) are not parallel. Therefore we can conclude that \(\hat{\lambda}^2(z_1^*, z_2^*) = 0\).

The shifted momentum of particle 2 is being soft. This means that the contribution of this channel comes from the soft limit \(\hat{\lambda}^2 \to 0\) of the full amplitude.

In general, Yang-Mills tree amplitudes in the soft limit of one of the momenta factorize into two parts, an amplitude without the soft particle and a singular factor,
\[
M_n(\ldots, i - 1, i, i + 1, \ldots) \overset{p_i \to 0}{\longrightarrow} \text{Soft}(i - 1, i, i + 1)M_{n-1}(\ldots, i - 1, i + 1, \ldots), \tag{16}
\]
where clearly \(M_{n-1}\) has no singularity at the limit \(p_i \to 0\).

The soft factor, first computed by Weinberg [11], in spinor-helicity notation is
\[
\text{Soft}(i - 1, i, i + 1) = \left\{ \begin{align*}
\langle i - 1 \rangle \langle i \rangle \langle i + 1 \rangle, & \quad \text{if } \lambda^i \to 0 \\
\frac{\langle i - 1 \rangle \langle i \rangle \langle i + 1 \rangle}{\langle i - 1 \rangle \langle i + 1 \rangle}, & \quad \text{if } \hat{\lambda}^i \to 0
\end{align*} \right.
\tag{17}
\]
Having this behavior, one can find the residue of \(\frac{M(z_1, z_2)}{z_1z_2}\) in this limit.

For the case where \(\hat{\lambda}^2(z_1^*, z_2^*)\) is soft we plug \([1\langle 13 \rangle \langle 12 \rangle \langle 23 \rangle] = M(\hat{1}^-, \hat{3}^-, \hat{4}^+, \hat{5}^+)\) into (7), and the residue will be
\[
\frac{(13)^2 \langle 45 \rangle}{(34 \langle 45 \rangle \langle 51 \rangle \langle 42 \rangle \langle 52 \rangle)} \tag{18}
\]
Similarly, the solutions of the system of equations \([5\hat{1}] = 0\) and \([\hat{1}\hat{2}] = 0\) satisfy
\[ \tilde{\lambda}(z_1^*, z_2^*) = 0, \] and the contribution of this channel to the amplitude comes from

\[
M(1^-, 2^-, 3^-, 4^+, 5^+) \xrightarrow{\tilde{\lambda} \to 0} \frac{[52]}{[51][12]} M(2^-, 3^-, 4^+, 5^+),
\]

with the residue being

\[
- \frac{\langle 23 \rangle^3[45]}{\langle 34 \rangle\langle 45 \rangle\langle 52 \rangle\langle 41 \rangle[51]}.
\] (19)

Finally, we add up all the relevant terms and the known result of NMHV 5-particle amplitude can be obtained,

\[
M(1^-, 2^-, 3^-, 4^+, 5^+) = \frac{[45]^3}{[12][23][34][51]}.
\] (20)

One can consider other combinations in \( f_1 \) and \( f_2 \) and apply the residue theorem. In 5-particle amplitude for any choice of these functions there are always collinear (via single or double factorizations) and soft singularities.

In amplitudes with more particles we will have multi-particle singularities as well (in the 5-particle example collinear and multi-particle singularities are the same). This may result in some difficulties in finding the residues, as there will be more shared particles between simultaneous equations. We will see that these cases often result in vanishing residues, and soft singularities are the only ones in addition to previously known collinear and multi-particle singularities. The double factorization channels, which also appear in the expansion, are in fact made out of collinear and/or multi-particle singularities.

### 5 \( N^{k-2} \)MHV amplitudes

For a general discussion on the singularities of 2-variable deformed amplitudes, we consider the most general \( N^{k-2} \)MHV amplitude where \( k \) negative helicities are randomly distributed, \( M_n(+, \cdots, i_1^-, \cdots, i_2^-, \cdots, i_k^-, \cdots, +) \). As before, the two variable deformations are only on negative helicities. Using \( \tilde{\lambda} \)'s of two particles, \( \eta \) can be defined, and the deformation will be

\[
\tilde{\lambda}^i \to \tilde{\lambda}^i + \alpha^i \eta(z_1, z_2).
\]

There are infinite families of \( \alpha^i \) for \( k > 3 \) which can be turned into more complex variables. For \( k = 3 \), as was seen in our 5-particle example, we can fix these coefficients \( \alpha^a = \langle bc \rangle \) up to an overall factor, where \( a, b, \) and \( c \) cyclically take the indices of negative helicities.

Similar to previous example, we first determine the \( z_{1,2} \)-dependent propagators on which the factorizations take place. Hence, at least one but not all of the deformed momenta are included between particles \( A \) and \( B \) in the set of denominators of propagators, \( \mathcal{P} = \{ \tilde{P}_{A, B}^2 = (p_A + \cdots + p_B)^2 \} \). As stated before, \( f_1(z_1, z_2) \) and \( f_2(z_1, z_2) \) contain \( z_1 \) and \( z_2 \) respectively as well as an arbitrary grouping of elements of \( \mathcal{P} \). We
will explain what possible channels do contribute to the full amplitude by different ways of getting $f_1 = f_2 = 0$.

In case $z_1 = 0$ or $z_2 = 0$, the one-variable shift, the corresponding residue follows from a collinear or multi-particle channel depending on how many particles are forming $\hat{P}_{A,B}^2$.

For cases where two members of $\mathcal{P}$ simultaneously vanish,

\[
\begin{cases}
\hat{P}_{a,b}^2 = 0 \\
\hat{P}_{c,d}^2 = 0
\end{cases},
\tag{21}
\]

depending on how indices overlap, different events may happen. One can imagine various orderings and coincidences of particles as follows: 1) $a < c < d < b$, 2) $a < c < b = d$, 3) $a < c < b < d$, 4) $a < b = c < d$, where any other distribution is equivalent to one of these cases. For instance, using momentum conservation one can see that the case where the two sets are completely separated, $a < b < c < d$, is exactly the first ordering which results in double factorization.

Therefore, 1 says that the diagram has three sub-amplitudes, one with particles $\{c, \cdots, d, p\}$, the other in the middle with $\{a, \cdots, c - 1, -p, d + 1, \cdots, b, q\}$, and rest of the particles are in the third sub-amplitude as in Fig.3(a). The two singularities here can either be collinear or multi-particle.

Next, we have 2 again with double factorization, $\{a, \cdots, c - 1, -p, q\}$ in the middle, $\{c, \cdots, d, p\}$ on the left and the rest in the third sub-amplitude, Fig.3(b). Again as in 1, the process can have two collinear or multi-particle singularities.

In 3, the overlap is again non-empty but we cannot find any Feynman diagram associated with the given propagators. In fact the amplitude cannot factorize in this way. One can also check that there is no soft singularity at the solutions of (21), $(z_1^*, z_2^*)$. Therefore, $(z_1^*, z_2^*)$ does not correspond to any pole of the amplitude. We support our argument by explicit evaluation of the residue of $M_6(\ldots\cdot\cdot\cdot)$ at $(z_1^*, z_2^*)$ and find that it vanishes.

In 4, the two sets share only a single particle. This may lead us to conclude that the shared particle, if deformed, is soft as was seen in the 5-particle example. It is true only if both singularities are collinear. To see this, assume that $\lambda^b(z_1^*, z_2^*) \rightarrow 0$ is a solution to (21) when $b = c$. Hence we will have $\hat{P}_{a,b-1}^2 = 0$ and $\hat{P}_{b+1,d}^2 = 0$ which are independent of $\lambda^b$ and therefore are not necessarily valid unless $a = b - 1$ and $b + 1 = d$. Having said that, (21) reduces to $|ab| = |bd| = 0$ which is equivalent to both singularities being collinear.

One may also imagine a case where the two sets of indices coincide, $a = c < b = d$. In fact this can never happen to Feynman diagrams since there is no double pole in propagators.

We conclude that using 2-variable Risager’s deformation in $n$-point $N^{k-2}$MHV amplitudes, collinear, multi-particle and soft singularities of tree amplitudes can be probed. With a generic one-variable shift, soft channels do not contribute to amplitudes and it is the second complex variable which is necessary for probing these channels.
In this section we compute the 6-particle amplitude with alternating helicities, \(M(- + - + - +)\). We choose particles 2 and 4 in the definition of the reference spinor. Since each pair of adjacent momenta in this helicity configuration is deformed, the number of complex propagators with Risager’s shift is maximum. Together with three multiparticle propagators, we can arbitrarily define \(f_1\) and \(f_2\), e.g.,

\[
f_1(z_1, z_2) = z_1 \hat{P}_{2,3}^2 \hat{P}_{4,5}^2 \hat{P}_{1,3}^2, \quad f_2(z_1, z_2) = z_2 \hat{P}_{2,3}^2 \hat{P}_{3,4}^2 \hat{P}_{5,6}^2 \hat{P}_{6,1}^2 \hat{P}_{2,4}^2 \hat{P}_{3,5}^2.
\]

As was discussed before, the contributions from \(z_1 = 0\) or \(z_2 = 0\) are the usual Risager’s terms. The corresponding residues are, Fig. 4

(a) \(z_1 = \hat{P}_{2,3}^2 = 0\) : \(\langle 15 \rangle^4 \langle 24 \rangle^3 / \langle 45 \rangle \langle 56 \rangle \langle 61 \rangle \langle 23 \rangle \langle 34 \rangle \langle 12 \rangle \langle 34 \rangle \langle 1 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \langle 6 \rangle \langle 1 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \langle 6 \rangle \).

(b) \(z_1 = \hat{P}_{5,6}^2 = 0\) : \(\langle 12 \rangle^4 \langle 34 \rangle \langle 23 \rangle \langle 45 \rangle \langle 56 \rangle \langle 1 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \).

(c) \(z_1 = \hat{P}_{6,1}^2 = 0\) : \(\langle 35 \rangle^4 \langle 46 \rangle^3 / \langle 23 \rangle \langle 34 \rangle \langle 45 \rangle \langle 61 \rangle \langle 1 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \).

(d) \(z_1 = \hat{P}_{2,4}^2 = 0\) : \(-\langle 15 \rangle^4 \langle 23 \rangle^3 \langle 24 \rangle^4 / \langle 34 \rangle \langle 56 \rangle \langle 61 \rangle \langle 34 \rangle \langle 1 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \).

(e) \(z_1 = \hat{P}_{3,5}^2 = 0\) : \(\langle 35 \rangle^2 \langle 1 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \langle 6 \rangle \langle 2 \rangle \langle 3 \rangle \langle 4 \rangle \).

(f) \(\hat{P}_{1,5}^2 = z_2 = 0\) : \(-\langle 13 \rangle^4 \langle 24 \rangle^3 / \langle 61 \rangle \langle 12 \rangle \langle 23 \rangle \langle 45 \rangle \langle 56 \rangle \langle 1 \rangle \langle 3 \rangle \langle 4 \rangle \langle 5 \rangle \).

(g) \(\hat{P}_{1,3}^2 = z_2 = 0\) : \(\langle 13 \rangle^2 \langle 5 \rangle \langle 1 \rangle \langle 3 \rangle \langle 2 \rangle \langle 4 \rangle \langle 5 \rangle \langle 6 \rangle \langle 1 \rangle \langle 3 \rangle \langle 2 \rangle \langle 4 \rangle \).

There is no contribution from \(z_1 = \hat{P}_{3,4}^2 = 0\) and \(z_2 = \hat{P}_{1,2}^2 = 0\) since the particles we chose in the definition of \(\tilde{\eta}\) make both \(P_{3,4}^2\) and \(P_{1,2}^2\) independent of \(z_1\) and \(z_2\). Therefore the corresponding residues vanish.

Soft channels appear where \(\hat{P}_{1,2}^2 = \hat{P}_{6,1}^2 = 0\), and \(\hat{P}_{4,5}^2 = \hat{P}_{5,6}^2 = 0\) with \(\hat{p}_1\) and \(\hat{p}_5\).
being zero respectively.

\[(h) \hat{P}^2_{1,2} = \hat{P}^2_{6,4} = 0 : \frac{\langle 35 \rangle^4[42]}{\langle 23 \rangle \langle 34 \rangle \langle 45 \rangle \langle 56 \rangle \langle 62 \rangle \langle 12 \rangle [14]}. \quad (29)\]

\[(i) \hat{P}^2_{4,5} = \hat{P}^2_{5,6} = 0 : \frac{\langle 13 \rangle^4[42]}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 46 \rangle \langle 61 \rangle [45][52]}. \quad (30)\]

There are also double factorization channels,

\[(j) \hat{P}^2_{1,2} = \hat{P}^2_{3,5} = 0 : \frac{-(35)^4(61)^2[24]}{\langle 34 \rangle \langle 45 \rangle \langle 56 \rangle \langle 63 \rangle \langle 26 \rangle \langle 12 \rangle [12] [6/3 + 5/4]}. \quad (31)\]

\[(k) \hat{P}^2_{1,3} = \hat{P}^2_{5,6} = 0 : \frac{\langle 13 \rangle^4(45)^3[24]}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 41 \rangle \langle 56 \rangle \langle 64 \rangle [4/5 + 6/4] [4/1 + 3/2]}. \quad (32)\]

Considering the diagram of \( \hat{P}^2_{2,3} = \hat{P}^2_{1,3} = 0 \), one might naively guess that this channel vanishes. In fact it does if \( \lambda^p \) is parallel to \( \lambda^1 \), which is not true. More careful observation shows that \( \lambda^p \) evaluated at the corresponding poles of the diagram is parallel to \( \lambda^1 \), and therefore the process does contribute to the amplitude. The same happens to the channel \( \hat{P}^2_{4,5} = \hat{P}^2_{3,5} = 0 \) where here \( \lambda^p \) is proportional to \( \lambda^3 \). Hence, we have two more double factorization channels contributing to the amplitude with residues,

\[(l) \hat{P}^2_{1,3} = \hat{P}^2_{2,3} = 0 : \frac{-(15)^4(13)^2[24]}{\langle 12 \rangle \langle 23 \rangle \langle 45 \rangle \langle 56 \rangle \langle 61 \rangle [14] \langle 23 \rangle [12 + 3/4]}. \quad (33)\]

\[(m) \hat{P}^2_{4,5} = \hat{P}^2_{3,5} = 0 : \frac{(13)^4(35)^3[24]}{\langle 12 \rangle \langle 23 \rangle \langle 34 \rangle \langle 45 \rangle \langle 56 \rangle \langle 61 \rangle [45] [3/4 + 5/2]}. \quad (34)\]

Finally the full amplitude is given by [10] which agrees with the known result of 6-particle NMHV amplitude [2]:

\[M(1^-, 2^+, 3^-, 4^+, 5^-, 6^+) = \frac{(13)^4[46]}{\langle 12 \rangle \langle 23 \rangle \langle 45 \rangle \langle 56 \rangle \langle 61 \rangle [14] \langle 26 \rangle [3/1 + 2/6] [12 + 3/4]}
\[+ \frac{[26]^4[35]}{\langle 12 \rangle \langle 34 \rangle \langle 45 \rangle \langle 56 \rangle \langle 61 \rangle [3/4 + 5/6] [5/4 + 3/2]}
\[+ \frac{(15)^4[24]}{\langle 23 \rangle \langle 34 \rangle \langle 56 \rangle \langle 61 \rangle \langle 45 \rangle [5/4 + 3/2] [12 + 3/4]}. \quad (35)\]

7 Conclusion

In this paper, we studied the analytic structure of Yang-Mills tree level scattering amplitudes by a new deformation on external momenta. Using the power of multi-variable complex analysis, especially the global residue theorem, physical amplitudes can be written recursively in a way similar to BCFW method. The degree condition, under which the global residue theorem is valid, was proved for generic \( n \)-particle N\( ^{(k-2)} \)MHV
Figure 4: BCFW diagrams of 6-particle NMHV amplitude.
amplitudes where the two-complex-variable deformation is on $\hat{\lambda}$ of $(\pm)$ helicities.

While with a generic one-complex variable Risager’s deformation, collinear and multi-particle
singularities of tree amplitudes can be probed, the generalized 2-variable shift reveals
soft channels as well as the two other types of singularity. This generalization is
actually the natural way of defining all negative helicity deformation since it allows
the deformed $\hat{\lambda}$’s to live on the entire $\mathbb{C}^2$. We computed Yang-Mills 5- and 6-particle
NMHV amplitudes at tree level with this generalization and discussed that in a general
$n$-particle $N^{k-2}$MHV amplitude the only singularities that can exist correspond to
collinear, multi-particle and soft channels.

For each collinear or multi-particle singularity, there is one condition on the sum
of external momenta. This means that one complex variable is enough to solve the
condition and find the corresponding pole, as was the case in BCFW and Risager’s
deformations. On the other hand, softness of particles results in two conditions. Having
two equations, we need two complex variables in the deformation as was shown in
our work. This simply indicates the necessity of introducing more variables in the
deformations when there are more types of singularity to be investigated.

As an example of higher codimension singularities, one can consider a BCFW-like
shift by which an internal deformed momentum is not only on-shell ($P^2 = 0$), but also
soft ($P_{\alpha\dot{\alpha}} = \hat{\lambda}_\alpha \hat{\lambda}_{\dot{\alpha}} = 0$). Here we have a codimension 3 singularity. Therefore, there are
three conditions to define the poles for which we need three complex variables. Figure
5 shows a collinear-soft singularity of codimension 3.

There could be other deformations one can consider to investigate more interesting
singularities. Under the experienced deformations, depending on which spinors are
deformed, either $\langle ij \rangle$ or $[ij]$ is the singularity of an on-shell propagator with $P^2 =
\langle ij \rangle [ij]$. As an example, in [35] we have both $\langle 12 \rangle$ and $[12]$, but only the latter is
singular under our two-dimensional Risager’s deformation. A generalized deformation
could present amplitudes in such a way that both of these brackets vanish.

Another interesting example is double scalar soft limit in $N = 8$ SUGRA amplitudes
at tree-level [6]. While the emission of a single soft scalar makes the amplitude vanish,
the double soft limit does not commute. This is a reflection of the $E_7(7)$ global symmetry
of the theory. This codimension 4 singularity could also be analyzed using BCFW-like
defformations with more complex variables.

Probing new singularities can be thought of as part of the motivation for using
multi-dimensional complex analysis. We also saw that the global residue theorem has
to be used in generic cases while having higher degree singularities with more than one
complex variable.
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