Application of the Finite Differences Methods to Computation of Definite Integrals
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Abstract: It is known that one of the popular methods constructed to solve the scientific and engineering problem is the finite difference method studied beginning from the known and famous scientists as the Newton, Leibniz, Euler and etc. One of the first applications of the finite difference method is defined as the conception of the derivatives for the continuous function. These methods have been successfully used in solving of the differential equations at the present time. But here have investigated the application of the finite-difference methods to compute the definite integrals. Constructed the stable methods with the high order of accuracy which are applied to computation of the definite integrals. Also has been found some connection between the constructed multistep methods, the Gauss and Chebyshev methods. The received here methods have been applied to the computation of the double definite integral. For this aim, here have been investigated the double integrals for the degenerate functions. The advantages of these methods are illustrated by using the known model integral, which has been solved by using the stable method with the degree p=6.
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1 Introduction

As is known the finding of the solution of the initial-value problem for ODEs reduced to the finding of the solution of the integral equation with the variable bounders. And to find the numerical solution of this integral equation has been used one of the known quadrature formulas. The methods received by this way have been called as the numerical methods, which have some advantages. As is known the coefficients for these methods are fixed, therefore by using these methods it is not available to construct new algorithms with the higher order of accuracy. For example, the Adams methods. These methods can be received from the multistep methods as the partial case. But to receive the multistep methods from the Adams methods is not available. Because here considered some development of the finite difference methods and its application to the calculation of the definite integrals.

Let us consider the following definite integral:

$$I = \int_{a}^{b} f(s)ds.$$  \hspace{1cm} (1)

Suppose that the continuous function of \( f(x) \) is defined on the interval \([a,b]\) where it has the continuous derivatives up to some \( p \), including. It is not difficult to understand that from the correlation of (1) one can write the following:

$$y(x) = \int_{a}^{x} f(s)ds, \ a \leq x \leq b.$$  \hspace{1cm} (2)

It is evident that from here one can receive the next value \( y(b) = I \). By taking into account that the function \( y(x) \) is continuous on the interval \([a,b]\), receive:

$$y'(x) = f(x), \ y(a) = 0, \ a \leq x \leq b.$$  \hspace{1cm} (3)

Thus receive that the calculation of the integral of (1) is equivalent to the finding of the value of \( y(b) \). It follows from here that to find the value of \( y(b) \) one can be used the solution of the initial-value problem (3). Thus has been shown that the calculation of definite integrals can be reduced to solve the initial-value problem for the ODE of the first order. One of the popular methods for solving of the problem (3) can be written in the following form:
This method in scientific literature is called as the finite difference method (see for example [1]-[3]). If in the equality (4) change \( y'(x) \) by the \( f(x) \) (see problem (3)), then receive:

\[
\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i y'_{n+i},
\]

which is called as the multistep method with the constant coefficients. By the simple comparison receive that the methods (4) and (5) are equivalent. In these methods, the coefficients \( \alpha_i, \beta_i \) \( (i = 0,1,...,k) \) are some real numbers. Therefore by choosing these coefficients, one can construct the methods with the different properties. For example, if put \( \alpha_k \neq 0 \) and \( \beta_k = 0 \), then receive the explicit methods. It follows to note that if consider the case \( \alpha_k = 0 \) and \( \beta_k \neq 0 \), then from the formula (4), receive forward-jumping method. Let us note that the forward-jumping and implicit or explicit methods are separated methods and the forward-jumping (advanced) method cannot be received from the formula (4) as the partial case. Therefore the method (5) and the following method

\[
\sum_{i=0}^{k-m} \hat{\alpha}_i y_{n+i} = h \sum_{i=0}^{k} \hat{\beta}_i f_{n+i},
\]

are the independent object for investigation. Thus receive two classes of methods. It is known that all methods have advantages and disadvantages. Therefore let us compare these methods by using the values of degree for stable and unstable method. To define the concept of stability and degree for the above-mentioned method let us consider the following definition:

Definition 1. The method (5) or (6) is called stable if the roots of the characteristic polynomials

\[
\rho(\lambda) \equiv \sum_{i=0}^{k} \alpha_i \lambda^i; \quad \hat{\rho}(\lambda) \equiv \sum_{i=0}^{k-m} \hat{\alpha}_i \lambda^i
\]

lies in the unit circle on the boundary of which there are no multiple roots.

Definition 2. The integer value \( p \) is called the degree of the above-mentioned methods if the following holds:

\[
\sum_{i=0}^{k} \alpha_i y_{n+i} - h \sum_{i=0}^{k} \beta_i y'_{n+i} = O(h^{p+1}), h \to 0.
\]

These definitions have been taken from the work [4] which has used by many authors (see for example [5]-[8]).

For the application of these methods to solving of some problems usually have imposed some conditions on the coefficients of them which at first have been proved in the work [4]. Let us suppose that the coefficients of the method (5) and (6) satisfy the following conditions:

A. The coefficients \( \alpha_i, (i = 0,1,...,k) \), \( \hat{\alpha}_i, (i = 0,1,...,k-m) \), \( \beta_i, \hat{\beta}_i \) \( (i = 0,1,...,k) \) are some real numbers and \( \alpha_k \neq 0 \), \( \hat{\alpha}_{k-m} \neq 0 \).

B. The polynomials \( \rho(\lambda), \sigma(\lambda) \) and \( \hat{\rho}(\lambda), \hat{\sigma}(\lambda) \) have no common factor different from constant which are defined as the following:

\[
\rho(\lambda) \equiv \sum_{i=0}^{k} \alpha_i \lambda^i; \quad \sigma(\lambda) \equiv \sum_{i=0}^{k} \beta_i \lambda^i;
\]

\[
\hat{\rho}(\lambda) \equiv \sum_{i=0}^{k-m} \hat{\alpha}_i \lambda^i; \quad \hat{\sigma}(\lambda) \equiv \sum_{i=0}^{k-m} \hat{\beta}_i \lambda^i.
\]

C. The conditions \( \sigma(1) \neq 0; p \geq 1 \) and \( \hat{\sigma}(1) \neq 0; p \geq 1 \) (for the method (6)) are hold.

The proving of this condition one can be found in [8]. Note that the method (5) is fully investigated in [4] and prove that if the method (5) has the degree \( p \), then \( p \leq 2k \) is hold. But if the method is stable and has the degree \( p \), then \( p \leq 2[k/2] + 2 \) and there are stable methods with the degree \( p_{max} = 2[k/2] + 2 \), but if \( \beta_k = 0 \) and \( \alpha_k \neq 0 \) then \( p \leq k \) (for stable methods).

The method (6) is fully investigated in [8] and prove that if the method (6) has the degree \( p \), then \( p \leq 2k - m \). And if the method (6) is stable and has the degree \( p \), then \( p \leq k + m + 1 \) \( (k \geq 3m, m > 0) \). In the case \( k = 2 \) the method with the degree \( p = 3 \) can be written as:

\[
y_{n+3} = y_n + h(5 f_n + 8 f_{n+1} - f_{n+2})/12.
\]

As was noted above for the case \( k = 3 \) in the class of methods (5) there are stable methods with the degree \( p \leq 4 \). But in this case, in this class of methods (6) there is the stable method with the degree \( p = 4 \) which can be written as follows:

\[
\sum_{i=0}^{k} \alpha_i y_{n+i} - h \sum_{i=0}^{k} \beta_i y'_{n+i} = O(h^{p+1}), h \to 0.
\]
\[ y_{n+2} = \frac{(8y_{n+1} + 11y_n)}{19} + h(10f_n + 57f_{n+1} + 24f_{n+2} - f_{n+3})/57. \] (8)

This is the forward-jumping method. It is not difficult to determine that for the calculation of the value of definite integrals by using the forward-jumping method arises the necessity of calculation of function \( f(x) \) at the extended interval \([a, b + \varepsilon] \), here \( \varepsilon > 0 \) sufficiently small size.

In the case when arise some difficulties related with the calculation of function \( f(x) \) in outside of interval \([a, b] \) then one can be considered the construction of stable methods with the degree \( p > k + 2 \) by using hybrid methods. It is known that the hybrid methods has constructed on the intersection of the one-step and multistep methods (see for example [9]- [12]). As was noted in [12] for construction of the stable methods with high degrees one can use the multistep and hybrid methods, which can be written as:

\[
\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i f_{n+i} + h \sum_{i=0}^{k} \gamma_i f_{n+i+y_i},
\] (9)

\[
(|\gamma_i| < 1; i = 0, 1, \ldots, k).
\]

As is known all properties of the numerical methods depend on the values of its coefficients. Therefore, let us consider the finding of the values of coefficients for the method (9).

Therefore, let us consider determining of the values for the coefficients in the method of (9) by using the way of unknown coefficients. And for this aim, let us use the following Taylor series:

\[
y(x + t_i h) = y(x) + t_i h y'(x) + \frac{(t_i h)^2}{2!} y''(x) + \ldots + \frac{(t_i h)^p}{p!} y^{(p)}(x) + O(h^{p+1}), h \to 0.\] (10)

By choosing the values of the variables \( t_i(i \geq 0) \) in the expression (10) one can apply the calculation of \( y_{n+i}, y'_{n+i} \) and \( y^{(i)}_{n+i+y_i} (i = 0, 1, \ldots, k) \). This expression let us use in the definition of the degree for the method (9) (The conception of the degree for the method (9) is defined by the same way which has used in the definition of the degree for the methods (5) and (6)). Then receive:

\[
\sum_{i=0}^{k} \sum_{j=0}^{\alpha_i} \alpha_i \left( \frac{d}{dt} \right)^{j} y^{(j)}(x) - h \beta_i \left( \frac{d}{dt} \right)^{j} y^{(j)}_{n+i+y_i} = O(h^{p+1}), \quad h \to 0.
\] (11)

From here receive the following system of nonlinear algebraic equations:

\[
\sum_{i=0}^{k} \alpha_i = 0; \quad \sum_{i=0}^{k} (\beta_i + \gamma_i) = \sum_{i=0}^{k} i \alpha_i;
\]

\[
\sum_{i=0}^{k} (i \beta_i + (i + \nu_i) \gamma_i) = \sum_{i=0}^{k} i^2 \alpha_i;
\] (12)

\[
(l + 1) \sum_{i=0}^{k} (i \beta_i + (i + \nu_i) \gamma_i) = \sum_{i=0}^{k} i^{l+1} \alpha_i \quad (l = 2, 3, \ldots, p).
\]

It follows that if the coefficients of the method (9) satisfies the conditions of (12), and then holds the equality of (11). It follows that the method (9) has the degree \( p \).

Note that the system (12) in the case \( \nu_i = 0(i = 0, 1, \ldots, k) \) is linear but in the case \( |\nu_0| + |\nu_1| + \ldots + |\nu_k| \neq 0 \) is nonlinear. It is known that the found exact solution of the nonlinear system of algebraic equations is difficult. Therefore, usually to find the solution of this system is used the approximate methods. In the system (12) participated \( 4k + 4 \) unknowns and \( p + 1 \) equations.

If \( \nu_i = 0(i = 0, 1, \ldots, k) \) then by using the system of the method (12) one can be constructed the methods with the degree \( p \leq 2k \). By taking into account this here investigated \( p \leq 4k + 2 \) in the case \( k = 1 \) from the system (12), for \( \alpha_1 = -\alpha_0 = 1 \) receive the following system of algebraic equations:

\[
\beta_0 + \beta_1 + \gamma_0 + \gamma_1 = 1, \quad \beta_0 + 1^{l_0} \gamma_0 + 1^{l_1} \gamma_1 = 1/(j + 1), \quad (j \leq 5; l_i = i + \nu_i, (i = 0, 1)).\] (13)

The method with the maximal degree constructed by the solution of the system (13) can be written as following:

\[
y_{n+1} = y_n + h(f_{n+1} + f_n)/12 + 5h(f_{n+1/2-\alpha} + f_{n+1/2+\alpha})/12, \quad \alpha = \sqrt{5}/10.
\] (14)

Let us note that if the method (9) is stable then there are methods with the degree \( p = 3k + 3 \).

And now to compare the proposed here methods with the known methods let us apply some of the constructed here methods to calculate the model integral.

Let us apply the method (14) to solving of the following definite integrals

\[ \int_{0}^{1} (\exp(ms) + \exp(-ms)) ds \]
2. \( \int_{0}^{1} \exp(ms) \cos(s) ds \)

The corresponding initial-value problem for these examples can be written as the following:
1. \( y' = \exp(mx) + \exp(-mx), \quad y(0) = 0 \) (exact solution is \( y(x) = \exp(mx) - \exp(-mx) \)).
2. \( y' = \exp(mx) \cos x, \quad y(0) = 0 \) (exact solution is \( y(x) = ((m \cos x + \sin x) \exp(mx) - m) / (m^2 + 1) \)).

Then received results have tabulated in the table 1 for step-sizes \( h = 0.1 \) and \( h = 0.01 \). For the comparison of received results with the known, here considered the cases \( m = \pm 1 \) and \( m = \pm 5 \).

The results received by using the methods (7), (8) and (14) for example 1 have been tabulated in the table 1, but for example 2 in the table 2.

Table 1. The results for the step-size \( h = 0.01 \)

| The values of \( m \) | Errors for method (7) | Errors for method (8) | Errors for method (14) |
|-----------------------|-----------------------|-----------------------|-----------------------|
| \( m = 1 \)          | 4.56E-8               | 2.26E-13              | 4.44E-16              |
| \( m = 5 \)          | 7.76E-4               | 9.89E-8               | 1.51E-12              |
| \( m = 10 \)         | 9.52E-1              | 5.04E-4              | 1.45E-8               |

Table 2. The results for the step-size \( h = 0.01 \)

| The values of \( m \) | Errors for method (7) | Errors for method (8) | Errors for method (14) |
|-----------------------|-----------------------|-----------------------|-----------------------|
| \( m = 1 \)          | 1.91E-7               | 3.66E-13              | 6.66E-16              |
| \( m = 5 \)          | 2.70E-5               | 5.05E-9               | 1.42E-13              |
| \( m = 10 \)         | 3.45E-2              | 8.22E-6              | 1.07E-10              |

And now let us consider the received here results to compute the double definite integrals.

2 Application of multistep methods with constant coefficients to computation of double definite integrals

As is known one of important problem in the classic mathematics is the computation of definite integrals with high accuracy. There are some classes of numerical methods for computation of double integrals, which are called as the cubature methods (see [19], p 668-683). And also it is known that by using cubature formulas in computation of double integrals accompanied with some difficulties. Therefore, in Applied Mathematics usually calculation of these integrals reduces to calculation of simple definite integrals. Note that one application of the double integrals related with investigation of geometrics figures. Therefore, the necessity of the calculation of double integrals can be arising in determination of the area or volume for some geometric objects. For example to find the value of volume for some object which is bounded by some function \( z = f(x, y) \) with lateral the cylindrical surface with generator parallel to \( z \)-axis and from below by a flat figure \( p \) on the \( xy \)-plane.

For the finding of the volume of this figure one can be used the following double integral (see for example [20, p.122-125]):

\[
V = \int_{p} \int_{r} f(x, y) dp. \quad (15)
\]

By using some assumption on the function \( f(x, y) \) this integral can be written as:

\[
V = \int_{a}^{b} \int_{c}^{d} f(x, y) dx \, dy \quad \text{or} \quad V = \int_{a}^{b} dx \int_{c}^{d} f(x, y) dy. \quad (16)
\]

Let us consider special case and suppose that the function \( f(x, y) \) is degenerate, which can be presented in the following form:

\[
f(x, y) = a(x)b(y). \]

In this case, the integral (16) can be written as:

\[
V = \int_{a}^{b} a(x) dx \int_{c}^{d} b(y) dy. \quad (17)
\]

By using above-described way one can calculate the integrals

\[
\int_{a}^{b} a(x) dx \quad \text{and} \quad \int_{c}^{d} b(y) dy
\]

and by taking that into account in the formula (17) receive the value of the integral (16). It is known that if the function is degenerate then that in general form can be written as:

\[
f(x, y) = \sum_{j=0}^{k} a_j(x)b_j(y).
\]

By using this equality, the definite integral (16) can be calculated in the following form:

\[
\int_{a}^{b} dx \int_{c}^{d} f(x, y) dy = \sum_{j=0}^{k} \int_{a}^{b} a_j(x) dx \int_{c}^{d} b_j(y) dy. \quad (18)
\]

By using the theory of approximation of a sufficiently smooth function by the degenerate function receives that the following is hold:

\[
\int_{a}^{b} \int_{c}^{d} f(x, y) dx \, dy = \sum_{j=0}^{k} \int_{a}^{b} a_j(x) dx \int_{c}^{d} b_j(y) dy + R_n(x, y). \quad (19)
\]

Here the function \( R_n(x, y) \) can be received in the results of approximation of \( f(x, y) \) the following function:
\[
\phi(x, y) = \sum_{i=0}^{k} a_i(x)b_i(y). \tag{20}
\]

Note that depending on the construction of the numerical methods the value of the remainder term of \( R_n(x, y) \) may be decreases. Taking into account these properties of numerical methods here have been constructed the methods of hybrid types. Constructed here hybrid method generalizes all known corresponding methods because that can be taken as the perspective direction in the theory of numerical methods.

It is evident that for the construction of more exact methods to compute the double definite integrals here proposed to use the formula (19) and apply the constructed methods to calculation of single definite integrals. For this aim, let us consider computing of the values of the following double integral:

\[
V = \int_0^1 \int_0^1 \exp(\lambda x + \lambda y) dxdy. \tag{20}
\]

By using the equality (18) in double integral (20) receives the following:

\[
V = \int_0^1 \exp(\lambda x) dx \int_0^1 \exp(\lambda y) dy. \tag{21}
\]

By the application of the methods from the section 1, one can calculate the integrals

\[
\int_0^1 \exp(\lambda x) dx \quad \text{and} \quad \int_0^1 \exp(\lambda y) dy.
\]

Let us note that these integrals calculated by the same methods.

If to compute the double integral of (20) by the method (14) then receive the following result:

\[
\varepsilon = 4.1E - 12 \quad \text{for the} \quad h = 0.1.
\]

Here \( \varepsilon \) is the error of the method (14).

3 Conclusion

Conclusion. Here have described some surveys for our results, which have reported in the international conferences reduced at the University of Cambridge, Imperial College, University of Nanyang, Oxford University and etc.( see for example [13]-[18]). By comparison, of the known results with our results dedicated to compute the single definite integral receive that the way proposed in our papers is perspective. Taking into account these advantages of our methods, here have investigated multistep methods with constant coefficients using the first derivative of sought for function. For this aim, the explicit, implicit, forward-jumping (advanced) and hybrid methods are generalized and investigated. By comparison of the above-mentioned method have been demonstrated the advantages of the hybrid methods. Let us note that here have investigated the linear hybrid methods in general form therefore presented both theoretical ad practical interest. The above-described way has been applied to computing of double integrals. For this aim, here proposed to use the indefinite double integrals for the calculation of which has been used the conception of degenerate function. Advantages of these methods illustrated on the concrete example.

The results, received in solving of the examples, are demonstrated the importance of the choice of the methods for solving of given problems.
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