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Abstract. In this paper we consider a nonlinear Fokker–Planck equation with asymptotically small parameters. It describes the diffusion of finite-size particles in the presence of a fixed distribution of obstacles in the limit of low-volume fraction. The equation does not have a gradient flow structure, but can be interpreted as an asymptotic gradient flow, that is, as a gradient flow up to a certain asymptotic order. We use this scalar equation as a simple testbed model for more complicated systems of this kind. We discuss several possible entropy-mobility pairs, illustrate their dynamics with numerical simulations, present global in time existence results and study the long time behavior of solutions.
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1. Introduction.
In this paper we study the solution of a nonlinear Fokker–Planck equation of the form
\[ \partial_t r = \nabla \cdot \left[ (1 + \varepsilon_1 r - \varepsilon_2 b) \nabla r + \varepsilon_3 r \nabla b \right], \quad t > 0, x \in \Omega, \] (1.1)
where \( r = r(x,t) \) describes the density of interacting particles diffusing through a porous medium represented by a fixed porosity density \( b(x) \). Here \( \varepsilon_i > 0 \) are (small) parameters related to the excluded-volume interactions and \( \Omega \subset \mathbb{R}^d \) with \( d = 2, 3 \). Equation (1.1) was derived as the macroscopic limit of a microscopic system of two types of interacting particles, namely diffusing (Brownian) red and immobile (obstacle) blue particles using an asymptotic method in the limit of low volume fraction [11]. While the microscopic system has a natural gradient flow (GF) structure, this is lost in the macroscopic equation (1.1). In this paper we are interested in a framework for generalizing the concept of GFs to extend to equations such as (1.1).

A GF structure provides a natural framework to study the behavior of solutions [4], and as such it is a desirable feature for the macroscopic-level partial differential equation (PDE). In general, the GF structure of a conservation law is given by
\[ \partial_t r = \nabla \cdot \left[ m(r) \frac{\delta E}{\delta r}(r) \right], \] (1.2)
where \( E \) is an entropy and \( m \) a mobility. Many well known PDEs can be written in this form, including the porous medium [33] or the linear Fokker–Planck equation [21]. The decay of the entropy functional along its solutions provides useful estimates to study
global in time existence and the long time behavior of solutions. GF techniques as well as
entropy methods have been used successfully to understand the structure of many
nonlinear PDEs and their qualitative behavior [22,26,34,36]. The interpretation of (1.2)
as a GF with respect to the Wasserstein metric was first analyzed by Jordan, Kinder-
lehrer and Otto in the case of the diffusion equation [21]. This connection initiated a
lot of research in the optimal transportation community, see for example [24,25].

More recently the connection between the time-discrete Wasserstein flow formulation
of the diffusion equation and large deviation principles was established by Adams
and co-workers in [1,2]. This limiting passage from the microscopic to the macroscopic
level is only well understood under certain scaling assumptions on the number and size
of particles. These assumptions do not hold in the case of finite-size particles as is the
case of (1.1). The only rigorous results available are restricted to spatial dimension one,
see for example [32]. Different formal approaches, for example the derivation from a
simple exclusion process on a discrete lattice using Taylor expansion, were presented
and analyzed in [14,15,28]. The derived macroscopic equations differ to the ones for
off-lattice diffusion obtained using the methods of matched asymptotics [9,10], and in
some cases they may also not exhibit a full GF structure.

The lack of GF structure at the macroscopic level can result from the nature of the
approximations made when passing from the particle level to the continuum. This is
the case of some models such as (1.1). Specifically, (1.1) was derived using the method
of matched asymptotics with a small parameter $\varepsilon > 0$ (such that $\varepsilon_i/\varepsilon$ for
$i = 1,2,3$ are all order one), with terms computed up to order $\varepsilon$. The truncation of the expansion at
a given order in the small parameter $\varepsilon$ can result in the loss of the GF structure, and
motivated our definition of an asymptotic gradient flow (AGF) [8].

**Definition 1.1 (Asymptotic gradient flow structure).** Consider a conservation law
given as an asymptotic expansion in $\varepsilon > 0$ up to order $k$,

$$\partial_t r = \nabla \cdot [F(r;\varepsilon)] = \nabla \cdot \left[ F^{(0)}(r) + \varepsilon F^{(1)}(r) + \cdots + \varepsilon^k F^{(k)}(r) \right]. \tag{1.3}$$

Then we call (1.3) an asymptotic gradient flow (AGF) at order $\varepsilon^k$ if we can find a
mobility $m$ and entropy $E$ such that

$$m(r;\varepsilon)\nabla E(r;\varepsilon) = F(r;\varepsilon) + O(\varepsilon^{k+1}).$$

For example, in our case of interest, (1.1) is an equation up to order $\varepsilon$ ($k = 1$). Note
that GF structures are always preserved at order $k = 0$, in our case this is rather trivial
since we would arrive at the linear diffusion equation.

In this work we continue our efforts to develop an analytic framework for this kind of
equations by considering a special case of interacting species: hard-sphere particles
diffusing through immobile obstacle particles. The resulting equation (1.1) is a non-
linear scalar Fokker–Planck equation that lacks a full GF structure. Its existence and
uniqueness can be studied using classical existing results for scalar nonlinear PDEs,
see for example [23]. However, here we are interested in using (1.1) as a testbed for
employing different AGF structures and generalizing GF techniques. In particular, we
want to explore how one can exploit the AGF structure to understand properties of
its solutions such as existence, uniqueness, or long-time behavior. Moreover, we want
to understand how to choose a given AGF structure. The dynamic and equilibration
behavior of a full GF structure is fully determined by its entropy and mobility. In
contrast, for an AGF this is only true up to a certain order. This additional freedom
allows us to use different entropy-mobility pairs for analyzing the behavior of solutions. We discuss how the various choices give different global in time existence results as well as equilibrium solutions. A natural question that arises in this context is the what is the "best" choice of an entropy if there are multiple ones, an issue we try to tackle in our case by comparison of dynamics with simulations of the original stochastic particle systems used to derive the asymptotic model.

This paper is organized as follows: we introduce the mathematical model in Section 2 and discuss alternative GF structures that are AGFs of (1.1). In Section 3 we present several numerical examples to illustrate the behavior of the solutions to (1.1) and the GFs presented in the previous section. We also compare the solutions of the different models with Monte Carlo simulations of the underlying system of interacting particles, to explore which AGF structure might represent the underlying system best. In Section 4 we consider two of the GF structures and study their advantages and disadvantages for the analysis of their solutions. In particular, we discuss existence and long time behavior. Equation (1.1) is then discussed in Section 5, where we present a global existence result. Finally, we conclude in Section 6 with a summary of our results concerning the particular model (1.1) and a discussion of the open questions and challenges for the analysis and numerical solution of AGF structures in general.

2. Model and Asymptotic Gradient Flow Structures.

Below we summarize the assumptions leading to the nonlinear Fokker–Planck equation (1.1), as they will influence our choices of functional spaces and set of solutions later on. The equation is obtained as the macroscopic limit of a stochastic system with two types of particles: $N_r$ diffusing red particles of diameter $\epsilon_r$ (with diffusion coefficient normalized to one) and $N_b$ fixed blue obstacle particles of diameter $\epsilon_b$. The particles interact via hard-core collisions, which means that their centers $X_i$ cannot get closer than the sum of their radii, $\|X_i - X_j\| \geq (\epsilon_i + \epsilon_j)/2$, where $\epsilon_i$ denotes the diameter of the particle at position $X_i$. Accordingly, the red particles diffuse in a “perforated domain” with obstructions of diameter $\epsilon_{rb} = (\epsilon_r + \epsilon_b)/2$, distributed according to the probability density $b(x)$. This is related to the porosity $\phi_b(x)$ by

$$\phi_b(x) = N_b v_d(\epsilon_b) b(x),$$

where $v_d(\epsilon)$ is the volume of a $d$-dimensional ball of diameter $\epsilon$. The population of red particles is characterized by the one-particle marginal probability density $r(x,t)$, which describes the probability that one of the red particles is at position $x$ at time $t$. The number density (describing the probability of finding any of the red particles at a given position) is given by $N_r r(x,t)$, and the volume concentration of red particles is given by

$$\phi_r(x,t) = N_r v_d(\epsilon_r) r(x,t).$$

The procedure adopted in [11] to derive the equation (1.1) for $r$ is a systematic asymptotic expansion for $N_b v_d(\epsilon_b) + N_r v_d(\epsilon_r) \ll 1$. Specifically, the parameters in (1.1) are given by

$$\varepsilon_1 = 4(N_r - 1)(d-1)v_d(\epsilon_r), \quad \varepsilon_2 = 4N_b v_d(\epsilon_{rb}), \quad \varepsilon_3 = (d-1)\varepsilon_2.$$

\footnote{We note there was a typo in Eq. (3.6b) of [11]: there should have been a $2^{d+1}$ in the numerator of the $p(x)$ term, rather than a $2^{d-1}$ in the denominator.}
Taking the particle diameters to be of a similar order, $\epsilon_r \sim \epsilon_b \sim \epsilon$, and the number of red particles large such that $N_r - 1 \sim N_r$, we can write

$$\epsilon_1 + \epsilon_3 \sim 4(d - 1) [N_r v_d(\epsilon_r) + N_b v_d(\epsilon_b)] \sim 4(d - 1) (N_r + N_b) v_d(\epsilon),$$

that is, $\epsilon_1 + \epsilon_3$ is approximately $4(d - 1)$ times the volume fraction occupied by particles.

Due to the finite size of particles, there is a physical constraint on the total volume occupied by particles, $\Phi = [N_b v_d(\epsilon_b) + N_r v_d(\epsilon_r)]/|\Omega|$, as well as a constraint on the local volume concentration

$$\phi(x,t) = \phi_b(x) + \phi_r(x,t).$$

In particular, we have that $\Phi < \Phi^*_d$, where $\Phi^*_d$ is the maximal packing density in $d$ dimensions, $\Phi^*_2 \approx 0.91$ and $\Phi^*_3 \approx 0.74$. We note that this physical constraint is not present in (1.1), that is, one could in principle solve (1.1) for a very large concentration of red particles without running into mathematical problems. However, since this equation represents the physical system described above, in our analysis we will impose that its solutions remain in a set of “feasible” configurations. In particular, our bound for the maximum allowed density will be much lower than $\Phi^*_d$, so that we stay within the region of validity of the model: we will require $\epsilon_1 r + \epsilon_3 b \leq 1$, so that the total volume fraction for $d = 2$ is under 25% (see Section 4).

Equation (1.1) can be seen as a particular case of the model derived in [9] and analyzed in [8], consisting of a cross-diffusion system of interacting particles in which both species are allowed to diffuse in the domain under an external potential. When the red moving particles are point particles ($\epsilon_1 \equiv 0$), one recovers a linear diffusion-advection equation in a porous medium with porosity $\phi_b$. When the obstacles are removed ($\epsilon_2 = \epsilon_3 \equiv 0$), equation (1.1) is a nonlinear diffusion equation describing the enhanced diffusion due to self-excluded volume [10].

2.1. Alternative asymptotic gradient flow structures. As mentioned in the introduction, (1.1) does not have a formal gradient flow (GF) structure. However, writing $\epsilon_i \sim \epsilon$ for all $i$, we can see (1.1) as an asymptotic expansion in $\epsilon$ up to order one, and express it as an asymptotic gradient flow (AGF)

$$\partial_t r = \nabla \left[ m(r;\epsilon) \nabla \frac{\delta E}{\delta r}(r;\epsilon) + f(r,\nabla r;\epsilon) \right], \quad f = O(\epsilon^2). \quad (2.1)$$

Note that since equation (1.1) was derived as an asymptotic expansion, formally there should be a term $O(\epsilon^2)$ added to the right-hand side. This means we do not know what the second-order term is: it could be zero, or it could be anything else. This is why, in the definition of AGF, the higher-order term $f$ can be arbitrary as long as it is of order $\epsilon^2$ (see Definition 1.1). In what follows we discuss several possible entropy-mobility pairs that induce an AGF of the form (2.1) for (1.1). These obviously also induce a GF (corresponding to having $f = 0$ in (2.1)). With a slight abuse of language, throughout this paper we will refer to equation (1.1) as the AGF to distinguish it from the full GFs. But it should be clear that it is just a choice among infinitely many, that correspond to setting the $O(\epsilon^2)$ to zero in (1.1).

For ease of notation, we omit the dependence of $m$ and $E$ on $\epsilon$ from now on. The first entropy-mobility pair $(E_1, m_1)$ is

$$E_1(r) = \int_\Omega \left[ r (\log r - 1) + \frac{1}{2} \epsilon_1 r^2 + \epsilon_3 rb \right] d\mathbf{x}, \quad (2.2a)$$
\[ m_1(r) = r(1 - \varepsilon_2 b), \]  
(2.2b)

with the higher-order term in \( \varepsilon \) given by

\[ f_1(r, \nabla r) = rb(\varepsilon_1 \varepsilon_2 \nabla r + \varepsilon_2 \varepsilon_3 \nabla b). \]  
(2.2c)

The corresponding entropy variable is

\[ u_1 = \frac{\delta E_1}{\delta r} = \log r + \varepsilon_1 r + \varepsilon_3 b, \]  
(2.3)

and \( m_1 \nabla u_1 = (1 + \varepsilon_1 r - \varepsilon_2 b) \nabla r + \varepsilon_3 r \nabla b + O(\varepsilon^2) \) as required.

The equilibrium solution \( r_\infty \) of the full GF (corresponding to \( f \equiv 0 \) in (2.1)) can be found as the minimizer of the entropy \( E \), and it agrees with the stationary solution \( r_* \) of (2.1) up to order \( \varepsilon \). To find the equilibrium solution \( r_{1,\infty} \) corresponding to the first entropy \( E_1 \), we look for an asymptotic expansion \( r_{1,\infty} \sim r^{(0)} + \varepsilon r^{(1)} + \cdots \). Setting \( u_1 = \chi \) constant in (2.3) and using the normalization condition on \( r \) we obtain, at leading order, \( r^{(0)} = 1 \). At order \( \varepsilon \), we find \( r^{(1)} + \varepsilon \tilde{\varepsilon}_1 + \varepsilon \tilde{\varepsilon}_3 b = \chi_1 \), where \( \tilde{\varepsilon}_i := \varepsilon_i / \varepsilon \) and \( \chi_1 \) is a constant. Thus, \( r^{(1)} = \tilde{\chi}_1 - \varepsilon_3 b \) or \( r^{(1)} = \tilde{\varepsilon}_3 (1 - b) \) after using again the normalization condition \((\int r^{(1)} = 0)\). Therefore, we find that the equilibrium solution of the first GF pair is

\[ r_{1,\infty} = 1 + \varepsilon_3 (1 - b) + O(\varepsilon^2). \]  
(2.4)

As mentioned before, the lack of GF structure at the macroscopic level is due to the fact that (1.1) corresponds to an asymptotic expansion truncated at a given order. One could argue that this should be resolved by calculating the next order terms in the expansion, and that these should coincide with (2.2c). However, \( f_1 \) only contains some of the possible order \( \varepsilon^2 \) terms (corrections to pairwise interactions), but in general also the first-order correction to triplet interactions should be at that order. In other words, in general calculating the next order term in (1.1) would force us to write down expansions up to order \( \varepsilon^2 \) for the mobility and the entropy, potentially leading to new terms of order \( \varepsilon^3 \) in (2.2c).

In terms of an AGF structure, the question of the “right” entropy functional and mobility matrix arises. Indeed, just as with standard GF where one sometimes can define more than one entropy-mobility pair, is the AGF non-uniquely defined? To illustrate this consider a second entropy-mobility pair \((E_2, m_2)\)

\[ E_2(r) = \int_\Omega r \left[ \log \left( \frac{r}{1 - \varepsilon_1 r - \varepsilon_3 b} \right) - 1 \right] dx, \]  
(2.5a)

\[ m_2(r) = r(1 - \varepsilon_1 r - \varepsilon_2 b). \]

The higher-order term in \( \varepsilon \) is given by

\[ f_2(r, \nabla r) = -\varepsilon_1 r^2 (\varepsilon_1 \nabla r + \varepsilon_3 \nabla b) + (\varepsilon_2 - \varepsilon_3) rb(2 \varepsilon_1 \nabla r + \varepsilon_3 \nabla b) + O(\varepsilon^3). \]  
(2.5b)

In this case we have the following entropy variable

\[ u_2 = \frac{\delta E_2}{\delta r} = \log r - \log(1 - \varepsilon_1 r - \varepsilon_3 b) + \frac{\varepsilon_1 r}{1 - \varepsilon_1 r - \varepsilon_3 b}, \]  
(2.6)

and as before we find that \( m_2 \nabla u_2 = (1 + \varepsilon_1 r - \varepsilon_2 b) \nabla r + \varepsilon_3 \nabla b + O(\varepsilon^2) \). This implies that the second pair (2.5) is also an AGF to equation (1.1), and that errors between using a GF representations with \((E_1, m_1), (E_2, m_2)\), or the AGF (2.1) will be, at most,
at $O(\varepsilon^2)$. Does the same hold when considering the equilibrium solutions of the GFs or the stationary solution of the AGF? The equilibrium solution $r_{2,\infty}$ corresponding to the second pair (2.5) is given by imposing $u_2 = \chi$ constant, which expanding (2.6) asymptotically leads to

$$u_2 \sim \log r_{2,\infty} + 2\varepsilon_1 r_{2,\infty} + \varepsilon_3 b = \chi. \quad (2.7)$$

Although it may seem that there is a difference at $O(\varepsilon)$ since the terms with $\varepsilon_1$ between $u_1$ and $u_2$ differ (compare (2.7) with (2.3)), that is not the case: note that the term with $\varepsilon_1$ in (2.3) does not affect the equilibrium solution (2.4) up to $O(\varepsilon)$. For the same reason, the equilibrium solution $r_{2,\infty}$ of the second entropy agrees with that of the first entropy, (2.4), up to order $O(\varepsilon)$.

This motivates the following definition.

**Definition 2.1.** Two AGF structures defined by a entropy-mobility pair $(E_i, m_i)$ and entropy variables $u_i = \delta E_i/\delta r$ are equal up to order $\varepsilon^k$, if

1. the asymptotic expansions $m_i \nabla u_i$ are equal up to order $\varepsilon^k$.
2. the asymptotic expansions of their corresponding stationary solutions, found setting $u_i = \chi$ constant, are equal up to order $\varepsilon^k$.

Given these observations, we can define the following family of AGFs up to $O(\varepsilon)$ for equation (1.1):

$$E_3(r) = \int_\Omega r \left[ \log \left( \frac{r}{1 - \alpha \varepsilon_1 r - \varepsilon_3 b} \right) - 1 \right] \, dx, \quad (2.8a)$$

$$m_3(r) = r(1 - \beta \varepsilon_1 r - \varepsilon_2 b),$$

with $2\alpha - \beta = 1$. So for example we could choose to have a mobility as in the first pair (2.2b), setting $\beta = 0$ and giving $1 - \varepsilon_1 r/2 - \varepsilon_3 b$ in the denominator of the log term in the entropy.

A key feature of the Fokker–Planck equation (1.1) that allowed us to find several entropy-mobility pairs is that the drift term is at order $\varepsilon$. It is for this reason that the stationary solution is constant at leading order and the coefficient $\varepsilon_1$ of the nonlinear diffusion does not enter the solution until second order (see (2.4)). Below we discuss how the situation would change if instead the potential term $\nabla b$ appeared at leading order in (1.1). Suppose we have an equation of the form

$$\partial_t r = \nabla \cdot \left\{ [d^{(0)}(r) + \varepsilon d^{(1)}(r) + \cdots] \nabla r + [c^{(0)}(r) + \varepsilon c^{(1)}(r) + \cdots] \nabla b(x) \right\},$$

with $c^{(0)}(r) \neq 0$. We look for an AGF structure with expansions for mobility and entropy as follows

$$m(r) = m^{(0)}(r) + \varepsilon m^{(1)}(r) + \cdots, \quad e(r) = e^{(0)}(r) + \varepsilon e^{(1)}(r) + \cdots + \int rb \, dx.$$

Note that the last term in $e(r)$ is the natural potential energy term given a drift $\nabla b$. We immediately obtain through the potential term that

$$m^{(i)} = e^{(i)}, \quad i \geq 0.$$  

Then, having $m^{(0)}$ fixes in turn $e^{(0)}$ through the relation

$$m^{(0)} \nabla \frac{\delta e^{(0)}}{\delta r} = d^{(0)} \nabla r.$$
Comparing the first order coefficients, we obtain

$$m^{(1)} \nabla \delta e^{(0)} + m^{(0)} \nabla \delta e^{(1)} = c^{(1)} \nabla r,$$

and similarly for the higher-order terms. Thus, we see that in the case of an order one potential term, there is less flexibility in choosing the mobility and entropy of an AGF.

We have seen that there are several possible entropy-mobility pairs resulting in different AGFs for equation (1.1). The first pair (2.2) had the natural entropy, with the quadratic terms coming from the pairwise interactions accounted for in (1.1) and the natural potential energy term. But a somewhat unnatural mobility, since it is independent of the crowding of red particles. The second pair (2.5) has instead a more natural mobility, which is reduced by crowding from both species, and an entropy with the advantage that gives the correct physical bounds on the density. In the next section we use numerical simulations of (1.1) and the GFs induced by the first two pairs to highlight their differences. Then in Section 4 we will demonstrate the advantages of each pair from the analysis perspective.

3. Numerical simulations.

We start with a numerical investigation of the behavior of solutions of the AGF equation (1.1) and associated GF equations of the form (1.2) with the entropy-mobility pairs discussed in the previous section. To assess the accuracy of the models, we compare the numerical solutions of the PDEs with stochastic simulations of the underlying microscopic model. In particular, we are interested in comparing the decay in relative entropy in each of the models.

**Definition 3.1.** The relative entropy functional is defined by

$$E^*(r(t)) = E(r(t)) - E(r_\infty) - \int_\Omega u(r_\infty)(r(t) - r_\infty) \, dx,$$

where $u = \delta E/\delta r$ is the entropy variable and $r_\infty$ is the stationary solution.

Note that, if $r$ is the solution of a GF, the stationary solution is an equilibrium solution, $r_\infty = r_\infty$. Then the last term in (3.1) vanishes since $u(r_\infty) = \chi$ constant, noting that $r$ has constant mass. However, in an AGF such as (2.1), $r_\infty$ is not a minimizer of the entropy functional $E$ and therefore the last term in (3.1) plays a key role, which is similar to the analysis of linear Fokker-Planck equations with non-constant drift (cf. [5]). For a discussion of further properties of such relative entropies, also called Bregman distances in convex optimization we refer to [12].

The time-dependent solution of the full GF (1.2) is obtained numerically using the finite-volume scheme in space described in [16]. This scheme is second-order in space and preserves non-negativity and entropy dissipation. We use a Runge–Kutta scheme in time. To obtain the time-dependent solution of the original equation (1.1), we consider it in its AGF form (2.1) and adapt the finite-volume scheme to include the higher-order term $f$.

The equilibrium solution $r_\infty$ of the GF equation (1.2) is easily obtained by solving $u(r_\infty) = \chi$ constant. For example, for the first entropy $E_1$ we have (see (2.3))

$$u_1(r_\infty) = \log r_\infty + \varepsilon_1 r_\infty + \varepsilon_3 b = \chi, \quad \int_\Omega r_\infty \, dx = 1,$$

where $\chi$ is a constant to be determined by imposing the normalization constraint. Equations (3.2) are solved by discretizing in space using equally spaced points and solving the resulting system of equations by the Newton–Raphson’s method. In the AGF
case, the stationary solution $r_*(x)$ of (1.1) is obtained as the long-time limit solution, $r_*=\lim_{t \to \infty} r(t)$ by running the time-dependent simulation for large times until it has equilibrated. Note that a priori we do not know if this limit exists, since (1.1) is not a GF. However, we know that (1.1) has a unique stationary solution $r_*$ and that this is close to $r_{\infty}$, specifically at a distance $O(\varepsilon^2)$. This is a consequence of a more general result of [8], where it was proven that for the corresponding cross-diffusion system (allowing the obstacles’ density $b$ in (1.1) to be dynamic), there exists a unique stationary solution $r_*$ with $\|r_*-r_{\infty}\|=O(\varepsilon^2)$.

The underlying microscopic model of (1.1) is (see [11] for details)

$$dX_i(t) = \sqrt{2}dW_i(t),$$

where $X_i(t)$ is the position of the $i$th red particle at time $t$ ($1 \leq i \leq N_r$) and $W_i(t)$ denotes a $d$-dimensional Brownian motion. The position $X_i(t)$ is constrained by hard-core interactions with other red particles, $\|X_i(t) - X_j(t)\| \geq \varepsilon_r$ for $j \neq i$, as well as with the blue obstacles, $\|X_i(t) - O_j\| \geq \varepsilon_{rb}$ for $1 \leq j \leq N_b$. Here $O_j$ is the (fixed) position of the $j$th obstacle. In addition, the domain boundaries $\partial \Omega$ are hard-walls. Equation (3.3) is integrated using the Euler–Maruyama method and a constant time-step $\Delta t$, and simulated using the open-source C++ library Aboria [30, 31]. For all simulations we used a time-step of $\Delta t = (0.5\varepsilon_r)^2/2$, leading to an average diffusion step size of $0.5\varepsilon_r$ and $10^5$ realizations of (3.3) to compute the histograms of $r(x,t)$. The stationary distribution of the particle system is obtained using the Metropolis–Hastings method (the single-particle local move variant, which means one particle is picked at random and a candidate new position is drawn from a normal distribution centered around its current position). The variance of the move is adjusted so that the acceptance rate is of the order of 23% [29]. For all Metropolis–Hastings simulations we used $2 \times 10^4$ realizations of the porosity distribution and $10^5$ moves per realization. To speed-up convergence of the Markov chain, we initialized the red particles according to the stationary solution up to first order given in (2.4).

We perform simulations for the two-dimensional case ($d=2$). For ease of comparison, we consider one-dimensional initial data and density of obstacles $b$ in $x$ such that $r(x,t)$ is also one-dimensional in $x$. In particular, all PDE simulations are performed in the domain $[-0.5,0.5]$, using 1000 spatial grid-points and a time-step of $10^{-6}$. However, the stochastic simulations are still performed in the full two-dimensional domain $\Omega= [-0.5,0.5]^2$.

Figure 3.1 illustrates the behavior of solutions in the case of a convex potential $b(x) = 0.3(4x^2 + 3)$, for the parameters

$$N_r = 100, N_b = 500, \varepsilon_r = 0.01 \text{ and } \varepsilon_b = 0.015.$$  

(3.4)

With these parameters, the volume fraction occupied by particles is 0.1. In Figure 3.1(a) we plot the time evolution of (1.1) (colored thin lines) starting from the uniform distribution. The distribution of obstacles $b(x)$ is shown as a thick black line. The black circles correspond to the histogram of obstacles obtained from 20000 samples. In Figure 3.1(b) we plot the stationary solution $r_*$ of (1.1) and the equilibrium solution $r_{\infty}$ of the associated GF (1.2) with the entropies $E_1$ (2.2a) and $E_2$ (2.5a). We observe that the second entropy provides a closer approximation to the stationary solution of the original equation. Additionally, we plot the histogram of the stationary distribution of the microscopic system. We find that the original equation (1.1) provides the best approximation to the stochastic simulations.
Next we consider the evolution of the entropy. We consider the first entropy $E_1(t)$ along the solutions of (1.1) and (1.2). The entropy decays monotonically along the solutions of the GF but it does not in the case of the AGF (see Figure 3.1(c)). Interestingly, the entropy $E_1$ computed from the histograms of the time-dependent stochastic simulations does not decay monotonically either. In the AGF case, this is to be expected since $r_*$ is not a minimizer of the entropy functional. Nevertheless, it turns out that the relative entropy $E^*$ also decays for the AGF, and to observe this in the entropy plot one needs to account for the integral term in (3.1). For convenience, we denote it by $\gamma = \int u(r_*) (r(t) - r_*) \, dx$. We plot $E_1 - \gamma_1$ in Figure 3.1(c) along the solutions of the AGF (2.1) and the stochastic particle system. We now observe monotonic decay with the modified entropy functional. The relative entropy $E^*_1(t)$ along the solutions of the AGF (2.1) and the GF (1.2), and the relative entropy $E^*_2(t)$ along the GF are shown in a logarithmic plot in Figure 3.1(d). We observe the exponential decay expected for a GF with a similar rate in all cases (we show this in Subsection 4.1.2).
Fig. 3.2. Evolution of the entropy $E_2(r(t))$ and $E_2(r(t)) - \gamma_2(r(t), r_*)$ using the solutions from the AGF, the GF, and stochastic simulations shown in Figure 3.1.

Figures 3.1(c-d) suggest that the AGF (1.1) inherits properties typical of a GF, namely that the relative entropy functional $E^*$ is decaying along its solutions and that the convergence to its stationary solution $r_*$ is exponential in time. A rigorous analysis of this problem is a challenging question for future work. The fact that the first entropy $E_1$ does not decay monotonically for the stochastic simulations of the microscopic model suggests that $E_1$ is not a very good entropy for our model. The correct way to plot the entropy of the particle-based model would be to compute it directly from the simulations as a microscopic entropy, instead of using the histograms of $r(x, t)$ and $b(x)$ and the macroscopic entropy $E_1$. However, this is out of the scope of this paper since it would require performing a very high-dimensional density estimation to compute the entropic term of the $dN_r$–dimensional particle-based model. Instead, we examine whether the second entropy $E_2$ (2.5a), which gave better results in Figure 3.1(b) for the stationary solution, is a better entropy for the microscopic system. To this end, Figure 3.2 reproduces Figure 3.1(c) but using $E_2$ instead of $E_1$. We see that, although there are slight differences between the entropy curves and those modified adding the extra term $\gamma_2$ (implying that their respective stationary solutions do not minimize exactly $E_2$), at least visually the second entropy decays monotonically along the solutions of our model (1.1) and the particle-based model (3.3).

Next we consider a perturbation of a convex potential for $b$ as depicted in Figure 3.3(a). We again plot the stationary solutions of the original equation and its AGFs, and the evolution of the entropy and relative entropy. The numerical experiments indicate exponential convergence of the relative entropy functional (Figure 3.3(d)). In particular, the original AGF equation (1.1) captures best the behavior of the stochastic particle system, with the GF with second entropy $E_2$ not being far off (see Figure 3.3(b)). We recall that we impose no-flux boundary conditions on a bounded domain, hence it is not surprising to still observe exponential convergence (we discuss this further in Subsection 4.1.2).

In the examples above we have seen that the second entropy-mobility pair (2.5) provided the best approximation to the solutions of (1.1) and the stochastic simulations of (3.3). However, we used fixed parameters (3.4) so it is not clear if this generalizes to other parameter values. To this end, we now examine the behavior of the error between
the stationary solution \( r_\ast \) of (1.1) and the equilibrium solutions \( r_{1,\infty} \) of the GF using each of the three entropies \( E_1 \) (2.2a), \( E_2 \) (2.5a) and \( E_3 \) (2.8a) (with \( \beta = 0 \)) while varying the parameter \( \varepsilon \) and the relative importance of self- to cross-interactions \( \varepsilon_1 / \varepsilon_2 \). Since the three GFs are AGFs of order \( \varepsilon \) to (1.1), we expect this error to be \( O(\varepsilon^2) \).

In Figure 3.4 we plot the \( L_2 \)-norm of the difference between the stationary solution \( r_\ast \) of (1.1) and the three equilibrium solutions \( r_{i,\infty} \). The three rows correspond to different ratios of the self-interaction \( \varepsilon_1 \) to obstacles-interaction \( \varepsilon_2 \) (we recall that for \( d=2 \), \( \varepsilon_3 = \varepsilon_2 \)). In all cases we observe the expected second order error in \( \varepsilon \). In Figure 3.4(a), \( \varepsilon_1 < \varepsilon_2 \) so that self-interactions are weaker than interactions with the obstacles, and we find that the second and third entropies are closest to the AGF (4.1). In Figure 3.4(b) we choose \( \varepsilon_1 = \varepsilon_2 \), for which the error for all three entropies is almost the same. Finally, in Figure 3.4(c) \( \varepsilon_1 > \varepsilon_2 \) so that self-interactions are the dominant ones, and we find that the first entropy has a smallest error. The plots in the right column of Figure
Asymptotic behavior of the error \[ \| r^* - r_{i,\infty} \| \] between the stationary solution \( r^* \) of the AGF and the equilibrium solution \( r_{i,\infty} \) corresponding to GF \( i \), for \( i = 1, 2, 3 \) as a function of \( \varepsilon \). (a) \( \varepsilon_1/\varepsilon_2 = 0.1 \) and \( \varepsilon_2 = \varepsilon \), (b) \( \varepsilon_1/\varepsilon_2 = 1 \), \( \varepsilon_2 = \varepsilon \), and (c) \( \varepsilon_1/\varepsilon_2 = 10 \) and \( \varepsilon_1 = \varepsilon \). (d) Solutions corresponding to (a) for \( \varepsilon = 1 \). (e) Solutions corresponding to (b) for \( \varepsilon = 1 \). (f) Solutions corresponding to (c) for \( \varepsilon = 1 \).

Fig. 3.4 show the solutions used to compute the point \( \varepsilon = 1 \) in the left column. It appears as if the stationary solution of (1.1) is bounded between the equilibrium solutions given by the entropies \( E_1 \) and \( E_2 \) for all values of \( \varepsilon \).

We have seen that if self-interactions are small compared to interactions with the obstacles (\( \varepsilon_1 \ll \varepsilon_2 \)), GF2 approaches the AGF. This can be explained by noting that, in
the limit $\varepsilon_1 \to 0$ (and $d = 2$ so that $\varepsilon_2 = \varepsilon_3$), the higher-order term in the second AGF $f_2$ (2.5b) becomes identically zero at all orders. This implies that GF2 becomes an full GF for our model. In contrast, when self-interactions are the dominant ones ($\varepsilon_2 \ll \varepsilon_1$), the error in GF2 increases but GF1 is very close to the AGF. This again can be explained by looking at the higher-order term of the first AGF, $f_1$ in (2.2c). When $\varepsilon_2 = \varepsilon_3 \to 0$, $f_1$ vanishes and our model becomes a full GF with the first entropy-mobility pair.

4. Analysis of the full gradient flow (GF) structure.

Before addressing the analysis of the asymptotic gradient flows in the next section, we present several analytic results for the respective full gradient flow structures. We start by reviewing the analysis for the first entropy-mobility pair (2.2), which follows known results from the literature. In the case of the second entropy mobility pair (2.5) no such results are available. Hence we state the full proofs.

In what follows we focus on the two-dimensional case $d = 2$, for which the AGF (1.1) becomes

$$\partial_t r = \nabla \cdot [(1 + \varepsilon_1 r - \varepsilon_2 b) \nabla r + \varepsilon_2 r \nabla b],$$

(4.1)

with $\varepsilon_1 = (N_r - 1)\pi \varepsilon^2$ and $\varepsilon_2 = N_b \pi \varepsilon^2 b$. All analytic results presented in this and the next section extend in a straightforward manner to the three-dimensional problem. The AGF problem (4.1), as well as the associated GF problems, are complemented with no-flux boundary conditions on $\partial \Omega$ and initial data $r(x,0) = r_0(x)$. Since (4.1) is valid in the small-volume fraction limit, we require its solutions to stay in the set

$$S = \{r \in \mathbb{R} : r \geq 0, \varepsilon_1 r + \varepsilon_2 b \leq 1\}.$$  

(4.2)

Furthermore, we assume that $b: \overline{\Omega} \to [0,1/\varepsilon_2)$ is fixed such that

$$0 < c_1 \leq 1 - \varepsilon_2 b \leq 1.$$  

(4.3)

We note that these bounds correspond (for $d = 2$ and $N_r$ large) to the following bounds on the volume concentrations, $4(\phi_r + \phi_b) \leq 1$ and $4\phi_b \leq 1$ (see Section 2). This is then consistent with the small-volume fraction assumption to derive (4.1).

4.1. Global in time existence and long time behavior for $(m_1,E_1)$

In the first part of this section we discuss the analysis of the full GF structure for the first entropy mobility pair (2.2). This pair accounts for pairwise interactions via a quadratic term in the entropy, but does not contain any information on the correct physical bounds on the density. However, the advantage of the first pair is that it allows us to prove global in time existence of the AGF (4.1) (see Section 5), whereas for the second pair it is not clear how to control the structure of the higher-order term $f_2$ in (2.5b). In addition, we can prove exponential convergence to equilibrium using a logarithmic Sobolev inequality for $E_1$.

4.1.1. Well-posedness and global in time existence. The well-posedness of the related two species model (we recall that we consider the special case of one immobile obstacle species) was presented in [8]. These results can be adapted in a straightforward way to our problem and will not be detailed in the following. The existence and uniqueness proofs of solutions to the GF and the AGF follow the same arguments. Hence we omit the existence proof for the GF structure and present the detailed proof for the AGF in Section 5 only.
4.1.2. Exponential convergence for convex potentials $b$. In this subsection, we prove exponential convergence towards equilibrium under some assumptions on the potential $b$ for the full GF

$$\partial_t r = \nabla \cdot \left[ m_1(r) \nabla \frac{\delta E_1}{\delta r} \right],$$

(4.4)

using the first entropy-mobility pair (2.2), which we rewrite here for ease of reference:

$$m_1(r) = r(1 - \varepsilon_2 b) \quad \text{and} \quad E_1(r) = \int_{\Omega} \left[ r(\log r - 1) + \frac{1}{2} \varepsilon_1 r^2 + \varepsilon_2 br \right] \, dx.$$

Different approaches to study the long time behavior of GFs can be found in the literature, for example using the HWI method [27] or the Bakry–Émery strategy [7]. Lisini [25] generalized the former approach to study the equilibration behavior of scalar equations with a GF structure and nonlinear mobility. These equations can be interpreted as GFs with respect to the 2-Wasserstein distance and a Riemann distance induced by the nonlinear uniformly elliptic mobility. In this subsection we follow the Bakry–Émery strategy [7]. This approach has been used successfully to study the equilibration behavior of various scalar PDEs, see for example [17, 18, 26]. A key ingredient for proving exponential convergence to stationary solutions is the relative entropy functional (3.1), also known as the Bregman distance between the evolution and the stationary solution [12]. As already discussed in Section 2, equation (4.4) agrees with (2.1) up to order $\varepsilon$.

We first show exponential convergence towards equilibrium for equation (4.4) in case of a given uniformly convex potential $b \in W^{2,\infty}(\Omega)$, that is, $\text{Hess}(b) \geq \tilde{\lambda} I$ for some $\tilde{\lambda} > 0$. Let $r_\infty$ denote the equilibrium solution of (4.4). Due to the strict convexity of the entropy functional $E_1(r)$, there exists a unique and bounded minimizer $r_\infty$, that is, $r_\infty \in L^\infty(\Omega)$. To show exponential convergence towards $r_\infty$ we derive a so-called logarithmic Sobolev inequality for the corresponding relative entropy functional [26]

$$E_1^*(r) = E_1(r) - E_1(r_\infty) \leq \frac{1}{\lambda} I(r),$$

where $\lambda > 0$ and $I(r)$ denotes the dissipation of the entropy functional. Note that the last term of the relative entropy in (3.1) drops out in the case of a GF since $u_1(r_\infty)$ is constant. Due to the full GF structure, the entropy functional $E_1(r)$ satisfies:

$$\frac{dE_1(r)}{dt} = - \int_{\Omega} m_1(r) |\nabla u_1|^2 \, dx = -I(r),$$

where $I(r)$ denotes the so called dissipation term. Furthermore, we also have

$$\frac{dE_1^*(r)}{dt} = -I(r),$$

using $u_{1,\infty} = \chi$ constant, as well as the mass conservation property. Thanks to the bounds on $b$ (4.3), we have

$$-I(r) \leq -c_1 \int_{\Omega} r |\nabla u|^2 \, dx =: -I_0(r).$$
Classical results for the modified equation with a linear mobility $\partial_t r = \nabla \cdot (c_1 r \nabla u_1)$, give the logarithmic Sobolev inequality

$$0 \leq E^*(r(t)) \leq \frac{1}{\lambda} I_0(r(t)), \quad t \geq 0,$$

with $\lambda = 2c_1 \tilde{\lambda}$. Then Gronwall’s lemma gives the following result:

**Lemma 4.1 (Exponential convergence to equilibrium).** Let $b(x)$ be a uniformly convex potential, that is, $\text{Hess}(b) \geq \lambda I$ for some $\lambda > 0$. Then for any weak solution $r(t)$ to equation (4.4) with $E^*_1(r_0 < \infty$ we have exponential convergence to equilibrium,

$$E^*_1(r(t)) \leq E^*_1(r(0))e^{-\lambda t},$$

where $\lambda = 2c_1 \tilde{\lambda}$.

**Remark 4.1.** We have shown exponential convergence to equilibrium for a uniformly convex potential $b(x) \in H^1(\Omega)$ in terms of a logarithmic Sobolev inequality. We can generalize this result to bounded perturbations of the potential $b$ using the results in [6, 19, 20]. In particular, denoting $r^b_\infty$ the equilibrium solution of equation (4.4) with potential $b$, we obtain exponential convergence to equilibrium $r^b_\infty$ for the case $b(x) = b(x) + p(x)$ with a perturbation $p(x) \in H^1(\Omega) \cap L^\infty(\Omega)$ of zero mass, $\int_\Omega p(x)dx = 0$ and $0 < a_1 \leq r^b_\infty \leq a_2 < \infty$.

**Remark 4.2.** As we impose no-flux boundary conditions on the domain, we expect exponential convergence also for non-convex potentials $b(x) \in W^{1,\infty}(\Omega)$. This is because the no-flux boundary conditions can be interpreted as a convex potential taking the value $+\infty$ outside the domain. For example, [3] considers a general Fokker–Planck equation with nonlinear diffusion and nonlocal terms and shows that it is possible to recover the gradient-flow formulation of the problem in a bounded domain $\Omega$ from a sequence of problems in the whole space with a strong confining potential that becomes infinity outside $\Omega$ in the limit. Hence, we can intuitively replace the no-flux boundary conditions by a strong confining potential that becomes infinity outside the region of interest.

### 4.2. Global in time existence for $(m_2, E_2)$

Next we discuss the analysis of the full GF using the second entropy pair (2.5). This pair has the advantage that we automatically obtain the necessary bounds on $r$, which ensure that the solution stays inside the set $S$ (4.2). More specifically, the entropy functional has a structure allowing us to use the boundedness by entropy method [13, 22]. We recall that the first pair (2.2) does not provide this property.

We consider the full GF

$$\partial_t r = \nabla \cdot \left[ m_2(r) \nabla \frac{\delta E_2}{\delta r} \right],$$

(4.5)

using the second entropy-mobility pair (2.5), which we rewrite below for ease of reference:

$$m_2(r) = r(1 - \varepsilon_1 r - \varepsilon_2 b), \quad E_2(r) = \int_{\Omega} r \left[ \log \left( \frac{r}{1 - \varepsilon_1 r - \varepsilon_2 b} \right) - 1 \right] dx.$$

We look for a weak solution $r: \Omega \times (0, T) \to S$ that satisfies the formulation

$$\int_0^T \left[ \langle \partial_t r, \Phi \rangle_{H^{-1}, H^1} + \int_{\Omega} \left( m_2(r) \nabla \frac{\delta E_2}{\delta r} \right) \cdot \nabla \Phi dx \right] dt = 0,$$

(4.6)
for all $\Phi \in L^2(0,T,H^1(\Omega))$.

**Theorem 4.1 (Global existence).** Let $T > 0$ and $b: \Omega \to [0,1/\varepsilon_2)$ be a given function in $H^1(\Omega)$. Furthermore let $r_0: \Omega \to S^\circ$, where $S$ is defined by (4.2), be a measurable function such that $E_2(r_0) < \infty$. Then, there exists a weak solution $r: \Omega \times (0,T) \to S$ to equation (4.5) in the sense of (4.6) such that

$$\partial_t r \in L^2(0,T;H^1(\Omega)'), \quad r \in L^2(0,T;H^1(\Omega)).$$

Moreover, the solution satisfies the following entropy dissipation inequality:

$$E_2(r(t)) + \int_0^t \int_{\Omega} C_1 |\nabla r|^2 \mathrm{d}x \leq E_2(r(0)) + C\tau,$$

for some constants $C_1 > 0, C \geq 0$ depending only on $\varepsilon_1, \varepsilon_2,$ and $\nabla b$.

The proof of Theorem 4.1 is based on an implicit in time discretization and subsequent regularization of equation (4.5). This approach has been used for many nonlinear PDEs with a gradient flow structure, hence we state the main steps only. The proof for the AGF equation (1.1) is based on the same idea, but requires a more detailed analysis and will be presented in Section 5.

To show global in time existence for the full GF, we discretize equation (4.5) using the implicit Euler scheme. More specifically, let $N \in \mathbb{N}$ and consider the discretization of $(0,T]$ into subintervals

$$(0,T] = \bigcup_{k=1}^{N} ((k-1)\tau,k\tau], \quad \tau = \frac{T}{N}.$$  \hfill (4.7)

Then for a given function $r_{k-1} \in S$ approximating $r$ at time $\tau(k-1)$, we obtain a recursive sequence of elliptic problems, which are then regularized by higher-order terms, that is,

$$\frac{r_k - r_{k-1}}{\tau} = \nabla \cdot [m_2(r_k)\nabla u_k] + \tau(\Delta u_k - u_k),$$  \hfill (4.8)

where $u_k$ is the discretized entropy variable $u_2$ in (2.6). The regularization terms are needed to show existence of weak solutions to a linearized version of the problem (4.8) using Lax–Milgram. The existence of the corresponding nonlinear problem is obtained by applying Schauder’s fixed point theorem. The following Lemma guarantees that our solution lies in the correct set using the boundedness by entropy method, [22].

**Lemma 4.2.** The entropy density

$$h: S^\circ \to \mathbb{R}, \quad r \mapsto r \left[ \log \left( \frac{r}{1 - \varepsilon_1 r - \varepsilon_2 b} \right) - 1 \right],$$

is strictly convex and belongs to $C^2(S^\circ)$. Its derivative $h': S^\circ \to \mathbb{R}$ is invertible and the inverse of second derivative $h'': S^\circ \to \mathbb{R}$ is uniformly bounded.

**Proof.** We have that

$$h' = \log r - \log (1 - \varepsilon_1 r - \varepsilon_2 b) + \frac{\varepsilon_1 r}{1 - \varepsilon_1 r - \varepsilon_2 b},$$

and

$$h'' = \frac{1}{r} + \frac{2 \varepsilon_1}{1 - \varepsilon_1 r - \varepsilon_2 b} + \frac{\varepsilon_2^2 r}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2}.$$
As $h''$ is positive on the set $S^\circ$, $h$ is strictly convex. We can easily deduce that the inverse of $h''$ is bounded on $S^\circ$. Since $b$ is fixed, $h'$ is a one to one mapping from $]0,(1-\varepsilon_2)/\varepsilon_1[\rightarrow \mathbb{R}$ for every $x \in \Omega$. Hence $h'$ is invertible. □

Lemma 4.2 allows us to employ the transformation from the entropy variable $u_2 \in \mathbb{R}$ back to the original variable $r$ and ensures that $r \in S^\circ$.

In order to provide enough regularity for passing to the limit $\tau \to 0$, we show an entropy dissipation relation for the weak formulation of the time discretization (4.8), that is,

$$\frac{1}{\tau} \int_\Omega (r_k - r_{k-1})\Phi \, dx + \int_\Omega \nabla \Phi^T m_2(r_k) \nabla u_k \, dx + \tau R(\Phi, u_k) = 0, \quad (4.9)$$

for $\Phi \in H^1(\Omega)$, where $r_k = h'^{-1}(u_k)$ and

$$R(\Phi, u_k) = \int_\Omega (\Phi u_k + \nabla \Phi \cdot \nabla u_k) \, dx.$$

As the entropy density $h$ is convex, we have $h(\varphi_1) - h(\varphi_2) \leq h'(\varphi_1) \cdot (\varphi_1 - \varphi_2)$ for all $\varphi_1, \varphi_2 \in S$. If we choose $\varphi_1 = r_k$ and $\varphi_2 = r_{k-1}$ and using $h'(r_k) = u_k$, we obtain

$$\frac{1}{\tau} \int_\Omega (r_k - r_{k-1})u_k \, dx \geq \frac{1}{\tau} \int_\Omega [h(r_k) - h(r_{k-1})] \, dx. \quad (4.10)$$

Inserting (4.10) in equation (4.9) with the test function $\Phi = u_k$ leads to

$$\int_\Omega h(r_k) \, dx + \tau \int_\Omega \nabla u_k^T m_2(r_k) \nabla u_k \, dx + \tau^2 R(u_k, u_k) \leq \int_\Omega h(r_{k-1}) \, dx. \quad (4.11)$$

**Lemma 4.3.** Let $b: \Omega \to [0,1/\varepsilon_2]$ be such that $\nabla b \in L^2(\Omega)$ and let $r \in L^2(\Omega), r \in S^\circ$ a.e. be such that $u = h'(r) \in H^1(\Omega)$. Then, there exist two constants $C_1 > 0$, $C \geq 0$ depending only on $\varepsilon_1, \varepsilon_2$ and $\|\nabla b\|_{L^2(\Omega)}$ such that

$$\int_\Omega \nabla u_2^T m_2(r) \nabla u_2 \, dx \geq \int_\Omega C_1 |\nabla \sqrt{r}|^2 \, dx - C.$$

**Proof.** Using the definition of $u_2$ (2.6), we have

$$\nabla u_2 = \frac{\nabla r}{r} + \frac{\varepsilon_1 \nabla r + \varepsilon_2 \nabla b}{1 - \varepsilon_1 r - \varepsilon_2 b} + \frac{\varepsilon_1 \nabla r}{1 - \varepsilon_1 r - \varepsilon_2 b} \left( \frac{\varepsilon_1 r (\varepsilon_1 \nabla r + \varepsilon_2 \nabla b)}{1 - \varepsilon_1 r - \varepsilon_2 b} \right)$$

$$= \left( \frac{1}{r} + \frac{2\varepsilon_1}{1 - \varepsilon_1 r - \varepsilon_2 b} \right) \nabla r + \left( \frac{\varepsilon_2}{1 - \varepsilon_1 r - \varepsilon_2 b} + \frac{\varepsilon_1 \varepsilon_2 r}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} \right) \nabla b$$

$$= 1 - 2\varepsilon_2 b + \frac{\varepsilon_2^2 b^2}{r(1 - \varepsilon_1 r - \varepsilon_2 b)^2} \nabla r + \frac{\varepsilon_2 (1 - \varepsilon_2 b)}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} \nabla b$$

$$= \frac{(1 - \varepsilon_2 b)}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} \left( \frac{\nabla r}{r} + \varepsilon_2 \nabla b \right).$$

As $r \in S^\circ$ a.e., that is, $0 < 1 - \varepsilon_1 r - \varepsilon_2 b < 1$ a.e., it holds that

$$\frac{1}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} \geq \frac{1}{1 - \varepsilon_1 r - \varepsilon_2 b} \quad \text{a.e.}$$
which leads to

\[ \int_{\Omega} \nabla u_2^T m_2(r) \nabla u_2 \, dx \geq \int_{\Omega} r(1-\varepsilon_2 b)^2 \left| (1-\varepsilon_2 b) \frac{\nabla r}{r} + \varepsilon_2 \nabla b \right|^2 \, dx. \]

Using Young’s inequality to estimate the mixed term, and $1-\varepsilon_2 b > 0$, $r \in S^\circ$ a.e., and $\nabla b \in L^2(\Omega)$, leads to

\[ \int_{\Omega} \nabla u_2^T m_2(r) \nabla u_2 \, dx \geq \int_{\Omega} C_1 |\nabla \sqrt{\tau}|^2 \, dx - C, \]

for some constants $C_1 > 0$ and $C \geq 0$, as required. \[ \square \]

Finally, Lemma (4.4) states the uniform \textit{a priori} estimates in the discrete time step $\tau$ arising from inequality (4.11) and Lemma 4.3.

**Lemma 4.4 (a priori estimates).** There exists a constant $K \in \mathbb{R}^+$ (independent of $\tau$), such that the following bounds hold:

\[ \| \nabla r \tau \|_{L^2(0,T; H^1(\Omega))} \leq K, \quad \sqrt{\tau} \| u_\tau \|_{L^2(0,T; H^1(\Omega))} \leq K, \]

where $r_\tau(x,t) = r_k(x)$ for $x \in \Omega$ and $t \in ((k-1)\tau,k\tau]$ and $u_\tau$ the corresponding entropy variable.

This together with the use of Aubin–Lions lemma allow to pass to the limit $\tau \to 0$, cf. Section 5 for more details.

### 5. Global existence of the asymptotic gradient flow (AGF) structure.

Finally we are addressing the question of global in time existence for the AGF (4.1). We shall see that we can prove existence and uniqueness of solutions using the first entropy-mobility pair (2.2) only. This choice may seem a bit inept, since the second entropy-mobility pair provides a better approximation of the stationary solutions to the AGF and the microscopic simulations. It also gives useful bounds on the particle density $r$ for the respective GF structure, which ensure that solutions stay in the set $S$. However its stronger nonlinear nature results in more complex higher-order terms, which we are not able to control at the moment. Our goal is to obtain a-priori estimates from the dissipation of the entropy, which cannot be uniform however in the higher-order terms.

More specifically, as

\[ \nabla u_2 = \frac{\nabla r}{r} + \frac{2\varepsilon_1 \nabla r + \varepsilon_2 \nabla b}{1-\varepsilon_1 r - \varepsilon_2 b} + \frac{\varepsilon_1^2 r \nabla r + \varepsilon_1 \varepsilon_2 r \nabla b}{(1-\varepsilon_1 r - \varepsilon_2 b)^2} \]

\[ = \frac{(1-\varepsilon_2 b)}{(1-\varepsilon_1 r - \varepsilon_2 b)^2} \left( \frac{\nabla r}{r} + \varepsilon_2 \nabla b \right), \]

equation (4.1) can be written as

\[ \partial_t r = \nabla \cdot \left[ m_2(r) \nabla u_2 - \frac{\varepsilon_1^2 r^2}{1-\varepsilon_1 r - \varepsilon_2 b} \nabla r - \frac{\varepsilon_1 \varepsilon_2 r^2}{1-\varepsilon_2 r - \varepsilon_2 b} \nabla b \right]. \]

Formally, calculating the time derivative of the entropy functional $E_2$ gives

\[ \frac{dE_2(r)}{dt} = - \int_{\Omega} \left[ m_2(r) \nabla u_2 - \frac{\varepsilon_1^2 r^2}{1-\varepsilon_1 r - \varepsilon_2 b} \nabla r - \frac{\varepsilon_1 \varepsilon_2 r^2}{1-\varepsilon_2 r - \varepsilon_2 b} \nabla b \right] \nabla u_2 \, dx \]
$$= - \int_{\Omega} \frac{1-\varepsilon_2 b}{(1-\varepsilon_1 r - \varepsilon_2 b)^2} \left[ \frac{(1-\varepsilon_2 b)((1-\varepsilon_2 b)^2 - \varepsilon_1^2 r^2)}{r(1-\varepsilon_1 r - \varepsilon_2 b)} |\nabla r|^2 + \varepsilon_2^2 |\nabla b|^2 \right] + (1-\varepsilon_2 b) \varepsilon_2 \nabla r \nabla b + \frac{\varepsilon_2((1-\varepsilon_2 b)^2 - \varepsilon_1^2 r^2)}{1-\varepsilon_1 r - \varepsilon_2 b} \nabla r \nabla b \right] \, dx$$

It is not clear how to control the mixed terms especially as soon as the particle concentration reaches the maximum density, that is, if $\varepsilon_1 r + \varepsilon_2 b \approx 1$, for which the last term can become dominant and arguments based on for example the Cauchy-Schwarz inequality do not yield a suitable estimate.

As a consequence we use the first entropy-mobility pair (2.2) in the proof of the global in time existence result Theorem 5.1. Since it does not provide any information about the volume constraint, we need to introduce a pre-factor in the flux term of (4.1) and regularize the entropy to ensure that the solutions satisfy the maximum volume fraction constraint (4.2), that is, when $\varepsilon_1 r + \varepsilon_2 b = 1$. This pre-factor can be seen as a Lagrange multiplier for the constraint $r \in \mathcal{S}$. We look for a weak solution $r: \Omega \times (0, T) \to \mathcal{S}$ to the equation

$$\partial_t r = \nabla \cdot J_r,$$

$$(1-\varepsilon_1 r - \varepsilon_2 b) J_r = (1-\varepsilon_1 r - \varepsilon_2 b) \left[ (1+\varepsilon_1 r - \varepsilon_2 b) \nabla r + \varepsilon_2 r \nabla b \right], \quad (5.1)$$

in the sense of

$$\int_0^T \left[ \langle \partial_t r, \Phi \rangle_{H^{-1}, H^1} + \int_{\Omega} J_r \cdot \nabla \Phi \, dx \right] \, dt = 0,$$  

(5.2)

for all $\Phi \in L^2(0, T; H^1(\Omega))$. In addition to the definition above, we will only consider weak solutions satisfying the entropy relation

$$E_1(r(t)) + \int_0^t \int_{\Omega} \frac{\varepsilon_1}{4} |\nabla r|^2 \, dx \leq E_1(r_0) + Ct,$$  

(5.3)

for some constant $C \geq 0$ depending only on $\varepsilon_1$, $\varepsilon_2$, and $\nabla b$.

**Theorem 5.1** (Global existence in the case of small volume fraction). Let $T > 0$, $b: \Omega \to [0, 1/\varepsilon_2)$ a given function in $H^1(\Omega)$ and $E_1(r)$ be the entropy functional defined in (2.2a). Furthermore let $r_0: \Omega \to \mathcal{S}_0$, where $\mathcal{S}$ is defined by (4.2), be a measurable function such that $E_1(r_0) < \infty$. Then there exists a weak solution $r: \Omega \times (0, T) \to \mathcal{S}$ to equation (5.1) in the sense of (5.2) and (5.3) satisfying

$$\partial_t r \in L^2(0, T; H^1(\Omega)'), \quad r \in L^2(0, T; H^1(\Omega)).$$

To prove Theorem 5.1, it is convenient to rewrite (4.1) as

$$\partial_t r = \nabla \cdot \left[ n(r) \nabla \frac{\delta E_1}{\delta r} + g(r) \right],$$  

(5.4)

where $E$ is given in (2.2a),

$$n(r) = r(1-\varepsilon_2 b) + \frac{\varepsilon_1 \varepsilon_2 r^2 b}{1+\varepsilon_1 r},$$

and

$$g(r) = \frac{\varepsilon_2^2 rb}{1+\varepsilon_1 r} \nabla b.$$
We note that (5.4) is not in AGF form, since the second term of \( n(r) \) is of order \( \varepsilon^2 \). However, this structure is more convenient for the analysis since \( g \) does not depend on any derivatives of \( r \), and it does not change the final result (as it is only a reformulation of the original equation (1.1)). Note also that \( n(r) \geq 0 \) for \( r \in \mathcal{S} \).

The proof is based on the following approximation argument. We discretize equation (5.4) in time using the implicit Euler scheme with time step \( \tau > 0 \). This gives us a recursive sequence of elliptic problems, which we regularize to obtain sufficiently smooth solutions. More specifically, we perform the time discretization (4.7). Then for a given function \( r_{k-1} \in \mathcal{S} \), which approximates \( r \) at time \( \tau(k-1) \), we want to find \( r_k \in \mathcal{S} \) and the associated entropy variable \( \tilde{u}_k \) solving the regularized time discrete problem

\[
\frac{r_k - r_{k-1}}{\tau} = \nabla \cdot [n(r_k)\nabla \tilde{u}_k + g(r_k)] + \tau (\Delta \tilde{u}_k - \tilde{u}_k).
\]

Here we use the modified entropy \( \tilde{E} = E_1 + E_{\tau} \), with

\[
E_{\tau} = \tau \int_{\Omega} (1 - \varepsilon_1 r - \varepsilon_2 b)[\log(1 - \varepsilon_1 r - \varepsilon_2 b) - 1]dx,
\]

and the associated entropy variable

\[
\tilde{u} = u_1 + u_{\tau} = \log r + \varepsilon_1 r + \varepsilon_2 b - \tau \varepsilon_1 \log(1 - \varepsilon_1 r - \varepsilon_2 b).
\]

The additional term in the entropy provides an upper bound on the solution and the higher-order regularization term guarantees coercivity of the elliptic equation in \( H^1(\Omega) \). This guarantees existence of weak solutions to a linearized version of equation (5.5) using Lax–Milgram. Then existence of solutions to the corresponding nonlinear problem follows from Schauder’s fixed point theorem [35]. Finally uniform \textit{a priori} estimates in \( \tau \) and the use of Aubin–Lions lemma (see for example [34]) allow to pass to the limit \( \tau \to 0 \) leading to a weak solution of (5.1).

**Lemma 5.1.** The entropy density

\[
\tilde{h} : \mathcal{S}^0 \to \mathbb{R},
\]

\[
r \mapsto r(\log r - 1) + \frac{\varepsilon_1}{2} r^2 + \varepsilon_2 rb + \tau (1 - \varepsilon_1 r - \varepsilon_2 b)[\log(1 - \varepsilon_1 r - \varepsilon_2 b) - 1],
\]

is strictly convex and belongs to \( C^2(\mathcal{S}^0) \). Its derivative \( \tilde{h}' : \mathcal{S}^0 \to \mathbb{R} \) is invertible and the inverse of the second derivative \( \tilde{h}'' : \mathcal{S}^0 \to \mathbb{R} \) is uniformly bounded.

**Proof.** We have that

\[
\tilde{h}' = \log r + \varepsilon_1 r + \varepsilon_2 b - \tau \varepsilon_1 \log(1 - \varepsilon_1 r - \varepsilon_2 b),
\]

and

\[
\tilde{h}'' = \frac{1}{r} + \varepsilon_1 + \tau \frac{\varepsilon_2^2}{1 - \varepsilon_1 r - \varepsilon_2 b}.
\]

Since \( \tilde{h}'' \) is positive on the set \( \mathcal{S}^0 \), \( \tilde{h} \) is strictly convex. The boundedness of \( \tilde{h}'' \) and the invertibility of \( \tilde{h}' \) follow from the same arguments as in Lemma 4.2.  \( \Box \)

**5.1. Time discretization and regularization of equation (5.4).** The weak formulation of equation (5.5) is given by:

\[
\frac{1}{\tau} \int_{\Omega} (r_k - r_{k-1}) \Phi dx + \int_{\Omega} [\nabla \Phi^T n(r_k)\nabla \tilde{u}_k + g(r_k)\nabla \Phi] dx + \tau R(\Phi, \tilde{u}_k) = 0,
\]

(5.7)
for $\Phi \in H^1(\Omega)$, where $r_k = \tilde{h}^{-1}(\tilde{u}_k)$ and

$$R(\Phi, \tilde{u}_k) = \int_{\Omega} (\Phi \tilde{u}_k + \nabla \Phi \cdot \nabla \tilde{u}_k) \, dx.$$ 

**Lemma 5.2.** Let $r_{k-1} \in L^2(\Omega)$ and $\tau > 0$. Then there exists a weak solution of (5.7), given as $r_k = \tilde{h}^{-1}(\tilde{u}_k) \in L^2(\Omega)$ with $\tilde{u}_k \in H^1(\Omega)$.

**Proof.** In order to perform a fixed point argument we define $U : S \subseteq L^2(\Omega) \rightarrow S \subseteq L^2(\Omega), \tilde{r} \mapsto r = \tilde{h}^{-1}(\tilde{u})$, where $\tilde{u}$ is the unique solution in $H^1(\Omega)$ to the linear problem

$$a(\tilde{u}, \Phi) = F(\Phi) \quad \text{for all} \quad \Phi \in H^1(\Omega),$$

with

$$a(\tilde{u}, \Phi) = \int_{\Omega} \nabla \Phi^T n(\tilde{r}) \nabla \tilde{u} \, dx + \tau R(\Phi, \tilde{u}),$$

$$F(\Phi) = -\frac{1}{\tau} \int_{\Omega} [(\tilde{r} - r_{k-1}) \Phi - g(\tilde{r}) \nabla \Phi] \, dx.$$ 

The bilinear form $a : H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{R}$ and the linear functional $F : H^1(\Omega) \rightarrow \mathbb{R}$ are bounded. Moreover, $a$ is coercive since the positivity of $n(r)$ implies that

$$a(\tilde{u}, \tilde{u}) = \int_{\Omega} \nabla \tilde{u}^T n(\tilde{r}) \nabla \tilde{u} \, dx + \tau R(\tilde{u}, \tilde{u}) \geq \tau \|\tilde{u}\|_{H^1(\Omega)}^2.$$ 

Then the lemma of Lax–Milgram guarantees the existence of a unique solution $\tilde{u} \in H^1(\Omega)$ to (5.8).

To apply Schauder’s fixed point theorem, we need to show that the map $U$:

1. sends a convex, closed set onto itself,
2. is compact,
3. is continuous.

For the continuity, let $\tilde{r}_k$ be a sequence in $S$ converging strongly to $\tilde{r}$ in $L^2(\Omega)$ and let $\tilde{u}_k$ be the corresponding unique solution to (5.8) in $H^1(\Omega)$. Due to the structure of $n$, we also have that $n(\tilde{r}_k) \rightarrow n(\tilde{r})$ strongly in $L^2(\Omega)$. The positivity of $n$ for $r \in S$ provides a uniform bound for $\tilde{u}_k$ in $H^1(\Omega)$. Hence, there exists a subsequence with $\tilde{u}_k \rightharpoonup \tilde{u}$ weakly in $H^1(\Omega)$. The $L^\infty$ bounds of $n(\tilde{r}_k)$ and the application of a density argument allow us to pass from test functions $\Phi \in W^{1,\infty}(\Omega)$ to test functions $\Phi \in H^1(\Omega)$. So, the limit $\tilde{u}$ as the solution of problem (5.8) with coefficients $\tilde{r}$ is well defined. Due to the compact embedding $H^1(\Omega) \hookrightarrow L^2(\Omega)$, we have a strongly converging subsequence of $\tilde{u}_k$ in $L^2(\Omega)$. Since the limit is unique, the whole sequence converges. From Lemma 5.1 we know that $r = \tilde{h}^{-1}(\tilde{u})$ is Lipschitz continuous, which yields continuity of $U$. Since $S$ is convex and closed, property (1) is satisfied and (2) follows from the compact embedding $H^1(\Omega) \hookrightarrow L^2(\Omega)$. Hence, we can apply Schauder’s fixed point theorem, which assures the existence of a solution $r \in S$ to (5.8) with $\tilde{r}$ replaced by $r$. 

**5.2. Entropy dissipation.** In this subsection we show an entropy dissipation relation for the time discretization (5.7). As the entropy density $\tilde{h}$ is convex, we have

$$\tilde{h}(\varphi_1) - \tilde{h}(\varphi_2) \leq \tilde{h}'(\varphi_1) \cdot (\varphi_1 - \varphi_2) \quad \text{for all} \quad \varphi_1, \varphi_2 \in S.$$ 

If we choose $\varphi_1 = r_k$ and $\varphi_2 = r_{k-1}$ and using $\tilde{h}'(r_k) = \tilde{u}_k$, we obtain

$$\frac{1}{\tau} \int_{\Omega} (r_k - r_{k-1}) \tilde{u}_k \, dx \geq \frac{1}{\tau} \int_{\Omega} \left[ \tilde{h}(r_k) - \tilde{h}(r_{k-1}) \right] \, dx.$$ 

(5.9)
Inserting (5.9) in equation (5.7) with the test function $\Phi = \tilde{u}_k$ leads to

$$
\int_{\Omega} \tilde{h}(r_k) \mathrm{d}x + \tau \int_{\Omega} \left[ \nabla \tilde{u}_k^T n(r_k) \nabla \tilde{u}_k + g(r_k) \nabla \tilde{u}_k \right] \mathrm{d}x + \tau^2 R(\tilde{u}_k, \tilde{u}_k) \leq \int_{\Omega} \tilde{h}(r_{k-1}) \mathrm{d}x. \quad (5.10)
$$

**Lemma 5.3.** Let $b: \Omega \to [0, 1/\varepsilon_2)$ be such that $\nabla b \in L^2(\Omega)$, $n$ and $g$ as above and let $r \in L^2(\Omega)$, $r \in \mathbb{S}^n$ a.e. be such that $\tilde{u} = \tilde{h}(r) \in H^1(\Omega)$. Then there exists a constant $C \geq 0$ depending only on $\varepsilon_1$, $\varepsilon_2$ and $\|\nabla b\|_{L^2(\Omega)}$ such that

$$
\int_{\Omega} \left[ \nabla \tilde{u}^T n(r) \nabla \tilde{u} + g(r) \nabla \tilde{u} \right] \mathrm{d}x 
\geq \int_{\Omega} \left[ \frac{\varepsilon_1}{4} |\nabla r|^2 + \frac{\tau^2}{2} \frac{\varepsilon_1^2 r^2}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} |\varepsilon_1 \nabla r + \varepsilon_2 \nabla b|^2 \right] \mathrm{d}x - C. \quad (5.11)
$$

*Proof.* Inserting the definition of $n$ and $g$ we have

$$
\int_{\Omega} \left[ \nabla \tilde{u}^T n(r) \nabla \tilde{u} + g(r) \nabla \tilde{u} \right] \mathrm{d}x = \int_{\Omega} \left[ r(1 - \varepsilon_2 b) |\nabla \tilde{u}|^2 + \frac{\varepsilon_1 \varepsilon_2 r^2 b}{1 + \varepsilon_1 r} |\nabla \tilde{u}|^2 + \frac{\varepsilon_2 r b}{1 + \varepsilon_1 r} \nabla b \nabla \tilde{u} \right] \mathrm{d}x.
$$

Using Young’s inequality we deduce that

$$
-\frac{\varepsilon_2^2 r b}{1 + \varepsilon_1 r} \nabla b \nabla \tilde{u} \leq \frac{\varepsilon_1 \varepsilon_2 r^2 b}{1 + \varepsilon_1 r} |\nabla \tilde{u}|^2 + \frac{\varepsilon_2 b}{4 \varepsilon_1 (1 + \varepsilon_1 r)} |\nabla b|^2 \leq \frac{\varepsilon_1 \varepsilon_2 r^2 b}{1 + \varepsilon_1 r} |\nabla \tilde{u}|^2 + \frac{\varepsilon_2^2}{4 \varepsilon_1} |\nabla b|^2.
$$

Since

$$
r(1 - \varepsilon_2 b) |\nabla \tilde{u}|^2 = r(1 - \varepsilon_1 r - \varepsilon_2 b) |\nabla \tilde{u}|^2 + \varepsilon_1 r^2 |\nabla \tilde{u}|^2,
$$

we obtain

$$
\int_{\Omega} \left[ \nabla \tilde{u}^T n(r) \nabla \tilde{u} + g(r) \nabla \tilde{u} \right] \mathrm{d}x \geq \int_{\Omega} \varepsilon_1 r^2 |\nabla \tilde{u}|^2 \mathrm{d}x - C_1,
$$

for some constant $C_1 \geq 0$. Using the definition of $\tilde{u}$ (5.6), Young’s inequality to estimate the mixed terms, and

$$
\varepsilon_1 r^2 |\nabla \tilde{u}|^2 = \varepsilon_1 \left| (\varepsilon_1 \nabla r + \varepsilon_2 \nabla b) \left( \frac{1}{\varepsilon_1} + r + \frac{r \varepsilon_1}{1 - \varepsilon_1 r - \varepsilon_2 b} \right) - \frac{\varepsilon_2}{\varepsilon_1} \nabla b \right|^2,
$$

gives

$$
\int_{\Omega} \left[ \nabla \tilde{u}^T n(r) \nabla \tilde{u} + g(r) \nabla \tilde{u} \right] \mathrm{d}x 
\geq \int_{\Omega} \left[ \frac{\varepsilon_1}{2 \varepsilon_1} |\varepsilon_1 \nabla r + \varepsilon_2 \nabla b|^2 + \frac{\tau^2}{2} \frac{\varepsilon_1^2 r^2}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} |\varepsilon_1 \nabla r + \varepsilon_2 \nabla b|^2 \right] \mathrm{d}x - C_2
\geq \int_{\Omega} \left[ \frac{\varepsilon_1}{4} |\nabla r|^2 + \frac{\tau^2}{2} \frac{\varepsilon_1^2 r^2}{(1 - \varepsilon_1 r - \varepsilon_2 b)^2} |\varepsilon_1 \nabla r + \varepsilon_2 \nabla b|^2 \right] \mathrm{d}x - C,
$$

for some constants $C_2, C \geq 0$. □

Applying the dissipation inequality (5.11) and resolving the recursion (5.10) yields
\[
\int_{\Omega} \hat{h}(r_k) \, dx + \tau \sum_{j=1}^{k} \int_{\Omega} \left[ \frac{\varepsilon_1}{4} |\nabla r_j|^2 + \frac{\varepsilon_2^2}{2} \frac{r_j^2}{(1 - \varepsilon_1 r_j - \varepsilon_2 b)^2} |\varepsilon_1 \nabla r_j + \varepsilon_2 \nabla b|^2 \right] \, dx \\
+ \tau^2 \sum_{j=1}^{k} R(\tilde{u}_j, \tilde{u}_j) \leq \int_{\Omega} \hat{h}(r_0) \, dx + TC. \quad (5.12)
\]

This entropy dissipation property is the basis for obtaining sufficient compactness that allows to pass to the limit \( \tau \to 0 \) in the next subsection.

5.3. The limit \( \tau \to 0 \). In this subsection we perform the limit to a solution of the time-continuous problem. Let \( r_k \) be a sequence of solutions to (5.7). We define \( r_{\tau}(x,t) = r_k(x) \) for \( x \in \Omega \) and \( t \in ((k-1)\tau, k\tau] \). Then \( r_{\tau} \) solves the following problem,

\[
\int_{0}^{T} \int_{\Omega} \left\{ \frac{1}{\tau} (r_{\tau} - \sigma_{\tau} r_{\tau}) \Phi + \left[ (1 + \varepsilon_1 r_{\tau} - \varepsilon_2 b) \nabla r_{\tau} + \varepsilon_2 r_{\tau} \nabla b \right] \nabla \Phi \right\} \, dx \, dt \\
+ \int_{0}^{T} \left[ \int_{\Omega} \frac{\varepsilon_1}{1 - \varepsilon_1 r_{\tau} - \varepsilon_2 b} n(r_{\tau})(\varepsilon_1 \nabla r_{\tau} + \varepsilon_2 \nabla b) \nabla \Phi \, dx + \tau R(\Phi, \tilde{u}_{\tau}) \right] \, dt = 0, \quad (5.13)
\]

for \( \Phi \in L^2(0,T;H^1(\Omega)) \). Here \( \sigma_{\tau} \) denotes a shift operator, that is, \( (\sigma_{\tau} r_{\tau})(x,t) = r_{\tau}(x,t - \tau) \) for \( \tau \leq t \leq T \). Note that the terms in the second line of (5.13) are the regularization terms. Using (5.13), the inequality (5.12) becomes

\[
\int_{\Omega} \hat{h}(r_{\tau}(T)) \, dx + \int_{0}^{T} \int_{\Omega} \left[ \frac{\varepsilon_1}{4} |\nabla r_{\tau}|^2 + \frac{\varepsilon_2^2}{2} \frac{r_{\tau}^2}{(1 - \varepsilon_1 r_{\tau} - \varepsilon_2 b)^2} |\varepsilon_1 \nabla r_{\tau} + \varepsilon_2 \nabla b|^2 \right] \, dx \, dt \\
+ \tau \int_{0}^{T} R(\tilde{u}_{\tau}, \tilde{u}_{\tau}) \, dt \leq \int_{\Omega} \hat{h}(r_0) \, dx + TC,
\]

which leads to the \textit{a priori} estimates in Lemma 5.4 below.

Lemma 5.4 (\textit{a priori} estimates). There exists a constant \( K \in \mathbb{R}^+ \) (independent of \( \tau \)), such that the following bounds hold:

\[
\|r_{\tau}\|_{L^2(0,T;H^1(\Omega))} \leq K,
\]

\[
\tau \left\| \frac{r_{\tau}}{1 - \varepsilon_1 r_{\tau} - \varepsilon_2 b}(\varepsilon_1 \nabla r_{\tau} + \varepsilon_2 \nabla b) \right\|_{L^2(\Omega_T)} \leq K,
\]

\[
\sqrt{\tau} \|\tilde{u}_{\tau}\|_{L^2(0,T;H^1(\Omega))} \leq K,
\]

where \( \Omega_T = \Omega \times (0,T) \).

Lemma 5.5. There exists a constant \( K \in \mathbb{R}^+ \) (independent of \( \tau \)), such that the discrete time derivative of \( r_{\tau} \) is uniformly bounded, that is,

\[
\frac{1}{\tau} \|r_{\tau} - \sigma_{\tau} r_{\tau}\|_{L^2(0,T;H^1(\Omega))} \leq K.
\]

\textit{Proof.} Let \( \Phi \in L^2(0,T;H^1(\Omega)) \). Using Lemma 5.4 gives

\[
\frac{1}{\tau} \int_{0}^{T} (r_{\tau} - \sigma_{\tau} r_{\tau}, \Phi) \, dt = - \int_{0}^{T} \int_{\Omega} \left[ (1 + \varepsilon_1 r_{\tau} - \varepsilon_2 b) \nabla r_{\tau} + \varepsilon_2 r_{\tau} \nabla b \right] \nabla \Phi \, dx \, dt \\
- \tau \varepsilon_1 \int_{0}^{T} \int_{\Omega} \frac{n(r_{\tau})}{1 - \varepsilon_1 r_{\tau} - \varepsilon_2 b}(\varepsilon_1 \nabla r_{\tau} + \varepsilon_2 \nabla b) \nabla \Phi \, dx \, dt
\]
we have that and the
are enough to get boundedness for
where the limit satisfies the entropy inequality (weakly lower semi-continuous. Because of the weak convergence of the form
of the form
which is a GF with respect to the entropy $E(r) = \int_{\Omega} (r \log r + \varepsilon_1 r^2 / 2) \, dx$ and mobility $m(r) = r$. If we pass to the limit $\varepsilon_2 \to 0$ in Theorem 5.1, all terms in its proof that
depend on $\varepsilon_2$ are well-defined and their limits coincide with setting $\varepsilon_2 = 0$ in advance, that is, they vanish.

Remark 5.2. Theorem 5.1 also applies to a simpler model, namely the GF induced by the first entropy-mobility pair in (4.4). In particular, the proof is analogous but simpler: comparing (4.4) with (5.4) as we do not have the second term in the mobility $n(r)$ and the additional term $g(r)$ is zero.

6. Conclusion.

In this paper we have used the framework of gradient flows (GFs) as well as asymptotic gradient flows (AGFs) to study the existence of a nonlinear Fokker–Planck equation lacking a full gradient flow (GF) structure. The equation describes the diffusion of hard-core interacting particles through a domain with obstacles distributed according to a given porosity function. While this equation can be studied using existing techniques for nonlinear scalar equations, here we used it to showcase how GF techniques can be generalized for AGFs. In a full GF, although there may be different entropies, the equilibrium is fully determined by its entropy and the dynamic and equilibration behavior can be understood by its interplay with the mobility. In contrast, an AGF is only a GF up to a certain order in a small parameter, and this results in additional freedom when it comes to choosing an entropy-mobility pair.

We performed numerical simulations of the original equation and three choices of AGFs, and compared their steady states and the rates of convergence to these. As an additional way to weight the qualities of each AGF, we also performed stochastic simulations of the underlying microscopic particle system. By doing so, we could not just compare which AGF structure captures best the behavior of our Fokker–Planck equation, but more importantly, the “true” underlying system. We found that, depending on the ratio of self- to obstacles crowding, different AGF structures better captured the system behavior. The simulations also indicated exponential convergence to equilibrium.

We discussed how our equation admits several entropy-mobility pairs to define an AGF, and identified the advantages and disadvantages of each choice when it comes to the analysis. In particular, we found that one pair includes the natural potential term in the entropy coming from the effects of porosity gradients but lacks a bound representing the maximum allowed crowding. As a result, we had to be particularly careful in the existence proof to ensure that solutions do not exceed the maximum packing, which also led to our specific definition of weak solutions. In contrast, an alternative entropy-mobility pair included the correct bounds in the mobility and entropy, leading to better estimates and boundedness by entropy, but lacked the natural potential term in the entropy.

This work shows that in general it is not possible to determine the entropy and GF structure of a macroscopic equation derived using asymptotic methods from an underlying particle system. We can choose different AGF structures to suit our needs (for example, better entropy dissipations, better bounds), but this will not necessarily “select” the AGF that brings physical insight or more accurately captures the behavior of the underlying particle system. This leads to questions such as: How can we propagate the GF structure of the particle system in the derivation, rather than trying to establish it at the level of the macroscopic Fokker–Planck equation? What defines a better AGF? Is there a systematic way to always pick it? Those will be key challenges for future research.
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