Let $\mathfrak{g}$ be a basic Lie superalgebra. A weight module $M$ over $\mathfrak{g}$ is called finite if all of its weight spaces are finite dimensional, and it is called bounded if there is a uniform bound on the dimension of a weight space. The minimum bound is called the degree of $M$. For $\mathfrak{g} = D(2, 1, \alpha)$, we prove that every simple weight module $M$ is bounded and has degree less than or equal to 8. This bound is attained by a cuspidal module $M$ if and only if $M$ belongs to a $(\mathfrak{g}, \mathfrak{g}_0)$-coherent family $L(\lambda)^\mu_\Gamma$ for some typical module $L(\lambda)$. Cuspidal modules which correspond to atypical modules have degree less than or equal to 6 and greater than or equal to 2.

1 Introduction

Basic Lie superalgebras are a natural generalization of simple finite dimensional Lie algebras, and their finite dimensional modules have been studied extensively [9, 14]. In this case, every simple $\mathfrak{g}$-module is a highest weight module with respect to each choice of simple roots of $\mathfrak{g}$, and moreover, there exist various character formulas which help one “count” the dimension of each weight space of the module. A natural generalization of this setting is to the study of (possibly) infinite dimensional modules that have finite dimensional weight spaces, namely, finite weight modules. However, since these modules are not necessarily highest weight with respect to any choice of the set of simple roots, the question arises how to characterize and classify all such simple modules.

In [13], Mathieu gave an answer to this problem for simple Lie algebras by relating to each simple finite weight module $M$ a corresponding simple highest weight module $L(\lambda)$ such that $M$ is the “twisted localization” of $L(\lambda)$, that is, $M \cong L(\lambda)^\mu_\Gamma$. Grantcharov extended this result to cover classical Lie superalgebras in [8]. Using this characterization one can gain information about a simple finite weight module $M$ from the corresponding simple highest weight module $L(\lambda)$, including the calculation of its degree (see (1)). Moreover, this is a major step towards the classification of simple finite weight modules.

In addition, one must determine which simple highest weight modules $L(\lambda)$ can appear in this correspondence. These are the modules which have uniformly bounded weight multiplicities, the so called “bounded modules”. Then one should determine the simplicity conditions for the modules $L(\lambda)^\mu_\Gamma$ and the isomorphisms between them. For simple Lie algebras this problem was completely solved by Mathieu in [13], but the general problem remains open for basic Lie superalgebras. For modules with a strongly typical central character, this description can be derived from results of...
Gorelik, Penkov and Serganova [3, 15, 16], however the situation is not surprisingly more difficult when the central character is atypical.

One can further reduce the classification problem to that of classifying “cuspidal modules” using Theorem 2.2 (Fernando [2]; Dimitrov, Mathieu, Penkov [1]). A cuspidal module is a simple finite weight \( g \)-module that is not parabolically induced from any proper parabolic subalgebra \( p \subset g \). These modules can be characterized in terms of their support and in terms of the action of \( g \).

In this paper, we focus on the family of Lie superalgebras \( D(2,1,\alpha) \) which are defined by one complex parameter \( \alpha \in \mathbb{C} \setminus \{0,-1\} \) and study their finite weight modules. For \( g = D(2,1,\alpha) \), every simple weight module is a finite weight module, and moreover it is bounded! Indeed, here \( g_0 = \mathfrak{sl}_2 \times \mathfrak{sl}_2 \times \mathfrak{sl}_2 \), so a simple weight module \( V \) for \( g_0 \) is just the tensor product \( V = V_1 \otimes V_2 \otimes V_3 \) of simple \( \mathfrak{sl}_2 \) weight modules. Now each simple \( \mathfrak{sl}_2 \) weight module \( V_i \) must have one dimensional weight spaces, since the Casimir element \( h^2 + 2h + fe \) acts by a scalar. Hence, \( V \) also has one dimensional weight spaces. Now any simple weight module of \( g \) can be realized as the quotient of an induced module \( \text{Ind}^g_{g_0} V = U(g) \otimes_{g_0} V \), where \( V \) is a simple \( g_0 \) weight module. The claim then follows from the fact that \( U(g_1) \) is finite dimensional (here \( \dim U(g_1) = 256 \)).

For \( g = D(2,1,\alpha) \), we prove that every Verma module is bounded and has degree less than or equal to 8. It then follows from a result of Grantcharov that simple (finite) weight modules are also bounded of degree less than or equal to 8. We show that the dimensions of the weight spaces of a cuspidal \( g \)-module are constant on \( Q_0 \)-cosets and we calculate this degree. We prove that a cuspidal \( g \)-module has degree 8 if and only if it is “typical”. We prove that if \( M \) is an “atypical” cuspidal \( g \)-module then \( 2 \leq \deg M \leq 6 \). We determine the conditions on \( \lambda \) and \( \Gamma \) that are necessary for \( L(\lambda)^\mu_\Gamma \) to be a cuspidal module. It remains to determine the restrictions on \( \mu \in \mathbb{C}^3 \) and isomorphisms between these modules.

## 2 Basic Lie superalgebras

A simple finite dimensional Lie superalgebra \( g = g_0 \oplus g_1 \) is called basic if \( g_0 \) is a reductive Lie algebra, and there exists an even non-degenerate (symmetric) invariant bilinear form on \( g \). These are the Lie superalgebras: \( \mathfrak{sl}(m|n) \) for \( m \neq n \), \( \mathfrak{psl}(n|n) \), \( \mathfrak{osp}(m|2n) \), \( F(4) \), \( G(3) \), and \( D(2,1,\alpha) \), \( \alpha \in \mathbb{C} \setminus \{0,-1\} \), and finite-dimensional simple Lie algebras. A basic Lie superalgebra can be represented by a Dynkin diagram, though not uniquely.

Let \( g \) be a basic Lie superalgebra, and fix a Cartan subalgebra \( h \subset g_0 \subset g \). We have a root space decomposition \( g = h \oplus \bigoplus_{\alpha \in \Delta} g_\alpha \). For each set of simple roots \( \Pi \subset \Delta \), we have a corresponding set of positive roots \( \Delta^+ = \Delta_0^+ \cup \Delta_1^+ \) and a triangular decomposition \( g = n^- \oplus h \oplus n^+ \). This induces a triangular decomposition of \( g_0 \), namely, \( g_0 = n_0^- \oplus h \oplus n_0^+ \). Let \( \Pi_0 \) denote the corresponding set of simple roots for \( g_0 \). The root lattice of \( g \) (resp. \( g_0 \)) is defined to be \( Q = \sum_{\alpha \in \Pi} \mathbb{Z} \alpha \) (resp. \( Q_0 = \sum_{\alpha \in \Pi_0} \mathbb{Z} \alpha \)). Let \( \rho_0 = \frac{1}{2} \sum_{\alpha \in \Delta_0^+} \alpha \), \( \rho_1 = \frac{1}{2} \sum_{\alpha \in \Delta_1^+} \alpha \) and \( \rho = \rho_0 - \rho_1 \). Denote by \( U(g) \) (resp. \( U(g_0) \)) the universal enveloping algebra of \( g \) (resp. \( g_0 \)). See [9, 13] for definitions and more details.

### 2.1 Finite weight modules

A \( g \)-module \( M \) is called a weight module if it decomposes into a direct sum of weight spaces \( M = \bigoplus_{\mu \in h^*} M_\mu \), where \( M_\mu = \{ m \in M \mid h.m = \mu(h)m \text{ for all } h \in h \} \). A weight module \( M \) is called finite if \( \dim M_\mu < \infty \) for all \( \mu \in h^* \). Define the support of \( M \) to be the set

\[
\text{Supp } M = \{ \mu \in h^* \mid \dim M_\mu \neq 0 \}.
\]
The module $M$ is called \textit{bounded} if there exists a constant $c$ such that $\dim M_\mu < c$ for all $\mu \in \mathfrak{h}^*$. Recall that a $\mathfrak{g}$-module $M = M_0 \oplus M_1$ is also $\mathbb{Z}/2\mathbb{Z}$-graded. The degree of $M$ is defined to be

$$\deg M = \max_{\mu \in \mathfrak{h}^*} \dim(M)_{\mu},$$

and we define the \textit{graded degree} of $M$ to be $(d_0, d_1)$, where

$$d_i = \max_{\mu \in \mathfrak{h}^*} \dim(M_{i})_{\mu} \text{ for } i \in \{0, 1\}.$$

\textbf{Remark 2.1.} Clearly, $\max\{d_0, d_1\} \leq \deg M \leq d_0 + d_1$. However, if $M$ is a weight module that can be generated by a single weight vector (i.e. simple or highest weight module), then each weight space of $M$ is either purely even or purely odd, and so in this case $\deg M = \max\{d_0, d_1\}$.

Let $M(\lambda)$ denote the Verma module of highest weight $\lambda \in \mathfrak{h}^*$ with respect to a set of simple roots $\Pi$, and let $L(\lambda)$ denote its unique simple quotient [14]. It is clear that $M(\lambda)$ and $L(\lambda)$ are finite weight modules, but they are not always bounded.

For each $\beta \in \Pi$ an odd isotropic root (i.e. $(\beta, \beta) = 0$), we have an odd reflection of the set of simple roots $r_\beta : \Pi \to \Pi'$ satisfying $\Pi' = (\Pi \setminus \{\beta\}) \cup \{-\beta\}$ [12]. Moreover, for a simple highest weight module $L_\Pi(\lambda)$ there exists $\lambda' \in \mathfrak{h}^*$ such that $L_{\Pi'}(\lambda') = L_\Pi(\lambda)$. In particular, $\lambda' = \lambda - \beta$ if $(\lambda, \beta) \neq 0$, while $\lambda' = \lambda$ otherwise [11]. Using even and odd reflections one can move between all the different choices of simple roots for a basic Lie superalgebra $\mathfrak{g}$ [17]. Moreover, one can move between two different Dynkin diagrams of $\mathfrak{g}$ using only odd reflections.

A simple highest weight module $L(\lambda)$ is called \textit{typical} if $(\lambda + \rho, \alpha) \neq 0$ for all $\alpha \in \Delta_1$, and \textit{atypical} otherwise. The notion of typicality is preserved by an odd reflection of the set of simple roots, that is, given an odd reflection $r_\beta : \Pi \to \Pi'$ and $L_{\Pi'}(\lambda') = L_{\Pi}(\lambda)$, then $L_{\Pi'}(\lambda')$ is typical iff $L_{\Pi}(\lambda)$ is typical [11] [17].

It was shown by Penkov and Serganova that if $\mathfrak{g}$ is a basic Lie superalgebra, then the category of representations of $\mathfrak{g}$ with a fixed generic typical central character is equivalent to the category of representations of $\mathfrak{g}_0$ with a certain corresponding central character [15] [16]. This equivalence of categories was extended to representations of $\mathfrak{g}$ with a fixed strongly typical central character by Gorelik in [3]. In the case that the root system of $\mathfrak{g}$ is reduced ($\alpha, k\alpha \in \Delta$ implies $k = \pm 1$) all typical central characters are strongly typical.

\subsection*{2.2 Cuspidal modules}

A \textit{$\mathbb{Z}$-grading} of $\mathfrak{g}$ is a decomposition $\mathfrak{g} = \oplus_{j \in \mathbb{Z}} \mathfrak{g}(j)$ satisfying $[\mathfrak{g}(i), \mathfrak{g}(j)] \subseteq \mathfrak{g}(i + j)$ and $\mathfrak{h} \subseteq \mathfrak{g}(0)$. A subalgebra $\mathfrak{p} \subset \mathfrak{g}$ is called a \textit{parabolic subalgebra} if there exists a $\mathbb{Z}$-grading of $\mathfrak{g}$ such that $\mathfrak{p} = \oplus_{j \geq 0} \mathfrak{g}(j)$. In this case, $\mathfrak{l} = \mathfrak{g}(0)$ is a Levi subalgebra and $\mathfrak{n} = \oplus_{j \geq 1} \mathfrak{g}(j)$ is the nilradical of $\mathfrak{p}$.

Let $\mathfrak{p} = \mathfrak{l} \oplus \mathfrak{n}$ be a parabolic subalgebra of $\mathfrak{g}$, and let $S$ be a simple $\mathfrak{p}$-module. Then $M_\mathfrak{p}(S) := \text{Ind}_\mathfrak{p}^{\mathfrak{g}} S$ has a unique simple quotient $L_\mathfrak{p}(S)$. The module $L_\mathfrak{p}(S)$ is said to be \textit{parabolically induced}. A simple $\mathfrak{g}$-module is called \textit{cuspidal} if it is not parabolically induced from any proper parabolic subalgebra $\mathfrak{p} \subset \mathfrak{g}$.

\textbf{Theorem 2.2} (Fernando [2]; Dimitrov, Mathieu, Penkov [1]). \textit{Let $\mathfrak{g}$ be a basic Lie superalgebra. Any simple finite weight $\mathfrak{g}$-module is obtained by parabolic induction from a cuspidal module of a Levi subalgebra.}

This theorem is an important step towards the classification of all simple finite weight modules. It reduces the general classification problem to that of classifying cuspidal modules.
Theorem 2.3 (Fernando [2]). If \( g \) is a finite dimensional simple Lie algebra that admits a cuspidal module, then \( g \) is of type \( A \) or \( C \).

Theorem 2.4 (Dimitrov, Mathieu, Penkov [1]). Only the following basic Lie superalgebras admit a cuspidal module: \( \mathfrak{psl}(n|n), \mathfrak{osp}(m|2n) \) with \( m \leq 6, D(2,1,\alpha) \) with \( \alpha \in \mathbb{C} \setminus \{0,-1\}, \mathfrak{sl}(n), \mathfrak{sp}(2n) \).

The following theorem gives a characterization of cuspidal \( g_0 \)-modules.

Theorem 2.5 (Fernando [2]). Let \( g_0 \) be a reductive Lie algebra, and let \( M \) be a simple finite weight \( g_0 \)-module. Then \( M \) is cuspidal iff \( \text{Supp} \) \( M \) is exactly one \( Q \) coset iff \( \text{ad} x_\alpha \) is injective for all \( \alpha \in \Delta, x_\alpha \in g_\alpha \).

Corollary 2.6. Let \( g_0 \) be a reductive Lie algebra. If \( M \) is a cuspidal \( g_0 \)-module, then \( M \) is bounded and \( \dim M_\mu = \deg M \) for all \( \mu \in \text{Supp} M \).

These conditions are too strict when \( g \) is a basic Lie superalgebra, and so the following definitions were introduced in [1]. A finite weight module \( M \) is called torsion-free if the monoid generated by

\[
\text{inj} M = \{ \alpha \in \Delta_0 \mid x_\alpha \in g_\alpha \text{ acts injectively on } M \}
\]

is a subgroup of finite index in \( Q \). A finite weight module \( M \) is called dense if \( \text{Supp} M \) is a finite union of \( Q' \)-cosets, for some subgroup \( Q' \) of finite index in \( Q \).

Theorem 2.7 (Dimitrov, Mathieu, Penkov [1]). Let \( g \) be a basic Lie superalgebra, and let \( M \) be a simple finite weight \( g \)-module. Then \( M \) is cuspidal iff \( M \) is dense iff \( M \) is torsion free.

The following lemmas are proven in [13].

Lemma 2.8. Let \( g_0 \) be a reductive Lie algebra. Any bounded \( g_0 \)-module has finite length.

Lemma 2.9. Let \( g \) be a basic Lie superalgebra. If \( M \) is a simple finite weight \( g \)-module, then for each \( \alpha \in \Delta_0 \) the action of \( x \in g_\alpha \) on \( M \) is either injective or locally nilpotent.

For each \( g_0 \)-module \( N \), let

\[
\tilde{N} := \text{Ind}_{g_0}^g(N).
\]

Theorem 2.10 (Dimitrov, Mathieu, Penkov [1]). (i) For any finite cuspidal \( g_0 \)-module \( N \), the module \( \tilde{N} \) contains at least one and only finitely many non-isomorphic cuspidal submodules.

(ii) For any finite cuspidal \( g \)-module \( M \), there is at least one and only finitely many non-isomorphic cuspidal \( g_0 \)-modules such that \( M \subset \tilde{N} \).

2.3 Coherent families

Let \( C(\mathfrak{h}) \) denote the centralizer of \( \mathfrak{h} \) in \( U(\mathfrak{g}_0) \). A \( (g, \mathfrak{g}_0) \)-coherent family of degree \( d \) is a finite weight \( g \)-module \( M \) such that \( \dim M_\mu = d \) for all \( \lambda \in \mathfrak{h}^* \) and the function \( \mu \mapsto \text{Tr} u|_{M_\mu} \) is polynomial in \( \mu \), for all \( u \in C(\mathfrak{h}) \) [6, 7, 13].

Example 2.11 (Mathieu [13]). Let \( g = \mathfrak{sl}_2 \) and fix \( a \in \mathbb{C} \). Define a module \( V(a) = \oplus x \in \mathbb{C}^* x^a \) with the following \( \mathfrak{sl}_2 \) action.

\[
\begin{align*}
e & \mapsto x^2 \frac{d}{dx} + ax \\
f & \mapsto -\frac{d}{dx} + a(1/x) \\
h & \mapsto 2x \frac{d}{dx}
\end{align*}
\]

\[
\begin{align*}
e.x^s &= (a + s)x^{s+1} \\
f.x^s &= (a - s)x^{s-1} \\
h.x^s &= (2s)x^s
\end{align*}
\]
For each \( a \in \mathbb{C} \), \( V(a) \) is a \( \mathfrak{sl}_2 \)-coherent family. For each \( [\mu] \in \mathbb{C}/\mathbb{Z} \) with representative \( \mu \in \mathfrak{h}^* \),

\[
V(a)^{[\mu]} := \oplus_{n \in \mathbb{Z}} \mathbb{C} x^{\mu + n}
\]

is a submodule, which is simple and cuspidal if and only if \( \mu \pm a \not\in \mathbb{Z} \).

Let \( \Gamma = \{ \gamma_1, \ldots, \gamma_k \} \subset \Delta^+_0 \) be a set of commuting roots, and for each \( \gamma_i \in \Gamma \) choose \( f_i \in \mathfrak{g}_{-\gamma_i} \). Let \( U_\Gamma \) be the localization of \( U(\mathfrak{g}) \) at the set \( \{ f_i^n \mid n \in \mathbb{N}, \gamma_i \in \Gamma \} \). If \( \Gamma \subset \text{inj} \; L(\lambda) \), define the localization of \( L(\lambda) \) at \( \Gamma \) to be the module \( L(\lambda)_\Gamma := U_\Gamma \otimes_{U(\mathfrak{g})} L(\lambda) \). Then \( L(\lambda) \) is a submodule of \( L(\lambda)_\Gamma \) and \( \text{deg} \; L(\lambda)_\Gamma = \text{deg} \; L(\lambda) \).

Now for each \( \mu \in \mathbb{C}^k \), we define a new module \( L(\lambda)^\mu_\Gamma \) whose underlying vector space is \( L(\lambda)_\Gamma \), but with a new action of \( \mathfrak{g} \) defined as follows. For \( u \in U_\Gamma \) and \( x \in L(\lambda)^\mu_\Gamma \),

\[
u \cdot x := \Phi^\mu_\Gamma(u)v,
\]

where

\[
\Phi^\mu_\Gamma(u) = \sum_{0 \leq i_1, \ldots, i_k} \left( \frac{\mu_1}{i_1} \right) \cdots \left( \frac{\mu_k}{i_k} \right) \text{ad}(f_1)^{i_1} \cdots \text{ad}(f_k)^{i_k}(u) f_1^{-i_1} \cdots f_k^{-i_k}.
\]

Note that this sum is finite for each choice of \( u \). The module \( L(\lambda)^\mu_\Gamma \) is called the twisted localization of \( L(\lambda) \) with respect to \( \Gamma \) and \( \mu \), and it is a \((\mathfrak{g}, \mathfrak{g}_0)\)-coherent family of degree \( d = \text{deg} \; L(\lambda) \).

\textbf{Theorem 2.12} (Mathieu [13]; Grantcharov [8]). Let \( \mathfrak{g} \) be a basic Lie superalgebra. Each simple finite weight \( \mathfrak{g} \)-module \( M \) is a twisted localization of a simple highest weight module \( L_b(\lambda) \) for some Borel subalgebra \( \mathfrak{b} \subset \mathfrak{g} \) and \( \lambda \in \mathfrak{h}^* \). In particular, \( M \cong L_b(\lambda)^\mu_\Gamma \) for some \( \mu \in \mathbb{C} \) and set of commuting even roots \( \Gamma \).

\textit{Remark 2.13.} If \( M \) is a cuspidal or bounded module, then \( L_b(\lambda) \) is necessarily bounded.

\section{The Lie superalgebra \( D(2,1,\alpha) \)}

For each \( \alpha \in \mathbb{C} \setminus \{0,-1\} \), the Lie superalgebra \( \mathfrak{g} = D(2,1,\alpha) \) can be realized as a contragredient Lie superalgebra \( \mathfrak{g}(A) \) with Cartan matrix

\[
A = \begin{pmatrix}
0 & 1 & \alpha \\
1 & 0 & -\alpha - 1 \\
\alpha & -\alpha - 1 & 0
\end{pmatrix},
\]

set of simple roots \( \Pi = \{ \beta_1, \beta_2, \beta_3 \} \) with parity \((1,1,1)\), generating set

\[
\{ e_i \in \mathfrak{g}_{\beta_i}, f_i \in \mathfrak{g}_{-\beta_i}, h_i \in \mathfrak{h} \mid i = 1, 2, 3 \}
\]

and defining relations [9]. Then \( \mathfrak{g}_0 = \mathfrak{sl}_2 \times \mathfrak{sl}_2 \times \mathfrak{sl}_2 \) is 9-dimensional with \( \Pi_0 = \{ \beta_1 + \beta_2, \beta_1 + \beta_3, \beta_2 + \beta_3 \} \), and \( \mathfrak{g}_1 \) is the 8-dimensional \( \mathfrak{g}_2 \)-module given by tensoring three copies of the standard representation of \( \mathfrak{sl}_2 \). Our choice of \( \Pi \) induces a triangular decomposition \( \Delta = \Delta^+ \cup \Delta^- \) where

\[
\Delta^+_0 = \{ \beta_1 + \beta_2, \beta_1 + \beta_3, \beta_2 + \beta_3 \} \quad \text{and} \quad \Delta^-_1 = \{ \beta_1, \beta_2, \beta_1 + \beta_2 + \beta_3 \}.
\]
**Remark 3.1.** For \( g = \mathfrak{d}(2, 1, \alpha) \), the even root lattice \( Q_0 \) is a sublattice of index 2 in \( Q \).

\( \mathfrak{d}(2, 1, \alpha) \) has four different Dynkin diagrams.

\[
\begin{array}{c}
\begin{array}{c}
\bullet \\
1 \\
1 \quad \alpha \\
\bullet
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
1 \\
1 \quad -1 \quad \alpha
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
\alpha
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
\alpha
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
\alpha
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
\alpha
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\bullet \\
\alpha
\end{array}
\end{array}
\end{array}
\]

**Remark 3.2.** The Cartan matrix \( A \) in (2) is equivalent to the diagram on the left, and corresponds to \( \Delta^+ \) given in (3). Most of our computations will be with respect to this choice of the set of simple roots, since here \( \rho = 0 \) and since no set of simple roots of \( g = \mathfrak{d}(2, 1, \alpha) \) contains a set of simple roots for \( \mathfrak{g}_0 \).

### 3.1 Finite weight modules for \( \mathfrak{d}(2, 1, \alpha) \)

In this section we study finite weight modules for the basic Lie superalgebra \( \mathfrak{d}(2, 1, \alpha) \).

It was shown in [1] that every simple finite weight module is obtained by parabolic induction from a cuspidal module \( L_p(S) \) with \( p = l \oplus n \), such that either \( l \) is a proper reductive subalgebra of \( \mathfrak{g}_0 = \mathfrak{s}l_2 \times \mathfrak{s}l_2 \times \mathfrak{s}l_2 \) or \( l = \mathfrak{g} \). Cuspidal modules for \( \mathfrak{s}l_2 \) are classified in Example 2.11, and all cuspidal modules for \( \mathfrak{s}l_2 \times \mathfrak{s}l_2 \) can be obtained by tensoring two cuspidal \( \mathfrak{s}l_2 \)-modules together, namely,

\[
V(a_1)^{[\mu_1]} \otimes V(a_2)^{[\mu_2]} \text{ with } \mu_i \pm a_i, \in \mathbb{Z}, \ i = 1, 2.
\]

So it remains to describe the cuspidal modules for \( g = \mathfrak{d}(2, 1, \alpha) \). The following theorems will help us realize these modules.

**Theorem 3.3.** Let \( g = \mathfrak{d}(2, 1, \alpha) \). For each set of positive roots \( \Delta^+ \) and each \( \lambda \in h^* \), the Verma module \( M(\lambda) \) is bounded. \( M(\lambda) \) has degree 8 and graded degree \( (8, 8) \).

**Proof.** The dimensions of the weight spaces of \( M(\lambda) \) are given by the coefficients of the character formula \( \text{ch} \ M(\lambda) = e^{\lambda + R} = e^{\lambda - R_0} \), where \( R_0 = \Pi_{\alpha \in \Delta^+} (1 - e^{-\alpha}) \) and \( R_1 = \Pi_{\alpha \in \Delta^+} (1 + e^{-\alpha}) \). Since \( e^{\alpha R} \) is invariant under odd reflections, it is sufficient to prove the theorem with respect to the set of positive roots \( \Delta^+ \) from (3).

\[
\text{ch} \ M(\lambda) = e^{\lambda} (1 + e^{-\beta_1})(1 + e^{-\beta_2})(1 + e^{-\beta_3}) (1 + e^{-\beta_1 - \beta_2 - \beta_3}) (1 - e^{-\beta_1})(1 - e^{-\beta_2})(1 - e^{-\beta_3})(1 - e^{-\beta_1 - \beta_2 - \beta_3})
\]

\[
= e^{\lambda} (1 + e^{-\beta_1})(1 + e^{-\beta_2})(1 + e^{-\beta_3}) (1 + e^{-\beta_1 - \beta_2 - \beta_3}) \cdot \sum_{k_1, k_2, k_3 \in \mathbb{N}, k_1 + k_2 + k_3 \text{ is even}} e^{-k_1 \beta_1 - k_2 \beta_2 - k_3 \beta_3}
\]

So for \( m_1, m_2, m_3 \in \mathbb{N} \) sufficiently large, the \( (\lambda - m_1 \beta_1 - m_2 \beta_2 - m_3 \beta_3) \) weight space of \( M(\lambda) \) is purely even with dimension \( \binom{4}{1} + \binom{4}{1} + \binom{4}{1} = 8 \) when \( m_1 + m_2 + m_3 \) is even, (which corresponds to a choice of an even number of odd roots from \( \Delta^- \)), and it is purely odd with dimension \( \binom{4}{1} + \binom{4}{1} = 8 \) when \( m_1 + m_2 + m_3 \) is odd, (corresponding to a choice of an odd number of odd roots from \( \Delta^- \)). \( \square \)
Corollary 3.4. A highest weight module is bounded and has degree less than or equal to 8.

Since every simple weight module of \( D(2,1,\alpha) \) is a finite weight module, we can combine Theorem 2.12 with Corollary 3.4 to obtain the following.

Theorem 3.5. For \( g = D(2,1,\alpha) \), any simple weight module \( M \) is bounded and has degree less than or equal to 8.

Remark 3.6. In Theorem 3.5 we do not assume that \( M \) is a highest weight module.

Let \( \Delta^+ \) be as in (3), and let \( \alpha_1 = \beta_2 + \beta_3, \alpha_2 = \beta_1 + \beta_3, \alpha_3 = \beta_1 + \beta_2 \), so that \( \Pi_0 = \{ \alpha_1, \alpha_2, \alpha_3 \} \). Then for each \( i \in \Pi_0, i = 1, 2, 3 \), we have an \( sl_2 \)-triple \( \{ E_i, F_i, H_i \} \) with \( E_i \in \mathfrak{g}_{\alpha_i}, F_i \in \mathfrak{g}_{-\alpha_i} \) and \( H_i = [E_i, F_i] \) satisfying \( \alpha_i(H_i) = 2 \). For each \( \lambda \in \mathfrak{h}^* \), \( i = 1, 2, 3 \), let \( \lambda_i = \lambda(h_i) \) and \( c_i = \lambda(H_i) \). Then

\[
\begin{align*}
  c_1 & = \frac{\lambda_2 + \lambda_3}{-\alpha - 1}, \\
  c_2 & = \frac{\lambda_1 + \lambda_3}{\alpha}, \\
  c_3 & = \lambda_1 + \lambda_2.
\end{align*}
\]

(4)

Theorem 3.7. Let \( g = D(2,1,\alpha) \) and let \( \Delta^+ \) be as in (3). Then for each \( \lambda \in \mathfrak{h}^* \), we have that \( \text{inj } L(\lambda) = \Delta_0^- \) if and only if \( c_1, c_2, c_3 \notin \mathbb{Z}_{\geq 1} \) and at most one of \( \lambda_1, \lambda_2, \lambda_3 \) equals zero.

Proof. Let \( \Pi \) denote the set of simple roots of \( \Delta^+ \). Then \( F_i \) acts injectively on \( L(\lambda) \) if and only if given a set of simple roots \( \Pi' \) containing \( \alpha_i \) which can be obtained by a sequence of odd reflections from \( \Pi \), we have that \( \lambda'(H_i) \notin \mathbb{Z}_{\geq 0} \), where \( \lambda' \in \mathfrak{h}^* \) satisfies \( L_{\Pi'}(\lambda') = L_{\Pi}(\lambda) \).

Now if \( \lambda_i, \lambda_j = 0 \), then \( f_i v = 0 \) and \( f_j v = 0 \) imply \( F_k v = [f_i, f_j] v = 0 \). Hence, if \( F_1, F_2, F_3 \) act injectively on \( L(\lambda) \), then at most one of \( \lambda_1, \lambda_2, \lambda_3 \) equals zero. By reflecting at \( \beta_j \) we get \( \Pi' = \{ -\beta_j, \alpha_i, \alpha_k \} \) where \( i \neq j \neq k \). If \( \beta_j \) is a typical root \( \lambda_j \neq 0 \) then \( F_i \) acts injectively iff \( (\lambda - \beta_j)(H_i) = c_i = 1 \notin \mathbb{Z}_{\geq 0} \), and \( F_k \) acts injectively iff \( (\lambda - \beta_j)(H_k) = c_k - 1 \notin \mathbb{Z}_{\geq 0} \). Hence, if at least two of \( \lambda_1, \lambda_2, \lambda_3 \) are non-zero, it follows that \( F_1, F_2, F_3 \) act injectively iff \( c_1, c_2, c_3 \notin \mathbb{Z}_{\geq 1} \).

Remark 3.8. Let \( \Delta^+ \) be as in (3), then \( L(\lambda) \) is typical if and only if \( \lambda_1, \lambda_2, \lambda_3 \neq 0 \) and \( \lambda_1 + \lambda_2 + \lambda_3 \neq 0 \).

Theorem 3.9. For \( g = D(2,1,\alpha) \), suppose that \( L(\lambda) \) is a simple highest weight module satisfying \( \text{inj } L(\lambda) = \Delta_0^- \), then \( L(\lambda) = M(\lambda) \) iff \( L(\lambda) \) is typical.

Proof. Since each of these properties is a module property that is preserved under odd reflections, it suffices to prove the theorem with respect to \( \Delta^+ \) in (3). By Theorem 3.7 we have \( \text{inj } L(\lambda) = \Delta_0^- \) implies \( \lambda(H_i) \notin \mathbb{Z}_{\geq 1} \) for each \( \alpha_i \in \Delta_0^+ \). Hence,

\[
\frac{2(\lambda + \rho, \alpha_i)}{(\alpha_i, \alpha_i)} = \frac{2(\lambda, \alpha_i)}{(\alpha_i, \alpha_i)} = \lambda(H_i) \notin \mathbb{Z}_{\geq 1},
\]

where the first equality is due to the fact that \( \rho = 0 \) for our choice of \( \Delta^+ \), and the second equality is given by the identification of \( \mathfrak{h} \) with \( \mathfrak{h}^* \). The claim now follows from computing the Shapovalov determinant using the formula given in [5] Section 1.2.8. Since \( (\beta, \beta) = 0 \) for \( \beta \in \Delta_1 \), we conclude that \( M(\lambda) \) is simple if and only if \( (\lambda + \rho, \beta) \neq 0 \) for all \( \beta \in \Delta_1 \). \( \square \)
### 3.2 Cuspidal modules for $D(2, 1, \alpha)$

The following theorem gives a characterization of cuspidal modules for $D(2, 1, \alpha)$.

**Theorem 3.10.** Let $\mathfrak{g} = D(2, 1, \alpha)$, and let $M$ be a simple weight $\mathfrak{g}$-module. The following are equivalent

1. $M$ is cuspidal;
2. $\text{Supp } M$ is exactly one $Q$ coset;
3. $x_\alpha$ acts injectively for all $\alpha \in \Delta_0^-$, $x_\alpha \in \mathfrak{g}_\alpha$.

**Corollary 3.11.** Let $\mathfrak{g} = D(2, 1, \alpha)$. If $M$ is a cuspidal $\mathfrak{g}$-module, then $\dim M_\lambda = \dim M_\mu$ for all $\lambda - \mu \in Q_0^\perp$.

For $\mathfrak{g} = D(2, 1, \alpha)$ it follows from [3], that for typical central characters we have a $1-1$ correspondence between cuspidal $\mathfrak{g}$-modules and cuspidal $\mathfrak{g}_0$-modules. Here we describe cuspidal $\mathfrak{g}_0$-modules.

**Theorem 3.12.** Let $\mathfrak{g}_0 = \mathfrak{sl}_2 \times \mathfrak{sl}_2 \times \mathfrak{sl}_2$. Then the cuspidal $\mathfrak{g}_0$-modules are as follows.

$$V_\mu^a := V(a_1)^{[\mu_1]} \otimes V(a_2)^{[\mu_2]} \otimes V(a_3)^{[\mu_3]} \quad a, \mu \in \mathbb{C}^3, \; \mu_i \pm a_i \notin \mathbb{Z}, \; i = 1, 2, 3$$

Moreover, $\text{Supp } V_\mu^a = Q + \mu$ and $\deg V_\mu^a = 1$.

We have two ways to realize cuspidal modules. The first method is by decomposing the modules $\tilde{N}$ appearing in Theorem 2.10, since each simple subquotient of $\tilde{N}$ is cuspidal. It follows from the PBW theorem that $\deg V_\mu^a = 2^7$, so we see from Theorem 3.5 that $V_\mu^a$ is far from simple. Alternatively, one could determine simplicity conditions for the modules $L(\lambda)^\mu_\Gamma$ appearing in Theorem 2.12.

Here we calculate the degree of a cuspidal $\mathfrak{g}$-module $L(\lambda)^\mu_\Gamma$ using the results from Section 3.1 and Shapovalov determinants for the module $M(\lambda)^\mu_\Gamma$ [4, 5, 10].

**Theorem 3.13.** Let $\mathfrak{g} = D(2, 1, \alpha)$, and suppose that $L(\lambda)^\mu_\Gamma$ is a (simple) cuspidal $\mathfrak{g}$-module for $\lambda \in \mathfrak{h}^*$, $\Delta = \Delta^+ \cup \Delta^-$, $\Gamma \subset \Delta^-_0$ and $\mu \in \mathbb{C}^3$. Then

1. $\Gamma = \text{inj } L(\lambda) = \Delta^-_0$, and if $\Delta^+$ is as in [3] then Theorem 3.7 applies;
2. $\deg L(\lambda)^\mu_\Gamma = 8$ iff $L(\lambda)$ is typical iff $L(\lambda)$ has graded degree $(8, 8)$;
3. if $L(\lambda)$ is atypical, then $2 \leq \deg L(\lambda)^\mu_\Gamma \leq 6$;
4. if $(\lambda, \beta) = 0$ for some simple odd root $\beta$, then $\deg L(\lambda)^\mu_\Gamma \leq 4$.
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