Comparison between continuous- and discrete-mode coherent feedback for the Jaynes-Cummings model
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Using the example of the Jaynes-Cummings model, we present a comparison between time-delayed coherent feedback mediated by reservoirs with continuous- and discrete-mode structures and work out their qualitative differences. In contrast to the discrete-mode case, the continuous-mode case results in the well-known single-delay dynamics which can, e.g., stabilize Rabi oscillations. The discrete-mode case, however, shows population trapping, not present in the continuous-mode model. Given these differences, we discuss the cavity output spectra and show how these characteristic properties are spectrally identifiable. This work demonstrates the fundamental difference between the continuous-mode case, which represents a truly dissipative mechanism, and the discrete-mode case that is in principle based on a coherent excitation exchange process.
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I. INTRODUCTION

Quantum control methods have recently infiltrated a wide range of research fields, including, but not limited to, precision measurement, state preparation, dynamical stabilization, quantum communication and computation, etc. The efficiency of the proposed schemes is usually system dependent [1–3]. Thus, the example of changing a crucial parameter to shift or to extend a phenomenon for different frequencies requires the alteration of the whole setup. However, typical restrictions associated with noise and signal loss are also present due to the surrounding environment and measurement apparatus. To overcome these obstacles, in setups where coherence preservation is not essential, a generalization of classical electronic feedback schemes can be used for controlling the system’s behavior. However, in the case of these measurement-based feedback methods, back-action noise and extra processing delays can significantly degrade the performance of such control schemes [4–8].

Rapidly evolving experimental conditions have recently enabled another, coherent feedback scheme, where the measurement step is omitted and the quantum coherent output of a given system is directly fed back into an input channel. If the propagation time spent between the emission and reabsorption is taken into account, the time nonlinear reservoir-system interaction results in a non-Markovian dynamics for the system [9,10]. A fundamental example of this is a two-level system in front of a mirror or, in other words, the half-cavity setup. In this case, the presence of the mirror imposes a coherent time-delayed feedback for the atom and thus alters the quantum statistics and spontaneous emission spectrum of the system [11–19]. Signatures of non-Markovian behavior for this setup were also demonstrated experimentally [20–22], while similar effects were demonstrated in giant acoustic atoms [23,24].

Coherent feedback for more complex systems was first introduced under the name of all-optical feedback by Wiseman and Milburn [25]. Due to the coherence-preserving nature of this method, it is much more successful in controlling quantum systems than its measurement-based counterpart [26–31]. Since then, experiments using coherent feedback verified its potential to enhance the efficiency of intrinsic quantum processes [32–36], tune the coupling between different system components [37], alter the stability landscape of the whole quantum system [38–40], and implement quantum computation tasks [41].

Experimental successes were matched by a substantial number of theoretical proposals, where the feedback environment was always assumed to have a continuous-mode structure. As pointed out in Ref. [25], such a scheme has to ensure, e.g., by unidirectional propagation, that standing-wave modes cannot build up in the feedback loop. Initially, the time delay corresponding to the feedback loop was considered only as a practically unavoidable small influence which, due to the high propagation speed, can be neglected, leading to Markovian dynamics [33,36,42–56]. However, a long enough feedback loop enforces nontrivial time evolution, where the time delay becomes an important control parameter [15,17,18,57–72].

The effect of a feedback scheme can be entirely different if, instead of a continuous-mode spectrum, a discrete set of modes is considered for the feedback reservoir, as can be the case for the setups analyzed in Refs. [34,35,38,73–78]. To demonstrate these fundamental differences, this paper presents a comparison between the properties of the continuous- and discrete-mode schemes through the example of the Jaynes-Cummings model in the single excitation limit.
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Each setup has its advantages and disadvantages to be taken into account when constructing more complicated control schemes, such as plant-controller [40,79–99] or quantum network systems [100–111]. This work also further refines the scope of the existing numerical methods that were invented for the nontrivial task of simulating the nonlinear time evolution of a quantum system with time nonlocal interactions [78, 112–114].

In this paper, we first introduce in Sec. II the two models that we consider for implementing time-delayed feedback. The main difference lies in the mode structure of the feedback reservoir. Multiple works have discussed the continuous-mode (CM) case, where the emitted excitation can be lost in the continuum of modes [61,70,115], but Rabi oscillations can still be recovered. Considering discrete modes for the reservoir, which are determined by the time delay, gives an opportunity to model large, multimode systems in the context of coherent feedback. This is especially interesting in the context of quantum networks, where two nodes such as, e.g., cavity quantum electrodynamics systems, are coupled by a long fiber that has multiple, closely spaced modes [116].

Subsequently, in Sec. III, we derive the time evolution of the excitation probabilities and compare them in the limiting cases of very short and very long delay. In Sec. IV we discuss the stability landscape of the two setups, where we demonstrate that although in the continuous-mode case Rabi oscillations can be stabilized, no such claim can be made in the discrete-mode case. On the other hand, Sec. V investigates the example of excitation trapping in the two-level system, that is only present in the discrete-mode case and not in the continuous-mode case and can be explained with single-mode theory. Finally, in order to further emphasize the key differences in a detectable fashion in Sec. VI, we present the spontaneous emission spectra for both cases through an additional output channel.

II. SYSTEM-ENVIRONMENT INTERACTION

In this paper we focus on systems that are bounded by cavity mirrors and time nonlocal system-reservoir interactions. Although both schemes in Fig. 1 impose coherent feedback on the system, the difference between the mode structure of the reservoirs results in qualitatively different system-reservoir interactions. This, in return, creates distinct time evolution and output characteristics of the system in the two cases.

A. Hamiltonian

Let us first focus only on the specifics of the feedback interaction, keeping the description of the system as general as possible. Our Hamiltonian can be written as

$$\hat{H}_1 = \hat{H}_S + \hat{H}_{S,C} + \hbar \omega_d \hat{a}^\dagger \hat{a},$$

(1)

where $\hat{H}_S$ describes the system dynamics, $\hat{H}_{S,C}$ characterizes the interaction between system variables and the cavity, and the last term describes the free evolution of the cavity enclosing our system.

This setup interacts with a discrete-mode (DM) or CM environment via the cavity, which can be described in the interaction picture (with $\hat{H}_0 = \hat{H}_S + \hbar \omega_d \hat{a}^\dagger \hat{a}$) by

$$\hat{H}^{(\text{DM})}_{\text{B-S}} = -\frac{\sqrt{\pi}}{2L} \sum_{q=-\infty}^{\infty} (\hbar G_q(t) \hat{a}^\dagger \hat{a}_q + \hbar G_q^*(t) \hat{a}^\dagger_q \hat{a}),$$

(2)

$$\hat{H}^{(\text{CM})}_{\text{B-S}} = -\int_{-\infty}^{\infty} (\hbar G(k,t) \hat{a}^\dagger \hat{a}_k + \hbar G^*(k,t) \hat{a}^\dagger_k \hat{a})dk,$$

(3)

where $\hat{a}_q$ and $\hat{a}_k$ are discrete- and continuous-mode operators, respectively. The factor $\sqrt{\pi/2L}$ comes from the difference between the discrete- and continuous-mode descriptions [117]. For discrete modes the mode spacing in $k$-space is taken to be $\frac{\pi}{L}$, showing a strong connection between the quantization volume and the feedback delay. In the case of continuous modes, on the other hand, the quantization is completely independent of the feedback round-trip time $2L/c$. $G_q$ and $G(k)$ describe the dispersive coupling between the reservoir modes and the cavity as follows:

$$G_q(t) = G_0 \sin(kqL)e^{-i(\omega_d - \Delta_0)\tau},$$

(4)

$$G(k,t) = G_0 \sin(kL)e^{-i(\omega_d - \Delta_0)\tau},$$

(5)
where \( \Delta_0 \) describes the detuning between the central mode and the cavity resonance and \( \omega_q = ck_q \), with wave propagation speed \( c \).

The treatment of the discrete-mode setup is analogous to the modes of the universe approach [118] without taking the limit of infinitesimal spacing, as \( L \) characterizes the size of the quantization volume. In the continuous-mode case one can quantize the reservoir modes in a box around the cavity and then take the size of the box to infinity [9].

In both cases the feedback length is much larger than that of the cavity: \( l \ll L \). This allows for the limits in the sum and integration to go to \( \pm \infty \). The wave number of the discrete set of modes has the expression [118]

\[
k_q L = \frac{(2q + 1)\pi}{2} + \theta_q,
\]

where \( \theta_q \ll 1 \).

A time delay associated with a single round trip can be defined as

\[
\tau = \frac{2L}{c},
\]

which is the time between consecutive interactions of the field emitted into the reservoir with the system.

**B. Example: Jaynes-Cummings model**

In order to demonstrate the differences between the two feedback schemes, we assume only a single, initially excited atom in the cavity. Thus, the system is described by the Jaynes-Cummings interaction Hamiltonian in the rotating-wave approximation, and the cavity field frequency is tuned to the atomic resonance. The total Hamiltonian guiding the evolution of the two-level system, the cavity, and the reservoir is described by

\[
\hat{H} = \hbar \gamma (\hat{\sigma}^+ \hat{a} + \hat{\sigma}^0 \hat{a}^0) - \hat{H}^{(\text{CM/DM})}_{\text{B-S}} \tag{8}
\]

for the continuous- and discrete-mode cases, respectively.

In the following sections we provide a systematic overview of the differences between these two cases in various parameter regimes labeled by two dimensionless parameters, \( \kappa \tau \) and \( \gamma / \kappa \). The delay parameter, \( \kappa \tau \), describes the width of the emitted wave packet in the time domain compared to the length of the round-trip time in the feedback loop. In the short delay case (\( \kappa \tau \ll 1 \)), the time it takes for the cavity to completely decay to its ground state is longer than the feedback time; therefore, the output field interferes with itself. On the other hand, for a substantially long time delay in the feedback loop (\( \kappa \tau \gg 1 \)), every round trip represents an independent input for the system.

The coupling parameter, \( \gamma / \kappa \), determines the relative strength of the coupling between the system and the cavity compared to the influence of the feedback loop. In the strong-coupling regime (\( \gamma / \kappa \gg 1 \)) the dynamics is dominated by the coherent exchange of excitation between the resonator and the two-level system (TLS). In the weak-coupling regime (\( \gamma / \kappa \approx 1 \)) there is a competition between the influence of the environment and that of the atom on the cavity field. In the bad cavity regime (\( \gamma / \kappa \ll 1 \)) the time evolution is mainly steered by the feedback dynamics.

### III. SINGLE-EXCITATION LIMIT

We assume an initially excited atom and no external driving for the cavity. The number of excitations is kept constant, which results in a linear dynamics.

**A. Continuous-mode case**

We start with briefly reviewing the dynamics of the continuous-mode case as presented in Ref. [61] for comparison. The single-excitation wave function is presented as the linear combination of atomic, cavity, and reservoir excitations with different weights:

\[
|\psi(t)\rangle_{\text{CM}} = c_{e}^{(\text{CM})}(t)|e, 0, [0]\rangle + c_{g}^{(\text{CM})}(t)|g, 1, [0]\rangle + \int c_{g,k,\sigma}^{(\text{CM})}(|g, 0, [k]\rangle\|dk.
\]

Using this wave function in the Schrödinger equation with Hamiltonians (3) and (8), the coefficients follow the time evolutions

\[
\frac{dc_{e}^{(\text{CM})}}{dt} = i\gamma c_{g}^{(\text{CM})}(t),
\]

\[
\frac{dc_{g}^{(\text{CM})}}{dt} = i\gamma c_{e}^{(\text{CM})}(t) + \int G(k, t)c_{g,k,\sigma}^{(\text{CM})}(t)dk,
\]

\[
\frac{dc_{g,k,\sigma}^{(\text{CM})}}{dt} = i\gamma^{*}(k, t)c_{g}^{(\text{CM})}(t).
\]

Substituting (5) into these equations, the system only interacts with one of its past versions via the environment in a Pyragas feedback form [119] (see Appendix A for the derivation):

\[
\frac{dc_{e}^{(\text{CM})}}{dt} = i\gamma c_{g}^{(\text{CM})}(t) - 2\kappa [c_{g}^{(\text{CM})}(t) - c_{e}^{(\text{CM})}(t) - \gamma^{*}(t) c_{g}^{(\text{CM})}(t)]\tag{13}
\]

There is a characteristic phase associated with the propagation of the central mode \( \phi = \Delta_0 \tau \), which prescribe the effect of the environment. The interference between the present and past field of the cavity with phase \( \phi = 2n\pi \) can enhance the decay of the cavity field, whereas \( \phi = (2n + 1)\pi \), on the other hand, relates to a suppressed decay (\( n \in \mathbb{N} \)) (see also [42]).

**B. Discrete-mode case**

The wave function can be expressed similarly to the continuous-mode case in the single-excitation limit:

\[
|\psi(t)\rangle_{\text{DM}} = c_{e}^{(\text{DM})}(t)|e, 0, [0]\rangle + c_{g}^{(\text{DM})}(t)|g, 1, [0]\rangle + \sum_{q} c_{g,q}^{(\text{DM})}(t)|g, 0, [q]\rangle.
\]

Using the Hamiltonians (2) and (8) in the Schrödinger equation, we obtain the following time-local equations of motion:

\[
\frac{dc_{e}^{(\text{DM})}}{dt} = i\gamma c_{g}^{(\text{DM})}(t),
\]

\[
\frac{dc_{g}^{(\text{DM})}}{dt} = i\gamma c_{e}^{(\text{DM})}(t) + i \sqrt{\frac{\pi}{2L}} \sum_{q=-\infty}^{\infty} G_{q}(t) c_{g,\sigma}^{(\text{DM})}(t),
\]

\[
\frac{dc_{g,q,\sigma}^{(\text{DM})}}{dt} = i \sqrt{\frac{\pi}{2L}} G_{q}^{*}(t) c_{g}^{(\text{DM})}(t).
\]
Substituting the formal integral of (17) into (16) and using (4) gives
\[
\frac{d e^{(DM)}_{g}}{dt} = i \gamma e^{(DM)}_{g}(t) - \frac{|G_0|^2 \pi}{2L} \sin^2 (k_0 L) \times \sum_{q=-\infty}^{\infty} \int_{0}^{t} e^{-i(q_0 - \Delta_0)(t-t')} \epsilon^{(DM)}_{g}(t') dt' .
\]

The sine factor in the expression above gives \(1\) as the modes are considered around resonance (see Appendix B). After exchanging the summation with the integral, we have the following expression for the sum in \(q\):
\[
\sum_{q=-\infty}^{\infty} e^{-i(q_0 - \Delta_0)(t-t')} = e^{i(\Delta_0 - \frac{\pi}{2})(t-t')} \sum_{q=-\infty}^{\infty} e^{-iq\pi / 4}
\]
\[
= \tau e^{i(\Delta_0 - \frac{\pi}{2})(t-t')} \sum_{q=-\infty}^{\infty} \delta(t - t' - q\tau),
\]

where we have used the Fourier series identity for the Dirac comb [120] with \(\omega_q = e^{-i(2q+1)\pi / 2L} = e^{-i(2q+1)\pi / \tau} \) (see Appendix C for further details). Thus, the equation of motion for \(e^{(DM)}_{g}\) can be expressed as
\[
\frac{d e^{(DM)}_{g}}{dt} = i \gamma e^{(DM)}_{g}(t) - \frac{|G_0|^2 \pi}{2L} \int_{0}^{t} e^{i(\Delta_0 - \frac{\pi}{2})(t-t')} \epsilon^{(DM)}_{g}(t') dt'.
\]

The range of integration excludes the noncausal values of \(q < 0\). The vanishing argument of the Dirac \(\delta\) function at the upper limit of the integral results in a factor of \(1/2\) for \(q = 0\); thus,
\[
\frac{d e^{(DM)}_{g}}{dt} = i \gamma e^{(DM)}_{g}(t) - \frac{|G_0|^2 \pi}{2L} \int_{0}^{t} e^{i(\Delta_0 - \frac{\pi}{2})(t-t')} \epsilon^{(DM)}_{g}(t') dt'.
\]

The solution without feedback is shown as a black dashed line, whereas the orange dash-dotted line shows the continuous-mode case calculated from [61], and the blue solid line represents the time evolution guided by multiple delays.

**D. Long-delay limit \((\kappa \tau \gg 1)\)**

As the length of the feedback loop grows, the first round trip turns into another Markovian limit, which is exactly the evolution without any feedback considered. For the discrete-mode case this can be interpreted as having so much space between the teeth of the Dirac comb that only one of them influences the system’s evolution. Note how Figs. 3 and 4 show this effect as all three curves agree before \(t/\tau = 1\).

In this section we compare the two cases in this long-delay limit with a feedback length of \(\kappa \tau = 100 \tau \gg 1\). In both cases the field completely leaves the cavity before the front of the wave packet returns, resulting in a minimal interference with itself.

Focusing only on the large-scale evolution of the cavity field in Fig. 3, both approaches seem to show the same pulsed dynamics. However, zooming in for the individual peaks at multiples of \(\tau\) (Fig. 3 inset), the characteristic microevolution back phase is set to \(\phi = \pi\), the discrete-mode feedback shows different characteristics from the continuous-mode case due to the influence of multiple round trips [Fig. 2(b)].

**C. Short-delay limit \((\kappa \tau \ll 1)\)**

If the length of the feedback loop is short enough, a Markovian approximation can be made, which means that the propagation time delay is neglected [25]. For the case with a discrete set of modes this translates into the teeth of the Dirac comb merging into a central one.

For the continuous-mode case, as the delay vanishes, a phase of \(\phi = 2\pi\) means a reduced effective damping rate according to (13). The amount of recovered cavity photon probability agrees well between the continuous- and discrete-mode cases as shown in Fig. 2(a). However, when the feed-
of the pulses differs significantly between the two models. In the discrete-mode case, each round trip adds an extra oscillation, whereas for the continuous-mode the initial pulse shape is preserved.

Having considered the short- and long-delay regimes, in the following we focus on an intermediate regime of \( (\kappa \tau \approx 1-10) \). As the timescales of the feedback and the cavity decay become comparable, the specific system-environment interaction has a more substantial role in the feedback dynamics.

### IV. SPECIAL POINTS IN THE STABILITY LANDSCAPE

Previously, stabilized Rabi oscillations were reported in the case of continuous-mode coherent feedback [61]. Such a phenomenon can be identified by a purely imaginary pole in the stability landscape of the dynamical system [121]. In order to find such a special parameter set in the discrete-mode case, we take the Laplace transform of the equations of motion derived in the previous section [Eqs. (14) and (19)]:

\[
\tilde{c}_e^{(\text{DM})}(s) = 1 + i\gamma \tilde{c}_g^{(\text{DM})}(s),
\]

\[
\tilde{c}_g^{(\text{DM})}(s) = i\gamma \tilde{c}_e^{(\text{DM})}(s) - 4k \tilde{c}_g^{(\text{DM})}(s)
\times \left[ \sum_{q} (-1)^q e^{-q(s-i\Delta_0)\tau} - \frac{1}{2} \right].
\]

The general solution at \( n\tau \leq t < (n+1)\tau \) has the following form:

\[
\tilde{c}_g^{(\text{DM})}(s) = \frac{i\gamma}{s^2 + \gamma^2 + 2ks(1 - e^{-(s-i\Delta_0)\tau})}. \tag{22}
\]

This expression is quite different from the continuous-mode solution of

\[
\tilde{c}_g^{(\text{CM})}(s) = \frac{i\gamma}{s^2 + \gamma^2 + 2ks(1 - e^{-(s-i\Delta_0)\tau})}. \tag{23}
\]

Setting the denominator to zero in the general solutions (22) or (23) provides the poles of the stability landscape, which determine the dominant dynamics of the system.

In Appendix D we give the analytical solutions for both the continuous- and the discrete-mode case in the weak-coupling regime.

Examining the poles of the discrete-mode case, we assume that there are persistent oscillations and, thus, there are such poles as \( s_{\text{osc}} = \pm i\mu \).
Substituting this expression into (22) and setting the denominator to zero, the following is obtained:

\[ -\mu^2 + \gamma^2 = i2\mu \left\{ 1 - 2\sum_{q=0}^{n} (-\Delta_0 \tau)^q \right\} = 0, \quad (27) \]

where setting the real and imaginary parts to zero, respectively, gives

\[ \sum_{q=0}^{n} (-\Delta_0 \tau)^q \cos \left[ \pm q(\mu - \Delta_0) \tau \right] = 1/2, \quad (28) \]

\[ -\mu^2 + \gamma^2 - 4\mu \sum_{q=0}^{n} (-\Delta_0 \tau)^q \sin \left[ \pm q(\mu - \Delta_0) \tau \right] = 0. \quad (29) \]

For \( \mu = \gamma \), reported in Ref. [61], in the long-time limit, the sum in Ref. (27) turns into an infinite geometric series. However, the absolute value of the individual terms are 1, which means that the sum does not converge. This contradiction means that there is no such parameter set that would result in recovered Rabi oscillations. Similarly, in general, for \( \mu \in \mathbb{R} \) this condition turns into a nonconvergent cosine series (28), which means that the effect of each \( \tau \) interval depends on the overall phase \( (\mu + \Delta_0) \tau \).

V. EXCITATION TRAPPING

Next, we discuss the possibility to trap some of the atomic excitation in the system in spite of the losses present. In order to demonstrate this effect, let us introduce an extra input-output channel for both models that is characterized by the rate \( \kappa_1 \).

A. No population trapping in the continuous-mode case

As we are still interested in the single-excitation limit, the equation of motion for \( c_g^{(CM)}(t) \) changes in the following way:

\[ \frac{dc_g^{(CM)}}{dt} = i\gamma c_g^{(CM)}(t) - 2\kappa c_g^{(CM)}(t) \]

\[ - 2\kappa \left[ c_g^{(CM)}(t) - e^{i\phi} c_y^{(CM)}(t - \tau) \Theta(t - \tau) \right]. \]

Let us use the Laplace transform of this equation to determine the steady-state value of the coefficient corresponding to the atomic excitation:

\[ \lim_{s \to 0} s \tilde{c}_g^{(CM)}(s) = \frac{1 + i\gamma \tilde{c}_g^{(CM)}(s)}{s} \]

\[ = \lim_{s \to 0} \frac{s(s + 2\kappa(1 - \exp(i\phi - s\tau)) + 2\kappa_1)}{s^2 + \gamma^2 + 2\kappa s(1-\exp(i\phi - s\tau)) + 2\kappa_1 s} \]

\[ = 0/\gamma^2 = 0. \quad (30) \]

Thus, no excitation trapping can be observed for a continuous-mode single-delay coherent feedback (Fig. 5).

B. Population trapping in the discrete-mode case

In this case the extra loss channel can be interpreted as a finite transmission through the mirror on the left-hand side in Fig. 1(b). The corresponding equation of motion for the cavity field has the following form:

\[ \frac{dc_g^{(DM)}}{dt} = i\gamma c_g^{(DM)}(t) - 2\kappa_1 c_g^{(DM)}(t) + 4\kappa \left[ \frac{1}{2} c_g^{(DM)}(t) \right] \]

\[ - \sum_{q=0}^{\infty} (-q)^i \delta_{qq} \tilde{c}_g^{(DM)}(t - q\tau) \Theta(t - q\tau). \quad (31) \]

For any open quantum system one would expect that after reaching the steady state all excitations in the system are lost to the surrounding environment, as shown for the continuous-mode case in the previous section. However, in the case of discrete-mode coherent feedback, there is a finite probability to find the atom in its excited state (Fig. 5). This finite excitation in the steady state can also be shown by following the same procedure as before and looking at the Laplace-transformed solution:

\[ \tilde{c}_g^{(DM)}(s) = \frac{1 + i\gamma \tilde{c}_g^{(DM)}(s)}{s} \]

\[ = \frac{s + 4\kappa \left\{ \sum_{q=0}^{\infty} (-q)^i \delta_{qq} \right\}}{s^2 + \gamma^2 + 4\kappa s \left\{ \sum_{q=0}^{\infty} (-q)^i \delta_{qq} \right\}} + 2\kappa_1 s. \]

Assuming the existence of a steady-state solution translates as a finite positive real part for \( s \). In this case the infinite sum converges, and we find

\[ \tilde{c}_g^{(DM)}(s) = \frac{s + 4\kappa_1(1 - \exp(-\phi - s\tau)) - 2\kappa s}{s^2 + \gamma^2 + 4\kappa s(1 - \exp(-\phi - s\tau)) + 2\kappa_1 s}. \]

Using this Laplace transform, the steady-state solution can be obtained as

\[ \lim_{s \to 0} s \tilde{c}_g^{(DM)}(s) = \frac{4\kappa_1}{\gamma^2 + 4\kappa_1}. \quad (32) \]

where the vanishing terms were omitted. For \( \phi = (2n + 1)\pi \) \((n \in \mathbb{N})\), the limit of \( \lim_{s \to 0} \frac{4\kappa_1}{1 - \exp(-\phi - s\tau)} = 0/0\). Using l'Hôpital's rule we find

\[ \lim_{s \to 0} \frac{4\kappa s}{s - \exp(-\phi - s\tau)} = \frac{4\kappa}{\tau}. \quad (33) \]

Thus, the steady-state solution has the following form:

\[ \lim_{s \to 0} s \tilde{c}_g^{(DM)}(s) = \frac{1}{1 + \eta}, \quad \eta = \frac{\gamma^2 \tau}{4\kappa}. \quad (34) \]

This expression is shown as a grey dotted line in Fig. 5. Note that as \( \tau \to \infty \), the steady-state solution goes to zero, which is the limit of an infinite reservoir, where all system excitations are lost and Markovian time evolution is recovered. Note that the steady-state population does not depend on the rate associated with the extra decay channel \( \kappa_1 \).

In order to have an intuitive picture about where the excitation can "hide" from the losses, we note that the discrete-mode feedback reservoir can also be interpreted as a multimode cavity coupled to the original cavity-QED system. In the following section we show that this allows for an approximate description of the process from another perspective where both cavities are treated with a single mode.
C. Single-mode theory: Normal modes

Let us consider two cavities that are directly coupled to each other, with an atom inside cavity 1 on the left. In the case of two single-mode cavities with mode frequencies matching the atomic resonance, we can look at the equations of motion in the weak driving limit. Then the following normal modes can be observed in the frame rotating at the atomic resonance frequency:

\[ |B_{\pm}\rangle = \frac{1}{\sqrt{2|\xi|}}(\gamma|A\rangle \pm |\xi|C_1\rangle + G|C_2\rangle) \]

\[ E_{B_{\pm}} = \pm \hbar \xi \]

\[ |D\rangle = \frac{1}{\xi}(-G|A\rangle + \gamma|C_2\rangle) \]

\[ E_D = 0 \]

with

\[ \xi = \sqrt{\gamma^2 + G^2} \]

where \(|C_1\rangle\) and \(|C_2\rangle\) represent a coherent excitation for cavities 1 and 2, respectively, and \(|A\rangle\) describes the excited state of the atom in the cavity on the left. The emerging normal modes \(|B_{\pm}\rangle\) are bright states and \(|D\rangle\) is dark to the leaky cavity. \(\gamma\) is the coupling strength between cavity 1 and the atom as before, and \(G = \sqrt{\frac{\xi}{\gamma}}G_0 = 2\sqrt{\xi}\) describes the interaction strength between the two cavities.

Now let us consider an initially excited atom. This means that we have the following state in terms of the normal modes:

\[ |A\rangle = \frac{1}{\xi}\left[\gamma\sqrt{2}(|B_{+}\rangle + |B_{-}\rangle) - G|D\rangle\right] \]

(35)

As the only decay considered here is that of the left-hand side cavity, an initially excited atom can preserve some of its excitation via the above-mentioned dark state \(|D\rangle\). All the other state contributions decay away. Thus, we have the following coefficient for the atomic excited state:

\[ \frac{G}{\xi} |A|D\rangle = \frac{G^2}{|\xi|^2} \]

(36)

which is exactly the same as in Eq. (34). Therefore, the stronger the cavities are coupled compared to the cavity-atom coupling, the more excitation is preserved in the atom. In the discrete-mode feedback setup this means the bad-cavity limit.

VI. CAVITY OUTPUT SPECTRA

In this section we derive the spontaneous emission spectrum through the additional output channel introduced in the previous section \((\kappa_1)\), which enables us to show qualitative differences in an observable manner. (See Appendix E for a comparison between the continuous- and discrete-mode feedback models for the case of an empty cavity.) We follow the same procedure as in Refs. [122,123] by considering the coefficients in the single-excitation limit. In this case the double integral of the two-time correlation function simplifies to

\[ S(\omega) = \frac{2\kappa_1}{\pi} |\tilde{c}_g(-i\omega)|^2 \]

(37)

where the Laplace transform of the cavity excitation coefficient is taken at \(-i\omega\).

a. Discrete-mode feedback. The Laplace-transformed solution has the following form for the discrete-mode coherent feedback in the damped case:

\[ \tilde{c}_g^{(DM)}(s) = iy\left(\sqrt{s^2 + \gamma^2 + 2\kappa_1 s} \right. \]

\[ \left. - 4\kappa \left(\sum_{q=0}^{\infty} \frac{-e^{-(\kappa q + \phi)}}{2} \right) \right)^{-1} \]

\[ \tilde{c}_g^{(DM)}(-i\omega) = iy\left[\omega^2 - \gamma^2 - i2\kappa_1 \omega \right. \]

\[ \left. - 2\kappa \omega \tan\left(\frac{(\omega \phi + \phi)}{2}\right) \right]^{-1}, \]

(38)

where assuming a steady state the sum in this expression is convergent. Thus, the spontaneous emission spectrum has the following form:

\[ S^{(DM)}(\omega) = \frac{2\gamma^2 \kappa_1}{\pi} \left\{ \omega^2 - \omega^2 \right. \]

\[ + 2\kappa \omega \tan\left(\frac{\omega \phi + \phi}{2}\right) \right\}^{-1} \]

(39)

Similar expressions can be derived for the case without feedback as well as for the continuous-mode feedback example.

b. Without feedback. In this case there is only a central peak broadened by the different loss channels:

\[ S^{(o)\phi(b)}(\omega) = \frac{2\gamma^2 \kappa_1}{\pi} \left\{ \frac{1}{(\omega^2 - \gamma^2)^2 + 4(\kappa_1 + \kappa)^2\omega^2} \right\}^{-1} \]

c. Continuous-mode feedback. Considering the output channel characterized by \(\kappa_1\) for the continuous-mode feedback case, we obtain the following analytical expression for the spontaneous emission spectrum:

\[ S^{(CM)}(\omega) = \frac{2\gamma^2 \kappa_1}{\pi} \left\{ \frac{1}{(\omega^2 - \gamma^2)^2 + 2\kappa_1 \cos(\omega \phi + \phi) + 4(\kappa_1 + \kappa)^2\omega^2} \right\}^{-1} \]

(41)

Figure 6 shows how the spectra for various setups compare. In the upper panel the short-delay case shows clear signatures of excitation trapping on resonance for a discrete-mode structure. In the continuous-mode case there is a pronounced linewidth narrowing compared to the case without feedback, which corresponds to a suppressed decay.

As the feedback delay is increasing, more and more frequencies contribute to the emission as shown in the lower panel in Fig. 6. However, a reduced emission on resonance can still be observed for the discrete-mode case, which is what we expect from (34). This emphasizes the main difference between the two cases; i.e., the discrete-mode case resembles a closed system, whereas the continuous-mode structure results in an inherent dissipative nature of the feedback loop.

VII. CONCLUSION

In this paper we demonstrated that whether continuous or discrete modes are considered in a coherent feedback setup is an important characteristic that essentially determines the
APPENDIX A: DERIVATION OF (13)

Equation (12) has the following form with (5) substituted:
\[
\frac{d\epsilon_{g,k}^{(CM)}}{dt} = iG_0 \sin(kL)e^{-i(\omega-\Delta_0)t} \epsilon_{g,k}^{(CM)}(t).
\]

This can be formally integrated to obtain
\[
\epsilon_{g,k}^{(CM)}(t) = i \int_0^t G^*(k,t')\epsilon_{g,k}^{(CM)}(t') dt'.
\]

Substituting this back into (11) gives
\[
\frac{d\epsilon_{g,k}^{(CM)}}{dt} = iy\epsilon_{g,k}^{(CM)}(t)
\]
\[- \int G(k,t) \int_0^t G^*(k,t')\epsilon_{g,k}^{(CM)}(t') dt' dk.
\]

The integrals can be expressed in the following way after using (5):
\[
|G_0|^2 \int_0^t \sin^2(kL)e^{-i(\omega-\Delta_0)(t-t')}\epsilon_{g,k}^{(CM)}(t') dt' dk
\]
\[= -\frac{|G_0|^2}{4c} \int_0^t \int_0^t (e^{i\omega t} + e^{-i\omega t} - 2) e^{-i(\omega-\Delta_0)(t-t')} \times \epsilon_{g,k}^{(CM)}(t') dt' \frac{d\omega}{c}
\]
\[= -\frac{|G_0|^2}{4c} \int_0^t \left[ e^{i\Delta_0 t} \int_0^t e^{-i(\omega-\Delta_0)(t'-t')} d\omega 
+ e^{-i\Delta_0 t} \int_0^t e^{-i(\omega-\Delta_0)(t'+t)} d\omega 
- 2 \int_0^t e^{-i(\omega-\Delta_0)(t-t')} d\omega \right] \epsilon_{g,k}^{(CM)}(t') dt'
\]
\[= -\frac{|G_0|^2 \pi}{2c} \int_0^t \left[ e^{i\Delta_0 t} \delta(t-t'-\tau) 
+ e^{-i\Delta_0 t} \delta(t-t'+\tau) - 2\delta(t-t') \epsilon_{g,k}^{(CM)}(t') dt'
\]
\[= \frac{|G_0|^2 \pi}{2c} \left[ \epsilon_{g,k}^{(CM)}(t) - e^{i\Delta_0 t} \epsilon_{g,k}^{(CM)}(t-\tau) \right],
\]

where in the last step the range of the time integral excluded the second term. Using this form gives back (13).

APPENDIX B: CONTRIBUTION OF sin(kL)

Due to the definition of modes outside the cavity, we have the following expression:
\[
\sin(kL) = \sin\left[\frac{(2g+1)\pi}{2} + \theta_q\right]
\]
\[= \sin\left[\frac{(2g+1)\pi}{2}\right] \cos \theta_q
\]
\[= (-1)^g \cos \theta_q \approx (-1)^g,
\]
the square of which is 1.
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**APPENDIX C: COMPARISON BETWEEN DIRAC COMB AND WAVE NUMBER SUM**

Based on the main text there are two ways to simulate the dynamics of the system coupled to the discrete set of modes. One is following the time-local equations of motion in Eqs. (15)–(17); in this case the number of considered modes has to be large enough so that it covers the whole relevant range of frequencies.

The other method involves solving the delayed differential equation (19) instead of (16) and (17), thus directly incorporating the influence of the discrete environment. In Fig. 7 we show the time evolution obtained by the two simulation methods. According to that, there is a good agreement between the two approaches.

**APPENDIX D: LONG-TIME SOLUTION IN THE WEAK-COUPLING REGIME**

When \( \gamma = \kappa' \), the time evolution of the system can be expressed by using the same tricks as in Ref. [61]:

\[
\begin{align*}
\bar{g}^{(\infty)(DM)}(t) &= i \sum_{m=1}^{\infty} \sum_{l=0}^{m} \sum_{p=0}^{m-l} (-4)^m (-1)^p \binom{m}{l} \binom{p+m-1}{p} \\
& \times \frac{[\kappa(t-p\tau)]^{m+l+1}}{(m+l+1)!} e^{i\kappa(t-p\tau)-ip\phi(t-p\tau)+\kappa te^{\kappa \tau}}. \\
\end{align*}
\]

(\ref{eq:10})

Let us compare the above result with the continuous-mode case, which was given in Ref. [61]:

\[
\begin{align*}
\bar{g}^{(\infty)(CM)}(t) &= i \sum_{m=1}^{\infty} \sum_{l=0}^{m} 2^m (-1)^l \binom{m}{l} \frac{[\kappa(t-l\tau)]^{m+l+1}}{(m+l+1)!} \\
& \times e^{-\kappa(t-l\tau)+i\phi(t-l\tau)+\kappa te^{-\kappa \tau}}. \\
\end{align*}
\]

(\ref{eq:11})

**APPENDIX E: COMPARISON FOR AN EMPTY CAVITY**

In order to obtain a better understanding of the actual effect of time-delayed coherent feedback, we investigate the case of an empty cavity.

1. **Continuous-mode case**

The equation of motion has the form

\[
\frac{dc^{(CM)}(t)}{dt} = -2\kappa [c^{(CM)}(t) - c^{(CM)}(t - \tau) \Theta(t - \tau) e^{i\phi}] - 2\kappa_1 c^{(CM)}(t).
\]

Assuming an initial single excitation in the cavity and taking the Laplace transform we obtain

\[
\hat{\delta c}^{(CM)}(s) - 1 = -2\kappa [1 - e^{i\phi - \tau}] \hat{\delta c}^{(CM)}(s) - 2\kappa_1 \hat{\delta c}(s),
\]

\[
\hat{\delta c}(s) = \frac{1}{s + 2\kappa_1 + 2\kappa [1 - e^{i\phi - \tau}]},
\]

the absolute square of which gives the spectrum plotted with an orange dash-dotted line in Figs. 8 and 9:

\[
S^{(CM)}(\omega) = \frac{2\kappa_1}{\pi} |\hat{\delta c}(-i\omega)|^2
\]

\[
= \frac{2\kappa_1}{\pi} \left[ \frac{1}{2(\kappa_1 + \kappa) - i\omega - 2\kappa e^{i(\phi + \omega \tau)}} \right]^2
\]

(E1)

\[
= \frac{2\kappa_1}{\pi} [4\kappa_1 + \kappa - \kappa \cos(\phi + \omega \tau)]^2
\]

+ \{\omega + 2\kappa \sin(\phi + \omega \tau)\}^2 \right)^{-1}.
\]

(E2)

In the Markovian case this is a modified Lorentzian:

\[
S^{(CM)}(\omega) = \frac{2\kappa_1}{\pi} \frac{1}{4\kappa_{eff}^2 + \omega_{eff}^2},
\]

(\ref{eq:12})

\[
\kappa_{eff} = \kappa_1 + \kappa - \kappa \cos \phi,
\]

(\ref{eq:13})

\[
\omega_{eff} = \omega + 2\kappa \sin \phi.
\]

(E4)
where, for \( \phi = 2n\pi \), \( \kappa_{\text{eff}} \) gives a reduced bandwidth, whereas \( \phi = (2n+1)\pi \) is associated with a broadened spectrum (\( n \in \mathbb{N} \)), which was also pointed out in Ref. \cite{42}. Thus, it appears that for the continuous-mode case, besides the modulations from the delay, a centralized structure also appears (Fig. 9 bottom). In order to characterize the spectrum, we search for the minima and maxima of the denominator by setting its first derivative to zero:

\[
4\kappa \tau \sin(\phi + \omega \tau)(2\kappa + 2\kappa_1 + 1/\tau) + \omega \cos(\phi + \omega \tau) = 0.
\]

This expression vanishes for a Markovian system (with \( \tau = 0 \) or without feedback \( \kappa = 0 \)) or if the following equation is satisfied:

\[
\tan(\phi + \omega \tau) = -\frac{\omega}{2\kappa + 2\kappa_1 + 1/\tau}.
\]

The properties of the spectrum are determined by evaluating the values of the second derivative at these extrema, i.e., the values of the function

\[
4\kappa \tau \cos(\phi + \omega \tau) \left[ 2(\kappa + \kappa_1)\tau + 2 + \frac{\omega^2 \tau}{2\kappa + 2\kappa_1 + 1/\tau} \right].
\]

The cosine function describes the oscillations in Figs. 8 and 9. Meanwhile, the expression in brackets corresponds to an envelop function, which is smallest for low frequencies. Therefore, the continuous-mode setup functions as a low-pass filter, which is more prominent in Fig. 9.

2. Discrete-mode case

In the discrete-mode case the equation of motion is

\[
\frac{dc^{(DM)}}{dt} = -2\kappa c^{(DM)}(t) - 2\kappa \left[ c^{(DM)}(t) - 2\sum_{q=0}^{\infty} (-1)^q e^{iq\phi} c^{(DM)}(t - q\tau) \Theta(t - q\tau) \right].
\]

Following the same steps as before, Laplace transformation gives

\[
\mathcal{L}\left[c^{(DM)}(s)\right] - 1 = -2\kappa \left[ 1 - 2\sum_{q=0}^{\infty} (-e^{q\phi - s\tau})^q \right] c^{(DM)}(s)
\]

\[
\mathcal{L}\left[c^{(DM)}(s)\right] = \frac{1}{2\kappa_1 + 2\kappa \left[ 1 - 2\sum_{q=0}^{\infty} (-e^{q\phi - s\tau}) \right]}.
\]

This means the spontaneous emission spectrum is expressed as

\[
S^{(DM)}(\omega) = \frac{2\kappa_1}{\pi} \left| \frac{\omega}{2\kappa_1 - \omega + i2\kappa \tan(\frac{\omega\tau + \phi}{2})} \right|^2.
\]

The blue lines representing the discrete-mode spectra in Figs. 8 and 9 show a very different characteristic from what was shown in the previous section. Although the central features are similar in Fig. 8, Fig. 9 shows that the previously seen Lorentzian envelop of the continuous-mode case does not stand by itself, but it rather creates an imprint in the discrete spectrum. To gain further understanding, we investigate the potential extrema similarly to the continuous-mode case by taking the first derivative of the denominator:

\[
\frac{1}{\cos^2\left(\frac{\omega\tau + \phi}{2}\right)} \left[ \omega - 2\kappa \tan\left(\frac{\omega\tau + \phi}{2}\right) \right] \times \left[ \cos^2\left(\frac{\omega\tau + \phi}{2}\right) - 2\kappa \tau \right] = 0.
\]

This means that either of the following has to be satisfied for an extremum:

\[
\tan\left(\frac{\omega\tau + \phi}{2}\right) = \frac{\omega}{2\kappa}, \quad \cos^2\left(\frac{\omega\tau + \phi}{2}\right) = 2\kappa \tau. \tag{E6}
\]

The nature of these extrema can be determined by taking the second derivative:

\[
\frac{1}{\cos^4\left(\frac{\omega\tau + \phi}{2}\right)} \left[ \cos^2\left(\frac{\omega\tau + \phi}{2}\right) - 2\kappa \tau \right]^2
\]

\[
- \frac{\kappa \tau^2 \tan\left(\frac{\omega\tau + \phi}{2}\right)}{\cos^2\left(\frac{\omega\tau + \phi}{2}\right)} \left[ \omega - 2\kappa \tan\left(\frac{\omega\tau + \phi}{2}\right) \right].
\]
Thus, condition (E6) gives
\[
1 - \kappa \tau \left(1 + \frac{\omega^2}{4\kappa^2 \tau^2}\right)^2,
\]
which provides the Lorentzian-type characteristic. Meanwhile, condition (E7) gives
\[
-\tan \left(\frac{\omega \tau + \phi}{2}\right) \left[\omega \tau - \sin (\omega \tau + \phi)\right],
\]
which means periodic peaks with no limiting bandwidth (Fig. 9).
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