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THE LIMIT OF THE ZERO LOCUS OF THE INDEPENDENCE POLYNOMIAL FOR BOUNDED DEGREE GRAPHS
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Abstract. The goal of this paper is to accurately describe the maximal zero-free region of the independence polynomial for graphs of bounded degree, for large degree bounds. In previous work with de Boer, Guerini and Regts it was demonstrated that this zero-free region coincides with the normality region of the related occupation ratios. These ratios form a discrete semi-group that is in a certain sense generated by finitely many rational maps. We will show that as the degree bound converges to infinity, the properly rescaled normality regions converge to a limit domain, which can be described as the maximal boundedness component of a semi-group generated by infinitely many exponential maps.

We prove that away from the real axis, this boundedness component avoids a neighborhood of the boundary of the limit cardioid, answering a recent question by Andreas Galanis. We also give an exact formula for the boundary of the boundedness component near the positive real boundary point.

1. Introduction

Zeros of partition functions play an important role in quite different contexts. In statistical physics zero parameters can be used to describe phase transitions, as was shown in classical results of Lee and Yang [YL52]. Indeed, a limit pressure function is analytic at a positive real (physical) parameter when there is a zero-free neighborhood of the parameter in the complex plane.

A different motivation arises in computational complexity theory, when describing parameters for which there exist efficient algorithms for the approximation of partition functions. It was recently shown by Patel and Regts [PR17], building upon work of Barvinok [Bar16], that such algorithms exist for parameters in the zero-free domain containing the origin. In contrast to the result of Lee and Yang, the existence of an efficient algorithm holds for more general families of graphs, and for complex parameter values.

The character of zero-free domains depends not only on the family of graphs, but of course also on the partition function under consideration. In this article we will consider zeros of the independence polynomial, a topic that has seen large progress in recent years.

The independence polynomial of a graph $G$ is the generating function of the sizes of the independent sets in $G$, i.e.

$$Z_G(\lambda) = \sum_{\substack{I \subseteq V: \text{I is independent}}} \lambda^{|I|}.$$ 

We note that the independence polynomial arises in statistical physics as the partition function of the hard-core model.

In this paper we will consider the zero sets of the independence polynomial for the class of all graphs of some bounded degree, and study the asymptotic behavior as the degree bound converges to infinity.

We will denote by $G_d$ the class of all graphs of maximal degree at most $d+1$. We let $Z_d$ denote the set of complex values that can occur as a zero of the independence polynomial of such graphs. Furthermore, we let $U_d$ denote the complement of the closure of $Z_d$, i.e. the maximal open set that is zero-free for all graphs with maximum degree at most $d+1$. We denote the connected component of $U_d$ containing 0 by $U_d(0)$. 
A related set is given by $C_d$, the maximal zero-free domain containing 0 for the set of all $d$-ary trees of constant depth. Since those trees are contained in $G_d$, it follows immediately that $U_d(0) \subseteq C_d$. It was shown in [BGGv20] that approximation of the independence polynomial for graphs in $G_d$ is #P-hard for parameters in $Q[i] \setminus (C_d \cup \mathbb{R}_{\geq 0})$. More recently in [DBGG+21], it was shown that zeros of graphs $G \in G_d$ are dense outside of $C_d$, i.e., $\hat{U}_d \subseteq C_d$. It was also shown that parameters for which approximation of the independence polynomial is #P-hard are dense in $\mathbb{C} \setminus U_d$.

The domain $C_d$ can be parameterized by

$$C_d = \left\{ \frac{-d^d u}{(u + d)^{d+1}} : |u| < 1 \right\},$$

see [PR19]. The intersection of $C_d$ with the real axis therefore equals the interval $\left(\frac{-d^d}{(d+1)^{d+1}}, \frac{-d^d}{d^{d+1}}\right)$. It was shown in [PR19] that this real interval is contained in $U_d$, a fact conjectured earlier by Sokal [SS05].

Thus, the sets $\mathbb{R} \cap U_d$ and $\mathbb{R} \cap C_d$ are equal, a statement that can be interpreted as an extremality result for the class of $d$-ary trees of constant depth within the graphs of maximal degree at most $d + 1$.

Naturally, it was asked whether equality of the sets $U_d$ and $C_d$ holds in the complex domain as well. It was shown in [Buy21] that this is not the case: there are graphs in $G_d$ for all $2 \leq d \leq 8$ with zeros inside $C_d$. While it is likely that the methods from [Buy21] extend to arbitrarily high degrees, the proof involves computer calculations which can only run for relatively small degrees. The results in our current paper imply that the negative answer from [Buy21] holds for large degrees $d$ as well.

A second natural question asks whether the zero-parameters inside $C_d$ converge to the boundary of the (properly rescaled) sets $C_d$ as $d \to \infty$, thus disappearing in the limit. We will see that this is not the case. The sets $C_d$ shrink down to the origin as $d \to \infty$, hence the sets $U_d \subseteq C_d$ do too. However, the rescaled sets $d \cdot C_d$ converge (in terms of the Hausdorff distance) to a limit set $C \infty$, given by

$$C \infty = \{-ue^{-u} : |u| < 1\},$$

see the illustration in Figure 4. This “infinite-degree cardioid” intersects the real axis in the open interval $(-e^{-1}, e)$.

In this paper we describe the limit of the scaled zero-free regions $d \cdot U_d$. We define a complex domain $U \infty$ (see Definition 2.11), show that it is the limit of the sets $d \cdot U_d$, and determine some geometric properties of $U \infty$. Our main results are summarized in the following two theorems. The locations of their proofs within the paper can be found at the end of the introduction.

**Theorem 1.1.** The sets $d \cdot U_d$ converge to $U \infty$ in terms of the Hausdorff distance.

In other words, for any closed $K_1 \subseteq U \infty$ and any open $K_2 \supseteq U \infty$ there exists a $d_0$ such that $K_1 \subseteq d \cdot U_d \subseteq K_2$ for $d \geq d_0$.

**Theorem 1.2.** (1) The set $U \infty$ is star-convex from 0, i.e., if $\Lambda \in U \infty$ then $c \cdot \Lambda \in U \infty$ for all $c \in [0, 1]$.

(2) The boundaries of $U \infty$ and $C \infty$ intersect only in the two real parameters $-e^{-1}$ and $e$. In particular, the smaller set $U \infty$ avoids a neighborhood of any non-real boundary point of $C \infty$.

(3) Near the positive real boundary point $e$ the boundary of $U \infty$ is contained in an analytic curve $\Gamma$ (given explicitly in Corollary 5.4) and its complex conjugate $\overline{\Gamma}$, and is in particular piece-wise analytic, but not smooth.

As an immediate consequence of Theorems 1.1 and 1.2 we obtain the following:

**Corollary 1.3.** For all sufficiently large degrees $d \in \mathbb{N}$ the set $U_d$ is strictly smaller than $C_d$.

Considering the result from [Buy21], we expect that $U_d$ and $C_d$ are unequal for any $d \geq 2$. Theorem 1.2 in fact shows that as $d \to \infty$, the difference between the rescaled sets $d \cdot U_d$ and $d \cdot C_d$ does not vanish, which answers a question of Andreas Galanis posed at a recent conference.
1.1. Known subsets of $\mathcal{U}_d$. There is an extensive history of estimates on the zero-free regions for the independence polynomial for different classes of graphs. We discuss some of the most relevant results here, focusing only on the class of graphs $\mathcal{G}_d$ and the region $\mathcal{U}_d$.

**Theorem 1.4** (She85, SS05). For any $d \geq 2$ the disk centered at 0 with radius $d^d/(d+1)^{(d+1)}$ is contained in $\mathcal{U}_d$.

Since zeros accumulate on the point $-d^d/(d+1)^{(d+1)}$, the radius of this so-called Shearer disk is sharp.

**Theorem 1.5** (BC18). For any $d \geq 2$ the semi-disk given by the intersection of the disk of radius $\frac{7}{8} \tan \left( \frac{\pi}{2d} \right)$ centered at 0 with the right half plane is contained in $\mathcal{U}_d$.

Due to Theorem 1.1 we immediately obtain the following:

**Corollary 1.6.** The Shearer disk $D_{e^{-1}}(0)$ and the semi-disk $D_{e^{-1}}(0) \cap \{ Z : \text{Re}(Z) > 0 \}$ are contained in $\mathcal{U}_\infty$.

Since $\mathcal{U}_\infty$ is contained in $\mathcal{C}_\infty$, the radius of the Shearer disk $D_{e^{-1}}(0)$ is sharp.
Theorem 1.7 ([PR19]). For any \( d \geq 2 \) the set \( U_d \) contains an open neighborhood of the real interval \([0, \frac{d^e}{(d-1)^{e^2}}]\).

As this statement does not give bounds on the size of the neighborhood of the real interval that are uniform after rescaling, we cannot deduce directly from Theorem 1.1 that \( U_{\infty} \) contains an open neighborhood of the real interval \([0, e)\). However, we can prove this result directly:

**Theorem 1.8.** The set \( U_{\infty} \) contains an open neighborhood of the real interval \([0, e)\).

In fact, parts (1) and (3) of Theorem 1.2 together imply that \( U_{\infty} \) contains a neighborhood of \([0, e)\).

1.2. **Organization.** The organization of this paper is the following. In section 2 we will cover background material and discuss known results regarding the sets \( U_d \); we moreover define the set \( V_{\infty} \) and its interior \( U_{\infty} \). In section 3 we prove properties of these sets. Our main results rely on the analysis done in this section. Section 4 is dedicated to the proof of Theorem 1.1 and section 5 to the proof of part (3) of Theorem 1.2.

Specifically: parts (1), (2) and (3) of Theorem 1.2 are proved in Lemma 2.12, Corollary 3.5 and Corollary 5.4. Theorem 1.1 is proved in section 4.3.

2. **Preliminaries**

2.1. **From finite graphs to rational dynamics.** In this section we will recall how the set of zeros of bounded degree graphs can be related to a semi-group generated by rational maps. Most results in this section will be stated without proofs. The proofs can be found in [dBBG+21] or the references therein.

**Definition 2.1.** Given a rooted graph \((G, v)\), write

\[
Z_{G,v}^{\text{in}}(\lambda) = \sum_{I : v \in I} \lambda^{|I|} \quad \text{and} \quad Z_{G,v}^{\text{out}}(\lambda) = \sum_{I : v \notin I} \lambda^{|I|},
\]

where both summations run over the independent vertex subsets \( I \subset V(G) \). We moreover define the occupation ration of \( G \) at \( v \) as the rational function

\[
R_{G,v}(\lambda) = \frac{Z_{G,v}^{\text{in}}(\lambda)}{Z_{G,v}^{\text{out}}(\lambda)}.
\]

Since \( Z_G(\lambda) = Z_{G,v}^{\text{in}}(\lambda) + Z_{G,v}^{\text{out}}(\lambda) \), an immediate consequence is that \( Z_G(\lambda) = -1 \) if and only either \( R_{G,v}(\lambda) = 0 \) or both \( Z_{G,v}^{\text{in}}(\lambda) \) and \( Z_{G,v}^{\text{out}}(\lambda) \) vanish at \( \lambda \). While it is in fact possible that both \( Z_{G,v}^{\text{in}}(\lambda) \) and \( Z_{G,v}^{\text{out}}(\lambda) \) vanish simultaneously, we can get rid of this condition by considering the whole family of graphs \( G \in \mathcal{G}_d \).

To make this explicit we introduce some notation.

Let \( \mathcal{G}_d \) denote the set of rooted graphs \((G, v)\) such that the maximum degree of \( G \) is at most \( d + 1 \) and the degree of the vertex \( v \) is at most \( k \). We let

\[
\mathcal{R}_d^k = \{ R_{G,v} : (G, v) \in \mathcal{G}_d \}
\]

denote the corresponding family of occupation ratios. For any \( \lambda \) in the Riemann sphere \( \hat{\mathbb{C}} \) we denote by \( \mathcal{R}_d^k(\lambda) \) the set of all rational functions in \( \mathcal{R}_d^k \) evaluated at \( \lambda \). Thus \( \mathcal{R}_d^k \) is a family of rational functions, and its values \( \mathcal{R}_d^k(\lambda) \) are contained in \( \hat{\mathbb{C}} \). Recall that \( Z_d \) denotes the set of all zeros for graphs of degree at most \( d + 1 \).

**Lemma 2.2** (Lemma 2.3 in [dBBG+21]). Let \( d \geq 2 \), then \( \lambda \in Z_d \) if and only if \( -1 \in \mathcal{R}_d^k(\lambda) \).
It was shown in [SS05, Wei06, Ben18] that given a rooted graph \((G, v) \in \mathcal{G}_k^d\) there is a rooted tree \((T, u) \in \mathcal{G}_k^d\) such that \(R_{G, v} = R_{T, u}\). This is especially useful because for a rooted tree \((T, u)\) the ratio can be expressed recursively. Given \(k \geq 1\) we define

\[
F_\lambda(z_1, \ldots, z_k) = \frac{\lambda}{\prod_{j=1}^{k}(1 + z_j)}.
\]

Note that the map \(F_\lambda\) is defined for any number of inputs.

**Definition 2.3.** Let \(d \geq 2\) and \(\lambda \in \mathbb{C}\). We recursively define a class of rational functions \(\mathcal{F}_{d, \lambda}\) as follows:

1. the identity map \(z \mapsto z\) is contained in \(\mathcal{F}_{d, \lambda}\);
2. given any \(1 \leq k \leq d\) and functions \(f_1, \ldots, f_k \in \mathcal{F}_{d, \lambda}\), the rational function

\[
z \mapsto F_\lambda(f_1(z), \ldots, f_k(z))
\]

is also contained in \(\mathcal{F}_{d, \lambda}\).

The following lemma follows for example from Lemma 2.4. in [dBBG+21] and gives the relation between the rational semi-group \(\mathcal{F}_{d, \lambda}\) parameterized by \(\lambda\) and the set of occupation ratios.

**Lemma 2.4.** Let \(d \geq 2\) and \(f_\lambda \in \mathcal{F}_{d, \lambda}\) not equal to the identity. Write

\[
f_\lambda(z) = F_\lambda(f_1(z), \ldots, f_k(z)).
\]

The rational map \(\lambda \mapsto f_\lambda(0)\) is an element of \(\mathcal{R}_d^\lambda\), moreover the set of rational functions

\[
\{\lambda \mapsto f_\lambda(0) : f_\lambda \in \mathcal{F}_{d, \lambda}\}
\]

is equal to \(\mathcal{R}_d^\lambda\).

**Definition 2.5.** Let \(d \geq 2\) and fix \(\lambda \in \mathbb{C}\). We say that a set \(Y \subset \mathbb{C} \setminus \{-1\}\) is invariant under the maps \(F_\lambda\) if for every \(1 \leq k \leq d\) and every \(z_1, \ldots, z_k \in Y\) we have

\[
F_\lambda(z_1, \ldots, z_k) \in Y.
\]

A direct consequence of lemmas 2.2 and 2.4 is the following:

**Lemma 2.6.** Let \(d \geq 2\) and \(\lambda \in \mathbb{C}\). Suppose there exists a set \(Y \subset \mathbb{C} \setminus \{-1\}\) containing 0 which is invariant under the maps \(F_\lambda\). Then \(Z_G(\lambda) \neq 0\) for all graphs \(G \in \mathcal{G}_d\).

An important technique used in many recent papers in the area is the construction of new graphs by implementing one rooted graph into another graph, i.e. by replacing each vertex of the latter graph by a copy of the former, where edges now connect corresponding copies the root vertices. This technique adds the maximal degrees of the latter graph to the degree of the root vertex of the former, hence the sum of these two numbers should be at most \(d + 1\) to remain in the class \(\mathcal{G}_d\).

**Lemma 2.7.** Let \(d, k, m \in \mathbb{Z}_{\geq 1}\) such that \(k + m \leq d\). If there is a rooted graph \((G, v) \in \mathcal{G}_k^d\) and a \(\lambda_0 \in \mathbb{C}\) such that \(R_{G, v}(\lambda_0) \in \mathbb{Z}_m\), then \(\lambda_0 \in \mathbb{Z}_d\).

**Proof.** Suppose \((H, u) \in \mathcal{G}_m^d\). We transform the graph \(H\) to \(\tilde{H}\) by replacing each of its vertices by a copy of the rooted graph \((G, v)\). On the level of ratios this has the effect of composition, that is \(R_{\tilde{H}, \tilde{u}}(\lambda) = R_{H, u}(R_{G, v}(\lambda))\), where \(\tilde{u}\) in \(\tilde{H}\) is the vertex corresponding \(u\) in the original graph \(H\). A proof of this fact can be found for example in Lemma 2.8 of [dBBG+21]. Note that the maximum degree in \(\tilde{H}\) is at most \(m + 1 + k, d + 1\) and the degree of \(\tilde{u}\) is at most \(m + k \leq d\) and thus \((\tilde{H}, \tilde{u}) \in \mathcal{G}_d^d\). This is true for any graph \((H, u) \in \mathcal{G}_m^d\) and therefore we find that \(\mathcal{R}_m^d(R_{G, v}(\lambda)) \subseteq \mathcal{R}_d^d(\lambda)\) for every \(\lambda \in \mathbb{C}\).

Because \(R_{G, v}\) is an open map and \(R_{G, v}(\lambda_0) \in \mathbb{Z}_m\) we can find a sequence \(\{\lambda_n\}_{n \geq 1}\) converging to \(\lambda_0\) such that \(R_{G, v}(\lambda_n) \in \mathbb{Z}_m\) for all \(n\). According to Lemma 2.2 this means that \(-1\) is contained in
This thus means that \(-1 \in R^d_d(\lambda_n)\) for all \(n\). This again implies that \(\lambda_n \in Z_d\).

2.2. From rational to transcendental dynamics. In this section we will define the “rescaled limit” of objects from the previous subsection. We start by formalizing the relationship between the cardioids \(C_d\) and their limit \(C_\infty\).

Remark 2.8. The cardioid \(d \cdot C_d\) contains all parameters \(\Lambda\) for which the function \(Z \mapsto \Lambda/(1 + Z/d)^d\) has an attracting fixed point. As \(d \to \infty\) these rational functions converge locally uniformly to the entire functions \(E_\Lambda(Z) = \Lambda \cdot e^{-Z}\), and the domains \(d \cdot C_d\) converge in the Hausdorff distance to the domain \(C_\infty\). It follows that the set \(C_\infty\) coincides with the hyperbolic component of the family \(E_\Lambda\), containing all parameters \(\Lambda\) for which \(E_\Lambda\) has an attracting fixed point.

We note that this is a particular case of the more general phenomenon described in [KK97]. In our setting the relationship between the hyperbolic components can also be computed explicitly as follows:

Suppose \(E_\Lambda\) has a fixed point \(p\) with derivative \(E_\Lambda'(p) = \alpha\). Then, because \(E_\Lambda(Z)/E_\Lambda'(Z) = -1\) we find that \(p = -\alpha\) and thus \(\Lambda = -\alpha e^{-\alpha}\). In the other direction, if \(\Lambda = -\alpha e^{-\alpha}\), then \(-\alpha\) is a fixed point of \(E_\Lambda\) with derivative \(\alpha\).

For any \(n \in \mathbb{N}\) and \(s_1, \ldots, s_n \geq 0\) with \(\sum_{i=1}^n s_i \leq 1\), and for fixed \(\Lambda \in \mathbb{C}\), define the function

\[
E_{\Lambda(s_1, \ldots, s_n)}(Z_1, \ldots, Z_n) = \Lambda \cdot e^{-s_1 Z_1 - \cdots - s_n Z_n}.
\]

We will denote \(E_{\Lambda(1)}\) by \(E_\Lambda\). We define the set of functions \(G_\Lambda\) in the following way.

Definition 2.9. Let \(\Lambda \in \mathbb{C}\). We recursively define a class of transcendental functions \(G_\Lambda\) as follows:

1. the identity map \(Z \mapsto Z\) is contained in \(G_\Lambda\);
2. for any \(k \geq 1\), tuple \((s_1, \ldots, s_k) \in \mathbb{R}_{\geq 0}^k\) with \(\sum_{m=1}^k s_m \leq 1\) and functions \(g_1, \ldots, g_k \in G_\Lambda\) the function

\[
Z \mapsto E_{\Lambda(s_1, \ldots, s_k)}(g_1(Z), \ldots, g_k(Z))
\]

is also contained in \(G_\Lambda\).

We define the set \(V_\Lambda\) as the orbit of 0 under the set of functions \(G_\Lambda\), i.e. \(V_\Lambda = \{g(0) : g \in G_\Lambda\}\). We define \(\hat{V}_\Lambda\) as the convex hull of \(V_\Lambda\).

The following lemma follows directly from the definitions, but gathers some elementary properties of \(G_\Lambda\), \(V_\Lambda\) and \(\hat{V}_\Lambda\) that will be used a lot.

Lemma 2.10. Let \(\Lambda \in \mathbb{C}\).

1. We have \(E_\Lambda(\hat{V}_\Lambda) = V_\Lambda \setminus \{0\}\).
2. If \(K\) is a convex set containing 0 that is forward invariant for \(E_\Lambda\), then it is forward invariant for every map in \(G_\Lambda\) and \(\hat{V}_\Lambda \subseteq K\).

Definition 2.11. We define the set \(V_\infty\) as the set consisting of those \(\Lambda\) for which \(V_\Lambda\) is bounded. We define \(U_\infty\) as its interior.

Lemma 2.12. Part 4 of Theorem 1.2 holds, i.e. the set \(U_\infty\) is star-convex from 0.

Proof. We will first show that \(V_\infty\) is star-convex from 0. So we suppose that \(\Lambda \in V_\infty\) and we will argue that \(t \cdot \Lambda \in V_\infty\) for all \(t \in [0, 1]\). By definition \(\hat{V}_\Lambda\) is a bounded convex set containing 0 that is forward invariant for \(E_\Lambda\). We find that

\[
E_{t \cdot \Lambda}(\hat{V}_\Lambda) = t \cdot E_\Lambda(\hat{V}_\Lambda) \subseteq t \cdot \hat{V}_\Lambda \subseteq \hat{V}_\Lambda.
\]
and thus it follows from Lemma 2.10 that \( \hat{V}_{t, \Lambda} \subseteq \hat{V}_\Lambda \). Therefore \( V_{t, \Lambda} \) is bounded and thus \( t \cdot \Lambda \in \mathcal{V}_\infty \). We conclude that \( \mathcal{V}_\infty \) is star-convex from 0.

To conclude the same for its interior \( \mathcal{U}_\infty \) we only need to show that \( 0 \in \mathcal{U}_\infty \). This follows from the fact that if \( |\Lambda| < 1/e \) the unit disk \( \mathbb{D} \) is forward invariant for \( E_\Lambda \). Therefore it follows from Lemma 2.10 that \( V_\Lambda \subseteq \mathbb{D} \) and thus \( \Lambda \in \mathcal{V}_\infty \). This shows that the open disk of radius \( 1/e \) is contained in \( \mathcal{U}_\infty \). \( \square \)

The next three lemmas form the bridge between the finite (but large degree) world and the transcendental one. First let us emphasize the relation between \( V \) and \( \mathcal{U} \).

**Lemma 2.13.** For each pair of compact subsets \( K, L \subset \mathbb{C} \), \( s_1, \ldots, s_j > 0 \) with \( \sum s_i \leq 1 \), and each \( \varepsilon > 0 \), there exists a \( d_0 \in \mathbb{N} \) such that the following holds: For any \( d \geq d_0 \), and for any \( Z_1, \ldots, Z_j \in K \) and \( \Lambda \in L \) we have

\[
|d \cdot F_{\Lambda/d} \left( \frac{Z_{1/d}, \ldots, Z_{1/d}}{p_1}, \ldots, \frac{Z_{j/d}, \ldots, Z_{j/d}}{p_j} \right) - E_{\Lambda(s_1, \ldots, s_j)}(Z_1, \ldots, Z_j) | < \varepsilon,
\]

where \( p_i = [s_i d] \) for \( 1 \leq i \leq j \).

**Proof.** Observe that

\[
d \cdot F_{\Lambda/d} \left( \frac{Z_{1/d}, \ldots, Z_{1/d}}{p_1}, \ldots, \frac{Z_{j/d}, \ldots, Z_{j/d}}{p_j} \right) = \Lambda \prod_{i=1}^j (1 + Z_i/d)^{-p_i}.
\]

As \( d \) tends to infinity, the map \( Z_i \mapsto (1 + Z_i/d)^{-p_i} \) uniformly converges to \( Z_i \mapsto e^{-s_i Z_i} \) on \( K \) for all \( 1 \leq i \leq j \), thus their product also converges uniformly. The statement now follows from the fact that the set \( L \) is bounded. \( \square \)

**Lemma 2.14.** For any \( g_\Lambda \in G_\Lambda \) there exists a sequence of graphs \( (G_d, v_d) \in G_d^i \), such that \( \Lambda \mapsto d \cdot R_{G_d, v_d}(\Lambda/d) \) converges locally uniformly to \( \Lambda \mapsto g_\Lambda(0) \). Furthermore, if we can write \( g_\Lambda(Z) = E_{\Lambda(s_1, \ldots, s_j)}(g_1(Z), \ldots, g_j(Z)) \) then we can choose the sequence such that

\[
\deg(v_d) \leq d \cdot \sum_{1 \leq i \leq j} s_i.
\]

**Proof.** The proof relies upon the recursive definition of the family \( G_\Lambda \), and uses induction on the number of compositions in the definition of the map \( g_\Lambda \). The statement is trivial for \( Z \mapsto Z \). Let us assume that \( g_\Lambda \neq \text{id} \). Then we can write \( g_\Lambda(Z) = E_{\Lambda(s_1, \ldots, s_j)}(g_1(Z), \ldots, g_j(Z)) \) and by induction for each \( g_i \) there exists a sequence \( f_{\Lambda, d}^{(i)} \in F_{d, \Lambda} \), such that

\[
\Lambda \mapsto d \cdot f_{\Lambda, d}^{(i)}(0)
\]

converges locally uniformly to \( \Lambda \mapsto g_i(0) \) for each \( 1 \leq i \leq j \). By the previous lemma we know that the composition

\[
\Lambda \mapsto d \cdot F_{\Lambda/d} \left( f_{\Lambda/d, d}^{(1)}(0), \ldots, f_{\Lambda/d, d}^{(1)}(0), \ldots, f_{\Lambda/d, d}^{(j)}(0), \ldots, f_{\Lambda/d, d}^{(j)}(0) \right)
\]

converges locally uniformly to \( \Lambda \mapsto g_\Lambda(0) \). Since \( p_1 + \cdots + p_j \leq d(s_1 + \cdots + s_j) \) we can conclude by Lemma 2.4 the desired statement. \( \square \)
Lemma 2.15. Let $K$ be convex bounded set containing $0$, such that $E_{\Lambda_0}(K)$ is relatively compact in $\text{int}(K)$. Then there exists $\varepsilon > 0$ and $d_0$, such that $B_\varepsilon(\Lambda_0) \subseteq d \cdot U_d$ for any $d \geq d_0$.

Proof. For $d$ large we can define a function $\delta_d : K \to \mathbb{C}$ such that $1/(1 + Z/d) = e^{-Z/d + \delta_d(Z)}$. Note that $\delta_d$ can be chosen such that $d \cdot \delta_d(Z)$ converges to 0 uniformly on $K$ as $d$ tends to infinity. Let $1 \leq k \leq d$ and let $(z_1, \ldots, z_k)$ be an arbitrary $k$-tuple in $K/d$ and write $z_i = Z/d$. We find that

\[d \cdot F_{\Lambda/d}(Z_1/d, \ldots, Z_k/d) = \Lambda \prod_{i=1}^k \frac{1}{1 + Z_i/d} = \Lambda \prod_{i=1}^k e^{-Z_i/d + \delta_d(Z_i)} = \Lambda \frac{E_{\Lambda_0}}{\delta_0} \left(1 + \sum_{i=1}^k Z_i\right), \cdot e^{\sum_{i=1}^k \delta_d(Z_i)}.\]

By choosing $d$ large enough the term $e^{\sum_{i=1}^k \delta_d(Z_i)}$ can be bounded arbitrarily close to 1 independently of the chosen tuple. Furthermore, by taking $\Lambda$ close to $\Lambda_0$, the same is true for the term $\Lambda / \delta_0$. Therefore there exists an $\varepsilon > 0$ and a $d_0$ such that $K/d$ is forward invariant under the maps $F_{\Lambda/d}$ for $\Lambda \in B_{\varepsilon}(\Lambda_0)$ and $d \geq d_0$. The statement thus follows from Lemma 2.6. \(\square\)

3. The Sets $\mathcal{V}_\infty$, $\mathcal{U}_\infty$ and $V_\Lambda$

3.1. Properties of $\mathcal{V}_\infty$, $\mathcal{U}_\infty$ and $V_\Lambda$. In this section we will mostly be concerned with parameters $\Lambda$ that are not real, but for completeness we first show that

$\mathcal{V}_\infty \cap \mathbb{R} = [-1/e, \infty)$. 

If $\Lambda \geq 0$ then $E_{\Lambda}(0) = \Lambda$ and $E_{\Lambda}(\Lambda) > 0$ and thus the (convex) interval $[0, \Lambda]$ is forward invariant for $E_{\Lambda}$. Therefore $\tilde{V}_\Lambda$ is contained in $[0, \Lambda]$ and in fact, because $\tilde{V}_\Lambda$ must contain both 0 and $\Lambda$, $\tilde{V}_\Lambda = [0, \Lambda]$. For $-e^{-1} \leq \Lambda < 0$ the map $E_{\Lambda}$ has an attracting or a neutral fixed point $w_\Lambda < 0$. In this case the interval $(w_\Lambda, 0]$ is forwards invariant and thus it contains $\tilde{V}_\Lambda$. Because the orbit of 0 under iteration of $E_{\Lambda}$ must converge to $w_\Lambda$ we see that $\tilde{V}_\Lambda = (w_\Lambda, 0]$. Finally, if $\Lambda < -1/e$ the equation $E_{\Lambda}(x) = x$ has no real solutions and thus the orbit of 0, which is a decreasing sequence, must converge to $\infty$. Therefore $\Lambda$ is not contained in $\mathcal{V}_\infty$ in this case.

The statements in our main theorem concern the interior of $\mathcal{V}_\infty$, which we have denoted by $\mathcal{U}_\infty$. In the course of this paper we will show that $\mathcal{V}_\infty$ is equal to the disjoint union of the closure of $\mathcal{U}_\infty$ and the interval $(e, \infty)$.

Lemma 3.1. If $\Lambda \notin \mathcal{V}_\infty \cup \mathcal{U}_\infty$ then $V_\Lambda = \mathbb{C}$.

Proof. Take $\Lambda$ to be nonreal and such that $V_\Lambda$ is unbounded. Let us suppose that $\tilde{V}_\Lambda \neq \mathbb{C}$. The set $\tilde{V}_\Lambda$ is convex and contains the origin and thus it must avoid a sector of the form

$S := \{Z \in \mathbb{C} : |Z| > R, \text{ and } \theta_1 < \arg(Z) < \theta_2\}$. 

Because $E_{\Lambda}(\tilde{V}_\Lambda) = V_\Lambda$ and $V_\Lambda$ is unbounded we can choose $Z_0 \in \tilde{V}_\Lambda$ for which $|e^{-Z_0}|$ is arbitrarily large. We claim that we can choose this $Z_0$ such that in addition $|\text{Im}(Z_0)|$ is arbitrarily large. Assuming this claim holds we obtain a contradiction: the curve $t \to \Lambda e^{-tZ_0}$, for $t \in [0, 1]$, must pass through the sector $S$, however this curve must also be contained in $\tilde{V}_\Lambda$, contradicting our earlier assumption.

It remains to prove the claim. Suppose that there is a sequence of points $\{Z_n\}_{n \geq 1}$ in $\tilde{V}_\Lambda$ with real parts converging to minus infinity, but bounded imaginary parts. Write $Z_n = a_n + i b_n$ and $\Lambda = x + iy$. Define a sequence $s_n \in [0, 1]$ for which $e^{-s_n a_n}$ converges to infinity slow enough such that $a_n + e^{-s_n a_n}(|x| + |y|)$ still converges to $-\infty$. Let $\varepsilon = |y|/(2(|x| + |y|))$. Because the sequence $s_n$ necessarily converges to 0 and the sequence $b_n$ is bounded we find that $\cos(s_n b_n) > 1 - \varepsilon$ and $|\sin(s_n b_n)| < \varepsilon$ for all $n$ sufficiently large. Now let $W_n = Z_n + \Lambda e^{-s_n Z_n}$, then

$\text{Re}(W_n) = a_n + e^{-s_n a_n} (x \cos(b_n s_n) + y \sin(b_n s_n)) \leq a_n + e^{-s_n a_n} (|x| + |y|)$. 

Theorem 1.2 it is thus enough to show that \( V \).

**Proof.** We will show that the complement is open. To that effect take a \( \Lambda \) and \( \mu \) that does not have multiplier 1, we see that \( \Re(\Lambda) \neq \Re(1) \) for all \( 1 < m < n \). The derivative \( \mu = (f^n)'(p) \) is called the multiplier of \( p \) and \( \mu \) is called attracting, neutral or repelling according to whether \( |\mu| < 1 \), \( |\mu| = 1 \) or \( |\mu| > 1 \) respectively.

**Lemma 3.2.** Let \( \Lambda \in \mathbb{C} \setminus \mathbb{R} \) and suppose that \( K \neq \mathbb{C} \) is a convex set containing 0 for which \( E_\Lambda(K) \subseteq K \). Then \( \Lambda \in \mathcal{V}_\infty \), and every non-identity \( g \in G_\Lambda \) has a fixed point \( p \) in the closure of \( K \) that is either attracting or neutral with multiplier 1. All other periodic points of \( g \) in the closure of \( K \) are repelling and lie on the boundary of \( K \).

**Proof.** Because \( K \) is convex and contains 0 it follows from Lemma 2.10 that \( g(K) \subseteq K \) and \( \hat{V}_\Lambda \subseteq K \). Therefore, because \( K \neq \mathbb{C} \), we can use Lemma 3.1 to conclude that \( \hat{V}_\Lambda \) is bounded and \( \Lambda \in \mathcal{V}_\infty \).

The set \( \hat{V}_\Lambda \) contains the convex hull of the spiral given by the image of the interval \([0, 1]\) under the map \( t \mapsto \Lambda e^{-t\Lambda} \). Because \( \Lambda \) is not real, this spiral is not a straight line segment, and thus both \( \hat{V}_\Lambda \) and \( K \) have a non-empty interior. The interior of \( K \) is a simply connected proper subset of \( \mathbb{C} \) and thus conformally isomorphic to the open unit disk. The Denjoy–Wolff theorem states that either the action of \( g \) on \( \text{int}(K) \) is conjugate to a rotation or the orbit of any initial value in \( \text{int}(K) \) under repeated application of \( g \) converges to a fixed point in the closure of \( K \) (this point might be \( \infty \)). We will first argue that the former cannot be the case.

Suppose that the action of \( g \) is conjugate to a rotation on \( \text{int}(K) \). Then it should also be conjugate to a rotation on the invariant subset \( \text{int}(\hat{V}_\Lambda) \) and in particular it should be a bijection on this subset. But, since \( \hat{V}_\Lambda \) is bounded and \( g(\hat{V}_\Lambda) \subseteq E_\Lambda(\hat{V}_\Lambda) \), \( g(\text{int}(\hat{V}_\Lambda)) \) avoids a neighborhood of 0 and thus \( g \) cannot be a bijection.

We can conclude that every value in \( \text{int}(K) \) must converge to a point \( p \) in the closure of \( K \). Note that \( p \) must be included in the closure of \( \hat{V}_\Lambda \) and thus cannot be equal to \( \infty \). It follows that \( \text{int}(K) \) is contained in an invariant Fatou component \( U \) of the map \( g \). There are five possible types of invariant Fatou components for transcendental maps. We have excluded \( U \) being either a Siegel disk or a Herman ring, since \( g \) exhibits attracting behaviour on \( U \). The component also cannot be a Baker domain because \( p \neq \infty \). The only two remaining cases are that \( U \) is the immediate basin for an attracting fixed point or for a petal of a parabolic fixed point with multiplier 1. There are no other periodic points of \( g \) on \( U \) and all other periodic points in the boundary of \( U \) are repelling.

Recall from Remark 2.8 that \( E_\Lambda \) has an attracting or a neutral fixed point if and only if \( \Lambda \) lies in the interior or the boundary of \( \mathcal{C}_\infty \) respectively (see equation (1.1)). It follows from Lemma 3.2 that the non-real elements of \( \mathcal{V}_\infty \) are contained in \( \overline{\mathcal{C}}_\infty \). Furthermore, because for any \( \Lambda \in \partial \mathcal{C}_\infty \setminus \mathbb{R} \) the neutral fixed point of \( E_\Lambda \) does not have multiplier 1, we see that \( \mathcal{V}_\infty \cap \partial \mathcal{C}_\infty = \{-e^{-1}, e\} \). To prove Part (2) of Theorem 1.2 it is thus enough to show that \( \mathcal{V}_\infty \) is closed.

**Lemma 3.3.** The set \( \mathcal{V}_\infty \) is closed.

**Proof.** We will show that the complement is open. To that effect take a \( \Lambda_0 \) that is not in \( \mathcal{V}_\infty \). If \( \Lambda_0 \) is real then \( \Lambda_0 \) lies outside the interval \([-e^{-1}, \infty)\) and thus there is a neighborhood of \( \Lambda_0 \) that does not
intersect $\mathcal{C}_\infty$. This neighborhood can also be chosen not to intersect with $\mathcal{V}_\infty$ because $\mathcal{V}_\infty$ is a subset of $\mathcal{C}_\infty \cup [-1/e, \infty)$. We will henceforth assume that $\Lambda_0$ is not real.

Let $p_{\Lambda_0}$ be a repelling periodic point of $E_{\Lambda_0}$. Write $p_{\Lambda_0}$ as a sum of the following form

$$p_{\Lambda_0} = \sum_{i=1}^{n} s_i \cdot z_i,$$

where the $s_i$ lie in $(0, 1]$ with their sum being strictly less than one and the $z_i$ are nonzero complex numbers that are not co-linear. According to Lemma 3.1 there exist $g_{i,\Lambda_0} \in G_{\Lambda_0}$ such that $g_{i,\Lambda_0}(0) = z_i$ for all $i$.

Recall that the values $g_{i,\Lambda}(0)$ depend continuously on the parameter $\Lambda$. For $\Lambda \in \mathbb{C}$ we define

$$A_\Lambda = \left\{ \sum_{i=1}^{n} t_i \cdot g_{i,\Lambda}(0) : t_i \in (0, 1) \text{ with } \sum_{i=1}^{n} t_i < 1 \right\}.$$

The set $A_{\Lambda_0}$ is an open neighborhood of $p_{\Lambda_0}$. Using the implicit function theorem we can extend the repelling periodic point $p_{\Lambda_0}$ to a neighborhood of $\Lambda_0$ on which there exists a holomorphic function $\Lambda \mapsto p_\Lambda$ such that $p_\Lambda$ is a repelling periodic point of $E_{\Lambda}$ for all $\Lambda$. By continuity it follows that there is a neighborhood $U$ of $\Lambda_0$ such that $A_\Lambda$ is an open set containing $p_\Lambda$ for all $\Lambda \in U$. Because $A_\Lambda \subseteq \text{int}(\hat{V}_\Lambda)$ for all $\Lambda \in U$ it follows from Lemma 3.2 that these $\Lambda$ cannot lie in $\mathcal{V}_\infty$. This concludes the proof.

\textbf{Remark 3.4.} A shorter proof of Lemma 3.3 can be given using Lemma 3.7 below. To see this, suppose that $\Lambda_0 \notin \mathcal{V}_\infty$, in which case $\mathcal{V}_{\Lambda_0} = \mathbb{C}$. Choose $g_{1,\Lambda}, g_{2,\Lambda}, g_{3,\Lambda} \in G_{\Lambda}$ such that $0$ lies in the interior of the convex hull of the three points $g_{i,\Lambda}(0)$. Since each $g_{i,\Lambda}(0)$ varies holomorphically with $\Lambda$, it follows that the same holds for $\Lambda$ sufficiently close to $\Lambda_0$, which by Lemma 3.7 implies Lemma 3.3. In order to avoid a circular argument we have included the longer proof above.

\textbf{Corollary 3.5.} Part (2) of Theorem 1.2 holds, i.e. there is a neighborhood of $\partial \mathcal{C}_\infty \setminus \{-e^{-1}, e\}$ that does not intersect $\mathcal{V}_\infty$.

\textbf{Lemma 3.6.} Let $\Lambda \in \mathbb{C}$, $g \in G_{\Lambda}$ and $K$ a convex set with non-empty interior such that $g(K) \subseteq K$. Then any periodic point of $g$ on the boundary of $K$ must have a positive real multiplier.

\textbf{Proof.} Let $p \in \partial K$ be a periodic point of $g$ of order $k$, let $I = (p, q]$ be an interval contained in $K$, and let $L$ be a $H$ be a closed half-plane containing $K$ with $p \in \partial H$. By invariance $g^{kn}(I) \subset H$ for all $n \in \mathbb{N}$, which implies that $(g^k)'(p) \geq 0.$

\textbf{Lemma 3.7.} If $\Lambda \in \mathcal{V}_\infty$ then $0 \in \partial \hat{V}_\Lambda$.

\textbf{Proof.} As we have seen, the statement is true for real $\Lambda$, so we assume that $\Lambda$ is not real. In that case $\Lambda$ lies in $\mathcal{C}_\infty$. This means that $E_\Lambda$ has a unique attracting fixed point, which we will denote by $w$, and all other fixed points are repelling. Moreover the multiplier $E_\lambda'(w)$ is not real. It follows from Lemmas 3.2 and 3.6 that $w$ lies in the interior of $\hat{V}_\Lambda$.

By the Riemann mapping theorem, there exists a conformal bijection $h : \mathbb{D} \rightarrow \text{int}(\hat{V}_\Lambda)$ with $h(0) = w$. For the sake of a contradiction let us assume that $0 = h(q)$ for some $|q| < 1$. Without loss of generality we may assume that $q > 0$. Let $D_q(0)$ denote the open disk of radius $q$ centered around $0$. We claim that the image $T = h\left( \frac{D_q(0)}{D_q(0)} \right)$ is convex and $E_\Lambda$-invariant.

To see convexity, let us recall the classic result (see e.g. [Dur83 §2.5]) that a univalent image $f(\mathbb{D})$ is convex if and only if for any $z \in \mathbb{D}$:

$$\text{Re} \left( 1 + \frac{z f''(z)}{f'(z)} \right) > 0.$$  (3.1)
This equation is thus satisfied for \( f = h \), and therefore must also be satisfied for the function \( f_q(z) = h(q \cdot z) \). It follows that \( T \) is convex, being the closure of \( f_q(\mathbb{D}) \).

To see the forward invariance, write \( H = h^{-1} \circ E_\Lambda \circ h \). Clearly \( H \) maps the disk into itself and

\[
H(0) = h^{-1}(E_\Lambda(h(0))) = h^{-1}(E_\Lambda(w)) = h^{-1}(w) = 0.
\]

Therefore the Schwarz Lemma gives

\[
H(D_q(0)) \subset D_q(0),
\]

and thus \( E_\Lambda(T) \subset T \). The set \( T \) is therefore a forward invariant convex proper subset of \( \hat{V}_\Lambda \) containing 0. It follows from Lemma 2.10 that \( T \) should contain \( \hat{V}_\Lambda \), which is clearly a contradiction. \( \Box \)

In Figure 1, the gray region depicting the set \( \mathcal{C}_\infty \setminus \mathcal{V}_\infty \) was computed by checking whether the condition \( 0 \in \partial \hat{V}_\Lambda \) was violated for an approximation of the set \( \hat{V}_\Lambda \).

**Corollary 3.8.** The family \( \{ \Lambda \mapsto g_\Lambda(0) : g_\Lambda \in G_\Lambda \} \) is normal on \( \mathcal{U}_\infty \).

**Proof.** For any \( \Lambda \in \mathcal{U}_\infty \) the set \( \hat{V}_\Lambda \) cannot contain any point \( z \) of the form \( k \cdot i \) for \( k \geq 2\pi \) because otherwise \( \hat{V}_\Lambda \) would contain the convex hull of the circle parameterized by \( t \mapsto \Lambda \cdot e^{-t \cdot i} \) contradicting Lemma 3.7. The family in question is thus normal by Montel’s theorem. \( \Box \)

**Lemma 3.9.** Let \( \Lambda_0 \in \mathbb{C} \setminus \mathbb{R} \). Suppose there is a non-identity map \( g \in G_{\Lambda_0} \) and a \( g \)-invariant convex set \( K \) containing 0 whose closure contains a neutral fixed point of \( g \). Then \( \Lambda_0 \notin \mathcal{U}_\infty \).

**Proof.** Recall that \( g \) depends holomorphically on the parameter \( \Lambda \). We consider the family of functions \( \mathcal{F} = \{ \Lambda \mapsto g_\Lambda^n(0) : n \geq 1 \} \). Corollary 3.3 states that \( \mathcal{F} \) is normal on \( \mathcal{U}_\infty \). For \( |\Lambda| < 1/e \) the image of the unit disk \( \mathbb{D} \) under the map \( Z \mapsto E_\Lambda(Z) \) is relatively compact in \( \mathbb{D} \). Because \( \mathbb{D} \) is convex and contains 0 the same is true for \( Z \mapsto g_\Lambda(Z) \). Therefore the orbit \( \{ g_\Lambda^n(0) \}_{n \geq 1} \) converges to an attracting fixed point of \( g_\Lambda \). Because \( \mathcal{F} \) is normal on \( \mathcal{U}_\infty \) and \( \mathcal{U}_\infty \) is connected containing the disk of radius \( 1/e \) it follows that the orbit \( \{ g_\Lambda^n(0) \}_{n \geq 1} \) must converge to a fixed point \( p_\Lambda \) of \( g_\Lambda \) on the whole of \( \mathcal{U}_\infty \). Furthermore the map \( \Lambda \mapsto p_\Lambda \) is holomorphic.

For every \( \Lambda \) the point \( p_\Lambda \) lies in the closure of \( \hat{V}_\Lambda \). It follows then from from Lemma 3.2 that if \( |g_\Lambda'(p_\Lambda)| = 1 \) then \( g_\Lambda'(p_\Lambda) \) is exactly equal to 1. But because \( \Lambda \mapsto g_\Lambda'(p_\Lambda) \) is holomorphic and thus, if it is not constant, an open map, this cannot occur on \( \mathcal{U}_\infty \). Therefore \( p_\Lambda \) is an attracting fixed point for all \( \Lambda \in \mathcal{U}_\infty \).

If \( \Lambda_0 \) were an element of \( \mathcal{U}_\infty \) then \( p_{\Lambda_0} \) would be an attracting fixed point of \( g_{\Lambda_0} \) contained in \( K \). Lemma 3.2 states that \( g_{\Lambda_0} \) cannot contain any other attracting or neutral fixed points in the closure of \( K \), which contradicts the assumption of the lemma that the closure of \( K \) contains a neutral fixed point of \( g \). \( \Box \)

4. **Proof of Theorem 1.1**

In this section we will prove our first main result, which stated that for any closed \( \mathcal{K}_1 \subseteq \mathcal{U}_\infty \) and any open \( \mathcal{K}_2 \supseteq \overline{\mathcal{U}_\infty} \) there exists a \( d_0 \) such that \( \mathcal{K}_1 \subseteq d \cdot \mathcal{U}_d \subseteq \mathcal{K}_2 \) for \( d \geq d_0 \).

The strategy to prove that \( \mathcal{K}_1/d \) is eventually zero-free is to show that for any \( \Lambda \in \mathcal{U}_\infty \) there exists a convex set \( \mathcal{K}_\Lambda \) that is strictly invariant for \( E_\Lambda \), i.e. the closure of \( E_\Lambda(K) \) is contained in the interior of \( K \). This allows us to apply Lemma 2.13 to find that there is a neighborhood \( \mathcal{X}_\Lambda \) of \( \Lambda \) such that \( \mathcal{X}_\Lambda/d \) is eventually zero-free. Because \( \mathcal{K}_1 \) is compact it follows that \( \mathcal{K}_1/d \) is eventually zero-free.

The strategy to prove that \( \mathcal{K}_2/d \) eventually contains \( \mathcal{U}_d \) is to show that for \( \Lambda \notin \mathcal{K}_2 \) we can find elements \( g_\Lambda \in G_\Lambda \) such that \( |g_\Lambda(0)| \) is very large. We can then use Lemma 2.14 to find a sequence of ratios \( R_d \) of finite graphs with degree at most \( d \) and root degree at most \( d/2 \) such that \( |R_d(\Lambda/d)| \) is very large compared
to the cardioid $C_{\frac{r}{2}}$. Because zeros are dense outside the cardioid this will allow us to conclude, using Lemma 2.7 that a neighborhood of $\Lambda$ is eventually contained in the rescaled set of zeros $d \cdot \overline{d}$.

4.1. Strictly forward invariant regions for nonreal $\Lambda \in U_\infty$.

**Lemma 4.1.** Let $\Lambda \in \mathbb{C} \setminus \mathbb{R}$, and suppose that $t \cdot \Lambda \in V_\infty$ for some $t > 1$. Then there exists a convex bounded set $K \subset \mathbb{C}$ with $0 \in K$, which is strictly invariant under the map $E_\Lambda$.

**Proof.** Let $t' = \frac{1+t}{2}$, and define

$$V := (1/t') \cdot \hat{V}_{t \cdot \Lambda}.$$ 

Observe that $\hat{V}_\Lambda \subset V \subset \hat{V}_{t \cdot \Lambda}$.

We further remark that

$$E_\Lambda(V) \subset E_\Lambda(\hat{V}_{t \cdot \Lambda}) \subset \frac{1}{t} \hat{V}_{t \cdot \Lambda} = \frac{t'}{t} V. \tag{4.1}$$

It follows that $E_\Lambda(V)$ can intersect $V$ only at points lying on radial arcs contained in the boundary of $\hat{V}_{t \cdot \Lambda}$. Note that there must be exactly two such radial arcs, see Figure 2 for an example. Indeed, $\hat{V}_{t \cdot \Lambda} \subset \mathbb{C}$ is bounded, hence its closure contains points $m$ and $M$ of minimal and maximal imaginary parts. Their images under $E_\Lambda$ must have maximal and minimal arguments respectively, and are nonzero. It follows that the radial arcs through $E_\Lambda(m)$ and $E_\Lambda(M)$ are contained in the boundary of $\hat{V}_{t \cdot \Lambda}$. We will denote these two radial arcs by $I_1$ and $I_2$.

If $E_\Lambda(V)$ does not intersect the boundary of $V$ then choosing $K = V$ completes the proof. We may therefore assume that there exists $p \in V$ with $E_\Lambda(p) = q \in I_1$, say. Since $E_\Lambda$ is an open map, it must follow that $p \in I_1 \cup I_2$ as well, for if $p$ had been an interior point of $\hat{V}_{t \cdot \Lambda}$ the forward invariant set $\hat{V}_{t \cdot \Lambda}$ would have been larger.

Now consider the image $E_\Lambda(r \cdot p)$ for $1 - \varepsilon < r < 1 + \varepsilon$ and $\varepsilon > 0$ small. Assume first that the point $p$ is not contained in the real axis. In that case the curve obtained by varying $r$ is an exponential spiral, intersecting the real line through $q$ transversally. Since $V$ is invariant and star-shaped from the origin we obtain a contradiction. Note that we still obtain a contradiction when $p \in I_1 \cap V$ is the point of maximal modulus, since we can consider $r \cdot p \in \hat{V}_{t \cdot \Lambda}$. It follows that $p$ must be real.

There are now two possibilities. The first possibility is that one interval (say $I_2$) is contained in the real line, and that the other interval $I_1$ is contained in $\Lambda \cdot \mathbb{R}_+$. In that case $E_\Lambda(I_2)$ is strictly contained in $I_1 \subset \Lambda \cdot \mathbb{R}_+$. The second possibility is that only the point 0 is mapped into $I_1$. In both cases $E_\Lambda(V)$ does not intersect $I_2$.

In both cases we can increase $V$ by adding a tiny sector adjacent to $I_1$. To be more precise, let $r \cdot e^{i\alpha}$ be the point in $I_1 \cap V$ with maximal modulus. We define $K$ by taking the convex hull of $V$ and the point $re^{i(\alpha + \varepsilon)}$, for $\varepsilon > 0$ sufficiently small. As $\varepsilon \to 0$, the set $K$ contains a neighborhood of $E_\Lambda(I_2) \cap I_1$ of minimal radius comparable to $\varepsilon$. On the other hand, for small $\varepsilon > 0$ the image $E(K) \setminus K$ is contained in a disk centered at $\Lambda$ whose radius is of order $o(\varepsilon)$, since we can consider the image of an arbitrarily small neighborhood of the origin. It follows that when $\varepsilon$ is chosen sufficiently small, the set $E(K)$ is strictly contained in $K$, which completes the proof.

**Corollary 4.2.** For $\Lambda \in U_\infty \setminus \mathbb{R}$ there is an bounded convex set $K_\Lambda$ containing 0 that is strictly invariant under the map $E_\Lambda$.

4.2. Strictly forward invariant regions for real $\Lambda \in U_\infty$. When $\Lambda \in (-1/e, 1/e)$ it is easy to see that the image of the open unit disk $\hat{D}$ under the map $E_\Lambda$ is relatively compact in $\hat{D}$. This takes care of all $\Lambda \in U_\infty \cap \mathbb{R}_{<0}$. For $\Lambda > 0$ we will use the same strategy as that in [PR19], namely to find a a change of coordinates which transforms the map to a strict contraction on the positive real axis. Using the contraction we will be able to construct a convex forward invariant set.
The map $E_\Lambda$ sends $\mathbb{R}_{\geq 0}$ to $\mathbb{R}_{\geq 0}$. Define the following bijection of $\mathbb{R}_{\geq 0}$ by

$$\varphi(x) = \log(1 + x) \quad \text{with} \quad \varphi^{-1}(x) = e^x - 1$$

and let

$$h_\Lambda(x) = (\varphi \circ E_\Lambda \circ \varphi^{-1})(x).$$

While it is true that for all $\Lambda \in (0, e)$ the orbit of any positive real number under the orbit of $E_\Lambda$ converges to a real attracting fixed point, the maps $E_\Lambda$ are not all contractions on the positive real line. The maps $h_\Lambda$ have this added benefit.

**Lemma 4.3.** Let $\Lambda \in (0, e)$. Then $h_\Lambda$ is a strict contraction on the positive real line, i.e. $|h_\Lambda'(x)| < 1$ for all $x \in \mathbb{R}_{\geq 0}$.

**Proof.** We calculate that

$$h_\Lambda'(x) = -\frac{e^x}{1 + \frac{1}{\Lambda}e^{e^x-1}}.$$

Therefore the inequality $|h_\Lambda'(x)| < 1$ is equivalent to the inequality $e^x - 1 < \frac{1}{\Lambda}e^{e^x-1}$. Note that for all real numbers $y$ we have $y \leq e^y - 1$ and thus, letting $y = e^x - 1$, we find $y \leq e^{e^y-1} < \frac{1}{\Lambda}e^y$, which is what was required. $\square$

**Lemma 4.4.** For $\Lambda \in \mathcal{U}_\infty \cap \mathbb{R}$ there is an bounded convex set $K_\Lambda$ containing 0 that is strictly invariant under the map $E_\Lambda$.

**Proof.** As discussed previously, for $\Lambda \in (-1/e, 1/e)$ we can take $K_\Lambda$ to be the open unit disk. We may therefore assume that $\Lambda > 0$. The map $\varphi$, as defined above, can be extended to an holomorphic map on the half plane $\{z : \text{Re}(z) > -1\}$. It follows that we can extend $h_\Lambda$ to a map on a neighborhood of the positive real line.
Let \( I = \varphi([0,\Lambda]) \). Because \([0,\Lambda]\) is forward invariant under \( E_\Lambda \), the interval \( I \) is forward invariant under \( h_\Lambda \). It follows from the fact that \( h_\Lambda \) is a strict contraction on \( I \) that for small enough \( \varepsilon \) the tubular neighborhood \( I_\varepsilon = \{ z \in \mathbb{C} : d(I, z) < \varepsilon \} \) gets mapped strictly inside itself by \( h_\Lambda \). That is, \( h_\Lambda(I_\varepsilon) \) is relatively compact in \( I_\varepsilon \). It follows that \( E_\Lambda(\varphi^{-1}(I_\varepsilon)) \) is relatively compact in \( \varphi^{-1}(I_\varepsilon) \).

All that remains to be shown is that \( \varphi^{-1}(I_\varepsilon) \) is convex for \( \varepsilon \) small enough. Write \( I = [a,b] \) and for a ball of radius \( \varepsilon \) centered at \( z \) write \( B_\varepsilon(z) \), then we see that

\[
\exp(I_\varepsilon) = \exp \left( \bigcup_{x \in [a,b]} B_\varepsilon(x) \right) = \bigcup_{x \in [a,b]} \exp(B_\varepsilon(x)) = \bigcup_{x \in [a,b]} e^x \exp(B_\varepsilon(0)) = [e^a, e^b] \cdot \exp(B_\varepsilon(0)).
\]

If \( \varepsilon < 1 \) then \( \exp(B_\varepsilon(0)) \) is convex (see e.g. equation (3.1)), and thus \( \varphi(I_\varepsilon) \) is convex as an entrywise product of convex sets. \( \square \)

4.3. Conclusion of Theorem 1.1. Let \( K_1 \) be a closed set contained in \( \mathcal{U}_\infty \). For \( \Lambda \in K_1 \) let \( K_\Lambda \) denote a bounded convex set containing \( 0 \) that is strictly invariant under the map \( E_\Lambda \). Such sets exist by Lemmas 4.1 and 4.4. It follows from Lemma 2.15 that there exists a neighborhood \( U_\Lambda \) of \( \Lambda \) and a \( d_\Lambda \) such that for \( d \geq d_\Lambda \) we have that \( U_\Lambda \subseteq d \cdot \mathcal{U}_d \). The set \( K_1 \) is compact and can thus be covered by finitely such \( U_\Lambda \), say \( U_{\Lambda_1}, \ldots, U_{\Lambda_n} \). By taking \( d_0 = \max_{\Lambda \in K_1} d_\Lambda \), we see that \( K_1 \subseteq d \cdot \mathcal{U}_\infty \) for \( d \geq d_0 \).

Let \( K_2 \) be an open set containing \( \mathcal{U}_\infty \). We will show that for large enough \( d \) the sets \( d \cdot \mathcal{U}_d \) are contained in \( K_2 \). In other words: we will show that the complement \( (K_2)^c \) is contained in \( d \cdot \mathcal{Z}_d \) for \( d \) large enough. For this we use that zeros are dense outside the cardioid for any finite degree, which was proved in \( \text{[DGG}+21] \), building upon results from \( \text{[BGGv20]} \).

Lemma 4.5. Let \( d \geq 2 \), the zero locus \( \mathcal{Z}_d \) contains the complement of the cardioid, i.e. \( (\mathcal{C}_d)^c \subseteq \mathcal{Z}_d \).

Because the real interval \((1/e,e)\) is contained in \( \mathcal{U}_\infty \), there is a real number \( \delta > 1 \) such that \( \delta \cdot (1/e,e) \) is contained in \( K_2 \). It follows that we can cover the complement \( (K_2)^c \) by the union of the complement of \((\delta \cdot \mathcal{C}_\infty)\) and a compact set \( K \) that does not intersect \( \mathbb{R} \cup \mathcal{V}_\infty \).

The sets \( d \cdot \mathcal{C}_d \) converge to \( \mathcal{C}_\infty \) and thus by Lemma 4.5 it follows that \( (\delta \cdot \mathcal{C}_\infty)^c \subseteq d \cdot \mathcal{Z}_d \) for large enough \( d \). It remains to be shown that we can choose \( d \) large enough such that the sets \( d \cdot \mathcal{Z}_d \) also contain \( K \). By compactness of \( K \) it is sufficient to show that every \( \Lambda \in K \) has a neighborhood \( \mathcal{X}_\Lambda \) that is contained in \( d \cdot \mathcal{Z}_d \) for sufficiently large \( d \).

Let \( \Lambda_0 \in K \). Because \( \Lambda_0 \) is neither real nor a member of \( \mathcal{V}_\infty \), Lemma 3.1 implies that \( \mathcal{V}_{\Lambda_0} = \mathbb{C} \). Let \( Z_0 \in \mathbb{C} \) be a value such that \( \Lambda_0 e^{-Z_0} = 100 \). Choose \( g_\Lambda \in G_\Lambda \) such that \( g_{\Lambda_0}(0) = 2Z_0 \). It follows from Lemma 2.14 that there is a sequence of rooted graphs \((G_d, v_d) \in \mathcal{G}_{d,1}^\frac{\delta}{4}\) such the maps \( \Lambda \mapsto d \cdot R_{G_d,v_d}(\Lambda/d) \) converge uniformly on compact subsets to \( \Lambda \mapsto \Lambda \cdot e^{-\frac{\delta}{4}g_{\Lambda}(0)} \). Therefore there is a \( d_0 \) and a neighborhood \( X_{\Lambda_0} \) such that for \( d \geq d_0 \) and \( \Lambda \in X_{\Lambda_0} \) we have \(|d \cdot R_{G_d,v_d}(\Lambda/d)| \geq 99 \). The cardioid \( \mathcal{C}_{\frac{\delta}{4}} \) is contained in a disk of radius

\[
\frac{((\frac{\delta}{4})^{\frac{1}{4}})}{((\frac{\delta}{4}) - 1)^{\frac{1}{4}+1}},
\]

which for \( d \geq 4 \) is less than \( 99/d \). This means that the values \( R_{G_d,v_d}(\Lambda/d) \) lie in the complement of \( \mathcal{C}_{\frac{\delta}{4}} \) and thus in \( \mathcal{Z}_{\frac{\delta}{4}} \). It finally follows from Lemma 2.7 that for \( d \geq d_0 \) the sets \( d \cdot \mathcal{Z}_d \) contain \( X_{\Lambda_0} \).

\( \square \)

5. Near the real boundary of \( \mathcal{U}_\infty \).

5.1. Around \( e \). For \( \theta \in (0,\pi) \) we define \( \gamma(\theta) \) as the unique positive real number that solves

\[
\gamma(\theta)^2 - \sin(\gamma(\theta))^2 = \theta^2.
\] (5.1)
To keep the notation readable we will drop the dependency on $\theta$ and just write $\gamma = \gamma(\theta)$. We define

$$\hat{\Lambda}(\theta) = \frac{\gamma + \theta}{\sin \gamma} e^{(\gamma - \theta) \cot \gamma} e^{\theta i}, \quad \hat{c}(\theta) = \frac{\gamma - \theta}{\gamma + \theta} e^{2\theta \cot \gamma} \quad \text{and} \quad \hat{Z}(\theta) = \frac{\gamma + \theta}{\sin \gamma} e^{-2\theta \cot \gamma} e^{-\gamma i}.$$ 

We can continuously extend these functions to be defined for $\theta = 0$ by setting $\gamma(0) = 0$, $\hat{\Lambda}(0) = e$, $\hat{c}(0) = 1$ and $\hat{Z}(0) = 1$. We define the composition $H_{\Lambda,c} = E_{\Lambda} \circ E_{\Lambda,c}$.

**Lemma 5.1.** Let $\theta \in [0, \pi)$ then $\hat{Z}(\theta)$ is a fixed point of $H_{\hat{\Lambda}(\theta),\hat{c}(\theta)}$ with multiplier 1.

**Proof.** We first check that $\hat{Z}(\theta)$ is a fixed point, and afterwards compute its multiplier.

As $H_{\Lambda,c}(Z) = E_{\Lambda}(E_{\Lambda,c}(Z)) = E_{\Lambda}(E_{\Lambda}(cZ))$ we calculate first

$$\hat{c}(\theta)\hat{Z}(\theta) = \left(\frac{\gamma - \theta}{\gamma + \theta} e^{2\theta \cot \gamma}\right) \left(\frac{\gamma + \theta}{\sin \gamma} e^{-2\theta \cot \gamma} e^{-\gamma i}\right) = \frac{\gamma - \theta}{\sin \gamma} e^{-\gamma i}.$$ 

Therefore its image

$$E_{\Lambda,c}(\hat{Z}) = E_{\Lambda}(\hat{c}\hat{Z}) = \hat{\Lambda} e^{-i\hat{Z}} = \left(\frac{\gamma + \theta}{\sin \gamma} e^{(\gamma - \theta) \cot \gamma} e^{\theta i}\right) \left(e^{-(\gamma - \theta) \cot \gamma} e^{(\gamma - \theta) i}\right) = \frac{\gamma + \theta}{\sin \gamma} e^{\gamma i}$$

and

$$H_{\Lambda,c}(\hat{Z}) = \hat{\Lambda} e^{-E_{\Lambda,c}(\hat{Z})} = \left(\frac{\gamma + \theta}{\sin \gamma} e^{(\gamma - \theta) \cot \gamma} e^{\theta i}\right) \left(e^{-(\gamma + \theta) \cot \gamma} e^{-(\gamma + \theta) i}\right) = \frac{\gamma + \theta}{\sin \gamma} e^{-2\theta \cot \gamma} e^{-\gamma i} = \hat{Z}.$$ 

We see that $\hat{Z}$ is indeed a fixed point. The derivative of $H_{\Lambda,c}(Z)$ is

$$H'_{\Lambda,c}(Z) = H_{\Lambda,c}(Z) (-E_{\Lambda,c}(Z)) (-c),$$

and thus

$$H'_{\Lambda,c}(\hat{Z}) = \hat{c} E_{\Lambda,c}(\hat{Z}) H_{\Lambda,c}(\hat{Z}) = E_{\Lambda,c}(\hat{Z}) \cdot (\hat{c}\hat{Z}) = \left(\frac{\gamma + \theta}{\sin \gamma} e^{\gamma i}\right) \left(\frac{\gamma - \theta}{\sin \gamma} e^{-\gamma i}\right) = \frac{\gamma^2 - \theta^2}{\sin^2 \gamma} = 1,$$ 

which completes the proof. \hfill \Box

**Lemma 5.2.** If $\theta \in (0, \pi)$ then $\hat{c}(\theta) \in (0, 1)$.

**Proof.** Clearly for $\theta \in (0, \pi)$ the quantity $\gamma$ is strictly larger than $\theta$, and hence $\hat{c}(\theta)$ is strictly positive. Because $\gamma \in (0, \pi)$ the inequality $\cot(\gamma) < 1/\gamma$ is valid. Therefore we can write

$$\hat{c}(\theta) = \frac{\gamma - \theta}{\gamma + \theta} e^{2\theta \cot \gamma} < \frac{\gamma - \theta}{\gamma + \theta} e^{2\theta / \gamma} = \frac{1 - x}{1 + x} \cdot e^{2x},$$

where $x = \theta / \gamma$. The right-hand side of this equation describes a strictly decreasing function starting at 1 for $x = 0$, as one can check by calculating its derivative. It therefore follows that $\hat{c}(\theta) < 1$. \hfill \Box

From now on we assume that $\theta$ is sufficiently small such that both $\theta$ and $\gamma$ lie in $(0, \pi/2)$, i.e. such that the complex numbers $e^{i\theta}$ and $e^{-i\gamma}$ lie in the first and fourth quadrant of the plane respectively. We define the set $T_{\theta} \subseteq \mathbb{C}$ as the closed convex set bounded by the following two line segments

$$I_1 = \{ t \cdot (\theta + \gamma)i : t \in [0, 1]\}, \quad I_2 = \left\{ t \cdot \frac{\pi/2 - \theta}{\sin \gamma} e^{-i\gamma} : t \in [0, 1]\right\}$$

and two infinite rays parallel to the real line starting at the endpoints of these segments

$$I_3 = \{ (\theta + \gamma)i + t : t \in [0, \infty)\}, \quad I_4 = \left\{ \frac{\pi/2 - \theta}{\sin \gamma} e^{-i\gamma} + t : t \in [0, \infty)\right\}.$$ 

An explicit example of the set $T_{\theta}$ is illustrated in Figure 3.
Lemma 5.3. For $\theta$ sufficiently small the region $T_\theta$ contains $\hat{Z}(\theta)$ and is forward invariant for $E_{\hat{\Lambda}(\theta)}$.

Proof. As $\theta$ approaches 0 the modulus of $\hat{Z}(\theta)$ goes to 1, while the length of the line segment $I_2$ goes to infinity. It follows that for $\theta$ sufficiently small $\hat{Z}(\theta) \in I_2$, and hence $\hat{Z}(\theta) \in T_\theta$.

To show that $T_\theta$ is forward invariant for $E_{\hat{\Lambda}(\theta)}$, it is sufficient to show that its boundary gets mapped into $T_\theta$, because $E_{\hat{\Lambda}(\theta)}$ is holomorphic. The image of $I_1$ is a circular arc of the form $\{|\hat{\Lambda}(\theta)|e^{\varphi} : \varphi \in [-\gamma, \theta]\}$. One of the endpoints of this arc is $\Lambda$ and the other has the same argument as the interval $I_2$. Therefore $E_{\hat{\Lambda}(\theta)}(I_1)$ lies in $T_\theta$ if the imaginary part of $\hat{\Lambda}(\theta)$ is less than or equal to $(\theta + \gamma)$ and the modulus $|\hat{\Lambda}(\theta)|$ is at most the length of $I_2$. The two inequalities involved are

$$\frac{\sin \theta}{\sin \gamma}e^{(\gamma - \theta)\cot \gamma} \leq 1 \quad \text{and} \quad (\gamma + \theta)e^{(\gamma - \theta)\cot \gamma} \leq \pi/2 - \theta. \quad (5.2)$$

As $\theta$ approaches 0 both left-hand sides approach 0 and thus the inequalities are satisfied for $\theta$ sufficiently small.

The image of $I_2$ is a part of a logarithmic spiral of the form

$$\{\hat{\Lambda}e^{(\theta - \pi/2)\cot \gamma}e^{(\pi/2 - \theta)i} : t \in [0, 1]\}.$$ 

This curve starts at $\hat{\Lambda}$ and rotates $\pi/2 - \theta > 0$ in anti-clockwise direction, since we assumed that $\theta \in (0, \pi/2)$. In particular this curve is in the upper half plane as $\arg \hat{\Lambda} + (\pi/2 - \theta) = \pi/2 < \pi$, moreover the endpoint is a positive multiple of $i$. In order to show that $I_2$ is in $T_\theta$, it is enough to show that the maximal imaginary part for points on the curve is at most $(\theta + \gamma)$. By taking derivatives with respect to $t$, the maximal imaginary part occurs when

$$t^* = \frac{\gamma - \theta}{\pi/2 - \theta}.$$

The imaginary part at $t^*$ is

$$|\hat{\Lambda}| e^{t^*(\theta - \pi/2)\cot \gamma} \sin(\theta + t^*(\pi/2 - \theta)) = \frac{\gamma + \theta}{\sin \gamma} e^{(\gamma - \theta)\cot \gamma} e^{(\theta - \gamma)\cot \gamma} \sin(\theta + \gamma - \theta) = \frac{\gamma + \theta}{\sin \gamma} \sin \gamma = \gamma + \theta.$$

Now we are left with the images of $I_3$ and $I_4$. Both of them are straight lines connecting 0 to $T_\theta$ with one of the endpoints of the image of $I_1$ or $I_2$. As $T_\theta$ is convex and it contains the images of $I_1$ and $I_2$, the images of $I_3$ and $I_4$ are also contained in $T_\theta$. \hfill \Box

Corollary 5.4. There exists a $\theta_{max} > 0$ such that the curves

$$\Gamma = \{\hat{\Lambda}(\theta) : \theta \in [0, \theta_{max}]\} \quad \text{and} \quad \Gamma = \{\overline{\hat{\Lambda}(\theta)} : \theta \in [0, \theta_{max}]\}$$

are contained in $\partial \mathcal{U}_\infty$.

Proof. Without loss of generality it is sufficient to prove that $\Gamma \subseteq \partial \mathcal{U}_\infty$, as the dynamics for $\Lambda$ and $\overline{\Lambda}$ are conjugated. If $\theta = 0$, then $\hat{\Lambda}(0) = e$ and thus $\overline{\hat{\Lambda}(0)} \in \partial \mathcal{U}_\infty$. So for the rest we may assume that $\theta > 0$, and therefore $\hat{\Lambda}(\theta) \notin \mathbb{R}$.

By the previous lemma we know that for any sufficiently small $\theta$, the region $T_\theta$ is a convex forward $E_{\hat{\Lambda}}$-invariant set, hence $\Lambda \in \mathcal{V}_\infty$.

On the other hand, we know that $T_\theta$ contains $\hat{Z}$, a neutral fixed point of $H_{\hat{\Lambda},e}$, therefore by Lemma 3.9 $\hat{\Lambda} \notin \mathcal{U}_\infty$. In particular, $\Lambda \in \partial \mathcal{U}_\infty$. \hfill \Box
Using the computer it can be seen that the inequalities laid out in Lemma 5.3 needed for $T_\theta$ to be forward invariant hold up until at least $\theta = 0.18$. This implies that $\theta_{\text{max}}$ is at least 0.18. In Figure 1 the curve $\Gamma$ is drawn up until this angle.

**Remark 5.5.** In [Buy21] the second author questioned whether the closure of the zeros of all spherically regular trees equals the closure of the zeros of all graphs, for the same degree bound. We do not resolve this question in this paper, but let us observe that for any $\Lambda_0 \in \Gamma$ and any $\varepsilon > 0$ the ball $B_{\varepsilon/d}(\Lambda_0/d)$ contains zeros of spherically regular trees for $d$ sufficiently large.

To see this let us fix a $\Lambda_0 \in \Gamma$, and fix the corresponding $c$ for which $H_{\Lambda_0,c}$ has a neutral fixed point $Z$ of multiplier 1. Note that $H_{\Lambda,c}$ cannot have a persistently neutral fixed point in the neighborhood of $\Lambda_0$. It follows that in a punctured neighborhood of $\Lambda_0$, the corresponding fixed points are given by a multi-valued holomorphic function, where the number of points equals the multiplicity of the parabolic fixed point. The corresponding multipliers $\varphi_i(\Lambda)$ are therefore also given by a multi-valued holomorphic function, and all converge to 1 as $\Lambda \to \Lambda_0$. The function $\Phi(\Lambda) = \prod_i (\varphi_i(\lambda) - 1)$ therefore extends holomorphically to a full neighborhood of $\Lambda_0$, and has an isolated zero at $\Lambda = \Lambda_0$.

For fixed $d$ define

$$h_{\Lambda,c} := f_{d,\lambda} \circ f_{|cd|,\lambda},$$

and recall that $d \cdot h_{\Lambda/d,c}(\bullet/d)$ converges locally uniformly to $H_{\Lambda,c}$. It follows from the implicit function theorem that for large $d$ the function $d \cdot h_{\Lambda/d,c}(\bullet/d)$ has fixed points near the fixed points of $H_{\Lambda,c}$, for $\Lambda$ in a small annulus around $\Lambda_0$, whose multipliers are close to the multipliers of $H_{\Lambda,c}$. Hence for large $d$ there exist holomorphic functions $\Phi_d = \prod_i (\varphi_i,d - 1)$, in terms of the corresponding multipliers $\varphi_i,d$, converging to the above function $\Phi$. As above, the functions $\Phi_d$ can be extended to a full neighborhood of $\Lambda_0$.

It follows that for large $d$ the functions $\Phi_d$ must also vanish at some point $\Lambda_d$ in the neighborhood of $\Lambda_0$, meaning $h_{\Lambda/d,c}$ has a neutral fixed point with multiplier 1 for some $\lambda_d = \Lambda_d/d$ close to the parameter $\Lambda_0/d$.

By Lemma 13 of [Buy21] it follows that $\lambda_d$ lies in the closure of the zeros of spherically regular trees.
As a corollary, by choosing $\varepsilon > 0$ small enough and $d$ large enough, we have a spherically regular tree with a zero in the interior of $C_d$, which resolves an other question of [Buy21] for large degrees.
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