In federated learning, communication cost is often a critical bottleneck to scale up distributed optimization algorithms to collaboratively learn a model from millions of devices with potentially unreliable or limited communication and heterogeneous data distributions. Two notable trends to deal with the communication overhead of federated algorithms are gradient compression and local computation with periodic communication. Despite many attempts, characterizing the relationship between these two approaches has proven elusive. We address this by proposing a set of algorithms with periodical compressed (quantized or sparsified) communication and analyze their convergence properties in both homogeneous and heterogeneous local data distributions settings. For the homogeneous setting, our analysis improves existing bounds by providing tighter convergence rates for both strongly convex and non-convex objective functions. To mitigate data heterogeneity, we introduce a local gradient tracking scheme and obtain sharp convergence rates that match the best-known communication complexities without compression for convex, strongly convex, and nonconvex settings. We complement our theoretical results by demonstrating the effectiveness of our proposed methods on real-world datasets. The code is available at https://github.com/MLOPTPSU/FedTorch.
| Reference | Objective function | Nonconvex | PL/Strongly Convex | General Convex |
|-----------|--------------------|-----------|--------------------|---------------|
| QSPARSE [5] | $R = O \left( \frac{\epsilon}{q} \right)$ | $R = O \left( \frac{\epsilon}{q} + \frac{m}{\log(\epsilon)} \right)$ | $R = O \left( \frac{\epsilon}{q} \right)$ |
| FedPAQ [48] | $R = O \left( \frac{\epsilon}{q} \right)$ | $R = O \left( m \frac{\epsilon}{q} \right)$ | $R = O \left( m \frac{\epsilon}{q} \right)$ |
| Theorem 5.1 | $R = O \left( \frac{1}{\tau} \right)$ | $R = O \left( \epsilon \left( \frac{1}{\tau} + 1 \right) \log \left( \frac{1}{\tau} \right) \right)$ | $R = O \left( \epsilon \left( \frac{1}{\tau} \right) \right)$ |

Table 1: Comparison of results with compression and periodic averaging in the homogeneous setting. Here, $m$ is the number of devices, $q$ is compression distortion constant, $\kappa$ is condition number, $\epsilon$ is target accuracy, $R$ is the number of communication rounds, and $\tau$ is the number of local updates. QSPARSE [5] has the assumption of bounded gradient, while FedPAQ [48] and our proposed algorithm do not have such assumption.

Table 2: Comparison of results with compression and periodic averaging in the heterogeneous setting. QSPARSE [5] has the assumption of bounded gradient, while our proposed algorithm does not.

**Contributions.** We summarize the main contributions of this paper below:

- **Homogeneous local distributions:** To keep the analysis simple yet insightful, we start with a quantized variant of federated averaging algorithm and analyze its convergence for non-convex, strongly convex and general convex objectives. As demonstrated in Table 1, the obtained rates is novel for convex objectives to the best of our knowledge, and improves the best known bounds in [48] and [5] for general non-convex and strongly convex objectives, respectively.

- **Heterogeneous local distributions:** For the heterogeneous setting, we propose federated averaging with compression and local gradient tracking, dubbed as FedCOMGATE algorithm, and establish its convergence rates for general non-convex, strongly convex or PL, and convex objectives. The obtained rates improve upon the results reported in [5] for general non-convex and strongly-convex objectives. The obtained rates for general convex functions are novel to the best of our knowledge.

- We verify our theoretical results through various extensive experiments on different real federated datasets that demonstrate the practical efficacy of our methods.

## 2 Problem Setup

In this paper we focus on a federated architecture, where $m$ users aim to learn a global model in a collaborative manner without exchanging their data points with each other. Moreover, we assume that users (computing units) can only exchange information via a central unit (server) which is connected to all users. The optimization problem that the users try to solve can be written as

$$\min_{w \in \mathbb{R}^d} f(w) \triangleq \frac{1}{m} \sum_{j=1}^{m} f_j(w)$$

(1)
where \( f_j : \mathbb{R}^d \rightarrow \mathbb{R} \) is the loss function corresponding to user \( j \). We further assume that the local objective function of each user \( j \) is the expected loss over the set of data points of node \( j \), i.e.,

\[
    f_j(\mathbf{w}) = \mathbb{E}_{z \sim \mathcal{P}_j} \left[ \ell_j(\mathbf{w}, z) \right],
\]

(2)

where \( z \) is a random vector with probability distribution \( \mathcal{P}_j \) and the loss function \( \ell_j \) measures how well the model performs. \( \mathcal{P}_j \) can be considered as the underlying distribution of node \( j \) for generating data points, and realizations of the random variable \( z \) are the data points of node \( j \). For instance, in a supervised learning case each element sample point \( z_i \) corresponds to a pair of input (feature) \( x_i \) and its label \( y_i \). In this case, \( \ell_j(\mathbf{w}, z_i) = \ell_j(\mathbf{w}, (x_i, y_i)) \) measures how well the model \( \mathbf{w} \) performs in predicting the label of \( x_i \), which is \( y_i \). Note that the probability distributions of users may not be necessarily identical. In fact, through the paper, we study two settings (i) homogeneous setting in which all the probability distributions and loss functions are identical, i.e., \((\mathcal{P}_1 = \ldots = \mathcal{P}_m)\) and \((\ell_1 = \ldots = \ell_m)\); and (ii) heterogeneous setting in which the users’ distributions and loss functions could be different.

### 3 Federated Averaging with Compression

In this section, we propose a generalized version of the local stochastic gradient descent (SGD) method for federated learning which uses compressed signals to reduce the overall communication overhead of solving problem (1). The proposed federated averaging with compression (FedCOM) is designed for homogeneous settings where the probability distributions and loss functions of the users are identical. FedCOM differs from standard local SGD methods [55, 60, 67] in two major aspects. First, it uses compressed messages for uplink communication. Second, at the central node, the new global model is a convex combination of the previous global model and the average of updated local models of users. We show that FedCOM converges faster than state-of-the-art methods in a homogeneous setting by periodic averaging, local and global learning rates, and compressed communications.

To formally present the steps of FedCOM, consider \( R \) as the rounds of communication between server and users, and \( \tau \) as the number of local updates performed between two consecutive communication rounds. Further, define \( \mathbf{w}^{(r)} \) as the model at the master at the \( r \)-th round of communication. At each round \( r \), the server sends the global model \( \mathbf{w}^{(r)} \) to the users (clients). Then, each user \( j \) computes its local stochastic gradient and updates the model by following the update of SGD for \( \tau \) iterations. Specifically, at communication round \( r \), user \( j \) follows the update

\[
    \mathbf{w}_j^{(c+1,r)} = \mathbf{w}_j^{(c,r)} - \eta_j \mathbf{g}_j^{(c,r)}, \quad \text{for } c = 0, \ldots, \tau - 1.
\]

Here, \( \mathbf{w}_j^{(c,r)} \) is the model at node \( j \) and round \( r \) after \( c \) local updates, \( \mathbf{g}_j^{(c,r)} := \nabla f_j(\mathbf{w}_j^{(c,r)}) \) is a stochastic gradient of \( f_j \) evaluated using the mini-batch \( \mathcal{Z}_j^{(c,r)} := \{z_{j,1}^{(c,r)}, \ldots, z_{b_j}^{(c,r)}\} \) of size \( b_j \), and \( \eta_j \) is the learning rate. The output of this \( \tau \) recursive updates for node \( j \) at round \( r \) is \( \mathbf{w}_j^{(r,r)} \). After computing the local models, each user \( j \) sends a compressed version of \( \mathbf{w}_j^{(r,r)} \) to the central node by applying a compression operator \( Q(\cdot) \). Note that the compressed signal \( \Delta_j^{(r)} \) indicates a normalized version of the difference between the input and output of the local SGD process at round \( r \) at node \( j \), which is equal to the aggregation of all local SGD directions, i.e., \( (\mathbf{w}_j^{(r,r)} - \mathbf{w}_j^{(r,r)})/\eta = \sum_{c=0}^{\tau} \mathbf{g}_j^{(c,r)} \). Once, the server receives the compressed signals \( \{\Delta_j^{(r)}\}_{j=1}^{m} \), it computes the new global model according to

\[
    \mathbf{w}^{(r+1)} = \mathbf{w}^{(r)} - \frac{\eta \gamma}{m} \sum_{j=1}^{m} \Delta_j^{(r)},
\]

(4)

where \( \gamma \) is the global learning rate. The steps of the FedCOM algorithm are summarized in Algorithm 1.

#### Remark 1

Note that by setting \( \gamma = 1 \) in (4), FedCOM boils down to the FedPAQ algorithm proposed in [68], and if we further remove the compression scheme then we recover FedAvg [60]. Note that in both FedAvg and

---

**Algorithm 1: FedCOM**

**Inputs:** Number of communication rounds \( R \), number of local updates \( \tau \), learning rates \( \gamma \) and \( \eta \), initial global model \( \mathbf{w}^{(0)} \)

**for** \( r = 0, \ldots, R-1 \) **do**

**for** each client \( j \in [m] \) **do in parallel**

\[
\begin{align*}
&\text{Set } \mathbf{w}_j^{(0,r)} = \mathbf{w}^{(r)} \\
&\text{for } c = 0, \ldots, \tau - 1 \text{ do} \\
&\quad \text{Sample a minibatch } \mathcal{Z}_j^{(c,r)} \text{ and compute} \\
&\quad \mathbf{g}_j^{(c,r)} := \nabla f_j(\mathbf{w}_j^{(c,r)}); \mathbf{Z}_j^{(c,r)} \\
&\quad \mathbf{w}_j^{(c+1,r)} = \mathbf{w}_j^{(c,r)} - \eta_j \mathbf{g}_j^{(c,r)} \\
&\text{Device sends } \Delta_j^{(r)} = Q((\mathbf{w}^{(r)} - \mathbf{w}_j^{(r,r)})/\eta) \\
&\text{back to the server} \\
&\text{Server computes } \Delta_j^{(r)} = \frac{1}{m} \sum_{j=1}^{m} \Delta_j^{(r)} \\
&\text{Server computes } \mathbf{w}^{(r+1)} = \mathbf{w}^{(r)} - \eta \gamma \Delta_j^{(r)} \text{ and} \\
&\text{broadcasts to all devices}
\end{align*}
\]

---

1Generalized Compressed Local SGD
its vanilla quantized variant FedPAQ, the new global model is the average of local models (if we ignore the error of compression for FedPAQ), while in FedCOM the new global model is a linear combination of the previous global model and the average of updated local models, due to the extra parameter $\gamma$. We show that by adding this modification and properly choosing $\gamma$, FedCOM improves the complexity bounds of FedPAQ for both strongly convex and non-convex settings. Note that the update in (4) can also be interpreted as running a global SGD update on master’s model by descending towards the average of aggregated local gradient directions with stepsize $\eta\gamma$. Specifically, if we assume perfect communication (ignoring the quantization) then we obtain that the new global model is given by $w^{(r+1)} = w^{(r)} - \eta \gamma \sum_{j=1}^{m} \sum_{c=q}^{r} g_j^{(c,r)}$.

## 4 Compressed Local SGD with Local Gradient Tracking

In the previous section, we introduced a relatively simple algorithm called FedCOM for homogeneous settings, where the probability distributions of the users are identical. Although FedCOM both theoretically (Section 5) and numerically (Section 6) performs well for homogeneous settings, its performance is not satisfactory in heterogeneous settings where the probability distributions of users are different. This is due to the fact that the updates of FedCOM heavily depend on the local SGD directions. In a homogeneous setting, following local gradient directions leads to a good global model as all samples are drawn from the same distribution and the local gradient direction is a good estimate of the global function gradient. However, in a heterogeneous setting, updating local models only based on local gradient information could lead to an arbitrary poor performance as the local gradient directions could be very different from the global gradient direction.

To address this issue, in this section we propose a novel variant of federated averaging with compression and local gradient tracking (FedCOMGATE) for heterogeneous settings. The main difference between FedCOM and FedCOMGATE is the idea of local gradient tracking that ensures that each node uses an estimate of the global gradient direction to locally update its model. To estimate global gradient direction nodes also require access to the average of local models which means that in FedCOMGATE in addition to sending the global updates master also needs to broadcast the average of $\Delta_{j,q}^{(r)} = Q((w_j^{(r)}, - w_j^{(r)})/\eta)$, shown by $\Delta_{j,q}^{(r)} = \frac{1}{m} \sum_{j=1}^{m} \Delta_{j,q}^{(r)}$ to devices.

To present FedCOMGATE, consider $\delta_j$ as a sequence at node $j$ that is designed to track the difference between the local gradient direction and the global gradient direction (the direction obtained by incorporating gradient information of all users). At round $r$, each worker $j$ updates its local sequence $\delta_j$ based on the update

$$\delta_j^{(r+1)} = \delta_j^{(r)} + \frac{1}{\tau} \left( \Delta_{j,q}^{(r)} - \Delta_{j,q}^{(r)} \right),$$

where $\Delta_{j,q}^{(r)}$ is the quantized version of the accumulation of the gradients at node $j$ from the previous round and $\Delta_{j,q}^{(r)}$ is the average of $\Delta_{j,q}^{(r)}$. Once the correction vector $\delta_j^{(r)}$ is computed, each node $j$ runs a corrected local update for $\tau$ rounds based on the update

$$w_j^{(c+1,r)} = w_j^{(c,r)} - \eta d_j^{(c,r)} = w_j^{(c,r)} - \eta (g_j^{(c,r)} - \delta_j^{(r)}),$$

for $c = 0, \ldots, \tau - 1$.

Comparison with SCAFFOLD [26] and VR-L-SGD in [36]. From an algorithmic standpoint, in comparison to the SCAFFOLD method proposed in [26], in addition to the fact that we use compressed signals to further reduce the communication overhead, we would like to highlight that our algorithm is much simpler and does not require any extra control variable (see Eq. (4) and Eq. (5) in [26] for more details). Also, since we do not use an extra control variable, the extension of our convergence analysis to the case where a subset of devices participate at each communication round is straightforward and for clarity, we do not include analysis with device sampling. Yet, we shall study the impact of device sampling empirically (see Figure 5 in Section 6 and Algorithm 4 in Appendix B.1). In comparison to [36] which employs an explicit variance reduction component, if we let $Q(x) = x$ (case of no quantization), our algorithm reduces to a generalization of algorithm in [36] with distinct local and global.
Algorithm 2: FedCOMGATE($R, \tau, \eta, \gamma$)

Inputs: Number of communication rounds $R$, number of local updates $\tau$, learning rates $\gamma$ and $\eta$, initial global model $w^{(0)}$, initial gradient tracking $\delta_j^{(0)} = 0$, $\forall j \in [m]$

for $r = 0, \ldots, R-1$ do
  for each client $j \in [m]$ do in parallel
    Set $w^{(0,r)} = w^{(r)}$
    for $c = 0, \ldots, \tau - 1$ do
      Set $d_{j,q}^{(c,r)} = g_j^{(c,r)} - d_j^{(r)}$ where
      $g_j^{(c,r)} = \nabla f_j(w_j^{(c,r)}; z_j^{(c,r)})$
      $w_j^{(c+1,r)} = w_j^{(c,r)} - \eta d_j^{(c,r)}$
    end
    Device sends $\Delta_{j,q}^{(r)} = \frac{Q((w^{(r)} - w_j^{(r,r)})/\eta)}{\tau}$ to the server
    Device updates
    $\delta_j^{(r+1)} = \delta_j^{(r)} + \frac{1}{\tau}(\Delta_{j,q}^{(r)} - \Delta_j^{(r)})$
  end
  Server computes $\Delta_j^{(r)} = \frac{1}{m}\sum_{j=1}^{m}\Delta_{j,q}^{(r)}$ and
  broadcasts back to all devices
  Server computes $w_j^{(r+1)} = w_j^{(r)} - \eta\gamma\Delta_j^{(r)}$ and
  broadcasts to all devices
end

learning rates. We note that for the case of $\gamma = 1$ and $Q(x) = x$ the FedCOMGATE($\tau, \eta, \gamma = 1$) reduces to
the federated algorithm proposed in [36] with minor distinction that our algorithm’s output is the global model at the server.

5 Convergence Analysis

Next, we present the convergence analysis of our proposed methods. First, we state our assumptions.

Assumption 1 (Smoothness and Lower-Boundedness). The local objective function $f_j(\cdot)$ of $j$th device is differentiable for $j \in [m]$ and $L$-smooth, i.e.,
$\|\nabla f_j(u) - \nabla f_j(v)\| \leq L\|u - v\|$, $\forall u, v \in \mathbb{R}^d$. Moreover, the optimal value of objective function $f(\cdot)$ is bounded below by $f^* = \min_{w \in \mathbb{R}^d} f(w) > -\infty$.

Assumption 2. The output of the compression operator $Q(x)$ is an unbiased estimator of its input $x$, and and its variance grows with the square of the squared of $\ell_2$-norm of its argument, i.e., $E[Q(x)|x] = x$ and $E[\|Q(x) - x\|^2|x]\leq q\|x\|^2$.

Assumptions 1-2 are customary in the analysis of methods with compression, and they will all be assumed in all of our results. We should also add that several quantization approaches and sparsification techniques satisfy the condition in Assumption 2. For examples of such compression schemes we refer the reader to [5, 21].

We report our results for three different class of loss functions: (i) nonconvex (ii) convex (iii) non-convex Polyak-Łojasiewicz (PL). Indeed, as any $\mu$-strongly convex is $\mu$-PL [25], our results for the PL case automatically hold for strongly convex functions.

5.1 Convergence of FedCOM in the homogeneous data distribution setting

Now we focus on the homogeneous case in which the stochastic local gradient of each worker is an unbiased estimator of the global gradient.

Assumption 3 (Bounded Variance). For all $j \in [m]$, we can sample an independent mini-batch $Z_j$ of size $|Z_j^{(c,r)}| = b$ and compute an unbiased stochastic gradient $g_j = \nabla f_j(w; Z_j), E_{Z_j}[g_j] = \nabla f(w) = g$. Moreover, their variance is bounded above by a constant $\sigma^2$, i.e., $E_{Z_j}[\|g_j - g\|^2] \leq \sigma^2$.

In the following theorem, we state our main theoretical results for FedCOM in the homogeneous setting.

Theorem 5.1. Consider FedCOM in Algorithm 1. Suppose that the conditions in Assumptions 1-3 hold. If the local data distributions of all users are identical (homogeneous setting), then we have

- **Nonconvex**: By choosing stepsizes as $\eta = \frac{1}{\sqrt{m} \sqrt{R(\gamma + 1)}}$ and $\gamma \geq m$, the sequence of iterates satisfies $\frac{1}{R} \sum_{r=0}^{R-1} \|\nabla f(w^{(r)})\|_2^2 \leq \epsilon$ if we set $R = O \left( \frac{1}{\epsilon} \right)$ and $\tau = O \left( \frac{q+1}{m} \right)$.

- **Strongly convex or PL**: By choosing stepsizes as $\eta = \frac{1}{2L(\frac{\gamma}{m} + 1)\gamma}$ and $\gamma \geq m$, we obtain the iterates satisfy $E \left[ f(w^{(R)}) - f(w^{(0)}) \right] \leq \epsilon$ if we set $R = \frac{\frac{q+1}{m} \log \left( \frac{1}{\epsilon} \right)}{1 - \frac{1}{\lambda} \log \left( \frac{1}{\epsilon} \right)}$ and $\tau = O \left( \frac{\frac{q+1}{m} \gamma}{\lambda(\frac{\gamma}{m} + 1)} \right)$.

- **Convex**: By choosing stepsizes as $\eta = \frac{1}{2L(\frac{\gamma}{m} + 1)\gamma}$ and $\gamma \geq m$, we obtain that the iterates satisfy $E \left[ f(w^{(R)}) - f(w^{(0)}) \right] \leq \epsilon$ if we set $R = \frac{L(\frac{1}{(\frac{\gamma}{m})^{\frac{1}{\gamma}}} - 1) \log \left( \frac{1}{\epsilon} \right)}{\epsilon}$ and $\tau = O \left( \frac{(q+1)^2}{m(\frac{1}{(\frac{\gamma}{m})^{\frac{1}{\gamma}}} - 1) \epsilon^2} \right)$.

Theorem 5.1 characterizes the number of required local updates $\tau$ and communication rounds $R$ to achieve an $\epsilon$-first-order stationary point for the nonconvex setting and an $\epsilon$-suboptimal solution for convex and strongly convex settings, when we are in a homogeneous case. A few important observations follow. First, in all three results the dependency of $\tau$ and $R$ on the variance of compression scheme $q$ is scaled down by a factor of $1/m$. Hence, by cooperative learning the users are able to lower the effect of the noise induced by the compression scheme. Second, in all three cases, the number of local
Table 3: Comparison of FedCOM with results that use periodic averaging but do not utilize compression, i.e., \( q = 0 \), in the homogeneous setting.

| Reference | Objective function | Nonconvex | PL, Strongly Convex | General Convex |
|-----------|--------------------|-----------|--------------------|---------------|
| Local-SGD [14] | \( R = O \left( \frac{1}{\tau^2} \right) \) \( \tau = O \left( \frac{1}{m} \right) \) | - | - | - |
| Local-SGD [27] | \( R = O \left( \max \log \left( \frac{1}{\epsilon} \right) \right) \) \( \tau = O \left( \frac{1}{m} \right) \) | - | - | - |
| Local-SGD [60] | \( R = O \left( \frac{1}{\tau^2} \right) \) \( \tau = O \left( \frac{1}{m} \right) \) | - | - | - |
| Theorem 5.1 | \( R = O \left( \frac{1}{\tau^2} \right) \) \( \tau = O \left( \frac{1}{m} \right) \) | \( R = O \left( \frac{1}{\epsilon} \right) \) \( \tau = O \left( \frac{1}{\epsilon m} \right) \) |

Remark 2. While the bound obtained in Theorem 5.1 for general non-convex objectives indicates that achieving a convergence rate of \( \epsilon \) requires \( R = O \left( \frac{1}{\tau^2} \right) \) communication rounds with \( \tau = O \left( \frac{1}{m} \right) \) local updates, in Remark 7 in Appendix D, we show that the same rate can be achieved with \( R = O \left( \frac{1}{\tau^2} \right) \) \( \tau = O \left( \frac{1}{\epsilon m^2} \right) \). Hence, the noise of quantization can be compensated with higher number of local steps \( \tau \).

Remark 3. The results for FedCOM improve the complexity bounds for other federated leaning methods with compression (in the homogeneous setting) that are proposed in [48] and [5]. Check Table 1 for more details.

Remark 4. To show the tightness of our result for FedCOM, we also compare its results with schemes without compression, \( q = 0 \), developed for homogeneous settings, shown in Table 3. As we observe, the number of required communication rounds for FedCOM without compression in convex, strongly convex, and nonconvex settings are smaller than the best-known rates for each setting by a factor of \( \frac{1}{m} \).

5.2 Convergence of FedCOMGATE in the data heterogeneous setting

Next, we report our results for FedCOMGATE in the heterogeneous setting. We consider a less strict assumption compared to Assumption 3, that the stochastic gradient of each user is an unbiased estimator of its local gradient with bounded variance.

Assumption 4 (Bounded Variance). For all \( j \in [m] \), we can sample an independent mini-batch \( Z_j \) of size \( |Z_j| = b \) and compute an unbiased stochastic gradient \( \tilde{g}_j = \nabla f_j(w; Z_j), E[\tilde{g}_j] = \nabla f_j(w) = g_j. \) Moreover, the variance of local stochastic gradients is bounded above by a constant \( \sigma^2 \), i.e., \( E[\|\tilde{g}_j - g_j\|^2] \leq \sigma^2 \).

Assumption 5. The compression scheme \( Q \) for the heterogeneous data distribution setting satisfies the following condition \( E_Q[\frac{1}{m} \sum_{j=1}^{m} Q(x_j)]^2 \leq \frac{G_q}{2} \)

The condition in Assumption 4 is not strict and only ensures that the local stochastic gradients are unbiased estimators of local gradients with bounded variance. Regarding Assumption 5, for the case of no compression, \( Q(x) = x \), the compression error becomes naturally \( G_q = 0 \). We highlight that this assumption is only needed in the heterogeneous setting, and since both of the terms in the argument of expectation depend on the quantization, this assumption can be seen as a weaker version of the gradient diversity assumptions in the convergence analysis of heterogeneous settings. To show how this assumption holds in practice, refer to Figure 1 in Appendix B.2. We run an experiment on the MNIST dataset using FedCOMGATE algorithm with quantizing gradients from 32 bits floating-point to 8 bits integer. In Figure 1 we plot changes in \( G_q \) quantity through this experiment. It shows that \( G_q \) is decreasing as we proceed with the training, simply because the \( \ell_2 \)-norm of the updated vector is going to zero. Note that the quantity of \( G_q \) could be even...
Table 4: Comparison of FedCOMGATE with results that use periodic averaging but do not utilize compression, i.e., \( q = 0 \), in the heterogeneous setting. While SCAFFOLD [26] requires to communicate 2 vectors to the server in the uplink, other algorithms only communicate 1 vector.
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Negative as illustrated in Figure 1. For more details on the experiment see Section 6.

Next, we present our main theoretical results for the FedCOMGATE method in the heterogeneous setting.

**Theorem 5.2.** Consider FedCOMGATE in Algorithm 2. If Assumptions 1, 2, 4 and 5 hold, then even for the case the local data distribution of users are different (heterogeneous setting) we have

- **Non-convex:** By choosing stepsizes as \( \eta = \frac{1}{L \tau^2} \sqrt{\frac{r}{r^2(q+1)}} \) and \( \gamma \geq \sqrt{m} \), we obtain that the iterates satisfy
  \[
  \frac{1}{R} \sum_{r=1}^{R} \| \nabla f(\mathbf{x}^r) \|_2^2 \leq \epsilon
  \]
  if we set \( R = O \left( \frac{1}{\epsilon^2} \right) \) and \( \tau = O \left( \frac{1}{m \epsilon^2} \right) \).

- **Strongly convex or PL:** By choosing stepsizes as \( \eta = \frac{1}{2L(q+1)\gamma} \) and \( \gamma \geq \sqrt{m} \), we obtain that the iterates satisfy
  \[
  \mathbb{E} \left[ f(\mathbf{w}^{(R)}) - f(\mathbf{w}^{(s)}) \right] \leq \epsilon
  \]
  if we set \( R = O \left( \frac{q+1}{\epsilon} \right) \) and \( \tau = O \left( \frac{1}{mc} \right) \).

- **Convex:** By choosing stepsizes as \( \eta = \frac{1}{2L(q+1)\gamma} \) and \( \gamma \geq \sqrt{m} \), we obtain that the iterates satisfy
  \[
  \mathbb{E} \left[ f(\mathbf{w}^{(R)}) - f(\mathbf{w}^{(s)}) \right] \leq \epsilon
  \]
  if we set \( R = O \left( \frac{L(1+q)}{\tau^2} \log \left( \frac{1}{\epsilon} \right) \right) \) and \( \tau = O \left( \frac{1}{m \epsilon^2} \right) \).

The implications of Theorem 5.2 are similar to the ones for Theorem 5.1. Yet, unlike the homogeneous setting, the compression variance \( q \) does not scale down by a factor of \( 1/m \). We emphasize that similar to the homogeneous case, in all three cases, the dependency of \( R \) on \( \epsilon \) matches the number of required update for solving the problem in centralized fashion.

**Remark 5.** To show the tightness of our result for FedCOMGATE, we also compare its complexity bounds with other schemes without compression, \( q = 0 \), for heterogeneous settings, summarized in Table 4. As it can be observed in all settings, the bound for FedCOMGATE without compression (FedGATE) matches the best-known complexity bounds for these settings (upto a log factor).

**Remark 6.** We highlight that since we do not need to communicate control variate in uplink, the communication cost of our algorithm is half of the corresponding cost in SCAFFOLD. Yet, for downlink communication, similar to SCAFFOLD our communication cost is doubled compared to FedAvg due to gradient tracking. However, we emphasize that in general communication cost of broadcasting a message is much cheaper than uplink communication.

### 6 Experiments

In this section, we empirically validate the performance of proposed algorithms. We compare our methods with FedAvg [43], its quantized version, FedPAQ [48], and SCAFFOLD [26] for heterogeneous federated learning. In addition, we present a variant of our algorithm without compression dubbed as FedGate. The details of FedGate is described in Algorithm 3 in Appendix B.1. Also, a variant of our algorithm with client sampling is presented in Algorithm 4 in Appendix B.1. In addition to what is presented here, in Appendix B.2, we explore the effects of client sampling, local computation, quantization and sparsification on the convergence of our proposed algorithms.

**Setup.** We implement our algorithms on the Distributed library of PyTorch [45], using Message Passing Interface (MPI), in order to simulate the real-world collaborative learning scenarios such as the one in federated learning. We run the experiments on a HPC cluster with 3 Intel Xeon E5-2695 CPUs, each of which with 28 processes. For this experiment we use four main datasets: MNIST [1], CIFAR10 [31], Fashion MNIST [66] and EMNIST [9]. For each experiment, we have 100 devices communicating with the server. Each experiment runs for 100 rounds of communication between clients and the server, and we report the global model loss on the training data averaged over all clients and the test accuracy over the global model. For MNIST and Fashion MNIST we use an MLP model with two hidden layers, each with 200 neurons with ReLU activations. For the CIFAR10 dataset, we use the same MLP model, each layer with 500 neurons. For the learning rate, we use a decreasing scheme similar to what is suggested in [7], where after each iteration the learning rate decreases 1%. Then, each experiment’s initial learning rate is tuned to achieve the best performance.

**Homogeneous data distribution.** The FedCOM algorithm is best suited for the homogeneous case, while in the heterogeneous setting it suffers from a resid-
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Figure 2: Comparing Algorithm 1 and Algorithm 2 for homogeneous and heterogeneous data distributions of the MNIST dataset. In heterogeneous distribution, FedCOM suffers from a residual error.

Figure 3: Communication cost at each round for the CIFAR10 dataset with a 2-layer MLP.

Heterogeneous data distribution. To generate heterogeneous data that resembles a real federated learning setup, we will follow a similar approach as in [43]. In this regard, we will distribute the data among clients in a way that each client only has data from two classes, which is highly heterogeneous. The idea behind FedCOMGATE is similar to the one in SCAFFOLD, except in FedCOMGATE we only have one control variable that gets updated using normal updates in FedAvg. In contrast, SCAFFOLD has two control variables and requires to update the global model and server control variable at each round. Hence, each client in SCAFFOLD communicates at least twice the size as FedCOMGATE with the server at each round, when we do not use any compression. With compression, say 4× quantization, we can substantially reduce the communication cost, say 8×, with respect to SCAFFOLD, while preserving the same convergence rate. To compare their communication cost, in Figure 3 we show the size of variables each client in each algorithm communicates with the server (for the uplink only, since the broadcasting or downlink time is negligible compared to the gathering) for the CIFAR10 dataset with an MLP model that has 2 hidden layers, each with 500 neurons. For FedCOMGATE and FedPAQ we quantize the updates from 32 bits floating-point to 8 bits integer.

To show the effect of this communication size on the real-time convergence of each algorithm, we run each of them on the MNIST and the CIFAR10 datasets with MLP models as described before. The data is distributed heterogeneously among clients, where each one has access to only 2 classes. Figure 4(a) shows the global model loss on training data on each communication round. FedAvg and FedPAQ are very close to each other on each, whereas FedCOMGATE, its normal version without compression FedGATE, and SCAFFOLD are performing similarly based on communication rounds. Figure 4(b) shows this loss based on the average number of bits communicated between each client and the server during the uplink. Also, Figure 4(c) shows the test accuracy based on this number of communicated bits. Both figures clearly demonstrate the effectiveness of proposed algorithms. Especially, the FedCOMGATE algorithm superbly outperforms other algorithms where the model size is relatively large.

Client sampling In this section we assume that only $k \in (0, 1]$ portion of the users in the networks are active and exchange information with the server at each round. Indeed, a lower value of $k$ implies that less nodes are active at each round and therefore the communication overhead is lower. However, it could possibly lead to a slower convergence rate and extra communications rounds to achieve a specific accuracy. We formally study the effect of $k$ on the convergence of FedCOMGATE and its version without compression FedGATE and compare their performance with other federated methods with and without compression in Figure 5. As it can be inferred, when we decrease the $k$ or the participation rate, generally, the performance of the model degrades with the same number of communication rounds. However, the amount of degradation might vary among different algorithms. As it is depicted in Figure 5, the proposed FedCOMGATE algorithm and its unquantized version, FedGATE, are quite robust against decreasing the participation rate between clients with respect to other algorithms such as SCAFFOLD and FedPAQ.

An important difference between algorithms proposed in this work (such as FedCOMGATE) and SCAFFOLD is in their performance when not all clients are active at each round of communication. Since in SCAFFOLD gradient tracking needs to be performed both locally...
and globally at each round of communication, its performance could highly depend on the availability of control variate in all devices. This can lead to poor performance for SCAFFOLD when the rate of participation of clients at each round is low (as illustrated in Figure 5). This could be due to stale local control variate and new global control variate that degrade the performance of the algorithm. On the other hand, in our proposed algorithms, the gradient tracking parameter is only performed locally, and hence, the drop in the performance is much smaller than SCAFFOLD. Therefore, we think this property makes the proposed algorithms suitable for cross-device scenarios as well as cross-silo ones, whereas SCAFFOLD is more suitable for cross-silo scenarios, and not cross-device ones.

7 Conclusion

In this paper we introduced a set of algorithms for federated learning which lower the communication overhead by periodic averaging and exchanging compressed signals. We considered two separate settings: (i) homogeneous setting in which all the probability distributions and loss functions are identical; and (ii) heterogeneous setting wherein the users’ distributions and loss functions could be different. For both cases, we showed that our proposed methods both theoretically and numerically require less communication rounds between server and users compared to state-of-the-art federated algorithms that use compression.
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