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Cognitive factor forming an individual constituent in a driver model inferred from multiplicatory relationships between cognitive sub-factors

Abstract

In order to reproduce human behaviour in dynamic traffic situations, a computational representation of the requisite mental processes used to carry out the complex driving tasks is required. A single cognitive factor has been developed and forms a crucial component in our driver model. This cognitive factor is composed of cognitive sub-factors: distraction, anticipation, stress, and strain. It has been defined such that these sub-factors have a multiplicatory relationship with one another. In addition, each of these sub-factors comprises the visual, auditory, tactile-kinetic, and verbal information channel individually. This results in a lattice-like network of relationships, which can be expanded modularly in horizontal and vertical directions. The conceptual topology and the characteristics of this multiplicatory, operation-based cognitive factor are presented.

Keywords: Cognitive factor, Driver model, Multiplicatory relationships, Advanced driver assistance systems, Adaptive automation, Computational representation.
1 Introduction

The act of negotiating traffic in a vehicle is a very complex monitoring and control task requiring continuous information processing. This task is very demanding for the driver as it requires targeted sensomotoric actions to be carried out perennially. The command variable, that is, the output of the driving task, is determined by the pathway of the road, other vehicles and road users as well as by environmental conditions and runs as a continuous setpoint/actual value comparison within the driver-vehicle-road system (Bubb, 2001). It is therefore referred to as vehicle guidance, if a vehicle is moved from the place of departure to its target location while using sensory information and an on-board motoric input interface (Bubb, 2001; Donges, 2009). In order to better understand the operational stages when controlling a vehicle, the actual act of driving itself is abstracted and can schematically be explained via a model. According to Kramer (2008), most human controller models are subject to the problem of 'identifiability of model parameters', which can only be tackled via explicit modelling of the kinematics of driving.

Automation can be an advantage or disadvantage to human performance, and usually becomes noticeable when it fails in operation or does not accomplish the desired outcome (Fitts, 1951; Wickens & Kessel, 1979; Wickens & Kessel, 1980; Wiener & Curry, 1980; Rasmussen & Rouse, 1981; Wickens & Kessel, 1981; Wickens et al., 1998; Sheridan, 2002). Adaptive automation (AA) poses a design philosophy, where functions of a human-machine system (HMS) are dynamically divided between human and machine agents. This is accompanied by an adaptation to the operator's current situation and current state. Here, the overall performance and safety of an HMS is improved by the machine's support and take-over of tasks, which prevent the human agent from exhibiting slumps in performance. With an adaptive system, the distribution of a task is controlled by the machine agent. In order to distribute a task to an optimum level, a sufficient knowledge base is required pertaining to the requirements of the operators when carrying out their tasks. In the same manner, the system needs to monitor the state of the operator and the situation; so that it would be able to respond to any changes which may occur. AA provides an opportunity to make Advanced Driver Assistance Systems (ADAS) adaptive to traffic and driver state demands, such as workload, distraction, anticipation, expectancy, or intention. Any planned actions coming from the driver can be considered by an ADAS as a means to enhance a general information strategy, which forms an assistance system’s central control unit. The ability to model the mental processes behind the execution of complex driving tasks allows for the development of ADAS to be accelerated, also by reducing the number of time-consuming and expensive studies required as human behaviour in dynamic traffic situations can be reproduced. Additionally, it permits holistic assistance strategies containing knowledge about driver behaviour to be amended (Rasmussen & Rouse, 1981; Sheridan, 2002; Vasconez et al., 2020; Wickens & Kessel, 1979; Wickens & Kessel, 1980; Wickens & Kessel, 1981; Wickens et al., 1998; Wiener & Curry, 1980).
When it comes to mental processes and their cognitive interference, executive functions (EF) need to be considered. EF denote top-down mental processes that are required when having to focus or to pay attention, which involves effort as it is easier to hand over to automation than to think about the next step of action (Burgess & Simons 2005; Diamond 2013; Gavas et al., 2018). According to Lehto et al. (2003), there are three core EF: inhibitory control, working memory, and cognitive flexibility. Based on these EF, derivatives or higher order EF can be formed such as planning, reasoning, and problem solving (Collins & Koechlin 2012; Lunt et al., 2012). Inhibitory control refers to being able to control one’s attention, behaviour, thoughts, or emotions in order to override strong internal biases or external enticement. It further allows for selective attention as well as the suppression of attention with respect to disturbing stimuli to take place, which poses interference control at perception level. Salient stimuli, whether they are visual, auditory, or tactile-kinetic, draw involuntary attention and are processed bottom-up, whereas we are also able to voluntarily ignore certain stimuli and, thus, execute attentional control where information is processed top-down (Diamond 2013; Posner & DiGirolamo, 1998). Working memory denotes holding and processing information that is no longer present at perception level, and is crucial for establishing meaning over time, grasping information of the past that is linked with information to come. This forms the basis of our ability to link isolated elements and to split up things that form a complete unit, which is the prerequisite of applying conceptual knowledge. Working memory is distinguished from short-term memory, in that short-term memory refers to holding information only and working memory refers to holding and manipulating information (Baddeley & Hitch, 1994; Diamond, 2013). Cognitive flexibility represents the ability to take different perspectives on things or opinions. This requires a previous perspective to be inhibited and a different perspective to be loaded into the working memory, which makes inhibitory control and working memory serve as the pillars of cognitive flexibility (Diamond, 2013).

Conscious involvement in a task over a longer period of time is usually accompanied by allowing our attentional focus to deviate. This dynamic nature of conscious involvement is referred to as mind-wandering. Here, attention shifts from the current task to non-related thoughts and emotional states. It is assumed that the information-processing demands of mind-wandering are linked to perceptual decoupling in order to defy constraints of the moment. It is further assumed that the mind-wandering state’s content arises from episodic and affective processes and that its regulation depends on executive control (Smallwood & Schooler, 2015).

The production of a suitable cognitive driver model entails describing these mental processes such that the key characteristics of the driver behaviour being considered are captured. The description needs to comprise constituents which allow the behaviour to be expressed formally, eventually resulting in a transfer from driver behaviour to computational simulations of behaviour. In order to achieve this goal, the first task is to identify and model the cognitive parameters, which are pertinent when describing driver behaviour. As a result, a single Cognitive Factor (CF), which is composed of cognitive sub-factors (CSF), has been developed and forms an essential constituent within our driver
model. The conceptual topology and the characteristics of this multiplicatory, operation-based CF are presented.

2 Model Topology and Characteristics

The CF is composed of the CSF *distraction* (D), *anticipation* (An), *stress* (St), and *strain* (Sn). However, in order to qualify as valid CSF, it is important that they are sufficiently separate and independent from one another theoretically.

*Distraction* can be defined as a process of deflecting the attention of an individual or group from a desired area of focus and thereby reducing the reception of desired information. This may be caused by an inability to pay attention or an indifference towards the object of attention. There are external and internal sources of distraction, both of which interfere with focus. External sources of distraction comprise features such as visual or acoustic cues as well as social interactions. Internal sources include fatigue, hunger/thirst, distress, and grief (Schießl, 2008a; Schießl, 2008b; Bingham, 2014). Here, distraction is expressed by a positive real number in the range

\[ 1, 2 \]

as this may represent decelerated behaviour leading to slower responses, that is, longer reaction times. A value equal to 1 would express no effect.

*Anticipation* refers to the assumption that an event will take place in the future based on previous experience. In mechanistic terms, this can be expressed as a mechanism having the nature of an anticipatory partial goal response enabling goal-oriented chains of action (Spence, 1956; Hull, 1952). The subjective probability linked to that event may vary (Balkenius, 1995). Here, anticipation is expressed by a positive real number in the range

\[ 0, 1 \]

as this may represent vigilant behaviour based on cognitive bias leading to faster responses, that is, shorter reaction times. This may also refer to positive priming effects (Meyer & Schvaneveldt, 1971; Schvaneveldt & Meyer, 1973; Meyer et al., 1975; Kolb & Whishaw, 2009). A value equal to 1 would express no effect.

In terms of work done to distinguish *stress* and *strain* theoretically, definitions have been produced usually discussed in the context of explaining the term ‘workload’ (Vollrath & Schießl, 2004). According to ISO 10075-1:2017 (2017), psychological *stress* is defined as ‘the total of all assessable influence impinging upon a human being from external sources and affecting it mentally’. In contrast, *strain* is defined as ‘the immediate effect of mental stress on the individual (not the long-term effect) depending on his/her individual habitual and actual preconditions, including individual coping styles.’ Hence, psychological *stress* is considered equal for all human beings, while resulting *strain* is different for an individual due to unpredictable preconditions and coping strategies (Schießl,
Here, stress and strain are individually expressed by a positive real number in the range 

\([1,2]\)

as this may represent decelerated behaviour leading to slower responses, that is, longer reaction times. A value equal to 1 would express no effect.

The CF module receives inputs from the information processing module and produces outputs to the response module (see Figure 1). These outputs are the product of all four CSF. Different to distraction, it is assumed that anticipation, stress, and strain are based on previous experience and therefore influenced by the long-term memory (LTM) and working memory (WM) (Baddeley, 2000; Smallwood & Schooler, 2009; Diamond, 2013; Mooneyham & Schooler, 2013; Smallwood & Schooler, 2015).

The CF has been defined such that, the individual CSF are in a multiplicatory relationship with one another. Figure 2 shows a graphical representation of the CF’s conceptual topology, where each of the CSF comprises the visual, auditory, tactile-kinetic, and verbal information channel independently and forms corresponding nodes. This results in a lattice-like network of relationships, which can be expanded modularly in horizontal (refers to information channels) and vertical (refers to CSF) directions. The motoric response is specific to the respective information channel (see Figure 2).
The CF for a given channel \( n \), consists of four CSF related as follows,

\[
CF_n = D_n \ An_n \ St_n \ Sn_n , \tag{1}
\]

where

\[
D \neq 0; \ An \neq 0; \ St \neq 0; \ Sn \neq 0 . \tag{2}
\]

The CSF consist of the visual (V), auditory (A), tactile-kinetic (TK), and verbal (VB) information channels independently, such that

\[
CF_V = D_V \ An_V \ St_V \ Sn_V , \tag{3}
\]

\[
CF_A = D_A \ An_A \ St_A \ Sn_A , \tag{4}
\]

\[
CF_{TK} = D_{TK} \ An_{TK} \ St_{TK} \ Sn_{TK} , \tag{5}
\]

\[
CF_{VB} = D_{VB} \ An_{VB} \ St_{VB} \ Sn_{VB} , \tag{6}
\]

where the CSF can take on values in the following ranges:

\[
D = [1, 2] , \tag{7}
\]

\[
An = (0, 1] , \tag{8}
\]

\[
St = [1, 2] , \tag{9}
\]

\[
Sn = [1, 2] . \tag{10}
\]

The total CF is defined as the product of the CSF, where

\[
CF_{total} = CF_V \ CF_A \ CF_{TK} \ CF_{VB} . \tag{11}
\]

The overall product value \( CF_{total} \) may be interpreted as follows within the driver model context:

\[
CF_{total} = (0, 1) \quad \text{acceleration effect} , \tag{12}
\]

\[
CF_{total} = 1 \quad \text{no effect} , \tag{13}
\]

\[
CF_{total} = (1, 2) \quad \text{delay effect} , \tag{14}
\]

\[
CF_{total} = [2, 9] \quad \text{extreme delay effect} . \tag{15}
\]
3 Model Output

The numeric value of the resulting $CF_{\text{total}}$ can be interpreted as having either an acceleration or delay effect on the transformation of environmental cues into motoric reactions. The CSF are expressed by positive real numbers in the range greater than 0 and less than or equal to 2. Due to the multiplicative relationship between the CSF, this has the useful effect of allowing CSF with a value of 1 to have no effect within the CF. If three CSF take on a value of 1, the fourth CSF can be considered separately in isolation. If all four CSF take on a value of 1, the CF has no effect within the driver model. In order to numerically express the CSF in the range given, empirical studies will seek to determine the degree of granularity and the standardised scale that can be transferred from qualitative and quantitative research.

In an attempt to give an example that illustrates the topology of the CF and the multiplicative relationships between CSF (see Figure 2) in a more transparent manner, the CSF nodes and their allocated values have been translated into a heatmap profile showing an overall product value $CF_{\text{total}}$, which is displayed in Figure 3. Here, each heatmap cell represents a range of values presented in the legend to the right. In the example given in Figure 3, the overall product value $CF_{\text{total}}$ has a value 1.06, which denotes a slight delay effect. In a next step, $CF_{\text{total}}$ may serve as a cognitive weight when adding context to a, for instance, response / reaction time (RT) by multiplying it with $CF_{\text{total}}$:

$$[\text{contextual RT}] = [CF_{\text{total}}] \cdot [RT] \quad . \quad (16)$$

We therefore present a measure called contextual RT ($RT_c$). $RT_c$ may, for example, be utilized, when estimating the expected RT of a driver during the run-up of a hand-over procedure in an automated vehicle, being suitable for automation level 2, 3, and 4 (SAE International, 2019).

---------------- Insert figure 3 about here ----------------
4 Discussion and Outlook

This paper introduces a single CF to be used as a crucial component in a driver model to augment an ADAS or AA system. The topology and the characteristics of the CF and its component CSF have been presented. It remains to be demonstrated empirically, to what degree the numeric range of the cognitive parameters presented as being suitable for CSF maps to the range of the CSF that would be measured in complex traffic situations and eventually to the overall product value $CF_{total}$. In the same way that distinct gaze patterns were found to precede specific driving manoeuvres (Lethaus & Rataj, 2007; Lethaus & Rataj, 2008; Lethaus et al., 2011; Lethaus, 2013; Lethaus et al., 2013; Lethaus et al., 2021), distinct levels of distraction, anticipation, stress, and strain may be found to relate to specific driving situations given specific conditions when carrying out complex driving tasks.

The inclusion of information pertaining to current and future driver behaviour as well as drivers’ cognitive state has the potential to enhance AA and ADAS functions with valuable knowledge and they experience a significant additional value, since they can adapt to the drivers’ behaviour in real-time. Thus, drivers’ intended actions and future cognitive states can be considered in an information strategy comprising ADAS. The development of such functions would require the implementation of a prediction model, linking past and future behaviour, into an online compliant system, which would need to consider other challenges, such as processing a continuous stream of potentially very noisy data. This model could be implemented as a function in a vehicle and verified using the shadow mode approach, that is, the output of this fully working function would be logged in the background without being actively used to trigger other functions or functionalities within an existing ADAS or AA system. Once the verification criteria have been satisfied during the series development stage, the system could be put live, adhering to one of the four Automotive Safety Integrity Levels, also known as ASIL (ISO 26262-9:2018, 2018).

In order to utilise human input effectively in AA systems, the human operator's, that is, driver’s performance needs to be described formally and expressed numerically, in order to be used for any driver state estimation. This also applies to any semantic information contained in those driver state data. A possible approach to organise data to be processed in an AA context may lie in ontologies. Ontologies are formal, explicit specifications of a shared conceptualization (Gruber, 1993). Hereby, situations and states, requiring AA, could be evaluated and tracked, eventually leading to the development of an AA grammar as a subset of an all-encompassing traffic grammar, forming the foundation of sophisticated AA systems. Future work will seek to provide the empirical basis for such systems and for the CF within our driver model.
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Figure 1 – Role of the Cognitive Factor within a driver model.
Figure 2 – Conceptual topology of the Cognitive Factor and multiplicatory relationships between cognitive sub-factor nodes.
Figure 3 – Example of a Cognitive Factor heatmap profile with an overall product value.
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