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Abstract

In this paper we investigate via an asymptotic method the opening of gaps in the spectrum of a stiff problem for the Laplace operator $-\Delta$ in $\mathbb{R}^2$ perforated by contiguous circular holes. The density and the stiffness constants are of order $\varepsilon^{-2m}$ and $\varepsilon^{-1}$ in the holes with $m \in (0, 1/2)$. We provide an explicit expression of the leading terms of the eigenvalues and the corresponding eigenfunctions which are related to the Bessel functions of the first kind.
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1 Introduction

1.1 Formulation of problem

Let $\Omega_0$ be the plane $\mathbb{R}^2$ perforated by contiguous circular holes

$$B_{1/2}(\alpha) := \{x = (x_1, x_2) : (x_1 - \alpha_1, x_2 - \alpha_2) \in B_{1/2}\},$$

where $\alpha = (\alpha_1, \alpha_2) \in \mathbb{Z}^2$ is a multi-index, $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots \}$ and $B_{1/2} := \{x : |x| < 1/2\}$. More precisely,

$$\Omega_0 := \mathbb{R}^2 \setminus \bigcup_{\alpha \in \mathbb{Z}^2} B_{1/2}(\alpha).$$

We set

$$\Omega_1 := \bigcup_{\alpha \in \mathbb{Z}^2} B_{1/2}(\alpha) \quad \text{and} \quad \partial \Omega_1 := \bigcup_{\alpha \in \mathbb{Z}^2} \partial B_{1/2}(\alpha).$$

We consider the stiff spectral problem in the inhomogeneous plane (see Figure 1(a))

$$-\Delta u_1^\varepsilon(x) = \lambda^\varepsilon u_1^\varepsilon(x), \quad x \in \Omega_1,$$  \hspace{1cm} (1.1)

$$-\varepsilon^{-1} \Delta u_0^\varepsilon(x) = \varepsilon^{-2m} \lambda^\varepsilon u_0^\varepsilon(x), \quad x \in \Omega_0,$$

$$u_1^\varepsilon(x) = u_0^\varepsilon(x), \quad \varepsilon^{-1} \partial_\nu u_0^\varepsilon(x) = \partial_\nu u_1^\varepsilon(x), \quad x \in \partial \Omega_1.$$  \hspace{1cm} (1.2)

Here, $\Delta$ is the Laplace operator, $\lambda^\varepsilon$ the spectral parameter, $\nu$ the outward unit normal vector to $\partial \Omega_1$, $\partial_\nu = \nu \cdot \nabla$ the normal derivative, $\nabla$ the gradient and
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Figure 1: Figure (a) shows $\Omega_0 \cup \Omega_1$. Two (possible) choices $\omega_\Theta$ and $\omega_\Upsilon$ of the periodicity cell are drawn in Figures (b) and (c) respectively.

$m \in (0, 1/2)$ stands for a fixed exponent. For any $\epsilon > 0$, the variational setting of the problem (1.1)-(1.2) reads as

$$
(\nabla u_1^\epsilon, \nabla \varphi_1)_{\Omega_1} + \epsilon^{-1}(\nabla u_0^\epsilon, \nabla \varphi_0)_{\Omega_0} = \lambda^\epsilon \left((u_1^\epsilon, \varphi_1)_{\Omega_1} + \epsilon^{-2m}(u_0^\epsilon, \varphi_0)_{\Omega_0}\right),
$$

(1.3)

for $\varphi \in H^1(\mathbb{R}^2)$, where $(\cdot, \cdot)_{\Omega_j}$ stands for the natural inner product in $L^2(\Omega_j)$, for $j = 0, 1$. To the problem (1.3) we assign a positive and self-adjoint operator $A_\epsilon$ in the Hilbert space $L^2(\mathbb{R}^2)$ with the domain $D(A_\epsilon) \subset H^1(\mathbb{R}^2)$ (see [2, Ch. 10]). Furthermore, owing to general results in [15], see also [5, Section 8], we have

$$
D(A_\epsilon) := \{u_\epsilon^j : u_\epsilon^j \in H^2(\Omega_j)\},
$$

for $j = 1, 2$, that is, tips of cusps do not bring serious singularities to eigenfunctions of problem (1.1)-(1.2). The spectrum $\sigma$ of $A_\epsilon$ is contained in the positive semi-axis $\mathbb{R}^+ := [0, \infty)$ and since the embedding $H^1(\mathbb{R}^2) \subset L^2(\mathbb{R}^2)$ is not compact, the essential spectrum $\sigma^e_\epsilon$ does not consist of the single point $\lambda = 0$ (see [2, Theorem 10.1.5]). Such an essential spectrum $\sigma^e_\epsilon$ has a band-gap structure (see, e.g., [13, 21, 22], i.e. it is represented as the countable union

$$
\sigma^e_\epsilon = \bigcup_{n=1}^{\infty} B^\epsilon_n,
$$

of the compact and connected spectral bands

$$
B^\epsilon_n := \{\lambda_\epsilon^n = \Lambda_\epsilon^n(\eta) : \eta \in [-\pi, \pi)^2\}.
$$

(1.4)

(1.5)

The bands $B^\epsilon_n$ involve entries of monotone increasing unbounded positive sequence

$$
0 \leq \Lambda_1^\epsilon(\eta) \leq \Lambda_2^\epsilon(\eta) \leq \cdots \leq \Lambda_n^\epsilon(\eta) \leq \cdots \to \infty
$$

(1.6)

of eigenvalues of the auxiliary spectral problem on the periodicity cell $\omega_\Theta := \Theta \cup (Q \setminus \Theta)$

$$
-(\nabla_x + i\eta)^2 U_\Theta^\epsilon(x, \eta) = \Lambda^\epsilon(\eta) U_\Theta^\epsilon(x, \eta), \quad x \in \Theta,
$$

(1.7)

$$
-\epsilon^{-1}(\nabla_x + i\eta)^2 U_{Q \setminus \Theta}^\epsilon(x, \eta) = \epsilon^{-2m} \Lambda^\epsilon(\eta) U_{Q \setminus \Theta}^\epsilon(x, \eta), \quad x \in Q \setminus \Theta,
$$

(1.8)

$$
U_\Theta^\epsilon(x, \eta) = U_{Q \setminus \Theta}^\epsilon(x, \eta), \quad x \in \Gamma,
$$

(1.9)

$$
\epsilon^{-1} \nu \cdot (\nabla_x + i\eta) U_{Q \setminus \Theta}^\epsilon(x, \eta) = \nu \cdot (\nabla_x + i\eta) U_\Theta^\epsilon(x, \eta), \quad x \in \Gamma,
$$

(1.10)
along with the periodicity conditions
\[
U_{Q\setminus\Theta}^\varepsilon(\frac{1}{2}, x_2, \eta) = U_{Q\setminus\Theta}^\varepsilon(-\frac{1}{2}, x_2, \eta), \quad U_{Q\setminus\Theta}^\varepsilon(x_1, \frac{1}{2}, \eta) = U_{Q\setminus\Theta}^\varepsilon(x_1, -\frac{1}{2}, \eta),
\]
\[
\frac{\partial}{\partial x_1}U_{Q\setminus\Theta}^\varepsilon(\frac{1}{2}, x_2, \eta) = \frac{\partial}{\partial x_1}U_{Q\setminus\Theta}^\varepsilon(-\frac{1}{2}, x_2, \eta), \quad \frac{\partial}{\partial x_2}U_{Q\setminus\Theta}^\varepsilon(x_1, \frac{1}{2}, \eta) = \frac{\partial}{\partial x_2}U_{Q\setminus\Theta}^\varepsilon(x_1, -\frac{1}{2}, \eta),
\]
(1.10)
(1.11)
where \( Q := (-1/2, 1/2)^2 \) is the unit square in \( \mathbb{R}^2 \), \( \Theta := B_{1/2} \) is the disk inside \( Q \) and \( \Gamma := \partial \Theta \) (see Figure 1(b)). Here, \( \nabla_x \) denotes the gradient with respect to the variable \( x \) and \( i \) stands for the imaginary unit. The multiplicities of the eigenvalues in (1.6) are taken into account and the functions \( U_\Theta^\varepsilon \) and \( U_{Q\setminus\Theta}^\varepsilon \) are the Gelfand images of \( u_\varepsilon^T \) and \( u_\varepsilon^G \) respectively, where the Gelfand transform (see [9]), also known as the Floquet-Bloch transform (see [13, 14, 22]), is defined by
\[
\begin{align*}
    u(x) &\mapsto U(x, \eta) := \frac{1}{2\pi} \sum_{k \in \mathbb{Z}^2} e^{-i\eta (x+k)} u(x+k), \\
\end{align*}
\]
with \( \eta \in [-\pi, \pi]^2 \) being the Floquet parameter. Note that the variable \( x \) on the left-hand side of (1.12) belongs to \( \mathbb{R}^2 \) but on the right-hand side \( x \) lives in the periodicity cell \( \omega_\Theta \). If \( u \in C^\infty_c(\mathbb{R}^2) \), \( (\partial_{x_j} + i\eta) u(x) \) is the Gelfand image of the partial derivative \( \partial_{x_j} \), for \( j = 1, 2 \), so that, applying the transform (1.12) to problem (1.1)-(1.2), we obtain the parameter \( \eta \)-dependent problem (1.7)-(1.11) in the cell \( \omega_\Theta \).

For any \( \eta \in [-\pi, \pi]^2 \), the problem (1.7)-(1.11) is associated with a positive and self-adjoint operator \( A^\varepsilon(\eta) \). The advantage of dealing with the family of operators \( A^\varepsilon(\eta) \) is that such a family has discrete spectrum given by (1.6), since the embedding \( \mathcal{H}_0(\omega_\Theta) \subset L^2(\omega_\Theta) \) is compact, where \( \mathcal{H}_0(\omega_\Theta) \) denotes the space of functions in \( H^1(\omega_\Theta) \) satisfying the periodicity condition (1.10). It is known (see e.g. [12, Chapter 6] and [14, Chapter 9]) that the functions
\[
\eta \in [-\pi, \pi]^2 \mapsto \Lambda_\varepsilon^G(\eta)
\]
are continuous and 2\( \pi \)-periodic, so that, the spectral bands (1.5) are compact real intervals.

The aim of the present paper is to study the band-gap structure of the spectrum (1.4) of the problem (1.1)-(1.2) and to discuss the opening of the spectral gaps \( \mathcal{G}^G \) through an asymptotic method. Recall that the gaps \( \mathcal{G}_m^G \) are open intervals free of the essential spectrum \( \sigma_e^G \) with endpoints in the \( \sigma_e^G \). These gaps occur when the bands \( \mathcal{B}_{\varepsilon_m} \) do not overlap and touch each other. To study the existence of \( \mathcal{G}_m^G \), the results obtained in [5] are crucial. Indeed, the formal ansätze of the eigenpairs \( (\Lambda^G, \{U_{\Theta}^\varepsilon, U_{Q\setminus\Theta}^\varepsilon\}) \) of the model problem (1.7)-(1.9) along with (1.10)-(1.11) are suggested by the ones performed in [5]. We point out that in [5] the authors have discussed the expansions of the eigenpairs for any value of the parameter \( m \in \mathbb{R} \).

In our analysis, we focus only on the case \( m \in (0, 1/2) \), since this case seems more interesting due to difficulties arising from the dependence of \( \eta \in [-\pi, \pi]^2 \). At the same time, we demonstrate all necessary tools to adapt the analysis to other values of \( m \).

In the present context, the computation of the terms appearing in the asymptotic expansions is trickier than that done in [5]. The main issue is related to the geometry of the periodicity cell \( \omega_\Theta \). More specifically, the non-connectedness of \( Q \setminus \Theta \) in the periodicity cell \( \omega_\Theta \) makes difficult the explicit computation of the leading and first-order correction terms of the asymptotic expansion of \( U_{Q\setminus\Theta}^\varepsilon \). To overcome this obstacle, we exploit the geometry of the inhomogeneous plane so
that we choose another version of the periodicity cell where \( Q \setminus \Theta \) turns into a connected domain. Such a periodicity cell \( \omega_{\gamma} \) is drawn in Figure 1(c) and is given by \( \Gamma \cup (Q \setminus T) \), where \( T \) is defined by

\[
\gamma := \{ x \in Q : |x - P_{j\pm}| > 1, \ j = 1, 2 \},
\]

where \( P_{j\pm} \) are the vertices of unit square \( Q \), i.e. \( P_{1\pm} := (+1/2, \pm1/2) \), and \( P_{2\pm} := (-1/2, \pm1/2) \). In other words, \( \omega_{\gamma} \) is obtained by eliminating a quarter of the unit disks centered at the vertices \( P_{j\pm} \), for \( j = 1, 2 \), and radius \( 1/2 \) from the unit square \( Q \). Therefore, due to the periodicity conditions (1.10), the disconnected set \( Q \setminus \gamma \) in \( \omega_{\gamma} \) turns into the connected domain \( \gamma \) in \( \omega_{\gamma} \) and hence boundary value problems in \( \omega_{\gamma} \) are solved in the classical Sobolev spaces (see Sections 2.2 and 2.3).

As far as the justification procedure is concerned, we follow the same lines of the proof of [5, Theorem 3.1]. We enlighten that in [5] the authors handle a different geometry of domain and a problem where the Laplace operator combined with a “classical” normal derivative appears, so that, at first glance, the problem seems different from the model problem (1.7)-(1.9) studied in our context. However, we can obtain a similar problem using some tricks. Indeed, in light of the geometry of the inhomogeneous plane, we may mainly choose the periodicity cell in two ways depending on the position of the cusp points. Such cusps may lie on the boundary of the periodicity cell where the periodicity conditions are imposed, such as \( \omega_{\gamma} \) and \( \omega_{\gamma} \), or the cusp points are in the interior of the unit square \( Q \), such as \( \omega \) (see Figure 1). The latter choice allows us to recover the same geometry as in [5]. More specifically, we translate the unit square \( Q \) of the vector \((1/4, 3/4)\) and we denote by \( Q' \) the translated square, i.e. \( Q' := (-1/4, 3/4) \times (1/4, 5/4) \). Hence, the periodicity cell \( \omega \) is given by \( \Xi \cup (\omega \setminus \Xi) \), where \( \Xi := Q' \cap \Omega_1 \).

In order to obtain a problem where the Laplace operator appears, we introduce an equivalent version of Gelfand’s transform given by

\[
u(x) \to G(x, \eta) := \frac{1}{2\pi} \sum_{k \in \mathbb{Z}^2} e^{-i\eta \cdot k} u(x + k), \tag{1.13}
\]

Applying (1.13) to problem (1.1)-(1.2), the model problem in \( \omega \) turns into

\[
-\Delta G^\Xi(x, \eta) = \Lambda^\Xi(\eta)G^\Xi(x, \eta), \quad x \in \Xi, \tag{1.14}
\]

\[
-\varepsilon^{-1} \Delta G^\omega_{\omega \setminus \Xi}(x, \eta) = \varepsilon^{-2m} \Lambda^\Xi(\eta)G^\omega_{\omega \setminus \Xi}(x, \eta), \quad x \in \omega \setminus \Xi,
\]

\[
G^\Xi(x, \eta) = G^\omega_{\omega \setminus \Xi}(x, \eta), \quad x \in \Gamma_\Xi,
\]

\[
\varepsilon^{-1} \partial_\nu G^\omega_{\omega \setminus \Xi}(x, \eta) = \partial_\nu G^\Xi(x, \eta), \quad x \in \Gamma_\Xi,
\]

(1.15)

together with the quasi-periodicity conditions

\[
G^\omega_j(\frac{3}{4}, x_2, \eta) = e^{im} G^\Xi_j(\frac{1}{4}, x_2, \eta), \quad G^\omega_j(x_1, \frac{5}{4}, \eta) = e^{im} G^\Xi_j(x_1, \frac{1}{4}, \eta), \tag{1.16}
\]

\[
\frac{\partial}{\partial x_1} G^\omega_j(\frac{3}{4}, x_2, \eta) = e^{im} \frac{\partial}{\partial x_1} G^\Xi_j(\frac{1}{4}, x_2, \eta),
\]

\[
\frac{\partial}{\partial x_2} G^\omega_j(\frac{3}{4}, \frac{1}{4}, \eta) = e^{im} \frac{\partial}{\partial x_2} G^\Xi_j(x_1, \frac{1}{4}, \eta),
\]

(1.17)

for \( j = \Xi, \omega \setminus \Xi \), where \( G^\Xi \) and \( G^\omega_{\omega \setminus \Xi} \) are the image through the Gelfand transform (1.13) of \( u^\Xi \) and \( u^\omega_0 \) respectively. Here \( \Gamma_\Xi \) is the boundary of \( \Xi \). For any \( \eta \in [-\pi, \pi]^2 \), we assign to problem (1.14)-(1.17) a positive and self-adjoint operator \( A^\omega_{\omega \setminus \Xi}(\eta) \). Since the embedding \( H^1_{\omega \setminus \Xi} \subset L^2(\omega) \) is compact, where \( H^1_{\omega \setminus \Xi} \) is the subspace of the Sobolev space \( H^1(\omega) \) satisfying the quasi-periodicity conditions (1.16), the spectrum of \( A^\omega_{\omega \setminus \Xi}(\eta) \) is given by the sequence (1.6). Then, the model problem (1.14)-(1.17) in the periodicity cell \( \omega \) enables us to repeat the same arguments of
Theorem 3.1] whose claim is stated here for the convenience of the reader (see Theorem 3.1). We point out that the Floquet parameter \( \eta \) does not bring a trouble because in the last setting all attributes of the model problem, including constants in \textit{a priori} estimated, depend on \( \eta \) continuously (see, e.g. [12]).

The main feature of the present paper is the explicit computation of the leading terms \( \Lambda^0 \) and \( U^0_\Theta \) of ansätze of \( \Lambda^s \) and \( U^s_\Theta \). This is a consequence of the geometry of the inhomogeneous plane and of the periodicity cell \( \Delta_{\theta_0} \). Indeed, the limit problem in the disk \( \Theta \) turns out to be the Helmholtz equation combined with the homogeneous Dirichlet condition on \( \Gamma \), so that \( U^0_\Theta \) and \( \Lambda^0 \) are expressed through the Bessel functions \( J_n \) of the first kind and their zeros \( j_{n,k} \) for \( n \in \mathbb{N} \cup \{0\} \) and \( k \in \mathbb{N} \), where \( \mathbb{N} \) is the set of positive integer number \( \{1,2,3,\ldots\} \). Therefore, the spectrum of the limit problem in the disk \( \Theta \) is given by the monotone increasing, unbounded and positive sequence of the eigenvalues

\[
0 < \Lambda_{0,1}^0 < \Lambda_{1,1}^0 = \Lambda_{1,1s}^0 < \Lambda_{2,1c}^0 < \Lambda_{0,2}^0 = \Lambda_{3,1s}^0 < \Lambda_{1,2c}^0 = \Lambda_{1,2s}^0 < \ldots, \tag{1.18}
\]

which implies that the sequence (1.6) becomes

\[
\Lambda_{0,1}^0(\eta) < \Lambda_{1,1}^0(\eta) \leq \Lambda_{1,1s}^0(\eta) < \Lambda_{2,1c}^0(\eta) \leq \Lambda_{2,1s}^0(\eta) < \Lambda_{5,2}^0(\eta) < \Lambda_{5,1c}^0(\eta) \leq \Lambda_{5,1s}^0(\eta) < \Lambda_{1,2c}^0(\eta) < \Lambda_{1,2s}^0(\eta) < \ldots, \tag{1.19}
\]

Here, \( \Lambda_{n,k}^0 \), for \( n,k \in \mathbb{N} \), is a simple eigenvalue, while \( \Lambda_{n,k}^0 \), for \( n,k \in \mathbb{N} \), is a double eigenvalue of the limit problem in \( \Theta \), i.e. \( \Lambda_{n,k}^0 = \Lambda_{n,ka}^0 \). We denote by \( \Lambda_{n,kc}^0 \) and \( \Lambda_{n,ks}^0 \) the double eigenvalue corresponding to the cosine and sine eigenfunctions respectively. The explicit expression of \( \Lambda_{n,k}^0 \) and \( U_{\Theta,n}^0 \) leads us to compute the first-order correction term of the asymptotic expansion of \( \Lambda_{n,k}^0(\eta) \) (see formula (2.29) in the case of a simple eigenvalue \( \Lambda_{n,k}^0 \) and formula (2.30) in the case of a multiple eigenvalue \( \Lambda_{n,k}^0 \)). This combined with Theorem 3.1 provides an asymptotic estimate of the length of spectral bands \( B_{n,k}^0 \). We show that the length of \( B_{n,k}^0 \) is of order \( \varepsilon^{2m} \), for \( m \in (0,1/2) \), for any \( k \in \mathbb{N} \) and for \( n \in \mathbb{N} \cup \{0\} \) expect for \( n = 4,8,12,\ldots \) (see Corollary 3.3). In the latter case, further investigation of higher order terms of the ansatz of \( \Lambda_{n,k}^0(\eta) \) is to carry out and it is left as an open question to be considered. However, the results loses to be explicit and to make conclusions one needs to provide numeric computations.

In view of the particular position of the zeros of the Bessel function and consequently of the sequence (1.19), we do not provide a complete result of the existence of spectral gaps \( G_n^0 \) (see Figure 2). More specifically, we only prove the existence of the spectral gaps \( G_n^0 \) between bands generated by eigenvalues \( \Lambda_{n,k}^0(\eta) \) whose leading term is the simple eigenvalue \( \Lambda_{n,1}^0(\eta) \) and the double one \( \Lambda_{1,1}^0(\eta) \), the double eigenvalue \( \Lambda_{k,n}^0(\eta) \) and the simple one \( \Lambda_{1,2}^0(\eta) \), the simple eigenvalue \( \Lambda_{2,1}^0(\eta) \) and the double one \( \Lambda_{3,1}^0(\eta) \) and finally the double eigenvalues \( \Lambda_{3,1}^0(\eta) \) and \( \Lambda_{1,2}^0(\eta) \) (see Corollary 3.3). We highlight that, up to now, we can not detect a gap between the spectral bands generated by eigenvalues whose leading terms are double eigenvalues, i.e. \( \Lambda_{n,kc}^0 = \Lambda_{n,ka}^0 \), for \( n,k \in \mathbb{N} \) as well as between the spectral bands \( B_{n,k}^0 \) and \( B_{n,k}^0 \) (see Figure 2) since an analysis of higher order terms of asymptotic expansions of \( \Lambda(\eta) \) is needed and it is left as an open problem.

1.2 A short review

The detection of spectral gaps in scalar problems have investigated in [4] [10] [11] [17] [23].
Figure 2: The spectrum \(\sigma_{\varepsilon}\) of the limit problem in \(\Theta\) and the band-gap structure of the spectrum \(\sigma_{\varepsilon}\). Here, for \(k \in \mathbb{N}\), \(B_{0,k}\) denotes the band associated to \(\Lambda_{0,k}(\eta)\), \(B_{\varepsilon n,kc}\) and \(B_{\varepsilon n,ks}\) are the bands related to \(\Lambda_{\varepsilon n,kc}(\eta)\) and \(\Lambda_{\varepsilon n,ks}(\eta)\), for \(n, k \in \mathbb{N}\). The question points ? indicate that, up to now, we do not know if the bands \(B_{\varepsilon n,kc}\) and \(B_{\varepsilon n,ks}\) overlap or are disjoint. Moreover, a further investigation of higher order term is requested to detect the opening of a spectral gap between \(B_{1,1s}\) and \(B_{2,1c}\).

Inhomogeneous plane touch each other at cusp points and the same occurs for the soft fragments which also have geometric irregularities due to cuspidal points. In [20] the authors have shown the appearance of the gaps in the spectrum of the Dirichlet and the Neumann problems for the Laplace operator in the plane \(\mathbb{R}^2\) perforated by a double-periodic family of circular and isolated holes located at a small distance and forming thin ligaments. In other words, the interface is smooth. In [7] the appearance of the gaps has been done in a more general geometrical settings but for Dirichlet conditions only.

In the case of waveguides, the appearance of spectral gaps forbids the wave propagation in the corresponding frequency range. In the literature, there are numerous treatments on the propagation of waves through periodic structures. Two approaches are usually used in order to detect the opening of the gaps: by studying the asymptotic behaviour of eigenvalues of the model problem on a periodicity cell or by seeking for the location of the eigenvalues by means of specific weight estimates, such as the Hardy inequality and the max-min principle. In [6, 8, 18] the first approach is used to detect spectral gaps, while in [16, 19] the second method is applied. In [20] the authors have adopted both approaches: the asymptotic method is used for analysing the spectrum of the Dirichlet problem but a priori estimates of eigenfunctions of the Neumann problem on thin ligaments are necessary to localize the eigenvalues.

The paper is organized as follows. In Section 2 we present the variational formulation of the model problem (1.7)-(1.11) in the periodicity cell \(\omega_{\varepsilon}\) and we discuss the formal asymptotic ansätze of the eigenpairs for \(m \in (0, 1/2)\). In Section 3 we discuss the justification procedure. Moreover, we provide the length of the spectral bands \(B_{n,k}\) and we detect the opening of the spectral gaps \(G_{\varepsilon}\).

# 2 Formal asymptotic analysis in the case \(0 < m < 1/2\)

## 2.1 The model problem in the periodicity cell

Let \(L^2(\Theta)\) and \(L^2(Q \setminus \Theta)\) be the complex Lebesgue spaces on \(\Theta\) and \(Q \setminus \Theta\) endowed with the scalar product \((\cdot, \cdot)_\Theta\) and \((\cdot, \cdot)_{Q \setminus \Theta}\) respectively and let \(\mathcal{H}_0(\omega_{\varepsilon})\) be the space of functions in \(H^1(\omega_{\varepsilon})\) satisfying the periodicity conditions (1.10). The
We look for a solution of the problem (2.8)-(2.9) in the form

\[ ((\nabla_x + i\eta)U^\varepsilon_\Theta, (\nabla_x + i\eta)V_\Theta) + \varepsilon^{-1}((\nabla_x + i\eta)U^\varepsilon_{Q \setminus \Theta}, (\nabla_x + i\eta)V_{Q \setminus \Theta}) = \Lambda^\varepsilon(\eta) \left( (U^\varepsilon_\Theta, V_\Theta) + \varepsilon^{-2m}(U^\varepsilon_{Q \setminus \Theta}, V_{Q \setminus \Theta}) \right), \]

(2.1)

for all \( V \in H_o(\omega_\Theta) \). Due to closedness and positiveness of the sesquilinear form on the left-hand side of (2.1) and thanks to the compactness of the embedding \( H_o(\omega_\Theta) \subset L^2(\omega_\Theta) \), the operator \( \Lambda^\varepsilon(\eta) \) associated to the problem (2.1) is positive, self-adjoint and has a discrete spectrum, given by (1.6). We assume that the eigenfunctions \( U^\varepsilon(\cdot, \eta) = (U^\varepsilon_\Theta(\cdot, \eta), U^\varepsilon_{Q \setminus \Theta}((\cdot, \eta)) \) associated with the identity (2.1) are subject to the orthonormalization conditions

\[ (U^\varepsilon_{\Theta, n}, U^\varepsilon_{\Theta, m})_\Theta + \varepsilon^{-2m}(U^\varepsilon_{Q \setminus \Theta, n, m})_{Q \setminus \Theta} = \delta_{n,m}, \quad \text{for } n, m \in \mathbb{N}, \]

(2.2)

where \( \delta_{n,m} \) is the Kronecker symbol. Following similar arguments of [5] and in view of the orthonormalization conditions (2.2), we perform the replacement

\[ V^\varepsilon_\Theta(x, \eta) := U^\varepsilon_\Theta(x, \eta), \quad V^\varepsilon_{Q \setminus \Theta}(x, \eta) := \varepsilon^{-m}U^\varepsilon_{Q \setminus \Theta}(x, \eta). \]

Hence, the differential equations (1.7)-(1.8) remain invariable as well as the periodicity conditions (1.10)-(1.11), while the transmission conditions become

\[ \varepsilon^m V^\varepsilon_{Q \setminus \Theta}(x, \eta) = \varepsilon^{-m}V^\varepsilon_{Q \setminus \Theta}(x, \eta), \quad x \in \Gamma, \]

(2.3)

\[ \varepsilon^{-1}\nu \cdot (\nabla_x + i\eta) V^\varepsilon_{Q \setminus \Theta}(x, \eta) = \nu \cdot (\nabla_x + i\eta) V^\varepsilon_{\Theta}(x, \eta), \quad x \in \Gamma. \]

(2.4)

Thanks to results obtained in [5] where a similar problem for the Laplace operator has been studied for \( m \in (0, 1/2) \), we search for the asymptotic ansätze of eigenvalues \( \Lambda^\varepsilon \) and eigenfunctions \( \{V^\varepsilon_\Theta, V^\varepsilon_{Q \setminus \Theta}\} \) of the form

\[ \Lambda^\varepsilon(\eta) = \Lambda^0(\eta) + \varepsilon^{2m} \Lambda^1(\eta) + \cdots, \]

(2.5)

\[ V^\varepsilon_\Theta(x, \eta) = V^0_\Theta(x, \eta) + \varepsilon^{2m}V^1_\Theta(x, \eta) + \cdots, \quad x \in \Theta, \]

(2.6)

\[ V^\varepsilon_{Q \setminus \Theta}(x, \eta) = \varepsilon^{-m}V^0_{Q \setminus \Theta}(x, \eta) + \varepsilon^{1-m}V^1_{Q \setminus \Theta}(x, \eta) + \cdots, \quad x \in Q \setminus \Theta. \]

(2.7)

Note that the above expansions depend also on the dual variable \( \eta \in [-\pi, \pi]^2 \). In order to find the leading and the first-order correction terms, we insert (2.5)-(2.7) into problem (1.7)-(1.8) combined with the new transmission conditions (2.3)-(2.4), and we collect the coefficients of the same powers of \( \varepsilon \), obtaining the desired boundary value problems. Note that the feature of the geometry of the inhomogeneous plane enable us to regard the hard and the weakly connected soft fragments as isolated and independent since they touch at the cusp points only.

### 2.2 Problem satisfied by \( V^0_\Theta \)

The leading term \( V^0_\Theta \) in (2.6) solves the spectral problem

\[ -(\nabla_x + i\eta)^2V^0_\Theta(x, \eta) = \Lambda^0(\eta)V^0_\Theta(x, \eta), \quad x \in \Theta, \]

(2.8)

\[ V^0_\Theta(x, \eta) = 0, \quad x \in \Gamma. \]

(2.9)

We look for a solution of the problem (2.8)-(2.9) in the form

\[ V^0_\Theta(x, \eta) := \varepsilon^{-i\eta^2}Q^0_\Theta(x, \eta). \]
Then, $\mathcal{V}_\Theta^0(x, \eta)$ is a solution to the problem
\begin{align}
-\Delta \mathcal{V}_\Theta^0(x, \eta) &= \Lambda^0(\eta) \mathcal{V}_\Theta^0(x, \eta), \quad x \in \Theta, \quad (2.10) \\
\mathcal{V}_\Theta^0(x, \eta) &= 0, \quad x \in \Gamma. \quad (2.11)
\end{align}

The pair $(\Lambda^0(\eta), \mathcal{V}_\Theta^0(., \eta))$ is formed by eigenvalue and associated eigenfunction of the Dirichlet Laplacian in the disk $\Theta$, hence they are independent of parameter $\eta$. In the sequel, we simply write $\mathcal{V}_\Theta^0$ in place of $\mathcal{V}_\Theta^0(n, \eta)$.

Thanks to the link between the Bessel functions and eigenpairs of the Dirichlet Laplacian (see [3, 23]), we know that the eigenfunctions $\mathcal{V}_\Theta^0_{n,k}$ are given by the Bessel functions $J_n$ of the first kind and the eigenvalues $\Lambda^0_{n,k}$ are the corresponding positive zeros $j_{n,k}$, for $n \in \mathbb{N} \cup \{0\}$ and $k \in \mathbb{N}$. In other words,
\begin{align}
\Lambda^0_{0,k} &= 4j_{0,k}^2, \quad \mathcal{V}^0_{0,k}(r) = J_0(2j_{0,k}r), \quad \text{for } k \in \mathbb{N}, \quad (2.12) \\
\Lambda^0_{n,k} &= 4j_{n,k}^2, \quad \mathcal{V}^0_{n,k}(r, \theta) = J_n(2j_{n,k}r) (C_c \cos(n\theta) + C_s \sin(n\theta)), \quad \text{for } n, k \in \mathbb{N}, \quad (2.13)
\end{align}

where $C_c$ and $C_s$ are arbitrary constants and $(r, \theta)$ are the polar coordinates. Recall that for fixed $n \in \mathbb{N} \cup \{0\}$, $J_n$ has an infinite number of positive real zeros $j_{n,k}$, for $k \in \mathbb{N}$, and any two different Bessel functions $J_n$ and $J_l$ do not get common roots except for $j_{n,0} = j_{l,0} = 0$, for $n, l \in \mathbb{N}$ (see [1]). Therefore, the spectrum of the problem (2.8)-(2.9), being independent of the Floquet parameter $\eta$, consists of the sequence (1.18).

### 2.3 Problem satisfied by $V_{Q\setminus \Theta}^0$

The leading term $V_{Q\setminus \Theta}^0$ of the expansion (2.7) is a solution of the problem
\begin{align}
-(\nabla_x + i\eta)^2 V_{Q\setminus \Theta}^0(x, \eta) &= 0, \quad x \in Q \setminus \Theta, \\
\nu \cdot (\nabla_x + i\eta) V_{Q\setminus \Theta}^0(x, \eta) &= 0, \quad x \in \Gamma. 
\end{align}

We look for a solution of the form
\[ V_{Q\setminus \Theta}^0(x, \eta) := e^{-i\eta \cdot x} \mathcal{V}_{Q\setminus \Theta}^0(x, \eta). \]

The function $\mathcal{V}_{Q\setminus \Theta}^0$ satisfies the boundary value problem
\begin{align}
-\Delta \mathcal{V}_{Q\setminus \Theta}^0(x, \eta) &= 0, \quad x \in Q \setminus \Theta, \quad (2.14) \\
\partial_\nu \mathcal{V}_{Q\setminus \Theta}^0(x, \eta) &= 0, \quad x \in \Gamma. \quad (2.15)
\end{align}
Note that the set $Q \setminus \Theta$ is disconnected in $\omega_{\Theta}$. However, thanks to the periodicity conditions, we can switch periodicity cell from $\omega_{\Theta}$ to $\omega_{\gamma}$ such that the set $Q \setminus \Theta$ turns into a connected set $\Upsilon$ in $\omega_{\gamma}$ (see Figure 2). Hence, solving a boundary value problem in $Q \setminus \Theta$ together with periodicity conditions is equivalent to solve the same boundary value problem in the connected set $\Upsilon$ without the periodicity conditions. This allows us to deal with problems in the periodicity cell $\omega_{\gamma}$ using the classical Sobolev spaces on the connected set $\Upsilon$.

Let $Q_{\Theta}^k$ and $Q_{\Upsilon}^k$ be defined by

$$Q_{\Theta}^k := \{x = (x_1, x_2) \in \omega_k : 0 < x_j \leq 1/2, j = 1, 2\},$$

$$Q_{\Theta}^2 := \{x = (x_1, x_2) \in \omega_k : -1/2 \leq x_1 < 0, 0 < x_2 \leq 1/2\},$$

$$Q_{\Theta}^3 := \{x = (x_1, x_2) \in \omega_k : -1/2 \leq x_j < 0, j = 1, 2\},$$

$$Q_{\Theta}^4 := \{x = (x_1, x_2) \in \omega_k : 0 < x_1 \leq 1/2, -1/2 \leq x_2 < 0\},$$

for $k = \Theta, \Upsilon$. We define the map $\hat{x} = T(x)$ where $T : \omega_{\Theta} \rightarrow \omega_{\Upsilon}$ is defined by

$$(x_1, x_2) \in Q_{\Theta}^k \Rightarrow T(x_1, x_2) := (x_1 - 1/2, x_2 - 1/2) \in Q_{\Upsilon}^1, \quad (2.16)$$

$$(x_1, x_2) \in Q_{\Theta}^2 \Rightarrow T(x_1, x_2) := (x_1 + 1/2, x_2 - 1/2) \in Q_{\Upsilon}^2,$$

$$(x_1, x_2) \in Q_{\Theta}^3 \Rightarrow T(x_1, x_2) := (x_1 + 1/2, x_2 + 1/2) \in Q_{\Upsilon}^1,$$

$$(x_1, x_2) \in Q_{\Theta}^4 \Rightarrow T(x_1, x_2) := (x_1 - 1/2, x_2 + 1/2) \in Q_{\Upsilon}^2. \quad (2.17)$$

This implies that $T$ maps the function $V_{Q \setminus \Theta}^0(x, \eta)$, for $x \in Q \setminus \Theta$, in the function $V_{\Upsilon}^0(\hat{x}, \eta)$, for $\hat{x} \in \Upsilon$. Now, we look for

$$V_{\Upsilon}^0(\hat{x}, \eta) := e^{-i\eta \cdot \hat{x}} \mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta). \quad (2.18)$$

The function $\mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta)$ satisfies the same problem as $\mathfrak{B}^0_{Q \setminus \Theta}(x, \eta)$ but on different region, i.e.

$$\begin{align*}
-\Delta \mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta) &= 0, \quad \hat{x} \in \Upsilon, \\
\partial_{\nu} \mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta) &= 0, \quad \hat{x} \in \Gamma_{\Upsilon},
\end{align*}$$

with $\Gamma_{\Upsilon} := \partial \Upsilon$. Hence, due to the connectedness of $\Upsilon$, $\mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta)$ is a constant function with respect to the variables $\hat{x}$, i.e.

$$\mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta) = c^0(\eta). \quad (2.19)$$

In light of the definition (2.16)-(2.17) of the map $T$ and due to (2.18), we get that

$$V_{Q \setminus \Theta}^0(x, \eta) = V_{\Upsilon}^0(\hat{x}, \eta) = e^{-i\eta \cdot \hat{x}} \mathfrak{B}^0_{\Upsilon}(\hat{x}, \eta) = e^{-i\eta \cdot \hat{x}} c^0(\eta). \quad (2.20)$$

In view of (2.16)-(2.17), it is easy to check that

$$e^{-i\eta \cdot \hat{x}} = e^{-i\eta \cdot x} g_x(\eta),$$

where $g_x(\eta)$ is defined by

$$g_x(\eta) := \begin{cases} 
  e^{i(n_1/2 + n_2/2)}, & x \in Q_{\Theta}^1, \\
  e^{-i(n_1/2 + n_2/2)}, & x \in Q_{\Theta}^2, \\
  e^{-i(n_1/2 - n_2/2)}, & x \in Q_{\Theta}^3, \\
  e^{i(n_1/2 - n_2/2)}, & x \in Q_{\Theta}^4.
\end{cases} \quad (2.21)$$

This combined with (2.20) implies that

$$V_{Q \setminus \Theta}^0(x, \eta) = g_x(\eta)e^{-\eta \cdot x} c^0(\eta).$$
2.4 Problem satisfied by $V^1_{Q \cap \Theta}$

The first-order correction term $V^1_{Q \cap \Theta}$ in (2.7) is a the solution to the problem

$$-(\nabla_x + i\eta)^2 V^1_{Q \cap \Theta}(x, \eta) = \Lambda^0 V^0_{Q \cap \Theta}(x, \eta), \quad x \in Q \setminus \Theta,$$

$$\nu \cdot (\nabla_x + i\eta)V^1_{Q \cap \Theta}(x, \eta) = \nu \cdot (\nabla_x + i\eta)V^0_{\Theta}(x), \quad x \in \Gamma.$$

Thanks to the map $T$ given by (2.16)-(2.17), we know that $V^1_{Q \cap \Theta}(x, \eta) = V^1_{X}(\hat{x}, \eta)$.

Hence, we look for a solution $V^1_{X}$ of the form

$$V^1_{X}(\hat{x}, \eta) = e^{-i\eta \cdot \hat{x}} \mathcal{W}^1_{X}(\hat{x}, \eta).$$

The function $\mathcal{W}^1_{X}(\hat{x}, \eta)$ satisfies the boundary value problem

$$-\Delta \mathcal{W}^1_{X}(\hat{x}, \eta) = \Lambda^0 e^0(\eta), \quad \hat{x} \in \mathcal{Y}, \quad (2.22)$$

$$\partial_n \mathcal{W}^1_{X}(\hat{x}, \eta) = g_x^{-1}(\eta) \partial_n \mathcal{W}^0_{n,k}(\hat{x}), \quad \hat{x} \in \mathcal{\Gamma}, \quad (2.23)$$

for $n \in \mathbb{N} \cup \{0\}$ and for $k \in \mathbb{N}$, where $g^{-1}$ is the inverse of the map $g$ defined by (2.21) and $e^0(\eta)$ is given by (2.19). The compatibility condition to the problem (2.22)-(2.23) reads as

$$\int_{\mathcal{Y}} \Lambda^0_{n,k} e^0(\eta) d\mathbf{x} = -\int_{\mathcal{\Gamma}} g_x^{-1}(\eta) \partial_n \mathcal{W}^0_{n,k}(\hat{x}) d\mathbf{s}, \quad \text{for } n \in \mathbb{N} \cup \{0\}, k \in \mathbb{N},$$

which implies that the constant $e^0(\eta)$ is given by

$$e^0(\eta) := -\frac{1}{\Lambda^0_{n,k}(1-\pi/4)} \int_{\mathcal{\Gamma}} g_x^{-1}(\eta) \partial_n \mathcal{W}^0_{n,k}(\hat{x}) d\mathbf{s}, \quad \text{for } n \in \mathbb{N} \cup \{0\}, k \in \mathbb{N}. \quad (2.24)$$

2.4.1 Simple eigenvalues

We assume that $n = 0$. Recall that the derivative of the Bessel function $J_0$ is given by the formula (see e.g. [3, Chapter VI])

$$\frac{d}{dx} J_0(x) = -J_1(x).$$

In view of the definition of the function (2.21) and due to the formulas (2.12), from the equality (2.24) we deduce that

$$e^0_{0,k}(\eta) = -\frac{1}{\Lambda^0_{n,k}(1-\pi/4)} \frac{d}{dr} J_0(2j_{0,k} r) \bigg|_{r=1/2} \left( \int_0^{\pi/2} e^{i(n_1/2+n_2/2)} d\theta + \int_{\pi/2}^{\pi} e^{-i(n_1/2-n_2/2)} d\theta \right) + \int_{\pi/2}^{3\pi/2} e^{-i(n_1/2+n_2/2)} d\theta + \int_{3\pi/2}^{2\pi} e^{i(n_1/2-n_2/2)} d\theta$$

$$= \frac{1}{\Lambda^0_{n,k}(1-\pi/4)} \pi j_{0,k} J_1(j_{0,k}) \left( e^{i(n_1/2+n_2/2)} + e^{-i(n_1/2-n_2/2)} + e^{-i(n_1/2+n_2/2)} + e^{i(n_1/2-n_2/2)} \right)$$

$$= \frac{\pi}{\Lambda^0_{n,k}(1-\pi/4)} j_{0,k} \left[ e^{in_1/2} + e^{-in_1/2} \right] \left[ e^{in_2/2} + e^{-in_2/2} \right] J_1(j_{0,k})$$

$$= \frac{\pi}{j_{0,k}(1-\pi/4)} J_1(j_{0,k}) \cos \left( \frac{n_1}{2} \right) \cos \left( \frac{n_2}{2} \right), \quad \text{for } k \in \mathbb{N}. \quad (2.25)$$
2.4.2 Multiple eigenvalues

Now, assume that \( n \in \mathbb{N} \). Recall that the derivative of the Bessel function \( J_n(x) \) is given by the recurrence formula (see e.g. [3] Chapter VI)

\[
\frac{d}{dx} J_n(x) = \frac{1}{2} (J_{n-1}(x) - J_{n+1}(x)).
\]

Then, in view of the definition (2.13), a direct computation yields

\[
e^0_{n,k}(\eta) = - \frac{1}{\Lambda_{n,k}^0(1 - \pi/4)} \frac{d}{dx} J_n(2j_{n,k}r)|_{r=1/2} \left( \int_0^{\pi/2} e^{i(\eta_1/2 + \eta_2/2)}(C_c \cos(n\theta) + C_s \sin(n\theta))d\theta \right.
\]

\[
+ \int_{\pi/2}^{\pi} e^{-i(\eta_1/2 + \eta_2/2)}(C_c \cos(n\theta) + C_s \sin(n\theta))d\theta
\]

\[
+ \int_{3\pi/2}^{2\pi} e^{-i(\eta_1/2 - \eta_2/2)}(C_c \cos(n\theta) + C_s \sin(n\theta))d\theta
\]

\[
= \begin{cases} 
0, & n = 4, 8, 12, \ldots, \\
\alpha_1, & n = 2, 6, 10, \ldots, \\
\alpha_2, & n = 1, 5, 9, \ldots, \\
\alpha_3, & n = 3, 7, 11, \ldots, 
\end{cases} \tag{2.26}
\]

where

\[
\alpha_1 := - \frac{4C_s}{\Lambda_{n,k}^0(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) \sin(\eta_1/2) \sin(\eta_2/2),
\]

\[
\alpha_2 := - \frac{2i}{\Lambda_{n,k}^0(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) \left( C_c \sin(\eta_1/2) \cos(\eta_2/2) + C_s \cos(\eta_1/2) \sin(\eta_2/2) \right),
\]

\[
\alpha_3 := - \frac{2i}{\Lambda_{n,k}^0(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) \left( C_c \sin(\eta_1/2) \cos(\eta_2/2) - C_s \cos(\eta_1/2) \sin(\eta_2/2) \right).
\]

2.5 Problem satisfied by \( V_\Theta^1 \)

The first-order correction term \( V_\Theta^1 \) verifies the problem

\[
-(\nabla_x + i\eta)^2 V_\Theta^1(x, \eta) - \Lambda_\Theta^0 V_\Theta^1(x, \eta) = \Lambda_\Theta^1(\eta) V_\Theta^0(x), \quad x \in \Theta,
\]

\[
V_\Theta^1(x, \eta) = V_{\Theta \setminus \Theta}^0(x, \eta), \quad x \in \Gamma.
\]

We look for \( V_\Theta^1 \) in the form

\[
V_\Theta^1(x, \eta) := e^{-i\eta \cdot x} \mathfrak{V}_\Theta^1(x, \eta),
\]

where \( \mathfrak{V}_\Theta^1 \) is a solution to

\[
-\Delta \mathfrak{V}_\Theta^1(x, \eta) - \Lambda_\Theta^0 \mathfrak{V}_\Theta^1(x, \eta) = \Lambda_\Theta^1(\eta) \mathfrak{V}_{\Theta \setminus \Theta}^0(x), \quad x \in \Theta, \tag{2.27}
\]

\[
\mathfrak{V}_\Theta^1(x, \eta) = g_\eta(\eta) c^0_{\Theta, k}(\eta), \quad x \in \Gamma, \tag{2.28}
\]

where \( c^0_{\Theta, k}(\eta) \) is given by formula (2.25) if \( n = 0 \) and (2.26) if \( n \in \mathbb{N} \).

Recall that \( \mathfrak{V}_\Theta^1(x, \eta) = g_\eta(\eta) c^0_{\Theta, k}(\eta) \) on \( \Gamma \). In the case of simple eigenvalues \( \Lambda_0^0, \)
for $k \in \mathbb{N}$, the Fredholm alternative leads us to a single compatibility condition

$$
\Lambda_{0,k}^1(\eta)(\mathcal{V}_{0,k}^0, \mathcal{V}_{0,k}^0)_{\Theta} = \int_{\Gamma} g_x(\eta) c_{0,k}(\eta) \frac{d}{dr} \mathcal{V}_{0,k}^0(r) d\theta \\
= \frac{d}{dr} J_{0,k}(2j_{0,k}) \bigg|_{r=1/2} \int_{\Gamma} g_x(\eta) c_{0,k}^0(\eta) d\theta \\
= 2j_{0,k} J_{1,k}(j_{0,k}) \frac{\pi}{4} \cos \left( \frac{\eta_1}{2} \right) \cos \left( \frac{\eta_2}{2} \right) \\
= \frac{2\pi}{1 - \pi/4} \left( J_{1,k}(j_{0,k}) \cos \left( \frac{\eta_1}{2} \right) \cos \left( \frac{\eta_2}{2} \right) \right). 
$$

(2.29)

Assume, now, that $\Lambda_{0,k}^0$ is an eigenvalue with multiplicity two. For convenience, we denote the corresponding eigenfunctions by

$$
\mathcal{V}_{n,kc}^0(r, \theta) := J_n(2j_{n,kr}) \cos(n\theta), \quad \mathcal{V}_{n,kc}^0(\eta) := J_n(2j_{n,kr}) \sin(n\theta).
$$

Hence, we predict that the term $\mathcal{V}_{n,kc}^0(r, \theta)$ takes the form

$$
\mathcal{V}_{n,kc}^0(r, \theta) := a^h_n \mathcal{V}_{n,kc}^0(r, \theta) + a^s_n \mathcal{V}_{n,kc}^0(r, \theta), \quad \text{for } h = c, s,
$$

i.e. it is a linear combination of the eigenfunctions $\mathcal{V}_{n,kc}^0$ and $\mathcal{V}_{n,kc}^0$. We require that the vector $a^h = (a^h_n, a^s_n) \in \mathbb{C}^2$ satisfies the orthonormalization condition

$$(a^h, a^s) = a^h_n \overline{a^c_n} + a^s_n \overline{a^s_n} = \delta_{h\ell}, \quad \text{for } h, \ell = c, s.
$$

Therefore, $\mathcal{V}_{0,k}^0 = \mathcal{V}_{n,kc}^0$ verifies the problem

$$
-\Delta \mathcal{V}_{n,kc}^0(x, \eta) - \Lambda_{n,k}^0 \mathcal{V}_{n,kc}^0(x, \eta) = \Lambda_{n,k}^1 \mathcal{V}_{n,kc}^0(x, \eta), \quad x \in \Theta,
$$

$$
\mathcal{V}_{n,kc}^0(x, \eta) = g_x(\eta) c_{0,k}^0(\eta), \quad x \in \Gamma.
$$

Then, the Fredholm alternative leads us to the two compatibility conditions

$$
\Lambda_{n,kc}^1(\eta)(\mathcal{V}_{n,kc}^1(x, \eta), \mathcal{V}_{n,kc}^0) = (\partial \mathcal{V}_{n,kc}^0, \mathcal{V}_{n,kc}^1)_{\Gamma}, \quad \text{for } \ell = c, s.
$$

In the algebraic form, $\Lambda_{n,kc}^1$ and $\Lambda_{n,kc}^1$ are eigenvalues with corresponding eigenvectors $a^c$ and $a^s$ of the matrix

$$
M := \frac{1}{j_{n,k}(1 - \pi/4)} \left( J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k}) \right) \\
\times \left( \begin{array}{cc}
\int_{\Gamma} g_x(\eta) \cos(n\theta) d\theta & \int_{\Gamma} g_x(\eta) \cos(n\theta) d\theta \\
\int_{\Gamma} g_x(\eta) \sin(n\theta) d\theta & \int_{\Gamma} g_x(\eta) \sin(n\theta) d\theta
\end{array} \right).
$$

Therefore, it is easy to check that the eigenvalues of $M$ are given by

$$
\Lambda_{n,kc}^1(\eta) = 0, \quad \Lambda_{n,kc}^1(\eta) = \text{tr}(M),
$$

where the trace of $M$ is

$$
\Lambda_{n,kc}^1(\eta) := \frac{1}{j_{n,k}(1 - \pi/4)} \left( J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k}) \right) \\
\times \left( \begin{array}{cc}
\frac{a_n^c}{n} \sin^2 \left( \frac{\eta_1}{2} \right) \sin^2 \left( \frac{\eta_2}{2} \right), & n = 4, 8, 12, \ldots \\
-\frac{16}{\pi^2} \left( \sin^2 \left( \frac{\eta_1}{2} \right) \cos^2 \left( \frac{\eta_2}{2} \right) + \cos^2 \left( \frac{\eta_1}{2} \right) \sin^2 \left( \frac{\eta_2}{2} \right) \right), & n \text{ odd}
\end{array} \right)
$$

(2.30)
3 Asymptotic structure of the spectrum

3.1 Justification

In this section we comment on the justification of the constructed formal asymptotics. Our aim is to exploit the results obtained in [5], where a similar problem for the Laplace operator is dealt with. To reach this goal, we make some changes to our previous analysis: a new version of periodicity cell must be introduced and the Laplace operator and the "pure" normal derivative are required in the model problem to handle the same problem involved in [5]. In order to recover the geometry adopted in [5], we choose an alternative periodicity cell such that all the cusps lie in the interior of the cell. More specifically, we translate the unit square $Q = (-1/2, 1/2)^2$ of vector $(1/4, 3/4)$ obtaining $Q' = (-1/4, 3/4) \times (1/4, 5/4)$. Then, the new periodicity cell $\omega$ is defined by $\Xi \cup (\omega \setminus \Xi)$, where $\Xi := Q' \cap \Omega$ (see Figure 4). Choosing $\omega$ as a periodicity cell and applying the equivalent version of the Gelfand transform (1.13) to the problem (1.1)-(1.2), we obtain that the model problem (1.7)-(1.9) along with the periodicity conditions (1.10)-(1.11) turns into the model problem (1.14)-(1.15) together with the quasi-periodicity conditions (1.16)-(1.17). The integral identity of (1.14)-(1.17) reads as

$$
(\nabla_x G_{\Xi}^\varepsilon, \nabla_x \psi_{\Xi})_\Xi - \varepsilon^{-1}(\nabla_x G_{\omega \setminus \Xi}^\varepsilon, \nabla_x \psi_{\omega \setminus \Xi})_{\omega \setminus \Xi} = \Lambda^\varepsilon(\eta) \left( (G_{\Xi}^\varepsilon, \psi_{\Xi})_\Xi + \varepsilon^{-2m}(G_{\omega \setminus \Xi}^\varepsilon, \psi_{\omega \setminus \Xi})_{\omega \setminus \Xi} \right),
$$

(3.1)

for any $\psi \in H^1_{qp}$, where $H^1_{qp}$ denotes the subspaces of the Sobolev space $H^1(\omega)$ satisfying the quasi-periodicity conditions (1.16) for $\eta \in [-\pi, \pi)^2$. Since the sesquilinear form on the left-hand side of (3.1) is closed and positive and due to compactness of the embedding $H^1_{qp} \subset L^2(\omega)$, the operator $A^\varepsilon_{qp}(\eta)$ associated to (3.1) is positive, self-adjoint and its spectrum is discrete and consists of the sequence (1.6).

We predict that the formal asymptotic expansions of the eigenpairs $(\Lambda^\varepsilon, \{G_{\Xi}^\varepsilon, G_{\omega \setminus \Xi}^\varepsilon\})$ take the form (2.5)-(2.7). However, the boundary value problems satisfied by the terms involved in the ansätze are different. Indeed, since the two versions of the Gelfand transform (1.12) and (1.13) are linked by the relationship $U(x, \eta) = e^{-i\eta \cdot x} G(x, \eta)$, we deduce that the leading and the first-correction terms of the expansions of $G_{\Xi}^\varepsilon$ satisfy the problems (2.10)-(2.11) and (2.27)-(2.28), while the leading term and the
In this subsection, we provide an asymptotic estimate of the length of the spectral bands.

For any parameters $\eta \in [-\pi, \pi]^2$ of the Gelfand transform (1.12), the eigenvalues $\Lambda_{n,k}^\varepsilon$ of the problem (1.7)-(1.9) along with the periodicity conditions (1.10)-(1.11) in the periodicity cell $\omega_0$ and the eigenvalues $\Lambda_{n,k}^0$ of the limit problem (2.8)-(2.9) are related as follows

$$|\Lambda_{n,k}^\varepsilon(\eta) - \Lambda_{n,k}^0 - \varepsilon^{2m} \Lambda_{n,k}^1(\eta)| \leq C_{n,k} \varepsilon^\gamma, \quad \varepsilon \in (0, \varepsilon_{n,k}),$$

with $\gamma = \min\{3m, 1\}$ and $C_{n,k} := \max_{\eta \in [-\pi, \pi]^2} C_{n,k}(\eta)$.

### 3.2 On the bands and the gaps

In this subsection, we provide an asymptotic estimate of the length of the spectral bands $B_{n,k}^\varepsilon$, and we discuss the opening of the spectral gaps $g^\varepsilon$.

From Theorem 3.1 and formulas (2.29) and (2.30), it follows the next corollary about the length of spectral bands.

**Corollary 3.2.** For $k \in \mathbb{N}$, the lengths $L_{n,k}^\varepsilon$ of the spectral bands are given by

$$L_{0,k}^\varepsilon = \varepsilon^{2m} \frac{2\pi}{1 - \pi/4} J_1^2(j_{0,k}) + O(\varepsilon^\gamma),$$

$$L_{n,k}^\varepsilon = \varepsilon^{2m} \frac{64}{j_{n,k}n^2(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) + O(\varepsilon^\gamma), \quad \text{for } n = 2, 6, 10, \ldots,$$

$$L_{n,k}^\varepsilon = \varepsilon^{2m} \frac{16}{j_{n,k}n^2(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) + O(\varepsilon^\gamma), \quad \text{for } n = \text{odd},$$

$$L_{n,k}^\varepsilon = O(\varepsilon^{2m}), \quad \text{for } n = 4, 8, 12, \ldots,$$

where $\gamma = \min\{3m, 1\}$.

**Proof.** From (2.29) and (2.30), we have

$$\Lambda_{0,k}^0 - C_{0,k} \varepsilon^\gamma \leq \Lambda_{0,k}^\varepsilon(\eta) \leq \Lambda_{0,k}^0 + \varepsilon^{2m} \frac{2\pi}{1 - \pi/4} J_1^2(j_{0,k}) + C_{0,k} \varepsilon^\gamma,$$

$$\Lambda_{n,k}^0 - C_{n,k} \varepsilon^\gamma \leq \Lambda_{n,k}^\varepsilon(\eta) \leq \Lambda_{0,k}^0 + \varepsilon^{2m} \left( \frac{64}{j_{n,k}n^2(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) \right) + C_{n,k} \varepsilon^\gamma,$$

for $n = 2, 6, 10, \ldots,$

$$\Lambda_{n,k}^0 - \varepsilon^{2m} \left( \frac{16}{j_{n,k}n^2(1 - \pi/4)} (J_{n-1}(j_{n,k}) - J_{n+1}(j_{n,k})) \right) - C_{n,k} \varepsilon^\gamma \leq \Lambda_{n,k}^\varepsilon(\eta) \leq \Lambda_{n,k}^0 + C_{n,k} \varepsilon^\gamma,$$

for $n = \text{odd},$

which implies the lengths of spectral bands.

Note that the lengths of the spectral bands $B_{n,k}^\varepsilon$ for $n = 4, 8, \ldots$ are not determined because of (2.30) and further computations of higher order terms in the ansätze of the eigenpairs $(\Lambda^\varepsilon, \{U_{1\varepsilon}, U_{2\varepsilon}(\varepsilon)\})$ are necessary.
Now, let us investigate the opening of the spectral gaps $G^\varepsilon$ in the band-gap structure of the spectrum (1.19) of the problem (1.17)-(1.11). Since the spectrum (1.18) is related to the zeros of the Bessel functions $J_n$, we can not give a complete result about the existence of the spectral gaps. More specifically, we detect the spectral gaps $G^\varepsilon$ only in the following cases: between bands generated by eigenvalues $\Lambda_{n,k}^\varepsilon(\eta)$ whose leading term is given by the simple eigenvalue $\Lambda_{0,1}^0(\eta)$ and the double one $\Lambda_{1,1}^0(\eta)$, the double eigenvalue $\Lambda_{2,1}^0(\eta)$ and the simple one $\Lambda_{0,2}^0(\eta)$, the simple eigenvalue $\Lambda_{0,2}^0(\eta)$ and the double one $\Lambda_{3,1}^0(\eta)$ and finally the double eigenvalues $\Lambda_{0,1}^0(\eta)$ and $\Lambda_{1,2}^0(\eta)$ (see Figure 2). The next result is a consequence of Theorem 3.1 and Corollary 3.2

**Corollary 3.3.** There exists $\varepsilon_0 > 0$ such that for any $(n, k, m, l) \in \{(0, 1, 1, 1), (2, 1, 0, 2), (0, 2, 3, 1), (3, 1, 1, 2)\}$ and for any $\varepsilon \in (0, \varepsilon_0)$, between the segments $B_{n,k}^\varepsilon$ and $B_{m,l}^\varepsilon$ of the spectrum of the problem (1.1)-(1.2), there is a gap 

$$(\Lambda_{n,k}^\varepsilon, \Lambda_{m,l}^\varepsilon),$$

whose endpoints

$$\Lambda_{n,k}^\varepsilon := \max\{\Lambda_{n,k}^\varepsilon(\eta) : \eta \in (-\pi, \pi]^2\}, \quad \Lambda_{m,l}^\varepsilon := \min\{\Lambda_{m,l}^\varepsilon(\eta) : \eta \in (-\pi, \pi]^2\},$$

satisfy the asymptotic formulas

$$|\Lambda_{n,k}^\varepsilon - \Lambda_{n,k}^0 - e^{2m}\Lambda_{n,k}^1| \leq \tilde{C}\varepsilon^\gamma,$$

$$|\Lambda_{m,l}^\varepsilon - \Lambda_{m,l}^0 - e^{2m}\Lambda_{m,l}^1| \leq \tilde{C}\varepsilon^\gamma,$$

where $\tilde{C} = \max\{C_{n,k}, C_{m,l}\}$ and

$$\Lambda_{n,k}^1 := \max\{\Lambda_{n,k}^1(\eta) : \eta \in (-\pi, \pi]^2\}, \quad \Lambda_{m,l}^1 := \min\{\Lambda_{m,l}^1(\eta) : \eta \in (-\pi, \pi]^2\}.$$

Now, consider $\Lambda_{1,1}^0(\eta)$ and $\Lambda_{2,1}^\varepsilon(\eta)$. Thanks to Corollary 3.2 we have that

$$\Lambda_{1,1}^0(\eta) \leq \Lambda_{2,1}^\varepsilon(\eta) \leq \Lambda_{1,1}^0(\eta) + C_{1,1}\varepsilon^\gamma,$$

$$\Lambda_{2,1}^0(\eta) \geq \Lambda_{2,1}^\varepsilon(\eta) - C_{2,1}\varepsilon^\gamma.$$

Since $\Lambda_{1,1}^0 < \Lambda_{2,1}^0$, for small $\varepsilon$ there exists a gap between the bands $B_{1,1}^\varepsilon$ and $B_{2,1}^\varepsilon$. However, since the coefficients of $e^{2m}$ vanish, one should provide more terms of the asymptotic expansion of the eigenvalues $\Lambda_{1,1}^0(\eta)$ and $\Lambda_{2,1}^\varepsilon(\eta)$ as well as numeric computations in order to have more information about the length of the spectral gap. Moreover, if we consider further entries in the sequence (1.19), i.e.

$$\ldots < \Lambda_{1,2}^\varepsilon(\eta) \leq \Lambda_{1,2}^\varepsilon(\eta) < \Lambda_{1,1}^0(\eta) \leq \Lambda_{2,1}^0(\eta) < \Lambda_{2,2}^\varepsilon(\eta) \leq \Lambda_{2,2}^\varepsilon(\eta) \leq \ldots,$$

formula (2.30) combined with Corollary 3.2 does not enable us to conclude the existence of spectral gaps between the bands $B_{1,2}^\varepsilon$ and $B_{2,1}^\varepsilon$ as well as between $B_{1,1}^\varepsilon$ and $B_{2,2}^\varepsilon$. Indeed, we have that

$$\Lambda_{1,2}^\varepsilon(\eta) \leq \Lambda_{1,2}^0 + C_{1,2}\varepsilon^\gamma,$$

$$\Lambda_{2,1}^0 - C_{1,1}\varepsilon^\gamma \leq \Lambda_{2,1}^\varepsilon(\eta) \leq \Lambda_{2,1}^0 + C_{1,1}\varepsilon^\gamma,$$

$$\Lambda_{2,2}^0 + C_{2,2}\varepsilon^\gamma \leq \Lambda_{2,2}^\varepsilon(\eta).$$

which show that a further investigation of higher order terms in the asymptotic expansion of $\Lambda_{1,2}^\varepsilon(\eta)$, $\Lambda_{2,1}^\varepsilon(\eta)$ and $\Lambda_{2,2}^\varepsilon(\eta)$ is requested in order to detect the opening of spectral gaps and it is left as an open question.
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