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ABSTRACT

We consider the statistics of extreme ship motions in a nonlinear irregular wave field. While an accurate computation is possible by using a full Monte-Carlo method to cover all individual wave conditions, the computational cost may become prohibitively high (when coupled with high-fidelity simulations) due to the rareness of the extreme events. In this work, following existing methods of sequential sampling and wave group parameterization, we implement a framework incorporating nonlinear wave simulation and ship response CFD simulation, which allows the extreme ship motion statistics in nonlinear wave field to be computed efficiently. We test the validity of the framework for the cases of ship response calculated by a nonlinear roll equation, and show the importance of wave nonlinearity to the extreme response statistics. Finally, the framework is coupled with the CFD model to demonstrate its applicability to more realistic and general ship motion problems.

INTRODUCTION

Ship motions are excited in a stochastic environment of ocean waves. The extreme ship motions, usually significantly larger than the statistical average, can cause severe damage to ships. Reliable quantification and physical understanding of these extreme motion statistics is of vital importance to the survivability of ships, especially in high-sea states.

The extreme ship motions can be caused by different physical wave conditions. While extreme waves are generally recognized as an important factor, extreme motions can also be induced in moderate wave conditions through nonlinear wave-body interaction mechanisms. These wave-body interactions may lead to parametric roll resonance, surf-riding, broaching and other dynamical phenomena. A complete dynamical model for the extreme ship motion needs to account for the nonlinearity in both wave field and wave-ship interactions. With the increase of the computational power, it is now possible to simulate an individual extreme event with high fidelity (e.g., through the potential flow simulation for nonlinear wave fields and CFD for wave-ship interactions). However, the resolution of the extreme motion statistics requires a Monte-Carlo method of running CFD to sample the ensemble of all nonlinear wave realizations. This can become computationally intractable for irregular waves given the rarity of extreme events and the high-dimensional space of the wave field, which require a prohibitively large number of CFD simulations.

To obtain a practical solution of extreme ship motion statistics, earlier method (Söding and Tonguc, 1986) relies on linear extrapolation between $\ln(T)$ and $1/H_s^2$, with $T$ the failure return period and $H_s$ the significant wave height. However, this is later shown to result in under-estimation of $T$, i.e., conservative results (Shigunov, 2016). More recent (and robust) approaches mainly rely on the principle of separation (see review in Belenky et al., 2012), which splits the computation into rare (R) and non-rare (NR) sub-problems.

Within the category of R-NR approaches, the (Envelope) Peaks-Over-Threshold (POT or EPOT) method (McTaggart, 2000; Campbell et al., 2016; Weems et al., 2019) identifies the upcrossing rate over a moderate threshold $S_m$ in the NR problem, and extrapolates the distribution to a larger threshold based on the asymptotic extreme value theory in the R problem; the split-time method (Belenky et al., 2016, 2018) identifies the upcrossing rate and distribution of derivative process (say roll rate) at $S_m$ in the NR problem, and computes the probability of failure conditioning on the derivative process at $S_m$ in the R problem; The critical wave group approach (Themelis and Spyrou, 2007; Anastopoulos et al., 2016; Anastopoulos and Spyrou, 2016, 2019) uses the NR problem to evaluate the distribution of ship initial conditions encountering a wave group, and relates the extreme statistics to the probability of critical wave groups based on the Markov process of wave crest in the R problem. All three methods achieve certain levels of success. In particular, Belenky et al. (2018) addresses the validity of EPOT and split-
time methods; Positive results are reported for the critical wave group approach (Malara et al. 2014, Shigunov et al. 2019), with its experimental implementation discussed in Bassler et al. (2010ab, 2019, Anastopoulos et al. 2016).

In spite of the success of previous methods, an efficient method which incorporates the nonlinearity from both wave field and wave-body interactions is still lacking. In this paper, following recent methods of wave group parameterization (Cousins and Sapirstein 2016) and sequential sampling (Mohamad and Sapirstein 2018, Hu and Mahadevan 2016, Echard et al. 2011), we implement a framework which enables an efficient resolution of the statistics of extreme ship responses in irregular nonlinear wave fields. In addition to some algorithmic improvement on the existing methods, our framework allows the wave nonlinearity to be captured through ensemble simulations by high-order spectral method (Dommermuth and Yue 1987, West et al. 1987). We restrict the application of the framework to two-dimensional narrow-band wave field and define the ship motion statistics in terms of the maximum motion response in each (isolated) wave group (hereafter group-maximum motion statistics). The developed framework is benchmarked for its effectiveness in accurately resolving the group-maximum statistics in a problem where a roll equation is used to compute the group-maximum motion response. The effects of wave nonlinearity on extreme response statistics are illustrated in an example with an evolving nonlinear wave field. We finally demonstrate the coupling of the framework with CFD simulations to study the realistic roll-motion statistics of a two-dimensional square-shaped hull.

**COMPUTATIONAL FRAMEWORK**

Given a narrow-band (but otherwise arbitrary) wave spectrum and a certain ship geometry, the purpose of our computation is to resolve the probability distribution function (PDF) of the group-maximum ship motion with high precision on its tail part. An outline of the full (brute-force) computation is illustrated in Figure 1. In this process, the procedure of computing the ensemble of nonlinear wave fields from a given spectrum (a)-(b) can be accomplished by an ensemble run of the high-order spectral (HOS) method (Dommermuth and Yue 1987, West et al. 1987) starting from different initial random phase distributions. This is in essence a full Monte-Carlo method, which is computationally viable due to the highly efficient spectral algorithm in HOS. The difficulty in the computation of Figure 1 lies in the process from (b) to (d), where CFD simulations are used to sample the ensemble of nonlinear wave fields to resolve the motion PDF. Due to the high dimensionality of the wave fields and the rarity of the extreme motion response, a large number of CFD simulations are required to obtain converged statistics for the tail of the motion PDF. This can become computationally prohibitive for complex problems where each CFD simulation is already expensive.

To enable the computation in Figure 1, efficient algorithms have to be developed to realize the process from (b) to (d). We next describe two key methods for this purpose. In particular, we use a wave group parameterization technique to reduce the dimensionality of a narrow-band nonlinear wave field, and a sequential sampling to reduce the number of samples (in the low-dimensional space) to resolve the extreme motion statistics.

**Wave Group Parameterization**

Wave groups are structures with successive large waves embedded in random wave fields. The concept has been adopted to describe ocean waves in both deterministic and probabilistic ways. The linear deterministic models include the quasi-determinism (QD) theory (Boccotti 1997, 2008) and the rare wave group theory (Seyffert et al. 2016), which construct the deterministic wave profiles conditioning on the occurrence of extreme surface elevation. The nonlinear wave group model includes the celebrated Peregrine soliton (Peregrine 1983) as an analytical solution to the nonlinear Schrödinger equation for narrow-band water waves. Recently, a theory of hydrodynamic instanton (Dematteis et al. 2019) is also proposed to encompass the two approaches (QD and soliton) for a unified explanation of extreme waves.

On the probabilistic side, the statistics of wave groups (in terms of height, period and run length) is formulated by Longuet-Higgins (1957) through the spectral moments, and by Kimura (1980) through the correlation between the successive waves. In Longuet-Higgins (1984), it is shown that the results given by the two formulations are consistent for small bandwidth of the spectra. However, the validity of these approaches have not been fully tested for (strongly) nonlinear waves. To account for nonlinearity, it is desirable to parameterize (and compute the statistics of) the wave groups directly from data of surface elevations of a nonlinear wave field.

For this purpose, we first convert the wave elevation field $\eta(x)$ into an envelope process through the Hilbert transform (Shum and Melville 1984) (see Figure 2(a) for a typical case):

$$\eta(x) = \text{Re}\{\rho(x) e^{i k_0 x + i \phi(x)}\},$$

(1)
where \( \rho(x) \) is the envelope process, \( k_0 \) the carry wavenumber, and \( \phi(x) \) the phase modulation. Here, we restrict our method only to sufficiently narrow-band wave field where the low-dimensional structure in figure 2 (in particular the long group in \( \rho(x) \) and nearly constant \( \phi(x) \) in each group) can be clearly identified. Under this situation, each wave group of the envelope can be approximated by a localized Gaussian function:

\[
\rho_c(x) \sim A \exp \left(-\frac{(x-x_c)^2}{2L^2}\right)
\]

where \( A \) is the group amplitude, \( L \) the length scale and \( x_c \) the location of the group, \( \rho_c(x) \) the segment of the envelope \( \rho(x) \) in the vicinity of \( x_c \), corresponding to a wave group.

Our purpose here is to detect \( A \) and \( L \) for each wave group in the envelope \( \rho(x) \), so that a low-dimensional description of the (ensemble) wave field can be established in terms of the joint PDF of \( A \) and \( L \) (\( x_c \) is not important since the ship-motion response does not depend on \( x_c \)). Our method builds on Cousins and Sapsis (2016); Cousins et al. (2019), originated from a scale-selection method in the computer vision field for feature detection in images (Lindeberg, 1998). Specifically, the algorithm (see Appendix A for details) finds the local minimum of the normalized second derivative of the space-scale representation function \( \bar{S}^{(2)}(x,l) \) (see Eq.(19)), and set

\[
(L_0, x_c) = \arg\min_{l,x} \bar{S}^{(2)}(x,l),
\]

\[
L = \frac{1}{\sqrt{2}} L_0.
\]

The second equation of Eq.(3) is obtained from theoretical consideration on the local minimum of \( \bar{S}^{(2)}(x,l) \) when \( \rho_c(x) \) is in an exact Gaussian shape (Lindeberg, 1998; Cousins and Sapsis, 2016). Given \( x_c \), \( A \) for the same wave group is determined correspondingly as

\[
A = \rho(x_c).
\]

While the detection algorithm is simple to implement, we find that the scale \( L \) is in general underpredicted. Figure 3(a) shows a typical result where this point is elucidated. This is due to the finite length of the actual group \( \rho_c(x) \), in contrast to an ideal Gaussian group with infinite length. As a result, the adjacent signal \( \rho(x) \) around \( \rho_c(x) \) affects the scale resolution. To address this issue, we consider the value of \( L \) calculated by (3) as an initial guess, and conduct another optimization problem to directly maximize a similarity measure \( C \) (eq.(20) evaluated over 1.3 standard deviation around the peak) between \( \rho_c(x) \) and \( A \exp\left[-(x-x_c)^2/(2L^2)\right] \), and set

\[
L = \arg\max_{L} C(L, A, x_c).
\]

We use Newton’s iteration method to solve (4). The result after applying (4) is shown in Figure 3(b), where clear improvement (in terms of the closeness between the detected groups and original signal) can be visualized compared to 3(a). For this wave field, the average value of \( C \) increases from 0.78 to 0.91 after applying (4).
is low, the required number of CFD simulations is still conducted. Even though the dimension of sample space is high, the computation of map realization requires expensive CFD computations. In practice, the computation of map realization of a random Gaussian process, whose mean is a well-developed method in machine learning (Rasmussen and Williams, 2006) and geostatistics (Journel and Huijbregts, 1978). Given a number of available parameter-to-response pairs $D_n = \{\theta^i, r^i = T(\theta^i)\}_{i=1}^n$, the GPR predicts the function $T(\theta)$ as a realization of a random Gaussian process, whose mean and variance provide, respectively, the approximation of the map $T$ and its uncertainty. We hereafter denote the $n$-pair predictive mean and standard deviation as $T_n(\theta)$ and $\sigma_n(\theta)$. The detailed algorithm of GPR based too large due to the low probability of the extreme motions.

Sequential Sampling

Given $p(\theta \equiv A, L)$, the PDF of a nonlinear wave field can be computed from sampling the space of $\theta$. Mathematically, we consider a map $T$ which maps a wave group parameter $\theta$ to the group-maximum ship motion $r$:

$$r = T(\theta).$$

Our objective is to resolve the PDF of $r$, $p(r)$, with high precision on its tail part. In practice, the computation of map $T$ requires expensive CFD computations. Hence only a limited number of computations can be conducted. Even though the dimension of sample space is low, the required number of CFD simulations is still too large due to the low probability of the extreme motions.

The group detection algorithm can be applied to the ensemble of nonlinear wave fields to resolve a collection of pairs $L$ and $A$, which are then used to calculate $p(A, L)$, the joint PDF of $L$ and $A$ (see Figure 3 for an example). This joint PDF provides a low-dimensional probabilistic description of the nonlinear wave fields, and can be sampled as input to the CFD simulations.

Sequential Sampling

Figure 4: An example of the joint PDF $p(A, L)$ of $A$ and $L$, normalized respectively by the significant wave height $H_s$ and spectral peak wavelength $L_p$.

Figure 5: A schematic plot for the Gaussian process regression (GPR) and the resulted response PDF, by assuming the parameter $\theta$ to be a scalar and $n = 4$. (a) predictive mean $T_4(\theta)$ (blue solid line) and uncertainty bounds $T_4(\theta) \pm \sigma_4(\theta)$ (grey solid lines) obtained from four parameter-to-response pairs. (b) $p_4(r)$ (solid line), $p_4^+(r)$ and $p_4^-(r)$ (dashed lines) calculated from $T_4$, $T_4 + \sigma_4$ and $T_4 - \sigma_4$. (c) predictive mean $T_5(\theta; \theta^*)$ (black solid line) and uncertainty bounds $T_5(\theta; \theta^*) \pm \hat{\sigma}_5(\theta; \theta^*)$ (orange solid lines) obtained from existing four parameter-to-response pairs and $(\theta^*, T_4(\theta^*))$. (d) $p_5(r)$ (solid line), $\hat{p}_5^+(r)$ and $\hat{p}_5^-(r)$ (dashed lines) calculated from $T_5$, $T_5 + \hat{\sigma}_5$ and $T_5 - \hat{\sigma}_5$.

We next describe a sequential sampling method which significantly reduces the number of samples (thus computational cost). Compared with the full Monte Carlo (or importance sampling) which generates all samples based only on $p(\theta)$, our sequential sampling generates samples making use of the previous samples and the corresponding values of $r$ from simulations to stress the tail part. The implementation requires (i) a surrogate model to approximate the map $T$, and (ii) solution of an optimization problem to obtain the next-best sample which provides the fastest convergence rate for the tail part of $p(r)$. The two components are next described in details.

For the surrogate model, we use the Gaussian process regression (GPR, a.k.a. Kriging), which is a well-developed method in machine learning (Rasmussen and Williams, 2006) and geostatistics (Journel and Huijbregts, 1978). Given a number of available parameter-to-response pairs $D_n = \{\theta^i, r^i = T(\theta^i)\}_{i=1}^n$, the GPR predicts the function $T(\theta)$ as a realization of a random Gaussian process, whose mean and variance provide, respectively, the approximation of the map $T$ and its uncertainty. We hereafter denote the $n$-pair predictive mean and standard deviation as $T_n(\theta)$ and $\sigma_n(\theta)$. The detailed algorithm of GPR based
on the Bayesian inference is summarized in Appendix B. To visualize the concept, we show a schematic plot in Figure 5(a), where we use \( n = 4 \) and scalar \( \theta \) for simplicity. Taking the predictive mean \( T_n \) as a (cheap) surrogate model, we are able to calculate the PDF of the response \( p_n(r) \) using a large number of samples. In addition, the upper and lower uncertainty bounds of the PDF, \( \hat{p}_n^+(r) \) and \( \hat{p}_n^-(r) \), can be calculated from, say, \( T_n + \sigma_n \) and \( T_n - \sigma_n \) (Figure 5(b)).

Suppose again we have a dataset \( D_n = \{ \theta^i, r^i = T(\theta^i) \}_{i=1}^n \) where \( T(\theta^i) \) is computed by CFD simulations. We aim to find the next-best \((n+1)_{th}\) sample which leads to the fastest convergence of the tail part of \( p(r) \). Given an arbitrary next sample \( \theta^* \), the surrogate model \( T_n \) can be used to predict its response \( T_n(\theta^*) \). This provides us with \( n+1 \) parameter-to-response pairs \( D_n \cup \{ \theta^*, T_n(\theta^*) \} \), from which a new GRP can be performed to develop an updated surrogate model \( T_{n+1}(\theta; \theta^*) \), as well as the resulted PDF \( \hat{p}_{n+1}(r; \theta^*) \). Due to the additional information provided by \( \{ \theta^*; T_n(\theta^*) \} \), the uncertainties of both \( T_{n+1}(\theta; \theta^*) \) and \( \hat{p}_{n+1}(r; \theta^*) \) are reduced, compared with \( T_n(\theta) \) and \( p_n(r) \). The schematic plot of this procedure is shown in Figure 5(c) and (d).

We note that both \( T_{n+1}(\theta; \theta^*) \) and \( \hat{p}_{n+1}(r; \theta^*) \) depend on the \((n+1)_{th}\) sample \( \theta^* \). To find the optimal \( \theta^* \) for the resolution of the tail of \( p(r) \), we construct an optimization problem with an objective function

\[
Q(\theta^*) = \int_0^\infty |\hat{p}_{n+1}^+(r; \theta^*) - \hat{p}_{n+1}^-(r; \theta^*)| r^s dr \quad (6)
\]

where \( \hat{p}_{n+1}^+(r; \theta^*) \) and \( \hat{p}_{n+1}^-(r; \theta^*) \) are uncertainty bounds of \( \hat{p}_{n+1}(r; \theta^*) \) calculated from \( \hat{T}_{n+1} + \sigma_{n+1} \) and \( \hat{T}_{n+1} - \sigma_{n+1} \). \( r^s \) is a weighting factor which gives more weight for a larger value of \( r \) (i.e., tail of \( \hat{p}_{n+1}(r; \theta^*) \)) with \( s \gg 1 \). We use \( s = 6 \) in our current work.

The objective function (6) is different from the one used in [Mohamad and Sapsis 2013], which stresses the low probability part of \( \hat{p}_{n+1}(r; \theta^*) \) by defining \( Q \) based on the difference of log-PDF without the weighting factor. However, a low probability does not necessarily mean a large response (it may also correspond to an extremely small response). In contrast, the function (6) provides a direct measure of the uncertainty of \( \hat{p}_{n+1}(r; \theta^*) \) focusing on the part of extreme (large) responses, with the level of “extreme” tunable by the value of \( s \). We also remark that the sequential sampling based on (6) can explore all extremes in a multi-modal response function given sufficient samples.

The next-best sample \( \theta^{n+1} \) is chosen from the sample space by solving the optimization problem

\[
\theta^{n+1} = \arg\min_{\theta^*} Q(\theta^*). \quad (7)
\]

In our current work, (7) is numerically solved using a particle swarm method [Poli et al., 2007]. The sequential sampling process is repeated for the next-best sampling until satisfactory convergence is achieved for the tail part of \( p(r) \). We summarize the algorithm of the whole process in the following.

**Algorithm:**

1. **input:** initial dataset \( D_n = \{ \theta^i, r^i \}_{i=1}^n \)
   2. **repeat:**
      1. solve (7) to find the next-best sample \( \theta^{n+1} \)
      2. generate the upper and lower bounds of the response PDF, \( \hat{p}_{n+1}^+(r; \theta^*) \) and \( \hat{p}_{n+1}^-(r; \theta^*) \) from \( \hat{T}_{n+1} + \sigma_{n+1} \) and \( \hat{T}_{n+1} - \sigma_{n+1} \);
      3. calculate \( Q(\theta^*) \);
   3. implement numerical simulation to get the \( r^{n+1}(\theta^{n+1}) \)
   4. until: tail of \( p_{n+1}(r) \) converges
   5. return: \( p_{n+1}(r) \)

**FRAMEWORK VALIDATION**

For validation, it is desirable to compare \( p(r) \) from our reduced-order approach with the exact motion response PDF \( p^e(r) \). This requires a cheap parameter-to-response map \( T \) such that \( p^e(r) \) can be efficiently calculated. For this purpose, we use a nonlinear roll equation [Umeda et al., 2004] to calculate the time series of ship roll \( \xi(t) \):

\[
\ddot{\xi} + \alpha_1 \dot{\xi} + \alpha_2 \xi^3 + (\beta_1 + \epsilon_1 \cos(\gamma)\eta(t; \theta))\xi + \beta_2 \xi^3 = \epsilon_2 \sin(\gamma)\eta(t; \theta), \quad (8)
\]

which phenomenologically models the ship roll motion due to nonlinear resonance and parametric roll in oblique irregular waves. We use empirical coefficients \( \alpha_1 = 0.25, \alpha_2 = 0.1, \beta_1 = 0.04, \beta_2 = -0.01, \epsilon_1 = 0.006, \epsilon_2 = 0.008 \). Eq. (8) is numerically integrated with a 4th-order Runge-Kutta method from zero initial condition to obtain the group-maximum response \( r = \max(\xi(t)) \). The values of parameters are tuned such that the \( r \) is not sensitive to the initial conditions for \( \eta(t; \theta) \) described by (1) and (2).

To obtain the time series \( \eta(t; \theta) \) for a given \( \theta \), we first construct the localized Gaussian group from (2) and then the spatial surface elevation \( \eta(x; \theta) \) from (1).
Figure 6: Samples and PDFs from sequential and random samplings. Left: Initial 6 random samples (blue dots), subsequently 12 sequential samples (red dots) and 12 random samples (green dots) in the parameter space of \((A, L)\). The solid black lines represent \(p(A, L)\), and the dashed lines represent \(r(A, L)\) (only shown for illustration). Right: The exact roll PDF \(p^e(r)\) (black line), sequential-sampling PDF \(p_{18}^{seq}(r)\) (red line) and random-sampling PDF \(p_{18}^{ran}(r)\) (green line) plotted on both linear and log axes. The 95% confidence interval for \(p_{18}^{seq}(r)\) is included (dashed line) in the log-axis plot.

Figure 7: Samples and PDFs from sequential and random samplings. Left: initial 6 random samples (blue dots), subsequently 12 sequential samples (red dots) and 120 random samples (green dots) in the parameter space of \((A, L)\). The solid black lines represent \(p(A, L)\), and the dashed lines represent \(r(A, L)\) (only shown for illustration). Right: The exact roll PDF \(p^e(r)\) (black line), sequential-sampling PDF \(p_{126}^{seq}(r)\) (red line) and random-sampling PDF \(p_{126}^{ran}(r)\) (green line) plotted on both linear and log axes.
The effect of $\phi(x)$ is neglected in (1), since the phase modulation $\phi(x)$ can be considered almost a constant within a wave group (see Figure 2b) for a sufficiently narrow-band wave spectrum. The relatively large variation of $\phi(x)$ occurs near the end of the wave group, which is expected to have a much smaller impact on the extreme motion response than $\theta \equiv (A, L)$. Given $\eta(x; \theta), \eta(t; \theta)$ is then constructed by considering the propagation of each wave mode by linear dispersion velocity.

To calculate $p^s(r)$, we generate $\rho_c(t)$ from $\rho_c(x)$ (Figure 2a) in a similar manner, which is then substituted to (8) in replacement of $\eta(t; \theta)$. This is conducted for all $\rho_c(x)$ in the ensemble of nonlinear wave fields to obtain a collection of $r$, which is then used to calculate $p^s(r)$.

We next describe the implementation of our framework on this simplified ship roll problem. We consider an initial narrow-band wave spectrum in a Gaussian form:

$$F(k) \sim \exp \left[-\frac{(k-k_0)^2}{2\sigma^2}\right], \quad (9)$$

with significant wave height $H_s = 12m$, peak (carrier) wavenumber $k_0 = 0.018m^{-1}$ (corresponding to peak period $T_p = 15s$), and $K = 0.05k_0$. Four hundred HOS simulations are run, where each of them has a domain length of 64 times the peak wavelength. The ensemble of nonlinear wave fields are collected at $t = 50T_p$, for which the wave parameterization method discussed before is used to generate the joint PDF of $A$ and $L$.

The sampling process in the space $(A, L)$ is performed as follows. We first generate six random samples (following $p(A, L)$) and calculate their response $r$ from (3) as the initial dataset. Then we conduct twelve sequential samplings to compute $p_{18}^{seq}(r)$. For comparison, a random sampling approach with an equal number of samples is also conducted to compute $p_{18}^{ran}(r)$ (based on the GPR surrogate model constructed from 18 random samples).

The PDFs $p_{18}^{seq}(r), p_{18}^{ran}(r)$ and $p^s(r)$, as well as the 95% confidence interval for $p_{18}^{seq}(r)$, are plotted in Figure 6 on both linear and log scales. It can be seen that the result from the sequential sampling is much closer to the exact PDF compared to the result from the random sampling. With the left sub-figure showing the locations of the samples, we see that the random samples are concentrated in the high probability region of $p(A, L)$, while the sequential samples explore the region with large response (combined with nontrivial probability). In order to obtain comparable roll PDF using random sampling, at least one order of magnitude more samples are needed. Figure 7 shows the result $p_{128}^{ran}(r)$ obtained from 120 random samples (after the 6 initial ones), which is still less accurate than $p_{18}^{seq}(r)$ in terms of the tail part of the PDF.

We have now demonstrated the effectiveness of both wave parameterization and sequential sampling. This allows us to couple our framework with a more advanced CFD tool to compute the extreme ship motion statistics in the next section.

**EFFECTS OF WAVE NONLINEARITY**

Our framework allows the direct resolution of wave nonlinearity effect on the ship response statistics. It has been experimentally and numerically demonstrated that the modulational instability of nonlinear waves result in the non-Gaussian statistics (in terms of a heavy-tail PDF) of the surface elevations (Onorato et al., 2009; Xiao et al., 2013). Based on this, we expect the extreme ship response statistics to be enhanced when nonlinearity effect is included for the wave field.

To illustrate the effect of wave nonlinearity, we generate an initial linear wave field from the spectrum (2) using independent and random phase distributions, i.e., with surface elevation following Gaussian statistics. An ensemble of four hundred HOS simulations (with domain length of 64 times of the peak wavelength) are used to compute the evolution of wave statistics with time. Figure 8(a) shows the PDFs of surface elevations at $t = 0, 20T_p, 30T_p$ and $50T_p$ respectively. It is clear that the PDF at $t = 0$ follows closely a Gaussian tail. With the increase of time, a heavier tail develops due to the nonlinear wave effect, indicating a higher probability of extreme waves in the field.

We compute the response PDF using roll equation and sequential sampling with wave group statistics calculated from the wave fields in each instant of figure 8(a), with the results shown in figure 8b. We can clearly observe the development of enhanced extreme ship motion statistics with the increase of time. Since the evolution of wave spectrum in $O(10 - 50)T_p$ is relatively mild, it is not unreasonable to associate the enhanced motion statistics to non-Gaussian wave statistics developed due to the wave nonlinearity. While this case qualitatively demonstrates the influence of wave nonlinearity on extreme ship motion statistics, more studies are warranted in future work to quantify this effect.

**COUPLING WITH CFD**

In this section, we use CFD simulations to compute the ship motion response in a given incident wave group described by parameters $A$ and $L$. For each sample in the wave parameter space, we define the initial condition of CFD simulation using the profile of a propagating wave
Figure 8: PDFs of (a) surface elevation and (b) roll response at $t=0$ (blue), $20T_p$ (orange), $30T_p$ (green) and $50T_p$ (red). The Gaussian PDF is plotted in (a) with a black dashed line.
group with parameters $A$ and $L$, and compute the maximum response as the output of the simulation. For simplicity, we consider the motion of a two-dimensional (2D), square-shaped hull geometry with $40m \times 40m$ cross section and density $\rho_h = 0.5\rho_w$ with $\rho_w$ being the water density. The turbulence effects are neglected in the simulations. Our interest is to resolve the extreme roll statistics using the framework described above. In spite of the simplification (in terms of the 2D geometry), this computation is sufficient to demonstrate the effectiveness of the new framework when coupled to CFD, which enables more realistic problems to be studied.

**CFD model**

The CFD simulations in this work are performed using the open-source code OpenFOAM [Jasak 2009]. We next describe the details of our model.

**Mathematical formulation**

The air-water interface in CFD is modeled by the volume fraction $\gamma$ ($\gamma = 0$ for air and $\gamma = 1$ for water). To capture the evolution of the $\gamma$ field, we use the interFoam solver, which is based on an algebraic volume of fluid (AVOF) approach. In AVOF, the flux of volume fraction $\gamma$ is computed algebraically without a geometric reconstruction of the interface [Mirjalili et al. 2017]. An interfacial compression term is used to mitigate the effects of numerical smearing of the interface [Deshpande et al. 2012]. The governing equations of the problem include the continuity equation, the momentum equation and the volume fraction equation:

$$\nabla \cdot \mathbf{u} = 0,$$

$$\frac{\partial(\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p_d + \nabla \cdot (\mu \nabla \mathbf{u}) + \nabla \mathbf{u} \cdot \nabla \mu - \mathbf{g} \cdot \mathbf{x} \nabla \rho,\tag{11}$$

$$\frac{\partial \gamma}{\partial t} + \nabla \cdot (\mathbf{u} \gamma) + \nabla \cdot (\mathbf{u}_\gamma (1 - \gamma)) = 0,\tag{12}$$

where $\mathbf{u}$ is the velocity field, $p_d = p - \rho g \cdot \mathbf{x}$ is the modified pressure, with $p$ being the pressure, and $\mathbf{g}$ the gravitational acceleration vector, and $\mathbf{x}$ the position vector. The fluid properties, including the density $\rho$ and the dynamic viscosity $\mu$ are calculated as weighted averages based on $\gamma$,

$$\rho = \gamma \rho_w + (1 - \gamma) \rho_a,$$

$$\mu = \gamma \mu_w + (1 - \gamma) \mu_a,$$

where the subscripts $w$ and $a$ correspond to water and air respectively. In [12], the last term (with tuned parameter $u_\gamma$) represents an artificial compression of the interface to mitigate the numerical diffusion [Berberović et al. 2009].

The motion of the hull is calculated based on the force exerted by flow pressure and shear stress. The hull is considered as a rigid body, whose motion is solved by numerical integration implemented by the Newmark method [Newmark 1959]:

$$\dot{X}_{n+1} = X_n + (1 - \gamma) \Delta t \dot{X}_n + \gamma \Delta t \ddot{X}_{n+1},\tag{13}$$

$$X_{n+1} = X_n + \Delta t \dot{X}_n + \frac{1 - 2\beta}{2} \Delta t^2 \ddot{X}_n + \beta \Delta t^2 \ddot{X}_{n+1},\tag{14}$$

where $X$ represents the linear displacement of the heave and sway motion, and the angular displacement of the roll motion, $\Delta t$ is the time step, $\gamma$ and $\beta$ are user-defined coefficients. Typically, $\gamma = 0.5, \beta = 0.25$ are the most common choices and are used in our study.

**Computational grids**

The 2D computational domain is discretized by a Cartesian mesh with refined grids near the free surface (see Figure 9a)). The dynamic mesh is used around the hull, allowing the mesh to deform when the hull moves. The region of mesh deformation is controlled both inner and outer distance: the grids within the inner distance from the body surface move with the hull as a rigid body; the grids between the inner distance and the outer distance can be morphed; and the grids outside the outer distance do not move (see Figure 9b)).

**Initial condition and boundary conditions**

The initial condition of the simulation includes the initial fields $\gamma_0(x,z) \equiv \gamma(x,z,t = 0)$ and $\mathbf{u}_0(x,z) \equiv \mathbf{u}(x,z,t = 0)$, where $z$ is the coordinate in the vertical direction and $t$ is the time. These initial fields are defined separately for the left and right parts of the computation domain (see Figure 10). For the right part, we consider the situation of a stationary hull floating on still water, with a corresponding volume fraction $\gamma_0(x,z)$, and velocity $\mathbf{u}_0(x,z) = 0$. For the left part, the initial condition represents the profile of a propagating wave group with parameters $A$ and $L$. In particular, the $\gamma_0(x,z)$ field is specified from the free surface position $\eta_0(x) = \eta(x; A, L)$ (see 1 and 2) by

$$\gamma_0(x,z) = \begin{cases} 0, & z > \eta_0(x) \\ 1, & z < \eta_0(x) \end{cases} \tag{15}$$

The $\mathbf{u}_0(x,z)$ field is calculated correspondingly assuming a linear dispersion relation for each wave mode of
\[ \eta_0(x), \text{ namely with the horizontal and vertical velocity components} \]

\[ u_0(x, z) = \sum_{j=1}^{N} a_j \omega_j \frac{\cosh[k_j(z + h)]}{\sinh(k_j h)} \cos(k_j x + \psi_j), \]

\[ v_0(x, z) = \sum_{j=1}^{N} a_j \omega_j \frac{\sinh[k_j(z + h)]}{\sinh(k_j h)} \sin(k_j x + \psi_j), \]

where \( a_j \cos(k_j x + \psi_j) \) is the mode \( j \) of \( \eta_0(x) \), with \( a_j \) the amplitude, \( k_j \) the modal wavenumber, and \( \psi_j \) the modal phase. \( \omega_j = \sqrt{gk_j \tanh(k_j h)} \) is the angular frequency of mode \( j \), \( h \) is the water depth (300m in our case).

Figure 9: (a) The mesh around the hull with a refined region near the free surface; (b) The deformed mesh around the moving hull. The interface is marked by a blue solid line. The boundaries of inner distance and outer distance are marked by red dashed lines.

To obtain a smooth field as the initial condition, a window function \( w(x) \) is multiplied to \( \gamma_0(x, z) \) and \( u_0(x, z) \) to remove the discontinuity between the wave field and the still-water field at both ends of the wave group. This is illustrated in Figure 10 along with the resulted initial \( \gamma_0(x, z) \) field.

Periodic boundary conditions are used at the left and right ends of the domain, allowing the wave to keep propagating without reflection after interacting with the hull. We have tested that the domain is sufficiently large such that the periodic boundary does not result in spurious waves interacting with the body (in the time period of the simulation). At the bottom of the domain, a slip-wall boundary condition is used. At the top, the pressureInletOutletVelocity boundary condition is used, which is a modified zero-gradient velocity condition. For the boundaries on the floating hull, the no-slip boundary condition is used, which sets the fluid velocity to the same value as the velocity of the moving rigid body.

A typical case

We show the result of a typical case with \( A = 8.1m \) and \( L = 332.7m \) in Figure 11. A snapshot of the \( \gamma(x, z) \) field is shown in Figure 11(a) in the process of a wave group interacting with the hull. The time series of roll angle \( \xi(t) \) is shown in Figure 11(b). The group-maximum response is then taken as \( r = \max(\xi(t)) \), which is used in the sequential sampling.

Results

The wave parameter space \( p(\theta) \) is generated using the initial condition (9) with data collected at \( t = 20T_p \). The sequential sampling is coupled with CFD simula-
tions to compute $p(r)$. We again use 6 random samples (as well as $r(\theta)$ obtained from CFD) as the initial dataset. Then 14 sequential samples are performed to compute $p_{20}(r)$. Since the exact $p(r)$ is not available for this problem, we plot $p_n(r)$ for different $n$ in Figure [12]. We see that there is a clear trend of convergence for the tail of $p_n(r)$ as $n$ increases. For the last few samples ($n = 16 \sim 20$), the tail of the PDF oscillates in small regions, indicating the convergence of the extreme statistics.

![Figure 11: The result from a typical case with $A = 8.1m$ and $L = 332.7m$. (a) a snapshot of the $\gamma(x,z)$ field in the process of a wave group interacting with the hull; (b) time series of $\xi(t)$.](image1)

![Figure 12: The PDFs $p_n(r)$ for different $n$.](image2)

Figure 13: (a) $Q(\theta^n)$ as a function of the sample number $n$; (b) $Q'(\theta^n)$ as a function of the sample number $n$.

We also plot $Q(\theta^n)$ as a function of the sample number $n$ in Figure [13](a). We see that at the end of 20 samples, the value of $Q(\theta^n)$ almost converges to a constant level. Nevertheless, this constant level is higher than $Q$ at previous samples, e.g., $Q(\theta^{20}) > Q(\theta^{10})$. This is due to the shift of the tail of $p_n(r)$ to the right (or larger values of $r$), which results in an increase of $Q$ through the factor $r^s$ (see [6]). An alternative metric to quantify the uncertainty level of the PDF tail can be defined as $Q' = Q(\theta^n)/[\max(T_n(\theta))]^7$, where $\max(T_n(\theta))$ provides the maximum value of response from all parameters $\theta$. Compared to $Q$, $Q'$ removes the effect of the right-shifting of the PDF tail, and focuses only on the difference between the upper and lower bounds of the tail. The metric $Q'(\theta^n)$ as a function of $n$ is plotted in Figure [13](b), showing a satisfactory convergence over all samples.

**CONCLUSIONS AND DISCUSSION**

Building on existing methods, we implement a computational framework which allows an efficient resolution of extreme ship motion statistics in narrow-band nonlinear wave fields. Three key components are included in the framework: (1) generation of an ensem-
able of nonlinear wave fields using the high-order spectral method; (2) wave group parameterization to reduce the high-dimensional wave field to a low-dimensional space of \((A, L)\); and (3) sequential sampling to obtain the motion response PDF \(p(r)\) with fastest convergence rate of its tail, i.e., extreme motion part. In addition to some improvements to the existing methods, our framework allows the effect of wave nonlinearity to be incorporated in the computation of ship response statistics. The framework is validated through a simplified problem of roll motion predicted by a nonlinear roll equation, where the sequential sampling are shown to be effective in obtaining accurate \(p(r)\) with significantly reduced computational cost. The capability of the framework to include nonlinearity of the waves have also been demonstrated in an evolving nonlinear wave field. We finally demonstrate the coupling of the framework with CFD to resolve the extreme roll statistics of a two-dimensional, square-shaped hull.

We note that three approximations in our method require further considerations: (1) The Gaussian wave group representation neglects the deviation of realistic wave groups from Gaussian functions; (2) The application of a constant phase modulation ignores its variation within a wave group; (3) The use of zero initial conditions neglects the high variability of initial conditions in a wave field with multiple groups. The impact of factors (1) and (2) can be considered insignificant in the limit of narrow-band wave field, with their effects increasing with the increase of spectral bandwidth. The impact of (3) is negligible only for dynamical systems where the maximum responses are not sensitive to initial conditions (such as the roll equation considered in this paper). For general cases, the uncertainties associated with (1)-(3) have to be considered. We are now developing an improved framework to account for all these uncertainties. In addition, the quantification of effect of wave nonlinearity on extreme motion statistics will be another direction in our future work.
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Appendix A The scale-selection method for wave group detection

Given any continuous signal \( \rho(x) \), the space-scale representation function \( S(x, l) \) of \( \rho(x) \) is defined by

\[
S(x, l) = g(x, l) \ast \rho(x),
\]

where \( g(x, l) = (1/\sqrt{2\pi l}) \exp^{-x^2/(2l^2)} \) is a Gaussian kernel with scale \( l \) at location \( x \), and \( \ast \) denotes convolution.

The scale-selection method is based on the identification of a local minimum of the normalized second derivative of \( S(x, l) \), which is defined as

\[
S^{(2)}(x, l) = l^2 \frac{\partial^2}{\partial x^2} (g(x, l) \ast \rho(x)),
\]

where the normalization factor \( l^2 \) is used to account for the variation of \( S^{(2)} \) due to the length scale of the convolution. Given \( S^{(2)}(x, l) \), the \( L \) and \( x_c \) in \( \rho(x) \) are captured using Eq.(3).

Cousins and Sapsis (2016) demonstrate that the direct detection by (3) results in a number of fake groups with low similarity with the \( \rho(x) \). To remove these wave groups, a similarity measure (or similarity score) is defined as

\[
C(L, A, x_c) = 1 - \frac{||\rho_c(x) - A e^{-\frac{(x-x_c)^2}{2\delta^2}}||}{||A e^{-\frac{(x-x_c)^2}{2\delta^2}}||},
\]

where \( ||F|| \) represents the \( L^2 \) norm of a function \( F \). The groups with similarity scores

\[
C > 0.75
\]

are kept.

Appendix B A brief review of Gaussian process regression

We consider the task of inferring a random function \( r = T(\theta) \) from dataset \( D = \{ \theta^i, r^i \}_{i=1}^n \) consisting of \( n \) inputs \( \Theta = [\theta^1, \ldots, \theta^n] \) and the corresponding output \( R = [r^1, \ldots, r^n] \). The function \( T(\theta) \) is considered as a realization of a Gaussian process, which is specified by its mean and co-variance. A prior, representing our beliefs over all kinds of functions we expect to observe, is placed on function \( T \) as jointly Gaussian with a co-variance function \( k \) and a mean function \( m \):

\[
T(\theta) \sim \mathcal{GP}(m(\theta), k(\theta, \theta')).
\]

If a zero mean is used (as in most cases), the Gaussian processes can then be fully specified by the co-variance function. The implementation of the co-variance is usually through a kernel function

\[
k(\theta_p, \theta_q) = \sigma_0 \exp -\frac{|\theta_p - \theta_q|^2}{2\delta^2} + \sigma_{\text{noise}}^2 \delta_{pq},
\]
where $\delta$, $\sigma_0$ and $\sigma_{\text{noise}}$ are hyperparameters controlling the length scale, covariance amplitude and variance of the white noise, respectively. The values of these hyperparameters are trained by maximizing the likelihood $p(R|\Theta)$.

Given a dataset $\mathcal{D}$, the posterior distribution for a new point $\theta^*$ can be deduced by Bayesian rule:

$$p(r^*|R, \Theta; \theta^*) = \frac{p(R, r^*|\Theta, \theta^*)}{p(R|\Theta)} \sim \mathcal{N}(r^*, \text{var}(r^*))$$

(24)

with mean and variance:

$$r^* = K(\theta^*, \Theta)K(\Theta, \Theta)^{-1}R, \quad (25)$$

$$\text{var}(r^*) = k(\theta^*, \theta^*) - K(\theta^*, \Theta)K(\Theta, \Theta)^{-1}K(\Theta, \theta^*), \quad (26)$$

where covariance matrices are:

$$K(\Theta, \Theta)^{ij} = k(\theta^i, \theta^j), \quad (27)$$

$$K(\theta^*, \Theta)^{ij} = k(\theta^*, \theta^j). \quad (28)$$