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Abstract: Recently, monitoring of physiological signs such as heart rate and respiratory rate is very important, especially when we are talking about pandemics like Covid-19. In this paper we present a state of the art on the different techniques used for heart rate and respiratory rate extraction. These techniques presented will be based on image processing, were traditional sensor-based techniques creating a lot of problem at the contact level between patient and doctor. For this reason, we focus on non-contact techniques to avoid these problems. Generally, the literature review shows that non-contact monitoring techniques are based on RGB, thermal and multispectral cameras, the choice between these different cameras depends on the application that will be used. For example, thermal cameras are dedicated to the prediction of respiratory rate and temperature, while RGB and multispectral cameras are used for heart rate.

1 INTRODUCTION

The human race has survived many contagious pandemics, from smallpox, pass-ing by the Measles, Viral haemorrhagic fevers,Severe acute respiratory syndrome, H5N1, Spanish flu, arriving to the pandemic that has moved all communities today which is the Covid-19[1-2]. The common point between all these diseases is that all those pandemics were contagious, with different degrees of risk. Healthcare system in such cases should be based on non-contact approaches to avoid any influence. That’s exactly why from years ago to now days, the world was merging into monitor-ing, consequently, remote healthcare is an emerging research field as it is sensible [3-4].

From years ago, embedded systems and biomedical engineering have been shown a very major role in responding to biomedical problems. Now a days, this role be-comes more important than any other time due to what the world is living today be-cause of the pandemic Covid-19 that has spread globally, but what is sure is this pandemic is not the only one that affects heart rate, temperature, and respiratory rate which should be monitored by a medical team, in order to be ready for any interven-tion [5-6].

Heart rate and respiratory rate monitoring have been presented a very vast inter-rogation, especially when it comes to a contagious disease patient, that should be observed with non-contact tools, and that’s for sure what introduces image pro-cessing devices. In like manner, many non-contact approaches were developed in this context, and showed good results, standing on image processing, artificial intelligence or other [7-8]. After studying the human body, we realized that it is extremely possi-ble to sum up its impulses from the skin, it’s like if our body communicates with our extern parts. To illustrate these impulses, many methods and approaches were proposed, starting by colour-based methods, arriving to motion-based ones [9-10].

The work presented in this paper is based on an overview of the different contact-less techniques to get respiratory and cardiac frequency. The paper is divided into four sections, after the introduction, we have state of art, in this part we will treat the applications used and the tools for contactless diagnostics. The 3rd part is reserved for the discussion and proposed solution and finally the paper ends with a conclusion.
2 State of the art: the latest developments

We PPG also call Photoplethysmography is a low-cost non-invasive tool, that was proposed for the first time by Hertzman et. al 1937. This technique is a very known used technique in biomedical engineering which gives good result in measuring HR, RR and SpO2, thanks to its sample using manner and low-cost. We find also the iPPG technique that is the amelioration of the classical PPG technique.

The iPPG model is mainly based on three sections. The first one is “light source”, then a “human skin” and finally a “video camera”. The light source illuminates human skin, then the camera captures the colour changes [11]. The figure 1 shows the skin reflection model of imaging photoplethysmography (iPPG) [12].

![Skin reflection model of imaging photoplethysmography (iPPG) [12].](image)

Mathematically, we can represent the light that’s been reflected from the skin as the follow formula [12]:

\[ P_k(t) = I(t) \left( R_s(t) + R_d(t) \right) + R_n(t) \]  

Where:

- \( P_k(t) \): the RGB channels of the skin pixel
- \( I(t) \): the illumination intensity level
- \( R_s(t) \): the specular reflection
- \( R_d(t) \): the diffuse reflection.
- \( I(t) \): modulated by both specular and diffuse reflection.
- \( R_n(t) \): the quantization noise of the camera sensor.

S. Sanyal et al, in their work appeared in 2018, provides an approach for heart rate and respiratory rate remote monitoring, all based on measuring iPPG using Hue (range 0-0.1) and not RGB channel, thanks to its good accurate comparing to HR/Green or RR/Green. The algorithm was tested on a human face video frames of 20 seconds at 30 fps, and applied only on 10 frames, by using one image from every three successive frames, because this technique didn’t affect the results, especially that 2 complete breaths are achieved within a period \( \geq 20 \) seconds. The algorithm starts with detecting the face and eyes using the Haar Cascade Based detection function standing on OpenCV from every frame, and converted from RGB pixels into HSV, in order to get Hue values of the pixels [13].

![Figure 2: Block diagram of the proposed approach in [13.](image)]
To approve the results, the experiment of this work was applied on 25 persons, from different skin colours, different origins and genders. For each person, two videos have been recorded to obtain at the end 50 videos. For every person of this experiment, they gave standard instruments like pulse oximeters (HR) to compare the results between the videos recorded and the proposed instrument [13].

While in the proposed study of F.T.Z. Khanamet et al 2019, we find a summary of the known used methods in remote monitoring of vital signs [14]. Video camera-based methods are standing on image processing to get vital signs, and they usually use the followed framework to proceed their work [14]. The figure 3 shows the block diagram of proposed algorithm based on non-contact monitoring heart rate system.

![Block diagram of contactless monitoring system](image)

This block diagram contains some important steps, starting by the image acquisition block, which can be dealer using a Smartphone, camera, or even UAVs, the essential thing is to capture the human body to get information to be treated in our image processing algorithm. Then comes image processing technique step, which starts with the Region of Interest (ROI) selection is about selecting the region of interest, such as the forehead, face, eyes, etc. The essential thing is to attract and detect the region we are going to get pulsations from. Then comes the raw signal extraction, which is a value computes by calculating the average of pixels in the ROI area, by the following equation:

\[
Ir(t), Ig(t), Ib(t) = \frac{\sum_{x,y\in ROI} I(x,y,t)}{|ROI|}
\]

Where:
- \( Ir(t), Ig(t), Ib(t) \): Three signal sources from red, green and blue components.
- \( I(x,y,t) \): The brightness pixel value at image location \((x, y)\) at time \(t\).
- \(|ROI|\): the size of the selected ROI.

After we got the signal, comes the step of signal processing techniques, starting by Noise Artefacts Removal step, this step aims to remove all the noise we got, due to any camera motion, skin tone or even illumination changes. After that we proceed to the vital sign extraction which is the main step, we are looking for by using frequency analysis or peak detection. Another used technique such is mentioned in [14], is the motion-based method also standing on image processing to avoid contact with the patient. This method depends on the human body motion, or at least the ROI motion.

In this context a lot of non-contact methods exist in the monitoring heart rate field, based on magnetic induction, the Doppler effect based on detecting subtle chest movements and getting vital signs standing on doppler radar [15-16], thermal imaging as in [17-18] and video camera imaging, which are a very useful means of remote monitoring of vital signs.

A lot of papers were elaborated in this context, such as the authors in [19] who proposed a non-contact processing on optical flow analysis to extract Respiratory Rate from the video of whole-body motion captured by a camera. Also, in [20], another optical flow analysis-standing on RR monitoring was presented using videos of a ROI which is the chest.

In like manner, Al-Naji et al 2016, came with a similar concept, to detect and measure Respiratory Rate with a non-contact approach, as well as respiratory cycle timing parameters by using a video camera from the movement of the chest. The figure 4 illustrates the approach proposed in [21]:
3 Discussion and proposed solution

The use of embedded systems in the biomedical field gives flexibility to the application level. The use of embedded systems in the medical field remains limited, for this reason, we have a large field of research to explore. The embedded systems that we can use in this context can be divided into two parts, low-cost systems with limited features or systems with high computing power such as heterogeneous systems [22]. For image collection tools to estimate heart and respiratory rates, we find RGB and multispectral cameras. The difference between these two cameras is based on the desired number of bands, we can also find the use of multispectral cameras in plant surveillance in the field of precision agriculture [23].

In the same way, the authors in [24] presents a combined visible and thermal im-age processing approach using an IRT system equipped with a complementary met-al-oxide-semiconductor (CMOS) camera. This system has recorded both visible and thermal images at a speed of 30 images per second and at a resolution of 640 × 480 pixels, in order to acquire various vital signals, such as body temperature and heart and breathing rates from facial images, thereby allowing for the rapid and accurate identification of individuals suspected of carrying infectious diseases. However, the breathing rates are measured by monitoring temperature variations around the nasal area, which are related to inhalation and exhalation; and the facial skin temperature can be easily determined from thermal images simultaneously.

The circulation of blood in the face causes tiny color changes providing a visible facial image that can be used to measure heart rate. In addition, the IRT system displays the result "Infection" or "Healthy" within 10 seconds using the discriminant logistic regression function, which bases the output on heart rate, respiratory rate, and facial skin temperature [24].

Another work has been based on this type of camera to measure the heart activity, a new camera-based vital sign estimation algorithm that meets the challenges of darker skin tones, under low light conditions and/or during the movement of a person in front of the camera. The Distance presents a new method of combining skin color change signals from different regions of the face using a weighted average, where the weights depend on blood perfusion and the incident light intensity in the region, in order to improve the signal-to-noise ratio (SNR) of a camera-based estimate. The contribution of this work is to developing a formal method to take into account changes in blood perfusion and incident light intensity in different regions of the face to improve the precision of vital sign estimation in demanding situations (e.g., dark skin tones and/or poor lighting conditions). In a further development, they proposed a new motion-tracking algorithm that tracks different facial regions separately, thus improving the performance of vital sign estimation in scenes of natural motion such as viewing content on a computer screen, playing a video and talking on Skype [25].
In order to integrate all monitoring systems into a single system that will monitor patients in critical cases and especially all people contaminated by the Covid-19 pandemic, we need a prototype that contains heterogeneous (CPU-GPU and CPU-FPGA) and homogenous (CPU, FPGA...) systems and a ventilation system that will help people to ensure good breathing. In this way our proposed system consists of a camera and a ventilation system that helps patients get enough oxygen and monitoring of heart rate, as well as a thermal camera that will monitor the temperature.

The use of the camera in place of the O2, temperature, and ECG sensors will decrease the frequent contact with patients infected with the Covid-19 virus. Traditional methods used in respiratory rate, heart rate, and temperature monitoring are based on sensors with direct contact between the patient and the sensor used, which requires sterilization before each use for reusable sensors. On the other hand, the single-use sensor will create losses for each use on the hardware side.

This system will eliminate the need to use the O2 and CO2 and temperature sensors each time to deliver the right amount of oxygen, so we allow for accurate patient temperature monitoring. The RGB camera will monitor the patient's face to raise the heart rate based on the color change, if it detects weak breathing or heartbeat the system will trigger an alarm for the doctor and the ventilator controlled by an electric motor in real-time. The thermal camera will focus on all the patient's body to raise the temperature of the patients, the use of this camera will allow us to have the temperature status of the patient because among the consequences of the Covid-19 virus the temperature increase.

The system proposed in this paper is based on the combination of embedded systems and biomedical engineering to have an embedded medical device that offers an inventive solution for real-time monitoring of patients contaminated by Covid-19. The focus on respiratory, cardiac and temperature monitoring is due to the consequences of the Covid-19 Virus which directly contaminates the respiratory system creating problems in breathing and temperature increase. For this reason, the most critical parameter to be monitored in real-time is a respiratory rate, heart rate, and temperature. After the extraction of the different signs such as temperature, heart rate, and respiratory rate it is necessary to apply compression techniques, to reduce the size of the file in order to send it to the database [26].

4 CONCLUSIONS

Monitoring of vital signs such as heart rate and respiratory rate as well as temperature is a very important step for good diagnosis of patients. In this period and with the Covid-19 pandemic we need non-contact monitoring techniques to protect doctors from contamination. Integration of embedded systems in the biomedical field especially patient monitoring based on non-contact techniques. Embedded systems with their variation either heterogeneous (CPU-GPU, CPU-FPGA) or homogeneous (CPU, GPU, FPGA...) will give flexibility in terms of speed and real-time. The implementation of vital signs monitoring algorithms in workstations and their validation using tools such as MATLAB does not give the hand to a real case study, for this reason, it is necessary to work on real patient cases. In this work, we have treated the different proposed work based on different imaging sensors such as thermal and RGB cameras.
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