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Abstract

Federated learning (FL), as a distributed machine learning approach, has drawn a great amount of attention in recent years. FL shows an inherent advantage in privacy preservation, since users’ raw data are processed locally. However, it relies on a centralized server to perform model aggregation. Therefore, FL is vulnerable to server malfunctions and external attacks. In this paper, we propose a novel framework by integrating blockchain into FL, namely, blockchain assisted decentralized federated learning (BLADE-FL), to enhance the security of FL. The proposed BLADE-FL has a good performance in terms of privacy preservation, tamper resistance, and effective cooperation of learning. However, it gives rise to a new problem of training deficiency, caused by lazy clients who plagiarize others’ trained models and add artificial noises to conceal their cheating behaviors. To be specific, we first develop a convergence bound of the loss function with the presence of lazy clients and prove that it is convex with respect to the total number of generated blocks K. Then, we solve the convex problem by optimizing K to minimize the loss function. Furthermore, we discover the relationship between the optimal K, the number of lazy clients, and the power of artificial noises used by lazy clients. We conduct extensive experiments to evaluate the performance of the proposed framework using the MNIST and Fashion-MNIST datasets. Our analytical results are shown to be consistent with the experimental results. In addition, the derived optimal K achieves the minimum value of loss function, and in turn the optimal accuracy performance.

1 Introduction

With the development of Internet of Things (IoT) technology, the amount of data from user devices is exploding at an unprecedented rate [1]. Traditional centralized technologies by collecting data from end devices are no longer suitable, due to the bottleneck of uploading bandwidth [2]. To tackle this challenge, distributed machine learning (DML) has emerged to achieve high reliability and low latency by processing distributive data at either end devices or the edge of networks [3]. The DML can alleviate the burden on the central server by dividing a task into sub-tasks assigned to multiple nodes. However, DML needs to exchange samples when training a task [4], posing a serious risk of privacy leakage [5]. To address this fundamental concern, federated learning (FL), proposed by Google [6], begins to show its potential advantages. In a conventional FL system, a machine learning model is trained across multiple distributed clients with local datasets, and aggregated on a centralized server.
By this approach, FL is able to cooperatively complete machine learning tasks without directly sacrificing the data privacy [7]. Currently, FL has been applied to many data-sensitive scenarios, such as smart health-care, e-commerce platform [8], and the Google project Gboard [9]. Although FL has shown its effectiveness on privacy protection [10, 11], it still relies heavily on a single central server. Thus, FL is vulnerable to server malfunctions and external attacks, incurring inaccurate model updates, or even learning failures. In order to resolve this single-point-failure issue, blockchain [12, 13] has been introduced to the FL systems [14]. Taking the advantage of blockchain, the work in [14] developed a blockchain-enabled FL architecture to validate the uploaded parameters and investigated the related system performances, such as block generating rate and learning latency. The work in [15] applied Delegated Proof of Stake (DPoS) into blockchain FL to reduce the delay at the expense of robustness. The work in [16] developed a tamper-proof architecture that uses blockchain to enhance the security when sharing parameters, and proposed a new consensus mechanism, namely, Proof of Quality (PoQ), to determine the rewards allocation in the blockchain. Although these works replaced the central server with blockchain to avoid single-point-failure, they inevitably introduced third-party devices, known as miners in blockchain, to store the aggregated models in a distributed manner. This will cause the model leakage issue, since the model parameters are open to the miners in the blockchain. In addition, these works did not theoretically analyze the convergence performance of loss function, and optimize the computational resources allocation, in Blockchain FL.

In this work, we propose a novel framework, namely, blockchain assisted decentralized FL (BLADE-FL). In this framework, both training and mining processes are executed at the client-side, i.e., each client will conduct both the model training and block generating tasks. We consider a synchronous case that all the clients follow the same time allocation scheme for local training and block generating. We pay special attention to the phenomenon that part of the clients, known as lazy clients, may tend to save their computing resources by directly copying models from others, leading to training deficiency and performance degradation.

Based on the above discussion, the main contributions of this paper can be summarized as follows.

- We propose a novel blockchained FL framework, known as BLADE-FL, which has a good performance on privacy preservation, and effective cooperation of learning, compared with conventional blockchained FL.
- We perform theoretical analysis on the upper bound of the loss function with the presence of lazy clients, to evaluate the learning performance of BLADE-FL, and prove that it is convex with respect to the total number of generated blocks $K$.
- We solve the convex problem by optimizing $K$ to minimize the loss function, and further discover the relationship between the optimal $K$, the number of lazy clients, and the power of artificial noises.
- We validate our theoretical results with the experimental results. It is shown that the derived optimal $K$ captures the minimum value of loss function and achieves the optimal accuracy performance.

2 Background

2.1 Federated Learning

As a distributed machine learning, FL is designed to develop efficient machine learning between multiple participants under the premise of information security, protecting the privacy of personal data. To analyze the performance of FL, the work in [17] derives an upper bound of the loss function between the iterations of local training and global aggregation.

Assume there are $N$ clients, with non-IID dataset $D_i$ at $i$-th client, $i = 1, 2, \ldots, N$, and each client has the same number of local dataset. Therefore, we define the global loss function as: $F(w) \triangleq \frac{1}{N} \sum_{i=1}^{N} F_i(w)$, where $F_i(\cdot)$ is the local loss function. In FL, each client is trained locally to minimize the local loss function, while the entire system is trained to minimize the global loss function $F(w)$. Global aggregation is performed through an aggregator to average the weights of each node, then updates the global model: $w^k = \frac{1}{N} \sum_{i=1}^{N} w_i^k$, where $w_i^k$ and $w^k$ denote the
local parameters in $i$-th client and the aggregated parameters, respectively, at $k$-th communication round. The learning process will end until $\Delta F(w) = F(w^k) - F(w^{k-1}) < \epsilon$, and $\epsilon$ is an arbitrary small number.

### 2.2 Blockchain

Blockchain is a shared and decentralized ledger. The data stored in the blockchain is considered immutable, thanks to the consensus mechanism. The consensus mechanism validates the data within the blocks and ensures that all the nodes participating in the blockchain store the same data. Thus, the data stored in the blockchain is able to be accessed by any participating nodes and will remain invariable. The most prevalent consensus mechanism is *Proof of Work* (PoW). PoW is a mathematical problem that is easy to verify but extremely hard to solve, namely, solving these problems will consume a lot of computational resources. In addition, PoW requires the nodes in blockchain to play the role as a miner, doing the process called mining, to verify the data within the block. The mining process is a competition, that is finding a nonce which makes the hash value of the data meet the specific requirement. The hash value is calculated by the hash function, and different blockchain has different hash functions. For instance, the bitcoin system uses SHA256 hash function [13], while Ethernet uses Keccak256 [19]. Due to the mining process, PoW can defense attacks on the condition that the total computational resources of malicious devices are less than the sum of honest devices (51% attack) [20].

The blockchain constructs information in a chain of blocks, where each block stores a group of transactions. The blocks are linked together to form a chain by referencing the hash value of the previous block. Any change of the data within the blocks will result in a completely different hash value, destroying the preceding chain structure. Therefore, it is impossible to tamper the data that already stores in the blockchain. Based on the above discussion, blockchain is safe and reliable with the consensus mechanism and chain structure, and thus can defend against external attacks.

### 3 The Proposed Framework

In this section, we show our proposed BLADE-FL framework, the model of lazy clients, and the computational resources allocation model in detail.

#### 3.1 BLADE-FL

We consider a synchronous scenario, where all the clients begin to train local models at the same time, and then turn to generate blocks simultaneously. Firstly, all the clients initialize their parameters, such as model initial weight, learning rate, etc. After initialization, all the clients will go through the procedure of training and mining between two generated blocks. We use $K$ to represent the total number of generated blocks, which is also equal to the number of communication rounds. We divide the procedure into the following steps in each communication round, as illustrated in Fig. 1:

- **Step 1:** *Local Training.* Each client trains local samples to update its own model $w^k_i$, $\forall i$.
- **Step 2:** *Model Uploading.* All the clients encrypt their models by homomorphic encryption and uploads the models into the cache pool. The cache pool is a database that only stores the models provisionally.
- **Step 3:** *Model Downloading.* Clients download all the models in the cache pool, but do not aggregate them directly. This is because all the models in the cache pool are not verified, and it is possible to be tampered by external malicious clients. Only after the mining, a new block that included all the verified models has been generated in the local ledger of each client, causing the models immutable and reliable.
- **Step 4:** *Mining.* Clients start mining by adding a random number at the end of downloaded models and calculate the hash value. Miners will repeat this produce until the nonce (the random number that the calculated hash value satisfies the block generating difficulty) has been found or another client has broadcast the nonce.
- **Step 5:** *Block Verification.* Once a client has found the nonce, it broadcasts the nonce to publish a new block. Other clients will verify the nonce by their own. When more than half
The BLADE-FL has a good performance on privacy preservation, since there is no need to introduce an additional third-party for block generating, reducing the possibility of model leakage. Besides, the BLADE-FL is tamper-resisted, thanks to the consensus mechanism.

3.2 Model of Lazy Clients

Different from traditional FL, a new problem of learning deficiency caused by lazy clients emerges in the BLADE-FL system. This issue is fundamentally originated from the lack of an effective detection and penalization mechanism in an unsupervised network. In more detail, a lazy client can plagiarize other models directly before generating a new block. To avoid being spotted by the system,
they will add artificial noises to the model weights. Such a cheating behavior can be expressed as:

\[ \mathbf{w}_i^k = \mathbf{w}_i^k + \mathbf{n}_i, \quad i' \subseteq \mathcal{M}, i \not\subseteq \mathcal{M}, k = 1, 2, \ldots, K, \]

where \( \mathcal{M} \) denotes the set of lazy clients, \( \mathbf{n}_i \) is the artificial noise vector following a Gaussian distribution with a zero mean and a variance of \( \sigma^2 \).

### 3.3 Computational Resources Allocation Model

The generating rate of blockchain is determined by the computation complexity of the hash function and available computational resources. The computational resources of CPU cycles required to generate a block in PoW is defined as: \( \mathbb{E}[\text{PoW}] = \kappa \chi \), where \( \kappa \) is the block generating difficulty to stabilize the block generating rate, and \( \chi \) denotes the amount of required computational resources for calculating one hash value [21]. Thus, we define the time for mining a block in terms of \( \beta \):

\[ \beta \triangleq \mathbb{E}[t^{\text{bl}}] = \frac{\mathbb{E}[\text{PoW}]}{f^{\text{bl}}} = \frac{\kappa \chi}{f^{\text{bl}}}, \]

where \( f^{\text{bl}} \) denotes the CPU cycles of the whole blockchain network for block generating.

Similarly, we can use the computational resources of CPU cycles required for every single sample training \( \rho \), to derive the time that needed to train all the local samples for one round at \( i \)-th client, in terms of \( \alpha_i \) [22]:

\[ \alpha_i \triangleq \mathbb{E}[t^{\text{loc}}] = \frac{|\mathcal{D}_i| \rho}{f^{\text{loc}}}, \]

where \( f^{\text{loc}} \) denotes the CPU cycles for local training and \( |\mathcal{D}_i| \) denotes the number of local dataset. In order to keep the same structure of the models, we assume that each client uses the same algorithm to train the local model and has the same number of samples. Thereafter, the local training time per round is the same for all the clients, where we define \( \alpha = \alpha_i, \forall i \).

In fact, the computational resources of each client are limited in the total computing time \( t^{\text{sum}} \), and local training in FL and block generating in blockchain both require computational resources. Thus, it is crucial to allocate computing resources between local training and block generating. Based on the above discussion of the time for training per round \( \alpha \) and the time for mining per block \( \beta \), the computational resource allocation can be transformed into the time allocation:

\[ K \tau \alpha + K \beta = t^{\text{sum}}, \]

where \( \tau \) represents the number of training iterations between two generated blocks, and \( K \tau \alpha \) is the training time while \( K \beta \) is the block generating time.

### 4 Performance Analysis of the BLADE-FL with Lazy Clients

We assume there are \( N \) clients in the BLADE-FL system, while each client needs to train local samples in FL and acts as a miner to generate blocks in blockchain.

#### 4.1 Performance Analysis on Upper Bound

To analyze the performance of the proposed framework, we make the following assumptions of the loss function.

**Assumption 1** We assume the followings for all the clients:

1. \( F_i(\mathbf{w}) \) is convex that \( F(\mathbf{w}) \geq F(\mathbf{w}') + \nabla F(\mathbf{w}')^T (\mathbf{w} - \mathbf{w}') \);
2. \( F_i(\mathbf{w}) \) is \( \xi \)-Lipschitz that \( \| F_i(\mathbf{w}) - F_i(\mathbf{w}') \| \leq \xi \| \mathbf{w} - \mathbf{w}' \|, \) for any \( \mathbf{w}, \mathbf{w}' \);
3. \( F_i(\mathbf{w}) \) is \( L \)-smooth that \( \| \nabla F_i(\mathbf{w}) - \nabla F_i(\mathbf{w}') \| \leq L \| \mathbf{w} - \mathbf{w}' \|, \) for any \( \mathbf{w}, \mathbf{w}' \).

According to **Assumption[1]** \( F(\mathbf{w}) \) is convex, \( \xi \)-Lipschitz, and \( L \)-smooth [23].

In order to capture the divergence between the global loss function and the gradient of the local loss function, we also define the following measurements.

**Definition 1** (Gradient Divergence) For any client, we define \( \delta_i \) as an upper bound, \( \| \nabla F_i(\mathbf{w}) \| \leq \delta_i \). Thus, the global gradient divergence \( \delta \) can be expressed as \( \delta = \frac{\sum_i |\mathcal{D}_i| \delta_i}{N} \).
Then, we develop the upper bound of the loss function in the BLADE-FL without lazy clients, regarded to the total number of generated blocks $K$ as the following Lemma shows.

**Lemma 1** The convergence upper bound of BLADE-FL after $K$ blocks without lazy clients is given by:

$$F(w^K) - F(w^*) \leq \frac{1}{\gamma \left( \eta \phi - \frac{\lambda \pi - 2}{\epsilon \gamma} \right)},$$

where $\varepsilon > 0$, $\lambda = \eta L + 1$, $\gamma = \frac{t_{\text{sum}} - K \beta}{\alpha}$, and $\phi = \frac{(1 - \eta L)}{\|w(0) - w^*\|}$. $w^0$ denotes the initial weight, $w^*$ denotes the optimal weight, $\eta$ denotes the learning rate and $\eta L < 1$.

Based on **Lemma 1**, we develop the upper bound of BLADE-FL with lazy clients in the following theorem.

**Theorem 1** The upper bound of BLADE-FL with $M$ lazy clients is given by:

$$F(w^K) - F(w^*) \leq \frac{1}{\gamma \left( \eta \phi - \frac{\lambda \pi - 2}{\epsilon \gamma} \right)},$$

where $\theta$ denotes the degradation of the system performance caused by lazy clients and can be represented by: $\theta = \|w_{\text{no lazy}}^i - w_{\text{lazy}}^i\|$. $t_{\text{sum}}$ is usually cast as a resource constraint. Then we obtain the following remark.

**Remark 1** The developed upper bound is a convex function with respect to $K$, so we can solve the convex function to find the optimal $K$ to minimize the loss function of the BLADE-FL with lazy clients.

In the developed upper bound shown in (6), we notice that $\sigma^2$ should have a similar order of magnitude compared with $\theta$, because a lazy client tends not to add a huge or tiny noise in order to conceal itself. Therefore we can obtain the following remark.

**Remark 2** In the lazy BLADE-FL system, the plagiarism behavior contributes a term proportional to $\frac{M}{N}$ to the bound while the artificial noise exhibits an impact term proportional to $\frac{\sigma^2}{N}$. This is because the plagiarism behavior is related to the original data while the artificial noise is independent of the original data, which indicates the plagiarism has a greater effect on the learning performance compared with the noise perturbation.

Then, we reveal the impact of $\frac{M}{N}$ and $\sigma^2$ on the optimal value of $K$ in the following remark.

**Remark 3** The optimal $K$ that minimizes the loss function value decreases as the lazy client ratio $\frac{M}{N}$ or the noise variance $\sigma^2$ grows. Intuitively speaking, when the system is infested with a large number of lazy clients, more computational resources should be redirected and allocated to FL to compensate for the insufficient computations of learning, and thus improving the learning performance.

### 5 Simulation Results

In this section, we evaluate the analytical results. First, we evaluate the gap between our developed upper bound and the simulation results. Then, we demonstrate the optimal $K$ of various lazy client ratio $\frac{M}{N}$ and various noise variance $\sigma^2$ in a limited computing time $t_{\text{sum}}$. 
1) Datasets: In our experiments, we use two datasets for non-IID with a single hidden layer contains 256 hidden units. Each unit applies softmax function and rectified linear units of 10 classes (corresponding to the 10 digits and 10 clothes). We use the cross-entropy to model the loss function, which can capture the error of the training data.

2) MLP. We progress the learning of a Multi-Layer Perceptron (MLP) model. The MLP network with a single hidden layer contains 256 hidden units. Each unit applies softmax function and rectified linear units of 10 classes (corresponding to the 10 digits and 10 clothes). We use the cross-entropy to model the loss function, which can capture the error of the training data.

3) PoW. We evaluate the block generating process of PoW consensus mechanisms with the computational resources consumption. We assume that generating a block requires $\beta$ units time.

4) Parameters setting. In our experiments, we set the total computing time $t_{\text{total}} = 100$, the samples of each client $|D_i| = 512, \forall i$, the number of clients $N = 20$, time unit for local training per round $\alpha = 1$, time units for mining per block $\beta = 10$, number of lazy clients $M = 0$ and learning rate $\eta = 0.01$ as default.

5.1 Experimental setting

1) Datasets: In our experiments, we use two datasets for non-IID setting to verify the results.

- MNIST. Standard MNIST handwritten digit recognition dataset consists of 60,000 training examples and 10,000 testing examples [24]. Each example is a $28 \times 28$ sized handwritten digits grayscale image from 0 to 9.

- Fashion-MNIST. Fashion-MNIST for clothes has 10 different types, such as T-shirt, trousers, pullover, dress, coat, sandal, shirt, sneaker, bag, and ankle boot.

2) MLP. We progress the learning of a Multi-Layer Perceptron (MLP) model. The MLP network with a single hidden layer contains 256 hidden units. Each unit applies softmax function and rectified linear units of 10 classes (corresponding to the 10 digits and 10 clothes). We use the cross-entropy to model the loss function, which can capture the error of the training data.

3) PoW. We evaluate the block generating process of PoW consensus mechanisms with the computational resources consumption. We assume that generating a block requires $\beta$ units time.

4) Parameters setting. In our experiments, we set the total computing time $t_{\text{total}} = 100$, the samples of each client $|D_i| = 512, \forall i$, the number of clients $N = 20$, time unit for local training per round $\alpha = 1$, time units for mining per block $\beta = 10$, number of lazy clients $M = 0$ and learning rate $\eta = 0.01$ as default.

5.2 Evaluating the Performance with Lazy Clients

In this subsection, we progress the learning task with lazy clients using MNIST and Fashion-MNIST datasets. Then we search the optimal $K$ to obtain the best learning performance on various lazy client ratios $\frac{M}{N}$ and various noise variance $\sigma^2$.

1) Numerical Results. We draw the numerical results in Fig.2 compared with the simulation results in Fig.3. Fig.2 shows that our developed upper bound is consistent with the simulation result and can be a criterion to evaluate the learning performance. Thereafter, finding the optimal $K$ in the developed upper bound will achieve the best learning performance in the BLADE-FL.

2) Various Lazy Client Ratio. We simulate various lazy clients ($M = 0, M = 2, M = 4$, and $M = 6$) when the total clients $N = 20$, which makes the lazy client ratio $\frac{M}{N}$ to be 0%, 10%, 20%, and 30%. Other parameters are set as default, and we set the noise variance $\sigma^2 = 0.01$. In Fig.3, we notice that a ascending lazy client ratio will lead to a descending optimal $K$ (from MNIST: $M = 0, K^* = 7; M = 2, K^* = 6; M = 6, K^* = 5$), which causes more computational resources allocated in local training. Moreover, the learning performance will drop when more lazy clients are involved in the system. Besides, the optimal $K$ on Fashion-MNIST also follows the changes in learning performance on MNIST. Therefore, our performance analysis with lazy clients can be applied to various learning datasets.
We notice that when noise variance $\sigma$, the power of artificial noises, which is consistent with our theoretical results. Our experiments have demonstrated that the optimal privacy preservation, tamper-resistant, and efficient cooperation of learning. In order to investigate, in this paper, we have proposed a BLADE-FL framework, with a good performance in terms of various noise variance.

Figure 3: Value of the loss function and accuracy under various $K$ and $\frac{MN}{N}$ values for the MNIST and FashionMNIST datasets

Figure 4: Value of the loss function and accuracy under various $K$ and $\sigma^2$ values on 20% lazy ratio. Solid line is the results on MNIST while dash line on Fashion-MNIST.

3) Various Noise Variance. In Fig. 5 we set different values of noise variance ($\sigma^2 = 0.01$, $\sigma^2 = 0.1$, $\sigma^2 = 0.2$, and $\sigma^2 = 0.3$) on lazy client ratio $\frac{MN}{N} = 20\%$ and plot their experiment results. We notice that when noise variance $\sigma^2$ is large, the BLADE-FL can be damaged severely, which results in bad learning performance. Furthermore, the optimal $K$ also descends as the noise variance increasing (from MNIST, full line in Fig. 5 $\sigma^2 = 0.01$, $K^* = 7$; $\sigma^2 = 0.3$, $K^* = 5$), which means the BLADE-FL will allocate more computational resource in training with a high $\sigma^2$.

6 Conclusion

In this paper, we have proposed a BLADE-FL framework, with a good performance in terms of privacy preservation, tamper-resistant, and efficient cooperation of learning. In order to investigate a unique problem in the proposed BLADE-FL system, called the Lazy Client Problem, we have theoretically developed a convergence bound of the loss function in the BLADE-FL system with the presence of lazy clients. We have proved the bound to be convex with respect to the total number of generated blocks $K$, and solved the convex problem to minimize the loss function by optimizing $K$. Our experiments have demonstrated that the optimal $K$ varies with the number of lazy clients and the power of artificial noises, which is consistent with our theoretical results.
However, the lazy client problem is not been completely solved in this paper. In our future work, we are going to further investigate the impact of lazy clients and artificial noise. Then we will design effective algorithms to detect the plagiarism behaviors, and control the ratio of lazy clients.
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Broader Impact

Researchers who are interested in federated learning, blockchain, distributed learning, and AI will benefit from this research. Since our experimental results were obtained using non-sensitive datasets of handwritten digits and clothing, there is no ethical issue by disclosing our research outcome to a general audience. The investigated problem in a blockchain integrated FL system, if not treated properly, will degrade the learning performance, and lead to an unreliable system. The bias of the data is not applicable to our work since we investigated a general methodology in this paper, which does not rely on any particular distribution of data.
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