Rotating star initial data for a constrained scheme in numerical relativity
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Abstract

A new numerical code for computing stationary axisymmetric rapidly rotating stars in general relativity is presented. The formulation is based on a fully constrained-evolution scheme for 3 + 1 numerical relativity using the Dirac gauge and maximal slicing. We use both the polytropic and MIT bag model equations of state to demonstrate that the code can construct rapidly rotating neutron star and strange star models. We compare numerical models obtained by our code and a well-established code, which uses a different gauge condition, and show that the two codes agree to a high degree of accuracy.

PACS numbers: 04.25.Dm, 04.40.Dg

1. Introduction

In the 3 + 1 formalism of general relativity, the Einstein equations are decomposed into a set of four constraint equations and six evolution equations [1, 2]. Solving the (elliptic-type) constraint equations at each time step in multidimensional simulations is, in general, not feasible as it is computationally expensive for most numerical techniques. Hence, a free-evolution approach, i.e. solving the constraint equations only for the initial data and performing the evolutions without enforcing the constraints, is generally favoured over a fully constrained scheme (solving the constraints at each time step) in three-dimensional numerical simulations. While mathematically the constraints are preserved by the evolution equations, in practice small constraint violations due to numerical errors typically grow quickly to a significant level that make the solution unphysical and plague the simulations. Although numerous techniques to control the growth of constraint violations have been developed (e.g. [3–8]), it is not clear yet to what extent they can control the constraint violations successfully in general.

A fully constrained-evolution scheme has been used in the past only in spherically symmetric or axisymmetric problems (e.g. [9–12]). The main advantage of a fully constrained scheme is that the constraints are fulfilled to within the discretization errors, and the constraint-violating modes do not exist by construction. Recently, a new formulation for 3 + 1 numerical
relativity based on a fully constrained-evolution scheme is proposed by Bonazzola et al [13]. The chosen coordinate conditions (maximal slicing and Dirac gauge (see section 2.3)), together with the use of spherical components of tensor fields, reduce the ten Einstein equations to a system of five quasi-linear elliptic equations, which are solved by efficient multi-domain spectral methods, and two quasi-linear scalar wave equations [13]. The Dirac gauge is used to fix the remaining three degrees of freedom. The stability of the proposed scheme has been demonstrated for a three-dimensional pure gravitational wave spacetime [13].

In the proposed constrained scheme, the coordinates are fixed by the Dirac gauge on each hypersurface (with maximal slicing condition), including the initial one. This implies that initial data must be prepared in the same coordinate choices in order to perform dynamical evolutions. As an advantage of this gauge fixing, stationary solutions of the Einstein equations can be computed within the same framework simply by setting the time derivative terms to zero in the equations. The aim of the present work is to construct rotating-star initial data for this new formulation of 3 + 1 numerical relativity. For this purpose, we have developed a numerical code to calculate stationary axisymmetric rotating star models based on the Dirac gauge and maximal slicing.

The purpose of this paper is to present the formulation of the problem and the tests that have been done to validate our numerical code. The numerical code can be used to provide initial rotating star models for hydrodynamics simulations in full general relativity within the new formulation. Our emphasis here is put on the comparison of the accuracy between our code and a well-established code LORENE-rotstar [14–16]. In particular, we demonstrate that our numerical code can compute rapidly rotating neutron star and strange star models to high accuracy. Unless otherwise noted, we use units such that \( G = c = 1 \). Latin (Greek) indices go from 1 to 3 (0 to 3).

2. Formulation

2.1. The 3 + 1 decomposition

In this section, we give a brief description of the 3 + 1 formulation of the Einstein equations in order to define our notations (see, e.g. [1, 2] for details). In the 3 + 1 formalism, the spacetime is foliated by a family of spacelike hypersurfaces \( \Sigma_t \), labelled by the time coordinate \( t \). Introducing a coordinate system \( (\xi^i) \) on each hypersurface, the line element may be written as

\[
\text{d}s^2 = -N^2 \text{d}t^2 + \gamma_{ij}(\text{d}x^i + \beta^i \text{d}t)(\text{d}x^j + \beta^j \text{d}t),
\]

(1)

where \( N \) is the lapse function, \( \beta^i \) is the shift vector, and \( \gamma_{ij} \) is the 3-metric induced by the spacetime metric \( g_{\alpha\beta} \) onto each hypersurface \( \Sigma_t \):

\[
\gamma_{\alpha\beta} := g_{\alpha\beta} + n_\alpha n_\beta.
\]

(2)

Here \( n_\alpha := -N \nabla_\alpha t \) is the unit normal to \( \Sigma_t \), where \( \nabla_\alpha \) is the covariant derivative associated with the spacetime metric \( g_{\alpha\beta} \). The stress–energy tensor \( T^{\alpha\beta} \) is decomposed as

\[
T^{\alpha\beta} = E n^\alpha n^\beta + n^\alpha J^\beta + J^\alpha n^\beta + S^{\alpha\beta},
\]

(3)

where \( E := T_{t\alpha} n^\alpha n^\beta \), \( J_\alpha := -\gamma_\alpha^\mu T_{\mu\nu} n^\nu \), and \( S_{\alpha\beta} := \gamma_\alpha^\mu \gamma_\beta^\nu T_{\mu\nu} \) are the energy density, momentum density and the stress tensor, as measured by the observers of 4-velocity \( n^\alpha \) (the so-called Eulerian observers \( O_e \)).

The evolution of the 3-metric \( \gamma_{ij} \) is governed by

\[
\frac{\partial}{\partial t} \gamma_{ij} = L_\beta \gamma_{ij} = -2NK_{ij},
\]

(4)
where $\mathcal{L}$ is the Lie derivative operator and $K_{ij}$ is the extrinsic curvature of $\Sigma_t$. The evolution equation for $K_{ij}$ is

$$\frac{\partial}{\partial t} K_{ij} - \mathcal{L}_\beta K_{ij} = -D_i D_j N + N \{R_{ij} - 2 K_{ij} K^{ij} + K K_{ij} + 4 \pi [(S - E) \gamma_{ij} - 2 S_{ij}] \},$$

where $D_i$ is the covariant derivative associated with the 3-metric $\gamma_{ij}$, $R_{ij}$ is the Ricci tensor associated with this 3-metric, $K := K^i_i$ is the trace of the extrinsic curvature, and $S := S^{ij}_{ji}$. In the 3 + 1 formulation, the full set of Einstein equations is equivalent to the above evolution equations, together with the Hamiltonian constraint

$$R + K^2 - K_{ij} K^{ij} = 16 \pi E,$$

and the momentum constraint

$$D_j K^j_i - D_i K = 8 \pi J_i,$$

where $R := R^i_i$ is the three-dimensional Ricci scalar.

### 2.2. The matter sources: uniformly rotating fluid

We assume that the matter consists of a perfect fluid with a stress–energy tensor

$$T^{\alpha\beta} = (e + P) u^\alpha u^\beta + P g^{\alpha\beta},$$

where $u^\alpha$ is the 4-velocity of the fluid; $e$ and $P$ are respectively the energy density and pressure, as measured by the fluid comoving observer $O_f$. Defining the Lorentz factor linking the two observers $O_e$ and $O_f$ by

$$\Gamma := -n_\alpha u^\alpha = Nu^t,$$

the energy density $E$ in equation (3) can be written as

$$E = \Gamma^2 (e + P) - P.$$

The momentum density $J^i$ is

$$J^i = (E + P) v^i,$$

where the fluid 3-velocity $v^i$ is related to the spatial components of the fluid 4-velocity $u^i$ by

$$u^i = \Gamma \left( v^i - \beta^i \right).$$

Note that the Lorentz factor can be expressed as $\Gamma = (1 - v^2)^{-1/2}$, where $v := (u^i v_i)^{1/2}$ is the ‘physical’ fluid speed as measured by the Eulerian observer $O_e$. The stress tensor $S_{ij}$ is given by

$$S_{ij} = (E + P) v_i v_j + P \gamma_{ij}.$$  

Up to this point, we have not made any assumptions on the spacetime and fluid flow. Now we consider that the spacetime is stationary, axisymmetric and asymptotically flat. These assumptions imply the existence of two Killing vector fields: $\zeta$, which is timelike at spatial infinity and $\chi$, which is spacelike everywhere and with closed orbits. Furthermore, the Killing vectors commute [17], and hence we can choose an adapted coordinate system $(t, x^1, x^2, \varphi)$, such that $\zeta = \partial / \partial t$ and $\chi = \partial / \partial \varphi$ are the coordinate vector fields (see also [14]). We choose the remaining two coordinates to be of spherical type (i.e. $x^1 = r$ and $x^2 = \theta$).

We also impose the so-called circularity condition on the stress–energy tensor:

$$T^{\alpha}_{\beta} v^\beta = \mu \zeta^\alpha + \nu X^\alpha,$$

where $\mu$ and $\nu$ are constants. This condition arises from the requirement that the fluid flow be irrotational and irrotational-like, respectively. In the case of a uniformly rotating fluid, $\nu = 0$, and we impose the circularity condition on the stress–energy tensor

$$T^{\alpha}_{\beta} v^\beta = \mu \zeta^\alpha.$$

For the current example, we consider a uniformly rotating fluid with azimuthal symmetry. The stress–energy tensor $T^{\alpha\beta}$ is given by

$$T^{\alpha\beta} = (e + P) u^\alpha u^\beta + P g^{\alpha\beta},$$

where $u^\alpha$ is the 4-velocity of the fluid; $e$ and $P$ are respectively the energy density and pressure, as measured by the fluid comoving observer $O_f$. Defining the Lorentz factor linking the two observers $O_e$ and $O_f$ by

$$\Gamma := -n_\alpha u^\alpha = Nu^t,$$

the energy density $E$ in equation (3) can be written as

$$E = \Gamma^2 (e + P) - P.$$
\[ T_\beta^\alpha \kappa^\delta = \lambda \xi^\alpha + \sigma \kappa^\alpha. \] (15)

This condition is equivalent to the absence of meridional convective currents, and implies that the fluid 4-velocity is given by
\[ \vec{u} = u^t \left( \frac{\partial}{\partial t} + \Omega \frac{\partial}{\partial \varphi} \right), \] (16)

where \( \Omega \) is the fluid coordinate angular velocity, and can be interpreted as the fluid angular velocity as seen by an inertial observer at rest at infinity. A theorem of Carter [18] shows that the circularity condition implies that the line element can be written as
\[ ds^2 = -N^2 \, dt^2 + \gamma_{\varphi \varphi} \left( d\varphi + \beta^\varphi \, dt \right)^2 + \gamma_{rr} \, dr^2 + 2\gamma_{r \theta} \, dr \, d\theta + \gamma_{\theta \theta} \, d\theta^2. \] (17)

Note that only the \( \varphi \)-component of the shift vector is non-zero and we have not specified the gauge choice at this point. The so-called quasi-isotropic gauge (see section 3.3) corresponds to \( \gamma_{r \theta} = 0, \gamma_{\theta \theta} = r^2 \gamma_{rr} \), while the Dirac gauge relates the metric components by differential equations (see equation (26)).

The equation of stationary motion follows from the projection of the conservation equation \( \nabla_\alpha T^{\alpha \beta} = 0 \) normal to the 4-velocity \( u^\alpha \). In this paper, we focus on the case of a uniformly rotating star (i.e. \( \Omega \) is a constant). We also assume that the fluid is barotropic. In this case, the equation of stationary motion can be integrated analytically and is given by (see, e.g. [14])
\[ H + \ln N - \ln \Gamma = \text{const}, \] (18)
where \( H \) is the log-enthalpy defined by
\[ H := \int \frac{dP}{e + P}. \] (19)

### 2.3. The metric equations

Here we summarize the full set of Einstein equations in the constrained-evolution scheme based on the Dirac gauge and maximal slicing. We refer the reader to [13] for details and derivations. First, we define a conformal metric \( \tilde{\gamma}_{ij} \) by
\[ \tilde{\gamma}_{ij} := \Psi^{-1} \gamma_{ij}, \] (20)

with the conformal factor \( \Psi \) defined by
\[ \Psi := \left( \frac{\det \gamma_{ij}}{\det f_{ij}} \right)^{1/12} \] (21)

where \( f_{ij} \) is a flat 3-metric, given by the asymptotic condition on \( \gamma_{ij} \). The four constraint equations (6) and (7), together with the maximal slicing condition \( K = 0 \), result in two scalar equations for the lapse and conformal factor and one vectorial elliptic equation for the shift vector.

The lapse function \( N \) is given by
\[ \Delta N = \Psi^4 N [4\pi (E + S) + \tilde{A}_{ij} A^{ij}] - \h^{ij} D_j D_l N - 2 \tilde{D}_k \Phi \tilde{D}^k N, \] (22)

where \( D_j \) is the covariant derivative associated with the flat metric \( f_{ij} \) and its contravariant component is defined by \( D^i := f^{ij} D_j; \Delta := f^{ij} D_i D_j \) is the flat-space Laplacian operator; \( \tilde{D}_k \) is the covariant derivative associated with the conformal metric \( \tilde{\gamma}_{ij} \) and its contravariant component is \( \tilde{D}^i := \tilde{\gamma}^{ij} \tilde{D}_j \) (with the inverse conformal metric \( \tilde{\gamma}^{ij} \) defined by \( \tilde{\gamma}_{ik} \tilde{\gamma}^{kj} = \delta_i^j \)). The quantity \( \Phi \) is defined by \( \Phi := \ln \Psi \). The traceless part of the conformal extrinsic curvature \( A^{ij} \) is defined by
\[ A^{ij} := \Psi^4 \left( K^{ij} - \frac{1}{2} \gamma^{ij} K \right), \] (23)
while the tensor field \( \tilde{A}_{ij} \) is defined by
\[
\tilde{A}_{ij} := \tilde{\gamma}_{ik} \tilde{\gamma}_{jl} A^{kl} = \Psi^{-4} (K_{ij} - \frac{1}{4} \gamma_{ij} K).
\] (24)
The tensor field \( h^{ij} \) on the right-hand side (RHS) of equation (22) is the deviation of the inverse conformal metric from the inverse flat metric defined by
\[
h^{ij} := \tilde{\gamma}^{ij} - f^{ij}.
\] (25)
In the proposed constrained scheme, the Dirac gauge condition is given by
\[
\nabla_{i} h^{ij} = 0.
\] (26)
Next, the conformal factor \( \Psi \) (or equivalently \( Q := \Psi^2 N \)) is determined from
\[
\Delta Q = -h^{kl} \nabla_{k} \nabla_{l} Q + \Psi^6 \left[ N \left( 4 \pi S + \frac{3}{4} \tilde{\gamma}_{kl} A^{kl} \right) \right] + 2 \Psi^2 \left[ N \left( \frac{\tilde{R}}{8} + \tilde{\mathcal{D}}_{k} \Phi \tilde{D}^{k} \Phi \right) + \tilde{\mathcal{D}}_{i} \Phi \tilde{D}^{i} N \right],
\] (27)
where the quantity \( \tilde{R} \) on the RHS is given by
\[
\tilde{R} := \frac{1}{2} \tilde{\gamma}^{kl} \tilde{D}_{k} h_{mn} \tilde{D}_{l} \tilde{\gamma}_{mn} - \frac{1}{2} \tilde{\gamma}^{kl} \tilde{D}_{k} h_{mn} \tilde{D}_{l} \tilde{\gamma}_{ml}.
\] (28)
The elliptic equation for the shift vector is
\[
\Delta \beta^{i} + \frac{1}{2} \tilde{D}^{i} (\tilde{D}_{j} \beta^{j}) = 16 \pi N \Psi^{4} J^{i} + 2 A^{ij} \nabla_{j} N - 12 N A^{ij} \nabla_{j} \Phi - 2 N \Delta_{ij} A^{kl}
\] (29)
where the tensor field \( \Delta_{ij} \) is defined by
\[
\Delta_{ij} := \frac{1}{2} \tilde{\gamma}^{kl} (\tilde{D}_{k} \tilde{\gamma}_{ij} + \tilde{D}_{j} \tilde{\gamma}_{ki} - \tilde{D}_{l} \tilde{\gamma}_{lj}).
\] (30)
Now we turn to the dynamical part of the Einstein equations. In the proposed constrained scheme, one solves for the tensor field \( h^{ij} \) instead of \( \tilde{\gamma}^{ij} \). The evolution equation in this formulation is given by a flat-space (second-order) wave equation for \( h^{ij} \) (see equation (85) of [13]). As mentioned in section 1, one advantage of using the Dirac gauge to fix the coordinates on each slice \( \Sigma_{r} \) is that stationary solutions of the Einstein equations can be computed within the same scheme, simply by setting the time-derivative terms to zero in the equations. This is possible because of the existence of the Killing vector \( \zeta = \partial/\partial t \) as discussed in section 2.2. This reduces the wave equation for \( h^{ij} \) to the following tensorial Poisson-like equation:
\[
\Delta h^{ij} = \frac{\Psi^4}{N^2} \left[ L_{\beta} L_{\beta} h^{ij} + \frac{4}{3} D_{k} \beta^{k} L_{\beta} h^{ij} + \frac{N}{\Psi^6} D_{i} Q (D_{j} h^{k} + D_{k} h^{j} - D^{k} h^{ij}) - 2 N S^{ij} \right]
\] (31)
where the notation \( (L \beta)^{ij} \) stands for the conformal Killing operator associated with the flat metric acting on the shift vector \( \beta^{i} \):
\[
(L \beta)^{ij} := D_{i} \beta^{j} + D_{j} \beta^{i} - \frac{2}{3} D_{k} \beta^{k} f^{ij}.
\] (32)
The tensor field \( S^{ij} \) on the RHS of equation (31) is given by
\[
S^{ij} = \Psi^{-4} \left[ N (R_{ij} + 8 \tilde{D}^{i} \Phi \tilde{D}^{j} \Phi) + 4 (\tilde{D}^{i} \Phi \tilde{D}^{j} N + \tilde{D}^{i} \Phi \tilde{D}^{j} N) 
\right.
\] (33)
\[
- \frac{1}{3} N \{ [\tilde{R}]_{ij} + 8 \tilde{D}_{k} \Phi \tilde{D}^{k} \Phi \tilde{\gamma}^{ij} + 8 \tilde{D}_{i} \Phi \tilde{D}^{i} \tilde{\gamma}^{ij} \} + 2 N \left[ \tilde{\gamma}^{ij} A^{ij} - 4 \pi (\Psi^{4} S^{ij} - \frac{1}{4} \tilde{\gamma}^{ij} f^{ij}) \right] - \Psi^{-6} \left[ \tilde{\gamma}^{ij} f^{ij} D_{i} D_{j} Q + \frac{1}{2} (h^{ij} D_{k} h^{ij} + h^{ij} D_{k} h^{ij} - h^{ij} D_{k} h^{ij}) D_{i} Q - \frac{1}{2} (\tilde{\gamma}^{ij} D_{i} D_{j} Q \tilde{\gamma}^{ij}) \right].
\]
with
\[
\dot{R}^{ij} = \frac{1}{2} \left[ h^{kl} D_k h^{ij} - D_k h^{ik} h^{jl} - \tilde{\gamma}_{kl} \tilde{\gamma}^{mn} D_m h^{ik} D_l h^{jl} + \tilde{\gamma}_{kl} \tilde{\gamma}^{mn} h^{ik} D_m h^{jl} \right. \\
\left. + \tilde{\gamma}_{kl} D_k h^{mn} (\tilde{\gamma}^{ik} D_m h^{jl} + \tilde{\gamma}^{jk} D_m h^{il}) + \frac{1}{2} \tilde{\gamma}^{ik} \tilde{\gamma}^{jl} D_k h^{mn} D_l \tilde{\gamma}^{mn} \right].
\] (34)

Furthermore, after setting the time-derivative term of \( h^{ij} \) to zero, the conformal extrinsic curvature \( A^{ij} \) as defined in equation (23) is deduced from (see equation (92) of [13])
\[
A^{ij} = \frac{1}{2N} \left[ (L^{\beta})^{ij} - L_{\beta} h^{ij} - \frac{2}{3} D_k \beta^k h^{ij} \right].
\] (35)

In summary, to calculate stationary axisymmetric uniformly rotating star models in the framework of the constrained scheme [13] based on the Dirac gauge and maximal slicing, one needs to solve for two scalar elliptic equations, (22) and (27) respectively for \( N \) and \( \Psi_1 \), a vectorial Poisson-like equation (29) for \( \beta^i \) and a tensorial elliptic equation (31) for \( h^{ij} \), together with the first integral of motion, equation (18), for the matter. The numerical procedure for solving this system of equations is described in section 3.1.

2.4. Global quantities

We list here various global quantities relevant to axisymmetric rotating star spacetimes. These gauge invariant quantities are useful to estimate the accuracy of our numerical code as they provide a direct comparison between our code and a different code, which uses a different gauge condition, as presented in section 3.3.

Given a baryon current \( n u^\alpha \), where \( n \) is the number density in the fluid frame, the baryon mass of the star is expressed as
\[
M_b = m_B \int \left[ -n_\alpha (n u^\alpha) \right] dV = m_B \int \Gamma n \, dV,
\] (36)
where \( m_B \) is the baryon rest mass, \( dV = \sqrt{\hat{\gamma}} d^3 x \) is the proper 3-volume element (with \( \gamma \) being the determinant of the 3-metric), and we have used equation (9) in the second equality. As we follow [13] to expand all tensor fields onto the spherical basis \( (e^i) = (\frac{\partial}{\partial r}, \frac{1}{r} \frac{\partial}{\partial \theta}, \frac{1}{r \sin \theta} \frac{\partial}{\partial \phi}) \), which is orthonormal with respect to the flat metric, the proper volume element is written explicitly as \( dV = \sqrt{\hat{\gamma}} r^2 \sin \theta \, dr \, d\theta \, d\phi \). Note that we denote by \( \hat{\gamma} \) the determinant of the 3-metric expanded onto the basis \( (e_i) \). Here and afterwards we denote by \( (\hat{r}, \hat{\theta}, \hat{\phi}) \) indices of specific components on the orthonormal basis \( (e_i) \).

The gravitational mass \( M_g \) is given by the Komar integral (see equation (11.2.10) of [19])
\[
M_g = 2 \int \left( T_{a \beta} - \frac{1}{2} T^{\gamma}_{\beta} \hat{g}_{a \beta} \right) n^a \hat{\xi}^\beta \, dV,
\] (37)
where \( \hat{\xi}^a \) is the timelike Killing vector discussed in section 2.2. Explicitly, we have
\[
M_g = \int \left[ N(E + S) - 2 J_\beta \beta^\beta \right] dV.
\] (38)

The total angular momentum \( J \) is given by (see problem 6 of [19])
\[
J = - \int T_{a \beta} n^a \chi^\beta \, dV = \int J_\beta r \sin \theta \, dV,
\] (39)
where \( \chi^a \) is the axial Killing vector of the spacetime. The rotational kinetic energy for a uniformly rotating star is \( T = \frac{1}{2} \Omega J \). The gravitational potential energy is
\[
W = M_p + T - M_g,
\] (40)
where $M_p$ is the proper mass of the star defined by

$$M_p = \int [-n_a(eu^\alpha)]dV = \int \Gamma e dV. \quad (41)$$

Note that $W$ is defined to be positive.

Furthermore, two relativistic virial identities (the so-called GRV2 and GRV3) have been proved to be useful for checking the consistency and accuracy of numerical solutions of rotating relativistic star models. The three-dimensional virial identity GRV3 [20] is a relativistic generalization of the Newtonian virial identity, valid for any stationary and asymptotically flat spacetime. The two-dimensional virial identity GRV2 [21] is valid for any asymptotically flat spacetime (without any symmetry assumption). The two virial identities are integral relations between the matter and metric fields (see [20, 21] for expressions). In practice, we define the quantities GRV2 := $|1 - \lambda_2|$ and GRV3 := $|1 - \lambda_3|$ as the error indicators for the virial identities, where $\lambda_2$ and $\lambda_3$ are defined via the integral relations, such that exact solutions of the Einstein equations satisfy GRV2 = GRV3 = 0 (see [22]). Note that these identities are not imposed during the numerical calculation, and hence are useful indicators for checking the accuracy of numerical results.

3. Numerical results

3.1. Numerical procedure

To calculate stationary axisymmetric rotating stars within the Dirac gauge and maximal slicing, we solve the nonlinear elliptic equations described in section 2.3 iteratively by means of multi-domain spectral methods [23, 24] in spherical coordinates. The code is constructed upon the LORENE C++ library [16]. We use three spherical numerical domains to cover the whole hypersurface $\Sigma_t$. Specifically, we use one domain to cover the whole star and one domain for the space around the star (typically to about twice the stellar radius). The last domain covers the space out to spatial infinity by means of a compactification $u = 1/r$ [14].

In each domain, we use $N_\theta$ collocation points in the polar direction and $N_\phi = 1$ point in the azimuthal direction for the spectral method. For the radial direction, we can choose to have different numbers of collocation points in different domains. In section 3.3, we use the notation $N_r = (N_{r1}, N_{r2}, N_{r3})$, where $N_{r1}$ denotes the number of points in the first domain etc, to specify the grid structure in the radial direction.

The numerical iteration procedure is briefly described here. For a given equation of state, we choose $\Omega$ and the central value of the log-enthalpy $H$ (see equation (19)) as the physical parameters that specify the rotating star model. First we start with an initial guess by setting all the metric quantities to their flat spacetime values, together with a spherically symmetric distribution for the matter sources. The iteration procedure begins by solving equations (22) and (29) respectively for the corresponding lapse and shift. Thus, we obtain the only non-zero component of the 3-velocity $v^\phi = (\Omega r \sin \theta + \beta^\phi)/N$ (see equation (12)), and hence the Lorentz factor $\Gamma$. Next we use the first integral of motion (equation (18)) to obtain $H$, from which we deduce the pressure $P$ and the energy density $e$ through the EOS. Finally, we solve equations (27) and (31) respectively for $Q$ and $h^{ij}$. The iteration procedure continues until the relative difference in $H$ throughout the whole star between two consecutive steps is smaller than some prescribed value.

The resolutions of the scalar Poisson equations for $N$ and $Q$, and the vectorial elliptic equation for $\beta^i$ have been described in detail in [25]. The technique for solving the tensorial Poisson equation (31) is described in the appendix.
3.2. Equation of state

In section 3.3, we present various tests that have been done to validate our numerical code. For this purpose, we use a polytropic EOS in the following form to construct rotating neutron star models:

\[ P = \kappa n^{\gamma}, \]

where \( \kappa \) and \( \gamma \) are constants. The number density \( n \) is related to the energy density \( e \) by

\[ e = m_B n + \frac{\kappa}{\gamma - 1} n^{\gamma}, \]

where the baryon mass \( m_B = 1.66 \times 10^{-24} \text{ g} \). In particular, we take \( \gamma = 2 \) and \( \kappa = 0.03 \rho_{\text{nuc}} c^2 / n_{\text{nuc}}^2 \), where \( \rho_{\text{nuc}} = 1.66 \times 10^{14} \text{ g cm}^{-3} \) and \( n_{\text{nuc}} = 0.1 \text{ fm}^{-3} \). For this EOS, the log-enthalpy is given analytically by

\[ H = \ln \left[ 1 + \frac{\kappa \gamma}{m_B (\gamma - 1)} n^{\gamma - 1} \right]. \]

We also use the simplest MIT bag model EOS, with non-interacting massless quarks, to construct rapidly rotating strange stars. The EOS is given in the following form (see, e.g. [15])

\[ P = \frac{1}{3} an^{4/3} - B, \quad e = an^{4/3} + B, \]

where \( B \) is the MIT bag constant and the parameter \( a = 9 \pi^{2/3} \hbar c / 4 = 952.371 \text{ MeV fm} \). We choose \( B = 60 \text{ MeV fm}^{-3} \) in this work. The stellar surface is characterized by the properties of strange matter at zero pressure: the number density \( n_0 = 0.28665 \times 10^{-3} \text{ fm}^{-3} \) and \( \rho_0 = 4.2785 \times 10^{-14} \text{ g cm}^{-3} \). The log-enthalpy is related to \( n \) simply by \( H = \ln(n/n_0)^{1/3} \). The MIT bag model EOS is useful to test our numerical code in the highly relativistic regime, since strange stars can reach higher compactness ratios and rotation rates than ordinary neutron stars.

3.3. Tests of the numerical code

To test our numerical code, we start with a non-rotating star modelled by the polytropic EOS described in section 3.2. The central value of the log-enthalpy is \( H_0 = 0.2308 \) (or equivalently the energy density \( e_0 = 4.889 \rho_{\text{nuc}} c^2 \)) and the baryon mass of the star is \( M_B = 1.6 M_\odot \). The star has a gravitational mass \( M_g = 1.4866 M_\odot \) and a compactness ratio \( M_g / R = 0.147 \), where \( R \) is the circumferential radius. In the numerical calculations, we use a parameter \( \epsilon_H \) (typically set to be \( 10^{-10} \) or smaller) to control the iteration procedure and the precision of the numerical models; the iteration (see section 3.1) is stopped if the relative difference in \( H \) throughout the whole star between two consecutive steps is smaller than \( \epsilon_H \). In figure 1, we show the convergence of the relative difference in \( H \) towards zero with the number of iterations using radial collocation points \( N_r = (33, 33, 17) \). We see that a precision of \( 10^{-15} \) is achieved for the numerical result within 40 iteration steps. After that, the accuracy is limited by the round-off errors. The solution also satisfies the virial identities to the level of \( 10^{-15} \).

Next, we test the convergence property of the numerical code with respect to increasing number of radial collocation points using the same model. In particular, we vary the number of points in the first numerical domain (i.e. inside the star), while keeping the points in the other two domains fixed to \( N_{r2} = 33 \) and \( N_{r3} = 17 \), and we choose \( \epsilon_H = 10^{-15} \) in this test. In figure 2, we plot \( \log(\text{GRV2}) \) and \( \log(\text{GRV3}) \) together against the number of points \( N_{r1} \) in the first domain. It is seen clearly that both GRV2 and GRV3 converge exponentially towards...
zero with the number of points, as expected for spectral methods. The accuracy is limited by the round-off errors for $N_{r1} > 30$.

Starting from the above non-rotating polytropic model, we then construct a sequence of increasing uniformly rotating configurations at fixed baryon mass $M_b = 1.6M_\odot$, up to the mass-shedding limit. The accuracy of the numerical models is estimated by comparing the results to those obtained by a separated code LORENE-rotstar [14, 15], which uses the so-called quasi-isotropic gauge to construct rotating relativistic stars. LORENE-rotstar is a well-established code which has been tested extensively and compared with a few different numerical codes [22]. A comparison of some of the gauge invariant quantities for the sequence between our code and LORENE-rotstar is given in table 1. The parameters used to obtain the numerical results are $N_r = (33, 17, 17), N_\theta = 17,$ and $\epsilon_{H} = 10^{-10}$ for both codes. In the table, for each value of the rotation frequency $f$, we display the results obtained from our numerical code based on the Dirac gauge in the first row. Below this are the results obtained
with our numerical code, the results obtained from LORENE-rotstar as listed in table 1 are based on fixed spherical numerical domains. Such numerical technique is already available in LORENE-rotstar as described in [15]. However, for comparison virial identities for the non-rotating configuration listed in the table is about $10^{-5}$ in the virial identities, which increase with the rotation frequency. Note that the errors in the particular, the overall discrepancy between the two different codes is consistent with the errors from LORENE-rotstar. Table 1 shows that the two sets of results agree to high accuracy. In

| $f$ (Hz) | $M_4 (M_\odot)$ | $J/M^2$ | $T/W$ | $R_{eq}$ (km) | GRV2 | GRV3 |
|---------|----------------|---------|-------|--------------|------|------|
| 0       | 1.486 610 961  | 0       | 0     | 14.912 229 28 | 7 x 10^{-9} | 2 x 10^{-9} |
|         | 1.486 610 965  | 0       | 0     | 14.912 229 29 | 9 x 10^{-9} | 1 x 10^{-9} |
| 100     | 1.486 837 016  | 0.066 036 124 | 0.001 072 229 50 | 14.960 916 1 | 3 x 10^{-9} | 3 x 10^{-8} |
| 200     | 1.487 539 907  | 0.134 216 63 | 0.004 395 974 | 15.113 935 | 2 x 10^{-7} | 5 x 10^{-7} |
| 300     | 1.488 800 8     | 0.207 261 7 | 0.010 340 091 | 15.395 905 | 3 x 10^{-7} | 6 x 10^{-7} |
| 400     | 1.490 803 52    | 0.289 551 | 0.019 737 04 | 15.865 576 | 1 x 10^{-6} | 3 x 10^{-6} |
| 500     | 1.493 991 1     | 0.369 430 | 0.034 5952 | 16.678 96 | 4 x 10^{-6} | 8 x 10^{-6} |
| 550     | 1.496 409 5     | 0.435 303 | 0.045 7202 | 17.358 94 | 2 x 10^{-5} | 2 x 10^{-5} |
| 600     | 1.500 055 5     | 0.543 97 | 0.062 368 | 18.538 2 | 5 x 10^{-6} | 2 x 10^{-6} |
| 640 ≈ $f_k$ | 1.506 928 | 0.695 855 | 0.092 183 | 22.146 7 | 2 x 10^{-5} | 5 x 10^{-5} |
| 1.506 929 | 0.695 857 | 0.092 188 | 22.146 9 | 1 x 10^{-5} | 6 x 10^{-5} |

from LORENE-rotstar. Table 1 shows that the two sets of results agree to high accuracy. In particular, the overall discrepancy between the two different codes is consistent with the errors in the virial identities, which increase with the rotation frequency. Note that the errors in the virial identities for the non-rotating configuration listed in the table is about $10^{-9}$ instead of $10^{-15}$ as shown in figure 2. This is due to our choice of using $\epsilon_H = 10^{-10}$ in this test.

We note, however, that the numerical error no longer decreases exponentially with the number of grid points as in the non-rotating case, but as a power-law (see figure 3), due to the discontinuities in the derivative of the matter fields at the stellar surface. The non-rotating model is free from any such phenomenon because the stellar surface is at the boundary between two spherical numerical domains. For rotating models, because of the flattening of the stars, the stellar surface no longer coincides with the boundary of the domains, and hence the spectral method loses its exponential-convergence property. Such difficulty associated with rotating stars can be handled by the adaptation of the numerical domains to the stellar surface as developed in [23]. We plan to improve our numerical code by implementing this surface-adaptation technique in the near future\(^1\). Nevertheless, even without a surface-adaptation technique, table 1 shows that both numerical codes still agree to high accuracy and achieve a precision of $10^{-5}$ for a configuration rotating near the mass-shedding limit (i.e. the $f = 640 \approx f_k$ Hz configuration in table 1, where $f_k$ is the Kepler frequency). To visualize the gravitational field generated by a rotating star, we plot in figures 4–7 the

\(^1\) Such numerical technique is already available in LORENE-rotstar as described in [15]. However, for comparison with our numerical code, the results obtained from LORENE-rotstar as listed in table 1 are based on fixed spherical numerical domains.
Figure 3. Convergence behaviours of GRV2 and GRV3 for the $f = 400$ Hz rotating star model listed in table 1. Note that the plot is in log–log scale. The best-fit to the data points shows that GRV2 (GRV3) decreases as $N_{rl}^{-4.3}$. $N_{rl}^{-3.9}$.

Figure 4. Iso-contours of the metric component $h^{rr}$ in the meridional plane for the $f = 640$ Hz rotating polytropic model given in table 1. The solid (dashed) lines indicate positive (negative) values of the field. The thick solid line represents the stellar surface. The dot-dashed circle is the boundary between the first two spherical numerical domains.

non-vanishing components for the metric field $h^{ij}$ (namely, $h^{rr}$, $h^{r\theta}$, $h^{\theta\theta}$ and $h^{\phi\phi}$) for the rotating star model with $f = 640$ Hz. In these figures, we show the iso-contours of the fields in the meridional plane, where solid (dashed) lines indicate positive (negative) values of the fields. The thick solid lines represent the stellar surface. Finally, the dot-dashed circles represent the boundary between the first two spherical numerical domains. The figures show clearly that the gravitational field is dominated by the quadrupole moment.
Figure 5. Same as figure 4 but for the component \( h^{\hat{r}\theta} \).

Figure 6. Same as figure 4 but for the component \( h^{\hat{\theta}\hat{\theta}} \).

To further calibrate our numerical code against LORENE-rotstar, we now compare the two codes using a very relativistic and rapidly rotating strange star model. The matter is described by the MIT bag model as described in section 3.2. This configuration, shown in figure 8, has a baryon mass \( M_b = 2.2M_\odot \) and compactness ratio \( M_g/R_{eq} = 0.204 \) (with the gravitational mass \( M_g = 1.719M_\odot \) and the circumferential equatorial radius \( R_{eq} = 12.425\text{ km} \)). The
Figure 7. Same as figure 7 but for the component $h^{\hat{\phi} \hat{\phi}}$.

Figure 8. Meridional plane cross section of a rapidly rotating strange star. The star has a baryon mass $M_b = 2.3M_\odot$, gravitational mass $M_g = 1.787M_\odot$, and rotation frequency $f = 1000$ Hz. The lines are iso-contours of the log-enthalpy $H$. The thick solid line represents the stellar surface. Outside the star, $H$ is defined by the first integral of motion equation (18).

rotation frequency is $f = 1000$ Hz. In table 2, we show the values of various physical quantities obtained from both numerical codes, together with the relative difference between them. As in the case of the polytropic EOS model, the discrepancy of the two numerical codes is consistent with the errors in GRV2 and GRV3. Note also that, even with a strong
Table 2. Comparison between our numerical code (LORENE-rotstar_dirac) and LORENE-rotstar for a rapidly rotating strange star model. The star has a baryon mass $M_b = 2.2 M_\odot$, gravitational mass $M_g = 1.719 M_\odot$, and rotation frequency $f = 1000 \text{Hz}$.

|                       | Rotstar_dirac | Rotstar | Relative difference |
|-----------------------|--------------|---------|---------------------|
| $M_g (M_\odot)$       | 1.7194       | 1.7198  | $2 \times 10^{-4}$  |
| $J/M_g^2$             | 0.5940       | 0.5945  | $8 \times 10^{-4}$  |
| $T/W$                 | 0.0888       | 0.0890  | $2 \times 10^{-3}$  |
| $R_{eq}$ (km)         | 12.425       | 12.433  | $7 \times 10^{-4}$  |
| GRV2                  | $7 \times 10^{-4}$ | $2 \times 10^{-4}$ |
| GRV3                  | $1 \times 10^{-3}$ | $6 \times 10^{-4}$ |

density discontinuity at the strange star surface, our numerical model still achieves a precision of $10^{-3}$.

4. Conclusion

In this paper we have developed a computer code (LORENE-rotstar_dirac) to construct relativistic rotating stars within the framework of a new constrained-evolution formulation of the $3+1$ Einstein equations based on the Dirac gauge and maximal slicing [13]. As the Dirac gauge fixes the spatial coordinates on each time slice, including the initial one, this formulation can be used to compute stationary solutions of the Einstein equations simply by setting the time derivative terms in various equations to zeros. The system reduces to two scalar elliptic equations for the lapse function $N$ and conformal factor $\Psi$ (equivalently for $Q := \Psi^2 N$), a vectorial elliptic equation for the shift vector $\beta^i$, and a tensorial elliptic equation for a tensor field $h^{ij}$. We couple this system of equations to the first integral of motion for the matter, and solve the equations iteratively using multi-domain spectral method.

We have demonstrated that this formulation can be used to compute stationary rotating equilibrium configurations to high accuracy. In particular, we used the polytropic EOS and MIT bag model to calculate rotating neutron star and strange star models respectively. We compared our code to a well-established code LORENE-rotstar, which uses a quasi-isotropic gauge to fix the coordinates, and found that the global quantities of the numerical models obtained from the two codes agree to high accuracy. The discrepancy between the two codes is consistent with the errors in the virial identities.

Finally, we remark that the proposed constrained-evolution scheme [13] is particularly well suited to the conformally-flat relativistic hydrodynamics code, with a metric solver based on spectral methods and spherical coordinates, developed by Dimmelmeier et al in the so-called Mariage des Maillages (MDM) project [26]. The numerical code that we described in this paper can be used to generate rotating star initial data for hydrodynamics simulations in full general relativity within the new constrained-evolution scheme [13] for the MDM project.
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Appendix. Resolution of the Poisson equations for $h^{ij}$

Here we describe the numerical strategy used to solve the tensorial Poisson equation (31), imposing that the solution $h^{ij}$ satisfies the gauge condition (26) and be such that the conformal metric has a unitary determinant:

$$\det(\hat{\gamma}^{ij} = f^{ij} + h^{ij}) = 1.$$  \hfill (A.1)

Note that this relation follows directly from the definition of the conformal factor in the proposed constrained scheme (see equations (20) and (21)), together with the condition $\det f^{ij} = 1$ in the orthonormal basis $(e_i)$ (see section 2.4). In [13], one would solve two (scalar) Poisson equations: for $h^{rr}$ and the potential $\mu$ (see equation (A.8)); the other four components are deduced from the three gauge conditions and the nonlinear relation (A.1) through an iteration. The drawback of this method is that some components of $h^{ij}$ are calculated as second radial derivatives of $h^{rr}$ and $\mu$. Since the source of equation (31) contains second-order radial derivatives of $h^{ij}$, one needs to calculate fourth-order radial derivatives of $h^{rr}$ and $\mu$, which are solutions of scalar-like Poisson equations with matter terms on the RHS. In the case of neutron stars, it quite often happens that radial density profiles have a discontinuous derivative at the surface of the star. Therefore, $h^{rr}$ and $\mu$ admit discontinuous third-order radial derivatives and their fourth-order derivatives cannot be represented at all by means of spectral methods. A solution could be to use adaptive mapping: the boundary between two spectral domains coincides with the (non-spherical) surface of the star (see [23]). Still, the evaluation of a fourth-order radial derivative introduces too much numerical noise, even using spectral methods. We have therefore chosen to use a different approach, detailed hereafter.

Instead of using directly all the spherical components of the tensor $h^{ij}$, we use only the $\hat{r}\hat{r}$- component, the trace $h = f_{ij}h^{ij}$ and the four potentials $\eta$, $\mu$, $W$ and $X$ defined as follow, in the orthonormal basis $(e_i)$:

$$h^{\hat{r}\hat{r}} = \frac{1}{r} \left( \frac{\partial \eta}{\partial \theta} - \frac{1}{\sin \theta} \frac{\partial \mu}{\partial \varphi} \right),$$ \hfill (A.2)

$$h^{\hat{r}\varphi} = \frac{1}{r} \left( \frac{1}{\sin \theta} \frac{\partial \eta}{\partial \varphi} + \frac{\partial \mu}{\partial \theta} \right),$$ \hfill (A.3)

and

$$P = \frac{\partial^2 W}{\partial \theta^2} - \frac{1}{\tan \theta} \frac{\partial W}{\partial \theta} - \frac{1}{\sin^2 \theta} \frac{\partial^2 W}{\partial \varphi^2} - 2 \frac{\partial}{\partial \theta} \left( \frac{1}{\sin \theta} \frac{\partial X}{\partial \varphi} \right),$$ \hfill (A.4)

$$h^{\hat{\theta}\hat{\varphi}} = \frac{\partial^2 X}{\partial \theta^2} - \frac{1}{\tan \theta} \frac{\partial X}{\partial \theta} - \frac{1}{\sin^2 \theta} \frac{\partial^2 X}{\partial \varphi^2} + 2 \frac{\partial}{\partial \theta} \left( \frac{1}{\sin \theta} \frac{\partial W}{\partial \varphi} \right);$$ \hfill (A.5)

with $P = (h^{\hat{r}\hat{r}} - h^{\hat{\theta}\hat{\varphi}})/2$. These equations can be inverted to compute the potentials in terms of the angular part of the Laplace operator

$$\Delta_{\theta\varphi} = \frac{\partial^2}{\partial \theta^2} + \frac{1}{\tan \theta} \frac{\partial}{\partial \theta} + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2},$$ \hfill (A.6)

giving

$$\Delta_{\theta\varphi} \eta = r \left( \frac{\partial h^{\hat{r}\hat{r}}}{\partial \theta} + \frac{h^{\hat{r}\hat{r}}}{\tan \theta} + \frac{1}{\sin \theta} \frac{\partial h^{\hat{r}\varphi}}{\partial \varphi} \right);$$ \hfill (A.7)
\[ \Delta_{\theta\phi} \mu = r \left( \frac{\partial h^{\theta\phi}}{\partial \theta} + \frac{h^{\theta\phi}}{\tan \theta} - \frac{1}{\sin \theta} \frac{\partial h^{\phi\phi}}{\partial \phi} \right), \] (A.8)

\[ \Delta_{\theta\phi} (\Delta_{\theta\phi} + 2)W = \frac{\partial^2 P}{\partial \theta^2} + 3 \frac{\partial P}{\tan \theta \partial \theta} - \frac{1}{\sin^2 \theta} \frac{\partial^2 P}{\partial \phi^2} - 2P + \frac{2}{\sin \theta} \frac{\partial}{\partial \phi} \left( \frac{\partial h^{\theta\phi}}{\partial \theta} + \frac{h^{\phi\phi}}{\tan \theta} \right). \] (A.9)

\[ \Delta_{\theta\phi} (\Delta_{\theta\phi} + 2)X = \frac{\partial^2 h^{\theta\phi}}{\partial \theta^2} + 3 \frac{\partial h^{\theta\phi}}{\tan \theta \partial \theta} - \frac{1}{\sin^2 \theta} \frac{\partial^2 h^{\phi\phi}}{\partial \phi^2} - 2h^{\phi\phi} - \frac{2}{\sin \theta} \frac{\partial}{\partial \phi} \left( \frac{\partial P}{\partial \theta} + \frac{P}{\tan \theta} \right). \] (A.10)

These quantities \( \eta, \mu, W, X \) are interesting for at least two reasons: first they can be expanded onto a basis of scalar spherical harmonics \( Y^m_\ell (\theta, \phi) \), which are often used in the framework of spectral methods, for they are eigenfunctions of the angular Laplace operator (A.6). Furthermore, the three gauge conditions (26) can be reformulated in terms of these potentials:

\[
\begin{align*}
\frac{\partial h^{\theta\phi}}{\partial r} + \frac{3h^{\theta\phi}}{r} + \frac{1}{r^2} \Delta_{\theta\phi} \eta - \frac{h}{r} &= 0, \\
\frac{\partial \eta}{\partial r} + \frac{2\eta}{r} + (\Delta_{\theta\phi} + 2)W + \frac{1}{2}(h - h^{\theta\phi}) &= 0, \\
\frac{\partial \mu}{\partial r} + \frac{2\mu}{r} + (\Delta_{\theta\phi} + 2)X &= 0.
\end{align*}
\] (A.11-13)

When decomposing the fields on the basis of spherical harmonics, these relations reduce to a system of ordinary differential equations with respect to \( r \), which is solved by spectral methods in a similar way to the Poisson equation [25].

The numerical algorithm is then

(i) transform the source term of equation (31) to the Cartesian basis,
(ii) solve the resulting six decoupled scalar Poisson equations for \( h^{ij} \),
(iii) transform \( h^{ij} \) back to the spherical basis and compute the potentials \( W \) and \( X \),
(iv) do an iteration on \( h \), first solving the system (A.11)--(A.13) with \( h, W \) and \( X \) as sources and then calculating the new value of \( h \) from the nonlinear equation (A.1).

Since the system is overdetermined (four additional relations to satisfy), the integrability condition is that the source of the tensor Poisson equation (31) be divergence-free. We do not impose this condition during the main iteration of the code, since this is not true for intermediate solutions of the metric and matter fields. We only check that this is satisfied, up to the accuracy of the code, at the end of the iteration, and we have found that this was true at the error level given by the virial identities (see section 2.4). The potentials \( W \) and \( X \) have been chosen among the six degrees of freedom of \( h^{ij} \) because none of their radial derivatives appear in the gauge conditions (A.11)--(A.13), hence, we do not calculate any radial derivative of these quantities to get the other components of \( h^{ij} \). Another reason for this choice is that, when considering a more general case of dynamically evolving spacetime, these two potentials are asymptotically related to the two gravitational wave polarization modes: \( P \to h_+ \) and \( h^{\phi\varphi} \to h_\times \) in our asymptotically transverse-traceless gauge. Note that in our case of stationary and axisymmetric spacetime, we have \( \mu = X = 0 \), which simplifies the resolution.

\( ^2 \) The condition (A.1) implies that \( h = 0 \) to the linear order.
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