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ABSTRACT

Deep neural network (DNN)-based speech enhancement usually uses a clean speech as a training target. However, it is hard to collect large amounts of clean speech because the recording is very costly. In other words, the performance of current speech enhancement has been limited by the amount of training data. To relax this limitation, Noisy-target Training (NyTT) that utilizes noisy speech as a training target has been proposed. Although it has been experimentally shown that NyTT can train a DNN without clean speech, a detailed analysis has not been conducted and its behavior has not been understood well. In this paper, we conduct various analyses to deepen our understanding of NyTT. In addition, based on the property of NyTT, we propose a refined method that is comparable to the method using clean speech. Furthermore, we show that we can improve the performance by using a huge amount of noisy speech with clean speech.

Index Terms— Single-channel speech enhancement, deep neural network, Noise2Noise, unsupervised learning

1. INTRODUCTION

Speech enhancement aims to extract target speech from noisy observation. It plays an important role in a variety of applications such as automatic speech recognition (ASR) systems [1, 2, 3]. In recent years, speech enhancement has made great advancements by using a deep neural network (DNN) [4, 5, 6, 7, 8]. Most of the DNN-based speech enhancement method is based on Clean-target Training (CTT) as shown in Fig. 1 (a). In CTT, we input noisy speech into a DNN and train it to predict the corresponding clean target speech. With this approach, many methods have achieved superior performance to the traditional signal processing methods.

Although the CTT is a proper strategy, it has one major problem: collecting a huge amount of data is hard. Because audio signals are easily degraded by environmental noise and reverberation, clean speech signals should be recorded in a particular setting such as an anechoic chamber. It makes the recording very costly and time-consuming and prohibits us from collecting a large-sized dataset. This problem has limited the performance of speech enhancement since current deep learning methods perform better with more data [9, 10, 11]. Therefore, it is essential to relax the limitation on the amount of data by utilizing signals obtained easily.

To overcome the limitation, some studies consider approaches that do not require clean speech [12, 13, 14]. MixIT separates the mixture of two mixtures into each source and trains a DNN to minimize the error between the original mixture and the mixture generated by remixing separated mixtures [12]. MetricGAN-U trains a DNN to improve the speech quality metric, where the metric does not require clean speech [13]. A simpler approach than these is Noisy-target Training (NyTT) as shown in Fig. 1 (b). In the NyTT, a DNN predicts a noisy target speech from a more noisy signal synthesized by mixing the noisy target speech and an additional noise signal. In the inference, we input an unprocessed noisy speech and obtain the enhanced speech signal. In other words, NyTT trains a DNN using noisy speech instead of clean speech. Here, the model and training procedure are the same for CTT and NyTT. Therefore, NyTT is important in terms that it can directly benefit from the advanced CTT model, e.g., its performance and processing speed. Despite its importance, detailed analysis other than experimental proof that this strategy can train DNNs is insufficient.

In this paper, we conduct the analysis of NyTT and deepen our understanding of it. Our contributions are as follows: (i) proposing a new method based on the property of NyTT and showing its effectiveness, (ii) clarifying the conditions under which NyTT and its newer version work effectively focusing on the mismatch of noise environment between given data, and (iii) showing that we can improve the performance of the DNN-based speech enhancement by adding a large-sized dataset of noisy speech to a clean dataset to increase the amount of the training data.
2. NOISY-TARGET TRAINING

Noisy-target Training is the training strategy for DNN-based speech enhancement that does not require clean speech signals at all. NyTT utilizes the observation \( x = s + n_{\text{obs}} \) where \( s \) and \( n_{\text{obs}} \) denote clean speech and observed noise, respectively. In the training, we synthesize a more noisy signal \( y \) by mixing a noisy target \( x \) and an additional noise \( n_{\text{add}} \) as \( y = x + n_{\text{add}} \). Then, we train a DNN \( f(\cdot) \) to minimize the following prediction error \( L \):

\[
L = E[D(f(y; \theta), x)],
\]

where \( E \) is the expectation operator, \( \theta \) is the set of parameters of the DNN \( f(\cdot) \), and \( D \) is the mean-squared-error (MSE). A previous study has experimentally shown that NyTT can train a DNN for speech enhancement [14].

The reason why NyTT works has been believed to be because NyTT can be interpreted as Noise2Noise which is the training strategy for image denoising that does not require clean signals [15]. In the Noise2Noise, we train a DNN to learn the mapping from noisy signal \( s + n^{(1)} \) to another noisy signal \( s + n^{(2)} \). Since a DNN cannot exactly predict random noise components, their expected values are predicted as the noise components when we use MSE as a loss function. Therefore, by assuming that the noise of the target signal has zero-mean distribution, this training yields a DNN that predicts a clean target signal. For NyTT, it can be viewed as Noise2Noise with \( y = s + (n_{\text{obs}} + n_{\text{add}}) \) and \( s + n_{\text{obs}} \) where the noise signal \( n_{\text{obs}} \) of the target signal \( x \) has zero-mean distribution in the time domain. Thus, we can interpret that the DNN is trained to predict the clean speech signal \( s \), and we can say that NyTT performs speech enhancement in a Noise2Noise manner.

3. MOTIVATION AND CONTENTS OF INVESTIGATION

Although we experimentally showed that NyTT could train a DNN without clean signals [14], its detailed behavior is still unclear. Therefore, we conduct various investigations of NyTT. In this section, we summarise the investigation items.

Validity of interpretation of NyTT: So far, NyTT has been interpreted as a Noise2Noise framework. On the other hand, NyTT can also be interpreted as the removal of \( n_{\text{add}} \). Therefore, in Section 4.2, we verify whether NyTT is Noise2Noise or not. If NyTT was not Noise2Noise, the assumption of zero-mean noise and the use of MSE would be no longer necessary and it enables us to use a variety of loss functions. Also, it is expected that NyTT will be clearly affected by the mismatch between \( n_{\text{add}} \) and noise of the test set \( n_{\text{test}} \).

Improvement of NyTT by iteration: A previous experiment has shown that the performance of NyTT is increased as the SNR of the noisy target increases [14]. Based on this property, we propose an Iterative NyTT (IterNyTT) that achieves higher-quality speech enhancement using a teacher-student learning approach [16, 17, 18].

First, IterNyTT trains a DNN by NyTT with a noisy target dataset. Next, we apply speech enhancement to the noisy target dataset using the DNN trained in the first step. Then, IterNyTT trains a new DNN using the enhanced noisy target (which can be viewed as a pseudo-clean target). Repeating this process is expected to improve the SNR of noisy targets, and thus the speech enhancement performance. We verify the effectiveness of IterNyTT in Section 4.3.

Effects of mismatch between each noise: In the NyTT, there are three noise data: \( n_{\text{obs}}, n_{\text{add}}, \) and \( n_{\text{test}} \). If NyTT was the removal of \( n_{\text{add}} \), it could not work when there was a mismatch between \( n_{\text{add}} \) and \( n_{\text{test}} \). In Section 4.4, we investigate the various effects of mismatch among these noise on NyTT.

Evaluation using a large-sized noisy dataset: It is difficult to improve speech enhancement performance by increasing clean data due to its recording costs. In contrast, we can obtain noisy signals anywhere. In Section 4.5, we practically investigate whether we can improve the performance by using a large-sized dataset of noisy speech.

4. EXPERIMENTS

4.1. Experimental setups

In the experiments, we used LibriSpeech [19] as clean speech and CHiME3 [20], the training noise dataset of VoiceBank-DEMAND [21], and the train set of DCASE 2016 Challenge Task2 (DCASE) [22] as noise signals. The 10,000 and 90,000 utterances from train set of LibriSpeech were used as Libri1 and Libri2, respectively. The background noise data of CHiME3 was cut every 10 seconds and 7.83 hours of that was divided into two sets: CHiME1 and CHiME2. Also, the training noise dataset of VoiceBank-DEMAND was divided into two sets: DEMAND1 and DEMAND2. The test set was generated by mixing 1,000 utterances from the test set of LibriSpeech and 0.56 hours of CHiME3 (CHiME) at SNR randomly selected from 2.5, 7.5, 12.5, and 17.5 dB. The noisy target dataset was generated by mixing clean speeches and noise signals \( n_{\text{obs}} \) at SNR randomly selected from 0, 5, 10, and 15 dB. We refer to this dataset as “clean set name–noise set name”, i.e., Libri1-CHiME1 means a mixture set of Libri1 and CHiME1.

The DNN estimating a complex-valued T-F mask [5] consisted of CNN-BLSTM used in [23]. The input feature was log-amplitude spectrogram of the input signal. For the short-time Fourier transform parameters, frame shift, window size, and DFT size were set to 128-, 512-, and 512-samples with the Hamming window, where the sampling frequency was 16 kHz. We trained the DNN 200 epochs with mini-batch size 50 using Adam optimizer [24] with a fixed learning rate 0.0001. For a loss function, we used MSE calculated in the time domain.

For NyTT, we generated more noisy signals...
4.2. Validity of interpretation of NyTT

In this section, we conducted two analyses to confirm whether NyTT is Noise2Noise. First, we analyzed the output signal of the DNN when we input the more noisy signal. If NyTT was Noise2Noise, the output signal would be the estimate of clean speech. In contrast, if NyTT was the removal of $n^{\text{add}}$, the output signal would be the estimate of noisy target $x$. For this analysis, we generated the more noisy signals using training and testing data, respectively. More noisy signals of the train set were generated using 1,000 utterances from Libril-CHiME1 as the noisy target and CHiME2 as $n^{\text{add}}$, where they were used during the training. More noisy signals of the test set were generated using 1,000 utterances of the testing noisy data and CHiME. Table 1 shows the evaluated scores of the noisy targets $x$, more noisy signals $y$, and output signals $f(y; \theta)$ of the both train and test set. The output is closer to the noisy target than the clean target, considering its speech quality. An example of a spectrogram is shown in Fig. 2. The figure also suggests that the output of a DNN was an estimate of a noisy target rather than that of a clean target.

Second, we compared the performance when the loss function, MSE, was calculated in the time domain (Time) with the performance when it was calculated in the amplitude spectrogram domain (Spec). If NyTT was not Noise2Noise, Spec could also perform speech enhancement, even though it cannot assume zero-mean noise. In this experiment, the DNN estimated the real T-F mask to be applied to the amplitude spectrogram, and the phase of the input signal was used to convert it to the time domain. Table 2 shows both Time and Spec conditions improved the evaluated scores of the input signal. This result indicates that NyTT worked without the assumption about zero-mean noise and MSE.

As the metrics, we used scale-invariant signal-to-distortion ratio (SI-SDR) and PESQ. These are the standard metrics for evaluation of speech enhancement.

4.3. Effectiveness of IterNyTT

In this experiment, we investigated whether the performance of IterNyTT improves during five iterations. Figure 3 shows the experimental results. IterNyTT improved SI-SDR of the noisy target, and the score of IterNyTT approached that of CTT as the iteration increased. We can also see that IterNyTT already achieved a high score at the second iteration. In the following analyses, we set the iteration of IterNyTT to three.

4.4. Effects of mismatch between each noise

In this section, we investigated the effects of the mismatch of noise on NyTT. In the experiment, we used CHiME1, DEMAND1, and DCASE as $n^{\text{obs}}$ and CHiME2 and DEMAND2 as $n^{\text{add}}$. The noisy target consisted of Libril and each $n^{\text{obs}}$ data. Table 3 summarizes the SI-SDR in each combination for $n^{\text{obs}}$ and $n^{\text{add}}$ where $n^{\text{est}}$ is CHiME. We analyzed

| Table 1. Evaluation of the signals treated in NyTT |
|----------------|----------------|----------------|
| Data | Metric | Noisy target | More noisy | Output |
| Train set | SI-SDR | 8.33 | 1.37 | 6.73 |
| | PESQ | 1.34 | 1.07 | 1.28 |
| Test set | SI-SDR | 10.69 | 1.72 | 7.49 |
| | PESQ | 1.53 | 1.08 | 1.33 |

| Table 2. Comparison of a loss function. |
|----------------|----------------|----------------|
| Input | Time | Spec |
| SI-SDR | 10.69 | 15.03 | 14.78 |
| PESQ | 1.53 | 2.23 | 2.09 |

by mixing noisy target $x$ and noise $n^{\text{add}}$ at SNR randomly selected between -5 to 5 dB, where SNR was measured by considering $x$ as the target signal and $n^{\text{add}}$ as noise. For a comparison method CTT and IterNyTT on or after the second iteration, we generated the input signals by mixing clean or enhanced noisy target and noise $n^{\text{add}}$ at SNR randomly selected from 0, 5, 10, and 15 dB.
this result from three perspectives: mismatches between $n_{\text{add}}$ and $n_{\text{test}}$, $n_{\text{add}}$ and $n_{\text{obs}}$, and $n_{\text{obs}}$ and $n_{\text{test}}$. First, for each $n_{\text{obs}}$, we can see that higher scores were obtained when $n_{\text{add}}$ was CHIME2 which matches $n_{\text{test}}$. Second, the table shows that IterNyTT improved the SI-SDR by more than 1.3 dB from NyTT when there was no mismatch between $n_{\text{add}}$ and $n_{\text{obs}}$. On the other hand, there was no or slight improvement when there was a mismatch. To further analyze the effectiveness of IterNyTT in consideration of practical use, we evaluated the IterNyTT that switches $n_{\text{add}}$ according to the removal of the $n_{\text{obs}}$ and the $n_{\text{test}}$. In the case shown at the bottom of the table, we started IterNyTT using DEMAND2 for $n_{\text{add}}$ and finished it using CHIME2 for $n_{\text{add}}$ in the third iteration, where DEMAND2 matches DEMAND1 of $n_{\text{obs}}$ and CHIME2 matches CHIME of $n_{\text{test}}$. In this way, we could obtain comparable performance to CTT and IterNyTT of the situation where $n_{\text{obs}}$ and $n_{\text{add}}$ were CHIME1 and CHIME2. Finally, we focus on the mismatch between $n_{\text{obs}}$ and $n_{\text{test}}$. For each $n_{\text{add}}$, we can see that the lowest scores were obtained when $n_{\text{obs}}$ was CHIME1. We believe this result was caused by the training of the DNN to include $n_{\text{obs}}$ which matches $n_{\text{test}}$ in the output.

Summing up the above results, in the framework of NyTT, (i) the performance will be degraded similarly to CTT when there is a mismatch between $n_{\text{add}}$ and $n_{\text{test}}$, (ii) IterNyTT is comparable to CTT when there is no mismatch between $n_{\text{add}}$ and $n_{\text{obs}}$, and (iii) the performance will be degraded when there is no mismatch between $n_{\text{obs}}$ and $n_{\text{test}}$. In addition, these results are also consistent with the interpretation that NyTT predicts noisy target $x$ by removing $n_{\text{add}}$.

### 4.5. Evaluation using a large-sized noisy dataset

In this section, we conducted two evaluations using a large-sized dataset of noisy speech. First, we confirmed whether NyTT and IterNyTT using noisy Libri2 outperformed CTT using Libri1, where the amount of Libri2 is nine times that of Libri1. Table 4 summarizes the SI-SDR, where IterNyTT with Libri2-DEMAND1 switched $n_{\text{add}}$ between DEMAND2 and CHIME2 according to $n_{\text{obs}}$ and $n_{\text{test}}$. From the table, we can see that even normal NyTT outperformed CTT when there was a mismatch between $n_{\text{obs}}$ and $n_{\text{test}}$ (CHIME). IterNyTT improved the performance and approached the score of the ideal case (CTT using Libri2).

Second, we discuss a situation where not only a large-sized noisy dataset but also a clean dataset Libri1 are available. In this case, the performance can be improved by using both noisy and clean speech as targets. For the joint use of clean and noisy targets, we have two options. The first is simple: use original noisy targets with clean targets. The second is to use enhanced noisy data. If we had $n_{\text{add}}$ corresponding to $n_{\text{obs}}$ of noisy data, we could enhance it by CTT that used Libri1 and the $n_{\text{add}}$. Therefore, we also considered the option of using enhanced noisy data. Table 5 summarizes the SI-SDR and PESQ where the joint use improved performance even without speech enhancement of the noisy target. However, we can see that adding Libri2-CHIME1 was less effective because there was no mismatch between $n_{\text{obs}}$ and $n_{\text{test}}$. Furthermore, the table shows that adding the enhanced noisy target was very effective. These results suggest that we can scale up the training data and the performance of DNN-based speech enhancement by utilizing a huge amount of noisy data.

### 5. CONCLUSION

In this study, we conducted various analyses of NyTT to reveal its behavior. Our experiments showed that (i) NyTT could be interpreted as training to predict the noisy target by removing $n_{\text{add}}$, (ii) IterNyTT was comparable to CTT when $n_{\text{add}}$ corresponding to $n_{\text{obs}}$ was available, (iii) the mismatch between $n_{\text{obs}}$ and $n_{\text{test}}$ was preferable, and (iv) we could improve the performance of CTT by adding a large-sized noisy dataset. In addition, the experiment suggests that NyTT can be applied to any CTT method without the terms of zero-mean noise and MSE because NyTT was not Noise2Noise.
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