Classification and Recognition of Turtle Images Based on Convolutional Neural Network
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Abstract. The identification of turtle species mainly depends on the recognition of turtle head and shell, but there is no relevant study on turtle image. In this paper, a turtle image recognition and classification system based on transfer learning is introduced. The system consists of four phases. First, turtle images need to be collected for data enhancement and dataset production. Secondly, the Inception-v3 network model is used to train and save parameters and model structure on the ImageNet dataset. In addition, the network model needs to be modified to change Softmax classifier into 5 categories. Finally, the tortoise dataset was used for training and saving the model, and the classification accuracy of five representative turtles was verified. The experiment proves that the network model of migration learning adopted in this paper is faster and more accurate than the one not adopted.

1. Introduction

Turtles are popular because of their small size and easy to raise. In the world, there are 235 species of turtles. Experts or experienced people can identify turtles by looking at the turtle shell, head and other parts [1]. However, the difference between many turtles is very little, which makes it easy to make mistakes in the identification of turtles. At this time, turtle enthusiasts can upload photos of turtles to the computer, through the identification system can quickly and accurately identify.

The goal of the turtle identification and classification system is to help non-expert users automatically identify turtles and reduce the time cost of identification. Turtle identification system can also be used to make intelligent instruments, and the proposed technology can be used in aquaculture and agricultural production automation to improve the economic benefits of agricultural products [2]. The application of computer vision and image processing technology in disease identification, species classification, product classification, is helpful for improving the yield and quality of aquatic products [3]. In recent years, machine learning algorithms have been widely applied in animal and plant identification. Blanc [4] et al. used binary linear support vector machine classifier to obtain considerable accuracy in fish recognition. MK Alsmadi [5] et al. also considered different image color and light environment, extracted features by measuring distance and geometric shape, and classified them by BP neural network. Shortis [6] et al. measured the length and width of fish, and used the nearest neighbor classifier to realize automatic identification of individual fish detection and identification. Because most of the turtle's shape and size are not different, it is of little significance to annotate the physical shape, and manually annotating the picture of the turtle is time-consuming, laborious and easy to make mistakes. The latest image contest shows that the method based on deep learning is a kind of neural network combined with...
automatic image feature classification [7], especially the classical neural network with deep convolutional neural network, which can achieve better performance in practical application. For example, Zeng [8] et al. added LRN (local response normalization) to lenet-5 to improve the accuracy. Zhang Jianhua [9] et al. improved VGG16 and applied it to cotton disease identification through transfer learning, and the identification effect reached 89.51%. Lin et al. [10] added a SVM classifier to the last layer of AlexNet network, and the classification accuracy reached 96.24%. Although deep learning has also been used to study the classification of aquatic animals [11], the processing is all species with morphological differences [12], while there is no relevant research on the application of turtle recognition. Therefore, this paper studies the application of image processing algorithm in turtle image automatic recognition, tests the performance of six network models, and achieves good results in recognition and classification. The research results in this paper can be used as a supplement to the existing research field and pave the way for further research on image classification of turtles.

2. Materials and methods

2.1. Experimental Materials

In the convolutional neural network, classification accuracy is highly dependent on the dataset used in the training stage, that is, the quality and quantity of the image set annotated by the expert. Therefore, a large enough data set should be prepared for the training and testing of the model before the experiment. This experimental dataset was created by the author himself. It was mainly obtained on the Internet by writing a crawler program, and the correct turtle image was left after screening. Of course, it is necessary to normalize the picture to make the turtle as far as possible in the center of the picture. The picture of the turtle is also selected from different environments. However, as there are few relevant pictures on the Internet, it is necessary to enhance the data of the picture, and the image is scaled, rotated and translated. The turtle dataset constructed according to the existing image data is named SciauTurtle5-2019, which contains a total of 6,212 images of five species of turtle, including 1536 images of Impressed Tortoise, 1,224 images of Cuora Trifasciata, 1,104 images of Star Tortoise, 1,300 images of Eyed Tortoise and 1,048 images of Olecranon turtle. Each image size is saved in JPG format, and each type of image contains various environmental factors, such as light, to enhance the robustness of the model. The dataset prepared in this experiment was named SicauTurtle5-2019, and all the images were judged and confirmed by relevant animal experts. The following Fig.1 is a partial presentation of the data, and the sequence from left to left is that of Impressed Tortoises, Cuora Trifasciata, Star Tortoises, Eyed Tortoises and Olecranon turtle.
2.2. Convolutional Neural Networks

2.2.1. Basic Structure. Convolutional neural network is a multi-layer neural network inspired by human visual perception ability [13]. It integrates spatial context and weight sharing between pixels, and adopts effective representation of the original image [14]. Therefore, only a small amount of data preprocessing is required. Generally, convolutional neural network is composed of input layer, convolution layer, pooling layer, full connection layer and classifier.

2.2.2. Convolution and Pooling. In the field of deep learning, convolutional neural network can maintain the spatial relationship between pixels in the original image through the convolutional layer, thus replacing manual feature extraction [15]. Local perception and weight sharing can reduce the calculation of parameters, enhance the original signal features [16], and reduce the image noise. Through pooling, the adjacent pixels of feature graph can be merged and the feature value can be reduced. Convolution function calculation is shown in equation (1):

\[
X^l_j = f(\sum_{i \in M_j} X^{l-1}_{i} \ast K_{i,j} + b_j)
\]  

In the above equation, \(l\) represents the number of network layers, \(K\) represents the convolution kernel, \(M_j\) represents the combination of input feature graphs, and the bias of the output feature graph of each layer is \(b\).

2.2.3. Softmax classifier. At the last layer of the full connection layer is a classifier, whose function is to solve data classification problems. Commonly used classifiers include support vector machine (SVM) and Softmax classification [17]. SVM is generally used in linear classification, while Softmax classifier is more commonly used for dealing with multiple classification problems, which can limit the output to the range of \((0, 1)\) [18]. Softmax classifier can ensure the classification of image feature data processed by the full connection layer. The specific calculation formula is shown in formula (2) below:

\[
S_j = \frac{e^{z_j}}{\sum_{k=1}^{K} e^{z_k}}
\]  

Where, \(z_j\) represents the linear score function corresponding to classification \(j\), \(K\) represents the total number of categories of classification, and \(S_j\) represents the probability size of category \(j\) in all categories.

\[
Loss = -\sum_{k=1}^{n} \sum_{j=1}^{K} t_{k,j} \log(S_{k,j})
\]  

In the above equation, \(n\) is the total number of pixels of the single image, \(t_{k,j}\) is the probability that the pixel \(k\) belongs to category \(j\), and \(S_{k,j}\) is the probability that the model predicts the pixel \(k\) belongs to category \(j\).

2.3. Inception-v3 Based Migration Learning Model

2.3.1. Inception-v3 neural network. Inception network mainly dense matrix classification to approximate the optimal local sparse junction, and stitching of convolution kernel of different sizes can obtain different sizes of sensor field, so as to conduct feature fusion of different scales [19]. The purpose of Inception is not to manually select the filter size or determine whether the convolution layer and pooling layer need to be created, but to learn the parameters at the discretion of the network. Inception-v3 [20] is a new network structure proposed by Google after improvement on GoogleNet [21].
Fig. 2 Inception_v3 Network Structure Diagram

Fig. 2 is the network structure diagram of Inception-v3 used in this paper. The figure includes 6 convolution layers, 2 pooling layers, 1 full connection layer, 1 softmax classifier, and three different Inception modules used. The size of the convolution kernel used in the convolution layer is 3×3, where the step size of Conv_1 and Conv_5 is 2, and the step size of the remaining convolution kernel is 1. In the pooling layer, max_pooling is adopted, where Pool_1's pooling core size is 3×3 and step size is 2, Pool_2's pooling core size is 8×8 and step size is 1.

Inception model maintains a sparse network structure and improves computational performance through a dense matrix. The three Inception modules adopted are shown in Fig.3 below, each of which has four branching units containing a 1×1 convolution kernel, which can splicing the characteristic information of each channel to improve the robustness of the network. Each module also has a variety of convolution kernel and pooling layers of different sizes, which can extract different feature information and increase the adaptability of the network.

Fig. 3 Three module diagrams for Inception-v3

2.3.2. Trans learning. In the application of deep learning, the training and optimization of network model need to rely on a large number of labels and data, and the production of data sets is time-consuming and laborious. VGG16 [22] and Inception-v3 [23] network have good classification ability in image classification, but it is time-consuming in the model training process, and the accuracy obtained in small datasets is not high. The application of transfer learning can effectively solve this problem, reduce the dependence on data, and improve the generalization ability of the model. Fig.4 shows the diagram of the migration learning model used in this paper. In the diagram, the whole structure is divided into two parts: the pre-training network nuclear migration network. The parameters of the pre-training model were obtained from the ImageNet data set with 1000 categories [24] and then migrated to the turtle classification task. The migrated data is only a small part of the migrated network and can be trained on a small dataset by resisting the turtle image. The network layer of the pre-training model is mainly used to extract features and obtain data to help the training convergence, which can greatly solve the training time.
3. Results and analysis

3.1. Data Distribution

The experimental platform of this identification system model is based on the Windows 10 operating system, which uses a GTX1050 Independent Graphics with 4G video memory, Intel i5 CPU and an HP Notebook computer with 12GB of running memory. The experimental program is based on python3.6.5 and runs on pyCharm2017 software with the Tensorflow1.0 framework. Before the experiment, SicauTurtle5-2019 dataset needs to be divided, 80% of which is divided into training set for model training and parameter learning, and 20% is used as validation dataset to optimize the model. During the training process, parameters are automatically fine-tuned according to the test results of the model. The specific dataset allocation data is shown in Table.1 below.

|                  | Total | Train | Validation |
|------------------|-------|-------|------------|
| Impressed Tortoise | 1536  | 1227  | 308        |
| Cuora Trifasciata | 1224  | 979   | 245        |
| Star Tortoise     | 1104  | 883   | 221        |
| Eyed Turtle       | 1300  | 1040  | 260        |
| Olecranon turtle  | 1048  | 838   | 210        |
| **Total**         | 6212  | 4967  | 1245       |

3.2. Experimental Network Parameter Setting

After the network model is selected, some parameters need to be set for the network structure in the training process, as well as the selection of the optimizer, and experiments need to be carried out for fine-tuning. In this paper, comparative experiments were conducted on Learning Rate, Dropout value and the optimizer, etc., to continuously optimize the network structure, and finally a better setting scheme was obtained: Learning Rate=0.01, weight decay Rate=0.8, iteration times 5000, Dropout=0.8, batch=128. In order to avoid over-fitting during network training, Dropout was adopted in the full connection layer to improve generalization ability, and only a part of neurons were trained in each iteration. If the network is divided into multiple child nodes, the single child node may be over-fitted to some extent, but the network will shield some nodes to improve the robustness of the network. The network model proposed in this paper adopts the mini-batch gradient descent method, which updates the gradient in batches to speed up the parameter update.
3.3. Model Evaluation

3.3.1. Parameters. The performance indicators to measure the image classification include f-measure, Accuracy, ROC (operating characteristic receiver) and AUC, etc. Accuracy is used in the experiment of this paper to evaluate the effect of the model. The accuracy and loss rate of the validation dataset are used in this experiment. The specific formula is shown in formula (4):

\[
\text{Acc} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\% = \frac{R_A}{R} \times 100\%
\]  

(4)

Where R represents the total number of verified images and \( R_A \) represents the number of properly classified images. TP represents the number of pictures accurately classified as non-a species, FP represents the number of pictures incorrectly classified as A species, TN represents the number of pictures accurately classified as A species, and FN represents the number of pictures of A species classified as non-a species.

3.3.2. Experimental visualization. The training data of the convolutional neural network (inception_v3-TL) based on transfer learning and Inception_v3 proposed in this paper were saved. The experiment experienced 5000 iterations, and the verification set accuracy and loss rate of each iteration were saved. With the number of iterations as the abscissa and the accuracy of the verification set or the loss rate as the ordinate, the curve images of the accuracy and loss rate of the turtle verification set were obtained, respectively, as shown in Fig.5 and Fig.6. It can be seen from the analysis of the curve image that the recognition accuracy increases significantly between 0 and 2800 steps in the number of iterations, while the curve gradually flattens after that. The accuracy reaches 90% at 1750 steps, and the best is 96.83% at 5000 steps. Similarly, the trend of the image of the loss rate curve is similar to that of the accuracy curve. The lowest loss rate is only 3.27%, which indicates that there is still room for reduction as long as appropriate improvement is made. According to the comprehensive analysis, there is no big fluctuation in the curve change of the accuracy and loss rate of the verification dataset, nor any fitting or underfitting phenomenon, which indicates that the turtle recognition and classification model proposed in this paper has good performance and meets the requirements.

![Validation dataset accuracy rate](image-url)  

Fig. 5 Validation dataset accuracy rate
3.4. Experimental Comparison

In order to verify the performance of inception_v3-TL model used in this paper in turtle classification, the comparative experiment adopted LeNet-5, AlexNet, VGG16, VGG16-TL and other four models of transfer learning. Similarly, the four models are trained in the same dataset, the training data are saved and drawn into a change curve as shown in Fig.7, where Fig.7 is the accuracy rate. As can be seen from the graph, the initial accuracy of the five models is relatively low, with the highest AlexNet model accuracy of 59.75% and the lowest inception_v3-TL accuracy of 28.11%. With the beginning of training, accuracy began to show an upward trend, Inception_v3-TL increased the fastest, lenet-5 did not change much, and the final accuracy was only 65.75%. As transfer learning models, Inception_v3-TL and VGG16-TL have little difference in curve change between 200-2200 steps, but the accuracy of Inception_v3-TL after 2200 steps is higher than that of VGG16-TL. The final accuracy of the five models was recorded in Table.2. The table shows that the accuracy of the models without transfer learning is lower than 90%, while the recognition accuracy of VGG16-TL and inception_v3-TL with transfer learning is improved, reaching 91.70% and 96.83% respectively.

![Fig. 6 Validation dataset loss rate](image)

**Fig. 6 Validation dataset loss rate**

![Fig. 7 Graph of classification accuracy of five network models](image)

**Table. 2 Experimental comparison results of verification set of the model**

| Model         | Loss (%) | Act (%) |
|---------------|----------|---------|
| LeNet-5       | 34.25    | 65.75   |
| AlexNet       | 18.06    | 81.94   |
| VGG16         | 13.44    | 86.56   |
| VGG16-TL      | 8.30     | 91.70   |
| Inception_v3-TL | 3.17    | 96.83   |
In order to further test the generalization ability of the five model, 500 pictures of turtles in different environments were taken to form the test dataset. 100 pictures of each kind of turtle were taken, and none of them participated in the training and validation optimization of the model. In order to maintain the final accuracy, the test dataset was input into five models for testing, and the test results were shown in Table.3. The table shows that the generalization ability of inception_v3-TL model is relatively strong, and the recognition and classification effect of five species of turtles is relatively good, with an average accuracy (ACC) of 96.4%.

Table. 3 Identification results of different Turtle species by different methods

|       | I   | II  | III | IV  | V   | ACC |
|-------|-----|-----|-----|-----|-----|-----|
| LeNet-5 | 67.0| 69.0| 62.0| 65.0| 63.0| 65.2|
| AlexNet | 83.0| 84.0| 82.0| 78.0| 76.0| 80.6|
| VGG16  | 86.0| 87.0| 84.0| 82.0| 83.0| 84.4|
| VGG16-TL | 91.0| 95.0| 90.0| 92.0| 89.0| 91.4|
| Inception-v3 | 88.0| 90.0| 85.0| 86.0| 87.0| 87.2|
| Inception_v3-TL | 98.0| 98.0| 93.0| 97.0| 96.0| 96.4|

Notes: I- Impressed Tortoise, II- Star Tortoise, III- Olecranon turtle, IV- Cuora Trifasciata, V- Eyed Turtle, ACC- Average Accuracy

4. Conclusion

Deep learning is widely used in animal and plant disease identification, image classification and other applications, which can effectively solve some practical research problems. In this paper, a turtle image recognition and classification system based on transfer learning was proposed, and a SicauTurtle5-2019 turtle dataset containing 6,212 images was created. In this system, 500 turtle images can be tested for effective classification and recognition, with an average accuracy of 96.83% and between 90% and 99% for a single category. Through comparative experiments with LeNet, AlexNet, VGG16, Inception_v3 and vgg16-TL, it is found that the performance of the currently used model is far better than that of the network model without using migration learning, and the accuracy rate is higher than that of vgg16-TL. The recognition effect of this system has met the application requirements. With the expansion of dataset, the improvement of image algorithm, and the identification of diseases, the recognition effect will become more superior. Later, the turtle classification model is transplanted to mobile devices to realize intelligent identification and classification of turtles in smart phones and enhance the application value of the model.
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