Nature of barriers determine first passage times in heterogeneous media
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Intuition suggests that passage times across a region increases with the number of barriers along the path. Can this fail depending on the nature of the barrier? To probe this fundamental question, we exactly solve for the first passage time in general d-dimensions for diffusive transport through a spatially patterned array of obstacles – either entropic or energetic, depending on the nature of the obstacles. For energetic barriers, we show that first passage times vary non-monotonically with the number of barriers, while for entropic barriers it increases monotonically. This non-monotonicity for energetic barriers further reflects in the behaviour of effective diffusivity as well. We then design a simple experiment where a robotic bug navigates a heterogeneous environment through a spatially patterned array of obstacles to validate our predictions. Finally, using numerical simulations, we show that this non-monotonic behaviour for energetic barriers is general and extends to even superdiffusive transport.

I. INTRODUCTION

Random walks arise in multiple physical, geological, biological and ecological contexts as simple models of stochastic transport [1–4]. In particular, random walks have been used to model stochastic transport inside cells. Some well-known examples are motor proteins carrying cargo on networks of microtubules [5–7], RNA polymerase moving on DNA during transcription and backtracking [8–10], loop extrusion of DNA through motion of cohesin and condensin proteins [11–17], and motion of transcription factors on DNA as it searches for binding sites [18, 19].

For physical and biological systems, often the environment in which diffusion happens is complex, characterised by heterogeneous media with frequent obstacles [20–24]. Inside the cell, cytoplasmic crowding can hinder transport processes. In addition, barriers may appear in the form of steric hindrance, for example, by nucleosomes to the motion of RNA polymerase during transcription [25, 26] and to cohesin proteins during chromatin looping [27], or by membrane furrows to diffusing morphogens in early Drosophila embryos [28, 29]. Obstacles can thus affect timescales of critical biological processes – namely transcription completion and DNA repair times, chromatin looping times, morphogen gradient formation times in embryogenesis, etc.

In the context of such random motion through heterogeneous media, a relevant question is how effective transport coefficients arise through the interaction of the walker with the environment [30]. Another interesting question is completion times of transport when it reaches a target for the first time, referred to in the literature as first passage times [2, 7, 31–33]. Estimating these first passage times are crucial to understanding timescales of biological processes [27, 34–40].

The role of disorder and barrier in transport may sometimes be counterintuitive. Intuitively one would expect that obstacles slow down transport, suppress effective diffusivity, enhance path lengths, and increase mean and fluctuation of first passage times. Contrary to this, experimental and theoretical studies of particle transport in presence of barriers have shown unexpected non-monotonic behavior [41–47]. For example, a study of bacterial transport through a system of microscopic scatterers showed non-monotonic behavior of effective propagation distance and effective propagation speed as a function of the obstacle density [41]. Instead of obstacles increasing times spent within a confinement, they may shorten it by decreasing the total accessible surface area [42]. Analytical calculations have suggested that introduction of finite potential barrier can accelerate protein folding [45] as well as first passage times of both diffusive and subdiffusive particles [46, 47]. Further, theoretical studies of mean first passage times (MFPT) of a diffusing particle in heterogeneous media that is subdivided into multiple regions with different diffusion coefficients has shown that the exact MFPT strongly depends on the choice of position-dependent diffusivity at the interface of the two different media [48]. For a two-domain system with diffusivities $D_1$ and $D_2$, the MFPT can also show an interesting non-monotonic behaviour as a function of $D_1/D_2$ depending on the starting position of the RW [49].

In this paper, we explore the MFPT in heterogeneous environments having multiple barrier regions in general d-dimensional geometries. We obtain exact analytic expressions for the MFPT and show that, that depending on the nature of the barriers, passage times may either monotonically increase as is commonly expected, or counterintuitively, are non-monotonic, with increasing barrier numbers. Our theoretical predictions are then verified through experiments in a quasi-1D geometry.

One may broadly define two classes of barriers – entropic vs energetic, with distinct transport properties [50, 51]. While energetic barriers involve activation energy in passing from one potential minima to another, entropic barriers arise due to configurational entropy differences associated with structural heterogeneity in a system [22, 52, 53]. In models of glass transition, the nature of barriers, whether energetic or entropic, crucially determine the nature of timescale variation [54]. In our experiments, we implement the two distinct types of barriers through two different design principles. We show that while the non monotonicity in timescales of passage is observed for energetic barriers, it is not observed in the case of entropic barriers. Our exact theoretical results establish that the phenomena is not a mere artefact of the experiments, but a generic result for transport in heterogeneous media.
FIG. 1: (a) A schematic of the heterogeneous environment with alternating diffusion coefficients $D_1$ and $D_2$. (b) The motion of a random walker in an example 1D geometry for two types of obstacles.

II. THEORY AND SIMULATION

Entropic Barriers

We consider a $d$-dimensional hypersphere which is subdivided by $n$ barriers into $2n+1$ concentric alternating free and barrier regions (Fig. 1a). The simplest way to introduce barriers is through a lower diffusivity in the barrier regions, $D_2$, as compared to the free regions, $D_1$. We call this type of barrier as entropic, as the delay in navigation through the regions with lower diffusivities arises from the longer time taken to explore these regions. The $i^{th}$ barrier region is bounded by two interfaces located at $r_{2i-1}$ and $r_{2i}$. We impose a reflecting boundary near the center at $r = r_0$ and an absorbing boundary at $r = r_{2n+1} = R$.

The mean first passage time $\langle T_{k}\rangle$ of a diffusing particle starting from a position in the $k^{th}$ region depends on the identity of the region, and follows

$$D_1 \nabla^2 \langle T_k \rangle = -1, \text{ with } k = 2i - 1, \forall i \in \{1, n+1\} \quad (1)$$

$$D_2 \nabla^2 \langle T_k \rangle = -1, \text{ with } k = 2i, \forall i \in \{1, n\} \quad (2)$$

Considering the angular symmetry of the system, we can rewrite Eqs. 1 and 2 as,

$$\frac{D_1}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial \langle T_{2i-1} \rangle}{\partial r} \right) = -1$$

$$\frac{D_2}{r^{d-1}} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial \langle T_{2i} \rangle}{\partial r} \right) = -1$$

which has a generic solution given by,

$$\langle T_{2i-1} \rangle = \begin{cases} -\frac{1}{D_1} \left[ \frac{r^2}{2d} + \frac{A_1}{2-d} r^{2-d} + B_1 \right], & \text{for } d \neq 2 \\ -\frac{1}{D_1} \left[ \frac{r^2}{2d} + A_1 \ln r + B_1 \right], & \text{for } d = 2 \end{cases}$$

and

$$\langle T_{2i} \rangle = \begin{cases} -\frac{1}{D_2} \left[ \frac{r^2}{2d} + \frac{C_1}{2-d} r^{2-d} + E_1 \right], & \text{for } d \neq 2 \\ -\frac{1}{D_2} \left[ \frac{r^2}{2d} + C_1 \ln r + E_1 \right], & \text{for } d = 2 \end{cases}$$

The boundary conditions at $r = r_0$ and $r = r_{2n+1}$ are given by,

$$\left. \frac{\partial \langle T_i \rangle}{\partial r} \right|_{r_0} = 0 \text{ and } \langle T_{2n+1} \rangle \mid_{r_{2n+1}} = 0$$

Now, demanding that at the barrier region interfaces, the mean times as well as the corresponding "fluxes" must be continuous in any $d$-dimension, we can write the conditions,

$$\langle T_{2i-1} \rangle \mid_{r_{2i-1}} = \langle T_{2i} \rangle \mid_{r_{2i-1}}$$

$$D_1 \frac{\partial \langle T_{2i-1} \rangle}{\partial r} \mid_{r_{2i-1}} = D_2 \frac{\partial \langle T_{2i} \rangle}{\partial r} \mid_{r_{2i-1}}$$

$$D_1 \frac{\partial \langle T_{2i} \rangle}{\partial r} \mid_{r_{2i}} = D_2 \frac{\partial \langle T_{2i+1} \rangle}{\partial r} \mid_{r_{2i}}$$

$$D_2 \frac{\partial \langle T_{2i+1} \rangle}{\partial r} \mid_{r_{2i+1}} = D_1 \frac{\partial \langle T_{2i} \rangle}{\partial r} \mid_{r_{2i}}$$

Now from Eqs. 3 and 5, we get

$$A_i = -\frac{r_i^d}{d}, \quad \text{for } i \in \{1, n\} \quad (11)$$

From Eqs. 7 and 9 one can easily obtain,

$$A_i = C_i = A_{i+1} = -\frac{r_i^d}{d}, \quad \text{for } i \in \{1, n\} \quad (12)$$

Similarly, from Eqs. 6 and 8 one gets,

$$B_i = B_{i+1} - \frac{(s-1)}{2d} \left[ \frac{r_1^d - r_{2i-1}^d}{r_{2i}^d - r_{2i-1}^d} \right]$$

$$B_i = B_{i+1} - \frac{(s-1)}{2d} \left[ \frac{r_2^d - r_{2i-1}^d}{r_{2i}^d - r_{2i-1}^d} \right]$$

where $s = D_1/D_2 > 1$ denotes the ratio between diffusion constants in two regions.

Therefore, if the particle starts from the reflecting boundary at $r = r_0$ then the MFPT to reach $r = R$ is given by,

$$\tau = \langle T_i \rangle \mid_{r_0} = \begin{cases} -\frac{1}{D_1} \left[ \frac{r_0^2}{2d} + \frac{A_1}{2-d} r_0^{2-d} + B_1 \right], & \text{for } d \neq 2 \\ -\frac{1}{D_1} \left[ \frac{r_0^2}{2d} + A_1 \ln r_0 + B_1 \right], & \text{for } d = 2 \end{cases}$$

FIG. 2: Scaled MFPT vs $a/b$ in case of (a) entropic barriers and (b) energetic barriers for a diffusive particle. The data is shown for the ratio $D_1/D_2 = 8$ for entropic barriers, and for $D_1/(dv_0) = 800$ for energetic barriers with $R = 2001$, $r_0 = 1$ and $a = 20$. The lines are our exact expressions (Eq. 16 for entropic barriers, and Eq. 24 for energetic barriers) while the points are the 1D simulation results. All simulation results in this paper are averaged over $10^5$ independent trajectories.
where

\[
B_1 = \begin{cases} 
B_{n+1} - \sum_{i=1}^{n} \frac{(s-1)}{2d} \left[ r_{2i}^2 - r_{2i-1}^2 \right] & \text{for } d \neq 2 \\
- \sum_{i=1}^{n} A_1 \left[ r_{2i}^2 - r_{2i-1}^2 \right] & \text{for } d = 2
\end{cases}
\]

In Fig. 2a, we plot this MFPT as a function of the ratio of the barrier size to the size of the empty regions \((a/b)\) for \(d = 1, 2\). Since the time in the absence of any barrier depends on the dimensionality, we scale the MFPT by the mean passage time in free space in the absence of any barriers \((\tau_0)\). As the number of barriers, \(n\), increases, the width of the free region decreases, and hence \(a/b\) increases.

We find that the MFPT increases monotonically with the ratio \(a/b\), and saturates for large \(a/b\) to a limiting value for all \(d\). Note that the scaled MFPT is independent of dimension when the absorbing boundary condition is imposed on the inner \((r = r_0)\) or outer \((r = R)\) surface. We show this for \(d = 2\) by solving the converse case where the boundary at \(r = r_0\) is absorbing, and the boundary at \(r = R\) is reflecting (see Supplementary Information (SI) Sec. 2.1). In this case, the scaled MFPT reduces from the case where \(r = R\) is absorbing, a general trend in all dimensions \(d > 1\) (Fig. 2a and Fig. S4b). For the 1D case, we also perform simulations on a discrete 1D lattice with hopping probabilities \(p\) and \(q\) in the two regions (Fig. 1b top panel), which matches exactly with our theoretical results. Thus, for these entropic barriers, consistent with our intuition, increasing barrier numbers lead to larger passage times.

In \(d = 1\) dimensions, Eq. 15 simplifies to yield a scaled MFPT of the particle in the presence of \(n\) barriers (as seen in SI Sec. 2.2.1 for details),

\[
\frac{\tau}{\tau_0} = \frac{(T_1)_{r=0}}{\tau_0} = 1 + \frac{(s-1)(a/b - a)}{r_0^{2d}} (16)
\]

where \(L = R - r_0\) is the length of the system and \(s = D_1/D_2 > 1\) denotes the ratio between diffusion constants in two regions. It is easy to see from this expression that the scaled MFPT, \(\tau/\tau_0\) is an increasing function of \(a/b\), and hence of the number of barriers, and saturates for large \(a/b\) to the limiting value \(\tau = s\tau_0\).

Energetic Barriers

Are spatially varying diffusion coefficients the only way to model barrier regions? A different realisation might be to have occluded regions which are inaccessible to the RW. We consider alternating regions of blocked domains of width \(a\) separated by empty regions of width \(b\) (bottom panel of Fig. 1b). The diffusion constant in continuum is \(D_1\) for the empty regions. For the analogous discrete model (with lattice spacing \(\delta\)), on which simulations are performed, the unbiased forward and backward hopping rates are \(p\). For hopping across a barrier from one empty region to another, the rate is \(q (\ll p)\). The usual discrete to continuum correspondence implies \(D_1 = p\delta^2\) and a barrier hopping velocity \(v_q = \delta q\), in the limit \(\delta \rightarrow 0\) and \(p, q \rightarrow \infty\).

We call these barriers energetic in an Arrhenius sense, since multiple barrier-crossing attempts are required on average to cross from one empty region to the next. We proceed to solve the problem in continuous space. For \(n\) barriers, and \(n + 1\) free regions, the MFPT in the \(k\)th region follows [1]

\[
D_1 \frac{\partial^2}{\partial r^2} (T_{k}) = -1, \quad \text{with } k = 2i - 1, \forall i \in \{1, n+1\} \quad (17)
\]

In this case, the generic solution is same as Eq. 3 while the boundary conditions given in Eq. 5 and hence the values of \(A_1\) and \(B_{n+1}\) in Eqs. 10 and 11 are still valid. The matching conditions at the barrier interfaces in this case follows,

\[
\left. \frac{\partial(T_{2i+1})}{\partial r} \right|_{r_{2i-1}} = \left. \frac{\partial(T_{2i-1})}{\partial r} \right|_{r_{2i+1}}, \quad \text{for } d = 2 \quad (19)
\]

Now, from Eq. 19, one gets,

\[
A_{i+1} r_{2i}^{-d} = A_i r_{2i-1}^{-d} - \frac{a_i}{d}, \quad \forall i \in \{1, n\} \quad (20)
\]

where \(a_i = r_{2i} - r_{2i-1}\) denotes the width of the \(i\)th barrier.

And from Eqs. 18 and 20 one can get,

\[
B_i = B_{i+1} + A_i r_{2i-1}^{-d} \left[ \frac{a_i}{(2-d)} - \frac{D_1}{v_q} \right] \quad (21)
\]

\[
+ \frac{1}{2d} \left[ r_{2i+1}^2 - r_{2i-1}^2 \right] - \frac{a_i r_{2i-1}}{d(2-d)} \frac{D_1}{v_q}, \quad \text{for } d \neq 2
\]

\[
B_i = B_{i+1} + A_i r_{2i-1}^{-d} \left[ \frac{\ln r_{2i} - \ln r_{2i-1}}{r_{2i+1}^2 - r_{2i-1}^2} - \frac{D_1}{v_q} \right] \frac{a_i}{r_{2i-1}} \frac{D_1}{dr_{2i}^{-d}}
\]

\[
+ \frac{1}{2d} \left[ r_{2i-1}^2 - r_{2i+1}^2 \right] - \frac{D_1}{v_q}, \quad \text{for } d = 2 \quad (22)
\]

Therefore, if the particle starts from the reflecting boundary at \(r = r_0\) then the MFPT to reach \(r = R\) is given by,

\[
\tau = (T_{1})_{r=0} = \left\{ \begin{array}{ll}
\frac{1}{D_1} \left[ r_{2i}^2 + \frac{A_i r_{2i-1}^{-d}}{2-d} + B_1 \right] & \text{for } d \neq 2 \\
\frac{1}{D_1} \left[ r_{2i+1}^2 + A_i \ln r_{2i-1} + B_1 \right] & \text{for } d = 2
\end{array} \right\}
\]

where

\[
B_1 = \begin{cases} 
B_{n+1} + \sum_{i=1}^{n} \frac{1}{D_1} \left[ r_{2i}^2 - r_{2i-1}^2 \right] & \text{for } d \neq 2 \\
- \sum_{i=1}^{n} A_i r_{2i-1}^{-d} \frac{D_1}{v_q} & \text{for } d = 2
\end{cases}
\]

\[
B_i = \begin{cases} 
B_{i+1} + \sum_{i=1}^{n} \frac{1}{D_1} \left[ r_{2i}^2 - r_{2i-1}^2 \right] & \text{for } d \neq 2 \\
- \sum_{i=1}^{n} A_i r_{2i-1}^{-d} \frac{D_1}{v_q} & \text{for } d = 2
\end{cases}
\]

We now plot this MFPT from Eq. 23 for \(d = 1, 2\) with increasing \(a/b\) (increasing barrier numbers) in Fig. 2b. Remarkably, in all dimensions, the MFPT shows a non-monotonic behaviour, with a maximum time at a critical value of \(a/b\). This implies that while initially energetic barriers slow down transport, beyond a critical number, increasing barriers decreases passage times, a counterintuitive finding driven by the nature of the energetic barriers.

Note that unlike for entropic barriers, the scaled MFPT in this case depends on the dimensionality, with the scaled time being larger for \(d = 2\) compared to \(d = 1\). Again, similar to the discussion for entropic barrier, for \(d > 1\), there is an asymmetry depending on which boundary is absorbing.
Do signatures of non-trivial first passage persist in effective diffusivity?

We now ask whether this conflicting behavior for the MFPT in the presence of entropic and energetic barriers has any signature on the more common transport properties of the system. Using kinetic simulations, we characterize the Mean Square Displacement (MSD) of the random walker as a function of elapsed time in an infinite lattice in the presence of barriers. Note that, while the first passage property is history-dependent, the MSD is not.

For entropic barriers, the MSD is shown for three different \(a/b\) ratios in Fig. 3(a). The RW initially explores the empty region in which it starts before it encounters the first barrier. This excursion is purely diffusive, with the bulk diffusion coefficient \(D_1\), as is expected. At the timescale when it first encounters a barrier, the motion becomes sub-diffusive as the barrier hinders the bulk diffusive behavior. Over long timescales \((t > 10^3)\), the motion becomes diffusive again, however with an effective diffusion coefficient \(D_{\text{eff}}\) i.e. \(\langle x^2(t) \rangle = 2D_{\text{eff}}t\). The value of \(D_{\text{eff}}\) is lower than the bulk value \(D_1\).

As \(a/b\) increases, and \(b\) decreases, with increasing \(n\), the transition from early diffusive to a subdiffusive regime happens faster – for \(a/b = 0.35, 1, 4\), the crossover times are \(t \sim 10^3, 10^2, 5\) respectively. Moreover, with increasing \(a/b\) ratio the curves in Fig. 3a at long times monotonically shift downwards. This in turn implies a monotonic decrease of \(D_{\text{eff}}\) as shown in Fig. 3c. An analytical formula for \(D_{\text{eff}}\) exists in the literature [55, 56] and can also be obtained by taking the \(L \to \infty\) limit in Eq. 16 and expressing the MFPT as \(\tau = L^2/2D_{\text{eff}}\), yielding

\[
D_{\text{eff}} = D_1 \left( \frac{a + b}{ab} \right). \tag{26}
\]

The comparison on this analytical expression with the simulation is shown in Fig. 3c. This monotonic behavior is consistent with the monotonic increase on the MFPT for entropic barriers in a finite domain.

Next we turn to a similar characterization for the energetic barriers. The MSD of the RW on an infinite lattice, as above, is again shown for three different \(a/b\) ratios in Fig. 3b. Again, for all these case, there is an initial diffusive regime with a diffusivity \(D_1\) of the empty regions. That crosses over to a subdiffusive regime when the RW starts to feel the effect of the barriers. As expected, this transition happens earlier for the highest number of barriers \(a/b = 4\), and later with decreasing \(a/b\) ratios. In the long time limit, for all three \(a/b\) ratios shown, the motions are again diffusive, with \(\langle x^2 \rangle = 2D_{\text{eff}}t\). However, quite strikingly in Fig. 3d, the MSD of the intermediate barrier number (with \(a/b = 1\)) lies below both the cases with lower and higher barrier numbers. As a result, as shown in Fig. 3d, \(D_{\text{eff}}\) shows a non-monotonic behavior with increasing barrier number (or increasing \(a/b\)). Again, we can obtain an analytical expression for the \(D_{\text{eff}}\) by taking the \(L \to \infty\) limit in Eq. 24 and expressing the MFPT as \(\tau = L^2/2D_{\text{eff}}\), yielding

\[
D_{\text{eff}} = D_1 \left( \frac{1 + \frac{a}{b}}{\frac{a}{b} + 1} \right). \tag{27}
\]

which matches the simulation results exactly, as shown in Fig. 3d. Thus the signature of the non-monotonic dependence of the MFPT has its counterpart in the transport properties as well.

III. EXPERIMENTAL DESIGN

We now design a simple experiment to probe this differential effect of energetic and entropic barriers in regulating first passage times. Given the generality of our results in any dimension, we design a simple quasi-1D experimental
set up to verify our theoretical predictions. In our experiments, the random walker (RW) is a self-propelled robotic bug of dimension 5 cm × 1.3 cm (see Fig. 4a). These robotic bugs, called hexbugs, have been widely used in active matter research in experimental setups to demonstrate random motion that lead to interesting emergent individual and collective dynamics [57–59]. In free space (see SI Sec. 1), we characterise the mean square displacement from multiple trajectories. A sample trajectory is shown in Fig. 4b. The MSD reveals an initial superdiffusive behaviour, crossing over to a sub-diffusive behaviour at longer time scales, shown in Fig. 4c. We use this RW to then study the behaviour in presence of entropic and energetic obstacles.

We first focus on the case of entropic barriers. Our experimental setup consists of a rectangular region of dimensions 180 cm × 76 cm having an array of $n$ obstacles alternating with $n+1$ free regions (Fig. 5a). Each of these obstacles is a smaller rectangular strip of dimensions 20 cm × 76 cm, which are regions of lower diffusivity. To construct such regions, we used wooden pegs of diameter 1 cm arranged randomly at a packing fraction of 6% to constitute a crowded barrier region Fig. 4d. Our experimental premise of entropic barriers is different from other studies [60] which have characterized motion of diffusive walkers in two distinct ways: firstly the wooden pegs in our experiment are smaller compared to the hexbug (walker) dimensions, secondly underlying motion of the hexbugs is active, with a superdiffusive coefficient close to 1.5 (Fig. 4f). Bulk behavior of the hexbug in a crowded environment is depicted in Fig. 4e,f. The MFPT is about 2.5 times larger than equivalent empty environment (Fig. 4g), a trend which is also observed between crowded and empty rectangular barrier regions (Fig. 4h). For any $n$, consistent with our theoretical framework, we are interested in the stochastic first passage of the bug starting from $x = 0$ and reaching $x = L$ for the first time. The MFPT, $\tau(n)$, is then computed from 100 experimental trials each for different barrier numbers $n$ (Fig. 5c).

The behaviour of the MFPT is shown in Fig. 5d as a function of the dimensionless ratio of the two widths of the barrier and free regions, namely $a/b$. The MFPT initially increases rapidly with increasing barrier numbers before saturating at high $a/b$ values. The behaviour of $\tau$ versus $a/b$ is monotonic as expected — more the number of barriers, slower the navigation. Thus our experimental results validate the theoretical predictions in Eq. 16 for entropic barriers.

We now construct obstacles to mimic the energetic barriers defined previously. We used styrofoam blocks of width $a = 20$ cm as barriers with five tunnel-like passages of width 3 cm cut through them at random positions along their length (Fig. 6a). A representative trajectory is shown in Fig. 6b and successive barrier conformations are shown in Fig. 6c. As the RW encounters the barrier, it most often gets reflected back into the free regions since the probability that it finds one of the five open tunnels at the right orientation is low. However, in contrast to the entropic barriers, once the bug enters into any of these tunnels, it passes through these regions very quickly ($\lesssim 1$ s) (Fig. S2). Thus these barriers mimic the physics of energetic barriers, where the major delay comes from multiple barrier crossing attempts.

We plot the behaviour of the MFPT $\tau$ for this array of energetic barriers as a function of the $a/b$ ratio in Fig. 6d. For low number of barriers, the MFPT increases with increasing barrier number. However, as the $a/b$ ratio approaches the value $\sim 1$, the MFPT exhibits a local maximum. Increasing the number of barriers beyond this results in a decline in MFPT. This striking behaviour of a non-monotonic variation of MFPTs with increasing barrier numbers is in sharp contrast to the monotonic increase followed by saturation seen for entropic barriers, and is in line...
FIG. 5: (a) Top view of the implemented 2D patterned geometry of alternate barrier and empty regions for entropic barriers. (b) Sample trajectory of bug through an arrangement of alternate empty (width $b$) and energetic barrier (of width $a$) regions. Trajectories show random motion of the bug in the empty regions, and an instantaneous motion through the tunnels whenever it finds them. (c) Schematic of arrangement of impenetrable barriers for successive setups, with different number of barriers. (d) Scaled MFPT is plotted as a function of $a/b$. The error bars plotted in this curve are the standard errors ($SD/\sqrt{n}$).

FIG. 6: (a) Top view of implemented patterned geometry with alternate energetic barrier and empty regions. Inset depicts a side view of the styrofoam barrier. The individual tunnels are of size 3cm. (b) Sample trajectory of bug through an arrangement of alternate empty (width $b$) and energetic barrier (of width $a$) regions. Trajectories show random motion of the bug in the empty regions, and an instantaneous motion through the tunnels whenever it finds them. (c) Schematic of arrangement of impenetrable barriers for successive setups, with different number of barriers. (d) Scaled MFPT is plotted as a function of $a/b$. The error bars plotted in this curve are the standard errors ($SD/\sqrt{n}$).

Our experiments suggest that this non-trivial effect of barriers in regulating first passage times is independent of the microscopic motion of the RW in the absence of barriers. The hexbugs in the experiments show directed motion at short time scales, and exhibit chiral motion at longer timescales in free space. The motion of these hexbugs broadly then falls with the regime of active matter [61–63]. Many physical, biological and even social system’s dynamics can also be characterised by a similar non-diffusive transport. A few examples of active motion includes motion of flock of birds, school of fish, herds of land animals [64], animal foraging [65], E.coli bacteria [66], janus particles [67], traffic [68] and many more. Inside cells, superdiffusion has been observed for endogenous intracellular particles in crowded environments [69]. RNA polymerases and other motor proteins are also known to exhibit biased diffusion [70, 71]. The loop extrusion protein condensin is also known to exhibit superdiffusive motion on DNA backbones [14] and faces various protein obstacles which slows down loop extrusion [72]. A variety of theoretical frameworks have been used to model active particles, such as Run and Tumble particles (RTP) [73], active Brownian particles (ABP) [74], and active Ornstein-Uhlenbeck particle (AOUP) [75]. Superdiffusive motion can also arise from non-markovian processes, as in the Continuous Time Random Walk (CTRW) [76] and fractional Brownian motion (fBm) [77]. Chiral active motion, as in the case of hexbugs, has also been observed experimentally in a variety of systems [78, 79], and investigated theoretically as well [80, 81].

In this section we investigate whether the non-trivial dependence of the barrier number on the first passage properties for entropic and energetic barriers is quite generic, and can be extended to systems with anomalous diffusion. To model superdiffusive transport for one-dimensional random walkers, we use a simple model known as the Elephant Random Walk (ERW) model [82] that implements a non-markovian random walk with a full history-dependent memory with which it decides subsequent steps (see SI Sec. II for details). At any time, there is a probability $w$ with which it chooses its next step based on its history. It has been shown that the MSD in this case is superdiffusive: $\langle x^2 \rangle \sim t^{4w-2}$ for $w > 3/4$ [82]. We simulated the ERW for two values of $w = 0.875$ and 0.95 for which the corresponding MSD exponents are $\alpha = 4w - 2 = 1.5$ and 1.8 respectively (see Fig. 7a). In the presence of barriers - both entropic and energetic - the MSD changes from an initial superdiffusive motion to a transient subdiffusive regime as it encounters the barriers (Fig. 7b). At longer times, the motion becomes diffusive, erasing the memory of the intrinsic superdiffusive motion in the barrier-free regions. This is shown for energetic barriers for the two superdiffusive walks in Fig. 6b. For entropic barriers, we observe the transition from an initial superdiffusive to the transient subdiffusive regime, and an approach to the limiting diffusive behavior.

On increasing the barrier numbers, the MFPT increases monotonically with the $a/b$ ratio for the case of entropic barriers, similar to the case of unbiased diffusion and our experiments. This is shown for both values of the superdiffusive exponent $\alpha$ in Fig. 7c. In contrast, for the case of energetic barriers, the MFPT again exhibits a non-monotonic behavior, similar to the case of ordinary diffusion and our...
experiments (Fig. 7d). The maximum of the MFPT occurs around \( a/b \sim 1 \), when the width of the barrier becomes equal to the length of the empty regions. Hence the differential impact of energetic and entropic barriers on first passage holds generically for different classes of RWs, and is thus very robust.

V. DISCUSSION

We show that barriers may play an extremely non-trivial role in regulating first passage properties of systems. When barriers slow down transport, but allow lot of internal positional locations to be explored, we call them entropic barriers. In such cases, timescales of first passage across an array of barriers rise monotonically, as intuition would expect. Moreover the ratios of MFPT in the presence and absence of barriers saturate to a value greater than one \( (s \approx D_1/D_2 > 1) \), which depends on the ratio of diffusion constants in the two regions. On the other hand, when obstacles present a barrier that allows only rare entries (but near-instantaneous transport on successful entry) into the barrier regions, we call them energetic barriers. In such cases, we show, using a combination of experiments and theory, that the timescales of first passage has a maximum when the length of the empty regions matches with the width of the barrier. This is also reflected in the behavior of the effective diffusivity, which has a corresponding minimum with increasing barrier density. This is in stark contrast to naive expectations that increasing barrier density should always result in slower times of passage.

We perform an exact analytical calculation for the mean first passage times in \( d \) dimensions for both entropic and energetic barriers. For entropic barriers, at the barrier interfaces, the continuity of the MFPT and the currents (Eqs. 6-9) allows us to derive a closed form expression for the MFPT which shows a monotonic increase with barrier numbers. For energetic barriers, the excluded barrier regions lead to a discontinuity in the mean times at the two barrier interfaces (Eq. 18), which allows to derive a closed form solution which exhibits a non-monotonic behavior with barrier numbers.

We also show that this curious behavior in the case of energetic barriers is not limited to pure diffusive transport alone, but also extends to situations where the transport is characterised by superdiffusion, within the framework of a simple non-Markovian model of transport. In general, this leaves open the question of how barriers affect the transport properties of different categories of active particles. Our results suggest that barriers may play an important role in regulating times of passage for superdiffusive transport, and this can be investigated through further experimental and theoretical studies.

Regulation of first passage times are of critical importance in a variety of physical and biological systems. Our work highlights how differences in barrier design principles can crucially control times of passage in heterogeneous media. We provide a generic experimental design principle which allows us to study these two cases - one in which there is an accessible but slow region of transport through the introduction of physical obstacles, and another in which we engineer tunnels which allow only rare barrier crossing events. It would be interesting to see whether these observations hold true for other possible implementations of barrier designs to mimic energetic and entropic barriers. Notwithstanding, these designs can serve as a template for future experimental studies to investigate the relative role of these two kinds of barriers in regulating effective transport properties.
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Supplementary Information
1. EXPERIMENT

A robotic bug (HEXBUG micro ant, 5cm × 1.3cm) (Fig. 3a in main text) powered by battery is used as a self propelled random walker. We characterized the motion of our random walker (RW) in different setups. First we consider a relatively large circular confinement of diameter 117 cm (See Fig.~3b in main text). MSD (Fig. 1c in main text) are calculated for approximately 25 trajectories with the RW moving outward from the center of the confinement to the boundary. The MSD of the bug has a superdiffusive behavior for shorter timescale with $t\sim 1.8$ which becomes subdiffusive over longer timescales with slopes between 0.5 and 1. To construct regions with a lower diffusion coefficient, we used wooden pegs of diameter 1cm arranged randomly at a packing fraction of 6% to constitute a crowded barrier region. A sample trajectory and MSDs are shown in Fig.(3e,f) in main text. The MSD varies with a lower slope $t\sim 1.5$ over a longer time compared to the empty case. The transport in this case is slowed down as compared to the free case due to repeated collision with the pegs, with the mean time to reach the boundary being $8.63 \pm 0.49 sec$, as compared to a mean time of $3.95 \pm 0.39 sec$ in the absence of barriers (Fig.3g in main text). The 6% packing fraction for the crowded region was determined experimentally based on the ease of turning of the robotic bug. Higher packing density resulted in the bug getting stuck between these crowders. We use this same density of pegs to construct rectangular barrier regions of dimensions 76 cm × 27 cm (Fig. S1). For these rectangular barriers, the MFPT is about 2.5 times larger than for equivalent empty regions (Fig.3h in main text).

In our main experiments we had a rectangular length of dimension 180 cm × 76 cm covered by an alternate barrier and empty regions. Two types of barrier regions are studied: entropic and energetic. For the entropic barriers, the pegs at 6% density filled a region of width $a = 20$ cm. Energetic barriers were made using styrofoams with 5 randomly-cut tunnels of size 3 cm. This tunnel size (slightly larger than the HEXBUG) allows the RW to pass through in a near instantaneous manner (Suppl Fig. S2(a)). For experimental barrier widths $a = 20$cm, the passage times were $\lesssim 1$ s. Further, we also quantified the number of attempts before the RW successfully enters a tunnel, which is indicative of hopping probability across the energetic barrier (Suppl Fig. S2(b)). Note that statistical fluctuations are quite high due to the fact that first passage time distributions in confined spaces are typically exponential tailed. As is expected for an exponential distribution, the average is comparable to the standard deviation. Therefore to obtain a reliable estimate of MFPT, an optimum number of trials had to be chosen. We observed that beyond 60-65 trials, the MFPTs were converging to a steady value. Hence we used 100 trials for each setup. For energetic barriers, the slight increase in MFPT beyond $a/b > 2$ (Fig. 3d in main text), is an artefact of the finite size of our experimental setup. Around this width of the empty region ($b < 9$ cm), the dimensions of the RW become comparable to the width of the empty regions, and although the RW can still move, we do observe some significant restrictions in its turning behavior. The RW has a propensity to move preferentially only along the length of these narrow empty regions, without being able to turn randomly along the width - thereby increasing the overall MFPT. Since this behavior is not observed at any of the higher widths, this limitation of the system size is the cause for the higher MFPT values for $a/b > 2$.

![Fig. S1](image-url) (a) Sample trajectory of RW in empty region of dimensions 76 × 27 cm. (b) Sample trajectory through obstacles of diameter 1 cm in a region of width 76 × 27 cm.
2. EXPLICIT ANALYTIC RESULTS

2.1 ABSORBING BOUNDARY AT $r = r_0$

In the main manuscript we have derived MFPT for the case when absorbing boundary is located at $r = R$ and reflecting boundary at $r = r_0$. We now derive the opposite scenario where absorbing boundary is at $r = r_0$ and reflecting boundary is at $r = R$. Therefore, the boundary conditions in this case is given by,

$$\frac{\partial \langle T_{2n+1} \rangle}{\partial r} \bigg|_R = 0, \quad \text{and} \quad \langle T_1 \rangle |_{r_0} = 0 \quad (1)$$

From the above Eq. it is easy to obtain,

$$A_{n+1} = -\frac{R^d}{d} \quad (2)$$

and $B_1 = \begin{cases} -\frac{r_0^2}{2d} & \text{for } d \neq 2 \\ -\frac{r_0^2}{2d} - A_1 \ln r_0 & \text{for } d = 2 \end{cases} \quad (3)$

The matching conditions at barrier interfaces (Eqs. 6-9 and Eqs. 18-19 of the main text for entropic barriers and energetic barriers respectively) are independent of the choice of boundary conditions and hence the recursion relations given by Eqs. 12, 13, 14 and Eqs. 20, 21, 22 are still valid in this scenario.

Therefore, in this case, the MFPT of a diffusing particle starting from the reflecting boundary can be written as,

$$\tau = \langle T_{2n+1} \rangle |_R = \begin{cases} -\frac{1}{D_1} \left[ \frac{R^d}{2d} + \frac{A_{n+1}R^{2-d}}{2-d} + B_{n+1} \right], & \text{for } d \neq 2 \\ -\frac{1}{D_1} \left[ \frac{R^2}{2d} + A_{n+1} \ln R + B_{n+1} \right], & \text{for } d = 2 \end{cases} \quad (4)$$
Fig. S3. Comparison of MFPT in 2D and 3D for two opposite set up. Panels (a) and (b) compares the results for entropic barriers when the absorbing boundary is at $r = R$ and $r = r_0$ respectively for $D_1/D_2 = 8$. Panels (c) and (d) shows the results for $(D_1/dv_0) = 50000$ when the absorbing boundary is at $r = R$ and $r = r_0$ respectively. A zoomed in version of the MFPT curve in 3D for absorbing boundary at $r = r_0$ is shown in panel (d) inset. The other chosen parameters are $a = 20$, $R = 2001$ and $r_0 = 1$.

where for entropic barriers,

$$B_{n+1} = \begin{cases} 
    B_1 + \sum_{i=1}^{n} \frac{(s-1)}{2d} \left[ r_{2i}^2 - r_{2i-1}^2 \right] \\
    + \sum_{i=1}^{n} A_i \left[ 2-d \right] A_1 \left[ r_{2i}^{-d} - r_{2i-1}^{-d} \right] \\
    + \sum_{i=1}^{n} (s-1) A_1 \ln \left( \frac{r_{2i}}{r_{2i-1}} \right) & \text{for } d \neq 2 \\
    B_1 - \sum_{i=1}^{n} \frac{1}{2d} \left[ r_{2i}^2 - r_{2i-1}^2 \right] \\
    - \sum_{i=1}^{n} A_i \left[ 2-d \right] A_1 \left[ r_{2i}^{-d} - r_{2i-1}^{-d} \right] \\
    + \sum_{i=1}^{n} A_i \left[ 2-d \right] \frac{a_i}{dv_0} + \sum_{i=1}^{n} D_1 \ln \left( \frac{r_{2i}}{r_{2i-1}} \right) & \text{for } d = 2
\end{cases}$$

and for energetic barriers,

$$B_{n+1} = \begin{cases} 
    B_1 - \sum_{i=1}^{n} \frac{1}{2d} \left[ r_{2i}^2 - r_{2i-1}^2 \right] \\
    - \sum_{i=1}^{n} A_i \left[ 2-d \right] A_1 \left[ r_{2i}^{-d} - r_{2i-1}^{-d} \right] \\
    + \sum_{i=1}^{n} A_i \left[ 2-d \right] \frac{a_i}{dv_0} + \sum_{i=1}^{n} D_1 \ln \left( \frac{r_{2i}}{r_{2i-1}} \right) & \text{for } d \neq 2 \\
    B_{n+1} - \sum_{i=1}^{n} \frac{1}{2d} \left[ r_{2i}^2 - r_{2i-1}^2 \right] \\
    - \sum_{i=1}^{n} A_i \left[ 2-d \right] A_1 \left[ r_{2i}^{-d} - r_{2i-1}^{-d} \right] \\
    + \sum_{i=1}^{n} A_i \left[ 2-d \right] \frac{a_i}{dv_0} + \sum_{i=1}^{n} D_1 \ln \left( \frac{r_{2i}}{r_{2i-1}} \right) & \text{for } d = 2
\end{cases}$$
2.2 ANALYTICAL CALCULATIONS FOR ONE-DIMENSION

While we present the general analytical formalism in $d$-dimensions in the main manuscript, for simplicity, we also explicitly solve the 1D case here.

### 2.2.1 ENTROPIC BARRIERS

Let us consider $n$ barriers each of width $a$ are distributed in region $x = 0$ and $x = L$.

The mean gap between two consecutive barriers is given by

$$ b = \frac{L - na}{n + 1} \quad (5) $$

The boundary points of $i^{th}$ barrier are denoted by $x_{2i-1}$ and $x_{2i}$ which can be expressed as

$$ x_{2i-1} = b + (i - 1)(a + b) \quad i \in (1, n) $$
$$ x_{2i} = i(a + b) \quad i \in (1, n) \quad (6) $$

The MFPT in two regions obey

$$ D_1 \frac{\partial^2 \langle T_{2i-1} \rangle}{\partial x^2} = -1 \quad i \in (1, n + 1) \quad (7) $$
$$ D_2 \frac{\partial^2 \langle T_{2i} \rangle}{\partial x^2} = -1 \quad i \in (1, n) \quad (8) $$

which has solutions

$$ \langle T_{2i-1}(x) \rangle = -\frac{1}{D_1} \left[ \frac{x^2}{2} + A_i x + B_i \right] \quad i \in (1, n + 1) \quad (9) $$
$$ \langle T_{2i}(x) \rangle = -\frac{1}{D_2} \left[ \frac{x^2}{2} + C_i x + E_i \right] \quad i \in (1, n) \quad (10) $$

where $A_i, B_i, C_i, E_i$ are the integrating constants.

The boundary conditions of the lattice boundaries are given as,

$$ \partial_x < T_1 >_{x=0} = 0 \quad \rightarrow \text{reflecting boundary} $$
$$ < T_{2n+1} >_{x=L} = 0 \quad \rightarrow \text{absorbing boundary} \quad (11) (12) $$

The continuity MFPT at $x_{2i-1}$ and $x_{2i}$ gives,

$$ \langle T_{2i-1} \rangle_{x_{2i-1}} = \langle T_{2i} \rangle_{x_{2i-1}} \quad i \in (1, n) $$
$$ \langle T_{2i} \rangle_{x_{2i}} = \langle T_{2i+1} \rangle_{x_{2i}} \quad i \in (1, n) \quad (13) (14) $$

Now the hopping dynamics that governs the motion can be written as

$$ \langle T_{2i-1} \rangle_{x_{2i-1}} = \frac{1}{p + q} + \frac{p}{p + q} \langle T_{2i-1} \rangle_{-\delta+x_{2i-1}} + \frac{q}{p + q} \langle T_{2i} \rangle_{\delta+x_{2i-1}} \quad (15) $$
$$ \langle T_{2i+1} \rangle_{x_{2i}} = \frac{1}{p + q} + \frac{p}{p + q} \langle T_{2i+1} \rangle_{\delta+x_{2i}} + \frac{q}{p + q} \langle T_{2i} \rangle_{-\delta+x_{2i}} \quad (16) $$

Fig. S4. Schematic of the system with $n$ entropic barriers. The gap regions are denoted by blue and barriers are denoted by red. The boundary points of the $i^{th}$ barrier are denoted by $x_{2i-1}$ and $x_{2i}$. $\langle T_i \rangle$ denotes the mean average time for the particle to reach $x = L$ starting from the $i^{th}$ region.
Now from Eq.15 we can write,

\[(p + q)\langle T_{2i-1} \rangle x_{2i-1} = 1 + p\langle T_{2i-1} \rangle_{x+} + q\langle T_{2i} \rangle_{x2i-1} + q\langle T_{2i} \rangle_{x+2i-1}\]

\[\Rightarrow p \left[ \langle T_{2i-1} \rangle x_{2i-1} - \langle T_{2i-1} \rangle_{x+2i-1} \right] = 1 + q \left[ \langle T_{2i} \rangle_{x+2i-1} - \langle T_{2i-1} \rangle_{x2i-1} \right]
\]

Using Eq.13 one can rewrite the above equation as,

\[p \left[ \langle T_{2i-1} \rangle x_{2i-1} - \langle T_{2i-1} \rangle_{x+2i-1} \right] = 1 + q \left[ \langle T_{2i} \rangle_{x+2i-1} - \langle T_{2i} \rangle_{x2i-1} \right]
\]

\[p\delta \left[ \langle T_{2i-1} \rangle x_{2i-1} - \langle T_{2i-1} \rangle_{x+2i-1} \right] = \delta q \left[ \langle T_{2i} \rangle_{x+2i-1} - \langle T_{2i} \rangle_{x2i-1} \right]
\]

Now taking \(\delta \to 0\) we get,

\[p\delta^2 \partial_x \langle T_{2i-1} \rangle x_{2i-1} = q\delta^2 \partial_x \langle T_{2i} \rangle x_{2i-1}
\]

\[\Rightarrow D_1 \partial_x \langle T_{2i-1} \rangle x_{2i-1} = D_2 \partial_x \langle T_{2i} \rangle x_{2i-1}
\]

(17)

Similarly from Eq.14 and Eq.16 one can write,

\[D_2 \partial_x \langle T_{2i} \rangle x_{2i} = D_1 \partial_x \langle T_{2i+1} \rangle x_{2i+1}
\]

(18)

Eqs.11,12,17 and 18 constitutes the boundary conditions for Eqs.9 and 10. From Eq.11 we have,

\[A_1 = 0\]

(19)

Now, using Eq.17 and Eq.18 respectively we have,

\[C_i = A_i\]

(20)

\[A_{i+1} = A_i\]

(21)

Combining the Eqs.19,21,20 we get,

\[A_i = C_i = 0 \quad \forall i = \{1, n + 1\}\]

(22)

Now from Eq.13 we have,

\[B_i = (s - 1)\frac{x_{2i-1}^2}{2} + sE_i\]

(23)

where \(s = D_1/D_2\).

Using Eq.14 we have,

\[B_{i+1} = (s - 1)\frac{x_{2i}^2}{2} + sE_i\]

(24)

Combining Eqs.23 and 24 we get,

\[B_{i+1} = B_i + \frac{(s - 1)}{2} \left[ x_{2i}^2 - x_{2i-1}^2 \right]\]

(25)

Now from Eq.12 we have,

\[B_{n+1} = -\frac{x_{2n+1}^2}{2} = -\frac{L^2}{2}\]

(26)

Hence using Eq.25 we can write,

\[B_1 = B_{n+1} - \frac{(s - 1)}{2} \sum_{i=1}^{n} \left( x_{2i}^2 - x_{2i-1}^2 \right)\]

(27)

Therefore the MFPT of the particle to reach \(x = L\) starting from \(x = 0\) in presence of \(n\) barriers of width \(a\) is given by,

\[\tau = \langle T_1 \rangle_{x=0} = -\frac{B_1}{D_1}\]

\[= \frac{1}{D_1} \left[ \frac{L^2}{2} + \frac{(s - 1)}{2} \sum_{i=1}^{n} \left( x_{2i}^2 - x_{2i-1}^2 \right) \right]\]

(28)
The summation in the above equation can be computed very easily.

\[
\sum_{i=1}^{n} (x_{2i}^2 - x_{2i-1}^2) = \sum_{i=1}^{n} [i^2(a + b)^2 - \{b + (i - 1)(a + b)\}^2] \\
= \sum_{i=1}^{n} [i^2(a + b)^2 - \{(i(a + b) - a\}^2] \\
= \sum_{i=1}^{n} [2ia(a + b) - a^2] \\
= n(n + 1)a(a + b) - na^2 = naL
\]  

(29)

If \(\tau_0\) denotes the MFPT of the particle in absence of barriers then we have

\[
\tau_0 = \frac{L^2}{2D_1}
\]

(30)

Therefore the scaled MFPT in presence of barriers is given by,

\[
\frac{\tau}{\tau_0} = \frac{2}{L^2} \left[ \frac{L^2}{2} + \frac{(s - 1)}{2} \sum_{i=1}^{n} (x_{2i}^2 - x_{2i-1}^2) \right] \\
= 1 + \frac{(s - 1)}{L^2} \cdot naL \\
= 1 + (s - 1) \cdot \frac{naL}{L} \\
= 1 + (s - 1) \left( \frac{L - b}{a + b} \right) \cdot \frac{a}{L} \\
= 1 + (s - 1) \left( \frac{b}{a + b} \right) \cdot \frac{a}{L} \\
= 1 + \frac{(s - 1)\left( \frac{a}{b} - \frac{a}{L} \right)}{1 + \frac{a}{b}}
\]

(31)

\[2.2.2\] ENERGETIC BARRIERS

In the same spirit we shall now solve first passage time in case of energetic barriers. The hopping dynamics that determines the motion can be written as,

\[
\langle T_{2i-1} \rangle_{x_{2i-1}} = \frac{1}{p + q} + \frac{p}{p + q} \langle T_{2i-1} \rangle_{-\delta + x_{2i-1}} + \frac{q}{p + q} \langle T_{2i+1} \rangle_{x_{2i}}
\]

\[
\therefore p \left( \langle T_{2i-1} \rangle_{x_{2i-1}} - \langle T_{2i-1} \rangle_{-\delta + x_{2i-1}} \right) = 1 + q \langle T_{2i+1} \rangle_{x_{2i}} - q \langle T_{2i-1} \rangle_{x_{2i-1}}
\]

\[
\langle T_{2i-1} \rangle_{x_{2i-1}} = \frac{1}{q} + \langle T_{2i+1} \rangle_{x_{2i}} - \frac{p \delta}{q} \partial_x \langle T_{2i-1} \rangle_{x_{2i-1}}
\]

(32)

Now we define \(D_1 = p\delta^2\) and \(v_q = q\delta\) such that both \(D_1\) and \(v_q\) are finite at \(\delta \to 0\). Therefore we must have \(p, q \to \infty\) and thus Eq.32 can be written as,

\[
\langle T_{2i-1} \rangle_{x_{2i-1}} = \langle T_{2i+1} \rangle_{x_{2i}} - \frac{D_1}{v_q} \partial_x \langle T_{2i-1} \rangle_{x_{2i-1}}
\]

(33)

Similarly it is easy to show that

\[
\langle T_{2i-1} \rangle_{x_{2i-1}} = \langle T_{2i+1} \rangle_{x_{2i}} - \frac{D_1}{v_q} \partial_x \langle T_{2i+1} \rangle_{x_{2i}}
\]

(34)

Hence from Eq.33 and Eq.34 we get,

\[
\partial_x \langle T_{2i-1} \rangle_{x_{2i-1}} = \partial_x \langle T_{2i+1} \rangle_{x_{2i}}
\]

(35)
For n energetic barriers, there will be n+1 fast regions where the particle diffuses. Therefore,

\[
\langle T_{2i-1} \rangle = - \frac{1}{D_1} \left[ \frac{x^2}{2} + A_i x + B_i \right]
\]

(36)

where \(i \in \{1, n+1\}\) denotes the region with boundaries \(x_{2i-2}\) and \(x_{2i-1}\) where the particle is in.

Now the lattice boundary conditions are same as Eq.11 and Eq.12,

\[
\partial_x \langle T_1 \rangle_{x=0} = 0
\]

(37)

\[
\langle T_{2n+1} \rangle_{x=L} = 0
\]

(38)

Now Eq.37 gives

\[
A_1 = 0
\]

From Eq.35 we get,

\[
A_{i+1} = A_i - a = A_1 - ia = -ia
\]

(39)

Using Eq.38 we find \(B_{n+1}\) as,

\[
B_{n+1} = -\frac{x_{2n+1}^2}{2} + nax_{2n+1}
\]

(40)

where \(x_{2n+1} = L = (n+1)(a+b) - a\).

Now from Eq.33 we can write,

\[
B_i = B_{i+1} + \frac{1}{2} \left( x_{2i}^2 - x_{2i-1}^2 \right) + (A_{i+1} x_{2i} - A_i x_{2i-1}) - \frac{D_1}{v_q} \left[ x_{2i} + A_{i+1} \right]
\]

(41)

Therefore

\[
B_1 = B_{n+1} + \sum_{i=1}^{n} \frac{1}{2} \left( x_{2i}^2 - x_{2i-1}^2 \right) + (A_{i+1} x_{2i} - A_i x_{2i-1}) - \frac{D_1}{v_q} \left( x_{2i} + A_{i+1} \right)
\]

\[
\Rightarrow B_1 = B_{n+1} - \frac{n(n-1)}{2} a^2 + \frac{n(n+1)D_1 a}{2v_q} - \frac{n(n+1)}{2} \left( \frac{D_1}{v_q} + a \right) (a+b) + \frac{1}{2} \sum_{i=1}^{n} \left( x_{2i}^2 - x_{2i-1}^2 \right)
\]

(42)

Using Eq.6, Eq.29 and Eq.40, we can easily show from Eq.42 that

\[
B_1 = -\frac{(n+1)^2 b^2 + n(n+1) \frac{D_1 b}{v_q}}{2}
\]

(43)

The scaled first passage passage time then can be written as,

\[
\frac{\tau}{\tau_0} = -\frac{2B_1}{L^2} = \frac{(n+1)^2 b^2 + n(n+1) \frac{D_1 b}{v_q}}{L^2}
\]

Fig. S5. Schematic of the system with \(n\) energetic barriers. The free regions are denoted by blue and barriers are denoted by red. The boundary points of the \(i^{th}\) barrier are denoted by \(x_{2i-1}\) and \(x_{2i}\). \(\langle T_{2i-1} \rangle\) denotes the mean time for the particle to reach \(x = L\) starting from the \(i^{th}\) free region. Note that in this case \(\langle T_{2i} \rangle\)'s do not exist for all values of \(i\).
Now using the relation \( L = (n + 1)(a + b) - a = n(a + b) + b \) one can write,

\[
\frac{\tau}{\tau_0} = \frac{(L+a)^2}{(a+b)^2} b^2 + \left( \frac{L-b}{a+b} \right) \left( \frac{L+a}{a+b} \right) \frac{D_1 b}{v_q} \frac{L^2}{L^2} = \frac{b^2(L+a)^2}{(a+b)^2} + \left( \frac{L+a}{a+b} \right) \frac{D_1 b}{v_q} \left( 1 + \frac{a}{b} \right)^2 \frac{L^2}{L^2} \frac{L}{L} = \frac{b^2 \left( 1 + \frac{a}{b} \right)^2}{(a+b)^2} + \left( \frac{L}{b} + \frac{a}{b} - 1 - \frac{a}{b} \right) \frac{D_1 b^2}{v_q} \left( 1 + \frac{a}{b} \right)^2 \frac{L^2}{L^2} \frac{L}{L} = \left( \frac{1}{1 + \frac{a}{b}} \right)^2 + \left( \frac{a}{b} - \frac{1}{2} \right) \left( 1 + \frac{L}{a} \right) \frac{D_1 b^2}{v_q} \left( 1 + \frac{a}{b} \right)^2 \frac{L^2}{L^2} \frac{L}{L} \quad \text{(44)}
\]

### 3. EFFECTIVE DIFFUSIVITY

In this section, we investigate the long time diffusivity in the presence of barriers. Using kinetic simulations, we characterize the Mean Square Displacement (MSD) of the random walker as a function of elapsed time in an infinite lattice in the presence of barriers. Note that, while the first passage property is history-dependent, the MSD is not.

For entropic barriers, the MSD is shown for three different \( a/b \) ratios in Fig. ??a. The RW initially explores the empty region in which it starts before it encounters the first barrier. This excursion is purely diffusive, with the bulk diffusion coefficient \( D_1 \), as is expected. At the timescale when it first encounters a barrier, the motion becomes subdiffusive as the barrier hinders the bulk diffusive behavior. Over long timescales \((t \gg 10^3)\), the motion becomes diffusive again, however with an effective diffusion coefficient \( D_{\text{eff}} \) \textit{i.e.} \( \langle x^2(t) \rangle = 2D_{\text{eff}} t \). The value of \( D_{\text{eff}} \) is lower than the bulk value \( D_1 \).

As \( a/b \) increases, and \( b \) decreases, with increasing \( n \), the transition from early diffusive to a subdiffusive regime happens faster – for \( a/b = 0.35, 1, 4 \), the crossover times are \( t \sim 10^3, 10^2, 5 \) respectively. Moreover, with increasing \( a/b \) ratio the curves in Fig. ??a at long times monotonically shift downwards. This in turn implies a monotonic decrease of \( D_{\text{eff}} \) as shown in Fig. ??c. In 1D, the MFPT of a free region (in absence of barriers) is given by \( \tau_0 = L^2/2D_1 \). Analogously writing the MFPT of the heterogeneous medium as \( \tau = L^2/2D_{\text{eff}} \), it is easy to obtain the expression \( D_{\text{eff}} \) for the case \( L \rightarrow \infty \). The Eq. 16 in the main text reads,

\[
\frac{\tau}{\tau_0} = 1 + \frac{(s-1)(\frac{a}{b} - \frac{a}{L})}{1 + \frac{a}{b}} = 1 + \frac{(s-1)\frac{a}{b}}{1 + \frac{a}{b}} \quad \text{[} a/L \rightarrow 0 \text{ as } L \rightarrow \infty \text{]}
\]

\[
\Rightarrow \quad D_{\text{eff}} = D_1 \frac{(a+b)}{as+b} \quad \text{(45)}
\]

The comparison of the simulation results with the effective diffusivity obtained from the theory is shown in Fig. ??c. This monotonic behavior is consistent with the monotonic increase on the MFPT for entropic barriers in a finite domain.

Next we turn to a similar characterization for the energetic barriers. The MSD of the RW on an infinite lattice, as above, is again shown for three different \( a/b \) ratios in Fig. ??b. Again, for all these case, there is an initial diffusive regime with a diffusivity \( D_1 \) of the empty regions. That crosses over to a subdiffusive regime when the RW starts to feel the effect of the barriers. As expected, this transition happens earlier for the highest number of barriers \( (a/b = 4) \),
and later with decreasing $a/b$ ratios. In the long time limit, for all three $a/b$ ratios shown, the motions are again diffusive, with $\langle x^2 \rangle = 2D_{\text{eff}} t$. However, quite strikingly in Fig. ??d, the MSD of the intermediate barrier number (with $a/b = 1$) lies below both the cases with lower and higher barrier numbers. As a result, as shown in Fig. ??d, $D_{\text{eff}}$ shows a non-monotonic behavior with increasing barrier number (or increasing $a/b$). Again, following the same method as before, one can obtain $D_{\text{eff}}$ from Eq. 23 of main text,

$$\frac{\tau}{\tau_0} = \frac{1 + \frac{a}{b}}{2} + \frac{\frac{a}{b} - \frac{a}{L} + \frac{1}{L}}{(1 + \frac{a}{b})^2} \frac{D_1}{v q}$$

$$\Rightarrow \frac{L^2/2D_1}{L^2/2D_{\text{eff}}} = \frac{1 + \frac{D_1}{b v q}}{(1 + \frac{a}{b})^2} \quad [1/L \to 0 \text{ as } L \to \infty]$$

$$\Rightarrow D_{\text{eff}} = D_1 \left( \frac{(1 + \frac{a}{b})^2}{1 + \frac{D_1}{b v q}} \right)$$

(46)

The comparison between the analytical expression with the simulation results is shown in Fig. ??d. Thus the signature of the non-monotonic dependence of the MFPT has its counterpart in the transport properties as well.

4. SUPERDIFFUSIVE MOTION

To generate a driven motion of the particle we follow the \textit{Elephant-like memory diffusion} algorithm introduced by Schütz and Trimper in 2004 [1]. In this process the particle has complete memory of its previous steps. If at any time $t$ the particle is at $x_t$ then the evolution equation can be written as

$$x_{t+1} = x_t + \sigma_{t+1}$$

where $\sigma_{t+1}$ is statistically chosen by the following method:

1. First a previous timestep $t' \in \{1, 2, ..., t\}$ is chosen randomly.

2. Then, $\sigma_{t+1} = \sigma_{t'}$ with probability $w$ and $\sigma_{t+1} = -\sigma_{t'}$ with probability $1 - w$.

The particle starts at $x = 0$ at $t = 0$, and the first step of the particle is always towards positive direction in our simulation, i.e, $\sigma_1 = +1$.

The MSD in this type of non-Markovian process follows [1]:

$$\langle x_t^2 \rangle \sim t \quad \text{for } w < 0.75$$

$$\sim t \ln t \quad \text{for } w = 0.75$$

$$\sim t^{4w-2} \quad \text{for } w > 0.75$$

For our simulations, we chose two values of $w = (0.875, 0.95)$ in the regime $w > 0.75$ to recover superdiffusive transport, as mentioned in the text.

* dasgupta@augsburg.edu; These authors contributed equally
† guha@na.infn.it; These authors contributed equally
‡ dibyendu@phy.iitb.ac.in
§ mithun@phy.iitb.ac.in
[1] Gunter M Schütz and Steffen Trimper. Elephants can always remember: Exact long-range memory effects in a non-markovian random walk. \textit{Physical Review E}, 70(4):045101, 2004.