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Abstract

Electronic circuits and systems employed in mission- and safety-critical applications such as space, aerospace, nuclear plants etc. tend to suffer from multiple faults due to radiation and other harsh external phenomena. To overcome single or multiple faults from affecting electronic circuits and systems, progressive module redundancy (PMR) has been suggested as a potential solution that recommends the use of different levels of redundancy for the vulnerable portions of a circuit or system depending upon their criticality. According to PMR, triple modular redundancy (TMR) can be used where a single fault is likely to occur and should be masked, and quintuple modular redundancy (QMR) can be used where double faults are likely to occur and should be masked. In this article, we present asynchronous QDI majority voter designs for QMR and study which are preferable from cycle time (i.e., speed), area, power, and energy perspectives. Towards this, we implemented example QMR circuits in a robust QDI asynchronous design style by employing a delay insensitive dual rail code for data encoding and adopting four-phase handshake protocols for data communication. Based on physical implementations using a 32/28nm CMOS process, we find that our proposed QMR majority voter achieves improved optimization in speed and energy.

1. Introduction

Electronic circuits/systems used in mission-critical applications such as space, and safety-critical applications such as aerospace, nuclear power plants, electric power transmission and distribution, and industrial control automation etc. usually incorporate some form of N-modular redundancy (NMR) to overcome bounded faults whose occurrences may be temporary or permanent in nature. In NMR, a function unit and (N–1) identical copies of the function unit, where N is odd, are used, where a function unit may be a circuit or a sub-system or a system. In NMR, majority of the function units is required to maintain the correct operation. In other words, at least (N+1)/2 function units should operate correctly meaning that the faults of (N–1)/2 function units would be masked. A function unit may produce one or more outputs. If
each function unit in an NMR implementation produces M outputs, the respective outputs of all the function units are connected to M N-input majority voters, which in turn produce the primary outputs based on the Boolean majority [1]. Hence, N identical function units and N-input majority voters are used to realize an NMR implementation.

The majority voter, although being an important decision making element, usually forms a small component of a circuit/system used in a mission-/safety-critical application. Hence, the majority voter is generally assumed to be perfect. However, if there may arise a concern about the majority voter that it may become a single point of failure then the majority voter may be duplicated like the function units [2]. This implies that instead of having one majority voter providing the input for the next circuit/system stage, identical majority voters may be used and the outputs of these majority voters can provide similar inputs for the next circuit/system stage. This kind of implementation involving duplication of majority voters avoids the likelihood of a single point of failure [3]. For example, in the Saturn launch vehicle digital computer the majority voters were triplicated to avoid a single point of failure [4]. Another alternative is to radiation harden the entire circuit/system at the process level by considering advanced processes based on the silicon-on-insulator (SOI) technology such as a fully or a partially depleted SOI for physical realization [5].

Triple modular redundancy (TMR) is the basic and the most widely used NMR scheme. In TMR, three identical function units are used whose outputs are connected to three-input majority voters and the temporary or permanent fault of an arbitrary function unit would be masked. Thus, TMR can efficiently withstand a single upset (fault). To overcome double upsets, quintuple modular redundancy (QMR), which is a higher order NMR, can be adopted where five identical function units are used whose outputs are connected to five-input majority voter(s) and the temporary or permanent faults of two arbitrary function units would be masked. Other higher order NMR schemes involving seven or more function units are also realizable although they are sparingly used.

It was noted in [6] that multiple bit upsets are likely to occur in combinational and sequential digital circuits. In [7], an investigation was carried out to find the proportion of single and multiple bit upsets that electronic devices such as field programmable gate arrays may encounter in a realistic space environment. It was found that a big majority of the upsets are single upsets while a small minority are double upsets. The percentages of triple and quadruple upsets were found to be very small. Hence, adopting TMR and QMR might suffice for a mission- or safety-critical application where TMR can be used to overcome single upsets and QMR can be used to overcome double upsets.

In [8], progressive module redundancy (PMR) was suggested as a fault-tolerant design strategy which recommends the use of different levels of redundancy for the critical portions of a circuit or system depending on their vulnerability. For example, TMR can be deployed in those portions where single upsets are likely to occur and QMR can be deployed in those portions where double upsets are likely to occur. In a way, the technique of selective insertion of TMR suggested in [9] is extended to include the selective insertion of QMR in the PMR scheme.

In any NMR implementation, the majority voter is indispensable. Many synchronous majority voters for TMR [10–12] and few synchronous majority voters for QMR [13–15] have been presented in the literature. An asynchronous majority voter for TMR corresponding to a bundled-data handshake protocol was also presented in the literature [16]. However, in asynchronous design, the bundled-data handshake protocol is known to be less robust, and the four phase handshake protocol used in a quasi delay insensitive (QDI) asynchronous design is understood to be more robust. Recently, robust QDI asynchronous majority voters for TMR were presented [17, 18]. In this work, we discuss and propose QDI majority voters for QMR.
To our knowledge, this is the first work that deals with QDI asynchronous majority voters for QMR implementations.

The rest of this article is organized into four sections. Section 2 provides a background about QDI logic design. Section 3 presents the various QDI majority voters for QMR. Section 4 presents the simulation results for the example QMR circuit implementations which utilize the majority voters to be discussed. Screenshots of a portion of the simulation waveforms corresponding to the proposed QMR majority voter are also given in Section 4. Finally, we draw some conclusions in Section 5.

2. QDI asynchronous logic design

The consideration of a QDI asynchronous logic design is motivated by important factors such as innate resilience to electromagnetic interference [19], inherent tolerance to parametric variations [20] and harsh environmental phenomena [21], low power operation [22], and natural resistance to power analysis attacks [23], all of which are relevant for mission- and safety-critical applications.

QDI logic design is the practically realizable delay insensitive (DI) design which employs a DI code [24] for data encoding and four-phase return-to-zero (RTZ) [25] or return-to-one (RTO) [26] handshake protocols for data communication. However, the main difference between a DI design and a QDI design is that the latter incorporates the isochronic fork assumption [27], which represents the weakest compromise to delay insensitivity. An isochronic fork basically refers to a signal node or a junction from where if two or more wire branches emerge, the timing assumption is that any signal transition occurring on an isochronic fork, whether it be binary 0 to binary 1 or binary 1 to binary 0, it is assumed to happen concurrently on all the wire branches arising out of that fork. It is noted in [27] that without the isochronic fork assumption, DI circuits cannot be realized in reality. It is observed in [28] that the isochronic fork assumption is actually a mild timing assumption which helps to increase the computational power of pure DI circuits. Further, it has been shown in [29] that the isochronic fork assumption is realizable even in nanoscale design geometries.

2.1. QDI circuit stage, data encoding, and four-phase handshaking

The typical block schematic of a QDI circuit stage comprising input and output registers is shown in Fig 1, which consists of an input register bank (IRB), an output register bank (ORB), a QDI circuit that is sandwiched between these register banks, and completion detectors. Acknowledgment input (AI) and acknowledgment output (AO) signals are exchanged between the IRB and ORB, and the data or spacer is input to a QDI circuit through the IRB based on the states of AI and AO signals which are also called handshake signals. AI is the Boolean complement of AO, and vice-versa. A typical QDI circuit stage consists of an IRB, a completion detector, and a QDI circuit. In fact, the ORB serves as the IRB for a subsequent circuit stage. The critical data path encountered in a QDI circuit stage is highlighted by the dotted pink line in Fig 1.

The IRB and ORB consist of a series of registers, which are basically 2-input C-elements. For example, in the IRB, a 2-input C-element is allotted for each rail of a dual rail encoded input. The C-element [30] produces 1 if all its inputs are 1 and produces 0 if all its inputs are 0. If any input is different from the rest of the inputs, the C-element would retain its existing state. The transistor level static CMOS realization of a 2-input C-element is shown in Fig 1 [17] within the dotted brown box, where A and B are the inputs and M is the output.

The inputs and outputs of a QDI circuit are encoded using a DI code. Among the family of DI codes [24], the dual rail code is the simplest member which has been widely used for QDI
circuit designs [25]. In Fig 1, (R1, R0) and (S1, S0) represent the example dual rail encoded equivalents of the single rail inputs R and S respectively. According to dual rail encoding and RTZ handshaking, an input R is encoded as (R1, R0) where R = 1 is encoded as R1 = 1 and R0 = 0, and R = 0 is encoded as R0 = 1 and R1 = 0. These assignments are called ‘data’. R1 = R0 = 0 is the ‘spacer’, and R1 = R0 = 1 is considered indeterminate. In the case of RTZ handshaking, binary 1 on one of the encoded dual rails is used to represent the data. Hence, the signal transitions in a QDI circuit will be monotonically increasing (i.e., 0 to 1) for the application of data, and monotonically decreasing (i.e., 1 to 0) for the application of the spacer [31].

On the other hand, according to dual rail encoding and RTO handshaking, an input R is encoded as (R1, R0) where R = 1 is encoded as R1 = 0 and R0 = 1, and R = 0 is encoded as R0 = 0 and R1 = 1. These two assignments are called ‘data’. R1 = R0 = 1 is the ‘spacer’, and R1 = R0 = 0 is considered to be indeterminate. In the case of RTO handshaking, binary 0 on one of the encoded dual rails is used to represent the data. Thus, the signal transitions in a QDI circuit will be monotonically decreasing for the application of data, and monotonically increasing for the application of the spacer.

Handshaking is performed between IRB and ORB involving the QDI circuit, which is responsible for processing the data and the spacer. Four steps are involved in RTZ and RTO handshaking, and they are referred to as four-phase handshake protocols. The steps involved in RTZ and RTO handshaking are described in [17], and an interested reader may refer to the same for details. Here, it is sufficient to state that in the case of RTZ handshaking, the inputs are supplied conforming to the sequence of data, spacer, data, spacer and so on. In the case of RTO handshaking, the inputs are supplied conforming to the sequence of spacer, data, spacer, data and so on.
The gate level detail of the example completion detectors corresponding to RTZ and RTO handshaking is shown in Fig 1 inside the dotted orange and green boxes. The completion detector indicates i.e., acknowledges the receipt of all the primary inputs given to a QDI circuit. In the case of RTZ (RTO) handshaking, 2-input OR (AND) gates are used to combine the respective dual rails of all the encoded inputs, and the outputs of all such 2-input OR (AND) gates are combined using a C-element or a tree of C-elements to produce AO. The main difference between RTZ and RTO completion detectors is that excepting the C-elements which are retained along with their respective inputs, the OR gates in the RTZ completion detector are replaced by their gate duals viz. the AND gates to obtain the RTO completion detector.

2.2. Indicating circuits

There are two types of indicating QDI circuits namely strong indication and weak indication circuits [32]. The timing relation between the receipt of primary inputs and the production of primary outputs of strong indication and weak indication circuits is depicted by representative diagrams in Fig 2. Fig 2a corresponds to RTZ handshaking and Fig 2b corresponds to RTO handshaking.

Strong indication circuits wait to receive all the data and spacer, and after receiving them would process them to produce all the primary outputs. A strong indication circuit would produce a primary output only after receiving and processing all the primary inputs. Hence, strong indication circuits may comprise one or more primary outputs.

Weak indication circuits can process and produce some primary outputs after receiving some of the primary inputs. However, weak indication circuits would produce the last primary output only after receiving and processing the last primary input. Thus, a weak indication circuit requires at least two primary outputs so that even if one primary output is produced early after receiving and processing some of the primary inputs, the other primary output would be produced after receiving and processing the remaining primary inputs. Hence, weak indication circuits require at least two primary outputs. For example, a weak indication full adder [33]

Fig 2. Timing behavior of indicating circuits with respect to: (a) RTZ; and (b) RTO handshaking.

https://doi.org/10.1371/journal.pone.0239395.g002
adding two input bits along with a carry input may generate/kill the carry output early if the
two input bits are equal to 1/0 while the corresponding sum output would be produced only
after the carry input is received and processed. Given this, since the QMR majority voter has
five inputs and a single output, a weak indication realization is not feasible. Therefore, this
work describes strong indication QMR majority voters.

3. QDI QMR majority voters

This section discusses many strong indication QMR majority voters including our proposed
design.

3.1. Decomposed DIMS QMR majority voter

The delay insensitive minterm synthesis (DIMS) method [34] may be thought of as an
extended version of the DI regular expression recognizer presented in [35]. The DIMS method
basically describes a logic function in a canonical sum-of-products (CSOP) form. A CSOP
form comprises product terms which are realized using all the literals constituting the support
set of a function. Let us assume that (A1, A0), (B1, B0), (C1, C0), (D1, D0) and (E1, E0) repres-
ent the dual rail encoded primary inputs of a QMR majority voter, and (X1, X0) represents its
dual rail encoded primary output. The truth table of the dual-rail encoded QMR majority
voter that corresponds to RTZ handshaking is given in Table 1, and the canonical output SOP
expressions are given by (1) and (2).

\[
X_1 = A_0B_0C_1D_1E_1 + A_0B_1C_0D_1E_1 + A_0B_1C_1D_0E_1 + A_0B_1C_1D_1E_0 + \\
A_0B_1C_1D_1E_1 + A_1B_0C_0D_1E_1 + A_1B_0C_1D_0E_1 + A_1B_0C_1D_1E_0 + \\
A_1B_0C_1D_1E_1 + A_1B_1C_0D_0E_1 + A_1B_1C_0D_1E_0 + A_1B_1C_0D_1E_1 + \\
A_1B_1C_1D_0E_0 + A_1B_1C_1D_0E_1 + A_1B_1C_1D_1E_0 + A_1B_1C_1D_1E_1 \\
(1)
\]

\[
X_0 = A_0B_0C_0D_0E_0 + A_0B_0C_0D_0E_1 + A_0B_0C_0D_1E_0 + A_0B_0C_0D_1E_1 + \\
A_0B_0C_1D_0E_0 + A_0B_0C_1D_0E_1 + A_0B_0C_1D_1E_0 + A_0B_1C_0D_0E_0 + \\
A_0B_1C_0D_0E_1 + A_0B_1C_0D_1E_0 + A_0B_1C_1D_0E_0 + A_0B_1C_0D_0E_0 + \\
A_1B_0C_0D_0E_0 + A_1B_0C_0D_0E_1 + A_1B_0C_0D_1E_0 + A_1B_1C_1D_0E_0 \\
(2)
\]

Eqs (1) and (2) are inherently in the disjoint sum of products (DSOP) form. The products
in a DSOP expression are orthogonal to each other i.e., the logical conjunction of any two
products in a DSOP form would yield 0 [36]. This implies that only one product term would
be activated in a DSOP equation upon the application of an input data, which satisfies the
monotonic cover constraint [25].

Eqs (1) and (2) when synthesized according to the DIMS approach would require thirty-
two 5-input C-elements and ten 4-input OR gates. The C-element is usually not available in a
standard digital cell library since it is an asynchronous gate and hence it should be custom
designed. Moreover, there are fan-in limitations when designing a gate in a static CMOS style.
Hence, a 2-input C-element was custom designed using a 32/28nm standard cell library [37]
by incorporating feedback in an AO222 complex gate as shown in [17].

Since (1) and (2) should be implemented using 2-input C-elements first they should be
safely decomposed to avoid any gate orphan. In QDI circuits, wire orphans and gate orphans
may become problematic and so they should be carefully dealt with during the physical
realization. Wire orphan refers to an unacknowledged signal transition on a primary input wire, and gate orphan refers to an unacknowledged signal transition on an intermediate gate output.

Wire and gate orphans have been explained through an example in [38], and an interested reader may refer to the same for details. Wire orphans are less problematic as they are easily overcome through the isochronic fork assumption when imposed on all the primary inputs, which is common in QDI circuits. This is because, referring to Fig 1, each primary input given to a QDI circuit is also given to a completion detector. Hence, a signal transition on a primary input appears concurrently across the QDI circuit and across the completion detector. When a signal transition appears on an intermediate gate output, and if it is not acknowledged by a similar signal transition in a subsequent gate output, then that unacknowledged signal transition will be regarded as an orphan.

Table 1. Truth table of QDI QMR majority voter corresponding to RTZ handshaking.

| Dual-rail encoded primary inputs | Dual-rail encoded primary output |
|--------------------------------|---------------------------------|
| A1 | A0 | B1 | B0 | C1 | C0 | D1 | D0 | E1 | E0 | X1 | X0 |
| 0  | 1  | 0  | 1  | 0  | 1  | 0  | 1  | 0  | 1  | 0  | 1  |
| 0  | 1  | 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0  | 0  | 1  |
| 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  |
| 0  | 1  | 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  | 0  | 1  |
| 0  | 1  | 0  | 1  | 1  | 0  | 0  | 1  | 1  | 0  | 0  | 1  |
| 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 0  | 1  |
| 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  | 1  | 0  | 0  | 1  |
| 0  | 1  | 1  | 0  | 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  |
| 0  | 1  | 1  | 0  | 0  | 1  | 1  | 0  | 0  | 1  | 0  | 1  |
| 0  | 1  | 1  | 0  | 0  | 1  | 1  | 0  | 1  | 0  | 1  | 0  |

https://doi.org/10.1371/journal.pone.0239395.t001
transition is said to be a gate orphan. Gate orphans should be avoided in indicating circuits as they could affect the quasi delay insensitivity. Gate orphans can be avoided by adopting safe QDI logic decomposition techniques [39, 40]. The decomposed DIMS QMR majority voter realized through a safe QDI logic decomposition is shown in Fig 3, which corresponds to RTZ handshaking. To obtain the RTO equivalent circuit, the OR gates shown in red in Fig 3 should be replaced by their gate duals viz. the AND gates. In general, excepting the C-elements, each gate in a QDI circuit that corresponds to RTZ handshaking should be replaced by its respective gate dual to obtain the RTO equivalent circuit. This principle has already been proved in [41]. Henceforth, we shall refer to the decomposed DIMS QMR majority voter as 'DDIMS-QMV' for brevity.

3.2. Dysart logic based QMR majority voter

Dysart [13] designed a synchronous QMR majority voter using a full adder, a half adder, and a couple of logic gates as shown below in Fig 4, where A, B, C, D and E represent the voter inputs and X represents the voter output. FSUM and FCOUT represent the sum and carry outputs of the full adder while HSUM and HCOUT represent the sum and carry outputs of the half adder in Fig 4.

We have transformed the above synchronous design into a QDI asynchronous design by using the dual rail combinational logic (DRCL) design method of [42]. The resulting Dysart based QDI QMR majority voter corresponding to RTZ handshaking is shown in Fig 5, which shall be referred to as 'Dysart-QMV' henceforth for brevity. To realize the full adder and the half adder logic, the optimized weak indication full adder of [43] and the optimized weak indication half adder of [44] were used. The gate level details of the weak indication full adder and the weak indication half adder are shown in the violet and green boxes in Fig 5. It may be noted that the indication of the primary inputs of the majority voter is taken care of by the sum output logic of weak indication full and half adders. The carry outputs of the full adder and the half adder may be produced early whereas the sum outputs of the full adder and the half adder would be produced via strong indication. In Fig 5, the intermediate dual rail output (NX1, NX0) is logically equivalent to the voter’s dual rail primary output (X1, X0). An internal completion detector is introduced, which is shown within the dotted blue box in Fig 5, to ensure the completion of internal processing within the voter to avoid any gate orphan, and its output is denoted as NCD. NCD is synchronized with NX1 and NX0 using two 2-input C-elements to generate the majority voter’s primary output (X1, X0). To obtain the RTO equivalent of Dysart-QMV, all the gates highlighted in red in Fig 5 should be replaced by their respective gate duals i.e., the simple gates OR2 and AND2 should be replaced by AND2 and OR2 gates respectively and the complex gates AO21, AO222 and OA222 should be replaced by OA21, OA222 and AO222 respectively.

3.3. Simple and complex gates based QMR majority voter

An optimized synchronous QMR majority voter consisting of simple and complex gates was presented in [14]. A QDI version of the same realized using the DRCL design method is shown below in Fig 6, which corresponds to RTZ handshaking. Fig 6 highlights three circuit portions. The circuit portion shown in the violet box corresponds to the synchronous QMR voter design presented in [14], with A1, B1, C1, D1 and E1 serving as the primary inputs and IX1 serving as the primary output. However, here, A1, B1, C1, D1 and E1 represent one of the dual rails of the encoded primary inputs, and IX1 is one encoded intermediate output rail.

The DRCL design method requires the construction of an original circuit and a complementary circuit to implement the logic corresponding to the dual rails of an encoded primary
Fig 3. Safely decomposed DIMS QMR majority voter corresponding to RTZ handshaking. The OR gates shown in red should be replaced by AND gates to obtain the RTO equivalent circuit.

https://doi.org/10.1371/journal.pone.0239395.g003
output. The original circuit is shown in the violet box and the complementary circuit is shown in the brown box in Fig 6. The internal outputs W1 to W5 shown in the violet box and the internal outputs N1 to N5 shown in the brown box are used to construct a part of an internal completion detector, which is depicted in the green box. In the internal completion detector, the respective pairs of the internal outputs viz. W1 and N1, W2 and N2, W3 and N3, W4 and N4, and W5 and N5 are combined using 2-input OR gates. Also, the respective dual rails of the primary inputs viz. A1 and A0, B1 and B0, C1 and C0, D1 and D0, and E1 and E0 are combined using 2-input OR gates. The outputs of all these OR gates are then combined using a C-element tree to generate the output of the internal completion detector which is denoted as ICD in Fig 6.

Upon the application of an input data, IX1 or IX0 may be produced early. For example, if C1 = D1 = E1 = 1, W1, W3 and W5 could become 1. Subsequently IX1 could assume 1 early, since this could happen regardless of the assumption of a data by A1/A0 and B1/B0. Therefore, to ensure that the production of a data or the spacer on the primary output rail X1 or X0 always happens after all the primary inputs are received and after all the internal processing is completed, an internal completion detector is necessary whose output should be considered to produce the primary output. Hence, although IX1 and IX0 are logically equivalent to X1 and X0, nevertheless, IX1 and IX0 are separately paired with ICD using 2-input C-elements to produce the encoded primary output (X1, X0). To obtain the RTO equivalent circuit of Fig 6, all the gates highlighted in red, blue and pink should be replaced by their respective gate duals i.e., the OR2, OR3, AND3, OA221 and AO221 gates should be replaced by AND2, AND3, OR3, AO221 and OA221 gates respectively. The QMR majority voter discussed in this sub-section shall henceforth be referred to as ‘SCG-QMV’ for brevity.

### 3.4. Proposed QMR majority voter

The QMR majority voters presented in sub-sections 3.2 and 3.3 are in a way our propositions because we have implemented them in a QDI asynchronous style although they are based on
Fig 5. QDI asynchronous QMR majority voter corresponding to RTZ handshaking, realized based on Dysart's synchronous QMR majority voter logic. The gates highlighted in red should be replaced by their respective gate duals to obtain the RTO equivalent circuit.

https://doi.org/10.1371/journal.pone.0239395.g005
Fig 6. QDI QMR realization of a synchronous QMR majority voter [14], corresponding to RTZ handshaking. The gates highlighted in red, blue and pink should be replaced by their respective gate duals to obtain the RTO equivalent.

https://doi.org/10.1371/journal.pone.0239395.g006
the synchronous QMR majority voters of [13] and [14]. Nevertheless, in this sub-section, we present our original design of a QDI QMR majority voter that is shown in Fig 7, which corresponds to RTZ handshaking. To obtain the RTO equivalent circuit, the AND and OR gates highlighted in red in Fig 7 should be replaced by their respective gate duals. In Fig 7, the arrival of a data or the spacer on E0 or E1 would always be acknowledged since E0 and E1 are connected to 2-input C-elements. However, the arrival of the spacer on all the 4-input AND gate inputs present in the first logic level may not be acknowledged in the absence of the internal completion detector. For example, if A1 = B1 = C1 = D1 = E1 = 1 in a data phase, X1 would assume 1. Following this, in the next RTZ phase, if A1 and E1 assume 0 early, X1 could assume 0 regardless of the assumption of 0 by B1, C1 and D1 if they may happen late. Therefore, to ensure the complete arrival of the spacer on A1 or A0, B1 or B0, C1 or C0, and D1 or D0 following an earlier data phase, an internal completion detector is provided which combines A1 and A0, B1 and B0, C1 and C0, and D1 and D0 using 2-input OR gates, whose outputs are synchronized using a C-element tree to produce CDO. The intermediate output (WX1, WX0) is logically equivalent to the encoded primary output (X1, X0). Nevertheless, WX1 and WX0 are synchronized with CDO using two 2-input C-elements to produce X1 and X0. This would ensure that the production of a data or the spacer on X1 or X0 would happen only after all the primary voter inputs have been received and after all the internal processing has been completed. Henceforth, we shall refer to our proposed QDI QMR majority voter using the acronym ‘P-QMV’ for brevity.

4. Results

Example QDI QMR circuits corresponding to RTZ and RTO handshaking were implemented by considering an early output asynchronous full adder [45] as an example function unit, like [17, 18], using a 32/28nm standard digital cell library [37]. Besides the 2-input C-element that was realized as shown in Fig 1, the rest of the gates in the cell library were utilized to implement the various QDI QMR circuits. Synopsys tools were used to design, simulate and estimate the design metrics.

A full adder adds three input bits and produces two output bits viz. sum and carry. The circuits of the early output full adder corresponding to RTZ and RTO handshaking are given in [17]; an interested reader may refer to the same for the details. The QMR majority voters discussed in the previous section were used along with the function units to realize the QMR circuits. The gate level simulations of all the QMR circuits incorporating the different QMR majority voters were performed by supplying all the distinct input vectors and their functionalities have been verified for both RTZ and RTO handshaking. For example, we provide screenshots of portions of simulation waveforms obtained for the QMR circuits using the proposed P-QMV based on RTZ and RTO handshaking—these are portrayed by Figs 8 and 9 respectively. Simulation waveforms similar to Figs 8 and 9 were also observed for the QDI QMR circuits utilizing the other majority voters corresponding to RTZ and RTO handshaking, validating their functionalities. The functional simulations were performed by assuming a worst-case latency of 1.5ns (i.e., a cycle time of 3ns), which is greater than the worst-case latency of SCG-QMV. The switching activity data obtained from the simulations was used to estimate the average power dissipation.

In Figs 8 and 9, (SUM01, SUM00), (SUM11, SUM10), (SUM21, SUM20), (SUM31, SUM30) and (SUM41, SUM40) represent the dual rail sum outputs of five identical full adders, with the full adders representing the function units. (COUT01, COUT00), (COUT11, COUT10), (COUT21, COUT20), (COUT31, COUT30) and (COUT41, COUT40) represent the dual rail carry outputs of the full adders. These dual rail sum and carry outputs serve as the
Fig 7. Proposed QDI QMR majority voter corresponding to RTZ handshaking. To obtain the RTO equivalent circuit, the AND4, OR4 and OR2 gates highlighted in red should be replaced by OR4, AND4 and AND2 gates respectively.

https://doi.org/10.1371/journal.pone.0239395.g007
Fig 8. Screenshot of portion of the simulation waveform of an example QDI QMR circuit incorporating P-QMV, based on RTZ handshaking.

https://doi.org/10.1371/journal.pone.0239395.g008

Fig 9. Screenshot of portion of the simulation waveform of an example QDI QMR circuit incorporating P-QMV, based on RTO handshaking.

https://doi.org/10.1371/journal.pone.0239395.g009
corresponding primary inputs for the two QMR majority voters which were used along with the function units to implement the QDI QMR circuits. The primary outputs of the QDI QMR circuits are denoted by (SUM1, SUM0) and (COUT1, COUT0) in Figs 8 and 9, which are shaded in blue. The vertical markers provided in the simulation waveforms in Figs 8 and 9 are meant to guide a reader to showcase how correct majority voted primary outputs are produced when the primary inputs of the majority voters may not be the same, which is representative of single or multiple bit upsets.

In QDI circuits, the cycle time is the main timing parameter of interest. The cycle time can be considered as the critical path delay equivalent of a synchronous digital circuit which includes the set-up time. In a QDI circuit, a spacer is applied between two data inputs. Since one transaction in a QDI circuit involves the application of a data and the spacer, therefore the cycle time is the sum of the times taken for processing a data and the spacer. The cycle time determines the speed of operation of a QDI asynchronous circuit. The forward latency is the worst-case propagation delay encountered in processing the data while the reverse latency is the worst-case propagation delay encountered in processing the spacer. The cycle time is the sum of forward and reverse latencies. Commercial (synchronous) static timing analysis tools such as say, Synopsys PrimeTime was used to determine the critical path delay i.e., the forward latency and not the reverse latency. Also, the reverse latency may not be the same as the forward latency. For example, a QDI arithmetic circuit such as a QDI ripple carry adder has a data-dependent forward latency and a constant reverse latency [45], and its forward and reverse latencies are not the same. In such a scenario, the reverse latency should be estimated based on a knowledge of the gate delays encountered in the critical data path for processing the spacer. Here, since the QMR majority voters discussed are all strongly indicating, therefore the forward latency of the QMR circuits is equal to their reverse latency. Hence, the cycle time of the QDI QMR circuits is the double of the worst-case forward or reverse latency.

The design metrics estimated for the various QDI QMR circuits are given in Table 2. The split-up of average power dissipation between majority voters and others (which includes the function units, registers, and the completion detector) is also given in Table 2. In general, all the design metrics viz. cycle time, area, and average power dissipation are desired to be less. It may be noted that but for the differences in the QMR majority voters, the remaining logic of all the QDI QMR circuits are the same. This is because identical function units, registers, and completion detectors are used corresponding to RTZ and RTO handshaking. Hence, the

| QMR majority voter used | Cycle time (ns) | Area (μm²) | Average power dissipation (μW) |
|-------------------------|----------------|-----------|-------------------------------|
|                         | Voters         | Others    | Total                         |
| **With RTZ handshaking**|                |           |                               |
| DDIMS-QMV               | 2.56           | 736.76    | 38.41 295.59 334.0            |
| Dysart-QMV              | 2.46           | 429.76    | 50.69 280.41 331.1            |
| SCG-QMV                 | 2.84           | 440.43    | 108.27 279.43 387.7           |
| P-QMV                   | 2.22           | 635.61    | 60.78 293.52 354.3            |
| **With RTO handshaking**|                |           |                               |
| DDIMS-QMV               | 2.46           | 716.43    | 33.07 295.93 329.0            |
| Dysart-QMV              | 2.44           | 429.76    | 50.67 280.73 331.4            |
| SCG-QMV                 | 2.82           | 440.43    | 107.60 279.60 387.2           |
| P-QMV                   | 2.16           | 649.85    | 59.07 296.23 355.3            |

https://doi.org/10.1371/journal.pone.0239395.t002
differences between the design metrics of various QDI QMR circuits are attributable to the differences between their majority voters.

Table 2 shows that the proposed P-QMV facilitates a reduction in cycle time compared to the other QMR majority voters when used to implement a QMR circuit. This is mainly because of the fewer gates present in the critical path of P-QMV compared to its counterparts. For example, with respect to RTZ handshaking and referring to Figs 3 and 5–7, the critical path of DDIMS-QMV comprises four 2-input C-elements and two 4-input OR gates; the critical path of Dysart-QMV comprises three 2-input C-elements, three 2-input OR gates and one AO222 gate; the critical path of SCG-QMV comprises five 2-input C-elements and a 2-input OR gate; and the critical path of P-QMV comprises a 4-input AND gate, two 4-input OR gates and two 2-input C-elements. Compared to the QMR circuits employing DDIMS-QMV, Dysart-QMV and SCG-QMV, the QMR circuit employing the proposed P-QMV achieves reductions in cycle time by 13.3%, 9.8% and 21.8% respectively. With respect to RTO handshaking, compared to the QDI QMR circuits employing DDIMS-QMV, Dysart-QMV and SCG-QMV, the QMR circuit employing P-QMV achieves reductions in cycle time by 12.2%, 11.5% and 23.4% respectively. Hence, it is inferred that the proposed P-QMV when used to realize a QDI QMR circuit would facilitate a higher speed compared to the use of other QMR majority voters.

It is also noted from Table 2 that RTO handshaking consistently facilitates a reduction in cycle time for all the QDI QMR circuits compared to RTZ handshaking. In fact, this phenomenon was found to be true for some QDI arithmetic circuits such as adders [46] and multipliers [44]. For example, the critical path of P-QMV comprises a 4-input AND gate, two 4-input OR gates and two 2-input C-elements for RTZ handshaking while the critical path of P-QMV comprises a 4-input OR gate, two 4-input AND gates and two 2-input C-elements for RTO handshaking. Based on the typical propagation delays of gates given in [37], the theoretical cycle time of P-QMV with respect to RTZ handshaking is calculated as 958ps and the theoretical cycle time of P-QMV with respect to RTO handshaking is calculated as 910ps. Since AND gates have less propagation delays compared to OR gates due to the reduced pMOS transistor stack in the former, and because there are more AND gates and less OR gates present in P-QMR for RTO handshaking compared to RTZ handshaking, therefore the former handshake protocol enables a reduced cycle time than the latter.

As seen from Table 2, the area occupancies of QDI QMR circuits slightly differ for RTZ and RTO handshaking, and this is due to the usage of dual gate types except for the C-elements. In terms of silicon area, the QDI QMR circuits incorporating Dysart-QMV occupy less area compared to their counterparts incorporating the other majority voters for both RTZ and RTO handshaking. This is because Dysart-QMV consists of fewer gates than the other QMR majority voters. For example, with respect to RTZ handshaking, Dysart-QMV occupies an area of 80.31μm² while DDIMS-QMV, SCG-QMV and P-QMV occupy 233.81μm², 85.65μm² and 183.24μm² of silicon respectively.

QDI QMR circuits comprising DDIMS-QMV and Dysart-QMV dissipate nearly the same power. However, it is important to note which majority voter dissipates less power than the rest. This is because in this work we have considered function units which required the use of just two QMR majority voters. When function units with several outputs are considered, the number of QMR majority voters would also increase proportionally and in which case the power dissipation of QMR majority voters may become significant. The split-up of average power dissipation in Table 1 shows that DDIMS-QMV dissipates less power compared to its counterparts for RTZ and RTO handshaking.

From Table 2, it is seen that the QDI QMR circuits comprising DDIMS-QMV occupy greater area compared to the QDI QMR circuits comprising the other QMR majority voters.
This is because DDIMS-QMV requires more gates and so occupies more area than the other QMR majority voters. Excepting the majority voters, the rest of the logic constituting all the QDI QMR circuits are the same. However, despite the greater area occupancy of DDIMS-QMV, it dissipates less power compared to the other majority voters, as seen from Table 2. This is mainly due to the absence of an internal completion detector in DDIMS-QMV and the presence of an internal completion detector in the other QMR majority voters.

Contrary to the rest of the logic comprising a QMR majority voter, an internal completion detector would experience high switching activity. This is because, with respect to RTZ handshaking, an internal completion detector will output 1 for the application of data and output 0 for the application of the spacer during every transaction. With respect to RTO handshaking, an internal completion detector will output 1 for the application of the spacer and output 0 for the application of data during every transaction. All the gates comprising an internal completion detector will experience regular switching activity during every transactions and this will increase the total power dissipation. This explains why Dysart-QMV, SCG-QMV and P-QMV dissipate more power than DDIMS-QMV. The number of 2-input OR gates constituting the internal completion detector are 1, 10 and 4 in Dysart-QMV, SCG-QMV and P-QMV, as seen from Figs 5–7. As a result, Dysart-QMV dissipates less power than SCG-QMV and P-QMV, and P-QMV dissipates less power than SCG-QMV.

With respect to RTZ handshaking, DDIMS-QMV dissipates 24.2%, 64.5% and 36.8% less power compared to Dysart-QMV, SCG-QMV and P-QMV respectively. With respect to RTO handshaking, DDIMS-QMV dissipates 34.7%, 69.3% and 44% less power than Dysart-QMV, SCG-QMV and P-QMV respectively. Hence, from a power perspective, DDIMS-QMV is preferable, especially when many QMR majority voters may be required to implement a QDI QMR circuit/system.

In synchronous digital circuits and systems, the product of average power dissipation and critical path delay called the power-delay product (PDP) or energy, and the product of energy and critical path delay called the energy-delay product (EDP) are considered as qualitative figure-of-merits for the energy efficiency [47]. With respect to QDI asynchronous circuits, the corresponding equivalent figure-of-merits are signified by power-cycle time product (PCTP) and energy-cycle time product (ECTP). The normalized PCTP and ECTP of all the QDI QMR circuits corresponding to RTZ and RTO handshaking are plotted in Fig 10a and 10b respectively. To perform the normalization, the highest PCTP/ECTP of a QDI QMR circuit is

![Normalized figure-of-merits of QDI QMR circuits employing different QMR majority voters corresponding to RTZ and RTO handshaking](https://doi.org/10.1371/journal.pone.0239395.g010)

Fig 10. Normalized figure-of-merits of QDI QMR circuits employing different QMR majority voters corresponding to RTZ and RTO handshaking: (a) Normalized PCTP plots; and (b) Normalized ECTP plots.
considered as the baseline and the PCTP/ECTP of all the QMR circuits are divided by the highest PCTP/ECTP. The lesser the PCTP and the ECTP, the better is the energy efficiency of a QDI asynchronous circuit.

It is seen from Fig 10a that the QMR circuit incorporating SCG-QMV, which corresponds to RTZ handshaking, has the highest PCTP. The QMR circuit incorporating P-QMV has less PCTP compared to the QMR circuits incorporating the other majority voters for both RTZ and RTO handshaking. It is also seen that, overall, the RTO handshaking achieves a better reduction in PCTP compared to RTZ handshaking. This is mainly due to the reduced cycle time achieved for RTO handshaking compared to RTZ handshaking. The QMR circuit incorporating the proposed P-QMV, which corresponds to RTO handshaking, achieves a 5% reduction in PCTP compared to the next best QMR circuit incorporating Dysart-QMV. Thus, from the perspective of PCTP, P-QMV is preferable to the other QMR majority voters.

From Fig 10b, it is seen that the QMR circuit incorporating SCG-QMV, which corresponds to RTZ handshaking, has the highest ECTP. The QMR circuit incorporating P-QMV has less ECTP compared to the QMR circuits incorporating the other majority voters for both RTZ and RTO handshaking. It is noticed that the RTO handshaking achieves a better reduction in ECTP compared to RTZ handshaking for all the QMR circuits incorporating different QMR majority voters. This is again due to the reduced cycle time achieved for RTO handshaking compared to RTZ handshaking. The QMR circuit incorporating P-QMV, and corresponding to RTO handshaking, achieves a 16% reduction in ECTP compared to the next best QMR circuit incorporating Dysart-QMV. Therefore, from the perspective of ECTP as well, P-QMV is preferable to the other QMR majority voters.

5. Conclusions

Practical studies have shown that single and double bit upsets are of concern for electronic circuits and systems used in mission- and safety-critical applications. To overcome single upsets TMR can be used and to overcome double upsets QMR can be used, perhaps selectively, in the vulnerable portions of a circuit or system, according to the PMR scheme. While synchronous majority voters for TMR and QMR, and asynchronous bundled-data and QDI majority voters for TMR have been presented in the literature, asynchronous QDI majority voter designs for QMR have not yet been discussed. In this context, this article has described QDI QMR majority voters corresponding to RTZ and RTO handshaking. An analysis of different QMR majority voters when used to implement the example QDI QMR circuits shows that DDIMS-QMV and Dysart-QMV facilitate near similar low power designs, Dysart-QMV results in less area occupancy, and P-QMV is able to facilitate a high speed and energy efficient design. Overall, RTO handshaking achieves slightly better optimizations in the design metrics compared to RTZ handshaking, and the QDI QMR circuit incorporating P-QMV achieves a 11.5% reduction in cycle time, a 5% reduction in energy (i.e., PCTP), and a 16% reduction in ECTP compared to the best among the rest when considering RTO handshaking. Since speed and energy efficiency assume higher precedence than area in an electronic design, the proposed P-QMV is preferable to its counterparts.

Author Contributions

Conceptualization: N. E. Mastorakis.

Data curation: P. Balasubramanian.

Formal analysis: P. Balasubramanian, N. E. Mastorakis.
Investigation: P. Balasubramanian.
Methodology: P. Balasubramanian.
Validation: P. Balasubramanian.
Visualization: P. Balasubramanian.
Writing – original draft: P. Balasubramanian.
Writing – review & editing: P. Balasubramanian.

References
1. Dubrova E. Fault-tolerant design. New York: Springer-Verlag; 2013.
2. Koren I, Mani Krishna C. Fault-tolerant systems. Morgan Kaufmann Publishers; 2007.
3. Johnson BW. Design and analysis of fault-tolerant digital systems. Boston: Addison-Wesley Publishing Company; 1989.
4. Lyons RE, Vanderkulk W. The use of triple-modular redundancy to improve computer reliability. IBM Journal of Research and Development. 1962; 6: 200–209.
5. Roche P, Autran J-L, Gasiot G, Munteanu D. Technology downscaling worsening radiation effects in bulk: SOI to the rescue. In: Proceedings of the IEEE International Electronic Devices Meeting (IEDM); 2013. pp. 31.1.1–31.1.4.
6. Miskov-Zivanov N, Marculescu D. Multiple transient faults in combinational and sequential circuits: A systematic approach. IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems. 2010; 29: 1614–1627.
7. Quinn H, Graham P, Krone J, Caffrey M, Rezgui S. Radiation-induced multi-bit upsets in SRAM-based FPGAs. IEEE Transactions on Nuclear Science. 2005; 52: 2455–2461.
8. Ban T, Naviner L. Progressive module redundancy for fault-tolerant designs in nano-electronics. Microelectronics Reliability. 2011; 51: 1489–1492.
9. Ruano O, Maestro JA, Reviriego P. A methodology for automatic insertion of selective TMR in digital circuits affected by SEUs. IEEE Transactions on Nuclear Science. 2009; 56: 2091–2102.
10. Kshirsagar RV, Patrikar RM. Design of a novel fault-tolerant voter circuit for TMR implementation to improve reliability in digital circuits. Microelectronics Reliability. 2009; 49: 1573–1577.
11. Ban T, Naviner LAB. A simple fault-tolerant digital voter circuit in TMR nanoarchitectures. In: Proceedings of the 8th IEEE International New Circuits and Systems Conference (NEWCAS); 2010. pp. 269–272.
12. Balasubramanian P, Prasad K. A fault tolerance improved majority voter for TMR system architectures. WSEAS Transactions on Circuits and Systems. 2016; 15: 108–122.
13. Dysart TJ. It’s all about the signal routing: Understanding the reliability of QCA circuits and systems. Ph. D. Thesis, University of Notre Dame, Indiana. 2009.
14. Balasubramanian P, Arabnia HR. A standard cell based power-delay-area efficient 3-of-5 majority voter design. In: Proceedings of the 13th International Conference on Embedded Systems and Applications (ESA); 2015. pp. 31–35.
15. Balasubramanian P, Maskell DL. A distributed minority and majority voting based redundancy scheme. Microelectronics Reliability. 2015; 55: 1373–1378.
16. Aimukhazim S, Sinanoglu O. Novel hazard-free majority voter for N-modular redundancy-based fault tolerance in asynchronous circuits. IET Computers & Digital Techniques. 2011; 5: 306–315. https://doi.org/10.1049/iet-cdt.2010.0138
PMID: 22609225
17. Balasubramanian P, Maskell DL, Mastorakis NE. Quasi delay insensitive majority voters for triple modular redundancy applications. Applied Sciences. 2019; 9: 1–25. Article #5400. https://doi.org/10.1007/s13359-019-3061-5
PMID: 32960925
18. Balasubramanian P, Maskell DL, Mastorakis NE. Area optimized quasi delay insensitive majority voter for TMR applications. In: Proceedings of the IEEE 3rd European Conference on Electrical Engineering and Computer Science (ECCES); 2019. pp. 37–44.
19. Bouesse GF, Sicard G, Baixas A, Renaudin M. Quasi delay insensitive asynchronous circuits for low EMI. In: Proceedings of the 4th International Workshop on Electromagnetic Compatibility of Integrated Circuits (EMC Compo); 2004. pp. 27–31.
20. Nowick SM, Singh M. Asynchronous design—Part 1: Overview and recent advances. IEEE Design & Test. 2015; 32: 5–18.
21. Shepherd P, Smith SC, Holmes J, Francis AM, Chiolino N, Mantooth HA. A robust, wide-temperature data transmission system for space environments. In: Proceedings of the IEEE Aerospace Conference (AeroConf); 2013. pp. 1–13.
22. Tang BZ, Lane F. Low power QDI asynchronous FFT. In: Proceedings of the 22nd IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC); 2016. pp. 87–88.
23. Yu ZC, Furber SB, Plana LA. An investigation into the security of self-timed circuits. In: Proceedings of the 9th International Symposium on Asynchronous Circuits and Systems (ASYNC); 2003. pp. 1–10.
24. Verhoef T. Delay-insensitive codes—An overview. Distributed Computing. 1988; 3: 1–8.
25. Sparsø J, Furber SB. Principles of asynchronous circuit design: A Systems Perspective. Dordrecht: Kluwer Academic Publishers; 2001.
26. Moreira MT, Guazzelli RA, Calazans NLV. Return-to-one protocol for reducing static power in C-elements of QDI circuits employing m-of-n codes. In: Proceedings of the 25th Symposium on Integrated Circuits and Systems Design (SBCCI); 2012. pp. 1–6.
27. Martin AJ. The limitation to delay-insensitivity in asynchronous circuits. In Beauty is Our Business (Texts and Monographs in Computer Science); Feijen W.H.J., van Gasteren A.J.M., Gries D., Misra J., Eds.; Springer-Verlag: New York, USA, 1990; pp. 302–311.
28. Manohar R, Moses Y. The eventual C-element theorem for delay-insensitive asynchronous circuits. In: Proceedings of the 23rd IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC); 2017. pp. 102–109.
29. Martin AJ, Prakash P. Asynchronous nano-electronics: Preliminary investigation. In: Proceedings of the 14th IEEE International Symposium on Asynchronous Circuits and Systems (ASYNC); 2008. pp. 58–68.
30. Muller DE, Bartky S. A theory of asynchronous circuits. In: Proceedings of an International Symposium on the Theory of Switching; 1957. Part I, pp. 204–243.
31. Varshavsky VI. Self-timed control of concurrent processes: The design of aperiodic logical circuits in computers and discrete systems. (Translated from the Russian by Yakovlev AV). Dordrecht: Kluwer Academic Publishers; 1990. pp. 77–85.
32. Selz CL. System timing. In: Mead C., Conway L., editors. Introduction to VLSI Systems. Reading, Massachusetts; 1980; pp. 218–262.
33. Toms WB, Edwards DA. A complete synthesis method for block-level relaxation in self-timed datapaths. In: Proceedings of the 10th International Conference on Application of Concurrency to System Design (ACSD); 2010, pp. 24–34.
34. Sparsø J, Staunstrup J. Delay-insensitive multi-ring structures. Integration, the VLSI Journal. 1993; 15: 313–340.
35. Anantharaman TS. A delay insensitive regular expression recognizer. Technical Report CMU-CS-89-109, Carnegie Mellon University. 1989.
36. Balasubramanian P, Arisaka R, Arabnia HR. RB_DSOP: a rule based disjoint sum of products synthesis method. In: Proceedings of the 12th International Conference on Computer Design (CDES); 2012. pp. 39–43.
37. Synopsys SAED_EDK32/28_CORE Databook, Revision 1.0.0, January 2012.
38. Jeong C, Nowick SM. Optimization of robust asynchronous circuits by local input completeness relaxation. In: Proceedings of the Asia and South Pacific Design Automation Conference (ASP-DAC); 2007. pp. 622–627.
39. Toms WB. Synthesis of quasi-delay-insensitive datapath circuits. Ph.D. Thesis, The University of Manchester. 2006.
40. Toms WB, Edwards DA. Indicating combinational logic decomposition. IET Computers & Digital Techniques. 2011; 5: 331–341.
41. Balasubramanian P. Comparative evaluation of quasi-delay-insensitive asynchronous adders corresponding to return-to-zero and return-to-one handshaking. Facta Universitatis, Series: Electronics and Energetics. 2018; 31: 25–39.
42. Nielsen CD. Evaluation of function blocks for asynchronous design. In: Proceedings of the Conference on European Design Automation (EURO-DAC); 1994. pp. 454–459.
43. Balasubramanian P. A latency optimized biased implementation style weak-indication self-timed full adder. Facta Universitatis, Series: Electronics and Energetics. 2015; 26: 657–671.
44. Balasubramanian P, Maskell DL, Mastorakis NE. Speed, energy and area optimized early output quasi-delay-insensitive array multipliers. PLOS ONE. 2020; 15: 1–20, Article ID e0228343. https://doi.org/10.1371/journal.pone.0228343 PMID: 32912180
45. Balasubramanian P. A robust asynchronous early output full adder. WSEAS Transactions on Circuits and Systems. 2011; 10: 221–230.

46. Balasubramanian P, Maskell D, Mastorakis N. Low power robust early output asynchronous block carry lookahead adder with redundant carry logic. Electronics. 2018; 7: 1–21, Article #243.

47. Rabaey JM, Chandrakasan A, Nikolic B. Digital integrated circuits: A design perspective, London: Pearson Education; 2003.