Generative Modelling of 3D in-silico Spongiosa with Controllable Micro-Structural Parameters
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Abstract. Research in vertebral bone micro-structure generally requires costly procedures to obtain physical scans of real bone with a specific pathology under study, since no methods are available yet to generate realistic bone structures \textit{in-silico}. Here we propose to apply recent advances in generative adversarial networks (GANs) to develop such a method. We adapted style-transfer techniques, which have been largely used in other contexts, in order to transfer style between image pairs while preserving its informational content. In a first step, we trained a volumetric generative model in a progressive manner using a Wasserstein objective and gradient penalty (PWGAN-GP) to create patches of realistic bone structure \textit{in-silico}. The training set contained 7660 purely spongy bone samples from twelve human vertebrae (T12 or L1) with isotropic resolution of 164 µm and scanned with a high resolution peripheral quantitative CT (Scanco XCT). After training, we generated new samples with tailored micro-structure properties by optimizing a vector $z$ in the learned latent space. To solve this optimization problem, we formulated a differentiable goal function that leads to valid samples while compromising the appearance (content) with target 3D properties (style). Properties of the learned latent space effectively matched the data distribution. Furthermore, we were able to simulate the resulting bone structure after deterioration or treatment effects of osteoporosis therapies based only on expected changes of micro-structural parameters. Our method allows to generate a virtually infinite number of patches of realistic bone micro-structure, and thereby likely serves for the development of bone-biomarkers and to simulate bone therapies in advance.

Keywords: Bone micro-structure · progressive generative adversarial network · structural morphing · style-transfer · XCT

1 Introduction

The development of new methods for characterizing the micro-structure of spongy bone is an active research field in constant progress. For the development and analysis of specific structural parameters (e.g. bone volume ratio, trabecular separation or plate-to-rod ratio), often very simple \textit{in-silico} bone models are
used containing only few rods and plates intersecting each other, since they allow easiest control of the desired output. These very simple models reflect rather poorly the real structure of bone. A first attempt to generate more realistic bone has recently been presented, evolving a 3D structure from separated 2D slices, generated with a technique in Fourier domain. The authors reported high accordance between generated and real samples regarding trabecular thickness, however further parameters have not been evaluated. In this work we developed a direct method to create 3D micro-structural bone samples in-silico that 1) contain realistic structures, and 2) allow to steer the properties to simulate changes of micro-structural parameters from deterioration or medical bone treatment.

In order to achieve these goals, we first trained a generative volumetric convolutional neural network (CNN) on isotropic patches of 32 × 32 × 32 voxels (box of 5mm diameter) to generate in-silico HR-pQCT patches. Working in 3D severely increases the complexity of the generative models with respect to images (2D) or videos (2D+t). Therefore we adapted a WGAN-GP architecture to work with 3D data and trained it by progressively growing the resolution up to the target shape, accordingly we call this architecture progressive WGAN-GP (PWGAN-GP). The latent vector \( \mathbf{z} \) corresponds to a random point in a 32-dimensional hypersphere, which defines entirely the generated volume that the discriminator network is intended to differentiate from a real sample.

A key factor of our approach is to provide control over the generated samples, to be able to navigate in the learned latent space and to customize the morphological properties of the output volumes. Instead of shaping the latent space by means of a conditional GAN, conditioned on target micro-structural parameters, we took advantage of generative style transfer techniques largely used in photo manipulation applications and other types of art-work. In contrast to conditional GANs, this two-step approach, GAN and style transfer, does not require to retrain the generative model if the user desires to incorporate new control properties, i.e. a new set of micro-structural parameters. The style transfer mechanism allows to steer the properties and to simulate changes of micro-structural parameters, for instance from deterioration or medical bone treatment.
treatment. This is achieved by mapping the latent vector of an original sample to a vector of new micro-structural parameters (style) but still with a similar micro-structure (content), hence by solving an optimization problem with two conditions. Thus, we show that not only neural networks but also style transfer strategies can be employed to generate and control structural properties in 3D bone CT scans. To the best of our knowledge, our work is the first attempt to address micro-structural customization of 3D volumes formulating it as a style transfer problem and also the first generative adversarial method to synthesize bone micro-structure [16]. Code, data and trained models will be released at github.com/emmanueliarussi/generative3DSpongiosa.

2 Methods

In this chapter we describe the examined generative models and the neural style transfer function. We adapted a 2D state of the art generative network model [8] and trained it with HR-pQCT volumetric scans of human vertebrae (Fig. 1). Once trained, we assessed the suitability of generated volumes qualitatively via 3D renderings, and quantitatively with standard metrics of trabecular bone. Next, we generated samples with tailored micro-structural properties using a style transfer perspective over the learned latent space. Synthetic samples contained new micro-structural properties but preserved the general content of the original sample.

2.1 Examined Deep Generative Models

Generative adversarial networks (GANs) [5] are trained to stochastically generate samples close to a distribution represented by the training set. Despite the high success of these network architectures, training is still a very unstable process. Therefore, several alternatives have emerged to deal with training issues.

In particular, we based our framework on Wasserstein GANs [1], consisting of a generator network $G : z \mapsto \hat{x}$, and a discriminator network (also called critic in the context of WGANs) $D : x \mapsto D(x) \in \mathbb{R}$ which were simultaneously trained to try to fool each other: while $G$ learned to generate fake samples $\hat{x}$ from an unknown distribution or noise $z$, the critic $D$ learned meanwhile to distinguish fake from real samples. Formally, the training objective function optimizes:

$$\min_G \max_D \mathbb{E}_{x \sim \mathbb{P}_r} [D(x)] - \mathbb{E}_{\hat{x} \sim \mathbb{P}_g} [D(\hat{x})],$$

where $\mathbb{D}$ is the set of 1-Lipschitz functions, $\mathbb{P}_r$ the data distribution and $\mathbb{P}_g$ the model distribution defined by $\hat{x} = G(z), z \sim p(z)$. Since enforcing the Lipschitz constraint is not trivial, we applied a gradient penalty mechanism (PG) [6] at every iteration with a critic parameter update (WGAN-PG).

We employed three additional non-progressive GANs to compare performance. 1) We trained the exact same architecture as described before but with
an adversarial loss and without extra regularization terms, gradient penalty and critic drift. Instead, we added a sigmoid layer at the final discriminator step in order to output labels in range $[0, 1]$. 2) As a more advanced alternative we applied the full framework with gradient penalty and critic drift but without progressive training (WGAN-GP). 3) We additionally tested an alternative WGAN enforcing Lipschitz constraints by means of weight clipping. However, we omitted the third network from the detailed analysis since it suffered from mode collapse: all generated samples resulted extremely similar and did not resemble any realistic bone structure. All hyperparameters (total epochs, training rate, etc.) were kept fixed among all methods.

2.2 Generating Samples with Custom Properties

We framed the problem of generating samples with tailored micro-structural properties by formulating an optimization problem over the latent space of our generative model. In the spirit of style-transfer techniques, we defined the content $x_t$ as the target volume we want to stick to. The target volume could be a sample from our training data set, or also be produced by the generator network, in that case $x_t = G(z_t)$. A key contribution of our approach is to redefine the notion of style for 3D scans of human vertebrae. If $x_t$ provides the overall volume constraint, the style is given by a set of micro-structural properties $w_t$, our generated sample has to satisfy. Formally, we set up an optimization problem over $z'$ minimizing the sum of two conditions:

$$\min_{z'} \mu \|x_t - G(z')\|_2^2 + \|w_t - P(G(z'))\|_2^2,$$

with $\mu \geq 0$ and $P(\cdot)$ the algorithm to compute a vector of differentiable micro-structural properties as given by $w_t$, Sec. 3.3. The objective function is differentiable and can be minimized using gradient descent. Notice that the term accounting for the content is hard to minimize and that the global minimum may be not unique. In practice, we set $\mu$ to a small value ($e^{-4}$) and optimized Eq. 2 with the Limited Memory BroydenFletcherGoldfarbShanno algorithm (L-BFGS). As we show in the Results section, this optimization allows us to navigate the latent space learned by our network, retrieving plausible synthetic samples with the desired micro-structural properties.

3 Experimental Setup

In this section we describe the sampling procedure, choice of hyperparameters and the applied statistics.

3.1 Training Dataset

Twelve human vertebrae (T12 and L1) were embedded into epoxy resin without damaging any trabeculae to become cylindrical vertebrae phantoms. These
phantoms were scanned on a high-resolution peripheral QCT (HR-pQCT) with isotropic resolution of 82 µm, 59.4 kVp and 900 µAs (XtremeCT I, Scanco Medical AG, Brüttisellen, Switzerland) and automatically calibrated to density values. The spongiosa has been peeled from the cortex with a semi-automatic procedure [18] and down-sampled to an isotropic resolution of 164 µm, thereby increasing the signal-to-noise ratio and obtaining a lower voxel number per patch but still keeping most structural information (see Fig. 1).

We defined then 7660 purely spongeous patches on the entire set of vertebra phantoms with isotropic size of 32 × 32 × 32 voxels (box of diameter 5 mm) and regular offset 8 voxels in all directions (1.3 mm). Patches were normalized from [−350,1100] mg/cm³ to [−1,1] (only 0.001% or 1764 from 152 million voxels were thereby clamped), and denormalized again in production mode to compute structural parameters correctly. Data have been augmented to 122,560 patches by employing all possible 16 axis-aligned rotations and reflections without imposing a misalignment of the vertical axis. This procedure avoids any interpolation artifact and respects the preferential structural and load orientation of bone.

3.2 Parameter Settings

We progressively trained our network in four stages with isotropic samples of 4³, 8³, 16³ and 32³ voxels. Each training stage consisted on five training epochs followed by five blending epochs to fade smoothly in the new layers. We used a batch size of 16 in all stages and the ADAM optimizer [9] with \( \beta_1 = 0, \beta_2 = 0.99 \) and learning rate = 0.001 for the generator and critic networks. We set the number of critic iterations per generator iteration to 3 and used gradient penalty with \( \lambda = 10 \). In order to further regularize the discriminator, we penalized outputs drifting away from 0 by adding the average of the critic output squared to its loss with weight \( \epsilon_{\text{drift}} = 0.001 \). Instead of batch normalization we used pixel normalization [8] after each 3D convolutional layer in the generator network. Additionally, we updated the generator weights using Exponential Moving Average (EMA) [20]. In total, our generator and discriminator networks contained more than 200,000 trainable parameters each.

3.3 Quantitative and Qualitative Evaluation

We implemented a set of commonly applied bone micro-structural parameters in Python: Bone mineral density (BMD), standard deviation of density values (BMD.SD), bone volume ratio (BV/TV), tissue mineral density (TMD), mean intercept length (MIL), parallel plate model dependent trabecular separation (Tb.Sp) and thickness (Tb.Th) [17]. The vector \( P(G(z')) \) as defined in Eq. [2] contained BMD, BV/TV, TMD and BMD.SD, that were specifically implemented as differentiable PyTorch functions, similar techniques have been used elsewhere [7]. Since micro-structural parameters were not independent from each other, either for physical (e.g. BMD cannot be higher than TMD), or for physiological reasons (e.g. correlation between BMD and BV/TV), we reduced the parameters for
Table 1. Means, ± standard deviations of micro-structural parameters and $p$-values of Tukey’s range test’s ($\alpha = 0.05$). Bold values indicate no statistical difference.

| Parameter | Real | GAN | WGAN-GP | PWGAN-GP |
|-----------|------|-----|---------|----------|
| $\text{BMD [mg/cm}^3\text{]}$ | 123.58 ± 36.21 | 122.85 ± 31.01 (99.54%) | 120.07 ± 33.04 (96.01%) | 121.76 ± 34.45 (95.04%) |
| $\text{BMD.3D [mg/cm}^3\text{]}$ | 125.97 ± 22.96 | 118.85 ± 17.62 (< 0.01%) | 131.38 ± 21.70 (< 0.01%) | 132.63 ± 21.26 (21.28%) |
| $\text{TMD [mg/cm}^3\text{]}$ | 341.94 ± 30.90 | 334.18 ± 22.34 (< 0.01%) | 348.52 ± 26.64 (< 0.01%) | 338.40 ± 26.43 (7.48%) |
| $\text{BV/TV [%]}$ | 18.90 ± 7.11 | 18.64 ± 5.45 (5.82%) | 18.67 ± 6.54 (95.12%) | 18.77 ± 7.42 (99.44%) |
| $\text{MI [mm]}$ | 1.18 ± 0.42 | 1.13 ± 0.39 (16.33%) | 1.17 ± 0.37 (99.46%) | 1.19 ± 0.40 (68.20%) |
| $\text{Tb.Sp [mm]}$ | 0.98 ± 0.43 | 0.95 ± 0.39 (37.81%) | 0.97 ± 0.37 (98.45%) | 0.99 ± 0.41 (76.95%) |
| $\text{Tb.Th [mm]}$ | 197.87 ± 32.62 | 189.65 ± 44.79 (0.05%) | 199.21 ± 47.77 (96.17%) | 199.52 ± 36.78 (70.02%) |

Fig. 2. Distributions of principal components of 700 randomly selected patches, and each four 3D renderings of representative samples of real and generated sets of three different architectures.

simplicity to two (linearly independent) principal components (PC1 and PC2) that explained 99% of the variation on real patches. We considered 700 real and generated patches for all resulting metrics. Quantitative analyses of the networks were conducted by computing means and standard deviations of all considered micro-structural parameters, computed with a fixed threshold of 225 mg/cm$^3$. We employed for all methods Tukey’s range tests with $\alpha = 0.05$ between real and generated patches.

4 Results

Figure 2 shows the distribution of real and generated patches. The upper left plot indicates the target distribution, noticeably GAN differs most and PWGAN-GP least from the real distribution. Besides that all neural networks still underpopulated certain areas in parameter space, e.g. PWGAN-GP at $(\text{PC1,PC2}) = (2,-1)$, single generated patches were visually difficult to distinguish from real patches. Table 1 shows statistics of micro-structural parameters. Only PWGAN-GP (right
Fig. 3. Generated samples with varying micro-structural parameters but fixed content. Right: Direction of change of structural parameters and two specific drugs to strengthen bone (Fig. 4), range of measured parameters.

5 Discussion and Conclusion

We implemented a method to generate realistic in-silico patches of bone microstructure with defined micro-structural parameters. Qualitative analyses showed high similarity with real bone. Micro-structural parameters were indistinguishable between generated and real patches, which is particularly important since the loss-function of the neural network was not explicitly considering these statistics, hence further micro-structural characteristics might be modeled correctly as well.
We still see potential to improve our method, i.e. to closer align the distributions of generated and real patches (Fig. 2). Latent vectors that are an explicit combination of style-generating and structural variables might be worth of consideration. Furthermore, network architectures applied for similar problems like the generation of blood vessels [15], lung nodules [14], liver lesions [2] or other applications [16] seem to be promising alternatives to consider. Our method generated only patches of 5\text{mm} (or 32^3 voxels). We tried also to train for patches with 10\text{mm} (or 64^3) thereby using a larger number of epochs and latent dimensions, but application on larger scale became unstable according to the distribution criterion. An alternative might be a generative model to produce continuous bone structures which required however a more complex logic to maintain a smooth continuum of bone structural parameters.

We foresee our method being useful in a number of applications. For instance, the generation of bone structures for developing and testing of new micro-structural parameters that enhance our current understanding of bone stability. Also, the simulation of micro-structural changes by bone-forming drugs or immobility- or age related bone-reduction is still an open issue. Since micro-structural properties of specific treatments for osteoporosis are generally known, the content-preserving method to vary micro-structural parameters can be used to simulate bone micro-structure after a specific treatment. Such simulations are shown in Fig. 4 based on reported treatment effects of the bisphosphonate Residronate and the parathyroid hormone Teriparatide using reported effects on BMD, BV/TV and TMD [4]. The proposed method could potentially be refined by incorporating differentiable formulas of additional structural parameters, such as Tb.Sp, Tb.Th, the anisotropy and elongation indices. The simulated micro-structure might also serve to compute minimum bone failure load with the
finite-element-method or the mean-intercept-length tensor \[12\], which both require exact models of the bone.
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Supplemental Document - Computation of Differentiable Structural Parameters

Standard formulas

We briefly describe the differentiable formulas of the structural parameters used in the style transfer optimization. We implemented structural parameters that resemble common parameters bone mineral density (BMD), its standard deviation (BMD.SD), bone volume ratio (BVTV) and tissue mineral density (TMD). BMD is the average density of the calibrated input volume \( x \). BVTV\(_t\) is the ratio of bone to total volume when segmenting with threshold \( t \) and TMD\(_t\) is the density of the segmented bone. The standard formulas read

\[
\text{BMD}(x) = \frac{1}{n} \sum x_i, \quad (3)
\]

\[
\text{BMD.SD}(x) = \sqrt{\frac{\sum x_i^2 - \frac{1}{n} (\sum x_i)^2}{n - 1}}, \quad (4)
\]

\[
\text{BVTV}_t(x) = \frac{1}{n} \sum \text{H}(x_i - t) \quad \text{and} \quad (5)
\]

\[
\text{TMD}_t(x) = \frac{\sum \text{H}(x_i - t) \ x_i}{\sum \text{H}(x_i - t)}, \quad (6)
\]

with \( \text{H}(\cdot) \) the Heaviside function, \( i \) a voxel index and \( n \) the total number of voxels.

Differentiable formulas

For the use in the neural style transfer optimizer we derived new formulas that 1) allow computation on a very restricted local VoI of \( 32^3 \) voxels instead of a
global VoI per-vertebra, and 2) are differentiable to become part of the operator \( P(x) \). Thus we re-implemented the threshold dependent parameters TMD and BV/TV. Smoothness was achieved by defining parameters that are strictly monotone in \( t \). We defined a) the softplus function \( \text{plus}_\epsilon(a) \) that is a smooth version of the rectified linear unit function \( \max\{0, \cdot\} \) parameterized with a fuzziness factor \( \epsilon \) and with \( \text{plus}_\epsilon(a) \approx a \) for \( a > 3.5 \epsilon \), and b) a fuzzy binarization \( H_\sigma(a - t) \), a sigmoid version of the Heaviside function \( H(a - t) \) with \( \sigma > 0 \):

\[
\text{plus}_\epsilon(a) = \epsilon \ln \left( 1 + \exp \left( \frac{a}{\epsilon} - 1 \right) \right) + \epsilon, \tag{7}
\]

\[
H_\sigma(a - t) = \left( 1 + \exp \left( \frac{t - a}{\sigma} \right) \right)^{-1}. \tag{8}
\]

Smooth structural parameters read then

\[
\text{BVTV}_t^*(x) = \frac{1}{n} \sum H_\sigma(x_i - t), \tag{9}
\]

\[
\text{TMD}_t^*(x) = \frac{\sum H_\sigma(x_i - t) x_i}{\text{plus}_\epsilon(\sum H_\sigma(x_i - t))}, \tag{10}
\]

with \( \epsilon = 10^{-4} \) a small number and \( \sigma = 10 \) mg/cm\(^3\) a fuzzy scale. Finally the term \( P(\cdot) \) as used in the paper reads

\[
P(x) = \langle \alpha_1 \text{BMD}(x), \alpha_2 \text{BMD.SD}(x), \alpha_3 \text{BVTV}_t^*(x), \alpha_4 \text{TMD}_t^*(x) \rangle \tag{11}
\]

with \( t = 225 \) mg/cm\(^3\) and \( \alpha_1, \ldots, \alpha_4 \) normalization or weighting factors for each parameter.