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ABSTRACT Non-orthogonal multiple access (NOMA) is a powerful transmission technique that enhances the spectral efficiency of communication links, and is being investigated for 5G standards and beyond. A major drawback of NOMA is the need to apply successive interference cancellation (SIC) at the receiver on a symbol-by-symbol basis, which limits its practicality. To circumvent this, in this paper a novel constructive multiple access (CoMA) scheme is proposed and investigated. CoMA aligns the superimposed signals to the different users constructively to the signal of interest. Since the superimposed signal aligns with the data signal, there is no need to remove it at the receiver using SIC. Accordingly, SIC component can be removed at the receiver side. In this regard and in order to provide a comprehensive investigation and comparison, different optimization problems for user paring NOMA multiple-input-single-output (MISO) systems are considered. Firstly, an optimal precoder to minimize the total transmission power for CoMA subject to a quality-of-service constraint is obtained, and compared to conventional NOMA. Then, a precoder that minimizes the CoMA symbol error rate (SER) subject to power constraint is investigated. Further, the computational complexity of CoMA is considered and compared with conventional NOMA scheme in terms of total number of complex operations. The results in this paper prove the superiority of the proposed CoMA scheme over the conventional NOMA technique, and demonstrate that CoMA is an attractive solution for user paring NOMA MISO systems with low number of BS antennas, while circumventing the receive SIC complexity.

INDEX TERMS NOMA, constructive interference, successive interference cancellation.

I. INTRODUCTION

NON-ORTHOGONAL multiple access (NOMA) technique has received significant attention very recently as a viable multiple access technique for communication networks [1]. In NOMA the transmitter superimposes the users signals in same frequency, time, and code domains while being able to resolve the signals in the power domain. In conventional NOMA, the users with poor channel conditions (weak users) detect their signals by treating the other users’ signals as noise. On the contrary, the users with strong channel conditions (strong users) first decode the signals of the weak users, then they detect their own signals by removing the weak users’ signals using successive interference cancellation (SIC) [1]. This is a significant known limitation of NOMA, which poses impractical symbol-by-symbol complexity. The efficiency of NOMA technique has been extensively investigated in the literature. For instance, the results in [2] showed that NOMA can achieve superior performance comparing with orthogonal multiple access (OMA) schemes. The performance of NOMA was analyzed in [3] based on the availability of the channel state information (CSI) at the transmitter. In [4] a power minimization problem for two-users multiple-input-single-output (MISO)-NOMA systems was formulated and solved. The results in this work showed that the proposed NOMA approach can enhance the performance of MISO.
systems. To maximize the fairness among the users in NOMA systems, an optimal power allocation scheme has been considered in [5].

Furthermore, in NOMA systems when number of users is large, the interference in the system might be strong. This interference will lead to increase the complexity and the processing delay at the receivers. More relevant to this work, in order to reduce the interference, complexity and processing delay, user pairing scheme has been proposed and considered in the literature [6], [7], [8], [9]. In this scheme, each two users (pair) share a specific orthogonal resource slot and NOMA technique is implemented among the users in each pair. User pairing scheme has been widely investigated in the literature. The authors in [7] proposed a user pairing scheme in which the network area is divided into two regions, near and far regions, and each far user is paired with a near user. The results in [7] explained that, the performance gain performed by NOMA over OMA can be further improved by paring the users whose channel conditions are more distinctive. In [8] MU-MIMO NOMA systems was considered, in which the users are paired and share the same transmit beam-forming vector. Under this scenario, the superiority of MIMO-NOMA over MIMO-OMA has been proved for a two-user paring scenario. The authors in [9] proposed a greedy-search based user pairing scheme in order to maximize the achievable sum rate of NOMA system.

In parallel, constructive interference (CI) precoding has received research interest in the last few years [10], [11], [12], [13]. CI precoding is also a non-orthogonal transmission approach which exploits the known interference to improve the system performance. Based on the knowledge of the CSI and the users messages, the BS can classify the multi-user interference as constructive and destructive. The constructive interference can be defined as the interference that can move the received symbol deeper in the detection region of the constellation point of interest. Accordingly, a constructive precoder can be obtained to make the known interference in the system constructive to the received symbols. The CI concept has been widely studied and investigated in the literature. This line of research introduced in [10], where the CI precoding technique has been proposed for downlink MIMO systems, showing significant performance improvements over conventional precoding. The first optimization based CI approach was introduced in [11] where a modified vector-perturbation technique was proposed, in which the search of perturbing vectors was limited to a specific area where the distances from the decision thresholds are increased with respect to a distance threshold. In [12], the authors used the concept of CI to exploit the known interference as green signal energy for downlink transmission. By doing so, the transmit power can be reduced, and thus enhancing the power efficiency of transmission. Further work in [14], [15], a general category of CI regions has been considered, and the features of this region have been studied. Different convex alphabet relaxation schemes for vector precoding in MIMO broadcast channels have been proposed in [16] to achieve interference-free communication over singular channels. It has been shown in [17] that vector precoding can be implemented to reduce the transmission power of MIMO systems. The authors in [18] implemented CI precoding scheme in wireless power transfer scenarios to minimize the total transmit power. In [19] a CI optimization problem to minimize a sum of minimum mean square error for all users has been considered. Novel strategies that exploit the potential of CI precoding to control the per-antenna transmit power has been presented in [20]. The authors in [21] addressed the robust design problem of CI precoding transmission scheme in a multiple-users MISO (MU-MISO) system. Recently in [22], [23] closed-form expressions of CI precoding scheme for phase-shift keying (PSK) and quadrature amplitude modulation (QAM) have been derived. These expressions have derived based on optimal performance, thus its performance is equivalent to the optimization-based CI schemes presented in the literature. Based on these closed form expressions, in our previous works in [24] analytical expressions of the achievable sum-rate of CI precoding have been derived for different scenarios. For more details, the reader is referred to [25] where the concept of the CI precoding scheme and its practical implementation have been presented and discussed in details.¹

Very recently, there has been a tremendous effort regarding pushing the frontier of NOMA. For instance, in [26] a simple scheme was proposed to reduce the detection complexity of NOMA receivers. In this scheme, the input distributions were deliberately chosen to be uniformly distributed over some pulse amplitude modulations (PAM) such that the decoder can treat the interference as noise without degrading the performance. The authors in [27] generalized the scheme in [26] to a general lattice partition framework for downlink NOMA systems without SIC by employing two-steps. In the first step, the corresponding linear deterministic model was investigated and an optimal input distribution was derived. This optimal distribution was then translated into a uniform distribution over a properly chosen PAM constellations. Further work in [28] developed a lattice-partition-based downlink NOMA scheme which adopts discrete inputs according to statistical CSI. In [29] the authors proposed a loss-less NOMA implementation without SIC, this implementation was achieved via correlated a superposition coding.

In line with the previous works, in this paper we exploit the CI concept to address a major limitation of NOMA systems. This is the need to apply SIC on a symbol-by-symbol basis at the receiver, which introduces impractical complexity. Accordingly, we propose an approach to entirely

¹Note that, dirty-paper coding is difficult to implement in practical systems, due to the impractical assumption of infinite codewords length and its very high computational cost. Therefore, precoding schemes with lower complexity such as CI have received increasing research attention.
circumvent SIC, based on the concept of CI. We introduce a new constructive multiple access NOMA (CoMA) precoding technique that aligns the superimposed signals to the different user equipments (UE) constructively to the signal of interest. The key principle is shown in Fig. 1b, contrasting it with the classical NOMA approach in Fig. 1a. Since for CoMA the superimposed signal aligns with the data signal, the received symbol appears at the correct constellation region, it does not require channel equalization and there is no need to remove the interfering symbol at the strong user receiver using SIC technique. Critically, this new scheme allows the following key gains that make NOMA practical:

1) A low complexity UE - by removing SIC from the receiver, CoMA allows minimal receive signal processing as shown in Fig. 1b.
2) Since channel equalization is not required, this removes the need for channel state information (CSI) at the strong UE [25].
3) Reduces the latency in processing the received signal on a symbol-by-symbol basis at the UE.
4) The interference contributes constructively to the useful signal, and this leads to increased received signal power.
5) CoMA can be used with any finite-alphabet signals.

Due to the above key advantages, the proposed approach makes NOMA more practical and fits different practical scenarios. In this regard and in order to provide a comprehensive comparison, based on the CoMa concept, two new optimal precoders are designed, one to minimize the total transmit power and one to minimize the symbol error rate (SER) for a given NOMA pair. In addition, the receiver complexity of CoMA scheme is investigated and compared with conventional NOMA scheme.

For clarity we highlight the main contributions of this work as follows.

1) CoMA scheme is proposed and introduced for the first time to remove receive SIC and reduce the complexity of user pairing NOMA MISO systems.
2) New CoMA precoder that minimizes the transmit power for a given system performance is designed.
3) We further adapt CoMA concept to design new precoder that is able to minimize the system error rate subject to total power constraint.
4) The complexity analysis of the proposed CoMA scheme is considered and investigated.
5) The performance of CoMA scheme is compared with OMA and conventional NOMA precoders.

The results in this work show that CoMA scheme consumes much less power than conventional NOMA and OMA techniques to achieve similar target rates. In addition, CoMA scheme has lower error rate than OMA and conventional NOMA schemes. Furthermore, our results confirm that the new proposed CoMA scheme has very low computational receiver complexity compared to conventional NOMA technique.²

II. SYSTEM MODEL

We consider a down-link MU-MISO system, in which a BS equipped with $N$ antennas transmits information signals to $2K$ single antenna users using user-pairing NOMA technique [6], [7], [8], [9]. In this system, each two users are paired to form a cluster, and hence, there are $K$ pairs/clusters in the system as shown in Fig. 2. Block fading channel model is assumed, in which each channel coefficient includes both small scale fading and large scale fading. The $N \times 1$ channel vector between the BS and user $i$, $i \in \{1, 2\}$ in pair $k$, $k \in \{1, \ldots, K\}$, is $h_{k,i} \sim \mathcal{CN}(0, I_N \sigma^2_{k,i})$.

Following the principle of NOMA, the BS broadcasts a superimposed message of the two users in each pair. For pair $k$, the BS transmits $x_k = w_{k,1}x_{k,1} + w_{k,2}x_{k,2}$, where $x_{k,1}$ and $x_{k,2}$ are the data symbols for user 1 ($u_{k,1}$) and user 2 ($u_{k,2}$) with unit variance, $w_{k,i}$ is the precoding vector of user $i$. In user-pairing NOMA scheme the two users in each pair are ordered based on their CSI. Without loss of generality,

²Parts of this paper were presented at the ISWCS 2022 [30].
user 1, is assumed to have a better channel than user 2.\(^3\) The received signals at user 1 and user 2 in pair \(k\) can be written as

\[
y_{uk,i} = h_{k,i}^T \sum_{l=1}^{2} w_{k,l} x_{k,l} + n_{uk,i},
\]

where \(n_{uk,i}\) is the additive white Gaussian noise (AWGN) at user \(i\) with variance \(\sigma_{uk,i}^2\). We chose to compare to the least-complexity NOMA where we adopt a SIC, in which user 1 first detects user 2 signal, and then removes the detected signal term from the received signal to decode its own message. Thus, the received SINR at user 1 to detect user 2 signal, \(x_{k,2}\), can be written as,

\[
y_{uk,1} = h_{k,1}^T w_{k,1} x_{k,1} + \epsilon + n_{uk,1},
\]

where \(\epsilon\) is the SIC error with variance \(\sigma_{\epsilon}^2\). This error may occur due to incorrect detection of \(x_{k,2}\), incorrect CSI knowledge, or incorrect knowledge of the power allocation at the BS.

Consequently, the received SINR at user 1 and user 2, to detect \(x_{k,1}\) and \(x_{k,2}\), respectively, can be written as

\[
y_{uk,1} = \frac{|h_{k,1}^T w_{k,1}|^2}{\sigma_{\epsilon}^2 + \sigma_{uk,1}^2},
\]

\[
y_{uk,2} = \frac{|h_{k,2}^T w_{k,2}|^2}{|h_{k,2}^T w_{k,2}|^2 + \sigma_{uk,2}^2}.
\]

However, as we have explained earlier, NOMA scheme suffers from a key challenge. The need to perform SIC at the receiver on a symbol-by-symbol level, i.e., for an LTE frame on the order of 0.1ms. This implicates:

- Large complexity at the UE receiver that makes the practical application challenging.
- Increased latency in the signal detection.
- Overheads in obtaining/feedback of CSI.
- Increased transmit power when the SIC errors increase.

In order to overcome all these challenging points CoMA technique is proposed and presented in the next Section.

To evaluate the complexity gains of our approach, we chose to compare to the least-complexity NOMA where we consider SIC at the symbol level. CoMA scheme can be applied also for block level SIC. It is also worth mentioning that, symbol-based SIC suffers from severe error propagation without coding. Thus, to reduce the impact of symbol-level error propagation in conventional NOMA, coding techniques can be employed. Error-correcting codes allow the receiver to detect and correct errors that occur during symbol-level processing and decoding [32].

III. CONSTRUCTIVE NOMA (COMA) SCHEME

The main idea of CoMA scheme is to align the superimposed signals that is known to the BS to increase the useful signal power at the receiver. As we mentioned earlier, the interference signal is constructive if it can move the received symbol towards the detection/constructive region. The basic concept of CI precoding for QPSK constellation is summarized in Fig. 3. Without loss of the generality, we denote \(\overrightarrow{OA}\) as the scaled data symbol, and \(t = \sqrt{\gamma_{uk,1} \sigma_{uk,1}^2}\) corresponds to our considered QPSK modulation, where \(\gamma_{uk,1}\) is the SNR target for user 1 [25].

When \(|\overrightarrow{CD}| > |\overrightarrow{CB}|\) is satisfied, the interference signal is constructive and moves the received symbol towards the detection/constructive region. Based on the Fig. 3, we know that \(|\overrightarrow{CB}| = |\overrightarrow{J(y_{uk,1})}|\) and \(|\overrightarrow{CA}| = |\overrightarrow{OC}|-|\overrightarrow{OA}|\), where \(|\overrightarrow{OA}| = \sqrt{\Gamma_{uk,1} \sigma_{uk,1}^2}\). \(|\overrightarrow{CD}|\) can be expressed as \(|\overrightarrow{CD}| = |\overrightarrow{AC}|\), \(\tan \theta_t = |\overrightarrow{OC} - \sqrt{\gamma_{uk,1} \sigma_{uk,1}^2} \\tan \theta_t|\). Following this derivation, we can write the CI constraint as

\[
|\overrightarrow{CD}| > |\overrightarrow{CB}|
\]

\[
\implies \left[\|\overrightarrow{J(y_{uk,1})}\| - \sqrt{\gamma_{uk,1} \sigma_{uk,1}^2}\right] \\tan \theta_t \geq |\overrightarrow{J(y_{uk,1})}|\] (6)

Additionally, the constructive areas for BPSK, QPSK, 8PSK and 16 QAM are shown in Fig. 4. For more details, the reader is referred to [25] where the interference exploitation scheme has been discussed and the practical implementation of CI precoding has been presented.

Therefore, following the CI principle [25] the transmit precoding can be designed to impose constructive interference to the desired symbol. When the interference is aligned by means of precoding vectors to overlap constructively with the signal of interest, all interference contributes constructively to the useful signal and thus the
SINR expressions can be modified to take the constructive interference into account. For the example of PSK signaling, the modulated symbols of the users in pair \( k \) can be expressed as \( x_{k,i} = x e^{j\phi_i} \), where \( x \) denotes the constant amplitude and \( \phi_i \) is the phase. Thus, the received signals at user 1 and user 2 presented in (1) can be represented as

\[
y_{u_{k,i}} = h_{k,i}^T \sum_{i=1}^{2} w_{k,i} e^{j(\phi_i - \phi_j)} x + n_{u_{k,i}},
\]

(7)

In CoMA scheme the interference at the strong user is designed to be constructive to the desired symbol, thus the interference at user 1 contributes in the useful received signal power.\(^4\) Therefore, the received SINRs at users 1 and 2 in pair \( k \) are given, respectively, by [12], [18]

\[
y_{u_{k,1}} = \left| \frac{h_{k,1}^T (w_{k,1}x_{k,1} + w_{k,2}x_{k,2})}{\sigma_{u_{k,1}}^2} \right|^2,
\]

(8)

\[
y_{u_{k,2}} = \left| \frac{h_{k,2}^T w_{k,2}}{\sigma_{u_{k,2}}^2} \right|^2.
\]

(9)

The block diagram of the user 1 receiver for conventional NOMA and CoMA can be shown as in Fig. 5. By comparing the two receivers we can notice that by implementing CI, there is no need to use SIC and channel equalization, and thus this simplifies the signal processing procedure at the receiver side.

\(^4\)The main idea of CoMA is to simplify the receiver at the users by removing the SIC procedure. Thus we make the interference at the strong user constructive.

In case general NOMA with \( K \) users the weaker users’ signals will be constructive interference at the stronger users, this will increase the complexity at the BS, but will reduce the detection complexity at the users. It is worth mentioning that, CoMA can be applied also for rate-splitting multiple access and/or any other multiple access schemes that use SIC detection [33], [34]. CoMA with rate-splitting scheme will be considered in future work in order to provide a comprehensive investigation.

In the following Sections different precoders are designed to minimize the transmit power and the error rates of MU-MISO NOMA systems.

IV. POWER MINIMIZATION

In this Section we design precoder vectors that minimize the total transmission power subject to a quality-of-service (QoS) constrains. For sake of comparison, CoMA and NOMA are considered in this Section.

A. COMA PRECODING

In this case we consider the power minimization problem for a given pair with target SINR levels \( r_1, r_2 \). As per the above classification and discussion, the optimization problem can be formulated to take the constructive interference into account in the power minimization problem. The total power consumption in this case is \( P = \sum_{i=1}^{2} \| w_i e^{j(\phi_i - \phi_j)} \|^2 \). Accordingly and based on basic geometry of the constructive interference regions [12], [18], the optimization problem for \( M \)-PSK signaling can be formulated as [12], [18]

\[
\min_{w_i \geq 0} \left\| \sum_{i=1}^{2} w_i e^{j(\phi_i - \phi_1)} \right\|^2
\]

s.t. C1 : \( \left| \text{Im} \left( h_1^T \sum_{k=1}^{2} w_k e^{j(\phi_k - \phi_1)} \right) \right| \leq \left( \text{Re} \left( h_1^T \sum_{k=1}^{2} w_k e^{j(\phi_k - \phi_1)} \right) - r_1 \sigma_{u_{1}}^2 \right) \tan \theta \)

C2 : \( h_2^T w_2 \geq \left( h_2^T w_1 \right)^2 + \sigma_{u_{2}}^2 \) (10)

\(^5\)From now and onward, for simplicity we omit the pair index \( k \).
Algorithm 1 Iterative Algorithm for (13)
1: Set the maximum number of iterations Q.
2: Randomly generate $\tilde{w}_i$.
3: Repeat
4: Using CVX to solve (13) as $w_i^*$. 
5: Update $\tilde{w}_i = w_i^*$.
6: $q = q + 1$.
7: Until $q = Q$.
8: Output $w_i^*$, $i \in K$.

where $\theta = \pm \frac{\pi}{37}$. The first constraint in (10), $C1$, is constructive interference constraint for user 1 which is convex, please refer to [12] for more details. In addition, the second constraint in (10), $C2$, can be simplified using first order Taylor’s approximation. After applying the first order Taylor expansion on $\tilde{w}_i$, we can write

$$\left| h_2^T w_2 \right|^2 = 2\text{Re}(\tilde{w}_2^H h_2^H w_2) - \text{Re}(\tilde{w}_2^H h_2^H \tilde{w}_2)$$

and

$$\left| h_2^T w_1 \right|^2 = 2\text{Re}(\tilde{w}_1^H h_2^H w_1) - \text{Re}(\tilde{w}_1^H h_2^H \tilde{w}_1)$$

Therefore, (10) can be reformulated as

$$\min_{w_i \geq 0} \left\| \sum_{i=1}^{2} w_i e^{(i\phi_i - \phi_1)} \right\|^2$$

s.t. $C1: |\text{Im}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)})| \\ \leq \left( \text{Re}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)}) - \sqrt{1 + \sigma_1^2} \right) \tan \theta$ \hspace{1cm} $C2: 2\text{Re}(\tilde{w}_2^H h_2^H \tilde{w}_2) - \text{Re}(\tilde{w}_2^H h_2^H \tilde{w}_2) \geq r_2 \left( 2\text{Re}(\tilde{w}_1^H h_2^H \tilde{w}_1) - \text{Re}(\tilde{w}_1^H h_2^H \tilde{w}_1) + \sigma_2^2 r_2 \right)$

Finally, the all steps to solve (13) and find the optimal precoding vectors using first-order Taylor expansion method is presented in Algorithm 1.

B. REVIEW: CONVENTIONAL NOMA PRECODING
The total power consumption in conventional NOMA is $P = \sum_{i=1}^{2} \|w_i\|^2$. Consequently, from (2), (4) and (5) the power minimization problem can be formulated as

$$\min_{w_i} \sum_{i=1}^{2} \|w_i\|^2$$

s.t. $C1: y_{u_1} \geq r_1$ \hspace{1cm} $C2: y_{u_2} \geq r_2$ \hspace{1cm} $C3: y_{u_2-u_1} \geq r_2$

The constraint $C3$ to ensure the successful SIC for the strong user. The last expression in (14) can be presented in more detailed formula as

$$\min_{w_i} \sum_{i=1}^{2} \|w_i\|^2$$

s.t. $C1: |h_1^T w_1|^2 \geq (\sigma_2^2 + \sigma_{u_1}^2) r_1$ \hspace{1cm} $C2: |h_2^T w_2|^2 \geq (\sigma_2^2 + \sigma_{u_2}^2) r_2$ \hspace{1cm} $C3: |h_1^T w_2|^2 \geq (\sigma_1^2 + \sigma_{u_1}^2) r_2$

(V. SER MINIMIZATION)
In this Section we design precoder vectors to minimize the SER subject to total transmission power constraint. For sake of comparison, CoMA and NOMA are considered in this Section.

A. COMA PRECODING
In this Section we consider SER for the proposed COMA scheme. To minimize the SER of the proposed CoMA scheme, we construct the following optimization problem:

$$\mathcal{P}_1: \min_{w_1, w_2} \max_k \{\text{SER}_k\}$$

s.t. $C1: \left\| \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)} \right\|^2 < P$ \hspace{1cm} $C2: |\text{Im}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)})| \leq \left( \text{Re}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)}) - \sqrt{\text{SNR} \sigma_1^2} \right) \tan \theta_i$

where $P$ is the total transmit power, $C1$ represents the total transmit power budget and $C2$ represents the constructive interference constraint for user 1, respectively. According to the monotonicity that the SER decreases with the increase of the received SNR, we transform the original optimization problem into the following form:

$$\mathcal{P}_2: \max_{w_1, w_2} \min_k \{\text{SNR}_k\}$$

s.t. $C1: \left\| \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)} \right\|^2 < P$ \hspace{1cm} $C2: |\text{Im}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)})| \leq \left( \text{Re}(h_1^T \sum_{k=1}^{2} w_k e^{i(\phi_k - \phi_1)}) - \sqrt{\text{SNR} \sigma_1^2} \right) \tan \theta_i$
variable on the SNR expression in (8), we can transform by the CI constraint, which is well known [25]. Based on the received symbol for user 2 lies in the correct decision region, while the correct demodulation is guaranteed by the CI constraint, which is well known [25]. Based on the SNR expression in (8), we can transform |ΩA| into \( |h_1^T w_1 \sum_{k=1}^2 e^{i\phi_k}| \) then the CI constraint becomes the corresponding form in (17). \( P_2 \) transforms the original “Max- SER” minimization problem into a “Min-SNR” maximization problem. By further introducing an auxiliary variable \( (t) \), \( P_2 \) can be further transformed into

\[
P_3 : \max_{w_1, w_2, t} \quad t
\]

s.t. \( C1 : \left\| \sum_{k=1}^2 w_k e^{i(\phi_k - \phi_1)} \right\|^2 < P \)

\( C2 : \left. \left| \text{Im} \left( h_1^T \sum_{k=1}^2 w_k e^{i(\phi_k - \phi_1)} \right) \right| \leq \right. \)

\[
\left. \left( \text{Re} \left( h_1^T \sum_{k=1}^2 w_k e^{i(\phi_k - \phi_1)} \right) - \left( h_1^T \left( w_1 e^{i\phi_1} + w_2 e^{i\phi_2} \right) \right) \right) \tan \theta_l \right.
\]

\( C3 : \text{Im} \left( h_2^T w_2 \right) = 0, \text{Re} \left( h_2^T w_2 \right) \geq 0 \)

\( C4 : \left| \left( h_1^T \left( w_1 e^{i\phi_1} + w_2 e^{i\phi_2} \right) \right) \right|^2 \geq \sigma_{w_l}^2 \)

\( C5 : \frac{|h_2^T w_2|^2}{|h_2^T w_1|^2 + \sigma_{w_2}^2} \geq t \) \tag{18}

where the auxiliary variable \( t \) represents the minimum value of the received SNR for the two CoMA users. In order to deal with the non-convex fractional constraint \( C5 \), we propose to transform its numerator into a concave function [37] by employing the Taylor series expansion. More specifically, \( C5 \) is re-expressed as the following form

\[
\frac{A(w_2)}{B(w_1)} \geq t, \tag{19}
\]

where the expressions for \( A(w_2) \) and \( B(w_1) \) are given by

\[
A(w_2) = 2\text{Re} \left( \bar{w}_2^H h_2^T w_2 \right) - \text{Re} \left( \bar{w}_2^H h_2^T w_2 \right) \quad B(w_1) = \left| h_2^T w_1 \right|^2 + \sigma_{w_2}^2 \quad \tag{20}
\]

where \( \bar{w}_2 \) represents the initial feasible point of the Taylor series expansion. According to the [37, Corollary 3], we introduce another auxiliary variable \( y \) to transform the nonconvex constraint \( C5 \) into a convex one:

\[
2y\sqrt{A(w_2)} - y^2B(w_1) \geq t, \tag{21}
\]

Thus the corresponding optimization problem is further shown in (22), at the bottom of the page.

To solve \( P_4 \), we adopt the block coordinate ascent algorithm. Firstly, for given \( w_1, w_2 \) and \( t \), the optimal value of \( y^* \) can be obtained in a closed form as

\[
y^* = \frac{\sqrt{A(w_2)}}{B(w_1)} \geq t. \tag{23}
\]

Then, for given, \( y^*, w_1, w_2 \) and \( t \) can be obtained via solving \( P_4 \) by substituting \( y^* \) into the constraint \( C5 \) and solve the optimization problem \( P_5 \) in (24), shown at the bottom of the next page.
The alternating optimization (AO) method is employed to solve the $\mathcal{P}_5$. Initially, we set the variables $\bar{w}_1, \bar{w}_2$, and $t$ as zero. Subsequently, the auxiliary variable $y$ is updated based on (23), following by updating the variables by solving the $\mathcal{P}_5$ with CVX tool. By iterating through these steps, the algorithm can converge within a limited number of iterations. For clarity, we summarize the algorithm in Algorithm 2 below.

### Algorithm 2 Block Coordinate Ascent Algorithm for Solving $\mathcal{P}_5$

**Initialization:** $\bar{w}_1 = 0, \bar{w}_2 = 0, t = 0$

**Repeat**
- Update $y$ based on (23);
- Update $w_1, w_2$ and $t$ by solving $\mathcal{P}_5$

**Until Convergence**

The alternating optimization (AO) method is used to solve our proposed problem $\mathcal{P}_5$, where the variables are updated iteratively. The convergence of the proposed AO algorithms can be guaranteed for following two reasons: 1) Within each iteration of the proposed AO algorithm, the value of the objective function monotonically increases. This property ensures progress towards a better solution in each iteration, leading to convergence [38]. 2) The objective function value has an upper bound for the proposed problem, which is determined by the CI constraint and SNR constraint. This upper bound acts as a convergence criterion, ensuring that the optimization process does not diverge and remains within a feasible range [39].

### 2) OPTIMALITY ANALYSIS

The $\mathcal{P}_5$ is transformed from $\mathcal{P}_1$, during the derivation, the Taylor series expansion is used to transform the original non convex SNR constraint into convex, which makes the solution of $\mathcal{P}_5$ is sub-optimal.

### B. REVIEW: CONVENTIONAL NOMA PRECODING

Similarly, in order to minimize the SER of conventional NOMA scheme, we can consider the following optimization problem:

$$\mathcal{P}_1 : \max_{w_1, w_2} \min_{k} \{\text{SNR}_k\}$$

subject to:

$$\text{C1} : \|w_1\|^2 + \|w_2\|^2 \leq P$$

$$\text{C2} : \gamma_{x_2 \rightarrow u_1} \geq r_2$$

The constraint $\text{C2}$ to ensure the successful SIC for the strong user. To deal with the non-convex objective function, an auxiliary variable $t$ is introduced to equivalently convert the original problem $\mathcal{P}_1$ into a new problem as follows

$$\mathcal{P}_2 : \max_{w_1, w_2, t} \; t$$

subject to:

$$\text{C1} : \|w_1\|^2 + \|w_2\|^2 \leq P$$

$$\text{C2} : \|h_1^T w_1\|^2 \geq \left(h_1^T w_1 + \sigma_{u_1}^2\right) r_2$$

$$\text{C3} : \|h_2^T w_2\|^2 \geq t \|h_2^T w_1\|^2 + \sigma_{u_2}^2$$

Note that the objective function and the constraint $\text{C1}$ in $\mathcal{P}_2$ are convex, and the challenge is only in the constraints $\text{C2}$ and $\text{C3}$. However, we would like to mention that, similar problem has been considered and solved in the literature using bisection-based method, we refer the reader to [5], [40], [41], [42] for more details.

### VI. RECEIVER COMPLEXITY

In this section we focus our attention on the receiver complexity, which impacts the user equipment where the computational resources are scarce. To compare the computational receiver complexity of CoMA with conventional...
NOMA, we provide here the complexity analysis for the detection process. In the complexity analysis, the number of complex operations is used as the complexity metric. The complexity of SIC can be divided into two parts: decoding and subtraction.

For classical NOMA, the weak user needs to detect its signal, while the powerful user, first detects the weak user’s signal, then subtracts it from the received signal, before finally detecting its own signal. Assuming an ML detector, the complexity of NOMA for pair $k$ can be obtained as \[ C_{NOMA-pair,k} = \sum_{i=1}^{2} \left( 4N M_k + 2M_k^N \right) \times (2 - i + 1) + O\left( M_k^2 \right) \] \tag{27} \]

where $M_k$ is the modulation order of pair $k$. The total complexity of NOMA for all pairs can be written as

\[ C_{NOMA} = \sum_{k=1}^{K} \left( \sum_{i=1}^{2} \left( 4N M_k + 2M_k^N \right) \times (2 - i + 1) + O\left( M_k^2 \right) \right) \] \tag{28} \]

where $K$ is number of pairs.

On the other hand, for CoMA, the weak user needs to apply classical detection for its signal, while the powerful user detects its signal without the need to remove the interference. Accordingly, the complexity of CoMA for pair $k$ can be written as \[ C_{CI-NOMA-pair,k} = \left( 4N M_k + 2M_k^N \right) + D_k(M_k) \] \tag{29} \]

where $D_k(M_k)$ is the complexity of decision operation upon the received signal for pair $k$ which depends on the modulation order. The total complexity of CoMA for all pairs can be obtained as

\[ C_{CI-NOMA} = \sum_{k=1}^{K} \left( \left( 4N M_k + 2M_k^N \right) + D_k(M_k) \right) \] \tag{30} \]

VII. NUMERICAL RESULTS

To evaluate the performance of the proposed CoMA technique, in this Section several numerical results for CoMA are presented and compared with conventional NOMA and OMA using Monte Carlo simulations. In these results we assume the users have same noise variance, $\sigma_1^2 = \sigma_2^2 = \sigma^2$. The optimal precoders for OMA have been obtained by solving optimization problems as in [4].

The simulation algorithm is composed of the following steps.

1-Define System Parameters: Identify and specify the key system parameters.

2-Setup the Simulation Loop: Create a loop that will run the simulation multiple times to capture the effects of randomness. The number of iterations will depend on the desired level of statistical significance.

3-Generate Random Variables: Use MATLAB functions to generate random values for the random variables in the system.

4-Apply Algorithm 1 to evaluate the power minimization and Algorithm 2 for the SER minimization.

5-Collect and Store Results: After each iteration of the simulation, collect and store the results in the initialized variables.

6-Aggregate Results: After completing all iterations, aggregate the results to analyze the overall system performance.

7-Visualization: Create plots to represent the results. To measure the performance of CoMA technique in terms of total power consumption for MU-MISO systems, in Fig. 6 we plot the power consumption versus number of BS antennas for different channel variance.
antennas \( N \) for OMA, conventional NOMA and CoMA with QPSK signaling using the power minimization approaches in (15), and (13). The case when \((r_1, r_2, \sigma_1, \sigma_2) = (1, 1, 2, 1)\) is presented in Fig. 6(a) and when \((r_1, r_2, \sigma_1, \sigma_2) = (1, 1, 3, 1)\) is shown in Fig. 6(b). Several observations can be extracted from these results. Firstly it can be observed that, CoMA scheme has a significant enhancement in terms of power consumption in comparison with the conventional NOMA and OMA schemes. It is also noted that the proposed CoMA scheme yields a significant performance gain in the symmetric scenario when \(N = 2\). On the other hand, it is worth pointing out that the difference between the considered schemes becomes negligible when \(N\) is large. Nevertheless, the complexity gains of CoMA by removing the SIC operation persist. In addition, the total transmission power decreases when the channel variance of user 1 increases or if there is a notable disparity of channel strengths among users, as shown in Figs. 6(a) and 6(b). This is because the strong user, user 1, in this case needs small power to achieve its target rate, \(r_1\).

Furthermore, Fig. 7 shows the power consumption for OMA, NOMA and CoMA versus number of BS antennas for different target rates. Fig. 7(a) presents the case when \((r_1, r_2, \sigma_1, \sigma_2) = (1, 3, 2, 1)\) while Fig. 7(b) shows the case when \((r_1, r_2, \sigma_1, \sigma_2) = (3, 1, 2, 1)\). It can be clearly seen in these results that, increasing the target rates of the two users leads to boost the transmission power, and this increasing in the power is essential when the target rate of the second user, \(r_2\), is higher.

Fig. 8 depicts the convergence of the Algorithm 2, it can be seen that the algorithm converges within a few iterations, underscoring the effectiveness of the proposed method.

To evaluate the error rate performance of the proposed CoMA scheme, Fig. 9 illustrates the SER versus the total transmit power, \(P\), for OMA, conventional NOMA and COMA with different values of number of BS antennas and modulation order. Fig. 9(a) and Fig. 9(b) show the SER versus the total transmit power when \(N = 2\) and \(N = 4\), respectively, for QPSK, while Fig. 9(c) represents the SER versus the transmit power when \(N = 4\) for 8PSK scheme. Several interesting features can be noted in this figure. Firstly, it is evident from these results that the SER reduces with increasing the transmit power, and CoMA scheme always outperforms OMA and conventional NOMA techniques in the all power levels. Looking closer at Fig. 9(a) and Fig. 9(b) we can observe that, increasing number of BS antennas reduces the SER, and the gain attained by CoMA over conventional NOMA is almost fixed with the transmit power. Finally, from Fig. 9(b) and Fig. 9(c) it is clear that COMA has better performance than the other two schemes and this superiority is major when the total transmit power is high.

The computational receiver complexity of CoMA and conventional NOMA versus number of BS antennas \(N\) is presented in Fig. 10. It can be observed from these results that, CoMA substantially reduces the computational complexity, which is desirable in hardware-limited networks. In addition, the computational complexity gap between the two schemes is much wider when number of BS antennas \(N\) is high.

Finally, Fig. 11 shows the computational receiver complexity of CoMA and conventional NOMA versus the modulation order \(M\) when \(N = 2\). As shown in the figure,
CoMA scheme has been considered. Further, the complexity of CoMA has been studied and compared with conventional NOMA scheme in terms of the total number of complex operations. Simulation results have been provided to show that, CoMA scheme consumes much less power than conventional NOMA and OMA schemes to achieve similar target rates. In addition, CoMA scheme produces lower error rate than conventional NOMA technique over the all transmit power values. Furthermore, the proposed CoMA scheme implicates very low computational receiver complexity compared to conventional NOMA technique.
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