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Abstract
A continuous-time random walk in the quarter plane with homogeneous transition rates is considered. Given a non-negative reward function on the state space, we are interested in the expected stationary performance. Since a direct derivation of the stationary probability distribution is not available in general, the performance is approximated by a perturbed random walk, whose transition rates on the boundaries are changed such that its stationary probability distribution is known in closed form.

A perturbed random walk for which the stationary distribution is a sum of geometric terms is considered and the perturbed transition rates are allowed to be inhomogeneous. It is demonstrated that such rates can be constructed for any sum of geometric terms that satisfies the balance equations in the interior of the state space. The inhomogeneous transitions relax the pairwise-coupled structure on these geometric terms that would be imposed if only homogeneous transitions are used.

An explicit expression for the approximation error bound is obtained using the Markov reward approach, which does not depend on the values of the inhomogeneous rates but only on the parameters of the geometric terms. Numerical experiments indicate that inhomogeneous perturbation can give smaller error bounds than homogeneous perturbation.
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1 Introduction
In this paper, a continuous-time random walk \( R \) in the two-dimensional non-negative orthant is considered, i.e., the state space \( S = \{0, 1, 2, \ldots \}^2 \). The transition rates of \( R \) are homogeneous, which means that they are translation invariant within the interior, the horizontal axis and the vertical axis of the state space. The stationary performance of \( R \) is studied in this paper. More precisely, given a non-negative reward function on the state space, \( F: S \to [0, \infty) \), we are interested in the expected stationary reward given by

\[
F = \sum_{(n_1, n_2) \in S} \pi(n_1, n_2) F(n_1, n_2),
\]
where $\pi$ is the stationary probability distribution of $R$. In line with the work in [4], [7] and [14], upper and lower bounds on $F$ are considered, which are obtained by considering a perturbed random walk $\bar{R}$ and its expected stationary reward,

$$\bar{F} = \sum_{(n_1, n_2) \in S} \bar{\pi}(n_1, n_2)F(n_1, n_2).$$

The transition rates of $\bar{R}$ are different from those of $R$ in such a way that $\bar{\pi}$ is known in closed form. As a result, upper and lower bounds on $F$ can be established in terms of $\bar{\pi}$.

The main difference from the paper mentioned above is that for the perturbed random walk, we consider inhomogeneous perturbation. More precisely, the transition rates of $\bar{R}$ are different at every state on the horizontal and vertical axes, which are constructed such that a given $\bar{\pi}$ satisfies all the balance equations. In this paper, $\bar{\pi}$ is considered to have the following form,

$$\bar{\pi}(n_1, n_2) = \sum_{k=1}^{K} c_k \rho_k^{n_1} \sigma_k^{n_2}, \quad \forall (n_1, n_2) \in S,$$

where $(\rho_k, \sigma_k) \in (0, 1)^2$ and $c_k \in \mathbb{R}$.

The approximation framework that is developed in this paper builds on the Markov reward approach, which is developed by van Dijk. An overview of this method is given in [14]. In the main result of the approach, the bound on $|\bar{F} - F|$, which will be referred to as the error bound throughout the paper, depends on $\bar{\pi}$, the difference between the transition rates of $R$ and $\bar{R}$, and the so-called bias terms, whose definition will be given later. In most cases, no closed-form expressions are known for the bias terms. Therefore, the general approach in [12], [13] and [15] has been developed to establish bounds on the bias terms. These bounds are then used to establish the error bound. In this paper, the focus is not on finding such bounds on the bias terms. Instead, we assume that affine bounds on the bias terms are given. Based on these bounds, the error bound is derived for inhomogeneous perturbation.

In particular, in [7] a general methodology has been proposed that provides affine bounds on the bias terms by means of linear programming. This approach not only gets rid of the complicated manual derivation, but also finds tighter bounds on the bias terms than the general approach. Hence, the error bound result has been improved. Moreover, the given $\bar{\pi}$ has a product form, i.e.,

$$\bar{\pi}(n_1, n_2) = (1 - \rho)(1 - \sigma)\rho^{n_1}\sigma^{n_2}, \quad \forall (n_1, n_2) \in S,$$

where $(\rho, \sigma) \in (0, 1)^2$. Considering $\bar{\pi}$ of a product form often leads to relatively large difference between the transition rates of $R$ and $\bar{R}$. Taking that into account, the linear programming approach and homogeneous perturbation have been applied for discrete-time random walks in [4], where $\bar{\pi}(n)$ is a sum of geometric terms, i.e.,

$$\bar{\pi}(n_1, n_2) = \sum_{k=1}^{K} c_k \rho_k^{n_1} \sigma_k^{n_2}, \quad \forall (n_1, n_2) \in S.$$
It is shown by numerical experiments that the error bound provided by considering the sum of geometric terms is better than that obtained using the product-form distribution (a single term). The reason is that with more geometric terms, the difference between transition rates of $R$ and $\bar{R}$ becomes smaller.

In [4] and [7], homogeneous perturbation is considered, which imposes constraints on $\bar{R}$ and $\bar{\pi}$. Necessary conditions on the structure of the geometric terms are given in [3]. More precisely, the transition rates in the interior of the state space, on the horizontal axis and on the vertical axis each determine an algebraic curve in $\mathbb{R}^2$, which is given by

$$Q = \left\{ (\rho, \sigma) \in (0,1)^2 \mid \sum_{i=-1}^{1} \sum_{j=-1}^{1} \rho^{-i} \sigma^{-j} q_{i,j} = 0 \right\},$$

$$H = \left\{ (\rho, \sigma) \in (0,1)^2 \mid \sum_{i=-1}^{1} \rho^{-i} q_{i,-1} + \rho h_{1,0} + \rho h_{-1,0} = \sum_{i=-1}^{1} h_{i,1} + h_{-1,0} + h_{1,0} \right\},$$

$$V = \left\{ (\rho, \sigma) \in (0,1)^2 \mid \sum_{j=-1}^{1} \rho \sigma^{-j} q_{-1,j} + \sigma^{-1} v_{0,1} + \sigma v_{0,-1} = \sum_{j=-1}^{1} v_{1,j} + v_{0,1} \right\}.$$

Every pair $(\rho_k, \sigma_k)$ in the sum has to be located on the curve induced by the interior balance equation. Besides, a pairwise-coupled structure has to be satisfied by $(\rho_1, \sigma_1), \ldots, (\rho_K, \sigma_K)$, which means that for any two adjacent pairs $(\rho_k, \sigma_k)$ and $(\rho_{k+1}, \sigma_{k+1})$, it holds that $\rho_k = \rho_{k+1}$ or $\sigma_k = \sigma_{k+1}$. One of the contributions of the paper is to show that by allowing for inhomogeneous perturbation, these constraints are no longer necessary.

Adan, Wessels and Zijm have developed a compensation approach in [1] to construct a sum of infinitely many geometric terms as the stationary probability distribution for continuous-time random walks. However, to ensure the convergence of the sum, it is required that the random walk has no transitions to the east, the north or the northeast, which puts a limitation on the models that can be considered. In this paper, we are going to consider random walks with transitions to the east, north, or northeast, for which the compensation approach can not be applied. Moreover, in our model, $(\rho_1, \sigma_1), \ldots, (\rho_K, \sigma_K)$ don't necessarily follow a pairwise-coupled structure. In other words, with our framework we generalize the range of random walks whose stationary performance can be approximated.

Works have been considered and various approximation frameworks have been applied on the same model. In [5], boundary value problems are formulated for the generating functions of the stationary probability distributions. However, the problem can be solved only in a limited number of cases. Miyazawa considered the tail asymptotics of the stationary probability distributions for two-dimensional reflecting processes in [11], where an overview on the approaches to tackle the tail problem is given and their applications are discussed. Perturbation analysis was also considered in, for example, [2], [8], [9] and [10]. Perturbation on quasi birth-and-death processes was discussed in [2], where an explicit expression for the stationary probability distribution of the perturbed process was given in terms of the perturbation parameter. However, no result on the error bound was given there. In [9] and [10], the stationary probability distribution of the perturbed process was expressed in terms of the generator and the deviation matrix for discrete-time and continuous-time Markov processes respectively. Moreover, the condition for the existence of the deviation
matrix is given there. Similar perturbation was considered and error bounds were given in [8]. Compared to the previous works, the main contributions of this paper are as follows.

• It is shown that for any given $\bar{\pi}$ that is a sum of geometric terms, with the parameters located on the curve induced by the interior balance equation, show that inhomogeneous transition rates on the horizontal and vertical axes of $\bar{R}$ can be constructed such that $\bar{\pi}$ is the stationary probability distribution of $\bar{R}$.

• Based on the construction for the transition rates of $\bar{R}$, an explicit expression is given for the error bound. This expression depends only on the given parameters of $\bar{\pi}$, $R$ and $\bar{R}$, instead of the values of the inhomogeneous transition rates, which means that detailed calculation for the inhomogeneous rates is not necessary.

• Numerical results indicate that the error bound gets improved compared with the one obtained by homogeneous perturbation. The reason is that by allowing inhomogeneous perturbation, the difference between transition rates of $R$ and $\bar{R}$ becomes smaller.

The rest of the paper is structured as follows. In Section 2, the random walk model and the problems to be solved are given. Next, the inhomogeneous perturbation framework is presented in Section 3, where the transition rates of the perturbed random walk are constructed. Moreover, the feasibility of our proposed approach for constructing the transition rates is shown. Then, in Section 4, the error bound result is derived. Finally, numerical experiments are considered in Section 5, whose results suggest that our inhomogeneous perturbation framework gives smaller error bound than homogeneous perturbation.

2 Model and problem formulation

Consider a continuous-time random walk $R$, on the two-dimensional non-negative orthant. The state space is $S = \{0, 1, 2, \ldots \}^2$. A state is represented by a two-dimensional vector $(n_1, n_2)$. Moreover, only transitions to the nearest neighbors of a state are allowed in the model. Let $N(n_1, n_2)$ be the set of all possible nonzero transitions from $(n_1, n_2)$, i.e.,

$$N(n_1, n_2) = \{(i, j) \in \{-1, 0, 1\}^2 \mid (i, j) \neq (0, 0), (n_1 + i, n_2 + j) \in S\}.$$  

Partition the state space into four disjoint components, namely the horizontal axis $S_1 = \{1, 2, \ldots \} \times \{0\}$, the vertical axis $S_2 = \{0\} \times \{1, 2, \ldots \}$, the origin $S_3 = \{0\} \times \{0\}$, and the interior $S_4 = \{1, 2, \ldots \} \times \{1, 2, \ldots \}$. Then, all the states in a component have the same set of possible transitions. For simplicity of notation, define the possible transitions in all the components as $N_1 = \{-1, 0, 1\} \times \{0, 1\} \setminus \{(0, 0)\}$, $N_2 = \{0, 1\} \times \{-1, 0, 1\} \setminus \{(0, 0)\}$, $N_3 = \{0, 1\} \times \{0, 1\} \cup \{0, 0\}$ and $N_4 = \{-1, 0, 1\} \times \{-1, 0, 1\} \setminus \{(0, 0)\}$.

Let $q_{i,j}(n_1, n_2)$ denote the transition rate from $(n_1, n_2)$ to $(n_1 + i, n_2 + j)$, for which $(i, j) \in N(n_1, n_2)$, and define

$$q_{0,0}(n_1, n_2) = - \sum_{(i,j) \in N(n_1, n_2)} q_{i,j}(n_1, n_2).$$
In the paper, we consider uniformizable random walks, i.e., there exists $0 < \gamma < \infty$, for which

$$\sum_{(i,j) \in N(n_1, n_2)} q_{i,j}(n_1, n_2) \leq \gamma, \quad \forall (n_1, n_2) \in S.$$ 

Homogeneous transition rates in each component are considered, which means that they are independent of the states within the component. Hence, let

$$q_{i,j}(n_1, n_2) = \begin{cases} 
    h_{i,j}, & \text{if } (n_1, n_2) \in S_1, \\
    v_{i,j}, & \text{if } (n_1, n_2) \in S_2, \\
    r_{i,j}, & \text{if } (n_1, n_2) \in S_3, \\
    q_{i,j}, & \text{if } (n_1, n_2) \in S_4. 
\end{cases}$$

To give an intuition on the model, the components and possible transitions are shown in Figure 1.

Assume that $R$ is irreducible, aperiodic and positive recurrent. Then, let $\pi : S \rightarrow [0, 1]$ be the stationary probability distribution of $R$, which means that $\pi$ satisfies that for any $(n_1, n_2) \in S$,

$$\sum_{(i,j) \in N(n_1, n_2)} \pi(n_1 + i, n_2 + j)q_{i,-j}(n_1 + i, n_2 + j) + \pi(n_1, n_2)q_{0,0}(n_1, n_2) = 0.$$ 

We remark that all the distributions mentioned throughout the paper are probability distributions.

Consider a non-negative reward function on the state space, i.e., $F : S \rightarrow [0, \infty)$. The main goal of the paper is to bound the following expected stationary performance,

$$F = \sum_{(n_1, n_2) \in S} \pi(n_1, n_2)F(n_1, n_2).$$ (1)
The approximation is obtained by considering the same reward function on a perturbed random walk $\bar{R}$, which is defined on the same partition of the state space, and the same set of possible transitions within each component. Denote by $\bar{\pi}$ the stationary probability distribution of $\bar{R}$. Then the expected stationary reward of $\bar{R}$ is given by

$$\bar{F} = \sum_{(n_1, n_2) \in S} \bar{\pi}(n_1, n_2) F(n_1, n_2).$$

In this paper, $\bar{\pi}$ is considered to have the following form,

$$\bar{\pi}(n_1, n_2) = \sum_{k=1}^{K} c_k \rho_k^{n_1} \sigma_k^{n_2}, \quad \forall (n_1, n_2) \in S,$$

with $(\rho_k, \sigma_k) \in (0, 1)^2$ and $c_k \in \mathbb{R}$. This form will be referred to as a sum of geometric terms further in the remainder. In addition, $(\rho_k, \sigma_k)$ is chosen such that the single-term measure $\rho_k^{n_1} \sigma_k^{n_2}$ satisfies the interior balance equation. Define $\Gamma = \{(\rho_1, \sigma_1), \ldots, (\rho_K, \sigma_K)\}$. Moreover, let $\text{Li}_s(z)$ denote the polylogarithm function, defined as

$$\text{Li}_s(z) = \sum_{k=1}^{\infty} \frac{z^k}{k^s}.$$

In this paper, the following two problems will be discussed.

1. For the given $\bar{\pi}$ that is a sum of geometric terms, inhomogeneous transition rates on the axes are constructed such that $\bar{\pi}$ is indeed the stationary probability of $\bar{R}$. It is shown that the rates on the axes are uniformly bounded for all states. Moreover, the rates are convergent as the boundary state goes to infinity.

2. An explicit expression for the bound on $|\bar{F} - F|$ will be given.

These two problems will be tackled separately in the next two sections.

### 3 Inhomogeneous perturbed random walk

#### 3.1 Construction of the inhomogeneous transition rates

In this section, the transition rates of $\bar{R}$ will be constructed step by step. Denote by $\bar{q}_{i,j}(n_1, n_2)$, $\bar{h}_{i,j}(n_1, 0)$, $\bar{v}(0, n_2)$ and $\bar{r}_{i,j}$ the transition rates in the interior, on the horizontal axis, the vertical axis and at the origin respectively. First, let the interior transition rates of $\bar{R}$ be equal to those of $R$. Second, on the horizontal and vertical axes, fix the rates of the transitions going from the axes to the interior. Moreover, for the transition rates along the axes, one of them is chosen to be constant for all the states, and the other depends on the state. The discussion above is reflected in the following theorem.

**Theorem 3.1.** Suppose that $\bar{\pi}$ is a sum of geometric terms satisfying the interior balance equation. Let $\bar{q}_{i,j}(n_1, n_2) = q_{i,j}, \forall (n_1, n_2) \in S_4, (i, j) \in N_4$. Moreover, on the horizontal and vertical axes let

$$\bar{h}_{i,1}(n_1, 0) = q_{i,1}, \quad \bar{v}(0, n_2) = q_{1,j}, \quad \forall i, j = -1, 0, 1, \quad n_1, n_2 = 1, 2, \ldots.$$
Choose constants $\bar{h}_{1,0}, \bar{v}_{0,1} \geq 0$ and fix $\bar{r}_{1,0} = \bar{h}_{1,0}$, $\bar{r}_{0,1} = \bar{v}_{0,1}$, $\bar{r}_{1,1} = q_{1,1}$ at the origin and let

$$\bar{h}_{1,0}(n_1, 0) = \bar{h}_{1,0}, \quad \bar{v}_{0,1}(0, n_2) = \bar{v}_{0,1}, \quad \forall n_1, n_2 = 1, 2, \ldots.$$ 

In addition, the homogeneous rates are

$$\bar{h}_{-1,0}(n_1, 0) = \sum_{k=1}^{K} c_k \rho_{k}^{n_1-1} \bar{h}_{1,0} - \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1},$$

$$\bar{v}_{0,-1}(0, n_2) = \sum_{k=1}^{K} c_k \sigma_k^{n_2-1} \bar{v}_{0,1} - \sum_{k=1}^{K} c_k \beta_k (1 - \sigma_k)^{-1} \sigma_k^{n_2},$$

for $n_1, n_2 = 1, 2, \ldots$, where

$$\alpha_k = \sum_{i=1}^{1} q_{i,1} - \sum_{i=1}^{1} \rho_k^{-1} \sigma_k q_{i,-1}, \quad \beta_k = \sum_{j=1}^{1} q_{1,j} - \sum_{j=1}^{1} \rho_k \sigma_k^{-1} q_{-1,j}.$$ 

Then the given $\pi$ is the stationary probability distribution of $\bar{R}$.

**Proof.** To show that $\pi$ is the stationary probability distribution, it suffices to verify all the balance equations. As is specified, the transition rates in the interior are equal to those of $\bar{R}$. Moreover, the transition rates from axes to interior are equal to those rates of $\bar{R}$ as well. Hence, the balance equation in the interior can be easily verified. Then, the balance equation on the horizontal axis is specified below,

$$\sum_{i=-1}^{1} \pi(n_1 - i, 1) q_{i,-1} + \pi(n_1 - 1, 0) \bar{h}_{1,0}(n_1 - 1, 0) + \pi(n_1 + 1, 0) \bar{h}_{-1,0}(n_1 + 1, 0) = \pi(n_1, 0) \left( \sum_{i=-1}^{1} \bar{h}_{1,0}(n_1, 0) + \bar{h}_{-1,0}(n_1, 0) + \bar{h}_{1,0}(n_1, 0) \right),$$

In the following part, we only check the balance equation on the horizontal axis, since the vertical equation can be checked in the same way. Rewriting the balance equation gives that,

$$\pi(n_1 - 1, 0) \bar{h}_{1,0}(n_1 - 1, 0) + \pi(n_1 + 1, 0) \bar{h}_{-1,0}(n_1 + 1, 0) - \pi(n_1, 0) \left( \bar{h}_{1,0}(n_1, 0) + \bar{h}_{1,0}(n_1, 0) \right)$$

$$= \pi(n_1, 0) \sum_{i=-1}^{1} \bar{h}_{1,0}(n_1, 0) - \sum_{i=-1}^{1} \pi(n_1 - i, 1) q_{i,-1}$$

Next, we only need to plug in the transition rates given in the theorem and check if the equation above holds. Starting from the right hand side of the equation above, we have

$$RHS = \pi(n_1, 0) \sum_{i=-1}^{1} q_{i,1} - \sum_{i=-1}^{1} \pi(n_1 - i, 1) q_{i,-1} = \sum_{k=1}^{K} c_k \alpha_k \beta_k^{n_1},$$

where the last equality holds by definition of $\alpha_k$. Moreover,

$$LHS = \pi(n_1 - 1, 0) \bar{h}_{1,0} + \pi(n_1 + 1, 0) \bar{h}_{-1,0}(n_1 + 1, 0) - \pi(n_1, 0) \bar{h}_{1,0} - \pi(n_1, 0) \bar{h}_{-1,0}(n_1, 0)$$

$$= \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1} - \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1+1}$$

$$= \sum_{k=1}^{K} c_k \alpha_k \beta_k^{n_1} = RHS.$$
Hence, the balance equation on the horizontal axis holds. In the same fashion, balance equations on the vertical axis and at the origin can be verified. Therefore, we conclude that \( \pi \) is indeed the stationary probability distribution of \( \tilde{R} \) with the transition rates specified in the theorem.

In Theorem 3.1 one way to construct the transition rates of \( \tilde{R} \) is proposed. Further in this paper, this construction approach will be referred to as the single direction inhomogeneous construction.

In the following part, the behavior of \( \tilde{h}_{-1,0}(n_1, 0) \) will be discussed. We first consider its convergence.

### 3.2 Convergence of the inhomogeneous rates

Define

\[
\rho_* = \max \{ \rho_1, \ldots, \rho_K \}, \quad \sigma_* = \max \{ \sigma_1, \ldots, \sigma_K \}.
\]

Moreover, let \( \sigma_*(\rho_*) \) be the weighted average of all the \( \sigma(\rho) \)'s that pair up with \( \rho_*(\sigma_*) \) in \( \Gamma \), i.e.,

\[
\sigma_* = \frac{\sum_{k: (\rho, \sigma_k) \in \Gamma} c_k \sigma_k}{\sum_{k: (\rho, \sigma_k) \in \Gamma} c_k}, \quad \rho_* = \frac{\sum_{k: (\rho, \sigma_k) \in \Gamma} c_k \rho_k}{\sum_{k: (\rho, \sigma_k) \in \Gamma} c_k}.
\]

There are at most two terms in the weighted average, according to the discussion in [4]. In the next theorem, it is shown that \( \tilde{h}_{-1,0}(n_1, 0) \) and \( \tilde{v}_{0, -1}(0, n_2) \) converge as \( n_1, n_2 \) go to infinity and a close-form expression for the limiting rate is given.

**Theorem 3.2.** Let \( \tilde{\pi} \) be a sum of geometric terms satisfying interior balance equation. Suppose that the transition rates of \( \tilde{R} \) are obtained by the single direction inhomogeneous construction. Then, \( \tilde{h}_{-1,0}(n_1, 0) \) and \( \tilde{v}_{0, -1}(0, n_2) \) converge and the limits are,

\[
\lim_{n_1 \to \infty} \tilde{h}_{-1,0}(n_1, 0) = \rho_*^{-1} \tilde{h}_{1,0} - \sum_{i=-1}^{1} (1 - \rho_*)^{-1} (q_{i,1} - \rho_* \sigma_* q_{i,-1}),
\]

\[
\lim_{n_2 \to \infty} \tilde{v}_{0, -1}(0, n_2) = \sigma_*^{-1} \tilde{v}_{0,1} - \sum_{j=-1}^{1} (1 - \sigma_*)^{-1} (q_{1,j} - \rho_* \sigma_* q_{1,-j}).
\]

**Proof.** We only give the proof for the convergence of \( \tilde{h}_{-1,0}(n_1, 0) \). The proof for \( \tilde{v}_{0, -1}(0, n_2) \) follows in similar fashion. From Theorem 3.1, it is seen that

\[
\tilde{h}_{-1,0}(n_1, 0) = \frac{\sum_{k=1}^{K} c_k \rho_k^{n_1-1} \tilde{h}_{1,0}}{\sum_{k=1}^{K} c_k \rho_k^{n_1}} - \frac{\sum_{k=1}^{K} c_k \rho_k^{n_1} (1 - \rho_k)^{-1}}{\sum_{k=1}^{K} c_k \rho_k^{n_1}}.
\]

Consider the quotient of sums of geometric terms, it holds that

\[
\frac{\sum_{k=1}^{K} c_k \rho_k^{n_1-1}}{\sum_{k=1}^{K} c_k \rho_k^{n_1}} = \rho_*^{n_1-1} \frac{\sum_{k: \rho_k = \rho_*} c_k + \sum_{k: \rho_k \neq \rho_*} c_k (\frac{\rho_k}{\rho_*})^{n_1-1}}{\sum_{k: \rho_k = \rho_*} c_k + \sum_{k: \rho_k \neq \rho_*} c_k (\frac{\rho_k}{\rho_*})^{n_1-1}}
\]

\[
= \rho_*^{n_1-1} \frac{\sum_{k: \rho_k = \rho_*} c_k + \sum_{k: \rho_k \neq \rho_*} c_k (\frac{\rho_k}{\rho_*})^{n_1-1}}{\sum_{k: \rho_k = \rho_*} c_k + \sum_{k: \rho_k \neq \rho_*} c_k (\frac{\rho_k}{\rho_*})^{n_1-1}}.
\]
Since \( \rho_k / \rho_* < 1 \) for \( \rho_k \neq \rho_* \), by letting \( n_1 \) go to infinity on both sides, we obtain

\[
\lim_{n_1 \to \infty} \frac{\sum_{k=1}^K c_k \rho_k^{n_1-1}}{\sum_{k=1}^K c_k \rho_k^{n_1}} \bar{h}_{1,0} = \rho_*^{-1} \bar{h}_{1,0}.
\]

Recall that \( \alpha_k = \sum_{i=-1}^1 q_{i,1} - \sum_{i=-1}^1 \rho_k^{-i} \sigma_k q_{i,1} \). Then the following limits hold,

\[
\lim_{n_1 \to \infty} \frac{\sum_{k=1}^K c_k (1 - \rho_k)^{-1} \rho_k^{n_1} q_{i,1}}{\sum_{k=1}^K c_k \rho_k^{n_1}} = (1 - \rho_*)^{-1} q_{i,1}, \quad \forall i = -1, 0, 1,
\]

\[
\lim_{n_1 \to \infty} \frac{\sum_{k=1}^K c_k (1 - \rho_k)^{-1} \rho_k^{n_1-1} \sigma_k q_{i,1}}{\sum_{k=1}^K c_k \rho_k^{n_1}} = (1 - \rho_*)^{-1} \rho_*^{-1} \sigma_* q_{i,1}, \quad \forall i = -1, 0, 1.
\]

Therefore, the limiting rate is given by

\[
\lim_{n_1 \to \infty} \bar{h}_{-1,0}(n_1, 0) = \rho_*^{-1} \bar{h}_{1,0} - \sum_{i=-1}^1 (1 - \rho_*)^{-1} (q_{i,1} - \rho_*^{-i} \sigma_* q_{i,1}).
\]

From the convergence result, the inhomogeneous rates are bounded as well. Hence, the following corollary follows immediately.

**Corollary 3.3.** Let \( \bar{\pi} \) be a sum of geometric terms satisfying interior balance equation. Suppose that the transition rates of \( \bar{R} \) are obtained by the single direction inhomogeneous construction. Then there exists a constant \( 0 < \bar{\gamma} < \infty \), such that for any \( (n_1, n_2) \in S \),

\[
\sum_{(i,j) \in N(n_1, n_2)} \bar{q}_{i,j}(n_1, n_2) \leq \bar{\gamma}.
\]

In addition, it is observed that for any chosen \( \bar{h}_{1,0} \), the limiting rates depend only on \( (\rho_*, \sigma_*) \) or \( (\rho_**, \sigma_**) \) out of the parameters in \( \bar{\pi} \). Hence, it is clear that if \( \bar{h}_{1,0}, \bar{v}_{0,1} \) are chosen such that the following equations hold,

\[
\rho_*^{-1} \bar{h}_{1,0} - \sum_{i=-1}^1 (1 - \rho_*)^{-1} (q_{i,1} - \rho_*^{-i} \sigma_* q_{i,1}) = \bar{h}_{-1,0},
\]

\[
\sigma_*^{-1} \bar{v}_{0,1} - \sum_{j=-1}^1 (1 - \sigma_*)^{-1} (q_{1,j} - \rho_* \sigma_*^{-j} q_{1,j}) = \bar{v}_{0,-1},
\]

the limiting rates will be the same as \( \bar{h}_{-1,0} \) and \( \bar{v}_{0,-1} \). This choice will be reconsidered for the error bound in Section 3. In this subsection we have discussed the limit of the inhomogeneous transition rates. In the next subsection, we consider the condition under which the inhomogeneous rates are above the original rate for all states.
3.3 Sufficient conditions for $\tilde{h}_{-1,0}(n_1, 0) \geq h_{-1,0}$, $\bar{v}_{0,-1}(0, n_2) \geq v_{0,-1}$

From Corollary 3.3 it is seen that $\bar{R}$ is uniformizable. Moreover, it can be observed that for any $n_1$, $\tilde{h}_{-1,0}(n_1, 0)$ is a linear function in $h_{1,0}$ with a positive slope. Then, the larger $h_{1,0}$ is chosen to be, the larger $\tilde{h}_{-1,0}(n_1, 0)$ gets in general. Hence, due to the convergence of the inhomogeneous transition rates, there are thresholds for $\tilde{h}_{1,0}$ and $\bar{v}_{0,1}$ such that $\tilde{h}_{-1,0}(n_1, 0) \geq h_{-1,0}$ and $\bar{v}_{0,-1}(0, n_2) \geq v_{0,-1}$. The thresholds will be used for the error bound result in the next section.

However, it is unclear how the thresholds depend on the given parameters. This is because that properties such as monotonicity or zeros of the sum of geometric terms with negative coefficients are still open problems. In the next theorem, it is seen that if all the coefficients are positive, the thresholds for $h_{1,0}$ and $v_{0,1}$ can be related to the parameters $\rho$'s and $\sigma$'s.

**Theorem 3.4.** Let $\bar{\pi}$ be a sum of geometric terms satisfying interior balance equation. Suppose that the transition rates of $\bar{R}$ are obtained by the single direction inhomogeneous construction. Moreover, assume that $c_k > 0$ for all $k = 1, \ldots, K$. Then, choosing

$$\tilde{h}_{1,0} \geq \max_{k=1, \ldots, K} \left\{ \rho_k h_{-1,0} + \rho_k \alpha_k (1 - \rho_k)^{-1} \right\},$$

$$\bar{v}_{0,1} \geq \max_{k=1, \ldots, K} \left\{ \sigma_k v_{0,-1} + \sigma_k \beta_k (1 - \sigma_k)^{-1} \right\}.$$ 

gives that $\tilde{h}_{-1,0}(n_1, 0) \geq h_{-1,0}$, $\bar{v}_{0,-1}(0, n_2) \geq v_{0,-1}$ for $n_1, n_2 = 1, 2, \ldots$.

**Proof.** From Theorem 3.1 $\tilde{h}_{-1,0}(n_1, 0) \geq h_{-1,0}$ if and only if for any $n_1 = 1, 2, \ldots$,

$$\sum_{k=1}^{K} c_k \rho_k^{n_1-1} \tilde{h}_{1,0} - \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1} \geq h_{-1,0},$$

which is equivalent to

$$\tilde{h}_{1,0} \geq \sum_{k=1}^{K} c_k \rho_k^{n_1-1} h_{1,0} - \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1}.$$ 

Rewriting the right hand side gives that

$$\tilde{h}_{1,0} \geq \frac{\sum_{k=1}^{K} \left( c_k \rho_k^{n_1} h_{-1,0} + c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1} \right)}{\sum_{k=1}^{K} c_k \rho_k^{n_1-1}}$$

$$= \frac{\sum_{k=1}^{K} c_k \rho_k^{n_1-1} (\rho_k h_{-1,0} + \rho_k \alpha_k (1 - \rho_k)^{-1})}{\sum_{k=1}^{K} c_k \rho_k^{n_1-1}}.$$ 

Observing the right hand side, it is concluded that for any $n_1$, it is a weighted average of $\rho_k h_{-1,0} + \rho_k \alpha_k (1 - \rho_k)^{-1}$ over $k$. Therefore, for any $n_1 = 1, 2, \ldots$,

$$\frac{\sum_{k=1}^{K} c_k \rho_k^{n_1-1} (\rho_k h_{-1,0} + \rho_k \alpha_k (1 - \rho_k)^{-1})}{\sum_{k=1}^{K} c_k \rho_k^{n_1-1}} \leq \max_{k=1, \ldots, K} \left\{ \rho_k h_{-1,0} + \rho_k \alpha_k (1 - \rho_k)^{-1} \right\}.$$ 

For the vertical axis, the same argument can be used for the proof. $\square$
Summing up the results in this section, a way to construct inhomogeneous transition rates is proposed for the given sum of geometric terms \( \bar{\pi} \). Moreover, the properties of the constructed transition rates are discussed. In the next section, the error bound will be considered and an explicit expression will be given.

4 Error bounds on the average stationary performance

4.1 Markov reward approach

In this section, the Markov reward approach is used to derive the error bound, which has been developed by van Dijk. The first step of applying the Markov reward approach is to obtain equivalent discrete-time Markov chains corresponding to \( R \) and \( \bar{R} \) using the standard uniformization approach. This is possible since both \( R \) and \( \bar{R} \) are uniformizable, i.e., there exists \( \gamma < \infty \), for which

\[
\sum_{(i,j) \in N(n_1, n_2)} q_{i,j}(n_1, n_2) \leq \gamma, \quad \sum_{(i,j) \in N(n_1, n_2)} \bar{q}_{i,j}(n_1, n_2) \leq \gamma, \quad \forall (n_1, n_2) \in S.
\]

Then the uniformized discrete-time Markov chains have the following transition probabilities,

\[ p_{i,j}(n_1, n_2) = \begin{cases} 
\gamma^{-1} q_{i,j}(n_1, n_2), & (i,j) \neq (0,0), \\
1 - \gamma^{-1} \sum_{(i,j) \neq (0,0)} q_{i,j}(n_1, n_2), & (i,j) = (0,0),
\end{cases} \]

\[ \bar{p}_{i,j}(n_1, n_2) = \begin{cases} 
\gamma^{-1} \bar{q}_{i,j}(n_1, n_2), & (i,j) \neq (0,0), \\
1 - \gamma^{-1} \sum_{(i,j) \neq (0,0)} \bar{q}_{i,j}(n_1, n_2), & (i,j) = (0,0).
\end{cases} \]

The constant \( \gamma \) is used in the uniformization step. It is not used in the main result of the Markov reward approach.

The reward function \( F(n) \) is seen as a one-step reward when the discrete-time Markov chains stays in \( n \) for one time unit. Define \( F^t(n_1, n_2) \) as the expected cumulative reward up to time \( t \) starting from state \( (n_1, n_2) \) at time 0, i.e.,

\[
F^t(n_1, n_2) = \begin{cases} 
0, & t = 0, \\
F(n_1, n_2) + \sum_{(i,j) \in N(n_1, n_2)} p_{i,j}(n_1, n_2) F^{t-1}(n_1 + i, n_2 + j), & t \geq 1.
\end{cases}
\]

Then, under the ergodicity condition, it holds that

\[
\lim_{t \to \infty} \frac{F^t(n_1, n_2)}{t} = F, \quad \forall (n_1, n_2) \in S.
\]

Moreover, for \( (n_1, n_2) \in S \), define the bias terms as follows,

\[
D^t_{i,j}(n_1, n_2) = F^t(n_1 + i, n_2 + j) - F^t(n_1, n_2),
\]

The main result for building up the error bound is given below. Here the result is presented in the convenience of our model and notation. A more general form of the result is given in [13].
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Theorem 4.1 (Result 9.3.2 in [14]). Suppose that there exist \( G_1 : S_1 \to [0, \infty) \), \( G_2 : S_2 \to [0, \infty) \) and \( G_3 \geq 0 \) for which

\[
\sum_{(i,j) \in N_1} [\hat{h}_{i,j}(n_1,0) - h_{i,j}] D^t_{i,j}(n_1,0) \leq G_1(n_1,0), \quad \forall n_1 = 1, 2, \ldots, \quad (2)
\]

\[
\sum_{(i,j) \in N_2} [v_{i,j}(0,n_2) - v_{i,j}] D^t_{i,j}(0,n_2) \leq G_2(0,n_2), \quad \forall n_2 = 1, 2, \ldots, \quad (3)
\]

\[
\sum_{(i,j) \in N_2} [\tilde{r}_{i,j} - r_{i,j}] D^t_{i,j}(0,0) \leq G_3, \quad (4)
\]

for all \( t \geq 0 \). Then

\[
|\bar{F} - F| \leq \sum_{n_1=1}^{\infty} \overline{\pi}(n_1,0)G_1(n_1,0) + \sum_{n_2=1}^{\infty} \overline{\pi}(0,n_2)G_2(0,n_2) + \overline{\pi}(0,0)G_3.
\]

Notice that conditions in Equation (2) - (4) need to hold for all \( t \geq 0 \), hence it is important to obtain bounds on \( D^t_{i,j}(n_1, n_2) \) that are independent of \( t \). Indeed, in [14] a lot of efforts have been spent on finding those bounds. However, this is not our focus in this paper. We would like to derive the error bound explicitly for the proposed inhomogeneous perturbation framework. Hence it is assumed that there exist functions \( B_1(n_1,0), B_2(0,n_2) \) and \( B_3 \) for which

\[
|D^t_{i,j}(n_1,0)| \leq B_1(n_1,0), \forall (i,j) \in N_1,
\]

\[
|D^t_{i,j}(0,n_2)| \leq B_2(0,n_2), \forall (i,j) \in N_2,
\]

\[
|D^t_{i,j}(0,0)| \leq B_3, \forall (i,j) \in N_3,
\]

(\star)

and that \( B_1(n_1,0), B_2(0,n_2) \) are of the following form,

\[
B_1(n_1,0) = \sum_{m=0}^{M} b_{1,m}n_1^m, \quad B_1(0,n_2) = \sum_{m=0}^{M} b_{2,m}n_2^m.
\]

So far, the preliminaries for deriving the error bound have been presented. In the next subsection, we will obtain an explicit expression for the error bound.

4.2 Derivation of the error bound

Consider a state \((n_1,0)\) on the horizontal axis, by (\star) it holds that

\[
\left| \sum_{(i,j) \in N_1} [\hat{h}_{i,j}(n_1,0) - h_{i,j}] D^t_{i,j}(n_1,0) \right| \leq \sum_{(i,j) \in N_1} |\hat{h}_{i,j}(n_1,0) - h_{i,j}| B_1(n_1,0).
\]

Hence, \( G_1(n_1,0) \) will be taken to be

\[
G_1(n_1,0) = \sum_{(i,j) \in N_1} |\hat{h}_{i,j}(n_1,0) - h_{i,j}| B_1(n_1,0).
\]
Then, \( \bar{h} \) is chosen such that for any \( n_1 = 1, 2, \ldots, \bar{h}_{-1,0}(n_1, 0) \geq h_{-1,0} \). This will get rid of the absolute value and make error bound calculation feasible. Therefore, the following theorem gives an explicit expression for the error bound.

**Theorem 4.2.** Let \( R \) be a continuous-time random walk and \( \bar{\pi} \) be a sum of geometric terms satisfying the interior balance equation. Suppose that the transition rates of \( R \) are obtained by the single direction inhomogeneous construction, only \( h_{-1,0}(n_1, 0) \) depends on \( n_1 \). Denote by

\[
\delta_h = \sum_{i=-1}^{1} |\bar{h}_{i,1} - h_{i,1}|, \quad \delta_v = \sum_{j=-1}^{1} |\bar{v}_{1,j} - v_{1,j}|, \quad \delta_r = \sum_{(i,j) \in N_3} |\bar{r}_{1,j} - r_{1,j}|.
\]

Then the sum above can be split as

\[
G_1(n_1, 0) = B_1(n_1, 0) \left( \delta_h + |\bar{h}_{1,0} - h_{1,0}| + |\bar{h}_{-1,0}(n_1, 0) - h_{-1,0}| \right). \tag{5}
\]

In Equation 5, the absolute value \( |\bar{h}_{-1,0}(n_1, 0) - h_{-1,0}| \) makes it more difficult to calculate the summation \( \sum_{n_1=1}^{\infty} \bar{\pi}(n_1, 0)G_1(n_1, 0) \). Recall from Theorem 3.4 that it is possible to choose \( \bar{h}_{1,0} \) such that for any \( n_1 = 1, 2, \ldots, \bar{h}_{-1,0}(n_1, 0) \geq h_{-1,0} \). Then,

\[
|\mathcal{F} - \mathcal{F}| \leq g^{(1)} + g^{(2)} + g^{(3)}, \tag{6}
\]

where

\[
g^{(1)} = (\delta_h + |\bar{h}_{1,0} - h_{1,0}| - h_{-1,0}) \sum_{k=1}^{K} \sum_{m=0}^{M} c_k b_{1,m} L_{i-m}(\rho_k) + \bar{h}_{1,0} \sum_{k=1}^{K} \sum_{m=0}^{M} c_k \rho_k^{-1} b_{1,m} L_{i-m}(\rho_k) - \sum_{k=1}^{K} \sum_{m=0}^{M} c_k \alpha_k b_{1,m} (1 - \rho_k)^{-1} L_{i-m}(\rho_k),
\]

\[
g^{(2)} = (\delta_v + |\bar{v}_{0,1} - v_{0,1}| - v_{0,-1}) \sum_{k=1}^{K} \sum_{m=0}^{M} c_k b_{2,m} L_{i-m}(\sigma_k) + \bar{v}_{0,1} \sum_{k=1}^{K} \sum_{m=0}^{M} c_k \sigma_k^{-1} b_{2,m} L_{i-m}(\sigma_k) - \sum_{k=1}^{K} \sum_{m=0}^{M} c_k \gamma_k b_{2,m} (1 - \sigma_k)^{-1} L_{i-m}(\sigma_k),
\]

\[
g^{(3)} = \delta_r B_3 \sum_{k=1}^{K} c_k.
\]

**Proof.** From Theorem 4.1 it is seen that a calculation of the following,

\[
g^{(1)} = \sum_{n_1=1}^{\infty} \bar{\pi}(n_1, 0)G_1(n_1, 0), \quad g^{(2)} = \sum_{n_2=1}^{\infty} \bar{\pi}(0, n_2)G_2(0, n_2), \quad g^{(3)} = \bar{\pi}(0, 0)G_3,
\]

is sufficient for the error bound. In the following proof, only the calculation for \( g^{(1)} \) is given and the rest follows the same fashion.
Since the choice of $\tilde{h}_{1,0}$ ensures that $h_{-1,0}(n_1, 0) \geq h_{-1,0}$ for all $n_1 = 1, 2, \ldots$, using Equation (5) we get that

$$g^{(1)} = \sum_{n_1=1}^{\infty} \tilde{\pi}(n_1, 0) \cdot \left( \left( \delta_n + |\tilde{h}_{1,0} - h_{1,0}| + \tilde{h}_{-1,0}(n_1, 0) - h_{-1,0,0} \right) \cdot B(n_1, 0) \right),$$

$$= (\delta_n + |\tilde{h}_{1,0} - h_{1,0}| - h_{-1,0}) \sum_{n_1=1}^{\infty} \tilde{\pi}(n_1, 0) B_1(n_1, 0) + \sum_{n_1=1}^{\infty} \tilde{h}_{-1,0}(n_1, 0) \tilde{\pi}(n_1, 0) B_1(n_1, 0),$$

where in the last step a split between constant terms and inhomogeneous term is used again. For the first summation, a direct calculation gives that

$$\sum_{n_1=1}^{\infty} \tilde{\pi}(n_1, 0) B_1(n_1, 0) = \sum_{k=1}^{K} \sum_{m=0}^{M} \sum_{n_1=1}^{\infty} c_k b_{1,m} \rho_k^{n_1} = \sum_{k=1}^{K} \sum_{m=0}^{M} c_k b_{1,m} Li_{-m}(\rho_k).$$

For the second summation, from the construction of $\tilde{h}_{-1,0}(n_1, 0)$ we have

$$\tilde{\pi}(n_1, 0) \tilde{h}_{-1,0}(n_1, 0) - \tilde{\pi}(n_1 - 1, 0) \tilde{h}_{1,0} = - \sum_{k=1}^{K} c_k \alpha_k (1 - \rho_k)^{-1} \rho_k^{n_1}.$$

Multiplying by $B(n_1, 0)$ on both sides and summing up over $n_1$, we have

$$\sum_{n_1=1}^{\infty} \tilde{\pi}(n_1, 0) \tilde{h}_{-1,0}(n_1, 0) B_1(n_1, 0)$$

$$= \sum_{n_1=1}^{\infty} \sum_{k=1}^{K} \tilde{h}_{1,0} c_k \rho_k^{n_1 - 1} \sum_{m=0}^{M} b_{1,m} \rho_k^{n_1} - \sum_{n_1=1}^{\infty} \sum_{k=1}^{K} \sum_{m=0}^{M} c_k \alpha_k b_{1,m} \rho_k^{n_1} (1 - \rho_k)^{-1}.$$

Then, it is easy to verify that the conclusion holds.

In particular, if the bias terms are bounded by constants, i.e., $M = 0$, we can obtain an expression without the polylogarithm function, which is shown in the following corollary.

**Corollary 4.3.** Suppose that all the conditions in Theorem 4.2 hold. In addition, assume that $|D^i_{1,j}(n_1, 0)| \leq B_1$ for all $(i, j) \in N_1$, $|D^i_{1,j}(0, n_2)| \leq B_2$ for all $(i, j) \in N_2$, and $|D^i_{1,j}(0, 0)| \leq B_3$ for all $(i, j) \in N_3$. Then,

$$|\hat{F} - \mathcal{F}| \leq g^{(1)} + g^{(2)} + g^{(3)},$$

(7)
where
\[ g^{(1)} = (\delta_h + |\bar{h}_{1,0} - h_{1,0}| - h_{-1,0})B_1 \sum_{k=1}^{K} c_k \rho_k (1 - \rho_k)^{-1} + \]
\[ \bar{h}_{1,0}B_1 \sum_{k=1}^{K} c_k (1 - \rho_k)^{-1} - B_1 \sum_{k=1}^{K} c_k \alpha_k \rho_k (1 - \rho_k)^{-2}, \]
\[ g^{(2)} = (q_v + |\bar{v}_{0,1} - v_{0,1}| - v_{0,-1})B_2 \sum_{k=1}^{K} c_k \sigma_k (1 - \sigma_k)^{-1} + \]
\[ \bar{v}_{0,1}B_2 \sum_{k=1}^{K} c_k (1 - \sigma_k)^{-1} - B_2 \sum_{k=1}^{K} c_k \beta_k \sigma_k (1 - \sigma_k)^{-2}, \]
\[ g^{(3)} = q_r B_3 \sum_{k=1}^{K} c_k. \]

This expression will be used in the next section for the numerical calculation of the error bound.

In this section, it is seen that after obtaining the transition rates of \( \bar{R} \) using the single direction inhomogeneous construction, an explicit expression for the error bound can be derived. In the next section, the inhomogeneous perturbation will be applied in a numerical example and the error bound result will be plotted.

5 Numerical experiments: random walk with joint departures

Consider a random walk with joint departures in the quarter plane. This model often appears in communication networks and has been studied in [6]. Homogeneous perturbation for this model is applied in [7] and bounds on the stationary performance are obtained using a linear programming approach. Here we apply the single direction inhomogeneous perturbation on this model and derive the error bound, in comparison with the one obtained in [7].

The model describes two queues with independent Poisson arrivals and simultaneous departures from both queues. When one of the queues is empty, the other one serves at a lower rate. A general introduction on the model is given in [7]. In this section, we consider a symmetric scenario, which means that both queues serve at the same rate in the other one is empty. Thus, the non-zero transition rates are,
\[ q_{1,0} = \lambda, \quad q_{0,1} = \lambda, \quad q_{-1,-1} = \mu, \]
\[ h_{1,0} = \lambda, \quad h_{0,1} = \lambda, \quad h_{-1,0} = \mu^*, \]
\[ v_{1,0} = \lambda, \quad v_{0,1} = \lambda, \quad v_{0,-1} = \mu^*. \]

Moreover, assume that \( 2\lambda + \mu = 1 \), and \( \lambda < \mu^* < \mu \). The transition structure of this random walk is given in Figure [4].

For the perturbed random walk \( \bar{R} \), in Sub-section 5.1 we describe the homogeneous perturbation considered in [7]. Then in Sub-section [5.2] the inhomogeneous perturbation scheme is given and necessary parameters are specified.
5.1 Homogeneous perturbation

In this case, consider homogeneous rates on the axes for $R$ as well. The homogeneous perturbation is considered in [7] as an example and the given $\pi$ has a product form, i.e.,

$$\pi(n_1, n_2) = (1 - \rho)(1 - \sigma)\rho^{n_1}\sigma^{n_2}, \quad (n_1, n_2) \in S.$$ 

More precisely, let

$$\rho = \sigma = -\mu + \sqrt{\mu^2 + 8\lambda\mu}$$

Then for the transition rates of $R$, the service rates on the axes are

$$\bar{h}_{-1,0} = \mu/2, \quad \bar{v}_{0,-1} = \mu/2,$$

and the other rates are the same as those of $R$. In Figure 3, all the curves for $R$ are plotted and $(\rho, \sigma)$ is marked with solid square. We consider that $\mu^* = 0.3\mu$.

In addition, the curves of $\bar{R}$, $\bar{H}$ and $\bar{V}$, are also plotted so as to see how the perturbation modifies the curves.

In Figure 3, the curves of $R$ are in solid lines and those of $\bar{R}$ are plotted in dashed lines. Besides, the curve $H$ is marked with diamonds and $V$ is marked with circles. Indeed, it can be seen that $(\rho, \sigma)$ lies on the curves $Q$, $H$ and $V$, hence $\bar{\pi}$ is the stationary probability distribution of $\bar{R}$.

5.2 Inhomogeneous perturbation

For the inhomogeneous perturbed random walk $\bar{R}$, consider

$$\bar{\pi}(n_1, n_2) = c_1\rho_1^{n_1}\sigma_1^{n_2} + c_2\rho_2^{n_1}\sigma_2^{n_2},$$

where $(\rho_1, \sigma_1), (\rho_2, \sigma_2) \in (0, 1)^2$ are the unique points for which

$$(\rho_1, \sigma_1) = Q \cap H, \quad (\rho_2, \sigma_2) = Q \cap V.$$
Thus, besides the interior balance equations, \((\rho_1, \sigma_1)\) and \((\rho_2, \sigma_2)\) satisfy the horizontal and vertical balance equations, respectively. In Figure 3 and Figure 4, all the curves for \(R\) and the geometric terms are plotted, for cases \(\mu^* = 0.3\mu\) and \(\mu^* = 0.7\mu\). The geometric terms in \(\pi\) are marked with solid square.

For the case \(\mu^* = 0.3\mu\), it can be observed that \((\rho_*, \sigma_*) = (\rho_1, \sigma_1)\), and \((\rho_*, \sigma_*) = (\rho_2, \sigma_2)\). Let \(\hat{h}_{1,0} = \hat{v}_{0,1} = \lambda\), and one can verify that indeed the conditions in Theorem 4.2 hold. Moreover, since \(\rho_1 = \rho_*, \sigma_2 = \sigma_*, \) according to Theorem 3.2 the limiting rates of \(\tilde{R}\) are equal to those of \(R\), i.e.,

\[
\lim_{n_1 \to \infty} \hat{h}_{-1,0}(n_1, 0) = \mu^*, \quad \lim_{n_2 \to \infty} \hat{v}_{0,-1}(0, n_2) = \mu^*.
\]

In short, for the perturbed random walk \(\tilde{R}\), the inhomogeneous rates are approaching the original ones on the axes. However, for the case \(\mu^* = 0.7\mu\),
\[(\rho_1, \sigma_1) = (\rho_2, \sigma_2), \text{ and } (\rho_*, \sigma_*) = (\rho_1, \sigma_1).\] Then the limiting rates are,
\[
\lim_{n_1 \to \infty} \bar{h}_{-1,0}(n_1, 0) = \rho_2^{-1} \lambda - (1 - \rho_2)^{-1} (\lambda - \rho_2 \sigma_2 \mu),
\]
\[
\lim_{n_2 \to \infty} \bar{v}_{0,-1}(0, n_2) = \sigma_1^{-1} \lambda - (1 - \sigma_1)^{-1} (\lambda - \rho_1 \sigma_1 \mu),
\]
which differ from \(\mu^*\).

In the next subsection, the numerical results for error bounds in various cases are presented.

### 5.3 Numerical result for error bound

In this part, we consider two stationary performances, the expected probability that the system is empty and the expected number of jobs in the first queue. The first performance is discussed in [7] and bounds on the bias terms are given explicitly there. The second performance is considered in [6]. For the bias terms, they are established but no explicit bounds are given. Later we shall explain that bounds on the bias terms can be obtained through a linear program.

#### The probability of an empty system

Consider the expected probability that the system is empty. In this case, the reward function is \(F(n_1, n_2) = 1\{ (n_1, n_2) = (0, 0) \}\). In [7], it is shown that
\[
|D_{i,j}^t(n_1, n_2)| \leq \max \left\{ \frac{1}{\mu^*}, \frac{\mu - \mu^*}{\mu \mu^*} \right\},
\]
for all \((i, j)\) and \((n_1, n_2)\). Moreover, it is given that
\[
|\bar{F} - F| \leq 2\rho(1 - \rho) \frac{(\mu/2 - \mu^*)(\mu - \mu^*)}{\mu \mu^*}.
\]

First, fix that \(\mu^* = 0.3\mu\) and consider various loads, i.e., various values for \(\lambda/\mu\). The error bound results for both homogeneous and inhomogeneous
perturbation are shown in Figure 6, where the homogeneous one is obtained by
the formula above and the inhomogeneous one is given by Theorem 4.2.

Figure 6: Error bound $|\bar{F} - F|$ for various $\lambda/\mu$: $F(n_1, n_2) = 1 \{ (n_1, n_2) = (0, 0) \}$.  

As is seen from Figure 6, the error bound given by inhomogeneous perturbation is better than that returned by homogeneous perturbation. The explanation behind this is that for $\bar{R}$, the inhomogeneous transition rates on the axes approach gradually to those of $R$, while the homogeneous ones remain the same distance away from the rates of $R$ everywhere. By applying the inhomogeneous perturbation, the difference between the rates of $R$ and $\bar{R}$ becomes smaller, hence the error bound is smaller.

Next, fix that $\lambda = 0.2$, $\mu = 0.6$, and let $\mu^* = \eta \cdot \mu$. In Figure 7, the error bounds with homogeneous and inhomogeneous perturbation for various $\eta$ are given. It can be seen that the inhomogeneous perturbation does not always give better error bound than homogeneous one. When $\eta = 0.5$, $R$ itself has a product-form stationary distribution hence the error bound is 0. If $\eta < 0.5$, from the previous description, it is known that

$$
\lim_{n_1 \to \infty} \bar{h}_{-1,0}(n_1, 0) = \bar{h}_{-1,0}, \quad \lim_{n_2 \to \infty} \bar{v}_{0,-1}(0, n_2) = \bar{v}_{0,-1}.
$$

Because of the argument before, the inhomogeneous perturbation outperforms the homogeneous one. Moreover, if $\eta$ is small, there is a relatively big difference between transition rates of $R$ and $\bar{R}$ for homogeneous perturbation while the rates of $\bar{R}$ are approaching those of $R$ gradually for inhomogeneous perturbation. Therefore, the difference between homogeneous and inhomogeneous perturbation gets bigger when $\eta$ becomes smaller. However, if $\eta > 0.5$, the limiting rates are further away from the original ones for inhomogeneous perturbation than the homogeneous one. Hence, the error bound for inhomogeneous perturbation is worse than that for the homogeneous one. In the next part, the same model is considered with a different performance measure.
The expected number of jobs in the first queue

Consider the expected number of jobs in the first queue. In this case the reward function is \( F(n_1, n_2) = n_1 \). In [6], it is shown that the bias terms \( D_{i,j}(n_1, n_2) \) can be either non-negative or non-positive depending on \((n_1, n_2)\) and \((i, j)\). But there is no explicit expression available for the bounds on the bias terms. Following from the approach in [7], we formulate a linear program in which the error bound result given by Theorem 4.2 is the objective function and the coefficients of \( B_1(n_1, 0) \), \( B_2(0, n_2) \) and \( B_3 \) are the variables. By minimizing the error bound, bounding functions can be found for the bias terms.

Again, first fix \( \mu^* = 0.3 \mu \) and consider various loads. For each case, bounding functions are found by solving the linear program. These functions are then used to get the error bound result. The error bounds obtained by homogeneous and inhomogeneous perturbation are shown in Figure 8. It can be observed that the inhomogeneous perturbation performs better than the homogeneous one, since the inhomogeneous rates are approaching those of \( R \) in the limit. When \( \lambda/\mu > 0.4 \), similar to the observation in [7], the linear programming problem does not have a solution satisfying all the constraints. Hence, the corresponding part is not included in the figure.

Next, let \( \lambda = 0.2, \mu = 0.6 \), and take \( \mu^* = \eta \cdot \mu \). The error bound results for homogeneous and inhomogeneous perturbation are also given below. It is seen that, due to the same reason, the inhomogeneous perturbation is better than the homogeneous one when \( \eta < 0.5 \). If \( \eta > 0.5 \), the error bound for homogeneous perturbation is smaller.

6 Discussion

In this paper, an inhomogeneous perturbation framework is considered for the expected stationary reward of a continuous-time random walk. For a given probability distribution that is a sum of geometric terms, an approach to construct
the inhomogeneous transition rates on the boundaries of the state space is proposed for the perturbed random walk. Indeed, with the construction, the given distribution is the stationary probability distribution of the perturbed random walk. Moreover, an explicit expression for the error bound is given based on the proposed inhomogeneous perturbation. Numerical results demonstrate that inhomogeneous perturbation can provide smaller error bounds than homogeneous perturbation. As is seen from the numerical results, the quality of the error bound depends on the choice of the parameters used in \( \tilde{\pi} \). In fact, in some cases the best choice seems to be to use a single geometric term, i.e. product-form...
distribution, and perform a homogeneous perturbation. Part of future work is to optimize over the choice of $(\rho_k, \sigma_k)$ as well as $c_k$ in the given probability distribution.
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