A REAL-TIME SPATIOTEMPORAL AI MODEL ANALYZES SKILL IN OPEN SURGICAL VIDEOS
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Abstract

Open procedures represent the dominant form of surgery worldwide. Artificial intelligence (AI) has the potential to optimize surgical practice and improve patient outcomes, but efforts have focused primarily on minimally invasive techniques. Our work overcomes existing data limitations for training AI models by curating, from YouTube, the largest dataset of open surgical videos to date: 1997 videos from 23 surgical procedures uploaded from 50 countries. Using this dataset, we developed a multi-task AI model capable of real-time understanding of surgical behaviors, hands, and tools—the building blocks of procedural flow and surgeon skill. We show that our model generalizes across diverse surgery types and environments. Illustrating this generalizability, we directly applied our YouTube-trained model to analyze open surgeries prospectively collected at an academic medical center and identified kinematic descriptors of surgical skill related to efficiency of hand motion. Our Annotated Videos of Open Surgery (AVOS) dataset and trained model will be made available for further development of surgical AI.
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1 Introduction

Surgery offers the potential to treat and cure many diseases, but complications from surgical procedures remain the third highest cause of death globally \textsuperscript{1}. Recent studies have shown that surgeons rated as higher-skilled via peer grading have lower rates of complications and death \textsuperscript{2,3}. Systems to evaluate surgical skill and provide feedback to improve technique could have a dramatic effect on the variation that exists in the field. Unfortunately, current approaches for evaluating surgical procedures and technique are primarily qualitative and do not have the ability to scale or even identify the elements of surgeon judgment that drive patient outcomes \textsuperscript{4}.

Artificial intelligence (AI) in the form of computer vision algorithms could provide scalable, automated analysis of surgical behaviors from video streams. AI could serve as an additional coach for surgical trainees and as an expert colleague for experienced surgeons \textsuperscript{5}. However, the development of computer vision for open surgery—the dominant form of surgery defined as traditional, non-camera-based surgical techniques \textsuperscript{6}—has been limited by two factors: the complexity of the AI task, and a lack of diverse and sizable training datasets \textsuperscript{7}. Our work shows that a multi-task, spatiotemporal AI model, trained on multi-institutional data from numerous surgeons, has the potential to provide consistent analysis and feedback without the bias of any particular surgeon’s experience.
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AI capabilities in the medical domain have seen major advances in computer vision tasks ranging from 2D image classification [8, 9] to 3D image segmentation [10]. Recent works have also demonstrated success in analyzing echocardiogram videos to predict cardiac ejection fraction [11]. Compared to these data domains, open surgical videos present a greater challenge for computer vision due to the varied number of surgeons, intricate movements of hands and tools, and different operative environments and lighting conditions. Clinically, open surgery is often required for difficult or dangerous surgical procedures, and, because they are not constrained to conditions supporting minimally-invasive technology, often contain countless distinct visual scenarios. For effective analysis of open surgery, new AI methods must be developed which can describe both what is occurring and when, in varied visual scenes. Ideally, such AI models should operate in real time to have greatest utility in the operating room.

To train such a robust model, a diverse AI-ready dataset is key. Dataset curation is simpler for minimally-invasive—or camera-based—surgical procedures; the use of an in-body fiber-optic camera facilitates rapid data collection. In contrast, it is not yet standard practice to record open surgery procedures. Datasets annotated for training AI models are small and are often filmed in bench-top simulations with specialized gloves which limits translation to clinical environments [12]. In comparison, a widely-used non-surgical video dataset for AI model development contains up to 1000 examples per category of everyday human behaviors [13]. A sizable and diverse training dataset is needed to create AI tools which can adapt to the diverse surgical scenes present in open procedures.

2 The Annotated Videos of Open Surgery (AVOS) Dataset

![Figure 1. Diversity of the AVOS dataset.](image)

Distributions of (a) video counts (b) video duration (only showing data for videos less than 35 min) and (c) number of videos per country (when available). (d) Representative dataset annotations; colored boxes represent hands and tools, points represent hand keypoints, and actions are annotated at the top left of each frame.

In recent years, YouTube has emerged as an accessible platform for surgeons and trainees to study surgical videos [14, 15, 16]. Our work harnesses YouTube as a massive and diverse video source to train robust AI models that understand surgical scenes. We programmatically queried 23 common open surgery procedures on YouTube, and from 9197 returned results, 1997 open surgical videos were manually identified to form the Annotated Videos of Open Surgery.
(AVOS) dataset. Importantly, our dataset includes examples from common and rare procedures (Fig. 1a). Videos describing excision or biopsy were on average 4 minutes long, while videos describing more complex procedures, such as those involving colectomy or anastomoses, were on average 8 minutes (Fig. 1b) [17]. These videos were uploaded from over 50 countries over the last 15 years, and therefore represent a diverse and international video database (Fig. 1c).

343 videos were annotated with detailed spatial and temporal labels for training computer vision AI models. For each video, ten frames were annotated with rectangular bounding boxes for surgical tools including electrocautery, needle drivers, and forceps. Hands were localized with bounding boxes and 21 joint keypoints (Extended Data Fig. 1). Each video was labeled at a per-second resolution with one of three actions—cutting, tying, or suturing—or a background class including non-surgical content. Representative frame annotations are shown in Fig. 1d and Extended Data Fig. 2. Detailed annotation statistics are in Extended Data Table 1. AVOS represents the largest organized repository of open surgical videos to date, with 25 times more videos than previous datasets [12], 47 hours of temporally-segmented surgical content, over 12,000 annotated tools and hands, and over 11,000 identified hand keypoints.

3 Detailed Scene Understanding

![Figure 2. Detailed scene understanding using a multi-task neural network.](image)

(a) Sequential video frames pass through a three-headed multi-task neural network for detection of ongoing actions, tools, hands, and hand pose keypoints. Hand detections are fed to the SORT tracking algorithm for movement analysis. (b) Example analysis on an unseen thyroidectomy. Rectangular boxes in each frame represent hand and tool detections, points represent hand pose keypoints, and the long bars below display the progression of surgical actions, hands, and tool detections throughout the procedure.
To develop AI capable of comprehensive surgical scene analysis, detailed recognition of both spatial and temporal components is key. We present a multi-task computer vision neural network capable of rapid spatiotemporal inference (Fig. 2a). Through a shared encoding backbone (ResNet-50), we generate a deep scene representation useful across diverse vision tasks. The model then splits into an action recognition branch based on the R(2+1)D architecture with factorized spatial and temporal convolutions [18], and two task-specific hand and tool detection branches based on the RetinaNet architecture using a shared Feature Pyramid Network (FPN) for multi-scale object detection [19]. Action recognition was trained with a cross entropy loss, while focal losses focusing on hard misclassified examples were used for both object detection heads. Hand detections flow into a Deep High-to-Low Resolution Network which utilizes high-resolution image representations to predict 21 hand pose keypoints [20]. To perform simultaneous optimization of spatial and temporal model branches, we developed a strategy of alternating task training. Alternating batches of short 5s video clips, and randomly sampled images, were used to train the action recognition branch, and hand and tool recognition branches, respectively. Gradients only flowed through the targeted heads and shared encoder at each iteration of training. Through this alternating training scheme, our model converged to a set of parameters which allows for simultaneous processing of video streams for both spatial and temporal tasks. Model detections can be tracked across time using Simple, Online, Real-time Tracking (SORT) [21]. Through three parallel analytical pathways in a unified, multi-task neural network architecture, this model understands actions, hands, and tools in diverse surgical videos.

Across the entire AVOS test set of diverse videos with varied qualities and filming angles, the model achieves 0.71 mean precision and 0.73 mean recall for action recognition at one-second temporal resolution. For hand and tool bounding box detection, the model achieves mean average precisions (mAPs) of 0.89 and 0.46, respectively, at an IoU threshold of 0.5. On good quality videos, model performance improves, achieving 0.74 mean precision and 0.79 mean recall for action recognition, and mAPs for hand and tool detection of 0.92 and 0.49. Keypoints achieve an average probability of correct keypoint (PCK) value of 0.38 across all diverse test videos and 0.41 on good quality videos. PCK values are higher for keypoints on the thumb and index fingers, which are key to instrument handling: 0.39 and 0.61 across all test videos, and 0.45 and 0.63 on good quality videos. Additional measures of model performance can be found in Extended Data Tables 2-4. Overall, we observe that the model performs best on high-quality videos at hand-level zoom, suggesting that the most effective clinical application of this tool would occur in such controlled filming environments. Further interpretability of the multi-task model is presented in Extended Data Fig. 3, which shows that pixels close to the objects of interest were key for the detection of hands and instruments.

As a demonstration of what is possible when a multi-task model performs simultaneous identification of surgical behaviors, hands, and tools, we present an analysis of an open thyroidectomy—a surgery to remove part of an enlarged thyroid gland (Fig. 2b). Detections superimposed on representative frames are shown above, and the identification of actions, hands and tools across time are represented as bar plots below. The early parts of the procedure are characterized by longer periods of cutting, while the middle and end involve alternating episodes of cutting, suturing and tying. Electrocautery device detections (dark red) are strongly correlated with the cutting action, suggesting cutting occurs with an electrocautery rather than another tool—thyroid surgeons often use a cautery to prevent bleeding from tiny blood vessels in the region. The parameterization of a surgery into action and tool sequences serves as a general language that can be used to describe almost all surgical procedures, allowing for nuanced comparison between surgeries and surgeons using the same descriptive building blocks.

4 Surgical Signatures

Our multi-task neural network can automatically identify surgical building blocks to build a record of maneuvers and decisions throughout a surgery. Important past work in the development of surgical AI has successfully identified surgical instruments or high-level phases of specific minimally-invasive surgeries, when trained on many examples of the procedure [22, 23, 24, 25]. The combination of elemental actions produced by our multi-task network can be used to describe surgical phases in a general language. Our model was trained on diverse surgical videos and techniques from around the world, which allows for analysis across multiple procedure types and surgeon idiosyncrasies. Through interpretation of numerous example cases for a given operation, the model can create a “surgical signature” for each procedure that is robust to the differences between individual surgeons. Clinically, this dense, quantitative description can be used to evaluate surgical skill and technique against a standard reference, and to identify surgeon and procedural anomalies associated with patient outcomes. This objective timeline does not depend on—and is only enriched by—the retrospective dictated note provided by the surgeon. When combined with rapid analysis pipelines (vide infra), this form of AI can ultimately operate as part of a real-time surgical feedback system.

To illustrate the generality of our model, we sorted AVOS by procedure type, and identified open appendectomy, pilonidal cystectomy, and thyroidectomy cases. These videos were extracted by filtering via Unified Medical Language System (UMLS) language tags curated for each video [26]. Each video was previously unseen by the model, demonstrating its
Figure 3. Characterizing the structure of diverse open surgical procedures. (a) Action sequences output from the multi-task neural network, describing individual procedures (left column, each row is a distinct YouTube video), and computed aggregate surgical signature (right column). Background segments were removed for analyses. (b) Tool sequences describing individual procedures (left three columns) and aggregate surgical signature (right column). (c) Identifying key features of each class of surgical procedure through parameterization and dimensionality reduction. The most important features for projection are denoted on each axis.

ability to generalize to unseen open surgeries at scale. Using our spatiotemporal multi-task model, we characterized the structure of each surgery, parameterized into a sequence of action and tool appearances.

Despite a variety of recording angles and video lightings (Extended Data Fig. 4), we can identify latent similarities for each procedure. Fig. 3a, left, shows analysis of action sequences for each individual video and Fig. 3a, right, shows the corresponding aggregated “surgical signature” created by averaging across procedures. Each action component of the surgical signature represents the probability of that action throughout the procedure. Even though the multi-task model was given no global supervision regarding action sequences, our model finds all surgical signatures begin with an opening incision, evidenced by the near 100% cutting probability at the beginning of all surgeries. Fig. 3b shows analogous analysis of tool sequences and aggregate signatures. Deviation from a surgical signature, or prototype, may represent impediments to “flow of operation”, which is a known qualitative descriptor of individual surgical skill [4], or may indicate an anomalous case. For example, extensive cutting or use of electrocautery during the latter portion of a pilonidal cystectomy may indicate a particularly difficult case with the potential for postoperative complications.

We parameterized each procedure into 30 features extracted from the multi-task model, including the distribution of actions and tools throughout the procedure (Extended Data Fig. 5). Using those features, we projected each surgery onto two dimensions using linear discriminant analysis. We observe clear separation between the classes of surgeries, indicating that the neural network can create features that are unique fingerprints of these three surgery types (Fig. 3c). For example, we observe tying in the second quartile of a procedure to be a key step of open appendectomy, consistent with completion of the division of the appendix. Other less obvious discriminative attributes emerge—such as variation of forceps use in the later segments—that exemplify how automated annotation can surface latent surgical attributes not obvious from superficial inspection. Overall, the multi-task model shows an ability to generalize across videos and surgical procedures to provide granular intraoperative details and a reference prototype for each surgery.

Our ultimate goal is to enable real-time feedback and tools for augmented decision-making. Thus, we optimized our model architecture to allow for real-time feedback and analysis requiring only a consumer-grade workstation. Unification of multiple vision tasks into a single multi-task architecture leads to a parameter efficient model which can run on a personal workstation with a single RTX 3090 GPU to generate spatial analytics every 0.08s and temporal action characterization every 0.33s. This rapid inference enables future integration into real-time surgical workflows with only minimal infrastructure requirements.

5 Quantifying Surgical Skill

In addition to high-level procedure understanding, our multi-task computer vision model can evaluate surgeon maneuvers to study individual performance. AI can rapidly and quantitatively validate candidate metrics for skill by analyzing countless videos at sub-second resolution without the need for time-consuming and subjective manual annotations. Identifying attributes of individual skill allows surgeons to recognize opportunities for improving technique and patient outcomes [27,28].
As a concrete example, we investigated the motion of surgeon hands in instrument-assisted surgical knot tying (Fig. 4). We used our AI model to analyze videos recorded prospectively at Beth Israel Deaconess Medical Center via an IRB-approved protocol. Twenty-three open surgical procedures across varied general surgery specialties were collected, that included operative actions of 14 operators (medical students, postgraduate residents, surgical fellows, and attending surgeons). From these surgical videos, we compiled an evaluative dataset of 104 video clips of instrument-assisted surgical tying. We directly applied our trained multi-task neural network, without further training, to these real-world cases, thus demonstrating its ability to generalize to unseen environments and potentially shifted data distributions. Representative model outputs tracking hand motion are shown in Figs. 4a,b, where the trajectory of the red-blue line follows the path taken by the operator while performing suture tying. The color of each line segment represents instantaneous hand speed, with red colors indicating higher and blue indicating lower speeds. Overall, we observed that experienced surgeons’ hands (Fig. 4a) demonstare more localized movement compared to trainees’ hands to accomplish the same task (Fig. 4b). Fig. 4c shows 104 acts of surgical knot tying across 14 operators, with each axis corresponding to the integrated distance traveled for each hand. Data representing experienced surgeons is clustered at shorter distances traveled, while data representing trainee surgeons is clustered at longer distances traveled, with larger spread, suggesting that within a surgical training program there is a range of skills for individual tasks. The data suggests that the distance each hand travels while knot tying is an indicator of surgical training, with shorter distances correlating with more experience. We observe that the prototypical experienced surgeon (bright red star) travels approximately two hand-lengths to complete a single tie, while the prototypical trainee (bright blue circle) travels approximately four hand-lengths.

A more nuanced understanding of surgical technique is found by studying the changing relationship between the nine keypoints comprising thumb and index fingers, throughout time—a massively time-consuming measurement if done by manual annotation. Extended Data Fig. 6 shows how hand pose change between frames is easily quantified algorithmically. Representative sequences of model outputs for hand pose are shown in Figs. 4d,e. Qualitatively, we observe consistent positioning of the index finger and thumb in experienced surgeons, while trainees move between various hand poses. Line plots below Figs. 4d,e quantitatively show the change of hand pose as a function of time, normalized by hand size. While the experienced surgeons showed constant and low pose velocities, trainees showed numerous intermittent pose changes, which over time, leads to a significant amount of pose movement. The analysis...
easily scales to the dataset of 104 tying acts, and Fig. 4f plots integrated pose movement against level of surgical training for each hand. As with translational movement, we observe less pose movement in experienced surgeons compared to trainee surgeons. Given the dataset size, a robustness of our conclusions to outliers is shown in Extended Data. Fig 7.

The aggregate effects of hand translation and pose movement can be interpreted as elements of surgical skill such as decisiveness and economy of motion; more direct and decisive motions suggest adequate technical skill and intraoperative judgement. Current derivation of these metrics depends on qualitative human reviewers using surgical skill assessment tools such as Objective Structured Assessment of Technical Skills (OSATS), an assessment instrument which includes economy of motion and efficiency as indicators of technical skill [4]. Objective derivation of surgical skill assessment elements represents a step towards quantitative and automated evaluation of surgical skill that can facilitate skill improvement.

6 Conclusion

Surgeons train for years to achieve clinical intuition and technical mastery. Our AI model, which has been trained on a diverse international dataset of publicly-available videos, is a significant step towards parsing the elements of surgical procedures that lead to such mastery. We illustrated the use of our multi-task model outputs to generate example surgical signatures that define the prototypical flow of various surgery types, as well as to identify attributes of surgical skill through hand pose analysis on a prospective real-world dataset. These quantified attributes mirror those of current state-of-the-art surgical assessment tools requiring human qualitative evaluation. By understanding how the building blocks of actions, tools, and hand movements are characteristic of surgical procedures and levels of training, AI systems have the potential to provide post-hoc evaluation and real-time assistance. Such tools could synthesize the best techniques across numerous surgeons and countless surgical videos. Our work takes an important first step towards the development of artificial intelligence which can assist surgeons across diverse surgical procedures and operating scenes.
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7 Methods

7.1 AVOS dataset

All YouTube videos in AVOS were collected via web-scraping using BeautifulSoup. Selenium with Chromedriver, and youtube-dl [29]. Videos were collected from 23 surgical procedure types, which were curated from a list of insured surgical procedures identified by the Southern Cross Health Society [30]. These procedure types were selected by surgeons to span a range of common procedures in breast, gastrointestinal, and head-and-neck surgeries. Briefly, search results generated from the 23 surgical procedure queries were retrieved from YouTube via BeautifulSoup and Selenium. Each search term produced 400-600 results, which when consolidated, resulted in 9197 candidate surgical videos. Of these candidate surgical videos, many contained content outside the scope of our study, including laparoscopic surgeries, slide decks, personal narratives, and other non-open-surgical content. Each of these 9197 YouTube videos was therefore manually inspected for open surgical content, and 1997 videos were identified, comprising the Annotated Videos of Open Surgery (AVOS) dataset. Each of the 1997 surgical videos was also collected with available metadata annotations including views at time of collection, video duration, ‘like’ percentage, original search terms used to identify the video, and UMLS tags [26]. We note that a specific YouTube ID may be associated with numerous search terms, and therefore, in the metadata, each video is associated with all search terms under which it appeared, as well as the numerical identifiers indicating where in the list of search results it appeared. When available (approx. 48% of videos), the country of origin of the uploader’s account was included. In plotting the distribution of video lengths via box-plot (Fig. 1b), the center line represents the data median, box limits represent upper and lower quartiles, whiskers extend to represent 1.5x the interquartile range, and points represent outliers. We note that the AVOS dataset is inherently biased, as it presumably often contains superlative content intended for didactic or marketing purposes. The dataset will be made available upon reasonable request from the authors, and the training code, inference code, and trained models are available at (https://github.com/yeung-lab/spatiotemporal-open-surgery).

From this larger dataset, 343 open surgery videos were temporally annotated throughout at a per-second resolution with three actions (cutting, suturing, and tying) and a background class. 3430 frames were extracted, ten uniformly sampled per video, and densely labeled with spatial annotations including hand and tool (electocautery, needle driver, forceps) bounding boxes. A subset of these was annotated with 21 hand keypoints. Dense annotations were obtained using a custom annotator. Trained research assistants performed the labeling under the supervision of a board-certified surgeon, with each annotation verified by a second research assistant. 288 videos were used for training/validation and 55 videos were used for testing of the model. Additional statistics of the spatial and temporal annotations can be found in Extended Data Table 1.

7.2 Training a multi-task model for detailed scene understanding

Although many deep learning models exist for object detection, keypoint recognition, and action identification, few exist that can perform these objectives simultaneously. It is challenging to develop a training strategy to simultaneously use video data for action recognition and image data for object and keypoint identification. We adopted an alternating task training strategy, alternating forward passes of a short video clip (5 seconds, 64 frames) for training the action recognition head, with forward passes of two image frames for training the object detection heads. Image data was randomly sampled (i.e. not necessarily from the same video) while video data consisted of sequential frames from a 5 second video clip. When training batches consisted of video data, a standard cross entropy loss was backpropagated from the action head, and when training batches consisted of image data, a focal loss (hyperparameter gamma = 2) was backpropagated from each of the detection heads [19]. These two losses were summed together, with a weighting coefficient on the action loss of 0.0033, to create the overall model training loss.

This weighting coefficient was chosen such that the training process is not dominated by maximizing accuracy for the action head. Data augmentation strategies were employed, including image flipping, scaling, rotation, sheering, blur, sharpening, and cropping. The shared ResNet [31] encoder and object detection heads were pretrained using ImageNet [32], while the action head was randomly initialized. Models were trained for approximately 120 epochs, using the Adam [33] optimizer with an initial learning rate of 1E-5 and a scheduler to reduce the rate by a factor of 2 every time
the loss plateaus for 4 epochs. The model which performed best on the validation set was selected. Model training was performed using Google Cloud Platform. One NVIDIA Tesla A100 was used to train each model, and inference was performed either on a Tesla A100 or an NVIDIA GeForce RTX 3090 GPU. Training and inference were done using PyTorch. For action segmentation accuracy, precision and recall metrics were used for fair measurement of performance on the unbalanced distribution of surgical actions (Extended Data Table 2). For hand and tool detection, performance was measured via mean average precision at IoU = 0.5, which is common for object detection.

Due to its modular nature, the hand pose keypoint branch was trained separately using one NVIDIA Tesla V100 GPU on Amazon Web Services. To increase our training dataset of hand keypoints, additional pseudolabel keypoints were bootstrapped from AVOS. To do this, a Deep High Resolution Net-32 (DHRN-32) model was trained on the existing AVOS keypoints, and a Faster-RCNN model was trained on AVOS hand bounding boxes. Using these initial models, we performed inference on the five frames before and after each human-labeled frame in our dataset, thereby creating a 10x increase in the number of annotations via pseudolabels on which to train our final keypoints model. The final keypoints model utilizes the DHRN-48 architecture, which we first pretrained on hand keypoint data from the CMU Panoptic Hands dataset, and then trained on ground truth AVOS keypoints as well as bootstrapped AVOS pseudolabels. The Probability of Correct Keypoint (PCK) was calculated by comparing the proximity of each predicted keypoint to the ground truth keypoint, versus the characteristic length of the detected hand bounding box; the probability of correct keypoint is therefore the fraction of predicted keypoints “close enough” to the ground truth keypoint, normalized by the size of the detected hand.

Inference is performed slightly differently than training; batches of four frames at a time are sequentially extracted from each video and passed into the neural network. After the first 16 batches during inference have been analyzed, the action head begins operating on the 64 stored activations from those batches, and continues operating on batches of 64 frames while stepping forward in the video, 4 frames at a time.

Techniques such as Grad-CAM are often used to generate saliency maps to interpret model predictions, but these are typically designed for the task of image classification and not for the more complex tasks of object detection and temporal segmentation. Nevertheless, we performed occluded detection experiments (Extended Data Fig. 3) by occluding different regions of the image and subsequently performing hand and tool detection on the partially occluded image. Colorful pixels represent regions when, when occluded by a black box, significantly depress detection confidence. We show that the regions important to confident object detection correspond to regions near key objects, suggesting that the model is detecting hands and tools based on reasonable object features.

7.3 Surgical signatures

By using the general descriptive building blocks of action, tool, and hand detections, we aimed to build a model capable of detailed scene understanding that can generalize across procedure types and visual scenes. Starting with AVOS, we curated an analysis dataset composed of appendectomies, pilonidal cystectomies, and thyroidectomies on which the model had not previously been exposed. Videos were filtered from AVOS to ensure that mostly complete procedures were selected for analysis. Videos for each surgery type were filtered based on a specific substrings appearing (1) in the UMLS keywords, and (2) in the original youtube search query keywords. To filter out overly edited procedures, videos were limited to those spanning 2-30 minutes. In certain cases, manual review was needed to ensure a level of homogeneity of procedures, (i.e. not just opening incisions, or advertisements for surgical tools).

| Surgical specialty       | UMLS keyword | Search term keyword | Surgery time range | Additional procedure               |
|--------------------------|--------------|---------------------|--------------------|-----------------------------------|
| Appendectomy             | "append"     | "append"            | [2min,30min]       | In title: "append"                |
| Pilonidal Cystectomy     | "flap"       | "pilonidal"         | [2min,30min]       | In title: ("karydakis") OR ("pilon" OR "perin") AND "flap") |
| Thyroidectomy            | "thyroid"    | "thyroid"           | [2min,30min]       | In title: Manual confirmation of opening and closing scenes |

In Fig. 3a,b, inference was performed on the collected specialty videos and the observed sequence of actions and tool presence were plotted. Background action segments were excised to increase homogeneity between procedures, and inference was performed at a five-second temporal resolution. To create surgical prototypes, procedure actions and tool counts were averaged for each quartile of the procedure, and a moving average filter was applied. For linear projection of surgeries into 2D space each surgery was parameterized into 30 interpretable features (according to Extended Data Fig. 4), and linear discriminant analysis (LDA) was performed via scikit-learn. Prior to LDA, each of the 30 features...
was normalized to zero mean and unit standard deviation. Therefore, the features with highest weights correspond to the most important features used for distinguishing different surgical characteristics.

7.4 Collection of surgical videos in the operating room and simulated operating room

Videos were collected using GoPro Hero 8 and 9 compact action cameras mounted to anesthesia poles and/or on the surgeon’s head. All videos were recorded at 1080p resolution and 30fps with standard GoPro settings. Positions of cameras were standardized to improve field of view and consistency in angle across procedures. Audio was not recorded. Basic post-processing of the collected video included cropping to the surgical site and reducing overexposure. In the small fraction of video segments with potentially identifiable features, these features were manually blurred. All videos were collected at Beth Israel Deaconess Medical Center (BIDMC), and this study was approved by the Institutional Review Board of BIDMC. For the qualitative analyses in Fig. 4a,b,d,e, due to privacy considerations, simulation videos were utilized. Consent was obtained from all participants in the study.

7.5 Quantifying surgical skill

The studied surgical operators were first divided into two categories: trainee surgeons (medical students, postgraduate residents) and experienced surgeons (surgical fellows, attending surgeons). To understand factors that contribute to surgical skill, we analyzed the hands of individual surgeons to calculate kinematic parameters (e.g. distance traveled, velocity, acceleration). These metrics were calculated using the hand bounding box centroid as reference. The hand keypoint model allowed for detailed description of individual joint articulation within the hand, and we used these keypoints to measure the steadiness and variation of pose of an operating surgeon. In these analyses, we used nine hand keypoints, four for each of the thumb and index fingers, and one for the palm, to describe surgical skill.

Our workflow for analysis of surgical skill begins with video inference using the multi-task model. Tracking of each hand in the video is then performed with Simple Online and Realtime Tracking algorithm [21]. At this point, short snippets (generally 10-20s long) of surgeons performing instrument-assisted surgical ties were identified by trained medical professionals. These segments were defined to begin at the first frame at which the suture crosses the needle driver, and to end at the frame where the suture is tied for the last time, after a series of knots (i.e. before the suture is cut). As different surgeons throw different numbers of knots, we also counted the number of knots tied (which generally ranges from 3-7), and divided by this to normalize certain metrics. To control for differences in camera positioning and zoom, velocity and distance traveled were normalized by the average hand bounding box size throughout the video clip. For calculation of hand velocity, acceleration, and jerk, the centroid of each bounding box is used to describe the location of the hand. Velocities may be first interpreted in units of (pixels/frame). To account for different levels of zoom, this unit is then normalized by the average size ((height+width)/2) of the operator hand integrated throughout the clip, and then normalized by the frame rate (frames/s) to produce a final velocity unit of \( s^{-1} \). A similar process is used to calculate the amount of pose variation through keypoints, where distances are originally calculated in pixels, but normalized by dividing by the size of the operator’s hand. The exact calculation of hand pose change is detailed in Extended Data Fig. 5.

8 Data availability

Data will be made available by request upon publication.

9 Code availability

The code for training and running inference with the multi-task model will be made available upon publication.
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Extended Data Figure 1. Counting 21 hand keypoints. Example annotation identifying the 21 hand keypoints.
Extended Data Figure 2. Diversity of AVOS dataset. Selected images with corresponding bounding box annotations from the training dataset. A subset of the images additionally has hand keypoint annotations.
Extended Data Figure 3. Interpretability of object detection heads. For three different images, spatial analysis of important areas for detection of hands and tools. Colored areas indicate that proximal regions were key for confident detections of the corresponding hand or instrument.
Extended Data Figure 4. Examples of model inference for action, hand, and tool detections on open surgery procedures. Representative model outputs for (a) appendectomy, (b) pilonidal cystectomy, and (c) thyroidectomy procedures. For each of the six example procedures, left picture is from opening incision, while right picture is from closure.
Extended Data Figure 5. Parameterization of a single surgical video into 30 interpretable features for linear discriminant analysis. 24 features (top right) related to the normalized amount of action and tool use through the procedure, separated into quartiles of time, and 6 features (bottom right) related to the probability of transitioning between surgical actions.
Extended Data Figure 6. Calculating differences between hand poses. Each hand pose (a, b) is parameterized into eight vectors representing distances between sequential keypoints. (c) Next, we compare the relative descriptive vectors between pose at frame t (solid arrows) and frame t+1 (dotted arrows). (d) To calculate total hand pose change between frames, the summed L1 distance between corresponding vectors is used. Analyses using this calculation are shown in main text Figs 4d-f.
Extended Data Figure 7. Leave-one-out cross-validation of skill centroids. Each plot represents analyses shown in Figs. 4c,f, minus an operator in the dataset. (a) Distribution of hand distances traveled versus skill level, minus one operator per plot. (b) Distribution of hand pose change versus skill level, minus one operator per plot. We observe no significant shift in the centroid of each class with the removal of individual operators.
Extended Data Table 1. Detailed scene annotation statistics of AVOS. (Top) Number of object instances. (Middle) Seconds of annotated surgical actions and background class. (Bottom) Number of hand keypoints.
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Extended Data Table 2. Detailed breakdown of precision and recall on test data. Precision/recall of actions on videos of different quality and different zoom levels. Highlighted numbers described in main text.

| Action | Good Quality | Okay Quality | Bad Quality | Closeup Zoom | Hand Level Zoom | All     |
|--------|--------------|--------------|-------------|--------------|----------------|---------|
|        | P  | R  | P  | R  | P  | R  | P  | R  | P  | R  | P  | R  | P  | R  | P  | R  |
| Cutting| 0.86| 0.79| 0.69| 0.78| 0.87| 0.86| 0.85| 0.78| 0.73| 0.84| 0.79| 0.81|
| Suturing| 0.55| 0.79| 0.72| 0.76| 0.53| 0.62| 0.68| 0.83| 0.59| 0.65| 0.64| 0.75|
| Tying  | 0.72| 0.74| 0.55| 0.64| 0.52| 0.44| 0.61| 0.66| 0.58| 0.61| 0.60| 0.63|
| Bkgrd  | 0.83| 0.83| 0.82| 0.69| 0.70| 0.69| 0.76| 0.77| 0.84| 0.72| 0.80| 0.74|
| Mean   | 0.74| 0.79| 0.70| 0.72| 0.66| 0.65| 0.73| 0.76| 0.69| 0.71| 0.71| 0.73|

Extended Data Table 3. Detailed breakdown of mAP on test data. mAP of tools and hands on images of different quality and zooms levels using an IOU threshold of 0.5. Highlighted numbers described in the main text.

|         | Good Quality | Okay Quality | Bad Quality | Closeup Zoom | Hand Level Zoom | All     |
|---------|--------------|--------------|-------------|--------------|----------------|---------|
|         | (n=23)       | (n=33)       | (n=24)      | (n=33)       | (n=46)         | (n=80)  |
| Electrocautery mAP | 0.67          | 0.54          | 0.59        | 0.67         | 0.53           | 0.59    |
| Forceps mAP     | 0.30 (n=43)  | 0.30 (n=58)  | 0.28 (n=26) | 0.17 (n=52)  | 0.36 (n=75)    | 0.28 (n=127)     |
| Needle Driver mAP| 0.51 (n=51)  | 0.61 (n=103) | 0.35 (n=52) | 0.58 (n=88)  | 0.48 (n=117)   | 0.52 (n=206)     |
| Average Tool mAP| 0.49 (n=117) | 0.48 (n=194) | 0.41 (n=102)| 0.47 (n=173) | 0.46 (n=238)   | 0.46 (n=413)     |

Hand mAP | 0.92 (n=396) | 0.89 (n=428) | 0.82 (n=203) | 0.83 (n=384) | 0.92 (n=608) | 0.89 (n=1027) |
## Extended Data Table 4. Detailed breakdown of probability of correct keypoint (PCK) on test data.

PCK of 21 hand keypoints on test images. Highlighted numbers discussed in the main text. Each row represents a different type of analysis; GT = keypoint detection performed using ground truth hand boxes, DT = keypoint detection performed using detected hand boxes output by the multi-task neural network, and parentheticals represent subsets of data with specific data qualities.

| Keypoint       | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | Avg |
|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| **GT Boxes**   |     |     |     |     |     |     |     |     |     |     |     |     |
| Accuracy       | 0.26| 0.32| 0.42| 0.45| 0.53| 0.58| 0.64| 0.66| 0.74| 0.45| 0.47|     |
| **DT Boxes**   |     |     |     |     |     |     |     |     |     |     |     |     |
| Accuracy       | 0.24| 0.30| 0.40| 0.41| 0.46| 0.55| 0.63| 0.62| 0.63| 0.42| 0.47|     |
| (good)         | 0.30| 0.36| 0.47| 0.47| 0.50| 0.58| 0.64| 0.64| 0.68| 0.45| 0.47|     |
| (okay)         | 0.22| 0.26| 0.37| 0.40| 0.49| 0.53| 0.73| 0.68| 0.67| 0.45| 0.53|     |
| (bad)          | 0.14| 0.26| 0.31| 0.31| 0.29| 0.51| 0.43| 0.46| 0.43| 0.31| 0.31|     |
| (closeup)      | 0.14| 0.18| 0.27| 0.35| 0.41| 0.47| 0.55| 0.58| 0.59| 0.39| 0.42|     |
| (hand_level)   | 0.32| 0.41| 0.52| 0.46| 0.49| 0.62| 0.70| 0.66| 0.66| 0.45| 0.51|     |

*Extended Data Table 4. Detailed breakdown of probability of correct keypoint (PCK) on test data.* PCK of 21 hand keypoints on test images. Highlighted numbers discussed in the main text. Each row represents a different type of analysis; GT = keypoint detection performed using ground truth hand boxes, DT = keypoint detection performed using detected hand boxes output by the multi-task neural network, and parentheticals represent subsets of data with specific data qualities.