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RANDOMIZED CONTROLLED TRIALS: HOW CAN WE KNOW “WHAT WORKS”?

ABSTRACT: “Evidence-based” methods, which most prominently include randomized controlled trials, have gained increasing purchase as the “gold standard” for assessing the effect of public policies. But the enthusiasm for evidence-based research overlooks questions about the reliability and applicability of experimental findings to diverse real-world settings. Perhaps surprisingly, a qualitative study of British educators suggests that they are aware of these limitations and therefore take evidence-based findings with a much larger grain of salt than do policy makers. Their experience suggests that the real world is more heterogeneous than the world imagined by evidence-based policy enthusiasts.
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Evidence-based policy (EBP) is an approach to public decision-making that is informed by the results of scientific research. Proponents see EBP as a straightforward and enlightened approach to achieving shared social goals. “What works,” a common slogan amongst proponents of EBP, connotes an interest in which policy approaches are most effective, i.e., which interventions or approaches are known to produce a given desired outcome. By contrast, skeptics see EBP as leading to inappropriate one-size-fits-all policies that avoid interrogating both the complex structures of the variegated social contexts in which policies are imposed, and the values underlying the policies (Biesta 2007; Holmes et al. 2006).

Contemporary EBP has come to be associated with the use of research with two distinctive characteristics. The first is an emphasis on systematic review and formal meta-analysis (Boaz et al. 2002; Young et al. 2002). Systematic reviews scan the research literature according to a pre-established protocol and attempt to summarize all the empirical evidence fitting pre-specified eligibility criteria that can be found about a given hypothesis. Meta-analyses use statistical methods to produce a summary result of the findings of studies that meet pre-specified criteria—often an estimated average effect-size of a set of interventions or policy approaches. The second is the use of randomized-controlled trials (RCTs) as the “gold standard” of evidence (Cartwright 2007; Coe 2004; Goldacre 2013; Sanders and Halpern 2014). RCTs are often considered uniquely capable of determining a causal relationship between an intervention and an outcome. Despite their increasing popularity in public policy, however, some researchers argue that RCTs have significant limitations (Cartwright and Hardie 2012; Deaton and Cartwright 2016; Every-Palmer and Howick 2014; Greenhalgh et al. 2014; Hammersley 2013; Morrison 2001; Slavin 2008; Slavin and Smith 2009).

Given the plausible theoretical limitations of evidence-based policy, how do field professionals engage with and implement it? Our hypotheses are that:

1. Field professionals will identify evidence-based policy as general in nature, rarely having direct applicability to their local context.
2. As a result, field professionals will draw on a much wider range of sources than formal experimental evidence in order to make sense of their practice and when considering alternative policies.

The structure of this paper is as follows. First we outline the emergence of EBP in the United Kingdom and summarize some of its limitations.
Then we explore whether and how field professionals experience these limitations by means of a case study of the use of EBP in the education system in England, a public service that has come under increasingly detailed government direction in recent decades.

Our hypotheses emerged through an ongoing theoretical analysis to identify limitations in EBP methodology that can affect how useful practitioners will find it, in tandem and interactively with analysis of our primary data. Our primary data are interviews with teaching professionals. Using these data, we discuss how the field practitioners in our study engage with research evidence disseminated with government support.

I. THE RISE OF EXPERIMENTAL METHODS IN EVIDENCE-BASED POLICY

EBP may not always have had its current name and initials, but it is a perennial feature of public administration. It ebbs and flows in popularity in public discourse, sometimes being at the forefront, other times disappearing from sight as other trends prevail. In the United Kingdom, the current cycle arguably started when the New Labour government (1997–2010) announced its commitment to EBP through a lecture given by David Blunkett (2000) to the Economic and Social Research Council (the United Kingdom’s primary public funder of research in the social sciences). Blunkett wanted academic research to inform better policymaking. His speech represented a promise that policy makers would listen to academic researchers, but it also suggested the obligation for academics to pursue research aimed at achieving the common good.

Over the course of the New Labour years, the commitment to EBP encountered increasing skepticism. Evidence did not feed directly or straightforwardly into policy, with apparently well-established evidence being ignored when it was politically inconvenient (Marmot 2004). A wry inversion of EBP, “policy-based evidence-making,” started to become a common slogan among skeptics (Hunter 2009), with the understanding that evidence itself could not be assumed to be value neutral, especially when it was commissioned by government and corporate interests. As the polish started to come off, it was possible to imagine EBP losing prominence and becoming just one of many approaches to making (and publicly justifying) political decisions.
Under the Coalition government (2010–2015), however, the sun rose again on EBP, this time with a specific emphasis on experimental methods. The resurgence was initially associated with Prime Minister David Cameron’s interest in “nudge” theory (Bovens 2009; Goodwin 2012; Loewenstein et al. 2012; McAnulla 2010). “Nudge” theory uses research evidence from the field of behavioral economics to suggest policies aimed at promoting welfare gains by reframing the choices that individuals make, especially regarding personal health and financial management, where short-term decisions can fail to align with long-term personal interests (Thaler and Sunstein 2009). The new government established the Behavioural Insights Team, led by David Halpern, within the Cabinet Office, to investigate how nudges could be implemented to improve policy outcomes (Halpern 2016). The Behavioural Insights Team conducted several of its own policy experiments (Behavioural Insights Team 2011, 2012; Harper 2013). The team has since been transformed into an independent social enterprise.

The project of bringing research evidence to bear on policy problems soon expanded beyond nudging to include several bodies of research evidence that relate to public-sector provision in general. “What works” was transformed from slogan to institution with the establishment of the What Works Network (Alexander and Letwin 2013), with David Halpern as its national adviser, and its secretariat in Her Majesty’s Cabinet Office. It is currently comprised of seven centers and two affiliate members, the most prominent being the National Institute for Health and Care Excellence, which sets guidance for medical practice as well as funding guidelines for the National Health Service. There are plans underway for an eighth center, the “What Works Centre for Children’s Social Care.”

II. LIMITATIONS OF RANDOMIZED CONTROLLED TRIALS (RCTS) AND OTHER ASPECTS OF EVIDENCE-BASED POLICY

Reflecting their inspiration by behavioral economics and clinical medicine, both the Behavioural Insights Team and the What Works Network place a premium on experimental research designs. As Sanders and Halpern (2014) explain:

RCTs are the so-called gold standard of evidence-based policy. In an RCT, participants are randomly assigned either to receive an intervention
… or not (a control group). Since these two groups tend to be the same in all other respects, they can be compared to analyse the effects of a policy.

Academic scholarship offers a more mixed appraisal of RCTs and their capacity to inform policy. Cartwright and Munro introduce some concerns about how to interpret RCTs, arguing that they are by themselves typically “insufficient to meet the needs of policy or practice decision makers” (Cartwright and Munro 2010, 265). The primary result of an RCT is a judgment about the effectiveness of a treatment in producing an outcome in the study population, although the contribution of other factors to the outcome is unknown. The purpose of RCTs in the context of EBP is to help estimate the effectiveness of a treatment in a target population or populations different from the one on which the experiment was conducted, which raises questions about whether and when such inferences are warranted.

As Cartwright and Munro (2010, 261) note, “it is widely acknowledged that we generally don’t know all the important causes for a factor, let alone knowing [their] distribution … in the study and the target populations.” There are two categories of causal factors, besides the intervention itself, that might affect the outcome. First, there are factors that operate independently of the intervention. These will affect the overall size of the outcome but have no effect on what the intervention itself contributes to the outcome. Second, there are factors that moderate how much effect the intervention can produce, factors that must be in place lest the intervention fail to produce its expected contribution. These are called support factors (sometimes also “interactive factors” or “moderator factors”). Suppose, for example, that the intervention is the creation of an afterschool homework club. This might work, but only if the children can get home from the club after doing their homework. In some environments, that might not be a significant challenge, but in others, transport to and from school might be a critical support factor in the success of the treatment. Support factors will play a significant role in our discussion because they bear on the central question of EBP: whether the intervention or policy will “work” in a targeted setting, i.e., whether it will produce some positive contribution to the desired outcome there.

Since the same policy or intervention will have different effects in different populations that have different support factors or different distributions of support factors, it matters in new settings which support factors
are present and in what proportions. Extrapolating from positive outcomes in an RCT in one study population (or even a set of RCTs in a few different study populations) to the claim that some intervention will work in a new setting, or that it works in general, assumes precisely the level of knowledge that is absent when RCTs are called for. If that level of knowledge were present, an RCT would hardly be necessary. Cartwright and Munro (2010, 262) trace three kinds of causal claim:

1. **It-works-somewhere claims**: treatment T causes outcome O somewhere, under some conditions (e.g., in study population X, administered by method M).

2. **Capacity claims**: T has a (relatively) stable capacity to promote O, so that it can be expected to do so widely.

3. **It-will-work-for-us claims**: T would cause O in population Q if administered as directed by policy P (i.e., effectiveness claims).

RCTs are immediately relevant for estimating the first type of causal claim, since they tell us whether (or the degree to which) the intervention influenced the targeted outcome in the population enrolled in the experiment. RCTs’ relevance for the other two types of causal claim is indirect and incomplete. Whether a treatment can be assumed to be relevant to a given untreated population depends on a fabric of other knowledge. The second type of claim requires enough theoretical, empirical, and conceptual knowledge to support the claim that what happens in one or a handful of study settings will happen widely. Imagine, for example, what it takes to support the claim that the charge on one electron is the same as the charge on all. For the third type of claim, there must be good reason, both theoretical and empirical, to warrant the assumption that the RCT population and the target are alike in just the right ways to support the same causal pathways from intervention to outcome. Moving from the first to the second or third types of claim, then, requires a great deal of knowledge that cannot be warranted by the RCT itself. The problem is that “this kind of complicated causal reasoning is hard, even if we are prepared to be rough in our approximations and figure out ways to tolerate uncertainties” (Cartwright and Munro 2010, 263).

This is not to suggest that making such inferences is impossible. Sometimes, large observed effects can be relied upon to overwhelm less observable features, and thus can allow practitioners and policymakers to act confidently even without complete knowledge of other factors.
Cartwright and Hardie (2012, 39) acknowledge that an “ideal” RCT may be able to “clinch” a case that an intervention works in some particular study population. However, they argue that, depending on what background knowledge is available, the same can equally be said of other research designs, including causal Bayes nets models, econometric analysis, and process tracing.

**Limitations of Systematic Reviews**

As with RCTs, the proponents of systematic research reviews draw their inspiration primarily from evidence-based medicine. As one official statement of support for EBP puts it:

> A systematic review attempts to collate all empirical evidence that fits pre-specified eligibility criteria in order to answer a specific research question. It uses explicit, systematic methods that are selected with a view to minimizing bias, thus providing more reliable findings from which conclusions can be drawn and decisions made. (Liberati et al. 2009, 2)

A systematic review may be designed to include qualitative studies, while still typically preferring studies with quantitative measures if they are available (Coe 2004, 3). What EBP proponents take to be the core of systematic reviews is clear definitions of interventions and outcomes, formally set criteria, and subsequent rigor in analysis (Puttick and Mulgan 2013).

In contrast to the use of rigid formulas and stringent ranking of evidence, Cartwright and Hardie (2012) note an important role for researcher judgment in evaluating a full range of research evidence. This includes the acknowledgement of tradeoffs between different ways of including and excluding studies on the basis of their presumed capacity to allow for causal inference. Many systematic reviews begin by identifying a large number of studies but often end up including only a handful that meet the precise criteria of the protocol. Is this to be preferred? A small number of “high-quality” experimental studies may indicate that a treatment works, but there may be common factors or circumstances that allow such high-integrity studies to be conducted. By contrast, a much larger number of lower-quality studies may indicate something different. The reason for considering only the higher-quality studies is that they should be better at identifying causality. But it could be that the wider range of studies indicates limits to the circumstances where the treatment works.
More fundamentally, it is difficult to see what a systematic review is supposed to provide evidence for. Each separate study can at best provide direct evidence about whether, or the extent to which, the intervention works in the population measured in that study. We could then be very modest in our claims, using the systematic review to support the claim, “The intervention works somewhere.” The motivation for this modesty is that we know that no matter how well done a study is, it will have flaws; we also know that the frequency of the outcome observed in a study is only an estimate of the probability for the outcome in the study population, and will sometimes be far off the probability for that population. So we should never trust any single study to establish that the intervention works in that very population (i.e., somewhere). One way to support the claim that it does work somewhere would be to do a variety of different studies on the same population.

Systematic reviews, though, tend to deal with studies on different populations. Presumably, the thinking is that it is unlikely that a large number of different studies (each on its own population) should all be far off the mark each for the population it investigates. So if they all give the same result, that result is highly likely to be correct for at least some of those populations, though we don’t know which ones. This, though, is an odd way to proceed to such a conclusion. If one wanted to see whether the intervention works in some specific somewhere, then the best evidence would be a variety of strong studies of different kinds all showing either that it did or did not work in that particular place. If the question is whether it works somewhere or other (where a “yes” answer can at least show that it can work), the choice of study sites is equally important as the quality of the studies, especially if the risks from mistakenly inferring that it does not work somewhere are high. As is emphasized in case-study methodology: if the sites are ones where it is unlikely to work in the first place, failing to find it working is little evidence against the hypothesis that it can work.

Of course, the growing investment in systematic reviews, and much of the language and practice surrounding them, suggest far bolder ambitions than showing that interventions work “somewhere” (Liberati et al. 2009; Noonan and Bjørndal 2010). The aim often seems to be to estimate whether the treatment promotes the targeted outcome across a wide range of cases, or perhaps that its effectiveness (alternatively, ineffectiveness) should be the default assumption, barring reasons to the contrary. If so, however, what is generally billed as a strong evidence base is
nothing of the kind (Fleischhacker 2017). Imagine that a review found many good studies in different places that indicated a positive (alternatively negative or zero) effect. What can be concluded? Very little, even supposing, what is often not the case, that the number of study sites is large. To conclude on this basis that the treatment has positive effects (alternatively negative or zero effects) generally is induction by simple enumeration, which is widely acknowledged to be a flawed form of inference: *Swan 1 is white, swan 2 is white, … swan 6754 is white; therefore all swans are white.*

Even if the sites are varied, this adds little to support the inference to generalizability without good reasons to suppose that they are varied in the right way, reasons that will necessarily be based on a combination of other empirical research and theoretical and conceptual development. As noted above, sometimes such reasons are available. Ideally, systematic reviews will have located such research before advancing any conclusions about general or widespread effectiveness, but it seems that not many do so.

**Context and Abstraction**

The overall lesson is that context matters (McCormack et al. 2002; Seckinelgin 2016; Waters et al. 2006, 288; White n.d.). Some interventions will work only because of very special circumstances; they can work in some places but don’t have a widespread potential to succeed. Even those that have widespread potential do not operate on their own; they will work only when the requisite support factors are in place, or some suitable substitute for them.

That context matters is fast becoming accepted across the EBP literature, but its substantive implications are not. The problem for practitioners is that EBP clearing houses and what-works centers are far less good at providing information and advice about what it is about local contexts that matters to a policy success than they are at vetting and summarizing evidence about how well the policy has succeeded in study sites. This is sometimes because the relevant information is knowable (at least in principle) but is not an area of interest for researchers. In other cases, the relevant information is essentially inaccessible to researchers.

Supposing that a particular intervention has relatively wide potential to improve targeted outcomes, we have identified two specific kinds of
information that need to be acquired if we are to predict how successful
the intervention would be in a new context: what the support factors are
and how they are distributed in the new context and how to “de-abstract”
or “contextualize” generalizations. The first we have discussed at some
length; support factors are those factors required for the intervention to
work in the context in question. We need to know that they (or an appro-
priate substitute) will be in place at the right time and to the right degree.
The second needs some explanation.

General truths – claims that apply consistently in new and different
contexts – tend to use fairly abstract concepts. Consider a pastiche of
a military example. You might know that when firing cannonballs
with a normal charge at a 35-degree angle, they reach the enemy’s
line 400 yards away. That’s very helpful for setting the angle of your
cannon so long as you are just 400 yards from the enemy line. For
more general purposes, you need far more abstract concepts: e.g., that
the trajectory of a cannonball is a parabola. More useful still is the abstract
formula that connects horizontal distance travelled with the initial angle
and velocity of firing. Or consider feedback for students to improve
learning. There is by now a large typology of types of feedback—
direct, formative, grading, praise, verification of response accuracy, explanation
of the correct answer, hints, worked examples, and more, all fairly abstract
descriptions. And there are theories about why they are or are not effec-
tive. You may not be able to create precisely the same type of feedback
that produced positive outcomes in a given study, but knowing that
generally “feedback of type x works” can be helpful in designing your
own intervention. But it can only be helpful if you can figure out
what these more general concepts amount to in your setting. Just
what constitutes a “hint” in teaching your students long division, or
what will serve as an “explanation,” or what will your students feel as
“praise”? Knowledge formulated in abstract concepts is only of use in
practice if we know, for the situation at hand, how to “de-abstract”
or “contextualize” it.

Moving to a higher level of abstraction also has benefits when it comes
to warranting general claims. The more studies that report the same
outcome in the study population, and the more varied the settings, the
stronger is the warrant for concluding that the intervention generally pro-
motes an improvement. Thus, it is helpful to be able to lump together
interventions that differ in a variety of ways but all satisfy the same abstract
description, so long as that description is relevant. Measurements of the
great variety of distances that cannonballs across the ages have traversed when the cannons are pitched at very different angles and fired with very different velocities, when grouped together, provide strong warrant that cannonballs travel along parabolas. The amount and variety of evidence for the parabola hypothesis is overwhelming. Moreover, there has been a great deal of conceptual and theoretical development to back it up. Neither of these is usually true with respect to social policies. Indeed, unlike cannonballs, human beings are affected by heterogeneous motivations, which is one commonly cited reason for the difficulty the social sciences have in coming up with general theories that hold reliably across individuals. Yet, lumping under more abstract descriptions does improve strength of warrant, so long as the descriptions are relevant (cf. Simpson 2017), so it is not surprising that researchers and EBP sites try to do so.

Return now to practitioner problems. The move to more abstract descriptions of interventions is a mixed blessing for practitioners. It provides them with a set of interventions with reasonably strong warrant. But it does not tell them what these interventions look like in their own setting. Abstract knowledge needs to be “de-abstracted” to be of practical use.

Thus far, we have identified these two problems that practitioners face—the problem of support factors and the problem of de-abstracting—from a theoretical point of view, based on conventional theories of causation (Mackie 1965) and of evidential warrant (Ayer 1972; Hume 2008; Quine and Ullian 1978). Despite these imperfections, RCTs and systematic reviews have come to enjoy a privileged, though not exclusive, status amongst proponents of EBP (Puttick and Mulgan 2013). This raises the question: Are the problems we have identified felt as problems by the practitioners themselves?

In an attempt to begin answering this question, we have conducted a case study of educators in Britain subject to a government-backed push for EBP in education, with the aim of discovering how field professionals interpret and react to evidence from EBP resources. In the next section, then, we discuss education policy in England, the extension of experimental EBP into the sector by central government, the major institution supporting EBP in England—the Education Endowment Foundation—and the hypotheses we have extracted from our study, our methods and approach to data collection, and our results.
III. PUBLIC EDUCATION IN ENGLAND: A CASE STUDY

For decades after education became both free and compulsory, English schools enjoyed significant autonomy from the central government. Local authorities were responsible for establishing and maintaining schools so that all children had free access to a school. Teacher training was at first handled informally, then organized around relatively autonomous vocational teaching colleges associated with universities (Crook 2002). School inspections were conducted by Her Majesty’s Inspectorate of Schools. The education sector maintained significant independence from Parliament and the executive governments of the day. National exams were set by independent boards with links to higher education. Up until the 1970s, the public debate focused on structural factors such as selection: whether the state system should continue to provide an upper tier of grammar schools for academically gifted children or move to a fully comprehensive system where children of all abilities are taught in the same schools (Gorard 2015, 258–59).

This started to change with Labour Prime Minister James Callaghan’s controversial “secret garden” speech in 1976. Callaghan announced that the content and pedagogy of classroom instruction were not matters to be decided between professionals alone, walled off from scrutiny, but concerned the public; and that, as a result, the details of educational provision were a responsibility of government. From then on education became more commonly a subject of policy intervention and wider public debate.

Education reforms continued under subsequent Conservative governments. These included the introduction of a National Curriculum that defined expected course content for all schools (Whetton 2009). The inspection system was reformulated around a new national agency, Ofsted (de Waal 2006, 2008), which was intended to enforce standards and ensure that government policy was carried out in schools. These attempts to strengthen the hand of the central government were combined with a number of market-inspired reforms, including the introduction of more national examinations and school “league tables,” which were intended to make objective measures of school quality available to parents (Chitty and Dunford 1999; Mansell 2007; Wyse and Torrance 2009).

Subsequently, spurred on by theories of human capital and the possibilities of “neo-endogenous growth” (Crafts 1996), the New Labour
government came to see education as the key to future economic prosperity and as, therefore, intimately linked to all other aspects of government objectives. The government introduced more detailed guidance for classrooms, including compulsory daily literacy (Machin and McNally 2008) and numeracy hours in primary schools. New Labour’s flagship policy was a new school structure, “academies,” which are independent of local authorities. Under New Labour, these were established, often with a private sponsor, in urban areas that were judged to be poorly served by existing local-authority maintained schools. This was sometimes intended to expand choice for parents and competition among existing schools (Woods, Woods, and Gunter 2007). In this sense, they are comparable to charter schools found in some U.S. jurisdictions. Under recent Conservative-led governments, academies have expanded from being an exceptional structure to a norm, with the result that local authorities now have a limited role in education provision and almost no power to direct policy goals. This trend towards centralization has continued, although fitfully, through progressively turning local-authority-controlled schools into notionally “independent” academies that have a direct funding arrangement with the central government’s Department for Education. In addition to academies, “free schools,” a somewhat more autonomous school-type, often managed by associations of local teachers and parents, have also been established. They remain subject to most of the same regulatory structures as academies.

To sum up, in terms of formal institutions, the power to influence educational provision has shifted from teaching professionals and relatively local forms of governance to the central government and its related agencies. Into this situation entered the Education Endowment Foundation. The EEF was first established in 2011 in conjunction with the Sutton Trust (an independent charity). It was designated a “What Works Centre” for primary and secondary education in 2013 (since extended to early-years and post-secondary education). Although its remit continues to expand, the EEF engages in two core activities that align with the configuration of EBP:

1. Analyzing, summarizing, and disseminating academic research evidence with the intention of improving school-level practice and with the overall policy goal of reducing inequalities of educational attainment amongst students.
2. Funding and supporting experimental trials of new interventions and approaches in schools in order to produce new evidence of what works.

One of EEF’s key resources is a regularly updated “teaching and learning toolkit” (Higgins et al. 2016), which summarizes current approaches in terms of effectiveness at improving educational progress, cost of intervention, and certainty of the available evidence. How do teaching professionals engage with research evidence of this kind?

**The Two Practitioner Problems**

As we indicated in raising the problem of de-abstracting, finding a large number of studies in different “contexts” that evaluate the same intervention executed to the same protocol can be extremely difficult. The task is easier if the intervention is described at a general, abstract level that can cover a great variety of different concrete strategies.

Consider “early literacy approaches.” The EEF reports that “extensive evidence,” including “a number of meta-analyses and high quality individual studies” (Education Endowment Foundation 2016a), supports these approaches, which are said to “include: storytelling and group reading, activities that aim to develop letter knowledge, knowledge of sounds and early phonics, or introductions to different kinds of writing” (Education Endowment Foundation 2016a). This might bewilder practitioners who have to choose a specific set of strategies for their specific setting.

The EEF also takes note of the central fact we quoted from Munro and Cartwright (2010): that the same intervention can have widely different effects in different populations, depending on what other causal factors are present as support factors in the population. EEF includes in a discussion of “Implementation” the advice that a teacher can either adopt a highly structured program, presumably “as is,” or can create “your own interventions by adopting the principles from a Toolkit strand (for example, combining the recommendations from the evidence on Phonics, Small Group Tuition and Teaching Assistants)” (Education Endowment Foundation 2016b). EEF advises that in so doing, one must consider “if the necessary support factors are in place to make the intervention successful” (ibid.), as illustrated with a pie chart based on Cartwright and Cowen (2014), showing a set of factors that support a
successful homework strategy: good teacher/pupil relationship, parent buy-in or homework club, timely focused feedback, and the right training support for teachers. This, though, provides no guidance about how to figure out which support factors are needed in a particular case, how to judge whether a contemplated intervention fits the abstract description well enough to produce the expected results, nor how to de-abstract the principles to see what they amount to in a particular setting.

These considerations make it plausible that practitioners will find the EEF guidance too vague or abstract to be of direct help in deciding what might work for them, which is consistent with the following hypotheses:

_Hypothesis 1_: As a result of the process of aggregating and filtering evidence from multiple studies according to transparency criteria, field professionals will perceive the content of the evidence disseminated as being of a general character with limited in applicability to local contexts.

Supposing hypothesis 1, hypothesis 2 might follow:

_Hypothesis 2_: Because of the perceived limited applicability of the disseminated evidence to local contexts, field professionals will draw on a much wider array of evidence, including theoretical scholarship and their own experience, to support or challenge EBP when developing their own practices.

**Research Methods**

We conducted open-ended interviews followed by thematic analysis of the resulting data. This approach reflects our aim to help understand how practitioners in complex fields who are prepared to engage with EBP react to and use the information available from EBP clearing houses and what-works centers. Because we aim to understand the process as experienced and understood by the practitioners, it is important to hear what they say for themselves, in their own voices. Interviews thus provide the best opportunity to gain a range of perspectives in a number of different school settings across England. The interviews were conducted during the summer of 2014.

Our procedure was to approach potential interviewees with a brief introduction about the study. If the practitioner responded positively,
then a convenient time was scheduled for the interview. A more detailed explanation of the study and a consent form were sent in advance of the interview date. Notes were taken during interviews. Specific ideas and direct quotations were checked with the interviewees a few weeks after they were interviewed to ensure that the transcribed data accurately relayed their perspectives. This also gave interviewees an opportunity to clarify positions they had taken in the interview. Some interviewees agreed to be recorded in order to improve the accuracy of the notes taken.

We planned each interview to be a semi-structured conversation about an hour in length. Interviewees were informed of the topics to be covered and were given a series of questions to think about in advance if they requested more details, but the interview itself was open-ended and the discussion guided, insofar as it was possible, by the interviewees. Interviewees were encouraged to discuss their views on the use of research evidence in their current school setting, and to compare the research findings to their previous experiences, if appropriate.

Interviewees sometimes struggled to schedule a whole hour for an interview, especially during a school day. As a result, while interviews were typically an hour long, a few were significantly shorter, occasionally as short as 20 minutes. On one site visit, conducting a group interview with three participants proved to be the best way of getting the widest possible range of perspectives.

The interview notes were analyzed for patterns and contrasting perspectives to establish if there were any commonly perceived challenges with using research evidence to make judgments about local contexts; and to determine how practitioners dealt with problems in understanding or implementing research evidence.

**Participants**

We used several approaches to find interviewees. We realized that speaking to scholars was not a significant priority for many of our target participants, and that a flexible approach to accessing interviewees was required. Social media offered one useful way of reaching out directly to people in the education sector who were interested in research evidence. We found several potential interviewers commenting on education policy on Twitter and writing articles on blogs. We approached them via email, and several were willing to speak about the role of evidence in their practice and in the education sector as they saw it. Using snowball sampling
following these initial contacts, we found other suitable candidates to interview. We also attempted to contact some schools that had published material on the use of evidence on their websites. This did not produce many responses, with only one teacher willing to be interviewed.

Social media revealed that some teachers had used connections forged over the Internet to establish their own workshops outside of the formalized structures of “school leadership” conferences and continuing professional development events. They were meeting separately from conferences involving government departments and NGOs. We attended one teacher-led event to gain some additional context about how practitioners use evidence when interacting with each other. This also allowed us to contact several more interviewees.

The resulting sample of 22 individuals connected to 12 separate school sites is unbalanced, as it is biased towards those engaged in practices and debates about research evidence in the classroom. In addition, given the open-ended, qualitative nature of our evidence base, our results should be considered speculative—an initial attempt to refine hypotheses. The participants included new teachers, teachers with a few years of experience, more experienced teachers with some management role, deputy heads, and head teachers. They were employed by a range of schools, including community primary and secondary schools, academies, and one free school. Among secondary-school teachers, subject specialties included science, history, English, design and technology, and information and communications technology.

Results and Discussion

Hypothesis 1: Generality and Local Contexts

A consistent theme expressed by the participants was the difficulty of generalizing from research evidence and of applying supposedly generally effective practices in local school contexts.

One teacher pointed out that summary research evidence tends to be vague, with the result that it is not clear how its implications deviate, if at all, from current common practice among teachers. This vagueness also means there is always a way for a skeptic of a particular approach to argue that it does not apply in context:

The argument is how do you even use evidence in schools? How do you make evidence generalizable, because it’s so messy? How do you take an
intervention done in an entirely different context and apply it in your school? No one argues against evidence in principle but people contest evidence when it goes against their own experience and will contest it on context grounds. By the time you try to isolate those variables, you end up with very broad principles like feedback. Who is arguing we shouldn’t give kids feedback?

Some teachers echoed this point, saying that classroom approaches with the strongest results in the toolkit were already quite widely accepted by teachers:

We very much talk about metacognitive, we’ve talked about collaborative learning. Homework is a thing we are building on at the moment. There is nothing terribly new in the toolkit, it’s all stuff that is known. Homework has been argued about a lot in the past. It is well-regarded in the toolkit.

Some teachers were skeptical of drawing parallels between knowledge in the natural sciences and the social sciences, suggesting limits to experimental research evidence in education even if it were applicable in a clinical domain. Each of the following comments came from different educators:

One of the problems is that education research is ultimately social science, not like physics where we can definitely say we found something, or medicine where we’ve got a new compound we think does something and we do a double-blind trial. I don’t think education results work in quite the same way.

My personal view is its very hard to predict 100 per cent what the outcome is going to be. You can quite confidently predict the impact of some things, but there is always an aspect of uncertainty. Can you increase the likelihood? You have to be adaptive. If you are using ideas from universities (I get stuff from Twitter, huge resource base but that’s not evidence-based really), how can I make it more reliable? I don’t really know. It’s one of the treasures of the education system that you are working with a group of people who you can’t predict.

Another teacher, taking a more radically skeptical position, argued that the huge range and heterogeneity in contextual and supporting factors rendered experimental research evidence ultimately inapplicable to school practice:

I love how trendy [randomized controlled trials are] but what does it tell you? You can’t negate the impact of one teacher’s charisma, or one
teacher’s bad day because they are getting a divorce. And how are you measuring progress? I don’t think randomizing one method will ever give you generalizable results. I get to the stage where I start to think that kids aren’t guinea pigs. There are things you can test in the human body and fix it. In education, there isn’t one thing in different settings that you can reliably fix to get the same outcomes. It’s not consistent in the way the human body can be. In schools, if you do different methods—is it the method? Or is it the teaching assistant? Is it about class, race, or gender in the school? Not sure you can close down the variables enough for it to be that [useful].

One teacher gave an example of how his practice and experience deviated (in his eyes) from research evidence. The reasons for the deviation were the sheer number of children on free school meals at their school (free school meals are a measure of social disadvantage that is now used to channel additional resources to schools in deprived areas). This meant that one-on-one tuition (ranked as comparatively expensive, given its impact in the EEF’s toolkit) was both necessary and affordable in his school’s context, compared with alternative approaches:

The EEF toolkit suggested one-to-one support is expensive, [with only] moderate impact. But we have found it’s high cost, high impact. [We can afford it] because we have a huge amount from the pupil premium. We narrow the gap between FSM and non-FSM. We’ve basically bridged the gap, five per cent either way in terms of stats. The EEF evidence does not equate to what we do in our school. [When it comes to] homework: the quality and the differentiated homework and students self-selecting homework can have a significant impact on progress. The problem here is that children [in this school] do not have safe home environments… So, we are very cautious; yes, it’s great there is a model—but you cannot use that to tarnish everyone with the same brush.

Teachers cited a wide variety of factors that will affect the outcome of an intervention or approach, as suggested by these quotations from various interviewees:

It’s OK learning about what works in different places. We then have to think how it would work in our own setting.

The ethos of a school, how results-driven, very large schools [would] have to be run differently from this school. Teaching style, subject—things that work in English won’t work elsewhere. Policies already in place at the school. We use a whole set of recurring processes that students respond
to, so if you put in a policy that doesn’t link with those existing processes, they contradict and students quickly notice that. That won’t be as successful . . . An example might be how a behavior management system and praise and reward system . . . did not co-exist. If a praise policy didn’t link into that, it didn’t fit together nicely. Instead of being sanctioned for bad behavior, you get rewarded for good behavior, that could confuse well-behaved students who don’t see it working for them.

One interviewee emphasized the importance of parent reaction to successful implementation:

[There is] pressure from parents in certain schools. You have to be more flexible when you have a wide spectrum of abilities. You have to follow local and school ethos. E.g., does the school use setting and streaming? Some parents prefer one approach to another. If you ask students to do independent work at home, do they have the time, space and ability to do that at home? There will be a lot of things helping to decide whether to proceed with something or not. [With] middle class parents, you can try just about anything, they don’t kick up a fuss. Here we have Asian parents and Muslim parents who would question the way we are changing things. They keep an eye on things.

A specialist school teacher described how dealing with some background factors, completely unnoticed by those without specialist knowledge or experience, could be crucial for allowing some children with special educational needs to learn: “An uncomfortable child cannot learn. You could have an autistic savant in this room but who wouldn’t learn because this fan would be driving them mental.”

EBP’s focus on transparent methods that resist researcher bias and manipulation may be attractive and useful for policymakers, but the intended beneficiaries of research evidence find it difficult to apply effectively to their own practice, at least in the field of education in England c. 2014. Sometimes it is not always clear what the relevance of a general approach is to practice. At other times, EBP seems to be reiterating what teachers already know from their experience in the field, suggesting that widely touted evidence-based results may be driven by researcher priorities and debates rather than by their usefulness to intended beneficiaries.

**Hypothesis 2: Wider Range of Resources**
As a result of the challenge of applying generalized evidence to specific contexts, teachers discussed and drew on many alternative forms of research evidence and instruction for their own practice.
One example is “action research” (Reason and Bradbury 2013), often conducted as part of a master’s degree in education. This research design typically involves a researcher–practitioner introducing a new approach and evaluating it using feedback such as a survey. It tends not to include an experimental element or systematic quantitative outcome measures, although it may include a before/after comparison. While some teachers found this approach to be particularly valuable, others were skeptical: “I would not take seriously studies with one teacher, one classroom. You have to take those with a pinch of salt.”

Even when not citing action research specifically, some teachers relied on informal small-scale trials inside their school to see if a particular approach was working: “You can come up with a thousand and one ways of improving an outcome but I always wonder what the evidence is. So, when a member of my team comes with an idea, I always think trial it first.” Perhaps reflecting our social-media search strategy for finding study participants, the Internet was cited repeatedly as a source of evidence, especially for accessing knowledgeable peers:

> We don’t engage with [research evidence]. [But] this stuff is changing, [I’m a] big fan of using Twitter—Twitter is a wonderful driver for self-sought CPD [Continuing Professional Development] —it’s the world’s biggest staffroom. One in four schools don’t have a qualified [subject specific] teacher but on Twitter you can find them.

Another common theme was the value of teachers engaging and discussing evidence for themselves rather than being passive recipients of research:

> Because I found out research for myself, there wasn’t the sense of shame or humiliation that happens when someone tells you are wrong. That’s why teachers need to be supported to engage with research evidence for themselves.

One teacher, involved in organizing teacher-led conferences, explained that she put a lot of emphasis on dialogue rather than top-down instruction and on the inclusion of teacher-led seminars: “We want to see more collaboration between teachers. [It’s] not about academics coming in and saying, ‘This works, do this.’”

Another teacher, who was also involved in online discussion and informal teacher-led conferences, suggested:
I would like to have communities that look at research critically, not to trash it, because a lot is really interesting, but also think about the things that make it not so relevant to your setting. There is a real gap between theory and practice. We argue about what we are doing in the classroom all day long but we should debate the theory too.

Teachers that made use of EBP-configured research evidence tended to interpret it alongside other sources of evidence. Experts mentioned by name included Carol S. Dweck (2006), John Hattie (2009), Debra Kidd (2014), Daniel T. Willingham (2009), and Dylan Wiliam and Paul Black (1998). One teacher emphasized the importance of going to the academic source material, suggesting in particular a need to understand the mechanism through which an intervention is supposed to work:

[The EEF provides a] very helpful introduction but not enough information to design a feedback policy. Really, I need to look at the studies that have formed the meta-analysis and remember the flaws in meta-analysis. Take John Hattie, [who] aggregated primary and secondary homework policy into one effect size. [The toolkit] doesn’t provide all the answers, which is fine, it’s not its role…. You have to tailor it to your classroom. This is where reading the research is important. You have to understand that underlying rationale.

Other teachers argued that it is necessary to have some grounding in theoretical frameworks, which they conceptually distinguished from general evidence of efficacy. (Again, the following remarks came from different interviewees.)

Research done beforehand would lend some weight to it, e.g., the Hattie research, meta-analysis that he carried out. [You give that] somewhat more credence than something mentioned in a [CPD] course. The question then is, does someone really understand what they are doing? Or if it is x [intervention], they have some idea of x, but by the time you have applied it in context, it’s y. It’s important that you understand what x was and why you are doing y now.

We are pushed to be teachers as researchers, when really, we should be teachers as scholars. There is a theoretical aspect to teaching practice, not just classroom practice. As rounded practitioners, we should be thinking about all aspects of our work. A lot of people haven’t read a lot of education theory, and we need to have both research and theory to read and understand. We need that in order to navigate around the various trials and say, “Well this one is no good because they did this and gives me a load of
figures that mean nothing in my context or whatever.” Just because someone has done an education degree from 18–21 [does not mean they have] a lot of experience of decoding research.

Some teachers favored particular academic pedagogies and had developed affinities for particular ways of understanding classroom practice and particular authors:

I use Dylan Wiliam’s book, *Assessment for Learning*, as a bible … what he gives us, modified by Daniel Kahneman’s work, is essentially a theory of learning [which], unlike Vygotsky and Piaget, is about how teachers can train the mind in practice, the importance of retention and focus. This helps you design a lesson to aid retention. Hattie fits into a pattern of ideas that is confirmed by other people. For example, formative assessment fits with Paul Black and Dylan Wiliam.

Others were more eclectic, drawing on a variety approaches for their own practice: “For any Willingham or Hirsch, you have some counter-evidence. Even this [useful approach] is dangerous. [It’s] nice to look at different aspects of things.”

For some teachers, interpretation of evidence was linked to debates within the teaching profession, sometimes conducted over social media. A division between “progressive” and “traditional” education was mentioned and discussed. Teachers rarely identified themselves as being in one or the other ideological camp, suggesting instead that they drew on both approaches in their own practice. However, the debate itself seemed to be an important source of framing for evidence-based research and the underlying rationale of different approaches. The debate also represented a source of motivation for further engagement with research evidence, and it provided a means for filtering research. When “allies” (or indeed opponents) cited evidence in a debate, it might be sought out and analyzed for corroborating or rebutting claims. Some teachers were encouraged to engage, in particular, with recent research in cognitive psychology as a result.

In sum, teachers were interested in understanding the underlying mechanism through which an intervention is supposed to work. In developing a mental picture of such mechanisms, they drew on wider frameworks that fit their experience, intuitions, and values. This included some underlying ideological presuppositions, although not in a sense that necessarily correlates to an explicit political ideology.
This diversity of values and underlying frameworks means that the validity and reliability of research evidence remained open to contestation among teachers. In practice, teachers re-introduced aspects of research evidence that formal EBP criteria excluded on the grounds that they lacked rigor because without them, the evidence was impossible to interpret or apply.

* * *

The nature of our empirical evidence, based on a non-random sample of participants and thematic analysis, means that our conclusions are necessarily tentative. But for both theoretical and empirical reasons, we believe that it is reasonable to expect a tension between the perspectives of researchers, policymakers, and field professionals. We suggest that this tension indicates the difficulty of developing generally applicable policy approaches even on the basis of many high-quality experimental studies. Theoretically, such studies inevitably raise questions about how relevant “evidence” comes to be defined, interpreted, and applied. Perhaps surprisingly, practitioners in the field recognize these questions and reach different conclusions about evidence-based research as a result.

For policymakers, EBP seems to present a way of deciding the effectiveness of a particular policy or intervention. Yet there may not be a determinate answer to the question of “what works,” or at least not one that is generalizable to the scale at which the policymakers in central government are required to operate. As a result, “what works?” cannot perfectly replace the more overtly normative question of “who decides?”

NOTES

1. The experimental turn in EBP also reflects international trends in public policy, especially in the United States. We focus on the United Kingdom partly because of the location of our case study, but also because it is a relatively centralized state with a unitary jurisdiction and few checks on the government of the day. As a result, it seems that relatively rapid shifts in policymaking approaches led by the executive are more practical to implement and can be more easily observed.

2. One reason to make such an inference would be that the experimental population is a sufficiently large random sample of the target population. However, an RCT seldom involves randomly sampling the entire population of interest. Instead, the sample population is drawn from those who are accessible to researchers and
suitable for participation in a trial, usually in a limited range of places and at a specific point in time. It is only after that selection that individuals are randomly allocated to treatment and control groups.
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