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ABSTRACT

This paper proposed a class of novel Deep Recurrent Neural Networks which can incorporate language-level information into acoustic models. For simplicity, we named these networks Recurrent Deep Language Networks (RDLNs). Multiple variants of RDLNs were considered, including two kinds of context information, two methods to process the context, and two methods to incorporate the language-level information. RDLNs provided possible methods to fine-tune the whole Automatic Speech Recognition (ASR) system in the acoustic modeling process.

Index Terms— RDLN, ASR, HMM, Viterbi Decoding

1. INTRODUCTION

The past few years have witnessed the successful application of Deep Neural Networks (DNNs) to Automatic Speech Recognition (ASR) tasks [1]. The conventional DNN based ASR system has a Hidden Markov Model (HMM) [2] to deal with the variant temporal transitions, forming a DNN-HMM hybrid model.

Although various Recurrent Neural Networks (RNNs) based alternatives to DNN-HMM hybrid models have been proposed [3], as far as we know, none of them prevailed the generalized DNN-HMM hybrid models. The generalized DNN-HMM hybrid models include all models replacing DNN with other frameworks like Recurrent Neural Networks (RNNs) [4], Convolutional Neural Networks (CNNs) [5], and Long Short-Term Memory (LSTM) Recurrent Neural Networks (RNNs) [6].

The way we train the HMM in the conventional DNN-HMM hybrid model is to first use a Gaussian Mixture Model (GMM) as the acoustic model. We can get the force-aligned phoneme-level labels during this process. After that, we train the DNN acoustic model using the frame-wise inputs and the force-aligned labels. At the test stage, we pass the features extracted from speech frames and get the probability of the frame being different phonemes from the output of the DNN model. After that, the outputs of the DNN on different frames are fed into a Viterbi decoder to get the words.

Note that in the process above, the HMM model does not evolve in both DNN training and test stages. In addition, there is a mismatch between the training objective, which is to minimize the differences between DNN outputs and the phoneme-level labels, and the model evaluation criteria, which is to reduce the Word Error Rate (WER).

We view both Connectionist Temporal Classification (CTC) [7] and RNN Encoder-Decoders [3] as beneficial attempts to solve the second problem above. And in this paper, we propose an alternative method using Recurrent Deep Language Networks (RDLNs). We will explain the idea and variants of RDLNs in the next section. Then we will show the experimental results and make a conclusion.

2. INCORPORATING LANGUAGE LEVEL INFORMATION INTO ACOUSTIC MODELS

2.1. Language-Level Information

As mentioned in the previous section, a long-time problem in the DNN-HMM based ASR system is the mismatch between training objectives and evaluation criteria for the DNN acoustic model. So in order to solve this problem, a natural question is "Where is the language-level information?". We will quickly find that we use language-level information only in the Viterbi decoding process at the test stage.

In Viterbi decoding process, we have the following equation to calculate the probability of HMM state \( j \) at frame \( i \).

\[
P_{i,j} = \left( \sum_k P_{i-1,k} \cdot T_{k,j} \right) \cdot O_{i,j}
\]

The \( T_{k,j} \) in the above equation denotes the transition probability from HMM state \( k \) to HMM state \( j \), which may vary according to different frames in a context-dependent decoder like Kaldi [8]. The \( O_{i,j} \) corresponds to the output of DNN. Viterbi decoder uses a backward propagation process using the probabilities calculated in (1), to find the path that has the largest probability.

If we set all values of \( O_{i,j} \) in (1) to be the same, for example 1, we will notice that the remaining part in the equation can be viewed as a prediction of the probabilities of HMM states at frame \( i \). This indicates that we can use the decoder in a different way and get the language-level information we want.
\[ \hat{p}_{i,j}^{\text{pred}} = \left( \sum_k p_{i-1,k} * T_{k,j} \right) * \left(1/z\right) \tag{2} \]

The transition matrix \( T \) in Kaldi is as follows. The outputs of DNN are denoted as pdf-id’s. And since we only used one previous frame, we have \( P_{0,k} = O_{0,k} \). So that our problem is to find the transition matrix from \( O_{0,k} \) to \( P_{1,j} \). Since there is no relation between pdf-id’s and the triphone states, we need to first convert pdf-id’s to the transition-id’s in Kaldi. Then we use the transition relation represented in transition-id’s to transform the state. After that, we convert back from transition-id’s to pdf-id’s.

Note that after the steps above, the additional input had a dimension of 3161. So we compressed it into a 42 dimensional vector using the relationship between pdf-id’s and monophone states. We used the 8th epoch of the baseline model as the initial model to RDLN.

Some preliminary results are shown in Figure 1.

**Fig. 1: Cross Entropy Values of Baseline and RDLN**

From Figure 1, we can see that the Cross Entropy values of RDLN is constantly lower than the baseline system after epoch 19, with only one out-lier. In addition, the improvement gets larger after each training epoch. Note that in the experiment above, we only incorporated one previous frame. It is of high possibility that we will get better results using more context information.

### 4. CONCLUSION

This paper proposed a method to incorporate language-level information into acoustic models for a DNN-HMM hybrid ASR system. We can fin-tune the whole ASR system, instead of only the acoustic modeling part, using our method.
Then we discussed about two kinds of context information, two methods to process the context, and two methods to incorporate the language-level information. Experiments showed that adding language-level information into acoustic models constantly improved the performance over the baseline system. We can foresee a lot of possible contributions along this technical path, including the comparison of the eight variants of RDLN and the substitution of the conventional DNN by RNNs and CNNs. We also want to extend this method so that it can be used in non-HMM based frameworks.
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