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Abstract

In this paper, we propose a gradient boosting algorithm called adaptive boosting histogram transform (ABHT) for regression to illustrate the local adaptivity of gradient boosting algorithms in histogram transform ensemble learning. From the theoretical perspective, when the target function lies in a locally Hölder continuous space, we show that our ABHT can filter out the regions with different orders of smoothness. Consequently, we are able to prove that the upper bound of the convergence rates of ABHT is strictly smaller than the lower bound of parallel ensemble histogram transform (PEHT). In the experiments, both synthetic and real-world data experiments empirically validate the theoretical results, which demonstrates the advantageous performance and local adaptivity of our ABHT.

1 Introduction

Ensemble learning is an important framework that has been explored since 1970s [54, 20] and is still regarded as the state-of-the-art algorithms [31, 51, 19]. The study of ensemble learning was initially motivated by the incompetence and the lack of stability of one single learner encountering complex data. To deal with the problems, researchers raised the idea of combining results from various base learners to form a more powerful one, which could obtain higher accuracy and lower variance. Consequently, ensemble learning attracted great attention and has been utilized on diverse real-world problems with satisfactory performances [26, 58].

In the meantime, new ensemble-based algorithms spring up due to the flexible structure and mild requirements of the ensemble framework. Generally, according to how the base learners integrate, ensemble-based algorithms can be categorized into two major classes, i.e., sequential ensemble methods and parallel ensemble methods [60].

As the name suggests, the parallel ensembles train the base learners independently and combine them with certain aggregating methods. The base learners of parallel ensemble methods can be generated simultaneously. One representative of this kind is bagging, short for bootstrap aggregating, which employs the bootstrap method to obtain different sample sets from the original training data set. Then, each base learner is trained on a corresponding sampled dataset
and they are combined to form the final learner by methods like averaging or voting. Take [9] for instance, the bagging classifier was determined by a plurality voting process of the base classifiers trained on bootstrap replicates of the original dataset and was also proved to be more accurate and show better resistance towards the perturbation of the data. It is worth noticing that different base learners lead to different bagging algorithms. Equipped with decision trees as base learners, the so-called random forest algorithm has been recognized as one of the most successful algorithms for classification and regression, leading to numerous algorithmic studies [11, 6, 36, 56], theoretical studies [5, 3, 47, 37, 2, 38, 40, 28], and real-world applications [42, 21, 32, 24, 44, 57]. Alternatively, the bagged nearest neighbor algorithms also appeal plenty of attention [29, 4, 45, 59].

On the other hand, the base learners of sequential ensemble methods are generated sequentially. A major representative of these methods is boosting. Instead of simultaneously training many base learners, boosting starts with only one weak learner, but iteratively piles new weak learners on the current one to improve its performance. In detail, for supervised learning tasks, a boosting algorithm trains a weak learner and records its empirical residuals; Next, the boosting algorithm trains the second weak learner targeting on the residuals, combines the two learners to form an integrated model, and again records the new residuals. By repeating the procedure, the residual of the model decreases, and the boosting algorithm can get promising performance by choosing a proper number of iterations. Based on such procedures, boosting-based algorithms [27, 18, 43], theories [46, 7], and applications [52, 35, 50] emerge drastically.

In addition to the algorithmic studies, a wealth of literature concentrates on the theoretical properties of ensemble algorithms, exploring why boosting and bagging are effective [22, 13, 12, 15, 19, 31, 34]. However, these analyses failed to distinguish between the sequential ensemble methods and the parallel ensemble methods. Since these works simply let each base learner has the same parameters and training areas, these theoretical results fail to explain why sequential ensembles usually outperform parallel ensembles in many real-world data experiments. Therefore, in this paper, we propose a sequential ensemble algorithm called Adaptive Boosting Histogram Transform (ABHT) for regression which allows the diversity of base learners and turn to examine an adaptive boosting algorithm that coincides better with many real-world applications. When the target function lies in an Hölder continuous space with different local Hölder exponents and thus the order of smoothness varies from area to area, the boosting algorithm can well identify the local properties of the target function, while the parallel ensemble cannot. In this case, we are able to theoretically show the benefits of sequential over parallel ensemble algorithms by means of convergence rates.

Our contributions made in this paper can be summarized as follows:

(i) Compared with the Boosted Histogram Transform (BHT) in [15], our proposed ABHT algorithm allows different parameters for each base learner, and takes early stopping into consideration. We theoretically demonstrate the local adaptivity of ABHT. To be specific, for the regression problem where the target function has local Hölder exponents on different sub-regions, we show that ABHT can recognize the regions with different $\alpha$-Hölder exponents.

(ii) From the theoretical perspective, we show that with high probability, the upper bound for the excess risk of ABHT can be significantly smaller than the lower bound for that of the Parallel Ensemble Histogram Transforms (PEHT) proposed in [31]. More precisely, by deriving finite-sample bounds for both ABHT an PEHT, we prove that under the locally Hölder continuous assumption, the upper bound of ABHT turns out to be strictly smaller than the lower bound of PEHT. While ABHT is locally adaptive and assigns different optimal parameters when fitting on
each region, PEHT assigns the same parameters for all regions. Thus, PEHT has larger excess risk since the selected parameters usually disagree with the optimal ones for the locally Hölder smooth regions.

(iii) In experiments, we verify the theoretical findings. Through synthetic experiments on target functions with different orders of smoothness on different regions, we illustrate that ABHT can filter out the regions with different smoothness, while PEHT selects the same parameters for all regions. We also verify through simulations the influence of sample size over the performance gap between ABHT and PEHT. Moreover, on multiple synthetic and real datasets, we show that the MSE performance of ABHT is significantly better than that of PEHT, especially on the less smooth regions.

The paper is organized as follows. Section 2 is a warm-up section for the introduction of some basic notations, definitions, the preliminaries on histogram transform regressor, and assumptions that are related to the local smoothness of the regression function. The two histogram transform ensemble learning methods for regression, namely ABHT and PEHT, are presented in Section 3. We provide our main results on the local adaptivity of ABHT in Section 4. In addition, we establish the upper bound of ABHT and lower bound of PEHT in terms of convergence rates. Some comments and discussions on the comparison of ABHT and PEHT will be also provided in this section. In Section 5, we present the error analysis for both ABHT and PEHT. We conduct synthetic and real data experiments in Section 6. An illustrative example on the local adaptivity of ABHT will also be provided in this section. All the proofs of Section 4 can be found in Section 7.

2 Preliminaries

2.1 Notations

We predict the value of an unobserved output variable based on the observed input variable $X$, based on a dataset $D := \{(x_1, y_1), \ldots, (x_n, y_n)\}$ consisting of i.i.d. observations drawn from an unknown probability measure $P$ on $\mathcal{X} \times \mathcal{Y}$. Throughout this paper, we assume that $\mathcal{X} = [0, 1]^d \subset \mathbb{R}^d$, $\mathcal{Y} \subset \mathbb{R}$ is compact and non-empty. Moreover, let $\mu$ denote the Lebesgue measure.

We use the notation $a \lor b := \max\{a, b\}$ and $a \land b := \min\{a, b\}$. For any $x \in \mathbb{R}$, let $|x|$ denote the largest integer less than or equal to $x$. Recall that for $1 \leq p < \infty$, the $L_p$-norm of $x = (x_1, \ldots, x_d)$ is defined by $\|x\|_p := (|x_1|^p + \cdots + |x_d|^p)^{1/p}$, and the $L_\infty$-norm is defined by $\|x\|_\infty := \max_{i \in [d]} |x_i|$. For $N, N_1, N_2 \in \mathbb{N}$, $[N]$ and $[N_1, N_2]$ refer to the index sets $\{1, \ldots, N\}$ and $\{N_1, \ldots, N_2\}$, respectively.

For a hypercube set $A := \bigotimes_{i=1}^d [l_i, r_i] \subset \mathbb{R}^d$ and for any $h \in (0, \min_i (r_i - l_i)/2)$, we define $A \ominus h := \bigotimes_{i=1}^d [l_i - h, r_i + h]$ and $A \oplus h := \bigotimes_{i=1}^d [l_i + h, r_i + h]$. The cardinality of $A$ is denoted by $\#(A)$, the diameter of $A$ is denoted by $|A|$, and the indicator function on $A$ is denoted by $1_A$ or $1\{A\}$. Moreover, for any function $f : \mathbb{R}^d \to \mathbb{R}$ and function set $\mathcal{F}$ consisting of such functions $f$, $f|_A$ and $\mathcal{F}|_A$ denote their restrictions on $A$, respectively, i.e., $f|_A := f \cdot 1_A$ and $\mathcal{F}|_A := \{f \cdot 1_A : f \in \mathcal{F}\}$.

2.2 Least Square Regression

In this paper, we consider the regression model $Y_i = f(X_i) + \varepsilon_i$, where $f(x) : [0, 1]^d \to \mathbb{R}$ is a measurable function and $\varepsilon_i$ are i.i.d. random variables with zero mean and variance $\sigma^2 < \infty$. 
Moreover, we consider the least square loss $L : \mathcal{Y} \times \mathbb{R} \rightarrow [0, \infty)$ defined by $L(y, f(x)) := (y - f(x))^2$ for our target of regression. Then, for a measurable decision function $f : \mathcal{X} \rightarrow \mathbb{R}$, the risk is defined by $R_{L,P}(f) := \int_{\mathcal{X} \times \mathcal{Y}} L(y, f(x)) \, dP(x,y)$ and the empirical risk is defined by $R_{L,D}(f) := \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i))$. The Bayes risk, which is the smallest possible risk with respect to $P$ and $L$, is given by $R^*_L, P := \inf \{ R_{L,P}(f) | f : \mathcal{X} \rightarrow \mathbb{R} \text{ measurable} \}$. Then the excess risk is defined as $R_{L,D}(f) - R^*_L, P$. Moreover, for the set $A$, define the restricted least squared loss by $L_A(y, t) := L(y, t) \mathbb{1}_A(x)$. In what follows, it is sufficient to consider predictors with values in $[-M, M]$. To this end, we introduce the concept of clipping for the decision function, see also Definition 2.22 in [49]. Let $\hat{t}$ be the clipped value of $t \in \mathbb{R}$ at $\pm M$ defined by $-M$ if $t < -M$, $t$ if $t \in [-M, M]$, and $M$ if $t > M$. Then, a loss is called clippable at $M > 0$ if, for all $(y, t) \in \mathcal{Y} \times \mathbb{R}$, there holds $L(x, y, \hat{t}) \leq L(x, y, t)$. According to Example 2.26 in [49], the least square loss $L$ is clippable at $M$ with the risk reduced after clipping, i.e. $R_{L,P}(\hat{f}) \leq R_{L,P}(f)$. Therefore, in the following, we only consider the clipped version $\hat{f}_D$ of the decision function as well as the risk $R_{L,P}(\hat{f}_D)$.

2.3 Histogram Transform (HT) for Regression

In this section, we will introduce the histogram transform partition and its implementation method. Based on the partition, we present histogram transform (HT) regressors.

2.3.1 Histogram Transform Partition

To give a clear description of one possible construction procedure of histogram transforms, we introduce a random vector $(R, s, b)$ where each element represents the rotation matrix, stretching factor, and translation vector, respectively. To be specific, $R$ denotes the rotation matrix which is a real-valued $d \times d$ orthogonal square matrix with unit determinant, that is, $R^T = R^{-1}$ and $\det(R) = 1$. Then $s$ stands for the stretching factor which is positive real-valued. Then the bin width defined on the input space is given by $h = s^{-1}$. Finally, $b \in [0, 1]^d$ is a $d$-dimensional vector named translation vector.
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**Figure 1**: Two-dimensional examples of histogram transforms. The left subfigure is the original data and the other two subfigures are possible histogram transforms of the original sample space, with different rotating orientations and scales of stretching.
Based on the above notation, we define the histogram transform $H : \mathcal{X} \rightarrow \mathcal{X}$ by

$$H(x) := sRx + b.$$  \hfill (1)

Here, it is worth pointing out that we adopt the isotropic bin width, i.e., the bin width of each dimension after transformation is $h$. It is important to note that we only consider the bin width equal to one. Otherwise, the same effect can be achieved by the scaling factor. We define the probability distribution of $R$, $s$, and $b$ as $P_R$, $P_s$, and $P_b$, respectively. Then given bin width $h$, we let the three elements $(R, s, b) \sim (P_R, P_s, P_b) := P_H$. Therefore, let $[H(x)]$ be the transformed bin indices, then the transformed bin is given by

$$A'_H(x) := \{H(x') \mid [H(x')] = [H(x)], x' \in \mathcal{X}\}. \hfill (2)$$

The corresponding histogram bin containing $x \in \mathcal{X}$ in the input space is

$$A_H(x) := \{x' \mid H(x') \in A'_H(x), x' \in \mathcal{X}\} \hfill (3)$$

and we further denote all the bins induced by $H$ as $\{A'_j\} = \{A_H(x) : x \in \mathcal{X}\}$ with the repetitive bin counted only once, and $I_H$ as the index set for $H$ such that for $j \in I_H$, we have $A'_j \cap \mathcal{X} \neq \emptyset$. As a result, the set $\pi_H := \{A_j\}_{j \in I_H} := \{A'_j \cap \mathcal{X}\}_{j \in I_H}$ forms a partition of partition of $\mathcal{X} = [0, 1]^d$.

### 2.3.2 A Practical Method for Constructing the Transform

Here we describe a practical method for the construction of histogram transforms we are confined to in this study. Starting with a $d \times d$ square matrix $M$, consisting of $d^2$ independent univariate standard normal random variates, a Householder $QR$ decomposition is applied to obtain a factorization of the form $M = R \cdot W$, with orthogonal matrix $R$ and upper triangular matrix $W$ with positive diagonal elements. The resulting matrix $R$ is orthogonal by construction and can be shown to be uniformly distributed. Unfortunately, if $R$ does not feature a positive determinant then it is not a proper rotation matrix. In this case, we can change the sign of the first column of $R$ to construct a new rotation matrix $R^+$. We let the scaling factor $s = h^{-1}$. Moreover, the translation vector $b$ is drawn from the uniform distribution over the hypercube $\mathcal{X} = [0, 1]^d$.

### 2.3.3 Histogram Transform (HT) Regressor

Given a histogram transform $H$, the set $\pi_H = \{A_j\}_{j \in I_H}$ forms a partition of $\mathcal{X} = [0, 1]^d$. We consider the following function set $\mathcal{F}_H$ defined by

$$\mathcal{F}_H := \left\{ \sum_{j \in I_H} c_j 1_{A_j} : c_j \in [-M, M] \right\}. \hfill (4)$$

In order to constrain the complexity of $\mathcal{F}_H$, we penalize on the bin width $h := (h_i)_{i=1}^d$ of the partition $\pi_H$. Then the histogram transform (HT) regressor can be produced by the regularized empirical risk minimization (RERM) over $\mathcal{F}_H$, i.e.

$$(f_D, h_s) = \arg\min_{f \in \mathcal{F}_H, h \in \mathbb{R}^d} \Omega(h) + \mathcal{R}_{L,D}(f),$$

where $\Omega(h) := \lambda h^{-2d}$. Since $h^{-d}$ is nearly equal to the number of cells in histogram partition, we use the regularization term $\Omega(h)$ to penalize the cell number in the histogram and thus to avoid overfitting.
2.4 Local $\alpha$-Hölder Exponent

Existing literature considered the ordinary $\alpha$-Hölder continuous exponent, and showed that the parallel and sequential ensembles of HT regressors can achieve fast convergence rates [31, 15].

Definition 1 ($\alpha$-Hölder continuity). A function $f : \mathcal{X} \to \mathbb{R}$ is $\alpha$-Hölder continuous, denoted as $f \in C^\alpha(\mathcal{X})$, $\alpha \in (0, 1]$, if there exists a constant $c_L > 0$ such that for all $x, x' \in \mathcal{X}$, we have $|f(x) - f(x')| \leq c_L ||x - x'||^\alpha$.

However, in real-world datasets, the regression functions could have different orders of smoothness across the domain. Therefore, to investigate a larger variety of regression functions that appear in real-world data sets, we introduce the local Hölder exponent [48] to measure the local smoothness of an Hölder continuous target function.

Definition 2 (Local Hölder exponent). Let $f : \mathcal{X} \to \mathbb{R}$ be a function, for an open subset $\Omega \subset \mathcal{X}$, the local Hölder exponent of $f$ is defined by $\alpha_{\text{loc}}(\Omega; f) = \sup \{\alpha : f \cdot 1_{\Omega} \in C^\alpha(\Omega)\}$.

The local Hölder exponent is able to measure the local continuity on different subregions. By Definition 2, there naturally holds that for $\Omega' \subset \Omega \subset \mathcal{X}$, $\alpha_{\text{loc}}(\Omega') \geq \alpha_{\text{loc}}(\Omega)$. Therefore, for any $\emptyset \subset B_K \subset \cdots \subset B_1 = \mathcal{X}$, we naturally have $\alpha_{\text{loc}}(B_K) \geq \cdots \geq \alpha_{\text{loc}}(B_1)$. If the local exponents of all subsets are the same, we could simply use the ordinary Hölder exponent to measure the smoothness of the target function. Therefore, to model the complex structure of the regression function of the real-world data sets, we naturally assume that the target function has different local Hölder exponents on different subsets.

Assumption 1. Assume that there exists a series of subsets, denoted as $B_k \subset \mathcal{X}$, $k \in [K]$, and $\emptyset \subset B_K \subset \cdots \subset B_1 = \mathcal{X}$, such that $\alpha_{\text{loc}}(B_K; f) > \cdots > \alpha_{\text{loc}}(B_1; f)$.

A regression function $f$ is locally Hölder continuous with exponent $\alpha_k$ in $B_k$ if $f$ is uniformly Hölder continuous with exponent $\alpha_k$ on any compact subsets of $B_k$. When $k = 1$, the local Hölder exponent coincides with the uniform Hölder exponent.

3 Histogram Transform Ensemble Learning Methods for Regression

3.1 Adaptive Boosting Histogram Transform (ABHT) for Regression

Before we start, let us recall the boosted histogram transform (BHT) for regression proposed in [15], which is a gradient boosting algorithm using HT regressor as base learners (Algorithm 1).

It is well worth mentioning that BHT only adopts a naïve version of gradient boosting, where the parameters of each base learner are the same. To be specific, in BHT, the bin width of each base learner is of the same order. However, the base learners in a boosting algorithm can actually have different parameters, so as to fit more complicated target functions. On the other hand, BHT failed to involve the idea of early stopping, which is frequently used in the real-world applications of boosting algorithms. In BHT, each base learner is trained on the entire domain $\mathcal{X}$. However, for complicated target functions, there are regions that are relatively easy to fit, and also regions that are relatively hard to fit. Therefore, if all base learners have the same
Algorithm 1: Boosting Histogram Transform for Regression

**Input:** Training data \( D := (x_i, y_i)_{i=1}^n \);
Learning rate \( \rho > 0 \);
Maximum iteration times \( T \);
Bin width \( h \).

Initialization: For \( i = 1, \cdots, n \), \( U_i = y_i \). Set \( t = 1, \epsilon_0 = 0 \).

**while** \( t < T \) **do**

- Set the bin width \( h_t = h \) and generate random vector \((R, s, b)\);
- Generate histogram transform \( H_t \) and apply data independent splitting to the transformed sample space;
- Apply constant functions to each cell, that is, fit residuals dataset \((X_i, U_i)_{i=1}^n\) with function \( f_t \) such that
  \[
  f_t := \arg \min_{f \in \mathcal{F}_{H_t}} \sum_{i=1}^n (U_i - f(X_i))^2.
  \]

  Update the residuals \( U_i = U_i - \rho f_t(X_i) \) and MSE by \( \epsilon_t = \frac{1}{n} \sum_{i=1}^n U_i^2 \).

  if \( \epsilon_t > \epsilon_{t-1} \) then
    | Continue;
  end

Update the number of iteration by \( t = t + 1 \).

**end**

**Output:** BHT Regressor \( f_{D, h} := \sum_{t=1}^T \rho f_t \) and the residual dataset \( D'_h := (X_i, U_i)_{i=1}^n \).

parameters and training areas, some regions may be already overfitted with a certain number of iterations, while others remain under-fitted. These two flaws make BHT unadaptable to target functions with different orders of smoothness.

In this section, we introduce an adaptive version of BHT, namely *adaptive boosting histogram transform* (ABHT) for regression, whose base learners can have different parameters and training areas. The main idea of ABHT is to train boosting histogram transform regressor with alternative bin widths and number of iterations in different subregions sequentially.

Compared with BHT, ABHT has the following characteristics:

- **Locally adaptive bin width.** The bin width of each base learner can be different.
- **Early stopping.** We stop training the model in the region where the target function has already been well fitted.

To introduce our ABHT algorithm, we first need to do the initialization. To this end, we set the initialized regression function \( f^0_{D_B}(x) = 0 \). Moreover, let \( \mathcal{X}_1 := (A_{1,j})_{j \in \mathcal{J}_1} \) be a naïve histogram partition on \( \mathcal{X} = [0, 1]^d \) and the indices set \( \mathcal{J}_{1,*} := \emptyset \).

Now, let us formulate the iteration stage. For any \( l \in [L], L \in \mathbb{N} \), let

- \( \mathcal{X}_l \) be the region where the target function is fitted. Then we have the nested relationship \( \mathcal{X}_1 \supset \cdots \supset \mathcal{X}_L \).
• $\mathcal{X}_l \in \mathbb{N}$ denote the numbers of iterations. If we set $T_0 := 0$ and $T_l := \sum_{i=1}^{l} \mathcal{X}_i$ for $i \in [l]$, then $T := T_L$ is the total number of iterations.

• $h_t$ denote the corresponding bandwidths. If $h_t$ is the bin width of $t$-th iteration of the ABHT, then we have $h_t = \mathfrak{h}_t$ for any $t \in [T_{l-1} + 1, T_l]$. Given bin widths $h_t = \mathfrak{h}_t$, $t \in [T_{l-1} + 1, T_l]$, we generate $\mathcal{X}_l$ i.i.d. transforms $\{H_t : t \in [T_{l-1} + 1, T_l]\}$ from the probability distribution $\mathbb{P}_H$ as mentioned in Section 2.3 and $\mathcal{F}_{H_t}$ is the function space defined by (4).

• $\rho \in [0, 1]$ be a shrinkage parameter.

Then, for fixed parameters $\mathfrak{h}_t$ and $\mathcal{X}_l$, if we consider the following function space

$$\mathcal{H}_{\mathfrak{h}_t, \mathcal{X}_l}^T := \left\{ f = \sum_{t=T_{l-1}+1}^{T_l} w_t f_t|x_t| + \rho \cdot f_{D,B|x_t}^{l-1} : f_t \in \mathcal{F}_{H_t}, w_t > 0, t \in [T_{l-1} + 1, T_l] \right\}$$ (5)

on the region $\mathcal{X}_l$, then the empirical minimizer on $\mathcal{X}_l$ is given by

$$f_{D,\mathfrak{h}_t,\mathcal{X}_l}^l := \arg \min_{f \in \mathcal{H}_{\mathfrak{h}_t, \mathcal{X}_l}} \mathcal{R}_{L_{\mathcal{X}_l,D}}(f).$$ (6)

Here, in order to simplify the theoretical analysis of boosting, following the approach of [8], we ignore the dynamics of the optimization procedure and simply consider minimizers of an empirical cost function.

According to the optimal parameter selection in [15, Theorems 1 & 2], we know that fitting the target function with a higher degree of smoothness requires larger bin width. Therefore, to get a lower complexity of our algorithm, we should first fit the subregions $\{A_{l,j}, j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}\}$ of $\mathcal{X}_l$ with the highest degree of smoothness as well as possible. To achieve this, we set the optimal bin width parameter $\mathfrak{h}_{l,*}$ for the whole $\mathcal{X}_l$ to be the largest optimal bin width parameter $\mathfrak{h}_{l,j,*}$ on all subregions $\{A_{l,j}, j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}\}$ of $\mathcal{X}_l$.

Let $f_{D,\mathfrak{h}_t,\mathcal{X}_l}^l$ be the empirical minimizer (6) and $\{(\mathfrak{h}_{l,j}, \mathcal{X}_{l,j}), j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}\}$ be the bin width parameters and the corresponding numbers of iterations for the subregions $\{A_{l,j}, j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}\}$ of $\mathcal{X}_l$. To determine the optimal value for the parameters $(\mathfrak{h}_{l,j}, \mathcal{X}_{l,j})$, we consider the following optimization problems on these subregions $A_{l,j}$:

$$(\mathfrak{h}_{l,j,*}, \mathcal{X}_{l,j,*}) = \arg \min_{\mathfrak{h}_{l,j}, \mathcal{X}_{l,j} \in \mathbb{N}} \lambda_{1,l,j} \mathfrak{h}_{l,j}^{-2d} + \lambda_{2,l,j} \mathcal{X}_{l,j}^p + \mathcal{R}_{L_{A_{l,j,D}}} (f_{D,\mathfrak{h}_{l,j},\mathcal{X}_{l,j}}^l), \quad j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*},$$

where $\lambda_{1,l,j}, \lambda_{2,l,j} > 0$ are regularization parameters and $p > 2$ is a constant. Then we assign the largest value of all the optimal bin width $\{\mathfrak{h}_{l,j,*}, j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}\}$ to the optimal bin width $\mathfrak{h}_{l,*}$ of the whole $\mathcal{X}_l$, i.e., we set

$$\mathfrak{h}_{l,*} := \bigvee_{j \in \mathcal{J}_l \setminus \mathcal{J}_{l,*}} \mathfrak{h}_{l,j,*}.$$ (7)

The number of iterations $\mathcal{X}_{l,j,*}$ corresponding to these largest bin widths $\mathfrak{h}_{l,j,*}$ will be assigned to the number of iterations $\mathcal{X}_{l,*}$ for the whole $\mathcal{X}_l$. Thus, we obtain the boosted regressor

$$f_{D,B}^l(x) := f_{D,\mathfrak{h}_{l,*},\mathcal{X}_{l,*}}^l(x).$$ (8)
with optimal parameters $h_t = h_{t,*}$ and $\Xi_t = \Xi_{t,*}$ in (6) and (5).

Now, based on the optimal parameter $h_{t,*}$, we are able to find those subregions with the highest degree of smoothness, since larger bin width corresponds to a higher degree of smoothness of the target function in the subregions. To avoid overfitting, these well-fitted subregions should be early stopped. In other words, we aim to find out these early stopping subregions whose optimal bin width are $h_{t,*}$.

With the bin width $h_{t,*}$, we generate a new partition $\{A_{l+1,j}, j \in J_{l+1}\}$ of $\mathcal{X}_l$. Let $f^l_{D,h_l,\Xi_l}$ be the empirical minimizer (6) and $\{(h_{l,j}, \Xi_{l,j}), j \in J_{l+1}\}$ be the bin width parameters and the corresponding numbers of iterations for the subregions $\{A_{l+1,j}, j \in J_{l+1}\}$ of $\mathcal{X}_l$. To determine the optimal value for the parameters $(h_{l,j}, \Xi_{l,j})$, we consider the following optimization problems on these subregions $A_{l+1,j}$:

$$
(h_{l,j,*}, \Xi_{l,j,*}) = \arg \min_{h_l \in \mathbb{R}, \Xi_l \in \mathbb{N}} \tilde{\lambda}_{1,l,j} h_l^{-2d} + \tilde{\lambda}_{2,l,j} \Xi_l^p + \mathcal{R}_{L,A_{l+1,j}}(f^l_{D,h_l,\Xi_l}),
$$

where $\tilde{\lambda}_{1,l,j}, \tilde{\lambda}_{2,l,j} > 0$ are regularization parameters. By setting

$$
J_{l+1,*} := \left\{ j : \arg \max_{j \in J_{l+1}} h_{l,j,*} \right\},
$$

the early stopping region of $\mathcal{X}_l$ can be given by

$$
\mathcal{A}_{l,*} := \Delta \mathcal{X}_l := \bigcup_{j \in J_{l+1,*}} A_{l+1,j}
$$

and the corresponding residual region is denoted as

$$
\mathcal{X}_{l+1} := \mathcal{X}_l \setminus \Delta \mathcal{X}_l := \mathcal{X}_l \setminus \mathcal{A}_{l,*} = \mathcal{X} \setminus \left( \bigcup_{j=1}^{l} \mathcal{A}_{j,*} \right).
$$

Thus, we find the corresponding early stopping region $\mathcal{A}_{l,*}$ and finish the $l$-th iteration stage.

If the algorithm is terminated after $L$ iteration stages, then the adaptive boosting histogram transform (ABHT) for regression can be given by

$$
f_{D,B}(x) := \sum_{l=1}^{L} f^l_{D,B|\Delta \mathcal{X}_l}(x) := \sum_{l=1}^{L} f^l_{D,B|\mathcal{A}_{l,*}}(x),
$$

where $\mathcal{A}_{l,*} := \Delta \mathcal{X}_l := \mathcal{X}_l \setminus \mathcal{X}_{l+1}$.

Here, we call each iteration stage $l$ as a “stage” and $\mathcal{X}_l$ as the “region” of the $l$-th stage. In fact, when the target function has different orders of smoothness in different subregions, ABHT separates the input domain into regions according to their local smoothness. In stage $l$, ABHT recognizes the region with the $l$-th largest local Hölder exponent as $\mathcal{X}_l$, and trains only in this region. Then stage by stage, ABHT becomes adaptive to local smoothness. Specifically, when the number of stages $L = 1$, ABHT degenerates to naïve BHT. Moreover, the shrinkage parameter $\rho$ plays an important role in properly adjusting the learner trained in previous stages. Since the optimal parameters for the $(l + 1)$-th stage is different from that for the previous stages, the learner $f^l_{D,B}$ can only serve as a rough model for the $(l + 1)$-th stage but cannot be fully accepted. Thus, we use a shrinkage parameter $\rho$ to adjust the weight between stages. We summarize our ABHT algorithm in Algorithm 2.
Algorithm 2: Adaptive Boosting Histogram Transform for Regression

**Input:** Training data $D := (x_i, y_i)_{i=1}^n$; Shrinkage parameter $\rho > 0$; Bin width parameter grid $h$; Maximum iteration times $T$.

Initialization: Set $l = 1$ and $D_1 = D$. Set $h_1 := h$.

Generate a naïve histogram partition $X_1 = (A_{1,j})_{j \in J}$ on $\mathcal{X}$.

while $X_l \neq \emptyset$ do
  for $h \in h_l$ do
    With training data $D_l$, learning rate $\rho$, maximum iteration times $T$, and bin width $h$ as the input, we obtain the output $f_{D_l,h}$ and $D'_h$ by Algorithm 1.
  end
  Determine the optimal bin width $h_{l,*} \in h_l$ (7);
  Obtain the optimal boosted regressor $f_{D_l,h}$ in (8);
  Partition the space $X_l$ to the cells with diameter $h_{l,*}$;
  Identify the early stopping region $A_{l,*}$ (9) and the residual region $X_{l+1}$ (10);
  Update the training data $D_{l+1} := \{(x_i, y_i - \rho \cdot f_{D_l,h}(x_i))\}_{i=1}^n$;
  Set the bin width grid $h_{l+1} := \{h \in h_l : h \leq h_{l,*}\}$;
  Update $l = l + 1$.
end

Output: ABHT Regressor $f_{D,B} := \sum_{l=1}^L f_{D_l,h_{l,*}}$ (11).

### 3.2 Parallel Ensemble Histogram Transform (PEHT) for Regression

In this section, we recall the parallel ensemble histogram transform (PEHT) for regression proposed in [31]. Given bin widths $(h_t)_{t=1}^T$, we randomly generate $T$ histogram transforms $H_t$ with $\{(R, s, b)\}_{t=1}^T$ i.i.d from the probability distribution $P_{H_t}$. Based on $H_t$, we define the function space $F_{H_t}$ in the same way as (4) and define the $t$-th base HT regressor $f_{D,t}$ by

$$f_{D,t} = \arg \min_{f \in F_{H_t}} \mathcal{R}_{L,D}(f) = \sum_{j \in L_{H_t}} \frac{\sum_{i=1}^n Y_i \mathbf{1}_{A_j}(X_i)}{\sum_{i=1}^n \mathbf{1}_{A_j}(X_i)} \mathbf{1}_{A_j}, \quad t \in [T]. \quad (12)$$

Then the PEHT is defined by

$$f_{D,E} := \frac{1}{T} \sum_{t=1}^T f_{D,t}(x). \quad (13)$$

It is noteworthy that different from PEHT in [31] whose the bin widths of all base regressors are of the same order w.r.t. $n$, in this paper, we consider that there are $L$ different bin widths of base regressors, which are denoted as $(h_l)_{l=1}^L$. Let the number of base regressors whose bin width is $h_l$ be denoted as $\mathfrak{T}_l$. Obviously, there holds $\sum_{l=1}^L \mathfrak{T}_l = T$.

### 4 Main Results

In this section, we first demonstrate the local adaptivity of ABHT by showing that it can filter out the regions with different local Hölder exponents. Based on this result, we then present
the finite-sample upper bound for the excess risk of the ABHT under local Hölder smoothness assumption. Moreover, we establish the finite-sample lower bound for the excess risk of the PEHT. Then we compare the upper bound for the excess risk of the ABHT with the lower bound for the excess risk of the PEHT. Finally, we present some comments and discussions on the obtained results.

Let us begin with the following assumptions.

**Assumption 2.** We make the following two restrictions on the probability measure $P$.

(i) [Local $\alpha$-Hölder continuity] For $(b_k)_{k \in [K]} \subset (0, 1]$ with $b_K < \cdots < b_1 = 1$, we consider $d$-dimensional hypercubes $B_k = [(1 - b_k)/2, (1 + b_k)/2]^d$ in Assumption 1. That is, we assume for $k \in [K]$, $\alpha_k := \alpha_{loc}(B_k, f) \in (0, 1]$ and $\alpha_K > \cdots > \alpha_1$.

(ii) [Marginal distribution] $P_X$ is a uniform distribution on $[0, 1]^d$.

Indeed, Assumption (ii) is a common assumption in regression problems [53]. In the following, for the ease of convenience, we write $\Delta B_k := B_k \setminus B_{k+1}$, and $\Delta m_k := \mu(B_k) - \mu(B_{k+1}) := b_k^d - b_{k+1}^d$, $k \in [K]$.

### 4.1 Local Adaptivity of ABHT

The following proposition shows that ABHT can filter out the regions with different local Hölder exponents as in Assumption 2. In the $l$-th stage, $l \in [K]$, the identified region $X_l$ differs up to the bin width $h_{l, *}$ from the ground truth region $B_l$ with local exponent $\alpha_k$.

**Proposition 1.** Let the probability measure $P$ satisfy Assumption 2 with $\{B_l, l \in [K]\}$. Moreover, let the optimal bin width $h_{l, *}$ and the residual region $X_l$ be defined as in (7) and (10), respectively. Then for $l \in [K]$, Algorithm 2 returns regions $X_l$ satisfying

$$B_l \ominus h_{l, *} \subset X_l \subset B_l \oplus h_{l, *},$$

with probability $P^n$ at least $1 - 3l(l - 1)/n$.

### 4.2 Upper Bound for ABHT

The next theorem establishes the finite-sample upper bound for the excess risk of ABHT under the local Hölder continuity assumption.

**Theorem 1.** Let Assumption 2 hold with $K \geq 2$ and $f_{D, B}$ be the ABHT regressor defined as in (11). For all $\delta \in (0, \alpha_1/d)$, if we choose

$$\rho \leq \lambda_{s=2}^{K} \frac{n^{-\frac{\alpha_s(1+\delta)(2+2\delta)(\alpha_1-\alpha_s)}{\rho((2+2\delta)(\alpha_1+d)(2+2\delta)(\alpha_s+d))}}}{n},$$

then by taking

$$h_{l, *} = n^{-\frac{1}{(2+2\delta)\alpha_1+d}} \quad \text{and} \quad \Xi_{l, *} = n^0,$$
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there exists a constant $c_B > 0$ independent of $n$ such that

$$
\mathbb{E}_P^h (R_{L,P}(f_{D,B}) - R^*_{L,P}) \leq c_B \sum_{k=1}^K \Delta m_k n^{-\frac{2\alpha_k - \delta d}{(d+2\delta)\alpha_k + d}}
$$

holds with high probability $P^n$ at least $1 - 3K/n$.

This theorem illustrates that the excess risk of ABHT consists of errors on $K$ different regions $\Delta B_k$, which rely on the local smoothness $\alpha_l$ and its volume $\Delta m_l$. In particular, if $K = 1$, the target function belongs to the usual Hölder space $C^\alpha(X)$ with global smoothness parameter $\alpha = \alpha_1$, and ABHT degenerates to the BHT algorithm proposed in [15]. In this case, as a byproduct of Theorem 1, we prove the almost optimal convergence rate $n^{-2\alpha/(4-2\delta)\alpha + d}$ for BHT. Compared with the rate $n^{-2\alpha/(4-2\delta)\alpha + d}$ established in [15], our rate is strictly faster owing to the improvement of the complexity analysis in the function space.

We mention that Theorem 1 also holds for piecewise Hölder continuous target functions [39], where there exist discontinuous “jumps” between different regions. In fact, due to the nature of histogram transforms, the non-adaptive version BHT can already achieve the same rate as in [15] for piecewise Hölder continuous target functions with the same smoothness index on different regions, whereas it fails to properly approximate local Hölder continuous target functions with different Hölder exponents. Moreover, by adopting a restricted loss function as in [15, Equation (13)] or [31, Theorem 4], we are able to leave out the boundary effect on the convergence rate as well.

4.3 Lower Bound for PEHT

In this section, under the local Hölder continuity assumption, we present the lower bound for the excess risk of PEHT in the form of a bias-variance trade-off depending on the bin width parameter $h$ and the volume $\Delta m_k$ of the regions $\Delta B_k$.

**Theorem 2.** Let $\mathcal{P}$ be the class of the probability distribution satisfying Assumption 2. Moreover, let $f_{D,E}$ be the PEHT be defined as in (13) with bin widths $(h_t)_{t=1}^T$. Then we have

$$
\inf_{f_{D,E}} \sup_{P \in \mathcal{P}} \mathbb{E}_{P^h \otimes P^n} R_{L,P}(f_{D,E}) - R^*_{L,P} \geq c_E \inf_h \left( n^{-1} h^{-d} + \sum_{k=1}^K \Delta m_k h^{2\alpha_k} \right),
$$

where $c_E > 0$ is a constant which is independent of $n$ and will be specified in the proof.

Theorem 2 gives a bias-variance trade-off of the lower bound for the excess risk of PEHT when the target function is locally $\alpha$-Hölder smooth. It is easy to see that if smaller $h$ is chosen, the first term on the right-hand side of (16) becomes larger whereas the second term becomes smaller, which corresponds to larger variance and lower bias of the estimator.

4.4 Comparison of ABHT and PEHT

The next theorem shows that under certain conditions, the finite-sample upper bound for the excess risk of ABHT can be significantly smaller than the lower bound for that of PEHT.
Theorem 3. Let Assumption 2 hold with $K \geq 2$. For any $\delta \in (0, \alpha_1/d)$, let

$$k^* := \arg \max_{k \in [K]} \Delta m_k n^{-\frac{2\alpha_k}{(2+2\alpha_1/d)}},$$

(17)

Suppose that $\Delta m_{k^*} < (Kc_B/c_E)^{-\frac{(2\alpha_{k^*}+d)/(2\alpha_{k^*})}{2\alpha_{k^*}}}$, where $c_B$ and $c_E$ are the constants as in Theorem 1 and 2, respectively. Then for any $n \leq N(\delta)$ with

$$N(\delta) := \left[\left((\frac{Kc_B}{c_E})^{\frac{2\alpha_{k^*}+d}{2\alpha_{k^*}}} \cdot \frac{1}{\Delta m_{k^*}}\right)^{\frac{\alpha_{k^*}(2\alpha_{k^*}+d)}{10d^2\delta}}\right].$$

(18)

there holds

$$E_{P_H \otimes P^n} R_{L,P}(f_{D,E}) - R_{L,P}^* \geq n^{\frac{10d^2\delta}{(2\alpha_{k^*}+d)^2}} \cdot (E_{P_H \otimes P^n} R_{L,P}(f_{D,B}) - R_{L,P}^*).$$

(19)

Given any finite sample size $n \in \mathbb{N}$, we can choose a sufficiently small $\delta > 0$ such that the critical sample size $N(\delta)$ in (18) satisfies $n \leq N(\delta)$ and the inequality (19) holds for all such $n \in \mathbb{N}$. In other words, on a given dataset $D_n$ the excess risk of PEHT is strictly larger than that of ABHT under the local Hölder continuity assumption. However, as the sample size $n \to \infty$, according to the definition of the critical sample size $N(\delta)$ in (18), we have to force $\delta \to 0$ in order that $n \leq N(\delta)$ is satisfied. Consequently, we have $10d^2\delta/(2\alpha_{k^*}+d)^2 \to 0$ for the exponent of $n$ in (19). In other words, if the sample size $n$ is sufficiently large, there will be no significant difference in the excess risks of PEHT and ABHT. These phenomena can be apparently observed from Figures 4a and 4b in Section 6.2.4.

Next, let us briefly discuss the reason why ABHT can have a smaller excess risk than PEHT under the local Hölder assumption. Recall that for a naïve boosting algorithm, in order to achieve the smallest excess risk for learning target functions with global smoothness exponent $\alpha$, we select an optimal bin width which depends on $\alpha$. Therefore to achieve such a small risk, when fitting a locally Hölder smooth target function as defined in Assumption 1, we should naturally select different bin widths for regions with different smoothness exponents. Generally speaking, smoother regions require larger optimal bin widths. However, as PEHT selects the same bin widths for the entire domain $\mathcal{X}$, which usually does not coincide with the optimal bin width for the subregions, it suffers from larger excess risk in these regions. To be specific, when the selected bin width is larger than the optimal value for a region, the approximation error is larger, while when the selected bin width is smaller than the optimal, the sample error becomes larger. By contrast, since our ABHT allows different bin widths for the regions with different orders of smoothness, it can approximate the local structure of the target function well. Thus benefited from its locally adaptive property, ABHT turns out to have a smaller approximation error than PEHT.

4.5 Comments and Discussions

Previous theoretical works about boosting algorithms for regression include [14] and [33], where linear regressors and kernel ridge regressors are used as the base learners. These works analyze the learning performance by using the integral operator approach and prove the optimal convergence rate. However, this analysis turns out to be inapplicable to our method. In this paper, we conduct analysis under the framework of regularized empirical risk minimization (RERM).
Recall that [15] proposed the *boosted histogram transform* (BHT) for regression, which implements a histogram transformed partition to the random affine mapped data, then adaptively leverages constant functions to obtain the individual regression estimates in the gradient boosting algorithm. In the space $C^\alpha$, $\alpha \in (0,1]$, the convergence rate is proved to be $n^{-2\alpha/(4\alpha+d)}$. On the other hand, [31] proposed the parallel ensemble histogram transforms (PEHT) for large-scale regression problems. The convergence rates of PEHT are shown to be $n^{-2\alpha/(2\alpha+d)}$. Therefore, the convergence rates established in [15] failed to show the advantages of sequential over parallel ensemble learning in the commonly used Hölder space $C^\alpha$, $\alpha \in (0,1]$. 

In this paper, we mainly focus on the regression problem where the target function is locally Hölder continuous with exponents $\{\alpha_k \in (0,1], k \in [K]\}$, and propose a new variant of boosting algorithm in this setting, namely the *adaptive boosting histogram transform* (ABHT) for regression. We successfully show that under the local Hölder conditions, the excess risk of ABHT algorithm can be significantly smaller than that of PEHT algorithm where the histogram transforms are used as base learners.

Although sequential learning is empirically shown to be a more effective learning strategy than parallel ensemble learning for many real-world datasets, there has been little effort in explaining this observation theoretically. Instead of attaining a formal understanding of this problem in general, in this paper, we investigate the excess risk of two specific learning algorithms ABHT and PEHT by adopting the histogram transform regressors as base learners. Since the basic idea behind the boosting algorithm is to apply the functional gradient descent to find the minimum of the loss function iteratively, the sequential method ABHT can capture the local properties of the target function well. To be specific, by exploiting the local Hölder exponent of the target function, Proposition 1 shows that ABHT can filter out the regions with different local Hölder exponents. On the contrary, it is difficult for a parallel method to assign different optimal parameters to regions with different orders of smoothness. As a result, the approximation error (bias) of ABHT turns out to be smaller than that of PEHT (see Section 5). Therefore, we are able to theoretically explain the advantages of sequential over parallel ensemble learning under particular conditions.

## 5 Error Analysis

In this section, we first conduct error analysis to obtain the upper bound of the excess risk for ABHT. To this end, we need to analyze the order of bin width $h_l$ of $f_{D,B}^l$ and the discrepancy between the early-stopping region $X_{t+1}$ defined by (10) and the subregion $B_{l+1}$ in Section 5.1.1 and 5.1.2 respectively. Then we present the error decomposition for ABHT in Section 5.1.3. Finally, in section 5.2, we analyze the lower bound of PEHT based on the bias-variance decomposition. Recall that the considered regression problem is associated with a locally $\alpha$-Hölder continuous function class.

### 5.1 Error Analysis for ABHT

#### 5.1.1 Analysis on Adaptive Bin Width

In this section, to analyze the local excess risk of $f_{D,B}^l$, we first need to analyze the order of bin width $h_{t,s}$ in (7) under Assumption 2. We show that if the early stopping region $X_t$ approximates $B_t$ well, then the order of bin width $h_{t,s}$ relies on the local Hölder exponent of the regions $\Delta B_t$. 
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Proposition 2. Let Assumption 2 hold and \( h_{l,*} \) be the optimal bin width defined as in (7). For any fixed \( l \in [K] \), if \( B_l \oplus h_{l-1,*} \subset \mathcal{X}_l \subset B_l \oplus h_{l-1,*} \) holds and \( \rho \) satisfies (14), then \( h_{l,*} \) and \( \Xi_{l,*} \) are of the order in (15) with probability \( P^n \) at least \( 1 - 3l/n \).

As shown above, if the \( L_\infty \)-norm distance between the sets \( B_l \) and \( \mathcal{X}_l \) is less than \( h_{l-1,*} \), then the optimal order of \( h_{l,*} \), depends on the local Hölder exponent \( \alpha_l \). More precisely, Proposition 2 shows that larger bin width \( h_l \) are required for subregions with higher Hölder exponent. In particular, when \( \alpha_l \in (0, 1] \), optimal number of iterations \( \Xi_{l,*} \) are constants. In this case, more iteration times does not help to reduce the excess risk.

5.1.2 Analysis on Localized Sub-regions

The following proposition shows the estimation accuracy of \( \mathcal{X}_{l+1} \) for subregions \( B_{l+1} \) when the optimal order of \( h_{l,*} \) in (15) is taken.

Proposition 3. Let Assumption 2 hold and \( l \in [K] \) be fixed. Moreover, for all \( i \in [l] \), let the largest optimal bin width \( h_{i,*} \) and the residual region \( \mathcal{X}_{i+1} \) be defined as (7) and (10), respectively. If we take \( \rho \) as in (14), and \( h_{i,*}, \Xi_{i,*} \) as in (15) for all \( i \in [l] \), then

\[
B_{l+1} \oplus h_{l,*} \subset \mathcal{X}_{l+1} \subset B_{l+1} \oplus h_{l,*}
\]

holds with probability \( P^n \) at least \( 1 - 3l/n \).

With the help of Propositions 2 and 3, we see that bounding the excess risk of \( f_{D,B}^l \) can be reduced to bounding the local excess risk of \( f_{D,B}^l \) on regions \( \Delta \mathcal{X}_l \), which will be presented in the next subsections.

5.1.3 Oracle Inequality for the \( l \)-th Stage

To conduct our theoretical analysis, we need the population version of ABHT. To this end, let us define

\[
\mathcal{F}_{h_l}^l := \left\{ f = \sum_{t=T_{l-1}+1}^{T_l} w_t f_t : f_t \in \mathcal{F}_{H_t}, h_t = h_l, t \in [T_{l-1} + 1, T_l] \right\}.
\]

Let \( f_{P,l} \) be the population version of \( f_{D,l} \) in (12), that is,

\[
f_{P,l}(x) := \sum_{j \in \mathcal{I}_{h_l}} \sum_{i=1}^n \frac{f_{L,P}^l(X_i) \mathbf{1}_{A_j}(X_i)}{\sum_{i=1}^n \mathbf{1}_{A_j}(X_i)} \mathbf{1}_{A_j}(x).
\]  

(20)

Then we have \( f_p^l := (1/\Xi_l) \sum_{t=T_{l-1}+1}^{T_l} f_{P,l} \in \mathcal{F}_{h_l}^l \). Let \( f_{D,B}^{l-1} \) and \( \mathcal{F}_{h_l,\Xi_l}^l \) be defined as in (8) and (5), respectively. Then we have

\[
f_{P,B}^l := \rho \cdot f_{D,B}^{l-1}_{\mathcal{X}_l} + \mathcal{F}_{P|\mathcal{X}_l}^l \in \mathcal{F}_{h_l,\Xi_l}^l,
\]

(21)

which can be used to approximate the target function \( f_{L,P|\Delta \mathcal{X}_l}^* \).

Now, we are able to establish oracle inequalities for ABHT which will be crucial in establishing the convergence results of the estimator.
Proposition 4. Let Assumption 2 hold. Moreover, let \( \hat{f}_{D,B}^{t} \) and \( \hat{f}_{P,B}^{t} \) be defined as in (8) and (21), respectively. Then for any \( \delta \in (0, 1) \), there exists a constant \( C_1 > 0 \) independent of \( n \) such that

\[
\mathcal{R}_{L,\Delta x_l}^{t} P\left( \hat{f}_{D,B}^{t} - \mathcal{R}_{L,\Delta x_l}^{t} P \right) \leq 12\left( \mathcal{R}_{L,\Delta x_l}^{t} P\left( \hat{f}_{P,B}^{t} - \mathcal{R}_{L,\Delta x_l}^{t} P \right) + 3456M^2\log n/n \right) + C_1\Delta m_l \delta d_{t,s}^{-\delta/1+\delta} \sqrt{\frac{l}{1+\delta}} \rho_{t,s}^{-d/1+\delta} \sum_{i=1}^{l} \rho_{i,s}^{2(\delta-1)} (\delta_{t,s}^2 \mathcal{R}_{t,s}^{-1} + \delta_{t,s}^{2\alpha_l}) + \rho_{i,s}^{d-1} \mathcal{R}_{t,s}^{1/1+\delta} \frac{1}{1+\delta} + 2\log n/n \delta_{t,s}^{2\alpha_l}
\]

holds with probability \( P^n \) at least \( 1 - 3l/n \).

5.1.4 Bounding the Approximation Error for the \( l \)-th Stage

The next proposition presents the upper bound for the approximation error with restriction on subregions \( \{\Delta x_l, l \in [K]\} \).

Proposition 5. Let Assumption 2 hold. Moreover, let \( X_l \) be the residual region as in (10) and \( \hat{f}_{P,B}^{t} \) be defined by (21). Then for any \( \delta \in (0, 1) \), there exists a constant \( C_2 > 0 \) independent of \( n \) such that

\[
\mathbb{E}_{P} \left( \mathcal{R}_{L,\Delta x_l}^{t} P\left( \hat{f}_{P,B}^{t} - \mathcal{R}_{L,\Delta x_l}^{t} P \right) \right) \leq C_2\Delta m_l \delta d_{t,s}^{-\delta/1+\delta} \left( \sum_{i=1}^{l} \rho_{i,s}^{2(\delta-1)} (\delta_{t,s}^2 \mathcal{R}_{t,s}^{-1} + \delta_{t,s}^{2\alpha_l}) + \sum_{i=1}^{l-1} \rho_{i,s}^{d-1} \mathcal{R}_{t,s}^{1/1+\delta} \frac{1}{1+\delta} + 2\log n/n \delta_{t,s}^{2\alpha_l} \right)
\]

holds with probability \( P^n \) at least \( 1 - 3l/n \).

5.2 Error Analysis for PEHT

In this section, we present the lower bound of bias and variance of the PEHT when the regression function is locally Hölder continuous. First, let us define the population version of PEHT by

\[
f_{P,E} := \frac{1}{T} \sum_{t=1}^{T} f_{P,t},
\]

where \( f_{P,t} \) is defined as in (20). Then we make the following bias-variance decomposition:

\[
\mathcal{R}_{L,P}(f_{D,E}) - \mathcal{R}_{L,P}^{*} = (\mathcal{R}_{L,P}(f_{D,E}) - \mathcal{R}_{L,P}(f_{P,E})) + (\mathcal{R}_{L,P}(f_{P,E}) - \mathcal{R}_{L,P}^{*}).
\]

5.2.1 Lower Bound of Approximation Error of PEHT

The following proposition presents the lower bound of bias of the PEHT.

Proposition 6. Let \( P \) be the class of the probability distribution satisfying Assumption 2 and \( f_{P,E} \) be defined by (22). Suppose that for certain constant \( C_3 > 0 \) independent of \( n \), there holds \( \xi_{l,b_{l,k}^{2\alpha_l}}^{(l)} \geq 2C_3^{-1}c_{l}^{2}L\xi_{l+1,b_{l+1}^{2\alpha_l}}^{(l)} \) for any \( l \in [L - 1], k \in [K] \). Then we have

\[
\sup_{P \in P} \mathbb{E}_{P} \mathcal{R}_{L,P}(f_{P,E}) - \mathcal{R}_{L,P}^{*} \geq C_3 \sum_{l=1}^{L} \left( \xi_{l}/T \right)^{2} \sum_{k=1}^{K} \Delta m_k \delta_{t,s}^{2\alpha_l}.
\]
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5.2.2 Lower Bound of Variance of PEHT

Next we present the lower bound of variance of the PEHT.

**Proposition 7.** Let $\mathcal{P}$ be the class of the probability distribution satisfying Assumption 2. Moreover, let $f_{D,E}$ and $f_{P,E}$ be the PEHT defined as in (13) and (22), respectively. Suppose that for certain constant $C_4 > 0$ independent of $n$, $\Sigma_i h_i^{-d} \geq 32M^2LC_i^{-1}\Sigma_{i+1} h_{i+1}^{-d}$ holds for any $l \in [L-1]$. Then we have

$$\sup_{P \in \mathcal{P}} \mathbb{E}_P \mathbb{E}_X |f_{P,E}(X) - f_{D,E}(X)|^2 \geq C_4 \sum_{i=1}^{L} (\Sigma_i / T)^2 n^{-1} h_i^{-d}.$$ 

6 Experiments

In this section, we conduct numerical studies to validate the advantage of sequential over parallel ensemble algorithms by comparing the proposed adaptive boosting histogram transform (ABHT) with the parallel ensemble histogram transform (PEHT). Besides, we give an illustrative example to explain how ABHT can be locally adaptive on regions under different smoothness conditions.

6.1 Experimental Settings

We illustrate the experimental details of each comparing method below:

1. The PEHT is an ensemble version of HT regressors in a parallel manner. There are two hyper-parameters in total, including the bin width $h$ and the number of estimators $T$. For the hyper-parameters of PEHT, we search the number of estimators $T$ from $\{20, 50, 100, 200\}$.

2. We conduct two boosting versions of HT regressor, including the classical BHT (Algorithm 1) and the proposed ABHT (Algorithm 2). Two hyper-parameters are related to the boosting process, including the learning rate $\rho$, and the number of iterations $T$. We set the parameter range of the learning rate $\rho$ and the number of iteration $T$ to $\rho \in \{0.01, 0.02, 0.05, 0.1, 0.2\}$ and $T \in \{20, 50, 100, 200\}$. For ABHT, the initial region width $h_0$ is set to 0.2 by default. To mention, two hyper-parameters $\rho$ and $T$ in ABHT are selected per stage. If the number of validation points in a region is less than 10, we also early stop this region, as there are not enough validation points to find out the best parameters.

The common hyper-parameter for all methods is the bin width of the base HT regressor named $h$. We search the best parameter $h \in \{1e^{-3}, 2e^{-3}, 5e^{-3}, 1e^{-2}, 2e^{-2}, 5e^{-2}, 1e^{-1}\}$ in 1-dimensional synthetic experiments, $h \in \{2e^{-2}, 5e^{-2}, 1e^{-1}\}$ in 2-dimensional synthetic experiments, and $h \in \{5e^{-2}, 1e^{-1}, 2e^{-1}\}$ in 3-dimensional synthetic experiments.

In the experiments, we scale the features to the $[0,1]$ range and use a separate validation set to select the best hyper-parameters. We evaluate the performance by repeating each experiments for 30 times and calculating the averaged mean squared errors under the test sets.
6.2 Experiments on Synthetic Datasets

6.2.1 Synthetic Cases

We consider the following cases in synthetic experiments:

**Case A:** As first, we consider a one-dimensional case with three different orders of smoothness. We define the target function in $[0, 1]$ as the combinations of three functions $f_1(x)$, $f_2(x)$, $f_3(x)$ in $[0, 1/8]$, $(1/8, 1/2]$, and $(1/2, 1]$ respectively. These three functions are continuous on the boundaries. The $\alpha$-Hölder conditions of these three functions are different. The definitions of these three functions are shown below:

1. $f_1(x) = 0.05 \cdot (-1)^{|x/0.01|+1} + 0.05$, $x \in [0, 1/8]$,
2. $f_2(x) = 3 \cdot \sqrt{x}$, $x \in (1/8, 1/2]$,
3. $f_3(x) = x$, $x \in (1/2, 1]$.

Then the target function is defined by

$$f(x) = \begin{cases} 
    f_1(x) + \varepsilon, & \text{if } x \in [0, 1/8], \\
    f_2(x) + f_1(1/8) - f_2(1/8) + \varepsilon, & \text{if } x \in (1/8, 1/2], \\
    -f_3(x) + f_2(1/2) - f_2(1/8) + f_3(1/2) + \varepsilon, & \text{if } x \in (1/2, 1], 
\end{cases}$$

where $\varepsilon \sim \mathcal{N}(0, 0.01^2)$ is a random variable.

**Case B:** We consider a 2-dimensional case, where the target function is a piecewise function with different $\alpha$-Hölder conditions in different regions. We define the target function $g$ by

$$g(x_1, x_2) = \begin{cases} 
    h(x_1, x_2) + (x_1 + x_2)/3 + \varepsilon, & \text{if } (x_1, x_2) \in [0, 1/3] \times [0, 1/3], \\
    (\sqrt[3]{x_1} + \sqrt[3]{x_2})/2 + \varepsilon, & \text{if } (x_1, x_2) \in [0, 1/3] \times (1/3, 1], \\
    (\sqrt[3]{x_1} + \sqrt[3]{x_2})/2 + \varepsilon, & \text{if } (x_1, x_2) \in (1/3, 1] \times [0, 1/3], \\
    (x_1 + x_2)/6 + 3/5 + \varepsilon, & \text{if } (x_1, x_2) \in (1/3, 1] \times (1/3, 1], 
\end{cases}$$

where $x_1, x_2 \in [0, 1]$ are respectively the first and the second dimension of sample points, $h(x_1, x_2) = 0.05 \cdot (-1)^{(x_1+x_2)/0.1\varepsilon} + 0.45$, and $\varepsilon \sim \mathcal{N}(0, 0.01^2)$ is a random variable.

We visualize the target function $f(x)$ and one realization of training samples of Case A in Figure 2a and the target function $g(x_1, x_2)$ of Case B in Figure 2b.

In synthetic experiments of one-dimensional cases, we generate 1,000 samples for training, 1,000 samples for validation, and 10,000 samples for test, while in synthetic experiments of two-dimensional cases, we generate 10,000 samples for training, 10,000 samples for validation, and 100,000 samples for test.

6.2.2 Numerical Results of Synthetic Experiments

Tables 1 and 2 list the averaged mean squared error of three comparing methods, including the overall MSEs and the MSEs under regions of different smooth conditions. The overall performance of ABHT is not only significantly better than PETR (1.500e-4 v.s. 2.589e-4), but also
Figure 2: Visualization of target functions. For Case A, we visualize the target function $f(x)$ (marked in blue) and one realization of training samples with sample size 1000 (marked in red). For Case B, we only plot the surface of the target functions.

Table 1: Averaged Mean Squared Error on Case A

| Domain       | PEHT            | BHT             | ABHT            |
|--------------|-----------------|-----------------|-----------------|
| $[0, 1]$     | 2.589e-04(3.300e-05) | 1.687e-04(1.343e-05) | 1.500e-04(9.557e-06) |
| $[0, 1/8)$   | 1.220e-03(2.354e-04) | 4.631e-04(9.091e-05) | 3.877e-04(6.975e-05) |
| $[1/8, 1/2)$ | 1.283e-04(9.180e-05) | 1.270e-04 (7.871e-06) | 1.233e-04(4.998e-06) |
| $[1/2, 1]$   | 1.145e-04(1.531e-05) | 1.259e-04(1.013e-05) | 1.101e-04(3.737e-06) |

* The best results are marked in bold, and the standard deviation is reported in the parenthesis.

Table 2: Averaged Mean Squared Error on Case B

| Domain       | PEHT            | BHT             | ABHT            |
|--------------|-----------------|-----------------|-----------------|
| $[0, 1] \times [0, 1]$ | 2.320e-04(5.420e-06) | 1.956e-04(7.366e-06) | 1.662e-04(6.201e-06) |
| $[0, 1/3] \times [0, 1/3]$ | 9.293e-04(2.758e-05) | 6.422e-04(2.963e-05) | 5.040e-04(3.842e-05) |
| $[0, 1/3] \times (1/3, 1]$ | 1.630e-04(1.231e-05 ) | 1.478e-04(1.945e-05) | 1.372e-04(6.012e-06) |
| $(1/3, 1] \times [0, 1/3]$ | 1.622e-04(7.306e-06) | 1.435e-04(7.683e-06) | 1.370e-04(6.763e-06) |
| $(1/3, 1] \times (1/3, 1]$ | 1.267e-04(1.117e-05) | 1.338e-04(1.124e-05) | 1.108e-04(3.808e-06) |

* The best results are marked in bold, and the standard deviation is reported in the parenthesis.
better than the global boosting version BHT (1.500e-4 v.s. 1.687e-4). It’s shown that ABHT has the best performance among all competing methods.

For Case A, from the MSE performances on different intervals we see that the main reason of performance gap lies on interval [0, 1/8] which has lower order of smoothness. The MSE of PEHT on interval [0, 1/8] is 1.220e-3, about three times larger than that of ABHT, which is 3.877e-4. However, PEHT performs better on large regions with higher order of smoothness. For one thing, the performance gaps on other two intervals between PEHT and ABHT are small. For another, the performance of PEHT on interval [1/2, 1] with high order of smoothness is even better than that of BHT. Therefore, in this synthetic case which has significantly different smooth conditions on different regions, the PEHT fails while the proposed ABHT wins.

The performance of ABHT is consistently better than PEHT in regions with different smooth conditions. This is because a universal bandwidth $h$ in PEHT is not locally adaptive among regions with different smooth conditions: PEHT with a large $h$ cannot fit regions with low order of smooth conditions well, while PEHT with a small $h$ cannot fit regions with high order of smooth conditions well.

In the following subsection, we need to explore the inner details of the proposed ABHT. We show how the proposed ABHT performs well through the local adaptivity among different regions with different smooth conditions, and illustrate how the theoretical findings about the superiority of ABHT over PEHT match the numerical experiments.

### 6.2.3 An Illustrative Example

In order to reveal why ABHT can better fit the target function with different smoothness conditions in different regions, we take one experimental run as an example to illustrate the inner details of the ABHT algorithm. We generate 1000 points for training, 1000 points for validation, and 10000 points for test as usual.

![Figure 3: An illustrative example to show how ABHT works in the target function with different orders of smoothness.](image)

The purple line at the top of Figure 3 is the target function, in which the target function on the intervals [0, 1/8), [1/8, 1/2), [1/2, 1] corresponds to the non-smooth region, the region with
low order of smoothness, and the region with high order of smoothness, respectively. At the bottom of Figure 3, four coordinate axes with some regions marked in red, blue, yellow or green show the early stopping regions selected by the ABHT algorithm in each stage of the training process. In this run there are four stages in total. The regions marked in red, blue, yellow and green are early stopping regions selected in stage 1 to stage 4, respectively.

- In stage 1 of the ABHT algorithm, the intervals $[0.45, 0.5], [0.55, 0.6], [0.6, 0.8], [0.8, 1.0]$ marked in red are selected as the early stopping regions. Note that the interval $[1/2, 1]$ is the region of the highest order of smoothness, it is shown that the most smooth regions are almost covered in the first stage of ABHT. In this stage, the best band-width $h$ is 0.05, the learning rate $\rho = 0.1$ and the number of iterations $T = 200$. We calculate the prediction of the test samples on the fitted model with only one stage, and the averaged mean squared errors on the intervals $[0, 1], [0, 1/8], [1/8, 1/2], [1/2, 1]$ are 3.39e-04, 1.84e-03, 1.36e-04, and 1.13e-04, respectively.

- In stage 2, we continue the boosting process on the sample points in the regions which are not marked in red in the first stage. Regions marked in blue are the early stopping regions in the second stage. We find that many regions with less smooth conditions are chosen. Besides, all areas in the interval $[1/2, 1]$ are early-stopped in the first two stages, while no regions in the interval $[0, 1/8]$ are selected as early stopping regions in the first two stages, which shows the ABHT algorithm can early stop regions with high order of smoothness and not stop the regions with poor smoothness at the front stage. In this stage, $h = 0.02$, $\rho = 0.2$, and $T = 100$. The fitted model with two stages are also evaluated and the averaged mean squared errors on the intervals $[0, 1], [0, 1/8], [1/8, 1/2], [1/2, 1]$ are 3.31e-04, 1.81e-03, 1.23e-04, and 1.14e-04, respectively.

- In the latter two stages, we continue the boosting process on the sample points in the regions which are not marked in red or blue in the first two stages. We continue to fit in the regions with less smoothness. Regions marked in yellow and green are the early stopping regions in the third stage and the forth stage. Regions with less smoothness are fitted with more iteration and with smaller bandwidth $h$. The best hyper-parameters in stage 3 are $h = 0.01$, $\rho = 0.2$, and $T = 200$, and the best hyper-parameters in stage 4 are $h = 0.005$, $\rho = 0.2$, and $T = 200$. The fitted model with three stages are evaluated and the averaged mean squared errors on the intervals $[0, 1], [0, 1/8], [1/8, 1/2], [1/2, 1]$ are 1.57e-04, 4.31e-04, 1.23e-04, and 1.14e-04, respectively. The final fitted model with four stages in total are evaluated and the averaged mean squared errors on the intervals $[0, 1], [0, 1/8], [1/8, 1/2], [1/2, 1]$ are 1.55e-04, 4.11e-04, 1.25e-04, and 1.14e-04, respectively.

The above fitting procedures illustrates the local adaptivity of the ABHT algorithm: we use few stages and a large bandwidth $h$ to fit regions with high order of smoothness, and use more stages and smaller bandwidths $h$ to fit regions with low order of smoothness. We analyze the local adaptivity of ABHT in the aspect of MSEs in regions of different smoothness conditions.

- The MSE on the interval $[0, 1/8]$ with poor smoothness conditions are 1.84e-03, 1.81e-03, 4.31e-04, and 4.11e-04, respectively. There exists a significantly decrease in the MSE on the interval $[0, 1/8]$, especially in stage 3 and 4. Three or four stages are needed to fit the target function with lower order of smoothness well. We need more iterations and base learners with smaller bandwidth $h$ to tackle this difficult case.
• On the contrary, the MSE on the interval \([1/2, 1]\) changes little on different stages, changing from 1.13e-04 to 1.14e-04. This is because the target function on this interval is smooth with high order and is easy to fit well. The ABHT algorithm can early stop regions which are very smooth, then only use a small number of iterations and a relatively large bandwidth \(h\) to fit these regions well.

• Moreover, the MSE on the interval \([1/8, 1/2]\) changes from 1.36e-04 to 1.23e-04, and is finally stable at 1.25e-04, which shows that multi-stage training processing with different numbers of iterations and bandwidth \(h\) are beneficial to the fitting on the interval \([1/8, 1/2]\).

For comparisons, we also take one experimental run with the same random generated samples to show the performance of PEHT. In this run, \(T = 50\) and \(h = 0.01\) are cross-validated as the best hyper-parameters for all regions. And the performance shown by the MSEs of PEHT on the intervals \([0, 1]\), \([0, 1/8]\), \([1/8, 1/2]\), \([1/2, 1]\) are 2.43e-04, 1.15e-03, 1.12e-04, and 1.12e-04, respectively. The PEHT regressor with these hyper-parameters turns out to be more suitable for the intervals \([1/8, 1/2]\) and \([1/2, 1]\), whereas it has poor performance in the interval \([0, 1/8]\). Compared with PEHT, the superiority of ABHT attributes to the choice of different suitable bin width \(h\) for regions with different smooth conditions.

### 6.2.4 Impact of Training Size

In this part, we aim to verify the theoretical analysis in Section 4.4. Here we use the synthetic cases described in Section 6.2.1 and run experiments with \(n = 1000, 3000, 10000, 30000, \) and 50000 to show the impact of training size \(n\) on the performance of ABHT and PEHT.

![Figure 4](image-url)

**Figure 4:** An illustrative example to show the impact of training size \(n\) on the performance of ABHT and PEHT on Cases A and B.

In Figures 4a and 4b, the blue line shows the MSE performance of ABHT and the red line represents that of PEHT. For one thing, we see that the MSE performance of both ABHT and PEHT enhances as the training size \(n\) increases, and that ABHT uniformly outperforms PEHT under all \(n\). However, as \(n\) increases, the difference in MSE between ABHT and PEHT narrows. This experimental finding corresponds to the theoretical result in Theorem 3 that as the sample size \(n \to \infty\), we have to let \(\delta \to 0\), and thus the gap in the excess risk of PEHT and ABHT becomes insignificant.
6.3 Real Data Experiments

Until now, the histograms we use for boosting in Algorithm 2 are partitioned in an equal-size bandwidth manner. Histograms are very useful in low-dimensional circumstances. However, histograms are less efficient with unacceptable and unnecessary computational costs in real-world high-dimensional cases, where the number of bins grows exponentially with the dimension \( d \) and many bins will contain few or even no samples. Therefore, we adopt the binary partitioning technique [3] to construct the high-dimensional histograms named binary histograms. The depth of the binary histogram \( p \) is the hyper-parameter that controls the number of partitions of binary histograms similar to the bin width of histograms \( h \).

In the real data experiments, the histogram we use for ABHT in Algorithm 2 is the binary histogram mentioned above. The differences between the ABHT algorithm with binary histograms and that with equal-size histograms are as follows:

- Different from Algorithm 2 that the initial histogram partition \( \mathcal{X}_1 \) is constructed by an equal-size histogram, the initial histogram partition is built up by a binary histogram partition with a sufficient large depth \( P \). Correspondingly, the early stopping regions \( \mathcal{J}_l \) and the residual regions \( \mathcal{X}_l \) are composed of leaf cells of the binary histogram partition under a depth \( p \in [1, P] \).

- The BHT estimators \( f_{D,h}^l \) in each stage of the Algorithm 2 are related to the bin width \( h \), while in real data experiments, binary histograms with depth \( p \) are used to build the BHT estimators \( f_{D,p}^l \).

- The bin width parameter grid \( h \) is used for equal-size histograms, while the depth parameter grid \( p \) is used for binary histograms.

We also use the binary histograms for the comparing methods PEHT and BHT. The common hyper-parameter in real-world experiments is the depth of the binary histograms \( p \). We select the best depth \( p \in \{4, 6, 8, 10, 12\} \) and best learning rate \( \rho \in \{0.02, 0.05, 0.1, 0.2, 0.4\} \). In each repetition of the experiments, we randomly choose 40% of the data set as the training set, another 40% of the data set as the validation set, and the remaining 20% of the data set as the test set. We standardize the datasets and repeat the real data experiments for 30 times.

6.3.1 Descriptions of Real Data Sets

We use five real-world datasets from the UCI machine learning repository [23] and LIBSVM Data [17]. We provide the details of these data sets, including size and dimension in Table 3.

- **EGS**: The *Electrical Grid Stability Simulated Data Set* (EGS) [1] is available on the UCI Machine Learning Repository. It contains 10,000 samples in total. 12 attributes are used to predict the maximal real part of the characteristic equation root.

- **AEP**: The *Appliances Energy Prediction Data Set* (AEP) [16], available on UCI Machine Learning Repository, contains 19,735 samples of dimension 27 with attribute “date” removed from the original data set. The data is used to predict the appliances energy use in a low energy building.
Table 3: Description over Real Data Sets

| Datasets | Size   | Dimension |
|----------|--------|-----------|
| EGS      | 10,000 | 12        |
| AEP      | 19,735 | 27        |
| CAD      | 20,640 | 8         |
| SCD      | 21,263 | 81        |
| HPP      | 22,784 | 8         |
| ONP      | 39,644 | 58        |
| PTS      | 45,730 | 9         |

- **CAD**: The *California Housing Prices Data Set* (CAD) is available on the LIBSVM Data. This spatial data can be traced back to [41]. It consists 20,640 observations on housing prices with 8 economic covariates. Note that for the sake of clarity, all house prices in the original data set has been modified to be counted in thousands.

- **SCD**: The *Superconductivity Data Set* (SCD) [30], available on the UCI Machine Learning Repository, is supported by the NIMS, a public institution based in Japan. This database has 21,263 samples with 81 features. The goal is to predict the critical temperature based on the features extracted.

- **HPP**: The *House Price Prototask Data Set* (HPP) is originally taken from the census-house dataset in the DELVE Datasets. We use the house-price-8H prototask, which contains 22,784 observations. We use 8 features to predict the median house prices from 1990 US census data. Similar as the data preprocessing for CAD, all house prices in the original data set has been modified to be counted in thousands.

- **ONP**: The *Online News Popularity Data Set* (ONP) [25], available on the UCI Machine Learning Repository, is a database summarizing a heterogeneous set of features about articles published by Mashable in a period of two years. It contains 39,644 observations with 58 predictive attributes. This data set is used to predict the number of shares of the online news.

- **PTS**: *Physicochemical Properties of Protein Tertiary Structure Data Set* (PTS) is available on the UCI Machine Learning Repository. It contains 45,730 samples of dimension 9. The regression task is to predict the size of the residue.

6.3.2 Numerical Results of Real Data Experiments

For the consideration of computational efficiency, we restrict the maximal number of stages $L$ to be 3. Moreover, since when the dimension is relatively high, the samples prone to distribute sparsely over the input space, therefore, we can also avoid overfitting by putting a restriction on the maximal number of stages.

In Table 4, we report the averaged MSEs of three comparing methods over several real data sets. Let us briefly discuss the experimental results. Firstly, the performance of ABHT
Table 4: Averaged Mean Squared Error over Real Data Sets

| Data | PEHT      | BHT       | ABHT      |
|------|-----------|-----------|-----------|
| EGS  | 5.8209e-4(1.7851e-5) | 2.2675e-4(1.1677e-5) | 2.1530e-4(1.0872e-5) |
| SCD  | 1.3659e+2(4.0815e+0)  | 1.1841e+02(4.3743e+0) | 1.1880e+2(4.8246e+0) |
| ONP  | 1.2964e+2(5.3508e+1)  | 1.2904e+2(5.3372e+1) | 1.2897e+2(5.3295e+1) |
| CAD  | 4.2002e+3(1.4852e+2)  | 3.3737e+3(1.4554e+2) | 3.3625e+3(1.1456e+2) |
| PTS  | 1.8359e+1(2.6292e-1)  | 1.4502e+1(2.7630e-1) | 1.4339e+1(2.7389e-1) |
| AEP  | 7.6432e+3(3.6636e+2)  | 7.0670e+3(4.9574e+2) | 7.2562e+3(3.9800e+2) |
| HPP  | 1.6014e+3(1.1586e+2)  | 1.3843e+3(1.1008e+2) | 1.3982e+3(1.0214e+2) |

* The best results are marked in **bold**, and the standard deviation is reported in the parenthesis.

consistently outperforms PEHT in all these data sets. These experimental results validate the theoretical analysis in Theorem 3 that the convergence rate of ABHT is faster than that of PEHT by \( n^{10d^2/(2n^{k^*}+d)^2} \) when \( n < N(\delta) \), and that \( \delta \to 0 \) only if \( n \to \infty \) and \( N(\delta) \to \infty \). In practice, the sample size \( n \) cannot reach infinity. Therefore, there exist a finite \( N(\delta) \) such that Theorem 3 holds with a relatively large \( \delta > 0 \), i.e. the excess risk of ABHT is significantly smaller than that of PEHT. This explains the observation that the performance gap w.r.t. MSE between ABHT and PEHT is significant. For another, the performance of ABHT is comparable to and sometimes even better than BHT, which shows empirically that ABHT is a competent alternative of BHT and thus the theoretical results about the benefits of ABHT over PEHT should be an appropriate theoretical perspective to illustrate the advantage of sequential over parallel ensemble algorithms.

7 Proofs

7.1 Proofs Related to ABHT

7.1.1 Proofs Related to Section 5.1.1

To derive bounds on the sample error of regularized empirical risk minimizers, let us briefly recall the definition of VC dimension measuring the complexity of the underlying function class.

**Definition 3 (VC dimension).** Let \( \mathcal{B} \) be a class of subsets of \( \mathcal{X} \) and \( A \subset \mathcal{X} \) be a finite set. The trace of \( \mathcal{B} \) on \( A \) is defined by \{\( B \cap A : B \subset \mathcal{B} \)\}. Its cardinality is denoted by \( \Delta^\mathcal{B}(A) \). We say that \( \mathcal{B} \) shatters \( A \) if \( \Delta^\mathcal{B}(A) = 2^{\#(A)} \), that is, if for every \( A' \subset A \), there exists a \( B \subset \mathcal{B} \) such that \( A' = B \cap A \). For \( n \in \mathbb{N} \), let

\[
m^\mathcal{B}(n) := \sup_{A \subset \mathcal{X}, \#(A) = n} \Delta^\mathcal{B}(A).
\]

Then, the set \( \mathcal{B} \) is a Vapnik-Chervonenkis class if there exists \( n < \infty \) such that \( m^\mathcal{B}(n) < 2^n \) and the minimal of such \( n \) is called the VC dimension of \( \mathcal{B} \), and abbreviate as \( VC(\mathcal{B}) \).
Since an arbitrary set of \( n \) points \( \{x_1, \ldots, x_n\} \) possess \( 2^n \) subsets, we say that \( \mathcal{B} \) picks out a certain subset from \( \{x_1, \ldots, x_n\} \) if this can be formed as a set of the form \( B \cap \{x_1, \ldots, x_n\} \) for a \( B \in \mathcal{B} \). The collection \( \mathcal{B} \) shatters \( \{x_1, \ldots, x_n\} \) if each of its \( 2^n \) subsets can be picked out in this manner. From Definition 3 we see that the VC dimension of the class \( \mathcal{B} \) is the smallest \( n \) for which no set of size \( n \) is shattered by \( \mathcal{B} \), that is,

\[
\text{VC}(\mathcal{B}) = \inf\left\{ n : \max_{x_1, \ldots, x_n} \Delta^B(\{x_1, \ldots, x_n\}) \leq 2^n \right\},
\]

where \( \Delta^B(\{x_1, \ldots, x_n\}) = \#\{B \cap \{x_1, \ldots, x_n\} : B \in \mathcal{B}\} \). Clearly, the more refined \( \mathcal{B} \) is, the larger is its index.

To prove Lemma 1, we need the following fundamental lemma concerning the VC dimension of purely random partitions, which follows the idea put forward by [10] of the construction of purely random forest. To this end, let \( p \in \mathbb{N} \) be fixed and \( \pi_x \) be a partition of \( X \) with number of splits \( p \) and \( \pi_{x(p)} \) denote the collection of all partitions \( \pi_x \).

**Lemma 1.** Let \( \mathcal{B}_p \) be defined by

\[
\mathcal{B}_p := \left\{ B : B = \bigcup_{j \in J} A_j, J \subset \{0, 1, \ldots, p\}, A_j \in \pi_{x(p)} \right\}.
\]

Then we have \( \text{VC}(\mathcal{B}_p) \leq dp + 2 \).

To further bound the capacity of the function sets, we need to introduce the following fundamental descriptions which enables an approximation of an infinite set by finite subsets.

**Proof of Lemma 1.** This proof is conducted from the perspective of geometric constructions.

![Figure 5](image-url)

*Figure 5:* We take one case with \( d = 3 \) as an example to illustrate the geometric interpretation of the VC dimension. The yellow balls represent samples from class \( A \), blue ones are from class \( B \) and slices denote the hyper-planes formed by samples.

We proceed by induction. Firstly, we concentrate on partition with the number of splits \( p = 1 \). Because of the dimension of the feature space is \( d \), the smallest number of sample points that cannot be divided by \( p = 1 \) split is \( d + 2 \). Concretely, owing to the fact that \( d \) points can be used to form \( d - 1 \) independent vectors and hence a hyperplane in a \( d \)-dimensional space, we might take the following case into consideration: There is a hyperplane consisting of \( d \) points all from one class, say class \( A \), and two points \( p_1^B, p_2^B \) from the opposite class \( B \) located on the opposite sides of this hyperplane, respectively. We denote this hyperplane by \( H_1^A \). In this case, points from two classes cannot be separated by one split (since the positions are \( p_1^B, H_1^A, p_2^B \)), so that we have \( \text{VC}(\mathcal{B}_1) \leq d + 2 \).
Next, when the partition is with the number of splits $p = 2$, we analyze in the similar way only by extending the above case a little bit. Now, we pick either of the two single sample points located on opposite side of the $H_1^A$, and add $d - 1$ more points from class $B$ to it. Then, they together can form a hyperplane $H_2^B$ parallel to $H_1^A$. After that, we place one more sample point from class $A$ to the side of this newly constructed hyperplane $H_2^B$. In this case, the location of these two single points and two hyperplanes are $p_1^B, H_1^A, H_2^B, p_2^A$. Apparently, $p = 2$ splits cannot separate these $2d + 2$ points. As a result, we have $VC(B_2) \leq 2d + 2$.

Inductively, the above analysis can be extended to the general case of number of splits $p \in \mathbb{N}$. In this manner, we need to add points continuously to form $p$ mutually parallel hyperplanes where any two adjacent hyperplanes should be constructed from different classes. Without loss of generality, we consider the case for $p = 2k + 1$, $k \in \mathbb{N}$, where two points (denoted as $p_1^B, p_2^A$) from class $B$ and $2k + 1$ alternately appearing hyperplanes form the space locations: $p_1^B, H_1^A, H_2^B, H_3^A, H_4^B, \ldots, H_{(2k+1)}^A, p_2^B$. Accordingly, the smallest number of points that cannot be divided by $p$ splits is $dp + 2$, leading to $VC(B_p) \leq dp + 2$. This completes the proof. \hfill $\Box$

To further bound the capacity of the function sets, we need to introduce the following fundamental descriptions which enables an approximation of an infinite set by finite subsets, see e.g. [49, Definition 6.19].

**Definition 4** (Covering Numbers). Let $(\mathcal{X}, d)$ be a metric space, $A \subset \mathcal{X}$ and $\varepsilon > 0$. We call $A' \subset A$ an $\varepsilon$-net of $A$ if for all $x \in A$ there exists an $x' \in A'$ such that $d(x, x') \leq \varepsilon$. Moreover, the $\varepsilon$-covering number of $A$ is defined as

$$\mathcal{N}(A, d, \varepsilon) = \inf \left\{ n \geq 1 : \exists x_1, \ldots, x_n \in \mathcal{X}, \text{ such that } A \subset \bigcup_{i=1}^{n} B_d(x_i, \varepsilon) \right\},$$

where $B_d(x, \varepsilon)$ denotes the closed ball in $\mathcal{X}$ centered at $x$ with radius $\varepsilon$.

To investigate the capacity of continuous-valued functions, we need to introduce the concept VC-subgraph class. To this end, the subgraph of a function $f : \mathcal{X} \to \mathbb{R}$ is defined by $sg(f) := \{(x, t) : t < f(x)\}$. A class $\mathcal{F}$ of functions on $\mathcal{X}$ is said to be a VC-subgraph class, if the collection of all subgraphs of functions in $\mathcal{F}$, denoted by $sg(\mathcal{F}) := \{sg(f) : f \in \mathcal{F}\}$, is a VC class of sets in $\mathcal{X} \times \mathbb{R}$. Then the VC dimension of $\mathcal{F}$ is defined by the VC dimension of the collection of the subgraphs, that is, $VC(\mathcal{F}) = VC(sg(\mathcal{F}))$.

We denote the function set $\mathcal{F}$ as

$$\mathcal{F} := \bigcup_{H \sim \pi_H} \mathcal{F}_H,$$

which contains all the functions of $\mathcal{F}_H$ induced by histogram transforms $H$ with bin width $h_0$. The following lemma presents the upper bound for the VC dimension of the function set $\mathcal{F}$.

**Lemma 2.** Let $\mathcal{F}$ be the function set defined as in (23). Then $\mathcal{F}$ is a VC-subgraph class with

$$VC(\mathcal{F}) \leq (d + 1)2^{d+1}\left(\sqrt{d}/h_0\right)^d + 1.$$

**Proof of Lemma 2.** Recall that for a histogram transform $H$, the set $\pi_H = (A_j)_{j \in \mathcal{I}_H}$ is a partition of $B := [0, 1]^d$ with the index set $\mathcal{I}_H$ induced by $H$. The choice $k := \left\lfloor \sqrt{d}/h_0 \right\rfloor + 1$ leads to the
partition of $B$ of the form $\pi_k := \{B_{i_1, \ldots, i_d}\}_{i_j \in [k]}$ with

$$B_{i_1, \ldots, i_d} := \prod_{j=1}^{d} A_j := \prod_{j=1}^{d} \left( \frac{ij - 1}{k} , \frac{ij}{k} \right).$$

(24)

Obviously, we have $|B_{ij}| \leq h_0/\sqrt{d}$. Let $D$ be a data set of the form $D := \{(x_i, t_i) : x_i \in B, t_i \in [-M, M], i = 1, \ldots, m\}$ with $m := \#(D) = 2^{d+1}(d+1)(\lceil \sqrt{d}/h_0 \rceil + 1)^d$. Then there exists at least one cell $A$ with

$$\#(D \cap (A \times [-M, M])) \geq 2^{d+1}(d+1).$$

(25)

Moreover, for any $x, x' \in A$, the construction of the partition (24) implies $\|x - x'\| \leq h_0$. Consequently, for any arbitrary histogram transform $H$ and $A_j \in \pi_H$, at most one vertex of $A_j$ lies in $A$, since the bin width of $A_j$ is larger than $h_0$. Therefore,

$$\Pi_{H\mid A} := \bigcup_{j \in I} \{(A_j \cap A) \times [-M, c_j], I \subset I_H\} \cup \bigcup_{j \in I} \{(A_j \cap A) \times (c_j, M], I \subset I_H\}$$

forms a partition of $A \times [-M, M]$ with $\#(\Pi_{H\mid A}) \leq 2^{d+1}$. It is easily seen that this partition can be generated by $2^{d+1} - 1$ splitting hyperplanes on the space $A \times [-M, M]$. In this way, Lemma 1 implies that $\Pi_{H\mid A}$ can only shatter a dataset with at most $(d+1)(2^{d+1} - 1) + 1$ elements. Thus (25) indicates that $\Pi_{H\mid A}$ fails to shatter $D \cap (A \times [-M, M])$. Therefore, the subgraphs of $\mathcal{F}$, that is, $\{\{(x, t) : t < f(x)\}, f \in \mathcal{F}\}$ cannot shatter the data set $D$ as well. By Definition 3, we immediately get $\text{VC}(\mathcal{F}) \leq 2^{d+1}(d+1)(\lceil \sqrt{d}/h_0 \rceil + 1)^d$ and the assertion is thus proved. $\blacksquare$

Let $A := \otimes_{i=1}^{d}[l_i, r_i]$ be a hypercube with $r_i - l_i = r_j - l_j$ for any $i \neq j$. Then the diameter of the hypercube $A$ is given by $|A| = r_1 - l_1$. Let $\mathfrak{g}_{h_{l,t}}$ be the function set defined as in (5). The next lemma gives the upper bound of the covering number of the function space $\mathfrak{g}_{h_{l,t}} \mid A := \{f \cdot 1_A : f \in \mathfrak{g}_{h_{l,t}}\}$ when the diameter of the hypercube $A$ is larger than the bin width of base HT regressor in the $l$-th stage.

**Lemma 3.** For a fixed $l \in [K]$, let $B_l$ be defined as in Assumption 2. Furthermore, let $h_l$ and $\Sigma_l$ be the bin width and the number of iterations in the $l$-th stage of ABHT. Suppose that $A \subset B_l$ is a hypercube satisfying $|A| \geq h_l$. Moreover, for $j \in [\lceil l \rceil - 1]$, let $h_{j,*}$ be the optimal bin width defined as in (7) and $\Sigma_{j,*}$ be the corresponding number of iteration. Then for any $\delta \in (0, 1)$, $\varepsilon \in (0, 1)$, and any probability measure $Q$, we have

$$\log \mathcal{N}(\mathfrak{g}_{h_{l,t}} \mid A, \| \cdot \|_{L_d(Q)}, \varepsilon) \leq C_9 |A|^d t_{2^\delta} \left( \sum_{j=1}^{l-1} \rho^{2^\delta(j-1)} \Sigma_{j,*} h_{j,*}^{-d} + \Sigma_l h_l^{-d} \right) \varepsilon^{-2^\delta},$$

where $C_9$ is a constant only depending on $d$ and $\delta$.

**Proof of Lemma 3.** Recall that the function set $\mathcal{F}_{H_t}$ is induced by the histogram transform $H_t$ in the same way as in (4). For any $A \subset B_t$, let $\mathcal{F}_{H_t \mid A} := \{f \cdot 1_A : f \in \mathcal{F}_{H_t}\}$. By Lemma 2, for any $t \in [T_{l-1} + 1, T_l]$, we have $h_t = h_l$ and thus

$$\text{VC}(\mathcal{F}_{H_t \mid A}) \leq 2^{d+1}(d+1)(2|A|\sqrt{d}/h_l + 2)^d \leq 2^{d+2}d(4|A|\sqrt{d}/h_l)^d = (c_d|A|/h_l)^d,$$
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where \( c_d := 2^{1+4/d}d^{1/2+1/d} \). This together with Theorem 2.6.7 in [55] yields that there exists a universal constant \( c_1 > 0 \) such that

\[
\mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq c_1 \left( c_d |A|/b_t \right)^d \cdot (16\varepsilon)^{(c_d |A|/b_t)^d} \cdot (2(b_t/(c_d |A|))^d)^{d-2}.
\]

Elementary calculations show that for any \( \varepsilon \in (0, 1/(e \lor K \lor c_1)) \), there holds

\[
\log \mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq \log \left( c_1 \left( c_d |A|/b_t + 1 \right)^d \cdot (16\varepsilon)^{(c_d |A|/b_t)^d} \cdot (2(b_t/(c_d |A|))^d)^{d-2} \right)
\]

\[
= \log c_1 + d \log (c_d |A|/b_t + 1) + (c_d |A|/b_t + 1)^d \log (16\varepsilon) + 2(c_d |A|/b_t + 1)^d \log (1/\varepsilon)
\]

\[
\leq 16 \left( 2c_d |A|/b_t \right)^d \log (1/\varepsilon).
\]

Consequently, for all \( \delta \in (0, 1) \), we have

\[
\sup_{\varepsilon \in (0, 1/(e \lor K))} \varepsilon^{2\delta} \log \mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq 16 \left( 2c_d |A|/b_t \right)^d \sup_{\varepsilon \in (0, 1)} \varepsilon^{2\delta} \log (1/\varepsilon). \quad (26)
\]

Maximizing the right-hand side of (26) w.r.t. \( \varepsilon \), we obtain

\[
\log \mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq (16/(2e\delta))(2c_d |A|/b_t)^d \varepsilon^{-2\delta}, \quad (27)
\]

where the maximum is attained at \( \varepsilon^* = e^{-1/(2\delta)} \).

Now, we define a function set \( \mathfrak{G}_1^{l_i} \) whose element is a linear combination of \( \mathfrak{T}_l \) base learners with the same bin width \( b_t \), i.e.

\[
\mathfrak{G}_1^{l_i} := \left\{ f = \sum_{t=T_{l-1}+1}^{T_l} w_t f_t : f_t \in \mathcal{F}_{H_t}, b_t = b_t, t \in [T_{l-1} + 1, T_l] \right\}.
\]

For \( t \in [T_{l-1} + 1, T_l] \), let \( \{ g_t,j : j \in [m_l] \} \subset \mathcal{F}_{H_t|A} \) be the \( \varepsilon \)-net of \( \mathcal{F}_{H_t|A} \) with \( m_l := \mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \). Let \( \mathcal{F}_{H_t|A} := \{ f \cdot 1_A : f \in \mathfrak{G}_1^{l_i} \} \). By the definition of \( \mathfrak{G}_1^{l_i} \), we see that for any \( g \in \mathcal{F}_{H_t|A} \), there exist \( w_t \) and \( g_t \in \mathcal{F}_{H_t|A}, t \in [T_{l-1} + 1, T_l] \) such that

\[
g = \sum_{t=T_{l-1}+1}^{T_l} w_t g_t = \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} \mathfrak{T}_l w_t g_t.
\]

Let \( g'_t := \mathfrak{T}_l w_t g_t \), then we have \( g'_t \in \mathcal{F}_{H_t|A} \) and \( g = \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} g'_t \). According to the definition of the \( \varepsilon \)-net, there exists some index \( j \in [m_l] \) such that \( \| g'_t - g_{t,j} \|_{L_2(Q)} \leq \varepsilon \). Therefore, for any \( g \in \mathfrak{G}_1^{l_i} \), there holds

\[
\left\| g - \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} g_{t,j} \right\|_2 = \left\| \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} (g'_t - g_{t,j}) \right\|_2 \leq \left( 2 \cdot \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} \| g'_t - g_{t,j} \|_2 \right)^{\frac{1}{2}} \leq 2\varepsilon.
\]

Consequently, the function set \( \mathcal{G}_t := \{ \frac{1}{T_l} \sum_{t=T_{l-1}+1}^{T_l} g_{t,j} : j \in [m_l] \} \) is a \( 2\varepsilon \)-net of \( \mathfrak{G}_{b_t,\mathfrak{T}_l}|A \) and \( \#(\mathcal{G}_t) = \prod_{t=T_{l-1}+1}^{T_l} m_t = m_l^{T_l} \). Therefore, for any probability distribution \( Q \), we have

\[
\log \mathcal{N}(\mathfrak{G}_{b_t,\mathfrak{T}_l}|A, \| \cdot \|_{L_2(Q)}, 2\varepsilon) \leq \log \left( \prod_{t=T_{l-1}+1}^{T_l} \mathcal{N}(\mathcal{F}_{H_t|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \right).
\]
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This together with (29) yields that for any probability distribution \( Q \), there holds

\[
\log \mathcal{N}(\mathfrak{F}_{H_{\mathfrak{T}_t}|A}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq \mathfrak{T}_t \cdot 16/(2e\delta)(2c_d |A|/h_t)^d \varepsilon^{-2\delta},
\]

where the last inequality is due to (27). By the definition of the function sets \( \mathfrak{F}_{h_t,\mathfrak{T}_t}^l \) and \( \mathfrak{F}_{h_t}^l \) in (5) and (28), respectively, we see that for any \( j \in [l - 1] \), such that

\[
f = f^l_{D|x_i} + \rho \cdot f^{l-1}_{D,B|x_i} = \left(f^l_{D|x_i} + \rho \cdot f^{l-1}_{D,B|x_i}\right)
\]

= \left(f^l_{D|x_i} + (\rho \cdot f^{l-1}_{D|x_i} + \rho^2 \cdot f^{l-2}_{D|x_i} + \ldots + \rho^{l-1} \cdot f^1_{D|x_i})\right) = \sum_{j=1}^{l} \rho^{l-j} f^j_{D|x_i}.
\]

Here, the recursion formula follows from the iterative construction of the ABHT algorithm. Therefore, we have

\[
\mathfrak{F}_{h_t,\mathfrak{T}_t}^l \subset \sum_{j=1}^{l-1} \rho^{l-j} \mathfrak{F}_{h_t}^j + \mathfrak{F}_{h_t}^l.
\]

This together with (29) yields that for any probability distribution \( Q \), there holds

\[
\log \mathcal{N}(\mathfrak{F}_{h_t,\mathfrak{T}_t}^l|A, \| \cdot \|_{L_2(Q)}, \varepsilon)
\]

\[
\leq \log \left( \prod_{j=1}^{l-1} \mathcal{N}(\rho^{l-j} \mathfrak{F}_{h_t}^j, \| \cdot \|_{L_2(Q)}, \varepsilon/l) \cdot \mathcal{N}(\mathfrak{F}_{h_t}^l, \| \cdot \|_{L_2(Q)}, \varepsilon/l) \right)
\]

\[
= \sum_{j=1}^{l-1} \log \mathcal{N}(\mathfrak{F}_{h_t}^j, \| \cdot \|_{L_2(Q)}, \rho^{l-j} \varepsilon/l) + \log \mathcal{N}(\mathfrak{F}_{h_t}^l, \| \cdot \|_{L_2(Q)}, \varepsilon/l)
\]

\[
\leq C_9 |A|^d \delta^2 \left( \sum_{j=1}^{l-1} \rho^{2\delta(l-j)} \mathfrak{T}_{j,*}^{-d} + \mathfrak{T}_t^{-d} \right) \varepsilon^{-2\delta},
\]

where \( C_9 := 3(2c_d)^d \delta^{-1} \). Therefore, we finished the proof. \( \square \)

Next, let us recall the entropy numbers, which can be considered as the “inverse” concept of the covering numbers, see e.g. [49, Definition 6.20].

**Definition 5 (Entropy Numbers).** Let \( (\mathcal{X}, d) \) be a metric space, \( A \subset \mathcal{X} \) and \( i \geq 1 \) be an integer. The \( i \)-th entropy number of \( (A, d) \) is defined as

\[
e_i(A, d) = \inf \left\{ \varepsilon > 0 : \exists x_1, \ldots, x_{2^{i-1}} \in \mathcal{X} \text{ such that } A \subset \bigcup_{j=1}^{2^{i-1}} B_d(x_j, \varepsilon) \right\}.
\]

For a finite set \( D \in \mathcal{X}^n \), we define the norm of an empirical \( L_2 \)-space by

\[
\|f\|_{L_2(D)}^2 = \mathbb{E}_D |f|^2 := \frac{1}{n} \sum_{i=1}^{n} |f(x_i)|^2.
\]

In order to present the following oracle inequality for ABHT at the \( l \)-th stage which holds with restriction on the hypercube \( A \), we define the approximation error function by

\[
a(A, \lambda_t) := \inf_{h_t,\mathfrak{T}_t} \lambda_1 h_t^{-2d} + \lambda_2 \mathfrak{T}_t^d + \mathcal{R}_{L_2,D}(f^l_{D,h_t,\mathfrak{T}_t}) - \mathcal{R}_{L_2,D}^*(f^l_{D,h_t,\mathfrak{T}_t}).
\]
Proposition 8. For a fixed $l \in [K]$, let $B_l$ be defined as in Assumption 2. Furthermore, let $h_l$ and $\Xi_l$ be the bin width and the number of iterations in the $l$-th stage of ABHT. Let $\hat{f}_D^{l}_{B_l, \Xi_l}$ be the ABHT regressor defined in (6) and $a_A(\lambda_l)$ be the corresponding approximation error defined by (31). For $j \in [l-1]$, let $h_{j,*}$ be the optimal bin width defined as in (7) and $\Xi_{j,*}$ be the corresponding number of iteration. If $\text{diam}(A) \geq h_l$, then for all $\tau > 0$, with probability $P^n$ not less than $1 - 3e^{-\tau}$, there holds

$$
\lambda_{1,l} h_l^{-2d} + \lambda_{2,l} \Xi_l^p + R_{L_A,P}(\hat{f}^l_{D,B_l,\Xi_l}) - R^*_{L_A,P}
\leq 12a_A(\lambda_l) + 3456M^2\tau/n + 3C_{10}\left(\sum_{j=1}^{l-1} \rho^{2d(l-j)} |A|^{\frac{d}{1+\delta}} h_{j,*}^{-\frac{d}{1+\delta}} \Sigma_{j,*}^{\frac{1}{2}} n^{-\frac{2}{1+\delta}} + \lambda_{1,l}^{-\frac{p}{p-2+2p\delta}} \lambda_{2,l}^{-\frac{p}{p-2+2p\delta}} n^{-\frac{2p}{p-2+2p\delta}} |A|^{\frac{2pd}{p-2+2p\delta}}\right),
$$

where $C_{10}$ is a constant only depending on $\delta$, $M$, $l$ and $d$.

Proof of Proposition 8. Denote $r^* := \Omega(\lambda_l) + R_{L_A,P}(f) - R^*_{L_A,P}$, and for $r > r^*$, write

$$
\mathcal{F}_r^l := \{ f \in \mathcal{Z}_{h_l,\Xi_l|A} : \Omega(f) + R_{L_A,P}(f) - R^*_{L_A,P} \leq r \},
$$

$$
\mathcal{H}_r^l := \{ L_A \circ f - L_A \circ f_{L_A} : f \in \mathcal{F}_r^l \}.
$$

Note that for $f \in \mathcal{F}_r^l$, we have $\lambda_{2,l} \Xi_l^p \leq r$ and $\lambda_{1,l} h_l^{-2d} \leq r$, that is,

$$
\Xi_l \leq \left(\frac{r}{\lambda_{2,l}}\right)^{1/p} \quad \text{and} \quad h_l^{-d} \leq \left(\frac{r}{\lambda_{1,l}}\right)^{1/2}. \quad (32)
$$

Consequently, we have $\mathcal{F}_r^l \subset \mathcal{Z}_{h_l,\Xi_l|A}$ with $\Xi_l$ and $h_l$ satisfying (32). Exercise 6.8 in [49] yields

$$
\ln N(T, d, \varepsilon) < (a/\varepsilon)^q, \quad \forall \varepsilon > 0 \quad \Rightarrow \quad e_i(T, d) \leq 3^{1/q}a_i^{-1/q}, \quad \forall i \geq 1. \quad (33)
$$

Then (33) together with Lemma 3 yields

$$
e_i(\mathcal{F}_r^l, L_2(D)) \leq 4Me_i(\mathcal{F}_r^l, L_2(D)) \leq 4Me_i(\mathcal{Z}_{h_l,\Xi_l|A}, L_2(D))
\leq 4M \left(3C_{10}^l |A|^d \left(\sum_{j=1}^{l-1} \rho^{2d(l-j)} \Sigma_{j,*}^{\frac{1}{2}} n^{-\frac{2}{1+\delta}} + \lambda_{1,l}^{-\frac{p}{p-2+2p\delta}} \lambda_{2,l}^{-\frac{p}{p-2+2p\delta}} n^{-\frac{2p}{p-2+2p\delta}} |A|^{\frac{2pd}{p-2+2p\delta}}\right)\right)^{1/2\delta} i^{-1/2\delta}, \quad \forall i \geq 1, \quad (34)
$$

where $\delta \in (0,1)$. Since the least squares loss $L$ is Lipschitz continuous with Lipschitz constant $|L|_1 \leq 4M$, we find

$$
e_i(\mathcal{H}_r^l, L_2(D)) \leq 4Me_i(\mathcal{F}_r^l, L_2(D)) \leq 4Me_i(\mathcal{Z}_{h_l,\Xi_l|A}, L_2(D))
\leq 4M \left(3C_{10}^l |A|^d \left(\sum_{j=1}^{l-1} \rho^{2d(l-j)} \Sigma_{j,*}^{\frac{1}{2}} n^{-\frac{2}{1+\delta}} + \lambda_{1,l}^{-\frac{p}{p-2+2p\delta}} \lambda_{2,l}^{-\frac{p}{p-2+2p\delta}} n^{-\frac{2p}{p-2+2p\delta}} |A|^{\frac{2pd}{p-2+2p\delta}}\right)\right)^{1/2\delta} i^{-1/2\delta}, \quad \forall i \geq 1,
$$

where the last two inequalities follow from (34) and (32), respectively. Taking expectation with respect to $P^n$, we get

$$
\mathbb{E}_{P^n} e_i(\mathcal{H}_r^l, L_2(D)) \leq c_1 |A|^d \left(\sum_{j=1}^{l-1} \rho^{2d(l-j)} \Sigma_{j,*}^{\frac{1}{2}} + (r/\lambda_{1,l})^{\frac{1}{2}} (r/\lambda_{2,l})^{\frac{1}{2}}\right)^{1/2\delta} i^{-1/2\delta},
$$
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Lemma 4. Let the histogram transform \( H \) be defined as in (1) and \( A'_H \), \( A_H \) be as in (3) and (2), respectively. Then for any \( x \in \mathbb{R}^d \), the set \( A_H(x) \) can be represented as
\[
A_H(x) = \{ x + (sR)^{-1}z : z \in [-b', 1-b'] \},
\]
where \( b' \sim \text{Unif}(0,1)^d \).

**Proof of Lemma 4.** For any \( x \in \mathbb{R}^d \), we define \( b' := H(x) - [H(x)] \in \mathbb{R}^d \). Then we have \( b' \sim \text{Unif}(0,1)^d \) according to the definition of \( H \). For any \( x' \in A'_H(x) \), we define \( z := H(x') - H(x) = (sR)(x' - x) \). Then we have \( x' = x + (sR)^{-1}z \). Moreover, since \([H(x')] = [H(x)]\), we have \( z \in [-b', 1-b'] \).

The following proposition establishes the pointwise approximation error of \( f_{P,E} \) which combines the base learners with the same bin width under the ordinary Hölder assumption.

**Proposition 9.** Let the histogram transform \( H_t \) be defined as in (1) with bin widths \( h_t \). Assume that all bin widths \( h_t \) have the same bin width \( h_0 \). Furthermore, let \( P_X \) be uniform distribution and \( f^*_L,P \in C^\alpha \) with the Hölder exponent \( \alpha \in (0,1] \) and the constant \( c_L \). Then we have
\[
\mathbb{E}_{P_H} \left( f_{P,E}(x) - f^*_L,P(x) \right)^2 \leq c_L^2 h_0^{2\alpha} + T^{-1} \cdot c_L^2 h_0^2.
\]
Proof of Proposition 9. According to the generation process, the histogram transforms \( \{H_t\}_{t=1}^T \) are i.i.d. Therefore, for any \( x \in \mathcal{X} \), the expected approximation error term can be decomposed as

\[
\mathbb{E}_{P_H}(f_{P,E}(x) - f_{L,P}^*(x))^2 = \mathbb{E}_{P_H}((f_{P,E}(x) - \mathbb{E}_{P_H}(f_{P,E}(x))) + (\mathbb{E}_{P_H}(f_{P,E}(x)) - f_{L,P}^*(x)))^2
\]

\[
= \text{Var}(f_{P,E}(x)) + (\mathbb{E}_{P_H}(f_{P,E}(x)) - f_{L,P}^*(x))^2
\]

\[
= T^{-1} \cdot \text{Var}_{P_H}(f_{P,H_1}(x)) + (\mathbb{E}_{P_H}(f_{P,H_1}(x)) - f_{L,P}^*(x))^2.
\]  

(35)

In the following, for the simplicity of notations, we drop the subscript of \( H_1 \) and write \( H \) instead of \( H_1 \) when there is no confusion.

For the first term in (35), the assumption \( f_{L,P}^* \in C^\alpha \) implies

\[
\text{Var}_{P_H}(f_{P,H}(x)) = \mathbb{E}_{P_H}(f_{P,H}(x) - \mathbb{E}_{P_H}(f_{P,H}(x)))^2 \leq \mathbb{E}_{P_H}(f_{P,H}(x) - f_{L,P}^*(x))^2
\]

\[
= \mathbb{E}_{P_H}\left( \frac{1}{\mu(A_H(x))} \int_{A_H(x)} f_{L,P}^*(x') dx' - f_{L,P}^*(x) \right)^2
\]

\[
= \mathbb{E}_{P_H}\left( \frac{1}{\mu(A_H(x))} \int_{A_H(x)} (f_{L,P}^*(x') - f_{L,P}^*(x)) dx' \right)^2
\]

\[
\leq \mathbb{E}_{P_H}(cL|A_H(x)|)^2 \leq c_l^2 d_h^2.
\]  

(36)

We now consider the second term in (35). For \( 0 < \alpha < 1 \), the second term of (35) is bounded as follows,

\[
(\mathbb{E}_{P_H}(f_{P,H_1}(x)) - f_{L,P}^*(x))^2 \leq \left( \mathbb{E}_{P_H}\left( \frac{1}{\mu(A_H(x))} \int_{A_H(x)} f_{L,P}^*(x') dx' \right) - f_{L,P}^*(x) \right)^2
\]

\[
= \mathbb{E}_{P_H}\left( \frac{1}{\mu(A_H(x))} \int_{A_H(x)} (f_{L,P}^*(x') - f_{L,P}^*(x)) dx' \right)^2
\]

\[
\leq \mathbb{E}_{P_H}(cL|A_H(x)|)^{2\alpha} \leq (cL \sqrt{d_h})^{2\alpha} \leq c_l^2 d_h^{2\alpha}.
\]  

(37)

Therefore, we have \( (\mathbb{E}_{P_H}(f_{P,H_1}(x)) - f_{L,P}^*(x))^2 \leq c_l^2 d_h^{2\alpha} + T^{-1} \cdot d_c^2 h_0^2 \), which completes the proof. \( \square \)

Let \( f^l_{D,b_l;\xi_l} \) be the empirical minimizer as in (6), \( f_{P,t} \) be as in (20), and \( \mathcal{F}_{b_l;\xi_l} \) be the function set as in (5). We define the population version by

\[
f^l_{P,b_l;\xi_l} := f^l_{P} + \rho \cdot f^{l-1}_{D,b_l;\xi_l} := \frac{1}{N_l} \sum_{t=T_{l-1}+1}^{T_l} f_{P,t}(x_i) + \rho \cdot f^{l-1}_{D,b_l;\xi_l}.
\]  

(38)

Then we have \( f^l_{P,b_l;\xi_l} \in \mathcal{F}_{b_l;\xi_l} \). The next proposition presents the local approximation error on the cell \( A_{l,j} \subset B_l \) in (5).

Proposition 10. Let \( \mathcal{X}_l \) be the residual region (10) at the \( l \)-th stage of ABHT and \( \{A_{l,j}, j \in \mathcal{J}_l \} \) be the cells of \( \mathcal{X}_l \). For a fixed \( j \in \mathcal{J}_l \), assume that there exists an \( s \geq l \) such that \( A_{l,j} \subset \Delta B_s \). Let \( h_{l,j} \) and \( \xi_{l,j} \) be the bin width and the iteration number of the cell \( A_{l,j} \), respectively. For \( i \in [l-1] \), let \( h_{l,i} \) and \( \xi_{l,i} \) be the optimal bin width and iteration number at the \( i \)-th stage as in (7), respectively. Let \( c := 24 \lor 3456M^2 \lor C_9 \) where \( C_9 \) is the constant as in
Proposition 8. Then for any \( \rho \in (0, (2c)^{-1/2}) \), there exists a constant \( C_7 \) independent of \( n \) such that

\[
\mathbb{E}_{P_H} \left( R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right) \leq C_7 \left( \sum_{i=1}^{l-1} \rho^{2(l-i)} h^2_{l-1,i} (x) \right) + \mathbb{P}_{l,H} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right)
\]

holds with probability \( P^n \) at least \( 1 - 3e^{-\tau} \).

Proof of Proposition 10. For any \( x \in \mathcal{X} \), there holds

\[
(39) = \mathbb{E}_{X} \mathbb{E}_{P_H} \left( (f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x)) \right)^2
\]

\[
= \mathbb{E}_{X} \mathbb{E}_{P_H} \left( \rho \cdot (f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x)) \right)^2
\]

\[
= \mathbb{E}_{X} \mathbb{E}_{P_H} \left( \rho \cdot (f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x)) \right)^2 + \mathbb{E}_{X} \mathbb{E}_{P_H} \left( f_{l,H_{B_{l,j}}} (x) - (1 - \rho) f_{l,H_{A_{l,j}}} (x) \right)^2
\]

\[
\leq 2\rho^2 \mathbb{E}_{X} \mathbb{E}_{P_H} \left( f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x) \right)^2 + 2\mathbb{E}_{X} \mathbb{E}_{P_H} \left( f_{l,H_{B_{l,j}}} (x) - (1 - \rho) f_{l,H_{A_{l,j}}} (x) \right)^2.
\]

For the first term in (40), there holds

\[
\mathbb{E}_{X} \mathbb{E}_{P_H} \left( f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x) \right)^2 = \mathbb{E}_{P_H} \mathbb{E}_{X} \left( f_{l,H_{B_{l,j}}} (x) - f_{l,H_{A_{l,j}}} (x) \right)^2
\]

\[
= \mathbb{E}_{P_H} \left( R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right). \quad (41)
\]

Using Lemma 3 and with \( |A_{l,j}| = h_{l-1,i} \), we get

\[
\log \mathcal{N} \left( \mathcal{F}_{h_{l-1,i}} \right) \leq C_9 h_{l-1,i} (l - 1) \left( \sum_{i=1}^{l-1} \rho^{(l-1-i)} \gamma_{i,i} \right) \varepsilon^{-2\delta}.
\]

Then similar arguments as in the proof of Proposition 8 yield that

\[
R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \leq 12 \left( R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right) + 3456 M^2 \tau / n
\]

\[
+ C_9 \left( \sum_{i=1}^{l-1} \rho^{(l-1-i)} h_{l-1,i} \right) \left( \sum_{i=1}^{l-1} \rho^{(l-1-i)} \gamma_{i,i} \right) \varepsilon^{-2\delta}
\]

holds with probability \( P^n \) at least \( 1 - 3e^{-\tau} \). Using (40), (41), and (42), we get

\[
(39) \leq 2\rho^2 \mathbb{E}_{P_H} \left( 12 \left( R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right) + 3456 M^2 \tau / n
\]

\[
+ C_9 \left( \sum_{i=1}^{l-1} \rho^{(l-1-i)} h_{l-1,i} \gamma_{i,i} \right) \varepsilon^{-2\delta}
\]

\[
\leq c_1 \left( \rho^2 \mathbb{E}_{P_H} \left( R_{L_{A_{l,j}}} \left( f_{l,H_{B_{l,j}}} (x) \right) - R^*_{L_{A_{l,j}}} \right) + \mathbb{E}_{X} \mathbb{E}_{P_H} \left( f_{l,H_{B_{l,j}}} (x) - (1 - \rho) f_{l,H_{A_{l,j}}} (x) \right)^2
\]

\[
+ \left( \sum_{i=1}^{l-1} \rho^{(l-1-i)} h_{l-1,i} \gamma_{i,i} \right) \varepsilon^{-2\delta}
\]

\[
(43)
\]
where \( c_1 := 24 \vee (3456M^2) \vee C_9 \). Since the recursion formula (43) w.r.t. \( f_{P,b,l,\tau_l}^{t_l} \) and \( f_{P|Al,j}^{l} \) also holds for \( l-1, l-2, \ldots, 1 \), with \( f_{P,b,l,\tau_l}^{t_l} \) and \( f_{P|Al,j}^{l} \) we then obtain

\[
(39) \leq \sum_{i=1}^{l-1} c_{1}^{-i} \rho^{2(l-i)} \mathbb{E}_{P_{\tau_l}} \mathbb{E}_{P_{X}} \left( \left( f_{P,b,l,\tau_l}^{t_l}(x) - (1 - \rho)f_{P|Al,j}^{l}(x) \right)^2 \right) + \frac{c_{1}(l-1)}{1 - c_{1}} \cdot b_{l-1,*}^{d/l} \sqrt{\frac{2}{\rho \cdot 1 + \tau}} \frac{d}{\rho} \frac{1}{2} n^{-1} + \frac{c_{1} \tau}{(1 - c_{1} \rho^{2}) n} \tag{44}
\]

with probability \( P^{n} \) at least \( 1 - 3\epsilon^{-\tau} \). Using Proposition 9 and Assumption 2, we obtain

\[
\mathbb{E}_{P_{\tau_l}} \left( f_{P}^{l}(x) - (1 - \rho)f_{P|Al,j}^{l}(x) \right)^2 \leq c_{2} \left( \Sigma_{i=1}^{K} b_{i,*} h_{2}^{2} + \sum_{k=1}^{K} b_{2k} h_{Al,j}^{2} \right), \quad i \in [l-1],
\]

and

\[
\mathbb{E}_{P_{\tau_l}} \left( f_{P}^{l}(x) - (1 - \rho)f_{P|Al,j}^{l}(x) \right)^2 \leq c_{2} \left( \Sigma_{i=1}^{K} b_{i,*} h_{2}^{2} + \sum_{k=1}^{K} b_{2k} h_{Al,j}^{2} \right),
\]

where \( c_{2} := c_{1}^{2} d \). These two inequalities together with (44) and \( Al,j \subset DB_{s} \) hold with probability \( P^{n} \) at least \( 1 - 3l \epsilon^{-\tau} \). Thus, for all \( j \in J_{l} \setminus J_{l,*} \) satisfying \( Al,j \subset DB_{s} \) with \( s \geq l \), by using the union bound, we obtain

\[
(39) \leq c_{2} \sum_{i=1}^{l-1} c_{1}^{-i} \rho^{2(l-i)} \mathbb{E}_{P_{X}} \left( \Sigma_{i=1}^{K} b_{i,*} h_{2}^{2} + \sum_{k=1}^{K} b_{2k} h_{Al,j}^{2} \right) + \frac{c_{1} \tau}{(1 - c_{1} \rho^{2}) n} + \frac{c_{1} l}{1 - c_{1}} \cdot b_{l-1,*}^{d/l} \sqrt{\frac{2}{\rho \cdot 1 + \tau}} \frac{d}{\rho} \frac{1}{2} n^{-1} + \frac{c_{1} \tau}{(1 - c_{1} \rho^{2}) n}
\]

with probability \( P^{n} \) at least \( 1 - 3l(m_{l}/h_{l-1,*}^{d}) \epsilon^{-\tau} \). Taking \( \tau' := \tau - \log(m_{l}/h_{l-1,*}^{d}) \) and \( \rho \leq (2c_{1})^{-1/2} \), we get

\[
(39) \leq C_{7} \left( \sum_{i=1}^{l-1} \rho^{2(l-i)} b_{l-1,*}^{d/l} \left( \Sigma_{i=1}^{K} b_{i,*} h_{2}^{2} + \sum_{k=1}^{K} b_{2k} h_{Al,j}^{2} \right) + \frac{c_{1} \tau}{(1 - c_{1} \rho^{2}) n} + \frac{\tau'}{n} \right),
\]

with probability \( P^{n} \) at least \( 1 - 3l \epsilon^{-\tau'} \), where \( C_{7} := c_{2} \vee (c_{1} l/(1 - c_{1})) \vee (2c_{1}) \). This completes the proof. \( \square \)
Proof of Proposition 2. Let $A_{i,j}$, $i \in [l]$, $j \in \mathcal{J}_i \setminus \mathcal{J}_{i,s}$, be a cell that there exists an $s \geq i$ with $A_{i,j} \subset \Delta B_s$. According to the definition of $h_{i,s}$, it suffices to show that for $\rho$ satisfying (14), the optimal parameters of the cell $A_{i,j}$ are of the order

$$h_{i,j,*} = n^{-\frac{1}{(2 + 25)\alpha_{x+d}}}, \quad \overline{\xi}_{i,j,*} = n^0. \quad (45)$$

In the following, we prove (45) by induction on $l$.

Let us first consider the case $l = 1$. Then for all $j \in \mathcal{J}_1$, applying Proposition 8 with $A := A_{1,j} \subset B_s$ for some $s \geq 1$ and using the union bound, we obtain

$$\mathbb{E}_{P_H} \left( \lambda_{1,1,j} h_{1,j}^{-2d} + \lambda_{2,1,j} \overline{\xi}_{1,j}^p + \mathcal{R}_{L_{A_{1,j}},p}(f_{1,\mathcal{J}_{1,1}}, \mathcal{S}_{1,j}) - \mathcal{R}_{L_{A_{1,j}},p}^* \right)$$

$$\leq \mathbb{E}_{P_H} \left( 12a_{A_{1,j}}(\lambda_1) + C_{10} \frac{\lambda_{1,1,j}^{-p(2+2p\delta)}}{\lambda_{2,1,j}^{-2p(2+2p\delta)}} n^{-\frac{2p}{2+2p\delta}} + 3456M^2(\tau + \log(m_1/b_0)) \right)$$

with probability $P^n$ not less than $1 - 3e^{-\tau}$. According to the definition of $a_A(\lambda_1)$ in (31), we have

$$a_{A_{1,j}}(\lambda_1) \leq \lambda_{1,1,j}^{-2d} + \lambda_{2,1,j} \overline{\xi}_{1,j}^p + \mathcal{R}_{L_{A_{1,j}},p}(f_{1,\mathcal{J}_{1,1}}) - \mathcal{R}_{L_{A_{1,j}},p}^*. \quad (48)$$

Moreover, according to the definition of $f_{1,\mathcal{J}_{1,1}}$ in (38), we have $f_{1,\mathcal{J}_{1,1}} = f_{P,E|A_{1,j}}$. Therefore, Proposition 9 implies

$$\mathbb{E}_{P_H} \left( \mathcal{R}_{L_{A_{1,j}},p}(f_{1,\mathcal{J}_{1,1}}) - \mathcal{R}_{L_{A_{1,j}},p}^* \right) = \mathbb{E}_{P_X} \left( \mathbb{E}_{P_H}(f_{P,E}(x) - f_{L_{A_{1,j}},p}(x))^2 \right)$$

$$\leq dc_L^2(\alpha_{x^*}^2 + \alpha_{y^*}^2 \overline{\xi}_{1,j}^p) \cdot P_X(A_{1,j}) \leq dc_L^2(\alpha_{x^*}^2 + \alpha_{y^*} \overline{\xi}_{1,j}^p) \overline{b}_0. \quad (49)$$

Using (47), (48), (49), and $b_0 \leq 1$, we obtain that (46) can be upper bounded by

$$c_1 \left( \lambda_{1,1,j} h_{1,j}^{-2d} + \lambda_{2,1,j} \overline{\xi}_{1,j}^p + \alpha_{x^*}^2 + \overline{\xi}_{1,j} h_{1,j}^2 + \log n - \frac{p}{2+2p\delta} \lambda_{1,1,j} - \frac{2}{2+2p\delta} n^{-\frac{2p}{2+2p\delta}} \right)$$

with probability $P^n$ at least $1 - 3/n$, where $c_1 = C_{10} \vee (3456M^2) \vee (12dc_L^2)$. Minimizing this w.r.t. $\lambda_{1,1,j}$, $h_{1,j}$, $\lambda_{2,1,j}$, and $\overline{\xi}_{1,j}$, we obtain the minimum $6c_1 n^{-2\alpha_x}/((2+2\alpha)\alpha_{x+d})$, which is attained at

$$\lambda_{1,1,j} = n^{-\frac{2d}{(2+25)\alpha_{x+d}}}, \quad \lambda_{2,1,j} = n^{-\frac{2}{(2+25)\alpha_{x+d}}}, \quad \overline{\xi}_{1,j,*} = n^0. \quad (50)$$

For the induction step, let us assume that (45) holds for all $i \in [l-1]$. In other words, with probability $P^n$ at least $1 - 3e^{-\tau}$, there holds

$$h_{i,*} := \bigvee_{j \in \mathcal{J}_i \setminus \mathcal{J}_{i,s}} n^{-\frac{1}{(2+25)\alpha_{x+d}}} = n^{-\frac{1}{(2+25)\alpha_{i+1,d}}}, \quad \overline{\xi}_{i,*} = n^0. \quad (50)$$

Let $A_{i,j}$, $j \in \mathcal{J}_i \setminus \mathcal{J}_{i,s}$, be a cell that there exists an $s \geq l$ with $A_{i,j} \subset \Delta B_s$. Similarly as above, by applying Proposition 10 and with $|A| := |A_{i,j}| = h_{l-1,*}$, we obtain

$$\mathbb{E}_{P_H} \left( \lambda_{1,l,j} h_{l,j}^{-2d} + \lambda_{2,l,j} \overline{\xi}_{l,j}^p + \mathcal{R}_{L_{A_{l,j}},p}(f_{1,h_{l-1,*}}, \mathcal{S}_{l,j}) - \mathcal{R}_{L_{A_{l,j}},p}^* \right)$$

$$\leq 12C_7 \left( \lambda_{1,l,j} h_{l,j}^{-2d} + \lambda_{2,l,j} \overline{\xi}_{l,j}^p + \sum_{i=1}^{l-1} \rho^{2(l-i)} h_{l-1,*}^{-1} \overline{\xi}_{l-1,*}^{-1} h_{l-1,*}^2 + h_{l-1,*}^2 \right)$$
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Thus, we finished the induction step and (45) is proved.

\[ \lambda \text{ with probability } \lambda \text{ and the corresponding number of iteration } \rho \text{ implies } \leq (51) \]

\[ \sum_{i=1}^{l-1} \rho^{2(l-i)} \left( h_{l-1,i}^{d} - \bar{h}_{l-1,i}^{d} \right) + \sum_{i=1}^{l-1} \rho^{2(l-i)} \left( \bar{h}_{l-1,i}^{d} - h_{l-1,i}^{d} \right) \]

\[ + C_{10} \left( \sum_{i=1}^{l-1} \rho^{2(l-i)} \left( h_{l-1,i}^{d} - \bar{h}_{l-1,i}^{d} \right) \right)^{2} \]

with probability \( P^{n} \) at least \( 1 - 3e^{-\tau} \). Plugging (50) and (50) into (52), we obtain

\[ (51) \leq 12C_{7} \left( \lambda_{1,l,j} h_{l,j}^{2d} + \lambda_{2,l,j} \bar{h}_{l,j}^{p} + 2h_{l-1,*}^{d} \right) + 12C_{7} \lambda_{1,l,j} \lambda_{2,l,j} + 12C_{7} + C_{10} h_{l-1,*}^{d} \]

\[ + (12C_{7} + C_{10}) h_{l-1,*}^{d} \sum_{i=1}^{l-1} \rho^{2(l-i)} n^{-\frac{2\alpha_{l}}{(2+2\delta)\alpha_{l}+d}} + 3456M^{2}\tau/n \]

\[ \leq 12C_{7} \left( \lambda_{1,l,j} h_{l,j}^{2d} + \lambda_{2,l,j} \bar{h}_{l,j}^{p} + h_{l-1,*}^{d} \left( \bar{h}_{l,j}^{2} + \bar{h}_{l,j}^{2} \right) \right) \]

\[ + (24C_{7} + C_{10}) h_{l-1,*}^{d} \sum_{i=1}^{l-1} \rho^{2(l-i)} n^{-\frac{2\alpha_{l}}{(2+2\delta)\alpha_{l}+d}} + 3456M^{2}\tau/n \]

\[ + C_{10} \lambda_{1,l,j} \lambda_{2,l,j} n^{-\frac{2\alpha_{l}}{2+2\delta\alpha_{l}+d}} \]

with probability \( P^{n} \) at least \( 1 - 3e^{-\tau} \). The assumption on the shrinkage parameter \( \rho \) in (14) implies \( \rho \leq \lambda_{1,l,j}^{l-1} \lambda_{s}^{K} n^{-\frac{\alpha_{l}(1+5)(2+2\delta)\alpha_{s}+d}{(2+2\delta)\alpha_{l}+d}} \) and thus we obtain

\[ (51) \leq 12C_{7} \left( \lambda_{1,l,j} h_{l,j}^{2d} + \lambda_{2,l,j} \bar{h}_{l,j}^{p} + h_{l-1,*}^{d} \left( \bar{h}_{l,j}^{2} + \bar{h}_{l,j}^{2} \right) \right) + 3456M^{2}\tau/n \]

\[ + (24C_{7} + C_{10}) h_{l-1,*}^{d} \left( (l-1) n^{-\frac{2\alpha_{l}}{(2+2\delta)\alpha_{l}+d}} + C_{10} \lambda_{1,l,j} \lambda_{2,l,j} n^{-\frac{2\alpha_{l}}{2+2\delta\alpha_{l}+d}} \right) \]

with probability \( P^{n} \) at least \( 1 - 3l/e^{-\tau} \). By taking \( \tau := \log n \) and minimizing the right-hand side w.r.t. \( \lambda_{1,l,j}, \lambda_{2,l,j}, \lambda_{3,l,j} \), and \( \bar{h}_{l,j} \), we obtain

\[ (51) \leq (24l+1)C_{7} + lC_{10} + 3456M^{2} h_{l-1,*}^{d} n^{-\frac{2\alpha_{l}}{(2+2\delta)\alpha_{l}+d}} \]

with probability \( P^{n} \) at least \( 1 - 3l/n \), where the minimum is attained at

\[ \lambda_{1,l,j} = n^{-\frac{2d(\alpha_{l}+d)}{(2+2\delta)\alpha_{l}+d}} \bar{h}_{l-1,*}^{d}, \lambda_{2,l,j} = n^{-\frac{1}{(2+2\delta)\alpha_{l}+d}} \bar{h}_{l-1,*}^{d}, \lambda_{3,l,j} = n^{0} \,

Thus, we finished the induction step and (45) is proved.

According to definition of \( h_{l,*} \) and using (45), we obtain

\[ h_{l,*} = \bigvee_{j \in \mathcal{J}_{l,*}} n^{-1/((2+2\delta)\alpha_{l}+d)} = n^{-1/((2+2\delta)\alpha_{l}+d)} \]

and the corresponding number of iteration \( \mathcal{N}_{l,*} = n^{0} \) with probability \( P^{n} \) at least \( 1 - 3l/n \). This proves (15) and thus finishes the proof of Proposition 2. 

\[ \square \]
7.1.2 Proofs Related to Section 5.1.2

The next lemma presents the upper bound of the covering number of function space $\mathcal{S}_{h_l,\xi_l}^l|A$ when the diameter of the hypercube $A$ is smaller than the bin width of base HT regressor in the $l$-th stage.

**Lemma 5.** For a fixed $l \in [K]$, let $B_l$ be defined as in Assumption 2. Let $\mathcal{S}_{h_l,\xi_l}^l$ be the function set defined as in (5). Furthermore, let $h_l$ and $\xi_l$ be the bin width and the number of iterations in the $l$-th stage of ABHT. Suppose that $A \subset B_l$ is a hypercube satisfying $|A| \leq h_l$. Moreover, for $i \in [1, l]$, let $h_{i,*}$ be the optimal bin width in the $i$-th stage as in (7) and $\xi_{i,*}$ be the corresponding number of iteration. Then for any $\delta \in (0, 1)$, $\varepsilon \in (0, 1)$, and any probability measure $Q$, we have

$$
\log \mathcal{N}(\mathcal{S}_{h_l,\xi_l}^l|A, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq C_8 \left( \sum_{i=1}^{l-1} \rho^{2^{8(l-i)}} \xi_{i,*} + \xi_l \right) \varepsilon^{-2\delta},
$$

where $C_8$ is a constant only depending on $d$ and $\delta$.

**Proof of Lemma 5.** According to the construction of the ABHT algorithm, we have $h_l \geq h_l$ for any $t \in [T_l]$. If $|A| \leq h_l$, then we have $|A| \leq h_l$. Similar arguments as in the proof of Lemma 2 imply that if $|A| \leq h_j$, there holds

$$
\text{VC}(\mathcal{F}_{H_{t}}) \leq 2^{d+1} (d + 1) (|A|^{d/h_l} + 1)^d \leq 2^{d+2} d(2\sqrt{d})^d =: c_d.
$$

This together with Theorem 2.6.7 in [55] yields that there exists a universal constant $c_1$ such that

$$
\mathcal{N}(\mathcal{F}_{H_{t}}, \| \cdot \|_{L_2(Q)}, \varepsilon) \leq c_1 c_d (16e)^{c_d} \varepsilon^{2c_d - 2}.
$$

Simple algebra shows that for any $\varepsilon \in (0, 1/(c_1 + 1))$, we have

$$
\log \mathcal{N}(\mathcal{F}_{H_l}|A, \| \cdot \|_{L_2(D)}, \varepsilon) \leq \log (c_1 c_d (16e)^{c_d} (1/\varepsilon)^{2c_d - 2})
= \log c_1 + \log c_d + \log (16e) + 2c_d \log (1/\varepsilon) \leq 16c_d \log (1/\varepsilon).
$$

Consequently, for all $\delta \in (0, 1)$, we have

$$
\sup_{\varepsilon \in (0, 1/(c_1 + 1))} \varepsilon^{-2\delta} \log \mathcal{N}(\mathcal{F}_{H_l}|A, \| \cdot \|_{L_2(D)}, \varepsilon) \leq 16c_d \sup_{\varepsilon \in (0, 1)} \varepsilon^{-2\delta} \log (1/\varepsilon).
$$

Maximizing the right-hand side of (53) w.r.t. $\varepsilon$, we obtain

$$
\log \mathcal{N}(\mathcal{F}_{H_l}|A, \| \cdot \|_{L_2(D)}, \varepsilon) \leq 16/(2c_1 c_d \varepsilon^{-2\delta}),
$$

where the maximum is attained at $\varepsilon^* = e^{-1/(2\delta)}$.

Now, similar arguments as in the proof of Lemma 3 yield that for any probability distribution $Q$, there holds

$$
\log \mathcal{N}(\mathcal{S}_{h_l,\xi_l}^l|A, \| \cdot \|_{L_2(Q)}, 2\varepsilon) \leq \log \left( \prod_{t=T_{l-1}+1}^{T_l} \mathcal{N}(\mathcal{F}_{H_l}|A, \| \cdot \|_{L_2(Q)}, \varepsilon) \right)
= \log \left( \mathcal{N}(\mathcal{F}_{H_l}|A, \| \cdot \|_{L_2(Q)}, \varepsilon)^{T_l} \right) \leq T_l \cdot 16/(2c_1 c_d \varepsilon^{-2\delta}),
$$

where the last inequality is due to (54). Then (30) together with (55) yields that for any probability distribution $Q$, there holds

$$
\log \mathcal{N}(\mathcal{S}_{h_l,\xi_l}^l|A, \| \cdot \|_{L_2(Q)}, \varepsilon)
$$
\[ \leq \log \left( \prod_{i=1}^{l-1} N(\rho^{l-i} \bar{\delta}_{i,A}, \| \cdot \|_{L_2(Q)}, \varepsilon/l) \cdot N(\bar{\delta}_{i,A}, \| \cdot \|_{L_2(Q)}, \varepsilon/l) \right) \]

\[ = \sum_{i=1}^{l-1} \log N(\bar{\delta}_{i,A}, \| \cdot \|_{L_2(Q)}, \rho^{l-i}\varepsilon/l) + \log N(\bar{\delta}_{i,A}, \| \cdot \|_{L_2(Q)}, \varepsilon/l) \]

\[ \leq C_8^2 \left( \sum_{i=1}^{l-1} \rho^{2\delta(l-i)} \bar{\Sigma}_{i,*} + \bar{\Sigma}_l \right) \varepsilon^{-2\delta}, \]

where \( C_8 := 3c_d \delta^{-1} \). Therefore, we finished the proof. 

The next proposition establishes the oracle inequality on a set \( A \) whose diameter is smaller than the bin width \( h_l \) of base HT regressors in the \( l \)-th stage.

**Proposition 11.** Let \( \hat{f}^{i}_{\{b_l; \tilde{b}_l\}} \) be the BHT regressor defined in (6), \( a_A(\lambda) \) be the corresponding approximation error defined by (31), and suppose that \( |A| \leq h_l \). Then for all \( \tau > 0 \), there exists a constant \( C_9 \) independent of \( n \) such that

\[
\lambda_{1,l,j} h_l^{-2d} + \lambda_{2,l,j} \| \tilde{\Sigma}_l \| + |R|_{L_A,P}(\hat{f}^{i}_{\{b_l; \tilde{b}_l\}}) - |R|_{L_A,P} \leq 12a_A(\lambda) + \frac{3456M^2}{\tau} + 3C_9 \left( \left( \sum_{i=1}^{l-1} \rho^{2\delta(l-i)} \bar{\Sigma}_{i,*} \right)^{1/\tau} n^{-1/\tau} \right) \]

holds with probability at least \( 1 - 3e^{-\tau} \).

**Proof of Proposition 11.** Denote \( r^* := \Omega(f) + |R|_{L_A,P}(f) - |R|_{L_A,P} \), and for \( r > r^* \), write

\[
\mathcal{F}_r := \{ f \in \mathcal{F}_{b_l; \tilde{b}_l; A} : \Omega(f) + |R|_{L_A,P}(f) - |R|_{L_A,P} \leq r \},
\]

\[
\mathcal{H}_r := \{ L_A \circ f - L_A \circ f_{L_A,P} : f \in \mathcal{F}_r \}.
\]

Note that for \( f \in \mathcal{F}_r \), we have \( \lambda_{2,l,j} \| \tilde{\Sigma}_l \| \leq r \) and \( \lambda_{1,l,j} h_l^{-2d} \leq r \), that is,

\[
\bar{\Sigma}_l \leq (r/\lambda_{2,l})^{1/p} \quad \text{and} \quad h_l^{-d} \leq (r/\lambda_{1,l})^{1/2}.
\]

Consequently, we have \( \mathcal{F}_r \subset \mathcal{F}_{b_l; \tilde{b}_l; A} \) with \( \bar{\Sigma}_l \) and \( h_l \) satisfying (56). Exercise 6.8 in [49] implies

\[
\ln \mathcal{N}(T, d, \varepsilon) < (a/\varepsilon)^q, \quad \forall \varepsilon > 0 \quad \implies \quad e_i(T, d) \leq 3^{1/q} a_i^{-1/q}, \quad \forall i \geq 1.
\]

This together with Lemma 5 yields

\[
e_i(\hat{f}^{i}_{\{b_l; \tilde{b}_l; A\}}, d) \leq \left( 3C_8^2 \sum_{j=1}^{l-1} \rho^{2\delta(l-j)} \bar{\Sigma}_{j,*} + \bar{\Sigma}_l \right)^{1/2\delta} i^{-1/2\delta}, \quad \forall i \geq 1,
\]

where \( \delta \in (0, 1) \). Since \( L \) is Lipschitz continuous with the Lipschitz constant \( |L|_1 \leq 4M \), we find

\[
\mathbb{E}_{\mathcal{F}_r} e_i(\mathcal{H}_r, L_2(D)) \leq 4M \mathbb{E}_{\mathcal{F}_r} e_i(\mathcal{F}_r, L_2(D)) \leq 4M \mathbb{E}_{\mathcal{F}_r} e_i(\hat{f}^{i}_{\{b_l; \tilde{b}_l; A\}}, L_2(D)) \]

\[
\leq 4M \left( 3C_8^2 \sum_{i=1}^{l-1} \rho^{2\delta(l-i)} \bar{\Sigma}_{i,*} \right)^{1/2\delta} i^{-1/2\delta} \leq 4M (3C_8^2)^{1/2\delta} \left( \sum_{i=1}^{l-1} \rho^{2\delta(l-i)} \bar{\Sigma}_{i,*} + (r/\lambda_{2,l})^{1/p} \right)^{1/2\delta} i^{-1/2\delta},
\]
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Simple algebra shows that the condition holds with probability at least $\frac{1}{2}$, iteration number as in Proposition 5. Then for any $r(\lambda_{2,l})^{1/(2\delta)}$, taking expectation with respect to $\mathcal{H}_r$, we get

$$\mathbb{E}_{\mathcal{H}_r} e_i(\mathcal{H}_r, L_2(D)) \leq c_1 \left( \sum_{i=1}^{l-1} \rho^{2(l-i)} \xi_{i,s} + (r/\lambda_{2,l})^{1/2} \right),$$

where $c_1 := 4M(3C_8t)^{1/2\delta}$. For least squares loss, the supremum bound $L_A(x,y,t) \leq 4M^2$ holds for all $(x,y) \in \mathcal{X} \times \mathcal{Y}$, $t \in [ -M, M ]$, and the variance bound $\mathbb{E}(L_A \circ g - L_A \circ f_{L,P})^2 \leq V(\mathbb{E}(L_A \circ g - L_A \circ f_{L,P}))^{1/2}$ holds for $V = 16M^2$ and $\sigma = 1$. Therefore, for $h \in \mathcal{H}_r$, we have $\|h\|_{\infty} \leq 8M^2$ and $\mathbb{E}h^2 \leq 16M^2 r$. Then Theorem 7.16 in [49] with $a := c_1 \left( \sum_{i=1}^{l-1} \rho^{1/(2\delta)} + (r/\lambda_{2,l})^{1/(2\delta)} \right)$ yields that there exists a constant $c_2 > 0$ such that

$$\mathbb{E}_{\mathcal{H}_r} \mathrm{Rad}_D(\mathcal{H}_r, n) \leq c_2 l \left( \sum_{i=1}^{l-1} \left( \frac{1}{\rho} r \xi_{i,s} n - \frac{\delta}{1+\delta} \right) \right) \vee \left( \frac{1}{r} \lambda_{2,l} \xi_{i,s} n - \frac{1}{1+\delta} \right) \vee \left( \frac{1}{r} \rho \lambda_{2,l} \xi_{i,s} n - \frac{1}{1+\delta} \right),$$

Simple algebra shows that the condition $\varphi_n(4r) \leq 2\sqrt{2}\varphi_n(r)$ is satisfied. Since $2\sqrt{2} < 4$, similar arguments show that there still hold the statements of the Peeling Theorem 7.7 in [49]. Consequently, Theorem 7.20 in [49] can also be applied, if the assumptions on $\varphi_n$ and $r$ are modified to $\varphi_n(4r) \leq 2\sqrt{2}\varphi_n(r)$ and $r \geq (75\varphi_n(r)) \vee (1152M^2\tau/n) \vee r^*, \tau$, respectively. It is easy to verify that the condition is satisfied if

$$r \geq \left( C_9 \left( \sum_{i=1}^{l-1} \rho \xi_{i,s} n - \frac{\delta}{1+\delta} \right) \vee C_9 \left( \lambda_{2,l} \xi_{i,s} n - \frac{1}{1+\delta} \right) \right) \vee \left( \frac{1152M^2\tau/n}{n} \right),$$

where the constant $C_9 := (75c_2l)^2$, which yields the assertion.

Let $\{A_{l+1,j}, j \in \mathcal{I}_{l+1}\}$ be the partition of the residual region $\mathcal{X}_l$ at the $l$-th stage of ABHT. The next proposition presents the local approximation error on the cell $A_{l+1,j}$ when the diameter of $A_{l+1,j}$ is smaller than the bin width $h_{l,j}$.

**Proposition 12.** Let $l \in [K]$ be fixed and $j \in \mathcal{I}_{l+1}$ such that there exists an $s \geq l$ satisfying $A_{l+1,j} \subset \Delta B_s$. Furthermore, let $h_{l,j}$ and $\xi_{l,j}$ be the bin width and the iteration number of the cell $A_{l,j}$, and suppose that $|A_{l+1,j}| \leq h_{l,j}$. Moreover, for $i \in [l]$, let $h_{i,s}$ and $\xi_{i,s}$ be the optimal bin width and iteration number as in (7). Finally, let $c := 24 \vee 3456M^2 \vee 3C_8$ where $C_8$ is the constant as in Proposition 5. Then for any $\rho \in (0, (2c)^{-1/2})$, there exists a constant $C_{10}$ independent of $n$ such that

$$\mathbb{E}_{\mathcal{H}_r} \left( \mathcal{R}_{\mathcal{H}_r} \left( \mathcal{R}_{L_{A_{l+1,j}, \rho}} (\mathcal{H}_{\rho, h_{l,j}, \mathcal{I}_{l,j}} | A_{l+1,j}) - \mathcal{R}_{L_{A_{l+1,j}, \rho}} (\mathcal{H}_{\rho, h_{l,j}, \mathcal{I}_{l,j}} | A_{l+1,j}) \right) \right) \leq C_{10} \left( \sum_{i=1}^{l-1} \rho^{2(l-i)} h_{i,s} \xi_{i,s} - h_{i,s} \xi_{i,s} + h_{i,s} \xi_{i,s} \right) + h_{i,s} \xi_{i,s} \left( \xi_{i,s} \xi_{i,s} n - \frac{\delta}{1+\delta} \right) \vee \left( \frac{1152M^2\tau/n}{n} \right),$$

holds with probability at least $1 - 3le^{-\tau}$. 
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Proof of Proposition 12. Using the results in Proposition 11, Proposition 12 can be similarly proved as Proposition 10. Hence, we omit the proof.

Proof of Proposition 3. For fixed \( l \in [L] \), let \( \bar{h}_{l,*} \) be the optimal bin width at the \( l \)-th stage. The partition \( \{ A_{l+1,j} \}_{j \in \mathcal{J}_{l+1}} \) of the residual region \( \mathcal{X}_l \) has the diameter \( |A_{l+1,j}| = \bar{h}_{l,*} \). In order to filter out the residual region \( \mathcal{X}_{l+1} \), we need to determine the optimal bin width \( \bar{h}_{l,j,*} \) of the cell \( A_{l+1,j} \) for all \( j \in \mathcal{J}_{l+1} \).

In the following, we prove by induction on \( l \) that if \( \rho \) satisfies (14), then for all \( j \in \mathcal{J}_{l+1} \) with \( A_{l+1,j} \subset \Delta B_l \), we can choose

\[
\tilde{\lambda}_{1,l,j} := 0, \quad \tilde{\lambda}_{2,l,j} := n^{-1}, \quad \tilde{h}_{l,j,*} := n^{-\frac{1}{\alpha_l+d}}, \quad \tilde{\xi}_{l,j,*} := n^0.
\]
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\]
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In the following, we prove by induction on \( l \) that if \( \rho \) satisfies (14), then for all \( j \in \mathcal{J}_{l+1} \) with \( A_{l+1,j} \subset \Delta B_l \), we can choose

\[
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\]
Choosing parameters as in (59), we get

\[
\text{Proof of Proposition 4.}
\]

By choosing \( \rho \) satisfying (14) and taking \( \{h_{i,j}\}_{i=1}^{l-1} \) and \( \{\xi_{i,j}\}_{i=1}^{l-1} \) in (15), we obtain

\[
(61) \leq 12C_10 \left( \lambda_{2,l,i} \tilde{x}_{i,j}^p + n^{- \frac{d}{2(2s+2)}} (\xi_{i,j}^{-1/2} h_{i,j}^2 + \eta_{i,j}^{2\alpha_s}) + n^{- \frac{d}{2(2s+2)}} \sum_{j=1}^{l-1} 2n^{- \frac{2\alpha_s - d}{2s+d}} \right)
\]

\[
+ (12C_{10} + 3C_9)n^{-1} + 3456M^2 \tau / n + 3C_9 \lambda_{2,l,i}^{-1} n^{- \frac{p}{(1+s)p-1}}.
\]

Choosing parameters as in (59), we get

\[
(61) \leq (12C_{10}(l + 2) + 6C_9 + 3456M^2)n^{- \frac{d}{2(2s+2)}} n^{- \frac{2\alpha_s - d}{2s+d}}.
\]

Therefore, for \( j \in \mathfrak{J}_l \) with \( A_{t+1,j} \subset \Delta B_l \), if \( h_{l,j} \geq h_{l,s} \), then we have

\[
\mathbb{E}_{P_H} \left( \xi_{l,i,j} h_{l,j}^{- \frac{d}{2}} + \lambda_{2,l,i} \xi_{l,i,j} \right) \leq \mathbb{E}_{P_H} \left( \lambda_{2,l,i} h_{l,j}^{- \frac{d}{2}} + \lambda_{2,l,i} \xi_{l,i,j} \right)
\]

Similar arguments as in the proof of (45) in Proposition 2 with \( A_{t,j} = A_{t+1,j} \subset \Delta B_l \) imply that (60) also holds for any \( h_{l,j} \leq h_{l,s} \). Therefore, we have \( h_{l,j,*} = h_{l,s} \).

Then we need to consider the cell \( A_{l+1,j} \subset \Delta B_s \) with \( s \geq l+1 \). Again, similar arguments as in the proof of (45) in Proposition 2 with \( A_{i,j} = A_{l+1,j} \subset \Delta B_s \) imply that the optimal bin width of \( A_{l+1,j} \) turns out to be \( h_{l,j,*} = n^{-1/(2(2s+2))} \leq h_{l,s} \). Let \( j_1, j_2 \in \mathfrak{J}_{l+1} \) such that \( A_{l+1,j_1} \subset \Delta B_l \) and \( A_{l+1,j_2} \subset B_{l+1} \). Then we have \( h_{l,j_1,s} = h_{l,j_1,s} > h_{l,j_2,s} \) and consequently \( A_{l+1,j_1} \subset \Delta \mathfrak{X}_l \) and \( A_{l+1,j_2} \subset \mathfrak{X}_{l+1} \). For any \( x \in B_{l+1} - h_{l,s} \), since the diameter of \( A_{l+1,j} \) is \( h_{l,s} \), there exists a \( j_2 \) such that \( x \in A_{l+1,j_2} \). Thus, we have \( x \in \mathfrak{X}_{l+1} \) and consequently \( B_{l+1} - h_{l,s} \subset \mathfrak{X}_{l+1} \). On the other hand, let \( x \in \mathfrak{X}_{l+1} \) and suppose \( x \notin B_{l+1} + h_{l,s} \). Then there exists a \( j_1 \in \mathfrak{J}_{l+1} \) such that \( x \in A_{l+1,j_1} \subset \Delta B_l \) and \( x \in \Delta \mathfrak{X}_l \), which leads to a contradiction. Therefore, we have \( x \in B_{l+1} + h_{l,s} \) and thus \( \mathfrak{X}_{l+1} \subset B_{l+1} + h_{l,s} \). This finishes the proof.

\[\square\]

7.1.3 Proofs Related to Section 5.1.3

**Proof of Proposition 4.** For \( i \in [K], \) let \( h_{i,j} \) and \( \xi_{i,j} \) be the optimal bin width and number of iteration defined as in (15). Similar arguments as in the proof of Proposition 8 with \( A := A_{l+1,j} \) and \( \tau := \log n \) yield

\[
\mathcal{R}_{L_{A_{t+1,j},P}}(\bar{f}_{D,B}) - \mathcal{R}_{L_{A_{t+1,j},P}}^* \leq 12 \left( \mathcal{R}_{L_{A_{t+1,j},P}}(\bar{f}_{P,B}) - \mathcal{R}_{L_{A_{t+1,j},P}}^* \right) + 3456M^2 \log n / n
\]

\[
+ 3C_{10} \mu(A_{t+1,j})^{1/3} \left( \rho^{2(2s+2)} h_{i,s}^{- \frac{d}{2(2s+2)}} \xi_{i,s}^{- \frac{1}{2(3s+3)}} n^{- \frac{1}{3s+3}} \right).
\]

Using Hölder’s inequality, we get

\[
\sum_{j \in \mathfrak{J}_l \setminus \mathfrak{J}_t^*} \mu(A_{t+1,j})^{1/3} \leq \left( \sum_{j \in \mathfrak{J}_l \setminus \mathfrak{J}_t^*} \mu(A_{t+1,j}) \right)^{1/3} \left( \sum_{j \in \mathfrak{J}_l \setminus \mathfrak{J}_t^*} 1 \right)^{\delta/3} = (\Delta m_l)^{1/3} \#(\mathfrak{J}_l \setminus \mathfrak{J}_t^*)^{\delta/3}.
\]
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By Proposition 3, we have $\mu(\Delta X_i) \leq \Delta m_i + 2d\theta_{l,*} \leq \Delta m_i (1 + 2\theta_{l,*})d \leq 2^d \Delta m_i$. Since $\mu(\Delta X_i) = \sum_{j \in \mathcal{J} \setminus \mathcal{J}_i} \mu(A_{l+1,j}) = \mathbb{E}(\mathcal{J} \setminus \mathcal{J}_i) h_{l,*}^d$, we have $\mathbb{E}(\mathcal{J} \setminus \mathcal{J}_i) \leq 2^d \Delta m_i h_{l,*}^{-d}$. This together with (63) yields

$$\sum_{j \in \mathcal{J} \setminus \mathcal{J}_i} \mu(A_{l+1,j}) \frac{1}{1 + \delta} \leq 2^{-\frac{d}{1 + \delta}} \Delta m_i \leq \frac{\delta d}{1 + \delta} \Delta m_i. \quad (64)$$

By summing up the local excess risk (62) of all cells $\{A_{l+1,j}, j \in \mathcal{J} \setminus \mathcal{J}_i\}$ on $\Delta X_i$, then using (64) and taking the order of bin width $\{h_{l,*}\}_{i=1}^n$ in (15), we obtain the conclusion with $C_1 := 3C_7$. □

**Proof of Proposition 5.** For $i \in [K]$, let $h_{i,*}$ and $\Sigma_{i,*}$ be the optimal bin width and number of iteration defined as in (15). Similar as in the proof of Proposition 10, we can show that for any $A_{l+1,j} \subset \Delta X_i \cap \Delta B_i$, there holds

$$\mathbb{E}_{P_H} \left( \mathcal{R}_{L,A_{l+1,j},P}( \hat{f}_{P,B|A_{l+1,j}} ) - \mathcal{R}_{L,A_{l+1,j},P}^* \right) \leq C_7 \left( \sum_{i=1}^l \rho^{2(l-i)} h_{l,*}^d (h_{i,*}^2 \Sigma_{i,*}^{-1} + h_{i,*}^{2d}) \right)
+ \mu(A_{l+1,j}) \frac{1}{1 + \delta} \sum_{i=1}^l \rho \frac{2^{(l-i)} \delta d}{1 + \delta} h_{l,*}^{-d} \Sigma_{l,*}^{1 + \delta} n \left( - \frac{1}{1 + \delta} + \frac{\tau + \log(\Delta m_i / h_{l,*}^{d})}{n} \right) \quad (65)$$

with probability $P^n$ at least $1 - 3d e^{-\tau}$. Obviously, (65) also holds for the cells $A_{l+1,j} \subset \Delta X_i$ satisfying $A_{l+1,j} \cap B_{l-1} \neq \emptyset$. Therefore, (65) holds for all $A_{l+1,j} \subset \Delta X_i$. By summing up the local approximation error (65) of all cells $\{A_{l+1,j}, j \in \mathcal{J} \setminus \mathcal{J}_i\}$ on $\Delta X_i$, then using (64) and taking the order of bin width $\{h_{l,*}\}_{i=1}^n$ in (15), we obtain

$$\mathbb{E}_{P_H} \left( \mathcal{R}_{L,\Delta X_i,P}( \hat{f}_{P,B} ) - \mathcal{R}_{L,\Delta X_i,P}^* \right) \leq C_7 h_{l,*}^{-d} \Delta m_i \left( \sum_{i=1}^l \rho^{2(l-i)} (h_{i,*}^2 \Sigma_{i,*}^{-1} + h_{i,*}^{2d}) \right)
+ \sum_{i=1}^l \rho \frac{2^{(l-i)} \delta d}{1 + \delta} h_{l,*}^{-d} \Sigma_{l,*}^{1 + \delta} n \left( - \frac{1}{1 + \delta} + \frac{\tau + \log(\Delta m_i / h_{l,*}^{d})}{n} \right) \quad (66)$$

with probability $P^n$ at least $1 - 3d e^{-\tau}$. Since $\Delta m_i \leq 1$ and $h_{l,*}^{-d} \leq n$, by taking $\tau = \log n$ and $C_2 = C_7$, we obtain the conclusion. □

### 7.1.4 Proofs Related to Section 4.1

**Proof of Proposition 1.** The result follows directly from Propositions 2 and 3, and the fact that $X_0 = B_0 = X$. □

### 7.1.5 Proofs Related to Section 4.2

**Proof of Theorem 1.** By the definition of $f_{D,B}$ in (11), we have $f_{D,B} = \sum_{i=1}^K f_{D,B|\Delta X_i}$. Since $L = \sum_{j=1}^K L_{\Delta X_i}$, we have

$$\mathbb{E}_{P_H} \left( \mathcal{R}_{L,P}(f_{D,B}) - \mathcal{R}_{L,P}^* \right) = \sum_{i=1}^L \mathbb{E}_{P_H} \left( \mathcal{R}_{L,\Delta X_i,P}( \hat{f}_{D,B} ) - \mathcal{R}_{L,\Delta X_i,P}^* \right).$$
Combining Propositions 4 and 5, we obtain
\[
\mathbb{E}_{P_H} \left( \mathcal{R}_{L_{\Delta X_l}}(\theta_{D,B}) - \mathcal{R}_{L_{\Delta X_l}}(\theta_{P,H}) \right)
\leq 12C_T C_b \Delta m h_1 \bar{h}_{l,*}^{\frac{d}{1+\delta}} \left( \sum_{j=1}^{l} \rho^{2(l-j)} \left( \xi_{j,*}^{-1} h_{j,*}^2 + h_{j,*}^{2n} \right) + \sum_{j=1}^{l-1} \rho^{2(l-j)} h_{j,*}^{-\frac{d}{1+\delta}} \xi_{j,*}^{\frac{1}{1+\delta}} n^{-\frac{1}{1+\delta}} + \frac{2 \log n}{n h_{l,*}^2} \right)
\frac{3456M^2 \log n}{n} + C_1 \Delta m h_1 \bar{h}_{l,*}^{\frac{d}{1+\delta}} \sum_{j=1}^{l} \rho^{2(l-j)} h_{j,*}^{-\frac{d}{1+\delta}} \xi_{j,*}^{\frac{1}{1+\delta}} n^{-\frac{1}{1+\delta}}
\]
with probability \( P^n \) at least \( 1 - 3l/n \). According to Propositions 2 and 3, for any \( l \in [K] \), we have the optimal order of \( h_{l,*} \) and \( \xi_{l,*} \) as in (15) and consequently
\[
\mathbb{E}_{P_H} \left( \mathcal{R}_{L_{\Delta X_l}}(\theta_{D,B}) - \mathcal{R}_{L_{\Delta X_l}}(\theta_{P,H}) \right) \leq c_B \Delta m n^{\frac{-2\alpha - \delta d (1+\delta)}{(2+2\delta)\alpha + d}}
\]
with probability \( P^n \) at least \( 1 - 3l/n \), where the constant \( c_B := 12C_T C_b (2l + 3C_1) + 3456M^2 \). Summing up the above excess risk of the regions \( \{\Delta X_l, l \in [K]\} \), we obtain the assertion. \( \square \)

### 7.2 Proofs Related to PEHT

#### 7.2.1 Proofs Related to Section 5.2.1

**Proposition 13.** Let the histogram transform \( H \) be defined as in (1) with bin width \( h \). Then we have
\[
\mathbb{E}_{P^n} \mathcal{R}_{L,P}(f_{D,H}) - \mathcal{R}_{L,P}(f_{P,H}) \leq 18M^2 n^{-1} h^{-d}.
\]

**Proof of Proposition 13.** For any fixed \( j \in I_H \), we define the random variable \( Z_j := \sum_{i=1}^{n} 1_{A_j}(X_i) \). Since the random variables \( \{1_{A_j}(X_i)\}_{i=1}^{n} \) are i.i.d. Bernoulli distributed with parameter \( P(X \in A_j) \), elementary probability theory implies that the random variable \( Z_j \) is Binomial distributed with parameters \( n \) and \( P(X \in A_j) \). Therefore, for any \( j \in I_H \), we have \( \mathbb{E}(Z_j) = n \cdot P(X \in A_j) \). Moreover, the single NHT regressor \( f_{D,H} \) can be defined by
\[
f_{D,H}(x) = \begin{cases} \sum_{i=1}^{n} Y_i 1_{A_j}(X_i) / \sum_{i=1}^{n} 1_{A_j}(X_i) 1_{A_j}(x) & \text{if } Z_j > 0, \\ 0 & \text{if } Z_j = 0. \end{cases}
\]

By the law of total probability, we get
\[
\mathbb{E}_{P_X} \left( (f_{D,H}(X) - f_{P,H}^*(X))^2 \right) = \sum_{j \in I_H} \mathbb{E}_{P_X} \left( (f_{D,H}(X) - f_{P,H}^*(X))^2 \right) 1_{A_j}(x) \cdot P(X \in A_j)
\]
\[
= \sum_{j \in I_H} \mathbb{E}_{P_X} \left( (f_{D,H}(X) - f_{P,H}^*(X))^2 \right) 1_{A_j}(x) \cdot P(Z_j > 0) \cdot P(X \in A_j)
\]
\[
+ \sum_{j \in I_H} \mathbb{E}_{P_X} \left( (f_{D,H}(X) - f_{P,H}^*(X))^2 \right) 1_{A_j}(x) \cdot P(Z_j = 0) \cdot P(X \in A_j). \tag{66}
\]
For the first term in (66), there holds
\[
\sum_{j \in I_H} \mathbb{E}_{P_X}((f_{D,H}(X) - f_{P,H}^*(X))^2 | X \in A_j, Z_j > 0) \mathbb{P}(Z_j > 0) \mathbb{P}(X \in A_j)
\]
\[
= \sum_{j \in I_H} \left( \frac{\sum_{i=1}^{n} Y_i 1_{A_j}(X_i)}{\sum_{i=1}^{n} 1_{A_j}(X_i)} - \mathbb{E}(f_{L,P}^*(X) | X \in A_j) \right)^2 \mathbb{P}(Z_j > 0) \mathbb{P}(X \in A_j)
\]
\[
= \sum_{j \in I_H} \frac{\mathbb{P}(X \in A_j)}{\sum_{i=1}^{n} 1_{A_j}(X_i)^2} \left( \sum_{i=1}^{n} 1_{A_j}(X_i)(Y_i - \mathbb{E}(f_{L,P}^*(X) | X \in A_j)) \right)^2 \mathbb{P}(Z_j > 0)
\]
and the conditional expectation is
\[
\mathbb{E}\left( \sum_{j \in I_H} \frac{\mathbb{P}(X \in A_j)}{\sum_{i=1}^{n} 1_{A_j}(X_i)^2} \left( \sum_{i=1}^{n} 1_{A_j}(X_i)(Y_i - \mathbb{E}(f_{L,P}^*(X) | X \in A_j)) \right)^2 \bigg| X_i \in A_j \right)
\]
\[
= \sum_{j \in I_H} \frac{\mathbb{P}(X \in A_j)}{\sum_{i=1}^{n} 1_{A_j}(X_i)^2} \sum_{i=1}^{n} 1_{A_j}(X_i) \mathbb{E}((Y - f_{P,H}^*(X))^2 | X \in A_j)
\]
\[
= \sum_{j \in I_H} \frac{\mathbb{P}(X \in A_j)}{\sum_{i=1}^{n} 1_{A_j}(X_i)^2} \mathbb{E}((Y - f_{P,H}^*(X))^2 | X \in A_j).
\] (67)

Obviously, for any fixed $j \in I_H$, there holds $\mathbb{E}(f_{P,H}^*(X) | X \in A_j) = \mathbb{E}(f_{L,P}^*(X) | X \in A_j)$ and consequently we obtain
\[
\mathbb{E}((Y - f_{P,H}^*(X))^2 | X \in A_j)
\]
\[
= \mathbb{E}((Y - f_{L,P}^*(X))^2 | X \in A_j) + \mathbb{E}((f_{L,P}^*(X) - f_{P,H}^*(X))^2 | X \in A_j)
\]
\[
= \sigma^2 + \mathbb{E}((f_{L,P}^*(X) - f_{P,H}^*(X))^2 | X \in A_j).
\]

Taking expectation over both sides of (67) with respect to $P^n$ and $P_X$, we get
\[
\mathbb{E}_{P^n} \mathbb{E}_{P_X} \sum_{j \in I_H} \mathbb{E}_{P_X}((f_{D,H}(X) - f_{P,H}^*(X))^2 | X \in A_j, Z_j > 0) \mathbb{P}(Z_j > 0) \mathbb{P}(X \in A_j)
\]
\[
= (\sigma^2 + \mathbb{E}(f_{L,P}^*(X) - f_{P,H}^*(X))^2)
\]
\[
\cdot \sum_{j \in I_H} \left( \mathbb{P}(X \in A_j) \mathbb{E}_{P^n}\left( \left( \sum_{i=1}^{n} 1_{A_j}(X_i) \right)^{-1} \bigg| Z_j > 0 \right) \right) \mathbb{P}(Z_j > 0)
\]
\[
= (\sigma^2 + \mathbb{E}(f_{L,P}^*(X) - f_{P,H}^*(X))^2)
\]
\[
\cdot \sum_{j \in I_H} (n^{-1} \cdot n \cdot \mathbb{P}(X \in A_j) \mathbb{E}_{P^n}(Z_j^{-1} | Z_j > 0)) \mathbb{P}(Z_j > 0)
\]
\[
= n^{-1} (\sigma^2 + \mathbb{E}(f_{L,P}^*(X) - f_{P,H}^*(X))^2) \cdot \sum_{j \in I_H} (\mathbb{E}(Z_j) \cdot \mathbb{E}(Z_j^{-1} | Z_j > 0)) \mathbb{P}(Z_j > 0). \quad (68)
\]

Now we consider the term
\[
\mathbb{E}(Z_j^{-1} | Z > 0) \mathbb{P}(Z_j > 0) = \sum_{l=1}^{n} \binom{n}{l} (P(A_j))^l (1 - P(A_j))^{n-l} \frac{1}{l+1}
\]
\[
\leq 2 \sum_{l=1}^{n} \binom{n}{l} (P(A_j))^l (1 - P(A_j))^{n-l} \frac{1}{l+1} = \frac{2}{n+1} \sum_{l=1}^{n} \binom{n+1}{l+1} (P(A_j))^l (1 - P(A_j))^{n-l}
\]
\[ \frac{2}{n+1} \sum_{l=2}^{n+1} \binom{n+1}{l} (p(A_j))^{l-1} (1-p(A_j))^{n-l} \]

\[ \leq \frac{2(1-p(A_j))}{(n+1)p(A_j)} \sum_{l=2}^{n+1} \binom{n+1}{l} (p(A_j))^{l-1} (1-p(A_j))^{n-l} \]

\[ \leq \frac{2h^{-d}}{(n+1)} \sum_{l=0}^{n+1} \binom{n+1}{l} (p(A_j))^{l-1} (1-p(A_j))^{n-l} \leq 2h^{-d}n^{-1}. \]

Therefore, the first term in (66) can be upper bounded by

\[ \mathbb{E}_{p^n} \sum_{j \in I_H} \mathbb{E}_{p_X} \left( \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \mid X \in A_j, Z_j > 0 \right) p(Z_j > 0) \]

\[ \leq n^{-1} (\sigma^2 + 4M^2) \sum_{j \in I_H} \left( \mathbb{E}(Z_j) \cdot 2h^{-d}n^{-1} \right) \]

\[ = n^{-1} (\sigma^2 + 4M^2) \sum_{j \in I_H} (nh^d \cdot 2h^{-d}n^{-1}) = 16M^2n^{-1}h^{-d}. \] (69)

We now turn to estimate the second term in (66). By the definition of \( f_{D,H} \), we have

\[ \sum_{j \in I_H} \mathbb{E}_{p_X} \left( \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \mid X \in A_j, Z_j = 0 \right) p(Z_j = 0) p(X \in A_j) \]

\[ \leq \sum_{j \in I_H} (2M)^2 (1-p(A_j))^{n} p(A_j) \leq \sum_{j \in I_H} (2M)^2 e^{-n p(A_j)} p(A_j) \]

\[ \leq (2M)^2 e^{-nh^d} \sum_{j \in I_H} p(A_j) = (2M)^2 e^{-nh^d}. \] (70)

Combining (69) and (70), we obtain

\[ \mathbb{E}_{p^n} \mathbb{E}_{p_X} \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \]

\[ = \sum_{j \in I_H} \mathbb{E}_{p_X} \left( \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \mid X \in A_j, Z_j > 0 \right) \cdot p(Z_j > 0) \cdot p(X \in A_j) \]

\[ + \sum_{j \in I_H} \mathbb{E}_{p_X} \left( \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \mid X \in A_j, Z_j = 0 \right) \cdot p(Z_j = 0) \cdot p(X \in A_j) \]

\[ \leq (2M)^2 e^{-nh^d} + 16M^2n^{-1}h^{-d}. \]

Since \( t \to te^{-t} \) is decreasing on \( t \geq 1 \), we have for any \( t \geq 1 \), there holds \( te^{-t} \leq e^{-1} \). Obviously, we have \( nh^d \geq 1 \) and thus \( e^{-nh^d} \leq e^{-1}n^{-1}h^{-d} \). Therefore, we obtain

\[ \mathbb{E}_{p^n} \mathbb{E}_{p_X} \left( f_{D,H}(X) - f_{P,H}^*(X) \right)^2 \leq (4e^{-1}M^2 + 16M^2)n^{-1}h^{-d} \leq 18M^2n^{-1}h^{-d}, \]

which finishes the proof. \( \square \)

**Proof of Proposition 6.** First of all, let us consider the PEHT whose base learners have the same bin width \( h \). According to the Proposition 13, the sample error of single histogram transform regressor can be upper bounded by

\[ \mathbb{E}_{p^n} \mathbb{E}_{p_X} |f_{P,t}(X) - f_{D,t}(X)|^2 \leq 18M^2n^{-1}h^{-d}. \]
Using the Cauchy-Schwarz inequality, we get
\[
\mathbb{E}_{P_n} \mathbb{E}_X |f_{P,E}(X) - f_{D,E}(X)|^2 = \mathbb{E}_{P_n} \mathbb{E}_X \left| \frac{1}{T} \sum_{t=1}^T (f_{P,t}(X) - f_{D,t}(X)) \right|^2 
\leq \mathbb{E}_{P_n} \mathbb{E}_X |f_{P,1}(X) - f_{D,1}(X)|^2 \leq 18M^2n^{-1}h^{-d},
\]
which gives the upper bound for the sample error of PEHT. Moreover, Proposition 9 implies that when fitting \( f_{L,P}^* \in C^\alpha(\mathcal{X}) \) with \( \alpha \in (0,1] \), the approximation error of PEHT using bin width \( h \) is upper bounded by
\[
\mathbb{E}_{P_n} |f_{P,E}(x) - f_{L,P}^*(x)|^2 \leq c_L^2 h^{2\alpha} + d c_L^2 h^2 / T \leq c_L^2 (d+1) h^{2\alpha},
\]
when taking \( T \geq n^0 \). Combining the above two estimates and choosing \( h = n^{-1/(2\alpha+d)} \) and \( T \geq n^0 \), we obtain \( \mathbb{E}_{P_n} |f_{D,E}(x) - f_{L,P}^*(x)|^2 \leq n^{-2\alpha/(2\alpha+d)} \). Classical nonparametric statistics tells us that this rate turns out to be minimax when fitting \( f_{L,P}^* \in C^\alpha(\mathcal{X}) \). This implies that both the sample error bound and the approximation error bound are tight. In other words, there exist a target function \( f_{L,P}^* \in C^\alpha(\mathcal{X}) \) such that
\[
\mathbb{E}_{P_n} |f_{P,E}(x) - f_{L,P}^*(x)|^2 \geq c_1 h^{2\alpha} \quad (71)
\]
and \( \mathbb{E}_{P} |f_{P,E}(X) - f_{D,E}(X)|^2 \geq c_2 n^{-1}h^{-d} \), where \( c_1 \) and \( c_2 \) are constants independent of \( n \).

Next, let us consider the PEHT whose base learners have \( L \) different bin widths \( h_l, l \in [L] \). Among these \( T \) base learners in PEHT, assume that there exist \( T_l \) base learners with bin width \( h_l \) for \( l \in [L] \). Then we have \( T := \sum_{l=1}^L T_l \) and define \( f_{D,E}^l := \frac{1}{T_l} \sum_{t=1}^{T_l} f_{D,t}^l \), where \( f_{D,t}^l \) are the base learners with bin width \( h_t \) for \( t \in [T_l] \). Thus we can make the decomposition for PEHT as follows:
\[
\begin{align*}
\sum_{k=1}^T f_{D,t} &= \frac{1}{T} \sum_{l=1}^L T_l \sum_{t=1}^{T_l} f_{D,t}^l = \frac{T}{T} \sum_{l=1}^L f_{D,E}^l, \\
\sum_{k=1}^T f_{P,t} &= \frac{1}{T} \sum_{l=1}^L T_l \sum_{t=1}^{T_l} f_{P,t}^l = \frac{T}{T} \sum_{k=1}^d f_{P,E}^k.
\end{align*}
\]

Then we have
\[
\mathbb{E}_{P_n} \left( (f_{P,E}(x) - f_{L,P}^*(x))^2 \right) 
= \mathbb{E}_{P_n} \left( (f_{P,E}(x) - \mathbb{E}_{P_n} (f_{P,E}(x))) + (\mathbb{E}_{P_n} (f_{P,E}(x)) - f_{L,P}^*(x)) \right)^2 
= \text{Var}(f_{P,E}(x)) + \left( \mathbb{E}_{P_n} (f_{P,E}(x)) - f_{L,P}^*(x) \right)^2 
= \sum_{l=1}^L \text{Var}(((T_l/T) f_{P,E}^l(x))) + \left( \sum_{l=1}^L \mathbb{E}_{P_n} ((T_l/T) f_{P,E}^l(x)) - (T_l/T) f_{L,P}^*(x) \right)^2 
= \sum_{l=1}^L \text{Var}(((T_l/T) f_{P,E}^l(x))) + \sum_{l=1}^L \mathbb{E}_{P_n} ((T_l/T) f_{P,E}^l(x)) - (T_l/T) f_{L,P}^*(x) \right)^2 
+ \sum_{l=1}^L \sum_{l \neq k} \mathbb{E}_{P_n} ((T_k/T) f_{P,E}^k(x)) - (T_k/T) f_{L,P}^*(x) \right) \mathbb{E}_{P_n} ((T_l/T) f_{P,E}^l(x)) - (T_l/T) f_{L,P}^*(x) \right]
\]
\[ \geq \sum_{l=1}^{L} (T_l/T)^2 \mathbb{E}_{P_H} \left( \tilde{f}_{P,1}^l(x) - f_{L,P}^*(x) \right)^2 \]
\[ + \sum_{k=1}^{L} \sum_{l \neq k} \left[ \mathbb{E}_{P_H} \left( (T_k/T)\tilde{f}_{P,1}^k(x) - (T_k/T)f_{L,P}^*(x) \right) \right] \left[ \mathbb{E}_{P_H} \left( (T_l/T)\tilde{f}_{P,1}^l(x) - (T_l/T)f_{L,P}^*(x) \right) \right]. \]

(74)

For the first term in (74), (71) implies that there exist a target function \( f_{L,P}^* \in C^\alpha(\mathcal{X}) \) and \( x \in \mathcal{X} \) such that

\[ \sum_{l=1}^{L} (T_l/T)^2 \mathbb{E}_{P_H} \left( \tilde{f}_{P,1}^l(x) - f_{L,P}^*(x) \right)^2 \geq c_1 \sum_{l=1}^{L} (T_l/T)^2 h_{l}^{2\alpha}. \]  

(75)

Moreover, using (37), we get \( |\mathbb{E}_{P_H} f_{k}^l - f_{L,P}^*| \leq c_L \sqrt{d} h_{k}^{\alpha} \). Then the second term in (74) can be upper bounded by

\[ \sum_{k=1}^{L} \sum_{l \neq k} \left[ \mathbb{E}_{P_H} \left( (T_k/T)\tilde{f}_{P,1}^k(x) - (T_k/T)f_{L,P}^*(x) \right) \right] \left[ \mathbb{E}_{P_H} \left( (T_l/T)\tilde{f}_{P,1}^l(x) - (T_l/T)f_{L,P}^*(x) \right) \right] \leq c_L^2 \sum_{k=1}^{L} \sum_{l \neq k} \left( (T_k/T)h_{k}^{\alpha} \right) \left( (T_l/T)h_{l}^{\alpha} \right). \]

Consequently, our assumption \( T_l h_{l}^{\alpha} \geq 4c_1^{-1} c_L^2 L T_{l+1} h_{l+1}^{\alpha}, \ l \in [L-1], \) together with (74) and (75) yields \( \mathbb{E}_{P_H} \left( f_{P,E}(x) - f_{L,P}^*(x) \right)^2 \geq c_1/2 \sum_{l=1}^{L} (T_l/T)^2 h_{l}^{2\alpha} \). Therefore, there exist some probability distribution \( P \) in Assumption 2 such that for any \( k \in [K], \) there holds

\[ \mathbb{E}_{P_H} \left( f_{P,E}(x) - f_{L,P}^*(x) \right)^2 \geq c_{1,k}/2 \sum_{l=1}^{L} (T_l/T)^2 h_{l}^{2\alpha}, \quad x \in \Delta B_k. \]

where \( c_{1,k} \) are constants independent of \( n \) and \( B_{K+1} = \emptyset. \) Thus, for any \( x \in \mathcal{X}, \) we have

\[ \mathbb{E}_{P_H} \left( f_{P,E}(x) - f_{L,P}^*(x) \right)^2 \geq C_3 \sum_{l=1}^{L} (T_l/T)^2 \sum_{k=1}^{K} h_{l}^{2\alpha} \mathbf{1}_{\Delta B_k}(x), \]

where \( C_3 := \bigwedge_{k=1}^{K} c_{1,k}/2. \) Taking expectation to \( P_X \) on both sides, we obtain

\[ \mathbb{E}_{P_H} \left( R_{L,P}(f_{P,E}) - R_{L,P}^* \right) = \mathbb{E}_{P_H} \mathbb{E}_{P_X} \left| f_{P,E}(X) - f_{L,P}^*(X) \right|^2 \geq C_3 \sum_{l=1}^{L} (T_l/T)^2 \sum_{k=1}^{K} \Delta m_k h_{l}^{2\alpha}, \]

which proves the assertion. \( \Box \)

### 7.2.2 Proofs Related to Section 5.2.2

**Proof of Proposition 7.** By the decompositions of \( f_{D,E} \) and \( f_{P,E} \) in (72) and (73), respectively, we have

\[ \mathbb{E}_{P^n} \mathbb{E}_{P_X} \left| f_{P,E}(X) - f_{D,E}(X) \right|^2 \]
Using the binomial formula, we obtain

\[
E = \frac{1}{T} \sum_{t=1}^{T} \left( f_{P,E}(X) - f_{D,E}(X) \right)^2 = \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( \sum_{t=1}^{L} \left( \frac{T_i}{T} \right) \left( f_{P,E}(X) - f_{D,E}(X) \right) \right)^2
\]

\[
= \sum_{t=1}^{L} \left( \frac{T_i}{T} \right)^2 \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,E}(X) - f_{D,E}(X) \right)^2
\]

\[
+ \mathbb{E}_{p^n} \mathbb{E}_{P_X} \sum_{k=1}^{L} \sum_{t \neq k} \left[ \left( \frac{T_k}{T} \right) \left( f_{P,E}(X) - f_{D,E}(X) \right) \right] \left( \frac{T_i}{T} \right) \left( f_{P,E}(X) - f_{D,E}(X) \right) ] . \tag{76}
\]

For the first term in (76), since the base learners of \( f_{D,E} \) have the same bin width \( h_t \), there holds

\[
\mathbb{E}_{P_H} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,E}(X) - f_{D,E}(X) \right)^2
\]

\[
= \frac{1}{T_i^2} \sum_{t=1}^{T_i} \mathbb{E}_{P_H} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,t}(X) - f_{D,t}(X) \right)^2
\]

\[
+ \frac{1}{T_i^2} \sum_{t=1}^{T_i} \sum_{k \neq t} \mathbb{E}_{P_H} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,k}(X) - f_{D,k}(X) \right) \left( f_{P,t}(X) - f_{D,t}(X) \right)
\]

\[
= \frac{1}{T_i} \mathbb{E}_{P_H} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,1}(X) - f_{D,1}(X) \right)^2 + \frac{T_i - 1}{T_i} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( \mathbb{E}_{P_H} \left( f_{P,1}(X) - f_{D,1}(X) \right) \right)^2 . \tag{77}
\]

For the first term in (77), combining (66) and (68), we get

\[
\mathbb{E}_{P_H} \mathbb{E}_{p^n} \mathbb{E}_{P_X} \left( f_{P,1}(X) - f_{D,1}(X) \right)^2
\]

\[
= n^{-1} \left( \sigma^2 + \mathbb{E} \left( f_{L,P}(X) - f_{L,H}(X) \right)^2 \right) \cdot \sum_{j \in Z_H} \left( \mathbb{E} \left( Z_j \right) \cdot \mathbb{E} \left( Z_j^{-1} | Z_j > 0 \right) \right) \mathbb{P} \left( Z_j > 0 \right)
\]

\[
\geq n^{-1} \sigma^2 \cdot \sum_{j \in Z_H} \left( \mathbb{E} \left( Z_j \right) \cdot \mathbb{E} \left( Z_j^{-1} | Z_j > 0 \right) \right) \mathbb{P} \left( Z_j > 0 \right) .
\]

Using the binomial formula, we obtain

\[
\mathbb{E} \left( Z_j^{-1} | Z > 0 \right) \mathbb{P} \left( Z_j > 0 \right) = \sum_{l=1}^{n} \left( \begin{array}{c} n \\ l \end{array} \right) \left( P(A_j) \right)^l \left( 1 - P(A_j) \right)^{n-l} \frac{1}{l + 1}
\]

\[
\geq \sum_{l=1}^{n} \left( \begin{array}{c} n \\ l \end{array} \right) \left( P(A_j) \right)^l \left( 1 - P(A_j) \right)^{n-l} \frac{1}{l + 1} = \frac{1}{n+1} \sum_{l=1}^{n} \left( \begin{array}{c} n + 1 \\ l + 1 \end{array} \right) \left( P(A_j) \right)^l \left( 1 - P(A_j) \right)^{n-l}
\]

\[
= \frac{1}{n+1} \sum_{l=2}^{n+1} \left( \begin{array}{c} n + 1 \\ l \end{array} \right) \left( P(A_j) \right)^{l-1} \left( 1 - P(A_j) \right)^{n-l+1}
\]

\[
= \frac{1}{(n+1)P(A_j)} \sum_{l=2}^{n+1} \left( \begin{array}{c} n + 1 \\ l \end{array} \right) \left( P(A_j) \right)^{l} \left( 1 - P(A_j) \right)^{n+1-l}
\]

\[
= \frac{1}{(n+1)P(A_j)} \left( \sum_{l=0}^{n+1} \left( \begin{array}{c} n + 1 \\ l \end{array} \right) \left( P(A_j) \right)^{l} \left( 1 - P(A_j) \right)^{n+1-l} \right.
\]

\[
= \frac{1}{(n+1)h^d} \left( 1 - \left( 1 - h^d \right)^n \right)
\]

\[
= \frac{1}{(n+1)h^d} \left( 1 - \left( 1 - h^d \right)^n \right) \geq \frac{1}{(n+1)h^d} \left( 1 - e^{-nh^d} \left( 1 + nh^d \right) \right),
\]
where the last inequality follows from the fact that \((1 - 1/x)^x \leq e^{-1}, x \geq 1\). Therefore, if \(nh^d \geq 1\), we have \(\mathbb{E}(Z_j^{-1} | Z > 0)\mathbb{P}(Z_j > 0) \geq \frac{1}{8} n^{-1} h^{-d}\) and consequently we get
\[
\frac{1}{T_l} \mathbb{E}_{p_H} \mathbb{E}_p \mathbb{E}_{P_X} (f_{1,p,1}(X) - f_{1,D,1}(X))^2 \geq \frac{1}{8T_l} n^{-1} h^{-d}.
\] (78)

Next, we consider the second term of (77). Without loss of generality, let \(A_j\) be the cell containing the point \(x\). Then we have
\[
\mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} (f_{1,p,1}(x) - f_{1,D,1}(x))^2 \right)
\]
\[
= \mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \left( \mathbb{E}(f_{L,P}(X) | A_x) - \frac{\sum_i Y_i 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right)^2 \right)
\]
\[
= \mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \left( \mathbb{E}(f_{L,P}(X) | A_j) - \frac{\sum_i f_{L,P}^*(X_i) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right) \right)^2
\]
\[
\geq \mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \frac{\sum_i (f_{L,P}^*(X_i) - Y_i) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right)^2
\]
\[
+ 2\mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \left( \mathbb{E}(f_{L,P}(X) | A_j) - \frac{\sum_i f_{L,P}^*(X_i) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right) \right) \cdot \mathbb{E}_{p_H} \left( \frac{\sum_i (f_{L,P}^*(X_i) - Y_i) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right).
\]

The linearity of the expectation operator implies
\[
\mathbb{E}_{p_n} \left( \frac{\sum_i (f_{L,P}^*(X_i) - Y_i) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right) = 0
\]
and thus we have
\[
\mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} (f_{1,p,1}(x) - f_{1,D,1}(x))^2 \right) \geq \mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \frac{\sum_i (Y_i - f_{L,P}^*(X_i)) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right)^2.
\] (79)

Obviously, for any \(i \neq k\), we have \(\mathbb{E}_{p_{Y|X}} (Y_i - f_{L,P}^*(X_i))(Y_k - f_{L,P}^*(X_k)) = 0\) and for any \(i \in [n]\), there holds \(\mathbb{E}_{p_{Y|X}} (Y_i - f_{L,P}^*(X_i))^2 = \sigma^2 > 0\). Therefore, we have
\[
\mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \frac{\sum_i (Y_i - f_{L,P}^*(X_i)) 1_{A_j}(X_i)}{\sum_i 1_{A_j}(X_i)} \right)^2
\]
\[
= \mathbb{E}_{p_n} \left( \sum_i \mathbb{E}_{p_H} \frac{(Y_i - f_{L,P}^*(X_i)) 1_{A_j}(X_i)}{\sum_{k=1}^n 1_{A_j}(X_k)} \right)^2
\]
\[
= \frac{n}{\mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \frac{1_{A_j}(X_i)}{\sum_{k=1}^n 1_{A_j}(X_k)} \right)^2}
\]
\[
= n\sigma^2 \mathbb{E}_{p_n} \left( \mathbb{E}_{p_H} \frac{1_{A_j}(X_i)}{\sum_{k=1}^n 1_{A_j}(X_k)} \right)^2.
\] (80)

For a fixed \(H\), using the binomial formula, we get
\[
\mathbb{E}_{p_n} \left( \frac{1_{A_j}(X_i)}{\sum_{k=1}^n 1_{A_j}(X_k)} \right)^2 = \mathbb{P}(X_1 \in A_j) \mathbb{E} \left( \frac{1}{\sum_{k=1}^n 1_{A_j}(X_k)} \right)^2 | X_1 \in A_j
\]
\[ \begin{align*}
&= h^d \sum_{l=0}^{n-1} \binom{n-1}{l} P(A_j)^l (1 - P(A_j))^{n-1-l} \frac{1}{(l+1)^2} \\
&\geq \frac{h^d}{n(n+1)} \sum_{l=0}^{n-1} \binom{n+1}{l+2} P(A_j)^l (1 - P(A_j))^{n-1-l} \\
&= \frac{h^d}{n(n+1)} \sum_{l=2}^{n+1} \binom{n+1}{l} P(A_j)^l (1 - P(A_j))^{n+1-l} \\
&= \frac{1}{n(n+1)h^d} \left( \sum_{l=0}^{n+1} \binom{n+1}{l} P(A_j)^l (1 - P(A_j))^{n+1-l} \\
&\quad - (1 - P(A_j))^{n+1} - (n+1)P(A_j)(1 - P(A_j))^n \right) \\
&= \frac{(1 - (1 - h^d)n)(1 + nh^d)}{n(n+1)h^d} \geq 1 - e^{-nh^d} (1 + nh^d),
\end{align*} \]

where the last inequality follows from the fact that \((1 - 1/x)^x \leq e^{-1}\) for all \(x \geq 1\). Therefore, if \(nh^d \geq 1\), since the function \(t \mapsto 1 - e^{-t}(1 + t)\) is decreasing on the interval \((0, \infty)\), we have

\[ \mathbb{E} P_n (1 A_j(X_1)/\sum_{k=1}^n 1 A_j(X_k))^2 \geq (1/8)n^{-2}h^{-d}. \]

This together with (79) and (80) yields

\[ \mathbb{E} P_n (\mathbb{E} P_H (\hat{f}_{P,1}(x) - \hat{f}_{D,1}(x)))^2 \geq (\sigma^2/8)n^{-1}h^{-d}. \]

Combining (78), (81) and (77), we obtain

\[ \mathbb{E} P_H \mathbb{E} P_n \mathbb{E} P_X (\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))^2 \geq ((\sigma^2 \land 1)/8)n^{-1}h^{-d} \]

and consequently

\[ \begin{align*}
\sum_{l=1}^L (T_l/T)^2 \mathbb{E} P_n \mathbb{E} P_X (\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))^2 &\geq \frac{\sigma^2 \land 1}{8} \sum_{l=1}^L (T_l/T)^2 n^{-1}h^{-d}, \end{align*} \]

which gives the lower bound of the first term in (76).

On the other hand, using the triangle inequality and the Cauchy-Schwarz inequality, the second term in (76) can be upper bounded by

\[ \begin{align*}
&\left| \mathbb{E} P_n \mathbb{E} P_X \sum_{k=1}^K \sum_{l \neq k} [(T_l/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))(T_l/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))] \right| \\
&\leq \sum_{k=1}^K \sum_{l \neq k} \left| \mathbb{E} P_n \mathbb{E} P_X [(T_k/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))(T_l/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))] \right| \\
&\leq \sum_{k=1}^K \sum_{l \neq k} \left[ \mathbb{E} P_n \mathbb{E} P_X [(T_k/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))]^2 \right]^{1/2} \\
&\quad \cdot \left[ \mathbb{E} P_n \mathbb{E} P_X [(T_l/T)(\hat{f}_{P,E}(X) - \hat{f}_{D,E}(X))]^2 \right]^{1/2} \\
&\leq 18M^2 \sum_{k=1}^K \sum_{l \neq k} ((T_k/T)(T_l/T)(h_lh_k)^{-d})^{1/2} n^{-1}, \end{align*} \]
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where the last inequality follows from Proposition 13. Then our assumption \( T_l h_l^{-d} \geq 512 M^2 L (\sigma^2 \wedge 1)^{-1} T_{l+1} h_{l+1}^{-d}, \ l \in [L - 1], \) together with (76), (82) and (83), yields

\[
\mathbb{E}_{P_n} \mathbb{E}_{P_X} |f_{P,E}(X) - f_{D,E}(X)|^2 \geq \frac{\sigma^2 \wedge 1}{16} \sum_{l=1}^{L} (T_l / T)^2 n^{-1} h_l^{-d},
\]

which proves the assertion with \( C_4 := (\sigma^2 \wedge 1) / 16. \)

\[\square\]

### 7.2.3 Proofs Related to Section 4.3

**Proof of Theorem 2.** Combining Propositions 6 and 7, we obtain

\[
\mathbb{E}_{P_n} \mathbb{E}_{P_X} R_{L,P}(f_{D,E}) - R^*_{L,P} \\
= \mathbb{E}_{P_n} (R_{L,P}(f_{P,E}) - R^*_{L,P}) + \mathbb{E}_{P_n} \mathbb{E}_{P_X} |f_{P,E}(X) - f_{D,E}(X)|^2 \\
\geq c_1 \left( \sum_{l=1}^{L} (T_l / T)^2 n^{-1} h_l^{-d} + \sum_{l=1}^{L} (T_l / T)^2 \sum_{k=1}^{K} \Delta m_k h_l^{2\alpha_k} \right) \\
= c_1 \sum_{l=1}^{L} (T_l / T)^2 \left( n^{-1} h_l^{-d} + \sum_{k=1}^{K} \Delta m_k h_l^{2\alpha_k} \right),
\]

(84)

where \( c_1 := C_4 \wedge C_3 \) with constants \( C_3 \) and \( C_4 \) defined as in Propositions 6 and 7, respectively. Let \( h_* \) be the bandwidth which minimizes \( n^{-1} h^{-d} + \sum_{k=1}^{K} \Delta m_k h^{2\alpha_k} \). Using Cauchy-Schwarz inequality and \( \sum_{l=1}^{L} T_l = T \), we have \( \sum_{l=1}^{L} T_l^2 \geq \frac{1}{L} \left( \sum_{l=1}^{L} T_l \right)^2 = T^2 / L \). Consequently, we get

\[
\inf_{l \in [L]} \sum_{l=1}^{L} (T_l / T)^2 \left( n^{-1} h_l^{-d} + \sum_{k=1}^{K} \Delta m_k h_l^{2\alpha_k} \right) \geq \inf_{l \in [L]} \sum_{l=1}^{L} (T_l / T)^2 \inf_{l \in [L]} \left( n^{-1} h_l^{-d} + \sum_{k=1}^{K} \Delta m_k h_l^{2\alpha_k} \right) \\
\geq \frac{1}{L} \inf_{h} \left( n^{-1} h^{-d} + \sum_{k=1}^{K} \Delta m_k h^{2\alpha_k} \right).
\]

This together with (84) yields

\[
\inf_{f_{D,E} P \in \mathcal{P}} \mathbb{E}_{P_n} \mathbb{E}_{P_X} R_{L,P}(f_{D,E}) - R^*_{L,P} = \frac{c_1}{L} \inf_{h} \left( n^{-1} h^{-d} + \sum_{k=1}^{K} \Delta m_k h^{2\alpha_k} \right),
\]

(85)

which yields the assertion with \( c_E := c_1 / L. \)

\[\square\]

### 7.3 Proofs Related to Section 4.4

**Proof of Theorem 3.** Let us first consider the excess risk of PHBT. For the lower bound in the right hand side of (16), we have

\[
\inf_{h} \left( n^{-1} h^{-d} + \sum_{k=1}^{K} \Delta m_k h^{2\alpha_k} \right) \geq \inf_{h} \left( n^{-1} h^{-d} + \sum_{k=1}^{K} \Delta m_k h^{2\alpha_k} \right) \\
\geq \sum_{k=1}^{K} \inf_{h} \left( n^{-1} h^{-d} + \Delta m_k h^{2\alpha_k} \right).
\]
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By taking \( h_* := (n \Delta m_k)^{-1/(2\alpha_k + d)} \) and \( T_1 = n^0 \), we obtain
\[
\inf_k \left( n^{-1} h_*^{-d} + \Delta m_k h_*^{2\alpha_k} \right) = \Delta m_k^{d/(2\alpha_k + d)} n^{-2\alpha_k/d}.
\]

This together with (85) implies
\[
E_P^H E_P^n \mathcal{R}_{L,P}(f_{D,E}) - \mathcal{R}_{L,P}^* \geq c_E \sum_{k=1}^K \Delta m_k \left( \frac{2\alpha_k - 2\alpha_k + d}{(2+2\delta)\alpha_k + d} \right) \leq c_B K \Delta m_k^* n^{-2\alpha_k/d} \tag{86}
\]
where \( k' = \arg \max_{k \in [K]} \Delta m_k^{d/(2\alpha_k + d)} n^{-2\alpha_k/(2\alpha_k + d)} \), which implies
\[
\Delta m_k' = \sum_{k=1}^K \frac{\Delta m_k}{n} \frac{2\alpha_k d/(2\alpha_k + d)}{2\alpha_k + d} \Delta m_k^{d/(2\alpha_k + d)} n^{-2\alpha_k/d}.
\]

Combining (86) and (87), we obtain
\[
E_P^H E_P^n \mathcal{R}_{L,P}(f_{D,E}) - \mathcal{R}_{L,P}^* \geq c_E \Delta m_k^* n^{-2\alpha_k/d} \tag{88}
\]

Next, let us consider the excess risk of ABHT. Let \( k^* \in [K] \) be defined as in (17). By Theorem 1, we have
\[
E_P^H (\mathcal{R}_{L,P}(f_{D,B}) - \mathcal{R}_{L,P}^*) \leq c_B \sum_{k=1}^K \Delta m_k \left( \frac{2\alpha_k - 2\alpha_k + d}{(2+2\delta)\alpha_k + d} \right) \leq c_B K \Delta m_k^* n^{-2\alpha_k/d} \tag{89}
\]
with probability \( P^n \) at least \( 1 - 3K/n \). It is easy to verify that for \( N(\delta) \) satisfying (18), we have
\[
\Delta m_k^{-1} \cdot (Kc_B/c_E) \frac{2\alpha_k + d}{2\alpha_k} \frac{10\delta^2/\alpha_k}{n^{10\delta^2/\alpha_k}} = N(\delta) \frac{10\delta^2/\alpha_k}{n^{10\delta^2/\alpha_k}}.
\]

Consequently, for any \( n \leq N(\delta) \), there holds
\[
\Delta m_k^{-1} = (Kc_B/c_E) \frac{2\alpha_k + d}{2\alpha_k} N(\delta) \frac{10\delta^2/\alpha_k}{n^{10\delta^2/\alpha_k}} \geq (Kc_B/c_E) \frac{2\alpha_k + d}{2\alpha_k} \frac{10\delta^2/\alpha_k}{n^{10\delta^2/\alpha_k}},
\]
which is equivalent to
\[
\Delta m_k \leq (Kc_B/c_E)^{-1} \frac{2\alpha_k + d}{2\alpha_k} n^{- \frac{10\delta^2/\alpha_k}{10\delta^2/\alpha_k}}.
\]

Since \( \alpha_k \leq 1 \), \( k \in [K] \), and \( d \geq 1 \), some simple calculations yield
\[
\Delta m_k \geq \left( (Kc_B/c_E)^{-1} n^{\frac{10\delta^2}{(2\alpha_k + d)^2}} \Delta m_k^* \right) \frac{2\alpha_k + d}{d} n^{- \frac{2\alpha_k - 2\alpha_k + d}{2\alpha_k + d}}.
\]

This together with (87) implies
\[
\Delta m_k^* \geq \left( (Kc_B/c_E)^{-1} n^{\frac{10\delta^2}{(2\alpha_k + d)^2}} \Delta m_k^* \right) \frac{2\alpha_k + d}{d} n^{- \frac{2\alpha_k - 2\alpha_k + d}{2\alpha_k + d}}.
\]

which is equivalent to
\[
\Delta m_k \leq (Kc_B/c_E)^{-1} n^{\frac{10\delta^2}{(2\alpha_k + d)^2}} \Delta m_k^* n^{- \frac{2\alpha_k - 2\alpha_k + d}{2\alpha_k + d}} \leq c_E \Delta m_k^* n^{- \frac{2\alpha_k + d}{2\alpha_k + d}}.
\]

This together with (89) and (88) yields the assertion. \(\square\)
8 Conclusion

In this paper, we propose an adaptive boosting algorithm with the histogram transforms as base learners, called adaptive boosting histogram transform (ABHT). By assuming that the target function lies in a locally Hölder continuous space, we prove that ABHT can well recognize the regions with different local Hölder exponents. This enables us to prove that the ABHT converges strictly faster than PEHT, a parallel ensemble of histogram transforms, by comparing the upper bound for the excess risk of ABHT and the lower bound for that of PEHT. Moreover, we conduct numerical experiments to further verify the theoretical results.

The study in this paper is originally motivated by pursuing some further understanding of the advantages of sequential learning algorithms [15] over parallel learning algorithms [31]. It turns out that the study conducted in this paper brings us some new theoretical perspectives and a deeper understanding of the sequential learning algorithm in terms of the adaptivity under local smoothness assumption. Our theory has the potential of distinguishing a broad variety of locally adaptive algorithms, from the perspective of fitting locally smooth target functions. For example, with similar arguments, we could show the advantage of gradient boosting over other algorithms such as support vector regressors (SVR) which cannot be adaptive to locally smooth functions.
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