Thermal Properties and Instability of a $U(1)$ Spin Liquid on the Triangular Lattice
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We study the effect of Dzyaloshinskii-Moriya (DM) interaction on the triangular lattice $U(1)$ quantum spin liquid (QSL) which is stabilized by ring-exchange interactions. A weak DM interaction introduces a staggered flux to the $U(1)$ QSL state and changes the density of states at the spinon fermi surface. If the DM vector contains in-plane components, then the spinons gain nonzero Berry phase. The resultant thermal conductances $\kappa_{xx}$ and $\kappa_{xy}$ qualitatively agree with the experimental results on the material EtMe$_3$Sb[Pd(dmit)$_2$]. Furthermore, owing to perfect nesting of the fermi surface, a spin density wave state is triggered by larger DM interactions. On the other hand, when the ring-exchange interaction decreases, another anti-ferromagnetic (AFM) phase with 120° order shows up which is proximate to a $U(1)$ Dirac QSL. We discuss the difference of the two AFM phases from their static structure factors and excitation spectra.

Introduction. Quantum spin liquids (QSLs)[1], being exotic phases of matter, do not contain conventional long-range order even at zero temperature. Instead, QSLs support fractional excitations [2] and have non-trivial many-body entanglement [3] which are beyond the Landau-Ginzburg paradigm. The anyonic excitations in QSLs can be applied in topological quantum computations[4, 5] and have attracted lots of research interest. Antiferromagnetic spin systems may fall into quantum spin liquid phases when quantum fluctuations are strong enough such that long-range magnetic orders are melt. The quantum fluctuations can be enhanced by geometric frustration [1] and competing interactions[6].

Exactly solvable models, including the Kitaev model on honeycomb lattice[6] whose ground states are disordered QSL states, have been constructed and provide guidelines for experimental realizations of QSLs. Candidate spin liquid materials have been discovered or synthesized, including antiferromagnets in the triangular lattices[7-10], the kagome lattices[11], the honeycomb lattice [12, 13] and three-dimensional systems [14].

Most AFM materials on the triangular lattice exhibit 120° long-range magnetic order at low temperatures, such as Ba$_3$CoSb$_2$O$_9$[15-18]. Exceptions include the organic materials $\kappa$-(BEDT-TTF)$_2$Cu$_2$(CN)$_3$ [7] and EtMe$_3$Sb[Pd(dmit)$_2$]$_2$ [8, 19, 20] (we denote it as dmit in later discussion), which exhibit a 120° magnetic order at very low temperatures according to nuclear magnetic resonance (NMR) experiments [7, 21, 22] and are considered as QSL candidates. Although these materials are electrically insulating, the low temperature magnetic specific heat is linear in temperature [19], indicating the existence of plenty of gapless excitations. Thermal transport experiment about dmit indicates that the gapless excitations are mobile since the thermal conductivity is finite when extrapolating to zero temperature [8] (the existence of residue thermal conductivity at zero temperature is still under debate[23-28]). These experiments seem to indicate that the materials are $U(1)$ QSLs containing a finite spinon fermi surface. On the theoretical side, the ring-exchange interaction ($J_r$ term)[29] was proposed to stabilize the QSL phases. It was claimed that a $d + id$ chiral spin liquid phase appears at nonzero $J_r$ when the 120° order is suppressed, and an $U(1)$ QSL appears at larger $J_r$. Similar results were obtained later in variational Monte Carlo calculations[30].

In the present work, we study the effect of DM interactions (which are relevant for dmit) on the triangular lattice antiferromagnets, focusing on the thermal transport properties of the $U(1)$ QSL phase and its stability against magnetic orders. When weak DM interaction is turned on, the spin-up and spin-down spinons feel staggered fluxes in the triangles. Consequently, the shape of the fermi surface and the density of states (DOS) at the fermi level are changed, which affects the longitudinal thermal conductance. Furthermore, in-plane $D_{ij}$ components yield nonzero thermal-Hall conductance. Our results qualitatively agree with the thermal transport experiments in the candidate material dmit[8]. When the ring-exchange is weak or negative, a 120° ordered phase (AMF-I) is observed which is proximate to a $U(1)$ Dirac QSL. In the intermediate region, the DM-interaction caused fermi surface nesting drives the system into another ordered phase (AMF-II). The two AFM phases are distinguished by their static structure factor and their excitation spectrum. The neutron scattering spectrum suggests that Ba$_3$CoSb$_2$O$_9$ belongs to AMF-I. However, the predicted AMF-II phase which appears at finite DM and ring-exchange needs to be identified experimentally.

The Model. We focus on the following model

$$H = J \sum_{(i,j)} S_i \cdot S_j + D \sum_{(i,j)} S_i \times S_j \cdot \mathbf{D}_{ij} + J_r \sum_{r} H_r. \quad (1)$$

Among the three kinds of interactions, the $J$-term is the Heisenberg exchange, the $D$-term is the DM interaction, and the $J_r$-term is the ring-exchange[29] with $H_r$ given...
by \( H_c = \langle S_i S_j \rangle \langle S_k S_l \rangle + \langle S_j S_k \rangle \langle S_i S_l \rangle - \langle S_i S_k \rangle \langle S_j S_l \rangle \) for the parallelogram \( i, j, k, l \). \( \sum_{c} \) means summing all of the minimal parallelograms.

The \( J \) and \( J_r \) terms originate from the perturbation theory of the Hubbard model and can be enhanced when the system is close to the Mott transition. The electron spin-orbit coupling yields the DM interaction which only exists when the system has no bond-centered inversion symmetry. For instance, the dimerized [Pd(dmit)_2]_2- anions in dmit form a segregated stacking structure in a crystal lattice with space group C2/c [19], where the bond-centered inversion symmetry is absent. The direction of the \( \mathbf{D}_{ij} \) vector is perpendicular to the \( ij \)-bond. We first consider the case that the \( \mathbf{D}_{ij} \) vector is perpendicular to the lattice plane such that the \( S_z \) is conserved (see the inset of Fig. 1). The effects of in-plane components of the \( \mathbf{D}_{ij} \) vectors will be discussed later.

The method. We study the model (1) with variational Monte Carlo. Firstly, we introduce the fermionic parton representation \( C_i^\dagger = (c_i^\uparrow, c_i^\downarrow) \) with local particle number constraints \( C_i^\dagger C_i = 1 \). In this representation, the spin operators are written as \( S_{ij}^x = C_i^\dagger z C_j^\sigma C_j \), \( S_{ij}^y = C_i^\dagger y C_j^\sigma C_j \), \( S_{ij}^z = c_i^\dagger c_j \), \( \tilde{S}_{ij}^z = (c_i^\dagger, -c_j^\dagger)^T \) is the particle-hole partner of \( C_i \). The spin operators are invariant under \( SU(2) \) mixing of \( C_i \) and \( \tilde{C}_i \), revealing a \( SU(2) \) gauge symmetry [31] of the fermion representation.

Next we decouple the spin Hamiltonian (1) into a non-interacting fermionic Hamiltonian [see Sec. S1 of the supplementary materials (SM) for details],

\[
H_{\text{mf}} = \sum_{i, j} \left[ t_{ij}^0 C_i^\dagger C_j + t_{ij} C_i^\dagger \sigma C_j + \eta_{ij}^{0} C_i^\dagger C_j + \eta_{ij} C_i^\dagger \sigma C_j \right] + \text{h.c.} + \sum_{i} \left( \lambda \cdot \hat{\mathbf{A}}_i + \mathbf{M}_i \cdot C_i \right) + \text{const},
\]

with \( t_{ij}^0, t_{ij} \parallel \mathbf{D}_{ij} \) the hopping parameters, \( \eta_{ij}^{0}, \eta_{ij} \parallel \mathbf{D}_{ij} \) the paring parameters, \( \lambda \) the Lagrangian multipliers imposing the \( SU(2) \) gauge invariance (\( \hat{\mathbf{A}}_i \) are the generators of the \( SU(2) \) gauge group), and \( \mathbf{M}_i \) the background field which induces a static magnetic long-range order.

To include possible anisotropy in the spin wave function, we introduce a single parameter \( \delta \) to denote the relative difference in the amplitudes of parameters between the strong and weak bonds. \( \delta \neq 0 \) indicates the existence of valence bond solid (VBS) order [32–34] or nematic order. The state with vanishing magnetic or VBS orders is a QSL. Specially, for \( U(1) \) QSLs we can set \( \eta_{ij}^{0} = 0, \eta_{ij} = 0 \).

Then we adopt Gutzwiller projected states \( |\Psi(x)\rangle = P_G|G\rangle_{\text{mf}} \) as trial wave functions, where \( |G\rangle_{\text{mf}} \) is the ground state of \( H_{\text{mf}} \), \( P_G \) stands for the Gutzwiller projection that enforces the local particle number constrain, and \( x = (t_{ij}^0, t_{ij}, \eta_{ij}^{0}, \eta_{ij}, \mathbf{M}_i, \lambda, \delta) \) are the variational parameters. Different types of ansatz, including various \( Z_2 \) QSLs, \( U(1) \) QSLs, and \( 120^\circ \) ordered states have been considered as the initial states in the variation process.

The optimal values of \( x \) are determined by minimizing the trial energy \( E(x) = \langle \Psi | H | \Psi \rangle / \langle \Psi | \Psi \rangle \). We adopt a torus geometry with \( L_a = L_b \) (\( L_a, b \) are the lengths along the \( a/b \)-axes where \( a/b = -1/2 \)) up to \( L_a = L_b = 12 \).

The phase diagram turns out to be very simple. As shown in Fig. 1, only one \( U(1) \) QSL phase plus two magnetically ordered phases (labeled as AFM-I and AFM-II) are found. All of the phases transitions are of first order.

We have considered potential VBS order or nematic order. It turns out that the ground state may contain certain VBS or nematic order if the system has geometry \( L_a \neq L_b \). But if \( L_a = L_b \), neither the VBS nor nematic order is energetically favored (see SM for details). We infer that in the thermodynamic limit the system contains not VBS or nematic order.

The \( U(1) \) QSL phase. The disordered \( U(1) \) QSL phase with a finite fermi surface appears near the region \( (J_r - 1.4D)/J > 0.3 \). Specially, when \( D = 0 \) the system is rotation invariant, thus the triplet hopping terms vanish \( t_{ij}^{x,y,z} = 0 \) and the singlet parameters \( t_{ij}^0 \) is a real number.

When the DM interaction is turned on, the singlet hopping \( t_{ij}^0 \) becomes complex and the triplet hopping parameters \( t_{ij}^{x,y,z} \) acquire finite (complex) values. When \( \mathbf{D}_{ij} \parallel \hat{\mathbf{z}} \), \( S_z \) is conserved and the spin-up and spin-down fermions see staggered fluxes in the triangles [see Fig. 3(b) for illustration of the flux pattern]. The time-reversal symmetry \( T \) is not broken because the state can be transformed into its original form by a \( SU(2) \) gauge transformation after the physical \( T \) operations. However,
the spatial inversion symmetry $P$ is indeed broken.

The triplet hopping terms split the degeneracy between spin-up and spin-down spinons. Especially, the gauge photons and will address it later) is proportional to the thermal Hall conductance, where $e_x$ and $e_y$ are the emergent gauge 'electric' field. (d) The calculated thermal Hall angle as a function of $B_z$.

FIG. 2. (a) DOS at the fermi surface as a function of magnetic field $B_z$. (b) Mean field gauge charge-charge and charge-spin Hall conductances $\sigma_{xx}^{cc}$ and $\sigma_{xy}^{cc}$ as functions of $B_z$ (here we assume that the angle between $\mathbf{D}_{ij}$ and $\mathbf{z}$ is $\frac{\pi}{2}$). (c) Cartoon picture of the thermal Hall conductance, where $e_x$ and $e_y$ are $\rho_f$ at the fermi level is dependent on the field strength $B_z$. The DOS $\rho_f$ affects the thermodynamic properties of the spin system. For instance, the specific heat $c_v = \frac{1}{3} k_B T \rho_f(B_z)$ and $T$ is the mean free time between spinon collisions. Fig.2(a) illustrates the DOS $\rho_f(B_z)$ as a function of $B_z$. It can be seen that the $B_z$-dependence of $\kappa_{xx}$ is changed by the DM interaction.

Another important effect of the DM interaction is that it may generate nonzero thermal Hall effect[35, 36]. When the $\mathbf{D}_{ij}$ vector contains in-plane component, the $e_x$ and $e_y$ spinons couple to each other, consequently the spinons obtain non-trivial Berry phase in momentum space. The nontrivial Berry phase results in nonzero gauge charge-charge Hall conductance $\sigma_{xx}^{cc}$ and gauge charge-spin Hall conductance $\sigma_{xy}^{cs}$ at mean-field level.

Suppose the system has a temperature gradient $\nabla T$ along $\mathbf{x}$-direction, then a longitudinal spinon current $j^c_x = -\kappa_{xx} \frac{\partial T}{\partial x}$ is generated along $-\mathbf{x}$ direction at mean field level, where $\kappa_{xx}$ is the longitudinal thermal charge conductance ($\kappa_{xx}$ is also proportional to $\rho_f(B_z)$). Under external magnetic field $B_z$, $\nabla T$ may also drive a transverse spinon current $j^c_y = -\frac{\kappa_{xy}}{\rho_f(B_z)}$ flowing along $\mathbf{y}$ direction with $\kappa_{xy}$ the thermal-charge Hall conductance. However, the single occupancy condition forbids the net spinon density and current fluctuations. The Ioffe-Larkin rule[37, 38] suggests that the effect of the local particle constraint can be analyzed under the mean-field framework. Essentially, an internal gauge ‘electric’ field $e$ is induced to generate spinon currents to cancel the longitudinal and transverse particle transport.

Considering that both $e_x$ and $e_y$ generate longitudinal and transverse spinon current, their values should be determined by the net current-vanishing conditions,

$$
\begin{align*}
\frac{\partial y}{\partial x} &= \frac{\sigma_{xx}^{cc} e_x + \sigma_{xy}^{cs} e_y - j^c_y}{\rho_f(B_z)} = 0,
\frac{\partial x}{\partial y} &= \frac{\sigma_{xx}^{cc} e_x + \sigma_{xy}^{cs} e_y + j^c_y}{\rho_f(B_z)} = 0,
\end{align*}
$$

with $\sigma_{xy}^{cc} = -\sigma_{xx}^{cc}$ and $\sigma_{xy}^{cs} = \sigma_{xx}^{cs}$. The solution is given by $e_x = \sigma_{xx}^{cc} (\frac{\sigma_{xx}^{cs}}{\sigma_{xx}^{cc}} + (\frac{\sigma_{xy}^{cs}}{\sigma_{xx}^{cc}}) \frac{\partial y}{\partial x})$ and $e_y = \sigma_{xy}^{cs} (\frac{\sigma_{xx}^{cc}}{\sigma_{xx}^{cc}} + (\frac{\sigma_{xy}^{cs}}{\sigma_{xx}^{cc}}) \frac{\partial x}{\partial y})$. On the other hand, owing to the gauge charge-spin Hall effect, the $e_x$ generates a finite spin current $j^s_x = -\sigma_{xx}^{cs} e_x$ along $\mathbf{y}$-direction. Since Zeeman effect results in an average energy difference $\delta E = -g \mu_B B_z$ between the $c_1$ and $c_4$ spinons, the spin current carries a finite energy current, $j_y^s = -\sigma_{xy}^{cs} e_x \delta E = g \mu_B B_z \sigma_{xx}^{cs} \sigma_{xy}^{cs} \frac{\partial x}{\partial y} \frac{\partial y}{\partial x}$.

Namely $\sigma_{xy}^{cs} \ll \sigma_{xx}^{cc}$ and $\kappa_{xx} \ll \kappa_{xy}$, so we have

$$
\kappa_{xy} = -j_y^s/\partial x T \simeq g \mu_B B_z \sigma_{xy}^{cs} \frac{\kappa_{xx}}{\sigma_{xx}^{cc}} \propto g \mu_B B_z \sigma_{xy}^{cs} T,
$$

where we have used the relation $\frac{\kappa_{xx}}{\sigma_{xx}^{cc}} = S$ where $S \propto T$ is the Seebeck coefficient (see Sec. S5 in the SM for details). The mutual Hall conductance $\sigma_{xy}^{cs}$ results from the Berry phase of the spinons below the fermi energy. Furthermore, magnetic field changes the size of the fermi surface, so $\sigma_{xy}^{cs}$ also depends on the field intensity $B_z$ [see Fig.2 (b)]. From above analysis we obtain the $B_z$ dependence of the thermal Hall angle

$$
\theta \sim \tan \theta = \frac{\kappa_{xy}}{\kappa_{xx}} \propto \frac{B_z \sigma_{xy}^{cs}}{\rho_f(B_z)},
$$

which is illustrated in Fig.2(d) for $D/J = 0.4$.

If the spinon bands are fully gapped, $\kappa_{xy}/T$ will be quantized at extremely low temperatures[6, 35, 36, 39]. However, since the singlet hopping terms are dominating, the fermi surface cannot be gapped out unless $D$ or $B_z$ is very strong. But the resultant state is either magnetically ordered or full polarized. Therefore, quantized thermal Hall effect does not occur in the present model.

Magnetic ordered phases. When the ring-exchange interaction is weak or when the DM interaction is strong, we obtain two different AFM ordered phases labeled as AFM-I and AFM-II respectively. The ansatz of the ordered states are given in (2), where $\mathbf{M}_i$ is the background
field inducing the magnetic order, the rest spin liquid terms govern the quantum fluctuations. In the AFM-I phase, the singlet hopping terms contain alternating 0- and π-flux in the triangles (which yields a $U(1)$ Dirac QSL if there are no triplet hopping terms), and the triplet hopping terms contain uniform $\frac{\pi}{2}$-flux [which gaps out the Dirac QSL into a quantum spin Hall state (QSH), see Fig.3(a) for illustration]; the AFM-II phase is proximate to the $U(1)$ QSL in Fig.1 where the flux pattern of the singlet and triplet hopping terms are shown in Fig.3(b).

The ordering mechanism of the two AFM phases are quite different. The AFM-I is resulting from monopole proliferation in a QSH state. As mentioned previously, the QSH state is a massive $U(1)$ Dirac QSL whose mass comes from the DM interaction or spontaneous generation[33, 34]. Since the monopoles carry momentum $K$, their proliferation yields 120° order in AFM-I. On the other hand, the order in AFM-II results from the nesting of the fermi-surface when the triplet hopping is finite. The nesting only occurs at the lower fermi surface (see SM) and the nesting momentum slightly deviates from $K$. As a result, the AFM-II is not precisely 120° ordered. The difference in the ordering momentum is experimentally observable and can be used to distinguish the two AFM phases. However, in the ansatz for AFM-II, we still approximately adopt the 120° order parameter.

Now we study the characters of the AFM phases in the excitation spectra. The low-energy excitations in magnetically ordered states are magnons and the fermionic spinons should be confined in the low energy limit. However, the ‘confinement’ of the spinons is not directly reflected in the VMC approach. To partially solve this problem, we focus on the Hilbert subspace spanned by the family of Gutzwiller projected states, each of which contains one excited spinon plus one hole with the total momentum fixed. Then we diagonalize the Hamiltonian (1) in this subspace to obtain the dispersion of the ‘renormalized’ excitations [40–42]. In the low-energy section of the resultant spectrum, the spinon and hole are bound to form an ‘exiton’-like quasiparticle. The dispersion of this bound quasiparticle forms several energy bands which are separated from the higher-energy continuum by a binding energy gap. As shown in Figs. 3(c) and 3(d) for the AFM-I and AFM-II phases, the average number of modes for the quasiparticle is one per site. Hence these modes can be identified as a single magnon, namely the goldstone modes for $D_{ij}^{x,y}=0$ (the gap between the ground state and the magnon bands is due to finite size effect).

The ratio between the binding energy gap (i.e gap between the magnon bands and the higher-energy continuum) and the magnon band width reflects how tight the magnon is formed. This ratio in AFM-I phase is smaller than that in AFM-II phase (see Fig.3). Furthermore, the AFM-I have a lot of ‘mid-gap’ modes (marked as the hexagrams) lying in the gap between the magnon bands and the continuum. These modes can be considered as the second quasi-particle like bound states formed by the excited spinon and the hole, which constitute another three bands (two of the bands are adjacent to the continuum). No ‘mid-gap’ modes are seen in AFM-II.

Comparing with experiments. The nonzero thermal conductance $\kappa_{xx}$ in dmit indicates that there are highly mobile low-energy quasiparticles with a large density of states, which is considered the evidence for the existence of spinon fermi-surface. Especially, at very low temperature, $\kappa_{xx}$ first decreases and then increases with increasing $B_z$. This field dependence can be qualitatively in-

FIG. 3. (a)&(b),The unit cells of the AFM-I and AFM-II phases, respectively. In AFM-I, the singlet hopping terms contain 0/π flux on the white/dark triangles, and the triplet hopping terms contain uniform $\frac{\pi}{2}$-flux. In AFM-II, the singlet/triplet hopping terms see staggered $\phi_s$-flux/$\phi_t$-flux. (c)&(d). The one-magnon bands and continuum spectra (in a system with 72 sites) for AFM-I ($\frac{\phi_s}{2} = 0$, $\frac{\phi_t}{2} = 0$) and AFM-II ($\frac{\phi_s}{2} = 0.1$, $\frac{\phi_t}{2} = 0.35$), respectively. The dashed line is the energy of the ground state before the ‘renormalization’, while the red dot stands for the ‘renormalized’ one. The inset of (c) shows the dynamic structure factor of the Heisenberg model, and the inset of (d) illustrates the Brillouin Zone and the path of the dispersion curves.
terpreted by the change of DOS of the fermi surface, whose field dependence $\rho_j(B_z)$ is shown in Fig.2(a) with $D/J = 0.4$. This suggests that dmit has nonzero DM interactions, which is allowed by the symmetry of the material. Furthermore, at low temperatures dmit shows a weak thermal Hall conductance. The thermal Hall angle is roughly linear in $B_z$. From our theoretical analysis, the thermal Hall conductance of the QSL is non-vanishing only when the spinons have a finite spin-orbit coupling such that the Berry phase of the spinons is nonzero in momentum space. For dmit, one possibility is that the $D_{ij}$ vectors have nonzero $x, y$-components.

However, quantum field theory predicts that for a $U(1)$ QSL with spinon fermi surface the gauge photons modify the linear $T$ dependence of $c_v \sim T$ into $c_v \sim T^{2/3}$, which is inconsistent with dmit. A possible solution is that the spinons pair up to form a $Z_2$ QSL [43] such that the gauge photons are Higgsed, while the spinon fermi surface still survives as inversion symmetry is absent. Our VMC results indicate that $Z_2$ QSL phase is energetically unstable in the $J-J_{I-D}$ model. One possibility is that more complicated spin-orbital coupling interactions which lower the symmetry of the system may provide the force to glue the spinon pairing. We leave these issues for future study.

On the other hand, the 120° ordered triangular magnet $\text{Ba}_3\text{CoSb}_2\text{O}_9$ is approximately described by the Heisenberg model, and falls in the AFM-I phase. Inelastic neutron scattering [17, 44, 45] indicates that the shape (roton-like minima) and the energy range ($\sim 1J$) of the magnon bands around the $M$ point deviate from linear spin wave theory, but these features are in quantitative agreements with our results [see the spectrum and dynamic structure factor[46, 47] shown in Fig.3(c)]. Especially, the large weight of the structural continuum correspond to the ‘mid-gap’ modes and the higher-energy spinon-hole continuum.

Conclusions. In summary, we have studied the effect of DM interaction to the $U(1)$ QSL on the triangular lattice. The DM interaction introduces staggered fluxes for the spinons, which changes the shape of the fermi surface and affects the longitudinal thermal conductance. Especially when $D_{ij}$ have nonzero in-plane components, then the spinons acquire spin-orbital coupling and consequently the system exhibits a nonzero thermal Hall effect. These results are qualitatively consistent with the experimental result of $\text{EtMe}_3\text{Sb}[\text{Pd(dmit)}_2]_2$.

We predict a new phase, i.e. the AFM-II appearing between the $U(1)$ QSL and the AFM-I. The magnetic order in AFM-II originates from fermi-surface nesting and is different from that in AFM-I which results from monopole proliferation. The two AFM phases can be distinguished by their static structure factors and excitation spectra.

Many other ansatz, including the gapped $Z_2$ QSL, Kalmayer-Laughlin chiral QSL, $d + id$-wave chiral QSL, nodal $d$-wave QSL and $U(1)$ Dirac QSL, have been stud-
[18] Y. Kamiya, L. Ge, T. Hong, Y. Qiu, D. L. Quintero-Castro, Z. Lu, H. B. Cao, M. Matsuda, E. S. Choi, C. D. Batista, M. Mourigal, H. D. Zhou, and J. Ma, Nature Communications 9, 2666 (2018).

[19] S. Yamashita, T. Yamamoto, Y. Nakazawa, M. Tamura, and R. Kato, Nat Commun 2, 275 (2011).

[20] D. Watanabe, M. Yamashita, S. Tonegawa, Y. Oshima, H. M. Yamamoto, R. Kato, I. Sheikin, K. Behnia, T. Terashima, S. Uji, T. Shibauchi, and Y. Matsuda, Nature Communications 3, 1090 (2012).

[21] T. Itou, A. Oyamada, S. Maegawa, M. Tamura, and R. Kato, Journal of Physics: Conference Series 145, 012039 (2009).

[22] T. Itou, A. Oyamada, S. Maegawa, M. Tamura, and R. Kato, Phys. Rev. B 77, 104413 (2008).

[23] J. Ni, B. Pan, B. Q. Song, Y. Y. Huang, J. Y. Zeng, Y. J. Yu, E. J. Cheng, L. S. Wang, D. Z. Dai, R. Kato, and S. Y. Li, Phys. Rev. Lett. 123, 247204 (2019).

[24] M. Yamashita, Journal of the Physical Society of Japan 88, 083702 (2019), https://doi.org/10.7566/JPSJ.88.083702.

[25] H. Fukuyama, Journal of the Physical Society of Japan 89, 086001 (2020), https://doi.org/10.7566/JPSJ.89.086001.

[26] M. Yamashita, Journal of the Physical Society of Japan 89, 086002 (2020), https://doi.org/10.7566/JPSJ.89.086002.

[27] M. Yamashita, Y. Sato, T. Tominaga, Y. Kasahara, S. Kasahara, H. Cui, R. Kato, T. Shibauchi, and Y. Matsuda, Phys. Rev. B 101, 140407 (2020).

[28] O. I. Motrunich, Phys. Rev. B 72, 045105 (2005).

[29] R. V. Mishmash, J. R. Garrison, S. Bieri, and C. Xu, Phys. Rev. Lett. 111, 157203 (2013).

[30] I. Affleck, Z. Zou, T. Hsu, and P. W. Anderson, Phys. Rev. B 38, 745 (1988).

[31] W.-Y. He, X. Y. Xu, G. Chen, K. T. Law, and P. A. Lee, Phys. Rev. Lett. 121, 046401 (2018).

[32] X.-Y. Song, Y.-C. He, A. Vishwanath, and C. Wang, Phys. Rev. X 10, 011033 (2020).

[33] Y. H. Gao and G. Chen, “Topological thermal hall effect for topological excitations in spin liquid: Emergent lorentz force on the spinons,” (2019), arXiv:1901.01522 [cond-mat.str-el].