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Abstract

The goal of inverse (quantum) approaches is to devise methods and approaches capable of efficiently searching chemical space in such a way that the design of novel materials and compounds with specific properties is as direct and efficient as possible. Here, we review the current state of the field with a focus on the most recent developments. We discuss the importance of heuristic rules and human intuition for rational compound design. Moreover, we elaborate on options for reliable uncertainty quantification for computational results, which is crucial for a truly predictive application of any in silico method.

Key Points

- Inverse quantum mechanical approaches enable one to search for previously unknown molecules with predefined properties.
- Despite all advances, chemical space is too large to be exhaustively searched; the search for new molecules must be restricted to a suitably defined subspace. For the definition of such a subspace, heuristics and intuition are of great importance.
- The quantification of the uncertainty of calculated data is crucial for a successful application of inverse methods.
- This article reviews the current state of inverse (quantum) approaches, emphasizing the developments of the past ten years.
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1 Introduction

A wide range of quantum mechanical methods is available that—together with the currently available computational resources—allow for routine calculations on molecules with hundreds of atoms. As a result, extensive first-principles molecular dynamics simulations have become standard applications and automated explorations of vast chemical reaction networks are feasible.

Underlying all these calculations is the solution of the electronic Schrödinger equation,

$$\hat{H}_{\text{el}} \Psi_{\text{el}} = E_{\text{el}} \Psi_{\text{el}},$$

which results in the Born–Oppenheimer approximation that separates electronic and nuclear motion in such a way that the electronic motion produces a potential energy surface, $E_{\text{el}}$, on which the nuclei move (either described by wave packets or by Newtonian trajectories when treated as classical particles). $\Psi_{\text{el}}$ is the electronic wave function describing the electronic system under consideration and $\hat{H}_{\text{el}}$ is the corresponding electronic Hamiltonian, whose nonrelativistic form is exact and, in Hartree atomic units, reads

$$\hat{H} = -\frac{1}{2} \sum_i \Delta_i - \sum_{i,I} \frac{Z_I}{r_{i,I}} + \sum_{i<j} \frac{1}{r_{ij}} + \sum_{I<J} \frac{Z_I Z_J}{r_{IJ}},$$

where the subscripts $I$ and $J$ denote atomic nuclei, while $i$ and $j$ denote electrons. $M_I$ is the mass of nucleus $I$, while $Z_I$ is its charge number. $r_{ij}$ is the distance between the particles $i$ and $j$ and the Laplacian is defined as

$$\Delta_i = \frac{\partial^2}{\partial x_i^2} + \frac{\partial^2}{\partial y_i^2} + \frac{\partial^2}{\partial z_i^2}.$$
requires reversing the numerical solution process in some way. The idea of inverse quantum chemistry and inverse quantum materials science is, conceptually speaking, to invert the electronic Schrödinger equation in order to go from property to structure rather than from structure to property. Whereas the latter approach clearly points to high-throughput screening in search of desired properties and function, the former aims at a directed approach that allows one to point to structural features that enable certain properties and functions.

A direct inversion of the electronic Schrödinger equation or its descendants will not be possible in general (however, see e.g., Ref. 15 for an overview of inverse mathematical methods developed). This is the reason why current inverse approaches usually feature protocols that solve the Schrödinger equation in the forward direction for a vast collection of structures, until substances with a desired property are found. The biggest challenge for this approach is the huge size of chemical space: For instance, the GDB-17 database contains over 166 billion molecules; the number of molecules containing up to thirty carbon, nitrogen, oxygen, and sulfur atoms has been estimated to be larger than $10^{60}$, while the number of proteins that could exist is about $10^{390}$ (for a size of 300 amino acid residues per protein).

Therefore, ways need to be devised to improve this process. One possibility is to employ advanced sampling algorithms, minimizing the number of candidate structures to be probed (ideally with fast approximations for the solution of the Schrödinger equation). The most promising recent approach to achieve acceleration of the screening is by machine learning, which basically creates a surrogate function to approximate a solution of the Schrödinger equation that is very fast to evaluate once trained.

One aspect that is largely ignored in inverse quantum chemistry is uncertainty quantification. As every quantum chemical calculation has a certain inherent error, it is important to attach an error bar to every quantum chemical result in order to be able to judge its reliability. Unfortunately, estimating the uncertainty of quantum chemical calculations is far from trivial. Still, progress has been made.

Here, we review the most recent developments in the field of inverse quantum chemistry, with a focus on the past decade (for further discussions see Refs. 13,14,20). In particular, we will discuss heuristics and uncertainty quantification for inverse quantum chemical algorithms.

# 2 Quantitative Structure–Property Relationships

The idea that a certain property depends in a systematic way on the underlying molecular structure is a very old one. Already in 1863, Cros described a relation between the
toxicity of primary aliphatic alcohols and their solubility in water. Very well known is Hammett's work relating reaction rates and equilibrium constants for reactions involving substituted benzene derivatives. However, the starting point of modern quantitative structure–property relationships (QSPR) and the closely related quantitative structure–activity relationships (QSAR) studies is widely regarded as being the work by Hansch et al. in the early 1960s. These authors built on the work by Hammett and showed how it can be used to obtain mathematical relationships between closely related molecular structures and a range of properties such as toxicity.

The basic goal of any QSPR study is to empirically find some mathematical function relating a specific molecular property (or set of such properties) to molecular structure. In this mathematical function, the molecular structure may be described in a wide variety of ways. For example, simple descriptors such as bond lengths and bond angles or the number of ring systems might be used. However, also more advanced concepts such as the Tanimoto similarity are used. It is, however, often not clear a priori which structural descriptors are best suited, neither is the mathematical functional dependence obvious. Therefore, carrying out a successful QSPR analysis is far from trivial and cannot be automated in a simple way.

Two main classes of QSPR studies may be distinguished. On the one hand, there are studies relying on a comparatively small data set of molecules. Often, conceptually simple mathematical relationships such as linear functions are employed. Such comparatively simple QSPR relationships have the great advantage of straightforward interpretation. Moreover, they can provide heuristic models. One example is the Sabatier principle, which relates the efficacy of a heterogeneous catalyst to a property like the heat of adsorption of the substrate on the catalyst surface. However, one of the main drawbacks of this class of studies is that the QSPR derived are often only applicable to molecules which closely resemble each other. Hence, they are not generally applicable throughout the entire chemical space.

On the other hand, more and more studies involve very large molecular data sets. This includes data-mining approaches relying on large databases such as the Cambridge Structure Database. An example of this approach is the search for new energy materials as reviewed recently by Zhand and others. Large data sets facilitate the training of sophisticated machine-learning (ML) models such as neural networks. However, these models are not as straightforward to interpret as, for example, a simple linear function, but they are usually much more generally applicable.

Once a QSPR model has been set up, finding the structural descriptor(s) leading to a certain desired property value is often straightforward, even though it can also be challenging for complex models (see, e.g., Ref. 41). In either case, it is usually a highly nontrivial task to identify actual molecular structures corresponding to these optimal
The field of inverse QSPR/QSAR addresses this problem. The basic concept of all inverse QSPR approaches is to search a specific fraction of chemical space in order to find the most favorable structure as predicted by a given QSPR model. The chemical subspace searched can be predefined in terms of a fixed set of molecules (such as the GDB-17 database) or it can be dynamically constructed, e.g., by combining predefined molecular fragments to yield new molecules. The search itself can be carried out in a brute-force manner or by advanced sampling approaches such as evolutionary algorithms (see also section 4).

3 High-Throughput Virtual Screening

High-throughput virtual screening can be a key component of inverse quantum chemistry and rational compound design. Early high-throughput screening techniques have already been employed in the pharmaceutical industry starting in the 1990s. When computational resources became widely available, the concept of high-throughput screening could be adapted to a computational approach in which a given database of compounds is screened by theoretical rather than experimental methods, i.e., for every single substance the property of interest is calculated, not measured.

One might argue that such a screening approach is not truly inverse, since it is essentially just a series of “forward” calculations in which the Schrödinger equation is solved with conventional means. However, it is important to realize that currently all practical inverse approaches involve at their core such forward calculations (cf., the introduction). In this respect, high-throughput virtual screening can be regarded as an inverse approach. While brute-force screening of a predefined database might not always be the most efficient way of finding a given target compound, the data created is extremely helpful in the creation of machine-learning models (see below).

One example of high-throughput virtual screening is the Harvard Clean Energy Project (CEP). The goal of the project was the identification of new materials for organic solar cells. Through a combinatorial molecule generator with 26 building blocks, the CEP created a library of about 10'000'000 candidate molecules. These molecules were subsequently all tested for their suitability as photovoltaic materials. For this screening, the CEP relied in large parts on the World Community Grid, a distributed volunteer computing platform organized by IBM. With this massive computing power available, the CEP screened about 20'000 compounds per day. In total, about 10 million compounds were screened; about 1000 compounds were found to be promising for photovoltaic applications.
Related to high-throughput virtual screening are data-mining approaches such as the clustering–ranking–modeling (CRM) methodology. In CRM, a (potentially huge) database of compounds is evaluated with respect to a given property, as in traditional high-throughput virtual screening approaches. However, if the property of interest could only be obtained in a computationally expensive calculation, it had not been calculated directly, but was approximated by another descriptor whose evaluation was much faster. Of course, a correlation between the two descriptors needs to be validated beforehand—this essentially amounts to establishing a QSPR (see above). It is accomplished by setting up a training database containing a range of possible descriptors, clustering all compounds and then searching for correlations between descriptors for every cluster. Besides the reduced computational cost, CRM can also offer unexpected insights by revealing non-obvious correlations.

4 Advanced Sampling Methods

High-throughput virtual screening, although simple to implement and to carry out, is often a very time-consuming process. In addition, because of the brute-force approach taken, many molecules are considered which have properties that may be unsuitable for the given purpose. Therefore, a wide range of advanced sampling methods has been devised, all with the goal to reduce the chemical space or, in other words, the number of candidate molecules that have to be considered before a compound with the desired property is found.

A suitable algorithm for global optimization problems in general and rational compound design in particular is simulated annealing. The name of this algorithm derives from the process of annealing in materials science, in which a heat treatment with controlled temperature is used to increase the ductility of a material. Likewise, in simulated annealing, there is a (virtual) temperature parameter which is set to a comparatively high value at the beginning and then continuously lowered over the course of the optimization. While searching, the algorithm evaluates new points according to a fitness function and accepts them according to a Metropolis criterion—the higher the temperature, the higher the probability that a point with a comparatively bad fitness is accepted. This allows the algorithm to overcome barriers. Towards the end of the algorithm, when the temperature tends toward its final target value, the algorithm settles for the solution with the best fitness.

Simulated annealing was key, for example, for the work by Schön and Jansen toward the facilitation of synthesis planning in solid state chemistry, where random unit cells were created and then the positions and composition of the atoms as well as the unit cell vectors were optimized.
A similar approach has been presented by Franceschetti and Zunger in 1999 who started from a predefined (random) unit cell and then optimized its composition by simulated annealing such that the material exhibits a desired property. A few years later, Dudiy and Zunger adapted this approach to a genetic algorithm for the optimization step, which usually leads to faster convergence. This methodology has since then been applied repeatedly in the inverse design of new materials (see, e.g., Ref. 60). In inverse molecular design, genetic algorithms have been used at least since 1993. Today, many different frameworks rely on evolutionary algorithms for rational compound design, but their differences are often only subtle.

Genetic algorithms are a subclass of evolutionary algorithms. These are inspired by biological evolution and processes such as mutation and recombination. For a recent review on the application of evolutionary algorithms in materials design, we refer the reader to Ref. 62. In evolutionary algorithms, candidate solutions play the role of individuals in a population; over the course of the algorithm, new individuals are created by combining existing candidate solutions and by introducing (small) random changes into existing solutions. Individuals with a low fitness are continuously eliminated from the population. Therefore, the population is gradually steered towards the best solution. Evolutionary algorithms are very often applied with great success in complex optimization problems.

Since the development of rational design frameworks is still in its infancy and mostly prototypical work has been accomplished, we list some advances in the following.

One such framework is called “NovoFLAP”, presented in 2010 by Damewood, Jr. and others. Starting from a set of predefined structures, new candidate molecules are generated with a fragment-based approach. These are then evaluated according to a pharmacological scoring function developed at the company AstraZeneca. The primary aim of NovoFLAP is to create new medicinally relevant structural motifs, i.e., for finding new leads.

Developed in 2013, “Algorithm for Chemical Space Exploration with Stochastic Search” (ACSESS) is a framework for rational compound design that starts from a given set of compounds. ACSESS then automatically creates new candidate molecules following a set of rules called “chemical mutations”. Molecules which are not considered synthesizable or do not meet other predefined constraints (such as, for example, having a certain substructure), are eliminated. Then, a maximally diverse set of molecules is selected and the properties of interest are calculated for these molecules to probe whether any of these molecules exhibits the desired properties to a sufficient degree. These steps are then iterated until at least one target molecule has been found. ACSESS has been developed with a special focus on the rigorous exploration of chemical subspaces, even when these are very large.

Another framework is “Poor Man’s Materials Optimization” (PooMa) which is conceptually very similar to ACSESS in that it automatically constructs candidate molecules
and searches among them for target compounds using a genetic algorithm. However, PooMa is designed with simplicity and efficacy in mind, and hence, a standard workstation or laptop shall be sufficient to run the program.67

A fourth framework is the “Multiobjective Evolutionary Graph Algorithm” (MEGA),68 where the core concepts are again identical to the aforementioned programs, but the focus of MEGA is on the simultaneous optimization of several target properties at once. A key conceptual feature of MEGA is that the search space is represented as a graph.

Very recently, Jensen and coworkers presented the program DE NOPTIM,69 which is a general-purpose package for de novo design of both organic and inorganic compounds. While it relies on an evolutionary algorithm for an efficient search, it also allows for the brute-force screening of an entire library.

Lameijer et al. proposed the “Molecule Evoluator”, a program featuring interactive evolution,70 where the operator assumes the role of the fitness function directing the evolutionary algorithm. This allows her or him to incorporate human chemical intuition and creativity into the design process.

Kawai et al. presented an approach which attempts to find new molecules which are structurally similar to a reference molecule.71 This similarity is used to constrain the otherwise vast chemical space to be searched. At the same time, one can expect with reasonable confidence that the proposed molecules are chemically feasible (provided the reference molecule can be synthesized). Note that a similar approach, also attempting to find new molecules which are similar to a reference molecule, has already been presented in 2006 by Fechner and Schneider.72,73

Another algorithm is the best-first search method.74 This algorithm belongs to the class of so-called branch-and-bound techniques; the search space is represented as a graph, and the most promising node is evaluated first. The graph is traversed until a node which satisfies all desired properties is found. De Proft and coworkers have proposed a framework relying on best-first search as the optimization algorithm in inverse design.75,76

In 2014, Weymuth and Reiher proposed “Gradient-driven Molecule Construction” (GdMC)77 which assumes that a local property can be represented by a specific local structural feature. The basic idea is then to start with this local feature and consider it as an incomplete molecular scaffold that needs to be stabilized by a surrounding molecular structure into which it is embedded in a chemically meaningful way. This environment may be abstracted as a “jacket potential” that stabilizes the local scaffold (through vanishing nuclear gradients) and can be seen as a target for the design of a proper (i.e., stable) molecular structure.78 Hence, in a second step, the jacket potential has to be converted to a concrete chemical structure, for which various options exist. For example, it can be represented numerically on a grid (this is especially useful in the framework of density
functional theory, where such a grid is usually present in practical calculations) or by point charges. Alternatively, one can directly add additional nuclei and electrons or even entire structural fragments to the local structural element, thereby avoiding the abstract representation of the jacket potential altogether. Reiher and coworkers have demonstrated an automatized procedure for a shell-wise buildup of such a ligand sphere, and have shown how it can successfully reproduce a ruthenium catalyst known to bind and activate CO₂ and propose further potentially suitable catalysts.²⁹

A common challenge for all the above approaches is the creation of new, chemically reasonable candidate molecules. It is not so much of a problem when relying on a library of predefined structural fragments (although even in this case, certain geometric constraints have to be fulfilled), but this approach has the disadvantage that the chemical subspace which can be searched is intrinsically limited by the kind of fragments available. An alternative to this is to represent chemical structures as so-called SMILES strings; this is often done in machine learning-based approaches (see, e.g., Ref. ⁸⁰ and section ⁵). A third common approach is to use an abstract representation during the optimization—such as the jacket potential in GdMC—and only convert this representation to a real chemical structure once the optimization is finished. This approach has the additional advantage that it renders the chemical subspace in a truly continuous manner, which is beneficial for many optimization routines. An example of such an approach is the globally optimal catalytic field method presented by Dittner and Hartke.⁸¹ Their idea is to increase the efficiency of a given catalyst by embedding it into an abstract environment. Note that this approach also allows for the de novo construction of new catalysts—in this case, the abstract environment plays the role of the entire catalyst, rather than just a part of it. After an optimal environment has been found, the task is to convert it to an actual chemical structure. In their first study, Dittner and Hartke refrained to tackle this second step and simplified the representation and optimization of the abstract environment insofar as they used simple point charges placed on a van der Waals surface around the catalyst.⁸¹ They were able to find point charge collections which had a significant catalytic effect on the prototype Menshutkin reaction. Dittner and Hartke improved their method and were able to successfully apply it to a prototypical Diels–Alder reaction.⁸² Very recently, Behrens and Hartke addressed the problem of chemical representability of the abstract environment.⁸³ They decided that the easiest way for this is to abandon an abstract representation altogether, instead relying on a library of predefined fragments.

In 2006, Wang et al. presented a possible solution to the problem of deriving a chemical structure from an abstract representation with an approach called “linear combination of atomic potentials” (LCAP).⁸⁴ In essence, this approach expands the abstract representation into a set of given atomic potentials for which the chemical representation is known (although called “atomic potentials”, they are not limited to represent individual atoms, but could also represent more complex fragments made up of several atoms). Then, only
the number, kind, spatial positions and the expansion coefficients of these atomic potentials must be optimized. In practical applications, however, the spatial positions at which atomic potentials might be placed are predefined, as are the kinds of potentials available. The LCAP methodology has been continuously improved during the last years. For example, very recently, Shiraogawa and Ehara took advantage of it in the design of photofunctional molecular aggregates. 85

A third approach to render chemical space continuous has been proposed by von Lilienfeld et al. in 2005. 86 Starting in the field of conceptual density functional theory, these authors derived an expression for the derivative of the total electronic energy with respect to the nuclear charge distribution. They proposed to call it “alchemical potential”, since it is a measure for the tendency of a molecule to “transmute”, or change, a given atomic nucleus to a different one. In this spirit, one can define an alchemical transformation as any physical or fictitious process that connects two points in chemical space. We note that the term “computational alchemy” is not new; in fact, the basic concept of alchemical transformations goes back to the well-known thermodynamic integration. 88 Although they are not always trivial to evaluate (see, e.g., Ref. 89), the availability of analytical property derivatives for these potentials can make searching through this space very efficient. 90–93

Irrespective of whether the search space is discrete or continuous, every optimization algorithm needs a starting point, i.e., at least one chemical structure from which it begins to search for optimized structures. The choice of this starting point is of crucial importance: if it is in some sense close to the desired optimum, the task of finding this optimum is greatly simplified—in the best case, even a straightforward gradient descent algorithm might then be able to find the optimum. However, it is often not obvious how to choose the starting structures. Usually, human chemical intuition and heuristics are required to come up with a suitable set of initial molecules. For example, a typical procedure would be to analyze the results of previous screening studies and select a number of molecules the properties of which are closest to the desired target properties. However, such an approach does not guarantee that a molecule with the desired properties is actually found.

5 Machine-Learning Models

Both high-throughput screening and the application of any of the sampling methods presented above can yield vast amounts of data, which lend themselves to construct machine-learning models. Accordingly, ML-based approaches now form a cornerstone in inverse quantum chemistry. 52,94–101 They offer a significant speedup compared to the methods discussed above. 102

In general, ML models are intrinsically interpolative in nature. Therefore, the accuracy of
their predictions can quickly become questionable outside their range of parametrization. This is of particular importance in the field of inverse design, because new candidate molecules could be in a region of chemical space which was not considered for the training of the ML model. In 2016, Patra et al. proposed an elegant solution to this problem.\textsuperscript{103} The key idea is that, once the candidate molecules proposed by an ML model have been evaluated by a quantum chemical calculation or an experiment, the results of this evaluation are fed back and the ML model is retrained. In this way, the underlying ML model is constantly retrained and improved in a rolling fashion.

For an overview on ML approaches in the context of rational and inverse design, we may mention a few examples: Mannodi-Kanakkithodi et al. combined an ML model based on kernel-ridge regression with a genetic algorithm to search new polymer dielectrics.\textsuperscript{104} Hautier and others employed an ML model to search for new ternary oxides, identifying 209 previously unknown compounds.\textsuperscript{105} Yoshida and coworkers presented a Bayesian model and demonstrated its application by designing organic molecules with a predefined HOMO–LUMO gap.\textsuperscript{80} Raccuglia et al. explicitly incorporated data from unsuccessful experiments to build a support vector machine model guiding future syntheses.\textsuperscript{106} Zare and coworkers presented a deep reinforcement learning framework for the optimization of reaction conditions.\textsuperscript{107} Kulik and coworkers demonstrated how machine learning can be employed in complex multiobjective optimization problems.\textsuperscript{108}

6 Uncertainty Quantification

Every (quantum) calculation has a certain inherent error. Typically, faster methods are less accurate, which means that their error is larger compared to methods which are more computer time consuming because they aim at approximating an accurate result in a systematic way. However, even comparatively small errors can have a large effect. For example, when activation energies are used to calculate reaction rate constants in an attempt to provide data on kinetic stability or synthetic accessibility, small uncertainties in these activation energies translate into rather large uncertainties of the rate constants due to the exponential form of the Arrhenius equation.\textsuperscript{109,110}

Quantifying this error, \textit{i.e.}, the uncertainty of a certain quantum chemical calculation is far from being trivial. The primary means of establishing the accuracy of any quantum chemical method has been benchmarking, \textit{i.e.}, comparing results obtained with some method to those of a reference method or experiment for atomistic structures that are assumed to be relevant for a case or target at hand. However, the error of a given method is not constant, or homoscedastic, across chemical space, but can fluctuate considerably from one molecule to another, \textit{i.e.}, it behaves heteroscedastically. This, in turn, implies that results of benchmark studies are in general not transferable to regions of chemical
space different to the ones covered in this benchmark.

Therefore, having a reliable error bar for the specific results that one is interested in would be desirable. This is particularly true in the field of inverse quantum chemistry, where one can easily come across exotic molecules which have never been covered by any benchmark set—hence, one can be completely in the dark as to the accuracy of the method employed. Moreover, if inverse design problems involve searching through a large chemical subspace, and therefore, a huge number of quantum chemical calculations must be carried out, then it will be of utmost importance to be able to rely on very fast computational schemes so that the question of system-specific uncertainty becomes even more urgent. If a reliable (and sufficiently small) error bar were available in such cases, one could employ fast methods with confidence, and recalculate the specific cases in which the estimated uncertainty is above a given threshold.

Besides benchmarking, a different way of estimating the uncertainty associated with a given result is to use scientific judgment. In fact, this is referred to as “type B evaluation of standard uncertainty” in the “Guide to the expression of uncertainty in measurement” published by the joint technical committee of the International Organization for Standardization and the International Electrotechnical Commission. In certain circumstances, this is the only viable way to come up with an uncertainty. However, concerning quantum chemical results, this way of manually estimating the uncertainty is extremely complex and error-prone. Therefore, it is usually not done.

The main problem of estimating the error associated with a certain computational result is that it is entirely systematic, which means that the standard way to obtain the uncertainty of a laboratory measurement, namely to repeatedly run the computation followed by obtaining the standard deviation of the results, is meaningless because one will always obtain the same result to high precision. However, the “Guide to the expression of uncertainty in measurement” mentions a way to quantify the uncertainty arising from systematic errors (often called bias). Based on this, Irikura et al. proposed a way to correct this bias of so-called virtual measurements and to estimate the uncertainty of the final, corrected result. In essence, their proposal is to apply a correction to the computational result. This can be done, for example, by obtaining the properties of interest for molecules which are similar to the molecules of interest and for which high-quality data (e.g., from experiments) is available. Then, a mathematical expression for a correction can be developed and fitted to the reference data. Assuming that this correction is indeed transferable to the original molecules, one can use it not only to obtain an estimate for the total bias, but also to estimate the uncertainty of the final result (i.e., the result corrected for this bias). This approach has been applied recently by Pernot and others to estimate the uncertainties of different properties of solids, using a simple linear correction term. Note also that the common scaling of vibrational frequencies (see, e.g., Refs. 115,116) is nothing else but an attempt to correct the systematic error inherent in them. However,
a key deficiency here is what “molecular similarity” actually means and how it can be assessed in a rigorous and objective manner.

This approach of removing systematic errors has the great advantage that it can potentially work with any kind of bias and, hence, it can be applied to any truly non-empiric quantum chemical method. However, it requires reference data which is essentially free of any errors—this requirement often severely hampers the application of this approach. Moreover, even when available, reference data can be inconsistent, which means that the standard deviation of repeated measurements is not consistent with the claimed uncertainty of the individual measurements. Recently, Pernot and Cailliez have published a review summarizing calibration procedure capable of dealing with inconsistent data.\textsuperscript{117}

Most quantum chemical methods contain one or more empirical parameters which also introduce a certain error. During the past years, much progress has been done with respect to the estimation of such parametric uncertainties.\textsuperscript{118} Already in 2005, Nørskov, Sethna, Jacobsen, and coworkers proposed a method to estimate errors of density functional calculations.\textsuperscript{119} Instead of only using the optimal parameters (as obtained from some fitting procedure) to evaluate a given exchange–correlation functional, an entire distribution of parameters is considered. This leads to an ensemble of density functionals, all of which give slightly different results for a particular system; this set of results can subsequently be used to obtain an estimate of the uncertainty inherent in this result. A similar approach has been presented by Aldegunde \textit{et al.}\textsuperscript{120} and was extended to obtain system-specific density functionals including Bayesian uncertainty estimation.\textsuperscript{121} Such approaches can over- or underestimate the prediction uncertainty. In many cases, the parameters of a certain model do implicitly depend on a control variable (like temperature). A model ensemble obtained for one value of the control variable does not necessarily provide correct uncertainty estimates for other values of the control variable.\textsuperscript{122}

Another option to consider parametric uncertainty is bootstrapping.\textsuperscript{123} In bootstrapping, starting from some data set, a superset of data sets is created by sampling with replacement. Every new data set has the same size as the original data set, but its exact composition will in general be different. Next, for a model whose parameters have been obtained for the original data set, the fitting procedure can be repeated for each of the new data sets, leading to a set of fitting parameters or, equivalently, to an ensemble of models. Again, this ensemble can be used to estimate the uncertainty of any particular result obtained with the model.

Bootstrapping can be applied to quantify the error of physico-chemical models in general, as demonstrated at the examples of \textsuperscript{\textit{57}}Fe Mössbauer isomer shift predictions\textsuperscript{124} and of semiclassical dispersion corrections.\textsuperscript{125}

An alternative to this Bayesian approach is to directly assign an upper and lower boundary on any parameter as is done in a methodology called “data collaboration”.\textsuperscript{126,127} The core
idea of this ansatz is to assemble information from different sources, both theoretical and experimental ones, in order to transfer experimental uncertainties, theoretical constraints, and prior bounds on model parameters directly into the model.\textsuperscript{128} This methodology is motivated by the fact that complex reaction networks, when assembled from elementary steps studied in isolation, usually do not yield a realistic model.\textsuperscript{129} The reason is that, in the full model, many parameters (and their uncertainties) are correlated with each other, and these correlations cannot be captured when only parts of the full model are studied. Therefore, instead of simply assembling a model from the best-fit parameters of its parts studied in isolation, one should directly take into account the full set of “raw” data in order to construct a model. Along these lines, Oreluk \textit{et al.} applied a variant of data collaboration in the uncertainty quantification of the PM7 semiempirical model.\textsuperscript{130}

Another source of uncertainty in quantum chemical calculations is the molecular structure employed. While it is common that the sensitivity of a given result with respect to small structural variations is investigated, a framework to quantify the uncertainty due to structural sensitivity is largely missing. However, Jacob and coworkers presented interesting first steps into this direction for the calculation of theoretical spectra.\textsuperscript{131,132}

For models based on machine-learning techniques, uncertainty quantification is also of vital importance. Many ML models can provide a built-in measure of the expected uncertainty. Typically, the model reports a lower uncertainty for regions which are well represented in the training data set, and higher uncertainties for regions of chemical space which are outside the training set. This behavior can be exploited to construct a model which continuously improves itself as chemical space is explored (see above).\textsuperscript{103,133} However, such uncertainty measures have to be interpreted with care. As an example, consider Gaussian processes. A Gaussian process is a collection of random variables which have a joint Gaussian distribution. That is, it is essentially a distribution over functions.\textsuperscript{134} Every Gaussian process is defined by a mean function and a covariance function, which have to be given before training. The maximum uncertainty that a Gaussian process can report is defined by the covariance function. Therefore, outside the range of training, the Gaussian process essentially predicts the predefined mean function with an estimated uncertainty as given by the predefined covariance function. Obviously, this could be wrong. Therefore, additional ways to accurately quantify the uncertainty of a ML model need to be taken into consideration. In fact, Bayesian methods such as the bootstrap approach mentioned above can also applied in machine learning.\textsuperscript{135–137} For example, Venturi \textit{et al.} recently demonstrated how one can substitute the parameters in a neural net by a parameter distribution, thereby building a neural net for the prediction of potential energy surfaces with reliable uncertainty estimates.\textsuperscript{138} However, such ensemble methods can lead to too low uncertainty estimates for molecules which are very dissimilar to any molecule present in the training data (so-called “out-of-domain” molecules).\textsuperscript{139}

An alternative approach uses the distance between a molecule and the nearest training
point (or a set of training points) as uncertainty estimate.\textsuperscript{140,141} To evaluate the distance, metrics such as the Tanimoto similarity\textsuperscript{35} can be used. The core idea with such approaches is that the uncertainty of a prediction increases with decreasing similarity.

In addition to such approaches, standardized benchmarks are of great value because they allow for a straightforward comparison of different ML models. To this end, Brown and others have recently introduced a framework called “GuacaMol”\textsuperscript{142}.

7 Conclusions and Outlook

The efficient search for new materials and molecules with custom-tailored properties is more important than ever, emphasizing the importance of inverse quantum chemistry and rational design approaches.

The rational design of new compounds largely relies on three different strategies: The first is to build quantitative structure–property relationships in the hope to better understand how a given property depends on structural features. An inversion of such a relationship could then eventually allow to devise a molecule with certain desired properties. The second strategy is high-throughput virtual screening, \textit{i.e.}, to evaluate the properties of a large number of molecules in order to find target compounds. The third strategy is to take advantage of sophisticated sampling algorithms to be able to navigate chemical space efficiently while searching for a target compound. For all three strategies, machine learning has become to play a central role during the last decade, since machine learning models can often speed up the search for new compounds by several orders of magnitude.

Irrespective of all the technical advances which have been made over the past decades, chemical space is still so large that a full exploration is beyond any limits. Therefore, human chemical intuition and heuristics play a crucial role in inverse design. The selection of the chemical subspace to be searched as well as of the initial structures have a major impact, yet are far from trivial to be done algorithmically.

One aspect which has often been overlooked in inverse quantum chemistry is uncertainty quantification. Nevertheless, it is extremely important to have reliable error bars for any quantum chemical result in order to be able to properly judge its reliability. Even though the error of a given quantum chemical method is very difficult to reliably estimate due to the many different approximations which it incorporates, much progress has been made in the practical estimation of quantum chemical uncertainties during the past twenty years.

Today, the prospect of completely autonomous algorithms capable of searching huge parts of chemical space while continuously improving themselves is no longer an outlandish vision of a far-distant future. Although many challenges still exist, it can be expected
that these will eventually be successfully addressed.
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