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Abstract
This paper analyses, within a standard International Environmental Agreement game, the effect of the introduction of adaptation on climate negotiation. The model expands the existing literature by considering a double relation between the two strategies. The common assumption that higher mitigation decreases the marginal benefit of adaptation and vice versa is enriched allowing for the possibility that mitigation, leading to lower and more manageable damages, determines a greater effectiveness of adaptive measures. We find the possibility for adaptation and mitigation to be strategic complements and not, as commonly believed, substitutes. Yet, as already known from the literature, the presence of adaptation can determine upward-sloping mitigation reaction functions regardless of the strategic relationship between mitigation and adaptation. When this is the case, the grand coalition can form. Nonetheless, large participation can induce substantive welfare gains only if adaptation and mitigation are strategic complements.
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1 Introduction

Combating climate change is increasingly recognized as one of the key challenges that our society has to address. The two pillars of climate change policy are mitigation and adaptation. The former acts directly on the cause of the problem, reducing emissions and lowering future climate change. The latter acts on its consequences tackling directly climate impacts. Recognizing the global public bad nature of climate change, the international community started since the beginning of the 90s a complex negotiation process under the umbrella of the United Nation Framework Convention on Climate Change to set and coordinate an equitable, effective and efficient climate action.

These negotiations rounds offered a natural and extremely fertile ground to apply game and coalition theory models. These have been amply used to predict the potential outcomes of international negotiations on climate change and, in particular, to explain the very reason behind the unsatisfactory achievement of “large” cooperation or of “substantive” environmental effectiveness. The first stream of literature on International Environmental Agreements (IEAs), however, has largely focused on mitigation, while adaptation has been somewhat overlooked. The general result of this literature is that a large (with many countries) and stable (without internal defeaters or external entrants) coalition is not possible to obtain (Hoel 1992; Carraro and Siniscalco 1993). The driver of the outcome is the incentive to free ride. Intuitively: when, or exactly because, the agreement produces large environmental benefits (it is stringent), then the incentive to free ride by single players is too strong to be possibly offset by the remaining members of the coalition. Thus, the coalition shrinks until the incentive to free ride becomes sufficiently small. This typically occurs when few members (two or three) are left. There is a “dual” interpretation of this exit: when large coalitions do form, it is because the underlying agreements entail a low incentive to free ride, i.e., they are close to a “do nothing” business as usual.

In the last decade, a more recent stream of literature emerged studying the interplay between mitigation and adaptation in IEAs. This crop of papers is mostly based on empirical Integrated Assessment Models with only few proposing theoretical framework (Zehaie 2009; Ebert and Welsch 2011 and 2012; Ingham et al. 2013; Eisenack and Kahler 2016). Even fewer have analyzed how the presence of adaptation could affect the size and stability of an IEA (Benchekroun et al. 2011; Buob and Siegenthaler 2011; Marrouch and Chaudhuri 2011; Auerswald et al. 2018; Bayramoglu et al. 2018; Breton and Sbragia 2019).

---

1 The literature on IEA games has extended over the years. Finus and Caparrós (2015) provide a collection of some of the most influential papers on the topic. Many aspects of climate negotiation are analyzed and, in some cases, more optimistic conclusions are achieved (see, for instance, Barrett and Dannenberg 2012, Eyckmans and Finus 2007 and Finus and Maus 2018).
The presence of adaptation might indeed change the nature of the emissions reduction game, acting on the incentive to free ride. The intuition is that, if adaptation is possible, the optimal reply to a potential free rider to a climate agreement could be more adaptation and not more mitigation. This could reduce the free riding benefit and, thus, foster the stability of a climate coalition. Ebert and Welsch (2011 and 2012), analytically show in a 2-player context the possibility for upward-sloping emissions reaction functions, i.e., complementarity between emissions strategies, when adaptation is included as a strategy to fight climate change. Upward-sloping reaction functions would transform a “leakage game” into an emissions (mitigation) “matching game” and could favor the stability of climate coalitions.

This issue has been extensively examined by Bayramoglu et al. (2018). The paper examines the effect of adaptation on the strategic interaction among players’ mitigation decisions and on stable coalition size. Both substitutability (standard case) and complementarity (special case) across strategies are assumed. One of the interesting points of the paper is that upward-sloping mitigation reaction functions occur when the adaptation–mitigation interaction is “sufficiently large”, regardless of whether the two strategies are complements or substitutes. When mitigation reaction functions are upward sloping, participation to a climate agreement increases. The authors find that in a game where only mitigation is an option, and hence with downward-sloping reaction functions, the stable coalition size will be at most 2. Instead, when adaptation is an option and it leads to upward-sloping mitigation reaction functions, the stable coalition size will be larger or equal to 3.

The strategic relation between mitigation and adaptation has been examined by a parallel stream of literature, concluding that whether the two are complements or substitutes is mostly an empirical matter. Adaptation and mitigation are commonly seen and modeled as economic substitutes: if the cost of mitigation falls (rises), then the optimal response is to increase (decrease) the level of mitigation and decrease (increase) the level adaptation. However, for instance, Ingham et al. (2013) show that, when adaptation costs depend on the amount of mitigation, the two strategies can be complements. This can occur if adaptation were harder to implement under faster rates of climate change. By reducing emissions, countries not only reduce the rate of climate change, but also facilitate (buy time for) adaptation. As assumed by Ingham et al. (2013), adaptation and mitigation may be linked by more than one relationship and as a result, the standard assumption of strategic substitutability may be reversed.

Building on this idea, the purpose of this paper is to further investigate the interconnections between mitigation and adaptation and the effects that they could have on climate negotiation outcomes.

Our starting point is Bayramoglu et al. (2018), whose analysis we enrich inserting a double connection between adaptation and mitigation.² The first is the standard one: higher levels of adaptation, reducing the marginal damage from climate change, weaken the benefits from mitigation. Conversely, higher levels of mitigation, by

² Hence, our modification is introduced in the game that considers both mitigation and adaptation, while the pure mitigation game does not change from Bayramoglu et al. (2018).
generating less damages to be attenuated, reduce the incentive for protection. The second is similar in spirit to Ingham et al. (2013). Specifically, we include an adaptation effectiveness parameter that depends on total mitigation level so that higher mitigation determines higher productivity of adaptation, an issue not yet considered in the analysis of climate coalition formation. This assumption finds support in the scientific literature. The IPCC AR4 (IPCC 2007) states that as climate change increases, not only do the costs increase but also the options for successful (we read effective) adaptation diminish. Adaptation effectiveness appears closely linked to the rate and magnitude of climate change according to Adger et al. (2007) while Romero-Lankao et al. (2014) state that “several lines of evidence indicate that effective adaptation requires changes in approach and becomes much more difficult if warming exceeds 2 °C above preindustrial levels”.

Some practical, although speculative, examples can be provided. The first can be related to “catastrophic damages” and the concept of “adaptation tipping points”, i.e., situations in which policies are no longer able to achieve their objectives (Van Ginkel et al. 2020). A typical case is when coastal (or river flood) protection fails due to “too high” and/or “too rapid”, “too frequent” flood events. In this specific case, the presence of hard adaptation measures may even worsen the damage, as water would be more difficult to be removed from the flooded areas. In our context: if “more mitigation” were able to keep the damage below the adaptation tipping point, then adaptation effectiveness would be greatly improved. The reasoning can be extended also to “continuous” or “slow on set” climate damages if we agree upon the idea that adaptation is eventually a “technology” that operates with “standard” diminishing marginal and scale returns. Examples here could be more easily found in the case of “reactive” adaptation. For instance, even though within the range of coping capacity, health care systems can work better at low rather than high levels of congestion. Similarly, interventions against forest fires can be more effective if fire episodes are few rather than many. In both situations, more resources could be concentrated on specific emergencies to pursue the desired outcome. We claim that this situation—productivity of adaptation related to mitigation level—is in fact the usual one and, as such, should be taken into account to increase the realism of the analysis of the two strategies.

With this enriched modelling, we show that the possibility emerges for adaptation and mitigation to be complements and not, as commonly believed, substitutes. Our new assumption also alters the effect that adaptation has on mitigation strategies. In our setting the possibility for upward-sloping mitigation reaction functions, is in fact less likely than in Bayramoglu et al. (2018). This happens because, in our case, mitigation entails a double positive externality (it reduces climate damages and it increases adaptation effectiveness), making the incentives to free ride stronger. Finally, we introduce explicit payoff functions to analyze stable coalition size and their welfare performances. Differently from Bayramoglu et al. (2018) (stable

3 Note that, here, we do not refer to the efficiency scale of adaptation, but just to the effectiveness. In principle, a health care system can be over-sized compared to the patients to treat which can lead to inefficiency.
coaltion size larger or equal to 3 with upward-sloping reaction function), we find that stable coalition size will be either 3 or the grand coalition (full cooperation). This result is in line with Rubio (2019). Regarding welfare: when stable coalitions are small, welfare improvements compared to non-cooperation are also small. When the grand coalition forms, welfare gains compared to non-cooperation are small if the two strategies are substitutes. This confirms a consolidated finding from the ‘90 s literature on the topic. However, if the two strategies are complements, the grand coalition will bring large welfare improvements compared to non-cooperation.

In what follows: Sect. 2 introduces the game theoretical model and its general assumptions, Sect. 3 describes the climate negotiation process as a multi-stage game, Sect. 4 solves the game presenting major results, and Sect. 5 concludes.

2 The model

We consider \( n \) symmetric players (countries) \( i = 1, 2, ..., n \), and 2 different games. In the pure mitigation game (M-Game), our reference, players can only use emissions reduction as a strategy to combat climate change. Adaptation is introduced in the mitigation–adaptation game (M + A-Game). In the M-Game, we adopt the same general payoff function of Bayramoglu et al. (2018) given by:

\[
w_i(M, m_i) = B_i(M) - C_i(m_i)
\]

In the M + A-game, we introduce a substantial modification, with the payoff function given by:

\[
w_i(M, m_i, a_i) = B_i(M, a_i, \epsilon(M)) - C_i(m_i) - D_i(a_i).
\]

The total welfare will be the sum of all individual payoffs \( W = \sum_{i=1}^{n} w_i \).

In the M-Game (function 1a), individual payoff is given by the benefit \( B_i \) from total mitigation \( M = \sum_{i=1}^{n} m_i \), minus the cost \( C_i \) of individual mitigation \( m_i \). In the M + A-Game (function 1b), benefits depend on total mitigation \( M \), individual adaptation \( a_i \) and its effectiveness \( \epsilon \) that is a function of total mitigation. The cost functions \( C_i(m_i) \) and \( D_i(a_i) \) depend, respectively, on the individual mitigation and adaptation levels. Every player \( i \) in the M-Game will decide its level of individual mitigation \( m_i \in [0, \bar{m}_i] \), while in the M + A-Game, it will also set its individual adaptation level \( a_i \in [0, \bar{a}_i] \).

Players have identical individual payoff functions and, thus, are assumed to be ex ante symmetric. However, as it will be clear below, in the first stage of the game, countries endogenously decide whether to be part of a climate coalition and become signatories or to remain outside as non-signatories. Signatories and non-signatories,
face two different maximization problems leading to different mitigation levels. Accordingly, countries might be ex post asymmetric. This will happen when a non-empty coalition, that does not include all players, forms in the first stage of the game.\footnote{If no coalition forms, all players would behave as non-signatories; while if the grand coalition forms, i.e., if all players join the coalition, everyone will behave as a signatory. In these two situations, countries will be both ex ante and ex post symmetric.} Where appropriate, we stress this ex post asymmetry using the indexes S for signatories and NS for non-signatories.

All payoff functions are assumed to be continuous with continuous first and second derivatives. Then, the following general assumptions on payoff functions are introduced.\footnote{Those not related to adaptation effectiveness properties are the same of Bayramoglu et al. (2018).} The subscripts refer to the kind of the derivative, e.g., \( B_M = \frac{\partial B}{\partial M} \).

**General assumptions**

\[ M-Game: \]
\[ B_M > 0, B_{MM} < 0, C_m > 0, C_{mm} > 0, \]
\[ \lim_{M \to 0} B_M > \lim_{m \to 0} C_m > 0. \]

\[ M+A-Game: \]
\[ (ai) \quad \bar{B}_M = B_M + B_{\varepsilon} \cdot \varepsilon_M > 0, \quad \bar{B}_{MM} < 0, \quad C_m > 0, \quad C_{mm} > 0. \]
\[ (bi) \quad \lim_{M \to 0} B_M > \lim_{m \to 0} C_m > 0. \]
\[ (c) \quad B_{aM} > 0, B_{aa} \leq 0, \quad D_a > 0, \quad D_{aa} > 0, \]
\[ (d) \quad \lim_{a \to 0} B_a > \lim_{a \to 0} D_a > 0. \]

**Adaptation–mitigation strategic interaction**

\[ (e) \quad B_{\varepsilon M} > 0, \quad B_{\varepsilon MM} \leq 0. \]
\[ (f) \quad B_{\varepsilon} > 0, B_{\varepsilon MM} \leq 0, \quad B_{\varepsilon} \cdot \varepsilon_M \leq 0, \]
\[ (g) \quad B_{aM} = B_{Ma} < 0. \]
\[ (h) \quad B_{ae} = B_{ea} > 0. \]
\[ (i) \quad B_{aM} = B_{Ma} > 0. \]

With, in assumption (ai):

\[ B_{MM} = \frac{\partial (B_{MM}(M,a_t,\varepsilon(M))) + B_{MM}(M,a_t,\varepsilon(M)) \cdot \varepsilon_M(M))}{\partial M} = B_{MM} + B_{MM} \cdot \varepsilon_M + \varepsilon_{MM} \cdot B_{\varepsilon} + B_{\varepsilon} \cdot B_{\varepsilon} \cdot \varepsilon_M < 0, \]

\[ B_{aM} = \frac{\partial (B_{aM}(M,a_t,\varepsilon(M)))}{\partial M} = B_{aM} + B_{ae} \cdot \varepsilon_m = \]

\[ B_{Ma} = \frac{\partial (B_{Ma}(M,a_t,\varepsilon(M))) + B_{\varepsilon}(M,a_t,\varepsilon(M)) \cdot \varepsilon_M(M))}{\partial a} = B_{Ma} + B_{\varepsilon a} \cdot \varepsilon_M > 0. \]

Assumptions (a), (ai), (c) and (f) set the standard properties of concave benefit and convex cost functions. This configuration guarantees, together with assumptions (b), (bi) and (d), strictly positive mitigation and adaptation equilibrium levels in both games.
Assumptions (a), (ai) and (c) also describe the nature of mitigation and adaptation. Mitigation is a pure public good, as the marginal benefits are affected by total mitigation and not only by individual one. Adaptation is instead a private good: its marginal benefits depend only on individual adaptation levels. Assumptions (e–i) describe the strategic interaction between mitigation and adaptation. Assumption (e) represents the new element of this theoretical work. Adaptation effectiveness is defined as an increasing concave (or linear) function of total mitigation level. The logic behind this assumption is the idea that adaptive measures cannot be equally applied regardless of the damage level. In case of catastrophe, adaptation cannot be applied: even with an extreme effort, the damage cannot be substantively attenuated. Mitigation allows to avoid extreme damages and, as emissions decrease and climate change slows, adaptation starts to be increasingly effective. In this context, \( \varepsilon \) sets the amount of damage that can be avoided through adaptive measures. It can be conceived as a 0–1 variable: for example, value 1 would mean that the damage could be completely absorbed by adaptation, while with a value of 0.5 damage could be reduced by the 50%. The smaller the severity of damages, the larger the portion that can be eliminated by adaptation. This is what assumption (e) captures.

Assumption (g) confirms the standard mitigation–adaptation trade-off: higher levels of adaptation reduce the marginal benefit of mitigation and vice versa. Assumption (h) says that higher mitigation determines higher effectiveness of adaptive measures. This in turn increases marginal benefits from adaptation. The sign of the overall resulting adaptation–mitigation cross derivative \( \frac{\partial B_a}{\partial M} = \frac{\partial B}{\partial M} \), indicated in assumption (i), is uncertain and is given by the sum of these two effects, the first one negative \( \frac{\partial B_a}{\partial M} = B_M a < 0 \) and the second one positive \( \frac{\partial B_a}{\partial \varepsilon} \varepsilon M = B_{\varepsilon a} > 0 \).

### 3 Climate change negotiations as a 2-stage coalition formation game

The International Environmental Agreement game is typically solved as a 2-stage game where countries choose whether to participate or not in a mitigation coalition in the first stage and set their level of mitigation (in the M-game) or of both mitigation and adaptation (in the M + A-game) in the second stage.

Countries who join the coalition \( P \) in the first stage are the signatories (S); other countries are the non-signatories (NS). The size of coalition \( P \) is indicated by \( p \). At the end of the first stage, \( p \) signatories will be part of the coalition and \( n – p \) non-signatories will be the outsiders. If \( p = n \) the grand coalition (full cooperation) forms, and there will be no outsiders. In an externality game, this always represents the social optimum (SO). If \( p = 1 \), the non-cooperative Nash equilibrium (NE) forms, and there will be no signatories. We refer to all other coalition sizes \( 1 < p < n \) as partial cooperation.\(^6\)

\(^6\) It is in the case of partial cooperation, i.e., \( 1 < p < n \), that we observe ex post asymmetry. In this case, we have \( p > 1 \) signatories and \( n – p > 0 \) non-signatories. The two groups will face different maximization problems.
In a game with a positive externality, a necessary condition for coalition formation is profitability. The coalition of size $p$ is profitable if each signatory gets a higher payoff inside the coalition rather than in a non-cooperative Nash equilibrium. Formally, profitability can be written:

$$w_S(p) > w^{NE}.$$

In the presence of free riding incentives, profitability is not a sufficient condition for the formation of a climate agreement. Stability is also needed. According to the majority of IEAs literature, here, we use the open membership rule (D’Aspremont et al. 1983), i.e., players can join and leave the coalition without the consensus of others. Consequently, stability should be both internal and external.

Internal stability requires that none of the signatories would be better off leaving the coalition $P$, while other players stay in the coalition. External stability requires that none of the non-signatories would be better off joining the coalition. Formally, internal stability can be written:

$$w^*_S(p) \geq w^*_{NS}(p - 1),$$

while external stability is:

$$w^*_{NS}(p) \geq w^*_S(p + 1).$$

When profitability, internal and external stability are jointly satisfied the coalition can be formed.\(^7\) For every coalition $P$, we allow for a unique equilibrium vector of mitigation (mitigation and adaptation) decisions to exist. We introduce the uniqueness and existence condition in the next section.

In the second stage of the game, the coalition acts as a single player maximizing its payoff and internalizing the positive externality arising from mitigation. In the M-Game, signatories will choose the level of mitigation that maximizes their aggregate payoff, while each non-signatory will instead choose the mitigation level maximizing its individual payoff. In the M+A-Game, signatories and non-signatories simultaneously set their mitigation and adaptation levels or, equivalently, they first set their mitigation levels and then, in a second step, adaptation levels.\(^8\)

Hence, in both games, in the second stage of the game, players will maximize different objective functions depending on whether they are signatories or non-signatories. Signatories will maximize their aggregate welfare. Their objective function will be:

\(^7\) Section 4.2.2 introduces specific welfare functions for both the M- and M+A-Game to analyze the first stage of the game. Indeed using generic welfare functions, it is not possible to derive conclusions on the size, mitigation and welfare of stable coalitions.

\(^8\) The equivalence of the two games can be easily derived from the FOCs of the M+A-Game, and the demonstration is identical to Bayramoglu et al. (2018), thus we omit it. Final equilibrium levels will be the same as long as adaptation is not chosen before mitigation. The strategic role of anticipatory adaptation has been studied, in a 2-player context, by Zehaie (2009) and, with coalition formation, by Breton and Sbragia (2019).
\[ \text{Obj}_S = \sum_p w_S. \]

The \( p \) signatories are symmetric and act cooperatively. The total mitigation level \( M \) can be written as the sum of mitigation levels of the \( p \) signatories and of the \( n - p \) non-signatories: \( M = p \cdot m_S + M_{NS} \) with \( M_{NS} = \lfloor n - p \rfloor \cdot m_{NS} \). The objective function of signatories can be written as:

\[
\text{Obj}_S^M = p \cdot \left[ B_S(p \cdot m_S + M_{NS}) - C_S(m_S) \right], \tag{3a}\]

in the M-Game and

\[
\text{Obj}_S^{M+A} = p \cdot \left[ B_S(p \cdot m_S + M_{NS}, a_S, \epsilon(p \cdot m_S + M_{NS})) - C_S(m_S) - D_S(a_S) \right] \tag{3b}\]

in the M + A-Game.

Non-signatories will maximize their individual welfare non-cooperatively. Hence, the objective functions of the \( n - p \) non-signatories will coincide with their individual welfare functions: \( \text{Obj}_{NS}^M = (1a) \) in the M-Game and \( \text{Obj}_{NS}^{M+A} = (1b) \) in the M + A-Game.

### 4 Outcome of the mitigation and mitigation–adaptation game

The game is solved by backward induction. We start from the second stage analyzing mitigation and adaptation first-order conditions, equilibrium levels and interdependencies, and then we move to the analysis of the first-stage coalition formation.

#### 4.1 Second stage: mitigation and adaptation decisions

##### 4.1.1 Preliminaries

In the second stage, after a coalition \( P \) has formed in the first stage, signatories and non-signatories choose their optimal strategies. In the mitigation game, signatories will choose their mitigation level to maximize their objective function (3a). Non-signatories will instead maximize their individual welfare (1a). In the M-Game, the first-order conditions are given by:

\[
\text{Signatories} : p \cdot B_M(M) = C_m(m_S). \tag{4a}\]

\[
\text{Non – signatories} : B_M(M) = C_m(m_{NS}). \tag{4b}\]

In the M + A-Game, signatories and non-signatories will maximize (3b) and (1b), respectively. Differentiating the objective functions with respect to individual mitigation, the following FOCs are obtained:
Additionally, in the M + A-game, differentiating the objective functions (3b) and (1b) with respect to adaptation will lead to the following adaptation FOC, equal for both signatories and non-signatories:

\[ B_a(M, a) = D_a(a). \]  

These FOCs, enable to identify some relations between signatories and non-signatories in terms of mitigation, adaptation and welfare levels.

**Lemma 1 (Mitigation, adaptation and payoff levels’ relations between signatories and non-signatories).**

**If a coalition of size \( p \geq 2 \) has formed in the first stage, then the following holds:**

\[ m^*_S(p) > m^*_NS(p), \]

\[ a^*_S(p) = a^*_NS(p), \]

\[ w^*_S(p) < w^*_NS(p). \]

**Proof.** see Appendix 1

The first and last statements hold for both games, while the second one, involving adaptation, only refers to the M + A-Game. The free ride incentive is well explained by the relations of Lemma 1 as non-signatories are better off than signatories in both M- and M + A-Game.

Mitigation FOCs (4a), (4b), (5a) and (5b) define players’ reaction functions in the mitigation space. Total mitigation is the individual mitigation level of player \( i \), \( m_p \), plus the mitigation of all other players, \( M_{-i} \): \( M = m_i + M_{-i} \). In this way, every mitigation FOC defines \( m_i \) as a function of \( M_{-i} \). This is the individual reaction function of player \( i \) in the mitigation space. In both M- and M + A-Game, we can identify the individual mitigation best response functions of signatories and non-signatories, respectively, as \( r_S(M_{-i \in P}) \) and \( r_{NS}(M_{-j \notin P}) \).

Moving to adaptation, FOC (6) is equal for all players. Individual adaptation can be expressed as a function of total mitigation. This indicates the reaction functions in the adaptation space \( h(M) = a^*(M) \) that is equal for signatories and non-signatories.

A preliminary step of the analysis is to define the condition that guarantees to have a unique second-stage equilibrium. The following assumption needs to be satisfied.

**Additional assumption (Existence and uniqueness conditions of a second-stage equilibrium).**
In the M + A-Game, let \( \Psi^{M+A} = \overline{B_{MM} + \frac{(B_{mM})^2}{D_{mm-B_{mm}}}} \). If \( \Psi^{M+A} > 0 \), then a unique second-stage equilibrium exists if: \( \Psi^{M+A} \cdot \left[ \frac{p}{C_{mm}(m_S)} + \frac{(n-p)}{C_{mm}(m_NS)} \right] < 1 \).

**Proof.** see Appendix 1

### 4.1.2 General results

**Proposition 1** (slopes of reaction functions in the mitigation space).

Let \( \Psi^M = B_{MM} \) for the M-Game and \( \Psi^{M+A} = \overline{B_{MM} + \frac{(B_{mM})^2}{D_{mm-B_{mm}}}} \) for the M + A-Game. Slopes of individual mitigation reaction functions of signatories and non-signatories are, respectively, given by \( r'_{S}(M_{-i\in P}) = \frac{p}{C_{mm}(m_S)-\Psi} \) and \( r'_{NS}(M_{-j\notin P}) = \Psi \).

**Proof.** See Appendix 1

In the M + A-Game, reaction functions can be upward sloping, and this will happen in our model when \( \Psi^{M+A} > 0 \).

The substantive difference from Bayramoglu et al. (2018) stems from the term determining the slope of mitigation reaction functions in the M + A-Game. In Bayramoglu et al. (2018), it is defined as: \( A^{M+A} = B_{MM} + \frac{(B_{mm})^2}{D_{mm-B_{mm}}} \).

We can notice that “our” \( \Psi^{M+A} < A^{M+A} \). \( \Psi^{M+A} \) and \( A^{M+A} \) are composed by a negative term (respectively, \( B_{MM} \) as defined in general assumption ai and \( B_{MM} \)) plus a positive term (respectively, \( \frac{(B_{mm})^2}{D_{mm-B_{mm}}} = \frac{(B_{mm})^2}{D_{mm-B_{mm}}} \) and \( \frac{(B_{mm})^2}{D_{mm-B_{mm}}} \)). Comparing the terms, the positive squared term of \( \Psi^{M+A} \) is lower than the one of \( A^{M+A} \) as it is composed by two compensating effects. The negative term is also smaller (more negative). Indeed, we have \( B_{MM} < B_{MM} \) by the definition of \( B_{MM} \). Therefore, in our configuration, introducing adaptation effectiveness dependence on total mitigation level increases the stringency of the condition to have upward-sloping mitigation reaction functions in the M + A-game. Accordingly, if a country increases its mitigation commitment, it will be easier to be in the case where all other countries react by reducing their mitigation levels. Intuitively, in our M + A-game, mitigation entails a double positive externality. On the one hand, all the players will receive a higher direct benefit from total mitigation; on the other hand, countries will receive higher benefits from their adaptive measures as they will be more effective. Having a double positive externality, the free riding incentive will be higher and hence, mitigation levels will likely be strategic substitutes.

Now, endowed with our new assumption on adaptation effectiveness, we explicit the strategic relations between adaptation and mitigation, i.e., conditions for complementarity or substitutability.
Proposition 2 (Adaptation–mitigation strategic relation).

In the mitigation–adaptation space, the slope of each player’s reaction function \( h(M) \) is given by \( \frac{\partial h}{\partial M} = \frac{B_{am} - B_{ae} \cdot \varepsilon_M}{D_{am} - B_{ae}} \) Then, mitigation and adaptation will be substitutes (complements) if \( B_{am} + B_{ae} \cdot \varepsilon_M < (>)0 \).

Proof. See Appendix 2

Proposition 2 sets the possibility to have strategic complementarity between mitigation and adaptation. Strategic complementarity occurs when the positive term \( B_{ae} \cdot \varepsilon_M \), originated by the dependence of adaptation effectiveness on mitigation, dominates the standard negative interdependency \( B_{am} \). This outcome is an alternative formalization of the findings of Ingham et al. (2013) in which complementarity could arise in the special case where adaptation costs were depending on the amount of mitigation.9

It is worth stressing an important implication of Propositions 1 and 2. As in Bayramoglu et al. (2018), it is the interaction between mitigation and adaptation that can determine upward-sloping mitigation reaction functions, but not the nature of the relation. In \( \Psi^{M+A} \), the term \( \overline{B_{am}} = B_{am} + B_{ae} \cdot \varepsilon_M \) (which determine the nature of interaction between mitigation and adaptation) is squared. Thus, upward-sloping mitigation reaction functions can occur either with complementary or substitute mitigation and adaptation. What is needed is that the strategic relation is “sufficiently” strong (large value of \( \overline{B_{am}} = B_{am} + B_{ae} \cdot \varepsilon_M \) in absolute terms).

This said, the strategic relation between adaptation and mitigation does play an important role on the final equilibrium levels of the M+A-Game. Compared to the pure mitigation game, we can conclude, in line with Bayramoglu et al. (2018):

Corollary (Mitigation levels in the M-Game and in the M+A-Game).

Consider an arbitrary coalition of size \( p \) formed at the first stage of the game. At the second stage, if adaptation and mitigation are strategic substitutes (complements), then we will have \( m^{M+A}_S(p) < (>)m^M_S(p) \), \( m^{M+A}_{NS}(p) < (>)m^M_{NS}(p) \) and \( M^{M+A}(p) < (>)M^M(p) \).

Proof: See Appendix 2

Complementarity or substitutability between mitigation and adaptation determines the change in mitigation levels moving from the M-Game to the M+A-Game. When the two strategies are complements, for any given coalition size \( p \), individual

---

9 Other studies in which adaptation and mitigation are found to be strategic complements are Yohe and Strzepeck (2004 and 2007). They focus on tipping points saying that, when impacts from climate change are “not smooth, non-monotonic and not manageable”; adaptation–mitigation complementarity should be the rule and not the exception.
and total mitigation levels will be higher in the M + A-Game compared to the pure mitigation game. If they are substitute, mitigation levels will be lower.

Compared to Bayramoglu et al. (2018), we can also claim that, under the standard assumption of substitutability, the introduction of the dependence of adaptation effectiveness upon mitigation, induces a lower decrease of mitigation levels in the M + A-Game. This is true for both signatories and non-signatories and, hence, applies to total mitigation as well (Appendix 2).

4.2 First stage of the game

In the first stage, players choose whether to join the mitigation coalition or not. This is the crucial stage of the game in which cooperation takes form.

4.2.1 General properties

To characterize the incentives to join a coalition $P$ and to analyze the effect on coalition size, on second-stage mitigation and welfare levels we first introduce three properties of the game: positive externality property (PEP), superadditivity (SAD) and cohesiveness (COH). We refer to two dimensions of cohesiveness; the standard one that is the welfare dimension (WCOH), and the mitigation dimension (MCOH).

**Definition 2** Superadditivity, Positive externality, and Cohesiveness

(i) Superadditivity holds if, for every coalition size $p \geq 2$ and for every $i \in P$: $p \cdot w^*_S(p) \geq \lfloor p - 1 \rfloor \cdot w^*_S(p - 1) + w^*_S(p - 1)$.

(ii) Positive externality property holds if, for every $j \notin P$: $w^*_S(p) \geq w^*_S(p - 1)$.

(iii) Mitigation cohesiveness holds if for every coalition size $p \geq 2$ and for every $i \in P$: $p \cdot M^*_S(p) + (n - p) \cdot M^*_S(p) \geq \lfloor p - 1 \rfloor \cdot M^*_S(p - 1) + [n - p + 1] \cdot M^*_S(p - 1)$.

(iv) Welfare cohesiveness holds if, for every coalition size $p \geq 2$ and for every $i \in P$: $p \cdot w^*_S(p) + (n - p) \cdot w^*_S(p) \geq \lfloor p - 1 \rfloor \cdot w^*_S(p - 1) + [n - p + 1] \cdot w^*_S(p - 1)$.

Superadditivity and positive externality are linked to stable coalition size. Looking to the internal stability condition (2), it is clear that superadditivity is a necessary condition for coalition stability. If coalition of size $p$ is stable, then the move from $p - 1$ to $p$ is superadditive. If we consider a coalition of size $p = 2$, then SAD is a sufficient condition for its stability. If the move from $p = 1$ to $p = 2$ is superadditive, then the coalition $p = 2$ is internally stable. PEP refers instead at the positive externality generated by the coalition. It holds when the welfare of players outside the coalition benefit from an enlargement of participation. This property is an obstacle to the stability of large coalitions. As the coalition gets larger, the incentives to stay outside are bigger and therefore, the internal stability condition is more difficult to be satisfied.
If both SAD and PEP hold, then welfare cohesiveness holds as well. However, neither of the two cohesiveness properties are associated with coalition stability. They refer instead to the positive effect that higher participation to a climate agreement would have on total mitigation and welfare levels. When cohesiveness holds, larger coalitions would bring higher total mitigation (MCOH) and/or higher total welfare (WCOH). However, if they fail, larger coalitions would bring a loss in terms of total mitigation and/or welfare. For this reason, we should not only look at the number of participants in a mitigation agreement, but also which are the final mitigation and welfare levels.10

**Proposition 3** (general properties of the games) For what concerns the properties of our pure mitigation and mitigation–adaptation game:

(a) SAD always holds when \( \Psi^{M+A} > 0 \).
(b) PEP always holds in both games.
(c) MCOH always holds in both games.

**Proof:** See Appendix 3

The general properties of the game do not differ from Bayramoglu et al. (2018). We now check how the enrichment of the relationship adaptation–mitigation affects three aspects: stable coalition size, mitigation levels and the welfare of coalitions.11

### 4.2.2 Explicit payoff functions

To investigate these aspects, we introduce explicit functional forms for the payoff of the two games; that of the M-Game is taken from Bayramoglu et al. (2018):

\[
w_i^M = \left(bM - \frac{g}{2}M^2\right) - \frac{c}{2}m_i^2.
\]

In the M+A-Game, the payoff function is instead given by:

\[
w_i^{M+A} = \left(bM - \frac{g}{2}M^2\right) + a(\beta + \epsilon - fM) - \frac{c}{2}m_i^2 - \frac{d}{2}a^2,
\]

10 For cohesiveness properties, we do not focus on adaptation. In our model, it is directly related to total mitigation level and, therefore, we could link it to mitigation cohesiveness property. When total mitigation increases in the size of coalition \( p \) (MCOH holds), adaptation will decrease (increase) if the two strategies are substitutes (complements).

11 Adaptation levels can be directly related to total mitigation level given the strategic relations between the two strategies. For coalition evaluation, we only focus on global welfare though the same analysis, with very similar conclusions, could be conducted also in total mitigation terms.
where $\dot{\epsilon}(M) = e \cdot M$. Therefore, the extended payoff for the mitigation adaptation game is:

$$w_{i}^{M+A} = \left( bM - \frac{g}{2}M^2 \right) + a(\beta + e \cdot M - fM) - \frac{c}{2}m_i^2 - \frac{d}{2}a^2. \quad (8)$$

The payoff functions are quadratic–quadratic. Parameters $b$, $g$, $\beta$, $e$, $f$ and $d$ are assumed to be strictly positive.\(^{12}\) The $M$- and $M+A$-Game are directly comparable as the former can be obtained setting adaptation level to zero in the latter.

Appendix 4 analyzes the payoff functions verifying the correspondence with the general assumptions of the model. In the appendix, we also introduce conditions for parameters configuration to satisfy the general assumptions of the model and the existence and uniqueness additional assumption. Finally, conditions also ensure non-negative mitigation and adaptation levels.

To quantify welfare impacts of cooperation we use the following index:

**Definition 3** (Coalition Performance Index).

The Coalition Performance Index (CPI) is the percentage welfare improvement brought by the equilibrium coalition compared to non-cooperation:

$$CPI = \frac{W^*(p^*) - W^{NE}}{W^{NE}} \cdot 100.$$  

The CPI index measures the achievement of a given stable coalition comparing the welfare of that coalition with the non-cooperative situation.

\(^{12}\) The perhaps less interesting case of linear–quadratic payoff function could be easily obtained setting $g=0$.  

---

**Table 1** Mitigation game: $\Psi^M = -g < 0$

| Parameters | $p_{NS}'$ | SAD | PEP | MCOH | WCOH | $p^*$ | $M(p^*)$ | CPI |
|------------|-----------|-----|-----|------|------|------|---------|-----|
| $b=10$, $g=1$, $c=1$ | $-0.5000$ | $p>17$ | ✔   | ✔   | $P>16$ | 1    | 9.90    | 0   |
| $b=10$, $g=10$, $c=1$ | $-0.9091$ | $p>17$ | ✔   | ✔   | $P>16$ | 1    | 0.99    | 0   |
| $b=10$, $g=100$, $c=1$ | $-0.9901$ | $p>17$ | ✔   | ✔   | $P>16$ | 1    | 0.09    | 0   |
| $b=10$, $g=0.001$, $c=1$ | $-0.0009$ | ✔   | ✔   | ✔   | Yes  | 2    | 925.60  | 1.71|
| $b=10$, $g=0.1$, $c=1$ | $-0.9901$ | $p>17$ | ✔   | ✔   | $P>16$ | 1    | 9.99    | 0   |
| $b=10$, $g=1$, $c=300$ | $-0.0033$ | ✔   | ✔   | ✔   | ✔   | 2    | 2.54    | 1.26|
| $b=10$, $g=1$, $c=3000$ | $-0.0003$ | ✔   | ✔   | ✔   | ✔   | 2    | 0.33    | 1.88|
| $b=10$, $g=1.9$, $c=3000$ | $-0.0006$ | ✔   | ✔   | ✔   | ✔   | 2    | 0.32    | 1.80|
| $b=30$, $g=1$, $c=1$ | $-0.5000$ | $p>17$ | ✔   | ✔   | $P>16$ | 1    | 29.70   | 0   |

For the general properties of the game (PEP, SAD, WCOH and MCOH), ✔ means that they hold for every coalition of size $p$. If this is not the case, $p$ values indicated refer to intervals or specific values for which a given condition holds. For any other interval or values of $p$, the condition fails. If SAD holds for a given $p$, it means that the move from $p-1$ to $p$ is superadditive. For $h'(M)$, $\Psi$, CPI, $M(p^*)$ and $a(p^*)$ we round to two digits and for $p_{NS}'$ we round to 4 digits.
Table 2 Effect of adaptation, first set of simulations: $\Psi^{M+A} < 0$, $h'(M) > 0$

| Parameters                  | $r'_\text{NS}$ | $h'(M)$ | $\Psi$ | SAD | PEP | MCOH | WCOH | $p^*$ | $M(p^*)$ | $a(p^*)$ | CPI |
|-----------------------------|-----------------|---------|--------|-----|-----|------|------|-------|----------|---------|-----|
| M-Game: $b = 10$, $g = 1$, $c = 1$ | $-0.5000$       | $\times$ | $-$   | $p > 17$ | $\checkmark$ | $\checkmark$ | $P > 16$ | $1$    | $9.90$     | X       | $0$  |
| M + A-Game: Effect of considering adaptation |                |         |       |     |     |      |      |       |          |         |     |
| $\beta = 10$, $e = 1$, $f = 2$, $d = 5$ | $-0.4444$       | $-0.20$ | $-0.80$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 15$ | $1$    | $9.88$     | $0.02$   | $0$  |
| $\beta = 10$, $e = 1$, $f = 1.5$, $d = 5$ | $-0.4872$       | $-0.10$ | $-0.95$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 15$ | $1$    | $9.37$     | $1.06$   | $0$  |
| $\beta = 10$, $e = 1$, $f = 1.01$, $d = 5$ | $-0.4999$       | $0$     | $-0.99$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 16$ | $1$    | $9.88$     | $1.98$   | $0$  |
| $\beta = 10$, $e = 1$, $f = 2$, $d = 50$ | $-0.4949$       | $-0.02$ | $-0.98$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 15$ | $1$    | $9.89$     | $0$      | $0$  |
| $\beta = 10$, $e = 1$, $f = 2$, $d = 1.000001$ | $0$             | $-0.99$ | $0$    | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $2$    | $0$        | $9.99$   | $0$  |
| $\beta = 10$, $e = 2$, $f = 1$, $d = 5$ | $-0.4444$       | $0.20$  | $-0.80$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 15$ | $1$    | $14.81$    | $4.96$   | $0$  |
| $\beta = 10$, $e = 3$, $f = 1$, $d = 5$ | $-0.1666$       | $0.40$  | $-0.20$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $1$    | $66.66$    | $28.66$  | $0$  |
| $\beta = 10$, $e = 1.01$, $f = 1$, $d = 5$ | $-0.4999$       | $0$     | $-0.99$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 16$ | $1$    | $9.92$     | $2.02$   | $0$  |
| $\beta = 10$, $e = 2$, $f = 1$, $d = 50$ | $-0.495$        | $0.02$  | $-0.98$ | $p > 17$ | $\checkmark$ | $\checkmark$ | $p > 15$ | $1$    | $10.30$    | $0.41$   | $0$  |
| $\beta = 10$, $e = 1$, $f = 2$, $d = 1.000001$ | $0$             | $0.99$  | $0$    | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $2$    | $0$        | $9.99$   | $1.98$ |

For the general properties of the game (PEP, SAD, WCOH and MCOH), $\checkmark$ means that they hold for every coalition of size $p$. If this is not the case, $p$ values indicated refer to intervals or specific values for which a given condition holds. For any other interval or values of $p$, the condition fails. If SAD holds for a given $p$, it means that the move from $p - 1$ to $p$ is superadditive. For $h'(M)$, $\Psi$, CPI, $M(p^*)$ and $a(p^*)$ we round to two digits and for $r'_\text{NS}$ we round to 4 digits.
### Table 3  Effect of adaptation, third set of simulations: $Ψ^M+1 > < 0$, $h'(M) > < 0$^

| Simulations | $r_{NS}$ | $h'(M)$ | $Ψ$ | SAD | PEP | MCOH | WCOH | $p^*$ | $M(p^*)$ | $a(p^*)$ | CPI |
|-------------|---------|---------|------|-----|-----|------|------|-------|---------|---------|-----|
| M-Game: $b = 10$, $g = 1$, $c = 3000$ |         |         | ✔   | ✔   | ✔   | ✔   | ✔   | 2     | 0.33    | x       | 1.88 |
| M + A-Game: Effect of considering adaptation |       |         | ✔   | ✔   | ✔   | ✔   | ✔   | ✔    | ✔      | ✔       | ✔   |
| $β = 30$, $e = 1$, $f = 2.6$, $d = 5$ | $-0.0002$ | $-0.32$ | $-0.49$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.01    | 6.00    | 0.0001 |
| $β = 30$, $e = 1$, $f = 1.1$, $d = 5$ | $-0.0003$ | $-0.02$ | $-0.99$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.31    | 5.99    | 0.056  |
| $β = 30$, $e = 1$, $f = 0.6$, $d = 50$ | $-0.0032$ | $-0.02$ | $-0.98$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.31    | 0.59    | 0.44   |
| $β = 30$, $e = 3.2$, $f = 1$, $d = 5$ | 0       | 0.44    | $-0.03$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.78    | 6.34    | 0.33   |
| $β = 30$, $e = 1.1$, $f = 1$, $d = 5$ | $-0.0003$ | 0.02    | $-0.99$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.35    | 6.01    | 0.07   |
| $β = 30$, $e = 2$, $f = 1$, $d = 50$ | $-0.0032$ | 0.02    | $-0.98$ | ✔   | ✔   | ✔   | ✔   | 2     | 0.35    | 0.61    | 0.53   |
| $β = 30$, $e = 1$, $f = 4.2$, $d = 10$ | 0       | $-0.32$ | 0.02   | ✔   | ✔   | ✔   | ✔   | 3     | 0.14    | 2.99    | 0.0006 |
| $β = 30$, $e = 1$, $f = 4.3$, $d = 10$ | 0       | $-0.33$ | 0.09   | ✔   | ✔   | ✔   | ✔   | 3     | 0.04    | 2.48    | 0.0004 |
| $β = 30$, $e = 4.5$, $f = 1$, $d = 12$ | 0       | $-0.29$ | 0.02   | ✔   | ✔   | ✔   | ✔   | 3     | 0.04    | 2.48    | 0.0008 |
| $β = 30$, $e = 4.3$, $f = 1$, $d = 10$ | 0       | 0.33    | 0.09   | ✔   | ✔   | ✔   | ✔   | 3     | 0.69    | 3.22    | 1.31   |
| $β = 30$, $e = 4.6055$, $f = 1$, $d = 10$ | 0.0001  | 0.36    | 0.29   | ✔   | ✔   | ✔   | ✔   | 100   | $5.6 \times 10^5$ | $2.03 \times 10^5$ | $9.83 \times 10^6$ |
| $β = 30$, $e = 6$, $f = 1$, $d = 20$ | 0.0001  | 0.25    | 0.25   | ✔   | ✔   | ✔   | ✔   | 3     | 0.62    | 1.65    | 1.88   |
| $β = 30$, $e = 6.099$, $f = 1$, $d = 20$ | 0.0001  | 0.25    | 0.29   | ✔   | ✔   | ✔   | ✔   | 100   | $1.77 \times 10^6$ | $4.52 \times 10^5$ | $4.74 \times 10^5$ |

For the general properties of the game (PEP, SAD, WCOH and MCOH), ✔ means that they hold for every coalition of size $p$. If this is not the case, $p$ values indicated refer to intervals or specific values for which a given condition holds. For any other interval or values of $p$, the condition fails. If SAD holds for a given $p$, it means that the move from $p-1$ to $p$ is superadditive. For $h'(M)$, $Ψ$, CPI, $M(p^*)$ and $a(p^*)$ we round to two digits and for $r_{NS}$ we round to 4 digits.
Table 4 Effect of adaptation, fourth set of simulations: $\Psi^{M+A} > 0$, $h'(M) < 0^*$

| Simulations                  | $r'_{NS}$ | $h'(M)$ | $\Psi$ | SAD | PEP | MCOH | WCOH | $p^*$ | $M(p^*)$ | $a(p^*)$ | CPI |
|------------------------------|-----------|---------|--------|-----|-----|------|------|-------|----------|----------|-----|
| M-Game: $b = 10, g = 1.9, c = 3000$ |          |         | x      |     | ✔  | ✔   | ✔   | 2     | 0.32     | x        | 1.80 |
| M + A-Game: Effect of considering adaptation |          |         | ✔ ✔ ✔ ✔ |     |     |     |     | 3     | 1.49     | 0        |     |
| $\beta = 30, e = 1, f = 7.5, d = 20$ | 0        | -0.33   | 0.21   | ✔   | ✔   | ✔   | ✔   | 3     | 0.70     | 1.72     | 2.19 |
| $\beta = 30, e = 7.5, f = 1, d = 20$ | 0.0001   | -0.33   | 0.29   | ✔   | ✔   | ✔   | ✔   | 100   | 10^5     | 10^5     | 8.28 ×10^5 |
| $\beta = 30, e = 7.5999, f = 1, d = 19.8$ | 0.0001   | 0.33    | 0.21   | ✔   | ✔   | ✔   | ✔   | 3     | 0.70     | 1.72     | 2.19 |

For the general properties of the game (PEP, SAD, WCOH and MCOH), ✔ means that they hold for every coalition of size $p$. If this is not the case, $p$ values indicated refer to intervals or specific values for which a given condition holds. For any other interval or values of $p$, the condition fails. If SAD holds for a given $p$, it means that the move from $p - 1$ to $p$ is superadditive. For $h'(M)$, $\Psi$, $CPI$, $M(p^*)$ and $a(p^*)$ we round to two digits and for $r'_{NS}$ we round to 4 digits.
4.2.3 Simulation results

In our simulations, we extend the analysis of Bayramoglu et al. (2018) comparing the standard mitigation game with our new mitigation–adaptation game, analyzing the effects on stable coalition size, total mitigation and welfare. The following results are highlighted:

Result 1 (climate cooperation in a pure mitigation setting, see Table 1)

In the mitigation game, our simulations confirm the analytical results of Bayramoglu et al. (2018), as the two games do not differ. Stable coalitions can be formed at most by 2 players. In addition, we can qualify this result by showing that cooperation occurs when mitigation reaction functions are very flat. This can be intuitively explained by the fact that flat downward-sloping reaction functions produce less free riding incentives. Finally, we also find that the 2-player stable coalition brings just small welfare improvements compared to non-cooperation (small CPI), remaining far from the welfare improvements potentially achievable in full cooperation.

The addition of adaptation highlights different results depending on whether $\Psi_{M+A} < 0$ or $\Psi_{M+A} > 0$, namely:

Result 2 (Effects of adaptation in case of $\Psi_{M+A} < 0$, see Tables 2 and 3)

With $\Psi_{M+A} < 0$, mitigation reaction functions remain downward sloping also in the M + A-Game. Stable coalition size can be at most 2. This result is in line with Bayramoglu et al. (2018), which find that in case of downward-sloping reaction functions, the M + A-Game is not able to lead to larger stable coalitions. Nonetheless, we find that, in some parameterization, the M-Game does not allow stable coalition to form, while the M + A-Game allows 2-player stable coalitions. Hence, the introduction of adaptation can have a (small) positive influence on stable coalition size even when $\Psi_{M+A} < 0$. However, downward-sloping reaction functions still produce large free riding incentives, and larger stable coalitions are not possible.

The M + A-Game generally leads to higher welfare equilibrium level than the M-Game. This happens because there are two instruments that can be used to cut climate change costs and, in a first best, two instruments can never perform worse than one. The gains are, however, small and the CPI index is always small. Finally, if the strategies are substitutes (complements), then the total mitigation level are lower (higher) in the M + A-Game than in the M-Game. The mitigation gap increases with the slope of the reaction function in the mitigation–adaptation space, i.e., $h'(M)$ is large in absolute terms.

Result 3 (Effects of adaptation in case of $\Psi_{M+A} > 0$, see Tables 3 and 4).

When $\Psi_{M+A} > 0$, the M + A-Game presents upward-sloping mitigation reaction functions. In our configuration, $\Psi_{M+A} > 0$ can be obtained only in those parameterizations where in the M-Game reaction functions are extremely flat and the 2-player stable coalition forms. Upward-sloping reaction functions reduce the incentive to free ride: now, if signatories increase their mitigation levels, non-signatories will do the same. For this reason, larger stable coalitions are possible. Here our results differ from Bayramoglu et al. (2018). While they conclude that stable coalition size in the M + A-Game with upward-sloping reaction functions will be $p^* \geq 3$, in our simulations we find that stable coalitions will be formed by either 3 or all n players.
\( p^* = \{3, n\} \). We find no other possible stable coalition size. This is in line with the findings of Rubio (2019), which analyzes an emissions game with adaptation.

Eventually, we can conclude that adaptation, when it leads to upward-sloping reaction functions, can make the grand coalition stable. Looking to the game properties and Proposition 3, the enlargement of stable coalitions can be explained by more favorable condition for cooperation as, with upward-sloping mitigation reaction functions, superadditivity always holds. In turn, as MCOH always holds, WCOH follows.

When the stable coalition size is 3, total mitigation level in the stable coalitions is higher (lower) when adaptation and mitigation are complements (substitutes) compared to the M-Game. However, since coalition size is small, the welfare improvements are low (small CPI).

When the grand coalition forms, the social optimum is reached. Equilibrium mitigation levels will always be higher in the M + A-Game than in the M-Game regardless of the relationship between the two strategies. However, when mitigation and adaptation are substitute, the grand coalition only leads to small welfare improvements from non-cooperation. Conversely, if the social optimum is reached and the two strategies are complements, very high welfare improvements from the Nash equilibrium are achieved. We find this case, i.e., upward-sloping mitigation reaction functions plus strategic complementarity between mitigation and adaptation, to be the only one to achieve both large participation and welfare improvements. However, as Proposition 1 shows, in our setting, upward-sloping mitigation reaction functions are less likely to be obtained compared to Bayramoglu et al. (2018).

5 Conclusion

This paper investigates how the presence of adaptation can influence the size and stability of international climate change agreements, their mitigation and welfare levels. It does so introducing a richer interaction across mitigation and adaptation. Namely, following the suggestions from the empirical and theoretical literature on adaptation, the possibility that adaptation effectiveness depends on the level of mitigation is taken into account. In the light of this enrichment, the paper also re-examines the nature of the strategic interaction between mitigation and adaptation.

Our analysis confirms that the presence of adaptation can make mitigation reaction functions upward sloping. The interesting point is that this can occur when mitigation and adaptation are either complement or substitute. What is needed is a “sufficiently large” interdependence across the two strategies. However, when adaptation effectiveness is made dependent upon mitigation levels, the possibility to observe this outcome reduces. Counterintuitive it may seem, this is explained by the fact that, with that modification, the positive externality produced by one’s mitigation on others increases: mitigation acts now not only reducing others’ climate change damages directly, but also indirectly, improving their adaptation effectiveness. This reinforces the tendency to reply with less mitigation by one player to more mitigation by another player.
When mitigation reaction functions remain downward sloping, then the presence of adaptation does not enlarge the size of stable coalitions compared to the pure mitigation game. However, there are more stable coalitions. When mitigation reaction functions are upward sloping, adaptation increases the size of stable coalition. In particular, differently from Bayramoglu et al. (2018), we find that with upward-sloping reaction functions coalitions always form and they can be composed by either 3 or $n = 100$ players.

Complementarity or substitutability across mitigation and adaptation, on their turn, plays a crucial role in determining the abatement and the welfare level of the stable coalitions. With respect to this point, we show formally that complementarity can be originated when adaptation effectiveness depends upon mitigation levels.

When the two strategies are complements, for any given coalition size, individual and total mitigation levels will be higher in the $M + A$-Game compared to the $M$-Game. If they are substitute, mitigation levels will be lower.

The $M + A$-Game generally leads to higher welfare equilibrium levels than the $M$-Game. This is intuitively because players are endowed with an additional instrument to maximize their objective function. With downward-sloping mitigation reaction functions and small coalition size, the welfare gains are, however, small either compared to non-cooperation or the pure mitigation game. With upward-sloping mitigation reaction functions, in the cases in which the grand coalition forms, two situations can emerge. When there is mitigation–adaptation substitutability, the grand coalition is obtained only in cases where the need for cooperation is very low, i.e., the welfare improvement from non-cooperation is small. Instead, when we have mitigation–adaptation complementarity, when the grand coalition forms this will bring very high welfare improvement from non-cooperation.

We can derive two major policy implications from our work. The first is that a joint negotiation on mitigation and adaptation seems always welfare improving. Also when mitigation and adaptation are substitute, and mitigation reaction functions are downward sloping, adaptation increases the number of stable coalitions. This is a potentially positive message in the context of a fragmented regime or a bottom-up approach to climate negotiations like that endorsed by the Paris agreement. For instance, by supporting adaptation in developing countries, developed countries could spur the formation of abating “clubs”, which could be a starting point to achieve further mitigation goals. Moreover if, as it seems possible, mitigation and adaptation are complements and mitigation reaction function are upward sloping, joint negotiation on mitigation and adaptation can lead to the formation of a stable grand coalition. Here, however, we flag a second insight, which is less positive. Indeed, we showed that complementarity is facilitated when adaptation effectiveness is linked to mitigation level as suggested by many authors. Nonetheless, this same condition also shrinks the possibility to observe upward-sloping mitigation reaction functions, which is crucial for large abating coalitions. This suggests that also the “nature” of complementarity matters, and that in some cases, this can reduce the room for the formation of large and welfare improving mitigation coalition.
Possible extensions of this work could take into account, on the one hand, players heterogeneity, as considered, for instance, in Eyckmans et al. (2016) and Lazkano et al. (2016), and on the other hand, a more precise specification of the adaptation effectiveness function. In our explicit function, to satisfy the general assumptions and the non-negativity conditions, we considered adaptation effectiveness as a linearly increasing function of total mitigation level. A more accurate representation could consider evidences from the literature to specify the concavity of this function. It could be also interesting to test our theoretical outcomes with an empirical application of an Integrated Assessment Model (IAM). IAMs have been already applied for coalition formation analysis in a pure mitigation context. However, despite some models have been extended including adaptation (Agrawala et al. 2011; De Bruin et al. 2009), coalition formation has not been analyzed.
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Appendix

Proof of Lemma 1, Additional Assumption, and Proposition 1

Proof of Lemma 1 is obtained through the comparison of signatories and non-signatories FOCs in mitigation space. Details of the proof are available in the Online Appendix.

For what concerns the derivation of the existence and uniqueness condition, we only consider the M + A-Game as we know from Bayramoglu et al. (2018) that existence and uniqueness are always guaranteed in the M-Game. The procedure follows Bayramoglu et al. (2018) and it is reported in the Online Appendix.

Finally, mitigation FOCs (4a) and (4b) in the M-Game and (5a) and (5b) in the M + A-Game implicitly define individual reaction functions in mitigation space for signatories and non-signatories, respectively. Slopes of individual reaction functions are obtained through differentiations of these FOCs. The detailed derivation is available in the Online Appendix.

13 See for instance Altamirano-Cabrera and Finus (2006) and Eyckmans and Finus (2003).
Proof of Proposition 2 and Corollary

In the M+A-Game, considering the first-order condition (6), we can characterize the optimal adaptation level $a^*$, equal for both signatories and non-signatories, as a function of total mitigation M. We can rewrite the FOC for adaptation as:

$$B_a(M, a^*(M), \varepsilon(M)) = D_a(a^*(M)).$$

This FOC expresses the reaction function in the mitigation–adaptation space $h(M)$. Differentiating it with respect to M and readjusting, we obtain the slope of this function:

$$h'(M) = \frac{\partial a^*}{\partial M} = \frac{B_{aM} + B_{aa} \cdot \varepsilon_M}{D_{aa} - B_{aa}} = \frac{B_{aM}}{D_{aa} - B_{aa}}.$$

From the general assumptions, the denominator is positive and therefore, the sign of this equation depends on the numerator. The first term of $B_{aM}$ is negative, while the second term is positive. We have strategic substitutability (complementarity) between mitigation and adaptation if $B_{aM} + B_{aa} \cdot \varepsilon_M < (>) 0$.

**Corollary** We want to analyze the effect of introducing adaptation on total mitigation level. Looking to $M+A$-Game mitigation FOCs (5a) and (5b), we see that adaptation has a double effect on them: first, it reduces $B_M$ as $B_{Ma} < 0$ and, second, it increases $B_a$ as $B_{aa} > 0$. Depending on which of these two effects dominates the other, we can have higher or lower individual mitigation levels in the M+A-game than in the M-game. If the adaptation effect on the left-hand side of Eqs. (5a) and (5b) is positive, then mitigation levels will increase as the cost function is convex, while the benefit function is concave. Vice versa, mitigation levels will decrease. The $M+A$-Game mitigation levels, both for signatories and non-signatories, will be higher than M-game mitigation levels if $B_{Ma} + B_{aa} \cdot \varepsilon_M > 0$. This condition, looking to the general assumptions of the model, is equal to $B_{aM}$ which also determines the sign of $h'(M)$. Therefore, we will have higher (lower) mitigation levels in the $M+A$-game respect to the M-Game if adaptation and mitigation are strategic complements (substitutes). Comparing this with the results of Bayramoglu et al. (2018), we can see the difference effect of the introduction of adaptation under the standard assumption of substitutability. The second relation between mitigation and adaptation that we insert reduces (or invert) the strategic substitutability of the two strategies. It follows that the introduction of adaptation in our model leads to a lower decrease of mitigation levels compared with Bayramoglu et al. (2018).
Proof of Proposition 3

For the M-Game, the conclusions on superadditivity, PEP and MCOH have already been proved by Bayramoglu et al. (2018). We focus instead on our M + A-Game version. The proofs follow the same procedure of Bayramoglu et al. (2018) and are available in the Online Appendix.

Preliminaries of explicit payoff functions

For the explicit payoff function of the pure mitigation game, all the assumptions of the model and the existence and uniqueness condition are always satisfied irrespective of the (positive) parameters values as in Bayramoglu et al. (2018)\(^\text{14}\), \(^\text{15}\)

Moving to the M + A-Game, we look to the explicit payoff function (8). Doing some simple partial derivatives, we look to the correspondence between the property of this function and the general assumptions:

$$
B_M = B_M + B_a \cdot \epsilon_M = b - g \cdot M + (e - f) \cdot a, B_{MM} = -g < 0, C_m = c \cdot m > 0, C_{mm} = c > 0.
$$

$$
B_a = \beta + (e - f) \cdot M, B_{aa} = 0, D_a = d \cdot a > 0, D_{aa} = d > 0.
$$

Adaptation–mitigation strategic interaction

$$
\epsilon_M = e > 0, \epsilon_{MM} = 0.
$$

$$
B_{\epsilon} = a > 0, B_{\epsilon\epsilon} = 0, B_{\epsilon M} = B_{\epsilon\epsilon} \cdot \epsilon_M = 0.
$$

$$
B_{a\epsilon} = -f < 0.
$$

$$
B_{a\epsilon} = 1.
$$

$$
B_{aM} = B_{aM} + B_{a\epsilon} \cdot \epsilon_M = -f + e.
$$

From \(\Psi^{M+A} = B_{MM} + \left(\frac{B_M}{D_m - B_{aa}}\right)^2\) we get \(\Psi^{M+A} = -g + \frac{(e-f)^2}{d} = \frac{(e-f)^2 - g \cdot d}{d}\). The sign of \(\Psi^{M+A}\) depends on the difference \((e - f)^2 - g \cdot d\). The additional assumption on existence and uniqueness condition is: \(\Psi^{M+A} \cdot \left[\frac{p^2}{C_{mm}(m_S)} + \frac{(n-p)}{C_{mm}(m_{NS})}\right] < 1\). For our explicit payoff function, the condition is most restrictive when \(p = n\) and therefore we

\(^{14}\) \(B_{aM}\) indicates the mitigation–adaptation cross derivative without considering the effects on adaptation effectiveness, i.e., \(B_{aM}\) is computed from the welfare function (8) ignoring the effectiveness function \(\epsilon(M) = e \cdot M\).

\(^{15}\) \(B_{aM}\) indicates the overall adaptation–mitigation cross derivative. It takes into account the standard negative effect \((B_{aM} = -f)\) and the positive effect \((B_{a\epsilon} \cdot \epsilon_M = e)\) that mitigation has on adaptation marginal benefits through the effectiveness function \(\epsilon(M) = e \cdot M\).
obtain: \( \frac{\psi_{M+A}^{\alpha}}{c_{mm}(m)} < 1 \) and, substituting the values and rearranging:

\[
c \cdot d - n^2 \cdot (g \cdot d - (e - f)^2) > 0.
\]

For reaction functions, we derive.

\[
r'_S(M_{-i}) = \frac{p \cdot ((e - f)^2 - d \cdot g)}{c \cdot d - p \cdot ((e - f)^2 - d \cdot g)} \quad \text{and} \quad r'_{NS}(M_{-j}) = \frac{(e - f)^2 - d \cdot g}{d \cdot g - (e - f)^2 + c \cdot d},
\]

in mitigation space and

\[
h'(M) = \frac{e - f}{d},
\]

in mitigation–adaptation space.

Reaction functions in the mitigation space will be downward (upward) sloping if \( \psi_{M+A}^{\alpha} = \frac{(e-f)^2-g \cdot d}{d} < (>)0 \). Reaction functions in the mitigation–adaptation space will be downward (upward) sloping if \( B_{M} = e - f < (>)0 \), i.e., mitigation and adaptation will be strategic substitutes (complements) if \( e - f < (>)0 \).

Looking to mitigation and adaptation levels, we obtain:

\[
m_S = \frac{p \cdot c \cdot d \cdot (b \cdot d + \beta \cdot (e-f))}{(p^2+n-p)(b \cdot g - (e-f)^2) + c \cdot d'}, \quad m_{NS} = \frac{c \cdot d \cdot (b \cdot d + \beta \cdot (e-f))}{(p^2+n-p)(b \cdot g - (e-f)^2) + c \cdot d'}
\]

\[
a = \frac{p \cdot c \cdot d \cdot (b \cdot d + \beta \cdot (e-f))}{(p^2+n-p)(b \cdot g - (e-f)^2) + c \cdot d'}
\]

The denominator of mitigation and adaptation levels is always positive because of the existence and uniqueness condition. Hence, the following conditions need to be satisfied in the parameters’ choice for the M + A-Game simulations:16

\[
C1 : b - g \cdot M + (e - f) \cdot a > 0,
\]

\[
C2 : \beta + (e - f) \cdot M > 0,
\]

\[
C3 : c \cdot d - n^2 \cdot (g \cdot d - (e - f)^2) > 0,
\]

\[
C4 : b \cdot d + \beta \cdot (e - f) > 0,
\]

\[
C5 : (p^2 + n - p) \cdot (b \cdot (e - f) + \beta \cdot g + \beta \cdot c) > 0,
\]

where \( C1 \) and \( C2 \) are required for the general assumptions to hold, \( C3 \) is the most restrictive existence and uniqueness condition, \( C4 \) and \( C5 \) are, respectively, the mitigation and adaptation non-negativity conditions.

\[\text{16} \quad \text{C1 and C2 are required to have } B_M > 0 \text{ and } B_a > 0, \text{ respectively.}\]
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