SHARP EXTENSIONS FOR CONVOLUTED SOLUTIONS OF ABSTRACT CAUCHY PROBLEMS
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Abstract. In this paper we give sharp extension results for convoluted solutions of abstract Cauchy problems in Banach spaces. The main technique is the use of algebraic structure (for usual convolution product \( \ast \)) of these solutions which are defined by a version of the Duhamel formula. We define algebra homomorphisms from a new class of test-functions and apply our results to concrete operators. Finally, we introduce the notion of \( k \)-distribution semigroups to extend previous concepts of distribution semigroups.

1. Introduction

Let \( A \) be a closed linear operator on a Banach space \( X \) and \( \tau > 0 \). It is well known (see \cite[Theorem 3.1]{6}, \cite{3} or \cite[Theorem 2.1]{2}) that if for every \( x \in X \), the Cauchy problem

\[
\begin{cases}
u'(t) = Au(t) + x, & 0 \leq t < \tau \\v(0) = 0
\end{cases}
\]

has a unique solution \( v \in C^1([0, \tau), X) \cap C([0, \tau), D(A)) \) (where \( D(A) \) is endowed with the graph norm), then \( A \) is the generator of a strongly continuous semigroup.

This means that the solutions, initially obtained on \( [0, \tau) \), admit extensions to \( [0, \infty) \) without loss of regularity. Moreover, these solutions are (uniformly) exponentially bounded in the sense that there exist \( M > 0, \omega \in \mathbb{R} \) independent of \( u(.) \) such that all solutions \( u(.) \) satisfy \( \|u(t)\| \leq Me^{\omega t}, t \geq 0 \). Also note that in this case, \( A \) is necessarily densely defined.

In 1833, J.M.C. Duhamel considered the following evolution problem corresponding to the initial-boundary value problem for the heat equation in a domain \( \Omega \) (\( \Omega \) is an open subset of \( \mathbb{R}^n \)):

\[
\begin{cases}
\frac{\partial u}{\partial t} = \Delta u, & (t, x) \in \mathbb{R}^+ \times \Omega \\
u(0, x) = u_0(x), & x \in \Omega \\
u(t, \cdot)|_{\partial \Omega} = g(t, \cdot), & t > 0.
\end{cases}
\]
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and proposed the following formula to express the solution of (1.2).
\[
u(t, x) = \int_0^t \frac{\partial}{\partial t} u(\lambda, t - \lambda, x) d\lambda, \quad t > 0,
\]
where \( u(\lambda, t, x) \) is a solution of (1.2) for a particular function \( g(\cdot, \lambda_0) \) fixed \( \lambda_0 \) (11).

This formula allows one to reduce the Cauchy problem for an inhomogeneous partial differential equation to the Cauchy problem for the corresponding homogeneous equation. This formula (known also as Duhamel’s principle) is of widespread use in partial differential equations and has been studied in a large number of papers, see for example [12, 34]. In the [34], the author extends the Duhamel principle to fractional order equations.

Let \( k : (0, T) \to \mathbb{C} \) be a locally integrable function, \( X \) a Banach space and \( x \in X \). The Cauchy problem

\[
\begin{cases}
v'(t) = Av(t) + K(t)x & 0 < t < T, \\
v(0) = 0,
\end{cases}
\]

is called \( K \)-convoluted Cauchy problem where \( K(t) = \int_0^t k(s)x ds \) for \( 0 < t < T \). If there exists a solution of the abstract initial value problem \( u'(t) = Au(t) \) for \( 0 < t < T \), \( u(0) = x \) then, as usual for a nonhomogeneous equation, we have \( v = u \ast K \) (* is the usual convolution in \( \mathbb{R}^+ \)). Local \( k \)-convoluted semigroups are defined using a version of Duhamel’s formula and were introduced in [8, 9]. This class of semigroups includes \( C_0 \)-semigroups and integrated semigroups as particular examples, see a complete treatment in [27, Section 1.3.1], [19, Chapter 2] and other details in [18, 20]. The concept of regularized semigroups is covered by taking \( k(t) \equiv C \), \( 0 \leq t < \tau \), where \( C \) is a bounded and injective operator on \( X \).

Contrary to what happens in the case of equation (4.12), if \( k : (0, \infty) \to \mathbb{C} \) is locally integrable and for every \( x \in X \) there exists a unique solution \( u \in C^1([0, \tau), X) \cap C([0, \tau), D(A)) \) for (1.3), it is generally not the case that these solutions can be extended to \( [0, \infty) \), nor that exponential boundedness is achieved in case one can extend the solutions. In this case, we say that \( A \) is the generator of a local \( k \)-convoluted semigroup. However, there is an underlying algebraic structure of \( k \)-convoluted semigroups which leads to the following the extension property: the solution of \( k \)-convoluted problem on \( [0, T) \) is used to express the solution of the \( k \ast k \)-convoluted problem on \( [0, 2T) \), see [9, Section 2] and [19, Theorem 2.1.1.9]. Stated otherwise, when (1.3) is well posed on \( [0, \tau) \), the equation in which we replace \( k(.) \) with \( (k \ast k)(.) \) is well posed on \( [0, 2\tau) \). Our result (Theorem 4.4) provide a sharpening of this extension property.

The special case of \( k(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)} \) with \( \alpha > 0 \) defines the \( \alpha \)-times integrated semigroup. Originally they were the first example of convoluted semigroups. An extension formula for \( n \)-times integrated semigroups (for \( n \in \mathbb{N} \)) was given in [24, Section IV, (4.2)] and for \( \alpha \)-times integrated semigroup in [29, Formula (5)] with \( \alpha > 0 \). Extensions of local \( \alpha \)-times integrated \( C \)-semigroups were given in [24, Theorem 6.1] and automatic extension of local regularized semigroups appears in [36, Section 2].

The main objective of this paper is to illustrate the algebraic structure of local \( k \)-convoluted semigroups. In [18, Section 5], authors consider global exponentially bounded convoluted semigroups and algebra homomorphisms defined via these classes of semigroups; in fact both concepts are equivalent, see [18, Theorem 5.7].
In the context of local convoluted semigroups as well as global non-exponentially bounded convoluted semigroups, this point of view is not so evident. This is due to the fact that the Laplace transform is an essential tool in the global exponential case. First we need some technical identities which involve convolution products in Section 2. In Section 3, we introduce a new test function space, $D_{k^*\infty}$ (in Definition 3.4) which will play a fundamental role in this paper, see Theorem 5.1 and Appendix. In the fourth section, we give one of the main results of this paper. We derive a sharp extension theorem for local convoluted semigroups (Theorem 4.4). In Section 5, we use the extension formula to define algebra homomorphism from the test function space $D_{k^*\infty}$ via local convoluted semigroup (Theorem 5.1). In Section 6, we apply our results to four concrete operators which generate (local and global) convoluted semigroups. In the global case and under the exponential boundedness assumption, the Laplace transform is used as a crucial tool. This is no longer the case when one consider the local case or the global one without the assumption of exponential boundedness. In the case we consider in this paper, algebras concerned are no longer Banach algebras but only locally convex algebras.

Historically distribution semigroups were introduced by J.L. Lions in [25] in the early sixties in the exponential case with the Laplace transform of distributions as an important tool. The paper [7] by J. Chazarain presents an extension to the non exponential case and goes further to introduce the ultradistributional framework (see also the monograph [26]). This class of vector-valued distribution (with a suitable algebraic structure) gives a equivalent approach to local integrated semigroups as was proven in [2, Theorem 7.2]. For local convoluted semigroups, we present a similar approach in Appendix where we introduce $k$-distributions semigroups and we present their connections with local convoluted semigroups. The interest in the local case stems from the fact that for the general classes of generalized semigroups that have been introduced following Lions’ paper, by using the local approach, one is able to obtain a Banach space valued formulation that captures almost all the situations involved. The monographs [19], [27] and the references cited therein contain more information on distribution as well as ultradistribution semigroups. They also explore the ways in which they relate to local convoluted semigroups.

A similar and independent approach may be followed in the abstract Cauchy problem of second order or wave problem. In this case we need to consider local convoluted cosine functions and distribution cosine function (mainly algebra homomorphism for cosine convolution product) see more details in [30].

2. Some identities for convolution products

Let $L^1_{\text{loc}}(\mathbb{R}^+)$ the space of complex valued locally integrable functions on $\mathbb{R}^+$ and we consider the usual convolution product $\ast$, given by
\[
(f \ast g)(t) = \int_0^t f(t-s)g(s)ds, \quad t \geq 0,
\]
where $f, g \in L^1_{\text{loc}}(\mathbb{R}^+)$. We write $k^{*2}$ instead of $k \ast k$ and then $k^{*n} = k \ast (k^{*(n-1)})$ for $n > 2$ is the $n-$fold convolution power of $k$. The convolution product is associative and commutative. We also follow the notation $\circ$ to denote the dual convolution product of $\ast$ given by
\[
(f \circ g)(t) = \int_t^\infty f(s-t)g(s)ds, \quad t \geq 0,
\]
where $f, g \in L^1(\mathbb{R}^+)$. Note that
\[
\max\{t \mid t \in \text{supp}(f \circ g)\} \leq \max\{t \mid t \in \text{supp}(g)\}, \quad f, g \in L^1(\mathbb{R}^+).
\]

We denote by $\chi$ the constant function equal to 1, i.e., $\chi(t) = 1$ for $t \in \mathbb{R}^+$. This corresponds to the Heaviside function. Moreover, for $\alpha > 0$, we set $j_\alpha(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)}$, $t \geq 0$.

It will be convenient to set $j_0 = \delta_0$, the Dirac measure concentrated at the origin. Observe that the following semigroup property holds: $j_\alpha * j_\beta = j_{\alpha+\beta}$, $\alpha, \beta \geq 0$. The following lemma will be used for the proof of the main result in Section 4.

**Lemma 2.1.** Take $0 \leq \tau \leq t$ and $f, g \in L^1_{\text{loc}}(\mathbb{R}^+)$. Then
\[
\int_0^{t-\tau} f(t-s) (\chi * g)(s) ds + \int_0^\tau g(t-s) (\chi * f)(s) ds = (g * (\chi * f))(t) - (\chi * g)(t-\tau) (\chi * f)(\tau).
\]

**Proof.** Observe that $\frac{d}{ds} \int_s^t f(t-u) du = -f(t-s)$ and by simple change of variable we have:
\[
\int_0^t f(t-u) du = \int_0^t f(s) ds \quad \text{and} \quad \int_s^t f(t-u) du = \int_0^{t-s} f(u) du.
\]
We integrate by parts in the following integral to obtain,
\[
\int_0^{t-\tau} f(t-s) \int_0^s g(u) du ds = -\int_0^{t-\tau} f(t-s) ds \int_0^t g(u) du + \int_0^{t-\tau} g(s) \int_0^t f(t-s) du ds
\]
\[
= -\int_0^{t-\tau} g(u) du \int_0^{t-\tau} f(t-s) du + \int_0^{t-\tau} g(s) \int_0^{t-\tau} f(s) du ds
\]
\[
= - (\chi * g)(t-\tau) (\chi * f)(\tau) + \int_0^{t-\tau} g(s) \int_0^{t-s} f(u) du ds,
\]
for $0 \leq \tau \leq t$. Note that
\[
\int_0^{t-\tau} g(s) \int_0^{t-s} f(x) dx ds = \int_0^t g(s) \int_0^{t-s} f(x) dx ds - \int_0^{t-\tau} g(s) \int_0^{t-\tau} f(x) dx ds
\]
\[
= (g * (\chi * f))(t) - \int_0^\tau g(t-u) \int_0^u f(x) dx du
\]
\[
= (g * (\chi * f))(t) - \int_0^\tau g(t-u) (\chi * f)(u) du,
\]
and this concludes the proof. \qed

Taking $f = j_\alpha$ and $g = j_\beta$ with $\alpha, \beta > 0$ in Lemma 2.1 we get the equality
\[
\int_0^{t-\tau} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^\beta ds + \int_0^\tau \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} s^\alpha ds = \frac{t^{\alpha+\beta} - (t-\tau)^{\beta}}{\Gamma(\alpha+\beta+1) \Gamma(\alpha+1)}
\]
for $0 \leq \tau \leq t$.

If we set $f = g$ in Lemma 2.1 we obtain:

**Corollary 2.2.** Take $0 \leq \tau \leq t$ and $f \in L^1_{\text{loc}}(\mathbb{R}^+)$. Then
\[
(\int_0^{t-\tau} + \int_0^\tau) f(t-s) (\chi * f)(s) ds = (f * (\chi * f))(t) - (\chi * f)(t-\tau) (\chi * f)(\tau).
\]
Further specializing to $f = j_\alpha$ for $\alpha > 0$, yields the identity:
\[
\left( \int_0^{t-\tau} + \int_0^{\tau} \right) \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} \frac{s^\alpha ds}{\Gamma(\alpha+1)} = \frac{t^{2\alpha}}{\Gamma(2\alpha+1)} - \frac{(t-\tau)^\alpha}{\Gamma(\alpha+1)\Gamma(\alpha+1)}
\]
for $0 \leq \tau \leq t$.

As a consequence of the last corollary, we obtain another proof of the following result given in [19, Lemma 2.1.12] for continuous functions and in [23, Lemma 3.1] for $f(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)}$ and $\alpha > 0$.

**Corollary 2.3.** For $f \in L^1_{\text{loc}}(\mathbb{R}^+) \text{ and } s,u \geq 0$ we have
\[
\left( \int_0^{s+u} + \int_0^{s} - \int_0^{u} \right) f(u + s - r)f(r)dr = 0;
\]
in particular for $\alpha > 0$ and $s,u \geq 0$, we get that
\[
\left( \int_0^{s+u} + \int_0^{s} - \int_0^{u} \right) (u + s - r)^{\alpha-1}r^{\alpha-1}dr = 0;
\]

**Proof.** By change of variable, we write the identity (2.3) as
\[
(f \ast (\chi \ast f))(t) - (\chi \ast f)(t - \tau)(\chi \ast f)(\tau) = \left( \int_\tau^t + \int_0^{t-\tau} \right) f(x)(\chi \ast f)(t-x)dx
\]
for $0 \leq \tau \leq t$.

Now we observe that
\[
\frac{d}{dt} (f \ast (\chi \ast f))(t) = (f \ast f)(t).
\]

Similarly, we have
\[
\frac{d}{dt} ((\chi \ast f)(t - \tau)(\chi \ast f)(\tau)) = f(t - \tau)(\chi \ast f)(\tau),
\]
\[
\frac{d}{dt} \int_0^t f(u)(\chi \ast f)(t-u)du = -f(t)(\chi \ast f)(0) - \int_0^t f(u)f(t-u)du
\]
\[
= \int_0^t f(u)f(t-u)du,
\]
and
\[
\frac{d}{dt} \int_{t-\tau}^t f(u)(\chi \ast f)(t-u)du = f(t)(\chi \ast f)(0) + \int_0^t f(u)f(t-u)du
\]
\[
- f(t-\tau)(\chi \ast f)(\tau) - \int_0^{t-\tau} f(u)f(t-u)du
\]
\[
= \int_0^t f(u)f(t-u)du - f(t-\tau)(\chi \ast f)(\tau)
\]
\[
- \int_0^{t-\tau} f(u)f(t-u)du
\]
Differentiating with respect to the variable \( t \) and using the above, we have:
\[
(f \ast f)(t) = \int_{t}^{t+\tau} f(x)f(t-x)dx + \int_{t-\tau}^{t} f(x)f(t-x)dx
\]
\[
= \int_{t-\tau}^{t} f(t-s)f(s)ds + \int_{0}^{t} f(t-s)f(s)ds
\]
for \( 0 \leq \tau \leq t \). Now take \( t = s + u \), and \( \tau = s \) and we conclude the proof. \( \square \)

Take \( k \in L_{loc}^1([0,\tau)) \), and we define \( (k_t)_{t \in [0,\tau)} \subset L_{loc}^1([0,\tau)) \) by
\[
(2.5) \quad k_t(s) := k(t-s)\chi_{[0,\tau)}(s), \quad s \in [0,\tau).
\]
A similar result was considered in [18, Proposition 2.2] for functions belong to \( L_{loc}^1(\mathbb{R}^+) \).

Here we present a direct proof for \( L_{loc}^1([0,\tau)) \).

**Theorem 2.4.** Take \( k \in L_{loc}^1([0,\tau)) \) and \( (k_t)_{t \in [0,\tau)} \) defined by (2.5). Then
\[
k_t \ast k_s(x) = \int_{t}^{t+s} k(t+s-r)k_s(x)dr - \int_{0}^{s} k(t+s-r)k_s(x)dr, \quad 0 \leq x < \tau,
\]
for \( 0 \leq s, t \leq t + s < \tau \).

**Proof.** We consider (without loss of generality) that \( 0 \leq s \leq t \). First we consider \( 0 \leq x \leq s \).
Then
\[
k_t \ast k_s(x) = \int_{0}^{x} k(t-(x-y))k(s-y)dy, \quad 0 \leq x < \tau,
\]
and
\[
\left( \int_{t}^{t+s} - \int_{0}^{s} \right) k(t+s-r)k_s(x)dr = \left( \int_{t}^{t+s} - \int_{t}^{t+s-x} \right) k(t+s-r)k(r-x)dr
\]
\[
= \int_{t}^{s} k(u)k(t+s-u)du - \int_{0}^{s-x} k(t+s-x-y)k(y)dy
\]
\[
= \int_{0}^{s-x} k(u)k(t+s-u-x)du = \int_{0}^{x} k(s-y)k(t+x+y)dy
\]
where we have changed variables in several equalities. The other cases \( s \leq x \leq t, t \leq x \leq t+s \) and \( t+s \leq x < \tau \) are made following ideas. In particular we remark that \( k_t \ast k_s(x) = 0 \) for \( t + s \leq x < \tau \). \( \square \)

**Remark 2.5.** By Proposition 4.3 and Theorem 2.4, we may conclude that \( (k_t)_{t \in [0,\tau)} \) is a local \( k \)-convoluted semigroup in \( L_{loc}^1([0,\tau)) \). In fact, note that \( k_t = \delta_t \ast k \) where \( (\delta_t)_{t \geq 0} \) is the Dirac measure concentrated at \( t = 0 \). In this sense, \( (k_t)_{t \in [0,\tau)} \) is the canonical local \( k \)-convoluted semigroup.

3. THE LAPLACE TRANSFORM AND \( k \)-TEST FUNCTION SPACES

Let \( k \in L_{loc}^1(\mathbb{R}^+) \). We write by \( \hat{k} \) the usual Laplace transform of \( k \), given by
\[
\hat{k}(\lambda) = \lim_{N \to \infty} \int_{0}^{N} e^{-\lambda t}k(t)dt,
\]
in the case that there exists for \( \lambda \in \mathbb{C} \):\( \text{abs}(k) \) is defined by \( \text{abs}(k) := \inf\{\Re \lambda; \text{exist} \ k(\lambda)\} \), see [3, Section 1.4]. In the case that \( |k(t)| \leq M e^{\omega t} \) for a.e. \( t \geq 0 \) and \( M, \omega > 0 \), we have that
\[
\hat{k}(\lambda) = \int_0^\infty e^{-\lambda t} k(t) dt, \quad \Re \lambda > \omega.
\]

For \( \lambda \in \mathbb{C} \), we write \( e_\lambda(t) = e^{-\lambda t}, \ t \geq 0 \).

**Lemma 3.1.** Take \( k \in L^1_{\text{loc}}(\mathbb{R}^+) \) such that \( |k(t)| \leq M e^{\omega t} \) for a.e. \( t \geq 0 \) and \( M, \omega > 0 \). Then
\[
k \circ e_{-\lambda} = \hat{k}(\lambda) e_{-\lambda}, \quad \Re \lambda > \omega.
\]

In particular, if \( \hat{k}(\lambda) = 0 \) for some \( \Re \lambda > \omega \), then \( k \circ e_{-\lambda} = 0 \).

**Proof.** Take \( \lambda \in \mathbb{C} \) with \( \Re \lambda > \omega \) and
\[
k \circ e_{-\lambda}(t) = \int_t^\infty k(s-t) e^{-\lambda s} ds = \int_0^\infty k(u) e^{-\lambda u} du e^{-\lambda t} = \hat{k}(\lambda) e_{-\lambda}(t)
\]
for \( t > 0 \). \( \square \)

We write by \( \text{supp}(h) \) the usual support of a function \( h \) defined in \( \mathbb{R} \); \( \mathcal{D} \) is the space of \( C^\infty \) functions with compact support on \( \mathbb{R} \) and \( \mathcal{D}_0 \) is the set of \( C^\infty \) functions with compact support on \( [0, \infty) \), \( \mathcal{D}_0 \subset \mathcal{D} \). The space \( \mathcal{D} \) will be equipped with the Schwartz topology which turns it into a complete topological vector space. We denote the topology by \( \tau \). In particular, sequential convergence in \( \mathcal{D} \) is described by: let \( (\phi_n)_{n \geq 1} \subset \mathcal{D}, \phi \in \mathcal{D} \), then \( \phi_n \to_{\tau} \phi \) if and only if

(i) there exists a compact subset \( K \subset \mathbb{R} \) such that \( \text{supp}(\phi_n), \text{supp}(\phi) \subset K \).

(ii) for any \( j \geq 0 \), \( \phi_n^{(j)} \to_{\tau} \phi^{(j)} \) uniformly on compacts sets.

Note that \( \mathcal{D}_0 \) is a closed subspace of \( \mathcal{D} \) and then \( (\mathcal{D}_0, \tau) \) is a complete topological space (we keep the same notation for the topology \( \tau \) and its restriction to the subspace \( \mathcal{D}_0 \)).

We denote by \( \mathcal{D}_+ \) the set of functions defined by \( \phi_+ : [0, \infty) \to \mathbb{C} \), given by \( \phi_+(t) := \phi(t) \) for \( t \geq 0 \) and \( \phi \in \mathcal{D} \) and define \( K : \mathcal{D} \to \mathcal{D}_+ \) by \( K(\phi) = \phi_+ \) for \( \phi \in \mathcal{D} \). Due to the extension theorem of R. T. Seeley [52], there exists a linear continuous operator \( \Lambda : \mathcal{D}_+ \to \mathcal{D} \), such that \( K \Lambda = I_{\mathcal{D}_+} \); in particular if \( \psi \) is a \( C^\infty \) functions on \( [0, \infty) \) and compact support then \( \psi \in \mathcal{D}_+ \). The space \( \mathcal{D}_+ \) is also a complete topological vector spaces equipped with the \( \tau \)-topology of uniform convergence on compact subsets.

We define the operator \( T'_k : \mathcal{D} \to \mathcal{D} \) by \( f \mapsto T'_k(f) := k \circ f \), that is,
\[
T'_k(f)(t) = \int_t^\infty k(s-t)f(s)ds, \ t \geq 0.
\]

We shall also use the same notation for the restriction to \( \mathcal{D}_+ \) that is, \( T'_k : \mathcal{D}_+ \to \mathcal{D}_+ \); however \( T'_k : \mathcal{D}_0 \not\to \mathcal{D}_0 \). Note that \( T'_k(f_u) = (T'_k(f))_u \), where \( f_u(t) = f(u+t) \) for \( u, t \geq 0 \) and \( f \in \mathcal{D}_+ \).

In the case that \( 0 \in \text{supp}(k) \), we have that \( T'_k : \mathcal{D}_+ \to \mathcal{D}_+ \) is an injective, linear and continuous homomorphism such that
\[
T'_k(f \circ g) = f \circ T'_k(g), \quad f, g \in \mathcal{D}_+.
\]
see [18] Theorem 2.5]. Then, we define the space $\mathcal{D}_k$ by $\mathcal{D}_k := T'_k(\mathcal{D}_+) \subset \mathcal{D}_+$ and the right inverse map of $T'_k$, i.e., $W_k: \mathcal{D}_k \to \mathcal{D}_+$ by

$$f(t) = T'_k(W_k(f))(t) = \int_t^\infty k(s-t)W_kf(s)ds, \quad f \in \mathcal{D}_k, \quad t \geq 0,$$

see [18] Definition 2.7. Note that the operator $W_k: \mathcal{D}_+ \to \mathcal{D}_+$ is a closed operator ($D(W_k) = \mathcal{D}_k$), but we cannot apply the open mapping theorem to conclude that it is continuous.

It is clear that the subspace $\mathcal{D}_k$ is also a topological algebra: take $f, g \in \mathcal{D}_k$, then $f \ast g \in \mathcal{D}_k$ ([18] Theorem 2.10]) and the map $(f, g) \to f \ast g$ is continuous in $\mathcal{D}_k$. Moreover $W_k(k \circ f) = f$ for $f \in \mathcal{D}_+$ and $f_a \in \mathcal{D}_k$, with

$$(3.6) \quad W_k(f_a) = (W_k(f))_a, \quad f \in \mathcal{D}_k, \quad u \geq 0.$$

We have the following property to the effect that $W_k$ does not increase the support.

**Lemma 3.2.** Let $k \in L^1_{lo}(\mathbb{R}^+)$ be such that $0 \in \text{supp}(k)$ and let $a > 0$. Then $\text{supp}(f) \subset [0, a]$ if and only if $\text{supp}(W_kf) \subset [0, a]$ for $f \in \mathcal{D}_k$.

**Proof.** Take $f \in \mathcal{D}_k$ such that $\text{supp}(f) \subset [0, a]$. Then

$$0 = f(t) = k \circ W_kf(t) = \int_t^\infty k(s-t)W_kf(s)ds, \quad t \geq a,$$

We write $t = a + r$ for $t \geq a$ and $r \geq 0$,

$$0 = \int_t^\infty k(s-t)W_kf(s)ds = \int_0^\infty k(x)W_kf(x + a + r)dx = \int_r^\infty k(x-r)(W_kf)_a(x)dx,$$

where $(W_kf)_a(x) := (W_kf)(x+a)$ for $x > 0$. We apply the Titchmarsh-Foiaş [18] Theorem 2.4] to conclude that $(W_kf)_a(x) = 0$ for $x > 0$, i.e., $\text{supp}(W_kf) \subset [0, a]$. Conversely, suppose that $\text{supp}(W_kf) \subset [0, a]$. It then follows from the representation

$$f(t) = \int_t^\infty k(s-t)W_kf(s)ds, \quad t \geq 0,$$

that $\text{supp}(f) \subset [0, a]$. \hfill \Box

Note that in the case that $f \in \mathcal{D}_k$ then $f^{(n)} \in \mathcal{D}_k$ and

$$(3.7) \quad W_k(f^{(n)}) = (W_kf)^{(n)}, \quad n \geq 1;$$

take $k, l \in L^1_{lo}(\mathbb{R}^+)$ such that $0 \in \text{supp}(k) \cap \text{supp}(l)$. Then $0 \in \text{supp}(k \ast l)$, $\mathcal{D}_{k \ast l} \subset \mathcal{D}_k \cap \mathcal{D}_l$ and

$$(3.8) \quad W_kf = l \circ W_{k \ast l}f, \quad f \in \mathcal{D}_{k \ast l}.$$
Definition 3.4. Take $k \in L^1_{\text{loc}}(\mathbb{R}^+)$ such that $0 \in \text{supp}(k)$. We denote by $D_{k^{\text{n}}} \infty$ the space defined by

$$D_{k^{\text{n}}} \infty := \bigcap_{n=1}^{\infty} D_{k^{\text{n}}} n.$$ 

It is clear that $D_{k^{\text{n}}} \infty$ is also a topological algebra (equipped with the $\tau$-topology) and $D_{k^{\text{n}}} \infty \to D_{k^{\text{n}}} \to D_+$. In fact, $D_{k^{\text{n}}} \infty$ is the inverse (or projective) limit of the family $(D_{k^{\text{n}}} n)_{n\geq 1}$. By Lemma 3.3, $W_{k^{\text{n}}} n : D_{k^{\text{n}}} \infty \to D_{k^{\text{n}}} \infty$ and $k^{\text{n}} \circ W_{k^{\text{n}}} n = f$ for $f \in D_{k^{\text{n}}} \infty$ and $n \in \mathbb{N}$. Note that if $f \in D_{k^{\text{n}}} \infty$ then $f_u \in D_{k^{\text{n}}} \infty$ for $u \geq 0$, see formula (3.10).

Example 3.5. In the case that $D_k = D_+$, then $D_{k^n} = D_+$ for $n \in \mathbb{N}$ and $D_{k^{\text{n}}} \infty = D_+$. Take $z \in \mathbb{C}$, $e^z(t) := e^{zt}$ for $t \geq 0$. Then $D_{k^{\text{b}}} = \{ e^z f \mid f \in D_k \} = D_k$ and

$$W_{e^z f} = e^z W_k(e^{-z} f), \quad f \in D_k;$$

in the case that $D_k = D_+$, then $D_{k^{\text{b}}} = D_+$, see [18] Proposition 2.9.

(i) Recall that $\alpha > 0$ and $j_0(t) := \frac{t^{\alpha-1}}{\Gamma(\alpha)}$; the map $W_{j_0}$ is the Weyl fractional derivative of order $\alpha$, $W_{\alpha}$ and $D_{j_0} = D_{j_0}^{\text{b}} = D_+$; note that for $\alpha \in \mathbb{N}$, $W_{\alpha} = (-1)^{\alpha} \frac{d^\alpha}{dt^\alpha}$, the $\alpha$-iterate of usual derivation, see more details for example in [31].

(ii) Given $\alpha > 0$ and $z \in \mathbb{C}$, we have that $D_{e^z j_0} = D_{(e^z j_0)^{\text{b}}} = D_+$ and

$$W_{e^z j_0} = e^z W_{\alpha}(e^{-z} f), \quad f \in D_+;$$

for $\alpha = 1, 2$ see explicit expressions in [18] Section 2).

(iii) It is straightforward to check that $T_{X(0,1)}^{t_0} f(t) = \int_t^{t_0} f(s) ds$ for $f \in D_+$, $D_{X(0,1)} = D_{X(0,1)^{\text{b}}} = D_+$ and

$$W_{X(0,1)} f(t) = -\sum_{n=0}^{\infty} f'(t + n), \quad f \in D_+, \quad t \geq 0.$$ 

Now let $f, g \in D_k$. Then $f * g \in D_k$ and

\begin{equation}
W_k(f * g)(s) = \int_0^s W_k g(r) \int_0^r k(t + r - s) W_k f(t) dt dr \\
- \int_s^\infty W_k g(r) \int_r^\infty k(t + r - s) W_k f(t) dt dr,
\end{equation}

see [18] Theorem 2.10].

Under some conditions on the function $k$, some Banach algebras under the convolution product may be considered as the next theorem shows.

Theorem 3.6. ([18] Theorems 3.4 and 3.5) Let $k \in L^1_{\text{loc}}(\mathbb{R}^+)$ be a function with $0 \in \text{supp}(k)$ and $\text{abs}(|k|) < \infty$. Then the formula

$$\| f \|_{k, e^\beta} := \int_0^\infty |W_k f(t)| e^{\beta t} dt, \quad f \in D_k,$$

for $\beta > \max\{ \text{abs}(|k|), 0 \}$ defines an algebra norm on $D_k$ for the convolution product $\ast$. We denote by $T_k(e^\beta)$ the Banach space obtained as the completion of $D_k$ in the norm $\| \cdot \|_{k, e^\beta}$, and then we have $T_k(e^\beta) \hookrightarrow L^1(\mathbb{R}^+)$. 
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Note that in the three examples below, the space $\mathcal{D}_k = \mathcal{D}_+$. However, as the following result shows, there are functions $k$ such that $\mathcal{D}_k \subsetneq \mathcal{D}_+$ and $\mathcal{D}_{k*} = \{0\}$.

**Theorem 3.7.** Take $k \in L^1_{loc}(\mathbb{R}^+)$ such that $0 \in \text{supp}(k)$ and $0 \leq \text{abs}(|k|) < \infty$. If $\hat{k}(\lambda_0) = 0$ for some $\Re \lambda_0 > \text{abs}(|k|)$ then $\mathcal{D}_k \subsetneq \mathcal{D}_+$ and $\mathcal{D}_{k*} = \{0\}$.

**Proof.** We suppose that $\mathcal{D}_k = \mathcal{D}_+$ and $\hat{k}(\lambda_0) = 0$ for some $\Re \lambda_0 > \text{abs}(|k|)$. Take $\beta \in \mathbb{R}$ such that $\text{abs}(|k|) < \beta < \Re \lambda_0$. There exists $f_n \subset \mathcal{D}_+$ such that

$$
\int_0^\infty |W_k f_n(t) - e_{-\lambda_0}(t)e^{\beta t}| dt \to 0, \quad n \to \infty,
$$

As a consequence of Theorem 3.6 we obtain that $f_n \not\to 0$ in $L^1(\mathbb{R}^+)$. On the other hand, by [18] Theorem 2.5 (ii) and (3.10), we get that

$$
\int_0^\infty |f_n(t) - k \circ e_{-\lambda_0}(t)e^{\beta t}| dt \to 0, \quad n \to \infty.
$$

By Lemma 3.1 $k \circ e_{-\lambda_0} = 0$, and then $f_n \to 0$ in $L^1(\mathbb{R}^+)$. We conclude that $\mathcal{D}_k \subsetneq \mathcal{D}_+$.

Now take $f \in \mathcal{D}_{k*}$. Then there exists a sequence $(g_n) \subset \mathcal{D}_+$, such that $f = k^{*n} * g_n$ for $n \geq 1$. Then $\hat{f}(\lambda_0) = \left(\hat{k}(\lambda_0)\right)^n \hat{g}_n(\lambda_0) = 0$ for any $n \geq 1$. We conclude that $\hat{f}$ has a zero on $\lambda_0$ of order $n$ at least for any $n \geq 1$. We conclude that $f = 0$. \qed

**Example 3.8.** The following example was presented in [4, Section 5] and appeared later in other references in connection to convoluted semigroups (see [20, Example 6.1] and [19, Example 2.8.1]). Let $K(\lambda) := \frac{1}{\lambda^2} \prod_{n=0}^{\infty} \frac{n^2 - \lambda}{n^2 + \lambda}, \quad \Re \lambda > 0.$

Then there exists a continuous and exponentially bounded function $\kappa$ in $[0, \infty)$ such that $\hat{\kappa} = 1/K$. Moreover, $0 \in \text{supp}(\kappa)$ and we apply Theorem 3.7 to conclude that $\mathcal{D}_k \subsetneq \mathcal{D}_+$.

We note that for the cases $k(t) = j_a(t)$, $t > 0$ (corresponding to local integrated semigroups) and $\hat{k}(\lambda) := \prod_{j=1}^{\infty} \left(1 + \frac{l^2}{j^2}\right)^{-1}$ (where $l > 0$, $0 < a < 1$ and which are considered in [8]) and will be presented in Section 6), we have $\hat{k}(\lambda) \neq 0$ for all $\Re \lambda > \text{abs}(|k|)$.

4. **Local convoluted semigroups**

The definition of global $k$-convoluted semigroups was introduced by the first time by I. Cioranescu [8] and subsequently developed in [9] (see also [17] and the monographs [19] and [27]). We will consider the following definition of local $k$-convoluted semigroup as appears in [20, Definition 2.1].

**Definition 4.1.** Let $0 < \tau \leq \infty$, $k \in L^1_{loc}([0, \tau])$ and $A$ be a closed operator. $(S_k(t))_{t \in [0, \tau]} \subset \mathcal{B}(X)$ a strongly continuous operator family. The family $(S_k(t))_{t \in [0, \tau]}$ is a local $k$-convoluted semigroup (or local $k$-semigroup in short) generated by $A$ if $S_k(t)A \subset AS_k(t)$, $J_0^t S_k(s)xds \in D(A)$ for $t \in [0, \tau)$ and $x \in X$ and

$$
A \int_0^t S_k(t)x dt = S_k(t)x - \int_0^t k(s)dx, \quad x \in X,
$$

(4.11)
for \( t \in [0, \tau) \); in this case the operator \( A \) is called the generator of \( (S_k(t))_{t \in [0, \tau)} \). We say that \( (S_k(t))_{t \in [0, \tau)} \) is non-degenerate if \( S(t)x = 0 \) for all \( 0 \leq t < \tau \) implies \( x = 0 \).

Alternatively, in relation to Problem (1.3), we note that when the problem is well posed in the sense that for every \( x \in X \), there exists a unique solution \( v \in C^1([0, \tau), X) \cap C([0, \tau), D(A)) \), we set \( S(t)x = v(t), 0 \leq t < \tau, x \in X \). It follows from the Closed Graph Theorem that \( S(t) \in B(X), 0 \leq t < \tau \). Clearly, \( t \mapsto S(t) \) is strongly continuous from \([0, \tau) \) to \( B(X) \). The local convoluted semigroup defined in this manner is necessarily non-degenerate, due to the uniqueness assumption.

It is easy to prove that if \( A \) generates a \( k \)-convoluted semigroup \( (S_k(t))_{t \in [0, \tau)} \), then \( S_k(0) = 0 \) and \( S_k(t)x \in \overline{D(A)} \) for \( t \in [0, \tau) \) and \( x \in X \). See more details, for example in [17] and [20].

**Remark 4.2.** (i) For \( \alpha > 0 \) and \( k(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)} \) for \( t > 0 \), we get \( \alpha \)-times integrated semigroups which were introduced in [14]. We follow the usual notation \( (S_\alpha(t))_{t \in [0, \tau)} \) for \( \alpha \)-times local integrated semigroups.

(ii) If \( C \in B(X) \) is an injective operator and we set \( k(t) \equiv C, 0 \leq t < \tau \) then we recover the concept of local \( C \)-regularized semigroups. Local \( C \)-regularized semigroups were first studied in [33].

(iii) One condition in the definition of local convoluted semigroup, equation (4.11) may be interpreted as a Duhamel formula for the abstract Cauchy problem. More precisely, if we are interested in the (non-homogeneous) initial value problem

\[
\begin{align*}
\frac{d}{dt}u(t) &= Au(t) + F(t), \quad 0 \leq t < \tau \\
u(0) &= x \in X,
\end{align*}
\]

where \( F \) is an \( X \)-valued function and \( \tau \in (0, \infty] \), and \( K(.) \) takes values in \( B(X) \) with the additional assumptions that \( K(t)K(s) = K(s)K(t), t, s \in [0, \tau] \); \( AK(t)x = K(t)Ax, t \in [0, \tau], x \in D(A) \), we can consider the regularized problem

\[
\begin{align*}
\frac{d}{dt}v(t) &= Av(t) + K(t)x + F_K(t), \quad 0 \leq t < \tau \\
v(0) &= 0,
\end{align*}
\]

in which \( F_K(t) = (K * F)(t) = \int_0^t K(t-s)F(s)ds, 0 \leq t < \tau \) More details can be found in the reference [9]. We shall be concerned only with the situation where \( K(t) = \phi(t)I \) where \( I \) is the identity operator on \( X \). Spectral criteria for the generation of local convoluted semigroups involving the resolvent of the generator can be found in the references [8, 9, 17] and [19].

(iv) Other equivalent definitions of local convoluted semigroup, using the composition property (see Proposition 4.3) or the Laplace transform ([17 Theorem 3.2]) show this algebraic aspect in a straightforward way.

The next characterization of local \( k \)-semigroups has the advantage to offer an algebraic character which is crucial in the development of the theory as we will see in Theorem 5.1. The proof runs parallel as in the global case presented in [20 Proposition 2.2], see also [19 Proposition 2.1.5].

**Proposition 4.3.** Let \( 0 < \tau \leq \infty, k \in L^1_{loc}([0, \tau]) \), \( A \) a closed linear operator and \( (S_k(t))_{t \in [0, \tau)} \) a non-degenerate strongly continuous operator family. Then \( (S_k(t))_{t \in [0, \tau)} \) is
a local $k$-convoluted semigroup generated by $A$ if and only if $S_k(0) = 0$ and

\[(4.12) \quad S_k(t)S_k(s)x = \int_t^{t+s} k(t + s - r)S_k(r)xdr - \int_s^t k(t + s - r)S_k(r)xdr, \quad x \in X,\]

for $0 \leq s, t \leq t + s < \tau$.

Note that if $k \in L^1_{loc}([0, \tau))$, and we define $(k_t)_{t \in [0, \tau)} \subset L^1_{loc}([0, \tau))$ by

$$k_t(s) := k(t - s)\chi_{[0, \tau)}(s), \quad s \in [0, \tau).$$

By Proposition 4.3 and Corollary 2.3, we may conclude that $(k_t)_{t \in [0, \tau)}$ is a local $k$-convoluted semigroup in $L^1_{loc}([0, \tau))$. In this paper, we only consider local $k$-convoluted semigroups which are non-degenerate.

The next theorem is the main result in this paper and shows how a local $k$-convoluted semigroup $(S_k(t))_{t \in [0, n\tau)}$ is extended to $[0, n\tau)$; in fact we get a local $k^{n\tau}$-convoluted semigroup in $[0, n\tau)$ for $n \in \mathbb{N}$. Note that we improve previous results ([19 Section 2] and [19 Theorem 2.1.1.9]): our approach is sharper that $n$-iterations of these theorems.

**Theorem 4.4.** Let $n \in \mathbb{N}$, $0 < \tau \leq \infty$, $k \in L^1_{loc}([0, (n+1)\tau))$ and $(S_k(t))_{t \in [0, \tau)}$ be a local $k$-convoluted semigroup generated by $A$. Then the family of operators $(S_{k^{(n+1)}}(t))_{t \in [0, (n+1)\kappa]}$ defined by

$$S_{k^{(n+1)}}(t)x = \int_0^t k(t - s)S_k^n(s)xds, \quad x \in X,$$

for $t \in [0, n\kappa]$ and

$$S_{k^{(n+1)}}(t)x = S_k^n(n\kappa)S_k(t - n\kappa)x + \int_0^{n\kappa} k(t - s)S_k^n(s)xds + \int_0^{t - n\kappa} k^n(t - s)S_k(s)xds,$$

for $x \in X$ and $t \in [n\kappa, (n+1)\kappa]$ is a local $k^{(n+1)}$-semigroup generated by $A$ for any $\kappa < \tau$. Then we conclude that $A$ generates a local $k^{(n+1)}$-semigroup $(S_{k^{(n+1)}}(t))_{t \in [0, (n+1)\tau)}$.

**Proof.** Note that the family of operators $(S_{k^{(n+1)}}(t))_{t \in [0, (n+1)\kappa]}$ is strongly continuous. It is known that $(S_{k^{(n+1)}}(t))_{t \in [0, n\kappa]}$ is a local $k^{(n+1)}$-semigroup generated by $A$, see for example [19 Proposition 2.1.3] and [18 Proposition 5.2]. Now take $t \in [n\kappa, (n+1)\kappa]$ and $x \in X$. It is clear that $S_{k^{(n+1)}}(t)A \subset AS_{k^{(n+1)}}(t)$ and we show that $\int_0^t S_{k^{(n+1)}}(r)xdr \in D(A)$. Since

$$\int_0^t S_{k^{(n+1)}}(r)xdr = \int_0^{n\kappa} S_{k^{(n+1)}}(r)xdr + \int_n^t S_{k^{(n+1)}}(r)xdr,$$

we check that $\int_{n\kappa}^t S_{k^{(n+1)}}(r)xdr \in D(A)$, i.e.,

$$\int_{n\kappa}^t S_{k^{(n+1)}}(r)xdr$$

$$+ \int_n^t \left( \int_0^{n\kappa} k(r - s)S_k^n(s)xds + \int_0^{r - n\kappa} k^n(r - s)S_k(s)xds \right)dr \in D(A).$$

As $(S_k(t))_{t \in [0, \tau)}$ is a local $k$-convoluted semigroup generated by $A$, we get that

$$S_k^n(n\kappa)\int_{n\kappa}^t S_k(r - n\kappa)xdr \in D(A).$$
Now we prove that $\int_{\kappa}^{t} \int_{0}^{\kappa} k(r-s)S_{k^{n}}(s)x ds dr \in D(A)$. We apply the Fubini theorem, change the variable $u = r - s$, to get that
\[
\int_{\kappa}^{t} \int_{0}^{\kappa} k(r-s)S_{k^{n}}(s)x ds dr = \int_{0}^{\kappa} S_{k^{n}}(s) x \int_{\min(t-u,\kappa)}^{t} k(r-s) dr ds,
\]
\[
\int_{0}^{\kappa} S_{k^{n}}(s) x \int_{\kappa-s}^{t-s} k(u) du ds = \int_{0}^{\kappa} k(u) \int_{\max(\kappa-u,0)}^{\kappa} S_{k^{n}}(s) x ds du \in D(A).
\]
In a similar way, it is shown that
\[
\int_{\kappa}^{t} \int_{0}^{t-n\kappa} k^{n}(r-s)S_{k}(s)x ds dr = \int_{0}^{t} k^{n}(u) \int_{0}^{t-u} S_{k}(s) x ds du \in D(A).
\]
To finish the proof we prove the equality (4.11) for $t \in [\kappa, (n+1)\kappa]$ and $x \in X$. Note that
\[
A \int_{0}^{t} S_{k^{*}(n+1)}(s)x ds = S_{k^{*}(n+1)}(\kappa)x - \int_{0}^{\kappa} k^{*(n+1)}(s)dsx + A \int_{\kappa}^{t} S_{k^{*}(n+1)}(s)x ds.
\]
We apply the Fubini theorem to get that
\[
\int_{\kappa}^{t} S_{k^{*}(n+1)}(s)x ds = S_{k^{*}(\kappa)} \int_{0}^{t-\kappa} S_{k}(u) x du + \int_{0}^{\kappa} S_{k^{*}(\kappa)}(r)x \int_{\kappa}^{t} k(s-r)ds dr + \int_{0}^{t-\kappa} S_{k}(r)x \int_{\kappa}^{t} k^{*}(s-r)ds dr.
\]
(4.13)
We apply the operator $A$ to the first summand to get that
\[
S_{k^{*}(\kappa)} A \int_{0}^{t-\kappa} S_{k}(u) x du = S_{k^{*}(\kappa)} S_{k}(t-\kappa)x - S_{k^{*}(\kappa)}(\kappa)x \int_{0}^{t-\kappa} k(u) du.
\]
In the second summand of (4.13) we write $\int_{\kappa}^{t} k(s-r)ds = \int_{0}^{t-\kappa} k(u) du - \int_{0}^{t-\kappa} k(u) du$. We apply the operator $A$ and the Fubini theorem to obtain that
\[
A \int_{0}^{\kappa} S_{k^{*}(\kappa)}(r)x \int_{0}^{t-r} k(u) du dr = A \int_{0}^{t} k(u) \int_{0}^{\min(t,r-u)} S_{k^{*}(\kappa)}(r) x dr du
\]
\[
= (S_{k^{*}(\kappa)} x - \int_{0}^{\kappa} k^{*}(y)dyx) \int_{0}^{t-\kappa} k(u) du + \int_{t-\kappa}^{t} k(u) \left( S_{k^{*}(\kappa)}(t-u)x - \int_{0}^{t-u} k^{*}(y)dyx \right) du
\]
\[
= S_{k^{*}(\kappa)} x \int_{0}^{t-\kappa} k(u) du + \int_{t-\kappa}^{\kappa} k(u) \left( S_{k^{*}(\kappa)}(t-u)x - \int_{0}^{t-r} k^{*}(y)dyx \right) dr
\]
\[
- (\int_{0}^{t-r} k^{*}(y)dyx) \left( \int_{0}^{t-\kappa} k(u) du \right) x - \int_{0}^{\kappa} k(t-r) \int_{0}^{r} k^{*}(y)dy dx.
\]
Using similar ideas we also get that
\[
A \int_{0}^{\kappa} S_{k^{*}(\kappa)}(r)x \int_{0}^{\kappa-r} k(u) du dr = \int_{0}^{\kappa} k(u) \left( S_{k^{*}(\kappa)}(\kappa - u)x - \int_{0}^{\kappa-u} k^{*}(r) dr x \right) du
\]
\[
= S_{k^{*}(n+1)}(\kappa)x - \int_{0}^{\kappa} k^{*}(n+1)(r) dr x.
\]
In the third summand of (4.13) we write $\int_0^{t-n\kappa} k^{\kappa n}(s-r)ds = \int_0^t - \int_{r+n\kappa}^{t} k^{\kappa n}(s-r)ds.$ We apply the operator $A$ and the Fubini theorem to obtain that

$$A \int_0^{t-n\kappa} S_k(r)x \int_0^{t} k^{\kappa n}(s-r)dsdr = A \int_0^{t} k^{\kappa n}(u) \int_0^{\min\{t-n\kappa,t-u\}} S_k(r)xdrdu$$

$$= S_k(t-n\kappa)x \int_0^{n\kappa} k^{\kappa n}(u)du + \int_0^{t-n\kappa} k^{\kappa n}(t-r)S_k(r)xdr$$

$$- \left( \int_0^{n\kappa} k^{\kappa n}(u)du \right) \left( \int_0^{t-n\kappa} k(u)du \right) - \int_0^{t-n\kappa} k^{\kappa n}(t-r) \int_0^{r} k(y)dy.$$ 

and finally we get

$$A \int_0^{t-n\kappa} S_k(r)x \int_r^{r+n\kappa} k^{\kappa n}(s-r)dsdr$$

$$= S_k(t-n\kappa)x \int_0^{n\kappa} k^{\kappa n}(u)du - \left( \int_0^{n\kappa} k^{\kappa n}(u)du \right) \left( \int_0^{t-n\kappa} k(u)du \right).$$

We conclude that

$$A \int_0^{t-n\kappa} S_k(r)x \int_r^{r+n\kappa} k^{\kappa n}(s-r)dsdr$$

$$= \int_0^{t-n\kappa} k^{\kappa n}(t-r)S_k(r)xdr - \int_0^{t-n\kappa} k^{\kappa n}(t-r) \int_0^{r} k(y)dy.$$ 

To finish the proof we join together all summands to have that

$$A \int_0^{t} S_{k^{n+k}}(s)ds = S_{k^{n+k}}(n\kappa)x \int_0^{n\kappa} k(t-r)S_{k^{n+k}}(r)xdr$$

$$+ \int_0^{t-n\kappa} k^{\kappa n}(t-r)S_k(r)xdr - \left( \int_0^{n\kappa} k^{\kappa n}(y)dy \right) \left( \int_0^{t-n\kappa} k(u)du \right)x$$

$$- \int_0^{n\kappa} k(t-r) \int_0^{r} k^{\kappa n}(y)dydrx - \int_0^{t-n\kappa} k^{\kappa n}(t-r) \int_0^{r} k(y)dydr$$

$$= S_{k^{n+k}}(t)x - \int_0^{t} k^{\kappa n}(s)ds,$$

where we have used the Lemma 2.11. This proves the claim.}

In fact, the expression of the $(S_{k^{n+k}}(t))_{t \in [0,(n+1)\kappa]}$ is not unique as shown next result. Both proof are similar to the proof of Theorem 4.4 and are left to the reader.

**Theorem 4.5.** Let $n \geq 2$, $0 < \tau \leq \infty$, $k \in L^1_{loc}([0,n\tau))$ and $(S_k(t))_{t \in [0,\tau)}$ is a local $k$-convoluted semigroup generated by $A$. Then the family of operators $(S_{k^{n+k}}(t))_{t \in [0,n\kappa]}$ defined in Theorem 4.4 verify that

$$S_{k^{n+k}}(t)x = \int_0^{t} k^{(n-j)}(s)S_{k^{j}}(s)xds, \quad x \in X,$$

for $t \in [0,j\kappa]$ and

$$S_{k^{n+k}}(t)x = S_{k^{j}}(t-j\kappa)x$$

$$+ \int_0^{j\kappa} k^{(n-j)}(s)S_{k^{j}}(s)xds + \int_0^{t-j\kappa} k^{(n-j)}(s)S_{k^{j}}(s)xds,$$

for $x \in X$, $1 \leq j \leq n-1$ and $t \in [j\kappa,n\kappa]$ and any $\kappa < \tau.$
Corollary 4.6. Let $0 < \tau \leq \infty$, $k \in L^1_{loc}([0,2\tau))$ and $(S_k(t))_{t \in [0,\tau)}$ be a local $k$-convoluted semigroup. Then the family of operators $(S_{k+k}(t))_{t \in [0,\tau]}$ defined in Theorem 4.4 verifies that

$$S_{k+k}(t+s)x = S_k(t)S_k(s)x + \left(\int_0^t + \int_0^s\right) k(t + s - u)S_k(u)xdu$$

for $t, s \in [0, \kappa)$ and $x \in X$.

The next theorem was given in [29, Theorem 2] in the case $n = 1$.

Corollary 4.7. Let $n \in \mathbb{N}$, $0 < \tau \leq \infty$, $(S_\alpha(t))_{t \in [0,\tau)}$ is a local $\alpha$-times integrated semigroup generated by $A$. Then the family of operators $(S_{(n+1)\alpha}(t))_{t \in [0,(n+1)\kappa]}$ defined by

$$S_{(n+1)\alpha}(t)x = \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} S_{n\alpha}(s)xds,$$

for $t \in [0, nk]$ and

$$S_{(n+1)\alpha}(t)x = S_{n\alpha}(nk)S_{\alpha}(t-nk)x + \int_0^{nk} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} S_{n\alpha}(s)xds + \int_0^{t-nk} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} S_{\alpha}(s)xds,$$

for $x \in X$ and $t \in [nk, (n + 1)\kappa]$ is a local $\alpha$-times integrated semigroup generated by $A$ for any $\kappa < \tau$. Then we conclude that $A$ generates a local $\alpha$-times integrated semigroup generated by $A$, $(S_{(n+1)\alpha}(t))_{t \in [0,(n+1)\tau)}$.

Remark 4.8. In the case $\alpha \in \mathbb{N}$, and $t \in [nk, (n + 1)\kappa]$, note that

$$\int_0^{nk} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} S_{n\alpha}(s)xds = \sum_{j=0}^{nk-1} \frac{(t-nk)^j}{j!} S_{(n+1)\alpha-j}(nk)$$

and

$$\int_0^{t-nk} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} S_{\alpha}(s)xds = \sum_{j=0}^{\alpha-1} \frac{(nk)^j}{j!} S_{(n+1)\alpha-j}(t-nk)$$

for $x \in X$ and we recover the extension given in [23, Theorem 4.1] for the case $n = 1$. To finish this section, we mention that other extension result (for scalar $\alpha$-times semigroups in this case) may be found in [21, Lemma 4.4],

$$I^n_t I^n_s = I^{2n}_{s+t} - \sum_{j=0}^{n-1} \left( \frac{s^j}{j!} I^{2n-j}_t - \frac{t^j}{j!} I^{2n-j}_s \right), \quad t, s > 0,$$

where $I^n_t(r) := \frac{(t-r)^n}{n!} \chi_{[0,t]}(r)$, $r \in \mathbb{R}^+$ and $n \in \mathbb{N} \cup \{0\}$.

5. Algebra homomorphisms and local convoluted semigroups

As the following theorem shows, local $k$-convoluted semigroups induce algebra homomorphisms from certain spaces of test functions $\mathcal{D}_{k\infty}$. Note that the extension theorem (Theorem 4.4) is necessary to define the algebra homomorphisms from functions defined on $\mathbb{R}^+$. The space $\mathcal{D}_{k\infty}$ is introduced in Definition 5.4.
Then support \( k \subset [0, n\tau] \) and \( (S_k(t))_{t \in [0, n\tau]} \) is a non-degenerate local \( k \)-convoluted semigroup generated by \( A \). We define the map \( \mathcal{G}_k : D_{k^{\infty}} \to \mathcal{B}(X) \) by
\[
\mathcal{G}_k(f)x := \int_0^{n\tau} W_{k^{\infty}} f(t) S_{k^{\infty}}(t) x dt, \quad x \in X, f \in D_{k^{\infty}},
\]
where support \( f \subset [0, n\tau] \) and \( (S_{k^{\infty}}(t))_{t \in [0, n\tau]} \) is defined in Theorem 4.4 for some \( n \in \mathbb{N} \). Then the following properties hold.

(i) The map \( \mathcal{G}_k \) is well defined, linear and bounded.

(ii) The map \( \mathcal{G}_k(f \ast g) = \mathcal{G}_k(f) \mathcal{G}_k(g) \) for \( f, g \in D_{k^{\infty}} \).

(iii) \( \mathcal{G}_k(f)x \in D(A) \) and \( A \mathcal{G}_k(f)x = -\mathcal{G}_k(f')x - f(0)x \) for any \( f \in D_{k^{\infty}} \) and \( x \in X \).

**Proof.** Take \( f \in D_{k^{\infty}} \) and support \( f \subset [0, n\tau] \) for some \( n \in \mathbb{N} \). First, we prove that \( \mathcal{G}_k \) is well defined. Let \( m \geq n, k^{mn} = k^n \ast k^{(m-n)} \), and \( k^{(m-n)} \circ W_{k^{\infty}}f = W_{k^{\infty}}f \) by Lemma 3.3 (ii). Now we apply the Lemma 3.2 to conclude support \( (W_{k^{\infty}}f) \subset [0, n\tau] \). By Theorem 4.5 and the Fubini theorem, we get that
\[
\int_0^{n\tau} W_{k^{\infty}} f(t) S_{k^{\infty}}(t) x dt = \int_0^{n\tau} W_{k^{\infty}} f(t) (k^{(m-n)} \ast S_{k^{\infty}})(t) x dt = \int_0^{n\tau} k^{(m-n)} \circ W_{k^{\infty}} f(t) S_{k^{\infty}}(t) x dt = \int_0^{n\tau} W_{k^{\infty}} f(t) S_{k^{\infty}}(t) x dt
\]
for \( x \in X \).

It is direct to check that \( \mathcal{G}_k \) is linear. Now take \( (f_n)_{n \geq 1} \subset D_{k^{\infty}} \), and \( f \in D_{k^{\infty}} \) such that \( f_n \to f \). Then there exists \( n \in \mathbb{N} \) such that support \( (f_n) \subset [0, n\tau] \). Note that the map \( t \mapsto S_{k^{\infty}}(t)x, [0, n\tau] \to X \), is continuous and
\[
\|\mathcal{G}_k(f_n)x - \mathcal{G}_k(f)x\| \leq \int_0^{n\tau} \|W_{k^{\infty}} f_n(t) - W_{k^{\infty}} f(t)\| \|S_{k^{\infty}}(t)x\| dt \leq C_x \int_0^{n\tau} \|W_{k^{\infty}} (f_n - f)(t)\| dt
\]
for \( x \in X \). Now consider the operator \( T_{k^{\infty}}^t : L^1[0, n\tau] \to L^1[0, n\tau], f \mapsto T_{k^{\infty}}^t(f) = k^{tn} \circ f \) given in Section 3. By the open mapping theorem, \( T_{k^{\infty}}^t \) is open; we conclude that \( W_{k^{\infty}} f_n \to W_{k^{\infty}} f \) in \( L^1[0, n\tau] \), the map \( \mathcal{G}_k \) is bounded and the part (i) is proved.

Take \( f, g \in D_{k^{\infty}} \), i.e., \( f, g \in D_{k^{\infty}} \) and then \( f \ast g \in D_{k^{\infty}} \) (see [18, Theorem 2.10]) for \( n \geq 1 \). Then \( f \ast g \in D_{k^{\infty}} \). Now we show that \( \mathcal{G}_k(f \ast g) = \mathcal{G}_k(f)\mathcal{G}_k(g) \). Take \( n \in \mathbb{N} \) such that support \( f \), support \( g \subset [0, n\tau] \) and by Lemma 3.2 support \( (W_{k^{\infty}} f), (W_{k^{\infty}} g) \subset [0, n\tau] \). Then support \( (f \ast g) \subset [0, 2n\tau] \) and support \( (W_{k^{\infty}} (f \ast g)) \subset [0, 2n\tau] \). By (3.3) we have that
\[
\mathcal{G}_k(f \ast g)x = \int_0^{2n\tau} W_{k^{\infty}}(f \ast g)(t) S_{k^{\infty}}(t) x dt = \int_0^{2n\tau} \int_t^{2n\tau} W_{k^{\infty}} g(r) k^{2n}(s + r - t) W_{k^{\infty}} f(s) ds dr S_{k^{\infty}}(t) x dt - \int_0^{2n\tau} \int_t^{2n\tau} W_{k^{\infty}} g(r) k^{2n}(s + r - t) W_{k^{\infty}} f(s) ds dr S_{k^{\infty}}(t) x dt.
\]
By Fubini theorem, we obtain the four integral expressions
\[
G_k(f \ast g) x = \int_0^{2n\tau} W_{k^{2n}}(r) \int_0^r W_{k^{2n}}(s) \int_s^{s+r} k^{2n}(s + r - t) S_{k^{2n}}(t) x dt ds dr
\]
\[
= \int_0^{2n\tau} W_{k^{2n}}(r) \int_0^r W_{k^{2n}}(s) \left( \int_s^{s+r} k^{2n}(s + r - t) S_{k^{2n}}(t) x dt \right) ds dr
\]
\[
= \int_0^{2n\tau} W_{k^{2n}}(r) S_{k^{2n}}(r) \int_0^r W_{k^{2n}}(s) S_{k^{2n}}(s) x ds dr
\]
where we have applied the formula (4.12) and the part (ii) is shown.

Now we consider \( f \in D_{k^{\infty}}, \text{ supp}(f) \subset [0, n\tau] \) and \( x \in X \). We apply the formulae (3.7) and (4.11) to get
\[
A G_k(f) x = -A \int_0^{n\tau} (W_{k^{2n}} f)'(t) \int_0^t S_{k^{2n}}(s) x ds dt
\]
\[
= -\int_0^{n\tau} W_{k^{2n}} f'(t) \left( S_{k^{2n}}(t) x - \int_0^t k^{2n}(s) x ds \right) dt
\]
\[
= -G_k(f') x - \int_0^{n\tau} W_{k^{2n}} f(t) k^{2n}(t) dt x = -G_k(f') x - f(0) x,
\]
and the part (iii) is proven. \( \square \)

The previous theorem allows to show as a consequence one of main results in [18].

Remark 5.2. When the operator \( A \) generates a global convoluted semigroup \( (S_k(t))_{t \geq 0} \), the homomorphism \( G_k \) is defined from \( D_k \) to \( B(X) \) by
\[
G_k(f) x = \int_0^\infty W_k f(t) S_k(t) x dt, \quad x \in X, \quad f \in D_k,
\]
see [18 Theorem 5.5]. Under some conditions of the boundedness of \( (S_k(t))_{t \geq 0} \), the homomorphism \( G_k \) may be extended to a bounded Banach algebra homomorphism, see [18 Theorem 5.6].
Let \( k, l \in L^1_{\text{loc}}([0, \tau]) \) with \( 0 \in \text{supp}(k) \), and \((S_k(t))_{t \in [0, \tau]}\) a non-degenerate local \( k \)-convoluted semigroup generated by \( A \). Then \((l \ast S_k(t))_{t \in [0, \tau]}\) is a non-degenerate local \( k \)-convoluted semigroup generated by \( A \), see a similar proof in \cite{18} Proposition 5.2.

**Corollary 5.3.** Let \( k, l \in L^1_{\text{loc}}(\mathbb{R}^+) \) with \( 0 \in \text{supp}(k) \cap \text{supp}(l) \), and \((S_k(t))_{t \in [0, \tau]}\), \((S_{k \ast l}(t))_{t \in [0, \tau]}\) non-degenerate local \( k \)-convoluted semigroups generated by \( A \). Then

\[
\mathcal{G}_{k \ast l}(f) = \mathcal{G}_k(f), \quad f \in \mathcal{D}_{(k \ast l)^\ast},
\]

where \( \mathcal{G}_k, \mathcal{G}_{k \ast l} \) are defined in Theorem 5.4.

**Proof.** Take \( f \in \mathcal{D}_{(k \ast l)^\ast} \) and \( \text{supp}(f) \subset [0, n\tau] \). By \cite{3,8}, \( f \in \mathcal{D}_{(k \ast l)^\ast} \subset \mathcal{D}_{k \ast l}^\ast \) and

\[
\mathcal{G}_{k \ast l}(f)x = \int_0^{n\tau} W_{(k \ast l)^\ast n} f(t) S_{(k \ast l)^\ast n}(t) x dt = \int_0^{n\tau} W_{k \ast l \ast n} f(t) S_{k \ast l \ast n}(t) x dt
\]

\[
= \int_0^{n\tau} W_{k \ast l \ast n} f(t)(t^n \ast S_{k \ast n})(t) x dt = \int_0^{n\tau} (t^n \circ W_{k \ast l \ast n} f(t)) S_{k \ast n}(t) x dt
\]

\[
= \int_0^{n\tau} W_{k \ast l} f(t) S_{k \ast n}(t) x dt = \mathcal{G}_k(f)x
\]

where we have applied the formula \cite{3,8}. \( \square \)

**Corollary 5.4.** Let \((S_\alpha(t))_{t \in [0, \tau]}\) a non-degenerate local \( \alpha \)-times integrated semigroup generated by \( A \). We define the map \( \mathcal{G}_\alpha : \mathcal{D}_+ \to B(X) \) by

\[
\mathcal{G}_\alpha(f)x := \int_0^{n\tau} W_{\alpha n} f(t) S_{\alpha n}(t) x dt, \quad x \in X, f \in \mathcal{D}_+,
\]

where \( \text{supp}(f) \subset [0, n\tau] \) and \((S_{\alpha n}(t))_{t \in [0, n\tau]}\) is defined in Theorem 4.4 for some \( n \in \mathbb{N} \). Then the map \( \mathcal{G}_\alpha \) is well defined, linear, bounded and \( \mathcal{G}_k(f \ast g) = \mathcal{G}_k(f) \mathcal{G}_k(g) \) for \( f, g \in \mathcal{D}_{k \ast l}^\ast \). Moreover, \( \mathcal{G}_k(f)x \in D(A) \) and

\[
A \mathcal{G}_k(f)x = -\mathcal{G}_k(f')x - f(0)x, \quad f \in \mathcal{D}_+, \quad x \in X.
\]

6. Examples and Applications

In this section we consider different examples of convoluted semigroups which have been presented in the literature. Our results are applied in all these examples to illustrate its importance.

6.1. Differential operators on \( L^p(\mathbb{R}^N) \). \cite{1,3,14} Let \( E \) be one of the spaces \( L^p(\mathbb{R}^n) \) \((1 \leq p \leq \infty)\), \( C_0(\mathbb{R}^n)\), \( BUC(\mathbb{R}^n)\), or \( C_b(\mathbb{R}^n)\) and \( A_E \) the associated operator to a differential operator and defined by Fourier multipliers, see details in \cite{14} Section 4, \cite{3} Chapter 8. Under some conditions, the operator \( A_E \) generates an \( \alpha \)-times integrated semigroup \((S_\alpha(t))_{t \geq 0}\) on \( E \) and \( \|S_\alpha(t)\| \leq C_E(1 + t^\alpha) \) for some constant \( C_E \) and certain \( \alpha > 0 \), see \cite{1} Theorem 6.3 and \cite{14} Theorem 4.2. In this case the map \( \mathcal{G}_\alpha : \mathcal{D}_+ \to B(L^p(\mathbb{R}^N)) \) (Corollary 5.4) extends to a Banach algebra homomorphism \( \mathcal{G}_\alpha : \mathcal{T}_\alpha(1 + t^\alpha) \to B(L^p(\mathbb{R}^N)) \) where \( \mathcal{T}_\alpha(1 + t^\alpha) \) is the completion of \( \mathcal{D}_+ \) in the norm

\[
\|f\|_{\alpha, 0, \alpha} := \int_0^\infty |W_{\alpha n} f(t)|(1 + t^\alpha) dt, \quad f \in \mathcal{D}_+,
\]
where $W_\alpha$ is the Weyl derivation of order $\alpha$, see [28 Proposition 4.7]. Other examples of global $\alpha$-times integrated semigroups may be found in [10 Theorem 5.3] and [15 Proposition 8.1]. Earlier results on the Schrödinger equation using distribution semigroups can be found in [5] where differential operators are treated using Fourier multipliers in $L^p$ spaces.

6.2. **Multiplication local integrated semigroup in $\ell^2$.** [27 Example 1.2.6], [29 Example 1]. Let $\ell^2$ be the Hilbert space of all complex sequences $x = (x_m)_{m=1}^{\infty}$ such that

$$\sum_{m=1}^{\infty} |x_m|^2 < \infty,$$

with the Euclidean norm $\|x\| := \left(\sum_{m=1}^{\infty} |x_m|^2\right)^{\frac{1}{2}}$. Take $T > 0$ and define

$$a_m = \frac{m}{T} + i \left(\left(\frac{e^m}{m}\right)^2 - \left(\frac{m}{T}\right)^2\right)^{\frac{1}{2}}, \quad m \in \mathbb{N},$$

where $i^2 = -1$. For any $\alpha > 0$ let $(S_\alpha(t))_{t \geq 0}$ be defined by

$$S_\alpha(t)x = \left(\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} e^{a_m s} x_m ds\right)_{m=1}^{\infty},$$

for $x \in D(S_\alpha(t))$ where $D(S_\alpha(t)) = \{x \in \ell^2 : S_\alpha(t)x \in \ell^2\}$. Then $(S_\alpha(t))_{t \geq 0}$ is a local $\alpha$-times integrated semigroup on $\ell^2$, $(S_\alpha(t))_{t \in [0,\alpha T)} \subset B(\ell^2)$, such that $(S_\alpha(t))_{t \in [0,\alpha T)}$ cannot be extended to $t \geq \alpha T$, see [29 Example 1]. We may apply the Corollary 4.7 to define $(S_{\mu}(t))$ for $t < n\alpha T$ and Corollary 5.3 to define the map $G_\alpha : D_+ \to B(X)$ by

$$G_\alpha(f)x := \int_0^{n\tau} W_{an}f(t)S_{\alpha n}(t)xdt, \quad x \in X, f \in D_+,$$

with $\text{supp}(f) \subset [0,n\tau]$. Other examples of local integrated semigroups defined by multiplication may be found in [24 Example 4.4 (c), (d)].

6.3. **The Laplacian on $L^2[0,\pi]$ with Dirichlet boundary conditions.** [4 Section 3, 5], [20 Example 6.1]. The operator $-\Delta$ on $L^2[0,\pi]$ with Dirichlet or Neumann boundary conditions generates a polynomially bounded $k$-convoluted semigroups $(S_k(t))_{t \geq 0}$, where $\|S_k(t)\| \leq C(1+t^k)$ where $C > 0$; note that $\kappa$ is given in Example 6.3 and $|\kappa(t)| \leq C e^{bt}$ for $t \geq 0$ and some $C, \beta > 0$. By Remarks 6.2 there exists an algebra homomorphism $G_k : D_\kappa \to B(L^2[0,\pi])$ such that it extends to a Banach algebra homomorphism $G_k : T_\kappa(e_\beta) \to B(L^2[0,\pi])$, see Theorem 3.7 and [18 Theorem 6.5].

Other examples of generators of $k$-convoluted semigroups (which does not generate integrated semigroups) may be found in [20 Example 6.2], or [19 Section 2.8], where

$$k(t) = \frac{e^{-a^2/4t}}{2\sqrt{\pi t^3}} = \frac{1}{2\pi i} \int_{r-i\infty}^{r+i\infty} e^{\lambda a^2/4t} e^{\lambda a^2 - \sqrt{\lambda}} d\lambda, \quad t > 0,$$

for some $a > 0$ (where in the integral, $r$ is any positive real number). In this case, we have:

$$\hat{k}(\lambda) = \frac{1}{a} e^{-a\sqrt{\lambda}}, \quad \Re\lambda > 0.$$
6.4. Ultradistributions in the Gevrey classes. [9] Section 5. Applications, [8] 4. Example and final comments. Let $M_k$, $k = 0, 1, 2, \ldots$ be a Gevrey type sequences, i.e., a sequence of positive numbers such that $M_0 = 1$, which is logarithmically convex and non-quasianalytic:

$$M_k^2 \leq M_{k-1}M_{k+1}, \quad \text{and} \quad \sum_{k=1}^{\infty} M_{k-1}/M_k < \infty,$$

for example $(k!)$, $(k^s)$ and $\Gamma(1 + ks)$ for $s > 1$. Let $m_k = M_k/M_{k-1}$ for $k \in \mathbb{N}$,

$$P(z) = \prod_{j=1}^{\infty} \left(1 + \frac{z}{m_j}\right), \quad \Re z > 0,$$

and the function $K$ defined by $\hat{K}(z) = 1/P(z)$. The entire function $P(z)$ is called an ultradifferential polynomial. The following two operators are generators of local $K$-convoluted semigroups and appear in [8] 4. Example and final comments:

(i) Let $X = L^2(\mathbb{R})$ and $A = i\frac{d^4}{dt^4} - \frac{d^2}{dt^2}$. Then $A$ generates an $K_1$-convoluted semigroup on $[0, \tau)$, where $\hat{K}_1(z) = 1/P_1(z)$ where $P_1(z) = \prod_{j=1}^{\infty} \left(1 + \frac{iz}{j}\right)$ for some $l > 0$.

In the context of ultradistribution semigroups, this example was first proposed by J. Chazarain ([7, Remarque 6.4]). It was observed in [10] that one can take $A = iB$ where $B$ is the generator of a strongly continuous cosine function. Additional results are given in [19], [20] including the case of Beurling ultradistributions. Other developments are discussed in [19], including a generalization of the abstract Weierstrass formula.

(ii) Let $\omega$ be a $\sigma$-finite measure, the Lebesgue space $X = L^p(\Omega)$ $(1 \leq p \leq \infty)$ and $m : \Omega \to \mathbb{C}$ a measurable function. We define $Af = mf$ where $D(A) = \{f \in L^p(\Omega); mf \in L^p(\Omega)\}$ and

$$\{z \in \mathbb{C}; \Re z \geq \alpha|z|^a + \beta\} \subset \rho(A).$$

for $\alpha, \beta > 0$ and $0 < a < 1$. For every $\tau > 0$ there is $l > 0$ such that $A$ generates a local $K_2$-convoluted semigroup on $[0, \tau)$ where

$$P_2(z) = \prod_{j=1}^{\infty} \left(1 + \frac{lz}{j^a}\right),$$

where $\hat{K}_2(z) = 1/P_2(z)$.

The following estimates are valid for the Gevrey sequences $M_j = (j^s)$, $M_j = (j^{ks})$ and $M_j = \Gamma(1 + js)$ where $s > 1$ is given.

$$e^{(L|z|)^s} \leq |P(z)| \leq e^{(L|z|)^s}, \quad \Re z \geq 0,$$

where $L$ is a positive constant, see e.g. [8] (1.1).

We apply the Theorem 4.4 to conclude that $A$ generates a local $K^{**n}$-convoluted semigroup on $[0, n\tau)$. 
7. Appendix: K-Distribution Semigroups

Let $X$ be a Banach space. Vector valued algebraic distributions, i.e., linear and continuous maps from a test function space to the space of bounded linear operators, $\mathcal{B}(X)$, which satisfy an algebraic property (similar to Theorem 5.1 (ii)) have been studied deeply in a large numbers of papers, see [13, Chapter 8]. In this sense, distribution semigroups (in the sense of Lions) may be found in [21, Remark 3.13].

Classes of Distribution semigroups on $(0, \infty)$ (in short DS on $(0, \infty)$) were introduced by J.L. Lions in [25], see also [7], [2, Definition 7.1]. P.C. Kunstmann considered pre-distribution semigroups (or quasidistribution semigroup in the terminology of S. W. Wang) as linear and continuous maps $G : \mathcal{D} \mapsto \mathcal{B}(X)$, satisfying

\begin{align*}
&\text{(i)} \ G(\phi \ast \psi) = G(\phi)G(\psi) \quad \text{for } \phi, \psi \in \mathcal{D}, \\
&\text{(ii)} \ \cap \{\ker(G(\theta)) \mid \theta \in \mathcal{D}_0\} = \{0\},
\end{align*}

see [21] Definition 2.1 and [35] Definition 3.3. In fact, a pre-distribution semigroup $G$ can be regarded as a continuous linear map from $\mathcal{D}_+$ into $\mathcal{B}(X)$, $\mathcal{G} : \mathcal{D}_+ \mapsto \mathcal{B}(X)$, such that

\begin{align*}
&\text{(i)} \ G(\phi \ast \psi) = G(\phi)G(\psi) \quad \text{for } \phi, \psi \in \mathcal{D}_0, \\
&\text{(ii)} \ \cap \{\ker(G(\theta)) \mid \theta \in \mathcal{D}_+\} = \{0\}.
\end{align*}

see [35] Remark 3.4. The differences between quasi-distribution and distribution semigroups in the sense of Lions may be found in [21] Remark 3.13.

Keeping in mind these definitions and Theorem 5.1, we introduce the concept of $k$-distribution semigroup.

**Definition 7.1.** Let $k \in L^1_{loc}(\mathbb{R}^+)$ such that $0 \in \text{supp}(k)$. We say that a linear and continuous map $G_k : \mathcal{D}_{k^\infty} \mapsto \mathcal{B}(X)$ is a $k$-distribution semigroup, in short $k$-DS, if it satisfies the following conditions.

\begin{align*}
&\text{(i)} \ G_k(\phi \ast \psi) = G_k(\phi)G_k(\psi) \quad \text{for } \phi, \psi \in \mathcal{D}_{k^\infty}, \\
&\text{(ii)} \ \cap \{\ker(G_k(\theta)) \mid \theta \in \mathcal{D}_{k^\infty}\} = \{0\}.
\end{align*}

In the case that $G_k$ is a $k$-distribution semigroup on $(0, \infty)$, then $\mathcal{D}_{k^\infty} \neq \{0\}$ by (ii).

**Remark 7.2.** Let $G : \mathcal{D} \mapsto \mathcal{B}(X)$ be a distribution semigroup (or quasi-distribution semigroup in the sense of Wang). Then $G \circ \Lambda$ is a $k$-distribution semigroup for any $k \in L^1_{loc}(\mathbb{R}^+)$ such that $0 \in \text{supp}(k)$ and $\mathcal{D}_{k^\infty} = \mathcal{D}_+$; in particular $G \circ \Lambda$ is a $j_\alpha -DS$ for any $\alpha > 0$ (see definition of $\Lambda$ and $j_\alpha$ in Section 3).

For a given $k$-DS $G_k$, define the operator $A'$ by

\begin{align*}
&\text{(i)} \ D(A') := \cup \{\text{Im}(G_k(\theta)) \mid \theta \in \mathcal{D}_{k^\infty}\}, \\
&\text{(ii)} \ A'G_k(\theta)x := -G_k(\theta')x - \theta(0)x, \text{ for } x \in X \text{ and } \theta \in \mathcal{D}_{k^\infty}.
\end{align*}
Proposition 7.3. The operator $A'$ is well defined and closable.

Proof. Assume that $G_k(\phi)x = G_k(\psi)y$ for some $x, y \in X$ and $\phi, \psi \in D_{k^{*}\infty}$. Now take $\theta \in D_{k^{*}\infty}$. Since

$$\theta * \phi'(t) = \theta' * \phi(t) + \theta(0)\phi(t) - \phi'(0)\theta(t), \quad t \geq 0,$$

see, for example [35] Proposition 3.1 (iii), we get that

$$G_k(\theta)G_k(\phi')x = G_k(\theta')G_k(\phi)x + \theta(0)G_k(\phi)x - \phi'(0)G_k(\theta)x$$

and hence

$$(-G_k(\theta' - \theta(0)))G_k(\phi)x = G_k(\theta)\left(-G_k(\phi')x - \phi'(0)x\right).$$

Similarly,

$$(-G_k(\theta' - \theta(0)))G_k(\psi)y = G_k(\theta)\left(-G_k(\psi')y - \psi'(0)y\right).$$

By Definition 7.1 (ii), we conclude that

$$-G_k(\phi')x - \phi'(0)x = -G_k(\psi')y - \psi'(0)y$$

and $A'$ is well defined.

To prove that $A'$ is closable, let $(x_n)_{n \geq 1} \subset D(A')$ be such that $x_n \to 0$, $A'x_n \to y$. We write $x_n = G_k(\phi_n)z_n$ with $(\phi_n)_{n \geq 1} \subset D_{k^{*}\infty}$ and $(z_n)_{n \geq 1} \subset X$. Take $\theta \in D_{k^{*}\infty}$ and then

$$G_k(\theta)y = \lim_{n \to \infty} G_k(\theta')x_n = \lim_{n \to \infty} G_k(\theta')G_k(\phi_n)z_n$$

$$= \lim_{n \to \infty} G_k(\theta)(-G_k(\phi_n)z_n - \phi_n(0)z_n)$$

$$= \lim_{n \to \infty} \left(-G_k(\theta') - \theta(0)\right)G_k(\phi_n)z_n = \lim_{n \to \infty} \left(-G_k(\theta') - \theta(0)\right) x_n = 0.$$

This implies that $y = 0$ by Definition 7.1 (ii).

Definition 7.4. The closure of $A'$, denoted by $A$, is called the generator of a $G_k$.

Other definitions of generator of distribution semigroups are given using approximate units (see [2] Definition 7.1) or the distribution $-\delta_0$ ([21] Definition 3.3 and [22] Proposition 1). In our case, given a $k$-DS $G_k$ and its generator $(A, D(A))$, then

$$D(A) \subset \{x \in X| \exists y \in X \text{ such that } G_k(\theta)y = -G_k(\theta')x - \theta(0)x \text{ for any } \theta \in D_{k^{*}\infty}\};$$

$$Ax = y, \quad x \in D(A),$$

Theorem 7.5. Let $k \in L^1_{loc}(\mathbb{R}^+) \cap 0 \in \text{supp}(k), \{S_k(t)\}_{t \in [0, \tau]}$ a non-degenerate local $k$-convoluted semigroup generated by $A$ and $G_k : D_{k^{*}\infty} \to \mathcal{B}(X)$ the map defined in Theorem 6.7. Then $G_k$ is a $k$-DS generated by $A$.

Proof. The first condition in Definition 7.1 appears in Theorem 6.1 (ii). Take $x \in X$ such that $G_k(\phi)(x) = 0$ for any $\phi \in D_{k^{*}\infty}$. Since $\phi' \in D_{k^{*}\infty}$, we apply Theorem 6.1 (iii) to conclude $0 = \phi(0)x$ for any $\phi \in D_{k^{*}\infty}$ and then $0 = \phi_n(0)x$ for any $u \geq 0$. We conclude that $0 = \phi(u)x$ for any $u \geq 0$ and $\phi \in D_{k^{*}\infty}$. Then $x = 0$ and the condition Definition 7.1 (ii) holds.

Note that $A G_k(\theta)x := -G_k(\theta')x - \theta(0)x$, for $x \in X$ and $\theta \in D_{k^{*}\infty}$, see Theorem 6.1 (iii). As $A$ is a closed operator, we conclude that $A$ is the generator of $G_k$. \qed

A straightforward consequence of Theorem 7.5 is the next corollary.
Corollary 7.6. Let $(S_{\alpha}(t))_{t \in [0,\tau]}$, a non-degenerate local $\alpha$-times integrated semigroup generated by $A$ and $\mathcal{G}_{\alpha} : D_{+} \to \mathcal{B}(X)$ the map defined in Corollary 5.4. Then $\mathcal{G}_{\alpha}$ is a $j_{\alpha}$-DS generated by $A$ with $\alpha > 0$.

When the generator $A$ is densely defined in Corollary 7.6, it is equivalent that $A$ generates an $n$-times integrated semigroup for some $n \in \mathbb{N}$ and $A$ is the generator of a distribution semigroup in the sense of Lions, see [2, Theorem 7.2, Corollary 7.3].

To consider the test-function space $D_{k_{-}\infty}$ may be given for a wide class of vector-valued distributions such that different distribution semigroups fall into the scope of this approach.
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