A new approach to identifying the local structure of multidimensional chaotic time series
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Abstract. The paper is devoted to the solution of the problems of mathematical supply of decision making during multichannel monitoring of large-scaled systems. The work also deals with space-time dynamics of multidimensional time series of different origins. Highly dynamical chaotic processes whose fine structure cannot be revealed by standard spectral methods are regarded. Technologies for dimension reduction based on data matrix representation on the first singular basis and multiple regression in projections’ space are developed.

1. Introduction
Let data matrix \(X_{ij}, i=1,\ldots,N, j=1,\ldots,m\) represent a stretch of \(m\)-dimensional chaotic discrete time series at a relative scale, so \(x_{ij}\) is out of scale random values. Chaotic nature implies fast local changes; therefore, methods based on averaging over extended sliding windows such as parametric or non-parametric spectra analysis are hardly to be used. Such series evidently contains local trends and alternations in the correlation structure, specifically turbulence stretches and segments with periodic constituents [2, 12, 22].

2. Problem statement
The following problems are to be regarded:
• prediction for a possibly large number of steps;
• revealing segments of an abnormal structure;
• exposing segments containing local periodics.

The basic approach here is founded on stationary stiffness assumption of \(X\)-series itself or of series of its finite differences [2, 3, 4, 10]. That makes it possible to achieve correct estimates of components’ averages and the covariance matrix \(\hat{\Sigma} (m \times m)\). Projections of \(X\) columns onto latent vectors of \(\hat{\Sigma}\) form \(m\) uncorrelated one-dimensional time series, whose contributions to initial series are estimated by their covariances. These series are treated by standard methods for one-dimensional series [4, 13]. If the assumption of stationary stiffness is invalid, the analysis is carried out in the system of sliding windows \(L\) steps wide that supposes the window width and the mutual recovering of neighboring windows.

Special interest represents the case of data of high dimension \(m\) and high dynamics where the window cannot be taken with a sufficient width to supply correct estimates of the covariance matrix. In this case, special methods of dimensionality reduction not founded on spectra’s estimates of covariances are available [4, 24].
For example, Fig.1 represents data on varying 5 dynamic parameters of the turbulent gas flow. Measurements are represented by the $X$ matrix $<N \times m>$, $m=5$, $N=144000$.

**Figure 1.** Data matrix $X$ with 5 components, 144000 time readings

To reveal possible fine structures, let us compare the average $\hat{x}$ and the covariance matrix $\hat{\Sigma}$, being estimated by the series of first finite differences of the whole series $X$ as a base and similar characteristics $\hat{y}(k)$, $\hat{S}(k)$. They were obtained in sliding windows of width $L$ with a successive shift on $d$ steps ($k$ is the number of the successive sliding window). The comparison is to be based on standard MANOVA statistics [4, 13]:

- Wilks’ statistics: $W(k) = \log \left( \frac{\hat{S}(k)}{\hat{\Sigma}} \right)$;
- Hotelling’s statistics: $H(k) = \text{trace}(\hat{S}(k) \cdot \hat{\Sigma}^{-1})$;
- Mahalanobis’ distance: $M(k) = \text{trace}(\hat{\Sigma}^{-1} \cdot (\hat{x} - \hat{y}(k))^T \cdot (\hat{x} - \hat{y}(k)))$;
- Kulbac-Leibler divergence: $J(k) = \{W(k) + [H(k) - m] + M(k)\}$.

The dynamics of these statistics in the sliding window of width $L=200$ steps with a subsequent shift of $d=200$ steps is displayed in Fig. 2a (the figure shows first 40000 readings, 400 windows with shift $d$). Fig. 2b shows similar results, but for the base, one of the windows $Y$ (No. 401) is taken. It makes it possible to single out the segments that are at some sense close to $Y$ and get predictions “by analogy” (precedent analysis [3, 4, 10, 11]).
The short-time predictors may be based on multiple regressions techniques [8,10,11]. Let $Y$ be the sliding window of width $L$ – the $L \times m$ ($m=5$) matrix. A column of learning data $y$ expands it – they are readings of the component to be predicted with a given lag $r$ – the depth of the prediction. The expanded $L \times (m+1)$ matrix supplies the block average vector $\hat{a}$ and the block covariance matrix $\hat{\Sigma}$:

$$
\hat{a} = \begin{bmatrix} \hat{a}_x \\ \hat{a}_y \end{bmatrix}, \quad \hat{\Sigma} = \begin{bmatrix} \hat{\Sigma}_{xx} & \hat{\Sigma}_{xy} \\ \hat{\Sigma}_{yx} & \hat{\Sigma}_{yy} \end{bmatrix}.
$$

The prediction $\hat{Y}$ has the form:

$$
\hat{Y} = \hat{a}_y + \hat{\Sigma}_{xy} \hat{\Sigma}_{yy}^{-1} (X - \hat{a}_x),
$$

where $X$ is measurements at the least available data stretch. The STD of the prediction has to be regarded with respect to local STD of the least data segment.

While scanning the entire sample (Fig. 4, 144000 readings, $L=200$, $d=100$), it appears that the STD of the prediction monotonically increases with $r$, whereas bias firstly decreases and then begins to increase after $r=8$. It means that for underlying data, the approach with regard to the prediction horizon [10] is confined to about 7 steps. In contrast, standard polynomial predictors [8] show similar properties for only 1-2 steps.

The principal shortage of similar methods for chaotic multidimensional time series is that they require estimation in sufficiently representative windows that reduce a possibility of exposing fine peculiarities that show themselves only at smaller segments.
3. New mathematical technologies

At the end of the XX century, there were investigations on the analysis based on singular decompositions of data matrices going back to paper [15]. Nowadays they are regarded as approaches to the global concept of evolutionary programming [4, 5, 6, 14, 16, 23].
Let initial data matrix \( X = [x_{ij}] \), \( <n \times m> \) have the rank \( p \leq m \). The problem is to get its approximation by the matrix \( Y \) of a lower rank \( k < p \). Therefore, we have to find the \( <n \times m> \) matrix \( Y \) as a solution of the optimization problem:

\[
\sum_{i,j} (x_{ij} - y_{ij})^2 \rightarrow \min
\]

under restriction \( \text{rank}(Y) = k < \min(n,p) \). For data analysis it means that we have to explain the underlying structure of \( m \)-dimensional data by a smaller number \( k \) of generalized indices, \( k < p < m \).

An arbitrary real-valued matrix \( X <n \times m>, n>m \) may be represented in the form of a singular decomposition (SVD):

\[
X = L * S * R^T,
\]

where

- \( S = \text{diag}(s_1,...,s_n) \) is diagonal; numbers \( s_1 \geq s_2 \geq ... \geq s_n \geq 0 \) are singular values of \( X \);
- \( L \) is the \( <n \times n> \) matrix; its columns \( L_1,...,L_n \) are orthogonal unit vectors named as left singular vectors of \( X \); \( L^T L = L L^T = E \);
- \( R \) is an \( <m \times m> \) matrix; its columns \( R_1,...,R_m \) are orthogonal unit vectors named as right singular vectors of \( X \); \( R^T R = R R^T = E \).

Such form of (3) is referred to as a “short” one. Orthogonality here has to be understood in Euclidean sense, data remain statistically correlated. If the rang of \( X \) \( \text{rank}(X) = p < m \), only \( p \) of singular values is non-nulls.

Decomposition (3) may be rewritten as a sum of elementary matrices of a unit rang:

\[
X = \sum_{i=1}^{p} s_i L_i R_i^T = s_1 L_1 R_1^T + ... + s_p L_p R_p^T.
\]

**Theorem** (Eckart-Young [4, 15]). The solution of the extreme problem (1) is given by the sum of \( k \) initial summands if (3):

\[
X \equiv Y = \sum_{i=1}^{k} s_i L_i R_i^T = s_1 L_1 R_1^T + ... + s_k L_k R_k^T.
\]

Particularly with \( k = 1 \) the solution is based on the first (maximal) singular value with corresponding singular vectors:

\[
X \equiv Y = s_1 L_1 R_1^T.
\]

If \( X \) is a data matrix, it is converted here into a sum of the reduced number (\( k < m \)) of layers having the same dimensions, but of a simplified structure: every layer is a \( n \times m \) matrix of a unit rang.

The singular decomposition is robust to small perturbations of \( X \), so it is a well-conditioned procedure opposite to spectral expansions forming the base of multidimensional statistical analysis (MANOVA).

*Nowadays such approach has five basic lines of development.*

*When solving problems of recognition, classifying and clustering projections of data onto spaces that are generated by several singular components are used. These projections particularly form specific pseudo metrics for solving similar problems [4, 9, 23].*

*This way is shown to be plausible in situation analysis: the observed situation \( x_0 \) is associated with one of virtual situations \( x_1,\ldots,x_k \) that turns to be the nearest with respect to some pseudo metrics [18-20, 23].*

*In interpolating random fields, the value \( f(x_0) \) is estimated as a result of linear interpolation at \( k \) nearest points \( x_1,\ldots,x_k \):

\[
\hat{f}(x_0) = c_1 f(x_1) + ... + c_k f(x_k),
\]

where

\[
 c_j = 1 / (1 + d_j \sum_{i \neq j} d_i),
\]

\( d_j = (x_j - x_0)^2 \).
The point here is that the proximity measure \( d_j \) between \( x_0 \) and \( x_j \) is determined as Euclidean metrics in one of projection spaces.

- If a segment of \( m \)-dimensional time series is presented in the form of \( n \times m \) matrix, it may be approximated as a sum of elementary matrices of a unit rang. Any column of those summands produces new one-dimensional series and all of them may be treated separately or in some combinations. It permits to reduce and/or simplify treating a number of multidimensional problems.

- For one-dimensional series, a group of methods based on the deposition of the series into multidimensional space with analyzing the singular decomposition of the output Henkel matrix is proposed. One of most known methods here is Singular Spectrum Analysis (SSA) [5,6,14,16]. Such approaches are intended to single out trends and periodics, to reveal different kinds of dissensions, etc.

Based on those approaches, new algorithms of identification of the local structure of multidimensional time series are to be elaborated.

Now let us construct for a \( <n \times m>, n \times m \) data matrix \( X \) of the singular representation (3) and examine the dispersion criterion:

\[
D(k) = \frac{1}{\sum_{j=1}^{m} s_j} \sum_{j=1}^{m} s_j .
\]

For the example under consideration with \( k=3 \), \( D=0.98 \). Therefore, it is possible to be bounded by only three summands (projections) with negligible small loss of information. These summands are:

\[
X(i) = L_s R_i^t, \quad i=1,\ldots,k, \quad k=3.
\]

Every summand (projection) looks like the \( n \times m \) matrix of rank one, so it is sufficient to extract out of \( X(i) \) only the first (for example) column \( x_1(i) \) and a string of recount coefficients:

\[
C_j(i) = \frac{\sum_{j=1}^{m} x_j(i)}{\sum_{j=1}^{m} x_j(1)}, \quad j=1,\ldots,m.
\]

That will be necessary in restoring the estimate of the \( i \)-th layer and returning to originate coordinates. Now let us form the projections’ matrix \( Z=[x_1(1),\ldots,x_1(k)] \) (Fig.5) and build for the \( k \)-component \( (k=3) \) segment \( Z \) predictions of different widths \( r, r=1,2,\ldots, R \) using a multiple regression approach (1). We return to original variables on the base of reserved recount coefficients (5).

**Figure 5.** First three singular components – columns of the matrix \( Z \) for one data segment \( (L=200) \)
4. Results
The advantage of such approach is the possibility to reduce the length of the sliding window $L$. For $k=5$ correct estimate, the mean and covariance matrix (15 parameters) require about 200 measurements. When $k=3$ (9 parameters), the number of 100 measurements is sufficient. With a larger dimension $m$, the gain may be rather substantial. Fig. 6 shows errors with respect to the prediction width $r$ after averaging over all the length of $X$ and over all components with $L=200, d=100$ (in contrast to Fig. 4).

![Prediction errors](image1)

**Figure 6.** Averaged errors depending on the required prediction depth $r$ ($L=200, d=100$)

![Prediction compared to real process](image2)

**Figure 7.** An example of return to origin variables using estimated layers restored by recount coefficients (5). Prediction of component 1 to 10 steps ahead.
Investigation of a large number of predictions in different windows and their averages over $X$ show that dimension reduction ($k=3$) allows one to reduce the width of the sliding window about 2 times; the prediction horizon enlarges to about 2.2 times.

5. Conclusion
The class of chaotic multidimensional time series is highly diverse. Therefore, the proposed algorithms have to be regarded only by a way of a possibly useful instrument set. There are many settings where this set of tools may considerably reduce the dimension and, due to this, extend the prediction horizon or be able to scrutinize fine local details. The perspective is supposed to be in diverse combinations of singular analysis for reducing the dimension and more classic MANOVA methods for better understanding the data peculiarities.
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