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Abstract

In this paper, combinatorial quantitative group testing (QGT) with noisy measurements is studied. The goal of QGT is to detect defective items from a data set of size \( n \) with counting measurements, each of which counts the number of defects in a selected pool of items. While most literatures consider either probabilistic QGT with random noise or combinatorial QGT with noiseless measurements, our focus is on the combinatorial QGT with noisy measurements that might be adversarially perturbed by additive bounded noises. Since perfect detection is impossible, a partial detection criterion is adopted. With the adversarial noise being bounded by \( d_n = \Theta(n^\delta) \) and the detection criterion being to ensure no more than \( k_n = \Theta(n^\kappa) \) errors can be made, our goal is to characterize the fundamental limit on the number of measurement, termed pooling complexity, as well as provide explicit construction of measurement plans with optimal pooling complexity and efficient decoding algorithms. We first show that the fundamental limit is \( \frac{1}{1 - 2^\delta} \frac{n}{\log n} \) to within a constant factor not depending on \((n, \kappa, \delta)\) for the non-adaptive setting when \( 0 < 2\delta \leq \kappa < 1 \), sharpening the previous result by Chen and Wang [2]. We also provide an explicit construction of a non-adaptive deterministic measurement plan with \( \frac{1}{1 - 2^\delta} \frac{n}{\log_2 n} \) pooling complexity up to a constant factor, matching the fundamental limit, with decoding complexity being \( o(n^{1+\rho}) \) for all \( \rho > 0 \), nearly linear in \( n \), the size of the data set. Our construction combines Hadamard matrices and lossless unbalanced bipartite expanders based on a novel embedding approach.

I. INTRODUCTION

Group testing is the problem of identifying defective items in a large set with cardinality \( n \) by taking measurements on pools (subsets) of items. The type of measurement plays a central role in the fundamental limits of detection efficiency. In a classical model by Dorfman [3], binary-valued measurements are considered, where the output is a bit indicating the existence of defected items in the measured pool. Extensive results for this model (termed traditional group testing hereafter), including algorithms and information theoretic limits, can be found in surveys [4], [5] and the references therein. Meanwhile, in many modern applications such as bioinformatics [6], network traffic...
monitoring [7], resource allocation in multi-user communication systems [8], etc., more informative measurement on the pool of items can be carried out. A natural one is the counting measurement that outputs the number of defective items in the pool. This is called the quantitative group testing (QGT) problem or the coin weighing problem with its root in combinatorics dating back to Shapiro [9]. QGT with noiseless measurements has been extensively studied. In particular, it has been shown that the minimum number of measurements is asymptotically $\frac{2n}{\log n}$ [10]–[12]. These results are combinatorial in nature as the goal is to detect the defects no matter where they are located. Hence, it is also called the combinatorial QGT (CQGT) with noiseless measurements, to contrast another more recent line of works taking a probabilistic approach [13], [14], termed probabilistic QGT hereafter.

In practice, however, measurement might be noisy, as counting the number of defectives might be too costly to be accurate. In database applications, in order to preserve privacy, the measurement might also be perturbed intentionally [15]. While the traditional group testing with noisy measurements has been extensively studied (see [5] for a survey), QGT with noisy measurements is far less understood. One line of works pertains to probabilistic QGT with random perturbation in the measurement [16]. Another line of works [2], [17]–[19] consider CQGT with adversarially perturbed measurements. It has been shown in [2] that, for $\delta, \kappa \in (0, 1)$, when the perturbation is at most the order of $\Theta(n^\delta)$ and the goal is to detect the defective items within Hamming distance at most the order of $\Theta(n^\kappa)$, there is a sharp phase transition in the fundamental limit: for $0 < 2\delta \leq \kappa < 1$, the optimal non-adaptive pooling complexity is $\Theta(\frac{n}{\log n})$, and for $0 < \kappa < 2\delta < 1$, it is $\omega(n^p)$ for all $p \in \mathbb{N}$. This sharpened results in previous works related to data privacy [17], [18] and pointed out that the relevant regime is $0 < 2\delta \leq \kappa < 1$. However, for this more interesting regime where the perturbation is sufficiently small to allow sublinear-in-$n$ pooling complexity, only the existence of optimal measurement plans was shown in [2] by a probabilistic argument, while the optimal explicit construction remained open. This is in sharp contrast to the noiseless case, where not only was the optimal pooling complexity characterized in [10], but an elegant combinatorial construction of the non-adaptive measurement plan was given in [11], [12]. Note that deterministic and non-adaptive pooling methods are more favorable in many practical applications: deterministic constructions leverage specific structures and usually lead to low-complexity decoding algorithms; meanwhile, non-adaptive pooling algorithms, in contrast to adaptive ones, allow parallelization of measurements and greatly reduce the overall measuring time.

In this work, significant progress is made in mending the aforementioned gap for non-adaptive CQGT with adversarially perturbed measurements in the regime $0 < 2\delta \leq \kappa < 1$. Our first piece of contribution is sharpening the characterization of the information theoretic limit by refined analyses in the achievability and the converse part. We characterize the relationship between $(\kappa, \delta)$ and the leading coefficient of the optimal non-adaptive pooling complexity which turns out to be $\frac{1}{1-2\delta} \frac{n}{\log n}$ to within a constant factor not depending on $(\kappa, \delta)$. We further investigate the sparse CQGT (SCQGT) problem, that is, the original CQGT problem with an additional condition that the number of defective items is not greater than a threshold that we term the sparsity level. When the sparsity level is $\Theta(n^\lambda)$ where $0 < 2\delta \leq \kappa < \lambda < 1$, the optimal pooling complexity is also characterized to within a constant factor not depending on $(\kappa, \delta, \lambda)$. For these information theoretic results, achievability is proved via a probabilistic argument, and the converse proof extends that of Erdős and Rényi [10]. To obtain the tight characterization of the leading coefficient, in the achievability part, we divide all pairs of data vectors (each data vector is a vector of bits
that encodes a possible set of locations of defectives) into three different cases and carefully bound the probability
that a random matrix cannot distinguish these data pairs in each of the three cases.

While a probabilistic argument suffices to prove the existence of asymptotically optimal CQGT measurement plans
and establishes the achievability part, an explicit structured construction is preferred in many practical applications, as
mentioned previously. Our second piece of contribution is the explicit construction of deterministic and non-adaptive
measurement plans for the CQGT problem, together with low-complexity decoding algorithms. Our construction is
pooling-complexity optimal up to a constant factor not depending on $\kappa$ and $\delta$. We first provide an explicit construction
of a non-adaptive measurement plan with pooling complexity being $\frac{1}{\kappa - 25} \frac{n}{\log_2 n}$ (suboptimal leading coefficient in
terms of $\kappa$ and $\delta$) to within a constant factor. To obtain an optimal leading coefficient $\frac{1}{1 - 25} \frac{n}{\log_2 n}$, it turns out
that the key is to differentiate data vectors that are within sublinear-in-$n$ Hamming distance, which is equivalent
to solving an SCQGT problem. We then give an explicit construction of non-adaptive SCQGT algorithms with
pooling complexity $o(n^{1/2})$ for all $\rho > 0$ and combine it with the aforementioned suboptimal CQGT measurement
plan to complete our construction. The pooling complexity of the resulting non-adaptive CQGT measurement plan
is $\frac{1}{1 - 25} \frac{n}{\log_2 n}$ to within a constant factor (optimal in the leading coefficient).

The explicit construction of SCQGT algorithms is highly non-trivial. Note that unlike adaptive pooling and
randomized pooling methods, there are no general principles to construct non-adaptive deterministic pooling algo-
rints in a variety of related problems. For the adaptive case, one can follow the principle of generalized binary
splitting algorithms [20], as in noisy adaptive compressed sensing [21], noisy adaptive group testing [22], and
noisy quantitative group testing [23], to sequentially locate defective items. For constructing random and non-
adaptive designs, there also exist general principles, such as (1) sparse-graph-code-based constructions in noisy
compressed sensing [24], noisy group testing [25], and quantitative group testing [26], or (2) leveraging randomness
to equivalently perform adaptive search non-adaptively [27]. Unfortunately, these principles cannot be extended
to construct deterministic and non-adaptive pooling algorithms. Existing constructions of deterministic and non-
adaptive pooling/sensing methods in group testing [28] and compressed sensing [29] are problem-specific. They
all take an algebraic approach (typically taken from the theory of error-correcting codes) and are hence difficult
to extend to different noise models. Once the types of measurement and noise models change, it becomes a brand
new combinatorial problem, and one needs to solve it all over again.

The main idea behind our solution to the SCQGT problem, called an embedding approach hereafter, breaks
down the whole construction into two steps. In the first step, we consider the same problem but without a sparsity
constraint, that is, the noisy CQGT problem. We aim to construct a close-to-optimal pooling matrix $M$ (a pooling
matrix is a $\{0, 1\}$-matrix that encodes the measurement plan) for the noisy CQGT problem in this step. Note that $M$
is different from the suboptimal construction for the overall noisy CQGT problem mentioned earlier. Because the
constructed pooling matrix $M$ needs to be “robust” in the sense that it remains a good pooling matrix even some
of its elements are changed so that it can be combined with the non-perfect “embedding” in the second step. In the
second step, we aim to embed many such $M$’s constructed in the first step into a big overall pooling matrix $M_s$ for
the noisy SCQGT problem, so that whatever the support set (the location of defectives) is, the matrix formed by
the corresponding columns of $M_s$ always contain a submatrix covering most of the columns of $M$. Consequently,
M is a good pooling matrix for the noisy SCQGT problem. Note that this embedding is non-perfect because it can only guarantee to cover most instead of all of the columns of M. Therefore the embedded matrix M needs to be “robust” as mentioned earlier.

To be more specific, in our construction we leverage a specific combinatorial structure, lossless unbalanced bipartite expanders [30], [31], to achieve the goal of embedding. While the existence of unbalanced bipartite expanders with the optimal parameters can be proved via probabilistic methods, the explicit construction that achieves the optimal parameters remain open to the best of our knowledge. Fortunately, the near-optimal construction by Guruswami et al. [31] suffices to meet our need. As a result, we provide an explicit construction of a non-adaptive measurement plan for the SCQGT problem with suboptimal pooling complexity \( o(n^{\lambda + \rho}) \) for all \( \rho > 0 \). It is worth noting that our embedding approach is not limited to the noisy SCQGT problem. It suggests a general principle to construct deterministic and non-adaptive pooling algorithms for problems with noise and a sparse structure. We have a detailed discussion in Section V.

Part of the materials of this paper was published in the conference version [1]. In this journal version, the complete solution to the explicit construction of the deterministic non-adaptive CQGT measurement plan is given, which is the novel part not presented in [1].

Related Works
There are several closely related works about CQGT with adversarially perturbed measurements [19], [32]–[34]. However, their noise model are all quite different from ours. In [19], there are three possible outcomes: the correct sum, an erroneous outcome with an arbitrary value, and an erasure symbol "?". When the total number of erroneous (or erasure) outcomes is assumed to be at most a fraction of the total number of measurements, which can be viewed as a \( \ell_0 \)-norm constraint on the perturbation vector, the optimal non-adaptive pooling complexity is characterized to within a constant factor. Another line of related works pertain to the binary multiple-access adder channel [32]–[34], where the perturbation vector is constrained in the \( \ell_1 \)-norm. In contrast, the noise model in our work constrains the perturbation vector in the \( \ell_\infty \)-norm, which makes perfect detection impossible, while in the related works mentioned above, only the perfect-detection criterion is considered.

Other related group testing problems are discussed as follows. Threshold group testing (TGT) deals with approximate recovery under adversarial noise with binary response. Their pooling responses can be directly reduced from ours by passing through an additional three-level quantizer with a lower threshold \( l \) and an upper threshold \( u \).

\[
f(x) = \begin{cases} 
0, & x \leq l \\
\text{arbitrary}, & l < x < u \\
1, & u \leq x 
\end{cases}
\]

Consequently, our lower bound holds in their setting, and their algorithms can always be transformed to our setting. However, existing literature about TGT are all focused on either the case with a zero-gap \( g = 0 \) \((g := u - l - 1)\) [35], [36] or approximately recover data set to within \( \Theta(g) \) errors [37]–[39], which corresponds to a more stringent recovery criteria than ours. Group testing with adversarial flipped noise [40] has an incomparable noise model with ours. It uses \( m = O(d \log(n)) \) measurements to recover any \( d \)-sparse binary vectors within \( O(d) \) decoding
errors with up to \( \delta m \) false positive and \( O(m/d) \) false negative in pooling responses, for any constant \( \delta < 1 \). Semiquantitative group testing (SQGT) [41], [42] consider noiseless QGT with an additional integer-valued quantizer at the output of the measurements. It can always achieve perfect recovery. It is worth mentioning that in [42], their construction also uses lossless unbalanced bipartite expanders, but with a different method and high-level intuition from ours.

The rest of the paper is organized as follows. In Section II, we introduce the noisy CQGT and SCQGT problems and provide results of fundamental limits. In Section III, we explicitly construct pooling designs and corresponding decoding algorithms for noisy CQGT and SCQGT problems. In Section IV, we prove theorems of fundamental limits stated in Section II. In Section V, we conclude our work, provide several future directions, and discuss about a general principle extended from our embedding method to construct deterministic and non-adaptive pooling algorithms for problems with noise and a sparse structure.

II. QUANTITATIVE GROUP TESTING PROBLEM AND ITS FUNDAMENTAL LIMITS

In this section, let us first define the combinatorial quantitative group testing (CQGT) problem and other related notions, and then provide the characterization of its fundamental limits.

A. Problem formulation

The following are the key elements of a CQGT problem.

1) Data: for each item indexed by \( j = 1, \ldots, n \), we use \( x_j \in \{0, 1\} \) to denote whether or not the \( j \)-th item is defective. Hence, the \( n \)-by-1 data vector

\[
\mathbf{x} := \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_n \end{bmatrix}
\]

is the target to be reconstructed from the noisy measurements.

2) Counting measurements: the pool of items in the \( i \)-th counting measurement can be represented by an 1-by-\( n \) pooling vector \( \mathbf{r}_i \in \{0, 1\}^{1 \times n} \), and the outcome of the counting measurement is \( \mathbf{r}_i \mathbf{x} \). For a non-adaptive pooling algorithm, the measurement plan can be concisely represented by an \( n \)-by-\( s \) pooling matrix

\[
\mathbf{R} := \begin{bmatrix} \mathbf{r}_1 \\ \mathbf{r}_2 \\ \vdots \\ \mathbf{r}_s \end{bmatrix}
\]

with its \( i \)-th row being the \( i \)-th pooling vector \( \mathbf{r}_i \). Here \( s \) denotes the number of measurements, termed pooling complexity.
3) Perturbed outcomes: the outcome of the $i$-th measurement is $y_i = r_i x + n_i$, where $n_i \in [-d_n, d_n]$ denotes the bounded additive perturbation in the $i$-th measurement. The $s$ outcomes of the measurements can be concisely written as an $s$-by-1 vector

$$y := \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_s \end{bmatrix} = Rx + n,$$

where $n$ is the perturbation vector with $\|n\|_{\infty} \leq d_n$.

4) Detection: for any data vector $x \in \{0, 1\}^{n \times 1}$, the estimate generated by the detection algorithm (denoted by $\hat{x}$) should be close to $x$. In particular, the Hamming distance between $\hat{x}$ and $x$ should not be greater than $k_n$, that is, $\|\hat{x} - x\|_0 \leq k_n$.

A pooling matrix $R$ is said to solve the above CQGT problem if

$$\|Rx - Rx'\|_{\infty} > 2d_n, \quad \forall x, x' \in \{0, 1\}^{n \times 1} \text{ with } \|x - x'\|_0 > k_n.$$ (1)

Let us introduce the following definition.

**Definition 2.1:** $(n, k_n, d_n)$-CQGT denotes the combinatorial quantitative group testing problem defined above. If a pooling matrix $R$ is a solution to $(n, k_n, d_n)$-CQGT, it is called an $(n, k_n, d_n)$-detecting matrix. $s_{\text{CQGT}}^*(n, k_n, d_n)$ denotes the smallest possible pooling complexity among all non-adaptive pooling algorithms, that is, it is the smallest height of $(n, k_n, d_n)$-detecting matrices.

Throughout our development, it turns out that CQGT with an additional sparsity constraint, which we call sparse combinatorial group testing (SCQGT), can be and should be explored simultaneously, as it serves as part of our explicit construction of non-adaptive CQGT measurement plans. Let us introduce the following definition to better refer to this problem.

**Definition 2.2:** $(n, k_n, d_n, l_n)$-SCQGT denotes the combinatorial quantitative group testing problem $(n, k_n, d_n)$-CQGT with the additional sparsity assumption on the data vector $x$, that is, $\|x\|_0 \leq l_n$. If a pooling matrix $R$ is a solution to $(n, k_n, d_n, l_n)$-SCQGT, with a slight abuse of notation, it is called an $(n, k_n, d_n, l_n)$-detecting matrix. $s_{\text{SCQGT}}^*(n, k_n, d_n, l_n)$ denotes the smallest possible pooling complexity among all non-adaptive pooling algorithms, that is, it is the smallest height of $(n, k_n, d_n, l_n)$-detecting matrices.

**B. Fundamental limits on the pooling complexity**

Our first piece of contribution is the characterization of the optimal non-adaptive pooling complexity for $(n, n^\kappa, n^\delta)$-CQGT, $0 < 2\delta < \kappa < 1$. The characterization is tight to within a constant factor that is independent of $(n, \kappa, \delta)$, as stated in the following theorem.

**Theorem 2.1:** For $0 < 2\delta < \kappa < 1$,

$$s_{\text{CQGT}}^*(n, n^\kappa, n^\delta) = \frac{1}{1 - 2\delta \log n} n$$

up to a constant factor that is independent of $(n, \kappa, \delta)$. 
**Proof:** The proof comprises two parts: achievability and converse, established in the lemmas below.

**Lemma 2.1 (CQGT Achievability):** For \(0 < 2\delta \leq \kappa < 1\),

\[
\limsup_{n \to \infty} \frac{s^*_{\text{CQGT}}(n, n^\kappa, n^\delta)}{n/\log n} \leq \frac{8}{1 - 2\delta}.
\]

In words, there exists a sequence of \((n, n^\kappa, n^\delta)\)-detecting matrices with pooling complexity not greater than \(\frac{8}{1 - 2\delta} n/\log n\) as \(n \to \infty\).

**Lemma 2.2 (CQGT Converse):** For \(0 < 2\delta \leq \kappa < 1\),

\[
s^*_{\text{CQGT}}(n, n^\kappa, n^\delta) \geq \frac{2}{1 - 2\delta} \frac{n}{\log n}.
\]

The two lemmas complete the proof of the theorem. The proof of achievability (Lemma 2.1) is in Section IV-A, which uses a probabilistic argument to prove the existence of good pooling matrices. Converse (Lemma 2.2) is proved in Section IV-B, which is based on extending a counting argument with its root in [10].

It is interesting to note that the leading coefficient does not depend on the order of the detection criterion \(\kappa\). In other words, as long as partial detection to within \(n^\kappa\) successfully detection items is allowed, the number of pools to be measured only depend on the strength of the adversarial perturbation \(n^\delta\), where \(\delta \leq \kappa/2\).

When the defective items are sparsely populated in the data set, the number of pools needed to be measured should be smaller. The following theorem characterizes the optimal non-adaptive pooling complexity for \((n, n^\kappa, n^\delta, n^\lambda)\)-SCQGT when \(0 < 2\delta \leq \kappa < \lambda < 1\).

**Theorem 2.2:** For \(0 < 2\delta \leq \kappa < \lambda < 1\),

\[
s^*_{\text{SCQGT}}(n, n^\kappa, n^\delta, n^\lambda) = \begin{cases} \frac{1-\lambda}{\lambda-2\delta} n^\lambda, & 2\delta < \kappa \\ \frac{1-\lambda}{\lambda-2\delta} \log n, & 2\delta = \kappa \end{cases}
\]

up to a constant factor that is independent of \((n, \kappa, \delta, \lambda)\).

**Proof:** Similar to the proof of Theorem 2.1, the following two lemmas correspond to achievability and converse respectively, and their combination completes the proof.

**Lemma 2.3 (SCQGT Achievability):** For \(0 < 2\delta \leq \kappa < \lambda < 1\),

\[
\limsup_{n \to \infty} \frac{s^*_{\text{SCQGT}}(n, n^\kappa, n^\delta, n^\lambda)}{n^\lambda} \leq \frac{4(1-\lambda)}{\lambda - 2\delta}, \quad 2\delta < \kappa
\]

\[
\limsup_{n \to \infty} \frac{s^*_{\text{SCQGT}}(n, n^\kappa, n^\delta, n^\lambda)}{n^\lambda \log n} \leq \frac{4(1-\lambda)}{\lambda - 2\delta}, \quad 2\delta = \kappa
\]

**Lemma 2.4 (SCQGT Converse):** For \(0 < 2\delta \leq \kappa < \lambda < 1\),

\[
s^*_{\text{SCQGT}}(n, n^\kappa, n^\delta, n^\lambda) \geq \begin{cases} \frac{2(1-\lambda)}{\lambda - 2\delta} n^\lambda, & 2\delta < \kappa \\ \frac{2(1-\lambda)}{\lambda - 2\delta} \log n, & 2\delta = \kappa \end{cases}
\]

Proofs of the above two lemmas are similar to those of Lemma 2.1 and 2.2 and hence are appended after the proof of Lemma 2.1 and 2.2. 
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III. Explicit Construction of an Asymptotically Optimal Non-Adaptive Pooling

In this section, first we give a basic construction of a non-adaptive measurement plan for \((n, n^\kappa, n^\delta)\)-CQGT that can only effectively distinguishing those data pairs with linear-in-\(n\) Hamming distances. If we also apply it to data pairs with sublinear-in-\(n\) Hamming distances, then the overall pooling complexity would have the optimal order in \(n\) but a suboptimal leading coefficient in terms of \(\kappa, \delta\) in Section III-A. To achieve a better leading coefficient, a non-adaptive pooling algorithm for SCQGT is developed for data pairs with sublinear-in-\(n\) Hamming distances via the embedding method in Section III-B. This non-adaptive pooling algorithm is then combined with the basic non-adaptive measurement plan in Section III-A to give an explicit construction of a non-adaptive pooling algorithm with optimal leading coefficient of the pooling complexity in Section III-D, along with an efficient (nearly-linear-in-\(n\)) decoding algorithm. All results about decoding algorithms are elaborated in Section III-C.

A. A basic construction for distinguishing data pairs with linear-in-\(n\) Hamming distances

The basic construction of the non-adaptive CQGT measurement plan is given below. Some necessary notations are set up first. Let \(\epsilon = \kappa - 2\delta > 0\). Let \(\|n^{\epsilon/2}\|\) denote the smallest possible width of the detecting matrix for the noiseless coin weighing problem mentioned in Section 4 of [12] that is not smaller than \(n^{\epsilon/2}\), and \(M_{\|n^{\epsilon/2}\|}\) be the corresponding detecting matrix. Let \(\|n^{1-\epsilon/2}\|\) denote the smallest possible size of the Hadamard matrix (Sylvester’s construction) that is not smaller than \(n^{1-\epsilon/2}\), and \(H_{\|n^{1-\epsilon/2}\|}\) be the corresponding Hadamard matrix. Let \(\bar{n} = \|n^{\epsilon/2}\| \|n^{1-\epsilon/2}\|\) and let

\[
Q_0^0 = H_{\|n^{1-\epsilon/2}\|} \otimes M_{\|n^{\epsilon/2}\|}
\]

the Kronecker product of the two matrices.

We are ready to give our basic construction. According to the above setup, entries of \(Q_0^0\) take value in \(\{0, \pm 1\}\). Let us find two \(\{0, 1\}\)-matrices \(Q_1^0\) and \(Q_2^0\) such that \(Q_1^0 - Q_2^0 = Q_0^0\), concatenate them vertically into a new matrix \(Q_3^0\), and delete the last \(\bar{n} - n\) columns of \(Q_3^0\) to get \(Q\). The width of the matrix \(Q\) becomes \(n\), and \(Q\) stands for the measurement matrix that we would like to construct. By leveraging the structure of the Hadamard matrix along with the detecting capability of \(M\), we show that \(Q\) is a detecting matrix for CQGT with it pooling complexity summarized in the following theorem. As for decoding, later in Section III-C, we provide a companion two-step decoding algorithm for this non-adaptive measurement plan and show that it has \(O(n)\) time complexity.

**Theorem 3.1 (Basic Construction):** For \(n\) sufficiently large, \(Q\) is a \((n, n^\kappa, n^\delta)\)-detecting matrix with pooling complexity no more than \(\frac{48}{n - 2\delta} \frac{n}{\log_2(n)}\).

**Proof:** Let \(\epsilon \in (0, 1)\), and \(\|n^{\delta/2}\|\) denote the smallest width of noiseless detecting matrix corresponding to non-adaptive pooling algorithm mentioned in Section 4 of [12] that greater or equal than \(n^{\delta/2}\). Let \(\|n^{1-\delta/2}\|\) denote the smallest size of Sylvester’s type Hadamard matrix that greater or equal than \(n^{1-\delta/2}\). Let \(\bar{n} = \|n^{1-\delta/2}\|\|n^{\delta/2}\|\). One can easily get that \(n^{\delta/2} \leq \|n^{\delta/2}\| \leq 3n^{\delta/2}\), and \(n^{1-\delta/2} \leq \|n^{1-\delta/2}\| \leq 2n^{1-\delta/2}\), and consequently, \(n \leq \bar{n} \leq 6n\).

In order to proof that \(Q\) is a \((n, n^\kappa, n^\delta)\)-detecting matrix, we need to show that \(\forall a \neq b \in \{0, 1\}^n \text{ with } \|a - b\|_0 \geq n^\kappa, \|Q(a - b)\|_\infty \geq 2n^\delta\). Since \(Q\) is reduced(delete last \(\bar{n} - n\) column) from \(Q_3^0\), and \(Q_3^0\) is the concatenate of \(Q_1^0, Q_2^0\), and \(Q_0^0 = Q_1^0 - Q_2^0\). It suffices to show that for any \(a \neq b \in \{0, 1\}^\bar{n}\) with \(\|a - b\|_0 \geq n^\kappa, \|Q_0^0(a - b)\|_\infty \geq 2n^\delta\).
Let \( d = a - b = \left[ d_1, d_2, \ldots, d_{\left\langle n^{-\frac{1}{2}} \right\rangle} \right] \) be the equal length division of some difference vector, where \( a \neq b \in \{0, 1\}^n \). Let \( y = \left[ y_1, y_2, \ldots, y_{\left\langle n^{-\frac{1}{2}} \right\rangle} \right] = Q_0^d d \) be the equal length division of result vector. Since rows of Hadamard matrix form an orthogonal basis,

\[
\|y\|^2 = \|Q_0^d d\|^2 = \left\langle \left\langle n^{-\frac{1}{2}} \right\rangle \right\rangle \|M_{\left\langle n^{-\frac{1}{2}} \right\rangle} d_i\|^2
\]

Moreover, \( M_{\left\langle n^{-\frac{1}{2}} \right\rangle} \) is a noiseless detecting matrix. Therefore, \( \forall d_i \neq 0, M_{\left\langle n^{-\frac{1}{2}} \right\rangle} d_i \neq 0 \). Combined with the fact that \( M_{\left\langle n^{-\frac{1}{2}} \right\rangle} d_i \) is an integer vector, we conclude \( \|M_{\left\langle n^{-\frac{1}{2}} \right\rangle} d_i\|^2 \geq \left\langle \left\langle n^{-\frac{1}{2}} \right\rangle \right\rangle \|n^{-\frac{1}{2}}\| \geq \frac{n^1+n-\epsilon}{3} \)

finally, remember that the height of \( y \) equals to the height of \( M_{\left\langle n^{-\frac{1}{2}} \right\rangle} \) times the height of \( H_{\left\langle n^{-\frac{1}{2}} \right\rangle} \), which is

\[
\left( \frac{2\left\langle n^{-\frac{1}{2}} \right\rangle}{\log_2 \left( \left\langle n^{-\frac{1}{2}} \right\rangle \right)} + O \left( \frac{\left\langle n^{-\frac{1}{2}} \right\rangle \log_2 \left( \left\langle n^{-\frac{1}{2}} \right\rangle \right)}{\log_2 \left( \left\langle n^{-\frac{1}{2}} \right\rangle \right)} \right) \right)
\]

\[
\left\langle n^{-\frac{1}{2}} \right\rangle \leq \frac{12n}{\log_2 (n^2)} + O \left( \frac{n \log_2 (\log_2 (n))}{\log_2 (n)} \right)
\]

\[
\leq (1) \frac{48n}{\epsilon \log_2 (n)} = (2) \frac{48n}{(\kappa - 2\delta) \log_2 (n)} = o \left( \frac{n}{3} \right)
\]

When \( n \) large enough, inequality (1) follows. Equality (2) follows from that we choose \( \epsilon = \kappa - 2\delta \). So we have,

\[
\|y\|_\infty \geq \sqrt{\frac{4}{n^2}} \geq \frac{4n^{(1+\kappa-\epsilon)-1}}{n^2} = \frac{1}{2} n^\delta.
\]

Equality (1) follows from that we choose \( \epsilon = \kappa - 2\delta \). Hence we can see that, \( \forall a \neq b \in \{0, 1\}^n \) with \( \|a - b\|_0 \geq n^\kappa \), \( \|Q_0^d (a - b)\|_\infty \geq 2n^\delta \), which implies \( Q \) is a \((n, n^\kappa, n^\delta)\)-detecting matrix, and by (4), the pooling complexity of this construction is no more than \( \frac{48n}{(\kappa - 2\delta) \log_2 (n)} \).

Compared with the information theoretic limit in Theorem 2.1, note that for the basic construction, the leading coefficient in the pooling complexity in terms of \( \kappa \) and \( \delta \) is suboptimal. In other words, if one would like to achieve a better pooling complexity, the error-correcting capability of the basic construction is weakened. Towards improving the leading coefficient in the pooling complexity of the above basic construction, we shall employ a sufficiently good non-adaptive pooling algorithm for \((n, n^\kappa, n^\delta, n^\lambda)\)-SCQGT to compensate such degradation. The idea goes as follows.

Choose a \( \lambda \in (\kappa, 1) \) and take the aforementioned basic construction for \((n, n^\lambda, n^\delta)\)-CQGT with it pooling matrix being \( Q \). Suppose we are also given a non-adaptive measurement plan for \((n, n^\kappa, n^\delta, n^\lambda)\)-SCQGT with it pooling matrix being \( P \). Then, we concatenate \( Q \) and \( P \) vertically to get a taller pooling matrix

\[
R = \begin{bmatrix} Q \\ P \end{bmatrix}
\]
By definition of the detecting matrices,
\[ \|Qx\|_\infty \geq 2n^\delta, \quad \forall x \in \{0, \pm 1\}^n \text{ with } \|x\|_0 \geq n^\lambda, \]
\[ \|Px\|_\infty \geq 2n^\delta, \quad \forall x \in \{0, \pm 1\}^n \text{ with } 2n^\lambda \geq \|x\|_0 \geq n^\kappa. \]

Hence, \( \|Rx\|_\infty = \max\{\|Qx\|_\infty, \|Px\|_\infty\} \geq 2n^\delta \) for all \( x \in \{0, \pm 1\}^n \) with \( \|x\|_0 \geq n^\kappa \). This suggests that \( R \), the vertical concatenation of \( Q \) and \( P \), is a detecting matrix for \((n, n^\kappa, n^\delta)\)-SCQGT. Its pooling complexity is the sum of those of \( P \) and \( Q \). Since the pooling complexity of \( Q \) is asymptotically no more than \( \frac{48}{\lambda - 2\delta} \frac{n}{\log^2 n} \), as long as \( \mathbb{P} \) is \( o\left(\frac{\lambda}{\log n}\right) \), the overall pooling complexity can be made \( \frac{48}{1 - 2\delta} \frac{n}{\log^2 n} \) to within a constant factor by setting \( \lambda \to 1 \).

B. Explicit construction of the pooling matrix for distinguishing data pairs with sublinear-in-\( n \) Hamming distances

With the discussion in Section III-A, the remaining problem is how to construct explicit pooling matrix for \((n, n^\kappa, n^\delta, n^\lambda)\)-SCQGT. To construct such matrix with the desired pooling complexity, we propose an approach, called embedding method, to reduce the original problem into constructing an unbalanced bipartite expander, so that once the construction of the bipartite expander is found, it leads to the construction of a \((n, n^\kappa, \sqrt{\frac{1 - \delta}{2}} n^\delta, n^\lambda)\)-detecting matrix with height asymptotically being \( n^\lambda \left(\frac{\lambda \log^2 n}{\epsilon n}\right)^\frac{3}{4} \sqrt{\frac{1}{3\lambda} \log n \log \left(\frac{2n - 1}{n^\delta} n^\lambda\right)} = o(n^{\lambda + \rho}) \) for all \( \rho > 0 \), satisfying the aforementioned desired requirement on the height of \( P \).

The high-level idea behind our embedding method goes as follows. If we can embed our construction for CQGT \( Q \) with width roughly equal to the sparsity level of the SCQGT problem in \( P \) such that whatever the underlying support set of hidden data \( x \) is, the corresponding column-submatrix always contain a row-submatrix equal to \( Q \), where column(row)-submatrix mean submatrix composed by certain columns(rows) of the original matrix. The constructed \( P \) would be a good pooling matrix for the SCQGT problem because whatever the support of the underlying data is, it always sees \( Q \), a good pooling matrix for CQGT. Consequently, we reduce the SCQGT problem to the CQGT problem non-adaptively. However, this exact embedding criteria is unlikely to reach. Since we need to make sure that all \( \binom{n}{2n^\lambda} \) submatrices \( P_{2n^\lambda} \) satisfy this criterion. The key ingredient of our embedding method is that we can relax this exact embedding criterion if we have a robust pooling matrix for the CQGT problem. Suppose we carefully design a robust pooling matrix \( H \) such that it remains a pooling matrix for the CQGT problem even if part of the matrix is perturbed arbitrarily. In that case, we can largely relax our embedding criteria since we only need \( P_{2n^\lambda} \) looks roughly like \( H \) instead of exactly equal to \( H \). Once the difference between them does not exceed the robustness level of \( H \), \( P \) would remain a good pooling matrix for the SCQGT problem.

It turns out that Hadamard matrices with size \( 2n^\lambda \) are a good candidate for \( H \) and we can perform our embedding by leveraging a combinatorial structure called unbalanced bipartite expanders.

**Definition 3.1 (Bipartite Graphs):** A bipartite graph \( \mathcal{G} = (L, R, E) \) consists of the set of left vertices \( L \), the set of right vertices \( R \), and the set of edges \( E \), where each edge in \( E \) is a pair \((i, j)\) with \( i \in L \) and \( j \in R \). Note that we follow the convention that left and right vertex sets are equivalently represented by their index sets, that is, the following equivalence:

\[ L \equiv [N] := \{1, \ldots, N\}, \quad R \equiv [M] := \{1, \ldots, M\}, \]
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where \(|L| = N\) and \(|R| = M\).

A bipartite graph is called left-\(D\)-regular if each left vertex \(i \in L\) has exactly \(D\) neighbors in the right part \(R\), that is, the cardinality of the neighbor of \(i\) (denoted by \(\Gamma(i)\)) is exactly \(D\) for all \(i \in L\).

**Definition 3.2 (Bipartite Expanders):** A bipartite, left-\(D\)-regular graph \(G = ([N], [M], E)\) is called a \((N, M, D, K, A)\)-bipartite expander if \(\forall S \subseteq [N]\) with \(|S| \leq K\),

\[|\Gamma(S)| \geq A|S|,\]

where \(\Gamma(S) := \bigcup_{i \in S} \Gamma(i)\), the union of all neighbors of nodes in \(S\).

Before we proceed, let us give an example of a \((6, 4, 2, 2, 1)\)-bipartite expander in Figure 1.

![Induced matrix \(B_G\)](Fig. 1: A \((6, 4, 2, 2, 1)\)-bipartite expander and its induced matrix \(B_G\).)

In our construction, we heavily rely on the binary matrix (denoted by \(B_G\)) induced by a bipartite graph \(G = (L, R, E)\), with its \((i, j)\)-th entry being

\[(B_G)_{i,j} := \begin{cases} 1, & \text{if } (i, j) \in E; \\ 0, & \text{otherwise}. \end{cases}\]

Hence, by definition, for a \((N, M, D, K, A)\)-bipartite expander \(G\), its corresponding induced binary matrix \(B_G\) satisfies the following two properties:

- Each of its column vector is \(D\)-sparse, that is, each of them has exactly \(D\) 1’s.
- For any \(k\) of its column vectors \(B_{i_1}, \ldots, B_{i_k}\), \(1 \leq k \leq K\), \(\|\bigvee_{j=i_1, \ldots, i_k} B_j\|_0 \geq Ak\), where \(\bigvee\) denotes the bit-wise “or” operation of binary column vectors.

We are now ready to describe the proposed reduction. Consider a \((N, M, D, K, A)\)-bipartite expander \(G\), with its parameters \((N, M, D, K, A)\) to be specified later. The proposed pooling matrix \(P\) takes the following form:

\[
P = \begin{bmatrix}
D_1 \\
\vdots \\
D_D
\end{bmatrix},
\]

where \(D_1, \ldots, D_D\) are block matrices to be constructed from the expander \(G\), as described in the following steps:
1) First, take the induced binary matrix $B_G$ of the $(N,M,D,K,A)$-bipartite expander $G$.

2) Second, decompose $B_G$ into $D$ binary matrices $B_1, \ldots, B_D$, such that each of their columns has exactly one non-zero element, and

$$\sum_{i=1}^{D} B_i = B_G.$$

3) Third, for $i = 1, \ldots, D$, construct the $i$-th block matrix $D_i$ as

$$D_i = H_M B_i,$$

where $H_M$ is the Hadamard matrix of size $M$.

Let us illustrate the construction with an example depicted in Figure 2. In this example, we first decompose $B_G$ into $B_1 + B_2$, and then construct $D_1 = H_4 B_1$ and $D_2 = H_4 B_2$ respectively.

$$\begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}$$

Fig. 2: example of the reduction procedure

To this end, what remains is how to choose the parameters $(N,D,M,K,A)$ in the bipartite expander so that the constructed pooling matrix $P$ in (6) meets our need. It turns out that with the explicit construction of bipartite expanders by Guruswami et al. [31], we are able to choose

$$(N,D,M,K,A) = \left( n, \frac{\lambda \log(n)^2}{\epsilon^2}, D^2 n^{\frac{\lambda}{2}} \sqrt{\frac{\lambda \log(n)^2}{\epsilon^2}}, D^2 n^{\frac{\lambda}{2}} \sqrt{\frac{\lambda \log(n)^2}{\epsilon^2}}, n^{\lambda}, (1 - \epsilon)D \right)$$

in the explicit construction, and together with the reduction mentioned above, the desired pooling matrix $P$ can be obtained. The following theorem summarizes the guarantees of the constructed $P$. 
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Theorem 3.2: With the above construction, the pooling matrix $P$ in equation (6) is $(n, n^c, \frac{\sqrt{n} - \epsilon}{2}, n^\lambda, n^\lambda)$-detecting and its pooling complexity is at most $n^\lambda \left( \frac{\lambda \log(n)^2}{e} \right)^3 \frac{3^{3A \log(n) \log \left( \frac{\lambda \log(n)^2}{e} \right)}}{4}$. 

Proof:

Recall that form of the constructed matrix $P$ in (6). For each $D_i$,

$$\forall x, x' \in \{0, 1\}^n, \|x\|_0, \|x'\|_0 < n^\lambda,$$

$$\|D_i (x - x')\|_2^2 = \|H_M B_i (x - x')\|_2^2 \geq (a) M \|B_i (x - x')\|_2^2 \geq (b) M |S_{x-x'}^i|$$

where $S_{x-x'}^i$ is defined as follows. Let supp$(x - x')$ be the support set of ternary vector $x - x'$. We then define

$$S_{x-x'}^i := \{ j \in \text{supp} (x - x') \, | \forall j \neq j \in \text{supp} (x - x'), B_i[j] \neq B_i[j'] \}$$

$B_i[j]$ denote the $j$-th column of matrix $B_i$.

(a) follows from the property of Hadamard matrix $(\forall x \in \mathbb{R}^M, \|H_M x\|_2^2 = M \|x\|_2^2)$. (b) follows from the definition of $S_{x-x'}^i$, and the fact that all column vector of $B_i$ are unit vectors, consequently there would be no two column vectors with indices in $S_{x-x'}^i$ contribute to the same element in $B_i (x - x')$. Combined with the fact that $x - x'$ is a ternary vector, each indices in $S_{x-x'}^i$ would correspond to an element in $B_i (x - x')$ with absolute value equal to 1.

Then

$$\|P (x - x')\|_2^2 = \sum_{i=1}^{D} \|D_i (x - x')\|_2^2 \geq \sum_{i=1}^{D} M |S_{x-x'}^i|$$

$$\geq (a) M (A \|x - x'\|_0 - (D - A) \|x - x'\|_0) = M (2A - D) \|x - x'\|_0$$

(a) follows from $B_i$ is an adjacency matrix of $(N, M, D, K, A)$-bipartite expander graph, the fact that $x - x'$ is a ternary vector, and the fact that if $B_i (\text{supp} (x - x')) > A |\text{supp} (x - x')|$, then there must be at least $(2A - D) |\text{supp} (x - x')|$ right nodes connect to only one left node in supp$(x - x')$.

Then

$$\|P (x - x')\|_\infty \geq (a) \sqrt{\frac{\|P (x - x')\|_2^2}{\text{size of } P}} \geq \sqrt{\frac{M (2A - D) \|x - x'\|_0}{DM}}$$

$$\geq \sqrt{\frac{2A - D}{D}} \|x - x'\|_0 \geq (b) \sqrt{\frac{2A - D}{D}} \|x - x'\|_0 \geq (c) \sqrt{\frac{2A - D}{D}} n^8$$

(a) follows from max always bigger than mean. (b), (c) follows from the context of $(n, n^c, \sqrt{1 - 2en^3}, n^\lambda)$-SCQGT problem.

For pooling complexity,

$$\text{size of matrix } P = \sum_{i=1}^{D} \text{size of matrix } D_i = MD$$

The remaining problem is how to choose good parameter $(N, D, M, K, A)$ and how to construct such bipartite expander explicitly. It turns out we can obtain explicit construction of bipartite expander from [31] Theorem 3.5 with parameter $N = n, D = \frac{\lambda \log(n)^2}{2} 2^{\frac{\lambda \log(n) \log \left( \frac{\lambda \log(n)^2}{e} \right)}{4}}, M = D^2 n^\lambda 2^{\frac{\lambda \log(n)^2}{4}}, K = n^\lambda, A = (1 - \epsilon)D$.

Finally, plug in these specific parameter, the proof is complete.
C. Decoding algorithms and complexities

Let us turn to the decoding algorithms for measurement plan mentioned in Theorem 3.1 in Section III-C1, and decoding algorithms for measurement plan mentioned in Theorem 3.2 in Section III-C2.

1) Decoding algorithm for Basic code

We propose a two step $O(n)$ decoding algorithm for the basic construction:

1) Deconstruction step

2) Rounding step

For the deconstruction step, let $y' = Qx' + n'$, $x' \in \{0, 1\}^n$. Since $Q$ is reduced from $Q_n^3$, $y' = Q_n^3x + n'$, $x = [x', o_{\bar{n} - n}] \in \{0, 1\}^{\bar{n}}$, where $o_{\bar{n} - n}$ is the zero vector with size $\bar{n} - n$. Let $\epsilon = \kappa - 2\delta$. We first subtract $y'_l$ (lower half of $y'$) from $y'_u$ (upper half of $y'$), then

$$y = y_u - y'_l = (Q_1 - Q_2^2)x + n_u - n'_l = Q_n^0x + n$$

Note that Sylvester’s type Hadamard matrix with size $2^d$ can be written as a Kronecker product of $H_2$ itself $d$ times

$$H_{2^d} = H_2 \otimes H_2 \otimes \ldots \otimes H_2 = H_2^\otimes d$$

hence

$$Q_n^0 = H_{\|n^{1 - \frac{1}{2}}\|} \otimes M_{\|n^{\frac{1}{2}}\|} = H_2 \otimes H_{\|n^{1 - \frac{1}{2}}\|} \otimes M_{\|n^{\frac{1}{2}}\|}$$

$$= H_2 \otimes Q_n^0 = \left( \begin{array}{cc} Q_n^0 \quad Q_n^0 \\ Q_n^0 \quad -Q_n^0 \end{array} \right)$$

then we can see that

$$y = \left( \begin{array}{c} y_u \\ y'_l \end{array} \right) = \left( \begin{array}{cc} Q_n^0 \quad 0 \\ 0 \quad Q_n^0 \end{array} \right) x + n$$

Next we do some row operation (deconstruction)

$$\left( \begin{array}{c} \frac{y_u + y'_l}{2} \\ \frac{y_u - y'_l}{2} \end{array} \right) = \left( \begin{array}{cc} Q_n^0 \quad 0 \\ 0 \quad Q_n^0 \end{array} \right) x + \left( \begin{array}{c} \frac{n_u + n'_l}{2} \\ \frac{n_u - n'_l}{2} \end{array} \right)$$

After some calculation

$$\left\| \left( \begin{array}{c} \frac{n_u + n'_l}{2} \\ \frac{n_u - n'_l}{2} \end{array} \right) \right\|^2 = \frac{n_u + n_l}{2}^2 + \frac{n_u - n_l}{2}^2 = \frac{\|n_u\|^2 + \|n_l\|^2}{2} = \frac{\|n\|^2}{2}$$

We can see that the two-norm square of noise vector reduce by half after one time deconstruction. Hence, after we do $\log_2 (\|n^{1 - \frac{1}{2}}\|)$ times deconstruction

$$R (y, \log_2 (\|n^{1 - \frac{1}{2}}\|)) = \left( \begin{array}{cccc} Q_n^0 \quad 0 \quad \ldots \quad 0 \\ 0 \quad Q_n^0 \quad \ldots \quad 0 \\ \vdots \quad \vdots \quad \ddots \quad \vdots \\ 0 \quad 0 \quad \ldots \quad Q_n^0 \end{array} \right) \left( \begin{array}{c} x_1 \\ x_2 \\ \vdots \\ x_{\|n^{1 - \frac{1}{2}}\|} \end{array} \right) + R (n, \log_2 (\|n^{1 - \frac{1}{2}}\|)) \quad (8)$$
Here we define $R(y, t)$, $R(n, t)$ as the corresponding vector after doing $t$ times deconstruction on column vector $y, n$.

Since $\|n\|_\infty \leq n^\delta$, and $s = o(n)$

$$\|R(n, \log_2 (\|n^{-1}\|))\|^2 = \frac{\|n\|^2}{\|n^{-1}\|} = \frac{o(n^{1+2\delta})}{n^{-1}} = o\left(n^{2\delta+2}\right)$$

Then we divide $R(y, \log_2 (\|n^{-1}\|)) = [y_1, y_2, ..., y_{\|n^{-1}\|}]$, $R(n, \log_2 (\|n^{-1}\|)) = [n_1, n_2, ..., n_{\|n^{-1}\|}]$ into equal length segment. From (8), we can see that

$$\forall i, y_i = Q^0_{\|n^{-1}\|} x_i + n_i = M_{\|n^{-1}\|} x_i + n_i$$

For the rounding step, for each $y_i$, we first do rounding, and then apply decoding algorithm for noiseless code mentioned in section 4 of [12].

Since we do rounding first, if $\|n_i\|_\infty < \frac{1}{2}$, then after rounding, the noisy part in $y_i$ will vanish, and so the decoding result $\hat{x}_i = x_i$, hence, for those $i$ such that $\hat{x}_i \neq x_i$, $\|n_i\|^2 \geq \frac{1}{4}$. Combine with (9), the number of segments that possible wrong is smaller than

$$\|R(n, \log_2 (\|n^{-1}\|))\|^2 = o\left(n^{2\delta+2}\right)$$

Since there are $\|n^2\|$ bits in each segment, the total number of error bits must smaller than

$$o\left(n^{2\delta+2}\right) \|n^2\| = o\left(n^{2\delta+2^2}\right) = o\left(n^n\right)$$

Finally, in each deconstruction step we takes $O\left(\frac{n}{\log_2(n)}\right)$ operations, and we do $\log_2 (\|n^{-1}\|)$ times of deconstruction, so the decoding complexity in deconstruction step is $O(n)$. For the rounding step, it is easy to check that the decoding complexity for each data segment $x_i$ is $O\left(\|n^2\|\right)$, and there are totally $\|n^{-1}\|$ segments, hence the total decoding complexity for the rounding step is $O\left(\|n^2\|\right) = O(n)$, so the total decoding complexity for basic code is $O(n)$.

2) **Decoding algorithm for** $(n, n^\kappa, n^\delta, n^\lambda)$-**SCQGT**: Let us turn to the decoding algorithms for measurement plan mentioned in Theorem 3.2.

**Theorem 3.3**: There is a decoding algorithm for the non-adaptive measure plan for $(n, 4n^\kappa, \sqrt{\frac{T - z_0}{z_0}} n^\delta, n^\lambda)$-SCQGT in Theorem 3.2 with decoding complexity $O\left(n^{\lambda(\lambda - 2\delta)\log(n)}\frac{1}{\epsilon}\log\left(\frac{\lambda\log(n)^2}{\delta}\right)^2\right)$.

**Proof**: The decoding procedure goes as follows.

1) Get the pooling result $y = \begin{bmatrix} y_1^T & \cdots & y_B^T \end{bmatrix}^T = P x + n = \begin{bmatrix} (D_1 x + n_1)^T & \cdots & (D_B x + n_B)^T \end{bmatrix}^T$.

2) Compute $\hat{y}_i = H^{-1}_M y_i = H^{-1}_M (D_i x + n_i) = H^{-1}_M H_M B_i x + H^{-1}_M n_i = B_i x + \bar{n}_i$, and then $y_i^* = B_i x + n_i^*$ which denote the rounding of $\hat{y}_i$.

3) Call the Sparse Matching Pursuit algorithm that is illustrated in Fig 2 of [43] as a black box with input $y^* = \begin{bmatrix} (y_1^i)^T & \cdots & (y_B^i)^T \end{bmatrix}^T = \begin{bmatrix} B_1^T & \cdots & B_B^T \end{bmatrix}^T x + \begin{bmatrix} (n_1^*_i)^T & \cdots & (n_B^*_i)^T \end{bmatrix}^T$. Get the result $x^* \in Z^n$ of Sparse Matching Pursuit algorithm with guarantee $\|x - x^*\|_1 = O\left(\|\begin{bmatrix} (n_1^*_i)^T & \cdots & (n_B^*_i)^T \end{bmatrix}^T\|_1 / D\right)$ from [43] Theorem 1.
4) Base on \( x^* \), we make some refinements. We set those elements of \( x^* \) that is smaller than 0 to 0, and those greater than 1 to 1. We use \( z^* \) to denote our final output.

Note that \( y_i^* \) is the rounding of \( y_i \), and elements of \( B_i, x \) are all integer, together implies \( n_i^* \) are integer vector, and \( \| n_i^* \|^2 \leq 4 \| n_i \|^2 \). Our noise model also implies \( \| n \|^2 = (\sqrt{1 - 2\epsilon n^2})^2 \times \text{size of } P = (1 - 2\epsilon) n^{2\delta} M D \).

Combine these two fact, we get
\[
\frac{\| (n_1^*)^T \ldots (n_D^*)^T \|_2^2}{2} = \sum_{i=1}^{D} \| n_i^* \|^2 \leq 4 \sum_{i=1}^{D} \| n_i \|^2 = 4 \sum_{i=1}^{D} \| H_M n_i \|^2 \leq 4 \sum_{i=1}^{D} \frac{\| n_i \|^2}{M} = \frac{4 \| n \|^2}{M} \leq 4 (1 - 2\epsilon) n^{2\delta} D
\]

since \( [(n_1^*)^T \ldots (n_D^*)^T]^T \) is an integer vector, we get
\[
\| x - x^* \|_1 = O \left( \frac{\| (n_1^*)^T \ldots (n_D^*)^T \|_1}{D} \right) = O \left( \frac{\| (n_1^*)^T \ldots (n_D^*)^T \|_2^2}{D} \right) = O \left( 4 (1 - 2\epsilon) n^{2\delta} \right)
\]

In step 4, since \( x \) is a binary vector,
\[
\| x - z^* \|_0 \leq \| x - x^* \|_1 = O \left( 4 (1 - 2\epsilon) n^{2\delta} \right) = O \left( 4 (1 - 2\epsilon) n^{2\delta} \right) = O \left( 4 (1 - 2\epsilon) n^n \right)
\]

Hence the output \( z^* \) satisfy the SCQGT guarantee.

For decoding complexity, note that the decoding complexity for step 2 is \( O (MD \log(M)) = O(n) \), for step 3, by [43] Theorem 1, is
\[
O \left( nD \log(D) \frac{\| x \|_1}{\| (n_1^*)^T \ldots (n_D^*)^T \|_1} \right) = O \left( n \frac{\lambda(\lambda - 2\delta) \log(n)^3 \sqrt{\frac{\lambda \log(n) \log\left(\frac{\lambda \log(n)^2}{\epsilon}\right)}}}{\epsilon} \right)
\]
for step 4 is \( O(n) \), hence the overall decoding complexity is dominated by step 3.

\[\blacksquare\]

\section*{D. Explicit construction of the optimal CQGT pooling matrix and decoding algorithm}

We are now ready to complete the program outlined in Section III-A, that is, to combine the non-adaptive measurement plan in Section III-A and the non-adaptive SCQGT pooling matrix in Section III-B to produce an non-adaptive scheme for the original CQGT problem. In particular, the following theorem summarizes the detecting capability of the constructed pooling matrix \( R \) in (5).

**Theorem 3.4**: In (5), if the submatrix \( Q \) is a \( (n, n^\lambda, n^{\delta}) \)-CQGT detecting matrix based on the construction in Section III-A and \( P \) is a \( (n, n^n, n^\delta, n^\lambda) \)-SCQGT detecting matrix based on the construction in Section III-B, then the matrix \( R \) is a \( (n, n^n, n^\delta) \)-CQGT detecting matrix. Moreover, there is an efficient decoding algorithm with decoding complexity
\[
\frac{\lambda(\lambda - 2\delta)}{\epsilon} O \left( n \log(n)^3 \sqrt{\frac{\lambda \log(n) \log\left(\frac{\lambda \log(n)^2}{\epsilon}\right)}{\epsilon}} \right)
\]

**Proof**:

**Step A**: First, employ the measurement plan of the basic construction in Section III-A for \( (n, n^\lambda, n^{\delta}) \)-CQGT and use the companion decoding algorithm (described in Section III-C). The decoded result is then represented as follows:
\[
\hat{x} = x - p, \quad (10)
\]
where $x$ is the true data vector and $p$ is $n^\lambda$-sparse $\{0, \pm1\}$-vectors. In this step, we make $s_A = \frac{48}{\lambda - 25} \frac{n}{\log_2 n}$ counting measurements.

Step B: In this step, $p$, the remaining mistakes made in Step A, will be detected. Compute $\hat{y} = P\hat{x}$, combined with $y = Px + n$ (part of the answer vector, where $n$ denote the noise vector), we get $z := y - \hat{y} = Pp + n$. Then called the SCQGT decoding algorithm mentioned in Theorem 3.3 to solve $z^*$. By Theorem 3.3, $P$ is a detecting matrix for $(n, 4n^\kappa, \sqrt{\frac{\lambda - 27}{2}} n^{\delta}, n^\lambda)$-SCQGT, and thus our final output $\hat{x} + z^*$ would differ from true data vector $x$ at most $4n^\kappa$ bits. In this step, we make $n^\lambda \left( \frac{\log(n)^2}{\epsilon} \right)^3 \frac{3}{4\sqrt{3}} \frac{\lambda \log(n) \log \left( \frac{\lambda \log(n)^2}{\epsilon} \right)}{\epsilon}$ counting measurements.

Note that in Step B, $p$ is ternary vector, not binary as supposed in Theorem 3.3, but it turns out that with little adjustment, the whole algorithm still work for ternary vector, and consequently the guarantee in Step B follows.

To sum up, the total number of mistakes made at the end is at most $4n^\kappa$ with the number of counting measurements no more than
\[
s_{\text{total}} = s_A + s_B = \frac{48}{\lambda - 25} \frac{n}{\log_2 n} + n^\lambda \left( \frac{\log(n)^2}{\epsilon} \right)^3 \frac{3}{4\sqrt{3}} \frac{\lambda \log(n) \log \left( \frac{\lambda \log(n)^2}{\epsilon} \right)}{\epsilon}.
\]
Asymptotically, when $n$ is large enough, $s_{\text{total}} \approx \frac{48}{\lambda - 25} \frac{n}{\log_2 n}$. Taking $\lambda \to 1$, $s_{\text{total}}$ tends to $\frac{48}{1 - 25} \frac{n}{\log_2 n}$. As a result, the total pooling complexity is $\frac{48}{1 - 25} \frac{n}{\log_2 n}$. Moreover, the total decoding complexity is dominated by Step B, the decoding algorithm in Theorem 3.3. Hence, the decoding complexity of the overall decoding algorithm is shown to be that claimed in the Theorem.

IV. PROOFS OF THE FUNDAMENTAL LIMITS

A. Proof of Achievability (Lemma 2.1 and 2.3)

A probabilistic argument is used to show the existence of good pooling matrices. In particular, we are going to upper bound the probability that a randomly generated matrix with height $s$ is not an $(n, k_n, d_n)$-detecting matrix. If this probability is strictly bounded below 1, then the existence of $(n, k_n, d_n)$-detecting matrices is established. In words, we are going to show that $s \leq \frac{8}{1 - 25} \frac{n}{\log n}$ is a sufficient condition for the upper bound mentioned above being strictly less than 1.

Let us now describe the random pooling matrix ensemble employed in this probabilistic argument. To simplify the analysis, we focus on pooling matrices with $\{\pm1\}$-entries. Note that any pooling vector with $\{\pm1\}$-entries can be generated by taking the difference of two pooling vectors with $\{0, 1\}$-entries. Hence, at the end of our analysis, to conform with the original CQGT problem formulation, we need to double the pooling complexity upper bound. The random pooling matrix ensemble is generated as follows: each element of the matrix is drawn from $\{\pm1\}$ uniformly at random, i.i.d. across all entries. With a slight abuse of notation, let $R$ denote this random matrix, that is,
\[
(R)_{i,j} \overset{\text{i.i.d.}}{\sim} \text{Unif}(\{\pm1\}), \forall (i,j) \in \{1, \ldots, s\} \times \{1, \ldots, n\},
\]
and let $R_i$ denote the $i$-th row of $R$. 
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Consider the event $E$ that $R$ is not an $(n, k_n, d_n)$-detecting matrix. By definition (Definition 2.1),

$$E = \left\{ \exists x, x' \in \{0, 1\}^{n \times 1} \text{ with } \|x - x'\|_0 > k_n \text{ and } \|Rx - Rx'\|_\infty \leq 2d_n \right\}. \quad (11)$$

For notational convenience, let us introduce

$$D^k_a = \{ x - y \mid x, y \in \{0, 1\}^{n \times 1}, a < \|x - y\|_0 \leq b \}$$

(12)
to denote the set of difference vectors of $\ell_1$-norm ranging from $a$ to $b$. With the notations above, the event $E$ can be succinctly written as

$$E = \bigcup_{d \in D^k_{n \times n}} \{ \|Rd\|_\infty \leq 2d_n \}. $$

Hence, by the Union Bound,

$$\Pr\{E\} \leq \sum_{d \in D^k_{n \times n}} \Pr\{\|Rd\|_\infty \leq 2d_n\} = \sum_{d \in D^k_{n \times n}} \prod_{i=1}^n \Pr\{R_i d \leq 2d_n\} \quad (13)$$

Noting that the event $\{R_i d \leq 2d_n\}$ is equivalent to the event that out of $\|d\|_0$ i.i.d. Unif$(\{\pm 1\})$ random variables, the number of $+1$ and the number of $-1$ differ by at most $d_n$, we have

$$\Pr\{R_i d \leq 2d_n\} = \sum_{\ell : \|d\|_0 - 2d_n \leq 2d_n} \left( \frac{\|d\|_0}{\ell} \right)^2 2^{-\|d\|_0} \leq 2d_n \left( \frac{\|d\|_0}{\ell} \right)^2 \frac{2^{-\|d\|_0}}{2} \quad (a)$$

$$= \left( \frac{2d_n}{\ell} \right)^{n-s/2} = \sum_{\ell = \lceil k_n \rceil + 1}^{n} |D_{\ell-1}^{k_n} \left( 2d_n \sqrt{2/\pi} \right)^s \ell^{-s/2} \quad (15)$$

(14)

To proceed, the range of the above summation is divided into three regimes and bounded separately: the first regime is $k_n \leq \ell \leq k_n n^{2\epsilon}$, the second regime is $k_n n^{2\epsilon} \leq \ell \leq n^{1-2\epsilon}$, and the third regime is $n^{1-2\epsilon} \leq \ell \leq n$, where $\epsilon$ is a positive constant that is smaller than $(1 - \log_n k_n)/4 = (1 - \kappa)/4$. Then,

$$\sum_{\ell = \lceil k_n \rceil + 1}^{n} |D_{\ell-1}^{k_n} \left( 2d_n \sqrt{2/\pi} \right)^s \ell^{-s/2} \leq (a) \frac{D_{k_n n^{2\epsilon}}^{k_n n^{2\epsilon}}}{2d_n \sqrt{2/\pi}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s$$

$$+ \frac{|D_{k_n n^{2\epsilon}}^{k_n n^{2\epsilon}}}{2d_n \sqrt{2/\pi}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s$$

$$+ \frac{3^n}{2d_n \sqrt{2/\pi}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s \leq (b) (2(n + 1))^{k_n n^{2\epsilon}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s$$

$$+ (2(n + 1))^{n^{1-2\epsilon}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s$$

$$+ (c) (2(n + 1))^{n^{1-2\epsilon}} \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s \quad (16)$$

$$= \left( 2(n + 1) \right)^{k_n n^{2\epsilon}} \left( n^{1-2\epsilon} \sqrt{2/\pi} \right)^s$$

$$+ (2(n + 1))^{n^{1-2\epsilon}} \left( n^{1-2\epsilon} \sqrt{2/\pi} \right)^s \quad (17)$$
\[ + 3^n \left( n^{\delta - \frac{1}{2} + \epsilon} \frac{\sqrt{8/\pi}}{2} \right)^s. \] (18)

(a) follows from dividing the whole summation into the three regimes mentioned above and applying the trivial lower bound of \( \ell \) in each regime. (b) follows from applying two different upper bounds on the sizes of difference sets:

\[
|D_a^b| = \sum_{j=a+1}^b \binom{n}{j} 2^j \leq \sum_{j=0}^b \binom{n}{j} 2^j \leq (n+1)^b 2^b,
\]

(19)

\[
|D_a^b| = \sum_{j=a+1}^b \binom{n}{j} 2^j \leq \sum_{j=0}^n \binom{n}{j} 2^j = 3^n.
\]

(c) follows from plugging in \( k_n = n^\epsilon, d_n = n^\delta \).

Finally, in order to ensure all the three terms (16) – (18) vanish as \( n \to \infty \), since it is the most stringent to drive (18) to zero, it suffices to choose

\[ s = \frac{\log (3) n}{(1/2 - \delta - \epsilon) \log (n) + 1}. \]

Picking sufficiently small \( \epsilon \in \left( 0, \frac{1-\delta}{4} \right) \), we immediately see that it is also sufficient to choose

\[ s = \frac{4}{1 - 2\delta \log n} \]

to ensure (16) – (18) all vanish as \( n \to \infty \). As a result, there exists a \( \{ \pm 1 \} \)-pooling matrix with size \( s = 4^{1-2\delta} \frac{n}{\log n} \).

Finally, note that a \( \{ 0, 1 \} \)-pooling matrix can be generated by simple row operations from \( \{ \pm 1 \} \)-pooling matrix, with the increase of the height by at most a factor of 2. Hence, there exists a binary pooling matrix with size \( s = \frac{8}{1-2\delta} \frac{n}{\log n} \), and this completes the proof of Lemma 2.1.

As for the proof of achievability for the sparse case (Lemma 2.3), we slightly modify the definition of event \( E \) in (11) as follows:

\[ E = \left\{ \exists x, x' \in \{ 0, 1 \}^{n \times 1} \text{ with } \|x\|_0, \|x\|_0 < l_n \right\} \text{ and } \|x - x\|_0 > k_n \text{ and } \|Px - Px\|_\infty \leq 2d_n \}

In words, it is the event that \( P \) is not an \( (n, k_n, d_n, l_n) \)-detecting matrix. Then, following the same proof program, an upper bound on the probability of this event, similar to (15), can be found as follows:

\[ \Pr \{ E \} \leq \sum_{\ell = [k_n]+1}^{2l_n} |\tilde{D}_{\ell-1}^b| \left( 2d_n \sqrt{2/\pi} \right)^s \ell^{-s/2}. \] (20)

Note that now in the definition of the difference set \( \tilde{D}_{\ell}^b \), there is an additional condition \( \|x\|, \|y\| \leq l_n \), compared to that of \( D_a^b \) in (12). Next, following the steps to upper bound (15) by (16) – (18), we derive an upper bound on (20) by diving the range of the above summation into three regimes and bounding them separately: the first regime is \( k_n \leq \ell \leq k_n n^{2\epsilon} \), the second regime is \( k_n n^{2\epsilon} \leq \ell \leq l_n n^{-2\epsilon} \), and the third regime is \( l_n n^{-2\epsilon} \leq \ell \leq 2l_n \), where \( \epsilon \) is a positive constant that is smaller than \((\log_2 l_n - \log_2 k_n)/4 = (\lambda - \kappa)/4 \). Then,

\[
(20) \leq \left| D_{k_n}^{k_n n^{2\epsilon}} \right| \left( \frac{2d_n}{k_n} \sqrt{2/\pi} \right)^s + \left| D_{k_n n^{-2\epsilon}}^{k_n n^{-2\epsilon}} \right| \left( \frac{2d_n}{k_n n^{2\epsilon}} \sqrt{2/\pi} \right)^s
\]
\[ D_{l_n}^{2n} u \leq (2(n + 1))^{k_n n^2} \left( \frac{2d_n}{\sqrt{l_n n^{-2}}} \right)^{s} \]
\[ + (2(n + 1))^{k_n n^2} \left( \frac{2d_n}{\sqrt{k_n n^{-2}}} \right)^{s} \]
\[ + 2^{2t_n \log_2 \left( \frac{n^2}{d_n n^2} \right)} \left( \frac{2d_n}{\sqrt{l_n n^{-2}}} \right)^{s} \]
\[ \leq (2(n + 1))^{n^{2} + 2s} \left( n^{\delta - \frac{2}{\pi}} \right)^{s} \]
\[ + (2(n + 1))^{n^{2} - 2s} \left( n^{\delta - \frac{2}{\pi}} \right)^{s} \]
\[ + 2^{2n^{k}(1 - \lambda) \log_2 \left( n \right) + \log_2 (e)} \left( n^{\delta - \frac{2}{\pi}} + \frac{2}{\pi} \right)^{s}. \]

(d) follows from (19), \( |\tilde{D}_s^b| \leq \sum_{j=0}^b \binom{n}{j} 2^b, \) and
\[ \sum_{j=0}^b \binom{n}{j} \leq \sum_{j=0}^b \frac{n^j}{j!} = \sum_{j=0}^b \frac{e^j}{j!} \leq e^b \left( \frac{e}{b} \right)^b. \]

(e) follows from plugging in \( l_n = n^\lambda, k_n = n^\kappa, d_n = n^\delta, 0 < 2\delta \leq \kappa < \lambda < 1. \)

Then, following the same discussion in the non-sparse case, in order to make (21) – (23) all vanish as \( n \to \infty, \) it suffices to choose a sufficiently small \( \epsilon \) and
\[ s = \begin{cases} 2(1 - \lambda) \frac{n^\lambda}{\lambda - 2\delta}, & 2\delta < \kappa \\ 2(1 - \lambda) \frac{n^\lambda \log_2 n}{\lambda - 2\delta}, & 2\delta = \kappa \end{cases} \]

As a result, there exists a \( \{0,1\}-pooling \) matrix with size
\[ s = \begin{cases} 4(1 - \lambda) \frac{n^\lambda}{\lambda - 2\delta}, & 2\delta < \kappa \\ 4(1 - \lambda) \frac{n^\lambda \log_2 n}{\lambda - 2\delta}, & 2\delta = \kappa \end{cases} \]

**B. Proof of Converse (Lemma 2.2 and 2.4)**

The proof of converse is based on packing. It will be shown that if a pooling matrix \( R \) is \( (n, k_n, d_n) \)-detecting, the number of measurements \( s \) (the height of \( R \)) must be greater than or equal to a certain threshold. The argument goes as follows. Note that the detection criterion (1) implies that, for any \( k_n \)-packing \( C_G \) with respect to \( \ell_1 \)-norm of a subset \( G \subseteq \{0,1\}^n, \) its image set after multiplying with \( R, \) \( R[G] := \{Rx \mid x \in C_G\}, \) must be a \( 2d_n \)-packing with respect to \( \ell_\infty \)-norm of the image set \( R[G] := \{Rx \mid x \in G\}. \) By properly choosing \( G, \) one can derive a good upper bound on the packing number of \( R[G] \) which is related to \( s, \) the height of \( R. \) Meanwhile, a lower bound of the packing number of \( G \) is also a lower bound of the packing number of \( R[G], \) which can be found by a simple counting argument. The two bounds are then combined to derive a lower bound of \( s. \)

Let us consider the \( k_n \)-packing number of \( G \) with respect to \( \ell_1 \)-norm. Note that it is lower bounded by the \( k_n \)-covering number of \( G \) with respect to \( \ell_1 \)-norm, and the covering number is further lowered by \( |G| \) divided by the cardinality of an \( \ell_1 \)-norm ball with radius \( k_n. \) Hence, there exists a maximal packing \( C_G \) with
\[ |C_G| \geq \frac{|G|}{\sum_{j=0}^{k_n} \binom{n}{j}} \geq \frac{|G|}{(n + 1)^k_n}. \]
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The choice of the subset $G$ is a second key to the proof. Since we are going to upper bound the $2d_n$-packing number with respect to $\ell_\infty$-norm of the image set $R_i[G]$, we select $G$ so that it is strictly contained in an $s$-dimensional cube of appropriate side lengths, say, $l_1, l_2, \ldots, l_s$. Then, as $R_i x$ are integers for all $x$ and $i = 1, \ldots, s$, the packing number with respect to $\ell_\infty$-norm is upper bounded by

$$
\prod_{i=1}^s \frac{l_i}{2d_n} = \prod_{i=1}^s \frac{l_i}{(2d_n)^s}.
$$

Combining (24) and (25), it can be seen that with $d_n = n^\delta$ and $k_n = n^\epsilon$, $\prod_{i=1}^s l_i \geq |G| / (n + 1)^{k_n} \Rightarrow s \left( \sum_{i=1}^s \frac{\log l_i}{s} - \delta \log n - 1 \right) \geq \log |G| - n^\epsilon \log(n + 1).

Hence, to get the desired lower bound on $s$, $l_i \approx \sqrt{n}$ within a poly-logarithm factor and $|G| \approx 2^n$.

The above discussion motivates us to make the following choice of $G$. Let $r_i := \frac{1}{2} \|R_i x\|_i$, the number of 1’s in the $i$-th counting measurement, $i = 1, \ldots, s$. To this end, let us define “atypical” sets to be excluded as follows: for $i = 1, 2, \ldots, s$,

If $r_i \geq \sqrt{n \log n}$,

$$
B_i := \{ x \in \{0,1\}^n : |R_i x - r_i/2| \geq \sqrt{r_i \log r_i} \}.
$$

If $r_i < \sqrt{n \log n}$,

$$
B_i := \emptyset.
$$

The “typical” set to be considered is hence

$$
G := \{0,1\}^n \setminus B, \quad \text{where } B := \bigcup_{i=1}^s B_i.
$$

To control the cardinality of $B_i$, let us employ Hoeffding’s inequality as follows: randomize the data vector so that the $n$ elements $X_1, \ldots, X_n$ are now $n$ i.i.d. $\text{Ber}(1/2)$ random variables. In other words, $X = [X_1 X_2 \ldots X_n]^T \sim \text{Unif}(\{0,1\}^n)$. As a result, for (27), $|B_i| = 2^n \text{Pr} \{|R_i X - r_i/2| \geq l_i/2\}$, with $l_i = 2\sqrt{r_i \log r_i}$. Note that given a pooling vector $R_i$, the outcome of the counting measurement, $R_i X$, is just the sum of $r_i$ i.i.d. $\text{Ber}(1/2)$ random variables. Hence, by Hoeffding’s inequality, with $l_i = 2\sqrt{r_i \log r_i}$,

$$
\text{Pr} \{|R_i X - r_i/2| \geq l_i/2\} \leq 2 e^{-l_i^2/2r_i} = 2r_i^{-2} \leq \frac{2}{n \log n}.
$$

Consequently, $\forall i = 1, \ldots, s$, $|B_i| \leq 2^n \frac{2}{n \log n}$, and

$$
|G| \geq 2^n - \sum_{i=1}^s |B_i| \geq 2^n \left( 1 - \frac{2s}{n \log n} \right) \geq 2^n \left( 1 - \frac{2}{\log n} \right),
$$

where in the last inequality, we make use of an implicit assumption that $n \geq s$ when $n$ is sufficiently large, due to the achievability part (Lemma 2.1).

Let us now turn back to inequality (26). The choice of $G$ in (27) – (29) together with the fact that $0 \leq R_i x \leq r_i$ (since it is the outcome of a counting measurement with $r_i$ items in the pool) ensures that the image set $R_i[G]$
is strictly contained in an \( s \)-dimensional cube with side lengths not greater than \( 2\sqrt{n \log n} \). Hence, (26) and (30) imply
\[
s \left( \log(2\sqrt{n \log n}) - \delta \log n - 1 \right) \geq \log \left( 2^n \left( 1 - \frac{2}{\log n} \right) \right) - n^\kappa \log(n + 1).
\]
As \( n \) tends to infinity, we conclude that
\[
\liminf_{n \to \infty} \frac{s}{n/\log n} \geq \frac{1}{1 - 2\delta}.
\]

The proof for the sparse case (Lemma 2.4) largely follows that of the non-sparse case, with slight modification of the definition of the “atypical” sets in (27) and (28): for \( i = 1, 2, \ldots, s \), the definition of \( B_i \) in (27) is changed to
\[
\{ x \in \{0, 1\}^n : \|x\|_0 \leq n^\lambda, |P_i x - \frac{p_i n^\lambda}{n}| \geq \sqrt{6\lambda n^\lambda \log n} \}.
\]
Accordingly, the “typical” set \( G \) becomes
\[
G := \{ x \in \{0, 1\}^n, \|x\|_0 \leq n^\lambda \} \setminus B, \text{ where } B := \bigcup_{i=1}^s B_i.
\]

Chernoff bound is then employed to control the cardinality of \( B_i \). Note that the new definition of \( B_i \) has an additional sparsity constraint \( \|x\|_0 \leq n^\lambda \). Removing the sparsity constraint, we have a set \( \tilde{B}_i \) with cardinality not smaller than that of \( B_i \). Now, randomize the data vector so that \( X_i \sim \text{Ber}(n^\lambda), i = 1, \ldots, n \). We first calculate
\[
\Pr \{ |P_i X - p_i n^\lambda| / n \geq \sqrt{6\lambda n^\lambda \log n} \},
\]
and then relate this quantity to \( |\tilde{B}_i| \).

\[
\Pr \{ |P_i X - p_i n^\lambda| / n \geq \sqrt{6\lambda n^\lambda \log n} \} \\
\leq (a) \frac{2(n^\lambda e^{\delta} + 1 - n^\lambda - 1)^{2i}}{e^t p_i n^\lambda - 1 + \sqrt{6\lambda n^\lambda \log n}} = 2 \frac{1 + n^\lambda - (e^t - 1)p_i}{e^t p_i n^\lambda - 1 + \sqrt{6\lambda n^\lambda \log n}} \\
\leq (b) \frac{2}{e^t p_i n^\lambda - 1 + \sqrt{6\lambda n^\lambda \log n}}.
\]

\( (a) \) follows from Chernoff bound. In order to get \( (b) \), it suffices to choose \( t \) such that
\[
t \left( p_i n^\lambda - 1 + \sqrt{6\lambda n^\lambda \log n} \right) - n^\lambda - 1 (e^t - 1) p_i \\
\geq 2\lambda \log(n) + 2 \log \left( \log(n) \right)
\]

Then we have
\[
(a) \ln \left( 1 + \frac{\sqrt{6\lambda n^\lambda \log n}}{n^\lambda p_i} \right) \left( p_i n^\lambda - 1 + \sqrt{6\lambda n^\lambda \log n} \right) - \sqrt{6\lambda n^\lambda \log n} := f(p_i) \\
\geq (b) \ln \left( 1 + \frac{\sqrt{6\lambda n^\lambda \log n}}{n^\lambda} \right) \left( n^\lambda + \sqrt{6\lambda n^\lambda \log n} \right) - \sqrt{6\lambda n^\lambda \log n} \\
\geq (c) \left( \frac{\sqrt{6\lambda n^\lambda \log n}}{n^\lambda} - \frac{6\lambda n^\lambda \log n}{2n^{2\lambda}} \right) \left( n^\lambda + \sqrt{6\lambda n^\lambda \log n} \right) - \sqrt{6\lambda n^\lambda \log n}
\]
\[
\frac{1}{2} \log n \left(1 - \frac{\sqrt{6 \lambda n^\lambda \log n}}{n^\lambda}\right) \geq 2 \lambda \log n + 2 \log (\log n)
\]

(a) follows from choose \( t = \ln \left(1 + \frac{\sqrt{6 \lambda n^\lambda \log n}}{n^\lambda}\right) \). (b) follows from the fact that \( f(p_i) \) is a decreasing function of \( p_i \) and \( 1 \leq p_i \leq n \). (c) follows from \( \ln(1 + x) \geq x - \frac{x^2}{2} \).

Consequently, \( \forall i = 1, \ldots, s, |B_i| \leq (a) \left(\frac{n}{n^\lambda}\right)^{2 \lambda} \), and

\[
|G| \geq \left(\frac{n}{n^\lambda}\right) - \sum_{i=1}^{s} |B_i| \geq \left(\frac{n}{n^\lambda}\right) \left(1 - \frac{2s}{n^\lambda (\log n)^2}\right)
\]

(33)

(a) follows from the fact that for all \( x \in \{0, 1\}^n, \|x\|_0 \leq n^\lambda \), those \( \|x\|_0 = n^\lambda \) has the smallest probability \( \left(\frac{n^\lambda}{n}\right)^n \left(1 - \frac{n^\lambda}{n}\right)^{n-n^\lambda} \), and \( \left(\frac{n}{n^\lambda}\right)^n \left(1 - \frac{n^\lambda}{n}\right)^{n-n^\lambda} \geq \frac{1}{\log n} \). where in (b), we make use of an implicit assumption that \( s = O(n^\lambda \log n) \) when \( n \) is sufficiently large, due to the achievability part (Lemma 2.3), and the fact that \( \left(\frac{n}{n^\lambda}\right) \geq n^{1-\lambda}n^\lambda \).

Finally, combine (26),(33), we get

\[
s \left(\log(2 \sqrt{6 \lambda n^\lambda \log n} - \delta \log n - 1) \right) \geq \log \left(n^{(1-\lambda)n^\lambda} \left(1 - \Theta\left(\frac{1}{\log n}\right)\right)\right) - n^\kappa \log(n+1).
\]

As \( n \) tends to infinity, we conclude that

\[
s \geq \begin{cases} 
2 \frac{(1-\lambda)}{\lambda - 2\delta} n^\lambda, & 2\delta < \kappa \\
2 \frac{(1-\lambda)}{\lambda - 2\delta} n^\lambda \log n, & 2\delta = \kappa
\end{cases}
\]

V. DISCUSSION, CONCLUSION, AND FUTURE WORK

A. Discussion

In section III-B, we focus on applying our embedding method to the specific noisy SCQGT problem. However, its high-level idea has potential in constructing deterministic and non-adaptive measurement algorithms for explicit construction in other problems with a sparse structure. We describe the embedding principle as an extension of our embedding method in the construction of the noisy SCQGT problem.

There are two steps in our embedding principle, which can be applied to construct deterministic and non-adaptive pooling algorithms for general problems with a sparse structure. First, we consider the same problem but without a sparse structure. Typically, the difficulty would be dramatically reduced. For example, a noisy, compressed sensing problem without sparse constraints reduce to a linear regression problem. Therefore we can get deterministic and non-adaptive constructions \( M \) more easily. Second, we tried to embed many small-versioned \( M \) into the final pooling matrix \( M_s \) for the original problem with sparse constraints so that whatever the support set of the hidden data is, the corresponding column-submatrix of \( M_s \) always contain a submatrix similar to \( M \). Consequently, \( M_s \) is a good pooling matrix for the original problem with sparse constraints.
B. Conclusion

In this work, we investigate combinatorial quantitative group testing (CQGT) problems, without or with a sparsity constraint, under adversarial but bounded noise. In particular, we assume that the noise vector is bounded by $n^\delta$ in $l_\infty$ norm and aim to reconstruct $n^\kappa$ out of $n$ bits. It falls into a broader class of problems where the goal is to recover a signal from group-wise information.

For CQGT, first, we characterize the fundamental limit, which turns out to be $\Theta \left( \frac{1}{1-2^\delta} \frac{n}{\log(n)} \right)$. Then, we construct an optimal deterministic pooling matrix with an efficient $o\left(n^{1+\epsilon}\right)$, $\forall \epsilon > 0$ decoding algorithm. Although we are focused on the binary-valued signals in this work, with a slight adjustment, our results can be extended to general integer-valued signals.

For SCQGT with sparsity level $n^\lambda$, we again characterize the fundamental limit on the pooling complexity, which turns out to be $\Theta \left( \frac{1-\lambda}{\lambda} n^\lambda \right)$. With two kinds of matrices—the Hadamard matrix and the adjacency matrix of bipartite expanders as building blocks, we construct a near-optimal pooling matrix with pooling complexity $n^\lambda \left( \frac{\lambda \log(n)}{\epsilon} \right)^3 4^\sqrt{\lambda \log(n) \log \left( \frac{\lambda \log(n)}{\epsilon} \right)}$ and an efficient $O\left(n^{1+\epsilon}\right)$, $\forall \epsilon > 0$ decoding algorithm. It is worth noting that this SCQGT sensing matrix can also distinguish sparse real-valued signals and hence can be applied to robust compressed sensing. The underlying embedding principle of constructed SCQGT algorithm has potential for other problems with sparse structures.

Finally, we emphasize that all pooling algorithms proposed in this work are combinatorial and non-adaptive, and hence they are ready for practical uses. Since the setting is combinatorial, the constructions can provide a deterministic guarantee and reduce the decoding complexity of time and space by leveraging its specific structure. Moreover, since they are non-adaptive, all pools can be conducted simultaneously, and further speed up is possible if parallelization is done properly.

C. Future works

There are several interesting directions.

1) Extending our embedding idea to other problems with sparse structure such as robust compressed sensing.

2) Time-varying data: In this work, the data we aim to recover is fixed and does not change between pools. Meanwhile, in many real applications such as group testing which aims to screen for the presence of virus of Covid-19, healthy individuals might be infected between pools, and thus the data we aim to recover change over time. Hence, it is an interesting direction for future works.

3) Correlated data: In this work, we focus on the combinatorial guarantee and hence can be applied to any data distribution. In practice, however, we usually deal with more constrained data distribution, and thus smaller pooling complexity is possible. For example, in the application of screening for the presence of virus of Covid-19, the data we aim to recover is highly correlated since there exist underlying social structures.

4) Optimal non-adaptive measurement plan for SCQGT: The fundamental limit of the pooling complexity for SCQGT, by the previous discussion, is $\Theta \left( n^\lambda \right)$. To date, all existing explicit non-adaptive constructions are suboptimal even for noiseless SCQGT. They only leverage sparse structures. But one must consider its arithmetic progression structures in order to reach its fundamental limit.
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