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Human pose and motion detection is an important area of computer vision research, covering the interplay of different fields such as image processing, pattern recognition, and artificial intelligence. Due to the complexity of human motion, existing 3D recognition and pose detection methods based on low-quality depth images are not very accurate and reliable. Due to the time-sensitive nature of features, a single feature cannot adapt to the dynamic changes of the scene, so it is difficult for the target tracking algorithm based on a single feature to achieve robust tracking results. If multiple features are fused and applied in the tracking algorithm, the complementarity between different features can be used to better adapt to the scene changes and achieve robust tracking results. In order to solve the problem of human pose and human motion recognition in low-quality depth images, this paper uses the Kinect somatosensory camera to obtain 20 human skeleton joint points through the Kinect skeleton tracking technology. This paper studies the typical human posture and interactive action recognition technology in daily life. On the basis of understanding the characteristics of skeletal data, this paper proposes a distance feature and angle feature model combined with human body structure. Through the experimental results, it is found that the distance feature and the angle feature value are basically not affected by the distance change. When the subjects turned 45° to the left and 45° to the right, the distance characteristics changed, which was different from the characteristic data when the subjects turned around.

1. Introduction

The so-called moving object tracking refers to the detection, extraction, identification, and tracking of moving objects in images and video sequences. And it acquires relevant parameters of moving objects, such as position, velocity, and trajectory, for postprocessing to achieve higher-level tasks such as position estimation and understanding the behavior of moving objects. Human pose detection and estimation in video images is a hot topic in the field of computer vision with many applications. There are many kinds of human features, and feature selection and feature extraction are the key issues in human motion analysis [1].

As a key technology in the field of computer vision, target tracking aims to accurately identify the region of interest of a target in a continuous image sequence and derive motion data such as target velocity and trajectory, and also provides the basis for solving various subsequent advanced vision problems such as target behavior analysis and target recognition. Human tracking and pose analysis play a very important role in human motion analysis, and content-based indexing and fast retrieval are also required in databases containing a large number of videos, such as sports videos. Although with the development of computer technology, computer hardware is also developing rapidly. But storing and processing large amounts of video data is still a heavy burden on today’s general-purpose computers, especially when the video data is uncompressed. In fact, for many applications, it is only a very small part of the video. Features such as human motion may be of interest. This is
to obtain relevant motion data by analyzing human motion in the video and then index and encode according to the motion data for fast retrieval.

Moving object detection can identify moving objects in a series of images. Currently, object tracking can track not only the entire human body but also a specific body part such as the head, face, arms, and legs. In this work, this paper analyzes the characteristics of Kinect. Kinect is used to store depth information, color information, and bone information of human poses, which are used to create a database of human poses. The images in the database need to be preprocessed for later feature extraction and classification without background and noise interference.

2. Related Work

Bhat et al. proposed a particle filter-based tracking algorithm for tracking objects in videos with vivid and complex environments. Particle filter (PF) algorithm is a typical representative of region matching based target tracking algorithm, which can achieve robust target tracking in complex backgrounds, narrow the target search range, and make the algorithm applicability greatly improved. Objects are represented in feature space by color distributions and KAZE features. The fusion of these two features will lead to efficient tracking as they have better performance under challenging conditions compared to other features. For the color distribution model, the Bhattacharya coefficient is used as the similarity index, while in the KAZE algorithm, the nearest neighbor distance ratio is used to match the corresponding feature points. The update model of the particle filter is based on kinematic formulas, and the weights of particles are controlled by an formula that combines color and KAZE features [2].

Gong F et al. proposed an innovative detection method based on flame multi-feature fusion. First, the motion detection and color detection of the flame are combined as a fire preprocessing stage. Second, although the flame is irregular, it has a certain similarity in the sequence of images. They then extracted features including the flame’s spatial variability, shape variability, and area variability to improve identification accuracy. They finally used the support vector machine for training, completed the analysis of the candidate fire images, and realized the automatic monitoring of the fire. Experimental results show that the proposed method can improve the accuracy and reduce the false positive rate, but it is not widely used [3]. Multiple object tracking understudies many smart video applications. Hassan proposed a new tracking solution. He exploits the power of recurrent neural networks to efficiently model complex temporal dynamics between objects regardless of appearance, pose, occlusion, and lighting. For online tracking, his real-time and accurate association of objects with activity trajectories is the main algorithmic challenge. Also, the reentry of objects should also be properly addressed. He adopted a hierarchical long short-term memory (LSTM) network structure to model the motion dynamics between objects by learning the fusion of appearance and motion cues, using a detection-tracking approach. Long short-term memory neural network (LSTM) is a special kind of recurrent neural network (RNN). Existing work captures the viewpoint of objects within the detected bounding box for tracking. His proposed motion representation and deep features representing object appearance are fused together [4]. Existing convolutional neural network- (CNN-) based trackers have limited tracking performance because the features extracted from single-layer or multilayer linear combinations are insufficient to describe the object appearance. To overcome this problem, Tang et al. proposed a novel tracking algorithm based on the interactive multimodal (IMM) framework to better explore deep features from different layers (IMM_DFT). In this method, they first build a measurement model from convolutional layers by applying correlation filters to hierarchical features. They then designed a hybrid system in order to efficiently estimate the target state of each layer. They use likelihood functions and transition probabilities to dynamically adjust the weights of each system. Extensive experiments show that the proposed algorithm achieves more favorable performance than several state-of-the-art methods [5]. Traditionally, most tracking algorithms use a single feature to describe an object. Considering the weaknesses of traditional localization algorithms in complex environments, Tong et al. proposed an object localization algorithm using multi-feature fusion and visual visibility. First, they utilize the visual visibility mechanism to process color histogram data to obtain visibility features and then extract foreground object models and background object models. Finally, they estimate the scale, rotation, and center point of the object based on the previous frame matching and localization data and obtain the new object position in the current frame. Experiments show that the proposed algorithm is able to track complex backgrounds and adapt to strong illumination changes, local events, fast motion, etc. [6]. Liu et al. proposed an efficient human mocap (motion capture device) data annotation method by using multiview spatiotemporal feature fusion. First, they utilize an improved hierarchical alignment cluster analysis algorithm. They divide the unknown human mocap sequence into several submotion segments; each submotion segment contains specific semantics. Then, two multiview features are discriminatively extracted and temporally modeled by a Fourier temporal pyramid to complement the features of each motion segment. Finally, they use discriminant correlation analysis to fuse these two types of motion features and further employ extreme learning machines to annotate each submotion segment. Extensive experiments in public databases show that the proposed method is effective compared to existing similar methods [7]. The above studies provide a detailed analysis of the application of target tracking techniques and multi-feature fusion. It is undeniable that these studies have greatly contributed to the development of the corresponding fields. We can learn a lot of lessons from the methods and data analysis. However, there are relatively few studies on human pose recognition in the field of target tracking techniques, and there is a need to fully apply these algorithms to the research in this field.
3. Multifeature Fusion Human Pose Tracking Algorithm Based on Moving Image Analysis

Human pose detection and motion recognition are important topics in the field of computer vision, and these topics include the position and motion of objects. These are recognized and analyzed through various image processing methods and techniques, machine learning, and pattern recognition. These include identifying, classifying, and monitoring objects associated with low- and mid-level vision processing and location detection, behavior analysis, and behavior understanding associated with higher-level processing, as shown in Figure 1 [8].

For the four video recognition system functions, the detection and tracking of human objects are very important to the system. These include detecting, recognizing, and monitoring human objects associated with lower-level processing, as shown in Figure 1 [8]. For the four video recognition system functions, the detection and tracking of human objects are very important to the system, involving the main visual problems, and many mature methods have been proposed. Human target detection methods include background removal method, frame difference method, and optical flow method [9]. The basic idea of the background removal method is to compare the input image with the background model and segment the moving target by determining changes in features such as grayscale or by using changes in statistical information such as histograms. This method is simpler to implement and has good real-time performance and can capture objects better when the complete background image is available. Optical flow is defined based on pixel points, reflecting the image changes due to motion during the time interval dt. The optical flow method is used to be able to detect objects independently, without the need for other information from the camera.

In the process of detecting human body posture, the technical difficulties are mainly reflected in the following aspects:

1. Difficulty in isolating areas of the human body in a rapidly changing environment: under ideal lighting and simple background conditions, existing image segmentation methods can extract human regions well. However, when the light is too bright or too dark and the background is complex, it is difficult for the image segmentation method based on monocular or binocular camera to accurately extract the human body area [10, 11]

2. The problem of self-recognition in the process of human gesture recognition

3. The problem of user independence: since different users are different, for example, they are tall or short, fat or thin, etc., these differences will bring great uncertainty to human gesture recognition

4. Independence of perspective: the perspective of the robot body will change according to the positional relationship between the robot and the user, and different perspectives will lead to large differences in the human posture images recorded by the camera. Therefore, it is technically difficult to obtain consistent features from different viewpoints in human pose recognition [12, 13]

Capture human motion video and extract features, then use mean shift to track human motion, and finally integrate the extracted human image into mixed reality.

In combining human body images with mixed reality, first separate the images from the mixed background library, and match the virtual background coordinates with the original human body video and the extracted binary image one by one [14]. Then the separated human body image is identified as the foreground background, so as to obtain the human body image in mixed reality; finally, the foreground image will be combined with the previous results frame by frame. Figure 2 is a schematic diagram of the synthesis of a human body image and a virtual background. Motion detection is an initial part of visual analysis and is the basis for processing procedures such as object classification, tracking, perception, and behavior description [15]. The ultimate goal of motion detection is to extract distant foregrounds from the background to form a subset of motion regions. Segmentation of motion regions is important for postprocessing, which also focuses on pixels within motion regions. However, the segmentation of moving regions is often affected by dynamic changes such as complex backgrounds, light waves, and shadows, which greatly increases the complexity of detection [16].

1. Face foreground segmentation: face foreground segmentation can be achieved through simple image processing techniques. It analyzes the position of each pixel in the human body based on the distance ratio and then uses edge detection to separate the human body from the full depth of the image.

Skeletal tracking is a technology that allows Microsoft to use the depth images captured by the Kinect to locate and locate key parts of the human body. This is the key technology for Kinect’s success. Regions and backgrounds are segmented and then the Kinect camera is calibrated. It uses
this image segmentation method to perform transformation
matrix segmentation on RGB images of human body
regions. This method is less affected by the environment
and has good real-time performance, which meets the
requirements of segmenting human body regions in a diffuse
environment [17].

(2) Human foreground images can be separated using
simple image processing techniques. Each pixel is
checked for proximity to a human body and then
separated from the full depth image by perimeter
detection [18, 19].

Binary segmentation of images can be viewed as a binary
labeling problem. Given an image \( S \) of size \( P \times Q \), the image
matrix can be regarded as a one-dimensional vector in row-
major order, and a one-dimensional label vector \( B = (B_1, \ldots, B_p, \ldots, B_{p\times q}) \) can be defined. The value range of the
element \( B_i \) in \( B \) is \( \{0, 1\} \), and when \( B_i = 0 \) is used, it means that
the \( i \)-th element of the image \( S \) is marked as the background.
On the contrary, it is expressed as the foreground [20]. To
segment the image \( S \) is to define a suitable label vector.
The image segmentation effect can be evaluated by calculating
the cost function of label \( A \).

\[
E(B) = \lambda \cdot R(B) + C, \tag{1}
\]

where

\[
R(B) = \sum_{i=1}^{p \times q} R_i(B_i), \tag{2}
\]

\[
C(B) = \sum_{(i,j)} C_{ij} \zeta(B_i, B_j),
\]

where

\[
\zeta(B_i, B_j) = \begin{cases} 
1, & \text{if } B_i \neq B_j, \\
0, & \text{else}, 
\end{cases} \tag{3}
\]

\[
C_{ij} = \alpha \exp \left( -\frac{(I_i - I_j)^2}{2\sigma^2} \right) / \text{dist}(i,j), \tag{4}
\]

The cost function includes two parts, the regional cost
\( R(B) \) and the relational cost \( R(C) \), and the coefficient \( \lambda \)
reflects the proportion of the regional cost and the relational
cost. The regional cost reflects the penalty for each pixel
being missegmented, such as \( R_i(1) \) represents the penalty
for marking the \( i \)-th pixel as foreground, and \( R_i(0) \) repres-
ts the penalty for marking the \( i \)-th pixel as background
[21]. \( R(.) \) is defined by defining the grayscale histograms
of the foreground and background: \( \Pr(I|O) \) and \( \Pr(I|C) \).

\[
\begin{align*}
R_i(0) &= -\ln \Pr(I|O), \\
R_i(1) &= -\ln \Pr(I|C), \tag{5}
\end{align*}
\]

The relational cost \( C(B) \) reflects the relation between
pixels. If the \( i \)-th pixel has a neighborhood relationship with
the \( j \)-th pixel, when marking the vector element \( B_i \neq B_j \), then
the boundary between \( i \) and \( j \) is the segmentation boundary
[22]. \( C_{ij} \) is used to judge the possibility of whether there is a
boundary between \( i \) and \( j \). It can be seen from the definition
that the \( C_{ij} \) and the adjacent pixel grayscale have an inverse
relationship; that is, the more similar the two pixel grayscales
are, the greater the \( C_{ij} \), and the greater the boundary cost of
considering the \( i \)-th and \( j \)-th pixels as segmentation [23].

In order to segment an image \( S \), the graph cut algorithm
constructs an undirected graph \( G \leq V \) according to the char-
acteristics of the image. Each pixel \( p \) in the image corre-
sponds to a node \( v \) in the graph. In addition, two
additional sink nodes, the target node (S) and the back-
ground node (T), are added to the graph; that is, there are

\[
V = P \cup \{S, T\}. \tag{6}
\]

There are two types of undirected edges \( E \) in the graph:
node edges and neighborhood edges. Each pair of adjacent
pixels \( p \) and \( q \) in the image \( S \) contains a neighborhood edge
\( \{v, u\} \) between the corresponding nodes \( u \) and \( v \) in the
graph \( G \), and all the neighborhood edges \( \{v, u\} \) form a
neighborhood edge set \( N \). For each pixel \( S \) in the image \( S \), the
corresponding node \( v \) in the graph \( G \) has two edges,
which are connected to the target node \( S \) and the back-
ground node \( T \), respectively. That is, the edge set of the

---

**Figure 2:** Schematic diagram of the composition of mixed reality images.
graph $G$ can be expressed as

$$E = N \cup \{\{v, S\}, \{v, T\}\}. \quad (7)$$

The rules for determining the weights of the edges in the graph $G$ are as follows, which belong to the edges in the neighborhood edge set $N$. Its weight is calculated by formulas (3) and (4); for the pixel $p$ in the image, it corresponds to the node $v$ in the graph. The weight of the edge $\{v, S\}$ connected to the target node $S$ can be expressed as

$$Q_{\text{ts}} = \begin{cases} 
\lambda R_p(\text{obj}), & \text{if } p \in P \text{ and } p \notin O \cup C, \\
0, & \text{if } p \in O, \\
F, & \text{if } p \in C.
\end{cases} \quad (8)$$

Among them, $O$ and $C$ represent the target pixel set and the background pixel set, respectively, and $F$ can be calculated by the following formula:

$$F = 1 + \sum_{q \{p, q\} \in N} C\{p, q\}. \quad (9)$$

For any feasible cut $D$ of graph $G$, a unique binary division $B(D)$ of image $P$ can be defined.

$$B_p(D) = \begin{cases} 
\text{obj}, & \text{if } \{p, T\} \in D, \\
\text{bkg}, & \text{if } \{p, S\} \in D.
\end{cases} \quad (10)$$

After segmentation, each pixel can only have one edge connected to the sink node; that is, the pixel is either segmented as the background or as the target. The image corresponding to the minimum cut $\tilde{D}$ is divided into $B(\tilde{D})$, and the segmentation cost defined by formula (1), the segmentation cost of $B(\tilde{D})$ is the smallest among all segmentations. For any partition $D$ in a feasible cut set, according to formula (7) and the weights of the edges in the graph, the cost of the graph cut $D$ can be calculated by the following formula:

$$|D| = \sum_{p \in O \cup C} \lambda \cdot R_p(\text{obj}) + \sum_{\{p, q\} \in N} C\{p, q\} \cdot \delta(B_p(D), B_q(D)), \quad (11)$$

Therefore, the segmentation cost of the minimum cut $\tilde{D}$ is

$$E(\tilde{B}) = |\tilde{D}| + \text{const},$$

$$E(\tilde{B}) = \min_{D \in F} |D| + \text{const},$$

$$E(\tilde{B}) = \min_{D \in F} E(B(D)) = \min_{D \in F} E(\tilde{B}).$$

(3) Body part recognition: this part of the work is to identify body parts based on contour body surface images. Kinect uses terabit data to train a random forest model to classify body parts and interprets the depth image of each random forest pixel to
obtain images with body part labels. Each pixel is labeled with a class label (e.g., headband and shoulders) and the probability that the pixel belongs to a certain class [24]. Currently, the human body can be divided into 32 different parts.

(4) After the previous step, the pixels of each body part are combined into a three-dimensional point of the human body, and the joint position is determined by combining the Gaussian kernel-based mean shift local model detection method; check each pixel to determine the coordinates. This allows the skeletal joints of the human body to be identified from depth images [25]. Kinect is currently able to detect and detect 24 joints, but only 20 are public point coordinate values.

It uses several underlying features such as the trajectory of a set of points on the human body, the speed of the point, the acceleration of the point, the directional gradient histogram of the image, and the optical flow to calculate the self-similar matrix. It uses the trajectory, velocity, and acceleration of points to calculate the self-similar matrix, which needs to identify and track a set of points in the human body during the movement process. And it needs to obtain a set of points on the human body from the actual video and track this set of points to obtain its motion trajectory [26].

Using the three-dimensional position information of human bones, the representation of local features can be achieved. Since the position of the skeleton points will change with the pose and time point, the angle between the skeleton points is used as the feature of pose recognition in this paper. It can easily obtain the skeleton point information of the human body by using the handles and events in the Kinect SDK. The obtained skeleton point image contains...
20 skeleton points of the human body. They are head coordinates, shoulder center coordinates, spine coordinates, hip center coordinates, left shoulder coordinates, left elbow coordinates, left wrist coordinates, left hand coordinates, right shoulder coordinates, right elbow coordinates, right wrist coordinates, right hand coordinates, left hip coordinates, left knee coordinates, left ankle coordinates, left foot coordinates, right hip coordinates, right knee coordinates, right ankle coordinates, and right foot coordinates [27], as shown in Figure 3.

The bone point information obtained by the Kinect camera can easily obtain the x and y coordinates of each bone point, and the z coordinate can be obtained from the depth value at the corresponding point \((x, y)\) in the depth map. There will be a horizontal swing angle and a pitch angle between every two bone points, and 20 bone points will have an \(19 \times 2 = 38\) angle. Since the quadrant of the angle is also taken into account when directly calculating the angle, the trigonometric function value of the angle is taken to construct the final eigenvector. The range of the horizontal swing angle is \([0, 2\pi]\), and the range of the pitch angle is \([-\pi/2, \pi/2]\), so the horizontal swing angle needs the sine and cosine values to be determined together, and the pitch angle only needs the tangent value to be determined. So, the resulting eigenvector will be a \(3 \times 19\) vector of \(R_i = (R_{i_{x}}, R_{i_{y}}, R_{i_{z}} | i = 1, 2, \ldots, 19)\), where

\[
\begin{align*}
R_{ix} &= \sin \alpha_i = \frac{y_{i+1} - y_i}{\sqrt{(y_{i+1} - y_i)^2 + (x_{i+1} - x_i)^2}}, \\
R_{ic} &= \cos \alpha_i = \frac{x_{i+1} - x_i}{\sqrt{(y_{i+1} - y_i)^2 + (x_{i+1} - x_i)^2}}, \\
R_{iz} &= \tan \alpha_i = \frac{z_{i+1} - z_i}{\sqrt{(y_{i+1} - y_i)^2 + (x_{i+1} - x_i)^2}},
\end{align*}
\]

where \(\alpha_i\) is the horizontal swing angle at bone point \(i\), \(\beta_i\) is the pitch angle at bone point \(i\), \((x_i, y_i, z_i)\) is the spatial coordinate at bone point \(i\), and \((x_{i+1}, y_{i+1}, z_{i+1})\) is the spatial coordinate at bone point \(i + 1\). The coordinate system \(i + 1\). The coordinate system is used to identify the unit. During recognition and classification, information from the training unit is used to match data to trained patterns and determine the type of signal received. The method is the one adopted by most motion tracking systems based on the sensor principle. But there are other test methods based on other principles, and the principles are the most typical implementation methods.

Typically, a pattern recognition system has a training module that trains a reference pattern or reference model for recognition. Its data from the training unit is then used to identify the unit. During recognition and classification, information from the training unit is used to match data to trained patterns and determine the type of signal received. The method is the one adopted by most motion tracking systems based on the sensor principle. But there are other test methods based on other principles, and the principles are the most typical implementation methods.

Human motion sensors follow the design guidelines of low cost, low energy consumption, easy portability, and adaptability to the environment. The human motion sensor consists of a microprocessor, a three-axis accelerometer, a three-axis angular rate sensor, and a power control unit, which are responsible for collecting and storing motion data and information. The microprocessor is responsible for collecting the information from the sensors and storing it in its memory buffer. The power management unit is responsible for powering the microprocessor, sensors, and all electronic components. Kinect uses an infrared transmitter and an infrared camera to acquire depth data and a color camera to acquire color images. Four audio microphones are responsible for

![Diagram of identification process](image)

**Figure 6: Modeling identification process.**

| Table 2: Measurement results. |
|-----------------------------|
| Kinect placement height (cm)| 35  55  75  95  115  135  155 |
| Nearest distance (cm)       | 152 161 169 173 178 172 165   |
| Farthest distance (cm)      | 370 369 362 372 368 373 378    |
collecting audio data, and the core component of the central processing is the PS1080 chip. This chip is responsible for controlling other sensors, such as controlling infrared emitters to project external light from the structure. At the same time, the CMOS image sensor receives the light spot formed by infrared light on the object, transmits it to PS1080 for processing to obtain the depth data, and transmits it to the computer through USB. Kinect somatosensory sensor is a device that combines various data. From Table 1, it can understand the basic specifications and parameters provided by Kinect.

4. Experiment of Human Posture Tracking Algorithm

At present, the most widely used method is the method of defining rule sets. This method directly uses the skeleton
data to define the posture and action and can achieve the purpose of real-time online posture recognition. This method is suitable for simple recognition of human body gestures and actions. For example, in somatosensory interaction, a small number of gesture interaction commands are defined to complete interaction tasks. This method generally only selects the relationship of a few joint points to analyze the posture and action of the human body and cannot describe the overall posture of the human body. If it wants to use Kinect to analyze the more subtle gestures and movements of the human body, the recognition method based on feature extraction is a good choice. In this method, a certain amount of posture samples is first collected to form a posture sample library, and a posture and action are defined by the sample library. This process is the process of building a model. Using the sample library to mark the category to which a new pose and action instance belong, this process is the process of recognition. Figure 6 shows the process of building a model and identifying a classification algorithm based on feature extraction.

In experimental program development environment, the experimental program runs under the Windows 8 operating system, the experimental program development environment is Visual Studio 2010, and the C# language, the WPF development framework, and the Kinect SDK v1.7 development kit are used. It uses the Kinect SDK bone tracking-related API to extract the 3D point data and combines the file input and output stream technology to write the 3D point data of the bones into a .csv file. The file can be opened directly in Excel, and data processing and analysis can be performed in Excel.

Test the closest and farthest distance that Kinect can track the whole body of the human body at different heights. Kinect is placed at a height of 40 cm, 60 cm, 80 cm, 100 cm, 120 cm, 140 cm, and 160 cm from the ground. It adjusts the elevation angle of the Kinect camera so that the Kinect can track the whole body exactly (the head and feet are at the boundary of the vertical viewing range) and use a meter ruler to measure the distance from the front toe to the Kinect camera, which is the closest distance to the whole body tracking, then move the body backwards. During this process, all 20 points of the body are in the tracked state until unstable joints appear, stop moving backwards, and measure the distance from the toes to the Kinect, which is the farthest distance for the whole body to track. The experiment takes the standing posture as an example. The height of the experimenter is 178 cm. The measurement results are shown in Table 2.

Test the closest and farthest distance that Kinect can track the whole body of the human body at different heights. Kinect is placed at an increased height, the minimum distance that can track the whole body of the human body first increases and then decreases, but the range of the farthest tracking human body does not change much. In addition, when the experimenter is facing the Kinect, all 20 joints in the body are in a tracked state. When the experimenter’s relative to the Kinect’s head angle changes, some joints will be in a state of speculation or untracked. Here, we test the range of angles within which the joint points of the whole body can be tracked. Standing at a distance of 2 m, slowly rotate the body to the left (right) until the relevant nodes are in a presumed or untracked state and stop rotating. At this time, the angle between the human facing direction and the Kinect optical axis direction is about 45°, which means that the Kinect can track the bones of the human body within this angle range.

Based on the performance analysis of the Kinect’s skeleton tracking, this paper determines the following experimental conditions based on the laboratory environment: (1) the distance between the human body and the Kinect is selected between 1.7 m and 3.5 m. Based on two considerations, first, the experiments verify that the range of Kinect full-body tracking is within this distance range. For taller experimenters, or with a gesture of reaching up, the closest distance for full body tracking will be greater than this value. (2) The relative angle between the human body and the Kinect should not exceed 45°. This paper uses a single Kinect to study human gesture recognition. In the experiment, it is found that if the relative angle rotation is too large, the detection of some joint points will be distorted. (3) During the experiment, keep a person within the visual range of the Kinect, and the experiment environment should be as open as possible without strong lighting. And where there are few backgrounds and obstacles, Kinect sometimes misidentifies objects with backgrounds similar to people as human bodies.

### Table 3: Average angular characteristics of Kinect placement at different heights.

| Height (cm) | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|
| 50         | 0.49| 0.65| 0.52| 0.60| 1.28| 2.30| 1.26| 2.32|
| 100        | 0.50| 0.70| 0.51| 0.76| 1.30| 2.32| 1.40| 2.35|
| 150        | 0.50| 0.70| 0.52| 0.80| 1.32| 2.41| 1.45| 2.45|
| 200        | 0.51| 0.71| 0.51| 0.76| 1.31| 2.45| 1.46| 2.48|

5. Results of Multifeature Fusion Human Body Pose Tracking Algorithm

5.1. Verify whether the Different Distances between the Human Body and the Kinect Have an Effect on the Features. This experiment verifies the influence of the placement height of the Kinect on the features and excludes the influence of other factors. The Kinect is placed at a fixed height of 1.2 m, the viewing angle is adjusted, and the experimenter is standing in front of the Kinect camera. The range of the human body distance from Kinect in the experiment is 1.7 m–3.5 m. This distance range is divided into 4 equal parts, and 4 different distances from Kinect (1.7 m, 2.3 m, 2.9 m, and 3.5 m) are obtained. The experimenter stood facing the Kinect at these 4 distances and collected data 20 times at each distance, each time collecting 60 frames of data, a total of 4800 frames of data. The 4800 frames of bone data are processed and converted into distance feature and angle feature values, and their average values are calculated.

Figures 7 and 8 are the eigenvalues of the distance features and angle features extracted in this paper at different distances from the experimenter to the Kinect. It can be seen from the histogram that these distance features and angle feature values are basically not affected by distance changes,
can maintain a certain invariance, and have a certain degree of aggregation in the feature space.

5.2. Kinect Placed at Different Heights Will Affect the Features. This experiment verifies the effect of Kinect placement height on features. Excluding the influence of other factors, the experimenter stood at a distance of 3.5 m from the Kinect, facing directly in front of the Kinect camera. Place the Kinect at 40 cm, 80 cm, 120 cm, and 160 cm from the ground. At these four heights, 10 times of data are collected at each height, and 60 frames of data are collected each time, for a total of 2400 frames of data. Convert these
2400 frames of skeleton data into distance features and angle feature values to obtain 2400 frames of feature data, and calculate the average value of the feature data.

Table 3 shows the eigenvalues of the angle features extracted in this paper at different distances from the experimenter to the Kinect. From the experimental results, the extracted angle features can be placed under different heights in Kinect, and the feature data can maintain good invariance.

5.3. Experimenter’s Angle Relative to Kinect Affects Characteristics. This experiment verifies the effect of changes in the angle of the human relative to the Kinect on the features. Excluding the influence of other factors, the experimenter stood at a distance of 2.1 m from the Kinect and placed the Kinect at a height of 120 cm from the ground. This article is facing the Kinect, respectively, turning the body to the left by approximately 45° and turning the body to the right by approximately 45°, collecting 10 times in each direction, and collecting 60 frames of data each time, a total of 1800 frames of data. The 540 frames of bone data are converted into distance features and angle features. The experimental results are shown in Figures 9 and 10.

From the results of the experiments in Figures 9 and 10, it is found that when the subjects turned 45° left and 45° right, the distance characteristics changed, which was different from the characteristic data when the subjects turned around. Therefore, if the distance feature is considered to be an available feature set representing the human pose, the human body should try to maintain the positive pose of the Kinect. Generally speaking, the distance and angle features obtained after normalizing the related node data can satisfy the changes of the Kinect space coordinate system and maintain good invariance. Therefore, using this feature vector to describe the human pose can ensure good consistency between samples of the same type. It can obtain a stable pose description model, which is helpful for item reading.

6. Conclusion

The human body is a very complex assemblage, and it can express so many gestures that it is impossible for us to recognize them all. Human gesture and motion recognition has many applications in areas such as human-computer interaction, motion analysis, intelligent video surveillance, form and language understanding, health monitoring, and virtual reality. However, there are still many fundamental problems to be solved in the field of human pose recognition using computer vision. Needless to say, only recording a person’s pose with a traditional camera results in a loss of information. As image capture technology improves, the Kinect body camera, capable of collecting information in depth, has created new opportunities for researchers. Human motion tracking must meet the requirements of high-fidelity real-time algorithms to ensure that the tracked motion trajectories are recorded continuously.
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