ChemIQ: A Chemistry Simulator for Quantum Computer
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ABSTRACT: Quantum computing, an innovative computing system carrying prominent processing rate, is meant to be the solution to problems in many fields. Among these realms, the most intuitive application is to help chemical researchers correctly describe strong correlation and complex systems, which are the great challenge in current chemistry simulation. In this paper, we will present a standalone quantum simulation tool for chemistry, ChemiQ, which is designed to assist people in carrying out chemical research or molecular calculation on real or virtual quantum computers. Under the idea of modular programming in C++ language, the software is designed as a full-stack tool without third-party physics or chemistry application packages. It provides services as follows: visually construct molecular structure, quickly simulate ground-state energy, scan molecular potential energy curve by distance or angle, study chemical reaction, and return calculation results graphically after analysis.
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I. Introduction

Electronic computer has brought great convenience to people's life. Current manufacture has developed nano-scaled technique to support complicated computation, which is widely spread in today's academic researches and for commercial purposes. However, according to Moore's law and theories in quantum mechanics, the number of silicon transistors within a chip would eventually converge to its limit and therefore approach to quantum effect, which especially impacts the fields of quantum chemistry, geographic remote sensing, weather prediction, and so on. Differing from classical computers based on binary computation, quantum computation based on quantum mechanics has an exponential acceleration by using the superposition or entanglement of quantum bits (qubits). Consequently, it has attracted extensive attention in recent years.

Due to the developing technique in manufacturing practical quantum computers, the number of qubits we can utilize in the noisy intermediate-scale quantum (NISQ) era12 is limited, so it is very helpful for us to search on the application of quantum simulation. First, we can learn and analyze the performance of quantum systems quickly and economically due to the simplicity and controllability of simulated computation. Secondly, we can develop some new algorithms or computational frameworks for effective simulation. Further, we can build the whole quantum software ecosystem. Finally, in turn, engineers are guided to design and manufacture quantum computers with high performance.

Chemistry simulation is the most direct application of quantum computing. Since Aspuru-Guzik reported in Science that the ground-state energy of molecules in quantum computer was successfully simulated in 2005,13 quantum chemistry simulation has immediately become the most active field in quantum computing. Therefore, many simulation software or packages for quantum computational chemistry have been developed. For example, IBM published Qiskit package in 2019 and upgraded Qiskit Nature in April, 2021,14 which can simulate the ground state and excited state energy of molecules. In 2020, Google quantum computing team released OpenFermion package,15 which can study the electronic structure of molecules or materials. Recently, they have developed FQE package by making full use of symmetry to reduce the cost of calculation. In addition, there are JqqlPaq from Landahl’s group,17 DNA sequence reconstruction package16 of Sarkar’s group, etc. However, these programs cannot construct reasonable molecules visually and rely on one or more third-party libraries or chemical packages. Besides, there are some shortcomings, such as cumbersome functions, incomplete parameter options, and even not being provided.

Here, we release an open-source chemistry simulator ChemiQ running on quantum computer or quantum virtual machine, which is available from...
II. Features

The purpose of developing this software is to simply researchers’ work (whether experts or newcomers) to carry out chemical simulation on real or virtual quantum computers, and this software has the following characteristics:

- **Modularization.** The program uses C++ object-oriented language as the development language, and highly integrates methods and functions in line with modularization.

- **Build geometry visually.** The program supports customers to construct a molecular structure visually (see Fig 1), especially for some quantum computing enthusiasts from physics, computing science, or other backgrounds than chemistry. Although such individuals are unfamiliar with chemical structures, it is no longer difficult for them to construct a reasonable molecular structure. For researchers with rich experience in chemistry, they can also use it to build the geometry they want. In addition, this function can directly import or export a file recording molecular structures which are compilable in mainstream quantum chemistry software (such as Gaussian,24 Psi4,25 PySCF26, etc.).

- **Rich parameter options.** Many parameter interfaces are available to users in the program, and customers can perform calculation tasks flexibly according to their own needs.

- **Support restart or result reuse.** When the job ends abnormally, the program restarts the job based on the log or the last result.

- **Real-time analysis.** The computing results are displayed and updated in real-time on the graphical interface so that users can adjust the calculation tasks in time.

- **Cross-platform.** The software supports Windows, Linux, and Mac platforms.

- **Parallel computing.** Parallel computing is considered so that time-consuming tasks can be performed in multiprocessing or distributed parallel.

III. Variational Quantum Eigensolver

Quantum chemistry is an exciting field of applying techniques of quantum mechanics to solve cutting-edge problems in chemical systems. More specifically, one needs to solve the Schrödinger equation which describes the motion of electrons moving around the nucleus, by considering the Coulomb force between them. The ultimate destination is to obtain the characteristic quantum mechanical properties of the system, such as the electronic structure, the energy spectrum of this molecule, etc.

![Fig 1 The interface of building geometry visually](image-url)
Because of the complexity of describing the wave function of the chemical system, which is exponentially proportional to size of the system, classical computers are inadequate to solve the system with good precision in an economic way. Feynman proposed that one can instead use quantum computers to simulate quantum phenomena.² It has been proven in some special cases quantum computers have great advantages in e.g. saving time and other resources in the calculation, such that one has “quantum advantage”. As a proof-of-concept example, it is proved that the quantum phase estimation (QPE) algorithm can compute the energy of ground state and have an exponential acceleration compared to classical algorithms.²² However, QPE requires too many qubits and deep quantum circuit, which is difficult to be realized in the so-called “Noisy Intermediate-Scale Quantum” (NISQ) era. In this era, a more practical option is to implement quantum-classical hybrid algorithm, which is usually referred to as variational quantum eigensolver (VQE).²²²³

VQE uses a quantum computer to prepare and manipulate a parameterized wave function, and the measured result and the associated parameters are sent to a classical optimizer to determine the ideal parameters, such that the energy of the molecule is minimized:

\[ E = \min_{\vec{\theta}} \langle \psi(\vec{\theta}) | H | \psi(\vec{\theta}) \rangle, \]

where \( H \) is the Hamiltonian of the molecule. There are three important features of VQE: first, the execution time of quantum circuit and the number of measurements are polynomial as the size of the system increases,²⁸²⁹ rather than exponential as in classical algorithms; second, VQE does not need quantum circuit as deep as in QPE; third, VQE is robust to quantum noise. As a result, VQE is a promising approach to realizing quantum advantage in the NISQ era.

IV. Encoding Method

In quantum chemistry, we usually describe the systems in the second quantization formalism. The Hilbert space is spanned by \( 2^M \) occupation number basis states \( |n_0, \ldots, n_{M-1} \rangle \), where \( M \) is the number of fermions and \( n_j \in \{0, 1\} \) is the occupation number of state/orbital \( j \). Any fermionic operators can be written in terms of creation and annihilation operators \( a_j^\dagger \) and \( a_j \). Their action on the basis is as follows:

\[ a_j^\dagger |n_0, \ldots, n_j, 1, \ldots, n_{M-1} \rangle = \delta_{0,n_j} p_j |n_0, \ldots, 1, \ldots, n_{M-1} \rangle, \quad (2) \]

\[ a_j |n_0, \ldots, n_j, 1, \ldots, n_{M-1} \rangle = \delta_{0,n_j} p_j |n_0, \ldots, 0, \ldots, n_{M-1} \rangle, \quad (3) \]

where \( p_j = (-1)^{\sum_{k=0}^{n_j} n_k} \) is parity factor. The creation and annihilation operators satisfy the anti-commutation relations:

\[ \{a_j, a_k^\dagger\} = 0, \quad \{a_j^\dagger, a_k\} = 0, \quad \{a_i, a_j\} = \delta_{i,j}, \quad (4) \]

where \( \{A,B\} \) is anti-commutator defined by \( \{A,B\} = AB + BA \). Due to the anti-commutation of fermionic systems, simulating this system on quantum computer requires mappings operators from fermionic systems to qubit systems.

Jordan-Wigner (JW) transformation³³ is a basic and widely used mapping, and Parity transformation is another basic mapping. Merging JW and Parity transformations, Bravyi-Kitaev (BK) transformation³¹ improves the Pauli weight from \( M \) to \( \log_2 M + 1 \). Note that the Pauli weight is the upper limit of number of non-trivial Pauli operators acting on the qubits. BK transformation is only suitable in case that \( M \) is the power of 2, otherwise auxiliary qubits are needed to meet the condition. BK-tree transformation³² is the generalization of BK transformation. The Pauli weight of BK-tree transformation is the same as that of BK transformation, but BK-tree transformation can be applied for any \( M \) in abrupt exponential. These mappings and other mappings³²³³ are all based on JW transformation and use no auxiliary qubits. Another class of mappings³³³³ is also based on JW transformation, but they use auxiliary qubits to eliminate a series of Pauli Z operators introduced by JW transformation. As a result, the Pauli weight is a small constant. Another transformation idea is introduced by Bravyi-Kitaev Superfast (BKSF) transformation.³¹ In this mapping scheme, each state/orbital is presented by a vertex on a graph, and the edges connecting two vertexes present the interaction terms of the Hamiltonian. Then
every edge has put a qubit to simulate the fermionic systems. The Pauli weight of BKSF transformation is $d$, where $d$ is degree of the graph. However, number of qubits needed are more than $M$ in general. The BKSF transformation has generalized versions, GSEs. 

In ChemIQ, JW, Parity, BK, and BK-tree transformation have been realized, so we mainly introduce this class of mappings.

**IV.A JW transformation**

In JW transformation, the occupation status of an orbital is stored in the qubit state, $\ket{1}$ represents occupied and $\ket{0}$ represents unoccupied. Thus the state transformation is:

$$|n_0, \ldots, n_j, \ldots, n_{M-1}\rangle \rightarrow |x_1, \ldots, x_j, \ldots, x_{M-1}\rangle, \quad x_j = n_j \in \{0, 1\}. \quad (5)$$

Let’s consider the results of the creation and annihilation operators acting on the $j$th occupation state, the creation operator transforms the occupation number from 0 to 1 and eliminates 1 to nothing, and conversely, the annihilation operator transforms the occupation number from 1 to 0 and changes 0 to nothing. Here we can use a couple of single-qubit operators to present this:

$$Q_j = |0\rangle\langle 1| = \frac{X_j + iY_j}{2}, \quad Q_j^\dagger = |1\rangle\langle 0| = \frac{X_j - iY_j}{2}, \quad (6)$$

where $X_j$ and $Y_j$ are Pauli X and Y operators acting on the $j$th qubit. Besides, the creation and annihilation operators also introduce the phase factor $p_j$. The phase factor can be obtained by a string of Pauli Z operators, $Z_kZ_{j-1} \ldots Z_0$, where $Z_k$ is the Pauli Z operator acting on the $k$th qubit. The creation and annihilation operators in JW transformation are presented as:

$$a_j \rightarrow Z_0Z_1 \ldots Z_{j-1}\left(\frac{X_j + iY_j}{2}\right), \quad (7)$$

$$a_j^\dagger \rightarrow Z_0Z_1 \ldots Z_{j-1}\left(\frac{X_j - iY_j}{2}\right). \quad (8)$$

**IV.B Parity transformation**

The parity of the $j$th state is defined as the total number of particles accumulated in the previous states. The definition of parity is the same with the phase factor $p_j$ in nature, hence we can also denote the parity of the $j$th state as $p_j = \sum_{k=0}^{j-1} n_k \pmod{2}$. The strategy of Parity transformation is to store the total number of particles on and before the $j$th orbital by the $j$th qubit, that is $p_j + n_j \pmod{2}$. The state transformation is

$$|n_0, \ldots, n_j, \ldots, n_{M-1}\rangle \rightarrow |x_1, \ldots, x_j, \ldots, x_{M-1}\rangle,$n_j = |x_j = p_j + n_j = \sum_{k=0}^{j} n_k \pmod{2} \in \{0, 1\}. \quad (9)$$

Being more accessible than the required parameters in JW transformation, the phase factor $p_j$ is easily obtained by $Z_{j-1}$. However, the representation of the action on the occupation number is more complex. Note that $x_j = p_j + n_j$, so $x_j$ is the same with $n_j$ if the parity is even. In this case, we can also use $Q_j$ and $Q_j^\dagger$ to present this. But if the parity is odd, $x_j$ is opposite to $n_j$, so the representation should exchange $Q_j$ and $Q_j^\dagger$. To determine whether the parity is even or odd, we can use the parity projectors to project the state to the even(odd) parity subspace:

$$P_{j,\text{odd}} = \frac{1}{2}(1 - Z_j), \quad P_{j,\text{even}} = \frac{1}{2}(1 + Z_j). \quad (10)$$

Then the $Q_j$ and $Q_j^\dagger$ are replaced by:

$$Q_j \rightarrow p_{j,\text{odd}}Q_j^\dagger + p_{j,\text{even}}Q_j, \quad Q_j^\dagger \rightarrow p_{j,\text{odd}}Q_j^\dagger + p_{j,\text{even}}Q_j. \quad (11)$$

Moreover, we should apply Pauli X operators on the qubits which store the particle number including the particle number of the $j$th state, so the superposition state will flip with the changing of occupation number $n_j$. All the qubits with an index greater than $j$ store the particle number including the particle number of the $j$th state, thus we should apply Pauli X on all the qubits behind the $j$th qubit. The transformation of creation and annihilation operators is

$$a_j \rightarrow Z_{j-1}(p_{j,\text{odd}}Q_j^\dagger + p_{j,\text{even}}Q_j)X_{j+1} \ldots X_{M-1}$$

$$= \frac{Z_{j-1}(X_j + iY_j)}{2}X_{j+1} \ldots X_{M-1}, \quad (12)$$

$$a_j^\dagger \rightarrow Z_{j-1}(p_{j,\text{odd}}Q_j + p_{j,\text{even}}Q_j^\dagger)X_{j+1} \ldots X_{M-1}$$

$$= \frac{Z_{j-1}(X_j - iY_j)}{2}X_{j+1} \ldots X_{M-1}. \quad (13)$$

Although Parity transformation eliminates the Pauli Z strings, it introduces the Pauli X strings. The lengths of Pauli Z strings and Pauli X string are both $M$ at most, thus Parity transformation doesn’t improve the Pauli weight compared with JW transformation.

**IV.C BK and BK-tree transformations**

Improving the idea of Parity transformation, BK transformation reduces the lengths of Pauli Z and Pauli X strings to $\log_2 M$, which also reduces the Pauli weight to $\log_2 M + 1$. Suppose $M$ is in power of 2: $M = 2^d$, then the numbers $0, 1, \ldots, M-1$ can be written in binary: $j = j_{d-1} \ldots j_0$. The state transformation is

$$|n_0, \ldots, n_j, \ldots, n_{M-1}\rangle \rightarrow |x_1, \ldots, x_j, \ldots, x_{M-1}\rangle,$$n_j = n_j + \sum_{k \in S(j)} n_k \pmod{2} \in \{0, 1\}, \quad (14)$$

where $S(j)$ is the summation set defined as:

$$S(j) = \{k | k \neq j \text{ and } k_i = j_i \text{ for } l \leq l_0 \}$$

while $j_{l_0+1} = \ldots = j_{d-1} = 1(\text{ for some } l_0). \quad (15)$$

We can write $p_j$ in terms of $x_k$: $p_j = \sum_{k \in P(j)} x_k$, where $P(j)$ is the parity set defined as:

$$P(j) = \{ k | j_i = 1, k_i = j_i \text{ for } l < l_0, k_{l_0} = 0, \}$$

$$k_{l_0+1} = \ldots = k_{d-1} = 1(\text{ for some } l_0). \quad (16)$$

The phase factor can be obtained by $Z_{P(j)}$, where $Z_{P(j)}$ is a multi-qubit Pauli Z operator acting on the qubits belonging to the $P(j)$ set. $x_j$ can also be written in terms of $n_j$ and $x_k$: $x_j = (n_j + \sum_{k \in S(j)} x_k) \pmod{2} \in \{0, 1\}$, where $F(j)$ is the flip set defined as:

$$F(j) = \{ k | j_{l_0+1} = \ldots = j_{d-1} = 1, \}$$
\[ k_l = j_l, \text{for } l \neq l_0, k_{l_0} = 0 \text{ (for some } l_0) \]  

(17)

Similar to parity transformation, \( Q_j \) and \( Q_j^+ \) should be replaced by:

\[
Q_j \rightarrow \left( \frac{I-2\hat{Z}_{F(j)}}{2} \right) Q_j + \left( \frac{I+2\hat{Z}_{F(j)}}{2} \right) Q_j, \\
Q_j^+ \rightarrow \left( \frac{I-2\hat{Z}_{F(j)}}{2} \right) Q_j + \left( \frac{I+2\hat{Z}_{F(j)}}{2} \right) Q_j^+.
\]

(18)

Pauli X should be applied on the qubits which store the particle number including the particle on the \( j \)th orbital, and then this can be also presented as a multi-qubit Pauli operator \( X_{U(j)} \). The \( X_{U(j)} \) means applying Pauli X on the qubits in the \( U(j) \) set, which is defined as:

\[
U(j) = \{ k | k \neq j \text{ and } k_l = j_l \text{ for } l \leq l_0 \}
\]

while \( k_{l_0+1} = \ldots = k_{d-1} = 1 \text{ (for some } l_0) \).  

(19)

The transformation of the creation and annihilation operators can be presented by these sets,

\[
a_j \rightarrow \frac{Z_{P(j)}X_j^+ + iZ_{P(j)-F(j)}}{2} X_{U(j)}, \\
a_j^+ \rightarrow \frac{Z_{P(j)}X_j - iZ_{P(j)-F(j)}}{2} X_{U(j)},
\]

(20)

where \( P(j) - F(j) \) is a set whose elements are in \( P(j) \) but not in \( F(j) \). One can also build these sets corresponding to the \( \beta_M \) and \( \pi_M \) matrix in Ref. 39.

To construct this mapping, we have supposed that \( M \) is in power of 2, while BK-tree transformation can overcome this condition. Researchers introduced Fenwick tree to build the Fenwick tree, so that these sets can be easily built through the Fenwick tree. We give an example of the Fenwick tree of 8-fermion.

![Fig. 3 The Fenwick tree of 8-fermion.](image)

The elements of the \( F(j) \) is corresponding to the child nodes of node \( j \), and the elements of \( S(j) \) is the descent node of node \( j \). The elements of \( U(j) \) is the ancestor node of node \( j \), while the elements of \( P(j) \) is terminal node with index greater than \( j \).

Ref. 39 introduced the MSP transformation which can be seen as the generalization of BK-tree transformation. MSP transformation can be reduced to JW, BK and other transformations with proper parameters. The authors conclude the representation of these transformations in a unified form as Eq. (20). The differences of these mappings are the differences of these sets. They give an algorithm to build these sets.

V. Ansatz

In variational quantum algorithms (VQA), after the Hamiltonian \( H \) is obtained, the selection of ansatz is an important work. Generally, the ansatz is generated with a parametrized quantum circuit (PQC) acting on an initial state \( |\psi_0\rangle \):

\[ |\psi(\theta)\rangle = U(\theta)|\psi_0\rangle \]

where \( \theta \equiv \{ \theta_1, \ldots, \theta_m \} \) is a real-valued vector of parameters. There are various ansatzes to select and are generally defined as two classes: the problem-inspired ansatz and the agnostic ansatz. The problem-inspired ansatz can consider the known information about the problem. While the agnostic ansatz generally has strong expressive power when there is little information.

V.A Unitary coupled-cluster (UCC) ansatz

Since the coupled cluster method\(^ {30} \) and its variants\(^ {31-45} \) have achieved great success in describing chemical systems, the UCC method\(^ {46-48} \) has become the most well-known ansatz in quantum chemistry systems. Given the molecular system under Hartree-Fock (HF) approximations, The HF state is the approximation of the ground state where all the electrons are lying in the orbitals with the lowest energy. When a more accurate ground state is desired, one can excite the electrons in the HF state to higher HF-energy-orbitals. The UCC ansatz has the form,

\[ |\psi(\theta)\rangle = e^{T - T^\dagger}|\psi_{HF}\rangle, \]

where \( |\psi_{HF}\rangle \) is the HF state and \( T = \sum_k T_k \) is the cluster operator with \( T_k \) the excitation operators. Considering all the excitations is resource-expensive. The UCC singles and doubles (UCCSD) are usually used,

\[ T = T_1 + T_2, \]

\[ T_1 = \sum_i \theta_{ia} a_i^+ a_i, \quad T_2 = \sum_{ijab} \theta_{ijab} a_i^+ a_j^+ a_b a_a, \]

where \( a_i^+ (a_i) \) are creation (annihilation) operators.

After the fermionic-to-qubit mapping and the Trotter expansion is applied, we can obtain the ansatz as

\[ U(\theta) = \prod_j e^{-i\theta_j^R}, \]

Then the ansatz can be sequentially performed. This ansatz preserves the symmetry of the problem. However, the circuit always has a deep depth.

V.B Symmetry-preserved (SP) ansatz

This is a particular problem-inspired ansatz that is suitable when the basis in the Hilbert space for the system has the same Hamming weight. That is, in the binary representation: \( |i_0, i_1, \ldots, i_{n-1}\rangle \), we have \( \sum_k i_k = m \). The molecular system with fixed particle numbers under the Jordan-Wigner transformation exactly follows this property.

![Fig 4. The symmetry-preserved ansatz](image)
The SP ansatz\(^{49}\) takes advantage of the following 2-qubit block as components,

\[
A(\theta, \phi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos \theta & e^{i\phi} \sin \theta & 0 \\
0 & e^{-i\phi} \sin \theta & -\cos \theta & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

It is obvious that block A acts identically on |00⟩ and |11⟩. And it mixes the state |01⟩ and |10⟩. This preserves symmetry. Since for \(n\) orbitals and \(m\) particles, the total freedom is \(2^n m - 2\). We can first set inputs as |0\(^n\rangle\rangle\) and apply \(m\) X gates to create the producing state. Then add enough blocks in alternating layers until total freedom is achieved.

**V.C Hardware-efficient ansatz**

This is a frequently used ansatz in various VQAs. When we know little information about the problem, we can use the elementary quantum gates to search for the target. Generally, the hardware-efficient ansatz\(^{50}\) consists of many layers, each of which is composed of single-qubit rotations (like \(R_y R_x R_z\)) on every qubit and two-qubit entangling gates (like CZ and CNOT) on neighboring qubits. It has shown that this ansatz has strong performance, which can give us confidence that the target is in the representing area of the ansatz.

However, as shown recently, hardware-efficient ansatz with random initial parameters will suffer from the barren plateaus, where the gradient of the cost function vanishes exponentially with the number of qubits, making it difficult to train the parameters.

**VI. Conclusion**

In this paper, we release the chemistry simulation software ChemiQ supported quantum computer or quantum virtual machine. It is an open-source full-stack C++ project, which only relies on the linear algebra library Eigen and the molecular integration library Libint2 of computational chemistry, and does not use any third-party application library. The software can visually construct the molecular structure, quickly simulate the molecular ground state energy, scan the molecular potential energy curve by distance or angle, study the chemical reaction, and finally analyze and display the calculation results graphically.

The current version has only been tested on the quantum virtual machine. Later, we will consider the quantum noise and access the real quantum computer.
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