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Abstract The diagnosed complex Pythagorean fuzzy (CPF) set is a more valuable and dominant tool than the Pythagorean and intuitionistic fuzzy sets to describe awkward and unreliable information more effectively. Further, Archimedean t-norm and t-conorm have a significant influence to depict the relation among aggregated values. To take advantage of the CPF set and Archimedean t-norm and t-conorm, and assume the relation among Archimedean norms and algebraic, Einstein, Hamacher, and frank norms at the same time, in this analysis, first, we proposed the fundamental Archimedean operational laws. Second, based on these laws, we developed confidence CPF Archimedean-weighted averaging (CCPFWA), confidence CPF Archimedean-ordered weighted averaging (CCPFOWA), confidence CPF Archimedean-weighted geometric (CCPFWG), confidence CPF Archimedean-ordered weighted geometric (CCPFOWG) operators and implemented their valuable results and properties. We know that Archimedean t-norm and t-conorm are the general form of the all-aggregation operators, so by using different values of t-norm and t-conorm, we explored the confidence CPF-weighted averaging (CCPFWA), confidence CPF-ordered weighted averaging (CCPFOWA), confidence CPF-Einstein-weighted averaging (CCPFOWA), confidence CPF-Hamacher-weighted averaging (CCPFHW), confidence CPF-Hamacher-ordered weighted averaging (CCPFHOWA), confidence CPF-frank-weighted averaging (CCPFFWA), confidence CPF-frank-ordered weighted averaging (CCPFOWA), confidence CPF-Einstein-weighted geometric (CCPFOW), confidence CPF-Einstein-ordered weighted geometric (CCPFOWG), confidence CPF-Hamacher-weighted geometric (CCPFHW), confidence CPF-Hamacher-ordered weighted geometric (CCPFHOWG), confidence CPF-frank-weighted geometric (CCPFFG), confidence CPF-frank-ordered weighted geometric (CCPFOWG) operators. Then, we developed a multi-attribute decision-making (MADM) method based on the proposed operators. Finally, many examples are used to do comparative analysis among proposed and existing methods to show the validation of the new approaches.
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1 Introduction

A development environment is a group of techniques and procedures demonstrated to compute, test, and debug an application, program, or website. It is contained three major server tiers, for instance, the development server, which is the initial tier, is used to test pieces of code and see whether the considered application can successfully work in the presence of that code. Similarly, the staging server is used to create a way that mimics the final product or to check the reliability of the application, and the last
one, called the production server, is used for observing that the under-consideration application will not fail, it then becomes a part of this server. Multi-attribute decision-making (MADM) technique plays a valuable role in strategic decision-making sciences, and it has been more generally used in certain fields like economics, management sciences, computer science, road signals systems, and software engineering in the last few years. Its spirit is the procedure of ordering the decisions and considering a valuable decision between a family of decisions in the availability of their attributes. In every decision-making procedure, experts have faced many ambiguities when the procedure is how to feasibly aggregate the criteria values a very challenging task for every scholar/expert in the presence of classical information. On the other hand, because of the personal nature of every expert thinking in genuine decision-making dilemmas, experts’ assessments of decisions are always ambiguous and fuzzy. To depict such sort of ambiguity, intuitionistic fuzzy (IF) set, pioneered by Atanassov [1, 2], is a modified and general shape of fuzzy information [3]. Two very well-known and dominant functions, called supporting \( u(x) \) and supporting against \( v(x) \) grades containing in IF set with an idealist mathematical situation/structure: \( 0 \leq u(x) + v(x) \leq 1 \). Certain evaluations were done by different people, for instance, bipolar soft set [4], decision-making evaluation using variable weight-based hybrid approaches [5], divergence measures [6], construction of different distance measures [7], granular ambiguity with IFSs [8], analysis of COVID-19 pandemic performance [9], and correlation co-efficient using IFSs [10]. However, in several procedures of decision making, it is possible \( u(x) + \sqrt{v(x)} > 1 \), but \( 0 \leq u^2(x) + v^2(x) \leq 1 \). Alternatively, the main mathematical form of Pythagorean fuzzy (PF) set, pioneered by Yager [11] with a positive and effective tool: \( 0 \leq u^2(x) + v^2(x) \leq 1 \), certain applications have been done by different peoples, for instance, weighted discrimination analysis based on PF sets [12], correlation measures [13], analysis of transport management [14], multi-criteria group decision-making analysis [15], ELECTRE-II technique [16], Yager aggregation operators [17], ELECTRE-I technique [18], and analysis of risk evaluation using PF information [19].

Study information in the last paragraph, we noticed that decision-making evaluations have been done based on IF and PF information. Once more noticed that these theories are not able to evaluate or manage time-periodic dilemmas and two-dimension theory is given in single sets. Therefore, Ramot et al. [20] employed the second term in the grade of supporting \( u(x) = u_R(x)e^{2\pi i u_I(x)} \) and given their shapes of complex numbers like polar coordinates, called complex fuzzy (CF) set whose real and imaginary parts are represented by the amplitude and phase term. The fuzzy set is one of the most important cases of the CF set, because if we choose \( u_R(x) = 0 \), then the value of the supporting grade in the CF set is changed to the value of the supporting grade in a fuzzy set. Certain applications have been done by different people, for instance, cross-entropy measures [21], neighborhood operators [22], orthogonality [23], and complex fuzzy soft set theory [24]. But still, the grade of supporting against is missing in the CF information, due to these issues many scholars have faced a lot of ambiguity; therefore, to handle such kind of hurdles, Alkouri and Salleh [25] diagnosed the complex IF (CIF) set with two grades in the shape of polar coordinates in the shape: \( 0 \leq u_R(x) + v_R(x) \leq 1 \) and \( 0 \leq u_I(x) + v_I(x) \leq 1 \). Certain evaluations were done by different peoples, for instance, novel aggregation operators [26], robust averaging-geometric operators [27], generalized geometric operators [28], Hamacher aggregation operators [29], and prioritized aggregation operators [30]. However, in several procedures of decision making, it is possible \( u_R(x) + v_R(x) > 1 \) and \( u_I(x) + v_I(x) > 1 \), but \( 0 \leq u^2_R(x) + v^2_R(x) \leq 1 \) and \( 0 \leq u^2_I(x) + v^2_I(x) \leq 1 \). Alternatively, the main mathematical form of complex PF (CPF) set, pioneered by Ullah et al. [31] with a modified rule: \( 0 \leq u^2_R(x) + v^2_I(x) \leq 1 \), \( 0 \leq u^2_I(x) + v^2_I(x) \leq 1 \), and due to these modifications, certain people have utilized it in the region of different fields, for instance, Einstein geometric operators [32], Dombi operators [33], Einstein operators [34], and prioritized weighted operators [35].

Evaluating the relation between any number of attributes is a very challenging task for individuals. Therefore, to reduce the complications of the experts, certain researchers have evaluated different types of operators by using different types of norms. For instance, aggregation operators using t-norm and t-conorm for IF sets [36], generalized operators based on the above norms were diagnosed by Zhao et al. [37], Einstein hybris aggregation operators were evaluated by Zhao and Wei [38], geometric operators for IF sets were implemented by Xu and Yager [39], Hamacher operators for IF sets were evaluated by Huang [40], Dombi operators for PF sets were utilized by Khan et al. [41], PF aggregation operators were evaluated by Peng and Yuan [42], Hamacher operators for PF sets were diagnosed by Wu and Wei [43] and generalized aggregation operators for PF sets was evaluated by Feng et al. [44]. Further, we noticed that the main and powerful decision-making procedure has three main stages:

1. Arrange the information based on some features to express the data.
2. Determine the preference information of the item by accumulating the distinct criteria values.
3. Rank the final aggregated values to obtain the beneficial decision.
Therefore, the theme of this theory is to evaluate a novel decision-making tool to manage the MADM techniques based on the CPF information with Archimedean-averaging/geometric aggregation operators based on the t-norm and t-conorm. The Archimedean aggregation operators are the modified version of many well-known aggregation operators, for instance, the simple weighted averaging/geometric aggregation operators, Einstein averaging/geometric aggregation operators, Hamacher averaging/geometric aggregation operators, and frank averaging/geometric aggregation operators are the special cases of the evaluated Archimedean aggregation operators. Further, by involving the confidence degree, the diagnosed operators are given their results more feasible compared to prevailing operators computed based on the different norms in the presence of confidence degree as well as without confidence degree. To propose the aggregation, Einstein, Hamacher, and frank operators, we computed the short and generalized shape of these all operators which can help many authors to find their results instead of implementing these all ideas.

CPF set is the modified version of the PF set by including the phase term in the grade of supporting and supporting against. The phase term and amplitude term in the CPF set represented the real and imaginary parts in complex numbers. If we remove the phase term from the grade of supporting and supporting against, the experts have lost a lot of data during the decision-making process. To moreover explain the significance of phase term, we discussed practical examples, such that, if a company wants to launch a novel type of laptop in the market, regarding each laptop, the owner of the laptop given information in the shape, called the name of the laptop and price of the laptop. The name of the laptop shows the amplitude term, and the price of the laptop shows the phase term. For the traditional PF set, it is very ambiguous to handle it because the prevailing PF set deals only with one-dimension information. The CPF information is much suitable and valuable for handling awkward and rational information. Under the consideration of the above worthwhile information, some important features are explained here:

1. To propose the fundamental Archimedean operational laws.
2. To develop CCPFSAWA, CCPFSAOWA, CCPFSAWG, and CCPFSAOWG operators and explore their valuable results and properties.
3. To propose the CCPFWA, CCPFOWA, CCPFEWA, CCPFEOWA, CCPFHWAW, CCPFHOWAW, CCPFWA, CCPFOWA, CCPFOWG, CCPFWG, CCPFOWG operators.
4. To develop a MADM method based on the proposed operators.
5. To demonstrate many examples and illustrated comparative analysis among proposed and prevailing theories to show the validation and genuine worth of the new approaches. Figure 1 can easily describe the importance of the proposed work and implemented algorithm used in this manuscript.

Construction of this article is shown as: Sect. 2 gave some existing theories, such as CPF sets, and their application with t-norm and t-conorm. In Sect. 3, we firstly developed the fundamental Archimedean operational laws. Second, based on these laws, we proposed the CCPFSAWA, CCPFSAOWA, CCPFSAWG, and CCPFSAOWG operators and explored their valuable results and properties. We know that Archimedean t-norm and t-conorm are the general form of the all-aggregation operators, so by using different values of t-norm and t-conorm, we gave the CCPFWA, CCPFOWA, CCPFEWA, CCPFEOWA, CCPFHWAW, CCPFHOWAW, CCPFWA, CCPFOWA, CCPFOWG, CCPFWG, CCPFOWG, CCPFHWG, CCPFHOWG, CCPFWG, and CCPFOWG operators. In Sect. 4, we proposed a MADM method based on the proposed operators. Finally, many examples are given to show the validation of the new approaches. Section 5 contained concluding remarks.

2 Preliminaries

This analysis talked about some existing theories, called CPF sets, and their application with t-norm and t-conorm. Different types of symbols and their meaning are illustrated in Table 1.

**Definition 1** [31] Under the supposition of fixed set \( x \), a structure:

\[
\beta = \{(u(x), v(x)) : x \in x\}
\]

with \(0 \leq u^2(x) + v^2(x) \leq 1\), is called CPF set and the refusal grade: \( R(x) = R(x)e^{2\pi i R(s)} = (1 - (u^2(x) + v^2(x))) e^{2\pi i (1 - (u^2(x) + v^2(x)))} \). Finally, \( x_i = (u_{R-s}e^{2\pi i (u_{R-s})}, v_{R-s}e^{2\pi i (v_{R-s})]) \), \( s = 1, 2, \ldots, n \), used as a CPF number (CPFNs). Further, we proposed various algebraic laws for CPFNs as follows.
1. To develop Archimedean operational laws based on complex Pythagorean fuzzy (CPF) sets.

2. To develop Archimedean aggregation operators based on CPF sets using confidence degree.

3. To discuss the special cases of the proposed work, like, aggregation operators based on Algebraic, Einstein, Hamacher, and Frank t-norm and t-conorms.

4. To develop multi-attribute decision-making problem based on diagnosed operators.

   i. Collect the information
   ii. Normalize the information
   iii. Aggregate the information
   iv. Find the score information
   V. Rank to all information
   vi. Find the best preference

5. To discuss the comparative analysis of the proposed and prevailing operators.

6. To illustrate the geometrical representation of the obtained results.

Fig. 1 Explanation of the proposed information

Table 1 Representation of different symbols and their meanings

| Symbol | Meaning | Symbol | Meaning |
|--------|---------|--------|---------|
| \( u(x) \) | Membership function | \( u_R \) | The real part of the membership function |
| \( v(x) \) | Non-membership function | \( u_I \) | The imaginary part of the membership function |
| \( x \) | Universal set | \( v_R \) | The real part of the non-membership function |
| \( v_I \) | The imaginary part of the non-membership function |
| \( \beta \) | Complex Pythagorean fuzzy sets | \( R_R(x) \) | The real part of the neutral function |
| \( R_I(x) \) | The imaginary part of the neutral function |

\[
\beta_{1} \otimes \beta_{2} = \left( \frac{(u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))e^{2\pi i (u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))}}{v^2_R (x) - e^{2\pi i (u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))}} \right). 
\]

\[
\beta_{1} \otimes \beta_{2} = \left( \frac{(u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))e^{2\pi i (u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))}}{v^2_R (x) - e^{2\pi i (u^2_R (x) + u^2_R (x) - u^2_R (x)u^2_R (x))}} \right). 
\]

\[
\rho \beta_{s} = \left( 1 - (1 - u^2_R (x))^2 \right) e^{2\pi i (1 - (1 - u^2_R (x)))}, v^2_R (x) - e^{2\pi i (1 - (1 - u^2_R (x)))}. 
\]

\[
\beta_{s} = \left( u^2_R (x), (1 - v^2_R (x)) \right), v^2_R (x) - e^{2\pi i (1 - (1 - u^2_R (x)))}. 
\]

\[
\rho \beta_{s} = \left( 1 - (1 - u^2_R (x))^2 \right) e^{2\pi i (1 - (1 - u^2_R (x)))}, v^2_R (x) - e^{2\pi i (1 - (1 - u^2_R (x)))}. 
\]

Definition 2 [31] Assume that \( \beta_{s} = (u^2_R (x), v^2_R (x)), s = 1, 2, \ldots, n \) is a family of CPFNs. Then,
\( C(\beta_s) = \frac{1}{2}[u_{R-s} + u_{I-s} - v_{R-s} - v_{I-s}], \quad C(\beta_s) \in [-1, 1], \)
\[ (6) \]
\( A(\beta_s) = \frac{1}{2}[u_{R-s} + u_{I-s} + v_{R-s} + v_{I-s}], \quad A(\beta_s) \in [0, 1]. \)
\[ (7) \]

Used as a score and accuracy function with a rule: if \( C(\beta_1) > C(\beta_2), \) then \( \beta_1 > \beta_2, \) if \( C(\beta_1) = C(\beta_2), \) then if \( A(\beta_1) > A(\beta_2), \) then \( \beta_1 > \beta_2. \)

**Definition 3** [45] Assume \( T : [0, 1] \times [0, 1] \rightarrow [0, 1] \) hold the below conditions:

1. \( T(1, x) = x \) for all \( x \)
2. \( T(x, y) = T(y, x) \) for all \( x \) and \( y \)
3. \( T(x, T(y, z)) = T(T(x, y), z) \) for all \( x, y \) and \( z \)
4. \( If x \leq x' \) and \( y \leq y', then T(x, y) \leq T(x', y') \)

then \( T \) called t-norm. Similarly, if \( S : [0, 1] \times [0, 1] \rightarrow [0, 1] \) hold the below conditions:

1. \( S(0, x) = x \) for all \( x \)
2. \( S(x, y) = S(y, x) \) for all \( x \) and \( y \)
3. \( S(x, S(y, z)) = S(S(x, y), z) \) for all \( x, y \) and \( z \)
4. \( If x \leq x' \) and \( y \leq y', then S(x, y) \leq S(x', y') \)

then \( S \) called t-conorm. Noticed that \( T(x, y) = g^{-1}(g(x) + g(y)) \) and \( S(x, y) = h^{-1}(h(x) + h(y)) \), the additive modifier of \( g \) and \( h \), where \( h(t) = g(1 - t) \).

### 3 Archimedean Aggregation Operators Using Confidence Levels for CPF Information

Firstly, we propose the fundamental Archimedean operational laws. Further, based on these laws, we develop the CCPFSAWA, CCPFSAOWA, CCPFPSAWG, and CCPFPSAOWG operators and explore their valuable results and properties. We know that Archimedean t-norm and t-conorm are the general form of the all-aggregation operators, so by using different values of t-norm and t-conorm, we develop CCPFWA, CCPFWA, CCPFEWA, CCPFEOWA, CCPFHOWA, CCPFFWA, CCPFFOWA, CCPFFWG, CCPFEWG, CCPFEOWG, CCPFHOWG, CCPFFWG, and CCPFFOWG operators.

**Definition 4** We propose various Archimedean laws for CPFNs \( \beta_s = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), s = 1, 2, \ldots, n, \) such that

\[
\beta_1 \oplus \beta_2 = \left( h^{-1}(h(u_{R-s} + h(u_{R-s})))e^{2\pi(h^{-1}(h(v_{R-s})))) \right),
\]
\[
g^{-1}(g(v_{R-s} + g(v_{R-s})))e^{2\pi(g^{-1}(g(v_{R-s})))},
\]
\[
\beta_1 \otimes \beta_2 = \left( g^{-1}(g(u_{R-s} + g(u_{R-s})))e^{2\pi(g^{-1}(g(v_{R-s})))} \right),
\]
\[
h^{-1}(h(v_{R-s} + h(v_{R-s})))e^{2\pi(h^{-1}(h(v_{R-s})))},
\]
\[
\rho_1 \beta_s = \left( h^{-1}(\rho h(u_{R-s})))e^{2\pi(h^{-1}(\rho h(v_{R-s})))} \right),
\]
\[
g^{-1}(\rho g(v_{R-s})))e^{2\pi(g^{-1}(\rho g(v_{R-s})))},
\]
\[
\beta_s^\rho = \left( g^{-1}(\rho g(u_{R-s})))e^{2\pi(g^{-1}(\rho g(v_{R-s})))} \right),
\]
\[
h^{-1}(\rho h(v_{R-s})))e^{2\pi(h^{-1}(\rho h(v_{R-s})))},
\]
\[
\rho_1 \oplus \beta_s = \left( h^{-1}(\rho h(u_{R-s}))))e^{2\pi(h^{-1}(\rho h(v_{R-s})))} \right),
\]
\[
g^{-1}(\rho g(v_{R-s})))e^{2\pi(g^{-1}(\rho g(v_{R-s})))},
\]
\[
\beta_s^\rho = \left( g^{-1}(\rho g(u_{R-s})))e^{2\pi(g^{-1}(\rho g(v_{R-s})))} \right),
\]
\[
h^{-1}(\rho h(v_{R-s})))e^{2\pi(h^{-1}(\rho h(v_{R-s})))},
\]

**Definition 5** Under the supposition of fixed set \( x \), a structure:

\[
CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \quad \text{ is called the CCPFWA operator, where } \overline{\nabla}_x \text{ represents the weight vector with } \sum_{i=1}^n \overline{\nabla}_x = 1 \text{ and } \nabla_x \text{ expresses the confidence level, where } 0 \leq \nabla_x \leq 1. \quad (12)
\]

is changed into a simple CPF-weighted averaging (CPFWA) operator, such that

\[
CCPFWA((\beta_1, \beta_2, \ldots, \beta_n)) = \oplus_{x=1}^n \overline{\nabla}_x \beta_x. \quad (13)
\]

**Theorem 1** The computed value of Eq. (12) is still CPF number, such that

\[
CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \left( h^{-1}\left(\sum_{x=1}^n \overline{\nabla}_x (\nabla_x h(v_{R-s}))\right)e^{2\pi(h^{-1}\left(\sum_{x=1}^n \overline{\nabla}_x (\nabla_x h(v_{R-s}))\right))},
\]
\[
g^{-1}\left(\sum_{x=1}^n \overline{\nabla}_x (\nabla_x g(v_{R-s}))\right)e^{2\pi(g^{-1}\left(\sum_{x=1}^n \overline{\nabla}_x (\nabla_x g(v_{R-s}))\right))},
\]
\[
\right),
\]

where \( 0 \leq \nabla_x \leq 1 \) and \( \sum_{x=1}^n \overline{\nabla}_x = 1. \)

**Proof** Mathematical induction is used to prove Eq. (14).
Assume \( n = 2, \) then
Proof\ Par 2 (Monotonicity) If $\beta_s = (u_{R^{-s}} e^{2\pi i (u_{R^{-s}})}, v_{R^{-s}} e^{2\pi i (v_{R^{-s}})})$, and $\beta'^*_s = (u_{R^{-s}} e^{2\pi i (u'_{R^{-s}})}, v_{R^{-s}} e^{2\pi i (v'_{R^{-s}})})$, $s = 1, 2, \ldots, n$, with $\beta_s \leq \beta'^*_s$, then

$$CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq CCPFWA((\nabla_1, \beta'_s), (\nabla_2, \beta'_s), \ldots, (\nabla_n, \beta'_n)).$$

(16)

Proof\ Noticing that $\beta_s \leq \beta'^*_s$ it means that $u_{R^{-s}} \leq u'_{R^{-s}}, v_{R^{-s}} \leq v'_{R^{-s}}$, and $v_{R^{-s}} \geq v'_{R^{-s}}, v_{R^{-s}} \geq v'_{R^{-s}}$, then

$$h^{-1}\left(\sum_{i=1}^{n} \nabla_i h(u_{R^{-s}})\right) \leq h^{-1}\left(\sum_{i=1}^{n} \nabla_i h(u'_{R^{-s}})\right)$$

$$h^{-1}\left(\sum_{i=1}^{n} \nabla_i h(v_{R^{-s}})\right) \leq h^{-1}\left(\sum_{i=1}^{n} \nabla_i h(v'_{R^{-s}})\right)$$

and

$$g^{-1}\left(\sum_{i=1}^{n} \nabla_i g(u_{R^{-s}})\right) \geq g^{-1}\left(\sum_{i=1}^{n} \nabla_i g(u'_{R^{-s}})\right)$$

$$g^{-1}\left(\sum_{i=1}^{n} \nabla_i g(v_{R^{-s}})\right) \geq g^{-1}\left(\sum_{i=1}^{n} \nabla_i g(v'_{R^{-s}})\right)$$

Thus, we get

$$CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq CCPFWA((\nabla_1, \beta'_s), (\nabla_2, \beta'_s), \ldots, (\nabla_n, \beta'_n)).$$

(17)

Property\ 3 (Boundedness) If $\beta^- = \left(\min u_{R^{-s}} e^{2\pi i (\min u_{R^{-s}})}, \max v_{R^{-s}} e^{2\pi i (\max v_{R^{-s}})}\right)$ and $\beta^+ = \left(\max u_{R^{-s}} e^{2\pi i (\max u_{R^{-s}})}, \min v_{R^{-s}} e^{2\pi i (\min v_{R^{-s}})}\right)$, $s = 1, 2, \ldots, n$, then

$$\beta^- \leq CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq \beta^+.$$

(18)

Proof\ Using property 1 and property 2, we can easily obtain the required result, such that

$$\beta^- \leq CCPFWA((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq \beta^+.$$

Further, by using different types of functions, we can obtain some new operators, such that

1. When $g(t) = -\log(t^2)$, then
CCPFWA((\(\nabla_1, \beta_1\)), (\(\nabla_2, \beta_2\)), ..., (\(\nabla_n, \beta_n\)))

\[
\left(1 - \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right) + \alpha \left(\prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right),
\]

(18)

is called CCPFWA operator.

2. When \(g(t) = \log\left(\frac{2^t - 1}{t}\right)\), then

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), ..., (\nabla_n, \beta_n))

\[
\frac{\text{max} \left(\prod_{s=1}^{n}(1 + \frac{1}{\gamma - 1} \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s)\right)}{\text{max} \left(\prod_{s=1}^{n}(1 + \frac{1}{\gamma - 1} \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s)\right)},
\]

\[
\left(1 - \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right) + \alpha \left(\prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right)
\]

(19)

is called CCPFWEWA operator.

3. When \(g(t) = \log\left(\frac{\gamma (1 - t^p)}{p}\right)\), then

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), ..., (\nabla_n, \beta_n))

\[
\frac{\text{max} \left(\prod_{s=1}^{n}(1 + \frac{1}{p} \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s)\right)}{\text{max} \left(\prod_{s=1}^{n}(1 + \frac{1}{p} \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s)\right)},
\]

\[
\left(1 - \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right) + \alpha \left(\prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right)
\]

(20)

is called CCPFHWA operator. If \(\gamma = 1\) in Eq. (20), then we get Eq. (18); if we use \(\gamma = 2\) in Eq. (20), then we get Eq. (19).

4. When \(g(t) = \log\left(\frac{\gamma - 1}{\gamma - t^p}\right)\), then

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), ..., (\nabla_n, \beta_n))

\[
\left(1 - \prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right) + \alpha \left(\prod_{s=1}^{n}(1 - u_{s-1}^c)^{\beta_s}v^s\right),
\]

(21)

is called CCPFFWA operator.

To explain the above aggregation operators, we give an example.

**Example 1** We consider \(\beta_1 = \{0.7, 0.6e^{2\pi(0.5)}, 0.5e^{2\pi(0.4)}\}\), \(\beta_2 = \{0.71, 0.61e^{2\pi(0.51)}, 0.51e^{2\pi(0.41)}\}\), \(\beta_3 = \{0.72, 0.62e^{2\pi(0.52)}, 0.52e^{2\pi(0.42)}\}\) and \(\beta_4 = \{0.73, 0.63e^{2\pi(0.53)}, 0.53e^{2\pi(0.43)}\}\) with weight vectors \(0.05, 0.1, 0.3, 0.2, 0.1\), then by using Eqs. (18) to (21) \((\nabla_1 = \nabla_2 = \nabla_3 = \nabla_4 = 1\), we have

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))
\]

\[
= \left\{0.7041e^{2\pi(0.62)}, 0.4391e^{2\pi(0.3503)}\right\}, \text{... by Eq. (18)}
\]

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))
\]

\[
= \left\{0.7207e^{2\pi(0.6419)}, 0.4324e^{2\pi(0.3465)}\right\}, \text{... by Eq. (19)}
\]

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))
\]

\[
= \left\{0.598e^{2\pi(0.5362)}, 0.4268e^{2\pi(0.3432)}\right\}, \text{... by Eq. (20)}
\]

\[
\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))
\]

\[
= \left\{0.4943e^{2\pi(0.4324)}, 0.7613e^{2\pi(0.7322)}\right\}, \text{... by Eq. (21)}.
\]

Then by using Eq. (6), we have

\[
C(\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)))
\]

\[
= 0.0906, \text{... by Eq. (18)}
\]

\[
C(\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)))
\]

\[
= 0.1229, \text{... by Eq. (19)}
\]

\[
C(\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)))
\]

\[
= 0.0329, \text{... by Eq. (20)}
\]

\[
C(\text{CCPFWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)))
\]

\[
= 0.3778, \text{... by Eq. (21)}.
\]

Further, the geometrical interpretation of the above information is shown Fig. 2.

**Definition 6** Under the supposition of fixed set \(x\), a structure:

\[
\text{Score Values}
\]

Fig. 2 Geometrical explanation for example 1.
\[ \text{CCPFAOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \bigoplus_{s=1}^{n} \overline{w_s} \left( \nabla_s \beta_{0(s)} \right) \]  
(22)

is called the CCPFAOWA operator with \( \beta_{0(s)} \leq \beta_{0(s-1)} \), where \( \overline{w_s} \) represents the position weight vector with \( \sum_{s=1}^{n} \overline{w_s} = 1 \) and \( \nabla_s \) expresses the confidence level, where \( 0 \leq \nabla_s \leq 1 \). When \( \nabla_1 = \nabla_2 = \ldots = \nabla_n = 1 \), then the CCPFAOWA operator is changed into a simple CPF-ordered weighted averaging (CPFOWA) operator, such that
\[ \text{CPFOWA}(\beta_1, \beta_2, \ldots, \beta_n) = \bigoplus_{s=1}^{n} \overline{w_s} \left( \beta_{0(s)} \right) \]  
(23)

Theorem 2  The computed value of Eq. (22) is also CPF number, such that
\[ \text{CPFOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \left( \bigoplus_{s=0}^{n} \nabla_s \left( \beta_0(s) \right) \right) \]  
(24)

where Omitted. \( \square \)

Property 4  (Idempotency)  If \( \beta_s = \beta = (u_{RE}e^{2\pi(iu)}) \), \( v_{RE}e^{2\pi(vu)} \),  \( s, 1, 2, \ldots, n \), then
\[ \text{CPFOWA}(\beta_1, \beta_2, \ldots, \beta_n) = \beta \]  
(25)

Property 5  (Monotonicity)  If \( \beta_s = (u_{RE}e^{2\pi(iu)}) \), \( v_{RE}e^{2\pi(vu)} \), and \( \beta_s^* = (u_{RE}e^{2\pi(iu^2)}) \), \( v_{RE}e^{2\pi(vu^2)} \), \( s, 1, 2, \ldots, n \), with \( \beta_s \leq \beta_s^* \), then
\[ \text{CPFOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ \leq \text{CPFOWA}(\nabla_1, \beta_1^*), (\nabla_2, \beta_2^*), \ldots, (\nabla_n, \beta_n^*) \].  
(26)

Property 6  (Boundedness)  If \( \beta^- = \left( \min_{s} u_{R-s} e^{2\pi(iu)} \right) \), \( \max_{s} v_{R-s} e^{2\pi(vu)} \) and \( \beta^+ = \left( \max_{s} u_{R-s} e^{2\pi(iu)} \right) \), \( \min_{s} v_{R-s} e^{2\pi(vu)} \), \( s, 1, 2, \ldots, n \), then
\[ \beta^- \leq \text{CPFOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \leq \beta^+ \]  
(27)

Further, by using different types of functions, we can obtain some new operators, such that
1. When \( g(t) = -\log(t^2) \), then
\[ \text{CCPFAOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \left( \left( 1 - \Pi_{s=1}^{n} \left( 1 - u_{RE-s} e^{2\pi(iu)} \right) \right) \right) \]  
(28)

is called CCPFOWA operator.
2. When \( g(t) = \log(t^2) \), then
\[ \text{CCPFAOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \left( \left( 1 - \Pi_{s=1}^{n} \left( 1 - u_{RE-s} e^{2\pi(iu)} \right) \right) \right) \]  
(29)

is called CCPFEOWA operator.
3. When \( g(t) = \log(2 + (1 - t)^2) \), then
\[ \text{CCPFAOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \left( \left( 1 - \Pi_{s=1}^{n} \left( 1 - u_{RE-s} e^{2\pi(iu)} \right) \right) \right) \]  
(30)

is called CCPFOWA operator. If \( \gamma = 1 \) in Eq. (30), then we get Eq. (28), if \( \gamma = 2 \) in Eq. (30), then we get Eq. (29).
4. When \( g(t) = \log(t^2) \), then
\[ \text{CCPFAOWA}(\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n) \]
\[ = \left( \left( 1 - \Pi_{s=1}^{n} \left( 1 - u_{RE-s} e^{2\pi(iu)} \right) \right) \right) \]  
(31)

is called CCPFOWA operator.

Definition 7  Under the supposition of fixed set \( x \), a structure:
Theorem 3  The computed value of Eq. (32) is also CPF number, such that
\[
CCPFAWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \otimes_{s=1}^n (\beta_s)_{\overline{w}_s}
\]
(32)
is called the CCPFAWG operator, where \(\overline{w}_s\) represents the weight vector with \(\sum_{s=1}^n \overline{w}_s = 1\) and \(\overline{v}_s\) expresses the confidence level, where \(0 \leq \overline{v}_s \leq 1\). When \(\nabla_1 = \nabla_2 = \ldots = \nabla_n = 1\), then the CCPFAWG operator is changed into a simple CPF-weighted geometric (CPFWG) operator, such that
\[
CCPFAWG(\beta_1, \beta_2, \ldots, \beta_n) = \otimes_{s=1}^n (\beta_s)_{\overline{w}_s}
\]
(33)

Property 7 (Idempotency) If \(\beta_s = \beta = (u_R e^{2\pi i u_{\alpha}}), v_R e^{2\pi i v_{\alpha}}, s = 1, 2, \ldots, n\), then
\[
CCPFWG(\beta_1, \beta_2, \ldots, \beta_n) = \beta.
\]
(35)

Property 8 (Monotonicity) If \(\beta_s = (u_R e^{2\pi i u_{\alpha}}), v_R e^{2\pi i v_{\alpha}}, s = 1, 2, \ldots, n\), with \(\beta_s \leq \beta_s^*\) then
\[
CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq CCPFWG((\nabla_1, \beta_1^*), (\nabla_2, \beta_2^*), \ldots, (\nabla_n, \beta_n)).
\]
(36)

Property 9 (Boundedness) If \(\beta^- = \left(\min_{s \in [0,R-\pi]} e^{2\pi i \min_{s \in [0,R-\pi]}}, \max_{s \in [0,R-\pi]} e^{2\pi i \max_{s \in [0,R-\pi]}}\right)\) and \(\beta^+ = \left(\max_{s \in [0,R-\pi]} e^{2\pi i \min_{s \in [0,R-\pi]}}, \min_{s \in [0,R-\pi]} e^{2\pi i \max_{s \in [0,R-\pi]}}\right), s = 1, 2, \ldots, n\), then
\[
\beta^- \leq CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) \leq \beta^+
\]
(37)

Further, by using different types of functions, we can obtain some new operators, such that.

1. When \(g(t) = -\log(t^2)\), then
\[
CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \left(\prod_{s=1}^n \overline{w}_s e^{2\pi i \overline{v}_s} \right) e^{2\pi i \overline{v}_s} \left(1 - \prod_{s=1}^n (1 - \overline{v}_s)\right)
\]
(38)
is called CCPFWG operator.

2. When \(g(t) = \log\left(\frac{t^2}{\lambda}\right)\), then
\[
CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \left(2 \prod_{s=1}^n (\overline{w}_s e^{2\pi i \overline{v}_s}) + \prod_{s=1}^n (1 - \overline{v}_s)\right) e^{2\pi i \overline{v}_s} \left(1 - \prod_{s=1}^n (1 - \overline{v}_s)\right)
\]
(39)
is called CCPFWG operator.

3. When \(g(t) = \log\left(\frac{t^2 + 1}{\lambda} - 1\right)\), then
\[
CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \left(2 \prod_{s=1}^n (\overline{w}_s e^{2\pi i \overline{v}_s}) + \prod_{s=1}^n (1 - \overline{v}_s)\right) e^{2\pi i \overline{v}_s} \left(1 - \prod_{s=1}^n (1 - \overline{v}_s)\right)
\]
(40)
is called CCPFHWG operator. If \(\gamma = 1\) in Eq. (40), then we get Eq. (38), if \(\gamma = 2\) in Eq. (40), then we get Eq. (39).

4. When \(g(t) = \log\left(\frac{t^2 - 1}{\lambda - 1}\right)\), then
\[
CCPFWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n)) = \left(\left(\prod_{s=1}^n (\overline{w}_s e^{2\pi i \overline{v}_s})\right) e^{2\pi i \overline{v}_s} \left(1 - \prod_{s=1}^n (1 - \overline{v}_s)\right)\right)
\]
(41)
is called CCPFWG operator.

To explain the above aggregation operators, we illustrate an example.

Example 2  We consider \(\beta_1 = \{0.7, 0.6 e^{2\pi i (0.5)}, 0.5 e^{2\pi i (0.4)}\}\), \(\beta_2 = \{0.71, 0.61 e^{2\pi i (0.51)}, 0.51 e^{2\pi i (0.41)}\}\), \(\beta_3 = \ldots\)
\[
\{(0.72, 0.62e^{2\pi(0.52)}), 0.52e^{2\pi(0.42)}\}
\]
and \(\beta_4 = \{(0.73, 0.63e^{2\pi(0.53)}), 0.53e^{2\pi(0.43)}\}\) with weight vectors 0.4, 0.3, 0.2, and 0.1, then by using Eq. (38) to Eq. (41), we have
\[
\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)) = \left(0.7041e^{2\pi(0.6419)}, 0.4391e^{2\pi(0.3503)}\right) \ldots \text{by Eq. (38)}
\]
\[
\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)) = \left(0.7207e^{2\pi(0.3465)}, 0.4234e^{2\pi(0.3456)}\right) \ldots \text{by Eq. (39)}
\]
\[
\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)) = \left(0.598e^{2\pi(0.3562)}, 0.4268e^{2\pi(0.3432)}\right) \ldots \text{by Eq. (40)}
\]
\[
\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4)) = \left(0.4943e^{2\pi(0.4324)}, 0.7613e^{2\pi(0.7322)}\right) \ldots \text{by Eq. (41)}
\]

Then by using Eq. (6), we have
\[
\text{C}(\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))) = 0.2674 \ldots \text{by Eq. (38)}
\]
\[
\text{C}(\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))) = 0.2918 \ldots \text{by Eq. (39)}
\]
\[
\text{C}(\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))) = 0.1821 \ldots \text{by Eq. (40)}
\]
\[
\text{C}(\text{CCPFAWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), (\nabla_4, \beta_4))) = 0.2834 \ldots \text{by Eq. (41)}.
\]

Further, the geometrical interpretation of the above information is described in Fig. 3.

**Definition 8** Under the supposition of fixed set \(x\), a structure:
\[
\text{CCPFAOWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n), s) = n \sum_{i=1}^{s} (\beta_{\sigma(i)})^{s-1}
\]
(42)

is called the CCPFAOWG operator with \(\beta_{\sigma(i)} \leq \beta_{\sigma(i+1)}\), where \(\overline{w}_s\) represents the position weight vector with \(\sum_{i=1}^{s} \overline{w}_s = 1\) and \(\nabla_\sigma\) expresses the confidence level, where \(0 \leq \nabla_\sigma \leq 1\). When \(\nabla_1 = \nabla_2 = \ldots = \nabla_n = 1\), then the CCPFAOWG operator is changed into a simple CPF-ordered weighted geometric (CPFOWG) operator, such that
\[
\text{CCPFAOWG}(\beta_1, \beta_2, \ldots, \beta_n) = n \sum_{i=1}^{s} (\beta_{\sigma(i)})^{s-1}.
\]
(43)

*Fig. 3 Geometrical explanation of example 2*

**Theorem 4** The computed value of Eq. (42) is also CPF number, such that
\[
\text{CCPFAOWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), (\nabla_3, \beta_3), \ldots, (\nabla_n, \beta_n))
\]
\[
= \left(\frac{-1}{n} \sum_{i=1}^{n} \overline{w}_s(\nabla_\sigma^{\sigma(i)}(u_{R-si})) \right)^{e^{2\pi(s-1)}(\sum_{i=1}^{n} \overline{w}_s(\nabla_\sigma^{\sigma(i)}(u_{R-si}))))},
\]
(44)

where \(0 \leq \nabla_\sigma \leq 1\) and \(\sum_{i=1}^{n} \overline{w}_s = 1\).

**Proof** Omitted.

**Property 10** (Idempotency) If \(\beta_j = \beta = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), s = 1, 2, \ldots, n\), then
\[
\text{CCPFAOWG}(\beta_j, \beta_j, \ldots, \beta_j) = \beta. \tag{45}
\]

**Property 11** (Monotonicity) If \(\beta_j = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), \beta_j = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), s = 1, 2, \ldots, n\), with \(\beta_j \leq \beta_j\), then
\[
\text{CCPFAOWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_s, \beta_s)) \leq \text{CCPFAOWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_s, \beta_s)). \tag{46}
\]

**Property 12** (Boundedness) If \(\beta = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), \beta = (u_{R-s}e^{2\pi(u_{R-s})}, v_{R-s}e^{2\pi(v_{R-s})}), s = 1, 2, \ldots, n\),
\[
\beta^+ = (\min u_{R-s}e^{2\pi(u_{R-s})}, \max v_{R-s}e^{2\pi(v_{R-s})}) \text{ and } \beta^- = (\max u_{R-s}e^{2\pi(u_{R-s})}, \min v_{R-s}e^{2\pi(v_{R-s})}), s = 1, 2, \ldots, n, \text{ then}
\]
\[
\beta^- \leq \text{CCPFAOWG}((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_s, \beta_s)) \leq \beta^+. \tag{47}
\]

Further, by using different types of functions, we can obtain some new operators, such that.
1. When \( g(t) = -\log(t^2) \), then
\[
CCPFOWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n))
= \left( 1 - \pi_{GW} (\beta - a_{ij}^{\nabla}) \right) \theta^n \left( 1 - \pi_{GW} (\beta - a_{ij}^{\nabla}) \right)
\]
(48)
is called CCPFOWG operator.

2. When \( g(t) = \log(2t^2) \), then
\[
CCPFOWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n))
= \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right) \theta^n \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right)
\]
(49)
is called CCPFEOWG operator.

3. When \( g(t) = \log(\frac{1}{t-t^2}) \), then
\[
CCPFOWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n))
= \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right) \theta^n \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right)
\]
(50)
is called CCPFHOWG operator. If \( \gamma = 1 \) in Eq. (50), then we get Eq. (48), if \( \gamma = 2 \) in Eq. (50), then we get Eq. (49).

4. When \( g(t) = \log(\frac{1}{1-t^2}) \), then
\[
CCPFOWG((\nabla_1, \beta_1), (\nabla_2, \beta_2), \ldots, (\nabla_n, \beta_n))
= \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right) \theta^n \left( \pi_{GW} (\beta - a_{ij}^{\nabla}) \right)
\]
(51)
is called CCPFFOWG operator.

4 MADM Methods

In this section, we develop a MADM method based on the proposed operators and find our best alternative. Some examples are used to do comparative analysis among proposed and existing methods to show the validation of the new approaches. MADM technique plays a valuable role in strategic decision making, and it has been more generally used in certain fields like economics, management sciences, computer science, road signals systems, and software engineering in the last few years. Its spirit is to rank the alternatives under some attributes and select the best one.

Suppose \( \beta_i, i = 1, 2, \ldots, m \) represent the m-alternatives, and \( A_j, j = 1, 2, \ldots, n \) represent n-attributes with weight vector \( \sum_{j=1}^{n} w_j = 1 \). The value of alternative \( \beta_i \) under attribute \( A_j \) is represented by CPF numbers \( \beta_{ij} = (u_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}, v_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}) \) \( i = 1, 2, \ldots, m, j = 1, 2, \ldots, n \) with \( 0 \leq u_{R_{ij}} + v_{R_{ij}} \leq 1, 0 \leq u_{ij} + v_{ij} \leq 1 \). The degree of confidence level \( \nabla_j \) is also attached with every CPF number with \( 0 \leq \nabla_j \leq 1, j = 1, 2, \ldots, n \). To evaluate the above-cited dilemmas, the decision-making steps are given below:

Stage 1: Because there are two types of the decision information in the decision matrix, i.e., cost type or benefit type, if the information is cost type, then the decision information needs to be normalized, but if the information is benefit type, then no need to be normalized as follows.
\[
N = \begin{cases} 
(u_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}, v_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}) & \text{for benefit} \\
(v_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}, u_{R_{ij}} e^{2\pi(v_{ij} - u_{ij})}) & \text{for cost}
\end{cases}
\]

For the normalized matrix, we use Ntreeexpressit..

Stage 2: We get the aggregated values using the CCPFWA, CCPFEWA, CCPFHWA, CCPFFWA, CCPFGWG, CCPFEWG, CCPFHGW, and CCPFFWG operators.

Stage 3: We calculate the Score value of the above-aggregated values.

Stage 4: Ranking these results and find the best one.

Example 3 This analysis gives a demonstrative case to justify the circumstance of the diagnosed technique for resolving mobile medical app (MMA) dilemmas. The
MMA company has constructed quickly and has gotten a various scale thanks to the broad commercialization of mobile internet and smartphones in experts’ everyday life, the simultaneous modifying the quality of various modified techniques, as well as the decline of the construction cost and threshold of mobile qualities and features. Based on the survey, many medical apps are working in the market currently. But based on their usage, these apps can be divided into platforms and function as mobile medical devices. Platform MMAs, such as a doctor, good doctor, personal doctor, and thumb doctor, divided the following features: online consolation, appointment registrations, disease analysis, and health consultation where the function MMAs, such as meeting you, Baobao ahi Dao, well tang, are the features, such as female period, diabetes mellitus, which is very beneficial for some peoples. Albeit various portable clinical applications have arisen in the market, which has carried comfort to individuals’ day-to-day existence, there is still a lack in these applications, like inadequate client security insurance, troublesome confirmation of data realness, and high gamble of telemedicine finding and misleading clinical notices. To better understand the versatile clinical application market, five well-known Chinese portable clinical applications are considered for assessment, thus secretly denoted by: $\beta_i$, $i = 1, 2, 3, 4, 5$, represented the alternatives and they are evaluated by the features or functions in MMAs which represented the criteria, called $A_1$: Safety, $A_2$: Interface, $A_3$: reliability and $A_4$: functionality. To evaluate the above-mentioned dilemmas, the decision-making matrix is given in Table 2:

|   | $A_1$ | $A_2$ | $A_3$ | $A_4$ |
|---|---|---|---|---|
| $\beta_1$ | $0.7, 0.6e^{2\alpha(0.5)}$, 0.5$e^{2\alpha(0.4)}$ | $0.71, 0.61e^{2\alpha(0.51)}$, 0.51$e^{2\alpha(0.41)}$ | $0.72, 0.62e^{2\alpha(0.52)}$, 0.52$e^{2\alpha(0.42)}$ | $0.73, 0.63e^{2\alpha(0.53)}$, 0.53$e^{2\alpha(0.43)}$ |
| $\beta_2$ | $0.4, 0.55e^{2\alpha(0.5)}$, 0.5$e^{2\alpha(0.5)}$ | $0.41, 0.51e^{2\alpha(0.51)}$, 0.51$e^{2\alpha(0.51)}$ | $0.42, 0.52e^{2\alpha(0.52)}$, 0.52$e^{2\alpha(0.52)}$ | $0.43, 0.53e^{2\alpha(0.53)}$, 0.53$e^{2\alpha(0.53)}$ |
| $\beta_3$ | $0.5, 0.8se^{2\alpha(0.7)}$, 0.4$e^{2\alpha(0.1)}$ | $0.51, 0.8se^{2\alpha(0.71)}$, 0.41$e^{2\alpha(0.11)}$ | $0.52, 0.8se^{2\alpha(0.72)}$, 0.42$e^{2\alpha(0.12)}$ | $0.53, 0.8se^{2\alpha(0.73)}$, 0.43$e^{2\alpha(0.13)}$ |
| $\beta_4$ | $0.4, 0.5s^{2\alpha(0.4)}$, 0.3$e^{2\alpha(0.2)}$ | $0.41, 0.51e^{2\alpha(0.41)}$, 0.31$e^{2\alpha(0.21)}$ | $0.42, 0.52e^{2\alpha(0.42)}$, 0.32$e^{2\alpha(0.22)}$ | $0.43, 0.53e^{2\alpha(0.43)}$, 0.33$e^{2\alpha(0.23)}$ |
| $\beta_5$ | $0.1, 0.5s^{2\alpha(0.6)}$, 0.1$e^{2\alpha(0.2)}$ | $0.11, 0.51e^{2\alpha(0.61)}$, 0.11$e^{2\alpha(0.21)}$ | $0.12, 0.52e^{2\alpha(0.62)}$, 0.12$e^{2\alpha(0.22)}$ | $0.13, 0.53e^{2\alpha(0.63)}$, 0.13$e^{2\alpha(0.23)}$ |

The geometrical interpretation of the information in Table 2 is described in Fig. 4. The geometrical interpretation of the informtion in Table 5 is described in Fig. 5. Form Table 7, we can get that the CCPFWA aggregation operator and CCPFWG aggregation operator.
produce the different results like $\beta_3$ and $\beta_1$. Further, the remaining ranking results available in Table 6 are the same, which give the best optimal as $\beta_3$.

### 5 Comparative Analysis

It is necessary to compare the proposed approaches with some existing methods to illustrate the validation and effectiveness of the developed approaches. For this, we used the following operators, which are based on different ideas, called aggregation operators (AOs) for IFS proposed by Xu [36], Einstein AOs (EAOs) for IFS developed by Zhao and Wei [37], Hamacher AOs (HAOs) for IFS founded by Huang [40], HAOs for PFS developed by Wu and Wei [43], AOs for PFS proposed by Feng et al. [44], AOs for CIFS proposed by Garg and Rani [26], HAOs for CIFS proposed by Akram et al. [29], AOs for CPFSs diagnosed by Mahmood et al. [46]. Using the information in Table 2, the comparative analysis is shown in Table 8.

From Table 8, the methods in Ref. [26, 29, 36, 37, 40, 43, 44, 46] are not evaluated the information given in Table 2 because of certain restrictions. All reasons behind these issues are explained below.

1. Xu [36] developed simple AOs for IFS, Zhao and Wei [37] evaluated EAOs for IFS, and Huang [40], and the IFS
3. Garg and Rani [26] proposed simple AOs for CIFS and
Wu and Wei [43] developed simple HAOs for PFS and
Table 8

| Methods            | Score values                                      | Ranking results               |
|--------------------|---------------------------------------------------|-------------------------------|
| CCPFWA operator    | $\beta_5 > \beta_2 > \beta_4 > \beta_1$          | $\beta_5$                     |
| CCPFEWA operator   | $\beta_5 > \beta_2 > \beta_4 > \beta_1 > \beta_3$| $\beta_3$                     |
| CCPFHWA operator   | $\beta_5 > \beta_2 > \beta_4 > \beta_1$          | $\beta_5$                     |
| CCPFFWA operator   | $\beta_5 > \beta_4 > \beta_1 > \beta_3 > \beta_2$| $\beta_3$                     |
| CCPCFWG operator   | $\beta_5 > \beta_3 > \beta_4 > \beta_1$          | $\beta_3$                     |
| CCPCFWA operator   | $\beta_5 > \beta_3 > \beta_4 > \beta_2 > \beta_1$| $\beta_1$                     |

Table 7

| Methods            | Ranking values                                      | Best decision |
|--------------------|---------------------------------------------------|---------------|
| CCPFWA operator    | $\beta_5 > \beta_2 > \beta_4 > \beta_1$          | $\beta_5$     |
| CCPFEWA operator   | $\beta_5 > \beta_2 > \beta_4 > \beta_1 > \beta_3$| $\beta_3$     |
| CCPFHWA operator   | $\beta_5 > \beta_2 > \beta_4 > \beta_1$          | $\beta_5$     |
| CCPFFWA operator   | $\beta_5 > \beta_4 > \beta_1 > \beta_3 > \beta_2$| $\beta_3$     |
| CCPCFWG operator   | $\beta_5 > \beta_3 > \beta_4 > \beta_1$          | $\beta_3$     |
| CCPCFWA operator   | $\beta_5 > \beta_3 > \beta_4 > \beta_2 > \beta_1$| $\beta_1$     |

is the specific case of the CPFS proposed in this paper, and one more weakness in Ref. [36, 37, 40] is that they cannot contain confidence levels, so due to these issues, Refs. [36, 37, 40] do not evaluated the information given in Table 2. If we remove the confidence degree from Table 2, then the operators in Ref. [36, 37, 40] still have failed because of their mathematical structure.

2. Wu and Wei [43] developed simple HAOs for PFS and Feng et al. [44] developed AOs for PFS, and the PFS is the specific case of the CPFS proposed in this paper, and one more weakness in Ref. [43, 44] is that they cannot contain confidence levels, so due to these issues, Refs. [43, 44] do not evaluate the information given in Table 2. If we remove the confidence degree from Table 2, then the operators in Ref. [43, 44] still have failed because of their mathematical structure.

3. Garg and Rani [26] proposed simple AOs for CIFS and Akram et al. [29] developed HAOs for CIFS, and the CIFS is the specific case of the CPFS proposed in this paper, and one more weakness in Ref. [26, 29] is that they cannot contain confidence levels, so due to these issues, Refs. [26, 29] do not evaluate the information given in Table 2. If we remove the confidence degree from Table 2, then the operators in Ref. [26, 29] still have failed because of their mathematical structure.

4. Mahmood et al. [26] proposed simple AOs for CPFS using confidence level. The operator in [26] is the special case of the proposed work, and in this paper, we have given the general form of the aggregation operators, and then given different operators based on different t-norm and t-conorms. They are available in Table 8 which gave the ranking results: $\beta_5 > \beta_2 > \beta_4 > \beta_3 > \beta_1$. Here, we obtained the best optimal $\beta_5$.

Noticed that the diagnosed operators are massively valuable and dominant compared to prevailing operators because by using different values of t-norm and t-conorm, we can easily obtain the prevailing aggregation operators.
Therefore, the diagnosed theory is much more accurate and effective than exiting work [26, 29, 36, 37, 40, 43, 44, 46].

6 Conclusion

The main conclusions of this manuscript are described below:

1. We developed the fundamental Archimedean operational laws.
2. We proposed the CCPFSAWA, CCPFSAOWA, CCPFSAWG, and CCPFSAOWG operators and explored their valuable results and properties.
3. We developed the CCPFWA, CCPFOWA, CCPFEWA, CCPFEOWA, CCPFHOWA, CCPFFWA, CCPFFOWA, CCPFWG, CCPFOWG, CCPFEWG, CCPFHWG, CCPFHOWG, CCPFFWG, and CCPFFOWG operators.
4. We proposed a MADM method based on the evaluated operators.
5. We used many examples to show the validation of the new approaches.

6.1 Limitations

The Archimedean aggregation operators based on CPF information are massively powerful, but in many situations, they have no working feasibility, for instance, if someone provided information that cannot satisfy the condition of CPF information or if someone provided information in the shape of three dimension, then the operators based on CPF information have been neglected, for this, we need to develop the Archimedean aggregation operators based on complex q-rung orthopair, complex picture, complex spherical and complex T-spherical fuzzy information.

6.2 Future Works

In the future, it is necessary to extend the proposed operators to the Maclaurin operators [47], Aczel-Alsina operators [48], Bonferroni operators [49], TOPSIS technique [50], fuzzy N-soft sets [51], Hesitant fuzzy N-soft sets [52], complex Pythagorean fuzzy N-soft sets [53], Pythagorean m-polar fuzzy sets [54], q-rung orthopair m-polar fuzzy sets [55], ELECTRE-I technique [56], and m-polar fuzzy graphs [57] in the environment CPF information.
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