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ABSTRACT
Adversarial example (AE) aims at fooling a Convolution Neural Network by introducing small perturbations in the input image. The proposed work uses the magnitude and phase of the Fourier Spectrum and the entropy of the image to defend against AE. We demonstrate the defense in two ways: by training an adversarial detector and denoising the adversarial effect. Experiments were conducted on the low-resolution CIFAR-10 and high-resolution ImageNet datasets. The adversarial detector has 99% accuracy for FGSM and PGD attacks on the CIFAR-10 dataset. However, the detection accuracy falls to 50% for sophisticated DeepFool and Carlini & Wagner attacks on ImageNet. We overcome the limitation by using autoencoder and show that 70% of AEs are correctly classified after denoising.
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1 INTRODUCTION
Convolutional Neural Networks (CNNs) have shown robust performance in object detection, classification, pose estimation, and image understanding [5]. However, introducing imperceptible perturbations leads the classifier to yield incorrect results. Such manipulation of an image is called an adversarial attack (AA), and the perturbed image is called an adversarial example. White box attacks such as Fast Gradient Sign Method (FGSM) [15] and Projected Gradient Descent (PGD) [13] exploit the linear nature of models to introduce noise to the images. More sophisticated attacks such as DeepFool [14] and Carlini & Wagner (CW) [1] introduce just the right amount of noise to fool the model.

Adversarial training is a proactive method that trains models with AEs and their benign counterparts. The transformation of inputs like feature squeezing [22] also nullifies the effect of the AA. Though it is computationally cheaper, it is not robust against sophisticated white-box attacks on high-resolution images [7]. Moreover, a simple CNN is unable to capture the subtle perturbations in the case of attacking real-world images with DeepFool [14], and CW [1]. It has been observed that perturbations of AA are more amplified in the frequency domain. Dong et al. [23] show that the classifier trained with low pass filter (LPF) feature squeezing detects high-frequency noise addition. However, robustness degrades for low-frequency corruptions and perturbations. Harder et al. [6] use Fourier spectrum projections for adversarial training. They show that CNN is inherently sensitive to Fourier basis functions, and AA would also be represented better in the Fourier domain.

As a contribution to the proposal, we introduce the idea to use entropy, a measure of spatial frequency and randomness over the local neighborhood. Thus entropy, Magnitude of Fourier Spectrum (MFS), and Phase of Fourier Spectrum (PFS) generate comprehensive features with spatial and frequency representation. We point out the shortcoming of adversarial training against DeepFool [14], and CW [1], for ImageNet. We further observe that denoising the AE can help nullify the perturbations [2]. We showcase the use of an autoencoder to filter the adversarial noise.

2 ADVERSARIAL ATTACKS
As stated in [5] adversarial examples are inputs formed by applying small but intentional perturbations to samples from the dataset. The perturbed input results in the model predicting an incorrect answer with high confidence. We consider examples from four attack methods: FGSM, PGD, DeepFool, and CW to train and validate the proposed scheme. In addition to being popular in the latest literature, these four attack methods help in spanning a range of complexities in the attack generation, with FGSM being an early yet weaker attack method, PGD being an advancement of the former.
In contrast, the attacks generated by DeepFool and CW are more sophisticated.

2.1 Types of Adversarial Attacks

2.1.1 FGSM [15] - The method attempts to exploit the linearity of models and create cheap, analytical perturbations of linear models that can damage neural networks. It can be described in one step as follows.

\[ X_{\text{adv}} = X + \epsilon \cdot \text{sign}(\nabla_X J(\theta, X, y)) \]  

(1)

where, \( \theta \) = parameters of model, \( X \) = input to the model, \( y \) = associated label, \( J() \) is the loss function, \( \nabla \) is gradient, and \( \epsilon \) controls the perturbation size. FGSM is designed to be fast and it does not focus on strategic insertion of perturbations.

2.1.2 PGD [13] - This method is a multi-step variant of the FGSM technique. Instead of taking one step in the gradient direction, multiple small steps are taken, and hence it is a more sophisticated version of the FGSM.

2.1.3 DeepFool [14] - This method computes the minimal perturbations required to misclassify an example by projecting the sample onto a hyperplane and thus finding the closest decision boundary. It is based on an iterative linearization of the classifier to generate minimal perturbations that are sufficient to change classification labels.

2.1.4 CW [1] - It has three optimization variations for attack generation, \( L_0, L_\infty, \) and \( L_2 \). We use the most popular \( L_2 \) variant. For a given image \( X \), CW generates an adversarial example \( X_{\text{adv}} \) by solving the following \( L_2 \) optimization problem:

\[ \min_{\epsilon} \frac{1}{2} \left( \text{tanh}(X_{\text{adv}}) + 1 \right) - X + \epsilon \cdot \text{sign}(\nabla_X J(\theta, X, y)) \]  

(2)

where, \( c \) is a constant that determines the power of the attack and \( f \) is defined as,

\[ f(x') = \max(\max\{Z(x')_i : i \neq t\} - \max(Z(x')_t), 0) \]  

(3)

\( Z(x) \) represents the output of all layers except the softmax. It is observed and later demonstrated that this method is more robust and strategic in terms of insertion of perturbations as compared to the other attack methods.

2.2 Adversarial Example Dataset Generation

Two datasets were considered for conducting the experiments described in this work. The first dataset is a portion of the CIFAR-10 [9] that contains ten classes (airplanes, cars, etc.) and 8000 images with dimensions 32x32x3. The second dataset is derived from the ImageNet [4], containing ten classes (parachute, chainsaw, etc.) and 1000 high resolution images of the size 299x299x3. Thus proposed methods are applicable to real world images. For a single image, five variants of the same image exist in our final dataset - one benign image and the other four being the AEs. The process of obtaining the AE dataset is as described in Fig. 1. Images from CIFAR-10 and ImageNet are classified using pretrained models of VGG16 [17] and InceptionNetV3 [18] respectively. We chose the popular VGG16 architecture for CIFAR-10 to fairly compare our results with [6]. The model is trained on the CIFAR-10 training set, achieving 83.26% test accuracy. However, since the samples in ImageNet are of higher resolution and complexities, InceptionNetV3 was chosen to obtain a better classification rate on benign images. InceptionNetV3 has 42-layer deep architecture and has achieved an error rate of 5.6% [18] after training on more than a million samples from ImageNet. With a more robust classification model, attack generation, detection as well as denoising becomes more challenging.

The image for which the class is unambiguously predicted with high confidence was shortlisted to be included in the AE set. Each of the four white-box attacks are performed with respect to the base model: VGG16 for CIFAR-10 and InceptionNetV3 for ImageNet. Next, we retain the AEs that can fool the classifier with good confidence. The perturbation size (\( \epsilon \)) values for the attacks are set to retain good perceptual fidelity yet fool the network successfully. We use \( \epsilon = 0.03 \) for FGSM and PGD, and set maximum iterations to 1,000 for DeepFool and CW as suggested by [6].

3 FEATURE SELECTION

The AEs obtained through white-box methods do not display an apparent deviation from their benign counterparts in the spatial domain as the perturbations are visually imperceptible. As seen in Fig. 3, AEs generated by DeepFool and CW are visually similar to the benign image. In contrast, FGSM and PGD retain all of the visual features of the benign image but with some perceptible noise. However, frequency transforms focusing on specific features of an image can magnify these differences. More specifically, CNNs are more sensitive to Fourier basis functions [20]. Thus, perturbations made by white-box attacks generated are also likely to be characterized better with Fourier transform.

The MFS and PFS projections of AE and the benign images can be seen in Fig. 3. It can be observed that the MFS and PFS of the AE has more frequency components as compared to the benign image’s

3.1 chasing
The entropy of an image is a measure of the randomness of the pixels in its neighborhood. AEs naturally display more randomness than benign images as the perturbations contribute towards the randomness. The entropy of the regions affected by perturbations is more than that of the unaffected regions. The entropy projections of benign and AE are shown in Fig. 3 which clearly shows the enhanced entropy for AE. This observation also affirms the understanding that adversarial attacks affect the frequency components of an image.

### 4 DETECTION BY ADVERSARIAL TRAINING

The AE and benign images form two separate classes, hence making this a binary classification problem. The challenge is to identify the underlying distribution of pixels in benign images and AEs. It is learned with the help of feature projections: MFS, PFS, and entropy for both AEs and benign images.

#### 4.1 Experimental Setup

The input of this architecture would be a tensor containing feature transforms of benign images and AE: entropy, MFS and PFS. The output of this architecture would be a scalar that represents the probability of an image being AE. The input is of the shape \((x, y, f, c)\) where \(x, y\) represent the spatial dimensions of the image, \(f\) represents the feature of the image and \(c\) represents the RGB color channels. The dataset is split into train and test dataset with a ratio of 70:30 respectively. The CIFAR-10 dataset consists of 8000 images (800 for each of the ten classes) and the ImageNet dataset contains 1000 images (100 for each of the ten classes).

A self-designed model was built to process the datasets: CIFAR-10 and ImageNet. The model makes use of 3D convolutional filters to exploit the spatial as well as the feature domain of the 4D tensors. The ImageNet dataset contains images of a higher resolution than the images present in the CIFAR-10 dataset. Hence, two variants of the model were created such that the model processing the ImageNet dataset is more profound as shown in Fig. 2. Grid search
We compare the obtained results with three different approaches: 1) SpectralDefense[6]; 2) Local Intrinsic Dimensionality (LID)[12]; 3) Mahalanobis Distance (MD)[10]. The comparison of the results on the CIFAR-10 dataset is as shown in Table 2. The Receiver Operating Characteristic (ROC) curve for results obtained on detection of attacks of various methods on CIFAR-10 dataset is as shown in Table 2. The Receiver Operating Characteristic (ROC) curve for results obtained on detection of attacks of various methods on CIFAR-10 dataset is as shown in Fig. 4.

4.3 Analysis and Discussion

It is vital to investigate the inability of the proposed approach to confidently detect the ImageNet AE generated by DeepFool and CW. We found that methods like DeepFool and CW introduce the bare minimum perturbations required for fooling a specific model. When the image size increases (in this case, from 32 × 32 of CIFAR-10 to 299 × 299 of ImageNet), the magnitude of perturbations per pixel decreases significantly. This leads to increased difficulty in the differentiation of AE from benign images.

In order to track this change in the magnitude of perturbations, we compute the following ratio for all CIFAR-10 and ImageNet images used in the proposed method and report the average value.

\[
\delta = \frac{\sum |\hat{I} - I|}{\sum I},
\]

where, \(I\) is the array of benign image and \(\hat{I}\) is the AE. The value of perturbations \(\delta\) for both the datasets and various attacks is shown in Table 5. It can be observed that the magnitude of perturbation observed in ImageNet dataset is lesser than in CIFAR-10 dataset for every attack method.

4.3.1 Similarity Metrics. We employ cosine similarity, peak signal-to-noise ratio (PSNR), structural similarity index measure (SSIM), and ERGAS [21] metrics to further emphasize the sensitivity of Fourier transform projections to adversarial attacks. These metrics are used to compare: 1. the benign image and its AE; 2. MFS of benign and AE; 3. the PFS between the two. The ideal score for cosine similarity and SSIM is 1.0, for PSNR is infinity, and ERGAS is 0.0. Table 6, 7, and 8 show the average similarity score for 10 sample images from the ImageNet dataset with their adversarial counterparts.

It can be observed in Table 6 that cosine similarity is unable to capture the difference as strongly as the other two scores. Similarly SSIM also proved ineffective in sensing the differences. From Table 7 and Table 8 we observe that the scores of MFS and PFS are more sensitive and better in capturing the difference between benign and AE for four attacks. It highlights the sensitivity of Fourier transform to adversarial attacks and shows that these projections contain information vital in differentiating an AE from a benign image. By looking at the ideal values, we see that the similarity scores are superior for DeepFool or CW than FGSM or PGD showing that former attacks produce lower perturbation in the AE.
5 DENOISING OF ADVERSARIAL EXAMPLES

The benign and AE images can be seen as two points in N-dimensional vector space. Lower perturbation by DeepFool and CW means that AE resides in the close vicinity of the benign image in the vector space. The detector, which relies on a significant distance between AE and benign image for its prediction, will fail when the distance between them is meager or overlaps. It is a drawback for the proposed adversarial training detector while tackling the DeepFool and CW attacks.

The use of autoencoders against adversarial examples is a common and useful approach [2]. An autoencoder can be used in denoising an AE [3] where the objective is to restore the class of a benign image. One such use of convolutional auto-encoders to purify AEs has been described in [8]. As shown by [16] dimensionality reduction using an autoencoder is also an effective defense against adversarial attacks. The method uses autoencoder to perform denoising of FGSM attack on MNIST dataset.

An autoencoder tries to learn the underlying intricacies of the training data distribution in an attempt to map the input image to the output image (or reconstruct the input to match the output). This method can be useful in mapping benign images and their AEs, along with the frequency transforms, and training the network to learn the underlying vector field. Hence, upon learning, the model would indicate the magnitude of transformation required for each vector field to be mapped to its clean representation. Thus, the output of the denoiser will be a denoised version of the input sample.

It is observed in [2] that the performance of autoencoders in the task of denoising an image increases the most in cases where the magnitude of perturbation (ε of noise) is least. Also, it was observed in Table 5 that sophisticated attacks like DeepFool and CW insert minimal magnitude of perturbations to the image. Owing to these reasons, the denoising approach can be considered to be a suitable technique in nullifying the perturbations from these attacks.

5.1 Experimental Setup

The objective is to apply denoising to AE generated by FGSM, PGD, DeepFool and CW using MFS, PFS, and entropy. We conduct this experiment on attack images generated from the ImageNet dataset.
The input of this architecture would be a tensor containing the AE along with its feature transforms: entropy, MFS and PFS. The output of this architecture would be a tensor of the same shape that would contain a generated image along with its feature transforms.

Grid search was performed to obtain the hyperparameters that performs the best on validation set and they are as shown in Table 4. The design of the model used is shown in Fig. 5. The output of the autoencoder comprises of denoised images and its feature transforms. We need to check effectiveness of denoising by measuring the accuracy of correct classification. Therefore, the denoised images are classified using InceptionNetV3.

5.2 Results
Experiments were performed on the images generated by the denoiser to validate its performance. An image would lose its original class when perturbations from an attack are introduced to it. The objective is to see whether the denoiser was successful in restoring the original class of the image or not.

Table 9 shows the % of images whose classes were restored on the ImageNet dataset. We can also observe and compare the utility of each feature and their combinations in Table 9. Also, as observed in [6] and [11], MFS provides enough information to the network to remove the perturbations better than PFS. We observe that on an average 70% of the images are denoised by the autoencoder across all the four attacks. The time taken in denoising a single image with one feature is $2.27 \times 10^{-2}$ seconds, whereas for all the features it is $3.11 \times 10^{-2}$ seconds.

6 CONCLUSION AND FUTURE WORK
Adversarial examples aim at fooling the model by strategically introducing subtle perturbations in an image. In this work, we study four white-box attacks and observe the effectiveness of Magnitude of Fourier Spectrum, Phase of Fourier Spectrum, and entropy in differentiating benign and AEs. The adversarial training provided state of the art accuracy in detecting AE generated by FGSM and PGD but it fails against DeepFool and CW on high resolution images. The above limitation is removed by using autoencoder for denoising the AEs. The autoencoder is denoising 70% of the AE across all four attacks. In future we plan to explore other frequency transforms, critically use information present in the CNN layers, and improvise on the architecture. As a norm, defense methods have to be evaluated against adaptive white-box attacks [19]. We need further experimentation to evaluate robustness of the proposed method against these attacks.
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Table 9: Accuracy (%) of correct classification by InceptionNetV3 after denoising AE from ImageNet.

| Training Set/Attack | FGSM | PGD | DeepFool | CW |
|---------------------|------|-----|----------|----|
| Entropy             | 78   | 75.6| 74.8     | 72.2|
| MFS                 | 78.8 | 77.8| 77       | 68.6|
| PFS                 | 69.4 | 67.6| 73.5     | 65.5|
| Entropy + MFS + PFS | 80.3 | 79.5| 72.1     | 69.2|