TRANSVERSAL FAMILIES OF NONLINEAR PROJECTIONS
AND GENERALIZATIONS OF FAVARD LENGTH
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Abstract. Projections detect information about the size, geometric arrange-
ment, and dimension of sets. To approach this, one can study the energies of
measures supported on a set and the energies for the corresponding pushfor-
ward measures on the projection side. For orthogonal projections, quantitative
estimates rely on a separation condition: most points are well-differentiated
by most projections. It turns out that this idea also applies to a broad class
of nonlinear projection-type operators satisfying a transversality condition. In
this work, we establish that several important classes of nonlinear projections
are transversal. This leads to quantitative lower bounds for decay rates for
nonlinear variants of Favard length, including Favard curve length (as well as
a new generalization to higher dimensions, called Favard surface length) and
visibility measurements associated to radial projections. As one application,
we provide a simplified proof for the decay rate of the Favard curve length of
generations of the four corner Cantor set, first established by Cladek, Davey,
and Taylor.
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1. Introduction and Main Results

The Favard length of a planar set $E$ is the average length of its orthogonal
projections. It is defined by

$$\text{Fav}(E) = \frac{1}{\pi} \int_{0}^{\pi} |P_{\theta}(E)|d\theta,$$

where $P_{\theta}$ is orthogonal projection into a line $L_{\theta}$ through the origin at angle $\theta$ from
the positive $x$-axis and $|\cdot|$ denotes the 1-dimensional Hausdorff measure. Favard
length gives a 1-dimensional notion of the size of a set which takes into account
the geometry, arrangement, and rectifiability of the underlying set. As a conse-
quence, there are deep relationships between Favard length and analytic capacity.
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the understanding of which is related to important open problems in geometric measure theory. As we will see, variants of the Favard length can also be formulated for more general families of mappings, beyond the orthogonal projections, and in higher dimensions.

As the Hausdorff dimension of a set cannot increase under a projection, sets of dimension \( s < 1 \) have Favard length equal to zero. A refinement due to Marstrand [10] actually shows that the dimension of such a set will be preserved in almost every direction. On the other hand, sets with dimension \( s > 1 \) will have positive-length projections in almost every direction, and therefore have positive Favard length. Therefore, the critical dimension is \( s = 1 \).

In dimension 1, the key geometric property that Favard length can detect is \textit{rectifiability}: it is a consequence of the Besicovitch projection theorem [2] that purely unrectifiable sets in the plane with finite 1-dimensional Hausdorff measure have Favard length equal to zero. (For an exposition of the full Besicovitch-Federer projection theorem in all dimensions, see [12, Chapter 18].) While Besicovitch’s theorem gives a qualitative result, we can find related quantitative theorems. If \( E \) is the \( r \)-neighborhood of a set \( E \) with Favard length zero, the dominated convergence theorem shows that

\[
\lim_{r \to 0^+} \text{Fav}(E(r)) = 0.
\]

More precise asymptotic information for \( \text{Fav}(E(r)) \) as \( r \) decreases to zero can give quantitative measurements of the dimension, size, and geometric arrangement of \( E \). A number of authors have investigated quantitative versions of the Besicovitch projection theorem for general sets. The best known results in terms of upper and lower bounds are due to Tao [23] and Mattila [11] respectively.

Tao introduced a quantitative version of rectifiability for sets in the plane of finite \( \mathcal{H}^1 \) measure and used multiscale analysis to show that an upper bound on the so-called rectifiability constant yields an upper bound on the Favard length. A nonlinear version of Tao’s theorem is studied in a work of Davey and the second listed author [7].

Mattila [11] established a fundamental relationship between the Favard length of a set and its Hausdorff dimension. In two dimensions, it states:

\[\textbf{Theorem 1.1} \ (\text{Favard lengths for neighborhoods; Mattila [11]}). \ Fix \ s \in (0, 1]. \ If \ F \subseteq \mathbb{R}^2 \ is \ the \ support \ of \ a \ Borel \ probability \ measure \ with \ \mu(B(x,r)) \leq br^{s} \ for \ all \ x \in \mathbb{R}^2 \ and \ 0 < r < \infty, \ then
\]

\[\text{Fav}(F(r)) \gtrsim r^{1-s}\]

if \( s < 1 \) and

\[\text{Fav}(F(r)) \gtrsim (\log r^{-1})^{-1}\]

if \( s = 1 \).

Throughout the paper, we will use the notation \( A \lessgtr B \) to mean that there is a constant \( C \) so that \( A \leq CB \), and will write \( A \sim B \) if \( A \lessgtr B \) and \( B \lessgtr A \).

The proof of Mattila’s result follows from studying energies: if \( \mu \) is a measure, its \textit{s-energy} is

\[I_s(\mu) = \int \int \frac{d\mu(x)d\mu(y)}{|x-y|^s}.\]
This quantity is closely tied to Hausdorff dimension; see, e.g. [12, Chapter 8] for a formulation of the definition of Hausdorff dimension in terms of $s$-energies. In order to relate a measure to the projections, we need the notion of a pushforward: if $f : X \to Y$ is a function and $\mu$ is a measure supported on $X$ we will define the pushforward measure $f_* \mu$ by
\begin{equation}
(f_* \mu)(A) = \mu(f^{-1}(A)), \quad A \subseteq Y.
\end{equation}
In general it can be difficult to study the pushforward of under a particular mapping, yet it turns out that the average energy of a projection can be well controlled. That is, if $\{\pi_\alpha : \alpha \in A\}$ is an indexed family of orthogonal projections, it frequently is possible to precisely estimate
\begin{equation}
\int I_t(\pi_\alpha \mu) \, d\psi(\alpha),
\end{equation}
where $\psi$ is a measure on the index set $A$. By studying the average energy of the pushforwards of specialized measures supported on $F(r)$ with particular density properties, Mattila was able to establish the stated lower bounds. Further details are given in Section 3.

In the special setting that the underlying set is a fractal generated by an iterated function system, Mattila’s techniques with energies are also applicable. A standard example of this is to consider the generations $K_n$ of the four corner Cantor set; it is defined by dividing the unit square into 16 axis parallel squares of side length $\frac{1}{4}$, keeping the four corner squares, and iterating the process within each corner. The limit of this process gives a prototypical example of a purely unrectifiable set with positive and finite length. As such, an important open problem is to estimate upper and lower bounds on the rate of decay in $n$ of $\text{Fav}(K_n)$ (see [9] for a survey of results and techniques related to this problem). Mattila’s techniques can be used to show that $\text{Fav}(K_n) \gtrsim n^{-1}$; subsequent work has achieved the tighter bounds
\begin{equation}
\log \frac{n}{n^{1/6-\delta}} \leq \text{Fav}(K_n) \leq \frac{1}{n^{1/6-\delta}}
\end{equation}
for any $\delta > 0$, with the bounds due to Bateman and Volberg [1] and Nazarov, Peres, and Volberg [14] respectively. Further, it is still a deep open question whether the Favard length $\text{Fav}(K_n)$ is larger or smaller than the analytic capacity $\gamma(K_n)$, which is known to be of order $n^{-1/2}$ [24].

The primary aim of this paper is to formulate Theorem [1.1] in a nonlinear setting for families of projections which are not orthogonal projections. In particular, we will consider families of maps satisfying the so-called transversality condition. After we establish a correspondence between the energy of a measure and its pushforwards under transversal families, we will apply these relationships to study the asymptotic decay rates of nonlinear variants of Favard length. In the process, we generalize the lower bounds on visibility established by Bond, Laba, and Zahl [3] as well as provide a simplified proof of the lower bound for the Favard curve length of $K_n$ derived by Cladek, Davey, and Taylor [6]; both of these results are explored in Section 1.1.

Before stating our main results in Section 1.3, we give several examples of families of nonlinear projection operators in Section 1.1 and we formalize the definition of transversality in Section 1.2.

1.1. Nonlinear projections. When orthogonal projections are replaced by more general families of nonlinear projection-type maps, one may ask if Besicovitch’s
theorem and its quantitative counterparts still hold. In many settings, these theorems still apply. Examples of such families include radial projections associated with visibility, curve-based projections associated with the Favard curve length and the surface projections we will introduce in this paper. Due to the special geometry exhibited by these projection families, the energy techniques of Mattila can be applied with appropriate modifications, leading to analogues lower bound on nonlinear Favard lengths.

1.1.1. Visibility. Given a point $a \in \mathbb{R}^n$, the radial projection based at $a$ maps $\mathbb{R}^n \setminus \{a\}$ to the $(n-1)$-dimensional unit sphere via

$$P_a(x) := \frac{x - a}{|x - a|}.$$  

(1.4)

The visibility of a measurable set $E \subset \mathbb{R}^n$ from a vantage point $a$ is

$$\text{vis}(a, E) = |P_a(E)|,$$

where $|\cdot|$ denotes the $(n-1)$-dimensional Hausdorff measure on the unit sphere. In applications, we will restrict the vantage points $a$ to a vantage set $A$. Informally, the visibility of a set $E$ measures how much of the sky is filled up by the constellation $E$ from an observer at vantage point $a$. As such, the set $E$ is referred to as the visible set.

Bond, Laba, and Zahl obtained upper and lower bounds on the visibility of $\delta$-neighborhoods of unrectifiable self-similar 1-sets in the plane. In particular, their lower bound \cite[Theorem 2.4]{3} for visibility states that if $\mu$ is a positive, Borel, probability measure supported on a visible set $E \subset \mathbb{R}^2$ paired with an $L$-shaped vantage set $A \subset \mathbb{R}^2$ (with an extra separation condition), then

$$I_1(\mu)^{-1} \leq \int_A \text{vis}(a, E) \, da.$$  

Their work provides quantitative versions of the results in \cite{10} \cite{18}.

In this paper we will generalize this result by proving it for a wider range of vantage sets and extending it to higher dimensions. In particular, we provide a much weaker constraint on the geometric relationship between the vantage set and the visible set. As a particular application, we will demonstrate how such results can be used to obtain a lower bound on the rate of decay of the visibility of generations of the four-corner Cantor set from a wide variety of curves.

1.1.2. Favard curve length. As a second example of a context in which energy techniques can be applied, we define the family of maps which induce the Favard curve length. Let $\Gamma$ denote a curve in $\mathbb{R}^2$. Given $\alpha \in \mathbb{R}$ and $(x, y) \in \mathbb{R}^2$, let $\Phi_\alpha(x, y)$ denote the set of $y$-coordinates of the intersection of $(x, y) + \Gamma$ with the line $\{x = \alpha\}$. That is,

$$\Phi_\alpha(x, y) = \{\beta \in \mathbb{R} : (\alpha, \beta) \in ((x, y) + \Gamma) \cap \{x = \alpha\}\}.$$  

(1.6)

Given $\beta \in \mathbb{R}$, the inverse set $\Phi^{-1}_\alpha(\beta) = \{p \in \mathbb{R}^2 : \beta \in \Phi_\alpha(p)\}$ is given by $(\alpha, \beta - \Gamma)$. In the case that $\Gamma$ can be expressed as the graph of a function and $\Phi_\alpha(x, y) \neq \emptyset$, then $\Phi_\alpha(x, y)$ is a singleton and we identify $\Phi_\alpha(x, y)$ with that point. If $E \subset \mathbb{R}^2$, then the Favard curve length of $E$ is defined by

$$\text{Fav}_\Gamma(E) := |\{(\alpha, \beta) \in \mathbb{R}^2 : \Phi^{-1}_\alpha(\beta) \cap E \neq \emptyset\}| = \int_\mathbb{R} |\Phi_\alpha(E)| \, d\alpha.$$  

(1.7)
Our basic assumption on $\Gamma$ is that it is a piecewise $C^1$ curve with piecewise bi-Lipschitz continuous unit tangent vectors; these conditions will be discussed in the transversality analysis that appears in Section 2.3 as well as in Section 4.3 where we consider what goes wrong for non-transversal families.

The maps under consideration were originally introduced by Simon and the second listed author of this paper to study sum sets of the form $E + \Gamma$, where $\Gamma$ denotes a sufficiently smooth curve and $E$ denotes a compact set in $\mathbb{R}^2$. To see the connection, we write

$$\text{Fav}_\Gamma(E) = |\{(\alpha, \beta) \in \mathbb{R}^2 : \Phi^{-1}_\alpha(\beta) \cap E \neq \emptyset\}|$$

$$= |\{(\alpha, \beta) \in \mathbb{R}^2 : \{(\alpha, \beta) - \Gamma\} \cap E \neq \emptyset\}|$$

$$= |\{(\alpha, \beta) \in \mathbb{R}^2 : (\alpha, \beta) \cap (E + \Gamma) \neq \emptyset\}|$$

$$= |E + \Gamma|.$$ 

The measure and dimension of sets of the form $E + \Gamma$ was established in [19] and the interior of such sum sets was subsequently studied in [20]. Connections to the study of pinned distance sets and the Falconer distance conjecture are also explored there. In both [19] and [20], the results rely on relating the set $E$ to the dimension, measure, and interior of the images of $E$ under the maps $\{\Phi_\alpha\}$. A unifying ingredient in each of these works was the observation that the maps introduced in [1.6] are similar to orthogonal projection maps from the perspectives of measure, dimension, and interior.

As a further interpretation of the Favard curve length, there is a probabilistic interpretation. The Favard length of a set is comparable to its Buffon needle probability (that is, the probability that a long, thin needle dropped near the set intersects the set). In the nonlinear setting, the Favard curve length is comparable to the probability that a dropped curve meets the set – that is, the probability that $\Gamma \cap E \neq \emptyset$ after conditioning to the event that $\Gamma$ lies near $E$. We denote this probability by $P_{\Gamma}(E)$. In summary,

$$\text{Fav}_\Gamma(E) \sim |E + \Gamma| \sim P_{\Gamma}(E).$$

and our Theorem 1.5 gives a lower bound on these equivalent quantities.

Cladek, Davey, and Taylor [6] obtained upper and lower bounds on the Favard curve length of $K_n$, the $n$-th generation in the construction of the four corner Cantor set:

$$\frac{1}{n} \leq \text{Fav}_\Gamma(K_n) \leq n^{-1/6+\delta},$$

which by (1.8) implies upper and lower bounds on $|K_n + \Gamma| \sim P_{\Gamma}(K_n)$. The lower bound relied on self-similarity and a square-counting argument adapted to the nonlinear setting. In this paper, we will use energy methods to provide a simple alternative proof of the lower bound in (1.9) which holds in a more general setting and does not require self-similarity. See Corollary 1.9 for the details. Further, we obtain a higher dimensional analogue of the lower bound in (1.9); this is the topic of the next section. We return to our discussion of Favard curve length in Section 2.3 after stating our main results.

It is worth remarking that other authors have studied related Buffon-type probability problems. In particular, Bond and Volberg [4] considered lower bounds in the context of the intersection of $K_n$ with large circles of radius $n$. In that context,
the curves were adapted to the generation \( n \), instead of having a fixed underlying curve.

1.1.3. Favard surface length in \( \mathbb{R}^d \). The Favard curve length can also be formulated in a higher dimensional setting, and we refer to the resulting quantity as the Favard surface length. Note that we still use the term “length” as we will consider a family of maps \( \Phi_\alpha : \mathbb{R}^d \to \mathbb{R} \) and take the average of the 1-dimensional measures of the images of \( E \) under such maps. To the best of the authors’ knowledge, this is the first article to define such a general notion of Favard length in higher dimensions.

Let \( \Gamma = \Gamma_d \) denote a surface in \( \mathbb{R}^d \). Given \( \alpha \in \mathbb{R}^{d-1} \) and \( \vec{x} = (x_1, \cdots, x_d) \in \mathbb{R}^d \), let \( \Phi_\alpha(\vec{x}) \) denote the set of \( x_d \)-coordinates of the intersection of \( \vec{x} + \Gamma \) with the line \( \vec{x} = (x_1, \cdots, x_{d-1}) = \alpha \). That is

\[
\Phi_\alpha(\vec{x}) = \{\beta \in \mathbb{R} : (\alpha, \beta) \in (\vec{x} + \Gamma) \cap \{\vec{x} = \alpha\}\}.
\]

Given \( \beta \in \mathbb{R} \), the inverse set \( \Phi_\alpha^{-1}(\beta) = \{p \in \mathbb{R}^d : \beta \in \Phi_\alpha(p)\} \) is given by \( (\alpha, \beta) - C \). When \( \Gamma \) can be expressed as the graph of a function and \( \Phi_\alpha(\vec{x}) \neq \emptyset \), then \( \Phi_\alpha(\vec{x}) \) is a singleton and we identify \( \Phi_\alpha(\vec{x}) \) with that point.

If \( E \subset \mathbb{R}^d \), then the Favard surface length of \( E \) is defined by

\[
\text{Fav}_{\Gamma,d}(E) := |\{(\alpha, \beta) \in \mathbb{R}^d : \Phi_\alpha^{-1}(\beta) \cap E \neq \emptyset\}| = \int_{\mathbb{R}^{d-1}} |\Phi_\alpha(E)|d\alpha.
\]

As was the case for the Favard curve length defined in the previous section, the Favard surface length of a set \( E \) is equivalent to the \( d \)-dimensional Lebesgue measure of the Minkowski sum:

\[
\text{Fav}_{\Gamma,d}(E) \sim |E + \Gamma|_d.
\]

The quantity \( \text{Fav}_{\Gamma,d}(E) \) has a probabilistic interpretation in terms of a Buffon surface problem.

1.2. Overview of transversality. It is known that nonlinear analogues of Besicovitch’s and Marstrand’s projection theorems hold for families of maps satisfying a transversality condition. A version of the Besicovitch projection theorem for transversal families can be found in [8], and a quantitative version is developed in [7]. Marstrand’s theorem is developed in the transversal setting in [22, Theorem 5.1] and [13, Chapter 18]; see also Proposition 1.4.

The concept of transversality originated from the work of Simon and Pollicott [16], where it was used to study the Hausdorff dimension of the attractors of a one-parameter family of IFS (iterated function systems). Solomyak then developed the transversality condition for the absolute continuity of invariant measures for a one parameter family of IFS in [21]. Moreover, Solomyak combined the methods from [16] and [21] in [22] to establish a much more general transversality method for generalized projections. The next step was made by Peres and Schlag [15], who further developed the method of transversality and gave a number of far reaching applications. Such results have been utilized and further developed by a number of authors with far reaching geometric applications. See, for instance, [5], [6], [15], [17], [19], [20].

The transversality condition naturally arises when studying projection-type operators that do not overlap too much with each other, and this paper will explore the role transversality plays in developing energy estimates. The transversality condition addresses how, for distinct points \( x \) and \( y \) in the plane, the graphs
\{ (\theta, \pi_{\theta}(x)) \} \text{ and } \{ (\theta, \pi_{\theta}(y)) \} \text{ should behave at points of intersection. Roughly speaking, it says that if } \pi_{\theta}(x) \text{ and } \pi_{\theta}(y) \text{ are close for some value of } \theta, \text{ then they cannot remain close as } \theta \text{ changes. That is, the graphs cannot intersect tangentially, but must do so at a positive angle.}

An alternative perspective on transversality will frequently come up in our techniques. If \( x \) and \( y \) are two fixed points, then the set of projections which cannot distinguish \( x \) and \( y \) must be rather small; placing this on the appropriate scale, this means that for each \( \delta > 0 \) there is an upper bound on the size of the set

\[
\left\{ \theta : \left| \frac{\pi_{\theta}(x) - \pi_{\theta}(y)}{|x - y|} \right| \leq \delta \right\}.
\]

Informally, this means that if \( \pi_{\theta} \) is a randomly chosen projection then it will, with high probability, separate \( x \) and \( y \) on the projection side.

We now make precise our notion of transversality. The main objects are an indexed family of maps, a common domain and codomain equipped with measures, and a probability measure on the index set. In Section 2, we will place each of the families mentioned previously in the context of this definition and establish transversality with the appropriate parameters.

**Definition 1.2 (Nonlinear projections).** For \( 1 \leq m < n \), a family of projection-type operators will have the following objects associated to it:

- a domain \( \Omega \) contained in \( \mathbb{R}^n \)
- a codomain \( X \) contained in a Euclidean space, a nonnegative integer \( m \), and a Borel measure \( h \) on \( X \) such that
  \[
h(B(x, \delta)) \geq \delta^m
\]
  for all \( x \in X \) and \( \delta \in (0, 1) \),
- an indexing set \( A \) contained in an Euclidean space equipped with a compactly supported probability measure \( \psi \),
- and a family of maps \( \tilde{\pi}_\alpha : \Omega \rightarrow X \) indexed by \( \alpha \in A \) such that the function \( (p, \alpha) \mapsto \tilde{\pi}_\alpha(p) \) is continuous.

In order to be transversal, we will require that the family of projections satisfies a compatibility condition for different parameters:

**Definition 1.3 (Transversality).** For a given \( s \geq 0 \), a family of maps \( \{ \tilde{\pi}_\alpha : \alpha \in A \} \) satisfying Definition 1.2 is called \( s \)-transversal if there exists constants \( c > 0 \) and \( \delta_0 > 0 \) so that, for all distinct \( x, y \in \Omega \) and \( 0 < \delta \leq \delta_0 \), we have

\[
\psi(\alpha : |\tilde{\pi}_{\alpha}(x) - \tilde{\pi}_{\alpha}(y)| \leq \delta |x - y|) < c \cdot \delta^m \cdot |x - y|^{m-s},
\]

or equivalently that

\[
\psi(\alpha : |\tilde{\pi}_{\alpha}(x) - \tilde{\pi}_{\alpha}(y)| \leq \delta) < c \cdot \frac{\delta^m}{|x - y|^s}.
\]

Although this definition is written with a tunable parameter \( s \), our most important case will be when the parameter \( s \) for transversality matches the dimension \( m \) of the target space; in this case, the transversality condition reduces to

\[
\psi(\alpha : |\tilde{\pi}_{\alpha}(x) - \tilde{\pi}_{\alpha}(y)| \leq \delta |x - y|) \leq \delta^m.
\]

We note that our definition has some points in common with Mattila’s definition in [13, Definition 18.1], but that we do not require smoothness of the projections nor derivative bounds of non-zero order.
1.3. Main results. The key unifying theme of our results is that for families of maps satisfying the transversality condition introduced in Definition 1.2, the energies associated to a measure $\mu$ will be closely related to the energies of the pushforward measures $\pi_\alpha^*\mu$. As a demonstration of the techniques, we will begin by giving a brief formulation of part of the Marstrand projection theorem in the transversal setting: the dimension of a typical projection of a set with dimension $s < 1$ does not decrease. The proof of this fact, found in Section 3, demonstrates the utility of examining the energy of pushforward measures and is similar to the presentation in [13, Chapter 18]. (For the statement of the Marstrand projection theorem in the classic setting for orthogonal projections, as well as a formulation in higher dimensions, see [13, Section 5.3].)

**Proposition 1.4** (Nonlinear Marstrand theorem). Suppose that $\{\pi_\alpha : \alpha \in A\}$ is a family of maps into an $m$-dimensional space supporting a measure $h$, as in Definition 1.2. If $E$ is a set with Hausdorff dimension $t \leq m$ and the family of projections is $m$-transversal, then for $\psi$-almost every $\alpha \in A$ we have

$$\dim_H \pi_\alpha E = t.$$  

Developing the energy techniques further, we give more general asymptotic lower bounds on the average size of a projection. The next theorem serves as a direct generalization of Mattila’s result Theorem 1.1.

**Theorem 1.5** (Average nonlinear projection length for neighborhoods). With the notation of Definition 1.2, assume that $\{\pi_\alpha : \alpha \in A\}$ is an $m$-transversal family of projections into an $m$-dimensional space. Fix a positive Borel probability measure $\mu$ supported on a compact set $F \subseteq \Omega$, so that

$$\mu(B(x,r)) \lesssim r^t$$

for all $x \in \Omega$ and $0 < r < \infty$.

- If $t < m$, then

$$\int_A h(\pi_\alpha F(r)) \, d\psi(\alpha) \gtrsim r^{m-t}.$$  

- If $t = m$, then

$$\int_A h(\pi_\alpha F(r)) \, d\psi(\alpha) \gtrsim (\log r^{-1})^{-1}.$$  

As a first application, we can phrase Theorem 1.5 in the setting of radial projections and visibility defined in (1.4) and (1.5) respectively.

**Theorem 1.6** (Visibility for surfaces in $\mathbb{R}^n$). Fix a set $E \subseteq \mathbb{R}^n$ of positive and finite $s$-dimensional Hausdorff measure, and consider a vantage set $A$ which is a piecewise smooth $(n-1)$-dimensional surface equipped with Hausdorff measure; assume that for all $a \in A$ and $e \in E$ we have $|a - e| \lesssim 1$. Finally, assume that there exists a positive $\rho$ such that for almost every $a \in A$ the tangent plane based at $a$ does not pass within distance $\rho$ of $E$. The following statements hold:

- the family of radial projections $\{P_a : a \in A\}$ is $(n-1)$-transversal,
- if $s < n-1$ we have

$$\int_A \text{vis}(a,E(r)) \, d\mathcal{H}^{n-1}(a) \gtrsim r^{n-1-s},$$
and if $s = n - 1$ we have
\[
\int_A \vis(a, E(r)) \, d\mathcal{H}^{n-1}(a) \gtrsim (\log r^{-1})^{-1}.
\]

The first claim of Theorem 1.6 is established in Section 2.2 and the latter two claims are established in Section 4.

In a similar manner, we can put this result in the context of Favard curve length defined in (1.7). For curves in the plane, our techniques yield the following:

**Theorem 1.7** (Favard curve length of neighborhoods). Let $E$ be a compact set in the plane and $\Gamma$ a piecewise $C^1$ curve with piecewise bi-Lipschitz continuous unit tangent vectors. Assume further that $E$ supports a Borel probability measure $\mu$ with the $t$-dimensional growth condition $\mu(B(x, r)) \lesssim r^t$ for all $x \in E$, $0 < r < \infty$. The following statements hold:

- the family of curve projections $\Phi_n$ is $1$-transversal,
- if $t < 1$, then for all sufficiently small $r$ we have
  \[ \text{Fav}_\Gamma(E(r)) \gtrsim r^{1-t} \]
  and if $t \geq 1$, then for all sufficiently small $r$ we have
  \[ \text{Fav}_\Gamma(E(r)) \gtrsim (\log r^{-1})^{-1} \]

Next, we consider applications of Theorem 1.5 to study self-similar sets such as $K_n$, the $n$-th generation in the construction of the four corner Cantor set. Although they are not precisely the same as neighborhoods of $1$-sets, the sets $K_n$ still support measures with easily computable density and Mattila's energy techniques can be adapted to estimate their visibilities (1.5) and Favard curve lengths (1.7) from below. Our techniques are similarly amenable to such sets, and we will have the following corollaries:

**Corollary 1.8** (Visibility of $K_n$). Suppose that $\Gamma$ is a smooth curve such that for any point $x \in [0, 1]^2$ and any $\gamma \in \Gamma$ we have $|x - \gamma| \sim t$, and that no tangent line to $\Gamma$ passes through $(0, 1)^2$. Then
\[
\int \vis(a, K_n) \, d\mathcal{H}^1(a) \gtrsim \frac{1}{n}.
\]

**Corollary 1.9** (Favard curve length of $K_n$). If $\Gamma$ is a piecewise $C^1$ curve with piecewise bi-Lipschitz continuous unit tangent vectors, then
\[
\text{Fav}_\Gamma(K_n) \gtrsim \frac{1}{n}.
\]

Although these results are stated for the generations $K_n$ specifically, there are substantial generalizations of the results. The core fact used in the proof is that $K_n$ supports a measure with a specific density property; this behavior can be observed in a very broad family of $1$-dimensional fractal sets generated by iterated function systems.

Finally, we consider an application of Theorem 1.5 for the Favard surface length, defined in (1.11), when $d = 3$. Although we do not state them here, there are natural generalizations of this result to arbitrary dimension.

**Theorem 1.10** (Favard surface length of neighborhoods). Let $E$ be a compact set in the plane and $\Gamma$ denote a surface in $\mathbb{R}^3$ defined by $\Gamma = \{(t, \gamma(t)) : t \in I\}$, where $\gamma : \mathbb{R}^2 \to \mathbb{R}$, $\gamma(s) = f(|s|)$, and $f : \mathbb{R} \to \mathbb{R}$ is a $C^2$ function on a non-empty
compact interval $I$ satisfying $f(x) = f(-x)$, with $f'' > 0$ on $I$. Assume further that $E$ supports a Borel probability measure $\mu$ with the $t$-dimensional growth condition $\mu(B(x,r)) \leq r^t$ for all $x \in E, 0 < r < \infty$. The following statements hold:

- the family of curve projections $\Phi_\alpha$ is 1-transversal,
- if $t < 1$, then for all sufficiently small $r$ we have
  $$\text{Fav}_t(E(r)) \gtrsim r^{1-t}$$
- and if $t = 1$, then for all sufficiently small $r$ we have
  $$\text{Fav}_1(E(r)) \gtrsim (\log r)^{-1}.$$

The outline of the paper is as follows. In Section 2 we will show how each of the aforementioned families of maps exhibit the required transversality properties. Geometrically motivated proofs are given for each family. Section 3 develops the energy techniques necessary to study pushforward measures, beginning with an illustration of how a transversal family of maps can be used to prove a classical result of Marstrand. The proof of Theorem 1.5 appears in Section 3. In Section 4 we prove Theorems 1.6 and 1.7 as applications of Theorem 1.5 paired with the transversality established in Section 2 and we explore applications and sharpness examples.

2. Establishing Transversality

The aim of this section is to illustrate several families of projections that meet the transversality condition described in Definition 1.3. This includes orthogonal, radial, curve, and surface projections.

2.1. Orthogonal projections. Our first example of a transversal family is the collection of orthogonal projections from $\mathbb{R}^n$ to $\mathbb{R}^m$ for some $m < n$. To be explicit about the setup, we will consider a domain $\Omega = \mathbb{R}^n$, a codomain $X = \mathbb{R}^m$, and equip the codomain with the appropriate Lebesgue measure. We then have the family

$$\{\iota_V \circ P_V : V \in G(n,m)\}$$

of projections indexed by the Grassmanian, where $P_V$ is the orthogonal projection into the $m$-plane $V$, and with the natural inclusion $\iota_V : V \to \mathbb{R}^m$; equip this set with the Haar measure $\gamma_{n,m}$. The full details of the construction of the Grassmanian manifold and the measure $\gamma_{n,m}$ can be found, for example, in [12, Chapter 3].

For establishing transversality, the core estimate in this context is contained in [12, Lemma 2.7]: for any distinct points $x, y \in \mathbb{R}^n$,

$$\gamma_{n,m} (\{V \in G(n,m) : |P_V(x - y)| \leq \delta\}) \sim \frac{\delta^m}{|x - y|^m}$$

Using the linearity of $P_V$, one can quickly establish

**Lemma 2.1 (Orthogonal projections are transversal).** The family of orthogonal projections from $\mathbb{R}^n$ to $\mathbb{R}^m$ equipped with the Haar measure $\gamma_{n,m}$ is $m$-transversal.

As in [12], this can be done geometrically, by reducing to an estimate of the $m$-dimensional measure of a patch on a sphere. There is also an important probabilistic interpretation, which will turn out to be the main ingredient when studying other transversal families. If $x$ and $y$ are fixed points in $\mathbb{R}^n$, then a randomly chosen $m$-dimensional plane is likely to preserve some, if not most, of the distance between $x$
and $y$; that is, on average we have that $|P_V(x) - P_V(y)| \geq \delta |x - y|$. However, there is still an exceptional set of $m$-planes which do not respect this inequality at scale $\delta$ — for example, any $m$-plane which is sufficiently close to lying in the orthogonal complement to the line between $x$ and $y$. Transversality comes from controlling the $\gamma_{n,m}$-measure of the exceptional set for scale $\delta$.

### 2.2. Visibility

We now turn to establishing the transversality condition for families of radial maps. We begin by first recalling the notation defined in Section 1.1.1. For a point $a$ in $\mathbb{R}^n$, the radial projection based at $a$ maps $\mathbb{R}^n \setminus \{a\} \to \mathbb{S}^{n-1}$ via

$$P_a(x) = \frac{x - a}{|x - a|}.$$ 

For a fixed vantage set $A \subset \mathbb{R}^n$ equipped with a measure $\psi$, our family of projections will be $\{P_a : a \in A\}$. The common domain will be a visible set $E$, which will be assumed to be disjoint from $A$. Our codomain is $\mathbb{S}^{n-1}$ equipped with the surface measure and so $m = n - 1$ and $P_a : E \to \mathbb{S}^{n-1}$. The aim of this section is to establish some minimal geometric relations between the vantage set $A$ with the measure $\psi$ and the visible set $E$ so that the family $\{P_a : a \in A\}$ is $(n-1)$-transversal. A natural condition on the probability measure $\psi$ will arise after we analyze the geometry of the radial projections.

To this end, we will make use of the following geometric lemma. A two-dimensional variant appeared in the work of Bond, Laba, and Zahl [3, Lemma 2.3]; we will provide a somewhat different proof and generalize the result to higher dimensions.

**Lemma 2.2 (Visibility and tubes).** Fix a scale $R > 0$ and two points $x, y$ not contained in the vantage set $A$ with $|x - y| \leq R$. Let $L_{x,y}$ denote the line connecting them. Then there exists a constant $C < \infty$ depending only on $R$ such that

$$\{a \in A : |P_a(x) - P_a(y)| \leq \delta |x - y| \cap B(x,R) \subseteq L_{x,y}(C\delta),$$

where $L_{x,y}(C\delta)$ denotes the $C\delta$-neighborhood of the line $L_{x,y}$.

**Proof.** We proceed by contrapositive. Suppose that $a$ is within the ball $B(x,R)$ but outside the tube $L_{x,y}(\rho)$ of radius $\rho$ around $L_{x,y}$. Draw a triangle with vertices $x, y$, and $a$: let $\theta$ denote the internal angle at vertex $a$ and $\gamma$ denote the internal angle at vertex $y$. Since $|P_a(x) - P_a(y)|$ is comparable to the internal angle $\theta$ of the triangle, it is sufficient to give a lower bound on the angle $\theta$. By the law of sines, we have that

$$\sin \theta = \frac{\sin \gamma}{|x - y|} \cdot \frac{|y - a|}{|a - x|},$$

so that

$$\theta \geq \sin \theta = \frac{\sin \gamma}{|a - x|} |x - y|.$$ 

If $A_{x,y,a}$ denotes the altitude of the triangle (as viewed with base side $\overline{xy}$) then

$$\sin \gamma = \frac{A_{x,y,a}}{|y - a|}$$

and

$$\theta \geq \frac{A_{x,y,a} \cdot |x - y|}{|a - x| \cdot |a - y|}.$$
Since \(a, x, y \in B(x, R)\), we have that \(|a - x| \leq 2R\) and \(|a - y| \leq 2R\). Since \(a\) lies outside the tube \(L_{x,y}(\rho)\), the altitude must be at least \(\rho\). Therefore, there exists a constant \(c \sim 1\) for which

\[
|P_a(x) - P_a(y)| \geq c \theta \geq c \cdot \frac{\rho}{4R^2} \cdot |x - y|.
\]

Choosing \(\rho = C \delta\) for \(C > 4R^2/c\) establishes that \(|P_a(x) - P_a(y)| > \delta|x - y|\), as desired.

We now have a natural condition to impose on the probability measure \(\psi\): as we wish to verify (1.12) with \(s = m = n - 1\), then Lemma 2.2 implies that the measure of a tube should be bounded by the radius of the tube to an appropriate power. To be precise, we will say that \(\psi\) satisfies the tube condition with respect to \(E\) if for any tube \(T_\delta\) with sufficiently small radius \(\delta\) that passes through the visible set, \(E\), we have

\[
\psi(T_\delta) \leq \delta^{n-1}. \tag{2.2}
\]

In this case, we have established that, provided the distance from \(A\) to \(E\) is at most \(R\), \(\{P_a: a \in A\}\) is a family of maps from an \(n\)-dimensional space to an \((n - 1)\)-dimensional space with

\[
\psi\{a \in A: |P_a(x) - P_a(y)| \leq \delta|x - y|\} \leq \delta^{n-1}.
\]

Comparing this to the definition of transversality, we have established the following:

**Lemma 2.3** (Radial maps are transversal). Fix a scale \(R > 0\). Fix a vantage set \(A\) and a visible set \(E\) with the condition that for all \(a \in A\) and \(e \in E\) we have \(|a - e| \leq 1\). If \(A\) is equipped with a measure \(\psi\) satisfying the tube condition with respect to \(E\) (2.2), then the family \(\{P_a: a \in A\}\) is \((n - 1)\)-transversal as in (1.13).

This gives a substantial degree of flexibility in structuring the vantage set. One application of this technique is to a vantage set which is made up of a smooth curve \(\Gamma\) whose tangent lines do not come too close to the visible set. When \(\psi\) is taken to be the restriction of \(H^{n-1}\) to the vantage set \(A\), this will imply that \(\psi\) satisfies the tube condition with respect to \(E\). We discuss this idea more in Section 4.1.

2.3. **Favard curve length.** In this section, we verify that the family of maps \(\Phi_A: \mathbb{R}^2 \to \mathbb{R}\) introduced in (1.9) satisfy the transversality condition of Definition 1.3. This will proceed through a couple of reductions. First, we will set up some basic assumptions on the smoothness of the curve as well as some notation. Next, by breaking the curve into simpler pieces, we reduce to the case of a curve that is a graph satisfying a simpler curvature condition. We establish transversality in this simpler setting and note this is sufficient to establish lower bounds on the Favard length for the general setting.

**Definition 2.4.** We say that \(\Gamma\) satisfies our standard curvature condition if \(\Gamma\) is a piecewise \(C^1\) curve with piecewise bi-Lipschitz continuous unit tangent vectors.

Under the assumptions of Definition 2.4, \(\Gamma\) can be expressed as a disjoint union of continuous subcurves \(\Gamma = \bigcup_{i=1}^k \Gamma_i\), where each \(\Gamma_i\) is \(C^1\) of finite length with a bi-Lipschitz continuous unit tangent vector. By further decomposition of the curve, each \(\Gamma_i\) can be expressed either as a graph with respect to the first coordinate, \(\Gamma_i = \{(t, \gamma_i(t)) : t \in I_i\}\), or as a graph with respect to the second coordinate, \(\Gamma_i = \{(\gamma_i(t), t) : t \in I_i\}\), so that \(\sup_{t \in I_i} |\gamma_i'(t)| \leq 1\), and \(\gamma_i'\) is \(\lambda_i\)-bi-Lipschitz.
In order to obtain lower bounds on $\text{Fav}_\Gamma(E)$, where $E$ will denote a compact subset of $\mathbb{R}^2$, since $\text{Fav}_\Gamma(E) \geq \text{Fav}_\Gamma_i(E)$ for each $i$, it suffices to obtain lower bounds on $\text{Fav}_\Gamma(E)$. Fixing $i$ and observing that rotating the curve and the set $E$ by the same amount has no affect on $\text{Fav}_\Gamma(E) = |E + \Gamma_i|$, we may simply assume that $\Gamma_i$ is a graph with respect to the first coordinate. Finally, for ease of notation, we drop the subscript $i$ and assume that $\Gamma$ has all the properties of $\Gamma_i$.

**Definition 2.5.** We say that $\Gamma$ is a curve satisfying the simple curvature condition if

$$\sup_{t \in I} |\gamma'(t)| \leq 1,$$

and $\gamma'$ is $\Lambda$-bi-Lipschitz satisfying

$$\Lambda^{-1}|s - t| \leq |\gamma'(s) - \gamma'(t)| \leq \Lambda|s - t|$$

for some $0 < \Lambda < \infty$ and for each $s, t$ in a non-trivial closed interval $I$.

Let $\Gamma = \{(t, \gamma(t)) : t \in I\}$, where $\gamma : \mathbb{R} \to \mathbb{R}$, then

$$\gamma'(s) - \gamma'(t) \begin{array}{ccc} s-t \\ 0 \end{array} \leq 0,$$

Write $I = [L_1, L_2]$ for some $L_1 < L_2$ and set $h = \frac{L_2 - L_1}{2}$. Set $\Omega = [0, h]^2 \subset \mathbb{R}^2$ and $A = [L_1 + h, L_2]$. With this set up, for each $\lambda \in A$ and $a \in \Omega$, $\ell_\lambda \cap (a + \Gamma) = (\lambda, a_2 + \gamma(\lambda - a_1))$ is a singleton, as in Figure 1 and we can define the one-parameter family of mappings $\{\Phi_\lambda(\cdot)\}_{\lambda \in A}$, $\Phi_\lambda : \Omega \to \ell_\lambda$ by

$$\Phi_\lambda(a) = a_2 + \gamma(\lambda - a_1).$$

![Diagram](image)

**Figure 1.** $\Phi_\lambda(a)$

We are now ready to show that the simple curvature assumption implies 1-transversality. In line with Definition 1.2 our codomain is $\mathbb{R}$ equipped with the 1-dimensional Lebesgue measure and so $m = 1$. 
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Lemma 2.6 (Curve maps are transversal). Let \( \Gamma \) be a curve satisfying the simple curvature assumption of Definition 2.5. Equip the parameter space \( A \) with the 1-dimensional Lebesgue measure. Then the associated family of projections \( \{ \Phi_\lambda : \Omega \to \mathbb{R} : \lambda \in A \} \) is 1-transversal as in (1.13).

Proof. Fix a choice of \( a = (a_1, a_2), b = (b_1, b_2) \in \Omega \) with \( a \neq b \). The proof comes in two parts: the translated graphs \( (a + \Gamma) \) and \( (b + \Gamma) \) will either intersect at a point, or they will be disjoint. We first handle the intersecting case when

\[
(a + \Gamma) \cap (b + \Gamma) \neq \emptyset.
\]

That is, suppose there exist \( s_0, t_0 \in I \) and \( a = (a_1, a_2) \in \mathbb{R}^2 \) such that

\[
x := (a_1, a_2) + (s_0, \gamma(s_0)) = (b_1, b_2) + (t_0, \gamma(t_0)).
\]

Comparing coordinates, we have

\[
x_1 = a_1 + s_0 = b_1 + t_0
\]

and

\[
x_2 = a_2 + \gamma(s_0) = b_2 + \gamma(t_0).
\]

For \( \lambda \in A \), set

\[
d_\lambda := \text{dist}(x, \ell_\lambda) = |\lambda - x_1|,
\]

as depicted in Figure 2. We verify that

\[
|\Phi_\lambda(a) - \Phi_\lambda(b)| \sim d_\lambda \cdot |a - b|
\]

where the implied constant is independent of \( \lambda, a, \) and \( b \). Strictly speaking, we only need that the left hand side dominates the right hand side. Upon establishing equation (2.11), it will follow that if \( \delta > 0 \) and \( \lambda \in A \) satisfy \( |\Phi_\lambda(a) - \Phi_\lambda(b)| \leq \delta \), then

\[
d_\lambda \cdot |a - b| \leq \delta,
\]

and so

\[
|\{ \lambda \in A : |\Phi_\lambda(a) - \Phi_\lambda(b)| \leq \delta \}| \leq \frac{\delta}{|a - b|}
\]

which is the desired transversality condition.
We have two further reductions. First, as depicted in Figure 2, we consider the case when \( \lambda \geq x_1 \) so that
\[
d_\lambda = \lambda - x_1 \geq 0.
\]
Note that the case when \( \lambda - x_1 < 0 \) can be handled by reflecting \( E \) and \( \Gamma \) about the \( y \)-axis. Secondly, by relabeling \( a \) and \( b \) if necessary, we may assume that when \( \lambda > x_1 \), we have
\[
\Phi_\lambda(b) - \Phi_\lambda(a) > 0
\]
as in Figure 2. Finally, we will also have
\[
(b_1 - a_1) > 0.
\]
This follows from the geometry of the curves: in order for (2.14) to hold in the intersecting case, the convexity of \( \Gamma \) shows that \( b \) must lie below and to the right of \( a \).

Using the convexity condition (2.5), we will show that
\[
\Phi_\lambda(b) - \Phi_\lambda(a) \sim (b_1 - a_1) \cdot d_\lambda.
\]
Observe that by the bound on \( \gamma' \) and the relationships established in (2.8) and (2.9),
\[
|b_2 - a_2| = |\gamma(s_0) - \gamma(t_0)| \leq |s_0 - t_0| = |b_1 - a_1|.
\]
As such, proving (2.16) will be sufficient to establish (2.11). We now carry out the verification of (2.16) in three cases based on the relative sizes of \( d_\lambda \) and \( |b_1 - a_1| \).

**Case 1:** \( (b_1 - a_1) \approx \frac{d_\lambda}{2} \). We begin by examining the simplest case, which motivates the finer analysis to come. This is depicted in the following figure:

![Figure 3. Case 1](image)

Using the relationships established in (2.6) – (2.9) and the mean value theorem, we have
\[
\Phi_\lambda(b) - \Phi_\lambda(a) = (b_2 + \gamma(\lambda - b_1)) - (a_2 + \gamma(\lambda - a_1))
\]
\[
= (b_2 - a_2) + (\gamma(\lambda - b_1) - \gamma(\lambda - a_1))
\]
\[
= (\gamma(s_0) - \gamma(t_0)) + (\gamma(\lambda - b_1) - \gamma(\lambda - a_1))
\]
\[
= \gamma'(\xi)(b_1 - a_1) - \gamma'(\eta)(b_1 - a_1)
\]
\[
= [\gamma'(\xi) - \gamma'(\eta)](b_1 - a_1),
\]
for some \( \eta \in (\lambda - b_1, \lambda - a_1) \) and \( \xi \in (t_0, s_0) \).
It follows by (2.4) and (2.5) that
\[ \Phi_\lambda(b) - \Phi_\lambda(a) \sim (\eta - \xi) \cdot (b_1 - a_1). \]
Since \((b_1 - a_1) < \frac{d_\lambda}{2}\), we see that (2.16) is verified following the observation that
\[ (\eta - \xi) \sim d_\lambda. \]
To see this, recall from (2.13) and (2.8) that
\[ d_\lambda = \lambda - a_1 - s_0 = \lambda - b_1 - t_0. \]
Following Figure 3, and similarly
\[ \eta - \xi > (\lambda - b_1) - s_0 = (\lambda - b_1 - t_0) - (s_0 - t_0) = d_\lambda - (b_1 - a_1), \]
and similarly
\[ \eta - \xi < (\lambda - a_1) - t_0 = (\lambda - a_1 - s_0) + (s_0 - t_0) = d_\lambda + (b_1 - a_1). \]
Before moving to the general argument, we observe that the separation of \(d_\lambda\) and \((b_1 - a_1)\) was crucial in guaranteeing that the variables arising from the application of the mean value theorem, \(\xi\) and \(\eta\), were properly separated. More generally, a finer analysis using telescoping sums is used to guarantee such separation.

Case 2: \(\frac{d_\lambda}{2} \leq (b_1 - a_1) < d_\lambda\). Set
\[ (2.18) \quad p = \frac{b_1 - a_1}{2}, \quad \text{and} \quad q = s_0. \]
First, we take a moment to compare the variables under examination. Note \(p > 0\) by (2.15). Using (2.13) and (2.8), we can write \(d_\lambda = \lambda - b_1 - t_0\) and \(b_1 - a_1 = s_0 - t_0\). Therefore, when \(b_1 - a_1 < d_\lambda\), then \(s_0 - t_0 < \lambda - b_1 - t_0\) and so \(s_0 < \lambda - b_1\). This implies that
\[ t_0 < s_0 < \lambda - b_1 < \lambda - a_1, \]
and so for \(p\) and \(q\) as in (2.18),
\[ t_0 = q - 2p < q - p < q = s_0 < \lambda - b_1 = \lambda - a_1 - 2p < \lambda - a_1 - p < \lambda - a_1. \]
Appealing to (2.6) and (2.9), we can write
\[
\Phi_\lambda(a) - \Phi_\lambda(b) = \gamma(\lambda - a_1) - \gamma(\lambda - b_1) - (b_2 - a_2)
\]
\[
= \gamma(\lambda - a_1) - \gamma(\lambda - b_1) - (\gamma(s_0) - \gamma(t_0))
\]
\[
= \sum_{j=0}^{1} \left( \gamma(\lambda - a_1 - jp) - \gamma(\lambda - a_1 - (j + 1)p) \right)
\]
\[
- \sum_{j=0}^{1} \left( \gamma(q - jp) - \gamma(q - (j + 1)p) \right). \]
Applying the mean value theorem, there exists \(h_0, h_1, h'_0, h'_1 \in (0, 1)\) so that
\[
\Phi_\lambda(a) - \Phi_\lambda(b) = \sum_{j=0}^{1} \left( \gamma'(\lambda - a_1 - jp - h_j p) \cdot p \right)
\]
\[
- \sum_{j=0}^{1} \left( \gamma'(q - jp - h'_j p) \cdot p \right), \]
and it follows that
\[ (2.19) \quad \Phi_\lambda(a) - \Phi_\lambda(b) \sim \left( \sum_{j=0}^{1} \left( \gamma'(\lambda - a_1 - jp - h_j p) - \gamma'(q - jp - h'_j p) \right) \right) \cdot p. \]
The purpose for adding and subtracting terms is that the terms \( \lambda - a_1 - j p - h_j p \) and \( q - j p - h'_j p \) are now appropriately separated for \( j = 0, 1 \). Indeed, when \( d_\lambda > (b_1 - a_1) \), recalling that \( q = s_0 \), it holds that
\[
(\lambda - a_1 - j p - h_j p) - (s_0 - j p - h'_j p) = d_\lambda - h_j p + h'_j p \geq d_\lambda/2,
\]
and
\[
(\lambda - a_1 - j p - h_j p) - (s_0 - j p - h'_j p) = d_\lambda - h_j p + h'_j p \geq 3d_\lambda/2.
\]

The key point is that in (2.19), the arguments of \( \gamma' \) within each summand are separated by a positive quantity comparable to \( d_\lambda \). Using the bi-Lipschitz condition on \( \gamma' \) (in which case \( \gamma' \) is strictly monotonic on \( I \)), we conclude that
\[
\Phi_\lambda(b) - \Phi_\lambda(a) \sim d_\lambda \cdot p.
\]
Since \( p \sim (b_1 - a_1) \), this case is completed.

**Case 3:** \( d_\lambda \leq (b_1 - a_1) \). Set
\[
(2.20) \quad p = \frac{d_\lambda}{2}, \quad \text{and} \quad q = (\lambda - b_1).
\]

With this choice of \( p \) and \( q \), the proof proceeds as in the previous case. This situation is depicted below in Figure 4.

![Figure 4. Case 3](image)

Using (2.8) and (2.13), we can write \( d_\lambda = \lambda - b_1 - t_0 = \lambda - a_1 - s_0 \geq 0 \) and \( b_1 - a_1 = s_0 - t_0 > 0 \). Therefore, when \( d_\lambda \leq b_1 - a_1 \), then \( \lambda - b_1 - t_0 \leq s_0 - t_0 \) and so \( \lambda - b_1 \leq s_0 \). Combining these observations, if \( d_\lambda \leq (b_1 - a_1) \), then
\[
t_0 \leq \lambda - b_1 \leq s_0 \leq \lambda - a_1,
\]
and so, for \( p \) and \( q \) as in (2.20),
\[
t_0 = q - 2p \leq q - p \leq q = \lambda - b_1 \leq s_0 = \lambda - a_1 - 2p \leq \lambda - a_1 - p \leq \lambda - a_1.
\]

Using an identical telescoping argument as that used in the previous case to obtain (2.19), except now with \( p \) and \( q \) as in (2.20), we conclude that there exists \( h_0, h_1, h'_0, h'_1 \in (0, 1) \) so that
\[
(2.21) \quad \Phi_\lambda(a) - \Phi_\lambda(b) \sim \left( \sum_{j=0}^{1} (\gamma' \lambda - a_1 - j p - h_j p) - \gamma' (q - j p - h'_j p)) \right) \cdot p.
\]

We now observe that \( \lambda - a_1 - j p - h_j p \) and \( q - j p - h'_j p \) are sufficiently separated for \( j = 0, 1 \) when \( d_\lambda \leq b_1 - a_1 \):
\[
(\lambda - a_1 - j p - h_j p) - (q - j p - h'_j p) = b_1 - a_1 - h_j p + h'_j p \geq (b_1 - a_1)/2,
\]
and
\[(\lambda - a_1 - jp - h_j p) - (q - jp - h'_j p) = (b_1 - a_1) - h_j p + h'_j p \leq 3(b_1 - a_1)/2.\]

As in Case 2 above, we have now established the necessary separation between the arguments of \(\gamma'\) in each summand; it follows that
\[\Phi_\lambda(b) - \Phi_\lambda(a) \sim (b_1 - a_1) \cdot p.\]

Since \(p \sim d_\lambda\), this case is finished.

**Non-intersection case:** It remains to verify \(1.13\) when \(2.7\) does not hold. Assume that \(a\) and \(b\) are such that
\[(2.22)\quad (a + \Gamma) \cap (b + \Gamma) = \emptyset.
\]

Let \(\delta > 0\). For each \(\lambda \in A\), set
\[h(\lambda) := \Phi_\lambda(b) - \Phi_\lambda(a) = \gamma(\lambda - b_1) - \gamma(\lambda - a_1) + (b_2 - a_2).
\]

Relabeling if necessary, we may assume that the graph \((b + \Gamma)\) is above \((a + \Gamma)\) in the sense that for each \(\lambda \in A\), it holds that
\[h(\lambda) > 0.
\]

Observe that in the case that \(a_1 = b_1\), then \(h(\lambda) = b_2 - a_2\) is constant, and so the left-hand-side of \(1.13\) is non-zero identically when \(|a - b| = |a_2 - b_2| \leq \delta\), in which case the right-hand-side of \(1.13\) is bounded below by the constant \(c\), and the inequality is satisfied provided that \(c\) is chosen so that \(c \geq |A|\).

Assume then that \(a_1 \neq b_1\). We will apply a vertical shift to the curve \((b + \Gamma)\) to reduce to the intersection case considered in \(2.7\) and handled above. It is a consequence of the curvature assumption of Definition \(2.5\) that there exists a unique \(\hat{\lambda} \in A\) where \(h(\lambda)\) is minimized. Set
\[d := h(\hat{\lambda}).\]

(Indeed, when \(a_1 \neq b_1\), note that \(h\) is strictly monotonic as \(h' \neq 0\) by \(2.4\)). Now
\[(\Gamma + (b_1, b_2 - d)) \cap (\Gamma + a) \neq \emptyset,
\]
and we see that
\[(2.23)\quad \Phi_\lambda(b) = b_2 + \gamma(\lambda - b_1) = b_2 - d + \gamma(\lambda - b_1) + d = \Phi_\lambda((b_1, b_2 - d)) + d.
\]

Set \(b(d) = (b_1, b_2 - d)\). Now, if \(\lambda\) is such that \(h(\lambda) = \Phi_\lambda(b) - \Phi_\lambda(a) \leq \delta\), then \(\Phi_\lambda(b(d)) - \Phi_\lambda(a) \leq \delta - d \leq \delta\). Note we may assume that \(\delta \geq d\) since \(h(\lambda) \geq d\) for each \(\lambda \in A\). Therefore
\[(2.24)\quad \{\lambda \in A : \Phi_\lambda(b) - \Phi_\lambda(a) \leq \delta\} \subset \{\lambda \in A : \Phi_\lambda((b_1, b_2 - d)) - \Phi_\lambda(a) \leq \delta\},
\]
and it follows from the the previous Cases 1-3 that there exists a constant \(c > 0\) that depends only on the constant \(A\) in \(2.4\) so that
\[(2.25)\quad |\{\lambda \in A : \Phi_\lambda((b_1, b_2 - d)) - \Phi_\lambda(a) \leq \delta\}| \leq \frac{c\delta}{|b(d) - a|}.
\]

Combining \(2.24\) and \(2.25\), we see that if \(|b(d) - a|\) were bounded below by \(|b - a|\), then the argument would be complete. Since this may not always be the case, we need a slightly more delicate analysis.

We will now proceed in two cases, based on the relative sizes of \(|b_1 - a_1|\) and \(|b_2 - a_2|\). When the first difference is dominant, the shift between \(b\) and \(a\) is mostly horizontal and this horizontal translation is detected by the first coordinate of \(b(d)\).
The more challenging case is when the translation is nearly vertical; this will follow
the same lines as when \( b_1 = a_1 \). To be precise, we now consider the cases when
\( |b_1 - a_1| \geq \frac{1}{2}|b_2 - a_2| \) and \( |b_1 - a_1| < \frac{1}{2}|b_2 - a_2| \) separately.

In the former case,
\[
|b_1 - a_1| \geq |b - a|
\]
and so
\[
|b(d) - a|^2 = |b_1 - a_1|^2 + |b_2 - d - a_2|^2 \\
\geq |b_1 - a_1|^2 \\
\geq |b - a|^2.
\]
In this case, we see that if \( |b_1 - a_1| \) is bounded below by a constant multiple of
\( |b - a| \), and the argument is complete upon combining (2.24) and (2.25).

Now consider the latter case that \( |b_1 - a_1| < \frac{1}{2}|b_2 - a_2| \). Suppose that \( \lambda \) is such
that \( h(\lambda) \leq \delta \). By the mean value theorem, there exists an \( \eta \) so that
\[
\gamma(\lambda - b_1) - \gamma(\lambda - a_1) = -\gamma'(\eta)(b_1 - a_1).
\]
Recall from (2.3) that \( \sup_{t \in [\lambda]} |\gamma'(t)| \leq 1 \). It follows from the reverse triangle in-
equality that
\[
h(\lambda) \leq |b_2 - a_2| - |\gamma'(\eta)(b_1 - a_1)| \\
\geq |b_2 - a_2| - |b_1 - a_1| \\
\geq |b_2 - a_2| - \frac{1}{2}|b_2 - a_2| \\
= \frac{1}{2}|b_2 - a_2| \\
\sim |b - a|,
\]
where the implicit constants are independent of \( b, a \) and \( \lambda \). It follows that there
exists a \( c' > 0 \) so that if \( \lambda \) is such that \( h(\lambda) \leq \delta \), then \( |b - a| \leq c'\delta \) or \( 1 \leq \frac{c'\delta}{|b - a|} \).

Now,
\[
|\{ \lambda \in A : h(\lambda) \leq \delta \}| \leq |A| \leq c \leq c \frac{c'\delta}{|b - a|},
\]
provided \( c \) is chosen so that \( c \geq |A| \).

2.4. Surface projections. Here, we show that the maps corresponding to the
Favard surface length and introduced in Section 1.1.3 satisfy the transversality
condition of (1.13). We will consider the case when \( \Gamma \) is a surface of revolution
generated by an even, \( C^2 \), concave up function \( f \) defined on a neighborhood of the
origin. That is, \( \Gamma \) will be the graph of \( \gamma : \mathbb{R}^2 \to \mathbb{R} \) given by
\[
\gamma(s) = f(|s|)
\]
defined on a closed ball \( B := \overline{B(0, L)} \) for some \( L > 0 \).

Note that \( f'' > 0 \) on \([-L, L]\). It is straightforward to check that \( f'(x) \geq 0 \) on
\([0, L]\) with equality only at \( x = 0 \); computing the second partial derivative of \( \gamma \)
in \( x \) at \( |(x, y)| = 0 \) and \( |(x, y)| \neq 0 \) separately shows that there exists \( c > 0 \) so that
for each \( (x, y) \in B \)
\[
\frac{d^2 \gamma}{dx^2} (x, y) > c.
\]
Now, we choose a parameter set \( A \) and a domain \( \Omega \) as in Definition 1.2 set \( A = B(0, \frac{1}{3}) \subset \mathbb{R}^2 \) and \( \Omega = B(0, \frac{1}{3}) \subset \mathbb{R}^3 \). For \( \alpha \in A \), denote the vertical line 
\[
\ell_\alpha := \{(x, y, z) : (x, y) = \alpha \}.
\]
If \( \alpha = (\alpha_1, \alpha_2) \in A \) and \( a = (a_1, a_2, a_3) \in \Omega \), note \( (\alpha_1 - a_1, \alpha_2 - a_2) \in B \) and 
\[
\ell_\alpha \cap (a + \Gamma) = (\alpha_1, \alpha_2, a_3 + \gamma(\alpha_1 - a_1, \alpha_2 - a_2))
\]
is a singleton. Thus, we can define the two-parameter family of mappings \( \{\Phi_\alpha(\cdot)\}_{\alpha \in A} \).

*Lemma 2.7. (Surface maps are transversal).* Let \( \Gamma = \{(t, \gamma(t)) : t \in B\} = \{(t, f(|t|)) : t \in B\} \) be a surface of revolution with \( f: \mathbb{R} \to \mathbb{R}, \gamma: \mathbb{R}^2 \to \mathbb{R} \) as defined above so that \( (2.26) \) holds on \( B = B(0, L) \). With the notation above, the associated family of projections \( \{\Phi_\alpha : \Omega \to \mathbb{R} : \alpha \in A\} \) is 1-transversal in the sense of Definition 1.3.

While the proof of Lemma 2.7 is similar to its 2-dimensional analogue, Lemma 2.6, there is a new layer of complexity that arises. In the 2-d case, in which \( \Gamma \) was a curve and the graph of a real valued function, the intersection set \( (a + \Gamma) \cap (b + \Gamma) \) consisted of at most one point. Denoting this point by \( x = (x_1, x_2) \) (when it exists) and setting \( H(\lambda) := |\Phi_\lambda(a) - \Phi_\lambda(b)| \), with \( \Phi_\lambda \) as in (2.6), we saw that \( H(x_1) = 0 \) and observed that \( H \) grows at a linear rate in a neighborhood of \( x_1 \). In the 3-d case, in which \( \Gamma \) is a surface, the set \( (a + \Gamma) \cap (b + \Gamma) \) may consists of many points. Here, we show that the the function \( H(\lambda) \), now with \( \Phi_\lambda \) as in (2.27), obeys a similar linear growth condition along horizontal lines. We now prove Lemma 2.7 using the set-up above, and we begin with a few simplifying reductions.

*Proof.* By rescaling in the \( z \)-axis, we may assume that all the first partial derivatives of \( \gamma \) are bounded by 1. For distinct \( a, b \in \Omega \), our aim is to verify that 
\[
|\{\lambda \in A : |\Phi_\lambda(a) - \Phi_\lambda(b)| \leq \delta\}| \lesssim \frac{\delta}{|a - b|}.
\]

Translating, it is enough to consider the situation when \( a = (0, 0, 0) \). Further, since \( \Gamma \) is symmetric about the origin, it suffices to consider the case when \( b = (b_1, 0, b_3) \) for \( b_1, b_3 \geq 0 \).

After this reduction, our goal is to show that 
\[
|\{\lambda \in A : |\Phi_\lambda(0) - \Phi_\lambda(b)| \leq \delta\}| \lesssim \frac{\delta}{|b|},
\]
for a universal constant independent of \( b \) and \( \delta \). To this end, fix the coordinate \( \lambda_2 \) and form a slice parallel to the \( xz \)-plane; we will show that 
\[
|\{\lambda_1 : \lambda = (\lambda_1, \lambda_2) \in A \text{ and } |\Phi_\lambda(0) - \Phi_\lambda(b)| \leq \delta\}| \lesssim \frac{\delta}{|b|}
\]
for a universal constant independent of \( \lambda_2 \). Once this is completed, we may integrate the estimate with respect to \( \lambda_2 \) over the interval \([- \frac{1}{3}, \frac{1}{3}] \) and apply Fubini’s theorem to recover (2.28). Note that \( |\cdot| \) in (2.28) denotes the 2-dimensional Lebesgue measure and \( |\cdot| \) in (2.29) denotes the 1-dimensional Lebesgue measure.
We are now working within a two-dimensional slice of the surface and will be able to apply the results of Section 2.3. Note that the slice
\[ \gamma_{\lambda_2} := \Gamma \cap \{ y = \lambda_2 \} = \{(t_1, \lambda_2, \gamma(t_1, \lambda_2)) : (t_1, \lambda_2) \in B \} \]
forms a curve in the plane \( \{ y = \lambda_2 \} \). Since \( b = (b_1, 0, b_3) \), the translated surface \((\Gamma + b)\) also intersects this plane in a curve
\[ (\Gamma + b) \cap \{ y = \lambda_2 \} = \{(s_1 + b_1, \lambda_2, \gamma(s_1, \lambda_2) + b_3) : (s_1, \lambda_2) \in B \} \].
The key point is that this curve is merely a translate of \( \gamma_{\lambda_2} \):
\[ (\Gamma + b) \cap \{ y = \lambda_2 \} = \gamma_{\lambda_2} + b. \]

Recalling the curvature condition (2.26), we see that the curve \( \gamma_{\lambda_2} \) satisfies the simple curvature condition of Definition 2.5. Applying Lemma 2.6 (in particular, the result of (2.12)) then establishes (2.29) as desired. \( \square \)

3. Energy techniques for pushforwards

We now turn to measure estimates using the energy and potential based approach of Mattila [11]. The key idea here will be that the energies associated to a measure \( \mu \) and its pushforwards \( \tilde{\pi}_\alpha \mu \) are closely related. This will allow us to prove strong asymptotic lower bounds for the Favard curve lengths of neighborhoods of sets. First, we begin by proving Proposition 1.4, illustrating how transversality plays a role in the study of pushforward measures. This proposition provides a generalization of Marstrand’s result on the typical dimension of projections to a nonlinear setting, and the proof provided here is similar to that which appeared in Solomyak’s [22] in the context of general metric spaces.

Recall that we have a family \( \{ \tilde{\pi}_\alpha : \alpha \in A \} \) of maps into an \( m \)-dimensional space, \( \dim_H E = t \leq m \), and the family of projections is \( m \)-transversal. Our goal is to show that for \( \psi \)-almost every \( \alpha \in A \),
\[ \dim_H \tilde{\pi}_\alpha E = t. \]
The primary tool will be to use that if \( x \) and \( y \) are two fixed points, then the projection operators \( \tilde{\pi}_\alpha \) will usually be able to distinguish between \( x \) and \( y \) on scale \( |x - y| \). This is quantified with the distribution function.

**Proof of Proposition 1.4.** Suppose that \( E \) supports a Borel probability measure \( \mu \) with finite \( \tau \)-energy. Recall the energy of the measure \( \mu \), \( I_\tau(\mu) \), is defined in (1.1) and the pushforward, \( \tilde{\pi}_\alpha \mu \), is defined in (1.2). Averaging over the set of parameters and computing the energies of the pushforward measures, we have
\[
\int_A I_\tau(\tilde{\pi}_\alpha \mu) \, d\psi(\alpha) = \int_A \int_A \int_A \int_A \frac{1}{|u - v|^r} \, d\tilde{\pi}_\alpha \mu(u) \, d\tilde{\pi}_\alpha \mu(v) \, d\psi(\alpha) \\
= \int_A \int_A \int_A \frac{1}{|\tilde{\pi}_\alpha(x) - \tilde{\pi}_\alpha(y)|^r} \, d\mu(x) \, d\mu(y) \, d\psi(\alpha) \\
= \int_A \int_A \frac{1}{|\tilde{\pi}_\alpha(x) - \tilde{\pi}_\alpha(y)|^r} \, d\psi(\alpha) \, d\mu(x) \, d\mu(y) \\
= \int_A \left[ \int_A \frac{|x - y|^r}{|\tilde{\pi}_\alpha(x) - \tilde{\pi}_\alpha(y)|^r} \, d\psi(\alpha) \right] \frac{d\mu(x) \, d\mu(y)}{|x - y|^r}.
\]
We can study the innermost integral using the transversality condition together with the distribution function:

$$\int_{A} \frac{|x-y|^\tau}{|\pi_\alpha(x) - \pi_\alpha(y)|^\tau} \, d\psi(\alpha) = \int_{0}^{\infty} \psi \left( \left\{ \alpha : \frac{|x-y|^\tau}{|\pi_\alpha(x) - \pi_\alpha(y)|^\tau} \geq r \right\} \right) \, dr$$

$$= \int_{0}^{\infty} \psi \left( \left\{ \alpha : |\pi_\alpha(x) - \pi_\alpha(y)| \leq r^{-\tau/\tau} |x-y| \right\} \right) \, dr$$

$$= \tau \int_{0}^{\infty} \psi \left( \left\{ \alpha : |\pi_\alpha(x) - \pi_\alpha(y)| \leq \delta |x-y| \right\} \right) \, \frac{d\delta}{\delta^{1+\tau}}.$$

For a fixed $\delta > 0$, the integral on $[\delta_0, \infty)$ converges: our parameter set has finite measure, and $\int_{0}^{\infty} \frac{d\delta}{\delta^{1+\tau}}$ is finite. Therefore, we only need to consider the case of $\delta \in [0, \delta_0)$; this corresponds to the set of parameters which are not able to distinguish $x$ and $y$, and will have small measure due to transversality. In particular, the $m$-transversality of (1.12) with $s = m$ yields

$$\psi (\left\{ \alpha : |\pi_\alpha(x) - \pi_\alpha(y)| \leq \delta |x-y| \right\}) \leq \delta^m,$$

for all $\delta \leq \delta_0$, implying that

$$\int_{0}^{\delta_0} \psi \left( \left\{ \alpha : |\pi_\alpha(x) - \pi_\alpha(y)| \leq \delta |x-y| \right\} \right) \frac{d\delta}{\delta^{1+\tau}} \leq \int_{0}^{\delta_0} \delta^m \frac{d\delta}{\delta}.$$

This converges provided that $\tau < m$. We have now shown that for $\tau < m$,

$$\int_{A} I_{\tau}(\pi_\alpha \mu) \, d\alpha \leq \iint \frac{d\mu(x) \, d\mu(y)}{|x-y|^\tau} = I_{\tau}(\mu) < \infty,$$

and therefore the energy $I_{\tau}(\pi_\alpha \mu)$ is finite for $\psi$-almost every $\alpha$.

To finish the proof, recall that if $E$ has positive $\mathcal{H}^\tau$ measure, then for any $\tau < t$ there exists a measure $\mu$ supported on $E$ with finite $\tau$-energy (see Frostman’s lemma in [13]). It follows that if $\tau < t \leq m$, then the pushforward $\pi_\alpha \mu$ will also have finite $\tau$-energy, implying that $\pi_\alpha(E)$ has Hausdorff dimension at least $\tau$. Passing to a countable sequence $\tau_n$, converging upwards to $t$ gives the desired result. \qed

For the remainder of the section, we will employ the notation of Definition 1.2. Recall that the lower derivative of the measure $\pi_\alpha \mu$ with respect to $h$ at the point $u$ is defined by

$$D(\pi_\alpha \mu, h, u) = \lim_{\delta \to 0} \frac{\pi_\alpha \mu(B(u, \delta))}{h(B(u, \delta))}.$$

The upper derivative is similarly defined, taking the limit supremum. In the case that the lower and upper derivatives coincide, they will agree with the Radon-Nikodym derivative denoted $D(\pi_\alpha \mu, h, u)$.

**Lemma 3.1** (Absolute continuity of pushforwards). Suppose that $\{\pi_\alpha : \alpha \in A\}$ is an $s$-transversal family of maps and that $\psi$ is a Borel measure on $\Omega$. If $\mu$ is a Borel measure with compact support contained in $\Omega$ and $I_s(\mu) < \infty$, then for $\psi$-almost every $\alpha$, we have that $\pi_\alpha \mu \ll h$ and

$$\int \int_{A} \int_{X} D(\pi_\alpha \mu, h, u)^2 \, dh(u) \, d\psi(\alpha) \leq I_s(\mu).$$

**Proof.** Consider the integral

$$\int \int D(\pi_\alpha \mu, h, u) \, d\pi_\alpha \mu(u) \, d\psi(\alpha).$$
Due to the joint continuity assumption for the functions \((x, \alpha) \rightarrow \tilde{\pi}_\alpha(x)\), the integrands will be measurable with respect to the appropriate measures (each of which are Borel measures). We now follow the definition of the lower derivative along with Mattila’s approach:

\[
\int \int D(\tilde{\pi}_\alpha \mu, h, u) d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha)
\]

\[
= \int \lim_{\delta \to 0} \int \frac{1}{\delta m} \tilde{\pi}_\alpha \mu(B(u, \delta)) d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha)
\]

\[
\leq \lim_{\delta \to 0} \int \frac{1}{\delta m} \int \mu(\tilde{\pi}_\alpha^{-1} B(u, \delta)) d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha)
\]

\[
= \lim_{\delta \to 0} \int \frac{1}{\delta m} \int \mu\{y : \tilde{\pi}_\alpha y \in B(u, \delta)\} d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha).
\]

(3.1)

Pushforward measures obey the identity

\[
\int g df \nu = \int (g \circ f) d\nu
\]

for non-negative Borel functions \(f\) and \(g\) and a Borel measure \(\nu\). Applying this to the function \(g(u) := \mu\{y : \tilde{\pi}_\alpha y \in B(u, \delta)\}\), we find that

\[
\int \mu\{y : \tilde{\pi}_\alpha y \in B(u, \delta)\} d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha)
\]

\[
= \int \mu\{y : \tilde{\pi}_\alpha y \in B(\tilde{\pi}_\alpha x, \delta)\} d\mu(x) d\psi(\alpha)
\]

\[
= \int \psi\{\alpha : \tilde{\pi}_\alpha y \in B(\tilde{\pi}_\alpha x, \delta)\} d\mu(x) d\mu(y)
\]

(3.2)

Combining equations (3.1) and (3.2), we get

\[
\int \int D(\tilde{\pi}_\alpha \mu, h, u) d\tilde{\pi}_\alpha \mu(u) d\alpha
\]

\[
\leq \lim_{\delta \to 0} \int \psi\{\alpha : |\tilde{\pi}_\alpha x - \tilde{\pi}_\alpha y| \leq \delta\}\ d\mu(x) d\mu(y).
\]

We are now ready to apply the \(s\)-transversality condition. Since

\[
\psi\{\alpha : |\tilde{\pi}_\alpha(x) - \tilde{\pi}_\alpha(y)| \leq \delta\} \leq \frac{\delta^m}{|x - y|^s},
\]

we find that

\[
\int \int D(\tilde{\pi}_\alpha \mu, h, u) d\tilde{\pi}_\alpha \mu(u) d\psi(\alpha) \leq \int \frac{d\mu(x) d\mu(y)}{|x - y|^s} = I_s(\mu).
\]

Since \(I_s(\mu) < \infty\), we conclude that for \(\psi\)-almost every \(\alpha\), the lower derivative \(D(\tilde{\pi}_\alpha \mu, h, u)\) is finite for \(\tilde{\pi}_\alpha \mu\) almost every \(u \in X\). Following [12] Thm 2.12, this implies that \(\tilde{\pi}_\alpha \mu \ll h\) for all such parameters, in which case \(D(\tilde{\pi}_\alpha \mu, h, u)\) exists.
for $\pi_{\alpha} u$-a.e. point $u \in X$. Finally, we can use Fubini’s theorem to conclude that
\begin{equation}
(3.5) \quad \int_X D(\pi_{\alpha} u, h, u)^2 \, dh(u) = \int_X D(\pi_{\alpha} u, h, u) \, \pi_{\alpha} u(dh(u)).
\end{equation}
The combination of (3.5) with the estimate (3.4) establishes the desired result.

The next result follows from Lemma 3.1 and, in essence, states that nonlinear variants of Favard length are controlled from below by the energy of any nice measure placed on the set.

**Lemma 3.2 (Lower bound on average projection length).** Suppose that $\{\pi_{\alpha} : \alpha \in A\}$ is an $s$-transversal family of maps with a Borel probability measure $\psi$ on $A$. If $\mu$ is a Borel probability measure supported on a compact set $F \subseteq \Omega$, then
\begin{equation}
\int_A (h(\pi_{\alpha} F))^{-1} \, d\psi(\alpha) \leq I_s(\mu)
\end{equation}
and
\begin{equation}
(3.6) \quad \frac{1}{I_s(\mu)} \leq \int_A h(\pi_{\alpha} F) \, d\psi(\alpha).
\end{equation}

This is an analogue of [11, Theorem 3.2]. The proof relies on Lemma 3.1.

**Proof.** Since $F \subseteq \pi_{\alpha}^{-1}(\pi_{\alpha} F)$ and $\mu$ is a probability measure, we can apply the definition of the pushforward to conclude that
\begin{equation}
1 = \pi_{\alpha} u(\pi_{\alpha} F)^2 = \left( \int_{\pi_{\alpha} F} D(\pi_{\alpha} u, h, u) \, dh(u) \right)^2.
\end{equation}
Invoking the Cauchy-Schwartz inequality,
\begin{equation}
1 \leq h(\pi_{\alpha} F) \int_{\pi_{\alpha} F} D(\pi_{\alpha} u, h, u)^2 \, dh(u)
\end{equation}
for all $\alpha \in A$. After dividing both sides by $h(\pi_{\alpha} F)$, integrating in $\psi$, and invoking Lemma 3.1, we have
\begin{equation}
\int_A (h(\pi_{\alpha} F))^{-1} \, d\psi(\alpha) \leq \int_A \int_{\pi_{\alpha} F} D(\pi_{\alpha} u, h, u)^2 \, dh(u) \, d\psi(\alpha)
\end{equation}
\begin{equation}
\leq \int_A \int_X D(\pi_{\alpha} u, h, u)^2 \, dh(u) \, d\psi(\alpha)
\end{equation}
\begin{equation}
\leq I_s(\mu),
\end{equation}
thus establishing the first inequality.

For the second part of the theorem, consider the function $f(\alpha) = h(\pi_{\alpha} F)$. Applying the Cauchy-Schwarz inequality to $1 = \int d\psi = \int f^{1/2} \cdot f^{-1/2} \, d\psi$ immediately gives the claimed result.

In order to apply Lemma 3.2 to neighborhoods, we construct a measure with appropriate support and obtain an upper bound on the energy. The following lemma says that whenever the dimension of $F$ is known, there is at least one auxiliary measure supported on the neighborhood $F(r)$ whose energy is easily computable. This is the final tool that we will need in order to estimate the average projection size of a neighborhood, and it comes directly from [11, Theorem 4.1]. We give a summary of the main idea of the construction.
Lemma 3.3 (Construction of auxiliary measure). Let $0 < s \leq m$. Suppose $\mu$ is a Borel probability measure supported on a compact set $F \subset \mathbb{R}^n$ and there exists $c > 0$ so that

$$\mu(B(x, r)) \leq cr^s$$

for each $x \in \mathbb{R}^n$ and $r > 0$. Then for each $r \in (0, 1)$, there exists a probability measure $\nu$ supported in $F(2r)$ so that

(3.7) \hspace{1cm} I_s(\nu) \lesssim r^{s-m} \quad \text{if } s < m \hspace{1cm} \text{(3.8)} \hspace{1cm} I_s(\nu) \lesssim \log \left( \frac{1}{r} \right) \quad \text{if } s = m.

Summary of proof. For $F$, $\mu$ and $r$ as in the statement of Lemma 3.3, we can use a covering argument to find a disjoint collection of balls $\{B_i\}_{i=1}^k$, each with radius $r$, so that $\tau := \mu \left( \bigcup_{i=1}^k B_i \right) > 0$. The measure $\nu$ is then defined to be

(3.9) \hspace{1cm} \nu(A) := \frac{1}{\tau} \sum_{i=1}^k \mu(B_i) \frac{|A \cap B_i|}{|B_i|},

where $|\cdot|$ denotes the $n$-dimensional Lebesgue measure. Note that $\nu$ is supported in $F(2r)$. The $\nu$ measure of a ball of radius $u$ can be bounded from above, considering the cases when $u \leq r$, $r \leq u \leq 1$, and $1 \leq u$ separately, and a computation with the distribution function (analogous to the computations in the proof of Proposition 1.4) shows that $I_m(\nu) \lesssim r^{s-m}$ when $s < m$. Further, when $s = m$, a similar computation shows that $I_m(\nu) \lesssim \log \left( \frac{1}{r} \right)$. \hfill \Box

With Lemmas 3.2 and 3.3 in tow, we now turn to the proof of Theorem 1.5. In this context, it will be important that the family is $m$-transversal, with $m$ matching the dimension of the target set.

Proof of Theorem 1.5. Assume that $\{\pi_\alpha : \alpha \in A\}$ is $m$-transversal. Letting $F$ and $\mu$ be as in the hypotheses, we can use Lemma 3.3 to construct the auxiliary measure $\nu$ with computable energy. Applying the estimate (3.6) of Lemma 3.2 to $\nu$ and $F(2r)$ yields the theorem. \hfill \Box

4. Applications and examples

4.1. Proving Theorems 1.6 and 1.7. We now turn to self-contained proofs of the applications to Favard curve length and visibility, respectively.

Proof of Theorem 1.7. In the case that $\Gamma$ satisfies the simple curvature assumption of Definition 2.5, we can apply Lemma 2.6 to conclude that the curve projections associated to $\text{Fav}_\Gamma$ form a 1-transversal family, and the theorem follows from Theorem 1.5. The reductions made at the beginning of Section 2.3 imply that establishing the theorem for this special class of $\Gamma$ suffices. \hfill \Box

On the other hand, the visibility result requires a little bit more analysis, since transversality depends on the relative geometry of the visible set and the vantage set.
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Proof of Theorem 1.6. In Lemma 2.3 we established that the family of radial projections \( \{P_a : a \in A\} \) is \((n-1)\)-transversal provided that the underlying probability measure \( \psi \) supported on \( A \) satisfies the tube condition with respect to \( E \):

\[
\psi(T_\delta) \lesssim \delta^{n-1}.
\]

In our context, \( \psi = H^{n-1} \) and it suffices to show that there exists a positive \( \delta > 0 \) such that for any tube \( T_\delta \) passing through the visible set \( E \), we have

\[
H^{n-1}(T_\delta \cap A) \lesssim \delta^{n-1}.
\]

However, this follows immediately from the tangent plane condition: the angle between the tube \( T_\delta \) and any tangent plane to \( A \) is uniformly bounded away from zero and the claim follows. Now that transversality has been established, we conclude the proof with an application of Theorem 1.5 as in the previous argument. \( \square \)

A slightly more general version of Theorem 1.6 is available without separation between the vantage set \( A \) and the visible set \( E \). The tube condition is also guaranteed upon replacing our tangent plane condition with the following slightly more technical statement: there exists \( \delta_0 > 0 \) and \( \theta_0 \in (0, \frac{\pi}{2}) \) so that, if \( a \in L_{x,y}(\delta_0) \cap A \) for distinct \( x, y \in E \), then \( A_a \) meets \( L_{x,y} \) at an angle of at least \( \theta_0 \).

4.2. Applications to dynamically generated sets. A key tool in proving Theorem 1.5 was to establish the existence of an auxiliary measure \( \nu \) supported near \( F \) whose \( s \)-energy is easily computable. Lemma 3.2 then relates the average projection length to the energy. In the case of many fractal sets, we can construct the special measure \( \nu \) in a geometrically motivated \textit{ad hoc} manner. We now turn to the proof of Corollary 1.9.

Proof of Corollary 1.9. Set \( s = m = 1 \) and \( r = (\frac{1}{4})^n \). Recall \( K_n \) denotes the \( n \)-th generation in the construction of the four-corner Cantor set \( K \). We can write \( K_n \) as the union of \( 4^n \) squares \( Q_i \) of side length \( 4^{-n} \), and define a probability measure on \( \nu \) supported on \( K_n \) by

\[
\nu(A) = \sum_{i=1}^{4^n} \frac{|A \cap Q_i|}{(\frac{1}{4})^n}.
\]

This is the equidistributed measure on \( K_n \) (and can be compared to the constructed measure of Lemma 3.3 when \( \mu \) denotes the 1-Hausdorff measure restricted to \( K \)).

Observe \( \nu(K_n) = 1 \) and

\[
\nu(B(x,u)) \sim \begin{cases} u^2/r & \text{for } u \leq r \\ u & \text{for } u \geq r \\ 1 & \text{for } u \geq 1. \end{cases}
\]

A direct estimate of the energy integral leads to

\[
I_1(\nu) \sim \log \left( \frac{1}{r} \right) \sim n.
\]

Next, as we have already established in Lemma 2.6 that the curve projections which lead to \( \text{Fav}_F \) are a 1-transversal family under our simple curvature assumption, we can apply Lemma 3.2 to conclude that

\[
\frac{1}{I_1(\nu)} \leq \int_\mathbb{R} |\Phi_0(K_n)| d\alpha.
\]

Combining (4.1) and (4.2) completes the proof of Corollary 1.9. \( \square \)
It is worth emphasizing that the main point here is the existence of the measure $\nu$ with easily bounded energy at the appropriate dimension. As such, these techniques apply to a much broader class of fractal sets at dimension 1; whenever we can have a piece-counting argument that gives a sharp estimate for $I_1(\nu)$, we will get a similar bound. This is frequently the case for fractals that are generated by an iterated function system, including $\mathcal{K}_n$.

Next, we give the corresponding applications for visibility:

**Proof of Corollary 1.8.** Since no tangent line to the curve $\Gamma$ passes through the compact set $[0, 1]^2$, there is a positive distance between any tangent line to $\Gamma$ and $\mathcal{K}_n$. This is the two-dimensional version of the non-tangency assumption of Theorem 1.6 and thus the family of radial projections $\{P_a : a \in \Gamma\}$ is $1$-transversal. Again taking $\nu$ to be the equidistributed measure on $\mathcal{K}_n$, the corollary now follows from Lemma 3.2 and the estimate (4.1). □

### 4.3. Projections without transversality.

In each of the cases handled above, a notion of transversality is used to show that the set of parameters which cannot distinguish two nearby points on an appropriate scale is rather small. One may ask whether such a condition is necessary. In the following examples, we explore what can happen when transversality is absent.

**Example 4.1** (Asymptotic $\text{Fav}_\Gamma$ that decays too fast). *Suppose that the curve $\Gamma$ is $x$-axis in $\mathbb{R}^2$, suppose $F$ is a horizontal line segment, and consider the curve projections $\Phi_\alpha$ of Section 2.3. Then Theorem 2.3 fails.*

Recalling (1.8), we see that

$$\text{Fav}_\Gamma(F(r)) \sim 2r.$$  

This tends to zero much more rapidly than $(\log r^{-1})^{-1}$.

Our next example illustrates that Favard curve length does not necessarily detect rectifiability without a transversality assumption. In particular, without a curvature assumption, it is possible to have a purely unrectifiable set with positive and finite Hausdorff 1-measure, which has strictly positive Favard curve length.

**Example 4.2** (A lower bound that does not decay). *Suppose that $\Gamma$ is a straight line in $\mathbb{R}^2$ passing through the origin with slope $\frac{1}{2}$ (or angle $\theta = \arctan \frac{1}{2}$) and that $F$ is the 4-corner Cantor set. Consider the curve projections $\Phi_\alpha$ of section 2.3. Then for all $\alpha$ so that $\Phi_\alpha$ is defined on $\mathcal{K}$, the projection $\Phi_\alpha \mathcal{K}$ is an interval with length comparable to 1.*

To see this, consider the first generation of the four corner Cantor set $\mathcal{K}$ and its four constituent squares. Each square projects to an interval. Since the line has slope $1/2$, the points $(1/4, 0)$ and $(3/4, 1/4)$ project to the same position within $L_\alpha$. Similarly, $(0, 1/4)$ and $(1, 3/4)$ share a projection and so do $(1/4, 3/4)$ and $(3/4, 1)$. Therefore, the projection of the bottom right square is a segment connecting $\pi_\alpha(1, 0)$ and $\pi_\alpha(3/4, 1/4)$; the projection of the lower left square is a segment connecting $\pi_\alpha(1/4, 0)$ and $\pi_\alpha(0, 1/4)$, and so on. The four intervals found in this manner only meet at their endpoints, and their union is an interval with length greater than 1. Finally, an application of self-similarity shows that this argument works for the second generation of the Cantor set as well; this extends to all subsequent generations and $\mathcal{K}$ itself.
As a final example, we see what happens for visibility when we do not assume the tube condition.

Example 4.3 (co-planar sets lack the tube condition). Suppose $A$ and $E$ are as in Theorem 1.6 so that $A$ is a smooth $(n-1)$-dimensional surface, $E$ has positive $s$-dimensional Hausdorff measure, and $|a-e| \leq 1$ for each $a \in A$ and $e \in E$. Moreover, assume that $A$ and $E$ are both subsets of the same hyperplane in $\mathbb{R}^n$. Consider the radial projections $P_a$ of Section 1.4. Then the lower bounds of Theorem 1.6 fail when $s > n - 2$.

For $A$ and $E$ in $\mathbb{R}^n$ and $a \in A$, the radial projection $P_a(E)$ is a set of Hausdorff dimension at most $n - 1$. Embedding $A$ and $E$ in the same hyperplane guarantees that $P_a(E)$ is a set of Hausdorff dimension at most $n - 2$. As such, it can be covered by $C \left( \frac{1}{\gamma} \right)^{n-2}$ balls of radius $r$, for some $C$. Since the $(n-1)$-dimensional measure of a ball is of order $r^{n-1}$, we conclude that the $(n-1)$-dimensional Hausdorff measure restricted to $S^{n-1}$ is bounded by $|P_a(E(r))| \leq r$. Since $r \ll \log(\frac{1}{\gamma})^{-1}$ and $r \ll r^{n-1-s}$ whenever $n-2 < s$ and $r$ is sufficiently small, both the first and second estimates of Theorem 1.6 fail in this regime.

To see what goes awry in Example 4.3, note that the tube $L_{x,y}(\delta)$ for distinct $x, y \in E(r)$ intersects $A$ in a set of measure $\delta^{n-2} \gg \delta^{n-1}$ and the upper bound required by the tube condition in (2.2) fails. In this case, $P_a(E)$ for $a \in A$ fails to differentiate the points of $E$.

As an explicit example of what fails, consider the case that $n = 2$. When $A$ and $E$ are contained in the same line, then $P_a(E)$ consists of at most two points for any $a \in A$. This means that the projections $P_a$ cannot differentiate points in $E$.
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