Stochastic factors and string stability of traffic flow: Analytical investigation and numerical study based on car-following models

MAROUANE BOUADI, BIN JIA, RUI JIANG, XINGANG LI, and ZI-YOU GAO

Institute of Traffic System Science, Beijing Jiaotong University, Beijing 100044, China
Key Laboratory of Transport Industry of Big Data Application Technologies for Comprehensive Transport, Ministry of Transport, Beijing Jiaotong University, Beijing 100044, China

Abstract

The emergence dynamics of traffic instability has always attracted particular attention. For several decades, researchers have studied the stability of traffic flow using deterministic traffic models, with less emphasis on the presence of stochastic factors. However, recent empirical and theoretical findings have demonstrated that the stochastic factors tend to destabilize traffic flow and stimulate the concave growth pattern of traffic oscillations. In this paper, we derive a string stability condition of a general stochastic continuous car-following model by the mean of the generalized Lyapunov equation. We have found, indeed, that the presence of stochasticity destabilizes the traffic flow. The impact of stochasticity depends on both the sensitivity to the gap and the sensitivity to the velocity difference. Numerical simulations of three typical car-following models have been carried out to validate our theoretical analysis. Finally, we have calibrated and validated the stochastic car-following models against empirical data. It is found that the stochastic car-following models reproduce the observed traffic instability and capture the concave growth pattern of traffic oscillations. Our results further highlight theoretically and numerically that the stochastic factors have a significant impact on traffic dynamics.

Keywords: Traffic oscillations, Stochastic continuous car-following models, String stability analysis, Generalized Lyapunov equation, Calibration and validation against empirical data.

1 Introduction

Traffic congestion has attracted the interest of researchers in various fields of knowledge. The traffic congestion causes long time delays and high fuel consumption, which ultimately bring enormous economic loss all around the world. In this context, Schrank et al. (2012) estimated that the annual loss due to traffic congestion had attained 100 billion dollars in the USA alone. The transition from free flow to congestion and the emergence dynamics of traffic instability have also been widely studied, see, Bando et al. (1995); Helbing (2001); Schönhof and Helbing (2007); Ward (2009); Laval and Leclercq (2010); Wilson and Ward (2011); Treiber et al. (2006b); Chen et al. (2014); Siqueira et al. (2016); Chen and Ahn (2018). Some important findings include: (i) Usually the capacity drop occurs when traffic transits from free flow into congestion, (ii) Traffic flow is unstable, and traffic jams will emerge spontaneously when the density is high. These findings have constituted a solid basis for understanding the traffic flow dynamics.

In the deterministic framework, stability analysis has offered insights into the traffic stability condition, which indicates that traffic flow could be unstable under certain circumstances. Chandler et al. (1958) and Herman et al. (1959) are known to be the first researchers to explain the emergence of traffic oscillations using the concept of traffic instability. Depending on the number of vehicles involved, there are two well-known types of instability: local instability (or follower instability [Montanino and Punzo 2021]) and string instability. Local instability occurs when a small perturbation grows with time for a single follower. In string instability, which is the ubiquitous type of instability (Treiber and Kesting 2013), the magnitude of a small perturbation grows when transferred along a platoon. In this respect, different elegant stability methods have been exploited to extract...
local and string stability conditions of different traffic flow models, including the indirect Lyapunov method based on eigenvalues analysis (Ward, 2009; Treiber and Kesting, 2013; Pariota et al., 2016; Zheng et al., 2020) and frequency domain analysis (Cui et al., 2017; Ploeg et al., 2014; Montanino and Punzo, 2021). See also the review made by Sun et al. (2018). Moreover, the analytical investigation and numerical simulation have demonstrated that the deterministic traffic models yield an initial convex growth pattern of traffic oscillations (Li et al., 2014).

Recently, a series of experimental investigations have been performed to study the growth pattern of traffic oscillations. The experiments demonstrated that traffic oscillations grow in a concave way. Several research studies have demonstrated that the stochastic factors are responsible for the concavity of the growth pattern of traffic oscillations (Jiang et al., 2018; Tian et al., 2019; Jiang et al., 2014; Wang et al., 2020; Treiber and Kesting, 2017). In this context, Jiang et al. (2013, 2018) and Tian et al. (2019; Wang et al., 2020) have suggested that the traffic instability is due to the cumulative effect of stochastic factors. The results suggest that the presence of stochastic factors should be explicitly considered for a better prediction of traffic instability.

The stochastic factors have various causes, e.g., additional stimuli, the vehicle power train, temporal variations of the driver’s behavior, or the true randomness of some unconscious decisions of the drivers. Thus, they can be formulated in different ways.

From one perspective, recent research studies have opted to develop traffic models that can better capture the behavior of the vehicle/driver system. For instance, (i) Ciuffo et al. (2018) argued that the gear-shifting strategy has a non-negligible effect on acceleration dynamics, (ii) Makridis et al. (2019) proposed a Microsimulation Free-flow aCceleration model (MFC) in which the nature of drivers (timid and aggressive) and the power-train characteristics have been considered, (iii) Makridis et al. (2020) extended MFC to model congested traffic. It is found that considering both human driver factors and vehicle power-characteristics can reproduce the observed period and the growth pattern of traffic oscillations.

Nevertheless, exhaustive modeling of all factors that influence the car-following maneuvers might be a cumbersome task. In an attempt to improve the traffic models, researchers have introduced stochastic elements in traffic models reflecting our limited knowledge (Punzo and Montanino, 2020) of all factors that might affect the car-following process. From this perspective, many traffic flow models have been proposed to consider stochastic elements. A usual way is to inject the noise into the vehicle’s acceleration, see, e.g., Laval et al. (2014); Treiber and Kesting (2017); Ngoduy et al. (2019); Tian et al. (2019); Wang et al. (2020). Some other examples include, (i) Jiang et al. (2018) characterized the stochastic factors by introducing the temporal variations of the driver’s desired time gap. (ii) Tian et al. (2021) demonstrated that the changing rate of the wave traveling time varies over time stochastically. (iii) Treiber and Kesting (2017) modeled the stochastic elements based on the concept of action point.

To our knowledge, NaSch cellular automaton model developed by Nagel and Schreckenberg (1992) is the earliest model showing that the presence of randomness is crucially important for the spontaneous formation of traffic jams at high density. Treiber et al. (2006a) incorporated noise in the HDM (Human Driven Model) to model the drivers’ imperfection and pointed out the destabilizing effect of stochasticity. Laval et al. (2014) developed a parsimonious traffic model considering the presence of a traffic state independent noise through the Wiener process. It is found that stochasticity due to human uncertainties alone may trigger the emergence of traffic instability. Treiber and Kesting (2017) carried out a spectrum analysis of a stochastic IDM and demonstrated that the presence of white noise induces traffic oscillations even in the sub-critical regime (below the string stability threshold of the deterministic model). Recently, Ngoduy et al. (2019) carried out a string stability analysis of a stochastic optimal velocity model. It is found that the presence of stochasticity deteriorates traffic performance. The stochastic model was calibrated and validated against empirical data and showed good performance. Wang et al. (2020) performed a rigorous analytical analysis of the growth pattern (the speed standard deviation) of traffic oscillations. It is found that the presence of noise induces concave traffic oscillations even in the asymptotically stable regime. Yuan et al. (2019) have shown that human acceleration imperfection contributes significantly to the capacity drop. Xu and Laval (2019) have studied a stochastic and simple traffic model in which stochasticity was proportional to the velocity. The authors demonstrated that the presence of noise triggers traffic instability. In their context, the noise impacted not only the period and amplitude of traffic oscillations but also the average velocity at the bottleneck. Zheng et al. (2020) studied the effect of a stochastic fundamental diagram in the macroscopic model and observed a qualitative change in the traffic oscillation growth feature.

Apart from the modeling efforts that dealt specifically with the role of stochasticity in generating traffic instability, the stochastic traffic models (Kerner et al., 2013; Jabari and Liu, 2012, 2013; Kerner, 2019; Laval and Chilukuri, 2014; Ngoduy, 2011; Tian et al., 2017) have also been used to investigate the effect of randomness in the observed traffic phenomena, such as the scattered fundamental diagram (Ngoduy, 2011), the empirically observed time series of traffic speed (Tian et al., 2017) and the intervention of randomness in the probabilistic aspect of traffic breakdown (Kerner et al., 2013; Kerner, 2019).

Among the above mentioned efforts, the linear stability analysis carried out by Ngoduy et al. (2019) is the only known stability analysis of a stochastic car-following model including Brownian motion dW. It is found that
the presence of stochasticity deteriorates traffic performance. Ngoduy et al. (2019) performed a local and string stability analysis of a stochastic optimal velocity model (SOVM) where Cox-Ingersoll-Ross (CIR) process has been considered. According to this method, the string stability of a linearized SOVM in the form $dx = Axdt + dxdrdW$ and in the mean-square sense is reduced to searching a condition where the eigenvalues of the quantity $\Re(A) + 0.5R^2$ are negative, i.e. $\Re(A) + 0.5R^2 \leq 0$ while almost sure linear stochastic stability corresponds to $\Re(A - 0.5R^2) \leq 0$. To our knowledge, this method yields accurate results only for one-dimensional linear stochastic differential equations where the solution of the stochastic differential equation can be derived explicitly. On the other hand, the eigenvalue-based stability analysis has been proven feasible only when the matrices A and R commute for almost sure exponential stability. Hence, it is of utmost importance to conduct more studies on the string stability of the SOVM and the stochastic traffic models in general.

To fill the research gap, the present work will first extend the work of Ngoduy et al. (2019) by presenting a general stochastic continuous car-following model that considers not only the inter-vehicular gap but also the velocity difference. Subsequently, we will use the direct generalized Lyapunov method (Zhang and Xie 2009, Mao, 2008; Zhang and Chen 2004; Damm 2004) to extract a string stability condition of the general stochastic car-following model. More importantly, we will demonstrate analytically and by numerical simulations that our methodology significantly improves the stability condition obtained by Ngoduy et al. (2019). As it will be clear in the following section, we will show that the present study is needed to address many methodological issues in deriving the stability condition of an important class of stochastic traffic models. Finally, we will carry out an extensive calibration and validation of different deterministic and stochastic traffic models. Our objective is to assess the potential of the studied stochastic models in reproducing the spontaneous emergence of traffic oscillations, the concave growth pattern of traffic oscillations, and more importantly predicting the emergence of traffic instability. After the extensive calibration of traffic models and numerical simulations, we will show that the stochastic models outperform the deterministic models in predicting the emergence of traffic instability.

Our paper will be organized as follows. In section 2, we will present a general formulation of stochastic continuous car-following models. In section 3, we will present a string stability analysis based on the generalized Lyapunov method and extract a general string stability condition. Numerical simulations will be conducted in section 4 to validate our theoretical analysis. In section 5, we will calibrate and validate different stochastic and deterministic traffic models against empirical data. Finally, section 6 will be devoted to a conclusion.

2 The stochastic continuous car-following model

In this work, we will deal with the following general stochastic continuous car-following equation taking the form:

$$\frac{dv_n}{dt} = f_1(s_n, v_n, v_{n-1}) + f_2(v_n)$$

(1)

where $f_1(s_n, v_n, v_{n-1})$ denotes the deterministic component and $f_2(v_n)$ denotes the stochastic one. The symbols $s_n, v_n, v_{n-1}$ denote respectively the spacing, the velocity of the vehicle $n$ and the leader’s velocity $n-1$.

In equation (1), different from the work of Laval et al. (2014) in which the Ornstein Uhlenbeck-like process has been studied, we have considered a noise strength that is dependent on the traffic state. In this context, without loss of generality, we assume that the traffic state is only dependent on the velocity (Helbing, 2001; Wu et al., 2019; Treiber and Kesting, 2013; Treiber et al., 1999). In this context, Xu and Laval (2019) have proposed an expression in which the standard deviation tends to zero when approaching a given high velocity. Ngoduy et al. (2019) have studied an expression in which the standard deviation tends to zero when the velocity tends to zero. In this work, we will study the function $f_2(v_n)$ proposed by Ngoduy et al. (2019) which is given by:

$$f_2(v_n) = \sigma \sqrt{v_n} \frac{dW_n}{dt}$$

(2)

where $\sigma$ denotes the noise’s strength or dissipation term and $dW_n$ denotes the Wiener process. The dependency on velocity in equation (2) and the normal distribution (generated by the Wiener process) are in agreement with empirical observations. When the velocity tends to zero, the term $\sqrt{v_n}$ will also tend to zero. Conversely, the standard deviation term will be maximal when the velocity tends to the maximal velocity (see Figure 13 in Helbing (2001), the normal distribution of the acceleration in Table 3 in the paper of Wu et al. (2019), Treiber and Kesting (2013) and Treiber et al. (1999)). These features have motivated us to adopt equation (2) in this study. Note that the following methodology is valid for many possible forms of equation (2).

To analyze the traffic instability, we approximate equations (1) and (2) by the following linearized stochastic continuous car-following equation:
\[ d\delta v_n(s_n, v_n, v_{n-1}) = (\alpha_1 \delta s_n + \alpha_2 \delta v_n + \alpha_3 \delta v_{n-1})dt + \frac{\sigma}{2\sqrt{v_e}} \delta v_n dW_n \]  

where \( s_e \) and \( v_e \) are respectively the equilibrium spacing and velocity. \( \delta s_n, \delta v_n \) and \( \delta v_{n-1} \) are small perturbations around the equilibrium spacing and velocity.

The coefficients \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) represent the sensitivities with respect to the variation of the spacing, the velocity, and the leader’s velocity which are given by:

\[ \alpha_1 = \frac{\partial a_n}{\partial s_n} \]  

\[ \alpha_2 = \frac{\partial a_n}{\partial v_n} \]  

\[ \alpha_3 = \frac{\partial a_n}{\partial v_{n-1}} \]  

where \( a_n = \frac{d v_n(t)}{dt} \) is the acceleration function, and the derivatives are all evaluated at the point \( (s_e, v_e) \).

For conciseness, we adopt the notation \( \mu = \frac{\sigma}{\sqrt{v_e}} \). Then, we consider small perturbations around the equilibrium in the form of wave equations \( \delta s_n = \hat{s}(t) \exp(\pm i\omega n) \) and \( \delta v_n = \hat{v}(t) \exp(\pm i\omega n) \). Considering periodic boundary conditions, equation (3) and also the relation \( d\delta s_n = (\delta v_n - \delta v_{n-1})dt \), we get finally the following linear stochastic equation:

\[ dx = Ax dt + R x dW \]  

where

\[ x = [\delta s_n, \delta v_n]^T \]  

\[ A = \begin{bmatrix} 0 & \exp(-i\omega) - 1 \\ \alpha_1 & \alpha_2 + \alpha_3 \exp(-i\omega) \end{bmatrix} \]  

and

\[ R = \begin{bmatrix} 0 & 0 \\ 0 & \mu \end{bmatrix} \]  

We will see in the following section that equation (7) has useful properties which we will exploit to extract a string instability condition of the car-following model given by equations (1) and (2). For an illustration of the string instability and local instability in the stochastic car-following models, one may refer to Appendix A.

3 Linear string stability analysis of the stochastic continuous car-following model

In this section, we will first explain the stability of stochastic differential equations based on the direct Lyapunov method and the mean-square stability. Then, we will derive a stability condition of the stochastic car-following model given by equations (1) and (2). For an illustration of the string instability and local instability in the stochastic car-following models, one may refer to Appendix A.

3.1 Stability of linear stochastic differential equations

In this subsection, we will recall the direct Lyapunov method to extract a stability condition of the stochastic car-following model given by equations (1) and (2). The generalized Lyapunov method is suitable for studying stochastic differential equations. Next, we will recall the mean-square stability of stochastic differential equations, which is the stricter stability condition (if we exclude higher moments).

3.1.1 Generalized Lyapunov equation

Following the recent findings on the stability of linear stochastic differential equations, we recall the basic formalism of stochastic stability and how to deal with the stability of complex-valued linear stochastic differential equations.
**Definition 1** The equilibrium position of the general linear stochastic differential equation of the form:

\[ dx = f(x,t)dt + g(x,t)dW \]  

is called stochastically stable or stable in probability if a positive definite function \( V(x) \) exists such that \( LV(x) < 0 \). \( V(x) \) is the Lyapunov function which should be twice differentiable in \( x \) and once in \( t \). \( LV(x) \) is related to the differential of \( V(x) \) as the following Ito formula [Mao 2008]:

\[ dV(x,t) = LV(x,t) + V_x(x,t)g(x,t)dW \]  

More precisely:

\[ LV(x,t) = V_t(x,t) + V_x(x,t)f(x,t) + \frac{1}{2} \text{trace}[g^T(x,t)V_{xx}(x,t)g(x,t)] \]  

In control theory, it is well known that there is no proof of the uniqueness of the Lyapunov function. In this context, the following typical quadratic Lyapunov function is commonly used:

\[ V(x) = x^TPx \]  

where \( P \) should be a symmetric and positive definite matrix. For real valued autonomous stochastic differential equation (7), we get the following expression of \( LV(x) \) after considering equation (14) and calculating the corresponding derivatives:

\[ LV(x,t) = x^T(PA + A^TP + R^TPR)x \]  

From equation (15), we define the following equation as the generalized Lyapunov equation [Mao 2008; Damm 2004]:

\[ L_{A,R} = PA + A^TP + R^TPR \]  

Equation (7) is called stable in probability if a symmetric and positive definite matrix \( P \) exists (thus a Lyapunov function (14)) such that the real parts of eigenvalues of \( L_{A,R} \) in equation (16) are negative.

However, in our context, equation (7) has complex-valued matrix \( A \) and the standard Lyapunov formalism applies only to real systems. Fortunately, [Zhang and Xie 2009] and [Zhang and Chen 2004] have demonstrated that the stability of equation (7) (considering that the matrices \( A \) and \( R \) are complex-valued) is equivalent to the stability of the following system:

\[ dx_s = A_s x_s dt + R_s x_s dW \]  

where

\[ x_s = [x_r, x_i]^T \]  

\[ A_s = \begin{bmatrix} A_r & -A_i \\ A_i & A_r \end{bmatrix} \]  

and

\[ R_s = \begin{bmatrix} R_r & -R_i \\ R_i & R_r \end{bmatrix} \]  

The equation (17) can be deduced by separating the real part and the imaginary part of equation (7). \( x_r \) and \( x_i \) in equation (18) are respectively the real part and the imaginary part of \( x \) in equation (7), that is \( x = x_r + ix_i \). The \( 2 \times 2 \) matrices \( A_r \) and \( A_i \) in equation (19) are respectively the real part and the imaginary part of matrix \( A \) in equation (9). The same reasoning holds for matrix \( R \). Therefore, we can use equation (17) to study the stability of equation (7), where the \( 4 \times 4 \) matrices \( A_s \) and \( R_s \) will be used instead of the \( 2 \times 2 \) matrices \( A \) and \( R \).

**3.1.2 Mean-square stability**

**Definition 2** A stochastic system of the form (17) is said to be asymptotically mean-square stable if:

\[ \lim_{t \to \infty} E||x(t)||^2 = 0 \]

For any initial state \( x(0) \in \mathbb{R}^n \). This means that the second moment of the solution \( x(t) \) will tend to zero.
Given a Lyapunov function (14) (where \(x_s = [x_r, x_i]^T\)), Zhang and Xie (2009) and Zhang and Chen (2004) have demonstrated that the linear stochastic system (17) is asymptotically mean-square stable if the real parts of the eigenvalues of equation (16) (by considering \(A_s\) and \(R_s\) instead of \(A\) and \(R\)) are negative.

Note that for equation (17), mean-square stability implies the almost sure asymptotic stability \(\lim_{t \to \infty} \mathbb{E}[\|x(t)\|] = 0\) (Mao, 2008).

### 3.2 Stability analysis of the stochastic traffic model

In literature, the Lyapunov method has been used only for studying the local stability of deterministic traffic models (Li et al., 2010; Sun et al., 2018) and a stochastic OVM model (Ngoduy et al., 2019). In this subsection, we use the generalized Lyapunov equation to extract the string stability condition of the stochastic car-following model given by equations (1) and (2). In this context, the most challenging task is to find a suitable symmetric and positive matrix \(P\) for equation (14) leading to a plausible stability condition where the wave number \(\omega\) is eliminated. Hence, based on the previously mentioned analysis, we have established the following theorem:

**Theorem 1** The single class stochastic continuous car-following model in equations (1) and (2) is mean square stable if

\[
4\alpha_1 < 2(\alpha_2^2 - \alpha_3^2) + \mu^2(\alpha_2 - \alpha_3) \tag{21}
\]

**Proof 1** We consider the corresponding linearized car-following equation (7). Treiber and Kesting (2013) have demonstrated that traffic flow instability is usually of long-wave lengths. Accordingly, we perform a Taylor approximation to the exponential in the matrix (9) as the following:

\[
\exp(-i\omega) - 1 \approx -i\omega - \omega^2/2 \tag{22}
\]

and

\[
\alpha_3 \exp(-i\omega) \approx \alpha_3 - i\omega\alpha_3 \tag{23}
\]

As explained in the previous section, we decompose matrix \(A\) in equation (9) into a real part and an imaginary part. This process leads to equation (17), where the matrices \(A_r\) and \(A_i\) in equation (19) take the following forms:

\[
A_r = \begin{bmatrix}
0 & -\frac{\omega^2}{2} \\
\alpha_1 & \alpha_2 + \alpha_3
\end{bmatrix} \tag{24}
\]

\[
A_i = \begin{bmatrix}
0 & -\omega \\
0 & -\alpha_3\omega
\end{bmatrix} \tag{25}
\]

The dissipation matrix \(R\) is entirely real. We get finally the following expressions for the \(4 \times 4\) matrices \(A_s\) and \(R_s\):

\[
A_s = \begin{bmatrix}
0 & -\frac{\omega^2}{2} & 0 & \omega \\
\alpha_1 & \alpha_2 + \alpha_3 & 0 & \alpha_3\omega \\
0 & -\omega & 0 & -\frac{\omega^2}{2} \\
0 & -\alpha_3\omega & \alpha_1 & \alpha_2 + \alpha_3
\end{bmatrix} \tag{26}
\]

\[
R_s = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & \mu & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \mu & 0
\end{bmatrix} \tag{27}
\]

Then, we search for a suitable Lyapunov function (14) and calculate the corresponding generalized Lyapunov equation:

\[
L_{A_s, R_s} = PA_s + A_s^TP + R_s^TPR_s \tag{28}
\]

We define a matrix \(P\) having the following form:

\[
P = \begin{bmatrix}
U & V \\
-V & U
\end{bmatrix} \tag{29}
\]

where \(U\) is a diagonal block matrix given by:
and $V$ is a skew-symmetric block matrix ($V^T = -V$) given by:

$$
V = \begin{bmatrix}
\frac{2\alpha_1}{\omega^2(\alpha_2 - \alpha_3)} & 0 \\
0 & \frac{2\alpha_1}{\omega(\alpha_2 - \alpha_3)} \\
\frac{2\alpha_1}{\omega(\alpha_2 - \alpha_3)} & 0
\end{bmatrix}
$$

The matrix (29) is symmetric. Finally, after replacing in equation (28), we get a diagonal matrix where two entries are zero while the two others are given by:

$$
\lambda = \frac{(-2\alpha_2^2 - \alpha_2\mu^2 + 2\alpha_3^2 + \alpha_3\mu^2 + 4\alpha_1)}{\alpha_2 - \alpha_3}
$$

From equation (28) and equation (15), the Lyapunov function derivative $LV(x)$ has the following form:

$$
LV(x) = \frac{(-2\alpha_2^2 - \alpha_2\mu^2 + 2\alpha_3^2 + \alpha_3\mu^2 + 4\alpha_1)}{\alpha_2 - \alpha_3} (\delta v_r^2 + \delta v_i^2)
$$

where $\delta v_r$ and $\delta v_i$ are respectively the real and imaginary components of $\delta v_n$ in equation (8). Moreover, the matrix $P$ in equation (29) has two eigenvalues which are positive if the following condition is fulfilled:

$$
-8\alpha_1\omega^2(-\alpha_2^2 + \alpha_3^2 + 2\alpha_1) > 0
$$

Assuming that every driver tends to accelerate when: (i) The gap increases; (ii) The ego-velocity decreases; (iii) The leader’s velocity increases; we have $\alpha_1 > 0$ and $\alpha_2 - \alpha_3 < 0$. Subsequently, the negativity of equation (33) implies that the matrix (29) is positive definite. Hence, the stability condition is given by equation (21).

**Remark 1** Mathematically, the Lyapunov method does not ensure the uniqueness of the Lyapunov function for a given stochastic differential equation. Hence, there might exist many Lyapunov functions yielding to different stability conditions. Consequently, the theorem 1 is sufficient but not sufficient and necessary condition.

**Remark 2** In some traffic models, it is more convenient to express the stability condition in term of the sensitivity to the gap (Ngoduy et al., 2019) but also the sensitivity to the velocity difference.

The sign before $\bar{\alpha}_3$ will be negative if one defines $\Delta v = v_n - v_{n-1}$ in term of the sensitivity to the leader’s velocity. In this case, we can perform the replacement: $\alpha_1 \rightarrow \bar{\alpha}_1$, $\alpha_2 \rightarrow \bar{\alpha}_2 + \bar{\alpha}_3$ and $\alpha_3 \rightarrow -\bar{\alpha}_3$.

Equations (21) or (35) are the string stability conditions of the stochastic car-following model given by equations (1) and (2). From equations (21) and (35), we can deduce that the presence of noise can destabilize traffic flow, which will be clear in the following section. This is in accordance with empirical observations, e.g., Jiang et al. (2018) and previous theoretical investigations [Wang et al. 2020; Treiber and Kesting 2017; Ngoduy et al. 2019]. Moreover, equation (35) suggests that the contribution of noise is not only proportional to the sensitivity to the gap [Ngoduy et al. 2019] but also the sensitivity to the velocity difference.

## 4 Numerical simulations

In this section, we compare our theoretical results with numerical simulations and give a visual representation of the impact of stochasticity on the stability phase diagram. To perform these tasks, we will consider three typical car-following models: The stochastic optimal velocity model (SOVM), the stochastic full velocity difference model (SFVDM), and the stochastic intelligent driver model (SIDM). In the following, we will consider a circular road of length $L = 1000$ m and a time step $\Delta t = 0.02$ s. Initially, vehicles are equally spaced with equilibrium spacing $s_e$ and velocity $v_e$. Next, we monitor the traffic evolution. For the deterministic case, we perturb the position of one vehicle by $1$ m around the equilibrium position. We will consider a vehicle length of $l = 5$ m and a maximal velocity of $V_{\text{max}} = 20$ m/s.
4.1 The stochastic optimal velocity model

In the OVM, each vehicle aims to attain the desired velocity $V_{op}$ within a given relaxation time \(Bando et al., 1995\). The stochastic version of the OVM (SOVM) reads \(Ngoduy et al., 2019\):

\[
dv_n(t) = \beta(V_{op}(s_n(t)) - v_n(t))dt + \sigma\sqrt{v_n(t)}dW_n
\]

\((37)\)

$V_{op}$ is given by:

\[
V_{op}(s) = \frac{V_{max}}{2}(\tanh \left( \frac{s}{s_c} - k \right) + \tanh (k))
\]

\((38)\)

where \(s_c\) is the critical headway, \(\beta\) is the reaction coefficient (the inverse of the relaxation time), and \(k\) is a constant. In the following, we will denote the derivative of $V_{op}$ simply as $V'$. From equations (21), (35) and (37), we can deduce the stability condition of the SOVM:

\[
V' < \beta^2 - \frac{\mu^2}{4}
\]

\((39)\)

In the deterministic case, we find $V' < \frac{\beta}{2}$ \(Bando et al., 1995\).

Note that \(Ngoduy et al., 2019\) have found the following asymptotic mean-square stability condition:

\[
\mu^2 \leq \frac{V'}{\beta}(\beta - 2V')
\]

\((40)\)

Next, we present the stability diagram corresponding to the SOVM for $k = 2$ and $s_c = 10$ m. Figure 1(a) depicts the stability phase diagram in the $(\beta, s_c)$ plane of both the deterministic case and the stochastic case. The stability phase diagram shows that stochasticity destabilizes the traffic flow, especially when the spacing is low, which is in agreement with empirical observations. Moreover, the stability phase diagram shows that the unstable region extends with the increase of the dissipation term $\sigma$ especially when the spacing is low. To visualize the effect of stochasticity in inducing traffic oscillations, we display in Figure 2 the time-space diagrams corresponding to a spacing $s_c = 13.33$ m and different values of $\beta$. For the deterministic case, Figures 2(a) and (b) show how traffic becomes unstable by decreasing the parameter $\beta$. For the stochastic case, Figure 2(d) shows that traffic is stable while fluctuations around the equilibrium persist for $\beta = 1.6$ s$^{-1}$. Figure 2(c) shows how stochasticity can destabilize the traffic flow for $\beta = 1.35$ s$^{-1}$ which corresponds to stable traffic in the deterministic case.

Figure 1 shows that theoretical analysis is in agreement with simulation. It is worth mentioning that the difference between the theoretical curve and simulation enlarages with decreasing the spacing, which is probably due to the dominating effect of non-linearities. In the limit, $s_c \rightarrow 0$, the theoretical prediction diverges; however, the non-linear effects dominate to bound the unstable regime \(Wang et al., 2020\).

Moreover, Figure 1(a) exhibits a comparison between the stability condition derived by \(Ngoduy et al., 2019\) (equation (40)) with the stability condition derived in this work (equation (39)). Clearly, the formula derived by \(Ngoduy et al., 2019\) deviates significantly from the one derived in this work and numerical simulation especially when the spacing is low. For a more complete comparison, we show in Figure 1(b) the stability diagram in the $(\beta, \sigma^2)$ plane by using equations (39) and (40). The numerical simulation shows that the stability condition corresponding to equation (39) outperforms the stability condition given by equation (40). After rewriting the formula (40) as the following:

\[
\beta \leq \frac{2V'^2}{V' - \mu^2}
\]

\((41)\)

one can see that the stability condition derived by \(Ngoduy et al., 2019\) will be divided by zero for a given low spacing. As a result, the stability boundary diverges as shown in Figure 1(a,b). Indeed, for a given low spacing, the derivative $V'$ is small (since the variation of equation (38) is slow for low spacing values). Thus, $V'$ would be equal to the noise factor $\mu^2$. Our analysis suggests that Lyapunov method is more suited to studying the stability of stochastic traffic models.
The problem in the stability condition in equation (40) is related to the adopted derivation method. According to this method, the mean square stability of equation (7) is equivalent to searching the eigenvalues of $\Re(A) + 0.5R^2$. This method has been proven only for one-dimensional stochastic differential equations. On the other
hand, the eigenvalues-based stability analysis might be suitable only when the matrices $A$ and $R$ commute for exponential stability [Mao 2008]. Indeed, in the last case, the solution of equation (7) has been explicitly derived, which implies the sufficient stability condition in Ngoduy et al. (2019). However, for general matrices $A$ and $R$, the eigenvalue analysis might be cumbersome or not suitable for studying the stability of stochastic differential equations, especially for a complex-valued matrix $A$.

Next, we present in Figure 3, the velocity distributions for two spacing values in stable traffic. Both distributions exhibit a normal distribution which becomes sharper when the spacing is low. This is qualitatively in agreement with empirical observations [Helbing 2001].

![Figure 2: Time-space diagrams corresponding to stable and unstable regime of the SOVM](image)

(a) Stable for $\sigma^2 = 0 \text{ m}^2/\text{s}^2$, $\beta = 1.35 \text{ s}^{-1}$
(b) Unstable for $\sigma^2 = 0 \text{ m}^2/\text{s}^2$, $\beta = 1 \text{ s}^{-1}$
(c) Unstable for $\sigma^2 = 0.5 \text{ m}^2/\text{s}^2$, $\beta = 1.35 \text{ s}^{-1}$
(d) Stable for $\sigma^2 = 0.5 \text{ m}^2/\text{s}^2$, $\beta = 1.6 \text{ s}^{-1}$. The velocity unit in the color bar is (m/s).

Figure 2: Time-space diagrams corresponding to stable and unstable regime of the SOVM (a) Stable for $\sigma^2 = 0 \text{ m}^2/\text{s}^2$, $\beta = 1.35 \text{ s}^{-1}$ (b) Unstable for $\sigma^2 = 0 \text{ m}^2/\text{s}^2$, $\beta = 1 \text{ s}^{-1}$ (c) Unstable for $\sigma^2 = 0.5 \text{ m}^2/\text{s}^2$, $\beta = 1.35 \text{ s}^{-1}$ (d) Stable for $\sigma^2 = 0.5 \text{ m}^2/\text{s}^2$, $\beta = 1.6 \text{ s}^{-1}$. The velocity unit in the color bar is (m/s).
Figure 3: Velocity distributions for a stable traffic and two spacing values $s_e$ in a stochastic environment where $\sigma^2 = 0.09 \text{m/s}^2$ and $\beta = 0.6 \text{s}^{-1}$.

4.2 The stochastic full velocity difference model

In the OVM, accidents might occur for a wide range of realistic values of $\beta$. To circumvent this shortcoming, Jiang et al. (2001) considered the sensitivity of drivers to the velocity difference and proposed the FVDM. The stochastic version of the FVDM (SFVDM) reads:

$$dv_n(t) = \beta(V_{op}(s_n(t)) - v_n(t))dt + \lambda \Delta v dt + \sigma \sqrt{v_n(t)} dW_n$$  \hspace{1cm} (42)

where $\Delta v = v_n - v_l$, $v_l$ is the velocity of the leader of the vehicle $n$.

From equations (21) and (42), the stability condition of the SFVDM is given by:

$$V' < \frac{1}{2}(\beta + 2\lambda)(1 - \frac{\mu^2}{2\beta})$$ \hspace{1cm} (43)

Note that in the deterministic case ($\mu = 0$), $V' < \frac{1}{2}(\beta + 2\lambda)$ (Jiang et al., 2001).

The relation (43) suggests that the impact of stochasticity becomes more pronounced when taking into account the sensitivity of drivers to the velocity difference through the parameter $\lambda$. To visualize the impact of stochasticity in the SFVDM, we plot in Figure 4 the stability phase diagram in the $(\beta, s_e)$ plane for a fixed value of $\lambda = 0.6 \text{s}^{-1}$.

Figure 4 shows that stochasticity destabilizes traffic flow significantly for $\sigma^2 = 2.25 \text{m/s}^2$, especially for low spacing values. The destabilizing effect of stochasticity for high spacing values is not negligible. Moreover, the theoretical stability phase diagram is in good agreement with numerical simulation. The time-space diagrams in Figure 5 show how the presence of stochasticity can induce traffic instability for fixed values of $\lambda = 0.6 \text{s}^{-1}$ and $\beta = 0.2 \text{s}^{-1}$. Finally, to visualize the effect of the sensitivity parameter $\lambda$, we have plotted in Figure 6 the stability diagram corresponding to two values of $\lambda$. One can see that a lower sensitivity enlarges the unstable region for both the deterministic and the stochastic cases.
Figure 4: Stability phase diagram of the SFVDM in the $(\beta, s_e)$ plane.

Figure 5: Time-space diagrams corresponding to stable and unstable regime of the SFVDM model and $s_e = 13.33$ m (a) Stable for $\sigma^2 = 0$ m/s$^2$, $\beta = 0.2$ s$^{-1}$ (b) Unstable for $\sigma^2 = 0.36$ m/s$^2$, $\beta = 0.2$ s$^{-1}$. The velocity unit in the color bar is (m/s).
4.3 The stochastic intelligent driver model

The intelligent driver model (IDM) was developed by [Treiber et al., 2000]. The stochastic IDM (SIDM) considered in this work reads:

$$dv_n(t) = a[1 - \left(\frac{v}{V_{max}}\right)^\gamma - \left(\frac{s^*(v_n, \Delta v)}{s_n}\right)^2] + \sigma\sqrt{v_n(t)}dW_n$$

(44)

where $s^*$ is the desired gap and given by:

$$s^*(v_n, \Delta v) = s_0 + v_nT + \frac{v\Delta v}{2\sqrt{ab}}$$

(45)

$a$ and $b$ are respectively the desired acceleration and deceleration of vehicles, $T$ is the time headway, $s_0$ is the minimum spacing, $s_n = x_l - x_n - l$ is the inter-vehicular gap between two successive vehicles and $l$ is the vehicle’s length. For simplicity, we consider that $\delta \to \infty$, thus, the equilibrium velocity reads:

$$v_e = \min(V_{max}, \frac{s_0 - s_0}{T})$$

(46)

The stability condition of the present stochastic version of the IDM is given by equation (35) where $\tilde{\alpha}_1$, $\tilde{\alpha}_2$ and $\tilde{\alpha}_3$ read:

$$\tilde{\alpha}_1 = -2aT(s_0 + Tv_e)$$

(47)

$$\tilde{\alpha}_2 = -\frac{2aT(s_0 + Tv_e)}{s_e^2}$$

(48)

$$\tilde{\alpha}_3 = -\frac{av_e(s_0 + Tv_e)}{s_e^2\sqrt{ab}}$$

(49)

In the deterministic case, the stability condition becomes:
\[ s_e < aT^2 + v_e T \sqrt{\frac{a}{b}} \] (50)

Next, we plot in Figure 7 the corresponding stability phase diagram in the \((a, s_e)\) plane. Clearly, the presence of stochasticity destabilizes the traffic flow. Probably, the drivers need to be more aggressive in a stochastic environment to stabilize traffic flow. To show this, we display in Figure 8(a,b) the acceleration distribution for a spacing \(s_e = 20\) m and two acceleration parameter values \(a\) before the instability occurs. A comparison between \(a = 2\) m/s\(^2\) and \(a = 1\) m/s\(^2\) suggests that high accelerations are more frequent for \(a = 2\) m/s\(^2\) than \(a = 1\) m/s\(^2\). Next, the time-space diagram in Figure 9(b) shows how stochasticity induces traffic oscillations while traffic is stable in the deterministic case (Figure 9(a)).

Figure 10(a) shows the stability phase diagram by varying the safe time headway \(T\) for two acceleration parameter values \(a\). It is shown that traffic flow is prone to be unstable when the safe time headway is relatively small, and the high acceleration parameter \(a\) always plays a positive role. Indeed, small safe time headway may easily trigger the generation of perturbations. The presence of stochasticity increases the threshold of \(T\) above which traffic becomes stable. Next, to visualize the effect of the deceleration parameter \(b\) on traffic stability, we plot in Figure 10(b) the stability diagram in the \((b, s_e)\) plane for two constant values of \(a\). Figure 10(b) suggests that traffic is prone to be unstable when the deceleration parameter \(b\) is relatively high. Indeed, a high deceleration parameter \(b\) induces high deceleration patterns which might easily trigger perturbations. Clearly, the stochasticity has a destabilizing effect and requires \(b\) to be smaller than the deterministic case for stable traffic.

It is worth mentioning that Jiang et al. (2014) developed a more plausible stochastic IDM called 2D-IDM. The proposed stochastic traffic model takes into account the fact that the velocity-spacing spans over a 2D plane. The 2D-IDM has shown not only qualitative but also quantitative agreement with experiments. In the 2D-IDM, the safe time headway is a stochastic quantity which implies (from equations (44) and (45)) that stochasticity is dependent on both the velocity and spacing in a non-linear way which makes the analytical analysis intractable.

![Figure 7: Stability phase diagram of the SIDM in the \((a, s_e)\) plane.](image-url)
Figure 8: Acceleration distributions of the SIDM for two acceleration parameter values (a) \( a = 2 \text{ m/s}^2 \) (b) \( a = 1 \text{ m/s}^2 \).
Figure 9: Time-space diagrams corresponding to stable and unstable regime of the SIDM model (a) Stable for $\sigma^2 = 0$ m/s$^2$, $a = 1.5$ m/s$^2$ (b) Unstable for $\sigma^2 = 0.1$ m/s$^2$, $a = 1.5$ m/s$^2$. The velocity unit in the color bar is (m/s).
Figure 10: Stability phase diagram of the SIDM for different values of $T$ and deceleration parameter $b$ (a) Effect of the parameter $T$ (b) Effect of the parameter $b$. 
5 Calibration and validation against empirical data

To assess the performance of the different stochastic traffic models and study to what extent they can reproduce the observed traffic instability, we calibrate and validate the stochastic traffic models and their corresponding deterministic case against empirical data. For this purpose, we first consider the circular road experiment performed by Wu et al. (2019) and the NGSIM trajectory data. Finally, to assess the potential of the stochastic models to reproduce the concave growth pattern of traffic oscillations, we will consider the 51 car-platoon experiment conducted by Jiang et al. (2018).

5.1 The circular road experiment

Recently, Wu et al. (2019) conducted circular road experiments with different traffic densities. The length of the road is $L = 260$ m, and the average vehicle’s length is approximately $l = 5$ m. Table 1 presents the traffic densities and the used time interval. More details can be found in Wu et al. (2019).

Table 1: Density and calibration time interval of each experiment.

| Experiment | Density (veh/m) | Calibration time interval (s) |
|------------|-----------------|-----------------------------|
| A          | 0.077           | [50,400]                    |
| B          | 0.077           | [50,400]                    |
| C          | 0.085           | [50,350]                    |
| D          | 0.081           | [50,450]                    |
| E          | 0.073           | [50,300]                    |

To carry out the calibration task, we consider the typical stochastic traffic models studied in the previous section and their corresponding deterministic case, namely, the SOVM, the SFVDM, the SIDM, the OVM, the FVDM, and the IDM. The parameters to be calibrated for each traffic model are reported in Table 2.

The performance index used in this work is a summation of two terms. The first term deals with minimizing the error between simulations and observations for the speed time series, while the second term deals with the speed standard deviation. This method is similar to the one adopted by Zheng et al. (2020). We present in Appendix B the critical role of the speed standard deviation term in increasing the calibration quality of stochastic traffic models. Hence, in this work, we use the genetic algorithm (MathWorks, 2020) to minimize the following error between simulations and empirical data:

$$I^2 = \frac{1}{NT_m} \sum_{i=1}^{T_m} \sum_{k=1}^{N} (v_{ik} - \hat{v}_{ik})^2 + \frac{1}{N} \sum_{k=1}^{N} (s_k - \hat{s}_k)^2 \quad (51)$$

$T_m$ is the maximum time step, $N$ is the number of vehicles, $v_{ik}$ is the simulated velocity of a vehicle $k$ at time step $i$ for one initial configuration, $\hat{v}_{ik}$ is the measured velocity of a vehicle $k$ at time step $i$, $s_k$ and $\hat{s}_k$ are respectively the simulated and the measured velocity standard deviation of a vehicle $k$ during the simulation time. The performance index in equation (51) aims to minimize both the velocity and the velocity standard deviation errors. We average the performance index over 20 initial configurations. We use the densities corresponding to experiments A, C, and E for calibration and experiments B and D for validation.

Table 2 reports the calibration result of each traffic model. Table 3 shows the corresponding performance index and squared speed standard deviation error. The calibration result of each stochastic model in Table 2 indicates that the level of stochasticity $\sigma$ is non-negligible. Moreover, from Table 3 one can see that the overall performance index corresponding to the stochastic models is, in the majority of cases, smaller than its deterministic counterpart. Nevertheless, the performance index corresponding to the deterministic models is slightly smaller than the stochastic models in three cases. For example, in experiment C, the performance index of the IDM is 0.63, which is smaller than 0.69 for the SIDM model. However, a comparison of the time-space diagrams in Figure 13(e) and Figure 13(f) shows that the development of traffic oscillations in the SIDM better reproduces the experimental observations. Similar results can be observed in the two other cases (the IDM/SIDM in experiment D, and the OVM/SOVVM in experiment B).

Next, we give a visual representation of the calibration (against experiments A, C, and E) and the validation (against experiments B and D) results. Figure 11, Figure 12, and Figure 13 correspond to the time-space diagrams of the OVM/SOVVM, the FVDM/SFVDM, and the IDM/SIDM. From these figures, one can see that the stochastic models outperform the deterministic models in capturing the observed spontaneous appearance of traffic oscillations. The deterministic models either do not reproduce the emergence of traffic oscillations or overestimate their development. From the time-space diagrams in Figure 12 and Table 3 we can deduce that the SFVDM yields the best performance. Interestingly, the SOVM does not consider the sensitivity to the velocity.
difference but still performs acceptably, as shown in Figure 11. Accordingly, the stochastic models have better prediction capability than the deterministic models.

To further investigate the role of stochasticity in generating traffic instability, we also assess the potential of the theoretical stability condition (equation (21)) to predict unstable traffic. For each experiment, the predicted traffic states (stable or unstable) are shown in Table 4. Considering the numerical errors, all the stochastic models predict unstable traffic which can indeed be observed in all the experiments. For the deterministic models, except the OVM in all experiments and the FVDM in experiment E, the stability condition predicts stable traffic. For the OVM and the FVDM in experiment E, the equation (21) predicts unstable traffic. However, the period and amplitude of oscillations significantly deviate from empirical observations (See the squared speed standard deviation in Table 3). Hence, our investigation suggests that stochasticity is likely the triggering factor of traffic instability in the studied experiments.

Table 2: Calibration of the parameters of the typical stochastic and deterministic traffic models. CRE denotes the circular road experiment, GP denotes the growth pattern and NG denotes the NGSIM data.

| Model | Parameter      | Calibrated for CRE | Calibrated for GP | Calibrated for NG |
|-------|----------------|--------------------|-------------------|-------------------|
|       | a (m/s²)       | 2.77               | 1.15              | 1.18              |
|       | b (m/s²)       | 2.61               | 3.76              | 2.24              |
|       | s₀ (m)         | 3.86               | 3.98              | 2.46              |
|       | δ              | 3.76               | 3.25              | 4.02              |
|       | T (s)          | 1.23               | 1.1               | 1.72              |
|       | V_{max} (m/s)  | 12.71              | 25                | 21.52             |
| IDM   | α              | 2.64               | 1.37              | 2.79              |
|       | β (s⁻¹)        | 0.45               | 0.02              | 0.04              |
|       | λ              | 0.59               | 0.03              | 0.41              |
|       | V_{max} (m/s)  | 14.29              | 25                | 21.15             |
| FVDM  | a              | 1.38               | 2.18              | 0.9               |
|       | β (s⁻¹)        | 0.7                | 0.03              | 0.17              |
|       | λ              | 0.59               | 0.03              | 0.41              |
|       | V_{max} (m/s)  | 14.29              | 25                | 21.15             |
| OVM   | a (m/s²)       | 1.66               | 1.25              | 1.8               |
|       | b (m/s²)       | 2.19               | 2.39              | 3                 |
|       | s₀ (m)         | 2.76               | 4.1               | 1.59              |
|       | δ              | 4.7                | 2.96              | 4.28              |
|       | T (s)          | 1.63               | 1.18              | 1.39              |
|       | V_{max} (m/s)  | 13.51              | 25                | 20                |
|       | σ² (m²/s²)     | 0.14               | 0.05              | 0.28              |
| S IDM | α              | 2.26               | 3.32              | 2.98              |
|       | β (s⁻¹)        | 0.13               | 0.24              | 0.045             |
|       | s₀ (m)         | 7.66               | 6.9               | 7.85              |
|       | α              | 0.6                | 0.91              | 0.56              |
|       | λ              | 0.6                | 0.91              | 0.56              |
|       | V_{max} (m/s)  | 13.85              | 25                | 22                |
|       | σ² (m²/s²)     | 0.07               | 0.08              | 0.18              |
| SFVDM | α              | 1.62               | 1.55              | 1.2               |
|       | β (s⁻¹)        | 1.06               | 0.12              | 0.4               |
|       | s₀ (m)         | 11.21              | 5.76              | 8.19              |
|       | V_{max} (m/s)  | 13.15              | 25                | 19.38             |
|       | σ² (m²/s²)     | 0.09               | 0.22              | 0.31              |

5.2 The NGSIM data

In this subsection, we calibrate the deterministic and stochastic models against NGSIM data collected on U.S. Highway 101, Los Angeles, California, on June 15, 2005. In this context, many studies have shown that lane-changing maneuvers are not responsible for the observed traffic breakdown on lane 1 (Chen et al. 2014, 2012; Laval and Leclercq, 2010). We aim to assess how the deterministic and stochastic models can reproduce the observed stop-and-go waves on the highway segment.

For calibration, we consider the lane 1 and vehicle trajectories leading to congestion in a specified time interval [670 s – 740 s]. This time interval is extracted from the data sampling time interval from 07:50 a.m to 08:05 a.m on the same day. The same performance index (51) will be used to calibrate the traffic models. Next, to assess the prediction capability of each stochastic traffic model, we will validate the calibrated parameters by using the time interval [350 s – 450 s] corresponding to another congestion wave.
Figure 11: Time-space diagrams of the results of experiments A, C, E, B and D (left panel) and the corresponding simulations by using the OVM and the SOVM, respectively. The experiments A, C and E are used for calibration while experiments B and D are used for validation (a-c) Experiment A (d-f) Experiment C (g-i) Experiment E (j-l) Experiment B (m-o) Experiment D. The velocity unit in the color bar is (m/s).
Figure 12: Time-space diagrams of the results of experiments A, C, E, B, and D (left panel) and the corresponding simulations by using the FVDM and the SFVDM, respectively. The experiments A, C, and E are used for calibration while experiments B and D are used for validation (a-c) Experiment A (d-f) Experiment C (g-i) Experiment E (j-l) Experiment B (m-o) Experiment D. The velocity unit in the color bar is (m/s).
Figure 13: Time-space diagrams of the results of experiments A, C, E, B, and D (left panel) and the corresponding simulations by using the IDM and the SIDM, respectively. The experiments A, C, and E are used for calibration while experiments B and D are used for validation (a-c) Experiment A (d-f) Experiment C (g-i) Experiment E (j-l) Experiment B (m-o) Experiment D. The velocity unit in the color bar is (m/s).
Table 3: Performance index (PI) and squared speed standard deviation error of each traffic model. The squared standard deviation error denotes the speed standard deviation term in \( I^2 \), See equation (51).

| Model      | Experiment | Density (veh/m) | Performance index (PI) | Squared standard deviation error |
|------------|------------|----------------|------------------------|----------------------------------|
| IDM/SIDM   | A          | 0.077          | 1.02/0.9               | 0.39/0.04                        |
|            | B          | 0.077          | 0.97/0.88              | 0.26/0.01                        |
|            | C          | 0.085          | 0.63/0.69              | 0.03/0.01                        |
|            | D          | 0.081          | 0.99/1.02              | 0.03/0.02                        |
|            | E          | 0.073          | 1.06/1.04              | 0.27/0.05                        |
| FVDM/SFVDM | A          | 0.077          | 1.02/0.86              | 0.42/0.02                        |
|            | B          | 0.077          | 0.98/0.89              | 0.23/0.01                        |
|            | C          | 0.085          | 0.65/0.64              | 0.1/0.01                         |
|            | D          | 0.081          | 0.9/0.86               | 0.07/0.02                        |
|            | E          | 0.073          | 1.08/1.01              | 0.02/0.03                        |
| OVM/SOVM   | A          | 0.077          | 0.86/0.86              | 0.22/0.03                        |
|            | B          | 0.077          | 0.8/0.85               | 0.09/0.01                        |
|            | C          | 0.085          | 0.71/0.66              | 0.01/0.01                        |
|            | D          | 0.081          | 1.59/0.9               | 0.39/0.03                        |
|            | E          | 0.073          | 1.24/1.09              | 0.09/0.04                        |

Table 4: The prediction capability of each traffic model using equation (21). DM denotes the deterministic case \( \sigma = 0 \) and SM denotes the stochastic case.

| Experiments | Model   | Stability DM | Stability SM |
|-------------|---------|--------------|--------------|
| A           | SIDM    | Stable       | Unstable     |
|             | SFVDM   | Stable       | Unstable     |
|             | SOVM    | Unstable     | Unstable     |
| B           | SIDM    | Stable       | Unstable     |
|             | SFVDM   | Stable       | Unstable     |
|             | SOVM    | Unstable     | Unstable     |
| C           | SIDM    | Stable       | Unstable     |
|             | SFVDM   | Stable       | Unstable     |
|             | SOVM    | Unstable     | Unstable     |
| D           | SIDM    | Stable       | Unstable     |
|             | SFVDM   | Stable       | Unstable     |
|             | SOVM    | Unstable     | Unstable     |
| E           | SIDM    | Stable       | Unstable     |
|             | SFVDM   | Unstable     | Unstable     |
|             | SOVM    | Unstable     | Unstable     |

Table 2 shows the calibration results of the different deterministic and stochastic traffic models. Table 5 shows the obtained performance index after calibration and validation. To give a visual representation, we present in Figure 14, Figure 15 and Figure 16 the time-space diagrams corresponding to each traffic model, i.e. the OVM/SOVM, the FVDM/SFVDM, and the IDM/SIDM after calibration and validation. For both calibration and validation, we remark that the performance of the stochastic models is quite better than the deterministic models. For the deterministic models, we remark that the FVDM yields the best result in terms of minimizing the performance index and the IDM comes in the second place. For the stochastic models, the SIDM yields the best result in terms of minimizing the performance index and the SFVDM comes in the second place. The OVM and the SOVM both yield worse performance. Finally, except the IDM, Figure 14, Figure 15 and Figure 16 show that both deterministic and stochastic models can (numerically) predict unstable traffic.

Table 5: Calibration and validation of the deterministic models and stochastic models against NGSIM data. The squared standard deviation error denotes the speed standard deviation term in \( I^2 \), See equation (51).

| Model      | Calibration/Validation | Performance index (PI) | Squared standard deviation error |
|------------|------------------------|------------------------|----------------------------------|
| IDM/SIDM   | Calibration            | 3.81/2.98              | 2.06/0.3                         |
|            | Validation             | 3.41/4.02              | 0.58/0.35                        |
| FVDM/SFVDM | Calibration            | 3.12/3.69              | 0.67/0.93                        |
|            | Validation             | 4.39/3.78              | 1.0/0.0                          |
| OVM/SOVM   | Calibration            | 4.82/4.64              | 2.55/1.2                         |
|            | Validation             | 5.13/5.01              | 2.14/1                           |
Figure 14: Time-space diagrams obtained after calibration and validation of the OVM and the SOVM against NGSIM data. (a) NGSIM data in the time interval [670s – 740s] (b-c) Calibration by using the OVM and the SOVM, respectively (d) NGSIM data in the time interval [350s – 450s] (e-f) Validation by using the OVM and the SOVM, respectively. The velocity unit in the color bar is (m/s).

Figure 15: Time-space diagrams obtained after calibration and validation of the FVDM and the SFVDM against NGSIM data. (a) NGSIM data in the time interval [670s – 740s] (b-c) Calibration by using the FVDM and the SFVDM, respectively (d) NGSIM data in the time interval [350s – 450s] (e-f) Validation by using the FVDM and the SFVDM, respectively. The velocity unit in the color bar is (m/s).
5.3 The growth pattern of traffic oscillations

Previous studies have shown that the deterministic traffic models exhibit an initially convex growth pattern because of the unique dependency of the velocity on the inter-vehicular gap in the steady-state (Tian et al., 2016). However, as observed in real traffic, stochastic traffic models show a concave growth pattern because the relationship between the velocity and spacing covers a 2D region in the velocity-spacing plane (Jiang et al., 2018). The effect of stochasticity on the growth pattern of traffic oscillations has been also rigorously studied (Wang et al., 2020; Tian et al., 2021). From another perspective, Makridis et al. (2020) have recently developed a model considering the nature of drivers and vehicle characteristics without an explicit introduction of noise, and reproduced the observed concave growth pattern of traffic oscillations.

In this subsection, we calibrate the different stochastic and deterministic traffic models against empirical data to see how the studied stochastic models can reproduce the concave growth pattern of traffic oscillations. To this aim, we will consider the 51 car-platoon experiment conducted by Jiang et al. (2018). In this experiment, 51 cars were initially lined up bumper to bumper before the leading car was instructed to adopt a given constant velocity profile, more details can be found in the paper of Jiang et al. (2018). In the following, we will simulate the 51 car-platoon dynamics by adopting the same process for the different stochastic and deterministic models, i.e. the SIDM, the SFVDM, the SOVM, the IDM, the FVDM, and the OVM. The time step will be similar to the 51 car-platoon dynamics by adopting the same process for the different stochastic and deterministic models, i.e. the SIDM, the SFVDM, the SOVM, the IDM, the FVDM, and the OVM. The time step will be similar to the experiment which was $\Delta t = 0.1$ s. The simulation time is $T = 1500$ s. For both experiments and simulations, we will consider three leader’s velocities $v_l = 30$ km/h (8.33 m/s), $v_l = 5$ km/h (1.38 m/s) and $v_l = 40$ km/h (11.11 m/s). The first leader’s velocity will be used for calibration while the second and third ones will be used for validation. Since we focus on the growth pattern of speed standard deviation, we use the following performance index to calibrate the models:

$$I^2 = \frac{1}{N} \sum_{k=1}^{N} (s_k - \delta_k)^2$$  \hspace{1cm} (52)

where $N$ denotes the total number of vehicles equipped with GPS tracking device, $s_k$ is the simulated speed standard deviation of vehicle $k$, and $\delta_k$ is the observed speed standard deviation of vehicle $k$. Note that for the experimental data, 27 GPS tracking devices were used. Hence, only the trajectories of 27 vehicles were recorded. Furthermore, due to some problems related to signal or GPS tracking devices, some vehicle locations are missing.

Figure 17(a,b) display a comparison between the experimental observations and the calibrated traffic models. Table 2 shows the calibrated parameters of the deterministic and stochastic traffic models. Table 3 shows the corresponding performance index. Figure 18(a-d) show the time-space diagrams corresponding to the experiment with $v_l = 30$ km/h (8.33 m/s) and the simulation results. Figure 17(a) shows that the initial growth pattern of the calibrated deterministic traffic models is convex and deviates both qualitatively and quantitatively from the experimental data. On the other hand, as shown in Figure 17(b), the stochastic traffic models exhibit a
concave growth pattern of traffic oscillations which is in qualitative agreement with the experimental data. While Figure 17(b) and the corresponding trajectories in Figure 18(d) show that the SOVM is not in a quantitative agreement with the experimental observations, the SIDM and the SFVDM can reproduce the observed concave growth pattern of traffic oscillations not only qualitatively but also quantitatively, see also the trajectories in Figure 18(a-c).

Next, we assess the prediction capability of the stochastic models. Figure 17(c,d) show the validation result of the different stochastic traffic models for both \( v_l = 5 \text{ km/h (1.38 m/s)} \) and \( v_l = 40 \text{ km/h (11.11 m/s)} \). Figure 18(e-l) show the corresponding time-space diagrams. Note that the total number of vehicles in simulations is 51 vehicles while in the experiment (due to the GPS problem), only the trajectories of a maximum of 27 vehicles can be shown.

Figure 17(c) and the vehicle trajectories in Figure 18(f) show that the SIDM is in good agreement with data for a leader’s velocity \( v_l = 5 \text{ km/h (1.38 m/s)} \). Figure 17(d) and Figure 18(j) show that numerical simulation overestimates the development of traffic oscillations for \( v_l = 40 \text{ km/h (11.11 m/s)} \). On the other hand, the SFVDM has shown a good calibration performance (Figure 18(c)) but its prediction potential is low as the SOVM. The difference between simulation and experimental observations is more likely related to the similarity of the dynamics of the two models in a low-velocity environment, i.e. the SFVDM and the SOVM. In such a low velocity and low spacing conditions, the desired velocity is almost constant for both the SFVDM and the SOVM which prevents a significant development of traffic oscillations (stop and go waves) as experimentally observed (See Figure 18(e,g,h) for a leader’s velocity of \( v_l = 5 \text{ km/h (1.38 m/s)} \). Thus, the speed standard deviation values shown in Figure 17(c) are smaller than the experimental results. In Figure 18(k) \( (v_l = 40 \text{ km/h (11.11 m/s)}) \), the frequency of oscillations generated by the SFVDM significantly exceeds the observations in Figure 18(i). The high frequency of oscillations leads to a sharp increase of the speed standard deviation values in Figure 17(d). Finally, Table 6 and Figure 18(d,h,l) show that the SOVM has the worse performance in both calibration and validation. These results suggest that the SIDM has the best overall prediction capability.

Table 6: Performance index (PI) corresponding to each leader’s velocity, \( v_l = 8.33 \text{ m/s} \) is used for calibration while \( v_l = 1.38 \text{ m/s} \) and \( v_l = 11.11 \text{ m/s} \) are used for validation.

| Model | Leader’s velocity \( v_l \) | Performance index (PI) |
|-------|-----------------------------|------------------------|
| IDM   | 8.33 m/s                    | 1.45                   |
| PVD    | 8.33 m/s                  | 0.44                   |
| OVM    | 8.33 m/s                  | 0.42                   |
| SIDM   | 8.33 m/s                  | 0.33                   |
|        | 1.38 m/s                  | 0.31                   |
|        | 11.11 m/s                 | 0.39                   |
| SFVDM  | 8.33 m/s                  | 0.43                   |
|        | 1.38 m/s                  | 1.02                   |
|        | 11.11 m/s                 | 1.79                   |
| SOVM   | 8.33 m/s                  | 0.59                   |
|        | 1.38 m/s                  | 0.91                   |
|        | 11.11 m/s                 | 1.04                   |
Figure 17: Calibration and validation of the different stochastic and deterministic traffic models (a) Calibration of the deterministic models with $v_l = 8.33$ m/s (b) Calibration of the stochastic models with $v_l = 8.33$ m/s (c) Validation of the stochastic models with $v_l = 1.38$ m/s (d) Validation of the stochastic models with $v_l = 11.11$ m/s.
6 Conclusion

The first objective of this work is to carry out an analytical investigation of a general stochastic continuous car-following model considering both the inter-vehicular gap and the velocity difference. Based on the direct generalized Lyapunov method, we have extracted a string stability condition of the model and demonstrated that the presence of stochastic factors has a non-negligible destabilizing effect.

Next, we have carried out numerical simulations to validate our theoretical analysis where we have proven that our methodology yields more accurate results than Ngoduy et al. (2019). The Lyapunov method is hence more suited to study the stability of the present class of stochastic traffic models.

Finally, we have shown that the stochastic continuous car-following models outperform the existing deterministic traffic models in reproducing the observed traffic oscillations and the concave growth pattern of traffic oscillations.

Our study can be extended in a few directions in future work. (i) The general model does not take reaction time and anticipation effect into account, which might increase the accuracy of the stochastic traffic models in reproducing the empirically observed traffic oscillations; (ii) The formulation of stochastic factors is rather simple; (iii) The stability analysis is performed only for homogeneous vehicles. In particular, in the coming era of connected and automated driving vehicles, the traffic composition will be a mixture of human-driven vehicles and automated-driven vehicles.

In the present study, we have shown that considering stochasticity improves the existing traffic models by achieving more credible simulations. Nevertheless, our approach is still not complete in capturing the complexity of traffic dynamics. Indeed, the stochastic factors reflect our limited knowledge of the complex car-following process and do not constitute the unique direction to improve traffic modeling. Subsequently, efforts are still needed to develop traffic models that can better capture the vehicle/driver characteristics for a more accurate prediction of traffic dynamics.
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Appendix A  String instability of stochastic car-following models

To give a visual illustration, we show a sketch of the local unstable traffic situation in Figure A.1(a). In this case, the follower’s velocity oscillation amplifies with time. Figure A.1(b) shows a string stable car-following process while Figure A.1(c) shows a string unstable traffic situation in a stochastic environment.

Analytically, the string stability property has been encoded in the matrix (9) through the relation $d\delta s_n = (\delta v_{n-1} - \delta v_n)dt$ before inserting the previously mentioned wave forms. Hence, equation (7) quantifies how speed fluctuations evolve along a platoon.
Appendix B  The impact of the speed standard deviation term on improving the calibration quality of stochastic traffic models

To demonstrate the role of the speed standard deviation term in the performance index, we also performed a simulation, using the performance index without the speed standard deviation term as below:

\[ I^2 = \frac{1}{NT_m} \sum_{i=1}^{T_m} \sum_{k=1}^{N} (v_{ik} - \hat{v}_{ik})^2 \]  \hspace{1cm} (B.1)

We present the results corresponding to experiment A only. The conclusion also applies to the other experiments. As shown in Figure B.1 below, it is obvious that the performance index with the speed standard deviation term reproduces the time-space diagram better than the one without the speed standard deviation term.

Figure B.1: Time space diagrams corresponding to the experiment A and the calibration using the objective functions in equation (51) and (B.1). (a) Experiment A, (b) calibration by using equation (B.1), (c) calibration by using equation (51). The velocity unit in the color bar is \((m/s)\).