AN OLD METHOD OF JACOBI TO FIND LAGRANGIANS
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In a recent paper by Ibragimov a method was presented in order to find Lagrangians of certain
second-order ordinary differential equations admitting a two-dimensional Lie symmetry algebra.
We present a method devised by Jacobi which enables one to derive (many) Lagrangians of any
second-order differential equation. The method is based on the search of the Jacobi Last Multipliers
for the equations. We exemplify the simplicity and elegance of Jacobi’s method by applying it to
the same two equations as Ibragimov did. We show that the Lagrangians obtained by Ibragimov
are particular cases of some of the many Lagrangians that can be obtained by Jacobi’s method.
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1. Introduction
The method of the Jacobi last multiplier [8–12] provides a means to determine an integrating
factor of the partial differential equation
\[ Af = \sum_{i=1}^{n} a_i(x_1, \ldots, x_n) \frac{\partial f}{\partial x_1} = 0 \] (1.1)
or its equivalent associated Lagrange’s system
\[ \frac{dx_1}{a_1} = \frac{dx_2}{a_2} = \cdots = \frac{dx_n}{a_n} \] (1.2)
The multiplier \( M \) is given by
\[ \frac{\partial f(\omega_1, \omega_2, \ldots, \omega_{n-1})}{\partial(x_1, x_2, \ldots, x_n)} = MAf, \] (1.3)
where

\[ \frac{\partial(f, \omega_1, \omega_2, \ldots, \omega_{n-1})}{\partial(x_1, x_2, \ldots, x_n)} = \det \begin{bmatrix} \frac{\partial f}{\partial x_1} & \cdots & \frac{\partial f}{\partial x_n} \\ \frac{\partial \omega_1}{\partial x_1} & \cdots & \frac{\partial \omega_1}{\partial x_n} \\ \vdots & \cdots & \vdots \\ \frac{\partial \omega_{n-1}}{\partial x_1} & \cdots & \frac{\partial \omega_{n-1}}{\partial x_n} \end{bmatrix} = 0 \]  

(1.4)

and \( \omega_1, \ldots, \omega_{n-1} \) are \( n - 1 \) solutions of (1.1) or, equivalently, first integrals of (1.2). Jacobi also proved that \( M \) is a solution of the following linear partial differential equation

\[ \sum_{i=1}^{n} \frac{\partial (M a_i)}{\partial x_i} = 0 \]  

(1.5)

or of its equivalent,

\[ \sum_{i=1}^{n} a_i \frac{\partial (\log M)}{\partial x_i} + \sum_{i=1}^{n} \frac{\partial a_i}{\partial x_i} = 0. \]  

(1.6)

In general a different selection of integrals produces another multiplier, \( \tilde{M} \). An important property of the last multiplier is that the ratio, \( M/\tilde{M} \), is a solution of (1.1), equally a first integral of (1.2). Indeed, if each component of the vector field of the equation of motion is free of the variable associated with that component, i.e. \( \partial a_i/\partial x_i = 0 \), the last multiplier is a constant.

In its original formulation the method of Jacobi last multiplier required almost complete knowledge of the system, (1.1) or (1.2), under consideration. Since the existence of a solution/first integral is consequent upon the existence of symmetry, an alternative formulation in terms of symmetries was provided by Lie [14,15][Kap 15, §5 in the latter]. A clear treatment of the formulation in terms of solutions/first integrals and symmetries is given by Bianchi [1]. If we know \( n-1 \) symmetries of (2.1)/(2.2), say

\[ \Gamma_i = \sum_{j=1}^{n} \xi_j (x_1, \ldots, x_n) \partial x_j, \quad i = 1, n - 1, \]  

(1.7)

Jacobi Last Multiplier is given by \( M = \Delta^{-1} \), provided that \( \Delta \neq 0 \), where

\[ \Delta = \det \begin{bmatrix} a_1 & \cdots & a_n \\ \xi_{1,1} & \cdots & \xi_{1,n} \\ \vdots & \cdots & \vdots \\ \xi_{n-1,1} & \cdots & \xi_{n-1,n} \end{bmatrix} \]  

(1.8)

There is an obvious corollary to the results of Jacobi mentioned above. In the case that there exists a constant multiplier, the determinant \( \Delta \) is a first integral. This result is potentially

*Although we should underline that Jacobi himself found last multipliers for several equations without any knowledge of its solutions [8–12].
very useful in the search for first integrals of systems of ordinary differential equations. In particular this feature was put to good use with the Euler–Poinset system \[19\] and the Kepler problem \[20\].

The following relationship between the Jacobi Last Multiplier and the Lagrangian \[12,27\]

\[
\frac{\partial^2 L}{\partial y'^2} = M
\]

for a one-degree-of-freedom system

\[
y'' = f(x, y, y'),
\]

where the prime denotes differentiation with respect to the independent variable \(x\), is perhaps not widely known although it is certainly not unknown as can be seen from the bibliography in \[17\]. Given a knowledge of a multiplier, namely a solution of Eq. (1.6), i.e.

\[
\frac{d}{dx} \left( \log M \right) + \frac{\partial f}{\partial y'} = 0,
\]

then (1.9) gives a simple recipe for the generation of a Lagrangian. The only possible difficulty is the performance of the double quadrature. Considering the dual nature of the Jacobi Last Multiplier as providing a means to determine both Lagrangians and integrals one is surprised that it has not attracted more attention over the more than one and a half centuries since its introduction. The bibliography of \[17\] gives a fair indication of its significant applications in the past. In more recent years we have presented the application of Jacobi Last Multiplier to many different problems \[17–25\].

In a recent paper Ibragimov \[7\] proposed a practical approach to the resolution of the classical problem of finding the Lagrangian given a second-order ordinary differential equation. In his method Ibragimov introduced the idea of an invariant Lagrangian, and derived Lagrangians of two second-order differential equations after lengthy calculations involving integration of auxiliary differential equations. For the details of the method the interested reader should consult the paper \[7\].

In this paper we exemplify the simplicity and elegance of the forgotten method devised by Jacobi for finding Lagrangians by applying it to the same two equations as Ibragimov did.\(^b\) Specifically we obtain Jacobi Last Multipliers, and therefore Lagrangians, of the equations

\[
y'' = \frac{y'}{y} - \frac{1}{xy},
\]

\[
y'' = e^\theta - \frac{y'}{x}
\]

which possess the Lie point symmetries

\[
\Gamma_1 = 2x\partial_x + y\partial_y, \quad \Gamma_2 = x^2\partial_x + xy\partial_y
\]

and

\[
\Sigma_1 = x\partial_x - 2\partial_y, \quad \Sigma_2 = x\log(x)\partial_x - 2(1 + \log(x))\partial_y,
\]

\(^b\)Both equations are found in the textbook \[6\]. The first is example (12.27) on p. 291 and the second is Exercise 12.3 on p. 300.
respectively. We note that both symmetries in (1.14) and in (1.15) generate a Lie’s Type III algebra [15], namely a nonabelian and transitive Lie algebra [1].

2. Jacobi Last Multipliers and Lagrangians for (1.12)

The calculation of the Jacobi Last Multiplier requires that the differential equation under consideration be written as a system of first-order equations. Thus (1.12) becomes

\[ u'_1 = u_2, \quad u'_2 = \frac{u_2}{u'_1} - \frac{1}{xu_1}, \]

(2.1)

with \( u_1 \equiv y \) and \( u_2 \equiv y' \). The formula (1.11) for the last multiplier gives a nonlocal exp\([- \int u_1^2 dx]\) which is not very useful. However, we do have the route, (1.8), through the determinant of the vector field and the two symmetries. Thus we have

\[ \Delta_{12} = \det \begin{pmatrix} 1 & u_2 & \frac{u_2}{u'_1} - \frac{1}{xu_1} \\ x^2 & xu_1 & u_1 - xu_2 \\ 2x & u_1 & -u_2 \end{pmatrix} = -\frac{(xu_1u_2 + x - u_1^2)(xu_2 - u_1)}{u_1} \]

(2.2)

so that the multiplier is

\[ M_{12} = -\frac{u_1}{(xu_1u_2 + x - u_1^2)(xu_2 - u_1)} \]

(2.3)

If we integrate \( M_{12} \) twice with respect to \( u_2 \), then from formula (1.9) we obtain the Lagrangian

\[ L_{12} = -\frac{u_1}{x^3}(xu_2 - u_1)\log(xu_2 - u_1) + \frac{1}{x^3} + f_1(x, u_1)u_2 + f_2(x, u_1), \]

(2.4)

where \( f_1(x, u_1) \) and \( f_2(x, u_1) \) are arbitrary functions of integration. If we substitute (2.4) into the Euler–Lagrangian equation, we obtain the constraint

\[ \frac{\partial f_1}{\partial x} - \frac{\partial f_2}{\partial u_1} = \frac{x - u_1^2}{x^3u_1} \]

(2.5)

on the hitherto arbitrary functions \( f_1 \) and \( f_2 \). This Lagrangian was not found by Ibragimov.

As it was shown in [23, 25], \( f_1, f_2 \) are related to the gauge function \( g = g(x, u_1) \). In fact, we may assume

\[ f_1 = \frac{\partial g}{\partial u_1}, \quad f_2 = \frac{\partial g}{\partial x} - \frac{2x \log(u_1) - u_1^2}{2x^3}, \]

(2.6)

namely the arbitrariness in the Lagrangian (2.4) can be expressed as a total time derivative. Such a Lagrangian has been termed “gauge variant” [13] and is notable in that the presence of the arbitrary function \( g \) has no effect upon the number of Noether point symmetries [23]. In this respect it could be regarded as part of the boundary term in the way Noether put
it in her formulation of her theorem [16]. The class of Lagrangians described by (2.4) is an equivalence class.

We observe that there are two singularities given by

\[ xu_1 u_2 + x - u_1^2 = 0 \quad \text{and} \quad xu_2 - u_1 = 0. \]  

(2.7)

When we solve these two equations, i.e.:

\[ y' = - \frac{1}{y} + \frac{y}{x} \quad \text{and} \quad y' = \frac{y}{x}, \]  

(2.8)

we recover the singular solutions of (1.12) associated with the singularities of the Lagrangian (2.4), which are a consequence of the singularities of the last multiplier \( M_{12} \), (2.3).

If we take the Lagrangian (2.4) subject to (2.5) and calculate its Noether point symmetries, we find that there is a single Noether point symmetry which is \( \Gamma_2 \) in (1.14). The corresponding integral is

\[ I = \frac{u_1}{xu_1 u_2 + x - u_1^2}. \]  

(2.9)

With an integral and a multiplier we can generate a second multiplier by a reversal of the property that the quotient of two multipliers is an integral. The multiplier is just

\[ M_1 = \frac{M_{12}}{I} = - \frac{1}{xu_2 - u_1}. \]  

(2.10)

Now we can calculate a second Lagrangian from the multiplier (2.10), and find

\[ L_1 = \frac{u_1 - xu_2}{x^2} \log(u_1 - xu_2) + \frac{u_2}{x} + f_1(x, u_1)u_2 + f_2(x, u_1), \]  

(2.11)

with the constraint:

\[ \frac{\partial f_1}{\partial x} - \frac{\partial f_2}{\partial u_1} = \frac{u_1^2 + x}{x^2 u_1^2}. \]  

(2.12)

or equally in terms of the gauge function \( g = g(x, u_1) \)

\[ f_1 = \frac{\partial g}{\partial u_1}, \quad f_2 = \frac{\partial g}{\partial x} + \frac{x - u_1^2}{u_1 x^2}. \]  

(2.13)

If we take the Lagrangian \( L_1 \) in (2.11) and calculate its Noether point symmetries, we find that there is a single Noether point symmetry which is \( \Gamma_2 \) in (1.14). The corresponding integral is \( I \) in (2.9).

We can generate many (infinite) different Jacobi Last Multipliers of Eq. (1.12) and consequently many (infinite) different Lagrangians. In fact we may take any function of the first integral \( I \) in (2.9) and then its product with either \( M_{12} \) or \( M_1 \) will generate a new Jacobi Last Multiplier. For example, we obtain the following multiplier:

\[ M_2 = M_1 \frac{2}{I} = 2 \frac{xu_1 u_2 + x - u_1^2}{u_1(xu_2 - u_1)}. \]  

(2.14)
and consequently Lagrangian:

\[ L_2 = -\frac{x}{\dot{u}_1} - x\dot{u}_2 \log(u_1 - xu_2) + \frac{u_2(u_2 - 2)}{u_1} + f_1(x, u_1)u_2 + f_2(x, u_1), \tag{2.15} \]

with the constraint:

\[ \frac{\partial f_1}{\partial x} - \frac{\partial f_2}{\partial u_1} = -\frac{2}{u_1^2} \tag{2.16} \]

or equally in terms of the gauge function

\[ g = g(x, u_1) \]

\[ f_1 = \frac{\partial g}{\partial u_1}, \quad f_2 = \frac{\partial g}{\partial x} - \frac{1}{u_1^2}. \tag{2.17} \]

If we calculate the Noether point symmetries of the Lagrangian \( L_2 \) in (2.15), we find that both \( \Gamma_1 \) and \( \Gamma_2 \) in (1.14) are Noether point symmetries. The corresponding integrals are

\[ I_1 = \log \left( \frac{u_1^2}{x} - u_1u_2 \right) - \frac{1}{u_1^2}(u_1^2u_2 - xu_1^2u_2^2 - 2xu_1u_2 - x), \tag{2.18} \]

and

\[ I_2 = \frac{1}{x^2} \left( \frac{xu_1u_2 + x - u_1^2}{u_1} \right)^2, \tag{2.19} \]

respectively. It is worth noting that both singular solutions obtained in (2.8) correspond to these integrals taking the particular value of zero, namely, when each integral is a configurational invariant \([3,26]\), we obtain a singular solution.

One of the two Lagrangians derived by Ibragimov \([6, \text{Eq. (42), p. 223}]\) for Eq. (1.12) is the following

\[ L_{N1} = \frac{1}{xu_1} + \left( \frac{u_1}{x^2} - \frac{u_2}{x} \right) \log \left( \frac{u_1^2}{x} - u_1u_2 \right), \tag{2.20} \]

which is a particular case of the Lagrangian \( L_1 \) in (2.11) with

\[ f_1 = \frac{1}{x^2}(-\log(u_1) + \log(x) - 1), \quad f_2 = \frac{u_1}{x}(\log(u_1) - \log(x)) + \frac{1}{xu_1}. \tag{2.21} \]

The other Lagrangian of Ibragimov \([6, \text{Eq. (54), p. 225}]\) is the following

\[ L_{N2} = \frac{1}{u_1^2} + \frac{u_1^2}{x^2} - 2\frac{u_1u_2}{x} + \frac{u_2^2}{x} - 2 \left( \frac{1}{x} - \frac{u_2}{u_1} \right) \log \left( \frac{u_1^2}{x} - u_1u_2 \right), \tag{2.22} \]

which is a particular case of the Lagrangian \( L_2 \) in (2.15) with

\[ f_1 = -\frac{x}{u_1}(u_1^2 - x\log(u_1) + x\log(x) - x), \]

\[ f_2 = -\frac{x}{xu_1}(x^2 - u_1^2 + 2xu_1\log(u_1) - 2xu_1^2 \log(x)). \tag{2.23} \]
3. Jacobi Last Multipliers and Lagrangians for (1.13)

The system of first-order differential equations corresponding to (1.13) is

\[ \begin{align*}
    u_1' &= u_2 \\
    u_2' &= -\frac{u_2}{x} + e^{u_1}.
\end{align*} \tag{3.1} \]

In this case the application of formula (1.5) or equivalently (1.11) does produce a multiplier. It is

\[ M_0 = x \tag{3.2} \]

from which we obtain the Lagrangian

\[ L_0 = \frac{x u_2^2}{2} + f_1(x, u_1)u_2 + f_2(x, u_1) \tag{3.3} \]

with the constraint on the two functions of integration being

\[ \frac{\partial f_1}{\partial x} - \frac{\partial f_2}{\partial u_1} = -xe^{u_1}, \tag{3.4} \]

or equally in terms of the gauge function \( g = g(x, u_1) \)

\[ f_1 = \frac{\partial g}{\partial u_1}, \quad f_2 = \frac{\partial g}{\partial x} + xe^{u_1}. \tag{3.5} \]

This Lagrangian admits one Noether’s symmetry namely \( \Sigma_1 \) in (1.15) and yields the following first integral:

\[ I_0 = 4xu_2 + u_2^2x^2 - 2e^{u_1}x^2. \tag{3.6} \]

We use the two symmetries \( \Sigma_1, \Sigma_2 \) in (1.15) and the vector field of the system (3.1) to obtain a second multiplier. The matrix is

\[ \text{Mat}_{12} = \begin{bmatrix}
    1 & u_2 & -\frac{u_2}{x} + e^{u_1} \\
    x \log(x) & -2(1 + \log(x)) & -\frac{2}{x} - u_2(1 + \log(x)) \\
    x & -2 & -u_2
\end{bmatrix} \tag{3.7} \]

and the corresponding multiplier is

\[ M_{12} = \frac{x}{4 + 4xu_2 + u_2^2x^2 - 2e^{u_1}x^2} \tag{3.8} \]

Thus formula (1.9) yields the following Lagrangian

\[ L_{12} = \frac{1}{x} \log \left( -xu_2 - 2 - \sqrt{2xe^{u_1}/2} \right) + \frac{1}{2x} \log \left( \frac{1}{2x} \frac{xu_2 + 2 + \sqrt{2xe^{u_1}/2}}{xu_2 + 2 - \sqrt{2xe^{u_1}/2}} \right) + \frac{\sqrt{2}(xu_2 + 2)}{4xe^{u_1}/2} \log \left( \frac{xu_2 + 2 + \sqrt{2xe^{u_1}/2}}{xu_2 + 2 - \sqrt{2xe^{u_1}/2}} \right) + f_1u_2 + f_2 \tag{3.9} \]
with the constraint
\[
\frac{\partial f_1}{\partial x} - \frac{\partial f_2}{\partial u} = 0
\]  
(3.10)
or equally in terms of the gauge function \( g = g(x, u_1) \)
\[
f_1 = \frac{\partial g}{\partial u_1}, \quad f_2 = \frac{\partial g}{\partial x}.
\]  
(3.11)
In a curious repetition of the situation with (1.12) we find that the two Lagrangians \( L_0 \) in (3.3) and \( L_{12} \) in (3.9) have the same Noether point symmetry \( \Sigma_1 \) in (1.15) and lead to what is functionally the same integral \( I_0 \) in (3.6). Both Lagrangians were not found by Ibragimov. Indeed Ibragimov did not look for Lagrangians of Eq. (1.13) admitting one Noether point symmetry.

Since we have two multipliers, we can obtain a first integral given by their ratio, namely
\[
\frac{M_0}{M_{12}} = -(xu_2 + 2)^2 + 2e^{u_1}x^2 = -I_0 - 4.
\]  
(3.12)
We can generate many (infinite) different Jacobi Last Multipliers of Eq. (1.13) and consequently many (infinite) different Lagrangians. In fact we may take any function of the first integral \( I_0 \) in (3.6) and then its product with either \( M_{12} \) or \( M_0 \) will generate a new Jacobi Last Multiplier. For example, we obtain the following multiplier:
\[
M_2 = -\frac{M_0}{\sqrt{I_0 + 4}} = -\frac{x}{\sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2}}
\]  
(3.13)
and consequently the following Lagrangian:
\[
L_2 = -(u_2 + 2)^2 \log \left( \frac{\sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2} + xu_2 + 2}{2xe^{u_1/2}} \right) \\
+ \sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2} + f_1(x, u_1)u_2 + f_2(x, u_1),
\]  
(3.14)
with either the constraint (3.10) or (3.11). This Lagrangian admits both \( \Sigma_1 \) and \( \Sigma_2 \) in (1.15) as Noether point symmetries, and the corresponding integrals are
\[
I_1 = \sqrt{I_0 + 4} = \sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2},
\]  
(3.15)
and
\[
I_2 = \sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2} \log(x) + 2 \log \left( \frac{\sqrt{(xu_2 + 2)^2 - 2e^{u_1}x^2} + xu_2 + 2}{2xe^{u_1/2}} \right)
\]  
(3.16)
respectively.

The Lagrangian of Ibragimov [6, Eq. (90), p. 234] is a particular case of the Lagrangian \( L_2 \) in (3.14) with the gauge function equal to zero.\(^7\)

\(^7\)In [6] there are some missprints.
The last multiplier $M_{12}$ in (3.8) becomes singular if

$$y' = \frac{-2}{x} \pm \sqrt{2x/2}. \quad (3.17)$$

Equation (1.13) is satisfied by each of the first-order equations in (3.17) and so we obtain the two singular solutions

$$y = x \left( C \pm \sqrt{2x} \right) \quad (3.18)$$

thereby supplementing the results given in [7].

4. Final Remarks

When one seeks a Lagrangian of an elementary equation, it is usually possible to guess the form of at least one Lagrangian. In the case of not so elementary equations an approach using guesswork is likely to lead to frustration. Consequently any development which can replace guesswork or intuition by a well-defined procedure is to be welcomed. Usually there is a price to pay for the elimination of guesswork. In this paper we have considered two test equations proposed by Ibragimov to illustrate his concept of the use of invariant Lagrangians to provide a new method for the integration of nonlinear equations. We have demonstrated that some quite old knowledge is available for a successful resolution of the same problems. The combination of the concept introduced by Jacobi in his last multiplier, the application by Lie of his ideas of invariance under the transformations generated by continuous groups and the specialization to the Action Integral by Noether provides us with a very powerful and simple tool for the resolution of ordinary differential equations which possess a reasonable amount of symmetry. We have seen in the two examples considered here that they provide richer results when considered from a more classical viewpoint. The Jacobi last multiplier yields more general Lagrangians than those found by Ibragimov, and many more can be generated. One could consider that the combination of Jacobi and Lie gives sufficient material to deal with these equations. In that sense it could be argued that the theorem of Noether is already implicit in the work of Jacobi and Lie. However, we did see that further results were available to us by an application of Noether's Theorem to the information already obtained.

It is important to remark that finding a Jacobi last multiplier of an equation/system does not mean integrability. In fact one can find a Jacobi last multiplier for systems of chaotic regime as well as for integrable equations, say the famous Painlevé equations. In fact, in [2] the method of the Jacobi last multiplier for finding a Lagrangian has been applied to the second-order equations of Painlevé type as given in Ince [4]. For an example of a chaotic system we may consider the Lorenz system:

$$\dot{x} = \sigma(y-x)$$
$$\dot{y} = -xz + rx - y$$
$$\dot{z} = xz - bz$$

(4.1)

Naturally it can be argued that guesswork is a process of looking for some type of symmetry in an intuitive matter.
which possesses a very simple Jacobi last multiplier that can be promptly obtained from Eq. (1.6), i.e.

\[ M = \exp(\sigma t + b t), \]

although the Lorenz system does not admit any point Lie symmetries apart from translation in the independent variable \( t \).

Finally, it may be possible to use the Jacobi last multiplier in order to find Lagrangians for partial differential equations. An hint is given in [5], in which “the knowledge of a symmetry and its corresponding conservation law of a given partial differential equation can be utilized to construct a Lagrangian for the equation”.

Acknowledgments

This work was undertaken while PGLL was enjoying the hospitality of Professor MC Nucci and the facilities of the Dipartimento di Matematica e Informatica, Università di Perugia. The continued support of the University of KwaZulu-Natal is gratefully acknowledged.

References

[1] L. Bianchi, Lezioni sulla Teoria dei Gruppi Continui Finiti di Trasformazioni (E. Spoerri, Pisa, 1918).
[2] G. D’Ambrosi and M. C. Nucci, Lagrangians for equations of Painlevé type by means of the Jacobi Last Multiplier, J. Nonlinear Math. Phys. 16 (Suppl.) (2009) 61–71.
[3] L. S. Hall, A theory of exact and approximate configurational invariants, Physica D 8 (1983) 90–105.
[4] E. L. Ince, Ordinary Differential Equations (Dover, New York, 1956).
[5] N. H. Ibragimov, A. H. Kara and F. M. Mahomed, Lie-Bäcklund and Noether symmetries with applications, Nonlinear Dynamics 15 (1998) 115–136.
[6] N. H. Ibragimov, Elementary Lie Group Analysis and Ordinary Differential Equations (Wiley, New York, 1999).
[7] N. H. Ibragimov, Invariant Lagrangians and a new method of integration of nonlinear equations, J. Math. Anal. Appl. 304 (2005) 212–235.
[8] C. G. J. Jacobi, Sur un nouveau principe de la mécanique analytique, C. R. Acad. Sci. Paris 15 (1842) 202–205.
[9] C. G. J. Jacobi, Sul principio dell’ultimo moltiplicatore, e suo uso come nuovo principio generale di meccanica, Giornale Arcadico di Scienze, Lettere ed Arti 99 (1844) 129–146.
[10] C. G. J. Jacobi, Theoria novi multiplicatoris systemati æquationum differentia lium vulgarium applicandi, J. Reine Angew. Math. 27 (1844) 199–268.
[11] C. G. J. Jacobi, Theoria novi multiplicatoris systemati æquationum differentia lium vulgarium applicandi, J. Reine Angew. Math. 29 (1845) 213–279 and 333–376.
[12] C. G. J. Jacobi, Vorlesungen über Dynamik. Nebst fünf hinterlassenen Abhandlungen desselben herausgegeben von A. Clebsch (Druck und Verlag von Georg Reimer, Berlin, 1886).
[13] J. M. Lévy-Leblond, Conservation laws for gauge-variant Lagrangians in Classical Mechanics, Am. J. Phys. 39 (1971) 502–506.
[14] S. Lie, Verallgemeinerung und neue Verwerthung der Jacobischen Multiplicator-Theorie, Forsch.Mitteilungen i Videnokabs–Selshabet i Christiania (1874) 255–274.
[15] S. Lie, Vorlesungen über Differentialgleichungen mit bekannten infinitesimalen Transformatio-

nen (Teubner, Leipzig, 1912).
[16] E. Noether, Invariante Variationsprobleme, Königlich Gesellschaft der Wissenschaften Göttingen Nachrichten Mathematisch-Physikal Klasse 2 (1918) 235–267.
[17] M. C. Nucci, Jacobi last multiplier and Lie symmetries: a novel application of an old relationship, *J. Nonlinear Math. Phys.* **12** (2005) 284–304.
[18] M. C. Nucci, Jacobi last multiplier, Lie symmetries, and hidden linearity: “goldfishes” galore, *Theor. Math. Phys.* **151** (2007) 851–862.
[19] M. C. Nucci and P. G. L. Leach, Jacobi’s last multiplier and the complete symmetry group of the Euler-Poinsot system, *J. Nonlinear Math. Phys.* **9** S-2 110–121 (2002).
[20] M. C. Nucci and P. G. L. Leach, Jacobi’s last multiplier and symmetries for the Kepler Problem plus a linear story, *J. Phys. A: Math. Gen.* **37** (2004) 7741–7753.
[21] M. C. Nucci and P. G. L. Leach, Jacobi’s last multiplier and the complete symmetry group of the Ermakov-Pinney equation, *J. Nonlinear Math. Phys.* **12** (2005) 305–320.
[22] M. C. Nucci and P. G. L. Leach, Fuchs’ solution of Painlevé VI equation by means of Jacobi’s last multiplier, *J. Math. Phys.* **48** (2007) 013514.
[23] M. C. Nucci and P. G. L. Leach, Lagrangians galore, *J. Math. Phys.* **48** (2007) 123510.
[24] M. C. Nucci and P. G. L. Leach, Jacobi last multiplier and Lagrangians for multidimensional linear systems, *J. Math. Phys.* **49** (2008) 073517.
[25] M. C. Nucci and P. G. L. Leach, Gauge variant symmetries for the Schrödinger equation, *Il Nuovo Cimento B* **123** (2008) 93–101.
[26] W. Sarlet, P. G. L. Leach and F. Cantrijn, Exact versus configurational invariants and a weak form of complete integrability, *Physica D* **17** (1985) 87–98.
[27] E. T. Whittaker, *A Treatise on the Analytical Dynamics of Particles and Rigid Bodies* (Dover, New York, 1944).