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Abstract In the present article, we investigate the properties of motion in Hamiltonian systems of two and three degrees of freedom, using the distribution of the values of two new dynamical parameters. The distribution functions of the new parameters, define the $S(g)$ and the $S(w)$ dynamical spectra. The first spectrum definition, that is the $S(g)$ spectrum, will be applied in a Hamiltonian system of two degrees of freedom (2D), while the $S(w)$ dynamical spectrum will be deployed in a Hamiltonian system of three degrees of freedom (3D). Both Hamiltonian systems, describe a very interesting dynamical system which displays a large variety of resonant orbits, different chaotic components and also several sticky regions. We test and prove the efficiency and the reliability of these new dynamical spectra, in detecting tiny ordered domains embedded in the chaotic sea, corresponding to complicated resonant orbits of higher multiplicity. The results of our extensive numerical calculations, suggest that both dynamical spectra are fast and reliable discriminants between different types of orbits in Hamiltonian systems, while requiring very short computation time in order to provide solid and conclusive evidence regarding the nature of an orbit. Furthermore, we establish numerical criteria in order to quantify the results obtained from our new dynamical spectra. A comparison to other previously used dynamical indicators, reveals the leading role of the new spectra.
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1 Introduction

Over the last half century, a large number of studies have been dedicated to efforts on finding new ways to characterize the nature of orbits in Hamiltonian systems [1,2,7,18,22,26,30]. Among them the dynamical spectra (i.e. distribution of the values of a given parameter along the orbit) have been proved a very reliable tool for the exploration of the properties of motion in dynamical systems. In previous works [37] and [11-12], presented a new method that allows the distinction between domains of ordered and chaotic motion in Hamiltonian systems of two and three degrees of freedom, or in 2D and 4D symplectic maps. This method is based on the calculation of stretching numbers, helicity angles and twist angles (see the above referenced papers for theoretical details) and their respective dynamical spectra.

Consider the Poincaré section map of a Hamiltonian dynamical system. Let $\xi_{i+1}$ be the next image of an infinitesimal deviation $\xi_i$ between two nearby orbits. The “stretching number” $\alpha_i$ [37], or the “local Lyapunov indicator” [16] is defined as

$$\alpha_i = \ln \left| \frac{\xi_{i+1}}{\xi_i} \right|,$$

i.e. it is a 1-step Lyapunov Characteristic Number (LCN). The spectrum of stretching numbers is their distribution function, namely

$$S(\alpha) = \frac{\Delta N(\alpha)}{N \Delta \alpha},$$

where $\Delta N(\alpha)$ is the number of stretching numbers in the interval $(\alpha, \alpha + \Delta \alpha)$, after $N$ iterations. Other types of dynamical spectra have also been used in previous studies [3,5,6,9,10,19,20,28].
In the present paper we will demonstrate and prove the high efficiency of the new dynamical spectra in separating ordered from chaotic domains in a realistic galactic model. The separation can be obtained even with an integration time for individual orbits, as short as 5000 time units. Thus, our new dynamical indicators are faster than other spectral methods, e.g. the frequency analysis method [21], and much more faster than the calculation of the Lyapunov Characteristic Exponent (LCE) [23]. In particular, our new dynamical spectra are very fast and practical tools for locating multiple islands of invariant curves embedded in the chaotic sea, which correspond to resonant orbits of higher multiplicity. In addition, they can be used to provide a quick estimation of the fraction of the phase space volume occupied by ordered or chaotic orbits, at many different energy levels. This information is needed, when one wishes to construct self-consistent models, in which many different orbits must be combined.

We shall test our new dynamical spectra in the potential

\[ V_{\text{tot}}(x, y, z) = V_{\text{har}}(x, y, z) + V_{\text{nuc}}(x, y, z), \]  

(3)

where

\[ V_{\text{har}}(x, y, z) = \frac{\omega^2}{2} (x^2 + ay^2 + bz^2) \]  

(4)

and

\[ V_{\text{nuc}}(x, y, z) = -\frac{M_n}{\sqrt{x^2 + y^2 + z^2 + c_n^2}}. \]  

(5)

Here \( a \) and \( b \) are the flattening parameters, \( M_n \) and \( c_n \) is the mass and the scale length of the nucleus respectively, while the parameter \( \omega \) is used for the consistency of the galactic units. We use a system of galactic units, where the unit of mass is \( 2.325 \times 10^7 \, M_\odot \), the unit of length is 1 kpc and the unit of time is \( 0.997748 \times 10^8 \) yr. The velocity unit is 10 km/s, while \( G \) is equal to unity. In the above units we use the values: \( \omega = 10 \, \text{km s}^{-1}\text{kpc}^{-1}, a = 4, b = 1.25, M_n = 50, \) while \( c_n = 0.25. \) The 3D gravitational potential \( V_{\text{tot}} \) describes satisfactorily the central parts of an elliptical galaxy and consists of two parts: the first part, that is \( V_{\text{har}} \) is the potential of a 3D anisotropic harmonic oscillator, derived from Taylor expansion of the logarithmic potential, while the second part, \( V_{\text{nuc}}, \) is a Plummer potential of a spherical nucleus. This particular dynamical system has been studied in detail in [38] (hereafter Paper I). The main reason which justifies the choice of the potential (3) is that it displays a large variety of resonant orbits, different chaotic components and also several sticky regions. Therefore, it provide us an excellent opportunity in order to test and also reveal the great efficiency of our new dynamical parameters.

The Hamiltonian corresponds to the potential (3) is

\[ H = \frac{1}{2} (p_x^2 + p_y^2 + p_z^2) + V_{\text{tot}}(x, y, z) = h, \]  

(6)

where \( p_x, p_y \) and \( p_z \) are the momenta per unit mass conjugate to \( x, y \) and \( z \) respectively, while \( h \) is the numerical value of the Hamiltonian. All the outcomes of the present research, are based on the numerical integration of the equations of motion

\[ \dot{x} = -\frac{\partial V_{\text{tot}}}{\partial x} = -\left[ \frac{\omega^2}{(x^2 + y^2 + z^2 + c_n^2)^{3/2}} M_n \right] x, \]  

\[ \dot{y} = -\frac{\partial V_{\text{tot}}}{\partial y} = -\left[ \frac{\omega^2}{(x^2 + y^2 + z^2 + c_n^2)^{3/2}} M_n \right] y, \]  

\[ \dot{z} = -\frac{\partial V_{\text{tot}}}{\partial z} = -\left[ \frac{\omega^2}{(x^2 + y^2 + z^2 + c_n^2)^{3/2}} M_n \right] z. \]  

(7)

where the dot indicates derivative with respect to the time. We integrated the equations of motion with a double precision Runge-Kutta algorithm of 7 - 8\textsuperscript{th} order (RK78), in Fortran 77 [31]. The accuracy of the outcomes, was checked by constancy of the energy integral (6), which was conserved up to the fifteenth significant figure.

Our aim is to test and explore the properties and also the advantages of our new dynamical spectra. The \( S(y) \) spectrum will be applied in the dynamical system of two degrees of freedom (2D), while for the dynamical system of three degrees of freedom (3D), described by the Hamiltonian (6), will shall use the \( S(w) \) spectrum. The layout of this article is as follows: In Section 2, we present an analysis of the phase plane of the 2D Hamiltonian system. Furthermore, we apply the \( S(y) \) dynamical spectrum in order to study the various resonant orbits and the different chaotic components. In the same Section, the evolution of the 2D sticky orbits is investigated using the \( S(y) \) dynamical spectrum. In Section 3, we investigate the properties of the 3D Hamiltonian system, using the new \( S(w) \) dynamical spectrum. Once more, we test and prove the efficiency of our new indicator by studying the 3D resonant orbits, the different chaotic components and also the sticky regions. Finally, we close with Section 4 in which we present a discussion and the conclusions of the present research.

2 Application of the \( S(y) \) dynamical spectrum in the 2D Hamiltonian system

In this Section, we shall study the nature of orbits in the 2D dynamical model, using the \( S(y) \) spectrum. The corresponding Hamiltonian for the 2D system \((z = p_z = 0)\) is

\[ H_2 = \frac{1}{2} (p_x^2 + p_y^2) + V_{\text{tot}}(x, y) = h_2, \]  

(8)
where $h_2$ is the numerical value of 2D Hamiltonian.

Figure 1 shows the $(x, p_x)$, $y = 0$, $p_y > 0$ Poincaré phase plane for the Hamiltonian (8) when $h_2 = 1.5$. The values of the involved parameters are: $\omega = 10, a = 4, M_n = 50$ and $c_n = 0.25$. We observe, that the phase plane shown in Fig. 1 is very interesting and complicated. There is a plethora of sets of islands of invariant curves which correspond to resonant orbits of lower and higher multiplicity. Moreover, we discern the presence of several different chaotic components and also considerable sticky regions, embedded in the unified chaotic domain. These interesting features of the phase plane will help us to test, verify and eventually prove the efficiency and the reliability of the new dynamical spectrum.

It is therefore evident from Fig. 1, that this dynamical system presents a large variety of resonant orbits, which correspond to sets of multiple islands of invariant curves in the $(x, p_x)$ phase plane. Figure 2a-h shows eight representative periodic orbits for the 2D system. The values of all the other parameters are as in Fig. 1. Figure 2a shows a periodic orbit characteristic of the 1:1 resonance with initial conditions $x_0 = 0.2943$ and $p_{x0} = 0$. For all 2D orbits $y_0 = 0$, while the value of $p_{y0}$ is always found from the energy integral (8). In Figure 2b one may observe a 1:2 periodic orbit with initial conditions $x_0 = 0.548$ and $p_{x0} = 10.8$. Figure 2c depicts a 2:3 resonant periodic orbit with initial conditions $x_0 = 0$ and $p_{x0} = 13.07$. Moreover, in Figure 2d we can see a periodic orbit of the 3:4 resonance. The initial conditions are $x_0 = 0.097$ and $p_{x0} = 7.7$. Figure 2e presents a 3:5 resonant periodic orbit with initial conditions $x_0 = 0.889$ and $p_{x0} = 0$. Similarly, in Figure 2f a 4:5 resonant periodic orbit is presented. The initial conditions are $x_0 = 0$ and $p_{x0} = 4.675$. In Figure 2g we observe a complicated resonant periodic orbit with initial conditions $x_0 = 0.667$ and $p_{x0} = 0$, which belongs to the family of the 5:7 resonance. Finally, a periodic orbit of the 5:8 resonance is presented in Figure 2h. The initial conditions are $x_0 = 0.803$ and $p_{x0} = 2.03$. The integration time for all orbits shown in Fig. 2a-h is 100 time units. It is remarkable, that all the above resonant families of orbits exist simultaneously in this 2D Hamiltonian system. The interaction of all these resonances, justifies the presence of the different sticky regions and also the different chaotic components displayed in the phase plane of Fig. 1.

In Figure 3a we present with different colors the most significant sets of islands of invariant curves in the $(x, p_x)$ phase plane. These islands of invariant curves correspond to different types of families of resonant orbits. The large central island is marked in black and corresponds to the 1:1 resonance. The initial conditions are $x_0 = 0.15$ and $p_{x0} = 0$. The islands of invariant curves corresponding to the 1:2 resonance are red and the initial conditions are $x_0 = 0.5$ and $p_{x0} = 12.25$. The islands of invariant curves which correspond to the 2:3 resonance are colored in green. The initial conditions are $x_0 = 0$ and $p_{x0} = 14.6$. Moreover, the 3:4 resonant islands with initial conditions $x_0 = 0.1$ and $p_{x0} = 8.5$ are plotted in blue. The set of islands of invariant curves which corresponds to the 3:5 resonance is marked in yellow. The initial conditions are $x_0 = 0.909$ and $p_{x0} = 0$. The islands of invariant curves produced by the 4:5 resonance are depicted with magenta color and the initial conditions are $x_0 = 0$ and $p_{x0} = 4.021$. The set of islands of invariant curves corresponding to 5:7 resonance is orange. The initial conditions are $x_0 = 0.657$ and $p_{x0} = 0$. Last but not least, the islands of invariant curves produced by the 5:8 resonance are plotted in brown and the initial conditions are $x_0 = 0.802$ and $p_{x0} = 1.44$. The outermost black solid line shown in Fig. 3a is the Zero Velocity Curve (ZVC). The integration time for all the sets of invariant curves shown in Fig. 3a is 2000 time units. The three different chaotic components together with the unified chaotic sea are shown in Figure 3b. The first chaotic component (CC-1) has initial conditions $x_0 = -0.82$ and $p_{x0} = 0$, the second (CC-2) $x_0 = -0.86$ and $p_{x0} = 0$, while the initial conditions for the third chaotic component (CC-3) are $x_0 = -1$ and $p_{x0} = 0$. Here, we notice that the third chaotic component coincides with the ZVC. All the chaotic components and the chaotic sea presented in Fig. 3b were integrated for 2000 time units. The equation of the limiting curve - ZVC (that it the curve containing all the invariant curves of the 2D system) is

$$\frac{1}{2}p_x^2 + V_{tot}(x) = h_2.$$  \hspace{1cm} (9)
Fig. 2 (a-h): Different types of resonant periodic orbits in the 2D dynamical system. The initial conditions and the values of all the involved parameters are given in the text.
In an earlier work [39] (hereafter Paper II) we introduced and used a new dynamical parameter the $S(g)$ spectrum, in order to study the islandic motion of resonant orbits and the evolution of sticky regions. The $S(g)$ spectrum was applied in a axially symmetric galactic model in the meridian $(r, z)$ plane. However, it is easy enough to modify its definition in order to make the $S(g)$ spectrum applicable in Cartesian coordinates $(x, y)$. Thus, we define the dynamical parameter $g$ as

$$g_i = \frac{x_i + p_{xi} - x_ip_{xi}}{p_{yi}},$$  

where $(x_i, p_{xi}, p_{yi})$ are the successive values of the $(x, p_x, p_y)$ elements of the 2D orbit on the Poincaré $(x, p_x)$, $y = 0$, $p_y > 0$ phase plane. We shall define the dynamical spectrum of the parameter $g$, through its distribution function

$$S(g) = \frac{\Delta N(g)}{N \Delta g},$$

where $\Delta N(g)$ are the number of the parameters $g$ in the interval $(g, g + \Delta g)$, after $N$ iterations. By definition, the $g$ parameter is based on a combination of the coordinates and the velocities of the 2D orbit. It is very interesting to test the effectiveness of the $S(g)$ spectrum in the present dynamical system and find out if it has the ability to identify all the different types of resonant orbits. Moreover, it would be extremely beneficial, if it could distinguish the different chaotic components and also if it is sensitive enough in order to provide reliable results regarding the evolution of the 2D sticky orbits.

First we shall apply the $S(g)$ dynamical spectrum, in order to identify the different types of resonant orbits which correspond to the sets of islands of invariant curves shown in Fig. 3a. The left side of Figure 4a-h shows the $S(g)$ spectrums for the resonant orbits, while the right side of the same figure presents the corresponding islands of invariant curves in the $(x, p_x)$ phase plane. Figure 4a shows the $S(g)$ spectrum for the 1:1 resonant orbit with initial conditions as in Fig. 3a. As expected, one can observe a well defined “U-shaped” structure with two abrupt peaks in the two extreme opposite values of $g$, indicating regular motion. The corresponding island is shown in Figure 4b, “U-shaped” spectra are characteristic of quasi-periodic orbits with initial conditions very close to the stable fixed points [37]. The existence of these abrupt peaks can be explained theoretically. In fact such peaks are infinities [13,28]. These infinities have to be distinguished from local smooth maxima, which may be present in some spectra. The outermost black solid line shown in Fig. 4b is the ZVC. Figure 4c depicts the $S(g)$ spectrum for the 1:2 resonant orbit with initial conditions as in Fig. 3a, while in Figure 4d we see the two islands of invariant curves in the $(x, p_x)$ phase plane. In Figure 4e we present the $S(g)$ spectrum for the 2:3 resonant orbit of Fig. 3a. In this case, we observe three well defined $U$ type structures, as much is the number of islands of invariant curves shown in Figure 4f. Moreover, looking more carefully we see that the left and the right spectra are exactly symmetrical about the $g = 0$ axis, while the central spectrum lies on both sides of this axis. This indicates that two of the islands of invariant curves are symmetrical about the $p_x$ axis, while the third intersects the $p_x$ axis. In other words, we have the case of a quasi-periodic orbit, with a starting point on the $p_x$ axis. Figure 4g and 4h are similar to Fig. 4e and 4f but for the 3:4 resonant orbit of Fig. 3a producing four islands of invariant curves.

Figure 5a illustrates the $S(g)$ spectrum for the 3:5 resonant orbit of Fig. 3a, while in Figure 5b the corresponding islands of invariant curves are presented. Similarly, in Figure 5c we see the $S(g)$ spectrum for the 4:5 resonant orbit of Fig. 3a and in Figure 5d the five islands of invariant curves in the $(x, p_x)$ phase plane. Furthermore, Figure 5e depicts the $S(g)$ dynamical spec-
Fig. 4 (a-h): (left pattern): The $S(g)$ dynamical spectrum for the different types of resonant orbits and (right pattern) the corresponding sets of islands of invariant curves in the $(x, p_x)$ phase plane.
Fig. 5 (a-h): (left pattern): The $S(g)$ dynamical spectrum for the different types of resonant orbits and (right pattern) the corresponding sets of islands of invariant curves in the $(x,p_x)$ phase plane.
Fig. 6 (a-h): (left pattern): The $S(g)$ dynamical spectrum for the different chaotic components and the unified chaotic sea and (right pattern) the corresponding chaotic components and the unified chaotic sea in the $(x,p_x)$ phase plane.
trum for the 5:7 resonant orbit of Fig. 3a, while in Figure 5f we see the set of seven small islands of invariant curves. Finally, in Figure 5g one may observe the structure of the $S(g)$ spectrum for the 5:8 resonant orbit with initial conditions as in Fig. 3a. The corresponding set of the eight small islands is given in Figure 5h. For all the $S(g)$ spectrums presented in Figs. 4 an 5 the initial conditions are as in Fig. 3a, while the integration time equal to 5000 time units. From the above results, we may conclude that the $S(g)$ spectrum has the ability to identify every type of resonant orbit, since it produces always as many $U$ type structures as much as the total number of islands of invariant curves in the $(x, p_x)$ phase plane. Moreover, it provides fast and very reliable results not only for simple resonant 2D orbits, but also for complicated resonant orbits of higher multiplicity which correspond to sets of multiple islands of invariant curves.

Our next step, is to deploy the $S(g)$ spectrum in order to identify the several chaotic components of the 2D dynamical system. Figure 6a shows the $S(g)$ spectrum for the first chaotic component (CC-1). We observe a complicated, highly asymmetric structure, with a lot of large, small and abrupt peaks, indicating chaotic motion. The first chaotic component (CC-1) inside the ZVC is shown in Figure 6b. Similarly, Figure 6c depicts the $S(g)$ spectrum for the second chaotic component (CC-2), while CC-2 is presented in Figure 6d. Moreover, Figure 6e depicts the $S(g)$ dynamical spectrum for the third chaotic component (CC-3), while CC-3 is presented in Figure 6f. In Figure 6g one may observe the $S(g)$ spectrum for the unified chaotic sea which is shown in Figure 6h. Here, we must point out that Figs. 6a, 6c, 6e and 6g reveal the sensitivity of the $S(g)$ spectrum. It is obvious that the structure shown in Fig. 6g is quite different from those shown in Figs. 6a, 6c and 6e. In other words, the $S(g)$ spectrum is sensitive enough allowing us to know whether an orbit corresponds to a chaotic sea or a chaotic component. The initial conditions for the $S(g)$ spectra corresponding to the chaotic components and the chaotic sea, shown in Fig. 6 are as in Fig. 3b, while the integration time is equal to 5000 time units.

Our final step, is to verify if the $S(g)$ spectrum can provide reliable results regarding the evolution of 2D sticky orbits. Figure 7a shows the $S(g)$ spectrum of a 2:3 resonant 2D orbit producing three islands of invariant curves. The initial conditions are $x_0 = 0, y_0 = 0, p_{x0} = 14.6$, while the value of $p_{y0}$ is always found from the energy integral (8). The values of all other parameters are as in Fig. 1. Here, we observe three well defined U type spectra, indicating regular motion. Note, that the number of spectra is equal to the number of islands. Figure 7b shows the $S(g)$ spectrum of an orbit starting near the above regular orbit. The initial conditions are $x_0 = 0, y_0 = 0, p_{x0} = 10.5$. Here, we observe three different spectra with a lot of large and small peaks. This indicates that we have a sticky orbit and the sticky region is composed of three sticky islands. The sticky period is about $T = 740$ time units. Figure 7c shows the spectrum of the same orbit, when $T = 790$ time units. Here, the three spectra have joined in order to produce a unified structure. This indicates, that after the sticky period the test particle has gone to the chaotic sea. In Figure 7d we can see the $S(g)$ spectrum of the orbit when $T = 5000$ time units. Here, we observe a spectrum of a highly chaotic orbit with a lot of small, large, asymmetric and abrupt peaks. Note that, the sticky period obtained from the $S(g)$ spectrum is very close to the sticky period obtained by the $S(c)$ spectrum in Paper II (see for more details in Fig. 3 in Paper II).

Let us now follow the time evolution of another 2D sticky orbit using the $S(g)$ spectrum. Figure 8a shows the $S(g)$ spectrum of a 3:4 resonant 2D orbit producing four islands of invariant curves. The initial conditions are $x_0 = 0.1, y_0 = 0, p_{x0} = 8.5$, while the value of $p_{y0}$ is always found always from the energy integral (8). The values of all other parameters are as in Fig. 1. Here, we observe four well defined U type spectra, indicating regular motion. Note, that the number of spectra is once more equal to the total number of islands. Figure 8b shows the $S(g)$ spectrum of an orbit starting near the above regular orbit. The initial conditions are $x_0 = 0.1, y_0 = 0, p_{x0} = 7.45$. Here, we observe four different spectra with a lot of large and small peaks. This indicates that we have a sticky orbit and the sticky region is composed of four sticky islands. The sticky period is about $T = 950$ time units. Figure 8c shows the spectrum of the same orbit, when $T = 1000$ time units. Here, the four spectra have joined in order to produce a unified structure. This indicates, that after the sticky period the test particle has left completely from the sticky region and moved to the chaotic sea. In Figure 8d we can see the $S(g)$ spectrum of the same orbit when $T = 5000$ time units. Here, we observe a highly chaotic spectrum with a lot of small, large, asymmetric and abrupt peaks. Therefore, it is evident that the $S(g)$ spectrum can be deployed in order to calculate the sticky period of a 2D sticky orbit and also to follow its time evolution towards the chaotic sea.

So far, we have seen that the $S(g)$ dynamical spectrum can provide very reliable results when we study the character of the orbits in a 2D Hamiltonian system. It has the ability to identify complicated resonant orbits, different chaotic components and also the evolution of sticky orbits. However, all the above results ob-
Fig. 7 (a-d): (a-upper left): The $S(g)$ dynamical spectrum of a 2:3 resonant quasi-periodic 2D orbit and (b-d): the time evolution of the $S(g)$ spectrum for a nearby sticky orbit. See the text for details.

Fig. 8 (a-d): (a-upper left): The $S(g)$ dynamical spectrum of a 3:4 resonant quasi-periodic 2D orbit and (b-d): the time evolution of the $S(g)$ spectrum for a nearby sticky orbit. See the text for details.
tained from the $S(g)$ are qualitative. Therefore, we must inspect each time the shape of the spectrum’s structure by eye, in order to characterize a 2D orbit. Obviously, this is not very practical when someone wants to check a large number of orbits, so as to form an idea about the global structure of the phase plane of a dynamical system. Thus, we need to establish a criterion, in order to quantify the results given by the $S(g)$ spectrum. This criterion can be derived by looking the structure of the spectra shown in Figs. 4, 5, 6, 7 and 8. One may observe, that when the orbit is regular the maximum value of $S(g)$, that is $S(g)_{\text{max}}$, is high ($S(g)_{\text{max}} \geq 7$). On the contrary, when the orbit is chaotic $S(g)_{\text{max}}$ is significantly smaller ($S(g)_{\text{max}} \leq 3$). By testing a large number of orbits (approximately 1000), we conclude that when $S(g)_{\text{max}} \geq 2.5$ the orbit is regular, while when $S(g)_{\text{max}} < 2.5$ the orbit is chaotic. By using the above criterion for initial conditions $(x_0, p_x)$ on the entire phase plane of Fig. 1 and giving to each initial condition a color according to the value of the $S(g)_{\text{max}}$, we can have a clear picture of the regions where chaotic or ordered motion occurs. The outcome of this procedure for the 2D dynamical system (8), using a dense grid of initial conditions on the phase plane, is presented in Figure 9. Thus, in Fig. 9 we clearly distinguish between green regions, where the motion is ordered and red regions, where it is chaotic. The outermost black solid line is the Zero Velocity Curve (ZVC). It is worth mentioning that in Fig. 9 we can observe small islands of stability inside the large unified chaotic sea, which are not visible in the detailed phase plane of Fig. 1. Although each orbit in Fig. 9 was computed for only 1000 time units, this time interval was sufficient for the clear revelation of small ordered regions inside the chaotic sea. For a grid of about $6 \times 10^4$ equally spaced initial conditions $(x_0, p_x)$, we need about 7 hours of CPU time on a Pentium Dual-Core 2.2GHz PC, in order to construct the grid presented in Fig. 9.

3 Application of the $S(w)$ dynamical spectrum in the 3D Hamiltonian system

In this Section, we shall present results regarding the character of motion in the 3D dynamical system. For this purpose we use the 3D Hamiltonian (6) and take $h = h_2$, that is the value of energy is equal to that of the 2D system. Now, we can use the results obtained from the 2D system, in order to investigate the motion in the 3D system. What we do is to consider orbits with a starting a point on the $(x, p_x)$ phase plane with an additional value of $z = z_0$ and follow the evolution of the 3D orbits.

Figure 10a-h presents eight typical resonant periodic orbits in the 3D system. In all resonant orbits the values of the initial conditions $(x_0, p_x)$ are the same as in the corresponding 2D orbits, discussed in Fig. 2a-h. For all 3D orbits $y_0 = p_y = 0$, the value of $p_y$ is always found from the energy integral (6), while the initial value of $z_0$ is equal to 0.005. Note, that all orbits shown in Fig. 10a-h stay very close to the galactic plane, due to the small initial value of $z_0$. Nevertheless, we observe that even for a small value of $z_0$ the large variety of resonant orbits we studied in the 2D system in the previous Section, still exists also in the 3D dynamical system. The integration time for all 3D orbits shown in Fig. 10a-h is 100 time units.

A basic problem in Hamiltonian systems of three degrees of freedom is the visualization of the 4D surfaces of section. Let us assume the phase space of an autonomous Hamiltonian system, that has 6 dimensions, e.g. in Cartesian coordinates, $(x, y, z, \dot{x}, \dot{y}, \dot{z})$. For a given value of the Hamiltonian a trajectory lies on a 5D manifold. In this manifold the surface of section is 4D. This does not allow us to visualize it directly. Several methods have been applied to overcome this problem in the past and we summarize them below.

The structure of the 4D space phase space was examined for the first time in the pioneer work of Froeschlé [14,15]. In that work, he used stereoscopic views and the method of slices in order to understand and interpret the structure of the tori, that appeared at the neighborhood of stable periodic orbits. Similar methods have also been applied for studying the 3D projections of invariant tori in the 4D surface of section or in the phase space of a 4D symplectic map [8,24,25]. The 2D projections of such invariant tori have been examined on various 2D planes in detail [33,34]. In the present work,
Fig. 10 (a-h): Typical resonant periodic orbits in the 3D system. The initial conditions for all the orbits and additional details are provided in the text.
we shall use the method proposed by Patsis & Zachilas [27]. In this method, we first define the surface of section that we will use, e.g. \( y = 0 \) with \( p_y > 0 \). Then, we select a 3D subspace projection e.g. \((x, p_x, z)\) of the \((x, p_x, z, p_z)\) 4D phase space. If the 3D projection is a well formed 3D invariant torus then the initial conditions correspond to a regular orbit. On the other hand, if instead of a well defined torus, we observe a vague cloud structure in the \((x, p_x, z)\) projection, then the corresponding 3D orbit is chaotic.

Another interesting approach is the method introduced by Pfenniger [29]. This method has been used by several researchers in the past [4,32]. We take sections in the plane \( y = 0 \), \( p_y > 0 \) of 3D orbits, whose initial conditions differ from the plane parent periodic orbits only by the \( z \) component. The set of the resulting 4-dimensional points in \((x, p_x, z, p_z)\) phase space are projected on the \((z, p_z)\) plane. If the projected points lie on a well defined curve, lets call it an “invariant curve”, then the motion is regular, while if not, the motion is chaotic. The projected points on the \((z, p_z)\) plane show nearly invariant curves around the periodic points at \( z = 0, p_z = 0 \) as long as the coupling is weak. When the coupling is stronger the corresponding projections in \((z, p_z)\) plane display increasing departure of the plane periodic point, up to making a direct orbit a retrograde one and vise versa. Here, we must define what one means by direct and retrograde 3D orbit. If the parameter is based on a combination of the \( x,p \) elements of the 3D orbit drop, as much is the number of 3D islands of invariant tori shown in Figure 11f. Figure 11g and 11h are similar to Fig. 11e and 11f but for the 3:4 resonant 3D orbit with initial conditions \((x_0, p_{z0})\) as in Fig. 3a producing four 3D islands of invariant tori. Similarly, Figure 12a illustrates the \( S(w) \) spectrum for the 3:5 resonant 3D orbit with initial conditions \((x_0, p_{z0})\) as in Fig. 3a, while in Figure 12b the corresponding five 3D islands of invariant tori are presented. In Figure 12c we see the \( S(w) \) spectrum for the 4:5 resonant 3D orbit with initial conditions \((x_0, p_{z0})\) as in Fig. 3a, and in Figure 12d the five 3D islands of invariant tori in the \((x, p_z, z)\) phase subspace. Furthermore, Figure 12e depicts the \( S(w) \) dynamical spectrum for the 5:7 resonant 3D orbit with initial conditions \((x_0, p_{z0})\) as in Fig. 3a, while in Figure 12f we see the set of seven small 3D islands of invariant tori. Finally, in Figure 12g one may observe the structure of the \( S(w) \) spectrum for the 5:8 resonant 3D orbit with initial conditions \((x_0, p_{z0})\) as in Fig. 3a. The corresponding set of eight 3D invariant tori is given in Figure 12h.

For all the \( S(w) \) spectrums presented in Figs. 11 and 12 the initial conditions \((x_0, p_{z0})\) are as in Fig. 3a, \( y_0 = p_{z0} = 0 \), the value of \( p_{y0} \) was found always from the energy integral (6), while the initial value of \( z_0 \) is 0.005. The integration time for the \( S(w) \) spectra shown in Figs. 11 and 12 is 5000 time units, while for the 3D invariant tori is equal to \( 2 \times 10^4 \) time units. From the above results, we may conclude that the \( S(w) \) spectrum has the ability to identify every type of resonant 3D orbit, since it produces always as many \( U \) type structures.
Fig. 11 (a-h): (left pattern): The $S(w)$ dynamical spectrum for different types of resonant 3D orbits and (right pattern) the corresponding 3D islands of invariant tori in the $(x,p_x,z)$ phase subspace.
Fig. 12 (a-h): (left pattern) The $S(w)$ dynamical spectrum for different types of resonant 3D orbits and (right pattern) the corresponding 3D islands of invariant tori in the $(x,p_x,z)$ phase subspace.
Fig. 13 (a-h): (left pattern): The $S(w)$ dynamical spectrum for the different chaotic components and the chaotic sea and (right pattern) the corresponding $(x,p_x,z)$ projections on the phase subspace.
as much as the total number of 3D islands of invariant tori in the \((x, p_x, z)\) phase subspace. Moreover, it provides fast and very reliable results not only for simple resonant 3D orbits, but also for complicated resonant orbits of higher multiplicity which correspond to sets of multiple 3D islands of invariant tori.

In Paper I, we have shown that the different chaotic components in the 3D dynamical system do not merge in order to form a unified chaotic component but instead they continue to exist separately for time intervals much larger than the age of the Universe. Therefore, our next step would be to deploy the \(S(w)\) spectrum in order to identify the several chaotic components of the 3D dynamical system. Figure 13a shows the \(S(w)\) spectrum for the first chaotic component (CC-1). We observe a complicated, highly asymmetric structure, with a lot of large, small and abrupt peaks, indicating chaotic motion. The 3D toroidal structure of the first chaotic component (CC-1) is shown in Figure 13b. Similarly, Figure 13c depicts the \(S(w)\) spectrum for the second chaotic component (CC-2), while the 3D toroidal structure of CC-2 is presented in Figure 13d. Moreover, Figure 13e depicts the \(S(w)\) dynamical spectrum for the third chaotic component (CC-3), while the 3D toroidal structure of CC-3 is presented in Figure 13f. In Figure 13g one may observe the \(S(w)\) spectrum for the unified chaotic sea. Things are quite different in the \((x, p_x, z)\) projection shown in Figure 13h. Here, instead of a well defined toroidal structure, we observe a vague cloudy structure of random 3D points. This cloudy structure indicates that the corresponding 3D orbit is highly chaotic. Here, we must point out that Figs. 13a, 13c, 13e and 13g reveal the sensitivity of the \(S(w)\) spectrum. It is obvious that the structure of the \(S(w)\) spectrum shown in Fig. 13g is quite different from those shown in Figs. 13a, 13c and 13e. In other words, the \(S(w)\) spectrum is sensitive enough allowing us to know whether an 3D orbit corresponds to a chaotic sea or a chaotic component. The initial conditions \((x_0, p_{x0})\) for the \(S(w)\) spectra corresponding to the chaotic components and the chaotic sea, shown in Fig. 13 are as in Fig. 3b, while the initial value of \(z_0\) is 0.01. The integration time for the \(S(w)\) spectra shown in Fig. 13 is 5000 time units, while for the 3D \((x, p_x, z)\) projections is equal to \(5 \times 10^4\) time units.

Our final step, is to verify if the \(S(w)\) spectrum can provide reliable results regarding the evolution of 3D sticky orbits. Extensive numerical calculations indicate that unfortunately, the \(S(w)\) dynamical spectrum is not sensitive enough in order to provide reliable results about the evolution of 3D sticky orbits. This fact led us in Paper I, to introduce the \(S(k)\) spectrum for the study of the 3D sticky motion. The \(S(k)\) dynamical spectrum is a modified version of the \(S(w)\) spectrum and it was designed especially for the exploration of the 3D sticky motion. Chaotic orbits can be very important in the self-consistency of a dynamical model, especially those being sticky to stable resonant structures for long time intervals (i.e \(t > 100\) time units). These sticky orbits appear at the boundaries of transition from an island of stability to the surrounding chaotic zone.

So far, we have seen that the \(S(w)\) dynamical spectrum can provide very reliable results when we study the character of the orbits in a 3D Hamiltonian system. It has the ability to identify complicated resonant 3D orbits and different chaotic components but it can not be applied in order to study the evolution of 3D sticky orbits. However, all the above results obtained from the \(S(w)\) are qualitative. Therefore, we must check each time the shape of the spectrum’s structure by eye, in order to characterize a 3D orbit. Thus, as we did in the previous section for the \(S(g)\) spectrum, we need to establish a numerical criterion, in order to quantify the results provided by the \(S(w)\) spectrum. Once more, this criterion can be derived by looking the structure of the spectra shown in Figs. 11, 12 and 13. One may observe, that when the orbit is regular the maximum value of \(S(w)\), that is \(S(w)_{\max}\), is high \((S(w)_{\max} \geq 7)\). On the contrary, when the orbit is chaotic \(S(w)_{\max}\) is significantly smaller \((S(w)_{\max} \leq 3)\). By testing a large number of 3D orbits (approximately 1000), we conclude that when \(S(w)_{\max} \geq 3.5\) the corresponding 3D orbit is regular, while when \(S(w)_{\max} < 3.5\) the 3D orbit is chaotic. By using the above criterion for 3D orbits with initial conditions \((x_0, p_{x0})\) on the entire phase plane of Fig. 1 with an initial value \(z_0 = 0.007\) and giving to each initial condition a color according to the value of

Fig. 14 A grid of initial conditions \((x_0, p_{x0})\) when \(z_0 = 0.007\) constructed using the \(S(w)\) spectrum. Inside the green regions the 3D motion is ordered, while inside the red regions the 3D motion is chaotic. The outermost black solid line defines the equation \(f(x, p_x; z_0) = h\). (Color figure online)
the $S(w)_{\text{max}}$, we can have a clear picture of the regions where chaotic or ordered 3D motion occurs. The result of this procedure for the 3D dynamical system (6), using a dense grid of initial conditions $(x_0, p_{x0}, z_0 = 0.007)$, is presented in Figure 14. Thus, in Fig. 14 we clearly distinguish between green regions, where the motion is ordered and red regions, where it is chaotic. The outermost black solid line defines the equation

$$f (x, p_{x}; z_0) = \frac{1}{2}p_{x}^{2} + V_{\text{tot}}(x; z_0) = h.$$ (14)

Although each 3D orbit in Fig. 14 was computed for only 1000 time units, this time interval was sufficient enough for the clear revelation of the dynamical structure of the 3D phase subspace, when $z = 0.007$. The structure of the grid shown in Fig. 14 has a major difference from the grid shown in Fig. 9 corresponding to the 2D model. We observe in Fig. 14 that the two large central regions of stability shown in Fig. 9, which correspond to the 1:1 resonant orbits now have disappeared in the 3D system. This was expected because as we have shown in Paper I, 3D orbits with initial conditions $(x_0, p_{x0})$ inside these islands remain regular only when $z_0 \leq 0.0065$. For all permissible larger initial values of $z_0$ the 3D orbits become chaotic. In Fig. 14 the initial value of $z_0$ is 0.007. Thus, we verified not only the effectiveness but also the reliability of the $S(w)$ spectrum. For a grid of about $6 \times 10^4$ equally spaced initial conditions $(x_0, p_{x0}, z_0 = 0.007)$, we need about 7.5 hours of CPU time on a Pentium Dual-Core 2.2GHz PC, in order to construct the grid presented in Fig. 14.

4 Discussion and conclusions

In the present paper, we applied two different types of dynamical spectra in order to study the properties of motion in Hamiltonian systems of two (2D) and three (3D) degrees of freedom. Our main objective, was to test, verify and prove the effectiveness and also the reliability of these new indicators. For our tests, we chose the dynamical system described by the Hamiltonian (6). Our choice can be justified due to the fact that this potential displays a large variety of resonant orbits, different chaotic components and also several sticky regions in both 2D and 3D systems. Therefore, it provide us an excellent opportunity to test and also reveal the great efficiency of our new dynamical parameters.

For the Hamiltonian system of two degrees of freedom (2D), we used the $S(g)$ dynamical spectrum. The main conclusions of our numerical calculations in the 2D system can be summarized as following:

1. The $S(g)$ dynamical spectrum has the ability to identify any type of complicated resonant 2D orbits, as it produces as many $U$-shaped structures as the total number of the islands of invariant curves in the $(x, p_x)$ phase plane. Moreover, the numerical outcomes indicate that the $S(g)$ spectrum can identify islandic motion corresponding to higher multiplicity orbits which produce sets of several islands of invariant curves in the phase plane, no matter how tiny these islands are.

2. In a 2D dynamical system where different chaotic components do exist, the $S(g)$ dynamical spectrum is an excellent indicator in order to distinguish between chaotic components and unified chaotic domains. In particular, the structure of the $S(g)$ spectrum corresponding to a chaotic component has many differences from the structure of the $S(g)$ spectrum of a highly chaotic orbit. Therefore, the $S(g)$ spectrum is sensitive enough regarding the chaoticity of a 2D orbit.

3. One more advantage of the $S(g)$ spectrum, is that it can be deployed in order to calculate the sticky period of a 2D sticky orbit and also to follow its time evolution toward the chaotic sea. In the transition regions from ordered to chaotic motion, the pattern of the $S(g)$ spectrum has a small number of abrupt peaks near stable periodic orbits. However, it develops a large number of peaks near the KAM boundaries separating them from the surrounding unified chaotic domain. The $S(g)$ spectra of chaotic orbits near, but outside the KAM boundaries have also a large number of peaks similar to the spectra of orbits near, but inside the same KAM boundaries (see Figs. 7 and 8).

In the case of the Hamiltonian system of three degrees of freedom (3D), we applied the $S(w)$ dynamical spectrum. Our main conclusions of the numerical experiments in the 3D system can be summarized as following:

1. The $S(w)$ dynamical spectrum has the ability to identify any type of complicated resonant 3D orbits, as it produces as many $U$-shaped structures as the total number of the islands of invariant curves in the $(x, p_x, z)$ projection of the phase subspace. Furthermore, our numerical outcomes indicate that the $S(w)$ spectrum can identify 3D islandic motion corresponding to higher multiplicity orbits which produce sets of islands of 3D invariant tori in the phase subspace, no matter how tiny these 3D islands are.

2. In a 3D dynamical system where different chaotic components still do exist, the $S(w)$ dynamical spectrum is an appropriate indicator in order to distinguish between chaotic components and unified chaotic domains. In particular, the structure of the $S(w)$ spectrum corresponding to a chaotic component has many differences from the structure of the $S(w)$ spectrum of a highly chaotic 3D orbit. Therefore, the $S(w)$ spectrum is sensitive enough regarding the chaoticity of a 3D orbit.
3. Our numerical calculations indicate that unfortunately, the \(S(w)\) dynamical spectrum is not sensitive enough in order to provide reliable results about the evolution of 3D sticky orbits. This fact led us in Paper I, to introduce the \(S(k)\) spectrum for the study of the 3D sticky motion. Here we must point out, that the \(S(k)\) spectrum is a modified version of the \(S(w)\) spectrum and it was constructed especially for the study of 3D sticky motion.

Thus, taking into account all the above findings, we conclude that the \(S(g)\) and \(S(w)\) spectrums proved to be very reliable and fast indicators which can help us to identify the character of orbits in Hamiltonian systems. Both spectrums need about 5000 time units of integration time, in order to reveal the true nature of an orbit. Moreover, the definitions of these spectrums are based on a complicated combination of the coordinates and the momenta (orbital elements), yielding more information about the structure of the orbit. Both spectrum definitions have the value of \(p_y\) in their denominators. As the value of \(p_y\) is always positive \((p_y > 0)\), while \(x, z, p_x\) and \(p_z\) can obtain positive and negative values, we can check the symmetry and locate the position of the corresponding 2D islands of invariant curves in the \((x, p_x)\) phase plane or the 3D invariant tori in the \((x, p_x, z)\) phase subspace. In addition, the fact that \(p_y\) is always positive is a great advantage because we avoid cases such as \(p_y = 0\) which would cause problems in the definitions of the \(g\) and \(w\) parameters.

At this point, it would be of particular interest to compare our new spectrums with previously used spectrums. The \(S(\alpha)\) spectrum \([37]\) has very limited ability to monitor the evolution of sticky motion. Furthermore, the \(S(\alpha)\) spectrum needs the simultaneously computation of two neighboring orbits, while our new spectrums do not have this requirement. Another weakness of the \(S(\alpha)\) spectrum is that it cannot distinguish complicated resonant orbits producing multiple sets of islands of invariant curves. This is very important because (i) the detection of sets of small islands of invariant curves is significant in order to search for higher order resonances and (ii) there are cases where we have sets of small islands of invariant curves embedded in a large and unified chaotic area. In these cases we must be able to detect the small islands of stability which exist as landmarks of ordered motion. Moreover, the \(S(c)\) spectrum \([3]\) in several cases produces less \(U\) shaped structures than the total number of the islands of invariant curves or the invariant tori. Note, the coupling of the third component \(z\), carrying all the information about the
3D motion, is hidden in the definition of the $S(c)$ spectrum. Thus, the $S(c)$ spectrum provides implicit results regarding the 3D orbits. On the other hand, using the new $S(w)$ spectrum the outcomes are explicit, since the coupling of the third component $z$ is located directly in its definition. Therefore, by introducing the new $S(g)$ and $S(w)$ dynamical spectra, we have managed to overcome all the above drawbacks of the previously used spectra.

It would be very illuminating for the reader, if we display an example comparing the structure of different kinds of dynamical spectra. We will present the dynamical spectra using chronological order. In Figure 15 a-d we observe the structure of four different spectra corresponding to a 2D orbit with initial conditions $x_0 = 0, y_0 = 0$ and $p_{y0} = 12.5$, while the initial value of $p_y$ is found from the energy integral (8). In Figure 15a we see the $S(\alpha)$ spectrum [37]. It is clear that the $S(\alpha)$ spectrum is quite simple and almost symmetrical with respect to the $\alpha = 0$ axis. It tends to become $U$-shaped, but with a lot of small peaks. Moreover, since this orbit produces three islands of invariant curves in the $(x, p_x)$ phase plane one should also expect three separate $U$-shaped structures. On the contrary, in Fig. 15a we observe that the three spectra are joined together. Figure 15b displays the output of the $S(r)$ dynamical spectrum [20]. Here, we see that the spectrum again is almost symmetrical with respect to the $r = 0$ axis. However, with a more closer look one may observe that the $U$-shaped structures shown in Fig. 15b are not very smooth. Furthermore, in some cases the total number of $U$-type structures is smaller than the corresponding number of islands of invariant curves, due to the fact that symmetric islands produce identical spectra. In order to overcome this drawback, a new type of dynamical spectrum was introduced in [3]. In Figure 15c we present the structure of the $S(c)$ spectrum. In this case, the $U$-type structures are very smooth but they are completely asymmetric with respect to the $c = 0$ axis. Indeed, the main disadvantage of the $S(c)$ spectrum is its inadequateness to reveal the relative positions of the corresponding islands of invariant curves. In addition, it does not provide reliable results when the orbit is complicated and corresponds to a set of several small islands of invariant curves. The structure of the new $S(g)$ spectrum is shown in Figure 15d. It is obvious, that here everything are as they should have been. The $U$-type structures are separate, very smooth and completely symmetrical with respect to the $g = 0$ axis. Thus, one may conclude that the $S(g)$ spectrum is a powerful tool with impressive performance, when it is applied to detect resonant orbits of higher multiplicity. The integration type for all the spectra presented in Fig. 15a-d is 5000 time units.

There are also other dynamical indicators, such as the LCE, FLI [17], SALI [35] and GALI [36], which can be used in order to characterize an orbit. The LCE is a well known dynamical indicator, but it requires vast time intervals of numerical integration of order of $10^5$ time units in order to provide reliable and conclusive results about the nature of an orbit. On the contrary, FLI, SALI and GALI need at most 500 to 1000 time units of numerical integration time, in order to reveal the true nature of an orbit in Hamiltonian systems. The above methods can not be used in order to identify complicated resonant orbits of higher multiplicity. Moreover, FLI and GALI are not very sensitive in the case of sticky motion. However the FLI method is more sensitive in the case of thin chaotic layers. Furthermore, the SALI method can provide reliable information about sticky orbits, using shorter integration time than the $S(g)$ or $S(w)$ spectrums. The main disadvantage of FLI, SALI and GALI is that these indicators need the simultaneously integration of several sets of variational equations and deviations vectors, while the $S(g)$ and $S(w)$ dynamical spectrums need only the integration of the basic equations of motion.

All the different spectral definitions used in previous studies could obtain only qualitative results regarding the nature of an orbit. Thus, every time we needed to inspect the shape of the spectrum’s structure by eye in order to characterize an orbit. In the present research we have established numerical criteria in order to quantify the results obtained from the $S(g)$ and $S(w)$ dynamical spectrums. It was shown in Figs. 9 and 14 that these numerical criteria are valid and therefore, using the $S(g)$ and $S(w)$ dynamical spectrums we can reveal the dynamical structure of the phase plane through the construction of a dense grid. In addition, the $S(k)$ spectrum is a very effective tool for the study of 3D sticky motion. Thus, it is the author’s humble opinion, that by using the triplet of $(S(g), S(w), S(k))$ dynamical spectrums, one can study and obtain very fast and reliable results, regarding the structure of Hamiltonian systems of two or three degrees of freedom. Since these new dynamical spectrums have been proved extremely accurate and reliable, they may not be amenable to further improvements and thus, we may have marked the end of an era for the dynamical spectrums of orbits in Hamiltonian systems.

**Acknowledgments**

The author would like to thank the two anonymous referees for the careful reading of the manuscript and
also for their very aptly and creative suggestions and comments which allowed us to improve the quality and the clarity of the present article.

References

1. Binney, J., Spergel, D.: Spectral stellar dynamics. Astrophys. J. 252, 308-321 (1982)
2. Binney, J., Spergel, D.: Spectral stellar dynamics. II - The action integrals. Mon. Not. R. Astron. Soc. 206, 159-177 (1984)
3. Caranicolas, N.D., Papadopoulos, N.J.: The $S(c)$ spectrum machine to visualize the motion in galaxies. Astron. Nachr. 328(6), 556-561 (2007)
4. Caranicolas, N.D., Zotos, E.E.: Chaotic orbits in a 3D galactic dynamical model with a double nucleus. Mech. Res. Commun. 36, 875-881 (2009)
5. Caranicolas, N.D., Zotos, E.E.: Using the $S(c)$ spectrum to distinguish between order and chaos in a 3D galactic potential. New Astron. 15, 427-432 (2010)
6. Caranicolas, N.D., Zotos, E.E.: Investigating the properties of motion in 3D perturbed elliptic oscillators displaying exact periodic orbits. Nonlinear Dyn. 69, 1795-1805 (2012)
7. Carpintero, D., Aguilar, L.: Orbit classification in arbitrary 2D and 3D potentials. Mon. Not. R. Astron. Soc. 298, 1-21 (1998)
8. Contopoulos, G., Magnenat, P., Martinet, L.: Invariant surfaces and orbital behavior in dynamical systems of 3 degrees of freedom II. Physica D 6, 123-136 (1982)
9. Contopoulos, G., Grousousakou, E., Voglis, N.: Invariant spectra in Hamiltonian systems. Astron. Astrophys. 304, 374-380 (1995)
10. Contopoulos, G., Voglis, N.: Spectra of stretching numbers and helicity angles in dynamical systems. Celest. Mech. Dyn. Astron. 64, 1-20 (1996)
11. Contopoulos, G., Voglis, N.: In: Buta, R., Crocker, D.A., Elmegreen, B.G. (eds.) Barred Galaxies. ASP Conf. Ser., vol. 91, p. 321 (1996)
12. Contopoulos, G., Voglis, N.: A fast method for distinguishing between ordered and chaotic orbits. Astron. Astrophys. 317, 73-81 (1997)
13. Contopoulos, G., Voglis, N., Efthymiopoulos, C., Froeschlè, C., Gonci, R., Lega, E., Dvorak, R., Lohninger, E.: Transition spectra of dynamical systems. Celest. Mech. Dyn. Astron. 67, 293-317 (1997)
14. Froeschlè, Ch.: Numerical study of dynamical systems with three degrees of freedom. Astron. Astrophys. 4, 115-128 (1970)
15. Froeschlè, Ch.: Numerical study of a four-dimensional mapping. Astron. Astrophys. 16, 172-189 (1972)
16. Froeschlè, C., Froeschlè, Ch., Lohninger, E.: Generalized Lyapunov characteristic indicators and corresponding Kolmogorov like entropy of the standard mapping. Celest. Mech. Dyn. Astron. 56, 307-314 (1993)
17. Froeschlè, Ch., Lega, E., Gonci, R.: Fast Lyapunov Indicators. Application to asteroidal motion. Celest. Mech. Dyn. Astron. 67, 41-62 (1997)
18. Hénon, M., Heiles, C.: The applicability of the third integral of motion: Some numerical experiments. Astron. J. 69, 73-79 (1964)
19. Karanis, G.I., Caranicolas, N.D.: Transition from regular motion to chaos in a logarithmic potential. Astron. Astrophys. 367, 445-448 (2001)
20. Karanis, G.I., Caranicolas, N.D.: A new dynamical spectrum for galactic potentials. Astron. Nachr. 323(1), 3-11 (2002)
21. Laskar, J., Froeschlè, C., Celleti, A.: The measure of chaos by the numerical analysis of the fundamental frequencies. Application to the standard mapping. Physica D 56, 253-269 (1992)
22. Laskar, J.: Frequency analysis for multi-dimensional systems. Global dynamics and diffusion. Physica D 67, 257-281 (1993)
23. Lichtenberg, A.J., Lieberman, M.A.: Regular and Chaotic Dynamics, Springer, Berlin (1992)
24. Magnenat, P.: Numerical study of periodic orbit properties in a dynamical system with three degrees of freedom. Celest. Mech. 28, 319-343 (1982)
25. Martinet, L., Magnenat, P.: Invariant surfaces and orbital behavior in dynamical systems with 3 degrees of freedom. Astron. Astrophys. 96, 68-77 (1981)
26. Papaphilippou, Y., Laskar, J.: Frequency map analysis and global dynamics in a galactic potential with two degrees of freedom. Astron. Astrophys. 307, 427-449 (1996)
27. Patsis, P.A., Zachilas, L.: Using color and rotation for visualizing four-dimensional Poincaré cross-sections: with applications to the orbital behavior of a three-dimensional Hamiltonian system. Int. J. Bifurc. Chaos 4, 1399-1424 (1994)
28. Patsis, P.A., Efthymiopoulos, C., Contopoulos, G., Voglis, N.: Dynamical spectra of barred galaxies. Astron. Astrophys. 326, 493-500 (1997)
29. Pfenniger, D.: The 3D dynamics of barred galaxies. Astron. Astrophys. 134, 373-386 (1984)
30. Pfenniger, D., Friedli, D.: Structure and dynamics of 3D N-body barred galaxies. Astron. Astrophys. 252, 75-93 (1991)
31. Press, W.H., Teukolsky, S.A., Vetterling, W.T., Flannery, B.P.: Numerical Recipes in FORTRAN. Cambridge University Press, Cambridge (1992)
32. Revaz, Y., Pfenniger, D.: Periodic orbits in warped disks. Astron. Astrophys. 372, 784-792 (2001)
33. Skokos, Ch.: Alignment indices: A new, simple method for determining the ordered or chaotic nature of orbits. J. Phys. A 34, 10029-10043 (2001)
34. Skokos, Ch., Contopoulos, G., Polymilis, C.: Structures in the phase space of a four dimensional symplectic map. Celest. Mech. Dyn. Astron. 65, 223-251 (1997)
35. Skokos, Ch., Contopoulos, G., Polymilis, C.: Numerical study of the phase space of a four dimensional symplectic map. In: Simó, C. (ed.) Hamiltonian Systems with Three or More Degrees of Freedom, pp. 583-587. Plenum, New York (1999)
36. Skokos, Ch., Bountis, T.C., Antonopoulos, Ch.: Geometrical properties of local dynamics in Hamiltonian systems: the Generalized Alignment Index (GALI) method. Physica D 231, 30-54 (2007)
37. Voglis, N., Contopoulos, G.: Invariant spectra of orbits in dynamical systems. J. Phys. A 27, 4899-4912 (1994)
38. Zotos, E.E.: A new dynamical parameter for the study of sticky orbits in a 3D galactic model. Balt. Astron. 20, 339-354 (2011). Paper I
39. Zotos, E.E.: A new dynamical model for the study of galactic structure. New Astron. 16, 391-401 (2011). Paper II
40. Zotos, E.E.: Disks controlling chaos in a 3D dynamical model for elliptical galaxies. Balt. Astron. 20, 77-90 (2011). Paper III