Towards highly multimode optical quantum memory for quantum repeaters
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Long-distance quantum communication through optical fibers is currently limited to a few hundreds of kilometres due to fiber losses. Quantum repeaters could extend this limit to continental distances. Most approaches to quantum repeaters require highly multimode quantum memories in order to reach high communication rates. The atomic frequency comb memory scheme can in principle achieve high temporal multimode storage, without sacrificing memory efficiency. However, previous demonstrations have been hampered by the difficulty of creating high-resolution atomic combs, which reduces the efficiency for multimode storage. In this article we present a comb preparation method that allows one to increase the multimode capacity for a fixed memory bandwidth. We apply the method to a \textsuperscript{151}Eu\textsuperscript{3+}-doped Y\textsubscript{2}SiO\textsubscript{5} crystal, in which we demonstrate storage of 100 modes for 51 \textmu s using the AFC echo scheme (a delay-line memory), and storage of 50 modes for 0.541 ms using the AFC spin-wave memory (an on-demand memory). We also briefly discuss the ultimate multimode limit imposed by the optical decoherence rate, for a fixed memory bandwidth.

Quantum communication encompasses technologies that can be used to distribute quantum states, such as entangled photons, between remote users [1]. Entangled states are resources for tasks such as quantum key distribution, quantum teleportation and distributed quantum computing. Long-distance quantum communication based on direct transmission of entangled photons is limited in distance due to unavoidable losses in the quantum channel [2–4]. For instance, even state-of-the-art fibres have a non-negligible loss of 0.16 dB/km. Quantum repeaters provide a solution to the quantum channel loss problem, which is based on entanglement distribution between local nodes and entanglement swapping, at the cost of requiring more quantum resources [5].

An attractive approach to quantum repeaters only uses linear optics for entanglement swapping and ensemble-based quantum memories as nodes. This approach was first proposed by Duan, Lukin, Cirac and Zoller (the DLCZ scheme) [6], and several improved schemes along the same lines have since then been studied (see [7] and references therein). It was realized, however, that in order to reach minimal useful rates (e.g. 1 Hz or more) using DLCZ-derived schemes, some kind of multiplexing would be required [8, 9]. The entanglement distribution rate in these schemes scales linearly with the number of modes used for multiplexing. However, this requires quantum memories that can store large number of modes, which could be encoded in time [10], frequency [11] or space [12]. All quantum memory schemes based on atomic ensembles can be used for efficient spatial multimode storage [13]. In this article we focus on multiplexing in time, so-called temporal multimode storage, where different memory schemes do not perform equally in terms of efficiency. It has been shown that the number of temporal modes \( N \) that can be stored scales differently with the available optical depth \( d \) of the ensemble [14]. For instance, using stopped light based on electromagnetically induced transparency (EIT) the scaling is \( N \sim \sqrt{d} \), while for the gradient echo memory (GEM) the scaling is \( N \sim d \). The atomic frequency comb (AFC) memory we employ here has the best scaling, being independent of the optical depth, although it depends crucially on other parameters as will be discussed below.

The AFC memory is a quantum memory scheme based on the creation of an absorption profile that has a comb structure with periodicity \( \Delta \) [15]. This can be done by frequency-selective optical pumping in inhomogeneously broadened ensembles, in particular in rare-earth-ion doped solids [16, 17]. The basic mechanism underlying the scheme is the AFC echo produced a time \( 1/\Delta \) after an incoming photon was absorbed by the comb. This AFC echo provides a delay-type quantum memory (no on-demand read out). To realize an on-demand memory one introduces a pair of control pulses in order to reversibly map the optical coherence onto a spin coherence, which is called an AFC spin-wave memory. Recently the first AFC spin-wave memories working at the single photon level with high signal-to-noise ratio were demonstrated [18–20], with storage times up to 1 ms [19, 20].

In both AFC schemes the temporal multimode storage capacity is proportional to the number of peaks in the comb [15]. Often the total AFC bandwidth is fixed, in which case the number of peaks can only be increased by decreasing the periodicity \( \Delta \), or in other words by making the basic AFC delay \( 1/\Delta \) as long as possible. Here we present an optical pumping sequence that allows one to create a high-resolution and close-to-ideal combs with many peaks, while minimizing the comb creation time. This allows us to significantly increase the multimode capacity, both for AFC echo and AFC spin-wave memory.
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experiments in our Eu$^{3+}$:Y$_2$SiO$_5$ crystal.

For all DLCZ-type quantum repeaters it is essential to be able to choose the read-out time of the memory, so-called on-demand read out, otherwise the quantum repeater does not provide any speed-up as compared to direct transmission, hence they require the full AFC spin-wave memory. However, a recently proposed quantum repeater protocol is exclusively based on a AFC echo memory and feed-forward control [11]. In terms of the AFC echo memory it requires a very long $1/\Delta$ delay time, since the delay has to be at least the same as the photon propagation time over the length of an elementary repeater link, in order for the feed-forward control to work. In Ref. [11] optimal lengths of around 100 km were considered, requiring AFC delays of around $1/\Delta = 500 \, \mu s$ for a fibre-based link. Shorter links can be used, but might not be optimal for the scheme. Using our preparation method we achieve the longest $1/\Delta$ delays reported so far, reaching $51 \, \mu s$ for 100 modes and an efficiency of 8.5% in a 0.1 % doped $^{151}$Eu$^{3+}$:Y$_2$SiO$_5$ crystal. We also briefly comment on the limit of optimal AFC echoes at high $1/\Delta$ delays in terms of the optical coherence time and the radiative lifetime. Finally, we experimentally demonstrate the spin-wave storage of 50 modes during $540 \, \mu s$ with an efficiency of 1.6%.

This article is organized as follows. In section I we present the AFC protocol theory for both the delay memory version and the on-demand spin-wave version. In section II, we detail the new method that we developed to tailor an AFC with a high resolution. Finally, we show in section III the results obtained by using this new method.

I. ATOMIC FREQUENCY COMB MEMORIES

A. AFC echo delay memory

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Absorption spectrum of an AFC. Here $d$ is the optical depth of one peak, $\Gamma$ its width, $\Delta$ the periodicity and BW the bandwidth of the AFC.}
\end{figure}

The AFC memory is based on the creation of a periodic series of highly absorbing peaks. This comb-like structure can be created in a spectrally inhomogeneous ensemble by optically pumping away atoms at undesired frequencies, leaving absorption peaks with a periodicity $\Delta$ (see Fig. 1). The relative frequency $\delta_j$ of atom $j$ is given by $\delta_j = m_j \Delta$ in the limit of infinitely narrow peaks, where $m_j$ refers to the peak number (see Fig. 1) of atom $j$. A time $t$ after the photon was absorbed, the collective atom state is described by a Dicke-type large superposition state

$$|\Phi_{col}(t)\rangle = \frac{1}{\sqrt{N_{at}}} \sum_{j=1}^{N_{at}} e^{-i k z_j + 2\pi \delta_j t} |g_1 ... g_j ... g_{N_{at}}\rangle,$$

where $k = |\vec{k}|$ is the wave vector modulus of the incoming photon, $z_j$ the position of atom $i$ and $|g\rangle \langle e|$ the ground (excited) state and $N_{at}$ the number of atoms. After a time $1/\Delta$, the inhomogeneous phase of atom $j$ is $2\pi m_j$, hence all terms in the superposition state are in phase. When all terms are in phase there is a strong collective coupling to the $\vec{k}$ light mode, which results in a strong emission probability in the direction given by the incoming photon (the AFC echo). The AFC echo only provides a delay-type memory, although tunable, since the comb periodicity cannot be re-programmed as the photon is stored. We note that all experiments demonstrating storage of quantum states of light in rare-earth doped crystals were realized using this method (see for instance Refs [21–26]).

The AFC echo efficiency $\eta_{AFC}$ depends on the optical depth of the crystal $d = \alpha L$, where $\alpha$ is the absorption coefficient of the crystal and $L$ the length of the crystal. It also depends on the comb finesse, defined by $F = \Delta/\Gamma$ where $\Gamma$ is the width of one peak and $\Delta$ the comb periodicity (see Fig. 1). A higher comb finesse gives lower intrinsic inhomogeneous dephasing within one peak, but also a lower average optical depth $d = d/F$ [15]. Additionally, it has been shown that the shape of each peak is very important to limit this intrinsic dephasing [27]. The highest efficiency for a given optical depth $d$ is obtained for square peaks [28], where the intrinsic dephasing is given by $\sin^2(\pi/F)$. The echo efficiency can then be written as

$$\eta_{AFC} = d^2 e^{-d \sin^2(\pi/F)},$$

For a given $d$, there is an optimal finesse $F_{opt} = \pi/\arctan(2\pi/d)$ which maximize the efficiency. In this scenario the echo efficiency is bounded by 54% due to re-absorption (the second term in the equation). This limit can be overcome by forcing the re-emission in the backward direction [15, 27] or by placing the crystal inside an impedance-matched cavity [29, 30] to reach a theoretical limit of 100%.

B. AFC spin-wave on-demand memory.

On-demand storage is realized by storing the coherence on a spin transition. This is achieved by transferring the population of the excited state to another ground
state via a population inverting pulse (also called control pulse), see Fig. 2, which is applied before the AFC echo time $1/\Delta$. Application of a second control pulse, a time $T_S$ after the first one, re-establishes the optical coherence and leads to the emission of the output pulse after a total storage time $1/\Delta + T_S$. We call this an AFC spin-wave memory, which features on-demand read out. The first experimental demonstrations with spin-wave storage were made with classical pulses [31–33], while the first steps towards storage of pulses at the single photon level were taken in Ref. [34]. Recently two experiments [18–20] demonstrated a signal-to-noise ratio, at the signal photon level, that in principle would allow storage of quantum states of light.

The efficiency is generally lower than for the AFC echo at identical conditions. The spin transition is inhomogeneously broadened (of FWHM $\gamma_S$), which leads to a loss in efficiency $\eta_S$ due to inhomogeneous spin dephasing. Moreover, each control pulse usually has a non-unit transfer efficiency $\eta_T$. The AFC spin-wave memory efficiency is then

$$\eta = \eta_{AFC}\eta_T^2\eta_S = \eta_{AFC}\eta_T^2 e^{-\pi^2 \gamma_S^2 T_S^2/(4 \ln(2))}, \quad (3)$$

where the last factor holds for a Gaussian inhomogeneous spin linewidth.

As explained in the introduction the number of temporal modes of duration $\tau \sim \frac{1}{\Delta}$ that can be stored is limited by the number of peaks in the comb, which in turn depends on the periodicity $\Delta$ and the memory bandwidth (BW). But we also need to account for the duration of the control pulses $\tau_c$. The number of modes that can be stored then scales as

$$N_m \sim \frac{\Delta - \tau_c}{\tau} \sim BW(\frac{1}{\Delta} - \tau_c). \quad (4)$$

Realizing efficient and long AFC delays $1/\Delta$ is thus a key element for highly multimode AFC echo and AFC spin-wave storage.

### C. AFC spin-wave memory with spin control

The limitation in spin storage time given by the inhomogeneous spin linewidth, see Eq. (3), can be overcome with spin echo techniques [35]. The simplest sequence consists of two population-inverting radio-frequency (RF) pulses in resonance with the relevant spin transition frequency. More precisely, once the spin coherence is created, the atoms dephase with respect to each other due to their frequency disparity. After one RF population inverting pulse, the atoms begin to rephase. Only one pulse is necessary to rephase the atoms, but because this pulse is population inverting, we need to apply two of them in order to return to the initial population situation. It is thus important to respect the pulse timing shown in Fig. 2 to achieve a perfect rephasing. Using this RF sequence, the storage time is then limited by the spin coherence time $T_{2}^{\text{spin}}$

$$\eta = \eta_{AFC}\eta_T^2 e^{-2T_S/T_{2}^{\text{spin}}}. \quad (5)$$

We note that more complicated RF pulse sequences can be used. In a recent work [19, 20] we showed that a two-axis RF sequence, consisting of four RF pulses, was required in order to perform the AFC spin-wave memory, with spin control, when operating the memory at the single photon level. The two-axis sequence reduced spontaneous emission noise at the memory read out, which otherwise would have masked the weak output signal. Here we store classical pulses with many photons, in which case this simpler RF sequence is sufficient.

## II. SHAPING OPTIMIZATION OF THE AFC

In the previous section we emphasized the importance of tailoring squarish AFC peak with an optimal finesse $F_{opt}$ to achieve efficient storage efficiency. To this end, our approach is to optically pump the atoms with a sequence of pulses that have a squarish frequency comb profile (the optimal shape) in the Fourier domain. This profile is necessarily the conjugate of the target absorption profile. A very good approximation of a squarish spectrum can be realized in practice by using adiabatic pulses [36–38]. These pulses are shaped with a secant hyperbolic function and frequency chirped with a tangent hyperbolic function. The amplitude $A(t)$ and the frequency $f(t)$ of the pulse can be written as:
\[ A(t) = \text{sech}(\beta t) \sin(\phi(t)) \]  

\[ f(t) = \frac{\dot{\phi}}{2\pi} = f_0 + \Delta f \tanh(\beta t), \]  

where \( \phi \) is the phase, \( \Delta f \) the chirp amplitude, \( f_0 \) the central frequency and \( \beta \) a parameter related to the full width at half maximum (FWHM) of the pulse.

To create an AFC profile with squareish peaks, one method is to burn each spectral hole one after the other by using sechyp pulses in series [28]. The central frequency of each pulse is then detuned by \( \Delta \) from the preceding pulse. In order to create the target AFC profile with a peak width of \( \Gamma \) and a peak separation of \( \Delta \), the spectral width of the pulse that will pump the absorption profile has to be \( \Delta f = \Delta - \Gamma \), the conjugate width of the target peak. We define \( \tau_{\text{prep}} \), the time needed to generate one sequence (consisting of pulses in series), \( \tau \) the single pulse length and \( N \) the number of peaks. These two last parameters can be expressed as:

\[ N = \frac{BW}{\Delta} \]  

\[ \frac{1}{\tau} = \frac{N}{\tau_{\text{prep}}} = \frac{BW}{\tau_{\text{prep}} \Delta}. \]  

In order to tailor the square comb with a good resolution in the frequency domain, the single pulse Fourier limitation (or resolution) \( 1/\tau \) has to be significantly smaller than the target peak width \( \Delta f \). This limitation can be expressed roughly as follows:

\[ \Gamma \ll \frac{1}{\tau}. \]  

If the Fourier limitation \( 1/\tau \) becomes comparable or greater than the peak width, the AFC storage efficiency will be degraded.

We here propose a modified technique. The idea is to create all the teeth in parallel (simultaneously) by using a sum of adiabatic pulses. This parallel sequence is thus constituted by a single pulse whatever the target AFC time \( 1/\Delta \). To be more precise, all the Fourier square components needed are generated in one single pulse with the following temporal profile:

\[ A(t) = \text{sech}(\beta t) \sum_{n=-N/2}^{N/2-1} \sin(\phi_n(t)) \]  

\[ f_n(t) = \frac{\phi_n}{2\pi} = f_0 + n \Delta + \frac{\Delta f}{2} \tanh(\beta t) \]  

which can also be written, after calculations:

\[ A(t) = \text{sech}(\beta t) \frac{\sin(N\pi \Delta t)}{\sin(\pi \Delta t)} \cos \left[ 2\pi f_0 t + 2\pi \frac{\Delta f}{2\beta} \ln(\cosh(\beta t)) \right], \]  

where \( f_0 \) is the central frequency of the AFC. The resulting Fourier limit is then given by the sequence time \( \tau = \tau_{\text{seq}} \). The Fourier resolution for the parallel method is then:

\[ \frac{1}{\tau} = \frac{1}{\tau_{\text{prep}}}. \]  

Hence, the parallel method reaches the same Fourier limit \( 1/\tau \) as the serial method while using a \( N \) times shorter preparation pulse (compare Eqs. (14) and (9)). In the experiments presented in this article, the number of teeth \( N \) is larger than 100 for the longest \( 1/\Delta \) AFC echo times.

The gain in memory preparation time is thus substantial.

FIG. 3. Fourier limitation \( 1/\tau \) as a function of AFC echo time \( 1/\Delta \) for the serial and parallel sequences discussed in section II. The target AFC peak width \( \Gamma \) is also plotted to illustrate the condition in Eq. (10).

In Fig. 3, the evolution of the Fourier limitation \( 1/\tau \) with the AFC echo time is represented for serial and parallel preparation sequence over the range of \( 1/\Delta \) values experimentally studied in this paper. The evolution of the peak width \( \Gamma = \Delta/F \) is also plotted as it has to be compared with the Fourier resolution (see Eq. (10)) to ensure a good storage efficiency. The bandwidth and the finesse are both fixed to the experimental values \( BW = 2 \text{ MHz} \) and \( F = 2.5 \) respectively. The preparation pulse duration is fixed to \( \tau_{\text{prep}} = 2 \text{ ms} \). For the serial method, the Fourier limitation already reaches the target peak width \( \Gamma \) in the range of 20 microseconds. At this crossing point the condition of inequality (10) is not fulfilled anymore. While for the parallel method, the Fourier resolution is still one order of magnitude smaller than \( \Gamma \) up to 50 microseconds. This shows the capability of the parallel method to reach long AFC echo times while the serial method is quickly limited, for a given preparation pulse duration \( \tau_{\text{prep}} \).
FIG. 4. We here compare the temporal profiles (left figures) and the corresponding Fourier spectra (right figures) for the serial (a and c) and parallel methods (b and d). Preparation sequences for two different AFC echo times are shown, $1/\Delta = 5\mu s$ (a and b) and $1/\Delta = 15\mu s$ (c and d). The vertical axes represent amplitudes in arbitrary units, both in time and frequency domain. Note that for the parallel method the top hat Fourier spectrum is slightly modulated due to the finite pulse width with respect to the total duration $T_{prep} = 2$ ms.

In Fig. 4, we compare the spectrum of the comb preparation pulse sequence for both the serial and parallel methods, using two different values of $1/\Delta$. For the serial method, we can clearly see that the spectrum gets degraded for $1/\Delta = 15\mu s$, as compared to $1/\Delta = 5\mu s$, while this is not the case for the parallel method. This degradation is explained by the single pulse duration reduction while increasing $1/\Delta$. Indeed, for the same bandwidth but with a longer $1/\Delta$, meaning a smaller spectral peak separation $\Delta$, the number of spectral holes to be burnt increases. As one pulse per spectral hole is needed for this method, the length of a single adiabatic pulse decreases. As a consequence, the short pulses needed for the comb of $1/\Delta = 15\mu s$ lower the resolution of the resulting comb.

III. EXPERIMENTAL RESULTS

A. Experimental setup

The present AFC spin-wave memory is based on a custom-grown $^{151}$Eu$^{3+}$:Y$_2$SiO$_5$ crystal, with a $^{151}$Eu$^{3+}$ concentration of 0.1%. We use the yellow $^7F_0 \rightarrow ^5D_0$ transition at 580.04 nm, which has an extremely narrow optical homogeneous broadening [39] at cryogenic temperatures. It also presents long spin coherence times [40–42]. The isotopically enriched $^{151}$Eu$^{3+}$ doping results in a larger optical depth as compared to a natural abundance of Eu$^{3+}$ isotopes [43]. Here the optical inhomogeneous broadening of the $^7F_0 \rightarrow ^5D_0$ transition is approximately 1.6 GHz and the overall absorption coefficient is $\alpha = 2.6$ cm$^{-1}$. The inhomogeneous spin linewidth of the 34.5 MHz spin transition is Gaussian with a full-width at half-maximum of 27 kHz.

A schematic of the experimental setup is shown in Fig. 5. The laser is an amplified and frequency-doubled diode laser at 1160 nm, producing 1.5 W at 580 nm, which is frequency stabilized to an optical cavity. This cavity is placed in a high vacuum chamber to limit acoustic and thermal fluctuations. This results in a laser linewidth of the order of 3 kHz for millisecond time scales.

We apply the control and input pulses in two different spatial modes to filter out the strong control field for the detection. The input mode has a waist of 50 $\mu$m at the middle of the crystal. The control mode is applied with an angle of roughly five degrees with respect to the input mode and has a waist of 300 $\mu$m inside the crystal in order to achieve a good overlap with the input field. The control field coupling is also optimized to reach optical power of 600 mW inside the crystal. An acousto-optic modulator (AOM) in double pass generates the necessary frequencies for the atomic preparation and
the strong control pulses. This AOM is driven by an arbitrary function generator (AFG) during comb preparation and control pulse generation. As the AOM is mounted in double-pass, the light is modulated twice by the function sent from the AFG. This effect is compensated for by adapting the AFG output signal (see Appendix A). A second AOM is used to generate the coherent input pulse.

After each preparation pulse, another 4 ms pulse is inserted on the $|s\rangle$-$|e\rangle$ transition in order to keep the spin storage state $|s\rangle$ empty of population. The input pulse is a Gaussian pulse with a FWHM of 900 ns. The input pulse contains a large number of photons (denoted a classical pulse), although its pulse area is much less than $\pi/2$. The bandwidth of the AFC is set to $BW = 2$ MHz, large enough as compared to the input pulse spectrum.

A 6-turn coil is placed around the crystal to generate the spin echo sequence discussed in section I C. Finally, a magnetic field shield made with $\mu$-metal is placed around the cryostat chamber to reduce undesired static magnetic fields (the earth magnetic field for instance).

Before preparing the AFC, we first need to make a so-called class cleaning procedure (detailed in [44]) and then pump all the atoms into the $|g\rangle$ ground state (spin polarization sequence) by an optical pumping process. Through these two steps (of duration 0.5 s) the crystal is prepared on a 5 MHz bandwidth. Once this is done, the comb tailoring is ready to be realized. The class cleaning, spin polarization and comb preparation steps are all realized using the optical control mode.

B. Comb preparation and AFC echoes

We now experimentally compare the serial and parallel preparation sequences discussed in section II. Each preparation sequence only pumps away a small fraction of the atoms in the targeted spectral regions, both for the serial and parallel methods. In principle one could pump deeper holes per sequence, but in order to reduce the effects of instantaneous spectral diffusion [39] we only excite a small fraction per pump cycle. To burn a high contrast AFC we then need to repeat each preparation sequence, in this particular case 100 times. The duration of the preparation sequence is fixed to $T_{\text{prep}} = 2$ ms.

The resulting AFC echo efficiencies using both preparation methods are shown in Fig. 6, with $T_{\text{prep}} = 2$ ms. For short $1/\Delta$ times the efficiency ($\simeq 30\%$) is very close to the maximum theoretical value of 32\% obtained for a squarish comb assuming the optical depth of $d = 4$. This means that both preparation methods are able to create close to optimal combs for short values of $1/\Delta$. For longer $1/\Delta$ echo times both methods produce AFC echoes with reduced efficiency, however, there is also a sharp drop for the serial method with respect to the parallel method in the $1/\Delta = 10 - 20 \mu s$ region. This is consistent with the Fourier limit of the serial method with respect to the target teeth width, as shown in Fig. 3. These data clearly show the advantage of the parallel method over the serial method for producing long AFC echo delays. We also recorded the AFC echo decay curve using the parallel method with $T_{\text{prep}} = 6$ ms, also shown in Fig. 6. The longer preparation pulse further increases the efficiency for delays or 30 $\mu$s of more, while it does not change the main loss of efficiency in the $1/\Delta = 0 - 30 \mu s$ region. We must therefore consider alternative explanations for this loss.

As discussed in the introduction, long AFC echo delays are important for the multimode capacity of AFC-based memories. In addition, a recent quantum repeater protocol [11] only relying on AFC echoes requires extremely long $1/\Delta$ delays, of several hundreds of microseconds. The delays demonstrated here are, to our knowledge, the longest ones ever produced. A relevant question is whether our observed decay is limited by the optical ho-
mogeneous linewidth $\gamma_h$, and what is the ultimate limit set by the radiative lifetime of the transition? We first note that the smallest spectral hole that can be burnt into an inhomogeneous profile is $2\gamma_h$ [45], in the limit of low optical depth and low pump power. In this limit there would be a loss of AFC echo efficiency given by

$$\eta_h = e^{-2\gamma_h/\Delta} = e^{-4/(T_2\Delta)},$$

(15)

where we used the definition of the optical coherence time $T_2$, $\gamma_h = 2/T_2$. Note that here $\Delta$ is defined in Hz (cf. Eq. 1), while $\gamma_h$ is defined in rad/s. The coherence time fundamentally limits the maximum delays of the very efficient memories required for quantum repeater applications. Indeed, a 90% efficient memory can only be obtained for delays shorter than $\leq 0.025T_2$. If we take the ultimate limit where $T_2$ is limited by the radiative lifetime $T_1$, i.e. $T_2 = 2T_1$, then a 90% memory can reach delays $\leq 0.05T_1$. For our Eu$^{3+}$:Y$_2$SiO$_5$ crystal one could reach delays of about 100 $\mu$s ($T_1 = 2$ ms [39]), while for a recently investigated Tm$^{3+}$:Y$_3$Ga$_5$O$_{12}$ crystal the limit would be 65 $\mu$s ($T_1 = 1.3$ ms) [46].

Although our experiment demonstrates very long AFC echo delays, we are clearly far from the fundamental limit given by $T_1$. The decay obtained with $T_{prep} = 2$ ms can be fitted to an exponential with a time constant that corresponds to an effective $T_2$ of 110$\mu$s, Fig. 6. This is shorter than the optical coherence time of $\sim 400$ $\mu$s that we measured under our experimental conditions, using conventional photon echoes (extrapolated to low intensity in order to account for instantaneous spectral diffusion [39]). See also Ref. [43] for a temperature study of the optical coherence time made on a sample from the same crystal boule. Our simple model above does not, however, take into account that we need to burn deep holes and the effect of power broadening. Several technical limitations could also explain the decay, such as laser frequency fluctuations and electronic noise in the AOM signals. Understanding the fundamental limitations in creating deep and precise comb structures is of great importance in order to increase the multimode capacity of AFC delay memories. Detailed theoretical and numerical calculations could shed more light on this problem.

To illustrate our current multimode capacity, when using the parallel method, we performed AFC echo experiments of 100 modes for 51 $\mu$s (see Fig. 7). The preparation time was fixed to $T_{prep} = 6$ ms and the preparation sequence repetition to 50, which in total does not change the total comb preparation time of 0.5 s. The AFC echo efficiency was then 8.5%. The bandwidth of the AFC was set to 5 MHz, the largest value possible for this $\Delta$ system of $^{151}$Eu$^{3+}$:Y$_2$SiO$_5$ at zero external magnetic field. The larger BW allowed us to reduce the duration of each temporal mode to a FWHM of 300 ns. We randomly filled one over 8 temporal modes to avoid a high degree of excitation. Indeed, when storing a large number of classical pulses, a significant portion of the comb will be pumped into the excited state, thereby affecting the storage efficiency per mode. Note that this problem is only significant for classical storage, whereas for single photon level storage, this effect is negligible.

![AFC echoes of 100 temporal input modes for 1/$\Delta$=51 $\mu$s. The measured efficiency averaged over the temporal modes is 8.5$\pm$0.5%.](image)

**FIG. 7.** AFC echoes of 100 temporal input modes for 1/$\Delta$=51 $\mu$s. The measured efficiency averaged over the temporal modes is 8.5$\pm$0.5%.

### C. AFC spin-wave memory

Finally we show the high multimode capacity of the AFC spin-wave memory. To this end, we keep the same input and comb parameters given in section III B for the multimode AFC echoes. We apply two adiabatic control pulses in the control mode (see Fig. 5) with full power (600 mW), a 5 MHz chirp and a temporal duration of 14 $\mu$s. These pulses were so-called HSH pulses [47], which have a more squarish amplitude profile than the adiabatic pulses used in for the AFC preparation (see Eqs. (5) and (6)). The HSH pulses then have a larger effective pulse area, which increased the transfer efficiency for these broadband pulses. During the spin wave storage, we apply the RF sequence discussed in the section IC to achieve storage times in the millisecond regime. The inverting RF pulses are realized with 50 kHz chirped adiabatic pulses to transfer the 27 kHz inhomogeneous spin linewidth efficiently.

In Fig. 8, we show the spin-wave storage of 50 temporal modes for 1/$\Delta$=41 $\mu$s and $T_S$=500 $\mu$s. The average efficiency is 1.6$\pm$0.2 % whereas the efficiency for the first 4 modes is about 2$\pm$0.2 %. The control pulse transfer efficiency is about 55$\pm$0.5% per pulse. In addition, we observed a spin coherence time of $T_{2}^{spin}=3$ ms. These limitations explain the efficiency obtained for the spin-wave storage efficiency as compared to the efficiency of 9$\pm$0.4% for the AFC storage of 41 $\mu$s (see Eq. (5)). The decay of efficiency with the mode number stays unexplained for now and is still under investigation.
FIG. 8. Spin-wave storage of 50 temporal modes for 541 µs. Here, $1/\Delta = 41$ µs and $T_S = 0.5$ ms. The efficiency averaged over the temporal modes is 1.6 %.

IV. CONCLUSION

We presented an efficient method for creating precise, high-resolution atomic frequency combs with many comb teeth. Using this method we could demonstrate the longest AFC echo delays reported so far, up to 50 µs. We also applied this method to multimode storage, both using AFC echoes (100 modes stored) and a spin-wave AFC memory (50 modes stored) with a storage of 0.541 ms. We emphasize that although this work takes an important step towards highly multimode memories, the ultimate limit of the material is far from being reached. We therefore believe that the efficiency and multimode capacity can be significantly increased.

An interesting continuation of this work would be to extend these storage experiments to the quantum regime [18–20], particularly in the context of multimode DLCZ-type quantum nodes as proposed in Ref. [48]. As entanglement generation rates increase linearly with the number of modes, this avenue is promising for efficient entanglement generation between remote quantum memories.
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Appendix A: AOM double pass compensation for arbitrary amplitude and phase modulation

In this article we have considered a complex amplitude and phase modulation with multiple, simultaneous frequency components. This can in principle be achieved experimentally using an acousto-optic modulator (AOM) driven by a radio-frequency signal $g(t)$ corresponding to the signal that one wants to generate. In the linear regime of the response of the AOM, there is a linear relationship between first-order diffracted field amplitude $E_1(t)$ and the input field amplitude $E_0$,

$$E_1(t) = \kappa g(t) E_0,$$

where $\kappa$ is a coupling constant. But a single-pass AOM has a limited bandwidth due to the frequency-dependent beam deflection. The conventional solution to this problem is to operate the AOM in a double-pass configuration, which greatly extends its usable bandwidth. For a signal $g(t)$ that contains multiple frequencies this poses a problem, however, since the AOM can shift the light with any two different frequencies in the two passes. Technically the response function of the AOM is now $g^2(t)$. If we would feed the AOM with $N$ frequency signals with equal amplitudes we would have a power spectrum with a triangular amplitude spectrum, containing $2N$ frequencies, at the output of the double-pass AOM. We here present a method for performing an arbitrary amplitude and phase modulation, with multiple frequencies for instance, using an AOM in double-pass configuration. This method can be used, in particular, to create the comb generation pulse sequence of Eq. (13).

If one wants to shape an arbitrary amplitude and phase modulation with an AOM of the form

$$f(t) = a(t) \cos(\omega_0 t + \varphi(t))$$

with a double-pass AOM, the electrical signal must be of the form

$$g(t) = \sqrt{a(t)} \cos \left( \frac{\omega_0}{2} t + \frac{\varphi(t)}{2} \right).$$

We can clearly see, though, that this method cannot be applied as soon as the amplitude modulation $a(t)$ takes negative values, as it is the case for the modulation described in Eq. (13).

A method to circumvent this problem is to use the phase modulation as a tool to change the sign of the amplitude modulation, so that it always remains positive. For instance, if $\forall t, a(t) < 0$, one sends the electronic signal:

$$g(t) = \sqrt{-a(t)} \cos \left( \frac{\omega_0}{2} t + \frac{\varphi(t)}{2} + \frac{\pi}{2} \right),$$

so that in double-pass, the modulation is of the form

$$g^2(t) = -a(t) \cos \left( \omega_0 t + \varphi(t) + \pi \right) = f(t).$$
More generally, if we use the $\text{sign}(x)$ function, which is equal to 1 if $x > 0$ and -1 if $x < 0$, then sending the electronic signal

$$g(t) = \sqrt{|a(t)|} \cos \left[ \frac{\omega_0}{2} t + \frac{\varphi(t)}{2} + \frac{\pi}{2} - \frac{\text{sign}[a(t)]}{2} \right] \quad (A6)$$

will result in the proper modulation defined in Eq. (A2) for a double-pass configuration AOM.
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