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Abstract

We consider the following question in query complexity: Given a classical query algorithm in the form of a decision tree, when does there exist a quantum query algorithm with a speed-up (i.e., that makes fewer queries) over the classical one? We provide a general construction based on the structure of the underlying decision tree, and prove that this can give us an up-to-quadratic quantum speed-up in the number of queries. In particular, our results give a bounded-error quantum query algorithm of cost $O(\sqrt{s})$ to compute a Boolean function (more generally, a relation) that can be computed by a classical (even randomized) decision tree of size $s$. This recovers an $O(\sqrt{n})$ algorithm for the Search problem, for example.

Lin and Lin [Theory of Computing’16] and Beigi and Taghavi [Quantum’20] showed results of a similar flavor. Their upper bounds are in terms of a quantity which we call the “guessing complexity” of a decision tree. We identify that the guessing complexity of a decision tree equals its rank, a notion introduced by Ehrenfeucht and Haussler [Information and Computation’89] in the context of learning theory. This answers a question posed by Lin and Lin, who asked whether the guessing complexity of a decision tree is related to any measure studied in classical complexity theory. We also show a polynomial separation between rank and its natural randomized analog for the complete binary AND-OR tree.

Beigi and Taghavi constructed span programs and dual adversary solutions for Boolean functions given classical decision trees computing them and an assignment of non-negative weights to edges of the tree. We explore the effect of changing these weights on the resulting span program complexity and objective value of the dual adversary bound, and capture the best possible weighting scheme by an optimization program. We exhibit a solution to this program and argue its optimality from first principles. We also exhibit decision trees for which our bounds are asymptotically stronger than those of Lin and Lin, and Beigi and Taghavi. This answers a question of Beigi and Taghavi, who asked whether different weighting schemes in their construction could yield better upper bounds.
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1 Introduction

In this paper, we address the following question: given a classical algorithm performing a task, along with a description of the algorithm, when can one turn it into a quantum algorithm and obtain a speed-up in the process? Of specific interest to us in this paper is the case when the classical algorithm can be efficiently represented by a decision tree. For instance, consider the problem of identifying the first marked item in a list, say $x$ of $n$ items, each of which may or may not be marked. The input is initially unknown, and one has access to it via an oracle. On being queried $i \in [n]$, the oracle returns whether or not $x_i$ is marked. Moreover, queries can be made in superposition. The goal is to minimize the number of queries in the worst case and output the correct answer with high probability for every possible input list. This problem is closely related to the Search problem, and is known to admit a quadratic quantum speed-up (its classical query complexity is $\Theta(n)$ and quantum query complexity is $\Theta(\sqrt{n})$ [Gro96, DH96, Kot14, LL16]. It is easy to construct a classical decision tree (in fact, a decision list) of depth $n$ and size (which is the number of nodes in the tree) $2n + 1$ that solves the above-mentioned problem. In view of the
quadratic speed-up that quantum query algorithms can achieve for this problem, this raises the following natural question: Given a classical decision tree of size $s$ that computes a function, is there a bounded-error quantum query algorithm of cost $O(\sqrt{s})$ that solves the same function? Among other results, we answer this in the affirmative (see Corollary 1.7). We obtain our quantum query upper bounds by constructing explicit span programs and dual adversary solutions by exploiting the structure of the initial classical decision tree. In the discussions below, let $Q_{\epsilon}(f)$ be the $\epsilon$-error quantum query complexity of $f$. When $\epsilon = 1/3$, we drop the subscript and call $Q(f)$ the bounded-error quantum query complexity of $f$.

1.1 Span Programs

Span programs are a computational model introduced by Karchmer and Wigderson [KW93]. Roughly speaking, a span program defines a function depending on whether or not the “target vector” of an input is in the span of its associated “input vectors”. Span programs were first used in the context of quantum query complexity by Reichardt and Špalek [RS12], and it is known that span programs characterize bounded-error quantum query complexity of Boolean functions up to a constant factor [Rei11, LMR+11]. Span programs have been used to design quantum algorithms for various graph problems such as $st$-connectivity [BR12], cycle detection and bipartiteness testing [Ari15, CMB18], graph connectivity [JJP18], and has been also used for problems such as formula evaluation [RS12, Rei09, JK17]. Recently, Beigi and Taghavi [BT19] defined a variant of span programs (non-binary span programs with orthogonal inputs, abbreviated NBSPwOI) for showing upper bounds on the quantum query complexity of non-Boolean input/output functions $f : [\ell]^n \rightarrow [m]$. Moreover in a follow-up work [BT20], they also use non-binary span programs for showing upper bounds for a variety of graph problems, for example, the maximum bipartite matching problem.

1.2 Dual Adversary Bound

The general adversary bound for Boolean functions $f$ (Equation (6)) was developed by Høyer, Lee and Špalek [HLS07], and they showed that this quantity gives a lower bound on the bounded-error quantum query complexity of $f$. It was eventually shown that this bound actually characterizes the bounded-error quantum query complexity of $f$ up to a constant factor [Rei11, LMR+11]. Quantum query algorithms have been developed by explicitly constructing dual adversary solutions, for example for the well-studied $k$-distinctness problem [Bel12], $S$-isomorphism and hidden subgroup problems [Bel19], gapped group testing [ABRW16], etc. The general adversary bound can be expressed as a semidefinite program that admits a dual formulation. Thus, feasible solutions to the dual adversary program yield quantum query upper bounds.

1.3 Related Works

Lin and Lin [LL16] showed how a classical algorithm computing a function $f : D_f \rightarrow \mathcal{R}$ with $D_f \subseteq \{0,1\}^n$, equipped with an efficient ‘guessing scheme’, could be used to construct a faster quantum query algorithm computing $f$. Moreover, their results apply to the setting where $f \subseteq \{0,1\}^n \times \mathcal{R}$ is a relation. A deterministic algorithm computing a relation $f$ takes an input $x \in \{0,1\}^n$ and
outputs a value $b$ such that $(x, b) \in f$. More precisely, they showed the following:¹

**Theorem 1.1** (Lin and Lin [LL16, Theorem 5.4]). Let $f \subseteq \{0, 1\}^n \times \mathcal{R}$ be a relation. Let $A$ be a deterministic algorithm computing $f$ that makes at most $T$ queries. Let $x_{p_1}, \ldots, x_{p_T(x)}$ be the query results of $A$ on an apriori unknown input string $x$. For $x \in \{0, 1\}^n$, let $\tilde{T}(x) \leq T$ denote the number of queries that $A$ makes on input $x$. Suppose there is another deterministic algorithm $G$ which takes as input $x_{p_1}, \ldots, x_{p_{\tilde{T}(x)} - 1} \in \{0, 1\}^{\tilde{T}(x) - 1}$ for any $\tilde{T}(x) \in [T]$, and outputs a guess for the next query result of $A$. Assume that $G$ makes at most $G$ mistakes for all $x$. That is,

$$\forall x \in \{0, 1\}^n, \quad \sum_{t=1}^{\tilde{T}(x)} \left| G(x_{p_1}, \ldots, x_{p_{\tilde{T}(x)-1}}) - x_{p_t} \right| \leq G.$$

Then,

$$Q(f) = O(\sqrt{TG}).$$

Lin and Lin provided two proofs of the above theorem, one of which involved constructing an explicit quantum query algorithm. This algorithm is iterative, and works as follows: In the $i$'th iteration, use a modified version of Grover’s search algorithm to find the next mistake that $G$ makes. Since the algorithm uses at most $T$ queries and makes at most $G$ mistakes on any input, the quantum query complexity of the final algorithm can be shown to be $O(\sqrt{TG})$ using the Cauchy-Schwarz inequality.²

Recently, Beigi and Taghavi [BT20] gave an alternate proof of Theorem 1.1 using the framework of non-binary span programs introduced by them in [BT19]. Using this they showed that a similar statement also holds for functions $f : [\ell]^n \to \mathcal{R}$ with non-binary inputs and outputs. A sketch of their proof is as follows: Given an assignment of real weights to the edges of the given decision tree computing $f$, they construct a dual adversary solution and span program. The complexity of the resultant query algorithm is a function of the weights assigned to the edges. They propose a particular weighting scheme based on an edge-coloring (guessing algorithm) of the given decision tree. For Boolean functions, the quantum query complexity upper bound they obtain matches the bound of Lin and Lin (Theorem 1.1), which is $O(\sqrt{TG})$, where $T$ denotes the depth and $G$ the guessing complexity (see Definition 3.2) of the underlying decision tree, respectively.

In a follow-up work [BTT21], conditional on some constraints, Beigi, Taghavi and Tajdini implement the span-program-based algorithm of [BT20] in a time-efficient manner. Recently, Taghavi [Tag21] used non-binary span programs to give a tight quantum query algorithm for the oracle identification problem, simplifying an earlier algorithm due to Kothari [Kot14].

### 1.4 Our Contributions

We observe here that the guessing complexity of a deterministic decision tree equals its rank (see Definition 2.2 and Claim 3.3), which is a combinatorial measure introduced by Ehrenfeucht and Haussler [EH89] in the context of learning theory. This answers a question of Lin and Lin [LL16, page 4], where the authors asked if $G$ is related to any combinatorial measure studied in classical

¹For ease of readability, we state the theorem for deterministic decision trees. Lin and Lin actually showed a stronger statement that holds even if one considers randomized decision trees and randomized guessing algorithms.

²We skip some crucial details here, such as the cost of the modified Grover’s search algorithm, and an essential step that uses span programs to avoid a logarithmic overhead that error reduction would have incurred. Techniques that address both of the above-mentioned steps are due to Kothari [Kot14].
decision-tree complexity. The rank of a function (which is the minimum rank of a decision tree computing it) can be exponentially smaller than the function’s certificate complexity, sensitivity, block sensitivity, and even (exact or approximate) polynomial degree, as can be easily witnessed by the OR function. See, for example, [DM21] for more relationships between rank and other combinatorial measures of Boolean functions. In view of the above-mentioned equivalence of \( G \) and decision tree rank, Theorem 1.1 has a clean equivalent formulation as follows.

**Theorem 1.2.** Let \( T \) be a decision tree computing a relation \( f \subseteq \{0,1\}^n \times \mathcal{R} \) with depth \( T \) and rank \( \text{rank} \). Then,

\[
Q(f) = O(\sqrt{T \text{rank}}).
\]

We introduce a new measure, randomized rank of randomized decision trees (see Definition 2.2), which we denote by \( \text{rrank} \) and which is a natural probabilistic analog of rank. This exactly captures the notion of the randomized analog of the value of \( G \) in Theorem 1.1. It is easy to show with this definition that our proof of Theorem 1.2 also holds with respect to randomized decision trees and randomized rank. Thus we obtain the following easy-to-state reformulation of [LL16, Theorem 5.4].

**Theorem 1.3.** Let \( T \) be a randomized decision tree computing a relation \( f \subseteq \{0,1\}^n \times \mathcal{R} \) with depth \( T \) and randomized rank \( \text{rrank} \). Then,

\[
Q_{r/5}(f) = O(\sqrt{T \text{rrank}}).
\]

Thus, up to a small loss in the success probability, upper bounds obtained from Theorem 1.3 are strictly stronger than those obtained from Theorem 1.2 for relations whose randomized rank is much smaller than their rank. Hence a natural question is if this can be the case.

It is easy to exhibit maximal separations between rank and randomized rank for partial functions. One such separation is witnessed by the Approximate-Majority function, which is the function that outputs 0 if the Hamming weight of an \( n \)-bit input is less than \( n/3 \) and outputs 1 if the Hamming weight of the input is more than \( 2n/3 \). It is easy to show an \( \Omega(n) \) lower bound on its rank and an \( O(1) \) upper bound on its randomized rank (see Claim 3.7). Whether or not such a separation holds for total Boolean functions is not so clear. We show a polynomial separation for the complete binary AND-OR tree. This is the first of our main theorems.

**Theorem 1.4.** For the complete binary AND-OR tree \( F : \{0,1\}^n \rightarrow \{0,1\} \),

\[
\text{rrank}(F) = O \left( \text{rank}(F)^{\log \frac{\log n}{4}} \right) \approx O \left( \text{rank}(F)^{0.753...} \right).
\]

To prove this theorem, we show a rank lower bound of \( \Omega(n) \) using known connections between rank and Prover-Delayer games [PI00], and the randomized-rank upper bound immediately follows from an upper bound of \( O \left( n \log \frac{\log n}{4} \right) \) on its randomized decision-tree complexity [SW86].

We conjecture that rank and randomized rank are polynomially related for all total Boolean functions. Note that techniques used to prove the analogous polynomial equivalence for deterministic and randomized query complexities [Nis91] (also see [BW02]) cannot work since they use intermediate measures such as certificate complexity, sensitivity and block sensitivity, all of which are maximal for the OR function even though its rank is 1.

Beigi and Taghavi [BT20, Section 6] asked if one could improve their results by using different choices of weights in their constructions of span programs and dual adversary vectors. We answer
this question in the affirmative by providing a weighting scheme that improves upon their bounds. We exhibit a family of decision trees for which our bounds are strictly stronger than those of Beigi and Taghavi, and Lin and Lin (see Corollary 1.7 and the discussion below it). We argue that optimizing the dual adversary bound and the witness complexity of Beigi and Taghavi’s span program with variable weights is a minimization program with constraints linear in the variables and inverses of the variables. We give a weighting scheme and moreover we show in Theorem 5.4 that our weighting scheme is optimal, thus subsuming Theorem 1.1.

For a relation \( f \subseteq \{0,1\}^n \times \mathcal{R} \) and a deterministic decision tree \( T \) computing it, let \( \tilde{f} \) be the function that takes an \( n \)-bit string \( x \) as input, and outputs the leaf of \( T \) reached on input \( x \). Let \( P(T) \) denote the set of root-to-leaf paths in \( T \). For a path \( P \in P(T) \), let \( \overrightarrow{P} \) denote the set of edges that have exactly one vertex in common with \( P \).

**Definition 1.5** (Weight optimization program). For a decision tree \( T \), define its weight optimization program by the minimization problem with constraints outlined in Program 1. Let \( \text{OPT}_T \) denote the optimum of this program.

\[
\text{Variables} \quad \{W_e : e \text{ is an edge in } T\}, \alpha, \beta
\]

\[
\text{Minimize} \quad \sqrt{\alpha \beta}
\]

\[
\text{s.t.} \quad \sum_{e \in P} W_e \quad \leq \alpha, \quad \text{for all paths } P \in P(T)
\]

\[
\sum_{e \in P} \frac{1}{W_e} \quad \leq \beta, \quad \text{for all paths } P \in P(T)
\]

\[
W_e \quad > 0, \quad \text{for all edges } e \text{ in } T
\]

\[
\alpha, \beta \quad \geq 0.
\]

Program 1: The weight optimization program capturing the weight assignment to edges of \( T \) that optimizes the witness complexity of the NBSPwOI and dual adversary vector constructions of Beigi and Taghavi (see Section 4)

The following is our second main theorem.

**Theorem 1.6.** Let \( f \subseteq \{0,1\}^n \times \mathcal{R} \) be a relation and let \( T \) be a decision tree computing \( f \). Then,

\[
\text{Q}(\tilde{f}) = O(\text{OPT}_T).
\]

Our results give us a new way to bound \( \text{OPT}_T \) and thus \( \text{Q}(\tilde{f}) \) from above. Combined with the earlier results from Beigi and Taghavi, this gives us the following corollary. For formal definitions of the measures below, see Section 2.

**Corollary 1.7.** Let \( f \subseteq \{0,1\}^n \times \mathcal{R} \) be a relation and let \( T \) be a deterministic decision tree computing it, weighted with the canonical weight assignment as defined in Definition 5.1. Then, the quantum query complexity of \( \tilde{f} \) (in fact \( \text{OPT}_T \)) satisfies the following two bounds:

1. The rank-depth bound: \( \text{Q}(\tilde{f}) = O\left(\sqrt{\text{rank}(T)\text{depth}(T)}\right) \).

2. The size bound: \( \text{Q}(\tilde{f}) = O\left(\sqrt{\text{DTSize}(T)}\right) \).

Using standard arguments to deal with the case when \( T \) is a randomized decision tree, this gives an upper bound on the bounded-error quantum query complexity of a function in terms of
its randomized decision-tree size complexity, as well as in terms of its randomized rank and depth (see Corollary 5.5).

It was shown by Reichardt [Rei11] that the quantum query complexity of evaluating Boolean formulas of size $s$ is $O(\sqrt{s})$. In particular, this implies the size bound in Corollary 1.7 for Boolean functions $f$ since the formula size of a Boolean function is bounded above by a constant times its decision-tree size (see Claim A.2). Not only does our bound also hold for relations, but the query algorithm we obtain is actually an algorithm for $\tilde{f}$ when the underlying tree is deterministic. While this yields trivial bounds for most relations (since almost all Boolean functions have super-polynomial decision-tree size complexity, for example, while $Q(f)$ is at most $n$), it recovers the $O(\sqrt{n})$ bound for the search problem [Gro96], for example. We also exhibit a family of decision trees for which the size bound is strictly stronger than the rank-depth bound (see Figure 6).

1.5 Organization

We provide necessary preliminaries in Section 2. In Section 3, we discuss the rank of decision trees, and prove that it is equal to the guessing complexity. We also prove Theorem 1.4, which is a polynomial separation between rank and randomized rank for the complete binary AND-OR tree, in Section 3. In Section 4 we discuss Beigi and Taghavi’s construction of a span program and a dual adversary solution for a relation $f$ by assigning weights to edges of a classical decision tree computing $f$, and we show that the best possible weighting scheme is captured in Program 1, proving Theorem 1.6. In Section 5, we exhibit a solution to Program 1 and argue its optimality from first principles. In Appendix A we prove an upper bound on formula size of a Boolean function in terms of its decision-tree size. In Appendix B we exhibit another interesting, albeit sub-optimal, solution to Program 1.

2 Preliminaries

All logarithms in this paper are taken base 2. For a bit $b \in \{0,1\}$, let $\overline{b}$ denote the bit $1-b$. For a relation $f \subseteq \{0,1\}^n \times \mathcal{R}$, define the domain of $f$ to be $D_f := \{x \in \{0,1\}^n : \exists b \in \mathcal{R} \text{ such that } (x,b) \in f\}$. For a vector $v$, let $\|v\|$ denote its $\ell_2$-norm. For a matrix $M$, let $\|M\|$ denote its spectral norm. For matrices $M$ and $N$ of the same dimensions, let $M \circ N$ denote their entry-wise (Hadamard) product. Let $\delta_{a,b}$ be the function that outputs 1 when $a = b$ and 0 otherwise. We use $[T]$ to denote the set $\{1,\ldots,T\}$ where $T \in \mathbb{Z}^+$. A restriction is a partial assignment of variables $x_1, \ldots, x_n$ to values in $\{0,1\}$. Formally, a restriction is a function $\rho : \{0,1\}^n \rightarrow \{0,1,\perp\}^n$, where $\rho(i) = \perp$ indicates that the value of $x_i$ is left free. For a function $f : \{0,1\}^n \rightarrow \{0,1\}$ and a restriction $\rho : \{0,1\}^n \rightarrow \{0,1,\perp\}^n$, the restricted function $f|_{\rho}$ is defined on the free variables in the natural way.

2.1 Decision Trees

A decision tree computing a relation $f \subseteq \{0,1\}^n \times \mathcal{R}$ is a binary tree with leaf nodes labeled in $\mathcal{R}$, each internal node is labeled by a variable $x_i$ and has two outgoing edges, labeled 0 and 1. On input $x \in D_f$, the tree’s computation proceeds by computing $x_i$ as indicated by the node’s label and following the edge indicated by the value of the computed variable. The output value at the leaf, say $b \in \mathcal{R}$, must be such that $(x,b) \in f$. Given a relation $f \subseteq \{0,1\}^n \times \mathcal{R}$ and a deterministic decision tree $\mathcal{T}$ computing it, define the function $\tilde{f}$ that takes an input $x \in \{0,1\}^n$ and outputs the
leaf of \( T \) reached on input \( x \). Let \( V(T) \) denote the set of vertices in \( T \), and, we use \( V_I(T) \) to denote the set of internal nodes of \( T \). We use the notation \( J(v) \) to denote the variable queried at vertex \( v \) for an internal node \( v \). For a vertex \( v \in V(T) \) and \( q \in \{0, 1\} \), let \( N(v, q) \) denote the vertex that is the child of \( v \) along the edge that has label \( q \). For neighbors \( v, w \), let \( e(v, w) \) denote the edge between them. For an input \( x \in \{0, 1\}^n \), let \( P_x \) denote the unique path in \( T \) from its root to \( \tilde{f}(x) \). For a path \( P \) in \( T \), we say an edge \( e \) deviates from \( P \) if exactly one vertex of \( e \) is in \( P \). For a path \( P \) in \( T \), define \( P := \{ e \in P : e \text{ deviates from } P \} \). We let \( P(T) \) denote the set of all paths from the root to a leaf in \( T \). We assume that decision trees computing relations \( f \) contain no extraneous leaves, i.e., for all leaves there is an input \( x \in D_f \) that reaches that leaf. We also assume that for every path \( P \) in \( T \) and index \( i \in [n] \), the variable \( x_i \) is queried at most once on \( P \).

The decision tree complexity (also called deterministic query complexity) of \( f \), denoted \( \text{D}(f) \), is defined as follows.

\[
\text{D}(f) := \min_{\text{T: T is a DT computing f}} \text{depth}(T).
\]

Note that a deterministic decision tree in fact computes a function, since each input reaches exactly one leaf on the computation path of the tree. A randomized decision tree is a distribution over deterministic decision trees. We say a randomized decision tree computes a relation \( f \subseteq \{0, 1\}^n \times \mathcal{R} \) with error \( 1/3 \) if for all \( x \in \{0, 1\}^n \), the probability of outputting a \( b \in \mathcal{R} \) such that \((x, b) \in f\) is at least \( 2/3 \). The depth of a randomized decision tree is the maximum depth of a deterministic decision tree in its support. Define the randomized decision tree complexity (also called randomized query complexity) of \( f \) as follows.

\[
\text{R}(f) := \min_{\text{T: T is a randomized DT that computes f up to error 1/3}} \text{depth}(T).
\]

Another measure of interest to us in this work is the decision-tree size complexity of \( f \).

**Definition 2.1** (Decision-tree size complexity). Let \( f \subseteq \{0, 1\}^n \times \mathcal{R} \) be a relation. Define the decision-tree size complexity of \( f \), which we denote by \( \text{DTSize}(f) \), as

\[
\text{DTSize}(f) := \min_{\text{T: T computes f}} \text{DTSize}(T),
\]

where \( \text{DTSize}(T) \) denotes the number of nodes of \( T \). Analogously, the randomized decision-tree size complexity of \( f \) is defined to be

\[
\text{RDTSize}(f) := \min_{\text{T: T is a randomized DT that computes f up to error 1/3}} \text{RDTSize}(T),
\]

where \( \text{RDTSize}(T) \) denotes the maximum number of nodes of a decision tree in the support of \( T \).

It is easy to observe that the number of nodes in a deterministic decision tree equals one less than twice the number of leaves in the tree.

We require the notion of rank of a decision tree introduced by Ehrenfeucht and Haussler [EH89]. We also require a natural randomized variant of the same, which to the best of our knowledge, has not been studied in the literature.
Definition 2.2 (Decision tree rank and randomized rank). Let $T$ be a binary decision tree. Define the rank of $T$ recursively as follows: For a leaf node $a$, define $\text{rank}(a) = 0$. For an internal node $u$ with children $v, w$, define

$$\text{rank}(u) = \begin{cases} \max\{\text{rank}(v), \text{rank}(w)\} & \text{if } \text{rank}(v) \neq \text{rank}(w) \\ \text{rank}(v) + 1 & \text{if } \text{rank}(v) = \text{rank}(w). \end{cases}$$

Define $\text{rank}(T)$ to be the rank of the root of $T$. Define the randomized rank of a randomized decision tree to be the maximum rank of a deterministic decision tree in its support.

Definition 2.3 (Rank of a Boolean function). Let $f \subseteq \{0, 1\}^n \times \mathcal{R}$ be a Boolean function. Define the rank of $f$, which we denote by $\text{rank}(f)$, by

$$\text{rank}(f) = \min_{T : T \text{ computes } f} \text{rank}(T).$$

Analogously define the randomized rank of $f$, which we denote by $\text{rrank}(f)$, to be the minimum randomized rank of a randomized decision tree that computes $f$ to error $1/3$.

2.2 Quantum Query Complexity

We refer the reader to [NC16, Wol19] for the basics of quantum computing. A quantum query algorithm $A$ for a relation $f \subseteq \{0, 1\}^n \times \mathcal{R}$ begins in a fixed an initial state $|\psi_0\rangle$, applies a sequence of unitaries $U_0, O_x, U_1, O_x, \ldots, U_T$, and performs a measurement. Here, the initial state $|\psi_0\rangle$ and the unitaries $U_0, U_1, \ldots, U_T$ are independent of the input. The unitary $O_x$ represents the “query” operation, and maps $|i\rangle|b\rangle$ to $|i\rangle|b + x_i \mod 2\rangle$ for all $i \in [n]$ and $|0\rangle$ to $|0\rangle$. We say that $A$ is an $\varepsilon$-error algorithm computing $f$ if for all $x$ in the domain of $f$, the probability of outputting $b \in \mathcal{R}$ such that $(x, b) \in f$ is at least $1 - \varepsilon$. The $\varepsilon$-error quantum query complexity of $f$, denoted by $Q_{\varepsilon}(f)$, is the least number of queries required for a quantum query algorithm to compute $f$ with error $\varepsilon$. When the subscript $\varepsilon$ is dropped we assume $\varepsilon = 1/3$; the bounded-error quantum query complexity of $f$ is $Q(f)$.

2.3 Span Programs

The model of span programs of interest to us is that of “non-binary span programs with orthogonal inputs”, abbreviated NBSPwOI. This model was introduced by Beigi and Taghavi [BT19]. A NBSPwOI $(P, w, \overline{w})$ evaluating a function $f : D_f \to [m]$ with $D_f \subseteq [\ell]^n$ consists of the following:

- A finite dimensional vector space $V$ equipped with an inner product,
- for every $i \in [m]$, target vectors $|t_i\rangle \in V$,
- for every $j \in [n]$ and every $q \in [\ell]$, an input set $I_{j,q} \subseteq V$.

Let $I$ be the union of all input sets:

$$I = \bigcup_{j \in [n]} \bigcup_{q \in [\ell]} I_{j,q}. \quad (1)$$
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For every $x \in D_f$ we define the set of available vectors for $x$ to be

$$I(x) = \bigcup_{j \in [n]} I_{j,x}.$$  \hfill (2)

We say that the set of vectors $I \setminus I(x)$ is unavailable for $x$. The set $P$ comprises all of the above components. Let $A$ be the $(d \times |I|)$-dimensional matrix of consisting of all input vectors as its columns with $d = \dim(V)$. We say $(P,w,\overline{w})$ evaluates $f$ if for every $x \in D_f$,

$$|t_\alpha\rangle \in \text{span}(I(x)) \iff \alpha = f(x).$$

Moreover, there should be two witnesses indicating this: a positive witness $|w_x\rangle \in \mathbb{C}^{|I|}$ and a negative witness $|\overline{w}_x\rangle \in V$ satisfying the following conditions:

- The coordinates of $|w_x\rangle$ associated to unavailable vectors are zero.
- $A|w_x\rangle = |t_\alpha\rangle$.
- For all $|v\rangle \in I(x)$,
  $$\langle v|\overline{w}_x\rangle = 0.$$
- $\forall \beta \neq \alpha$ we have $\langle t_\beta|\overline{w}_x\rangle = 1$.

Let $w$ and $\overline{w}$ denote the collections of positive and negative witnesses, respectively. The positive and negative witness sizes of $(P,w,\overline{w})$ are defined to be

$$\text{wsize}^+(P,w,\overline{w}) := \max_{x \in D_f} \| |w_x\rangle \|^2,$$

$$\text{wsize}^-(P,w,\overline{w}) := \max_{x \in D_f} \| A^\dagger |\overline{w}_x\rangle \|^2.$$  \hfill (4)

The witness size of $(P,w,\overline{w})$ is defined as

$$\text{wsize}(P,w,\overline{w}) := \sqrt{\text{wsize}^-(P,w,\overline{w}) \cdot \text{wsize}^+(P,w,\overline{w})}.$$  \hfill (5)

Beigi and Taghavi [BT19, Theorem 2] showed that for any NBSPwOI $(P,w,\overline{w})$ evaluating the function $f$, its complexity $\text{wsize}(P,w,\overline{w})$ is an upper bound on $Q(f)$.

**Theorem 2.4** ([BT19]). Let $f : D_f \rightarrow [m]$ be a function with $D_f \subseteq [\ell]^n$, and let $(P,w,\overline{w})$ be a NBSPwOI computing $f$. Then,

$$Q(f) = O(\text{wsize}(P,w,\overline{w})).$$

### 2.4 Dual Adversary Bound

Let $f : D_f \rightarrow [m]$ be a function with $D_f \subseteq [\ell]^n$. Let $\Gamma$ be a Hermitian matrix with rows and columns labeled by elements of $D_f$. The matrix $\Gamma$ is called an adversary matrix for $f$ if $\Gamma[x,y] = 0$ whenever $f(x) = f(y)$. Høyer, Lee and Špalek [HLS07] defined the quantity

$$\text{Adv}^{\pm}(f) = \max_{\Gamma \neq 0} \frac{\| \Gamma \|}{\max_i \| \Gamma \circ D_i \|},$$  \hfill (6)
where $D_i$ is a $\{0, 1\}$-valued matrix with $D_i[x, y] = 1 - \delta_{x,y}$. They showed that $Q(f) = \Omega(\text{Adv}^\pm(f))$. Reichardt [Rei11] subsequently proved that $Q(f) = \Theta(\text{Adv}^\pm(f))$ for Boolean functions $f : \{0, 1\}^n \to \{0, 1\}$. This result was later generalized by Lee et al. [LMR+11, Theorem 1.1] who showed

$$Q(f) = \Theta(\text{Adv}^\pm(f))$$

for non-Boolean functions as well. They first observed that the quantity $\text{Adv}^\pm(f)$ in Equation (6) can be viewed as a feasible solution to a semidefinite program (SDP),

$$\text{Adv}^\pm(f) = \max\{\|\Gamma\| : \forall i \in [n], \|\Gamma \circ D_i\| \leq 1\},$$

where the maximization is over all real adversary matrices for $f$, i.e., symmetric matrices $\Gamma$ such that $\Gamma[x,y] = 0$ whenever $f(x) = f(y)$. While the primal solution of SDP in Equation (8) gives a lower bound on the quantum query complexity of $f$, they argued that a solution to the dual of this SDP gives upper bounds on $Q(f)$. Based on duality of SDPs, they first showed ([LMR+11, Lemma A.1]) that the dual SDP is of the following form.

| Variables | $\{|u_{xj}\} : x \in D_f, j \in [n]\}$ and $\{|w_{xj}\} : x \in D_f, j \in [n]\}$, $d$ |
|---|---|
| Minimize | $\max_{x \in D_f} \max \{\sum_{j=1}^{n} \|u_{xj}\|^2, \sum_{j=1}^{n} \|w_{xj}\|^2\}$ |
| s.t. | $\sum_{j \in [n] : x_j \neq y_j} \langle u_{xj} | w_{yj} \rangle = 1 - \delta_{f(x), f(y)}$ for all $x, y \in D_f$ |

Program 2: Dual SDP for $f$

They then showed that a feasible solution to the SDP in Program 2 yields an upper bound on the quantum query complexity of $f$ ([LMR+11, Theorem 4.1]).

**Theorem 2.5** ([LMR+11]). Let $f : D_f \to [m]$ be a function with $D_f \subseteq [\ell]^n$, let $C$ denote the optimal value of Program 2 for $f$. Then

$$Q(f) = O(C).$$

### 3 Decision Tree Rank

In this section, we first rephrase Theorem 1.1 in terms of a measure of decision trees which we term ‘guessing complexity’. This reformulation was essentially done by Beigi and Taghavi [BT20, Section 3]. We then show that the guessing complexity of a decision tree equals its rank, proving Theorem 1.2. Finally, we show a polynomial separation between rank and randomized rank for the complete binary AND-OR tree.

#### 3.1 Guessing Complexity and Rank

**Definition 3.1** (G-coloring [BT20, Definition 1]). A G-coloring of a decision tree $T$ is a coloring of its edges by two colors black and red, in such a way that any vertex of $T$ has at most one outgoing edge with black color.
Definition 3.2 (Guessing Complexity). Let $\mathcal{T}$ be a decision tree. Define the guessing complexity of $\mathcal{T}$, which we denote by $G(\mathcal{T})$, by
\[
G(\mathcal{T}) = \min_{G\text{-colorings of } \mathcal{T}} \max_{P \in P(\mathcal{T})} \text{ number of red edges on } P.
\]

Claim 3.3. Let $\mathcal{T}$ be a decision tree. Then,
\[
G(\mathcal{T}) = \text{rank}(\mathcal{T}).
\]

Proof. Let $v$, $v_L$ and $v_R$ be the root of $\mathcal{T}$, and the left and right children of $v$, respectively. Let $\mathcal{T}_L$ and $\mathcal{T}_R$ denote the subtrees of $\mathcal{T}$ rooted at $v_L$ and $v_R$, respectively.

Consider a $G$-coloring of $\mathcal{T}$. This naturally induces a $G$-coloring of $\mathcal{T}_L$ and $\mathcal{T}_R$. We consider two cases:

- $G(\mathcal{T}_L) = G(\mathcal{T}_R) = k$, say. One of the edges $(v, v_L)$ or $(v, v_R)$ must be colored red. Assume without loss of generality that $(v, v_L)$ is the red edge. Since we assumed $G(\mathcal{T}_L) = k$, $\mathcal{T}_L$ contains a path with at least $k$ red edges under the $G$-coloring induced from the given $G$-coloring of $\mathcal{T}$. But this induces a path in $\mathcal{T}$ with $k+1$ red edges, and hence $G(\mathcal{T}) \geq G(\mathcal{T}_L) + 1$.

- If $G(\mathcal{T}_L) \neq G(\mathcal{T}_R)$, we have $G(\mathcal{T}) \geq \max\{G(\mathcal{T}_L), G(\mathcal{T}_R)\}$, witnessed by the $G$-colorings induced on $\mathcal{T}_L$ and $\mathcal{T}_R$ by the $G$-coloring of $\mathcal{T}$.

In the other direction, we construct an optimal $G$-coloring of $\mathcal{T}$ given optimal $G$-colorings of $\mathcal{T}_L$ and $\mathcal{T}_R$. The edges of $\mathcal{T}_L$ and $\mathcal{T}_R$ in $\mathcal{T}$ are colored exactly as they are in the given optimal $G$-colorings of them. It remains to assign colors to the two remaining edges $(v, v_L)$ and $(v, v_R)$. We again have two cases:

- $G(\mathcal{T}_L) = G(\mathcal{T}_R) = k$, say. Arbitrarily color one of the edges $(v, v_L)$ and $(v, v_R)$ (say, $(v, v_L)$) red, and color the other edge black. The maximum number of red edges on a path has increased by 1. Thus, $G(\mathcal{T}) \leq G(\mathcal{T}_L) + 1$.

- $G(\mathcal{T}_L) > G(\mathcal{T}_R)$, say (the other case follows a similar argument). Color the edge $(v, v_L)$ black and $(v, v_R)$ red. Thus, the maximum number of red edges on a path in $\mathcal{T}$ equals $\max\{G(\mathcal{T}_L), G(\mathcal{T}_R) + 1\} = G(\mathcal{T}_L)$.

Thus, we have
\[
G(\mathcal{T}) = \begin{cases} 
\max\{G(\mathcal{T}_L), G(\mathcal{T}_R)\} & \text{if } G(\mathcal{T}_L) \neq G(\mathcal{T}_R) \\
G(\mathcal{T}_L) + 1 & \text{if } G(\mathcal{T}_L) = G(\mathcal{T}_R),
\end{cases}
\]

The measure rank($\mathcal{T}$) is defined exactly as the above (Definition 2.2), proving the claim.

The guessing algorithm $\mathcal{G}$ in Theorem 1.1 corresponds to a natural $G$-coloring of $\mathcal{T}$ of cost $G$: for each internal vertex, color the guessed edge black and the other edge red. Thus, Theorem 1.2 immediately follows from Claim 3.3 and Theorem 1.1.

Proof of Theorem 1.3. A quantum query algorithm for $f$ is as follows: sample a decision tree from the support of $\mathcal{T}$ according to its underlying distribution, and run a 9/10-error quantum query algorithm of cost $O(\sqrt{TV})$ from Theorem 1.2 on the resultant tree.\footnote{This is possible since the deterministic decision trees in the support of $\mathcal{T}$ compute functions, which admit efficient error reduction with a constant overhead in query complexity by standard techniques (run the algorithm from Theorem 1.2 a large constant many times and return the majority output).} The success probability of this algorithm is at least $(9/10) \cdot (2/3) = 3/5$ for all inputs $x \in D_f$. \qed
The rank of a decision tree essentially captures the largest depth of a complete binary subtree of the original tree. Thus, the rank of a tree is bounded from above by the logarithm of the size of the tree.

**Observation 3.4 ([EH89, Lemma 1]).** Let \( T \) be a deterministic decision tree of size \( s \). Then,
\[
\text{rank}(T) \leq \log(s + 1) - 1.
\]

Along with this observation and the simple observation that the depth of a decision tree is at most its size, the algorithm from the Proof of Theorem 1.3 yields the following statement.

**Theorem 3.5.** Let \( T \) be a randomized decision tree of size \( s \) that computes a relation \( f \subseteq \{0, 1\}^n \times \mathcal{R} \). Then,
\[
Q_{2/5}(f) = O(\sqrt{s \log s}).
\]

Note here that it suffices to prove that \( Q(\tilde{f}) = O(\sqrt{s \log s}) \) where \( s \) is the size of a deterministic decision tree computing \( f \), since standard techniques and error reduction yield the required bound for randomized trees. In Section B we show an explicit NBSPwOI and dual adversary solution witnessing the same bound. In Sections 4 and 5 we show an explicit NBSPwOI and dual adversary solution witnessing a stronger bound without the logarithmic factor. We choose to still give the weaker bound in Section B as the weighting scheme seems considerably different from that in Section 5, and the weights are also efficiently computable.

We note here the equivalence of rank of a Boolean function and the value of an associated Prover-Delayer game introduced by Pudlák and Impagliazzo [PI00]. We use this equivalence in the next part of this section to show that the rank of the complete binary AND-OR tree is polynomially larger than its randomized rank.

The game is played between two players: the Prover and the Delayer, who construct a partial assignment, say \( \rho \in \{0, 1, \bot\}^n \), in rounds. To begin with the assignment is empty, i.e., \( \rho = \bot^n \). In a round, the Prover queries an index \( i \in [n] \) for which the value \( x_i \) is not set in \( \rho \) (i.e., \( \rho_i = \bot \)). The Delayer either answers \( x_i = 0 \) or \( x_i = 1 \), or defers the choice to the Prover. In the latter case, the Delayer scores a point. The game ends when the Prover knows the value of the function, i.e., when \( f|_{\rho} \) is a constant function. The value of the game, \( \text{val}(f) \), is the maximum number of points the Delayer can score regardless of the Prover’s strategy. The following result is implicit in [PI00] (also see [DM21, Theorem 3.1] for an explicit statement and proof).

**Claim 3.6.** Let \( f : \{0, 1\}^n \to \{0, 1\} \) be a (possibly partial) Boolean function. Then,
\[
\text{rank}(f) = \text{val}(f).
\]

### 3.2 A Separation Between Rank and Randomized Rank

We first note that there can be maximal separations between rank and randomized rank if we consider partial functions. This is witnessed by the well-studied Approximate-Majority function, for example.

**Claim 3.7.** Let \( f : \{0, 1\}^n \to \{0, 1\} \) be a partial function defined as follows:
\[
f(x) = \begin{cases} 
0 & |x| \leq n/3 \\
1 & |x| \geq 2n/3.
\end{cases}
\]
Then, \( \text{rank}(f) = \Theta(n) \) and \( \text{rank}(f) = \Theta(1) \).
Proof. Clearly \( \text{rank}(f) = O(n) \). For the lower bound, we use the equivalence from Claim 3.6. A valid Delayer strategy is as follows: allow the Prover to choose input values for their first \( n/3 \) queries. It is easy to see that no matter what values the Prover chooses, the function can never be restricted to become a constant after these \( n/3 \) queries. Thus, \( \text{val}(f) \geq n/3 \) (and this can be easily seen to be tight). The randomized rank upper bound follows from the easy fact that \( \text{R}(f) = O(1) \) and \( \text{rank}(f) \leq \text{R}(f) \) for all \( f \).

When we restrict \( f \) to be a total function, it is no longer clear whether or not randomized rank can be significantly smaller than rank. In view of the example above, one might be tempted to consider functions that witness maximal separations between deterministic and randomized query complexity. The current state-of-the-art separation of \( D(f) = \Omega(n) \) vs. \( R(f) = \tilde{O}(\sqrt{n}) \) is witnessed by variants of ‘pointer jumping’ functions [GPW18, ABB+17, MRS18]. One might hope to use a similar argument as in the proof of Claim 3.7 to show that \( \text{rank}(f) = \Omega(n) \) (and a randomized rank upper bound of \( \tilde{O}(\sqrt{n}) \) immediately follows from the randomized query upper bound). However, it is easy to show that the rank of these functions is actually \( \tilde{O}(\sqrt{n}) \), rendering this approach useless for these variants of pointer jumping functions. Nevertheless, we are able to use such an approach to show a separation between rank and randomized rank for another function whose deterministic and randomized query complexities are polynomially separated.

In the remainder of this section, let \( F : \{0, 1\}^n \rightarrow \{0, 1\} \) be defined as the function evaluated by a complete \((\log n)\)-depth binary tree as described below. Assume \( \log n \) to be an even integer, and the top node of this tree to be an OR gate. Nodes in subsequent layers alternate between AND’s and OR’s, and nodes at the bottom layer contain variables. We call this the complete AND-OR tree of depth \( \log n \). See Figure 1 for a depiction of the complete depth-4 AND-OR tree.

It is easy to see via an adversarial argument that \( D(F) = n \). Saks and Wigderson [SW86] showed that \( \text{R}(F) = \Theta(n^{\log \frac{n}{\log n}}) \approx \Theta(n^{0.753...}) \).

**Theorem 3.8** ([SW86, Theorem 1.5]). Let \( F : \{0, 1\}^n \rightarrow \{0, 1\} \) be the complete AND-OR tree of
Then
\[ D(F) = n, \quad R(F) = \Theta \left( n^{\log \frac{1+\sqrt{33}}{4}} \right) \approx \Theta(n^{0.753...}). \]

We show that the rank of \( F \) equals \( \frac{n+2}{3} \).

**Theorem 3.9.** Let \( F : \{0,1\}^n \to \{0,1\} \) be the complete AND-OR tree of depth \( \log n \). Then
\[ \text{rank}(F) = \frac{n+2}{3}. \]

This proof uses the characterization of rank by the value of the Prover-Delayer game in Claim 3.6. For the lower bound, we exhibit a strategy of the Delayer that scores \( \frac{n+2}{3} \) points regardless of the strategy of the Prover. For the upper bound, we show a strategy of the Prover which ensures that the Delayer can score at most \( \frac{n+2}{3} \) points.

Before we exhibit these strategies, we describe how partial assignments to the AND-OR tree can be captured by modifications of the tree itself. To that end, we formalize required properties of AND-OR trees in the following definition.

**Definition 3.10.** Let \( n \in \mathbb{N} \), and let \( T \) be a tree, whose internal nodes are labeled by either \( \wedge \) or \( \vee \), and whose leaves are labeled by indices in \([n]\), such that no two leaves are labeled by the same index. Then, we refer to \( T \) as an AND-OR tree. Edges are directed from the root to leaves, and if \( T \) contains no nodes, we say that it is empty. When \( T \) is non-empty, then the corresponding Boolean function it computes is denoted by \( f_T : \{0,1\}^S \to \{0,1\} \), where \( S \subseteq [n] \) is the set of index labels that correspond to the leaves present in \( T \). If \( T \) is empty, we say that it computes a constant function, and we have to additionally supply the outcome \( b \in \{0,1\} \). We often identify \( T \) with \( f_T \).

We define some notation to describe the nodes within \( T \):

1. We denote the root node of \( T \) by \( \text{root}(T) \).
2. For a leaf node \( v \), we denote the variable it is querying by \( \text{index}(v) \in [n] \).
3. For a node \( v \), define \( \text{label}(v) \in \{\wedge, \vee, \text{leaf}\} \) to be the type of node.
4. For a non-root node \( v \), define \( \text{parent}(v) \) to be the node in the tree that is the parent of \( v \).
5. For an internal node \( v \), define \( \text{child}(v) \) to be the set
\[ \text{child}(v) := \{ w \in T : v = \text{parent}(w) \}. \]
6. For a non-root node \( v \), we define its proper parent, \( \text{pparent}(v) \), recursively as
\[ \text{pparent}(v) = \begin{cases} 
\text{undefined}, & \text{if } v = \text{root}(T), \\
\text{parent}(v), & \text{if } |\text{child}(\text{parent}(v))| \geq 2, \\
\text{pparent}(\text{parent}(v)), & \text{otherwise}.
\end{cases} \]

We say that \( T \) is in reduced form if all internal nodes have at least two children, and none of these are labeled by the same gate as the parent.
Algorithm 1 update subroutine

Input: $T, i \in [n], b \in \{0, 1\}$.
1: if $\exists$ leaf $\ell$ in $T$ such that $\text{index}(\ell) = i$ then
2:  if $\ell$ is the only leaf in $T$ then
3:      $T \leftarrow$ the empty tree computing $b$.
4:  else if $(b = 1$ and $\text{label}(\text{parent}(\ell)) = \land$) or $(b = 0$ and $\text{label}(\text{parent}(\ell)) = \lor$) then
5:      Remove the leaf $\ell$ and the edge above it from $T$.
6:  else
7:      Remove the edge above $\text{parent}(\ell)$ (if it exists), and the subtree rooted at $\text{parent}(\ell)$.

Output: $T$.

Algorithm 2 contract subroutine

Input: $T$
1: while there is a node $v$ in $T$ with $|\text{child}(v)| = 1$ do
2:  if $v$ is not root($T$) then
3:      $\text{parent}(\text{child}(v)) \leftarrow \text{parent}(v)$
4:  Remove $v$ from $T$.
5: while there are vertices $a, a' \in T$ with $a' = \text{parent}(a)$ and $\text{label}(a) = \text{label}(a')$ do
6:  for $w \in \text{child}(a)$ do
7:      $\text{parent}(w) \leftarrow a'$
8:  Remove $a$ from $T$.

Output: $T$.

By fixing a subset of the input variables as per a partial assignment $\rho \in \{0, 1, \bot\}^n$, any AND-OR tree can be simplified to a reduced tree $T|_{\rho}$, i.e., leaves can be removed, and in many cases gates can be removed as well. When we fix a bit in our partial assignment, then the resulting simplification process can be split into two steps, which we refer to as the update and the contract steps, respectively. We formally define the corresponding routines in Algorithms 1 and 2.

We now formally prove that the update procedure modifies the AND-OR tree in such a way that the Boolean function computed by the updated tree indeed computes the function computed by the original tree after updating the partial assignment accordingly. This is the objective of the following claim.

Claim 3.11. Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a Boolean function, and let $\rho \in \{0, 1, \bot\}^n$ be a partial assignment. Let $T$ be an AND-OR tree in reduced form, computing $f|_{\rho}$. Let $i \in [n]$ such that $\rho_i = \bot$, and let $b \in \{0, 1\}$. Then, the AND-OR tree $T' = \text{update}(T, i, b)$ computes the Boolean function $f|_{\rho'}$, where $\rho'_i = b$, and $\rho'_j = \rho_j$ for $j \neq i$.

Proof. We consider multiple cases.

- If there does not exist a leaf $\ell$ in $T$ such that $\text{index}(\ell) = i$, then $f|_{\rho}$ does not depend on the $i$'th input bit. Therefore, $f|_{\rho} = f|_{\rho'}$. Hence $T'$, which is the same as $T$, computes $f|_{\rho'}$.

- Suppose such a leaf does exist and let $\ell$ be the leaf in $T$ such that $\text{index}(\ell) = i$. If $\ell$ is the only leaf present in $T$, then $f|_{\rho}(x) = x_i$, which means that after setting $\rho'_i = b$, the function value is determined, i.e., $f|_{\rho'} = b$, which corresponds to the tree $T'$ being empty.
• If $\ell$ is a child of an $\land$-node, say $v$, and $b = 1$, then the output of $v$ is completely determined by the other edges going into it. Since we assumed $T$ to be in reduced form, at least one other such edge must exist. Therefore, the node $\ell$ can be removed, and the new tree $T'$ computes $f|_{\rho'}$. The same argument holds when $v$ is an $\lor$-node and $b = 0$.

• Finally, if $\ell$ is a child of an $\land$-node, say $v$, and $b = 0$, then the output of $v$ is always 0, and the other inputs to $v$ are now redundant. Therefore, we can remove $v$ and the subtree rooted at it. The same holds for the case when $v$ is an $\lor$-node and $b = 1$.

This completes the proof.

Note that the tree that $\text{update}$ outputs might not be in reduced form. Next, we show that the $\text{contract}$ routine takes as input an AND-OR tree, converts it into reduced form, and does not change the function it computes.

Claim 3.12. Let $f : \{0,1\}^n \to \{0,1\}$ be a Boolean function, and let $\rho \in \{0,1, \bot\}^n$ be a partial assignment. Let $T$ be an AND-OR tree computing $f|_{\rho}$. Then $T' = \text{contract}(T)$ is an AND-OR tree in reduced form that computes $f|_{\rho}$.

Proof. We analyze the two while loops in Algorithm 2.

• In the loop beginning at Line 1, we are selecting internal nodes that have exactly one child. Since these internal nodes are either $\land$- or $\lor$-gates, they act as the identity function, which means that they are redundant. Therefore, they can be removed without altering the function that is being computed, and the their child can be directly connected to their parent, if the node itself is not the root node to begin with. This is precisely what is done in Lines 2-4. After this first while block, we ensure that all internal nodes have at least two children, and the function computed by the tree has not changed. This part of the algorithm is described in Figure 2.

![Figure 2: Graphical depiction of the first step in the contract procedure where $|\text{child}(v)| = 1$](image)

• In the loop beginning at Line 5, we select pairs of neighboring vertices (say $v$ and $w = \text{parent}(v)$) that have the same label. In this case, $v$ and $w$ can be contracted without changing the function being computed (due to the associativity of $\land$ and $\lor$). Concretely, this means that the algorithm takes the children of $v$, and adds them as children to $w$ (Line 6-7), after which $v$ is removed (Line 8). This can only increase the number of children of $w$, which means that its number of children must still be at least two. Moreover, this process is repeated until there are no more neighboring vertices that have the same label. Therefore, the resulting tree $T'$ is in reduced form. This step is displayed in Figure 3.
This completes the proof.

Now that we have described two routines to modify an AND-OR tree $T$, we can describe the specific strategies for the Delayer and Prover, that witness lower and upper bounds, respectively, on the rank of the complete binary AND-OR tree.

### 3.2.1 Delayer’s Strategy (Lower Bound)

The Delayer starts by constructing the complete binary AND-OR tree $T$ on $n$ bits. Next, whenever the Prover asks variable $i$, Algorithm 3 describes the procedure that the Delayer follows. The output of this algorithm is a new AND-OR tree $T$, which is being used as input for Algorithm 3 upon the next query of the Prover.

Next, we argue that the Delayer always earns exactly $(n+2)/3$ points with this strategy. To that end, we introduce the following progress measure.

**Definition 3.13.** Let $T$ be an AND-OR tree (not necessarily in reduced form). We define the following cost function recursively on the nodes of $T$, as

$$c(v) = \begin{cases} 
0, & \text{if } \text{label}(v) = \text{leaf}, \\
c(w), & \text{if } \text{child}(v) = \{w\}, \\
1, & \text{if } \text{label}(v) = \land, |\text{child}(v)| \geq 2, \\
\sum_{w \in \text{child}(v)} c(w), & \text{if } \text{label}(v) = \lor. 
\end{cases}$$

We also define the set of marked nodes $M$, as

$$M = \{v \in T : \text{label}(v) = \lor \text{ and } |\text{child}(v)| \geq 2 \text{ and (pparent}(v) = \text{undefined or label(pparent}(v)) = \land)\}.$$

We now define a progress measure of $T$, as

$$P(T) = \begin{cases} 
1 + \sum_{v \in M} \max\{c(v) - 1, 0\}, & \text{if } T \text{ is non-empty,} \\
0, & \text{otherwise.}
\end{cases}$$

We observe that $c(v)$ only recursively depends on $\{c(w) : w \in \text{child}(v)\}$. Consequently, if we prove that the cost function is not altered on all children of $v$ then $c(v)$ is also not altered. In particular, it is completely determined by the subtree rooted at $v$.

Now, we show that as long as the progress function is positive, the game does not end.
Algorithm 3 Delayer strategy for a reduced AND-OR tree $\mathcal{T}$

**Input:** $\mathcal{T}$, $i$

1. $\ell \leftarrow$ leaf in $\mathcal{T}$ such that $\text{index}(\ell) = i$.
2. if $\ell$ is the only leaf in $\mathcal{T}$ then
   3. $b \leftarrow$ Prover’s choice.
   4. else if $\text{label}(\text{parent}(\ell)) = \lor$ then
      5. $b \leftarrow 0$.
   6. else
      7. $v \leftarrow \text{parent}(\ell)$.
      8. if $|\text{child}(v)| > 2$ then
         9. $b \leftarrow 1$.
      10. else
         11. if $v = \text{root}(\mathcal{T})$ then
            12. $b \leftarrow 1$.
         13. else
            14. $\{m\} \leftarrow \text{child}(v) \setminus \{\ell\}$.
            15. if $\exists x \in \text{child}(m) : \text{label}(x) = \land$ then
               16. $b \leftarrow 1$.
            17. else
               18. $u \leftarrow \text{parent}(v)$.
               19. if $\forall x \in \text{child}(u) \setminus \{v\}, \text{label}(x) = \text{leaf}$ then
                  20. $b \leftarrow 1$.
               21. else
                  22. $b \leftarrow$ Prover’s choice.

**Output:** $\text{contract}(\text{update}(\mathcal{T}, i, b))$.

Claim 3.14. If $P(\mathcal{T}) > 0$, then the function computed by $\mathcal{T}$ is not a constant function.

**Proof.** If $P(\mathcal{T}) > 0$, then $\mathcal{T}$ is not empty. Thus, there is at least one leaf (variable) in the tree. Setting values of all leaves to 0 causes $\mathcal{T}$ to evaluate to 0, and setting values of all leaves to 1 causes $\mathcal{T}$ to evaluate to 1.

Next, we show that the $\text{contract}$ procedure does not affect the progress measure.

Claim 3.15. The $\text{contract}$ procedure in Algorithm 2 does not alter the value of $P(\mathcal{T})$.

**Proof.** The first part of the $\text{contract}$ subroutine, i.e., Lines 1 to 4, looks for an internal node $v$ that has exactly one child $w$ and contracts it into a new node $v'$. Let $\mathcal{T}$ be the AND-OR tree before the contraction, and let $\mathcal{T}'$ be the tree afterwards. Similarly, let $c$ and $c'$ be the cost functions defined on $\mathcal{T}$ and $\mathcal{T}'$, respectively, and let $M$ and $M'$ be their marked sets. Since the cost function evaluated at a node is completely determined by the subtree rooted at it, we observe that $c'(v') = c(w)$. Moreover, it is easy to verify that both when $\text{label}(v) = \lor$ and when $\text{label}(v) = \land$, we have that $c(v) = c(w) = c'(v')$. It follows that the cost function on the rest of the tree is not changed anywhere. Finally, $v \notin M$ since $|\text{child}(v)| = 1$. Furthermore, $w \in M$ if and only if $v' \in M$, since this only depends on the proper parent of $v$ and $v'$ and their children, which are the same. Thus, $P(\mathcal{T}) = P(\mathcal{T}')$. 19
Next, we focus on the second part of the contract routine, which merges two nodes that have the same label. Since the first part of the algorithm has been completed, we can assume that all vertices have at least two children, which means that the proper parent of any internal vertex is its direct parent. Now, let $T$, $T'$, $c$, $c'$, $M$ and $M'$ as before, and let $v$ and $w$ be the parent and child nodes in $T$, and let $v'$ be the new node in $T'$. We immediately observe that $w \not\in M$, since it has the same label as its parent (which is its proper parent since all nodes have at least 2 children after the first phase of Algorithm 2), and $v \in M \iff v' \in M'$, since both have at least two children, and hence it only depends on their parents, which are the same.

- Suppose that $v$ and $w$ are both labeled by $\lor$. Then,

$$c'(v') = \sum_{x \in \text{child}(v')} c'(x)$$

by definition of the cost function and $\text{label}(v') = \lor$

$$= \sum_{x \in \text{child}(v) \setminus \{w\}} c'(x) + \sum_{x \in \text{child}(w)} c'(x)$$

by Lines 6-7 of Algorithm 2

$$= \sum_{x \in \text{child}(v) \setminus \{w\}} c(x) + \sum_{x \in \text{child}(w)} c(x)$$

since $c(x)$ only depends on $c(y)$ for $y \in \text{child}(x)$

$$= c(w) + \sum_{x \in \text{child}(v) \setminus \{w\}} c(x)$$

by definition of the cost function, and since $\text{label}(w) = \lor$

$$= \sum_{x \in \text{child}(v)} c(x)$$

$$= c(v),$$

where the last equality follows from the definition of the cost function in Definition 3.13, and since the label of $v$ was assumed to be $\lor$. Since the cost function of any given node depends only on its immediate children it follows that the cost function is not changed in any other part of the tree.

- Similarly, if $v$ and $w$ are both labeled by $\land$, then since both $v$ and $w$ have more than 1 child, so does $v'$, and hence $c(v) = c'(v') = 1$, and thus in this case the cost function is not changed anywhere else either.

Thus, the contract procedure leaves $P(T)$ invariant. \qed

**Claim 3.16.** In Algorithm 3, if the score is increased by 1, then $P(T)$ is decreased by 1. At any other point in the algorithm, the value of $P(T)$ does not change. In other words, score + $P(T)$ is constant throughout the Prover-Delayer game.

**Proof.** We already know from Claim 3.15 that the contract procedure does not impact the progress measure $P(T)$. Thus, it remains to check that the update procedure decreases the progress measure by 1 if and only if the Delayer scores a point. To that end, let $T$ be the tree at the start of Algorithm 3, and let $T'$ be the tree after the update procedure is performed, but before the contract procedure is called, in the final line of Algorithm 3. Let $c$, $c'$, $M$ and $M'$ be the cost functions and marked sets of $T$ and $T'$, respectively.

Below, we go through the same case analysis as presented in Algorithm 3. Also see Figure 4 for a graphical description of each case.
1. Suppose that \( \mathcal{T} \) contains only one leaf, which the Prover queries. We have \( P(\mathcal{T}) = 1 \), the Delayer scores a point in Line 3 of the Algorithm 3, and the update routine makes the tree empty in Line 3 of Algorithm 1. Thus, we find that \( \mathcal{T}' \) is empty, and hence \( P(\mathcal{T}) - P(\mathcal{T}') = 1 - 0 = 1 \).

2. Suppose that the parent of the leaf being queried, denoted by \( v \) as in Line 7 of Algorithm 3, is labeled by \( \checkmark \). Then, the Delayer sets the corresponding variable to 0 in Line 5 of Algorithm 3, which means that Line 5 of Algorithm 1 removes \( \ell \) from the tree. We find that \( c(v) - c'(v) = c(\ell) = 0 \), and hence \( c(\mathcal{T}) = c' \). Moreover, if \( v \) had more than 2 children in \( \mathcal{T} \), then \( M = M' \), and hence \( P(\mathcal{T}) = P(\mathcal{T}') \). On the other hand, if \( v \) has exactly 2 children in \( \mathcal{T} \), then \( v \) will have only one child in \( \mathcal{T}' \) and hence \( v \not\in M' \). Let \( w \) be the other child of \( v \) in \( \mathcal{T} \). Since \( \mathcal{T} \) is in reduced form, \( w \) is either a leaf or its label is \( \land \), which implies that \( w \not\in M \cap M' \). Moreover, if \( w \) is an internal node, it must have at least 2 children, and hence any node in the subtree rooted at \( w \) will have a proper parent that is also contained in that subtree. Therefore, \( M = M' \), and since the cost function evaluated at any given root only depends on the tree rooted at the given node, we also find that \( c'(v) = c(w) = c(w) = c(v) \). Thus, \( P(\mathcal{T}) = P(\mathcal{T}') \), and hence the progress measure is not affected.

3. Next we analyze the case where the parent node \( v \) has label \( \land \). Since \( \mathcal{T} \) is in reduced form, \( v \) has at least 2 children, and hence \( c(v) = 1 \). Suppose that \( v \) has more than 2 children. Then, Line 9 of Algorithm 3 sets the corresponding variable to 1, which means that Line 5 of Algorithm 1 removes \( \ell \) from the tree. Since the remaining number of children of \( v \) is still at least 2, we have that \( c'(v) = c(v) = 1 \), and so also on the remainder of the tree, the cost function is not changed. Similarly, \( M = M' \), and hence the \( P(\mathcal{T}') = P(\mathcal{T}) \).

4. We next consider the case where \( v \) has exactly 2 children, and we let \( m \) be the other child of \( v \), as in Line 14 of Algorithm 3. If \( v \) is the root of \( \mathcal{T} \), then Line 12 in Algorithm 3 sets the variable associated to the queried leaf to 1, which means that Line 5 in Algorithm 1 removes the queried leaf from the tree. The cost function on all nodes in \( \mathcal{T} \) apart from \( v \) will not be altered, and \( v \not\in M \cup M' \) and \( m \in M \cap M' \). Thus, \( P(\mathcal{T}) = P(\mathcal{T}') \), proving that the progress measure is left unaltered.

5. It remains to check the case where \( v \) is not the root of \( \mathcal{T} \), in which case we can let \( u = \text{parent}(v) \). Since \( \mathcal{T} \) is in reduced form, we have that the label of \( u \) must be different from the label of \( v \), so we find that \( \text{label}(u) = \checkmark \). Suppose that \( m \) is an internal vertex and that at least one child of \( m \) is labeled by \( \land \), then we have \( c(m) \geq 1 \), and similarly \( c(u) \geq 1 \). Line 16 of Algorithm 3 now sets the queried leaf to 1, which means that Line 5 in Algorithm 1 removes the queried leaf from the tree. Since \( v \) is now left with just one child, \( c'(v) = c'(m) = c(m) \). This implies that \( c'(u) - c(u) = c'(v) - c(v) = c(m) - 1 \), and we also find that \( u, m \in M \) and \( u \in M' \), but \( m \not\in M' \). Thus,

\[
P(\mathcal{T}) - P(\mathcal{T}') = \max\{c(u) - 1, 0\} + \max\{c(m) - 1, 0\} - \max\{c'(u) - 1, 0\}
\]

\[
= c(u) - 1 + c(m) - 1 - (c'(u) - 1)
\]

\[
= c(u) - c'(u) + c(m) - 1 = 0,
\]

from which we observe that the progress measure is indeed not altered.
6. It remains to check the case where \( m \) does not have a child labeled by \( \land \), which implies that it is a leaf itself or all its children must be leaves, and thus \( c(m) = 0 \). Suppose that all children of \( u \), except for \( v \), are leaves, which means that \( c(u) = c(v) = 1 \). Then, Line 20 of Algorithm 3 sets the variable corresponding to the queried leaf to 1, which means that Line 5 of Algorithm 1 removes it from the tree. Then, we find that \( c'(u) = c'(v) = c'(m) = c(m) = 0 \), and since \( \mathcal{T} \) is in reduced form, the parent of \( u \), if it exists, must be labeled by \( \land \) and have multiple children, which means that the cost function is not altered anywhere outside of the subtree rooted at \( u \). Finally, since

\[
\max\{c(u) - 1, 0\} = \max\{c(m) - 1, 0\} = \max\{c'(u) - 1, 0\} = \max\{c'(m) - 1, 0\} = 0,
\]

we conclude that none of the vertices in the subtree rooted at \( u \) makes any contribution to the progress measure, and hence it remains unaffected.

7. Thus, it remains to investigate the case where \( u \) has multiple children that are labeled by \( \land \), which means that \( c(u) \geq 2 \). In that case, the Delayer scores a point in Line 22 of Algorithm 3. If the Prover chooses the value 1, then Line 5 of Algorithm 1 removes the leaf from the tree. Since \( c(u) \geq 2 \), and \( c(v) = 1 \), we find that \( c'(u) \geq 1 \). Since \( \mathcal{T} \) is in reduced form, we find that the label of the parent of \( u \), if it exists, must be \( \land \), and it must have multiple children, from which we infer that the cost function remains unaffected on all of \( \mathcal{T} \) except for the subtree rooted at \( u \). Furthermore, we have \( u \in M \cap M' \), and \( \max\{c(m) - 1, 0\} = \max\{c'(m) - 1, 0\} = 0 \), which means that

\[
P(\mathcal{T}) - P(\mathcal{T}') = \max\{c(u) - 1, 0\} - \max\{c'(u) - 1, 0\}
= c(u) - c'(u) = c(v) - c'(v) = 1 - c'(m) = 1 - c(m) = 1,
\]

which indeed proves that the progress measure is decreased by 1.

8. On the other hand, if the Prover chooses 0, then Line 7 in Algorithm 1 removes the leaf from the tree, as well as the node \( v \) and the subtree rooted at it. Again, the cost function is not altered on all of \( \mathcal{T} \), except for the subtree rooted at \( u \). If \( u \) has more than 2 children in \( \mathcal{T} \), then, we find that \( u \in M \) and \( u \in M' \), which implies

\[
P(\mathcal{T}) - P(\mathcal{T}') = \max\{c(u) - 1, 0\} - \max\{c'(u) - 1, 0\} = c(u) - c'(u) = c(v) = 1,
\]

and if \( u \) has exactly 2 children in \( \mathcal{T} \), then \( c(u) = 2 \), \( u \in M \) and \( u \notin M' \), from which we find that

\[
P(\mathcal{T}) - P(\mathcal{T}') = \max\{c(u) - 1, 0\} = 1.
\]

Thus, indeed, the progress measure is decreased by 1 iff the Prover scores a point (which happened in Items 1, 7 and 8 above). This completes the proof. \( \square \)

Now that we know that the Delayer’s strategy ensures that \( \text{score} + P(\mathcal{T}) \) remains constant throughout the Prover-Delayer game, we observe that the initial value of the progress measure tells us how many points will be scored throughout the game.

**Claim 3.17.** *At the start of the game, the progress measure is \((n + 2)/3\).*
| Case | $\mathcal{T}$ | $x_i = b$ | $\mathcal{T}'$ |
|------|----------------|----------|---------------|
| Case 1 | $z_i$ | $x_i = b$ | $b$ |
| Case 2 | $\triangle$ | $x_i = 0$ | $\triangle$ |
| Case 3 | $\triangle$ | $x_i = 1$ | $\triangle$ |
| Case 4 | $\triangle$ | $x_i = 1$ | $\triangle$ |
| Case 5 | $\triangle$ | $x_i = 1$ | $\triangle$ |
| Case 6 | $\triangle$ | $x_i = 1$ | $\triangle$ |
| Case 7 | $\triangle$ | $x_i = 1$ | $\triangle$ |
| Case 8 | $\triangle$ | $x_i = 0$ | $\triangle$ |

Figure 4: Graphical depiction of the cases considered in the proof of Claim 3.16. Black dots indicate leaves, and triangles depict arbitrary AND-OR trees. In cases 6 to 8, the subtree rooted at $m$ can also be replaced by a single leaf.
Proof. At the beginning of Algorithm 3 the tree $T$ is a complete binary tree with every node $v \in T$ with $\text{label}(v) = \lor$ has exactly two children, say $w_1$ and $w_2$, with $\text{label}(w_1) = \text{label}(w_2) = \land$. Since $w_1$ and $w_2$ both have two children as well, we have $c_\land(w_1) = c_\land(w_2) = 1$, which implies that $\max\{c_\land(v) - 1, 0\} = 2$. Therefore, the progress measure is equal to 1 plus the number of $\lor$-labelled nodes, which can be easily seen to equal (with $4^k = n$),

$$1 + \sum_{j=1}^{k} \frac{n}{4^j} = 1 + \frac{n}{4} \sum_{j=0}^{k-1} \frac{1}{4^j} = 1 + \frac{n}{4} \cdot 1 - \frac{1}{4} \cdot \frac{1}{3} = 1 + \frac{n - 1}{3} = \frac{n + 2}{3},$$

completing the proof. \qed

Claim 3.18. The rank of $F$ is at least $(n + 2)/3$.

Proof. The progress measure starts at $(n + 2)/3$ (Claim 3.17), decreases by exactly 1 whenever a point is scored (Claim 3.16), and the game doesn’t end until it is 0 (Claim 3.14). This proves that the Delayer can at least score $(n + 2)/3$ points. Thus, by using Claim 3.6, we see that the rank is indeed bounded from below by $(n + 2)/3$. \qed

3.2.2 Prover’s Strategy (Upper Bound)

The Prover also starts by building the complete AND-OR tree $T$ on $n$ bits. Then, in every round of the Prover-Delayer game, the Prover asks the variable that is associated to an arbitrary leaf of the tree $T$. Next, if the Delayer answers 0 or 1, the Prover updates the tree with the update procedure, Algorithm 1. If instead, the Delayer asks the Prover to choose, then the Prover always chooses 0, and updates the tree accordingly. Finally, the Prover puts the tree back into reduced form using the contract procedure. The algorithm is formally stated in Algorithm 4.

Algorithm 4 Prover’s strategy

Input: $T$
1: Query an arbitrary leaf of $T$, associated with variable $i$.
2: $b \leftarrow$ answer from Delayer.
3: if $b =$ Prover’s choice then
4: Choose 0.
5: $b \leftarrow 0$.
Output: contract(update($T, i, b$)).

We now argue that if the Prover uses the strategy outlined in Algorithm 4, the Delayer cannot score more than $(n + 2)/3$ points. To that end, we introduce the following progress measure:

Definition 3.19. Let $T$ be an AND-OR tree (not necessarily in reduced form). We define the following cost function recursively on the nodes of $T$, as

$$d(v) = \begin{cases} 
\sum_{w \in \text{child}(v)} d(w), & \text{if } \text{label}(v) = \lor, \\
d(w), & \text{if } \text{child}(v) = \{w\}, \\
1, & \text{otherwise}.
\end{cases}$$
We also define the set of marked nodes $M$ as before in Definition 3.13, as
\[ M = \{ v \in T : \text{label}(v) = \lor \text{ and } |\text{child}(v)| \geq 2 \text{ and } \text{pparent}(v) = \text{undefined or label(pparent}(v)) = \land \} \].

We now define a new progress measure of $T$, as
\[ S(T) = \begin{cases} 
1 + \sum_{v \in M} \max\{d(v) - 1, 0\}, & \text{if } T \text{ is non-empty}, \\
0, & \text{otherwise}.
\end{cases} \]

Note that the cost function introduced in Definition 3.19 only differs slightly from the cost function introduced in Definition 3.13, in that leaves have cost 1 in Definition 3.19, whereas they have cost 0 in Definition 3.19. Just as before, we observe that $d$ evaluated at $v$ only depends on the immediate children of $v$, and whether $v$ belongs to $M$ only depends on its parent.

**Claim 3.20.** If the progress measure is 0, the Prover-Delayer game ends.

**Proof.** If the progress measure is 0, then the tree is empty, and hence the function value must be completely determined. This implies that the game ends, completing the proof. 

**Claim 3.21.** The contract procedure does not alter the value of $S(T)$.

**Proof.** The first part of the contract procedure looks for a node $v$ that has only one child $w$, and it contracts these into a new node $v'$. Let $T$ be the tree before this contraction, and $T'$ the resulting tree afterwards, and define the cost functions and marked sets $d, d', M$ and $M'$ accordingly. We have $d(v) = d(w)$, both when label$(v) = \lor$ and label$(v) = \land$, and we also have $d(v') = d(w)$, since label$(v') =$ label$(w)$ and the cost function only depends on their immediate children. Next observe that $v \notin M$ since $|\text{child}(v)| = 1$, and pparent$(w) =$ pparent$(v')$. Thus, $w \in M \iff v' \in M'$. Since the cost of other nodes and the marked set remain unaffected in the remainder of the tree, we find that $S(T') = S(T)$.

In the second part of the contract procedure, we find a node $v$ and one of its children $w$ having the same label, and we contract them into a new node $v'$. Again let $T$ be the tree before this contraction, and $T'$ the resulting tree afterwards. Define the cost functions $d, d', M$ and $M'$, accordingly.

- If label$(v) =$ label$(w) = \lor$, then
  \[
  d'(v') = \sum_{x \in \text{child}(v')} d'(x) \quad \text{by definition of the cost function and label}(v') = \lor \\
  = \sum_{x \in \text{child}(v') \backslash \{w\}} d'(x) + \sum_{x \in \text{child}(w)} d'(x) \quad \text{by Lines 6-7 in Algorithm 2} \\
  = \sum_{x \in \text{child}(v') \backslash \{w\}} d(x) + \sum_{x \in \text{child}(w)} d(x) \quad \text{since } d(x) \text{ depends only on } d(y) \text{ for } y \in \text{child}(x) \\
  = \sum_{x \in \text{child}(v') \backslash \{w\}} d(x) + d(w) \quad \text{by definition of the cost function and label}(w) = \lor \\
  = d(v),
  \]

where the final equality follows from the definition of the cost function and the fact that label$(v) = \lor$. 


Similarly, if \( \text{label}(v) = \text{label}(w) = \land \), then because \( v \) and \( w \) both have more than one child each, then so does \( v' \), and hence \( d'(v') = d(v) = 1 \).

Thus, both in the cases where the labels are \( \land \) and \( \lor \), the cost function on the rest of the tree is not altered. Moreover, \( w \notin M \) because its parent is \( v \) (which is its proper parent since all nodes have at least 2 children after the first phase of Algorithm 2), which has the same label as \( w \). Moreover \( v \in M \iff v' \in M' \), because their proper parents are the same. Thus, we find that \( S(T') = S(T) \), completing the proof. \( \square \)

Claim 3.22. Every time the Delayer asks the Prover to choose, the progress measure decreases by at least 1.

Proof. We already know from Claim 3.21 that the contract procedure does not impact the progress measure \( S(T) \). Thus, it remains to check that the update procedure decreases the progress measure by at least 1, whenever the Delayer allows the Prover to choose. To that end, \( T \) be the tree at the moment the Delayer asks the Prover to choose. Since the Prover puts \( T \) back into reduced form after every round, we can assume it is in reduced form. According to the strategy outlined in Algorithm 4, the Prover chooses 0. Let \( T' \) be the result of the update procedure, called in the last line of Algorithm 4, and let \( d, d', M \) and \( M' \) be the associated cost functions and marked sets.

Let the queried leaf be denoted by \( \ell \). We consider three cases.

1. Suppose \( \ell \) is the final remaining leaf in the tree. Then, Line 3 in the update procedure, i.e., Algorithm 1, will render the tree completely empty, and hence we find that \( S(T) - S(T') = 1 - 0 = 1 \). Thus, the progress measure indeed decreases by 1.

2. Let \( v = \text{parent}(\ell) \). Suppose \( \text{label}(v) = \lor \). Then, since the Prover always chooses 0 according to Line 5 in Algorithm 4, we find that Line 5 of the update procedure, i.e., Algorithm 1, removes \( \ell \) from the tree. Thus, we find that \( d(v) - d'(v) = d(\ell) = 1 \), by Definition 3.19. Moreover, \( v \in M \) by Definition 3.19 because \( \text{label}(v) = \lor \), \( \lvert \text{child}(v) \rvert \geq 2 \), and \( v \) is either the root node, or \( \text{label}(\text{parent}(v)) = \text{label}(\text{parent}(v)) = \land \) and \( \lvert \text{child}(\text{parent}(v)) \rvert \geq 2 \) as \( T \) is in reduced form. Moreover, \( d(v) \geq 2 \), because \( v \) has at least 2 children that are either leaves or \( \land \)-nodes, and similarly \( d'(v) \geq 1 \). Thus, \( \max\{d(v) - 1, 0\} = d(v) - 1 \) and \( \max\{d'(v) - 1, 0\} = d'(v) - 1 \). Finally, the cost of other nodes and the set of marked nodes remain unaffected in the other parts of the tree, we find that \( S(T) - S(T') = d(v) - d'(v) = 1 \). Hence, also in this case the progress measure is decreased by 1.

3. On the other hand, suppose \( \text{label}(v) = \land \). Since the Prover chooses 0, according to Line 5 of Algorithm 4, Line 7 of the update procedure, i.e., Algorithm 1, removes this node and the subtree rooted at \( v \). If this node was the root, then the resulting tree is empty, meaning that \( S(T) - S(T') \geq 1 - 0 = 1 \), and hence the progress measure is indeed decreased by at least 1. Otherwise, if \( v \) was not the root, then let \( u = \text{parent}(v) \). We find that \( \text{label}(u) = \lor \), because \( T \) was in reduced form. Furthermore, since \( \lvert \text{child}(u) \rvert \geq 2 \) in \( T \), we find that \( d(u) \geq 2 \), and \( d'(u) \geq 1 \). Furthermore, \( v \notin M \) because \( \text{label}(v) = \land \), and \( u \in M \), because \( \text{label}(u) = \lor \), and the other conditions in the definition of \( M \) are satisfied too. Moreover, the cost function above the node \( u \) is not affected, and \( M' \setminus \{u\} \subseteq M \setminus \{u\} \), where strict containment only happens whenever \( M \) contains nodes in the subtree rooted at \( v \) in \( T \).

There are now two possible cases:
• If $|\text{child}(u)| > 2$ in $T$, then $|\text{child}(u)| \geq 2$ in $T'$, and hence we find that $u \in M'$ as well. Therefore, the difference between the old and new progress measures can be expressed as $S(T) - S(T') \geq d(u) - d'(u) = d(v) = 1$. Thus, indeed, the progress measure decreases by at least 1.

• This leaves the case where $|\text{child}(u)| = 2$ in $T$, in which case we obtain that $d(u) = 2$ and $|\text{child}(u)| = 1$ in $T'$, and so $u \not\in M'$. This implies that $S(T) - S(T') \geq \max\{d(u)-1,0\} = 2 - 1 = 1$, and hence the progress measure decreases by at least 1 in this case as well.

This completes the proof.

**Claim 3.23.** Initially, the progress measure $S(T)$ is $(n + 2)/3$.

*Proof.* Initially, every $\lor$-gate in the AND-OR tree is in $M$, because it is either the root node, or it has a parent node with 2 children labeled by $\land$. Moreover, the cost of every node labeled by $\lor$ is 2, because it has two children, both labeled by $\land$. Thus, we obtain that $S(T)$ is 1 plus the number of nodes labeled by $\lor$, which is $(n + 2)/3$ (see the proof of Claim 3.17).

**Claim 3.24.** The rank of $F$ is at most $(n + 2)/3$.

*Proof.* Since the progress measure starts at $(n + 2)/3$ (Claim 3.23), with every point scored it decreases by at least 1 (Claim 3.22), and the game ends whenever the progress measure $S$ is 0 (Claim 3.20), the Prover can ensure that the number of points scored by the Delayer is at most $(n + 2)/3$. From Claim 3.6, we infer that $\text{rank}(F) \leq (n + 2)/3$, completing the proof.

**Proof of Theorem 3.9.** Combining Claim 3.18 and Claim 3.24 completes the proof.

**Proof of Theorem 1.4.** Since randomized rank is at most randomized decision tree complexity, Theorem 3.8 implies

$$\text{rank}(F) \leq R(f) = \Theta\left(n \log \frac{1 + \sqrt{33}}{4}\right) \approx \Theta\left(n^{0.753...}\right).$$

Theorem 3.9 implies

$$\text{rank}(F) = \frac{n + 2}{3}.$$

This proves the theorem.

4 Proof of Theorem 1.6

The main results of this section provide a characterization of the optimal witness complexity and objective value of the dual adversary bound, based on the weighting scheme in Beigi and Taghavi’s construction of an NSBPwOI and a dual adversary solution for $\hat{f}$ given a relation $f \subseteq \{0,1\}^n \times \mathcal{R}$ and a decision tree $T$ computing it [BT20, Section 3] (recall from Section 2 that $\hat{f}$ takes an input $x \in \{0,1\}^n$ and outputs the leaf of $T$ reached on input $x$), in terms of the objective value of Program 1. We describe their construction in a modular fashion: we leave the choice of ‘weights’ of the vectors in the span program and dual adversary solution unfixed. We show that the witness complexity and dual adversary bounds thus obtained are captured by the objective value of Program 1. In the next section we demonstrate a choice of weights and prove its optimality. In Appendix B we exhibit another interesting choice of weights.
4.1 Span Program Construction

In order to define the NBSPwOI, we first assign strictly positive real weights $W_e$ to all edges $e$ in the decision tree. These weights play a crucial role in the witness complexity analysis.

The following is the NBSPwOI for $\tilde{f}$.

- The vector space is $\{ |v\rangle : v \in V(T) \}$.

- The input vectors are

$$I_{j,q} = \bigcup_{v \in V(T): J(v) = j} \left\{ \sqrt{W_e(v,N(v,q))} \right\} (|v\rangle - |N(v,q)\rangle) \right\}. \tag{10}$$

That is, for all $j \in [n]$ and $q \in \{0, 1\}$, the input vectors correspond to edges corresponding to answers of queries of the form $x_j = q$. In other words, for every vertex $v \in V(T)$, $e(v,N(v,x,J(v)))$ is always the unique available outgoing edge of $v$. Moreover, these vectors are weighted, and we leave these weights variable for now.

- Let $r$ denote the root vertex of $T$. For each leaf $u$ of $T$, the associated target vector is given by

$$|t_u\rangle = |r\rangle - |u\rangle.$$

We now give positive and negative witnesses for every $x \in D_f$, argue that the above span program evaluates $\tilde{f}$, and analyze the positive and negative witness complexities.

Note that, we use $v \in P_x$ to denote a vertex in the path $P_x$, and, we use $e \in P_x$ to denote an edge in the path $P_x$. For every $x \in D_f$, we can express the corresponding target vector by a telescoping sum of vectors that are all available to $x$, as

$$|t_{\tilde{f}(x)}\rangle = |r\rangle - |\tilde{f}(x)\rangle = \sum_{v \in P_x \setminus \{\tilde{f}(x)\}} |v\rangle - |N(v,x,J(v))\rangle$$

$$= \sum_{v \in P_x \setminus \{\tilde{f}(x)\}} \frac{1}{\sqrt{W_e(v,N(v,x,J(v)))}} \left\{ \sqrt{W_e(v,N(v,x,J(v)))} \right\} (|v\rangle - |N(v,x,J(v))\rangle) \right\}. \tag{10}$$

Note from Equation (10) that all the vectors in the curly braces above are available for $x$. Any vector in $\mathbb{C}^I$ can be viewed as indexed by elements of $I$. Define $|w_x\rangle \in \mathbb{C}^I$ as follows: For a node $v \in P_x \setminus \{\tilde{f}(x)\}$, assign the value $\frac{1}{\sqrt{W_e(v,N(v,x,J(v)))}}$ to the entry corresponding to the vector $\sqrt{W_e(v,N(v,x,J(v)))} \left( |v\rangle - |N(v,x,J(v))\rangle \right)$, and set all other coefficients to 0. On the other hand, we let

$$|\overline{w}_x\rangle = \sum_{v \in P_x} |v\rangle.$$

For any vector in $|v'\rangle \in I(x)$, we have

$$\langle \overline{w}_x | v'\rangle = \sum_{v \in P_x} \sqrt{W_e(v,N(v,x,J(v)))} \left( \langle v|v'\rangle - \langle N(v,e(v,x,J(v))|v') \right) = 0.$$
For a leaf \( u \neq \tilde{f}(x) \) of \( \mathcal{T} \),
\[
\langle t_u | \overline{w}_x \rangle = \sum_{v \in P_x} \langle r|v \rangle - \sum_{v \in P_x} \langle u|v \rangle = 1 - 0 = 1.
\]

This implies that the NBSPwOI indeed computes \( \tilde{f} \). For the positive and negative witness sizes, we have
\[
\text{wsize}^+(P, w, \overline{w}) = \max_{x \in D_f} \| A^1[\overline{w}_x] \|^2 = \max_{x \in D_f} \sum_{v \in P_x \setminus \{f(x)\}} \frac{1}{W_e(v, N(v, x_J(v)))} = \max_{P \in P(\mathcal{T})} \sum_{e \in P} \frac{1}{W_e},
\]
and
\[
\text{wsize}^-(P, w, \overline{w}) = \max_{x \in D_f} \| A[\overline{w}_x] \|^2 = \max_{x \in D_f} \left( \sum_{v \in P_x \setminus \{f(x)\}} W_e(v, N(v, x_J(v))) \right) \| A[\overline{w}_x] \|^2 = \max_{P \in P(\mathcal{T})} \sum_{e \in P} W_e.
\]

Now, it remains to find the weight assignment \( W \) that minimizes the total complexity of the NBSPwOI, which is given by
\[
\text{wsize}(P, w, \overline{w}) = \sqrt{\text{wsize}^-(P, w, \overline{w}) \cdot \text{wsize}^+(P, w, \overline{w})} = \sqrt{\max_{P \in P(\mathcal{T})} \sum_{e \in P} \frac{1}{W_e} \cdot \max_{P \in P(\mathcal{T})} \sum_{e \in P} W_e}.
\]

Thus, if we assign of weights \( W \) to the edges of \( \mathcal{T} \) as earlier in this section, and set \( \alpha = \max_{P \in P(\mathcal{T})} \sum_{e \in P} W_e \) and \( \beta = \max_{P \in P(\mathcal{T})} \sum_{e \in P} \frac{1}{W_e} \), the construction from earlier in this section gives rise to an explicit NBSPwOI computing \( \tilde{f} \) with witness complexity of \( \sqrt{\alpha \beta} \). This is exactly captured by Program 1, giving us the following theorem.

**Theorem 4.1.** Let \( f \subseteq \{0, 1\}^n \times \mathcal{R} \) be a relation, let \( \mathcal{T} \) be a decision tree computing \( f \) and let \( \text{OPT}_{\mathcal{T}} \) denote the optimal value of Program 1. Then, for the construction of \( (P, w, \overline{w}) \) with variable weights as earlier in this section,
\[
\text{wsize}(P, w, \overline{w}) = \text{OPT}_{\mathcal{T}}.
\]

In the next subsection we show that a solution to Program 1 also gives a dual adversary solution with the same objective value.

### 4.2 Dual Adversary Solution

We give a simplified analysis of Beigi and Taghavi’s construction of a dual adversary solution for a relation \( f \subseteq \{0, 1\}^n \times \mathcal{R} \) given a deterministic decision tree \( \mathcal{T} \) that computes \( f \). Recall that for a deterministic tree \( \mathcal{T} \) computing \( f \), \( \tilde{f} \) is the function that takes input \( x \in D_f \) and outputs the leaf of \( \mathcal{T} \) reached on input \( x \). We show that a dual adversary solution for \( \tilde{f} \) can also be obtained by different settings of weights as in the previous subsection, and obtain a corresponding dual adversary bound as the optimum value of Program 1.

We construct vectors \( \{ |u_{xj} \rangle : x \in D_f, j \in [n] \} \) and \( \{ |w_{xj} \rangle : x \in D_f, j \in [n] \} \) that are feasible solutions to Program 2 for \( \tilde{f} \), which we recall below.
Theorem 4.2. Let $f \subseteq \{0,1\}^n \times \mathcal{R}$ be a relation, and let $T$ be a decision tree computing it. Let $C$ denote the optimal value of Program 3 with variable weights as earlier in this section, and let $\text{OPT}_T$ denote the optimal value of Program 1. Then $C = \text{OPT}_T$.

Proof of Theorem 4.2. Let $C$ denote the objective value of Program 3 with the settings of vectors $\{|u_{xj}| : x \in D_f, j \in [n]\}$ and $\{|w_{xj}| : x \in D_f, j \in [n]\}$ as defined in Equations (11) and (12), and $d = |V_I(T)|$.
We now argue that $C = \text{OPT}_T$, where $\text{OPT}_T$ denotes the optimal solution of Program 1. First note that for all $x \in D_f$,
\[
\sum_{j=1}^{n} \|u_{xj}\|^2 = \sum_{e \in P_x} \frac{1}{W_e} \quad \text{and} \quad \sum_{j=1}^{n} \|w_{xj}\|^2 = \sum_{e \in P_x} W_e.
\]
Thus,
\[
C = \min_{x \in D_f} \max \left\{ \sum_{j=1}^{n} \|u_{xj}\|^2, \sum_{j=1}^{n} \|w_{xj}\|^2 \right\} = \min_{x \in D_f} \max \left\{ \sum_{e \in P_x} \frac{1}{W_e}, \sum_{e \in P_x} W_e \right\}.
\]
Thus we can alternatively view $C$ to be an optimal solution to the following optimization program.

Program 4

| Variables | $\{W_e : e \text{ is an edge in } T\}, \alpha, \beta$ |
|-----------|--------------------------------------------------|
| Minimize  | $\max \{\alpha, \beta\}$                        |
| s.t.      | $\sum_{e \in P} W_e \leq \alpha$, for all paths $P \in P(T)$ |
|           | $\sum_{e \in P_x} \frac{1}{W_e} \leq \beta$, for all paths $P \in P(T)$ |
|           | $W_e > 0$, for all edges $e$ in $T$ |
|           | $\alpha, \beta \geq 0$ |

We now show $C = \text{OPT}_T$. Let $\{W_e : e \text{ edge in } T\}, \alpha, \beta$ be settings of variables in a feasible solution to Program 4, with objective value $C$. Clearly the same settings of variables also form a feasible solution to Program 1, since the constraints are the same. The corresponding objective value of Program 1 is $\sqrt{\alpha \beta} \leq \max \{\alpha, \beta\} = C$. Thus, $\text{OPT}_T \leq C$.

In the other direction, let $\{W_e : e \text{ edge in } T\}, \alpha, \beta$ be settings of variables in a feasible solution to Program 1 with objective value $\text{OPT}_T$. Set
\[
W'_e = \sqrt{\frac{\beta}{\alpha}} \cdot W_e \quad \text{for all edges } e \in T,
\]
\[
\alpha' = \sqrt{\alpha \beta},
\]
\[
\beta' = \sqrt{\alpha \beta}.
\]
It is easy to verify that this setting of variables is feasible for Program 4, and attains objective value $\max \{\alpha', \beta'\} = \sqrt{\alpha \beta} = \text{OPT}_T$. Thus, $C \leq \text{OPT}_T$, proving the theorem.

We now prove Theorem 1.6, using results proved earlier in this section.

Proof of Theorem 1.6. We give two proofs, one via span program witness complexity, and another via the dual adversary bound.

1. Consider the NBSPwOl $(P, w, \overline{w})$ for $\tilde{f}$ as constructed in Section 4.1. Theorem 4.1 implies $\text{wsize}(P, w, \overline{w}) \leq \text{OPT}_T$. Theorem 2.4 implies $Q(\tilde{f}) = O(\text{OPT}_T)$.

2. Consider the dual adversary solution for $\tilde{f}$ as constructed in Section 4.2. Theorems 2.5 and 4.2 imply $Q(\tilde{f}) = O(C) = O(\text{OPT}_T)$.
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It now remains to investigate how we can assign weights to edges in a decision tree so as to optimize the objective value of Program 1. Beigi and Taghavi gave an explicit weighting scheme by coloring the edges of the decision tree with two colors, and then assigning weights depending on the color that the edge is colored by [BT20, Section 3]. They raised the question whether their scheme can be significantly improved upon. We answer this question affirmatively, by giving an optimal solution to the weight optimization program from Definition 1.5, and providing a constructive algorithm to compute the optimal weights in this section. We also give an alternative, albeit sub-optimal, assignment of weights in Appendix B.

First, we define the weight assignment, which we will refer to as the canonical weight assignment, in Definition 5.1. The construction we present is recursive, in the sense that we first assign weights to the edges connected to the leaves, and subsequently work our way up the tree until we reach the root node. Then, we prove its optimality, resulting in Theorem 5.4. Finally, we prove Corollary 1.7, which gives some upper bounds on the optimal objective value, in terms of natural measures of the decision tree.

**Definition 5.1 (Canonical weight assignment).** Let \( T \) be a non-trivial decision tree with root node \( r \). Let \( L \) and \( R \) be the two children nodes of \( r \), connected to \( r \) by the edges \( e_L \) and \( e_R \), respectively. Let \( T_L \) and \( T_R \) be the subtrees of \( T \) rooted at \( L \) and \( R \), respectively. Then, we assign weights to \( e_L \) and \( e_R \), by setting

\[
W_{e_L} = \frac{\text{OPT}_{T_L} - \text{OPT}_{T_R} + \sqrt{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}}{2},
\]

\[
W_{e_R} = \frac{\text{OPT}_{T_R} - \text{OPT}_{T_L} + \sqrt{(\text{OPT}_{T_R} - \text{OPT}_{T_L})^2 + 4}}{2}.
\]

In order to define the weights \( W_{e_L} \) and \( W_{e_R} \), we need to know the optimal values of Program 1 for the subtrees \( T_L \) and \( T_R \). We now proceed to show how one can compute these optimal values via a recurrence relation.

**Lemma 5.2.** Let \( T \) be a non-trivial decision tree, and let \( L \) and \( R \) be the two children nodes of the root node. Let \( T_L \) and \( T_R \) be the subtrees of \( T \) rooted at \( L \) and \( R \), respectively. Then,

\[
\text{OPT}_T \leq \frac{\text{OPT}_{T_L} + \text{OPT}_{T_R} + \sqrt{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}}{2}.
\]

**Proof.** Suppose we have weight assignments \( W_L \) and \( W_R \) on the subtrees \( T_L \) and \( T_R \), and positive parameters \( \alpha_L, \alpha_R \) and \( \beta_L, \beta_R \) such that they form feasible solutions to the optimization programs for the left and right subtrees \( T_L \) and \( T_R \), and such that they attain the optimal values \( \sqrt{\alpha_L \beta_L} = \text{OPT}_{T_L} \) and \( \sqrt{\alpha_R \beta_R} = \text{OPT}_{T_R} \). Now, let the weighting scheme \( W \) on \( T \) be defined such that

\[
W_e = \sqrt{\frac{\beta_L}{\alpha_L}(W_L)_e}
\]

for all edges \( e \) in \( T_L \),

\[
W_{e'} = \sqrt{\frac{\beta_R}{\alpha_R}(W_R)_{e'}}
\]

for all edges \( e' \) in \( T_R \), and choose \( W_{e_L} \) and \( W_{e_R} \) as in Definition 5.1. Furthermore, let

\[
\alpha := \max \{ \text{OPT}_{T_L} + W_{e_R}, \text{OPT}_{T_R} + W_{e_L} \}, \quad \beta := \max \left\{ \text{OPT}_{T_L} + \frac{1}{W_{e_L}}, \text{OPT}_{T_R} + \frac{1}{W_{e_R}} \right\}.
\]


First observe that for a path \( P \in P(T) \) whose first edge is \( e_L \) (\( e_R \), respectively) must have all remaining edges in \( T_L \) (\( T_R \), respectively). For every path \( P \in P(T) \) containing \( e_L \) (essentially the same calculation also shows the same upper bound for paths containing \( e_R \)), we have

\[
\sum_{e \in P} \frac{1}{W_e} = \frac{1}{W_{e_L}} + \sqrt{\frac{\alpha_L}{\beta_L}} \sum_{e \in P \setminus \{e_L\}} \frac{1}{(W_L)e} \quad \text{by Equation (13)}
\]

\[
\leq \frac{1}{W_{e_L}} + \sqrt{\alpha_L \beta_L}
\]

\[
= \frac{1}{W_{e_L}} + \text{OPT}_{T_L} \leq \beta,
\]

where the last inequality and equality follow since \((W_L, \alpha_L, \beta_L)\) is a feasible solution to Program 1 for \( T_L \). For every path \( P \in P(T) \) containing \( e_L \) (essentially the same calculation also shows the same upper bound for paths containing \( e_R \)), we have

\[
\sum_{e \in P} W_e = W_{e_R} + \sqrt{\frac{\beta_L}{\alpha_L}} \sum_{e \in P \setminus \{e_R\}} (W_L)e \quad \text{by Equation (14)}
\]

\[
\leq W_{e_R} + \sqrt{\alpha_L \beta_L}
\]

\[
= W_{e_R} + \text{OPT}_{T_L} \leq \alpha,
\]

where the last inequality and equality follow since \((W_L, \alpha_L, \beta_L)\) is a feasible solution to Program 1 for \( T_L \). Thus all constraints of Program 1 for \( T \) are satisfied with these values of \( \alpha, \beta \) and the weighting scheme \( W \). Hence,

\[
\text{OPT}_T \leq \sqrt{\alpha \beta} = \sqrt{\max \{ \text{OPT}_{T_L} + W_{e_R}, \text{OPT}_{T_R} + W_{e_L} \} \cdot \max \left\{ \text{OPT}_{T_L} + \frac{1}{W_{e_L}}, \text{OPT}_{T_R} + \frac{1}{W_{e_R}} \right\}}.
\]

Finally, observe from our choices of \( W_{e_L} \) and \( W_{e_R} \) from Definition 5.1 that

\[
\frac{1}{W_{e_L}} = \frac{2}{\text{OPT}_{T_L} - \text{OPT}_{T_R} + \sqrt{\text{OPT}_{T_L} - \text{OPT}_{T_R}}^2 + 4}
\]

\[
= \frac{2(\text{OPT}_{T_L} - \text{OPT}_{T_R} - \sqrt{\text{OPT}_{T_L} - \text{OPT}_{T_R}}^2 + 4)}{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 - (\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 - 4}
\]

\[
= \frac{\text{OPT}_{T_R} - \text{OPT}_{T_L} + \sqrt{\text{OPT}_{T_L} - \text{OPT}_{T_R}}^2 + 4}{2} = W_{e_R}.
\]

Hence Equation (16) implies

\[
\text{OPT}_T \leq \max \{ \text{OPT}_{T_L} + W_{e_R}, \text{OPT}_{T_R} + W_{e_L} \} = \frac{\text{OPT}_{T_L} + \text{OPT}_{T_R} + \sqrt{\text{OPT}_{T_L} - \text{OPT}_{T_R}}^2 + 4}{2},
\]

where the last equality follows from our choices of \( W_{e_L} \) and \( W_{e_R} \) from Definition 5.1. This completes the proof.

We now show that this weight assignment is optimal.
Lemma 5.3. Let $T$ be a non-trivial decision tree, and let $L$ and $R$ be the two children nodes of the root node. Let $T_L$ and $T_R$ be the subtrees of $T$ rooted at $L$ and $R$, respectively. Then,

$$\text{OPT}_T \geq \text{OPT}_{T_L} + \text{OPT}_{T_R} + \sqrt{\text{OPT}_{T_L} - \text{OPT}_{T_R}}^2 + 4.$$ 

Proof. Suppose we have a weight assignment $W$ and variables $\alpha, \beta > 0$, such that $W, \alpha$ and $\beta$ form a feasible solution to the weight optimization program for $T$, and attain optimality. We define

$$\alpha_L = \max_{P \in P(T_L)} \sum_{e \in P} W_e, \quad \beta_L = \max_{P \in P(T_L)} \sum_{e \in P} \frac{1}{W_e},$$

$$\alpha_R = \max_{P \in P(T_R)} \sum_{e \in P} W_e, \quad \beta_R = \max_{P \in P(T_R)} \sum_{e \in P} \frac{1}{W_e}.$$ 

Observe that $W|_{T_L}, \alpha_L$ and $\beta_L$ give a feasible solution to Program 1 for $T_L$. Similarly, $W|_{T_R}, \alpha_R$ and $\beta_R$ give a feasible solution to Program 1 for $T_R$. This implies that

$$\sqrt{\alpha_L \beta_L} \geq \text{OPT}_{T_L}, \quad \sqrt{\alpha_R \beta_R} \geq \text{OPT}_{T_R}. \quad (17)$$

Furthermore, we have

$$\alpha = \max_{P \in P(T)} \sum_{e \in P} W_e = \max \left\{ \max_{P \in P(T_L)} \sum_{e \in P} W_e + W_{e_R}, \max_{P \in P(T_R)} \sum_{e \in P} W_e + W_{e_L} \right\}$$

$$= \max \{ \alpha_L + W_{e_R}, \alpha_R + W_{e_L} \}, \quad (18)$$

and similarly

$$\beta = \max_{P \in P(T)} \sum_{e \in P} \frac{1}{W_e} = \max \left\{ \max_{P \in P(T_L)} \sum_{e \in P} \frac{1}{W_e} + \frac{1}{W_{e_L}}, \max_{P \in P(T_R)} \sum_{e \in P} \frac{1}{W_e} + \frac{1}{W_{e_R}} \right\}$$

$$= \max \left\{ \beta_L + \frac{1}{W_{e_L}}, \beta_R + \frac{1}{W_{e_R}} \right\}. \quad (19)$$

Finally, let $\gamma = \sqrt{\beta/\alpha}$, and observe that

$$\text{OPT}_T = \sqrt{\alpha \beta} = \frac{\beta}{\gamma} = \gamma \alpha = \frac{1}{2} \left[ \frac{\beta}{\gamma} + \gamma \alpha \right]. \quad (20)$$

Now, let

$$\delta = \frac{1}{2} + \frac{\text{OPT}_{T_L} - \text{OPT}_{T_R}}{2\sqrt{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}}, \quad (21)$$

and observe that $\delta \in [0, 1]$. Thus,

$$\text{OPT}_T = \frac{1}{2} \left[ \frac{\beta}{\gamma} + \gamma \alpha \right] \quad \text{by Equation (20)}$$

$$= \frac{1}{2} \left[ \max \left\{ \frac{\beta_L}{\gamma W_{e_L}}, \frac{\beta_R}{\gamma W_{e_R}} \right\} + \max \left\{ \gamma \alpha_L + \gamma W_{e_R}, \gamma \alpha_R + \gamma W_{e_L} \right\} \right] \quad \text{by Equations (18) and (19)}.$$
implies that it suffices to prove both of the required upper bounds on \( \text{OPT}_\mathcal{T} \) rather than \( Q(f) \). The rank-depth bound follows directly from the bound \( \text{OPT}_\mathcal{T} \leq 2\sqrt{G(\mathcal{T}) \cdot \text{depth}(\mathcal{T})} \) derived in [BT20, Theorem 2], and the equality \( G(\mathcal{T}) = \text{rank}(\mathcal{T}) \) from Claim 3.3.

\[ \text{OPT}_\mathcal{T} \leq \frac{\text{OPT}_\mathcal{T}_L + \text{OPT}_\mathcal{T}_R + \sqrt{\text{OPT}_\mathcal{T}_L - \text{OPT}_\mathcal{T}_R)^2 + 4}}{2}, \]

completing the proof. \( \square \)

We can now combine both lemmas above into the following theorem, providing a recursive characterization of the optimal value of Program 1 for all decision trees.

**Theorem 5.4.** Let \( \mathcal{T} \) be a non-trivial decision tree, and let \( L \) and \( R \) be the two children nodes of the root node. Let \( \mathcal{T}_L \) and \( \mathcal{T}_R \) be the subtrees of \( \mathcal{T} \) rooted at \( L \) and \( R \), connected to the root node by edges \( e_L \) and \( e_R \), respectively. Then,

\[ \text{OPT}_\mathcal{T} = \frac{\text{OPT}_\mathcal{T}_L + \text{OPT}_\mathcal{T}_R + \sqrt{\text{OPT}_\mathcal{T}_L - \text{OPT}_\mathcal{T}_R)^2 + 4}}{2}. \]

**Proof.** The upper bound on follows from Lemma 5.2 and the lower bound follows from Lemma 5.3. \( \square \)

Observe that Definition 5.1 can be used to recursively assign optimal weights to the edges of any given decision tree. We display this technique in two examples in Figure 5. Note that the objective value of Program 1 for a trivial decision tree (a single node) is 0, which provides the basis for our recursion.

In Corollary 1.7 we exhibit two ways in which we can conveniently upper bound the optimum value of Program 1 in terms of well-studied measures of the underlying decision tree.

**Proof of Corollary 1.7.** Theorem 1.6 implies that it suffices to prove both of the required upper bounds on \( \text{OPT}_\mathcal{T} \) rather than \( Q(f) \). The rank-depth bound follows directly from the bound \( \text{OPT}_\mathcal{T} \leq 2\sqrt{G(\mathcal{T}) \cdot \text{depth}(\mathcal{T})} \) derived in [BT20, Theorem 2], and the equality \( G(\mathcal{T}) = \text{rank}(\mathcal{T}) \) from Claim 3.3.
Figure 5: Examples of optimal weight assignments for two different decision trees. The red and black edges indicate the edges taken when the output of the query is 0 and 1, respectively, and the edge labels represent the weights. Left: Canonical weight assignment of the decision tree for the AND function on 3 bits, where $\phi = \frac{1+\sqrt{5}}{2}$, and $\xi = \phi + \sqrt{\phi + 5}$. The objective value is $\xi$. Right: Canonical weight assignment of the decision tree for PARITY on 3 bits, with optimal value 3.

For proving the size bound, we use induction to show that $\text{OPT}_T \leq \sqrt{2\text{DTSize}(T)}$. First observe that it is true for the trivial decision tree. Next, suppose that it is true for the left and right subtrees $T_L$ and $T_R$ of $T$. That is, $\text{OPT}_{T_L} \leq \sqrt{2\text{DTSize}(T_L)}$, and $\text{OPT}_{T_R} \leq \sqrt{2\text{DTSize}(T_R)}$. Then, by Theorem 5.4, the square of the optimal value of Program 1 for $T$ equals

$$\text{OPT}_T^2 = \frac{(\text{OPT}_{T_L} + \text{OPT}_{T_R})^2 + (\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}{4} + \frac{2(\text{OPT}_{T_L} + \text{OPT}_{T_R})\sqrt{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}}{4}$$

$$= \frac{2(\text{OPT}_{T_L}^2 + \text{OPT}_{T_R}^2) + 4}{4} + \frac{2(\text{OPT}_{T_L} + \text{OPT}_{T_R})\sqrt{(\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4}}{4}$$

$$\leq \frac{2(\text{OPT}_{T_L}^2 + \text{OPT}_{T_R}^2) + 4}{4} + (\text{OPT}_{T_L} + \text{OPT}_{T_R})^2 + (\text{OPT}_{T_L} - \text{OPT}_{T_R})^2 + 4$$

since $2ab \leq a^2 + b^2$ for all $a, b \geq 0$

$$= \text{OPT}_{T_L}^2 + \text{OPT}_{T_R}^2 + 2$$

$$\leq 2\text{DTSize}(T_L) + 2\text{DTSize}(T_R) + 2 = 2\text{DTSize}(T).$$

This completes the proof.

Next, we note that the rank-depth and size bounds from Corollary 1.7 are incomparable, as witnessed by the examples displayed in Figure 6. In particular, our bounds are strictly stronger than those given by earlier works (Theorem 1.1) for the second tree in the figure.
Finally, we note that we can obtain analogous quantum query upper bounds to those in Corollary 1.7 when the initial tree is a randomized one.

**Corollary 5.5.** Let \( f \subseteq \{0,1\}^n \times R \) be a relation. Then,
\[
Q_{2/5}(f) = O(\sqrt{\text{DTSize}(f)}).
\]
Moreover, let \( T \) be a randomized decision tree computing \( f \) with depth \( T \) and randomized rank \( G \). Then,
\[
Q_{2/5}(f) = O(\sqrt{GT}).
\]

The proof of Corollary 5.5 follows along similar lines as the proof of Theorem 1.3, but we include it below for completeness.

**Proof.** Let \( L = \text{RDTS}\text{ize}(f) \), and let \( T \) be a randomized decision tree witnessing this. For a decision tree \( T_\mu \) in the support of \( T \), define \( f_\mu : \{0,1\}^n \to R \) be the function computed by \( T_\mu \). Corollary 1.7 implies \( Q(f_\mu) = O(\sqrt{\text{DTSize}(T_\mu)}) = O(\sqrt{L}) \). By standard error-reduction techniques, \( Q_{9/10}(f_\mu) = O(\sqrt{L}) \).

A quantum query algorithm for \( f \) is as follows: Sample \( T_\mu \) from the support of \( T \) according to its underlying distribution, and compute \( f_\mu \) using the above-mentioned algorithm. The cost of this algorithm is \( O(\sqrt{L}) \) and the success probability is at least \((9/10) \cdot (2/3) = 3/5\) for all inputs \( x \in D_f \), which proves the first query upper bound.

A similar argument shows the second query upper bound as well.
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A Decision-Tree Size and Formula Size

We observe in this section that the formula size of a Boolean function \( f : \{0,1\}^n \rightarrow \{0,1\} \) is at most a constant times the decision-tree size of \( f \). While the proof is simple, we are unaware of such a statement appearing explicitly in the literature.

**Definition A.1** (Boolean Formulas). A Boolean formula is a rooted binary tree, where internal nodes have in-degree 2 and are labeled with AND or OR, and leaf nodes are labeled by variables or their negations (\( x_i \) or \( \overline{x_i} \)). A Boolean formula computes a Boolean function in the natural way.

The size of a Boolean formula is the number of nodes in it. Let \( L(f) \) denote the minimum size of a Boolean formula computing \( f \).

**Claim A.2.** Let \( f : \{0,1\}^n \rightarrow \{0,1\} \) be a Boolean function. Then,

\[
L(f) \leq 5\text{DTSize}(f).
\]

**Proof.** Let \( \mathcal{T} \) be a decision tree computing \( f \). If \( \mathcal{T} \) is a single leaf, say \( b \), then the size-1 formula \( b \) computes \( f \). Suppose \( \mathcal{T} \) is of the form

\[
\mathcal{T} = \begin{array}{c}
0 \\
\begin{array}{c}
\overline{x_i} \\
1 \\
\mathcal{T}_L \\
\mathcal{T}_R
\end{array}
\end{array}
\]

The following formula can then easily be seen to compute \( f \).
Recursively constructing trees for $T_L$ and $T_R$, we obtain the recurrence

$$L(f) \leq 5 + \text{DTSize}(T_L) + \text{DTSize}(T_R).$$

Using induction on the size of $T$, solving this recurrence yields the claim. \qed

## B Another Weight Assignment

In this section we give a different weight assignment to the weights in Program 1 to obtain an objective value of $O(\sqrt{\text{DTSize}(T)} \log \text{DTSize}(T))$ for a deterministic decision tree $T$. While this bound is weaker than the first bound in Corollary 1.7 by a logarithmic factor, we choose to include it since we think the weight assignment may be of independent interest. Moreover, these weights are much easier to compute than those in Section 5 since the weights here have a neat closed-form expression, as opposed to the iterative construction in Section 5.

We define the weight assignment $\{W'_e : e \text{ is an edge in } T\}$ as follows. Consider any vertex $v$ of $T$, and let $T_v$, $T_{v,L}$ and $T_{v,R}$ denote the subtrees of $T$ rooted at $v$, the left child of $v$ and the right child of $v$, respectively. For the two outgoing edges of $v$, define the corresponding weights as in the following figure:

![Diagram](image)

where

$$a = \frac{1}{\log \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_{v,L})}}, \quad b = \frac{1}{\log \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_{v,R})}}.$$  \hspace{1cm} (22)

For a leaf $\ell$ of $T$, we have

$$\sum_{v \in P_\ell} \frac{1}{W'_e(v,N(v))} = \sum_{v \in P_\ell} \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_{N(v)})} = \log \prod_{v \in P_\ell} \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_{N(v)})}$$  \hspace{1cm} (23)

where the summation excludes the leaf $\ell$ and $N(v)$ denotes the child of $v$ that is on the path $P_\ell$. The product is telescopic and equals $\log \text{DTSize}(T)$. With the same notation and using $N(v)$ to denote the child of $v$ that is not on the path $P_\ell$, we also have

$$\sum_{e \in P_\ell} W'_e = \sum_{v \in P_\ell} \frac{1}{\log \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_{N(v)})}} = \sum_{v \in P_\ell} \frac{1}{\log \frac{1+\text{DTSize}(T_{N(v)})+\text{DTSize}(T_{N(v)})}{\text{DTSize}(T_{N(v)})}}$$  \hspace{1cm} (24)
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\[
\leq \sum_{v \in P} \frac{1}{\log \left( 1 + \frac{\text{DTSize}(T_N(v))}{\text{DTSize}(T_N(v))} \right)} \\
\leq \sum_{v \in P} \frac{1 + \frac{\text{DTSize}(T_N(v))}{\text{DTSize}(T_N(v))}}{\text{DTSize}(T_N(v))} \quad \text{since } \frac{1}{\log(1+x)} \leq \frac{1+x}{x} \text{ for all } x > 0 \\
\leq \sum_{v \in P} \frac{\text{DTSize}(T_v)}{\text{DTSize}(T_N(v))} \\
= \sum_{v \in P} \left( 1 + \frac{\text{DTSize}(T_v) - \text{DTSize}(T_N(v))}{\text{DTSize}(T_N(v))} \right) \\
\leq \sum_{v \in P} 1 + \text{DTSize}(T_v) - \text{DTSize}(T_N(v)) \\
= |P| + \text{DTSize}(T) - 1 \\
\leq 2\text{DTSize}(T).
\]

Thus, this setting of weights, along with the settings

\[\alpha = 2\text{DTSize}(T), \quad \beta = \log \text{DTSize}(T),\]

gives an objective value of \(O(\sqrt{\text{DTSize}(T) \log \text{DTSize}(T)})\) Program 1 for \(T\).