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Abstract—Deep neural networks (DNNs) are known to be vulnerable to adversarial examples/attacks, raising concerns about their reliability in safety-critical applications. A number of defense methods have been proposed to train robust DNNs resistant to adversarial attacks, among which adversarial training has so far demonstrated the most promising results. However, recent studies have shown that there exists an inherent trade-off between accuracy and robustness in adversarially-trained DNNs. In this paper, we propose a novel technique Dual Head Adversarial Training (DH-AT) to further improve the robustness of existing adversarial training methods. Different from existing improved variants of adversarial training, DH-AT modifies both the architecture of the network and the training strategy to seek more robustness. Specifically, DH-AT first attaches a second network head (or branch) to one intermediate layer of the network, then uses a lightweight convolutional neural network (CNN) to aggregate the outputs of the two heads. The training strategy is also adapted to reflect the relative importance of the two heads. We empirically show, on multiple benchmark datasets, that DH-AT can bring notable robustness improvements to existing adversarial training methods. Compared with TRADES, one state-of-the-art adversarial training method, our DH-AT can improve the robustness by 3.4% against PGD\textsuperscript{30} and 2.3% against AutoAttack, and also improve the clean accuracy by 1.8%.

I. INTRODUCTION

Deep neural networks (DNNs) have been adopted to achieve state-of-the-art performance in a wide range of applications, such as computer vision\textsuperscript{11}, natural language processing\textsuperscript{2} and speech recognition\textsuperscript{3}. Despite the great success, DNNs have also been found to be extremely vulnerable to adversarial examples/attacks\textsuperscript{4, 5}. With imperceptible but carefully-crafted perturbations, natural (clean) examples can be converted into adversarial examples to fool state-of-the-art DNNs\textsuperscript{6, 7}. In recent research works, adversarial attacks have been demonstrated to be destructive to almost all kinds of DNNs including image models\textsuperscript{7, 6, 8}, video models\textsuperscript{9}, graph models\textsuperscript{10} and even language models like BERT\textsuperscript{11}. This has raised security concerns on the deployment of DNNs in safety-critical applications such as face recognition\textsuperscript{12}, autonomous driving\textsuperscript{13, 14, 15, 16, 17}, medical diagnosis\textsuperscript{18, 19} and many others.

A number of methods have been proposed to defend DNNs against adversarial attacks adversarially robust DNNs\textsuperscript{20, 21, 22, 23, 7}, among which adversarial training (AT) has demonstrated the most promising results\textsuperscript{24, 25, 26}. Adversarial Training (AT)\textsuperscript{5} involves adversarial samples in each training step to enhance the model’s robustness, which can be formulated as a min-max optimization problem\textsuperscript{7, 27}. Most existing adversarial training methods adopt WideResNets (WRNs)\textsuperscript{28} to demonstrate the best robustness results. By upscaling ResNets (RNs) at the width dimension, WRNs introduce more capacity into RNs in an efficient manner, which has been found to be crucial for adversarial robustness\textsuperscript{29, 30}. It has been observed that using WRNs can bring consistent robustness improvement over RNs\textsuperscript{29, 30, 31}. So far, the two most commonly used WRNs are WRN-34-10\textsuperscript{7, 29, 32, 33} and WRN-34-20\textsuperscript{34, 35, 36, 37} (\textasciitilde 4× more parameters than WRN-34-10). In this paper, we aim to explore a more efficient and effective way to improve adversarial robustness with adversarial training that does not significantly increase the model’s capacity.

Following the standard adversarial training (SAT) proposed by Madry et al.\textsuperscript{7, 27}, many adversarial training techniques introduce new loss functions or training strategies with additional tunable hyperparameters to improve robustness under different settings\textsuperscript{35}. For example, TRADES\textsuperscript{29} adopts a hybrid of the cross-entropy (CE) and the Kullback–Leibler (KL) divergence loss with a balancing hyperparameter (λ) to explore different trade-offs between the clean accuracy and adversarial robustness. This has been found to be an important generalization of SAT with substantial (> 5%) robustness improvement\textsuperscript{29}. A closer look at TRADES under different λs, we find that the adversarial noise patterns generated from these models are quite different on test examples, and the transferability of these patterns to other models is very limited. Moreover, the attack will be significantly weakened if we generate adversarial examples using the averaged perturbation over two TRADES models trained with different λs. These results indicate that different λs produce models that are robust in distinctive ways. This motivates us to discover a novel technique that can exploit different training parameters in one single model via separate output heads, and effectively aggregate those heads to yield a more robust model.

In this paper, we propose Dual Head Adversarial Training (DH-AT), an improved variant of AT that attaches a second head to one intermediate layer of the network. In WRNs, the second head can be symmetrically attached to the end of the first residual block (illustrated in Fig.\textsuperscript{2}). When TRADES\textsuperscript{29} training method is considered, the two heads can be trained either simultaneously or independently with different λs. The main (existing) head can also be directly loaded from a pre-trained model without any modifications, in which case only one head requires training. After training the two heads, a
lightweight convolutional neural network (CNN) can then be adversarially trained to combine the two heads, which takes fewer than 20 epochs. In real-world scenarios, the second head and the lightweight CNN together form a strengthening mechanism to improve the adversarial robustness of any existing models. Note that the second head can also be switched off when robustness is no longer the primary concern.

In summary, our main contributions are:

- We propose a novel Dual Head Adversarial Training (DH-AT) method to improve the adversarial robustness of any existing models by attacking a second output head to the network. DH-AT can be easily incorporated into existing adversarial training methods with minimal modifications.
- Our DH-AT provides a novel defense strategy with one head responsible for clean accuracy and the other head for adversarial robustness. With our DH-AT, achieving both clean accuracy and robustness at the same time is possible, as evidenced by our experimental results.
- Following DH-AT, we demonstrate a novel alternative to early-stopping by using the best epoch’s weights as the main head and a “robust overfitted” [34] as the second head. On CIFAR-10, this leads to up to 2.01% robustness improvement against PGD [40] and 1.19% against AutoAttack [25] on CIFAR-10, when compared with TRADES.

II. RELATED WORK

In this section, we briefly review existing works in both adversarial attack and defense. We focus on those methods that were developed in the white-box setting where model parameters are known to either the attacker or defender. And we will focus on those developed with image classification models, the major field of adversarial research.

A. Adversarial Attack

The vulnerability of DNNs to small adversarial perturbations was initially discovered by Szegedy et al. [4], where adversarial examples were crafted to fool state-of-the-art classification DNNs. By far, a significant amount of research has been conducted to either design more powerful adversarial attacking methods to examine the robustness of different DNNs. The most classic and efficient attacking method is the Fast Gradient Sign Method (FGSM) [5], which only takes one single step of gradient ascent to maximize the model’s classification error. An iterative version of FGSM was then proposed to enhance the attack strength in physical-world scenarios. This attack is known as Basic Iterative Method (BIM) [38]. Proposed by Madry et al. [7], the Projected Gradient Descent (PGD) has been recognized as one of the strongest first-order adversarial attacks. PGD iteratively perturbs the input sample \( x \) with a smaller step size and clips the perturbation back to an \( \epsilon \)-ball around \( x \) if it goes beyond. The \( \epsilon \) perturbation constraint is defined by the \( \ell_\infty \) norm. Other well-known and effective adversarial attacks include DeepFool [59], Carlini and Wagner (CW) attacks [6], Jacobian-based Saliency Map Approach (JSMA) [40], Momentum Iterative Attack [41], Distributionally Adversarial Attack [42] and Margin Decomposition (MD) attacks [26]. Recently, Croce et al. [25] proposed the AutoAttack (AA) which is a parameter-free ensemble of four different adversarial attack methods. AA has been shown to be the most reliable attack for robustness evaluation.

B. Adversarial Defense

A wide range of defense methods have been proposed to improve DNN adversarial robustness, such as defensive distillation [43], adversarial detection [44], [21], input denoising [45], [46], gradient regularization [47], [48], [49], model compression [50], [51] and adversarial training (AT) [5], [7]. While some of these defense methods are still vulnerable to adaptive attacks [24], [26], AT methods have been found to be the most reliable defense.

AT gains robustness by training the model on adversarial (instead of clean) examples at each training iteration [7], [27]. Training with the PGD adversarial examples is known as the Standard Adversarial Training (SAT) [7]. SAT is the defense method that for the first time can bring considerable robustness into DNNs. A number of variants of SAT have recently been proposed to further improve the robustness of SAT. Ensemble adversarial training [52] loosens the model’s decision boundary and augments clean training examples with perturbations transferred from diverse models. TRADES [29] exploits the KL distance between the model’s outputs on clean versus adversarial examples to generate stronger (than PGD) attacks, thus can train more robust models. The objective of TRADES has two loss terms with one is the commonly used CE loss defined on clean examples and the other one is the KL divergence between the model’s output on clean versus adversarial examples. It uses a regularization hyperparameter \( \lambda \) to exert different trade-offs between the clean accuracy and adversarial robustness. According to recent evaluations, TRADES improves the robustness of SAT by \( \sim 5\% \) on CIFAR-10, which is a very significant improvement. Recently, Wang et al. [30] proposed the Misclassification Aware adversarial training (MART), which is a variant of TRADES that improves robustness by differentiating misclassified from correctly-classified examples.

The recent trend of adversarial training also involves exploiting deeper or wider network architectures for better adversarial robustness, such as WRN-34-10 [7], [29], [32], [33], [53], WRN-34-20 [34], [35], [36], [37] or even WRN-106-8 [54]. Compared to WRN-34-10, WRN-34-20 and WRN-106-8 consist of \( \sim 4\times \) and \( \sim 2.3\times \) parameters, respectively. This tends to incur a significant amount of more training time. In this work, we explore smarter ways to improve robustness by attacking separate heads/branches to existing networks rather than simply scaling up the entire architecture like WRN-34-20 or WRN-106-8. Based on our analysis, the proposed DH-AT only introduces \( \sim 0.95\times \) more parameters to WRN-34-10 at the cost of a linearly increased training time by \( \sim 1.2\times \). This has led to much more robustness improvement than scaling WRN-34-10 up to WRN-34-20 or WRN-106-8. Moreover, it has been shown that clean accuracy may be inherently at odds with adversarial robustness [53].
In this work, we propose the use of separate heads in DNNs to achieve two purposes: 1) combining different levels of robustness into one single model via different heads; and 2) better trade-off between clean accuracy and adversarial robustness with each head responsible for only one property (e.g., accuracy or robustness). This admits more flexible defense strategies in real-world scenarios, for example, the robustness head can be switched off when robustness is no longer the primary concern, or secure a higher level of robustness using the more robust head or both. The most relevant work to ours is the recent use of adversarial examples along with a separate auxiliary batch norm to improve image recognition [56]. However, we focus more on the output of the network and its adversarial robustness, and more importantly, in the adversarial not the clean training setting. From the ensemble perspective, WRN-34-20 is a costly ensemble of two WRN-34-10 models, however, our dual head strategy provides a smarter way for ensembling. In other words, improved robustness can be achieved by simply composing multiple heads (rather than the entire network) into one single network.

III. DUAL HEAD DNNs AND DUAL HEAD ADVERSARIAL TRAINING

In this section, we first explain our intuition for designing dual head models, then describe how to design a dual head model for RNs or WRNs. Finally, we introduce the proposed dual head adversarial training strategy.

A. Intuition for Using Two Heads

A recent study [34] shows that some AT methods heavily rely on early-stopping to achieve top-ranked robustness. Rice et al.
[34] demonstrated that a similar performance gain can be achieved by a piece-wise learning rate scheduler along with smart early-stopping, which both can prevent “robust overfitting”. In our investigation, TRADES [29] could achieve 55.88% robustness against PGD^{100} (ε = 8/255) on CIFAR-10 dataset [34]. However, with only 15 more epochs of training after the best checkpoint, the robustness under the same attack drops by 2%. This phenomenon leads us to inspect the differences in adversarial noises generated by PGD on models obtained at the best versus the last checkpoints. As shown in Fig. 1, the adversarial noises (right two columns) generated for the same clean image (left column) are notably different for models obtained at the 76th versus the 91st training epochs. This phenomenon is consistent across different CIFAR-10 test images. We also find that the adversarial noise generated on one model does not necessarily cause the same error on the other (see the prediction table in Fig. 1). This indicates that the two models have different levels of robustness and they are robust in distinctive ways. This phenomenon can also be expected to exist between models trained using different parameters. This motivates us to explore ways to combine different levels of robustness in one single model. Since robustness is more reliable at a later training stage when the shallow layers of the network are less likely to be significantly updated, we propose to use additional output branches (i.e., heads) to include more levels of robustness into a single network, i.e., a dual head architecture.

B. Dual Head DNNs

We propose two types of dual head architectures: symmetric and asymmetric. The symmetric dual head architecture for WRN-34-10 is illustrated in Fig. 2. In this architecture, each head traverses the complete structure of a WRN-34-10 network, while sharing the first convolutional layer (Conv 1) and the first residual block (Block 1). In other words, the original model branches into two heads after the first residual block (Block 1), where we denote Block 1 as the “attaching point” of the model. To maximally employ convolutional layers that recognize higher-level features, the attaching point is preferably selected after the first group of repeated convolutional layers with identical filter arrangements. Particularly, for WRNs, we choose the output of Block 1 as the attaching point, regardless of the network’s depth and width. Asymmetric dual head architectures employ different depths of ResNets for the two heads. As illustrated in Fig. 3, the original ResNet-34 network serves as the main head and a revised ResNet-18 network is attached as the second head. Here, the attaching point is selected to be the output of the
Fig. 2: The symmetric dual head architecture for WRN-34-10

The first residual group (i.e., the 4th convolutional block of the entire network). Note that, this asymmetric dual head version of WRN-34-10 employs all 3 residual blocks in the first residual group for both heads, while the standard ResNet-18 only employs 2 of them. After the attaching point, the second head (enclosed in the dashed box) has approximately 50% of the parameter size of the main head.

Fig. 3: The asymmetric dual head architecture for WRN-34-10

Different from conventional multi-head networks like the Siamese network [57], here we further combine the two heads into one single specifically designed output subnetwork. We design a lightweight CNN to aggregate the output from each head. The CNN subnetwork comprises two types of conventional filters: head-wise logits convolution (shown in Fig. 5) and class-wise feature-map convolution (shown in Fig. 6), where the logits refer to the output of the fully connected (FC) layers (no softmax). The logits output of each head (originally being two 1×10 arrays) will be merged into a 1×10×2 tensor before feeding into the lightweight CNN (illustrated in the left part of Fig. 5). For both types of convolution, they use the same 1×2 convolutional kernels, except traversing through different dimensions.

Fig. 4: The architecture of the lightweight CNN

The head-wise logits convolution applies 8 convolutional kernels with the size of 1×1×2 to traverse across different classes. For each convolutional operation, it involves logits from each head regarding the same class (examples can be found in Fig. 5). Accordingly, a feature map of size 8×10×1 will be generated for each input. This head-wise logits convolution is intuitively designed to associate the logits of each class from the two heads. Then, batch normalization and ReLU activation are performed on the feature maps.

Fig. 5: Head-wise logits convolution

For the class-wise feature-map convolution, it utilizes 16 convolutional kernels with size 1×2×1 to traverse the feature maps previously generated by the head-wise logits convolution. The class-wise feature-map convolution is different from ordinary convolutional kernels. Fig. 6 shows an example with 10 classes. It will be applied to logits in all 45 combinations of classes in the first dimension of the input feature map (i.e., the dimension of the kernels in the previous convolution, namely the one with the size of 8). Accordingly, a new feature map of size 16×8×45×1 will be generated in this layer. The class-wise convolution enables the network to learn the class-wise correlations between clean and adversarial examples. For instance, a clean example with ground truth Class #3 may be predicted to be Class #7 after adversarial perturbation. Such class cross information is important for adversarial robustness, yet has been overlooked in existing adversarial training methods.

Fig. 6: Class-wise feature-map convolution

Then, we use an average pooling layer with stride 2 to reduce the feature maps’ dimensionality along the second
dimension, the same dimension where class-wise feature-map convolution is applied (the one with size 16). After this pooling layer, the dimension of the feature maps will be reduced to $8 \times 8 \times 45$. Finally, the feature maps will be flattened to size $2880 \times 1$ before passing into a fully connected (FC) layer (with softmax activation) to output the final predictions.

C. Dual Head Adversarial Training

The training procedure of DH-AT associates the three components in a particular order: the main head, then the second head, and finally the lightweight CNN. Given a specific adversarial training method and a dual head DNN, DH-AT first adversarially trained the main head from scratch. Note that, any pre-trained model can be used as the main head. Next, we attach the second head to the main head at the specified attaching point and freeze the parameters of every component of the main head before the attaching point. We then train the second head using the same adversarial training method but with different hyperparameter settings, for example, by altering the attack intensity $\epsilon$ or changing loss hyperparameters (e.g., in TRADES or MART). The last step of training is to train the lightweight CNN as follows:

$$\min_f \mathbb{E}\{CE(f(x), y) + \max_{x' \in \mathbb{E}(x, \epsilon)} KL(f(x), f(x'))/\lambda\},$$

where $x'$ is the adversarial example generated using PGD for clean example $x$, and $\lambda$ with $1/\lambda = 2$ is balancing parameter on the adversarial output of the lightweight CNN. Note that the above loss is also the loss function used in TRADES \cite{Liu2018Trades}. In this training stage, each training clean sample is paired with its PGD adversarial example which together is passed into the network in batches for model training. On CIFAR-10, when WRN-34-10 is used as the main head, the lightweight CNN can converge within 20 epochs of adversarial training.

Our dual head design and DH-AT training strategy provide a flexible way to keep two different levels of robustness in one single model. For example, keeping the best and the last checkpoints of the same model, or keeping models trained using different methods or with different hyper-parameters. Taking the best-last checkpoint case, for example, one can first train the main head using an existing adversarial training method, and at the same time, monitoring the validation robustness on a small validation set. When the validation robustness starts to drop, stop training the network and leave it as the main head. We can then copy all the weights to the second head, freeze the parameters of the main head before the attaching point and train the second head for a certain number of epochs until the training loss converges. We can then free both heads to train the lightweight CNN, again using the same adversarial training method. Note that, due to the special design of the lightweight merging CNN, the second head can be easily switched on and off to meet different application scenarios, which is also the case for the main head.

IV. Experiments: Symmetric DH-AT with WRN-34-10

We first test our symmetric DH-AT in which the two heads of the network are identical. All baseline models (SAT, TRADES, and MART) are trained following their settings specified in the original papers, except for utilizing 2 GPUs in parallel. During training, we apply PGD with $\epsilon = 8/255$ and step size 2/255 to generate training adversarial examples. We evaluate all baseline and our models using 1) untargeted PGD attack, 2) targeted Auto-PGD (APGD) attack \cite{Hendrycks2019Autoattacks}, and AutoAttack \cite{Kurakin2018Autoattack}, which is an ensemble of 4 different attacks including the APGD. We follow existing works to use the same $\epsilon = 8/255$ for testing for all attacks. The step sizes for PGD attacks are set to $2.5 \cdot \epsilon/num\_steps$ when different perturbation steps are considered. The complete robustness results are summarized in Table II. Next, we will detail these results according to the adversarial training method used.

A. Detailed Experimental Settings

1) DH-AT with TRADES: To combine our DH-AT with TRADES, we investigate two different settings: 1) training the two heads with different $\lambda$ hyperparameters, and 2) training the two heads by different numbers of epochs. Same as the original TRADES, each head in our DH-AT model is trained for 100 epochs using Stochastic Gradient Descent (SGD) with initial learning rate 0.1, momentum 0.9, and weight decay $2e^{-4}$. The learning rate is decayed by a factor of $1/10$ at the 75th, 90th, and 100th epochs.

2) Heads trained by TRADES with different $\lambda$: In this setting, the two heads are trained using TRADES with different $\lambda$ hyperparameters. We denote the $\lambda$ used by the main and second head as $\lambda_1$ and $\lambda_2$, and test two sets of combinations: 1) $1/\lambda_1 = 6$ and $1/\lambda_2 = 3$, and 2) $1/\lambda_1 = 3$ and $1/\lambda_2 = 2$. The training of the two heads follows the procedure described in Section III-C. With a small validation set (1000 CIFAR-10 test images), we find that the best checkpoint of TRADES is the 76th epoch. We then freeze the main head to the 76th epoch, and continue to train the second head using $1/\lambda_2 = 3$ for another 76 epochs. After this, we freeze both heads, attach the lightweight CNN and train the CNN for 15 epochs using TRADES loss with $1/\lambda = 2$ and a learning rate of 0.02. Note that, for the second experiment with $1/\lambda_1 = 3$ and $1/\lambda_2 = 2$, the best checkpoint is found to be the 78th epoch. Apart from these changes, the remaining procedures are identical to the first experiment. We take the best checkpoints of the standalone TRADES as our baselines. The results are reported in the top 2 - 5 rows in Table II (the first row is the standard TRADES result).

3) Heads trained by TRADES for different epochs: In this setting, we use the best checkpoint of TRADES as the main head, and a “robust overfitted” \cite{Ridha2019Robust} subnetwork as the second head. The two heads are trained for different numbers of epochs, but using the same TRADES training technique with the same $\lambda$. Here, we test two different $\lambda$s: $1/\lambda = 6$ and $1/\lambda = 3$. The best checkpoints under the two $\lambda$s are the 76th
and 78th epoch respectively. The results are reported in the top 6 - 9 rows in Table I.

4) DH-AT with SAT and MART: We also experiment on DH-AT with SAT [7] and MART [30] to demonstrate the compatibility of DH-AT to different adversarial training methods. Since SAT [7] loss function does not have tunable parameters, we only apply DH-AT with different numbers of epochs for the two heads. For the original SAT, we train the networks for 200 epochs using SGD with an initial learning rate 0.1, momentum 0.9, and weight decay $2e^{-4}$. The learning rate is divided by 10 at the 100th and 150th epochs. The best checkpoint at the 160th epoch is selected as the main head. The second head is trained for another 15 epochs. The results are shown in rows 10 - 12 in Table I.

Improved from TRADES, MART [30] also has a tunable hyperparameter $\lambda$ in its loss function. Following the above DH-AT experiment with TRADES, here we train the main head using $1/\lambda_1 = 6$ for 85 epochs, then train the second head with $1/\lambda_2 = 3$ for the same number of epochs. We also evaluate DH-AT on MART (1/\lambda = 6) with different numbers of epochs for the two heads, where the second head is trained for another 15 epochs after copied over from the main head, the best checkpoint obtained at the 85th epoch. The results are reported in the bottom 5 rows in Table I.

B. Results Analysis

Compared with standard TRADES (1/\lambda = 6), using DH-AT with the two heads having different hyperparameters 1/\lambda_1 = 6 and 1/\lambda_2 = 3 demonstrates a considerable robustness improvement by 3.43% against PGD40 and 2.30% against AutoAttack [25] (top 5 rows in Table I). Moreover, the clean accuracy is also improved by more than 2%, which indicates that clean accuracy and robustness can be improved simultaneously. Note that, the training time of this type of DH-AT is approximately 2.2× compared to standard TRADES. According to the results in rows 6 - 9 in Table I applying our DH-AT with TRADES can effectively exploit the best and the last checkpoints, leading to 2.01% robustness boost against PGD40 and 1.19% against AutoAttack. This verifies the effectiveness of our proposed DH-AT for overcoming the overfitting issue in adversarial training. Note that, in this setting, the training time of DH-AT is approximately $\sim 1.4$× compared to standard TRADES. These two sets of experiments of DH-AT with TRADES demonstrate the flexibility of our DH-AT in different settings. It can be applied to incorporate two different levels of robustness or checkpoints into one single model.

Results in the bottom 8 rows in Table I demonstrate the good compatibility of our DH-AT strategy with different adversarial training methods. When utilizing MART with either $\lambda = 6$ or $\lambda = 3$ for both heads, our DH-AT method is able to deliver the highest adversarial robustness of 59.94% (improved by 1.69% compared to standard MART $\lambda = 6$) against PGD40 and 55.75% (improved by 1.19% compared to standard MART) against AutoAttack. Meanwhile, the clean accuracy is also improved compared to standalone SAT/MART, though only slightly. Since SAT uses the cross-entropy (CE) loss and the learning rate is decayed to 0.001 before the best checkpoint, its performance is relatively stable during additional training. However, applying our proposed DH-AT strategy can still
improve its robustness by 1.06% against PGD$^{40}$ and 0.83% against AutoAttack.

V. EXPERIMENTS: ASYMMETRIC DH-AT WITH ResNet

We further evaluate our DH-AT strategy on the CIFAR-100 dataset using its asymmetric variant, i.e., the main head is a ResNet-34 and the second head is a revised ResNet-18 (since it has one more residual block than its standard version). We select SAT and TRADES as the baseline adversarial training methods and report the best checkpoint’s performance. For robustness evaluation, we use the PGD$^{25.67\%}$ (no random restarts), PGD$^{100}$ (with 5 random restarts), and AutoAttack (AA). All attacks are bounded by $\epsilon = 8/255$ and the step size of PGD (including its variants in AA) is set to 1/255.

TABLE II: Robustness results on CIFAR-100 for different defense methods under various hyperparameter settings. All baseline methods (Natural, SAT and TRADES) use the ResNet-34 model. All DH-AT models utilize ResNet-34 as the main head and a revised ResNet-18 as the second head.

| Method                  | Natural | PGD$^{20\%}$ | PGD$^{100\%}$ | AA     |
|-------------------------|---------|--------------|---------------|--------|
| Natural Training        | 78.56\% | 0.02\%       | 0.00\%        | 0.00\% |
| Natural (DH w/ TRADES)  | 73.86\% | 14.89\%      | 13.63\%       | 10.65\%|
| Natural (DH w/ SAT)     | 74.64\% | 13.27\%      | 12.39\%       | 9.71\% |
| TRADES [29]             | 58.13\% | 27.59\%      | 26.37\%       | 26.18\%|
| TRADES (DH)             | 59.57\% | 28.91\%      | 27.28\%       | 26.36\%|
| TRADES (DH w/ PGD$^2$)  | 68.72\% | 22.23\%      | 21.31\%       | 20.30\%|
| SAT [7]                 | 60.48\% | 22.48\%      | 23.45\%       | 23.31\%|
| SAT (DH)                | 61.39\% | 25.67\%      | 24.41\%       | 23.32\%|
| SAT (DH w/ PGD$^2$)     | 71.25\% | 19.86\%      | 18.57\%       | 16.09\%|

We train our DH-AT models using adversarial training (SAT or TRADES) with three different strengths for the main head: 1) natural (clean) training, PGD$^2$ and PGD$^{10}$. For PGD$^{10}$ adversarial training, we follow the same setting as SAT or TRADES, while for PGD$^2$ adversarial training, the step size is set to 2/255 with $\epsilon = 4/255$. Similar to previous experiments, we select the best checkpoint for the main head. For natural training, we train the ResNet-34 model for 40 epochs with the CE loss. Then, we add a second head and a lightweight CNN to this naturally-trained network, and train both of them using PGD$^{10}$ adversarial training. The use of naturally-trained models as the main head is to demonstrate the effectiveness and practicability of our DH-AT strategy in more complex real-world defense scenarios. For example, the naturally-trained main head can be easily extracted from our DH-AT model to achieve high clean accuracy, while the adversarially-trained second head can be switched on to obtain robustness.

The results are reported in Table II. Compared with the naturally-trained model, using DH-AT with TRADES for the second head can improve the robustness from 0.02% to 14.89% against PGD$^{20}$ attack, while the clean accuracy drops by only 4.7% to 73.86%. Additionally, higher robustness can be achieved by applying DH-AT with a stronger adversary for the main head. When using DH-AT with SAT where the main head is trained with a PGD$^2$ adversary, the clean accuracy can be improved by 10.77%, while the robustness drops by 4.62%. Ultimately, utilizing DH-AT on the standard TRADES can improve the robustness by 1.32%, and at the same time, improve the clean accuracy by 1.44%. While there is still large room for improvement, these results demonstrate the effectiveness and flexibility of our DH-AT strategy to meet the diverse accuracy and robustness requirements of real-world applications.

VI. CONCLUSION

In this work, we proposed a Dual Head Adversarial Training (DH-AT) strategy to combine different levels of adversarial robustness into one single model. DH-AT introduces both architectural and training modifications to existing deep neural networks (DNNs) and adversarial training methods. The two heads in DH-AT models can be trained differently to improve the overall robustness, while maintaining or slightly improving clean accuracy. We showed that our DH-AT strategy can be readily implemented into different DNNs and adversarial training methods with minimal modifications. Our proposed DH-AT strategy can be used as a practical tool to obtain both clean accuracy and adversarial robustness, or different levels of accuracy-robustness trade-off in a single model.
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