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Abstract

In modern machine learning, users often have to collaborate to learn the distribution of the data. Communication can be a significant bottleneck. Prior work has studied homogeneous users—i.e., whose data follow the same discrete distribution—and has provided optimal communication-efficient methods for estimating that distribution. However, these methods rely heavily on homogeneity, and are less applicable in the common case when users’ discrete distributions are heterogeneous. Here we consider a natural and tractable model of heterogeneity, where users’ discrete distributions only vary sparsely, on a small number of entries. We propose a novel two-stage method named SHIFT: First, the users collaborate by communicating with the server to learn a central distribution; relying on methods from robust statistics. Then, the learned central distribution is fine-tuned to estimate their respective individual distribution. We show that SHIFT is minimax optimal in our model of heterogeneity and under communication constraints. Further, we provide experimental results using both synthetic data and n-gram frequency estimation in the text domain, which corroborate its efficiency.

1 Introduction

Research on learning from data distributed over multiple computational units (machines, users, devices) has grown in recent years, as data is commonly generated by multiple users, such as smart devices and wireless sensors. Communication costs and bandwidth are often bottlenecks on the performance of learning algorithms in these settings [22, 8, 19]. The bottlenecks become even more severe in federated learning and analytics [31], where many users coordinate with a server to learn a central model, while communication is expensive and operates at low rates.

This paper considers learning high-dimensional discrete distributions from user data in the distributed setting. In this setting, several communication-efficient methods have been proposed, and their optimality under communication constraints has been established under various models [26, 9, 27, 2, 3, 16, 17]. However, the key challenge of heterogeneity, i.e., that users’ distributions can differ, is rarely considered. Heterogeneity is common, as users inevitably have unique characteristics [15]. Meanwhile, heterogeneity can cause a significant performance drop for learning algorithms designed only for i.i.d data [38, 35, 20]. To use all the data, one needs to learn some central structure, transferable to all individual users. Then one may locally learn—or, finetune—some unique components for each user [21, 50, 18, 54].

To study this paradigm, we first need to introduce a suitable model of heterogeneity. We consider, as an example, the heterogeneous frequencies of words across different texts, e.g., news articles, books, plays (tragedies and comedies), viewed as users. Most words appear with nearly the same probabilities in different texts, however, a few can have very different probabilities, such as “sorrowful” being common in
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Table 1: Estimation error $E[\|\hat{p}^i - p^i\|^2]$ of various methods when $n$ is sufficiently large: $p^i$ is the test distribution, $\hat{p}^i$ is the estimator, $\delta^i = T^{-1} \sum_{t \in [T]} p^t - p^i$ is a non-vanishing measure of heterogeneity. See Section 1.1 for other notations. Constants and logarithmic factors are omitted for clarity. The “data usage” column indicates whether the estimate is obtained for each cluster separately or by pooling data.

| Method                        | Estimation Error | Data Usage | Bound Type |
|-------------------------------|------------------|------------|------------|
| Unif. Group./Hash. [26]       | $O \left( \frac{d^2}{2^b n} \right)$ | Separate   | Upper      |
| Unif. Group./Hash. [26]       | $O \left( \|\delta^i\|^2 + \frac{d^2}{2^b T n} \right)$ | Pool       | Upper      |
| Localize-then-Refine* [17]    | $O \left( \frac{\|p^i\|_1}{2^b n} \right)$ | Separate   | Upper      |
| Localize-then-Refine* [17]    | $O \left( \|\delta^i\|^2 + \frac{\|\sum_{t \in [T]} p^t\|_1}{2^b T n} \right)$ | Pool       | Upper      |
| SHIFT (Theorem 3.1)           | $\tilde{O} \left( \frac{\max\{2^b, s\}}{2^b n} + \frac{d}{2^b T n} \right)$ | –          | Upper      |
| SHIFT (Theorem 4.1)           | $\Omega \left( \frac{\max\{2^b, s\}}{2^b n} + \frac{d}{2^b T n} \right)$ | –          | Lower      |

* This method [17] requires interactive communication protocols, while other methods are non-interactive.

tragedies and “convivial” being common in comedies. Motivated by this, we formulate a model of sparse heterogeneity. Specifically, suppose that the discrete distributions of all users differ from an underlying central distribution in at most $s \geq 0$ entries, where $s$ is much smaller than the dimension $d \geq 0$. Sparse heterogeneity is relevant to applications such as recommendation systems [28, 42, 36, 10] and medical risk scoring [47, 43, 41].

However, given data generated by multiple distributions with sparse heterogeneity, previous works [26, 2, 3, 17] either do not use all the data, or suffer from bias due to heterogeneity that does not vanish as the sample size increases. Here we propose a novel sparse heterogeneity-inspired collaboration and fine-tuning method (SHIFT) where we first collaboratively learn the central distribution, and then fine-tune the central estimate to individual distributions. Our method makes full use of heterogeneous data, leading to a significant improvement in error rates compared to prior methods. See Table 1 for an overview, explained in detail later.

1.1 Contributions

We consider the problem of learning $d$-dimensional distributions with $s$-sparse heterogeneity. We assume there are $T$ clusters of user datapoints, and allow each datapoint to be transmitted in a message with at most $b$ bits of information to the server. Our setting embraces heterogeneous data and thus is a significant generalization of the models from [26, 9, 27, 2]. Our technical contributions are as follows:

- We propose the SHIFT method to learn heterogeneous distributions with collaboration and tuning, in a sample-efficient manner. Our method can, in principle, be used with an arbitrary robust estimate of the probability of each entry/coordinate. When entry-wise median and trimmed mean are used, we provide upper bounds on the estimation error of individual distributions in the $\ell_2$ and $\ell_1$ norms. We show a factor of (the order of) $\min\{T, d/\max\{s, 2^b\}\}$ improvement in sample complexity compared to previous works; showing the benefit of collaboration (large $T$) and sparsity (small $s$), despite communication constraints and heterogeneity.

- To justify the optimality of our method, we prove minimax lower bounds on the estimation errors of individual distributions in the $\ell_2$ and $\ell_1$ norms, holding for all, possibly interactive, learning methods. These lower bounds, combined with our upper bounds, imply that our median-based method is minimax optimal.

- We support our method with experiments on both synthetic and empirical datasets, showing a significant improvement over previous methods.
1.2 Related Works

Learning with Heterogeneity. Learning with heterogeneity is commonly found in the broader context of multi-task learning [14, 49, 11] and federated learning [5, 44, 24], where a central model or representation is learned from multiple heterogeneous datasets. These central representations can be useful for few-shot learning, i.e., for new problems with a small sample size [48, 23] due to their ability to adapt to new tasks efficiently. In heterogeneous linear regression, [50, 21] show improved sample complexities by assuming a low dimensional central representation, compared to the i.i.d. setting [24, 37]. Related results are proved in [18] for personalized federated learning. [54] study a bandit problem where the unknown parameter in each dataset equals a global parameter plus a sparse instance-specific term. We study a different setting, learning distributions with sparse heterogeneity under communication constraints.

Estimating Distributions under Communication Constraints. Estimating discrete distributions has a rich literature [32, 6]. Under communication constraints, [26, 9, 27, 2] consider the non-interactive scenario, and establish the minimax optimal rates, in terms of data dimension and communication budget, via potentially shared randomness, when all users’ data is homogeneous. The optimality for the general interactive (or, blackboard) methods is developed by [1]. A few works study the estimation of sparse distributions. In particular, [3] consider $s$-sparse distributions and establish minimax optimal rates under communication and privacy constraints, which are further improved by localization strategies in [16]. Complementary to minimax rates, [17] provides pointwise rates, governed by the half-norm of the distribution to be learned, instead of its dimension. Our setting embraces heterogeneous data, and thus is a generalization of the one studied in above works.

Robust Estimation & Learning. Robust statistics and learning study algorithms resilient to unknown data corruption [30, 25, 7, 51, 29]. The median-of-means method [33, 39, 40] partitions the data into sub-vector $(v_1, \ldots, v_d)$ and $v_1, \ldots, v_d$. We denote $\|v\|_p = (\sum_{k \in [d]} |v_k|^p)^{1/p}$ for all $p > 0$ with $\|v\|_0$ defined additionally as the number of non-zero entries. We let $\mathcal{P}_d := \{p = (p_1, \ldots, p_d) \in [0,1]^d : p_1 + \cdots + p_d = 1\}$ be the simplex of all $d$-dimensional discrete probability distributions. For $p \in \mathcal{P}_d$, we denote by $B_s(p)$ the $s$-distinct neighborhood $\{p' \in \mathcal{P}_d : \|p' - p\|_0 \leq s\}$. For a random variable $X$, we denote $n$ i.i.d. copies of $X$ by $X^n$. Given any index set $\mathcal{I}$, we write $|\mathcal{I}|$ for its cardinality and denote by $[v]_{\mathcal{I}}$ the sub-vector $(v_k)_{k \in \mathcal{I}}$ indexed by $\mathcal{I}$. We use the Bachmann-Landau asymptotic notations $\Omega(\cdot), \Theta(\cdot), O(\cdot)$ to hide constant factors, and use $\tilde{\Omega}(\cdot), \tilde{O}(\cdot)$ to also hide logarithmic factors. We denote the categorical distribution with class probability vector $p \in \mathcal{P}_d$ by $\text{Cat}(p)$. In our algorithm to be introduced shortly, we use $\overset{\cdot}{\cdot}$ and $\tilde{\cdot}$ to indicate the intermediate estimate and the final estimate, respectively.

2 Problem Setup

We consider the problem of collaboratively learning distributions defined according to the following model of heterogeneity (see Figure 1 for an illustration). There are $T \geq 1$ clusters $\{C^t \triangleq (X^{t,j})_{j \in [n]} : t \in [T]\}$ of user datapoints, each of which contains $n$ i.i.d. local datapoints. Each datapoint $X^{t,j}$ is in a one-hot format, i.e., $X^{t,j} \in \{e_1, e_2, \ldots, e_d\}$, and follows the categorical distribution $\text{Cat}(p^t)$ where $p^t \in \mathcal{P}_d$ is unknown. Thus, user datapoints in the same cluster $C^t$ have an identical distribution $p^t$, while the distribution $p^t$ can vary, i.e., be heterogeneous, across clusters $t \in [T]$. The datapoint $X^{t,j}$ is encoded by
its user into a message $Y_{t,j}$, and then transmitted to a central server. We assume that the message sent by each datapoint is encoded into no more than $b$ bits. We also assume $b$ is significantly smaller than $\log_2 d$ so that the communication is efficient.

The goal here is to collaboratively learn the distributions $p_t$ from the collection of messages $\{Y_{t',[n]} \triangleq (Y_{t',j})_{j \in [n]} : t' \in [T]\}$ despite heterogeneity. More precisely, we aim to design per-cluster estimators $\hat{p}^t$, $t \in [T]$, with $\hat{p}^t : \{Y_{t',[n]} : t' \in [T]\} \to \mathcal{P}_d$ to minimize the $\ell_2$ errors

$$E[\|\hat{p}^t - p^t\|_2^2], \text{ for all } t \in [T].$$

We also study the widely-used $\ell_1$ error metric (in addition to the $\ell_2$ metric). When $T = 1$, i.e., all user datapoints are homogeneous and there is a single distribution to learn, the problem reduces to the one studied by [26, 9, 27, 2, 1].

**Model of Heterogeneity.** In heterogeneous settings, collaboration among the users is most beneficial if the local distributions are related. We model this by assuming that the local distributions are sparse perturbations of an unknown central distribution $p^\star \in \mathcal{P}_d$. The distribution $p^t$ of each cluster $t$ differs from $p^\star$ in at most $s \geq 0$ entries:

$$\|p^t - p^\star\|_0 \leq s, \quad \forall t \in [T].$$

The central distribution $p^\star$ can be viewed as the central structure across heterogeneous clusters of datapoints. The level of heterogeneity is controlled by the parameter $s$. When $s$ is much smaller than $d$, the local distributions differ from the center in a small number of entries.

While motivated by word frequencies of different texts, our model of sparse heterogeneity is also relevant for recommendation systems, where the high-dimensional item-preference vectors of users can vary sparsely [28, 42, 36, 10]; and for medical risk scoring, where hospitals can have similar characteristics, with a few systematic differences in diagnosis behavior, healthcare utilization, etc. [47, 43, 41].

### 3 Algorithm

We now introduce our method for leveraging heterogeneous data to improve per-cluster estimation accuracy. We first discuss a hashing-based method to handle the communication constraint. Since the communication between each user datapoint and the server is restricted to at most $b > 0$ bits (where we may have $2^b \ll d$), the datapoint $X_{t,j}$ needs to be encoded by an encoding function $W_{t,j} : \mathcal{X} \triangleq [d] \to \mathcal{Y}$.
The \( b \)-bit constraint enforces \(|\mathcal{Y}| \leq 2^b \). Then the encoded message \( Y_t^j := W_{t,j}(X_t^j) \) is sent to the server, where it is decoded and used.

There are relatively sophisticated communication protocols under which the design of encoding functions can be interactive \cite{17, 16, 1}, i.e., depend on previously sent messages. Here we adopt a non-interactive encoding-decoding scheme, based on uniform hashing \cite{4, 16} where \( W_{t,j} \) depends only on \( X_t^j \) and is independent of other messages. Specifically, each datapoint \( X_t^j \) is encoded via an independent random hash function \( h_{t,j} : [d] \to [2^b] \). Upon receiving all messages, the server counts the empirical frequencies of all symbols, leading to hashed estimates \( \tilde{b}^t \). The communication scheme based on uniform hashing is summarized below.

\[
\begin{align*}
(\text{Encoding}) & : \text{Send the message } Y_t^j = h_{t,j}(X_t^j) \text{ encoded by a hash function } h_{t,j} : [d] \to [2^b]; \\
(\text{Decoding}) & : \text{Count } N_k^t(Y_t^j[n]) = \left| \{ j \in [n] : h_{t,j}(k) = Y_t^j \} \right| \text{ and return } \tilde{b}_k^t = N_k^t/n.
\end{align*}
\]

One can readily verify that \( \mathbb{E}[\tilde{b}_k^t] = \left( (2^b - 1)p_k^t + 1 \right) / 2^b \triangleq \tilde{b}_k^t \); and thus the hashed estimate \( \tilde{b}_k^t \) is biased for \( b_k^t \). We also write \( \tilde{b}_k^t = \left( (2^b - 1)p_k^t + 1 \right) / 2^b \) for the mean of a hashed datapoint sampled from the central distribution. More details on the hashed estimator \( \tilde{b}_k^t \) are given in Appendix 8.

### 3.1 The SHIFT Method

We now introduce the SHIFT method, which consists of two stages: collaborative learning and fine-tuning. The first stage estimates the central hashed distribution \( b^* \) using all hashed estimates \( \{ b^t : t \in [T] \} \). This is achieved via methods from robust statistics such as the median or trimmed mean. The key insight here is that, since the heterogeneity is sparse, for each entry where the individual distributions mostly match with the central one, most datapoints (used to estimate that entry) are sampled from the probability of the central distribution. Hence, to estimate those entries of the central distribution, we can treat the datapoints generated by heterogeneous users as outliers, and leverage robust statistical methods to mitigate their influence.

In the second stage—fine-tuning—we detect mismatched entries between individual hashed estimates \( \tilde{b}_k^t \) and the central estimate \( b^* \). Recall that the central and individual distributions differ in only a few entries. For entries \( k \in [d] \) such that \( |[b^*_k] - [\tilde{b}_k^t]| \) is below \((\alpha ||b^*_k||/n)^{1/2}\) for some threshold parameter \( \alpha \), we may expect that \( \hat{p}_k^t = \hat{p}_k^* \). As a result, we expect the estimate \([\tilde{b}_k^*]\) of \( b_k^* \) to be more accurate, as it is learned collaboratively using a larger sample size. Thus, we assign \([\tilde{b}_k^*]\) as the final estimate \([\hat{b}_k^*]\) of \( b_k^* \).

On the other hand, for the entries where the central and individual distributions differ, i.e., \( p_k^t \neq p_k^* \), the threshold is more likely to be exceeded. In this case, we keep the individual estimate \([\tilde{b}_k^t]\) as \([\hat{b}_k^t]\).

Finally, since the hashed distributions \( b^t \) are biased, we debias them in the final estimates of \( p^t \) where

\[
\begin{align*}
\text{Algorithm 1} \hspace{1cm} \text{SHIFT: Sparse Heterogeneity Inspired collaboration and Fine-Tuning} \\
\text{input:} & \text{ individual hashed estimators } \tilde{b}^1, \ldots, \tilde{b}^T, \text{ threshold parameter } \alpha \\
\triangleright \text{ Stage I: Collaborative Learning} \\
\text{Estimate } b^* & \text{ via robust statistical methods: } \hat{b}^* \leftarrow \text{robust.estimate}(\{ \tilde{b}^t : t \in [T] \}) \\
\triangleright \text{ Stage II: Fine-Tuning} \\
\text{for } k = 1, \ldots, d \text{ do} \\
\text{for } t = 1, \ldots, T \text{ do} \\
[\hat{b}_k^t] & \leftarrow [\hat{b}_k^*] \text{ if } |[b^*_k] - [\hat{b}_k^t]| \leq \sqrt{\alpha ||b^*_k||/n} \text{ else } [\tilde{b}_k^t] \\
[\hat{p}_k^t] & \leftarrow \text{Proj}_{[0,1]}(\frac{1}{\sqrt{2^b+1}}[\hat{b}_k^t]) \\
\text{end for} \\
\text{end for} \\
\text{output: estimates } \hat{p}^1, \ldots, \hat{p}^T 
\end{align*}
\]
Knowledge Transfer to New Clusters. The collaboratively learned central distribution from Algorithm 1 is adaptable to new clusters, which possibly only have a few datapoints. This can be particularly beneficial for sample efficiency, because most entries of the target distribution are well-estimated through collaborative learning. One can transfer those entries, and it suffices to estimate the few remaining entries, instead of the whole distribution. See Theorem 3.2 for the details. The knowledge transfer utility further motivates the importance of collaborative learning.

3.2 Median-Based SHIFT

In this section, we provide upper bounds on the error for the median-based SHIFT method, where robust\_estimate(\{b^t : t \in [T]\}) in Algorithm 1 is the entry-wise median. Specifically, we let

\[ \hat{b}^* = \text{median}(\{b^t : t \in [T]\}), \]

for each \( k \in [d] \).

When there is no ambiguity, we write \( \hat{b}^* = \text{median}(\{b^t \}_{t \in [T]} \). We also provide results for the trimmed-mean-based SHIFT method, see Appendix 11.

By setting the threshold parameter \( \alpha \) in Algorithm 1 as \( \alpha = \Theta(\ln(n)) \), we prove the following upper bounds on the final individual \( \ell_2 \) estimation errors. The results for the \( \ell_1 \) error are in Appendix 10.

**Theorem 3.1.** Suppose \( n = \Omega(2^b \ln(n)) \) and \( \alpha = \Theta(\ln(n)) \). Then, for the median-based SHIFT method, for any \( t \in [T] \),

\[ \mathbb{E} \left[ \| \hat{p}^t - p^t \|_2^2 \right] = O\left( \frac{\max\{2^b, s\}}{2^{b}n} + \frac{d}{2^{b}Tn} + \frac{d}{n^2} \right). \]

When \( n = \Omega(2^b \max\{T, \ln(n)\}) \), the rate further becomes

\[ \mathbb{E} \left[ \| \hat{p}^t - p^t \|_2^2 \right] = O\left( \frac{\max\{2^b, s\}}{2^{b}n} + \frac{d}{2^{b}Tn} \right). \]

The upper bound in (2) consists of two terms. The first term—\( \max\{2^b, s\}/(2^{b}n) \)—is independent of the dimension \( d \), and is smaller than the rate \( d/(2^{b}n) \) obtained by the minimax optimal method using only homogeneous datapoints [26] by a factor \( d/\max\{2^b, s\} \). Thus, it brings a significant benefit under sparse heterogeneity and reasonable communication restrictions, i.e., when \( \max\{2^b, s\} < d \). Meanwhile, the second, dimension-dependent, term \( d/(2^{b}Tn) \) is \( T \) times smaller than \( d/(2^{b}n) \), since it depends on the total sample-size \( Tn \) used collaboratively, despite heterogeneity. Therefore, our method shows a factor of \( \min\{T, d/\max\{2^b, s\} \} \) improvement in sample efficiency, compared to previous work designed for homogeneous datapoints.

For completeness, we also consider a heuristic application of estimators from prior works [26, 17], in which datapoints from all clusters are pooled to learn a global distribution \( T^{-1} \sum_{t \in [T]} p^t \), which is then used by each cluster. While this uses all datapoints, it inevitably introduces a non-vanishing bias \( \hat{\delta}^t = p^t - T^{-1} \sum_{t' \in [T]} p^{t'} \) in estimating individual distributions, and can behave poorly when the bias is large. See Table 1 for more details.

Finally, we discuss our results on knowledge transfer. The central estimator \( \hat{b}^* \) is adaptable to a new cluster \( C^{T+1} \) of size \( \tilde{n} \) in the following way. We adjust the fine-tuning procedure in Algorithm 1 to \( \hat{b}^{T+1} \) if \( |\hat{b}^*|_{k} - |\hat{b}^{T+1}|_{k} \leq \sqrt{\alpha/\hat{b}^{T+1}}_{k} \), and \( \hat{b}^{T+1} \) otherwise. We then show the following result.

**Theorem 3.2.** Let \( \hat{b}^{T+1} \) be the hashed estimate of any new cluster \( C^{T+1} \) with \( \tilde{n} \) datapoints such that \( n \geq \tilde{n} = \Omega(2^b \max\{T, \ln(\tilde{n})\}) \). Let the threshold parameter be \( \alpha = \Theta(\ln(\tilde{n})) \). Then, the median-based

\[^1\]To be precise, we require \( \alpha = O(\ln(n)) \) and \( \alpha \geq c \ln(n) \) for some absolute constant \( c \). The analogous statement applies in Theorem 3.2.
SHIFT method has error bounded by

\[ E \left[ \left| \hat{b}^{T+1} - p^{T+1} \right|^2 \right] = \tilde{O} \left( \frac{\max \{ 2^k, s \}}{2^6 n} + \frac{d}{2^6 T n} \right). \]

Similarly, one can see that the adaptation to new clusters with the median-based SHIFT method achieves a factor of \( \min \{ T n / \bar{n}, d / \max \{ 2^k, s \} \} \) improvement in sample-efficiency compared to estimating the distribution of the new cluster without knowledge transfer.

### 3.2.1 Highlights of Theoretical Analysis

In this section, we introduce the key ideas behind the proof of Theorems 3.1 and 3.2. Our analysis is novel compared to previous analyses for methods with homogeneous datapoints. The final individual estimation errors relate to the error of estimating the central hashed distribution \( b^* \). However, we only expect high accuracy at the center for entries with few individual misalignments. To quantify the influence of heterogeneity, for any \( 0 < \eta \leq 1 \), we define the set of \( \eta \)-well-aligned entries as

\[ I_\eta := \{ k \in \{ \bar{n} \} : \| B_k \| < \eta T \}, \quad \text{where} \quad B_k := \{ t \in \{ T \} : b^*_k \neq b_k^*, \ i.e., \ p^*_k \neq p_k^* \} \]

is the set of clusters whose distribution differs from \( p^* \) in the \( k \)-th entry. We aim to estimate the \( \eta \)-well-aligned entries accurately by using robust statistical methods.

Further, we argue that there are few poorly-aligned entries, and they affect the final per-cluster error only mildly. By the pigeonhole principle, the number of entries that are not \( \eta \)-well-aligned is upper bounded by \( |I_\eta^c| = |\{ d \} \cap I_\eta| \leq \frac{s T}{n} = \frac{s}{\eta} \). Therefore, given an estimator \( \hat{b}^* \) that is accurate for the \( \eta \)-well-aligned entries, the entries of \( b^* \) can be estimated accurately except for at most \( s / \eta \) entries. The following technical lemma bounds the error for each entry \( k \in I_\eta \).

**Lemma 3.3.** Suppose \( \hat{b}^* = \text{median} \left( \{ \hat{b}^*_t \}_{t \in \{ T \}} \right). \) Then for any \( 0 < \eta \leq 1/5 \) and \( k \in I_\eta \), it holds that

\[ E[|\hat{b}^*_k - b^*_k|^2] = \tilde{O} \left( \frac{|B_k|^2 b^*_k (1 - b^*_k)}{T^2 n} + \frac{b^*_k (1 - b^*_k)}{T n} + \frac{1}{n^2} \right). \]

Lemma 3.3 provides an upper bound, in terms of the frequency \( |B_k| / T \) of misalignment (which is smaller than \( \eta \)), and a variance term \( b^*_k (1 - b^*_k) \). This result cannot be obtained by directly applying the standard Chernoff or Hoeffding bounds to random variables distributed in \([0, 1]\) as in previous works [17] for two reasons: 1) the datapoints are heterogeneous, 2) the variance \( b^*_k (1 - b^*_k) \) here can be small, compared to what it can be for general random variables in \([0, 1]\), implying more concentration than what follows from Hoeffding’s inequality. To address these issues, we analyze the concentration of the empirical \((1/2 \pm |B_k| / T)\)-quantiles to mitigate the influence of heterogeneity, and we also use Bernstein’s inequality, which is variance-dependent [52], to obtain bounds relying on both the sample size \( T n \) and the variance \( b^*_k (1 - b^*_k) \).

Also, the constant 1/5, upper bounding the heterogeneity, is not essential and is chosen for clarity. It can be replaced with any number less than half, in which case estimating the central probability distribution becomes possible, as the information conveyed by homogeneous datapoints dominates.

Lemma 3.3 reveals that well-aligned entries of the central distribution are accurately estimated. Thus one can use the central estimate for the entries where the central distribution \( p^* \) aligns with the target distribution \( b^* \). The remaining entries, that are neither well-aligned nor satisfy \( p^*_k = \hat{p}^*_k \), can be estimated by the local estimator. We argue that a properly chosen threshold parameter \( \alpha \) filters out the only desired entries to be estimated individually, with high probability, leading to Theorems 3.1 and 3.2.

While estimating \( p^* \) is not our main goal, one can readily obtain from Lemma 3.3 the following bound for estimating \( p^* \) by summing up the errors for all entries \( k \in \{ \bar{n} \} = I_\eta \) with \( \eta = \max_{k \in \{ \bar{n} \}} |B_k| / T \). Corollary 3.4 reveals that the central distribution can be accurately estimated if the mismatch of distributions happens uniformly across all entries, i.e., each entry differs in \( O(s T / d) \) clusters.

**Corollary 3.4.** Let \( \hat{p}^* = \text{Proj}_{[0,1]} (2^\eta b^* - 1) \) be obtained by the debiasing operation from Algorithm 1. Suppose \( |B_k| = O(s T / d) \) for any \( k \in \{ \bar{n} \} \), with \( \eta = \max_{k \in \{ \bar{n} \}} |B_k| / T \). Then the median-based SHIFT
method enjoys
\[ E[\|\hat{p}^t - p^t\|^2_2] = \hat{O}\left( \frac{s^2}{d^2 n} + \frac{d}{2^b T n} + \frac{d}{n^2} \right). \]

4 Lower Bounds

To complement our upper bounds, we now provide minimax lower bounds for estimating distributions under heterogeneity. Since our setting contains \( T \) heterogeneous clusters of datapoints, our minimax error metric is slightly different from the one studied in [26, 9, 27, 2]. Using the \( \ell_2 \) error as the loss, the lower bound metric is defined as
\[
\inf_{(W^{t, \cdot(n)}, t' \in [T])} \sup_{p^* \in \mathcal{P}_d \{ p^* : \|p^t - p^*\|_0 \leq s \}} \mathbb{E} \left[ \|\hat{p}^{t'} - p^t\|^2_2 \right],
\]
where the supremum is taken over all possible central distributions \( p^* \in \mathcal{P}_d \) and individual distributions \( \{p^t : t \in [T]\} \) in \( \mathbb{B}_s(p^*) \). The infimum is taken over all estimation methods \( \hat{p}^{t'} \) that use all heterogeneous messages \( \{Y^{t', j} \in W^{t', j}(X^{t', j}) : j \in [n], t' \in [T]\} \) encoded (possibly interactively) by any encoding functions \( \{W^{t', j} : j \in [n], t' \in [T]\} \) with output in \( [2^b] \), e.g., the random hashing maps. The measure (3) characterizes the best possible worst-case performance of estimating distributions under our model of heterogeneity.

Since the supremum is taken over all distributions \( p^*, p^1, \ldots, p^T \) in \( \mathcal{P}_d \) such that \( \|p^t - p^*\|_0 \leq s \) for all \( t \in [T] \), we consider two representative cases therein: First, in the homogeneous case where \( p^1 = \cdots = p^T = p^* \in \mathcal{P}_d \), the setting reduces to the single-cluster problem but with \( n T \) datapoints, and with the goal of estimating \( p^* \), leading to the lower bound \( \Omega(d/(2^b T n)) \). Second, in the \( s/2 \)-sparse case where \( \|p^*\|_0 \leq s/2 \) and \( \|p^t\|_0 \leq s/2 \) for all \( t \in [T] \), we have \( \{p^t : t \in [T]\} \subseteq \mathbb{B}_s(p^*) \). By constructing independent priors for \( \{p^t : t \in [T]\} \) and \( p^* \), one can show that only datapoints generated by \( p^t \) itself are informative for estimating \( p^t \). In this case, we show the lower bound \( \Omega(\max(2^b, s)/(2^b n)) \). Combining the two cases, we find the following lower bound. The formal argument is provided in Appendix 12.

**Theorem 4.1.** For any—possibly interactive—estimation method, and for any \( t \in [T] \), we have
\[
\inf_{(W^{t, \cdot(n)}, t' \in [T])} \sup_{p^* \in \mathcal{P}_d \{ p^* : \|p^t - p^*\|_0 \leq s \}} \mathbb{E} \left[ \|\hat{p}^{t'} - p^t\|^2_2 \right] = \Omega\left( \frac{2^b, s}{2^b n} + \frac{d}{2^b T n} \right).
\]

By a similar argument but with an additional \((T + 1)\)-st cluster of \( \tilde{n} \) users, we obtain a lower bound for adapting to a new cluster.

**Theorem 4.2.** For any—possibly interactive—estimation method, and a new cluster \( C^{T+1} \), we have
\[
\inf_{(W^{t', \cdot(n)}, t' \in [T])} \sup_{p^* \in \mathcal{P}_d \{ p^* : \|p^t - p^*\|_0 \leq s \}} \mathbb{E} \left[ \|\hat{p}^{T+1} - p^{T+1}\|^2_2 \right] = \Omega\left( \frac{2^b, s}{2^b n} + \frac{d}{2^b T n} \right).
\]

Theorem 4.1 and 4.2, combined with the upper bounds in Section 3, imply that our method is minimax optimal up to logarithmic terms. We provide similar lower bounds for the \( \ell_1 \) error in Appendix 12.

5 Experiments

We test SHIFT on synthetic data as well as on the Shakespeare dataset [13]. As a baseline method, we use the estimator in [26] that is minimax optimal under homogeneity. We apply the baseline method both locally and globally. In the local case, the estimator \( \hat{p}^t \) for each cluster is computed without datapoints from other clusters. In the global case, we pool data from all clusters, and compute estimators \( \hat{p} = \hat{p}^1 = \cdots = \hat{p}^T \). The performance measure for estimating \( \hat{p}^t \), \( t \in [T] \) is taken as \( T^{-1} \sum_{t=1}^{T} \|p^t - \hat{p}^t\|^2_2 \).
5.1 Synthetic Data

We set the uniform distribution, \( p^* = (1/d, \ldots, 1/d) \) as the central distribution. In Appendix 13, we also experiment on the truncated geometric distribution, and compare our method with the localization-refinement method [17]. Among the \( d \) entries of \( p^* \), we draw \( s \) entries uniformly at random and assign new values for them uniformly at random over \([0, 1]\), with re-normalization to preserve their sum. We repeat this procedure \( T \) times to obtain sparsely perturbed distributions \( p^1, \ldots, p^T \in \mathcal{P}_d \). Then, \( n \) i.i.d. datapoints \( X^{t,1}, \ldots, X^{t,n} \sim \text{Cat}(p^t) \) are generated for each cluster \( t \in [T] \). We set the dimension to \( d = 300 \) and run the simulation by varying \( n, T, s \). As we see from \((2)\), the error of our method depends on \( s \) only when \( 2^b < s \). For this reason, we let \( b = 2 \) in our experiments.

We run SHIFT with the entry-wise median and entry-wise trimmed mean as the robust estimate. We set the threshold parameter \( \alpha = \ln(n) \) and the trimming proportion \( \omega = 0.1 \). In Appendix 13, we provide results for other choices of the hyperparameters \( \alpha, \omega \) and discuss a heuristic for choosing \( \alpha \). Figure 2 illustrates that our method outperforms the baseline method for most choices of \( n, T, s \). Specifically, as Theorem 3.1 reveals, the \( \ell_2 \) error of our method decreases as the number of clusters \( T \) increases. On the other hand, when the baseline methods are applied globally, without considering heterogeneity, they show a bias that does not disappear as the sample size \( n \) or the number of clusters \( T \) increases. This shows that the fine-tuning step in SHIFT is crucial for the estimation of heterogeneous distributions. Finally, the right panel of Figure 2 shows that our method is effective only when \( s \) is small compared to the dimension \( d \); which highlights the crucial role of sparsity. When \( s \) is close to \( d \), the distributions \( p^1, \ldots, p^T \) could be considerably different without any meaningful central structure, making collaboration less useful than local estimation.

5.2 Shakespeare Dataset

The Shakespeare dataset was proposed as a benchmark for federated learning in [13]. The dataset consists of dialogues of 1,129 speaking roles in Shakespeare’s 35 different plays. In our experiment, we study the distribution of \( k \)-grams (\( k \)-tuples of consecutive letters from the 26-letter English alphabet, see Chapter 3 of [34]) appearing in the dialogues. We consider each play as a cluster \( C^t \) and estimate the distribution \( p^t \in \mathcal{P}_d, d = 26^k \) of \( k \)-grams. Since the ground-truth distribution \( p^t \) is unknown, we regard the empirical frequency as \( p^t \).

To verify the heterogeneity, we run the chi-squared goodness-of-fit test for each pair of distributions from distinct clusters \( p^u \) and \( p^v \). Resulting p-values are essentially zero within machine precision, which suggests that the distributions of \( k \)-grams are strongly heterogeneous. We also perform entry-wise tests comparing \( [p^u]_i \) and \( [p^v]_i \), for all \( u \neq v \in [T], i \in [d] \). In total, 25.8% of the tests are rejected at the 5% level of significance. This is again consistent with heterogeneity.
We draw $n = 20,000$ datapoints with replacement from each cluster and test SHIFT with communication budgets $b \in \{2, 4, 6, 8\}$. We set the fine-tuning threshold $\alpha = \ln(n)$ and the trimming proportion $\omega = 0.1$, which we choose following the heuristic discussed in Appendix 13. We repeat the experiment ten times by randomly drawing different datapoints, and report the average $\ell_2$ error of estimation in Table 2. The standard deviations are small even over ten repetitions. SHIFT shows competitive performance on the empirical dataset, even though we do not rigorously know if the sparse heterogeneity model (1) applies.

### 6 Conclusion and Future Directions

We formulate the problem of learning distributions under sparse heterogeneity and communication constraints. We propose the SHIFT method, which first learns a central distribution, and then fine-tunes the estimate to adapt to individual distributions. We provide both theoretical and experimental results to show its sample-efficiency improvement compared to classical methods that target only homogeneous data. Many interesting directions remain to be explored, including investigating if there is a point-wise optimal method with rate depending on $\{p^t : t \in [T]\}$ and $p^*$; and designing methods for other information constraints, such as local differential privacy constraints.
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7 Appendix

**Additional Notations.** In the appendix, we use the following additional notations. For an integer \( d \geq 1 \), and a vector \( \mathbf{v} \in \mathbb{R}^d \), the support \( \text{supp}(\mathbf{v}) = \{ j \in [d] : v_j \neq 0 \} \) denotes the indices of non-zero entries. For an event \( A \) on a probability space \( (\Omega, B, P) \) (which is usually self-understood from the context), we denote by \( I(A) \), \( 1\{A\} \), or \( 1(A) \) its indicator function, such that \( I(A)(\omega) = 1 \) if \( \omega \in A \), and zero otherwise. We denote by \( \Phi \) the cumulative distribution function of the standard normal random variable. For two scalars \( a, b \in \mathbb{R} \), we write \( a \wedge b = \min(a, b) \).
Thus, I

\[ h^{t,j} : [d] \rightarrow [2^b] \] using shared randomness

\[ \text{Encode message } Y^{t,j} = h^{t,j}(X^{t,j}) \text{ and send it to the server} \]

\[ \triangleright \text{Encoding} \]

\begin{algorithm}
\caption{Encoding-Decoding via Uniform Hashing}
\begin{algorithmic}
  \STATE \textbf{input:} cluster \( C^t \) with \( n \geq 1 \) users having data \( X^{t,j} \), \( j = 1, \ldots, n \)
  \FOR{\( j = 1, \ldots, n \)}
    \STATE Generate a uniformly random hash function \( h^{t,j} : [d] \rightarrow [2^b] \)
    \STATE Encode message \( Y^{t,j} = h^{t,j}(X^{t,j}) \) and send it to the server
    \STATE \textbf{\triangleright Encoding}
  \ENDFOR
  \FOR{\( k = 1, \ldots, d \)}
    \STATE Count \( N^t_k(Y^{t,[n]}) \leftarrow |\{ j \in [n] : h^{t,j}(k) = Y^{t,j} \}| \)
    \STATE Estimate \( \hat{b}^t_k \leftarrow N^t_k/n \)
    \STATE \textbf{\triangleright Decoding}
  \ENDFOR
  \STATE \textbf{output:} \( \hat{B}^t \)
\end{algorithmic}
\end{algorithm}

8 Properties of Uniform Hashing

Recall that for all \( t \in [T] \) and \( k \in [d] \), \( b^t_k = \frac{p^t_k(2^b-1)+1}{2^b} \in \left[ \frac{1}{2^b}, 1 \right] \).

\textbf{Proposition 8.1} (Properties of Hashed Estimates). \( \) For each \( t \in [T] \), suppose \( \hat{B}^t \) is computed in cluster \( C^t \) as in Algorithm 2 with i.i.d datapoints \( X^{t,j} \sim \text{Cat}(p^t) \), \( \forall j \in [n] \). Then, it holds that

1. \( \hat{b}^1, \ldots, \hat{b}^T \in [0,1] \) are independent;
2. for any \( t \in [T] \) and \( k \in [d] \), \( N^t_k \sim \text{Binom}(n,b^t_k) \);
3. \( \text{supp}(p^t - p^\ast) = \text{supp}(b^t - b^\ast) \) and \( p^t_k = 1 \) (or 0) is equivalent to \( b^t_k = 1 \) (or \( \frac{1}{2^b} \), respectively).

\textbf{Proof.} Property 1 holds because \( \hat{b}^1, \ldots, \hat{b}^T \) are obtained by cluster-wise encoding-decoding of independent datapoints. To see property 2, we have for any \( j \in [n] \) and \( k \in [d] \) that

\[ p^t_k + (1 - p^t_k) \cdot \frac{1}{2^b} = b^t_k \in \left[ \frac{1}{2^b}, 1 \right]. \]

Thus, \( I(h^{t,j}(k) = Y^{t,j}) \) is a Bernoulli variable with success probability \( b^t_k \). Since each datapoint is encoded with an independent hash function, \( N^t_k \) has a binomial distribution with \( n \) trials and parameter \( b^t_k \). Property 3 directly follows from \( b^t - b^\ast = (p^t - p^\ast)(2^b-1)/2^b \) and as \( b > 0 \). □

\textbf{Proposition 8.2} (Property of Debiasing). \( \) For any \( y,y^\ast \in \mathbb{R}^d \), let \( x = \text{Proj}_{[0,1]}(\frac{2^b y - 1}{2^b - 1}) \) and \( x^\ast = \text{Proj}_{[0,1]}(\frac{2^b y^\ast - 1}{2^b - 1}) \). Then it holds that for \( q = 1,2 \), \( \mathbb{E}[\|x-x^\ast\|_q^q] = O(\mathbb{E}[\|y-y^\ast\|_q^q]) \). In particular, we have for \( q = 1,2 \) and any \( t \in [T] \), \( \mathbb{E}[\|\hat{p}^t - p^t\|_q^q] = O(\mathbb{E}[\|\hat{B}^t - b^t\|_q^q]) \), where \( \hat{p}^t = \text{Proj}_{[0,1]}(\frac{2^b b^t - 1}{2^b - 1}) \) is the final per-cluster estimate obtained in Algorithm 1.

\textbf{Proof.} Using the inequality that \( |\text{Proj}_{[0,1]}(x) - \text{Proj}_{[0,1]}(y)| \leq |x-y| \) for any \( x,y \in \mathbb{R} \), we have

\[ \mathbb{E}[\|x-x^\ast\|_q^q] = \sum_{k \in [d]} \mathbb{E} \left[ \text{Proj}_{[0,1]} \left( \frac{2^b y_k - 1}{2^b - 1} \right) - \text{Proj}_{[0,1]} \left( \frac{2^b y^\ast_k - 1}{2^b - 1} \right) \right]^q \]

\[ \leq \sum_{k \in [d]} \mathbb{E} \left[ \frac{2^b (y_k - y^\ast_k)}{2^b - 1} \right]^q \left( \frac{2^b}{2^b - 1} \right)^q \mathbb{E}[\|y-y^\ast\|_q^q] = O(\mathbb{E}[\|y-y^\ast\|_q^q]). \]

In the last step, we used that \( 2^b/(2^b - 1) \leq 2 \) for all \( b \geq 1 \), and thus the \( O(\cdot) \) only depends on universal constants. □
9 General Lemmas

In this section, we state some general lemmas that will be used in the analysis.

Lemma 9.1 (Berry-Esseen Theorem; [53]). Assume that $Z_1, \ldots, Z_n$ are i.i.d. copies of a random variable $Z$ with mean $\mu$, variance $\sigma^2 > 0$, and such that $E[|Z - \mu|^3] < \infty$. Then,

$$\sup_{x \in \mathbb{R}} \left| \mathbb{P}\left( \frac{Z - \mu}{\sigma} \leq x \right) - \Phi(x) \right| \leq 0.4748 \frac{\gamma(Z)}{\sqrt{n}},$$

where $\bar{Z} = \frac{1}{n} \sum_{i=1}^n Z_i$ and $\gamma(Z) = E[|Z - \mu|^3]/\sigma^3$ is the absolute skewness of $Z$.

Lemma 9.2 (Hoeffding’s Inequality; [53]). Let $Z_1, \ldots, Z_n \in [l, r]$, $l < r$, be independent random variables and let $\bar{Z} = \frac{1}{n} \sum_{j=1}^n Z_j$. Then for any $\delta \geq 0$,

$$\max\{\mathbb{P}(\bar{Z} - \mathbb{E}[\bar{Z}] > \delta), \mathbb{P}(\bar{Z} - \mathbb{E}[\bar{Z}] < -\delta)\} \leq \exp\left(\frac{-2n\delta^2}{(r-l)^2}\right).$$

Lemma 9.3 (Bernstein’s Inequality; [52]). Let $Z_1, \ldots, Z_n$ be i.i.d. copies of a random variable $Z$ with $|Z - E[Z]| \leq M$, $M > 0$ and $\text{Var}(Z_1) = \sigma^2 > 0$, and let $\bar{Z} = \frac{1}{n} \sum_{j=1}^n Z_j$. Then for any $\delta \geq 0$,

$$\mathbb{P}(\bar{Z} - \mathbb{E}[\bar{Z}] > \delta) \leq 2 \exp\left(\frac{-n\delta^2}{2(\sigma^2 + M\delta)}\right) \leq 2 \exp\left(\frac{-n}{4} \min\left\{\frac{\delta^2}{\sigma^2}, \frac{\delta}{M}\right\}\right).$$

The second inequality above directly follows from $\frac{1}{a+b} \geq \frac{1}{2} \min\{\frac{1}{a}, \frac{1}{b}\}$ for any $a, b > 0$. Note that (6) also allows $\sigma = 0$ because $\mathbb{P}(\bar{Z} - \mathbb{E}[\bar{Z}] > \delta) = 0$ and $\min\left\{\frac{\delta^2}{\sigma^2}, \frac{\delta}{M}\right\} = \frac{\delta}{M}$. Therefore, we use this lemma for all $\sigma \geq 0$ below.

9.1 Analysis Framework

For each $t \in [T]$, we denote by

$$\mathcal{K}^t_\alpha = \{k \in [d] : \hat{b}^t_k - \hat{\mu}^t_k \leq \alpha \hat{\sigma}^t_k/n\}$$

(7)

the set of entries in which the central estimate $\hat{\mu}^t_k$ is adapted to cluster $\mathcal{C}^t$. In this language, the final estimates can be expressed as $\hat{b}^t_k = \hat{\mu}^t_k \mathbb{1}\{k \in \mathcal{K}^t_\alpha\} + \hat{\sigma}^t_k \mathbb{1}\{k \notin \mathcal{K}^t_\alpha\}$ for $t \in [T]$. Therefore, it holds that, for $q = 1, 2$,

$$E[\|\hat{b}^t_k - b^t\|^q] = \sum_{k \in [d]} E[\mathbb{1}\{k \in \mathcal{K}^t_\alpha\} \|\hat{b}^t_k - b^t_k\|^q] + \sum_{k \notin [d]} E[\mathbb{1}\{k \notin \mathcal{K}^t_\alpha\} \|\hat{b}^t_k - b^t_k\|^q].$$

(8)

Let $\mathcal{I}^t \triangleq \{k \in [d] : b^t_k = b^*_k, \text{ i.e., } p^t_k = p^*_k\}$ be set of entries at which the $t$-th cluster’s distribution $p^t$ aligns with the central distribution $p^*$. We next bound the two terms from (8) in Lemmas 9.4 and 9.5. These do not need the independence of $\hat{b}^*$ and $\hat{b}^t$, and hence do not require sample splitting despite the division between stages.

Lemma 9.4. For any $t \in [T]$, $\alpha \geq 1$ and $\eta \in (0, 1)$, with $\mathcal{K}^t_\alpha$ from (7), we have, for $q = 1, 2$

$$\sum_{k \in [d]} E[\mathbb{1}\{k \in \mathcal{K}^t_\alpha\} \|\hat{b}^t_k - b^t_k\|^q] = O \left( E[\|\hat{b}^*_\mathcal{I}_\alpha \cap \mathcal{I}^t - b^*_\mathcal{I}_\alpha \cap \mathcal{I}^t\|^q] + \sum_{k \notin \mathcal{I}_\alpha \cap \mathcal{I}^t} \left( \frac{\alpha n}{\eta} \right)^{q/2} \right).$$

Proof. We first take $q = 1$. For any $k \in [d]$, clearly

$$E[\mathbb{1}\{k \in \mathcal{K}^t_\alpha\} \|\hat{b}^t_k - b^t_k\|] \leq E[\|\hat{b}^t_k - b^t_k\|].$$

(9)
We use this bound for \( k \in \mathcal{I}_q \cap \mathcal{I}^t \). For \( k \notin \mathcal{I}_q \cap \mathcal{I}^t \), we instead bound
\[
\mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k^* - b^*_k |] \leq \mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k^* - b^*_k | + \mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k - b_k^* |].
\]
If \( k \in \mathcal{K}^t \), it holds by definition that \(| \tilde{b}_k^* - b^*_k | \leq \sqrt{\alpha \tilde{b}_k^*/n} \), thus we further have
\[
\mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k^* - b^*_k |] \leq \mathbb{E} \left[ \sqrt{\alpha \tilde{b}_k^*/n} \right] + \mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k - b_k^* |].
\]
By Jensen’s inequality and since \( n\tilde{b}_k^* \sim \text{Binom}(n, b_k^*) \), we have
\[
\mathbb{E} \left[ \sqrt{\alpha \tilde{b}_k^*/n} \right] = \sqrt{\mathbb{E}[\tilde{b}_k^*/n]} = \sqrt{b_k^*}
\]
and
\[
\mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k - b_k^* |] \leq \sqrt{\mathbb{E}[(\tilde{b}_k - b_k^*)^2]} = \sqrt{\frac{b_k^*(1 - b_k^*)}{n}} \leq \sqrt{\frac{b_k^*}{n}}.
\]
Plugging (11) and (12) into (10), we find
\[
\mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k^* - b_k^* |] \leq \sqrt{\mathbb{E}[\tilde{b}_k^*/n]} + \mathbb{E} [ \{ k \in \mathcal{K}^t \} | \tilde{b}_k - b_k^* |] = O\left( \sqrt{\frac{b_k^*}{n}} \right).
\]
Summing up (9) over all entries in \( \mathcal{I}_q \cap \mathcal{I}^t \) and summing up (13) over all entries not in \( \mathcal{I}_q \cap \mathcal{I}^t \) leads to the claim for \( q = 1 \) in Lemma 9.4. The case \( q = 2 \) follows by a similar argument.

**Lemma 9.5.** For any \( t \in [T] \), \( \alpha \geq 1 \) and \( \eta \in (0, 1] \), with \( \mathcal{K}^t \) from (7), we have, for \( q = 1, 2 \)
\[
\sum_{k \in [d]} \mathbb{E} [ \{ k \notin \mathcal{K}^t \} | \tilde{b}_k^* - b_k^* |] = O\left( \sum_{k \in \mathcal{I}_q \cap \mathcal{I}^t} \mathbb{P}(k \notin \mathcal{K}^t) \wedge \left( \frac{b_k^*(1 - b_k^*)}{n} \right)^{q/2} + \sum_{k \in \mathcal{I}_q \cap \mathcal{I}^t} \left( \frac{b_k^*}{n} \right)^{q/2} \right).
\]

**Proof.** For \( q = 1 \), note that
\[
\mathbb{E} [ \{ k \notin \mathcal{K}^t \} | \tilde{b}_k^* - b_k^* |] \leq \mathbb{P}(k \notin \mathcal{K}^t) \quad (14)
\]
and
\[
\mathbb{E} [ \{ k \notin \mathcal{K}^t \} | \tilde{b}_k - b_k^* |] \leq \mathbb{E} | \tilde{b}_k^* - b_k^* |. \quad (15)
\]
Combining (14), (15) with the first inequality in (12) for \( k \in \mathcal{I}_q \cap \mathcal{I}^t \), and using the last inequality in (12) for \( k \notin \mathcal{I}_q \cap \mathcal{I}^t \) leads to the claim with \( q = 1 \). We can similarly obtain the bound with \( q = 2 \). \( \square \)

Combining Lemma 9.4 and 9.5 with (8), we find the following proposition:

**Proposition 9.6.** For any \( \alpha \geq 1 \), and \( q = 1, 2 \), it holds that
\[
\mathbb{E} [ ||\tilde{b}^* - b^*||_q^q ] = O\left( \sum_{k \notin \mathcal{I}_q \cap \mathcal{I}^t} \left( \frac{\alpha b_k^*}{n} \right)^{q/2} \right)
+ \sum_{k \in \mathcal{I}_q \cap \mathcal{I}^t} \mathbb{P}(k \notin \mathcal{K}^t) \wedge \left( \frac{b_k^*(1 - b_k^*)}{n} \right)^{q/2} + \mathbb{E} [ ||\tilde{b}_k^* - b_k^* ||_q^q ].
\]

Proposition 9.6 does not rely on how \( \tilde{b}^* \) is obtained. The next part is devoted to proving that when \( \tilde{b}^* \) is obtained via a certain robust estimate, the bounds in Proposition 9.6 are small for certain values of \( \alpha \) and \( \eta \).
10 Median-Based Method

In this section, we provide the proofs for the median-based SHIFT method. We first re-state the detailed version of some key results that apply to both the \( \ell_2 \) and \( \ell_1 \) errors.

Below, we use \( \sigma_k = \sqrt{b_k^2(1 - b_k^2)} \) to denote the standard deviation of the Bernoulli variable with success probability \( b_k^* = p_k^* + (1 - p_k^2)/2^k \). We also recall that \( B_k \) is defined as the set of clusters with distributions mismatched with the central distribution at the \( k \)-th entry, i.e., \( B_k = \{ t \in [T] : p_k^* \neq p_k^* \} \), and \( I_\eta \) is defined as the \( \eta \)-well-aligned entries, i.e., \( I_\eta = \{ k \in [d] : |B_k| < \eta T \} \).

Lemma 10.1 (Detailed statement of Lemma 3.3). Suppose \( \tilde{b}^* = \text{median}\{\{\tilde{b}_t^j\}_{t \in [T]}\} \). Then for any \( 0 < \eta \leq \frac{1}{5} \), \( k \in I_\eta \), and \( q = 1, 2 \), it holds that

\[
E[|b_k^* - b_k^*|^\eta] = \tilde{O}\left( \left( \frac{|B_k|\sigma_k}{T\sqrt{n}} \right)^q + \left( \frac{\sigma_k}{T\sqrt{n}} \right)^q \right).
\]

Let us define, for \( q = 1, 2 \),

\[
E(q) \triangleq E(q; n, d, b, T) := \frac{d}{(2^kTn)^{q/2}} + \frac{d}{n^q}.
\]

Proposition 10.2. Suppose \( \tilde{b}^* = \text{median}\{\{b_t^j\}_{t \in [T]}\} \). Then for any \( 0 < \eta \leq \frac{1}{5} \) and \( q = 1, 2 \), it holds that

\[
E[|\tilde{b}_{x_n} - b_{x_n}|^q] = \tilde{O}\left( \sum_{k \in I_\eta} \left( \frac{|B_k|\sigma_k}{T\sqrt{n}} \right)^q + E(q) \right).
\]

We omit the proofs of Proposition 10.2 and Theorem 10.4 (below), as Proposition 10.2 is a direct corollary of Lemma 10.1 by using \( \sum_{k \in [d]} \sigma_k^q = O(d/2^{bq/2}) \) for \( q = 1, 2 \), and Theorem 10.4 follows from the same analysis as Theorem 10.3.

Theorem 10.3 (Detailed statement of Theorem 3.1). Suppose \( n \geq 2^{b+6} \ln(n) \) and \( \alpha \geq 2(8 + \sqrt{8\ln(n)})^2 \) with \( \alpha = O(\ln(n)) \). Then for the median-based SHIFT method, for any \( 0 < \eta \leq \frac{1}{5} \), \( q = 1, 2 \), and \( t \in [T] \),

\[
E[\|\tilde{p}_t - p_t\|^q] = \tilde{O}\left( \sum_{k \notin I_\eta \cap I_\eta} \left( \frac{b_k^*}{n} \right)^{q/2} + \sum_{k \in I_\eta \cap I_\eta} \left( \frac{|B_k|^2b_k^*}{T^2n} \right)^{q/2} + E(q) \right).
\]

Furthermore, by setting \( \eta = \Theta(1) \) with \( \eta \leq \frac{1}{5} \), we have

\[
E[\|\tilde{p}_t - p_t\|^q] = \tilde{O}\left( s^{1-q/2} \left( \frac{\max\{2^b, s\}}{2^bn} \right)^{q/2} + E(q) \right).
\]

Theorem 10.4 (Detailed statement of Theorem 3.2). Suppose \( n \geq \tilde{n} \geq 2^{b+6} \ln(\tilde{n}) \) and \( \alpha \geq 2(8 + \sqrt{8\ln(\tilde{n})})^2 \) with \( \alpha = O(\ln(\tilde{n})) \). Then the median-based SHIFT method for predicting the distribution of the new cluster with \( \tilde{n} \) users achieves, for \( q = 1, 2 \),

\[
E[\|\tilde{p}_{t+1} - p_{t+1}\|^q] = \tilde{O}\left( s^{1-q/2} \left( \frac{\max\{2^b, s\}}{2^b\tilde{n}} \right)^{q/2} + E(q) \right).
\]

10.1 Proof of Lemma 10.1

We first assume \( T = O(\ln(n)) \). In this case, by Bernstein’s inequality (Lemma 9.3) with \( M = 1 \), we have for any \( t \in [T]\backslash B_k \) that for any \( \delta > 0 \),

\[
P\left( |\tilde{b}_k^t - b_k^t| > \delta \right) \leq 2e^{-\frac{\delta^2}{4\min\{\sigma_k^2, \delta\}}}, \tag{16}
\]
Taking $\delta = \max\{\sigma_k \sqrt{8 \ln(n)/n}, 8 \ln(n)/n\}$ in (16), we find
\[
\mathbb{P}\left( |\tilde{b}^*_k - b^*_k| > \max\left\{ \sigma_k \sqrt{\frac{8 \ln(n)}{n}}, \frac{8 \ln(n)}{n} \right\} \right) \leq \frac{2}{n^2}. \tag{17}
\]
Since $|T| \setminus B_k > \frac{T}{2}$ for any $k \in \mathcal{I}_n$ with $\eta \leq \frac{1}{2}$, we have, since $\tilde{b}^*_k = \text{median}\{\tilde{b}^*_k : t \in [T]\setminus B_k\}$, that there are $t_-, t_+ \in [T] \setminus B_k$ with $\tilde{b}^*_k \leq \tilde{b}^*_k \leq \tilde{b}^*_k$. Hence, $|\tilde{b}^*_k - b^*_k| \leq \max_{t \in [T] \setminus B_k} |\tilde{b}^*_k - b^*_k|$. Similarly, we have
\[
\mathbb{E}[|\tilde{b}^*_k - b^*_k|] \leq \mathbb{E}\left[ \max_{k \in [T] \setminus B_k} |\tilde{b}^*_k - b^*_k| \right] \leq \sigma_k \sqrt{\frac{8 \ln(n)}{n}} + \frac{8 \ln(n)}{n} + \frac{2T}{n^2}.
\]

Therefore, by taking the union bound of (17) over $k \in [T] \setminus B_k$, and by the assumption that $T = O(\ln(n))$, we have
\[
\mathbb{E}[|\tilde{b}^*_k - b^*_k|] = 0 \left( \sigma_k \sqrt{\frac{\ln(n)}{n}} + \frac{\ln(n)}{n} \right) = 0 \left( \frac{\sigma_k \sqrt{T n}}{T n} + \frac{1}{n} \right).
\]
Similarly, we have
\[
\mathbb{E}[(\tilde{b}^*_k - b^*_k)^2] \leq \sigma_k^2 \frac{8 \ln(n)}{n} + \frac{64 \ln(n)^2}{n^2} + \frac{2T}{n^2} = \tilde{O} \left( \frac{\sigma_k^2}{T n} + \frac{1}{n^2} \right).
\]

For each $k \in [d]$ with $b^*_k \neq 1$ (recall that $b^*_k \geq 1/2^k$ by definition), let $\gamma_k = (1 - 2b^*_k(1 - b^*_k))/\sqrt{b^*_k(1 - b^*_k)}$, and let $\tilde{F}_k(x) := \frac{1}{1 - |B_k|} \sum_{t \in [T] \setminus B_k} \mathbb{1}(\tilde{b}^*_k \leq x)$ be the empirical distribution function of $\{\tilde{b}^*_k : b^*_k \neq b^*_k\}$. Let $\varepsilon \in (0, 1/2)$ and $C_\varepsilon = \sqrt{2\pi} \exp((\Phi^{-1}(1 - \varepsilon))^2/2)$. For $\delta > 0$, define, recalling $\eta T > |B_k|$ for all $k \in \mathcal{I}_n$,
\[
G_{k,T,\delta} = \frac{|B_k|}{T} + \frac{10^{-8}}{T n} + \sqrt{\frac{\delta}{T - |B_k|}}.
\]

where the term $\frac{10^{-8}}{T n}$ is used to overcome some challenges due to the discreteness of empirical distributions, and can be replaced with other suitably small terms (see the proof of Lemma 10.6). Further, define
\[
G'_{k,T,\delta} = G_{k,T,\delta} + 0.4748 \frac{\gamma_k}{\sqrt{n}}
\]

To prove Lemma 3.3 for $T = \Omega(\ln(n))$, we need the following additional lemmas:

**Lemma 10.5.** For any $\delta \geq 0$ such that
\[
G_{k,T,\delta}' \leq \frac{1}{2} - \varepsilon, \tag{20}
\]
it holds with probability at least $1 - 4e^{-2\delta}$ that
\[
\tilde{F}_k \left( b^*_k + C_\varepsilon \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta}' \right) \geq \frac{1}{2} + \frac{|B_k|}{T} + \frac{10^{-8}}{T n}
\]
and
\[
\tilde{F}_k \left( b^*_k - C_\varepsilon \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta}' \right) \leq \frac{1}{2} - \frac{|B_k|}{T} - \frac{10^{-8}}{T n}.
\]

**Proof.** The proof essentially follows Lemma 1 of [55]. We provide the proof for the sake of being self-contained.

Let $Z^*_k = (\tilde{b}^*_k - b^*_k)/\sqrt{\text{Var}(\tilde{b}^*_k)}$ be a standardized version of $\tilde{b}^*_k$ for each $t \in [T]$ and $k \in [d]$, with $b^*_k \neq 1$. Let $\Phi_k(z) = \frac{1}{T - |B_k|} \sum_{t \in [T] \setminus B_k} \mathbb{1}(Z^*_k \leq z)$ be the empirical distribution of $\{Z^*_k : t \in [T] \setminus B_k\}$. The distribution of $Z^*_k$ is identical $t \in [T] \setminus B_k$, and we denote by $\Phi_k$ their common cdf.
By definition, $E[\Phi_k(z)] = \Phi_k(z)$ for any $z \in \mathbb{R}$. Let $z_1 > 0 > z_2$ be such that $\Phi(z_1) = \frac{1}{2} + G'_{k,T,\delta}$ and $\Phi(z_2) = \frac{1}{2} - G'_{k,T,\delta}$, which exist due to (20). Then, by Lemma 9.1, we have

$$\Phi_k(z_1) \geq \frac{1}{2} + G_{k,T,\delta} \quad \text{and} \quad \Phi_k(z_2) \leq \frac{1}{2} - G_{k,T,\delta}. \quad (21)$$

Further, by the Hoeffding’s inequality, we have for any $\delta \geq 0$ and $z \in \mathbb{R}$,

$$\left| \Phi_k(z) - \Phi_k(z) \right| \leq 0.4748 \sqrt{\frac{\delta}{T - |B_k|}} \quad (22)$$

with probability at least $1 - 2e^{-2\delta}$. Then, by a union bound of (22) for $z = z_1, z_2$, and by (21), it holds with probability at least $1 - 4e^{-2\delta}$ that

$$\Phi_k(z_1) \geq \frac{1}{2} + \frac{|B_k|}{T} + \frac{10^{-8}}{Tn} \quad \text{and} \quad \Phi_k(z_2) \leq \frac{1}{2} - \frac{|B_k|}{T} - \frac{10^{-8}}{Tn}. \quad (23)$$

Finally, we bound the values of $z_1$ and $z_2$. By the mean value theorem, there exists $\xi \in [0, z_1]$ such that

$$G'_{k,T,\delta} = z_1 \Phi'(\xi) = \frac{z_1}{\sqrt{2\pi}} \sqrt{2\pi} e^{-\frac{z_1^2}{2}} > \frac{z_1}{\sqrt{2\pi}} e^{-\frac{z_1^2}{2}}. \quad (24)$$

By (20) and the definition of $z_1$, we have $z_1 \leq \Phi^{-1}(1 - \varepsilon)$, and thus, by (24), we have

$$z_1 \leq \sqrt{2\pi G_{k,T,\delta} \exp \left( \frac{1}{2} (\Phi^{-1}(1 - \varepsilon))^2 \right)}. \quad (25)$$

Similarly, we have

$$z_1 \geq -\sqrt{2\pi G_{k,T,\delta} \exp \left( \frac{1}{2} (\Phi^{-1}(1 - \varepsilon))^2 \right)}. \quad (26)$$

Since for all $z$, $\Phi_k(z) = \tilde{F}_k(\sigma_k z / \sqrt{T} + b'_k)$, plugging (25) and (26) into (23), we find the conclusion of this lemma.

This leads to our next result.

**Lemma 10.6.** For any $k \in [d]$ such that condition (20) holds, we have with probability at least $1 - 4e^{-2\delta}$ that

$$\left| \tilde{b}'_k - b'_k \right| \leq C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} + \frac{0.4748 C \varepsilon}{n}. \quad (27)$$

**Proof.** Let $\tilde{F}_k$ be the empirical distribution function of $\{\tilde{b}'_k : t \in [T]\}$, such that for all $x \in \mathbb{R}, \tilde{F}_k(x) := \frac{1}{T} \sum_{t \in [T]} \mathbb{1}(\tilde{b}'_k \leq x)$. We have

$$|\tilde{F}_k(x) - \tilde{F}_k(x)| = \left| \frac{1}{T} \sum_{t \in [T]} \mathbb{1}(\tilde{b}'_k \leq x) - \frac{1}{T - |B_k|} \sum_{t \in [T] \setminus B_k} \mathbb{1}(\tilde{b}'_k \leq x) \right|$$

$$= \frac{1}{T} \sum_{t \in B_k} \mathbb{1}(\tilde{b}'_k \leq x) - \frac{|B_k|}{T(T - |B_k|)} \sum_{t \in [T] \setminus B_k} \mathbb{1}(\tilde{b}'_k \leq x) \leq \max \left\{ \frac{1}{T} \cdot |B_k|, \frac{|B_k|}{T(T - |B_k|)} \cdot (T - |B_k|) \right\} = \frac{|B_k|}{T}. \quad (28)$$
Define $\tilde{F}_k^-(x) := \frac{1}{T |B_k|} \sum_{t \in [T] \setminus B_k} \mathbb{1}(\tilde{b}_k^t < x) \leq \tilde{F}_k(x)$. Then by (28) and Lemma 10.5, we have, with probability at least 1 $-$ $4e^{-2\delta}$ that

$$\tilde{F}_k \left( b_k^* + C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \geq \frac{1}{2} + \frac{10^{-8}}{T n} \quad \text{and} \quad \tilde{F}_k^- \left( b_k^* - C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \leq \frac{1}{2} - \frac{10^{-8}}{T n}. \tag{29}$$

Let $\tilde{b}_k^{(j)}_{\min}, \forall j \in [T]$ be the $j$-th smallest element in $\tilde{B}_k := \{\tilde{b}_k^t : t \in [T]\}$. Recalling the definition of the median, if $T$ is odd, then $\tilde{b}_k^{(T+1)/2} = \tilde{b}_k^*$. Therefore, $b_k^* + C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} < \tilde{b}_k^*$ implies $\tilde{F}_k \left( b_k^* + C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \leq \frac{1}{2} - \frac{10^{-8}}{T n}$ and $b_k^* - C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} > \tilde{b}_k^*$ implies $\tilde{F}_k^- \left( b_k^* - C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \geq \frac{1}{2} + \frac{10^{-8}}{T n}$, leading to a contradiction with (29).

On the other hand, if $T$ is even, $\tilde{b}_k^{(T/2)+1/2} = \tilde{b}_k^*$. Therefore, $b_k^* + C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} < \tilde{b}_k^*$ implies $\tilde{F}_k \left( b_k^* + C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \leq \frac{1}{2}$ and $b_k^* - C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} > \tilde{b}_k^*$ implies $\tilde{F}_k^- \left( b_k^* - C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta} \right) \geq \frac{1}{2}$, which is also contradictory to (29).

To summarize, it holds that

$$|\tilde{b}_k^* - b_k^*| \leq C \frac{\sigma_k}{\sqrt{n}} G_{k,T,\delta}$$

with probability at least $1 - 4e^{-2\delta}$.

If $T = O(\ln(n))$, Lemma 10.1 follows directly from (18) and (19). Now, given Lemma 10.5 and Lemma 10.6, we turn to prove Lemma 10.1 with $T \geq 20 \ln(n)$. We first check condition (20). Since $|B_k| \leq \eta T$ for any $k \in I_\eta, \eta \leq \frac{1}{\epsilon}$, and $\gamma_k \sigma_k \leq 1$, we have for each $k \in [d]$ that

$$G_{k,T,\delta} \leq \eta + \frac{10^{-8}}{T n} + \sqrt{\frac{5\delta}{4T}} + \frac{0.4748}{\sqrt{n} \sigma_k}.$$

When $T \geq 20 \ln(n)$, for any $k \in [d]$ such that $\sigma_k \geq \frac{20}{\sqrt{n}(1-2\eta)}$, taking $\delta = \ln(n)$ above, we have

$$G_{k,T,\delta} \leq \eta + 10^{-8} + \frac{1}{4} + 0.4748 \frac{1 - 2\eta}{20} \leq \frac{1}{2} - 0.035755.$$

Therefore, condition (20) in Lemma 10.6 is satisfied with $\epsilon = 0.035755$, for which we can check that and $C \leq 13$. Thus, for any $\delta \leq \ln(n)$,

$$\mathbb{P} \left( |\tilde{b}_k^* - b_k^*| \geq 13 \frac{\sigma_k}{\sqrt{n}} G_{k,T,\ln(n)/2} + \frac{17}{n} \right) \leq 4e^{-2\delta}. \tag{30}$$

Therefore, by (30), we have, using that for any random variable $X \geq 0$ and any $0 \leq \delta \leq 1$, $\mathbb{E}[X] \leq \delta + \mathbb{P}(X \geq \delta)$, and that for $\delta = (\ln(n)/2)$, one has $4e^{-2\delta} = 4/n$, we find

$$\mathbb{E}[|\tilde{b}_k^* - b_k^*|] \leq 13 \frac{\sigma_k}{\sqrt{n}} G_{k,T,(\ln(n)/2) + \frac{17}{n}} = \tilde{O} \left( \frac{\sigma_k |B_k|}{\sqrt{n} n T} + \frac{\sigma_k}{\sqrt{n} n T} + \frac{1}{n} \right). \tag{31}$$

Similarly, by the Cauchy-Schwarz inequality, we also have

$$\mathbb{E}[|\tilde{b}_k^* - b_k^*|^2] = O \left( \frac{\sigma_k^2}{n} \left( \frac{|B_k|^2}{T^2} + \frac{\ln(n)}{T - |B_k|} \right) + \frac{1}{n^2} + e^{-2\ln(n)} \right)$$

$$= \tilde{O} \left( \frac{\sigma_k^2 |B_k|^2}{n T^2} + \frac{\sigma_k^2}{n T^2} + \frac{1}{n^2} \right). \tag{32}$$

On the other hand, for any $k \in [d] \setminus B_k$ such that $\sigma_k \geq \frac{20}{\sqrt{n}(1-2\eta)}$, by Bernstein’s inequality and a union bound, we have

$$\mathbb{P} \left( \max_{k \in [T] \setminus B_k} |\tilde{b}_k^* - b_k^*| > \delta \right) \leq 2(T - |B_k|) e^{-\frac{\delta^2}{2\min\{\delta^2/\sigma_k^2, \delta\}}} \leq 2T e^{-\frac{\delta^2}{4 \min\left\{ \frac{\ln(n)}{20}, \frac{\ln(n)^2}{4n}, \frac{\ln(n)^2}{4n} \right\}}}. \tag{33}$$
Since \(||T\setminus B_k| > \frac{T}{2}\), we have as before that \(\tilde{b}_k^* - b_k^* \leq \max_{t \in [T] \setminus B_k} |\tilde{b}_k^* - b_k^*|\). Taking
\[ \delta = 4 \max\{\ln(Tn^2), 10 \sqrt{\ln(Tn^2)}\} / n \]
in (33), with the same steps as above, we find
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|] \leq \mathbb{E}[\max_{k \in [T] \setminus B_k} |\tilde{b}_k^* - b_k^*|] \leq \delta + 2Te^{-\frac{\eta}{2}} \min\{\frac{(1-2\eta)^2n\delta^2}{400}, \delta\} \]
\[\leq \frac{4 \max\{\ln(Tn^2), 10 \sqrt{\ln(Tn^2)}\}}{n} + 2 = \tilde{O}\left(\frac{1}{n}\right) \]
and
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|^2] \leq \delta^2 + 2Te^{-\frac{\eta}{2}} \min\{\frac{(1-2\eta)^2n\delta^2}{400}, \delta\} = \tilde{O}\left(\frac{1}{n^2}\right) . \]

To summarize, combining (31), (32) with (34), (35), we complete the proof when \(T = \Omega(\ln(n))\).

Furthermore, by using \(\sum_{k \in [d]} \sigma_k^q = O(d/2^q/2)\) for \(q = 1, 2\), we directly reach Proposition 10.2.

### 10.2 Proof of Theorem 10.3

We first consider the case where \(T = \Omega(\ln(n))\). By definition, \(\tilde{b}_k^*\) is either equal to \(\tilde{b}_k^*\) or \(\tilde{b}_k^*\), and the latter happens only when \(k \in \mathcal{K}^\dagger\), i.e., \(|\tilde{b}_k^* - b_k^*| \leq \sqrt{\alpha_\kappa^* k}/n\). In this case, we have
\[|\tilde{b}_k^* - b_k^*| = |\tilde{b}_k^* - b_k^*| + |\tilde{b}_k^* - b_k^*| \leq |\tilde{b}_k^* - b_k^*| + \sqrt{\alpha_\kappa^* k}/n .\]

Therefore, we have \(|\tilde{b}_k^* - b_k^*| \leq \sqrt{\alpha_\kappa^* k}/n\) for all \(k \in [d]\). This leads to
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|] \leq \mathbb{E}[|\tilde{b}_k^* - b_k^*|] + \sqrt{\frac{\alpha_\kappa^*}{n} \sum_{k \in [d]} \mathbb{E}\left[\sqrt{\tilde{b}_k^*}\right]} \]
\[\leq \mathbb{E}[|\tilde{b}_k^* - b_k^*|] + \sqrt{\frac{\alpha_\kappa^*}{n} \sum_{k \in [d]} \sqrt{\mathbb{E}[\tilde{b}_k^*]}} . \]

where (36) holds by Jensen’s inequality. By further using the Cauchy–Schwarz inequality, we have
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|] \leq \sqrt{d \mathbb{E}[|\tilde{b}_k^* - b_k^*|^2]} = O\left(\frac{d}{\sqrt{2^q n}}\right) \]
and
\[\sum_{k \in [d]} \sqrt{\mathbb{E}[\tilde{b}_k^*]} = \sum_{k \in [d]} \sqrt{b_k^*} \leq \sqrt{d \sum_{k \in [d]} b_k^*} = O\left(\frac{d}{\sqrt{2^q n}}\right) . \]

Plugging (37) and (38) into (36), we find
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|] = \tilde{O}\left(\frac{d}{\sqrt{2^q n}}\right) = \tilde{O}\left(\frac{d}{\sqrt{2^q Tn}}\right) .\]

We can similarly prove
\[\mathbb{E}[|\tilde{b}_k^* - b_k^*|^2] = \tilde{O}\left(\frac{d}{2^q n}\right) = \tilde{O}\left(\frac{d}{2^q Tn}\right) .\]
Next we prove the case where \( T \geq 20 \ln(n) = \Omega(\ln(n)) \). We first consider the estimation errors over \( k \in \mathcal{I}_\eta \cap \mathcal{I}^t \) such that \( \sigma_k \geq \frac{20}{\sqrt{n(1-2\eta)}} \). Let \( \mathcal{E}_k \triangleq \{ \hat{b}_k^t \geq \frac{1}{2} b_k^t \text{ and } |\hat{b}_k^t - b_k^*| \leq 8 \sqrt{b_k^*/n} \} \). If \( n \geq 2^{k+6} \ln(n) \) and \( 0 < \eta \leq 1/5 \), then since \( b_k^* \geq \frac{1}{2} b_k^t \) for any \( k \in [d] \), we have

\[
13 \frac{\sigma_k}{\sqrt{n}} G_{k,T:\ln n} + \frac{13}{n} = 13 \frac{\sigma_k}{\sqrt{n}} \left( \frac{|B_k|}{T} + \frac{10^{-8}}{Tn} + \sqrt{\frac{\ln(n)}{T - |B_k|}} \right) + \frac{13}{n} \\
\leq 13 \frac{\sigma_k}{\sqrt{n}} \left( \frac{|B_k|}{T} + \frac{10^{-8}}{Tn} + \sqrt{\frac{5 \ln(n)}{4T}} \right) + \frac{13}{n} \leq 13 \frac{\sigma_k}{\sqrt{n}} \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right) + \frac{13}{\sqrt{n^2^{k+6} \ln(n)}} \\
\leq 13 \frac{\sigma_k}{\sqrt{n}} \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right) + \frac{13 \sqrt{b_k^t}}{\sqrt{n^2 \ln(n)}} \leq 8 \sqrt{b_k^*/n}.
\]

Hence, by (30), it holds that

\[
P \left( |\hat{b}_k^t - b_k^*| \geq 8 \sqrt{b_k^*/n} \right) \leq \frac{4}{n^2}. \tag{39}
\]

By Bernstein’s inequality and as \( b_k^* \geq \frac{1}{2} b_k^t \), we have

\[
P \left( |\hat{b}_k^t - b_k^*| > \frac{b_k^t}{2} \right) \leq 2e^{-\frac{\alpha^2}{4 \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right)}} \leq 2e^{-\frac{\alpha^2}{4 \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right)}} \leq 2e^{-\frac{\alpha^2}{4 \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right)}} \leq \frac{b_k^t}{n^2}, \tag{40}
\]

where the last inequality holds because \( n \geq 2^{k+6} \ln(n) \). Combining (40) with (39), we find \( \mathbb{P}(\mathcal{E}_k^t) \leq \frac{b_k^t}{n^2} \).

By definition, \( k \notin \mathcal{K}_\alpha \) implies \( |\hat{b}_k^t - b_k^t| > \sqrt{\alpha b_k^t}/n \). On the event \( \mathcal{E}_k^t \), this further implies \( |\hat{b}_k^t - b_k^*| > \sqrt{\alpha b_k^t}/2n \). Combined with (39) and that \( b_k^* = b_k^t \) for any \( k \in \mathcal{I}^t \), we have on the event \( \mathcal{E}_k \)

\[
|\hat{b}_k^t - b_k^*| = |\hat{b}_k^t - b_k^*| \geq |\hat{b}_k^t - b_k^*| - |\hat{b}_k^t - b_k^*| > \sqrt{b_k^t} n \left( \sqrt{\frac{\alpha}{2}} - 8 \right). \tag{41}
\]

Let

\[
\zeta \triangleq \sqrt{\alpha/2} - 8 \geq \sqrt{8 \ln(n)} \text{ and } \mathcal{F}_k^t := \left\{ |\hat{b}_k^t - b_k^*| \geq \zeta \sqrt{b_k^t/n} \right\}.
\]

By Bernstein’s inequality, and using \( n \geq 2^{k+6} \ln(n) \), we have

\[
P(\mathcal{F}_k^t) \leq 2e^{-\frac{\zeta^2}{4 \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right)}} \leq 2e^{-\frac{\zeta^2}{4 \left( \frac{1}{5} + 10^{-8} + \frac{1}{4} \right)}} \leq \frac{2}{n^2} \tag{42}
\]

Combining (41) with (42), we find that for any \( k \in \mathcal{I}_\eta \cap \mathcal{I}^t \) with \( \sigma_k \geq \frac{20}{\sqrt{n(1-2\eta)}} \), it holds that

\[
P(k \notin \mathcal{K}_\alpha) \leq \mathbb{P}(\mathcal{E}_k^t) + \mathbb{P}(\mathcal{E}_k^t \cap \{ k \notin \mathcal{K}_\alpha \}) \leq \mathbb{P}(\mathcal{E}_k^t) + \mathbb{P}(\mathcal{E}_k \cap \mathcal{F}_k^t)
\]

\[
\leq \mathbb{P}(\mathcal{E}_k^t) + \mathbb{P}(\mathcal{F}_k^t) \leq \frac{8}{n^2}.
\]

On the other hand for any \( k \in \mathcal{I}_\eta \cap \mathcal{I}^t \) with \( \sigma_k < \frac{20}{\sqrt{n(1-2\eta)}} \), we have

\[
\sqrt{\frac{b_k^t(1-b_k^t)}{n}} = \sqrt{\frac{b_k^t(1-b_k^t)}{n}} = \frac{\sigma_k}{\sqrt{n}} = O \left( \frac{1}{n} \right).
\]

Therefore, we have for all \( k \in \mathcal{I}_\eta \cap \mathcal{I}^t \), and \( q = 1, 2 \)

\[
\min \left\{ \mathbb{P}(k \notin \mathcal{K}_\alpha), \left( \frac{b_k^t(1-b_k^t)}{n} \right)^{q/2} \right\} = O \left( \frac{1}{n^q} \right). \tag{43}
\]
Since \( a = O(\ln(n)) \), by (43) and Proposition 9.6, we obtain

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sum_{k \notin I_{\eta} \cap \mathcal{I}^t} \sqrt{\frac{b_k^2}{n}} + E[|\mathbf{b}^*_{I_{\eta} \cap \mathcal{I}^t} - \mathbf{b}'_{I_{\eta} \cap \mathcal{I}^t}|] + \frac{d}{n} \right).
\]  

(44)

Combining (44) with Proposition 10.2 and using that \( \sigma_k \leq \sqrt{b_k^*} = \sqrt{b_k} \) for any \( k \in \mathcal{I}' \), we have

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sum_{k \notin I_{\eta} \cap \mathcal{I}^t} \frac{b_k^2}{n} + \frac{|B_k|}{T} \sqrt{\frac{b_k^2}{n}} + E(1) \right).
\]  

(45)

Since \( |(\mathcal{I}^t)^c| = ||p^* - p'||_0 \leq s \), by the Cauchy-Schwarz inequality, we have

\[
\sum_{k \in I_{\eta}} \sqrt{\frac{b_k^2}{n}} \leq \sum_{k \notin I_{\eta}} \sqrt{\frac{b_k^2}{n}} + \sum_{k \in I_{\eta}} \sqrt{\frac{b_k^2}{n}} \leq \sum_{k \notin I_{\eta}} \sqrt{\frac{b_k^2}{n}} + \sqrt{\frac{s \sum_{k \notin \mathcal{I}^t} b_k^2}{n}}.
\]  

(46)

Plugging (46) into (44), we further obtain

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sum_{k \notin I_{\eta}} \frac{b_k^2}{n} + \sum_{k \in I_{\eta}} \frac{|B_k|}{T} \sqrt{\frac{b_k^2}{n}} + \sqrt{\frac{s \max\{2b, s\}}{2^b n}} + E(1) \right).
\]  

(47)

Similarly, we can reach the following \( \ell_2 \) counterpart:

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sum_{k \notin I_{\eta}} \frac{b_k^2}{n} + \sum_{k \in I_{\eta}} \frac{|B_k|^2 b_k^2}{T^2 n} + \frac{\max\{2b, s\}}{2^b n} + E(2) \right).
\]  

(48)

Note that \( \sum_{k \in [d]} |B_k|/T \leq s \) and for any set \( \mathcal{I} \) with \( |\mathcal{I}| = \frac{\mathbb{Z}}{\eta} \),

\[
\sum_{k \in \mathcal{I}} \sqrt{\frac{b_k^2}{n}} \leq \sqrt{\frac{|\mathcal{I}| \sum_{k \notin \mathcal{I}} ((2b - 1)p_k^2 + 1)}{2^b n}} = O \left( \sqrt{\frac{s/\eta \max\{2b, s/\eta\}}{2^b n}} \right).
\]

Now, recalling the definition of \( I_{\eta} \), we apply Lemma 10.7 in (47) with \( (r_k, x_k) = (\sqrt{b_k^*/n}, |B_k|/T) \) for all \( k \in [d] \), to find

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sqrt{\frac{s/\eta \max\{2b, s/\eta\}}{2^b n}} + E(1) \right).
\]

Therefore, for any \( \eta = \Theta(1) \) with \( \eta \leq \frac{1}{\mathbb{Z}} \), we finally have

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \sqrt{\frac{s \max\{2b, s\}}{2^b n}} + E(1) \right).
\]

Similarly, by combining (48) with Lemma 10.7, we have for any \( \eta = \Theta(1) \) with \( \eta \leq \frac{1}{\mathbb{Z}} \),

\[
E[|\mathbf{b}^* - \mathbf{b}'|] = \hat{O} \left( \frac{\max\{2b, s\}}{2^b n} + E(2) \right).
\]

The result directly follows Proposition 8.2.
Lemma 10.7. Given \( \eta \in (0,1] \), \( r_k \geq 0 \) for all \( k \in [d] \), and for \( q = 1, 2 \), consider the functions \( f_q : \{ x \in \mathbb{R}^d : 0 \leq x_k \leq 1, \forall k \in [d] \text{ and } \sum_{k \in [d]} x_k \leq s \} \to \mathbb{R} \), \( f_q(x_1, \ldots, x_d) := \sum_{k \in [d]} r_k^q (\mathbb{I} \{ x_k \geq \eta \} + x_k^q (x_k < \eta)) \). Then it holds that
\[
\max_{x_1, \ldots, x_d} f_q(x_1, \ldots, x_d) \leq \sum_{k=1}^{[s/\eta]} r_k^q,
\]
where \( r_1 \geq \cdots \geq r_d \) is the non-decreasing rearrangement of \( \{r_1, \ldots, r_d\} \).

Proof. We only prove the result for \( f_1 \), and the result for function \( f_2 \) follows similarly. Note that \( \mathbb{I} \{ r_k \geq \eta \} + x_k \mathbb{I} \{ r_k \geq \eta \} \) is increasing with respect to \( r_k \) and \( x_k \). To consider the maximum of the sum in \( f \), by the rearrangement inequality, without loss of generality, we can assume \( r_1 \geq r_2 \geq \cdots \geq r_d \geq 0 \) and 1 \( \geq x_1 \geq x_2 \geq \cdots \geq x_d \geq 0 \). In this case, we claim that the maximum is attained at \( x_1 = \cdots = x_{[s/\eta]} = \eta \), \( x_{[s/\eta]+1} = s - \eta [s/\eta] \), and \( x_k = 0 \) for all \( k \geq [s/\eta] + 1 \). Further, the maximum is \( \sum_{k=1}^{[s/\eta]} r_k + r_{[s/\eta]+1}(s - \eta [s/\eta])^2 \), which is upper bounded by the right-hand side of (49). We now use the exchange argument to prove the claim.

S. 1 If there is some \( k \) such that \( x_k > \eta \geq x_{k+1} \), then defining \( x' \) by letting \( (x'_{k}, x'_{k+1}) = (\eta, x_k + x_{k+1} - \eta) \) while for other \( j \), \( x'_j = x_j \), increases the value of \( f \). Therefore, the maximum is attained by \( x \) such that for some \( j \), \( x_1 = \cdots = x_j = \eta > x_{j+1} \geq \cdots \geq x_d \).

S. 2 If there is some \( k \) such that \( \eta > x_k \geq x_{k+1} > 0 \), then defining \( x' \) by letting \( (x'_{k}, x'_{k+1}) = (\min \{ \eta, x_k + x_{k+1} - \eta \}, \max \{ 0, x_k + x_{k+1} - \eta \}) \) while for other \( j \), \( x'_j = x_j \), increases the value of \( f \). Therefore, combined with Step 1, the maximum is attained by \( x \) such that for some \( j \), \( x_1 = \cdots = x_j = \eta > x_{j+1} \geq 0 \) and \( x_k = 0 \) for all \( k > j + 1 \). Thus most one element lies in \( (0, \eta) \).

Combining S. 1 and S. 2 above, we complete the proof of the claim, which further leads to (49).

11 Trimmed-Mean-Based Method

In this section, we study the trimmed-mean-based estimator. Fix \( \omega \in (0,1/2) \). Specifically, for each \( k \in [d] \), let \( \mathcal{U}_k \) be the subset of \( \{ \tilde{b}' t \}_{t \in \mathcal{T}} \) obtained by removing the largest and smallest \( \omega T \) elements\(^2\). Then, the trimmed-mean-based method can be expressed as
\[
\tilde{b}'_k = \frac{1}{|\mathcal{U}_k|} \sum_{t \in \mathcal{U}_k} \tilde{b}'_{kt}.
\]
We also write \( \tilde{b}' = \text{trmean}(\{ \tilde{b}' t \}_{t \in \mathcal{T}}, \omega) \). For any chosen trimming proportion \( 0 \leq \eta \leq \omega \leq \frac{1}{2} \), we control the estimation error of each \( \eta \)-well aligned entry. Intuitively, this is small because there are at most a fraction of \( \eta \) elements from heterogeneous distributions. These are trimmed if they behave as outliers, and otherwise kept in \( \mathcal{U}_k \). The error control for a single entry \( k \in \mathcal{I}_\eta \) is in Lemma 11.1.

Lemma 11.1. Suppose \( \tilde{b}' = \text{trmean}(\{ \tilde{b}' t \}_{t \in \mathcal{T}}, \omega) \) such that \( 0 \leq \omega \leq \frac{1}{3} \). Then for each \( k \in \mathcal{I}_\eta \) with \( 0 < \eta \leq \omega \) and any \( q = 1, 2 \), it holds that
\[
\mathbb{E}[|\tilde{b}'_k - b'^*_k|^q] = \tilde{O} \left( \left( \omega^2 \frac{b'^*_k}{n} \right)^{q/2} + \left( \frac{b'^*_k}{Tn} \right)^{q/2} + \frac{1}{(Tn)^{q/2}} + \left( \frac{\omega}{n} \right)^q \right).
\]

Proof. To prove Lemma 11.1, we need the following lemma.

Lemma 11.2. For each \( k \in \mathcal{I}_\eta \) with \( 0 < \eta \leq \omega \leq \frac{1}{3} \), and any \( \varepsilon_k, \delta_k \geq 0 \), it holds with probability at least
\[
1 - 2e^{-\frac{\min \{ \frac{\varepsilon_k^2}{\omega^2}, \varepsilon_k \} T}{1 - 2\omega}} - 2(T - |B_k|) e^{-\frac{\min \{ \frac{\varepsilon_k^2}{\omega^2}, \varepsilon_k \} T}{1 - 2\omega}} \text{ that}
\]
\[
|\tilde{b}'_k - b'^*_k| \leq \varepsilon_k + 3\omega \delta_k.
\]
\(^2\)To be precise, one can either trim \( [\omega T] \) or \( |\omega T| \) elements. From now on, we write \( \omega T \) for conciseness without further notice.
Proof of Lemma 11.2. By Bernstein’s inequality and the union bound, we have for any \( \varepsilon_k, \delta_k > 0 \) that

\[
P \left( \left| \frac{1}{T - |B_k|} \sum_{t \in [T \setminus B_k]} \tilde{b}_k^t - b_k^* \right| > \varepsilon_k \right) \leq 2e^{-\frac{2}{\varepsilon_k^2} \min \{ \frac{T - |B_k|}{n}, \varepsilon_k \}}
\]

and

\[
P \left( \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^*| > \delta_k \right) \leq 2(T - |B_k|)e^{-\frac{2}{\delta_k^2} \min \{ \frac{T - |B_k|}{n}, \delta_k \}}.
\]

By the definition of \( \tilde{b}_k^* \), we have

\[
|\tilde{b}_k^* - b_k^*| = \frac{1}{T(1 - 2\omega)} \left| \sum_{t \in U_k} (\tilde{b}_k^t - b_k^t) \right|
\]

\[
= \frac{1}{T(1 - 2\omega)} \left| \sum_{t \in [T \setminus B_k]} (\tilde{b}_k^t - b_k^t) - \sum_{t \in [T \setminus (B_k \cup U_k)]} (\tilde{b}_k^t - b_k^t) + \sum_{t \in B_k \cup U_k} (\tilde{b}_k^t - b_k^t) \right|
\]

\[
\leq \frac{1}{T(1 - 2\omega)} \left( \sum_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t| + \sum_{t \in B_k \cup U_k} |\tilde{b}_k^t - b_k^t| \right).
\]

It is clear that

\[
\sum_{t \in [T \setminus (B_k \cup U_k)]} (\tilde{b}_k^t - b_k^t) \leq |[T \setminus U_k]| \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t| = 2\omega T \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t|.
\]

Then we claim that

\[
|\tilde{b}_k^* - b_k^*| \leq |B_k| \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t|.
\]

Let \( Q_{k,1} \) and \( Q_{k,r} \) be the indices of the trimmed elements on the left side and right side, respectively, i.e., the smallest and largest \( \omega T \) elements among \( \{\tilde{b}_k^t\}_{t \in [T]} \). If \( B_k \cap U_k \neq \emptyset \), then \( |U_k \setminus B_k| < T(1 - 2\omega) \). Furthermore, we have \( |Q_{k,1} \cup (U_k \setminus B_k)| = |Q_{k,r} \cup (U_k \setminus B_k)| = \omega T + |U_k \setminus B_k| < T(1 - \omega) \leq |[T \setminus B_k]| \), which leads to \( ([T \setminus B_k]) \cap Q_{k,1} \neq \emptyset \) and \( (T \setminus B_k) \cap Q_{k,r} \neq \emptyset \). In conclusion, we have \( \max_{t \in U_k} |\tilde{b}_k^t - b_k^t| \leq \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t| \), which completes the proof of the claim. Therefore, we have

\[
|\tilde{b}_k^* - b_k^*| \leq \frac{1}{T(1 - 2\omega)} \left( \sum_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t| + (2\omega T + |B_k|) \max_{t \in [T \setminus B_k]} |\tilde{b}_k^t - b_k^t| \right) \leq \varepsilon_k + 3\omega \delta_k
\]

with probability at least \( 1 - 2e^{-\frac{2(T - |B_k|)}{n} \min \{ \frac{T - |B_k|}{n}, \varepsilon_k \}} - 2(T - |B_k|)e^{-\frac{2}{\delta_k^2} \min \{ \frac{T - |B_k|}{n}, \delta_k \}} \). \( \square \)

Given Lemma 11.2, by setting

\[
\varepsilon_k = \max \left\{ \frac{4\sigma_k \sqrt{\ln(T^2n^2)}}{\sqrt{T - |B_k|}n}, \frac{8 \ln(T^2n^2)}{(T - |B_k|)n} \right\} = \tilde{O} \left( \frac{\sigma_k}{\sqrt{Tn}} + \frac{1}{Tn} \right)
\]

and

\[
\delta_k = \max \left\{ \frac{4\sigma_k \sqrt{\ln(T^2(T - |B_k|)n^2)}}{\sqrt{n}}, \frac{4 \ln(T^2(T - |B_k|)n^2)}{n} \right\} = \tilde{O} \left( \frac{\sigma_k}{\sqrt{n}} + \frac{1}{n} \right),
\]

25
using that $1/(1 - 2\omega) \leq \frac{5}{3}$, and recalling $\sigma_k \leq \sqrt{b_k^*}$, we have with probability at least $1 - \frac{4}{T^2n^2}$ that

$$|\tilde{b}_k^* - b_k^*| \leq \frac{\varepsilon_k + 3\omega\delta_k}{1 - 2\omega} \leq \frac{5\omega}{3} \max \left\{ \frac{4\sqrt{\ln(Tn^2)}}{\sqrt{\ln(Tn^2)}}, \frac{4\ln(n^2)}{n} \right\} + \frac{5}{3} \max \left\{ \frac{4\sqrt{\ln(Tn^2)}}{\sqrt{(T - |B_k|)n}}, \frac{4\ln(T^2n^2)}{n} \right\}$$

(52)

$$= \tilde{O} \left( \omega \sqrt{\frac{b_k^*}{n}} + \frac{\omega}{\sqrt{Tn}} + \frac{\sigma_k}{\sqrt{Tn}} + \frac{1}{Tn} \right),$$

which implies

$$\mathbb{E}[|\tilde{b}_k^* - b_k^*|] = \tilde{O} \left( \omega \sqrt{\frac{b_k^*}{n}} + \frac{\omega}{\sqrt{Tn}} + \frac{\sigma_k}{\sqrt{Tn}} + \frac{1}{T^n} \right).$$

Similarly, we can obtain

$$\mathbb{E}[|\tilde{b}_k^* - b_k^*|^2] = \tilde{O} \left( \omega^2 \frac{b_k^*}{n} + \frac{\omega^2}{2n^2} + \frac{\sigma_k^2}{Tn^2} + \frac{1}{T^2n^2} \right).$$

Given these results, we readily establish the following bound on the total error over all $\eta$-well-aligned entries.

**Proposition 11.3.** Suppose $\bar{b}^* = \text{trmean}(\{\tilde{b}^*_t\}_{t \in [T], \omega})$ such that $0 \leq \omega \leq 1/5$. Then for each $k \in \mathcal{I}_\eta$ with $0 < \eta \leq \omega$ and any $q = 1, 2$, it holds that

$$\mathbb{E}[\|\tilde{b}_k^* - b_k^*\|_q] = \tilde{O} \left( \omega^q \frac{2^q}{n} + \frac{d}{2^qTn^{q/2}} + \frac{d}{(Tn)^q} + \frac{d}{(2^qTn)^q} \right).$$

By setting $\alpha = O(\ln(Tn))$, we find the following result.

**Theorem 11.4.** Suppose $n \geq b^{b^5} \ln(Tn)$ and $n \geq 2(8 + \sqrt{8\ln(Tn)})^2$ with $\alpha = O(\ln(Tn))$. Then for the trimmed-mean-based SHIFT method, for any $0 < \omega \leq 1/\sqrt{T}$, $t \in [T]$ and $q = 1, 2$,

$$\mathbb{E} \left[ \|\tilde{P}^t - P^t\|_q \right] = \tilde{O} \left( \frac{s}{\omega} \left( \frac{\max\{2b, s/\omega\}}{2^{q/2}} \right) \right) + \frac{d}{(2^qTn)^{q/2}}.$$

**Proof.** To apply Proposition 9.6, we need to bound $\sum_{k \in \mathcal{I}_\eta \cap \mathcal{T}_t} \min\{P(k \notin \mathcal{K}_n^t), (b_k^*(1 - b_k^*)/n)\}$ and $\sum_{k \in \mathcal{I}_\eta \cap \mathcal{T}_t} \min\{P(k \notin \mathcal{K}_n^t), (b_k^*(1 - b_k^*)/n)\}$.

Let $\mathcal{E}_k := \left\{ \tilde{b}_k^* \geq \frac{1}{2}b_k^* \right\}$ and $|\tilde{b}_k^* - b_k^*| \leq \sqrt{\ln(Tn^2)/n}$. For each entry $k \in \mathcal{I}_\eta \cap \mathcal{T}_t$, since $n \geq 2^q \ln(Tn^2)$ and $b_k^* \leq \frac{1}{2}$, we have $\frac{1}{n} \leq \frac{b_k^*}{\ln(Tn^2)}$. By (52), we have with probability at least $1 - \frac{4}{T^2n^2}$ that

$$|\tilde{b}_k^* - b_k^*| \leq \frac{5\omega}{3} \max \left\{ \frac{4\sqrt{\ln(Tn^2)}}{\sqrt{n}}, \frac{4\ln(T^2n^2)}{n} \right\} + \frac{5}{3} \max \left\{ \frac{4\sqrt{\ln(Tn^2)}}{\sqrt{(T - |B_k|)n}}, \frac{4\ln(T^2n^2)}{n} \right\}$$

$$\leq \frac{4}{3} \sqrt{\frac{b_k^* \ln(Tn^2)}{n}} + \frac{20}{3} \sqrt{\frac{b_k^* \ln(T^2n^2)}{(T - |B_k|)n}} \leq 8 \sqrt{\frac{b_k^* \ln(Tn^2)}{n}}.$$  

(53)
By Bernstein’s inequality and as $b^*_k \geq \frac{1}{\sqrt{n}}$, we have

$$\mathbb{P}\left(\frac{\widetilde{b}_k - \hat{b}_k}{\sqrt{k}} > \frac{b^*_k}{2}\right) \leq 2e^{-\frac{1}{2} \min\{\frac{b^*_k}{(n+1)^2}, \frac{b^*_k}{2}\}} \leq 2e^{-\frac{b^*_k}{8}} \leq 2e^{-\frac{1}{16\pi^2}} \leq \frac{2}{T^2n^2},$$

(54)

where the last inequality is because $n \geq 2^{k+5}\ln(Tn)$. Combining (53) with (54), we find $\mathbb{P}(\mathcal{E}^c_1) \leq \frac{6}{T^2n^2}$. Now following the argument from (41)-(43), we can obtain that for all $k \in \mathcal{I}_q \cap \mathcal{I}$,

$$\mathbb{P}(k \notin \mathcal{K}_q) = O\left(\frac{1}{T^2n^2}\right).$$

Since $\alpha = O(\ln(Tn))$, by applying (43) to Proposition 9.6 with $\eta = \omega$ and using Proposition 11.3 with $n = \Omega(2^b)$, we find

$$\mathbb{E}[\|\hat{b}' - b\|_1] = \tilde{O}\left(\sum_{k \notin \mathcal{I}_q \cap \mathcal{I}} \frac{b^*_k}{n} + \frac{d\omega}{\sqrt{2^bTn}}\right)$$

and

$$\mathbb{E}[\|\hat{b}' - b\|_2^2] = \tilde{O}\left(\sum_{k \notin \mathcal{I}_q \cap \mathcal{I}} \frac{b^*_k}{n} + \frac{d\omega}{2^{b}n} + \frac{d}{2^{b}Tn}\right).$$

(55)

Note that $|(\mathcal{I}_q \cap \mathcal{I})^c| \leq |\mathcal{I}_q^c| + |(\mathcal{I})^c| \leq s/\omega + s = O(s/\omega)$ and

$$\sum_{k \notin \mathcal{I}_q \cap \mathcal{I}} \sqrt{\frac{b^*_k}{n}} \leq \sqrt{\left|(\mathcal{I}_q \cap \mathcal{I})^c\right|} \sum_{k \notin \mathcal{I}_q \cap \mathcal{I}} \frac{b^*_k}{n} = \sqrt{|(\mathcal{I}_q \cap \mathcal{I})^c| \max\{2^b, s/\omega\}} \leq \frac{s}{\omega} \max\{2^b, s/\omega\}$$

(56)

Plugging (56) into (55) and using $\mathbb{E}[\|\hat{b}' - b\|_1] = O(\mathbb{E}[\|\hat{b}' - b\|_1])$, we find the conclusion in terms of the $\ell_1$ error. The results in terms of the $\ell_2$ error can be obtained similarly. \qed

## 12 Lower Bounds

In this section, we provide the proofs for the minimax lower bounds for estimating distributions under our heterogeneity model. We first re-state the detailed version the lower bounds that apply to both the $\ell_2$ and $\ell_1$ errors.

**Theorem 12.1** (Detailed statement of Theorem 4.1). For any—possibly interactive—estimation method, and for any $t \in [T]$ and $q = 1, 2$, we have

$$\inf_{(\mathbf{W}^{t,[q]})_{t' \in [T]}} \sup_{\mathbf{p}^* \in \mathcal{P}_d \mathbf{p}': x^* \in [T] \subseteq \mathcal{B}_s(\mathbf{p}^*)} \mathbb{E}[\|\hat{p}' - p\|_q] = \Omega\left(s^{-q/2} \left(\max\{2^b, s\}\right)^{q/2} + \frac{d}{(2^bTn)^{q/2}}\right).$$

(57)

**Theorem 12.2** (Detailed statement of Theorem 4.2). For any—possibly interactive—estimation method, and a new cluster $\mathcal{G}^{T+1}$, we have

$$\inf_{(\mathbf{W}^{t,[q]})_{t' \in [T]}} \sup_{\mathbf{p}^* \in \mathcal{P}_d \mathbf{p}': x^* \in [T+1] \subseteq \mathcal{B}_s(\mathbf{p}^*)} \mathbb{E}[\|\hat{p}'^{T+1} - \hat{p}^{T+1}\|_q] = \Omega\left(s^{-q/2} \left(\max\{2^b, s\}\right)^{q/2} + \frac{d}{(2^bTn)^{q/2}}\right).$$

We omit the proof of Theorem 12.2 since it follows from the same analysis as Theorem 12.1.
12.1 Proof of Theorem 12.1

As discussed in Section 4, we will prove (57) by considering two special cases of our sparse heterogeneity model:

1. The homogeneous case where \( p^1 = \ldots = p^T = p^* \in \mathcal{P}_d \).

2. The \( s/2 \)-sparse case where \( \|p^*\|_0 \leq s/2 \) and \( \|p^t\|_0 \leq s/2 \) for all \( t \in [T] \).

Therefore, it naturally holds that

\[
\inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] \geq \inf_{(W')_{t' \in [T]}} \sup_{p^* \in \mathcal{P}_d} \text{E}[\|\hat{p}^* - p^*\|^2_{q}] \tag{58}
\]

and

\[
\inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] \geq \inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] \tag{59}
\]

For the first case, combining (58) with the existing lower bound result [9, Cor 7] and [26, Thm 2] for the homogeneous setup, where all datapoints are generated by a single distribution, that for any estimation method (possibly based on interactive encoding),

\[
\inf_{(W')_{t' \in [T]}} \sup_{p^* \in \mathcal{P}_d} \text{E}[\|\hat{p}^* - p^*\|^2_{q}] = \Omega\left( \frac{d}{(2^b T n)^{q/2}} \right),
\]

we prove that the lower bound is at least of the order of the second term in (57).

For the second case, without loss of generality, we assume \( s \) is even. This can be achieved by considering \( s - 1 \) instead of \( s \), if necessary. Recall that \( \text{supp}(\cdot) \) denotes the indices of non-zero entries of a vector. Fixing any \( t \in [T] \), we further consider the scenario where

\[
\text{supp}(p^t) \cap \left( \cup_{t' \neq t} \text{supp}(p^{t'}) \right) = \emptyset. \tag{60}
\]

One example where (60) holds is when \( \text{supp}(p^t) \subseteq \lfloor s/2 \rfloor \) and \( \text{supp}(p^{t'}) \subseteq \{s/2 + 1, \ldots, d\} \) for all \( t' \neq t \). If (60) holds, then the support of the datapoints generated by \( \{\hat{p}^{t'} : t' \neq t\} \) does not overlap with the support of those generated by \( p^t \), and hence former are not informative for estimating \( p^t \). Therefore, by further combining (59) with the existing lower bound result [16, Thm 2] for the \( s/2 \)-sparse homogeneous setup, where all datapoints are generated by a single \( s/2 \)-sparse distribution, that for any estimation method (possibly based on interactive encoding),

\[
\inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] = \Omega\left( \frac{(s/2)^{1-q/2} \left( \max\{2^b, s/2\} \right)^{q/2}}{2^bn} \right)
\]

\[
= \Omega\left( s^{-1/2} \left( \frac{\max\{2^b, s\}}{2^bn} \right)^{q/2} \right).
\]

Thus, we have

\[
\inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] \geq \inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] \geq \inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}]
\]

\[
\geq \inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}] = \inf_{(W')_{t' \in [T]}} \sup_{p^t \in \mathcal{P}_d} \text{E}[\|\hat{p}^t - p^t\|^2_{q}]
\]

\[
= \Omega\left( s^{-1/2} \left( \frac{\max\{2^b, s\}}{2^bn} \right)^{q/2} \right).
\]
This proves that the lower bound is at least of the order of the first term in (57). Overall, we conclude the desired result.

13 Supplementary Experiments

Truncated Geometric Distribution. We consider the truncated geometric distribution with parameter $\beta \in (0, 1)$, $p^* = \frac{1-\beta}{1-\beta^d}(1, \beta, \ldots, \beta^{d-1})$, as the central distribution and repeat the experiment in Section 5.1. We use $d = 300, \beta = 0.95, b = 2$ and vary $n, T, s$. Figure 3 summarizes the results. As in Section 5.1, we observe that our methods outperform the baseline methods in most cases, especially when $s$ is small. Also, we see the benefit of collaboration, i.e., decreasing trend of the error as $T$ increases, only in our methods.

Hyperparameter Selection. We provide additional experiments using different hyperparameters $\alpha$ and $\omega$ from discussed in Section 5.1. All other settings are identical to Section 5.1. We test the hyperparameters $(\alpha, \omega) = (2^r \ln(n), 0.1)$ and $(\alpha, \omega) = (\ln(n), \omega)$, where $r \in \{-5, -4, \ldots, 4\}$ and $\omega \in \{0.05, 0.1, \ldots, 0.25\}$, respectively. Figure 4 summarizes the results.

We find that setting the threshold $\alpha$ too small leads to replacing almost all coordinates of the central estimate $\hat{p}^*$ with local ones. In the extreme case of $\alpha \approx 0$, our method is essentially returns the local minimax estimates. On the other hand, we observe that the performance of our method is less sensitive to the trimming proportion $\omega$.

While the choice of $\alpha$ is crucial to the performance of our method, we argue that it is possible to select a reasonably good $\alpha$ by checking the number of fine-tuned entries, i.e.,

$$\frac{1}{T} \sum_{t=1}^{T} \left\{ k \in [d] : |\hat{b}^*_k - \hat{b}^t_k| > \frac{\alpha |\hat{b}^t_k|}{n} \right\}$$

In Figure 5, we observe that more than half ($d/2 = 150$) of the entries are fine-tuned when $r \in \{-5, -4, -3\}$. These correspond to the three curves in the top left of Figure 4 that perform no better than the baseline methods. In conclusion, by selecting $\alpha$ such that the number of fine-tuned entries are small enough compared to $d$, it is possible to reproduce the results in Section 5.
Figure 4: Effect of the hyperparameters $\alpha$ and $\omega$. The top row shows results for the uniform distribution and the bottom row shows the results for the truncated geometric distribution with $\beta = 0.8$.

Figure 5: Average number of fine-tuned entries for different values of $\alpha = 2^r \ln(n)$. We use the trimmed mean with $\omega = 0.1$ and the uniform distribution with $d = 300$. This corresponds to the top left of Figure 4.