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Abstract

Semiparametric inference on average causal effects from observational data is based on assumptions yielding identification of the effects. In practice, several distinct identifying assumptions may be plausible; an analyst has to make a delicate choice between these models. In this paper, we study three identifying assumptions based on the potential outcome framework: the back-door assumption, which uses pre-treatment covariates, the front-door assumption, which uses mediators, and the two-door assumption using pre-treatment covariates and mediators simultaneously. We provide the efficient influence functions and the corresponding semiparametric efficiency bounds that hold under these assumptions, and their combinations. We demonstrate that neither of the identification models provides uniformly the most efficient estimation and give conditions under which some bounds are lower than others. We show when semiparametric estimating equation estimators based on influence functions attain the bounds, and study the robustness of the estimators to misspecification of the nuisance models. The theory is complemented with simulation experiments on the finite sample behavior of the estimators. The results obtained are relevant for an analyst facing a choice between several plausible identifying assumptions and corresponding estimators. Our results show that this choice implies a trade-off between efficiency and robustness to misspecification of the nuisance models.
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1. Introduction

This paper deals with observational studies, where the treatment assignment is not randomized. In such studies, inference on a causal parameter of interest relies on assumptions...
that allow identification of the parameter. Depending on the scientific context and observed
data, the analyst may consider several such assumptions, hereafter also called identification
models. We investigate how the choice of the identification model affects the efficiency and
robustness of the semiparametric estimation of a causal parameter.

In this paper, we use the potential outcome framework (Neyman, 1923; Rubin, 1974)
to define causal estimands, and consider three semiparametric models used to identify the
average causal effect (ACE) of a treatment on an outcome of interest. The first model
considers observed data on the treatment, pre-treatment covariates and outcome and is
defined through a back-door assumption (also called ignorability of treatment assignment,
Rosenbaum and Rubin, 1983), where the treatment assignment is assumed randomized-like
given a set of observed pre-treatment covariates. The second identification model considers
observed data on the treatment, mediators and outcome and uses a front-door assumption to
identify the ACE. The third model considers observed data on the treatment, outcome, pre-
treatment covariates and mediators to identify the ACE using both pre-treatment covariates
and mediators (Fulcher et al., 2020). We say that this model is defined via the two-door
assumption because it combines pre-treatment covariates from the back-door assumption
and mediators from the front-door assumption. Other types of identification models not
covered in this paper do exist, for example, Bowden and Turkington (1984); Shpitser et al.
(2010); Helske et al. (2021). In particular, instrumental variables are often used in empirical
economics, although in that case a different target causal parameter (local average causal
effect, Angrist et al., 1996) is identified.

The back-door assumption has been fundamental for the study of efficient estimation of
semiparametric regular asymptotically linear (RAL) estimators of the ACE. Robins et al.
(1994) and Hahn (1998) independently derived the semiparametric efficiency bound (van der
Vaart, 1998), that is, the lower bound for the asymptotic variance of semiparametric RAL
estimators under the back-door assumption. This bound has served as a benchmark for a
wide range of proposed estimators; see, for example, Scharfstein et al. (1999); Abadie and
Imbens (2006); Chan et al. (2016); Tan (2020).

Recently, Fulcher et al. (2020), also using the potential outcome framework, provided the
efficient influence function, the variance of which is equal to the semiparametric efficiency
bound, under the two-door assumption. Related results have been obtained using the
graphical framework (Pearl, 2009). In particular, Rotnitzky and Snucler (2020) derived
efficient influence functions for structural causal models described through directed acyclic
graphs, and Bhattacharya et al. (2022) extended Rotnizky’s results to a specific type of
acyclic directed mixed graphs allowing for hidden/unobserved variables.

In this context, we contribute in several directions. First, we show that none of the con-
sidered identification strategies is uniformly the most efficient for ACE estimation. Second,
we deduce the efficient influence functions and the corresponding semiparametric efficiency
bounds under pairwise combinations of the back-, the front-, and the two-door assump-
tions. Several of the derived efficient influence functions are identical to those obtained
within a graphical model framework in Rotnitzky and Smucler (2020) and Bhattacharya
et al. (2022). This happens when the causal parameters and the identifying models with two
frameworks yield the same observed data distribution and statistical parameter (functional
of the observed data distribution) on which the inference is performed.
Furthermore, we contrast the efficiency and robustness of semiparametric ACE estimators constructed under different identification models. For this purpose, we introduce estimators based on the derived efficient influence functions. These estimators use different sets of nuisance models of the data generating mechanisms. In particular, to achieve the bounds, estimators fit different sets of nuisance models, which need to be estimated at a sufficiently high rate of convergence. We also show that the proposed estimators have different robustness properties. Firstly, they are consistent even if some of the fitted nuisance models are misspecified. Secondly, they reach the semiparametric efficiency bound even when some of the nuisance models are estimated at a slow convergence rate, provided that the other nuisance models are estimated at a high enough rate (a product rate condition is used; e.g., Farrell 2015). In addition to the theoretical properties, the finite sample behaviors of the proposed estimators are compared via simulation experiments. Our results make it clear that there is a trade-off between efficiency and bias (robustness) of the estimation using different identifying assumptions. Thus, an analyst needs to consider a trade-off between the plausibility of the identifying assumptions and the difficulty in specifying (or non-parametrically estimating) nuisance models.

The rest of the paper is organized as follows. Section 2 introduces notation and the potential outcome framework, presents the back-, front-, and two-door identifying assumptions studied, and provides the corresponding efficient influence functions. Semiparametric efficiency bounds based on different models are derived and compared in Section 3. Section 4 introduces semiparametric estimators, including their robustness and efficiency properties. A simulation study on finite sample properties is included in Section 5. The findings are discussed in Section 6.

2. Background

We start this section by providing definitions and notation. We then describe the identification models and present the corresponding efficient influence functions.

2.1 Definitions and Notation

We consider a scalar treatment variable $A$. Following the Neyman–Rubin causal model (Neyman, 1923; Rubin, 1974; Holland, 1986) and the mediation framework (Robins and Greenland, 1992; Pearl, 2001), let $Y(a)$ and $Z(a)$ denote, respectively, the values of a univariate outcome and a possibly multivariate mediator that is observed if the treatment $A$ is set to value $a$. The parameter of interest is the average causal effect of a treatment, $\theta = EY(a^*) - EY(a)$, where $EY(a)$ denotes the expectation of $Y(a)$. Further, let $Y(a, z)$ denote the value of the outcome that would be observed if the treatment $A$ were set to $a$ and the mediating variable were set to $z$. Also, let $Y(a, Z(a^*))$ denote the value of $Y$ that would occur if $A$ were set to $a$ and $Z$ were set to what it would have been if $A$ were set to $a^*$. The observed outcome and the observed mediator are denoted by $Y$ and $Z$, respectively. Let $C$ and $U$ denote a set of, respectively, observed and unobserved, pre-treatment covariates that may confound the $A-Z, Z-Y$ or $A-Y$ relationships. Thus, $C$ is not allowed to be affected by $A, Z,$ and $Y$; $A$ is not allowed to be affected by $Z$ and $Y$; $Z$ is not allowed to be affected by $Y$. The sets of possible values of the considered random variables are correspondingly
denoted as $A,Y,Z,C$ and $U$. We consider an i.i.d. sample of size $n$ and use index $i$ to represent subjects in the sample.

We use $p(x) = p(X = x)$ to denote the probability density function of a continuous random variable $X$ at point $x$ and, correspondingly, the probability mass function if $X$ is a discrete random variable. We use $\mathbb{P}f(X)$ to denote expectations of $f(X)$ for a new observation $X$ (treating the function $f$ as fixed); $\mathbb{P}f(X)$ is random since it depends on the sample used to estimate $f$. $||f||^2 = \mathbb{P}f^2$. In what follows, we assume discrete random variables; accordingly, we use summations of probabilities over the space of values of a random variable. If the random variables were continuous, the summations would be replaced by integrals.

The indicator function $I(A = a)$ is equal to 1 if $A = a$ and 0 otherwise. When $\sqrt{n}(\hat{\theta} - \theta) \to_d N(0,V)$, $V$ will be called the asymptotic variance of $\hat{\theta}$. We make the following assumption throughout.

**Assumption 1**  
(i) If $A = a$, then $Y = Y(a)$ and $Z = Z(a)$ with probability 1 for any $a \in A$ (consistency assumption, e.g., Pearl, 2009, p.229, Goetghebeur et al., 2020),

(ii) If $A = a$ and $Z = z$, then $Y = Y(a,z)$ with probability 1 for any $a \in A$, $z \in Z$ (consistency assumption),

(iii) For any $a \in A$, $Y(a) = Y(a,Z(a))$ (composition assumption, e.g., Pearl, 2009, p.229, VanderWeele, 2015, p.462).

From the definitions, it follows that if $Z(a^*) = z$, then $Y(a,Z(a^*)) = Y(a,z)$ for any $z \in Z$ and $a,a^* \in A$. This means that the outcome is the same regardless of the mediator being assigned or occurring as a response to some treatment. We also assume in the sequel that $p(Y,A,Z,C) > 0$ for any $a \in A$ (positivity assumption), and that the variances of the observed variables are bounded.

### 2.2 Identification Models

When the treatment is not randomized, as in observational studies, $\theta$ can be estimated if it is identified in the considered model. Below we present back-, front-, and two-door assumptions under which $\theta$ is identified. We also provide the corresponding identification expressions.

In the first identification model, consider observed data on $C,A$, and $Y$. Under the following back-door assumption (also called ignorability assumption, Rosenbaum and Rubin, 1983),

\[ \text{BD } Y(a) \perp A | C, \forall a \in A, \]

$\theta$ is identified through the back-door adjustment $p(Y(a^*) = y) = \sum_c p(c)p(y|a^*,c)$.

The second identification model considers observed data on $A,Z$, and $Y$. Under the following front-door assumptions

\[ \text{FD1 } Y(a,z) = Y(a^*,z) = Y(z) \text{ for any } a,a^* \in A \text{ and } z \in Z, \]

\[ \text{FD2 } Z(a) \perp A \text{ for any } a \in A, \]
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**FD3** \( Y(a, z) \perp Z(a^*) | A = a \) for any \( a, a^* \in A \) and \( z \in Z \).

\( \theta \) is identified via the front-door adjustment \( p(Y(a^*) = y) = \sum_{z} p(z|a^*) \sum_{\tilde{a}} p(y|\tilde{a}, z)p(\tilde{a}) \). The adjustment follows from Lemma 1 in Fulcher et al. (2020), by treating \( C \) as unobserved variables. In the sequel, assumptions **FD1–FD3** will collectively be denoted by **FD**.

Finally, in the third model, consider observed data on \( C, A, Z, \) and \( Y \) and the two-door assumptions

**TD1** \( Y(a, z) = Y(a^*, z) = Y(z) \) for any \( a, a^* \in A \) and \( z \in Z \),

**TD2** \( Z(a) \perp A|C \) for any \( a \in A \),

**TD3** \( Y(a, z) \perp Z(a^*) | A = a, C \) for any \( a, a^* \in A \), \( z \in Z \).

If Assumption **TD** holds, \( \theta \) is identified via the two-door adjustment \( p(Y(a^*) = y) = \sum_{z,c} p(z|a^*, c) \sum_{\tilde{a}} p(y|\tilde{a}, z, c)p(\tilde{a}, c) \). The two-door adjustment follows from Lemma 1 in Fulcher et al. (2020), because, under Assumption **TD1**, \( Y(A, Z(a^*)) = Y(a^*, Z(a^*)) = Y(a^*) \), that is, there is no direct effect of the treatment \( A \) on the outcome \( Y \).

Assumption **TD1** is the same as Assumption **FD1**, and corresponds to Assumption 5 in Fulcher et al. (2020). Assumptions **TD2–TD3** correspond to Assumptions 2 and 3 in Fulcher et al. (2020), and are conditional independencies given \( C \), instead of the marginal independencies in **FD2–FD3**. Thus, assumptions **TD2–TD3** allow pre-treatment covariates \( C \) to affect the mediator \( Z \) (see Figure 1c, for an example). In the sequel, we will denote the set of assumptions **TD1–TD3** by **TD**.

We work within the potential outcome framework and the identification models above are potential outcome assumptions. An alternative framework to causal inference is based on directed acyclic graphs (DAGs) and do-calculus (Pearl, 2009). These two frameworks are used to define causal parameters and map those to statistical parameters (functional of the observed data distribution) through identification models. The frameworks are not equivalent. However, direct comparisons of identification assumptions within the two frameworks can be done by looking at what consequences the assumptions have on the observed data distribution and its mapping into a statistical parameter. The results derived under the potential outcome framework in Section 3 can thus be compared with results deduced elsewhere within the DAG framework to provide such comparisons. Furthermore, a recent third causal framework combines DAGs and potential outcome variables through Single-World Intervention Graphs (SWIGs, Richardson and Robins, 2013). We use SWIGs informally here to describe examples of data generating mechanisms for which the above identification assumptions hold, and relate these scenarios to criteria used in the graphical literature.

In particular, when the probability distribution function of \((Y(a), A, C)\) is compatible with a SWIG on these variables, model **BD** holds if \( C \) satisfies Pearl’s back-door criterion (see Def. 3.3.1, Pearl, 2009) relative to \((A, Y)\) in the corresponding DAG. This is the case in Figure 1a. Furthermore, for a distribution for \((Y(z), Z(a), A, U)\) compatible with the SWIG in Figure 1b, model **FD** holds if Pearl’s front-door criterion (see Def. 3.3.3, Pearl, 2009) holds in the corresponding DAG. Finally, consider a distribution function for \((Y(a, z) = Y(z), Z(a), A, C, U)\) compatible with the SWIG in Figure 1c. Then, Assumption **TD1** (identical to Assumption **FD1**) corresponds to condition (i) of Pearl’s front-door
Figure 1: Examples of Single-World Intervention Graphs that represent the distributions that satisfy (a) Assumption BD; (b) Assumption FD; (c) Assumption TD.

criterion and Assumption 5 in Fulcher et al. (2020), i.e. Z should intercept all directed paths from A to Y. Assumption TD2 corresponds to all back-door paths from Z(a) to A being blocked by C (no unmeasured confounding of the exposure-mediator relationship conditional on C, i.e. (ii) in Pearl’s front-door criterion, but here conditioning on C; see also VanderWeele 2015, p.464). Assumption TD3 corresponds to conditioning on C, all back-door paths from Z to Y being blocked by A (condition (iii) in Pearl’s front-door criterion with blocking set including not only treatment A, but also covariates C).

2.3 Efficient Influence Functions

In what follows, we present the efficient influence functions for \( \theta \) under the three considered sets of identifying assumptions. The reader unfamiliar with semiparametric inference is referred to Appendix A, Newey (1990), and Tsiatis (2006). Under Assumption BD, Robins et al. (1994) and Hahn (1998) derived the efficient influence function for \( \theta \):

\[
\varphi_{bd} = \frac{I(A = a^*)}{p(a^*|C)} (Y - E(Y|a^*,C)) - \frac{I(A = a)}{p(a|C)} (Y - E(Y|a,C)) + E(Y|a^*C) - E(Y|a,C) - \theta,
\]

and Hahn (1998) provided the corresponding semiparametric efficiency bound

\[
\text{var}\varphi_{bd} = E\left[\frac{\text{var}(Y|a^*,C)}{p(a^*|C)} + \frac{\text{var}(Y|a,C)}{p(a|C)}\right] + E\left(E(Y|a^*,C) - E(Y|a,C) - \theta\right)^2. \tag{1}
\]

Theorem 1 in Fulcher et al. (2020) provides the efficient influence function for parameter \( E(Y(Z(a^*))) \), which, under Assumption FD1 (equivalently TD1), is equal to \( EY(a^*) \). Since TD1 does not restrict the observed data distribution in any way, Theorem 1 from Fulcher et al. (2020) can be used directly to derive efficient influence functions under Assumption FD and under Assumption TD. Thus, ignoring the fact that pre-treatment covariates C are observed (i.e., treating C as the unobserved U), and using the linearity of the differentiation operation, one can show using Theorem 1 in Fulcher et al. (2020) that, under the FD assumption, the efficient influence function for \( \theta \) is

\[
\varphi_{fd} = (Y - E(Y|A,Z)) \frac{p(Z|a^*) - p(Z|a)}{p(Z|A)} + \frac{I(A = a^*)}{p(A)} \left(\sum_{\bar{a}} E(Y|\bar{a},Z)p(\bar{a}) - EY(a^*)\right)
- \frac{I(A = a)}{p(A)} \left(\sum_{\bar{a}} E(Y|\bar{a},Z)p(\bar{a}) - EY(a)\right) + \sum_{z} E(Y|A,z) (p(z|a^*) - p(z|a)) - \theta.
\]
Furthermore, the efficient influence function for $\theta$ under the TD assumption follows directly from Theorem 1 in Fulcher et al. (2020):

$$
\varphi_{td} = (Y - E(Y|A,Z,C)) \frac{p(Z|a^*,C) - p(Z|a,C)}{p(Z|A,C)} + \sum_a E(Y|\bar{a},Z,C)p(\bar{a}|C) - \sum_{a,z} E(Y|\bar{a},z,C)p(z|A,C)p(\bar{a}|C) \frac{I(A = a^*) - I(A = a)}{p(A|C)} + \sum_z E(Y|A,z,C)(p(z|a^*,C) - p(z|a,C)) - \theta. \tag{2}
$$

The semiparametric efficiency bounds under Assumption FD, $\text{var}\varphi_{fd}$, and under Assumption TD, $\text{var}\varphi_{td}$, are presented in Appendix B. The expressions for the bounds do not include any counterfactuals and can, therefore, be estimated from the observed data.

3. Efficiency Comparisons

We consider here models where pairs of BD, FD, and TD assumptions are fulfilled. We first compare the asymptotic variances of the semiparametric estimation based only on one of the assumptions within a pair respectively, showing that none is uniformly lower. Note that the efficiency bound under the model where a pair of assumptions are fulfilled can be even lower than the bound under either individual identifying assumption. We, therefore, deduce the semiparametric efficiency bounds valid under each pair of assumptions.

3.1 Back-door versus Two-door Identification

The model under Assumptions BD and TD considers the observed variables $C, A, Z, Y$.

**Proposition 1** Suppose that Assumptions BD and TD are fulfilled and $Y(a;z) \perp A|C$ for any $a \in A, z \in Z$. Consider semiparametric estimation based only on Assumption BD and semiparametric estimation based only on Assumption TD. The difference between $\text{var}\varphi_{td}$ and $\text{var}\varphi_{bd}$ can be represented as follows:

$$
\text{var}\varphi_{td} - \text{var}\varphi_{bd} = \sum_{z,c} p(c)\text{var}(Y|z,c) \left( (p(z|a^*,c) - p(z|a,c))^2 \sum_a p(\bar{a}|c) \frac{p(\bar{a}|c)}{p(z|\bar{a},c)} - \frac{p(z|a^*,c)}{p(a^*|c)} - \frac{p(z|a,c)}{p(a|c)} \right). \tag{3}
$$

Neither of the estimation strategies is uniformly more efficient than the other (in terms of the lowest asymptotic variance) regardless of model parameters. For example, if

$$
(p(z|a^*,c) - p(z|a,c))^2 \sum_a \frac{p(\bar{a}|c)}{p(z|\bar{a},c)} - \frac{p(z|a^*,c)}{p(a^*|c)} - \frac{p(z|a,c)}{p(a|c)} \leq 0 \text{ for all } z \in Z, c \in C, \tag{4}
$$

then $\text{var}\varphi_{td} \leq \text{var}\varphi_{bd}$. Moreover, if

$$
(p(z|a^*,c) - p(z|a,c))^2 \sum_a \frac{p(\bar{a}|c)}{p(z|\bar{a},c)} - \frac{p(z|a^*,c)}{p(a^*|c)} - \frac{p(z|a,c)}{p(a|c)} \geq 0 \text{ for all } z \in Z, c \in C, \tag{5}
$$

then $\text{var}\varphi_{td} \geq \text{var}\varphi_{bd}$. 
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The proof of Proposition 1 is provided in Appendix C. Note that the conditions (4) and (5) involve only the distribution of the treatment and the mediator. Conditional ignorability for \( Y(a, z) \) and \( Y(a; z) \perp A|C \) in Proposition 1 follows from Assumption BD for a distribution compatible with a SWIG (see Proposition 4 in Malinsky et al., 2019).

Conditions (4) and (5) in Proposition 1 are strict since they should be fulfilled for possible combinations of \( z \) and \( c \). However, one can notice that if the relationship between the treatment \( A \) and the mediator \( Z \) is weak, that is, \( p(z|a^*, c) - p(z|a, c) \) is small, then \( \text{var}_{td} \varphi_{td} - \text{var}_{bd} \varphi_{bd} \) is expected to be negative and the estimation based on Assumption TD to be more efficient than the estimation based on Assumption BD. How weak the relationship between \( A \) and \( Z \) has to be depends on the distribution of \( A \): the smaller \( p(a|c) \) or \( p(a^*|c) \), the closer is \( \text{var}_{td} \varphi_{td} - \text{var}_{bd} \varphi_{bd} \) to be negative. Stronger \( A-Z \) relationship requires smaller \( p(a|c) \) or \( p(a^*|c) \) for the estimation based on Assumption TD to be more efficient than the one based on Assumption BD.

In the specific case of a binary treatment \( A \), sufficient conditions (4) and (5) might be further simplified as follows (see Appendix D). If for all \( z \in Z, c \in C \), we have:

\[
\frac{p(z|a^*, c)}{p(z|a, c)} \in I_{td\leq bd} = \left[ \frac{2u + 1 - \sqrt{4u + 1}}{2u}, \frac{2u + 1 + \sqrt{4u + 1}}{2u} \right],
\]

where \( u = (1 - p(a^*|c))p(a^*|c) \), then \( \varphi_{td} \leq \varphi_{bd} \). If for all \( z \in Z, c \in C \), \( \frac{p(z|a^*, c)}{p(z|a, c)} \in I_{bd\leq td}^C \), and for all \( z \in Z, c \in C \), \( \varphi_{td} > \varphi_{bd} \). One can note that for any \( p(a^*|c) \in (0, 1) \), the interval \( (3 - 2\sqrt{2}, 3 + 2\sqrt{2}) \) is in \( I_{td\leq bd} \). Therefore, if for all \( z, c \), \( \frac{p(z|a^*, c)}{p(z|a, c)} \in (3 - 2\sqrt{2}, 3 + 2\sqrt{2}) \) and \( p(a^*|c) \in (0, 1) \) for any \( c \in C \), then \( \varphi_{td} \leq \varphi_{bd} \).

The observed data distribution when Assumptions TD, BD, and \( Y(a; z) \perp A|C \) are fulfilled differs from the distributions under the TD or the BD assumption alone. When the mediator is observed, estimation based on the back-door assumption does not use the information about the mediator. Under Assumption TD, the observed data distribution is unrestricted since all observed variables \( C, A, Z, Y \) may be related to each other. However, since unobserved confounding of the treatment-outcome relationship is not allowed by Assumption BD together with \( Y(a; z) \perp A|C \), such restriction implies conditional independence of \( Y \) and \( A \) given \( Z, C \) (see Appendix C). This implies that, when Assumptions BD, TD, and \( Y(a; z) \perp A|C \) are fulfilled simultaneously, the semiparametric efficiency bound for \( \theta \) differs from the bound under the models defined only by Assumption BD or Assumption TD. Therefore, we conclude this section by providing the semiparametric efficiency bound under this new set of assumptions. The estimators with the influence function that corresponds to this bound have an asymptotic variance at least as low as the estimators constructed using the efficient influence functions under either the two-door or the back-door assumption.

**Proposition 2** When Assumptions BD, TD, and \( Y(a; z) \perp A|C \) are fulfilled simultaneously, the efficient influence function for \( \theta \) is

\[
\varphi_{bd, td} = (Y - E(Y|Z, C)) \frac{p(Z|a^*, C) - p(Z|a, C)}{\sum_a p(Z|a, C)p(a|C)}
\]
Contrasting Identifying Assumptions

\[
+ \left( E(Y|Z,C) - \sum_z E(Y|z,C)p(z|A,C) \right) \frac{I(A = a^*) - I(A = a)}{p(A|C)} \\
+ \sum_z E(Y|z,C)(p(z|a^*,C) - p(z|a,C)) - \theta.
\] (6)

The proof of Proposition 2 can be found in Appendix E. Additionally, Appendix B provides the expression for \( \text{var}\varphi_{\text{bd},\text{td}} \) in terms of observed data distribution that allows for direct estimation of the bounds from the observed data.

Note that because the independencies in the observed data distribution here are the same as for the Bayesian network compatible with a DAG defined by the paths \( C \rightarrow A \rightarrow Z \rightarrow Y, C \rightarrow Y, C \rightarrow Z \), the influence function \( \varphi_{\text{bd},\text{td}} \) in Equation (6) is the same as the efficient influence function in Theorem 14 from Rotnitzky and Snucler (2020) for this Bayesian network.

3.2 Front-door versus Two-door Identification

In order to compare the bounds under the FD and the TD assumptions, we first derive the lowest asymptotic variance attainable by the semiparametric estimators that are constructed under Assumption FD, \( \text{var}\varphi_{\text{fd}} \) (see Equation 9 in Appendix B). Note that the conditioning set in the outcome and mediator models in \( \text{var}\varphi_{\text{fd}} \) does not include the pre-treatment covariates, in contrast to \( \text{var}\varphi_{\text{td}} \) given in Equation (10).

In the sequel, and in line with common models considered under the front-door criterion (see, for example, Figure 3 in Pearl, 1995), when pre-treatment covariates \( C \) are observed under Assumption FD, we will consider the case where they confound the \( A \rightarrow Y \) relationship only. Then, the pre-treatment covariates must be unrelated to the mediator for the FD assumption to be fulfilled, that is, \( Z(a) \perp \perp C|A \).

**Proposition 3** Suppose that Assumptions FD and TD are fulfilled, and \( Z(a) \perp \perp C|A \) for all \( a \in A \). Consider semiparametric estimation based only on Assumption FD and semiparametric estimation based only on Assumption TD. Neither of the estimation strategies is uniformly more efficient than the other (in terms of the lowest asymptotic variance) regardless of model parameters. For example, consider \( E(Y|Z,C,A) = \gamma_0 + \gamma_1 Z + \gamma_2 C + \gamma_3 A \) for some \( \gamma_0, \gamma_1, \gamma_2, \gamma_3 \). We have

\[
\text{var}\varphi_{\text{fd}} - \text{var}\varphi_{\text{td}} = \sum_z (p(z|a^*) - p(z|a))^2 \frac{\gamma_2^2 \text{var}(C|\tilde{a})p(\tilde{a})}{p(z|\tilde{a})} \\
+ \gamma_1^2 \text{var}(Z|a^*) \left( \frac{1}{p(a^*)} - \sum_c \frac{p(c)}{p(a^*|c)} \right) + \gamma_2^2 \text{var}(Z|a) \left( \frac{1}{p(a)} - \sum_c \frac{p(c)}{p(a|c)} \right).
\]

If

\[
\frac{1}{p(a^*)} \geq \sum_c \frac{p(c)}{p(a^*|c)} \quad \text{and} \quad \frac{1}{p(a)} \geq \sum_c \frac{p(c)}{p(a|c)}, \quad (7)
\]

then \( \text{var}\varphi_{\text{fd}} \geq \text{var}\varphi_{\text{td}} \).
See proof in Appendix F. Note that if $A \perp \perp C$, then the inequalities (7) in Proposition 3 are satisfied and $\text{var}\varphi_{fd} \geq \text{var}\varphi_{td}$. This is true even if $C$ does not affect $Y$ ($\gamma_2 = 0$). Thus, even if the covariates are not related to the mediator or the outcome, using the information about the covariates might improve estimation efficiency. When $C$ and $A$ are binary the inequalities (7) hold only if $A$ is independent of $C$. When $A$ depends on $C$, the ordering of the variances depends on other model parameters. For example, when $\gamma_2$ is large (strong $C$–$Y$) and/or $A$–$Z$ relationship is strong and $\gamma_1$ is close to 0 (weak $Z$–$Y$ relationship), $\text{var}\varphi_{td}$ might be lower than $\text{var}\varphi_{fd}$.

The linear assumptions made here are not meant to be done in a given empirical study (where hopefully flexible machine learning models should be used), otherwise making such assumptions would obviously change the efficiency bound for the ACE. Instead, these linearity assumptions are used to exemplify the models and understand the implications for the comparison of the efficiency bounds if the assumptions would hold but would not be known nor assumed in the analysis.

Below, we provide the semiparametric efficiency bound for $\theta$ in the model which satisfies Assumptions $\text{FD}$ (together with $Z(a) \perp \perp C|A$) and $\text{TD}$.

**Proposition 4** Suppose that Assumptions $\text{FD}$ and $\text{TD}$ are fulfilled, and $Z(a) \perp \perp C|A$. The efficient influence function for $\theta$ is

$$
\varphi_{fd,td} = (Y - E(Y|A, Z, C)) \frac{p(Z|a^*) - p(Z|a)}{p(Z|A)}
+ \sum_c \left( \sum_{\bar{a}} E(Y|\bar{a}, Z, C)p(\bar{a}|c) - \sum_{\bar{a}, z} E(Y|\bar{a}, z, C)p(z|A)p(\bar{a}|c) \right) \times
\frac{(I(A = a^*) - I(A = a))p(c)}{p(A)} + \sum_z E(Y|A, z, C)(p(z|a^*) - p(z|a)) - \theta.
$$

See the expression for $\text{var}\varphi_{fd,td}$ in Appendix B; the proof of Proposition 4 is similar to the proof of Proposition 2 and is provided in Appendix G. It is interesting to note that $\varphi_{fd,td}$ is equal to the efficient influence function under the assumptions of Section 2.1, $\text{TD}$, if $Z(a) \perp \perp C|A$. This happens because the $\text{FD}$ assumption imposes no additional independence assumptions on the joint distribution which can improve the efficiency in the estimation of the ACE. Additionally, because conditional independencies in the observed data distribution implied by the assumptions in Proposition 4 are the same as those for a distribution compatible with the SWIG in Figure 1c where the arrow from $C$ to $Z(a)$ is absent, $\varphi_{fd,td}$ obtained here is the same as the efficient influence function in Theorem 12 from Bhattacharya et al. (2022) for the corresponding DAG.

### 3.3 Front-door versus Back-door Identification

The expressions $\text{var}\varphi_{fd}$ in Equation (9) and $\text{var}\varphi_{bd}$ in Equation (1) can be used to compare the bounds obtained under the front-door and the back-door assumptions as follows.

**Proposition 5** Suppose that Assumptions $\text{BD}$, $\text{FD}$ are fulfilled and $Y(a; z) \perp \perp A|C$, $Z(a) \perp \perp C|A$ for any $a \in A$, $z \in Z$. Consider semiparametric estimation based only on Assumption $\text{BD}$ and semiparametric estimation based only on Assumption $\text{FD}$. Neither of
the estimation strategies is uniformly more efficient than the other (in terms of the lowest asymptotic variance) regardless of model parameters. In particular, if for the true data distribution, \( E(Y|Z,C) = \gamma_0 + \gamma_1 Z + \gamma_2 C \) for some \( \gamma_0, \gamma_1, \gamma_2 \), then

\[
\text{var} \varphi_{fd} - \text{var} \varphi_{bd} \\
= \sum_{z,c} \text{var}(Y|z,c)p(c) \left( \sum_{\bar{a}} \frac{p(\bar{a}|c)(p(z|a^*) - p(z|a))^2}{p(z|\bar{a})} - \frac{p(z|a^*)}{p(a^*|c)} - \frac{p(z|a)}{p(a|c)} \right) \\
+ \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{\bar{a}} \frac{\gamma_2^2 \text{var}(C|\bar{a})p(\bar{a})}{p(z|\bar{a})} \\
+ \gamma_1^2 \text{var}(Z|a^*) \left( \frac{1}{p(a^*)} - \sum_{c} \frac{p(c)}{p(a^*|c)} \right) + \gamma_1^2 \text{var}(Z|a) \left( \frac{1}{p(a)} - \sum_{c} \frac{p(c)}{p(a|c)} \right).
\]

If

\[
\frac{1}{p(a^*)} \geq \sum_{c} \frac{p(c)}{p(a^*|c)}, \quad \frac{1}{p(a)} \geq \sum_{c} \frac{p(c)}{p(a|c)} \quad \text{and} \\
(p(z|a^*) - p(z|a))^2 \sum_{\bar{a}} \frac{p(\bar{a}|c)}{p(z|\bar{a})} - \frac{p(z|a^*)}{p(a^*|c)} - \frac{p(z|a)}{p(a|c)} \geq 0 \quad \text{for any } z \in Z, c \in C,
\]

then \( \text{var} \varphi_{fd} \geq \text{var} \varphi_{bd} \).

See Appendix H for a proof. Note that the first inequality ensures \( \text{var} \varphi_{fd} \geq \text{var} \varphi_{td} \) according to Proposition 3, while the second inequality is the same as that in Proposition 1 which ensured \( \text{var} \varphi_{td} \geq \text{var} \varphi_{bd} \).

When both the FD and the BD assumptions are satisfied, there is no unmeasured confounding of the \( A-Y \) relationship and the two-door door assumption is also fulfilled. These restrictions could be used to further improve the efficiency of ACE estimation.

**Proposition 6** Suppose that Assumptions BD, FD, and TD are fulfilled and \( Z(a) \perp \! \! \! \perp C|A \). The efficient influence function for \( \theta \) is

\[
\varphi_{bd,fd,td} = \frac{(Y - E(Y|Z,C))(p(Z|a^*) - p(Z|a))}{\sum_a p(A|C)p(Z|a)} \\
+ \sum_c \left( E(Y|Z,c) - \sum_z E(Y|z,c)p(z|A) \right) \frac{(I(A = a^*) - I(A = a))p(c)}{\sum_c p(c)p(A|c)} \\
+ \sum_z E(Y|z,C)(p(z|a^*) - p(z|a)) - \theta.
\]

See the corresponding expression for \( \text{var} \varphi_{bd,fd,td} \) in Appendix B. The proof of Proposition 6 is similar to the proof of Proposition 2 and is provided in Appendix I. Since the independencies in the observed data distribution here are the same as for the Bayesian network compatible with a DAG defined by the paths \( C \rightarrow A \rightarrow Z \rightarrow Y, C \rightarrow Y \), the influence function \( \varphi_{bd,fd,td} \) is the same as the efficient influence function in Theorem 14 from Rotnitzky and Smucler (2020) for the distribution compatible with such a DAG.
4. Semiparametric Estimation via Estimating Equation Estimators

Influence functions can be used to semiparametrically estimate $\theta$ via, e.g., one-step, targeted learning and estimating equation estimators (see, e.g., Hines et al., 2022). Here, we consider the semiparametric estimator $\hat{\theta}$ as a solution of the estimating equation

$$\frac{1}{n} \sum_{i=1}^{n} \varphi(X_i, \hat{\eta}, \hat{\theta}) = 0,$$

where $\hat{\eta}$ is an estimator of unknown nuisance parameters, for example, $\hat{p}(C)$, $\hat{p}(A|C)$, $\hat{p}(Z|A,C)$, or $\hat{E}(Y|A,Z,C)$.

Influence functions described above are all of the form $\varphi(X, \eta, \theta) = m(X, \eta) - \theta$, i.e., a difference between a function of the data and the nuisance parameters $m(X, \eta)$ (different for different influence functions) and $\theta$. Therefore, the solutions of the estimating equations take the form

$$\hat{\theta} = \frac{1}{n} \sum_{i=1}^{n} m(X_i, \hat{\eta}).$$

Properties of these estimators depend on the properties of nuisance parameter estimators $\hat{\eta}$. Below we discuss conditions for consistency, asymptotic normality and efficiency of such plug-in estimators of $\theta$.

It is widely known that the estimators based on $\varphi_{bd}$ are doubly robust, that is, a solution $\hat{\theta}_{bd}$ of the estimating equation $\frac{1}{n} \sum_{i=1}^{n} \varphi_{bd,i}(X_i, \hat{\eta}, \hat{\theta}_{bd}) = 0$ is a consistent estimator of $\theta$ if at least one of the estimators of $E(Y|A,C)$ or $p(A|C)$ is consistent (see, e.g., Kennedy, 2016).

From Theorem 2 in Fulcher et al. (2020), we have that a solution $\hat{\theta}_{id}$ of the equation $\frac{1}{n} \sum_{i=1}^{n} \varphi_{id,i}(X_i, \hat{\eta}, \hat{\theta}_{id}) = 0$ is consistent if $p(Z|A,C)$ or $E(Y|A,Z,C)$ and $p(A|C)$ are correctly specified. These results are also in line with the consistency conditions of Theorem 9 in Bhattacharya et al. (2022) for a nonparametric saturated model under the TD assumption. Additionally, from Fulcher et al. (2020), solutions $\hat{\theta}_{fd}$ of the estimating equation $\frac{1}{n} \sum_{i=1}^{n} \varphi_{fd,i}(X_i, \hat{\eta}, \hat{\theta}_{fd}) = 0$ are consistent if $p(Z|A)$ or $E(Y|A,Z)$ and $p(A)$ are correctly specified.

Theorem 7 below provides conditions for the efficiency of $\hat{\theta}_{fd}$ and $\hat{\theta}_{id}$. We need the following assumption.

**Assumption 2**

(i) $||m(X_i, \hat{\eta}) - m(X_i, \eta_0)||^2 = o_p(1)$, where $\eta_0$ is the true value of $\eta$.

(ii) $\hat{\eta}$ is constructed using sample splitting or $m(X, \hat{\eta})$ belongs to a Donsker class (for more details on this assumption see, e.g., Kennedy, 2016).

**Theorem 7** Under Assumption **TD**, Assumption 2 and Assumption A4 given in Appendix J.3, a solution $\hat{\theta}_{id}$ of the equation $\frac{1}{n} \sum_{i=1}^{n} \varphi_{id,i}(X_i, \hat{\eta}, \hat{\theta}_{id}) = 0$ is a regular asymptotically linear estimator of $\theta = EY(A^*) - EY(a)$ with influence function $\varphi_{id}$ and reaches the efficiency bound when

(i) $||\hat{E}(Y|A,Z,C) - E(Y|A,Z,C)|| \cdot ||\hat{p}(Z|A,C) - p(Z|A,C)|| = o_p(n^{-1/2}),$
Suppose that Assumptions BD and TD are fulfilled and $Y(a; z) \perp A | C$ for any $a \in A, z \in Z$. Suppose that for some $E(Y | Z, C)$, $\bar{p}(Z | A, C)$, and $p(A | C)$, $E(Y | Z, C) = o_p(\sqrt{n} \bar{p}(Z | A, C))$, $\bar{p}(Z | A, C) = o_p(\bar{p}(Z | A, C))$, and $p(A | C) = o_p(p(A | C))$. Under Assumption A6, a solution $\hat{\theta}_{bd,td}$ of the equation $\frac{1}{n} \sum_{i=1}^{n} \varphi_{bd,td}(x_i, \tilde{\eta}, \hat{\theta}_{bd,td}) = 0$ is consistent for $\theta = EY(a^*) - EY(a)$ if at least one of the following conditions holds

(i) $E(Y | Z, C) = E(Y | Z, C)$ and $\bar{p}(A | C) = p(A | C)$,
(ii) $E(Y | Z, C) = E(Y | Z, C)$ and $\bar{p}(Z | A, C) = p(Z | A, C)$,
(iii) $\bar{p}(Z | A, C) = p(Z | A, C)$ and $\bar{p}(A | C) = p(A | C)$.

Under Assumption 2 and Assumption A6 given in Appendix J.3, $\hat{\theta}_{bd,td}$ is a regular asymptotically linear estimator of $\theta$ with influence function $\varphi_{bd,td}$ and reaches the efficiency bound when additionally the following conditions hold

(iv) $||\hat{E}(Y | Z, C) - E(Y | Z, C)|| \cdot ||\hat{p}(A | C) - p(A | C)|| = o_p(n^{-1/2})$,
(v) $||\hat{E}(Y | Z, C) - E(Y | Z, C)|| \cdot ||\hat{p}(Z | A, C) - p(Z | A, C)|| = o_p(n^{-1/2})$,
(vi) $||\hat{p}(Z | \tilde{a}, C) - p(Z | \tilde{a}, C)|| \cdot ||\hat{p}(\tilde{a} | C) - p(\tilde{a} | C)|| = o_p(n^{-1/2})$, $\tilde{a} \in \{a^*, a\}$.

See Appendix J.5 for the proof. Conditions for the consistency and the efficiency of $\hat{\theta}_{fd,td}$ are provided in Theorem 9 below.
Theorem 9 Suppose that Assumptions FD and TD are fulfilled, and \( Z(\alpha) \perp C | A \) for all \( \alpha \in A \). Suppose that for some \( \hat{E}(Y|A,Z,C), \hat{p}(Z|A), \hat{p}(A|C), \) and \( \hat{p}(C), \) \( \hat{E}(Y|A,Z,C) = o_p(\hat{E}(Y|A,Z,C)), \hat{p}(Z|A) = o_p(\hat{p}(Z|A)), \hat{p}(A|C) = o_p(\hat{p}(A|C)), \hat{p}(C) = o_p(\hat{p}(C)) \). Under Assumption A3, a solution \( \hat{\theta}_{fd,td} \) of the equation \( \frac{1}{n} \sum_{i=1}^{n} \varphi_{fd,td}(X_i, \bar{\eta}, \hat{\theta}_{fd,td}) = 0 \) is consistent for \( \theta = EY(a^*) - EY(a) \) if at least one of the following conditions holds

(i) \( \hat{E}(Y|A,Z,C) = E(Y|A,Z,C), \hat{p}(A|C) = p(A|C), \) and \( \hat{p}(C) = p(C) \),

(ii) \( \hat{p}(Z|A) = p(Z|A) \).

Under Assumption 2 and Assumption A7 given in Appendix J.3, \( \hat{\theta}_{fd,td} / \theta_{fd,td} \) is a regular asymptotically linear estimator of \( \theta \) with influence function \( \varphi_{fd,td} / \varphi_{fd,td} \) and reaches the efficiency bound when additionally the following conditions hold

(iii) \( ||\hat{E}(Y|A,Z,C) - E(Y|A,Z,C)|| \cdot ||\hat{p}(Z|A) - p(Z|A)|| = o_p(n^{-1/2}), \)

(iv) \( ||\hat{p}(Z|A) - p(Z|A)|| \cdot ||\hat{p}(\bar{a}) - p(\bar{a})|| = o_p(n^{-1/2}), \bar{a} \in \{a^*, a\}, \)

(v) \( ||\hat{p}(Z|A) - p(Z|A)|| \cdot ||\hat{p}(C) - p(C)|| = o_p(n^{-1/2}), \bar{a} \in \{a^*, a\}, \)

(vi) \( ||\hat{p}(Z|A) - p(Z|A)|| \cdot ||\hat{p}(A|C) - p(A|C)|| = o_p(n^{-1/2}), \bar{a} \in \{a^*, a\}, \)

(vii) \( ||\hat{E}(Y|A,Z,C) - E(Y|A,Z,C)|| \cdot ||\hat{p}(Z|A) - p(Z|A)|| = o_p(n^{-1/2}), \bar{a} \in \{a^*, a\}. \)

The proof of Theorem 9 is similar to the proof of Theorem 8 and can be found in Appendix J.6. Finally, the following Theorem 10 provides conditions for the consistency and the efficiency of \( \hat{\theta}_{bd,fd,td} \).

Theorem 10 Suppose that Assumptions BD, FD are fulfilled and \( Y(\alpha; z) \perp A | C \), \( Z(\alpha) \perp C | A \) for any \( \alpha \in A, z \in Z \). Assume that for some \( \hat{E}(Y|Z,C), \hat{p}(Z|A), \hat{p}(A|C), \) and \( \hat{p}(C) \), \( \hat{E}(Y|Z,C) = o_p(\hat{E}(Y|Z,C)), \hat{p}(Z|A) = o_p(\hat{p}(Z|A)), \hat{p}(A|C) = o_p(\hat{p}(A|C)), \hat{p}(C) = o_p(\hat{p}(C)) \). Under Assumption A3, a solution \( \hat{\theta}_{bd,fd,td} \) of the equation \( \frac{1}{n} \sum_{i=1}^{n} \varphi_{bd,fd,td}(X_i, \bar{\eta}, \hat{\theta}_{bd,fd,td}) = 0 \) is consistent for \( \theta = EY(a^*) - EY(a) \) if at least one of the following conditions holds

(i) \( \hat{E}(Y|Z,C) = E(Y|Z,C), \hat{p}(A|C) = p(A|C), \) and \( \hat{p}(C) = p(C) \),

(ii) \( \hat{E}(Y|Z,C) = E(Y|Z,C), \) and \( \hat{p}(Z|A) = p(Z|A) \),

(iii) \( \hat{p}(Z|A) = p(Z|A) \) and \( \hat{p}(A|C) = p(A|C) \).

Under Assumption 2 and Assumption A8 given in Appendix J.3, \( \hat{\theta}_{bd,fd,td} / \theta_{bd,fd,td} \) is a regular asymptotically linear estimator of \( \theta \) with influence function \( \varphi_{bd,fd,td} / \varphi_{bd,fd,td} \) and reaches the efficiency bound when additionally the following conditions hold

(iv) \( ||\hat{E}(Y|Z,C) - E(Y|Z,C)|| \cdot ||\hat{p}(A|C) - p(A|C)|| = o_p(n^{-1/2}), \)

(v) \( ||\hat{E}(Y|Z,C) - E(Y|Z,C)|| \cdot ||\hat{p}(Z|A) - p(Z|A)|| = o_p(n^{-1/2}), \)

(vi) \( ||\hat{p}(Z|\bar{a}) - p(Z|\bar{a})|| \cdot ||\hat{p}(\bar{a}) - p(\bar{a})|| = o_p(n^{-1/2}), \bar{a} \in \{a^*, a\}, \)
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\[
(vii) \quad ||\hat{p}(Z|\tilde{a}) - p(Z|\tilde{a})|| \cdot ||\hat{p}(C) - p(C)|| = o_p(n^{-1/2}) \quad \forall \tilde{a} \in \{a^*, a\}.
\]

The proof of Theorem 10 is provided in Appendix J.7.

The efficiency assumptions of Theorems 8 - 10 (assumptions (iv) - (vii) in Theorem 8, (iii) - (vii) in Theorem 9, and (iv) - (vii) in Theorem 10) are \(o_p(n^{-1/2})\)-rate of convergence for a product of estimation errors of two nuisance models; so called product rate conditions; see, e.g., Chernozhukov et al. (2017); Farrell (2015); Moosavi et al. (2023). This allows flexibility in the estimation. For example, if one of the models in the product is estimated using the correct parametric model, the other estimator needs only be consistent. The required convergence rates can also be achieved when both errors in the products are \(o_p(n^{-1/4})\).

5. Simulation Studies

This section presents two simulation studies. The first simulation study compares the asymptotic behaviors of semiparametric plug-in estimators introduced in Section 4. The considered ACE estimators are consistent and reach the respective efficiency bounds because they are based on \(\sqrt{n}\)-consistent estimators of the nuisance parameters. Therefore, we draw attention to the comparison of estimators’ empirical variances. In the second simulation study, we investigate the robustness of the estimators under model misspecification. In both studies, we consider binary pre-treatment covariate \(C\) and treatment \(A\). According to assumptions FD2 and TD2, the potential mediator is assumed to be independent of \(A\) or \(C\), that is, \(Z(a)|A,C \sim N(\beta a, 1), a \in A\). To ensure that the remaining of FD and TD assumptions hold, we consider \(Y(a, z) = Y(z)\) for any \(a \in A\) and independent of \(A\) or \(Z(a), Y(a^*, z)|Z(a), A,C \sim N(\gamma_1 z + \gamma_2 C, 1)\) for any \(a, a^* \in A\). We also consider \(Y(a)|Z(a), A,C \sim N(\gamma_1 Z(a) + \gamma_2 C, 1)\) in order for Assumption BD to hold.

The observed data is generated according to consistency assumptions as follows:

\[
\begin{align*}
C & \sim \text{Bernoulli}(0.5), \\
A|C & \sim \text{Bernoulli}(\text{expit}(C)), \\
Z|A,C & \sim N(\beta A, 1), \\
Y|Z,A,C & \sim N(\gamma_1 Z + \gamma_2 C, 1).
\end{align*}
\]

All computations were performed in R (R Core Team, 2020); the code is available at https://github.com/tetianagorbach/semiparametric_inference_ACE_BD_FD_TD_efficiency_robustness.

5.1 Simulation Study 1

Here, we vary the effect of the mediator \(Z\) and covariate \(C\) on the outcome by considering eight data generating mechanisms corresponding to all combinations of \(\beta, \gamma_1, \gamma_2 \in \{0.5, 1.5\}\).

To show that the (scaled) empirical variance of the considered ACE estimators tends to the respective bounds with increasing sample size, we calculate the bounds using the true conditional distributions. The variance bounds under the BD and the FD assumptions were calculated using Equations (1) and (9), respectively. To calculate the variance bound under the TD assumption, we used the simplified expression from Equation (3).

For the data generating mechanism considered, \(E(Y|A, Z, C) = E(Y|Z, C)\) are linear functions of the variables in the corresponding conditioning set. Appendix K.1 shows that
Figure 2: Scaled empirical variance of semiparametric estimators based on influence functions in simulation study 1. Horizontal dashed lines represent the lowest variance of regular and asymptotically linear estimators. Panel A represents estimators under Assumption $\text{BD; TD; BD and TD; and BD; FD and TD}$. Panel B represents estimators based on Assumption $\text{FD; TD; FD and TD; and BD; FD, TD}$. Shaded areas represent 95\% confidence intervals for the estimated scaled variance, based on the normal approximation. Note the difference in scales between the panels, and that estimators based on Assumption $\text{TD}$ and Assumptions $\text{BD, FD, TD}$ are presented in both panels A and B.

$E(Y|A,Z)$ can also be represented as a linear function of $A$ and $Z$ for the considered distribution. Therefore, the parameters of all outcome models, $E(Y|A,Z,C)$, $E(Y|Z,C)$, and $E(Y|A,Z)$, were estimated using ordinary least squares. Parameter $\beta$ in the mediator model was also estimated using ordinary least squares. The density of a normal distribution was used in the estimation of $p(Z|A)$. Further, $p(A|C)$ was estimated using iteratively reweighted least squares method in the corresponding logistic regression, and $p(A=1)$ and $p(C=1)$ were consistently estimated using the proportion of $A=1$ and $C=1$, respectively. For the considered distribution, $\text{var}(Y|a,z,c) = \text{var}(Y|z,c) = \text{var}(Z|a) = 1$, see also Appendix K for the expressions for $\text{var}(Y|a,z)$ and $\text{var}(C|a)$.

Since all estimators of nuisance parameters are $\sqrt{n}$-consistent, asymptotic variances of the average treatment estimators are equal to the corresponding variance bounds (see
Section 4). Furthermore, \( \varphi_{td} \) from Equation (2) can be simplified because \( Y \perp A|Z, C \) and \( Z \perp C|A \) in the considered distribution. The following expression was used to construct plug-in estimators of the ACE under Assumption TD.

\[
\varphi_{td} = \left( Y - E(Y|Z,C) \right) \frac{p(Z|a^* - p(Z|a))}{p(Z|A)} + \left( E(Y|Z,C) - \sum_{z} E(Y|z,C)p(z|A) \right) \times
\]
\[
\frac{I(A = a^*) - I(A = a)}{p(A|C)} + \sum_{z} E(Y|z,C)(p(z|a^*) - p(z|a)) - \theta.
\]

Even though using additional restrictions might improve the estimation of nuisance parameters, an estimator based on this simplified influence function has the same influence function as the estimator based on \( \varphi_{td} \) without the simplifications.

We consider samples of sizes \( n = 50, 100, 500, 1000, 5000, 10000, 20000, 30000, 40000, 50000 \). For each sample size, \( K = 1000 \) replicates were simulated. Figure 2 provides the lowest asymptotic variances for each set of assumptions considered, and empirical variances scaled by \( n \): \( ns^2_{K-1} = n/(K-1) \sum_{k=1}^{K} (\hat{\theta}_k - \bar{\hat{\theta}})^2 \), where \( \hat{\theta}_k \) is an estimate from replication \( k \), and \( \bar{\hat{\theta}} = \sum_{k=1}^{K} \hat{\theta}_k/K \). Tables A1 and A2 in Appendix L provide a summary of performance of the semiparametric estimators considered together with a naive estimator, \( \hat{\theta}_{\text{naive}} = \sum_{i=1}^{n} A_i Y_i - \frac{1}{n-\sum_{i=1}^{n} A_i} \sum_{i=1}^{n} (1 - A_i)Y_i \).

As expected theoretically, the estimated bias of the naive estimator is much bigger than the bias of any of the semiparametric estimators considered (see Table A1). Figure 2 and Table A2 illustrate that the scaled empirical variances are asymptotically close to the respective bounds (the bounds are within 95% confidence intervals for the variance of the estimators). For the distribution in the simulation study, \( \text{var} \varphi_{bd} \) and \( \text{var} \varphi_{td} \) do not depend on the strength of the \( C-Y \) relationship (Appendix K). Correspondingly, Figure 2 shows that the scaled empirical variances of \( \hat{\theta}_{bd} \) and \( \hat{\theta}_{td} \) vary around the same bound irrespective of \( \gamma_2 \) (panel A). On the other hand, \( \varphi_{fd} \) depends on all nuisance parameters, including \( \gamma_2 \). Note that the empirical variances of all estimators increase with a stronger \( Z-Y \) relationship (increasing \( \gamma_1 \), see Table A2).

Panel A in Figure 2 shows that, for a weaker \( A-Z \) relationship (\( \beta = 0.5 \)), the empirical variance of \( \hat{\theta}_{td} \) is lower than the empirical variance of \( \hat{\theta}_{bd} \). This is expected from the theoretical comparison of \( \text{var} \varphi_{td} \) and \( \text{var} \varphi_{bd} \) for the data generating mechanism in this simulation study (see Appendix K.3) and from the example in Appendix D. The estimator based on the BD assumption is more efficient than the two-door estimator for \( \beta = 1.5 \). Consistent with the findings in Sections 3.2 and 3.3, the variance of the front-door estimators exceeds the variance of the two-door and the back-door estimators for bigger values of \( \beta \) and \( \gamma_2 \).

Figure 2 and Table A2 confirm that the variance of the estimators constructed under a pair of assumptions (for example, the front-door and the two-door) tends to be lower than the variance of estimators constructed under only one set of assumptions of the pair (the front-door only or the two-door only). The efficient influence function \( \varphi_{bd,fd,td} \) provides the most efficient estimators.

In Appendix M, we provide the comparison between the estimators’ scaled empirical variances for a distribution with a more complicated covariate structure.
Figure 3: Boxplots of differences between estimates and the average causal effect over Monte Carlo iterations by model misspecification setting and estimation method in simulation study 2.

5.2 Simulation Study 2

These experiments aim to study the robustness of semiparametric estimators when some models are misspecified. According to Section 4, the estimators are still consistent even if some models are misspecified. The estimators’ asymptotic variances, however, might differ from the respective bounds.

We consider the data generating mechanism from simulation study 1 with parameters \( \beta = \gamma_1 = \gamma_2 = 1.5 \). Parameter values were selected so that the variance of \( \hat{\theta}_{bd} \) was similar to the variance of other estimators. This is in contrast, for example, with the case where \( \beta = \gamma_1 = 0.5 \) and \( \text{var} \varphi_{bd} \) is approximately four times larger than the other variances; see Table A2. We chose \( \beta = \gamma_1 = \gamma_2 = 1.5 \) for symmetry in the coefficients. We ran Monte Carlo simulations with \( K = 1000 \) iterations and sample size \( n = 50000 \) for the following four settings:

1. Only \( p(Z|A) \) is misspecified (\( A \) is omitted from the regression of \( Z \) on \( A \)). In this setting all estimators are expected to be consistent according to Section 4.

2. All models are misspecified, except \( p(Z|A) \). We use true \( p(A = 1) \approx 0.62 \) but \( \hat{p}(A = 1) = \frac{1}{4} \); \( p(C = 1) = \frac{1}{2} \), while \( \hat{p}(C = 1) = \frac{1}{4} \); \( C \) is omitted from the linear regression of
Y on A, C and from the logistic regression of A on C; Z is omitted from the linear regressions of Y on A, Z and Y on Z, C. According to Section 4, \( \hat{\theta}_{fd}, \hat{\theta}_{fd,td}, \) and \( \hat{\theta}_{td} \) are consistent in this setting, while other estimators are inconsistent.

3. \( p(C) \) and \( p(Z|A) \) are misspecified. We use biased \( \hat{p}(C = 1) = \frac{1}{4} \). To misspecify \( p(Z|A) \), A is omitted from the regression of Z on A. This situation illustrates the case where both \( \hat{\theta}_{fd} \) and \( \hat{\theta}_{td} \) are consistent, but \( \hat{\theta}_{fd,td} \) is not.

4. \( p(A|C) \) and \( E(Y|Z,C) \) are misspecified. C is omitted from the logistic regression of A on C and Z is omitted from the linear regressions of Y on Z, C. Here, both \( \hat{\theta}_{bd} \) and \( \hat{\theta}_{td} \) are consistent, but \( \hat{\theta}_{bd,td} \) is not.

Figure 3 provides boxplots of \( \hat{\theta} - \theta \) to illustrate the robustness properties outlined in Section 4. Estimated biases, empirical standard errors, variances, and mean squared errors are provided in Table A3. Figure 3 confirms the theoretical results from Section 4. When only \( p(Z|A) \) is misspecified, all estimators have low bias. When only \( p(Z|A) \) is correctly specified, \( \hat{\theta}_{bd}, \hat{\theta}_{bd,td}, \hat{\theta}_{bd,fd,td} \) are clearly biased. The bias of \( \hat{\theta}_{bd} \) is much bigger than the bias of the other estimators. When \( p(C) \) and \( p(Z|A) \) are misspecified, \( \hat{\theta}_{fd,td}, \hat{\theta}_{bd,fd,td} \) are biased, while \( \hat{\theta}_{fd} \) and \( \hat{\theta}_{td} \) have low bias. As expected, when \( p(A|C) \) and \( E(Y|Z,C) \) are incorrectly specified, \( \hat{\theta}_{bd} \) and \( \hat{\theta}_{td} \) are unbiased, but \( \hat{\theta}_{bd,td} \) and \( \hat{\theta}_{bd,fd,td} \) are biased. The asymptotic variance of \( \hat{\theta}_{bd} \) is much lower than the asymptotic variance of \( \hat{\theta}_{td} \). Table A3 also shows that the most efficient estimators, for example, \( \hat{\theta}_{bd,fd,td} \) under misspecification 4, do not always have the lowest mean squared error due to their high bias compared to the bias of other estimators.

6. Discussion

We have studied semiparametric inference about the average causal effect from observational data using identification models based on the back-, front- and two-door assumptions. In practice, several identification models may be plausible simultaneously. We have, therefore, derived the semiparametric efficiency bounds that hold under each of the different models separately, but also when several or all the models hold simultaneously (Appendix B). We have, for example, shown that none of the three identifying assumptions above, when considered separately, yields the lowest asymptotic efficiency bound, regardless of the observed data distribution (Propositions 1, 3, 5). Simulation results in Section 5.1 confirmed these theoretical results and demonstrated that the strength of the dependences between the observed variables determines which of the three identifying assumptions considered corresponds to the estimator with the lowest variance. Kuroki and Cai (2004) came to similar conclusions in their comparison of the back- and front-door criteria in a parametric Gaussian causal model. In contrast to Kuroki and Cai (2004) and our semiparametric results, Gupta et al. (2020) and Hayashi and Kuroki (2014) reported that using mediators and pre-treatment confounders (rather than estimators based on confounders, or mediators alone) improved the estimation accuracy in some specific parametric models.

The choice of an identification model is difficult because it must rely on assumptions that cannot be tested empirically unless further information is available (see, for example, de Luna and Johansson, 2006, 2014). Another major challenge is the choice of an estimator
Table 1: Summary of the robustness properties from Section 4. For a specific identifying assumption in the first column, the estimation equation estimator of the ACE constructed using the corresponding efficient influence function is consistent if the nuisance models marked with “x” within at least one row are consistently estimated. Note that \( E(Y|Z,C) = E(Y|A,Z,C) \) under BD TD and BD FD TD assumptions when \( Y(a,z) \perp \perp A|C \). We also assume that \( Z(a) \perp \perp C|A \) under FD TD and BD FD TD assumptions. Note also that some conditions in Theorems 7–10 include only \( a \) and \( a^* \). To save space, \( a \) and \( a^* \) are represented by \( A \) in the table.

| Assumption/Model | \( p(C) \) | \( p(A|C) \) | \( p(A) \) | \( p(Z|A) \) | \( p(Z|A,C) \) | \( E(Y|A,C) \) | \( E(Y|A,Z) \) | \( E(Y|Z,C) \) | \( E(Y|A,Z,C) \) |
|------------------|-----------|-----------|-----------|-----------|--------------|----------------|----------------|----------------|----------------|
| BD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| FD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| TD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| BD TD            | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| FD TD            | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| BD FD TD         | x         | x         | x         | x         | x            | x              | x              | x              | x              |

Table 2: Summary of the efficiency properties of Section 4. Each row represents a product rate condition for the models marked with “x”: the product of estimation errors in the marked nuisance models is \( o_p(1/\sqrt{n}) \). For a specific identifying assumption, the corresponding estimator of the ACE among \( \hat{\theta}_{bd} \), \( \theta_{fd} \), \( \theta_{bd,td} \), \( \theta_{fd,td} \), and \( \theta_{bd,fd,td} \) is efficient if the product rate conditions in all corresponding rows are fulfilled. Note also that some conditions in Theorems 7–10 include only \( a \) and \( a^* \). To save space, \( a \) and \( a^* \) are represented by \( A \) in the table.

| Assumption/Model | \( p(C) \) | \( p(A|C) \) | \( p(A) \) | \( p(Z|A) \) | \( p(Z|A,C) \) | \( E(Y|A,C) \) | \( E(Y|A,Z) \) | \( E(Y|Z,C) \) | \( E(Y|A,Z,C) \) |
|------------------|-----------|-----------|-----------|-----------|--------------|----------------|----------------|----------------|----------------|
| BD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| FD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| TD               | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| BD TD            | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| FD TD            | x         | x         | x         | x         | x            | x              | x              | x              | x              |
| BD FD TD         | x         | x         | x         | x         | x            | x              | x              | x              | x              |
Contrasting Identifying Assumptions

given an identification model. Consider the case where we are ready to assume that several, or even all three, identification models studied hold. If all of the nuisance models were known, the ACE estimator based on the corresponding efficient influence function would reach the semiparametric efficiency bound. However, in practice, the nuisance models are unknown and must be fitted. We show how the estimation of nuisance models affects the robustness and efficiency properties of the resulting ACE estimator (see Theorems 7–10, Tables 1–2, and simulations in Section 5.2). Even if some nuisance models are not estimated consistently, the ACE estimator may yet be consistent (see a summary of the conditions in Table 1), but there is no efficiency guarantee. Conditions that do yield an efficient estimation of the ACE are the \( \sqrt{n} \)-convergence rate of the product of the estimating errors of the nuisance models (Table 2). This justifies the use of flexible estimation of nuisance models, by machine learning algorithms; see Moosavi et al. (2023) for a review of post-machine learning valid causal inference.

The results of this paper may assist in the choice of an estimation strategy among the estimators using pre-treatment confounders, mediators, and both mediators and pre-treatment confounders simultaneously. The choice should recognize a bias-variance trade-off that depends on which nuisance models can be estimated consistently and at a high enough convergence rate.
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Appendix A. Semiparametric Efficiency Bounds

In this section, we briefly outline the theory that leads to the semiparametric efficiency bounds; see Newey (1990), Tsiatis (2006) for more rigorous descriptions.

The asymptotic variance of any regular semiparametric estimator of the parameter \( \theta \) under semiparametric model \( \mathcal{M} \) is no smaller than the supremum of the Cramer-Rao bounds for all regular parametric submodels of \( \mathcal{M} \) (Newey, 1990). This supremum is called the semiparametric efficiency bound.

To find the bound, the notion of pathwise differentiability of \( \theta \) is important. The parameter \( \theta(\alpha) \), where \( \alpha \) parameterizes parametric submodels, is called pathwise differentiable if there exists a function \( \varphi \) such that \( E\varphi^2 < \infty \) and for all regular parametric submodels

\[
\frac{\partial \theta}{\partial \alpha} \bigg|_{\alpha=\alpha_0} = E(\varphi S_\alpha),
\]

where \( \alpha_0 \) corresponds to the true distribution and \( S_\alpha \) denotes the score for a parametric submodel, evaluated at the truth. Let \( \Lambda \) denote the tangent space under model \( \mathcal{M} \), the mean square closure of all linear combinations of scores \( S_\alpha \) for smooth parametric submodels of \( \mathcal{M} \).
For a pathwise differentiable parameter $\theta$, the semiparametric efficiency bound is equal to the variance of the projection of $\varphi$ on the tangent space $\Lambda$ (Newey, 1990). The projection, $\varphi_{eff}$, is called the efficient influence function for $\theta$. The asymptotic variance of any regular semiparametric estimator of $\theta$ under considered semiparametric model $M$ is no smaller than the variance of the efficient influence function, $\text{var}(\varphi_{eff})$.

Influence functions for a parameter may be used to construct asymptotically linear estimator as a solution $\hat{\theta}$ of the estimating equation $\sum_{i=1}^{n} \varphi_i(C_i, A_i, Z_i, Y_i, \eta, \theta) = 0$, where $\eta$ represent nuisance parameters. If Equation (8) holds, $\hat{\theta}$ has the influence function $\varphi$, the asymptotic variance $\text{var}(\varphi)$ and is regular (see Theorem 2.2 in Newey, 1990). Correspondingly, the asymptotically linear estimators with influence function $\varphi_{eff}$ have the asymptotic variance $\text{var}(\varphi_{eff})$ and achieve the semiparametric efficiency bound under the model $M$.

**Appendix B. Expressions for the Semiparametric Efficiency Bounds**

Appendix B.1 shows that

$$\text{var}\varphi_{fd} = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{a} \frac{p(\bar{a})}{p(z|\bar{a})} \text{var}(Y|\bar{a}, z)$$

$$+ \sum_{z} \left( \sum_{a} E(Y|\bar{a}, z)p(\bar{a}) \right) \left( \frac{p(z|a^*)}{p(a^*)} + \frac{p(z|a)}{p(a)} \right) \left( \sum_{a,z} p(z|a)E(Y|\bar{a}, z)p(\bar{a}) \right)^2$$

$$- \frac{p(a^*)}{p(a)} \left( \sum_{a} \frac{p(\bar{a})}{p(\bar{a}|a)} \left( \sum_{z} E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right) \right) - \theta^2. \tag{9}$$

Appendix B.2 derives

$$\text{var}\varphi_{td} = \sum_{z,c} (p(z|a^*, c) - p(z|a, c))^2 \sum_{a} \frac{p(\bar{a}, c)}{p(z|\bar{a}, c)} \text{var}(Y|\bar{a}, z, c)$$

$$+ \sum_{z,c} \left( \sum_{a} E(Y|\bar{a}, z, c)p(\bar{a}|c) \right)^2 \left( \sum_{a} \frac{p(z|a, c)}{p(a|c)} \right)^2$$

$$- \sum_{c} \left( \sum_{z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \right)^2 \left( \sum_{a,z} E(Y|\bar{a}, z, c)p(\bar{a}|c) \right)^2$$

$$+ \sum_{a,c} \left( \sum_{z} E(Y|\bar{a}, z, c)(p(z|a^*, c) - p(z|a, c)) \right)^2 \frac{p(\bar{a}, c)}{p(a|c)} - \theta^2. \tag{10}$$

Similarly to Appendix B.2, one can show that

$$\text{var}\varphi_{bd.td} = \text{var}\varphi_{td}$$

$$+ \sum_{z,c} (p(z|a^*, c) - p(z|a, c))^2 p(c) \text{var}(Y|z, c) \left( \frac{1}{\sum_{a} p(z|\bar{a}, c)p(\bar{a}|c)} - \sum_{a} \frac{p(\bar{a}|c)}{p(z|\bar{a}, c)} \right).$$
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Appendix G derives

\[
\text{var} \varphi_{fd,td} = \sum_{z,c} (p(z|a^*) - p(z|a))^2 \sum_{\tilde{a},c} \frac{p(\tilde{a},c)}{p(z|\tilde{a})} \text{var}(Y|\tilde{a}, z, c) + \sum_{z} \frac{p(z|a^*)}{p(a^*)} \left( \sum_{\tilde{a},c} E(Y|\tilde{a}, z, c)p(\tilde{a}|c)p(c) \right)^2 - \frac{\left( \sum_{\tilde{a},z,c} E(Y|\tilde{a}, z, c)p(z|a^*)p(\tilde{a}|c)p(c) \right)^2}{p(a^*)}
\]

\[
\text{var} \varphi_{bd,fd,td} = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{c} \frac{p(c)\text{var}(Y|z, c)}{\sum_{a} p(a|c)p(z|a)} + \sum_{z} \frac{p(z|a^*)}{p(a^*)} \left( \sum_{c} p(c)E(Y|z, c) \right)^2 - \frac{\left( \sum_{z,c} E(Y|z, c)p(z|a^*)p(c) \right)^2}{p(a^*)}
\]

\[
\text{var} \varphi_{fd} = E \varphi_{fd}^2 = E\alpha^2 + E\beta^2 + E\gamma^2 + E\delta^2 + 2E(\alpha \beta) + 2E(\alpha \gamma) + 2E(\alpha \delta) + 2E(\beta \delta) + 2E(\gamma \delta),
\]

where

\[
\alpha = \frac{(Y - E(Y|A, Z)) p(Z|a^*) - p(Z|a)}{p(Z|A)}, \quad \beta = \frac{I(A = a^*)}{p(A)} \left( \sum_{\tilde{a}} E(Y|\tilde{a}, Z)p(\tilde{a}) - EY(a^*) \right),
\]

\[
\gamma = -\frac{I(A = a)}{p(A)} \left( \sum_{\tilde{a}} E(Y|\tilde{a}, Z)p(\tilde{a}) - EY(a) \right), \quad \delta = \sum_{z} E(Y|A, z)p(z|a^*) - \sum_{z} E(Y|A, z)p(z|a) - \theta.
\]

Let’s consider each term in \(\text{var} \varphi_{fd}\) separately. Note that the terms that include \(\gamma\) can be obtained from the respective terms with \(\beta\) by substituting \(a^*\) by \(a\).

\[
E\alpha^2 = E \left[ (Y^2 - 2YE(Y|A, Z) + E^2(Y|A, Z)) \frac{(p(Z|a^*) - p(Z|a))^2}{p^2(Z|A)} \right]
\]
\[
\begin{align*}
  & = \sum_{z}(p(z|a^*) - p(z|a))^2 \sum_{\bar{a}} \frac{p(\bar{a})}{p(z|\bar{a})} (E(Y^2|\bar{a}, z) - 2E^2(Y|\bar{a}, z) + E^2(Y|\bar{a}, z)) \\
  & = \sum_{z}(p(z|a^*) - p(z|a))^2 \sum_{\bar{a}} \frac{p(\bar{a})}{p(z|\bar{a})} \text{var}(Y|\bar{a}, z).
\end{align*}
\]

\[
E\beta^2 = \sum_{z} \left( \sum_{\bar{a}} E(Y|\bar{a}, z)p(\bar{a}) - E^2(Y|\bar{a}, z)p(\bar{a}) \right)^2 \frac{p(\bar{a})}{p(\bar{a})} - \frac{2EY(a^*) \sum_{z} p(z|a^*) \sum_{\bar{a}} E(Y|\bar{a}, z)p(\bar{a})}{p(a^*)^2} + \frac{E^2[Y(a^*)] \sum_{z} p(z|a^*)}{p(a^*)} = \sum_{z} \frac{p(z|a^*)}{\sum_{\bar{a}} E(Y|\bar{a}, z)p(\bar{a})} - \frac{E^2[Y(a^*)]}{p(a^*)}.
\]

The last equality follows from the front-door identification of \( EY(a^*) \).

\[
E\delta^2 = \sum_{\bar{a}} p(\bar{a}) \left( \sum_{z} E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) - \theta \right)^2
\]

\[
= \sum_{\bar{a}} p(\bar{a}) \left( \sum_{z} E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right)^2 - 2\theta \sum_{\bar{a}} p(\bar{a}) \left( \sum_{z} E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right)^2 + \theta^2
\]

\[
= \sum_{\bar{a}} p(\bar{a}) \left( \sum_{z} E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right)^2 - \theta^2.
\]

The last equality follows from the front-door identification of \( EY(a^*) \).

\[
E(\alpha\beta) = \sum_{\bar{a}} \sum_{z} \frac{p(a^*, \bar{z}, y)(y - E(Y|a^*, \bar{z})) p(\bar{z}|a^*) - p(\bar{z}|a)}{p(z|a^*)} \sum_{\bar{a}} E(Y|\bar{a}, \bar{z})p(\bar{a}) - EY(a^*) = 0
\]

since \( \sum_{y}(y - E(Y|a^*, \bar{z}))p(y|\bar{z}, a^*) = 0 \). Similarly,

\[
E\alpha\delta = \sum_{\bar{a}, \bar{z}} p(\bar{a})p(\bar{z}|\bar{a}) \sum_{y} (y - E(Y|\bar{a}, \bar{z})) p(y|\bar{z}, \bar{a}) \frac{p(\bar{z}|a^*) - p(\bar{z}|a)}{p(\bar{z}|\bar{a})} \times \left( \sum_{z} E(Y|\bar{a}, z)p(z|a^*) - \sum_{z} E(Y|\bar{a}, z)p(z|a) - \theta \right) = 0.
\]

\[
E\beta\delta = \sum_{\bar{a}} \sum_{z} p(a^*)p(\bar{z}|a^*) \sum_{\bar{a}} E(Y|\bar{a}, \bar{z})p(\bar{a}) - EY(a^*) = 0.
\]
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The expression for \( \text{var}\varphi_{fd} \) is obtained by plugging in all the terms in \( \varphi_{td} \) and is equal to

\[
\text{var}\varphi_{fd} = \sum_z (p(z|a^*) - p(z|a))^2 \sum_a p(\bar{a}) \text{var}(Y|\bar{a}, z)
\]

\[
+ \sum_z \left( \sum_{\bar{a}} E(Y|\bar{a}, z)p(\bar{a}) \right)^2 \left( \frac{p(z|a^*)}{p(a^*)} + \frac{p(z|a)}{p(a)} \right) - \sum \frac{p(z|a)E(Y|\bar{a}, z)p(\bar{a})^2}{p(a)}
\]

\[
+ \sum_{\bar{a}} p(\bar{a}) \left( \sum_z E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right) - \theta^2.
\]

**B.2 Semiparametric Efficiency Bound under Assumption TD**

Under Assumption TD, Theorem 1 in Fulcher et al. (2020) provides the efficient influence function for \( EY(a^*) \). The expression for \( \varphi_{td} \) in Equation (2) follows immediately due to the linearity of the differentiation operation. The semiparametric efficiency bound for \( \theta \) is equal to \( \text{var}\varphi_{td} \).

\[
\text{var}\varphi_{td} = E\alpha^2 + E\beta^2 + E\gamma^2 + E\delta^2 + 2E(\alpha\beta) + 2E(\alpha\gamma) + 2E(\alpha\delta) + 2E(\beta\delta) + 2E(\gamma\delta),
\]

where

\[
\alpha = (Y - E(Y|A, Z, C)) \frac{p(Z|a^*, C) - p(Z|a, C)}{p(Z|A, C)},
\]

\[
\beta = \frac{I(A = a^*)}{p(A|C)} \left( \sum_a \frac{E(Y|\bar{a}, Z, C)p(\bar{a}|C) - \sum_{\bar{a}, z} E(Y|\bar{a}, z, C)p(z|A, C)p(\bar{a}|C)}{E(\bar{a}|A, z, C)} \right),
\]

\[
\gamma = \frac{I(A = a)}{p(A|C)} \left( \sum_a \frac{E(Y|\bar{a}, Z, C)p(\bar{a}|C) - \sum_{\bar{a}, z} E(Y|\bar{a}, z, C)p(z|A, C)p(\bar{a}|C)}{E(\bar{a}|A, z, C)} \right),
\]

\[
\delta = \sum_z E(Y|A, z, C)(p(z|a^*, C) - p(z|a, C)) - \theta,
\]

and since \( E(\beta\gamma) = 0 \) \( \{\{A = a^*\} \cap \{A = a\} = \emptyset\} \). Let’s consider each term in \( \text{var}\varphi_{td} \). Note that the terms that include \( \gamma \) can be obtained from the respective terms with \( \beta \) by substituting \( a^* \) by \( a \).
\[
\begin{align*}
\sum_{\bar{a}, c} \left( \sum_{\bar{\alpha}} E(Y|\bar{a}, \bar{z}, c)p(\bar{a}|c) \right)^2 \frac{p(\bar{z}|a^*, c)p(c)}{p(a^*|c)} \\
- \frac{1}{2} \sum_{\bar{z}, c} \frac{\sum_{\bar{\alpha}} E(Y|\bar{a}', \bar{z}, c)p(\bar{a}'|c)}{p(a^*|c)} + \sum_{\bar{a}, z, c} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \frac{p(\bar{z}, a^*, c)}{p^2(a^*|c)} \\
+ \sum_{\bar{z}, c} \left( \sum_{\bar{a}} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \right)^2 \frac{p(c)}{p(a^*|c)} \\
- \sum_{\bar{z}, c} \left( \sum_{\bar{a}} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \right)^2 \frac{p(c)}{p(a^*|c)}.
\end{align*}
\]

\[
E\delta^2 = \sum_{\bar{a}, c} \left( \sum_{\bar{z}} E(Y|\bar{a}, \bar{z}, c)(p(z|a^*, c) - p(z|a, c)) - \theta \right)^2 \frac{p(\bar{a}, c)}{p(a^*|c)}
\]

\[
= \sum_{\bar{a}, c} \left( \sum\sum_{\bar{z}} E(Y|\bar{a}, \bar{z}, c)(p(z|a^*, c) - p(z|a, c)) \right)^2 \frac{p(\bar{a}, c)}{p(a^*|c)}
\]

\[
- 2\theta \sum_{\bar{a}, c} \left( \sum_{\bar{z}} E(Y|\bar{a}, \bar{z}, c)(p(z|a^*, c) - p(z|a, c)) \right) p(\bar{a}, c) + \theta^2
\]

\[
= \sum_{\bar{a}, c} \left( \sum_{\bar{z}} E(Y|\bar{a}, \bar{z}, c)(p(z|a^*, c) - p(z|a, c)) \right)^2 \frac{p(\bar{a}, c)}{p(a^*|c)} - \theta^2.
\]

Here, the last equality follows from the two-door adjustment.

\[
E(\alpha\beta) = \sum_{\bar{z}, c, y} \frac{(y - E(Y|a^*, \bar{z}, c))(p(\bar{z}|a^*, c) - p(\bar{z}|a, c))}{p(\bar{z}|a^*, c)}
\times \frac{\left( \sum_{\bar{a}} E(Y|\bar{a}, z, c)p(\bar{a}|c) - \sum_{\bar{a}, z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \right)}{p(y, \bar{z}, a^*, c)}
\]

\[
= \sum_{\bar{z}, c} \left( E(Y|a^*, \bar{z}, c) - E(Y|a^*, \bar{z}, c) \right)(p(\bar{z}|a^*, c) - p(\bar{z}|a, c))
\times \frac{\left( \sum_{\bar{a}} E(Y|\bar{a}, z, c)p(\bar{a}|c) - \sum_{\bar{a}, z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \right)}{p(c)} = 0
\]

since \( \sum_y (y - E(Y|a^*, \bar{z}, c))p(y|\bar{z}, a^*, c) = E(Y|a^*, \bar{z}, c) - E(Y|a^*, \bar{z}, c) = 0 \). Similarly to \( E(\alpha\beta) \),

\[
E(\alpha\delta) = \sum_{\bar{a}, \bar{z}, c, y} \frac{(y - E(Y|\bar{a}, \bar{z}, c))(p(\bar{z}|a^*, c) - p(\bar{z}|a, c))}{p(\bar{z}|\bar{a}, c)}
\times \frac{\left( \sum_{\bar{z}} E(Y|\bar{a}, z, c)(p(z|a^*, c) - p(z|a, c)) \right) - \theta}{p(\bar{z}|\bar{a}, c)} = 0.
\]
\[
E(\beta_\delta) = \sum_{z,c} \left( \frac{\sum_a E(Y|\bar{a}, \bar{z}, c)p(\bar{a}|c) - \sum_{\bar{a},z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c)}{p(a^*|c)} \times \left( \sum_z E(Y|a^*, z', c)(p(z'|a^*, c) - p(z'|a, c)) - \theta \right) p(\bar{z}|a^*, c)p(a^*|c)p(c) = 0 \]
\]
since \( \sum_{\bar{a},z} E(Y|\bar{a}, \bar{z}, c)p(\bar{z}|a^*, c)p(\bar{a}|c) - \sum_{\bar{a},z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c) \sum z p(\bar{z}|a^*, c) = 0 \). The semiparametric efficiency bound for \( \theta \) is equal to
\[
\text{var}(\varphi_{ld}) = \sum_{z,c} (p(z|a^*, c) - p(z|a, c))^2 \sum_a \frac{p(\bar{a}, c)}{p(\bar{a}|c)} \text{var}(Y|\bar{a}, z, c)
+ \sum_{z,c} \frac{p(z|a^*, c)}{p(a^*|c)} ( \sum_a E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c))^2 \frac{p(\bar{a}|c)}{p(a|c)}
+ \sum_c \left( ( \sum_{\bar{a},z} E(Y|\bar{a}, z, c)p(z|a^*, c)p(\bar{a}|c))^2 \sum_a E(Y|\bar{a}, z, c)p(z|a|c)p(\bar{a}|c) \right)^2 \frac{p(\bar{a}|c)}{p(a|c)}
+ \sum_{\bar{a},c} ( \sum_z E(Y|\bar{a}, z, c)(p(z|a^*, c) - p(z|a, c))^2 \frac{p(\bar{a}, c)}{p(a|c)} - \theta^2.
\]

**Appendix C. Proof of Proposition 1**

**Proof** Under the assumptions of Section 2.1, Assumptions BD, TD, \( Y(a, z) \perp \perp A|C \)

\[
Y \perp \perp A|Z, C, \tag{11}
\]
since
\[
p(Y = y|A = a, Z = z, C = c) \overset{\text{consistency}}{=} p(Y(a, z) = y|A = a, Z(a) = z, C = c) = Y^{(a,z)\perp\perp A|C} \overset{\text{TD3}}{=} p(Y(a, z) = y|A = a, C = c) \overset{\text{TD1}}{=} p(Y(a^*, z) = y|C = c) = Y^{(a^*, z)\perp\perp A|C} \overset{\text{TD3}}{=} p(Y(a^*, z) = y|A = a^*, Z = z, C = c) = p(Y = y|A = a^*, Z = z, C = c). \]

For a model compatible with a SWIG, Assumption BD implies \( Y(a, z) \perp \perp A|C \) as follows. Consider \( a = a' \) in Proposition 4 in Malinsky et al. (2019) \( a'' = \{a, z\}, Z = A \) and \( Z(a) = Z(a, z) = A \) following the definition of one-step-ahead potential outcomes in Malinsky et al. (2019). Similarly, let \( X = C \) and \( X(a) = X(a, z) = C \) since \( C \) are pre-treatment and, therefore, pre-mediator covariates. Proposition 4 then reads: if
\[
(Y(a), a' \perp \perp A|C)_{g_{(a)}},
\]
then
\[
(Y(a, z), a' \perp \perp A|C)_{g_{(a, z)}}.
\]
The implication \( Y(a) \perp \perp A|C \Rightarrow Y(a; z) \perp \perp A|C \) follows directly by considering marginal independency.
Similarly to A2.1 in Fulcher et al. (2020),

\[
E[Y(a^*)|C] = \sum_z E(Y(a^*)|Z(a^*) = z,C)p(Z(a^*) = z|C)
\]

\[
\text{TD}_2 = \sum_z E(Y(a^*,z)|Z(a^*) = z,C)p(Z(a^*) = z|A = a^*,C)
\]

\[
\text{TD}_1 = \sum_z E(Y(z)|Z(a^*) = z,C)p(Z = z|A = a^*,C)
\]

\[
\text{TD}_3 = \sum_z \left( \sum_a E(Y(z)|A = a,C)p(a|C) \right) p(Z = z|A = a^*,C)
\]

\[
\begin{align*}
\sum_a \left( \sum_z E(Y(z)|A = a,C)p(a|C) \right) p(Z = z|A = a^*,C)
\end{align*}
\]

From Equations (2), (11), (12),

\[
\varphi_{td} = \left( Y - E(Y|Z,C) \right) \frac{p(Z|a^*,C) - p(Z|a,C)}{p(Z|A,C)} \\
+ \left( E(Y|Z,C) - \sum_z E(Y|z,C)p(z|A,C) \right) \frac{I(A = a^*) - I(A = a)}{p(A|C)} \\
+ E(Y(a^*)|C) - E(Y(a)|C) - \theta
\]  

and

\[
\text{var} \varphi_{td} = \sum_{z,c} (p(z|a^*,c) - p(z|a,c))^2 p(c) \text{var}(Y|z,c) \sum_a \frac{p(\hat{a}|c)}{p(z|\hat{a},c)}
\]

\[
+ \sum_c \left( \sum_z E^2[Y|z,c]p(z|a^*,c) - E^2[Y(a^*)|c] \right) \frac{p(c)}{p(a^*|c)}
\]

\[
+ \sum_c \left( \sum_z E^2[Y|z,c]p(z|a,c) - E^2[Y(a)|c] \right) \frac{p(c)}{p(a|c)} + E \delta^2,
\]

where \( \delta = E[Y(a^*)|C] - E[Y(a)|C] - \theta \). The following equalities are obtained by addition and subtraction of some terms and regrouping.

\[
\text{var} \varphi_{td} = \sum_{z,c} (p(z|a^*,c) - p(z|a,c))^2 p(c) \text{var}(Y|z,c) \sum_a \frac{p(\hat{a}|c)}{p(z|\hat{a},c)}
\]
Contrasting Identifying Assumptions

\[ + \sum_{z,c} \frac{p(c)}{p(a^*|c)} \left( E^2[Y|z,c]p(z|a^*,c) - E(Y^2|z,c)p(z|a^*,c) \right) \]

\[ + \sum_{z,c} \frac{p(c)}{p(a^*|c)} E(Y^2|z,c)p(z|a^*,c) - E \left( \frac{E^2[Y(a^*,Z(a^*))|C]}{p(a^*|C)} \right) \]

\[ + \sum_{z,c} \frac{p(c)}{p(a|c)} \left( E^2[Y|z,c]p(z|a,c) - \sum_{z,c} E(Y^2|z,c)p(z|a,c) \right) + \]

\[ + \sum_{z,c} \frac{p(c)}{p(a|c)} E(Y^2|z,c)p(z|a,c) - E \left( \frac{E^2[Y(a,Z(a))|C]}{p(a|C)} \right) + E \delta^2 \]

\[ = \sum_{z,c} \frac{p(c) \text{var}(Y|z,c)}{p(a|c)} \left( (p(z|a^*,c) - p(z|a,c))^2 \sum_a \frac{p(\bar{a}|c)}{p(z|a,c)} - \frac{p(z|a^*,c)}{p(a|c)} - \frac{p(z|a,c)}{p(a|c)} \right) \]

\[ \text{var}_{\varphi_{td}} - \text{var}_{\varphi_{bd}} \]

\[ = \sum_{z,c} \frac{p(c) \text{var}(Y|z,c)}{p(a|c)} \left( (p(z|a^*,c) - p(z|a,c))^2 \sum_a \frac{p(\bar{a}|c)}{p(z|a,c)} - \frac{p(z|a^*,c)}{p(a|c)} - \frac{p(z|a,c)}{p(a|c)} \right) . \]

\[ \text{var}_{\varphi_{td}} - \text{var}_{\varphi_{bd}} \text{ is a summation over all } z \in Z \text{ and } c \in C. \text{ Each term is a product of a positive } p(c) \text{ var}(Y|z,c) \text{ and a term of an unknown sign. The proof is completed by noting that if the term of an unknown sign is positive for all } z \in Z \text{ and } c \in C, \text{ var}_{\varphi_{td}} - \text{var}_{\varphi_{bd}} \text{ is also positive. If the term of an unknown sign is negative for all } z \in Z \text{ and } c \in C, \text{ var}_{\varphi_{td}} - \text{var}_{\varphi_{bd}} \text{ is also negative.} \]

**Appendix D. Example**

Here we provide an example of the sufficient condition for the two-door bound being lower than the back-door bound when all observed variables are binary.

When the treatment is binary, the expression in the sufficient condition from Proposition 1 can be simplified as follows.

\[ (p(z|a^*,c) - p(z|a,c))^2 \sum_a \frac{p(\bar{a}|c)}{p(z|\bar{a},c)} - \frac{p(z|a^*,c)}{p(a^*|c)} - \frac{p(z|a,c)}{p(a|c)} \]

\[ = (p(z|a^*,c) - p(z|a,c))^2 \left[ \frac{p(a^*|c)}{p(z|a^*,c)} + \frac{p(a|c)}{p(z|a,c)} \right] - \left[ \frac{p(z|a^*)}{p(a^*|c)} + \frac{p(z|a,c)}{p(a|c)} \right] \]

\[ = \left( \frac{p(a|c)p(z|a^*,c) + p(a^*|c)p(z|a,c)}{p(z|a^*,c)p(z|a,c)} \right) \left( \frac{(p(z|a^*,c) - p(z|a,c))^2}{p(z|a^*,c)p(z|a,c)} - \frac{1}{p(a|c)p(a^*|c)} \right) . \]

The first term in the product is always positive under the positivity assumption of Section 2.1. The sufficient conditions correspond to the second term being nonpositive or nonnegative for all \( z \in Z \) and \( c \in C \). The inequalities are solved as quadratic inequalities for \( \frac{p(z|a^*,c)}{p(z|a,c)} \), and noting that \( p(a|c) = 1 - p(a^*|c) \) for binary treatment.
Consider pre-treatment covariate $C$ with no restrictions on its distribution and $A | C \sim \text{Bern} (\expit (\alpha C))$, where $\expit (x) = \exp (x) / \{1 + \exp (x)\}$. Let $\alpha^* = 1$, $a = 0$. The mediators $Z(a) \sim \text{Bern} (\expit (\beta a))$, and the potential outcomes depend only on $Z$ and $C$. Such distribution satisfies Assumptions BD and TD.

Consider $\frac{p(z | a^*, c) p(z | a, c)}{p(z | a^*, c) p(z | a^*, c)} = \frac{1}{p(z | a^*, c) p(z | a^*, c)} > 0$ for all $z \in Z$ and $c \in C$ as the sufficient condition for $\varphi_{td} > \varphi_{bd}$. The condition corresponds to a system of inequalities:

\[
\begin{align*}
&Z = 1, C = 1 : \frac{(\expit(\beta) - 0.5)^2}{\expit(\beta) - 0.5^2} - \frac{1}{\expit(\alpha)(1 - \expit(\alpha))} > 0, \\
&Z = 1, C = 0 : \frac{(\expit(\beta) - 0.5)^2}{\expit(\beta) - 0.5^2} - \frac{1}{0.5} > 0, \\
&Z = 0, C = 0 : \frac{(\expit(\beta) - 0.5)^2}{\expit(\beta) - 0.5^2} - \frac{1}{0.5^2} > 0, \\
&Z = 0, C = 1 : \frac{(\expit(\beta) - 0.5)^2}{\expit(\beta) - 0.5^2} - \frac{1}{\expit(\alpha)(1 - \expit(\alpha))} > 0.
\end{align*}
\]

This system has no solution since there is no joint solution for the second and third inequalities. This means that we can only state sufficient conditions for $\varphi_{td} \leq \varphi_{bd}$ by solving the following system of equations:

\[
\begin{align*}
&\frac{(\expit(\beta) - 0.5)^2}{\expit(\beta) - 0.5^2} - \frac{1}{\expit(\alpha)(1 - \expit(\alpha))} \leq 0, \\
&\frac{0.5 \expit(\beta)}{\expit(\beta) - 0.5^2} - \frac{1}{0.5} \leq 0, \\
&\frac{0.5 (1 - \expit(\beta))}{\expit(\beta) - 0.5^2} - \frac{1}{0.5^2} \leq 0, \\
&\frac{0.5 (1 - \expit(\beta))}{\expit(\alpha)(1 - \expit(\alpha))} \leq 0.
\end{align*}
\]

The solution is $\expit(\beta) \in \left[\frac{3 - 2\sqrt{2}}{2}, \frac{2\sqrt{2} - 1}{2}\right]$. For illustration, Figure 4 shows $\varphi_{td} - \varphi_{bd}$ when $C \sim \text{Bern} (\expit (\beta_0))$ and $Y(a) | Z, C \sim \text{Bern} (\expit (\gamma_1 Z + \gamma_2 C))$ for all the combinations of considered values of the parameters $\beta_0 = 0.1, 0.3, 0.6, 0.9; \alpha, \gamma_1, \gamma_2 \in \{-4, -3, \ldots, 3, 4\}; \beta \in \{-4, -3.8, \ldots, 3.8, 4\}$. A finer grid is chosen for $\beta$ since $\beta$ is a parameter in $Z(1)$ distribution.

Figure 4 confirms that if $p(Z(1) = 1) = \expit(\beta) \in \left[(3 - 2\sqrt{2})/2, (2\sqrt{2} - 1)/2\right]$, $\varphi_{td}$ is at least as low as $\varphi_{bd}$. 

---

Figure 4: Difference between $\varphi_{td}$ and $\varphi_{bd}$ in the example in Appendix D.
Appendix E. Proof of Proposition 2

Proof The efficient influence function is a projection of an arbitrary influence function onto the tangent space for the model (see Equation 3.34 in Theorem 3.5 in Tsiatis 2006). As an influence function, we use $\varphi_{td}$ that under Assumptions TD and BD, may be simplified according to Equation (13).

To find the projection, we first note that under the Assumptions of the Proposition, $Y \perp A|Z,C$ (see Appendix C), and the density of the observed data is $p(c,a,z,y) = p(c)p(a|c)p(z|a,c)p(y|z,c)$. From Theorem 4.5 in Tsiatis (2006), the projection of any influence function $h$ on the tangent space is

$$
\alpha(C) = E(h|C) - Eh,
\alpha(A,C) = E(h|A,C) - E(h|C),
\alpha(Z,A,C) = E(h|Z,A,C) - E(h|A,C),
\alpha(Y,Z,C) = E(h|Y,Z,C) - E(h|Z,C).
$$

The projection of $\varphi_{td}$ onto the tangent space is then $\varphi_{td,t} = E(\varphi_{td}|Y,Z,C) - E(\varphi_{td}|Z,C) + E(\varphi_{td}|Z,A,C)$.

Appendix F. Proof of Proposition 3

Proof Under Assumptions FD, TD, and $Z(a) \perp C|A$, $p(y|a,z)$ can be represented as

$$
p(y|a,z) = \sum_c p(c)p(a|c)p(y|a,z,c) \frac{p(a)}{p(c)}.
$$

Consider the expression for $var \varphi_{fd}$ in Equation (9). If $E(Y|A,Z,C) = \gamma_0 + \gamma_1 Z + \gamma_2 C + \gamma_3 A$,

$$
p(\bar{a}) var(Y|\bar{a}, z) = p(\bar{a}) \sum_y y^2 p(y|\bar{a}, z) - p(\bar{a}) \left( \sum_y y p(y|\bar{a}, z) \right)^2.
$$

Plugging in $p(y|a,z)$ and $E(Y|A,Z,C)$ provides

$$
p(\bar{a}) var(Y|\bar{a}, z) = \sum_c p(\bar{a}, c) E(Y^2|\bar{a}, z, c) - \left( \sum_c p(\bar{a}, c) E(Y|\bar{a}, z, c) \right)^2 \frac{p(\bar{a})}{p(a)}
= \sum_c p(\bar{a}, c) \left[ var(Y|\bar{a}, z, c) + (\gamma_0 + \gamma_1 z + \gamma_2 c + \gamma_3 \bar{a})^2 \right]
- \left( \sum_c p(\bar{a}, c)(\gamma_0 + \gamma_1 z + \gamma_2 c + \gamma_3 \bar{a})) \right)^2 \frac{p(\bar{a})}{p(a)}
= \sum_c p(\bar{a}, c) \left[ var(Y|\bar{a}, z, c) + (\gamma_0 + \gamma_1 z + \gamma_2 c + \gamma_3 \bar{a})^2 \right]
- \bar{a} (\gamma_0 + \gamma_1 z + \gamma_2 E(C|\bar{a}) + \gamma_3 \bar{a})^2
= \sum_c p(\bar{a}, c) var(Y|\bar{a}, z, c) + \gamma_2^2 var(C|\bar{a}) p(\bar{a}).
$$

Similarly,

$$
\sum_z \left( \sum_{a,z} E(Y|a, z)p(\bar{a}) \right)^2 \frac{p(z|a^*)}{p(a^*)} \frac{\left( \sum_{a,z} p(z|a^*) E(Y|a, z)p(\bar{a}) \right)^2}{p(a^*)}
$$
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Therefore, \( \text{var} \varphi_{fd} = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{a, c} \frac{p(\bar{a}, c)}{p(z|\bar{a})} \text{var}(Y|\bar{a}, z, c) \)

\[ + \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{a} \frac{\gamma_2^2 \text{var}(C|\bar{a}) p(\bar{a})}{p(z|\bar{a})} + \frac{\gamma_1^2 \text{var}(Z|a^*)}{p(a^*)} \]

\[ + \gamma_1^2 \text{var}(Z|a) \]

\[ \text{var} \varphi_{td} \] from Equation (10) can be simplified using the fact that

\[ \sum_{z, c} p(z|a^*) (\sum_a E(Y|\bar{a}, z, c) p(\bar{a}|c)) p(c) = \sum_c \frac{(\sum_{a, z} E(Y|\bar{a}, z, c) p(z|a^*) p(\bar{a}|c))}{p(a^*)} \]

\[ + \sum_{c} \frac{p(c) (\gamma_0 + \gamma_1 z + \gamma_2 c + \gamma_3 E(A|c))^2}{p(a^*|c)} = \sum_{c} \frac{p(c) \gamma_3^2 \text{var}(Z|a^*)}{p(a^*|c)} \]

and

\[ \sum_{\bar{a}, c} \left( \sum_z E(Y|\bar{a}, z, c) (p(z|a^*) - p(z|a)) \right)^2 p(\bar{a}, c) - \theta^2 = 0. \]

\[ \text{var} \varphi_{td} = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{a, c} \frac{p(\bar{a}, c)}{p(z|\bar{a})} \text{var}(Y|\bar{a}, z, c) \]

\[ + \sum_{c} \frac{p(c)}{p(a^*|c)} \gamma_1^2 \text{var}(Z|a) \]

Therefore, \( \text{var} \varphi_{fd} - \text{var} \varphi_{td} \) is equal to

\[ \text{var} \varphi_{fd} - \text{var} \varphi_{td} = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{a} \frac{\gamma_2^2 \text{var}(C|\bar{a}) p(\bar{a})}{p(z|\bar{a})} \]

\[ + \gamma_1^2 \text{var}(Z|a^*) \left( \frac{1}{p(a^*)} - \sum_c \frac{p(c)}{p(a^*|c)} \right) + \gamma_1^2 \text{var}(Z|a) \left( \frac{1}{p(a)} - \sum_c \frac{p(c)}{p(a|c)} \right) \]
Since the first term $\sum_z (p(z|\theta^*) - p(z|\theta))^2 \sum_\alpha \frac{\gamma^2}{p(z|\theta)}$ is always nonnegative, the following condition for $\var\varphi_{fd} \geq \var\varphi_{td}$ can be provided. When

$$\frac{1}{p(\theta^* - c)} \geq \sum_c \frac{p(c)}{p(\theta^* | c)} \quad \text{and} \quad \frac{1}{p(\theta)} \geq \sum_c \frac{p(c)}{p(\theta | c)},$$

all the terms in $\var\varphi_{fd} - \var\varphi_{td}$ are nonnegative, and $\var\varphi_{fd} \geq \var\varphi_{td}$. \hfill \square

Appendix G. Proof of Proposition 4

**Proof** Since $Z(\theta) \perp C|A, p(z|\theta, c) = p(z|\theta)$ and the density of the observed data can be expressed as $p(c, a, z, y) = p(y|a, z, c)p(z|\theta)p(a|c)p(c)$. From Theorem 4.5 in Tsiatis (2006), the projection of any influence function $h$ on the tangent space is $E(h|Y, A, Z, C) - E(h|A, Z, C) + E(h|Z, A) - E(h|A, C) + E(h|C) - Eh$.

The projection of $\varphi_{td}$ onto the tangent space is then

$$\varphi_{fd,td} = E(\varphi_{td}|Y, A, Z, C) - E(\varphi_{td}|A, Z, C) + E(\varphi_{td}|Z, A) - E(\varphi_{td}|A, C) + E(\varphi_{td}|A, Z, C) - (Y - E(Y|A, Z, C)) \frac{p(Z|\theta^*) - p(Z|\theta)}{p(Z|A)},$$

since all other terms in $\varphi_{td}$ are functions of $A, Z, C$ only. From the two-door adjustment of $\theta$ and since $\sum_y (y - E(Y|A, Z, C))p(y|A, Z) = 0$ and $\sum_y (y - E(Y|A, Z, C))p(y|A) = 0$,

$$E(\varphi_{td}|Z, A) - E(\varphi_{td}|A) = \sum_c \left( \sum_\bar{a} E(Y|\bar{a}, Z, c)p(\bar{a}|c) - \sum_\bar{a}, z E(Y|\bar{a}, z, c)p(z|A)p(\bar{a}|c) \right) \times \frac{(I(A = \theta^*) - I(A = \theta))p(c)}{p(A)}.$$  

Similarly, $E(\varphi_{td}|A, C) = \sum_z E(Y|A, z, C)(p(z|\theta^*) - p(z|\theta)) - \theta$.

The corresponding variance is $\var\varphi_{fd,td} = E\varphi_{fd,td}^2 = E\alpha^2 + E\beta^2 + E\gamma^2 + E\delta^2$, where

$$\alpha = (Y - E(Y|A, Z, C)) \frac{p(Z|\theta^*) - p(Z|\theta)}{p(Z|A)},$$

$$\beta = \sum_c \left( \sum_\bar{a} E(Y|\bar{a}, Z, c)p(\bar{a}|c) - \sum_\bar{a}, z E(Y|\bar{a}, z, c)p(\bar{a}|c)p(z|A) \right) \frac{I(A = \theta^*)p(c)}{p(A)},$$

$$\gamma = \sum_c \left( \sum_\bar{a} E(Y|\bar{a}, Z, c)p(\bar{a}|c) - \sum_\bar{a}, z E(Y|\bar{a}, z, c)p(\bar{a}|c)p(z|A) \right) \frac{I(A = \theta)p(c)}{p(A)},$$

$$\delta = \sum_z E(Y|A, z, C)(p(z|\theta^*) - p(z|\theta)) - \theta.$$  

and since $E\alpha \beta = E\alpha \gamma = E\alpha \delta = E\beta \gamma = E\beta \delta = E\gamma \delta = 0$ similar to the proof in Appendix B.2.

$$E\beta^2 = \sum_z \left( \sum_c \left( \sum_\bar{a} E(Y|\bar{a}, z, c)p(\bar{a}|c) - \sum_\bar{a}, z E(Y|\bar{a}, z, c)p(z|A)*p(\bar{a}|c) \right) \frac{p(c)}{p(\theta^*)} \right)^2 \times$$
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\[ \times p(z|a^*)p(a^*) \]
\[ = \sum_z \frac{p(z|a^*)}{p(a^*)} \left( \sum_{a,c} E(Y|\bar{a}, z, c)p(\bar{a}|c)p(c) - \sum_{a,z,c} E(Y|\bar{a}, z, c)p(z|a^*)p(\bar{a}|c)p(c) \right)^2 \]
\[ = \sum_z \frac{p(z|a^*)}{p(a^*)} \left( \sum_{a,c} E(Y|\bar{a}, z, c)p(\bar{a}|c)p(c) \right)^2 - \left( \sum_{a,z,c} E(Y|\bar{a}, z, c)p(z|a^*)p(\bar{a}|c)p(c) \right)^2 / p(a^*) . \]

\( E_{\gamma^2} \) can be obtained from \( E_{\beta^2} \) by substituting \( a^* \) for \( a \). The expression for \( E_{\alpha^2} \) and \( E_{\delta^2} \) can be found similar to the expressions for the corresponding terms in Appendix B.2.

\[ \text{Appendix H. Proof of Proposition 5} \]

**Proof** The observed data distribution under the considered assumptions is \( p(c, a, z, y) = p(c)p(\alpha|c)p(z|\alpha)p(y|z, c) \) and \( E(Y|a^*)|C) = \sum_z p(z|a^*)E(Y|Z, C) \).

If additionally \( E(Y|Z, C) = \gamma_0 + \gamma_1 Z + \gamma_2 C \), \( var_{\varphi_{bd}} \) can be simplified as follows:

\[ var[Y(a^*)|C] = \sum_z p(z|a^*)E(Y^2|z, C) - \left( \sum_z p(z|a^*)E(Y|z, C) \right)^2 \]
\[ = \sum_z p(z|a^*)var(Y|Z, C) + \sum_z p(z|a^*)(\gamma_0 + \gamma_1 Z + \gamma_2 C)^2 \]
\[ - \left( \sum_z p(z|a^*)(\gamma_0 + \gamma_1 Z + \gamma_2 C) \right)^2 = \sum_z p(z|a^*)var(Y|z, C) + \gamma_1^2 var(Z|a^*). \]

\[ var_{\varphi_{bd}} = E \left[ \frac{var[Y(a^*)|C]}{p(a^*)} + \frac{var[Y(a)|C]}{p(a|C)} \right] + E\left( E[Y(a^*)|C] - E[Y(a)|C] - \theta \right)^2 \]
\[ = \sum_c \left( \sum_z p(z|a^*)var(Y|z, c) + \gamma_1^2 var(Z|a^*) \right) / p(a^*) \]
\[ + \sum_c \left( \sum_z p(z|a)var(Y|z, c) + \gamma_1^2 var(Z|a) \right) / p(a|c) \]
\[ + \gamma_0 + \gamma_1 E(Z|a^*) + \gamma_2 C - \gamma_0 - \gamma_1 E(Z|a) - \gamma_2 C + \gamma_1 E(Z|a^*) - E(Z|a) \]
\[ = \sum_c \left( \sum_z p(z|a^*)var(Y|z, c) + \gamma_1^2 var(Z|a^*) \right) / p(a^*) \]
\[ + \sum_c \left( \sum_z p(z|a)var(Y|z, c) + \gamma_1^2 var(Z|a) \right) / p(a|c) . \]

Note that this expression holds even if the linearity assumption is not fulfilled, but \( E(Y|Z, C) = f(Z) + g(C) \) for some \( f \) and \( g \). Similar to Appendix F,

\[ \begin{align*}
\text{var}_{\varphi_{fd}} &= \sum_z (p(z|a^*) - p(z|a))^2 \sum_{a,c} \frac{p(\bar{a}, c)}{p(\bar{a})} var(Y|z, c) \\
&+ \sum_z (p(z|a^*) - p(z|a))^2 \sum_a \gamma_2^2 var(C|\bar{a})p(\bar{a}) / p(z|\bar{a}) + \gamma_1^2 var(Z|a^*) / p(a^*) + \gamma_1^2 var(Z|a) / p(a) .
\end{align*} \]
\[ var\varphi_{fd} - var\varphi_{bd} = \sum_{z,c} var(Y|z,c)p(c) \left( \sum_{a} \frac{p(a|c)(p(z|a^*) - p(z|a))}{p(z|a)} - \frac{p(z|a^*)}{p(a^*|c)} - \frac{p(z|a)}{p(a|c)} \right) + \sum_{z} (p(z|a^*) - p(z|a))^2 \frac{\gamma_2^2 var(C|\bar{a})p(\bar{a})}{p(z|a)} + \gamma_1^2 var(Z|a^*) \left( \frac{1}{p(a^*)} - \sum_{c} \frac{p(c)}{p(a^*|c)} \right) + \gamma_1^2 var(Z|a) \left( \frac{1}{p(a)} - \sum_{c} \frac{p(c)}{p(a|c)} \right). \]

The proof is completed by noting that when all the terms in the summations are nonnegative, \( var\varphi_{fd} - var\varphi_{bd} \geq 0 \). If all the terms are not positive, \( var\varphi_{fd} - var\varphi_{bd} \leq 0 \). ■

### Appendix I. Proof of Proposition 6

**Proof** Under the considered assumptions, the density of the observed data can be expressed as \( p(c,a,z,y) = p(c)p(a|c)p(z|a)p(y|z,c) \). Similar to Appendix E and from Theorem 4.5 in Tsiatis (2006), the projection of influence function \( \varphi_{td} \) onto the tangent space is then

\[
\varphi_{bd,fd,td} = E(\varphi_{td}|Y,Z,C) - E(\varphi_{td}|Z,A) - E(\varphi_{td}|A) + E(\varphi_{td}|A,C) = E(\alpha(Y,Z,A,C)|Y,Z,C) - E(\alpha(Y,Z,A,C)|Z,A) - E(\alpha(Y,Z,A,C)|A) + \alpha(C),
\]

where

\[
\alpha(Y,Z,A,C) = (Y - E(Y|Z,C)) \frac{p(Z|a^*,C) - p(Z|a,C)}{p(Z|A,C)},
\]

\[
\alpha(Z,A,C) = \frac{I(A = a^*) - I(A = a)}{p(A|C)} \left( E(Y|Z,C) - \sum_{z} E(Y|z,C)p(z|A,C) \right),
\]

\[
\alpha(C) = E(Y(a^*)|C) - E(Y(a)|C) - \theta \sum_{z} E(Y|z,C)(p(z|a^*,c) - p(z|a)) - \theta.
\]

Consider \( E(\alpha(Y,Z,A,C)|Y,Z,C) - E(\alpha(Y,Z,A,C)|Z,C) \).

\[
E(\alpha(Y,Z,A,C)|Y,Z,C) - E(\alpha(Y,Z,A,C)|Z,C) = (Y - E(Y|Z,C)) (p(Z|a^*) - p(Z|a)) \sum_{a} \frac{p(a|Y,Z,C)}{p(Z|a)} = (Y - E(Y|Z,C)) (p(Z|a^*) - p(Z|a)) \sum_{a} \frac{p(C)p(a|C)p(Z|a)p(Y|Z,C)}{p(Z|a)p(Y|Z,C)p(Z|a)} = (Y - E(Y|Z,C)) (p(Z|a^*) - p(Z|a)) \sum_{a} \frac{p(a|C)p(Z|a)}{p(Z|a)}.
\]

Consider the term in \( E(\alpha(Z,A,C)|Z,A) - E(\alpha(Z,A,C)|A) \) that corresponds to \( a^* \):

\[
\sum_{c} \frac{I(A = a^*)}{p(A|c)} \left( E(Y|Z,c) - \sum_{z} E(Y|z,c)p(z|A,c) \right) p(c|A,Z)
\]
\[-\sum_{z,c} \frac{I(A = a^*)}{p(A|c)} E(Y|z,c)p(z,c|A) + \sum_{c,z} \frac{I(A = a^*)}{p(A|c)} E(Y|z,c)p(z|A)c|p(A) \]
\[= \sum_{c} \frac{I(A = a^*)}{p(A|c)} E(Y|Z,c)p(c|A) - \sum_{z,c} \frac{I(A = a^*)}{p(A|c)} E(Y|z,c)p(z,c|A) \]
\[= \frac{I(A = a^*)}{\sum_{c} p(c)p(A|c)} \sum_{c} p(c) \left( E(Y|Z,c) - \sum_{z} E(Y|z,c)p(z|A) \right), \]
where the second last equality follows from \(Z(a) \perp C|A, \) and the last equality follows from \( p(c|A) = \frac{p(c)p(A|c)}{\sum_{c} p(c)p(A|c)} \) and \( p(c, z|A) = \frac{p(c)p(A|c)p(z|A)}{\sum_{c} p(c)p(A|c)} \). Therefore, \( E(\alpha(Z, A, C)|Z, A) - E(\alpha(Z, A, C)|A) \)
\[= \sum_{c} \left( E(Y|Z,c) - \sum_{z} E(Y|z,c)p(z|A) \right) \frac{(I(A = a^*) - I(A = a))p(c)}{\sum_{c} p(c)p(A|c)}. \]
\( \varphi_{fd, bd, td} \) is exactly the same as the efficient influence function provided by Rotnitzky and Smucler (2020) under the data distribution compatible with the DAG defined by paths \( C \rightarrow A \rightarrow Z \rightarrow Y, C \rightarrow Y. \)

\( \var \varphi_{fd, bd, td} = E(\varphi_{fd, bd, td}^2) = E(\alpha^2 + E(\beta^2 + E(\gamma^2 + E(\delta^2, \text{ where } \alpha = \frac{I(A = a^*)}{\sum_{a} p(a|C)p(Z|a)}, \beta = \frac{I(A = a^*)}{\sum_{c} p(c)p(A|c)} \left( \sum_{c} p(c)E(Y|Z,c) - \sum_{z,c} E(Y|z,c)p(z|A)p(c) \right), \gamma = \frac{I(A = a)}{\sum_{c} p(c)p(A|c)} \left( \sum_{c} p(c)E(Y|Z,c) - \sum_{z,c} E(Y|z,c)p(z|A)p(c) \right), \delta = E(Y(a^*)|C) - E(Y(a)|C) - \theta, \right) \text{ and since } E(\alpha\beta) = E(\varphi_{td}) = E(\beta\gamma) = E(\beta\delta) = E(\gamma\delta) = 0 \text{ similar to } \var \varphi_{td} \text{ in Appendix B.2. } \)

\( E(\alpha^2) = \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{c} p(c) \left( \sum_{a} p(a|c)p(z|a) \right) \frac{\sum_{a} p(a|C)p(Z|a))^2}{\sum_{a} p(a|C)p(Z|a)} \var(Y|z,c) \)
\[= \sum_{z} (p(z|a^*) - p(z|a))^2 \sum_{c} \frac{p(c)\var(Y|z,c)}{\sum_{a} p(a|C)p(Z|a))} \]
\( E(\beta^2) = \sum_{z} \left( \frac{1}{\sum_{c} p(c)E(Y|z,c) - \sum_{z,c} E(Y|z,c)p(z|a^*)p(c)} \right)^2 \frac{p(a^*)p(z|a^*)}{\sum_{c} p(c)p(a^*|c)} \]
\[= \sum_{z} \frac{p(z|a^*)}{p(a^*)} \left( \sum_{c} p(c)E(Y|z,c) - \sum_{z,c} E(Y|z,c)p(z|a^*)p(c) \right) \]
\[= \sum_{z} \frac{p(z|a^*)}{p(a^*)} \left( \sum_{c} p(c)E(Y|z,c) \right) - \frac{\sum_{z,c} E(Y|z,c)p(z|a^*)p(c)}{p(a^*)} \]
\( E(\gamma^2) = \sum_{z} \frac{p(z|a)}{p(a)} \left( \sum_{c} p(c)E(Y|z,c) \right) - \frac{\sum_{z,c} E(Y|z,c)p(z|a)p(c)}{p(a)} \]

\( 36 \)
Contrasting Identifying Assumptions

\[ E\delta^2 = \sum_c p(c) \left( \sum_z E(Y|z,c)(p(z|a^*) - p(z|a)) \right)^2 - \theta^2. \]

Appendix J. Proofs of Theorems 7–10

Let \( X \) denote the set of relevant observed variables, for example, \( X = (C, A, Z, Y) \) or \( X = (C, A, Y) \). The considered estimators of the ACE take a form

\[ \hat{\theta} = \frac{1}{n} \sum_{i=1}^{n} m(X_i, \bar{\eta}), \]

where \( m(X, \eta) = \varphi(X, \eta, \theta) + \theta \). Note that functions \( \varphi \) (and \( m \)) vary depending on the model assumptions. For example, \( \varphi \) and \( m \) represent \( \varphi_{fd} \) and \( m_{fd} \) under Assumption \( \text{FD} \) and \( \varphi_{td} \) and \( m_{td} \) under Assumption \( \text{TD} \), etc.

J.1 Consistency

From Theorem 7.3 in Boos and Stefanski (2013), \( \hat{\theta} \to_p E\varphi(X_1, \bar{\eta}) \) when \( \hat{\eta} \to_p \bar{\eta} \) and the following regularity Assumption A3 is fulfilled:

**Assumption A3**

(a) \( X_1, \ldots, X_n \) are i.i.d,

(b) \( m(X, \eta) \) is differentiable with respect to \( \eta \), \( E|m'(X_1, \bar{\eta})| < \infty \),

(c) there exist a function \( M(x) \) such that \( EM(X_1) < \infty \) and for all \( \eta \) in a neighborhood of \( \bar{\eta} \) and all components of \( \eta \),

\[ \left| \frac{\partial m(x, \eta)}{\partial \eta_j} \right| \leq M(x). \]

In order to prove the consistency of the estimators, we show that \( E\varphi(X_1, \bar{\eta}) = \theta_0 \), that is, \( E\varphi(X, \bar{\eta}, \theta_0) = 0 \), where \( \theta_0 \) is the true value of the ACE. Then, from Theorem 7.3 in Boos and Stefanski (2013), \( \hat{\theta} \to_p \theta_0 \).

J.2 Efficiency

To show the asymptotic normality (and the efficiency) of the estimators, we use the following decomposition:

\[ \sqrt{n}(\hat{\theta} - \theta) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi(X_i, \bar{\eta}, \theta) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (m(X_i, \bar{\eta}) - \theta) = R_1 + R_2, \]

\[ R_1 = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (m(X_i, \bar{\eta}) - E m(X, \bar{\eta})), \]
\[ R_2 = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( \mathbb{P}(m(X, \eta)) - \theta \right) = \sqrt{n} (\mathbb{P}(m(X, \eta)) - \theta). \]

Let \( \eta_0 \) represent the true value of \( \eta \). Assumption 2 ensures that \( R_1 = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( m(X_i, \eta_0) - \mathbb{P}(m(X, \eta_0)) \right) + o_p(1) \) from Lemma 2 (Kennedy et al., 2020) in case of sample splitting and from Lemma 19.24 (van der Vaart, 1998) when \( m(X, \eta) \) belongs to a Donsker class. For each model separately, we provide conditions for \( R_2 \) being \( o_p(1) \).

Then \( \hat{\theta} \) is asymptotically linear with influence function \( \varphi \),

\[ \sqrt{n} (\hat{\theta} - \theta_0) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left( m(X_i, \eta_0) - \mathbb{P}(m(X, \eta_0)) \right) + o_p(1) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi(X_i, \eta_0, \theta_0) + o_p(1). \]

### J.3 Boundedness Assumptions in Theorems 7–10

The following Assumption A4 is used in the proof of the efficiency of \( \hat{\theta}_{td} \) in Theorem 7.

**Assumption A4**

1. \( \exists \epsilon_1: P(\{|\hat{E}(Y|A, Z, C)| < \epsilon_1\}) = 1 \) with probability \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \) (here and below in assumptions \( P \) is over \( Z, A, C \), but still depends on the sample used in \( E \) or \( \hat{p} \)).
2. \( \exists \epsilon_2 > 0: P(p(Z|A, C) > \epsilon_2) = 1 \),
3. \( \exists \epsilon_3 > 0: P(p(\hat{Z}|A, C) > \epsilon_3) = 1 \) with probability \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \),
4. \( \exists \epsilon_4: P(\{|\hat{E}(Z|\tilde{a}, C)| < \epsilon_4\}) = 1 \) with probability at least \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \); \( \tilde{a} \in \{a^*, a\} \),
5. \( \exists \epsilon_5 > 0: P(p(A|C) > \epsilon_5) = 1 \),
6. \( \exists \epsilon_6 > 0: P(\hat{p}(\tilde{a}|C) > \epsilon_6) = 1 \) with probability at least \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \); \( \tilde{a} \in \{a^*, a\} \),
7. \( \exists \epsilon_7: P(\{|\hat{p}(A|C)| < \epsilon_7\}) = 1 \) with probability \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \),
8. \( \exists \epsilon_8: P(|\hat{p}(\tilde{a}|C)| < \epsilon_8) = 1 \) with probability at least \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \); \( \tilde{a} \in \{a^*, a\} \).

The following Assumption A5 is used in the proof of the efficiency of \( \hat{\theta}_{fd} \) in Theorem 7.

**Assumption A5**

1. \( \exists \epsilon_1: P(\{|\hat{E}(Y|A, Z)| < \epsilon_1\}) = 1 \) with probability \( 1 - \delta_n \), where \( \delta_n \) are positive, and \( \delta_n \to 0 \), \( n \to \infty \) (here and below in assumptions \( P \) is over \( Z, A, C \), but still depends on the sample used in \( E \) or \( \hat{p} \)).
2. \( \exists \epsilon_2 > 0: P(p(Z|A) > \epsilon_2) = 1 \),
3. $\exists \epsilon_3 > 0: P(\hat{p}(Z|A) > \epsilon_3) = 1$ with probability $1 - \delta_{3n}$, where $\delta_{3n}$ are positive, and $\delta_{3n} \to 0$, $n \to \infty$,

4. $\exists \epsilon_4: P(\{|\hat{p}(Z|\bar{a})| < \epsilon_4\} = 1$ with probability at least $1 - \delta_{4n}$, where $\delta_{4n}$ are positive, and $\delta_{4n} \to 0$, $n \to \infty$; $\bar{a} \in \{a^*, a\}$,

5. $\exists \epsilon_5 > 0: P(p(A) > \epsilon_5) = 1$,

6. $\exists \epsilon_6 > 0: \hat{p}(\bar{a}) > \epsilon_6$ with probability at least $1 - \delta_{6n}$, where $\delta_{6n}$ are positive, and $\delta_{6n} \to 0$, $n \to \infty$; $\bar{a} \in \{a^*, a\}$,

7. $\exists \epsilon_7: P(\{|\hat{p}(A)| < \epsilon_7\} = 1$ with probability $1 - \delta_{7n}$, where $\delta_{7n}$ are positive, and $\delta_{7n} \to 0$, $n \to \infty$,

8. $\exists \epsilon_8: |\hat{p}(\bar{a})| < \epsilon_8$ with probability at least $1 - \delta_{8n}$, where $\delta_{8n}$ are positive, and $\delta_{8n} \to 0$, $n \to \infty$; $\bar{a} \in \{a^*, a\}$.

The following Assumption A6 is used in the proof of the efficiency of $\hat{\theta}_{bd,td}$ in Theorem 8.

**Assumption A6**

1. $\exists \epsilon_2 > 0: P(p(Z|A, C) > \epsilon_2) = 1$,

2. $\exists \epsilon_1 > 0: P(\sum_{\bar{a}} p(Z|\bar{a}, C)\hat{p}(\bar{a}|C) > \epsilon_1) \text{ with probability at least } 1 - \delta_{1n}, \text{ where } \delta_{1n} \text{ are positive, and } \delta_{1n} \to 0, n \to \infty$,

3. $\exists \epsilon_3 > 0: \sum_{\bar{a}} p(Z|\bar{a}, C)p(\bar{a}|C) > \epsilon_3 = 1$,

4. $\exists \epsilon_4: P(\{|\hat{p}(Z|\bar{a}, C)| < \epsilon_4\} = 1$ with probability at least $1 - \delta_{4n}$, where $\delta_{4n}$ are positive, and $\delta_{4n} \to 0$, $n \to \infty$; $\bar{a} \in \{a^*, a\}$,

5. $\exists \epsilon_5 > 0: P(p(A|C) > \epsilon_5) = 1$,

6. $\exists \epsilon_6 > 0: P(\hat{p}(\bar{a}|C) > \epsilon_6) = 1$ with probability at least $1 - \delta_{6n}$, where $\delta_{6n}$ are positive, and $\delta_{6n} \to 0$, $n \to \infty$; $\bar{a} \in \{a^*, a\}$.

The following Assumption A7 is used in the proof of the efficiency of $\hat{\theta}_{fd,td}$ in Theorem 9.

**Assumption A7**

1. $\exists \epsilon_1: P(|\hat{E}(Y|A, Z, C)| < \epsilon_1) = 1$ with probability $1 - \delta_{1n}$, where $\delta_{1n}$ are positive, and $\delta_{1n} \to 0, n \to \infty$ (here and below in assumptions $P$ is over $Z, A, C$, but still depends on the sample used in $\hat{E}$ or $\hat{p}$),

2. $\exists \epsilon_2 > 0: P(p(Z|A) > \epsilon_2) = 1$,

3. $\exists \epsilon_3 > 0: P(\hat{p}(Z|A) > \epsilon_3) = 1$ with probability $1 - \delta_{3n}$, where $\delta_{3n}$ are positive, and $\delta_{3n} \to 0, n \to \infty$,

4. $\exists \epsilon_4: P(\{|\hat{p}(Z|\bar{a})| < \epsilon_4\} = 1$ with probability at least $1 - \delta_{4n}$, where $\delta_{4n}$ are positive, and $\delta_{4n} \to 0, n \to \infty$; $\bar{a} \in \{a^*, a\}$,
5. \( \exists \epsilon_5 > 0: P(p(A|C) > \epsilon_5) = 1 \),

6. \( \exists \epsilon_6 > 0: P(\hat{p}(\hat{a}) > \epsilon_6) = 1 \) with probability at least \( 1 - \delta_{6n} \), where \( \delta_{6n} \) are positive, and \( \delta_{6n} \to 0, n \to \infty; \hat{a} \in \{ a^*, a \} \),

7. \( \exists \epsilon_7: P(|\hat{p}(A|C)| < \epsilon_7) = 1 \) with probability \( 1 - \delta_{7n} \), where \( \delta_{7n} \) are positive, and \( \delta_{7n} \to 0, n \to \infty \),

8. \( \exists \epsilon_8 > 0: P(p(C) > \epsilon_8) = 1 \),

9. \( \exists \epsilon_9: P(|\hat{p}(C)| < \epsilon_9) = 1 \) with probability \( 1 - \delta_{9n} \), where \( \delta_{9n} \) are positive, and \( \delta_{9n} \to 0, n \to \infty \).

The following Assumption A8 is used in the proof of the efficiency of \( \hat{\theta}_{bd,fd,td} \) in Theorem 10.

**Assumption A8**

1. \( \exists \epsilon_2 > 0: P(p(Z|A) > \epsilon_2) = 1 \),

2. \( \exists \epsilon_3 > 0: P(p(Z|\hat{a}) > \epsilon_3) = 1 \),

3. \( \exists \epsilon_4: P(|\hat{p}(Z|\hat{a})| < \epsilon_4) = 1 \) with probability at least \( 1 - \delta_{4n} \), where \( \delta_{4n} \) are positive, and \( \delta_{4n} \to 0, n \to \infty; \hat{a} \in \{ a^*, a \} \),

4. \( \exists \epsilon_5 > 0: P(\hat{p}(Z|\hat{a}) > \epsilon_5) = 1 \) with probability \( 1 - \delta_{5n} \), where \( \delta_{5n} \) are positive and \( \delta_{5n} \to 0, n \to \infty; \hat{a} \in \mathcal{A} \),

5. \( \exists \epsilon_6 > 0: P(p(A|C) > \epsilon_6) = 1 \),

6. \( \exists \epsilon_7 > 0: P(p(\hat{a}|C) > \epsilon_7) = 1; \hat{a} \in \mathcal{A} \),

8. \( \exists \epsilon_8: P(|\hat{p}(A|C)| < \epsilon_8) = 1 \) with probability \( 1 - \delta_{8n} \), where \( \delta_{8n} \) are positive, and \( \delta_{8n} \to 0, n \to \infty \),

9. \( \exists \epsilon_9 > 0: P(\hat{p}(\hat{a}|C) > \epsilon_9) = 1 \) with probability at least \( 1 - \delta_{9n} \), where \( \delta_{9n} \) are positive, and \( \delta_{9n} \to 0, n \to \infty; \hat{a} \in \mathcal{A} \),

10. \( \exists \epsilon_{10} > 0: P(\hat{p}(\hat{a}) > \epsilon_{10}) = 1 \) with probability at least \( 1 - \delta_{10n} \), where \( \delta_{10n} \) are positive, and \( \delta_{10n} \to 0, n \to \infty; \hat{a} \in \{ a^*, a \} \),

11. \( \exists \epsilon_{11} > 0: P(p(C) > \epsilon_{11}) = 1 \),

12. \( \exists \epsilon_{12}: P(|\hat{p}(C)| < \epsilon_{12}) = 1 \) with probability \( 1 - \delta_{12n} \), where \( \delta_{12n} \) are positive, and \( \delta_{12n} \to 0, n \to \infty \).

Note that, if \( A, Z, C \) are continuous, they should have bounded support to satisfy the boundedness assumptions in Assumption A4-Assumption A8.
J.4 Proof of Theorem 7

**Proof** According to Appendix J.2, we first show that \( \mathbb{P}(X, \hat{\eta}) = \theta = 0_p(1/\sqrt{n}) \) and then show that \( \mathbb{P}(m_{sd}(X, \hat{\eta}) - \theta = 0_p(1/\sqrt{n}) \).

\[
\frac{\mathbb{P}(m_{sd}(X, \hat{\eta}) - \theta}{= \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) - \hat{E}(Y|\bar{a}, z, c) \right) \left( \frac{\hat{p}(z|a^*, c) - \hat{p}(z|a, c)}{\hat{p}(z|a, c)} \right) \frac{p(z|\bar{a}, c)p(\bar{a}|c)p(c)}{p(z|\bar{a}, c)}
\]

+ \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a^*, c) - \hat{p}(z|a^*, c)) \frac{p(a^*|c)}{\hat{p}(a^*|c)} \hat{p}(\bar{a}|c)p(c)
\]

- \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \frac{p(a|c)}{\hat{p}(a|c)} \hat{p}(\bar{a}|c)p(c)
\]

+ \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (\hat{p}(z|a^*, c) - \hat{p}(z|a, c)) \frac{\hat{p}(a|c)}{p(a|c)} \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a^*, c) - \hat{p}(z|a^*, c)) \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \hat{p}(\bar{a}|c)p(c)
\]

Here, the third last line will be combined with the first line, the second last line will be combined with the second line, the last line will be combined with the third line.

\[
\frac{\mathbb{P}(m_{sd}(X, \hat{\eta}) - \theta}{= \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) - \hat{E}(Y|\bar{a}, z, c) \right) \left( \frac{\hat{p}(z|a^*, c) - \hat{p}(z|a, c)}{\hat{p}(z|a, c)} \right) \frac{p(z|\bar{a}, c)p(\bar{a}|c)p(c)}{p(z|\bar{a}, c)}
\]

+ \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a^*, c) - \hat{p}(z|a^*, c)) \frac{p(a^*|c)}{\hat{p}(a^*|c)} \hat{p}(\bar{a}|c)p(c)
\]

- \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \frac{p(a|c)}{\hat{p}(a|c)} \hat{p}(\bar{a}|c)p(c)
\]

+ \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (\hat{p}(z|a^*, c) - \hat{p}(z|a, c)) \frac{\hat{p}(a|c)}{p(a|c)} \hat{p}(\bar{a}|c)p(c)
\]

- \[
\sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a^*, c) - \hat{p}(z|a^*, c)) \hat{p}(\bar{a}|c)p(c)
\]

\[
\pm \sum_{c,\bar{a},z} \left( E(Y|\bar{a}, z, c) (p(z|a, c) - \hat{p}(z|a, c)) \hat{p}(\bar{a}|c)p(c)
\]
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\[ \begin{align*}
&= \mathbb{P}\left[ (E(Y|A, Z, C) - \hat{E}(Y|A, Z, C)) \left( p(Z|A, C) - \hat{p}(Z|A, C) \right) \frac{\hat{p}(Z|a^*, C) - \hat{p}(Z|a, C)}{\hat{p}(Z|A, C)p(Z|A, C)} \right] \\
&+ \mathbb{P}\left[ \hat{E}(Y|A, Z, C)(p(Z|a^*, C) - \hat{p}(Z|a^*, C)) \frac{p(a^*|C) - \hat{p}(a^*|C)}{\hat{p}(A|C)p(Z|A, C)p(A|C)} \right] \\
&- \mathbb{P}\left[ \hat{E}(Y|A, Z, C)(p(Z|a, C) - \hat{p}(Z|a, C)) \frac{\hat{p}(A|C) - p(A|C)}{\hat{p}(Z|A, C)p(A|C)} \right] \\
&+ \mathbb{P}\left[ \hat{E}(Y|A, Z, C)(p(Z|a^*, C) - \hat{p}(Z|a^*, C)) \frac{\hat{p}(A|C) - p(A|C)}{\hat{p}(Z|A, C)p(A|C)} \right] \\
&- \mathbb{P}\left[ \hat{E}(Y|A, Z, C) - E(Y|A, Z, C) \right] \frac{p(Z|a, C) - \hat{p}(Z|a, C)}{p(Z|A, C)} \right].
\end{align*} \]

\[ \mathbbm{P} m_{td}(X, \hat{\eta}) - \theta = o_p(1/\sqrt{n}) \] from the Cauchy-Schwartz inequality, Assumption A4, and the assumptions of the theorem since then each term in the summation above is \( o_p(1/\sqrt{n}) \). Similarly,
According to Appendix J.1, we prove the consistency of the estimator by showing assumptions of the theorem since each term in the summation above is then $\pm\nabla$. 

\[ \mathbb{P}(m_{fA}(X, \tilde{y}) - \theta = o_p(1/\sqrt{n}) \text{ from the Cauchy-Schwartz inequality, Assumption A5, and the assumptions of the theorem since each term in the summation above is then } o_p(1/\sqrt{n}). \]

**J.5 Proof of Theorem 8**

**Proof** According to Appendix J.1, we prove the consistency of the estimator by showing that under each scenario $E_{\varphi_{bd,td}}(X, \tilde{y}, \tilde{\theta}) = 0$, where $\tilde{\theta}$ is the true value of the ACE.

When $\bar{p}(A|C) = p(A|C)$,

\[
E_{\varphi_{bd,td}}(X, \tilde{y}, \tilde{\theta}) = E\left[\frac{(Y - \bar{E}(Y|Z, C))(\bar{p}(Z|a^*, C) - \bar{p}(Z|a, C))}{\sum_a p(a|C)p(Z|a, C)}\right. \\
\left. + \left(\bar{E}(Y|Z, C) - \sum_z \bar{E}(Y|z, C)p(z|a, C)\right) \frac{I(A = a^*) - I(A = a)}{p(A|C)} \right] \\
+ \sum_z \left(\bar{E}(Y|z, C)p(c)(p(z|a^*, c) - \bar{p}(z|a^*, c) - p(z|a, c) + \bar{p}(z|a, c)) \right) \\
+ \sum_{c,z} \left(\bar{E}(Y|z, c)p(c)(p(z|a^*, c) - \bar{p}(z|a^*, c) - p(z|a, c) + \bar{p}(z|a, c)) \right) \\
- \sum_{c,z} \left(\bar{E}(Y|z, c)p(c)(p(z|a^*, c) - \bar{p}(z|a^*, c) - p(z|a, c) + \bar{p}(z|a, c)) \right) \\
= \sum_{c,z} \left(\bar{E}(Y|z, c) - \bar{E}(Y|z, c)\right) p(c) \times \\
\left(\sum_a p(a|c)p(z|a, c) \left(\bar{p}(z|a^*, c) - \bar{p}(z|a, c)\right) - p(z|a^*, c) + p(z|a, c)\right). 
\]
Therefore, when \( \hat{p}(A|C) = p(A|C) \) and either \( \tilde{E}(Y|Z,C) = E(Y|Z,C) \) or \( \hat{p}(Z|A,C) = p(Z|A,C) \), \( E_{\varphi_{bd,td}}(X, \tilde{\eta}, \theta_0) = 0 \). When \( \hat{p}(Z|A,C) = p(Z|A,C) \),

\[
E_{\varphi_{bd,td}}(X, \tilde{\eta}, \theta) = E \left[ \frac{(Y - \tilde{E}(Y|Z,C)) (p(Z|a^*, C) - p(Z|a, C))}{\sum_a \hat{p}(a|C)p(Z|a, C)} \right. \\
+ \left. \left( \tilde{E}(Y|Z,C) - \sum_z \tilde{E}(Y|z, C)p(z|A,C) \right) \frac{I(A = a^*) - I(A = a)}{\hat{p}(A|C)} \right.
\]
\[
+ \left. \sum_z \tilde{E}(Y|z, C)p(z|a^*, C) - \sum_z \tilde{E}(Y|z, C)p(z|a, C) - \theta \right] \\
= \sum_{c,z} \frac{(E(Y|z,c) - \tilde{E}(Y|z,c)) (p(z|a^*, c) - p(z|a,c))}{\sum_a \hat{p}(a|c)p(z|a,c)} \sum_a p(z|a,c)p(a|c) \\
+ \sum_{c,z} (\tilde{E}(Y|z,c) - E(Y|z,c)) (p(z|a^*, c) - p(z|a,c)) p(c) \\
= \sum_{c,z} (E(Y|z,c) - \tilde{E}(Y|z,c)) (p(z|a^*, c) - p(z|a,c)) p(c) \left( \frac{\sum_a p(a|c)p(z|a,c)}{\sum_a \hat{p}(a|c)p(z|a,c)} - 1 \right).
\]

The last expression is equal to 0 when either \( \tilde{E}(Y|Z,C) = E(Y|Z,C) \) or \( \hat{p}(A|C) = p(A|C) \). When \( \tilde{E}(Y|Z,C) = E(Y|Z,C) \),

\[
E_{\varphi_{bd,td}}(X, \tilde{\eta}, \theta) = E \left[ \frac{(Y - E(Y|Z,C)) (\hat{p}(Z|a^*, C) - \hat{p}(Z|a, C))}{\sum_a \hat{p}(a|C)p(Z|a, C)} \right. \\
+ \left. \left( E(Y|Z,C) - \sum_z E(Y|z, C)\hat{p}(z|A,C) \right) \frac{I(A = a^*) - I(A = a)}{\hat{p}(A|C)} \right.
\]
\[
+ \left. \sum_z E(Y|z, C)\hat{p}(z|a^*, C) - \sum_z E(Y|z, C)\hat{p}(z|a, C) - \theta \right] \\
= \sum_{c,z} E(Y|z,c) (p(z|a^*, c) - \hat{p}(z|a,c)) \left( \frac{p(a|c)}{\hat{p}(a|c)} - 1 \right) p(c) \\
- \sum_{c,z} E(Y|z,c) (p(z|a,c) - \hat{p}(z|a,c)) \left( \frac{p(a|c)}{\hat{p}(a|c)} - 1 \right) p(c) = 0
\]

when, additionally to \( \tilde{E}(Y|Z,C) = E(Y|Z,C) \), either \( \hat{p}(Z|A,C) = p(Z|A,C) \) or \( \hat{p}(A|C) = p(A|C) \). These conditions have already been mentioned above.

To prove the efficiency of the estimator, according to Appendix J.2, we now show that \( \mathbb{P} \circ_{bd,td}(X, \tilde{\eta}) - \theta = o_p(n^{-1/2}) \).

\[
\mathbb{P} \circ_{bd,td}(X, \tilde{\eta}) - \theta \\
= \sum_{c,z} (E(Y|z,c) - \tilde{E}(Y|z,c)) (\hat{p}(z|a^*, c) - \hat{p}(z|a,c)) \sum_a p(z|\tilde{a},c)\hat{p}(\tilde{a}|c)p(\tilde{a},c) \\
+ \sum_{\tilde{a},c,z} \tilde{E}(Y|z,c)(p(z|\tilde{a}, c) - \hat{p}(z|\tilde{a}, c)) \frac{I(\tilde{a} = a^*)}{\hat{p}(\tilde{a}|c)} p(\tilde{a},c) \\
- \sum_{\tilde{a},c,z} \tilde{E}(Y|z,c)(p(z|\tilde{a}, c) - \hat{p}(z|\tilde{a}, c)) \frac{I(\tilde{a} = a)}{\hat{p}(\tilde{a}|c)} p(\tilde{a},c)
\]
Subtraction, addition of some terms, and rearranging allows us to re-write the expression as

\[
\begin{align*}
\sum_{c,z} \hat{E}(Y|z,c)(\rho(z|a^*, c) - \bar{\rho}(z|a, c))p(c) \\
- \sum_{c,z} E(Y|z,c)(p(z|a^*, c) - p(z|a, c))p(c).
\end{align*}
\]

The second last term and a part with \( \hat{E}(z, c) \) of the second term are the same and cancel out. The other terms can be rearranged as follows.

\[
\begin{align*}
\sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \left( \rho(z|a^*, c) - \bar{\rho}(z|a, c) \right) \\
\times \frac{\sum_{\bar{a}} p(z|\bar{a}, c)p(\bar{a}|c) - \sum_{\bar{a}} \rho(z|\bar{a}, c)p(\bar{a}|c) \pm \sum_{\bar{a}} \bar{\rho}(z|\bar{a}, c)p(\bar{a}|c)}{\sum_{\bar{a}} \rho(z|\bar{a}, c)p(\bar{a}|c)} p(c) \\
+ \sum_{c,z} \left( \hat{E}(Y|z,c) \frac{p(a^*|c)}{\bar{\rho}(a^*|c)} - E(Y|z,c) \right) \left( \rho(z|a^*, c) - \bar{\rho}(z|a^*, c) \right) \\
- \sum_{c,z} \left( \hat{E}(Y|z,c) \frac{p(a|c)}{\rho(a|c)} - E(Y|z,c) \right) \left( p(z|a,c) - \bar{\rho}(z|a,c) \right) p(c) \\
= \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \left( \rho(z|a^*, c) - \bar{\rho}(z|a, c) \right) \\
\times \frac{\sum_{\bar{a}} p(z|\bar{a}, c) - \rho(z|\bar{a}, c)p(\bar{a}|c) + \sum_{\bar{a}} \rho(z|\bar{a}, c)(p(\bar{a}|c) - \bar{\rho}(\bar{a}|c))}{\sum_{\bar{a}} p(z|\bar{a}, c)p(\bar{a}|c)} p(c) \\
+ \sum_{c,z} \frac{p(a^*|c) \left( \hat{E}(Y|z,c) - E(Y|z,c) \right) - E(Y|z,c)(\rho(a^*|c) - p(a^*|c))}{\bar{\rho}(a^*|c)} \\
\times \left( p(z|a^*, c) - \bar{\rho}(z|a^*, c) \right) p(c) \\
- \sum_{c,z} \frac{p(a|c) \left( \hat{E}(Y|z,c) - E(Y|z,c) \right) - E(Y|z,c)(\rho(a|c) - p(a|c))}{\rho(a|c)} \\
\times (p(z|a,c) - \bar{\rho}(z|a,c)) p(c)
\end{align*}
\]
According to Appendix J.1, we prove the consistency of the estimator by showing
the following:

\[ \lim_{n \to \infty} P \left( \sqrt{n} P \left( \left| \frac{\hat{p}(Z|a^*, C) - \hat{p}(Z|a, C)}{\hat{p}(Z|a, C) \sum \hat{p}(Z|a, C)p(a|C)} \right| \right. \right) > \epsilon \right) \leq \lim_{n \to \infty} P \left( \left( \sqrt{n} P \left( W_n V_n Q \right) \right) \right) > \epsilon \right) \leq \lim_{n \to \infty} P \left( \left( \sqrt{n} P \left( W_n V_n^2 \right) \right)^{1/2} \left( V_n^2 \right)^{1/2} > \epsilon \right) = 0 \]

for some \( Q \), where the second last inequality follows from boundedness within Assumption A6 and the last inequality follows from the Cauchy-Schwarz inequality. \( P m_{f,d,t}(X, \hat{\theta}) - \theta = o_p(1/\sqrt{n}) \) since each term in the summation above is \( o_p(1/\sqrt{n}) \).

### J.6 Proof of Theorem 9

**Proof** According to Appendix J.1, we prove the consistency of the estimator by showing that under each scenario \( E \varphi_{f,d,t}(X, \hat{\eta}, \theta_0) = 0 \), where \( \theta_0 \) is the true value of the average causal effect.

When \( E(Y|A, Z, C) = E(Y|A, Z, C) \),

\[
E \varphi_{f,d,t}(X, \hat{\eta}, \theta_0) =
E \left[ (Y - E(Y|A, Z, C)) \frac{\hat{p}(Z|a^*) - \hat{p}(Z|a)}{\hat{p}(Z|A)} \right] + \sum_{c, z} \left( \sum_{a} E(Y|a, Z, c)\hat{p}(a|c) - \sum_{a, z} E(Y|a, z, c)p(z|A)p(a|c) \right) \left[ \frac{I(A = a^*) - I(A = a)}{p(a)} \right] + \sum_{z} E(Y|A, z, C) (\hat{p}(z|a^*) - \hat{p}(z|a)) - \theta_0 \]

\[
= 0 + \sum_{c, z} \left( \sum_{a} E(Y|a, Z, z, \hat{\eta})\hat{p}(a|c) - \sum_{a, z} E(Y|a, z, \hat{\eta})p(z|a)p(a|c) \right) \left[ \frac{p(z|a^*)p(a^*)\hat{p}(c)}{\hat{p}(a^*)} \right] - \sum_{c, \hat{\eta}, z} \left( \sum_{a} E(Y|a, Z, \hat{\eta})\hat{p}(a|c) - \sum_{a, z} E(Y|a, \hat{\eta}, z)p(z|a)p(a|c) \right) \left[ \frac{p(z|a)p(a|c)\hat{p}(c)}{\hat{p}(a)} \right] + \sum_{c, a, z} E(Y|a, Z, \hat{\eta})\hat{p}(z|a)p(a|c)p(c) - \sum_{c, a, z} E(Y|a, Z, \hat{\eta})\hat{p}(z|a)p(a|c)p(c) - \theta_0
\]
The expression above is equal to 0 when either \( \tilde{p}(A|C) = p(A|C) \) and \( \tilde{p}(C) = p(C) \) or \( \tilde{p}(Z|A) = p(Z|A) \). The conditions of the theorem cover these cases.

When \( \tilde{p}(Z|A) = p(Z|A) \),

\[
E_{\tilde{F}_{d,t,d}}(X, \bar{y}, \theta_0) = E \left[ (Y - \tilde{E}(Y|A, Z, C)) \frac{p(Z|a^*) - p(Z|a)}{p(Z|A)} \right]
\]

\[
+ \sum_c \left( \sum_a \tilde{E}(Y|\bar{a}, Z, c)p(\bar{a}|c) - \sum_{a,z} \tilde{E}(Y|\bar{a}, z, c)p(z|A)\tilde{p}(\bar{a}|c) \right) \frac{(I(A = a^*) - I(A = a))\tilde{p}(c)}{\tilde{p}(A)}
\]

\[
+ \sum_z \tilde{E}(Y|\bar{a}, z, C)(p(z|a^*) - p(z|a)) - \theta_0 \right] = \theta_0 - \sum_{c,a,z} \tilde{E}(Y|\bar{a}, z, c)(p(z|a^*) - p(z|a))p(\bar{a}|c)p(c)
\]

\[
+ \sum_{c,a,z} \tilde{E}(Y|\bar{a}, z, c) (p(z|a^*) - p(z|a))p(\bar{a}|c)p(c) - \theta_0 = 0.
\]

We show below that other conditions for the consistency are covered by the conditions of the theorem.

When \( \tilde{p}(A|C) = p(A|C) \),

\[
E_{\tilde{F}_{d,t,d}}(X, \bar{y}, \theta_0) = E \left[ (Y - \tilde{E}(Y|A, Z, C)) \frac{\tilde{p}(Z|a^*) - \tilde{p}(Z|a)}{\tilde{p}(Z|A)} \right]
\]

\[
+ \sum_c \left( \sum_a \tilde{E}(Y|\bar{a}, Z, c)p(\bar{a}|c) - \sum_{a,z} \tilde{E}(Y|\bar{a}, z, c)\tilde{p}(\bar{a}|c) \right) \frac{(I(A = a^*) - I(A = a))\tilde{p}(c)}{\tilde{p}(A)}
\]

\[
+ \sum_z \tilde{E}(Y|\bar{a}, z, C)(\tilde{p}(z|a^*) - \tilde{p}(z|a)) - \theta_0 \right] = \theta_0 - \sum_{c,a,z} \tilde{E}(Y|\bar{a}, z, c)(\tilde{p}(z|a^*) - \tilde{p}(z|a))p(\bar{a}|c)p(c)
\]

\[
+ \sum_{c,a,z} \tilde{E}(Y|\bar{a}, z, c) (\tilde{p}(z|a^*) - \tilde{p}(z|a))p(\bar{a}|c)p(c) - \theta_0 = 0.
\]
The last expression is equal to 0 when either \( \hat{p}(C) = p(C) \) and \( \hat{E}(Y | A, Z, C) = E(Y | A, Z, C) \) or \( \hat{p}(Z | A) = p(Z | A) \). These cases are covered by the conditions of the theorem.

When \( \hat{p}(C) = p(C) \),

\[
E \hat{p}_{f,d,t,d}(X, \hat{y}, \theta_0) = E \left[ (Y - \hat{E}(Y | A, Z, C)) \frac{\hat{p}(Z|a^*) - \hat{p}(Z|a)}{\hat{p}(Z|A)} \right] + \sum_c \left( \sum_a \hat{E}(Y|a, Z, c) \hat{p}(a|c) - \sum_a \hat{E}(Y|a, z, c) \hat{p}(z|A) \hat{p}(a|c) \right) \frac{(I(A = a^*) - I(A = a))p(c)}{\hat{p}(A)}
\]

\[
+ \sum_c \left( \sum_a \hat{E}(Y|a, z, c) \hat{p}(a|c) - \sum_a \hat{E}(Y|a, z, c) \hat{p}(z|A) \hat{p}(a|c) \right) \frac{p(z|a)p(a|p(c)}{\hat{p}(a^*)}
\]

\[
- \sum_c \left( \sum_a \hat{E}(Y|a, z, c) \hat{p}(a|c) - \sum_a \hat{E}(Y|a, z, c) \hat{p}(z|A) \hat{p}(a|c) \right) \frac{p(z|a)p(a|p(c)}{\hat{p}(a)}
\]

\[
+ \sum_{c,a,z} \hat{E}(Y|a, z, c) \hat{p}(a|c)p(c) - \sum_{c,a,z} \hat{E}(Y|a, z, c) \hat{p}(z|a) \hat{p}(a|c)p(c) - \theta_0.
\]

The last expression is equal to 0 when \( \hat{p}(Z|A) = p(Z|A) \) or \( \hat{E}(Y | A, Z, C) = E(Y | A, Z, C) \) and \( \hat{p}(A|C) = p(A|C) \). The proof of the consistency is completed by noting that this situation is also covered by the conditions of the theorem.

According to Appendix J.2, to show the efficiency of the estimator, we provide conditions for \( \Phi m_{f,d,t,d}(X, \hat{y}) - \theta = o_p(n^{-1/2}) \).

\[
\Phi m_{f,d,t,d}(X, \hat{y}) - \theta = f(a^*) - f(a),
\]

where

\[
f(\hat{a}) = \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) - \hat{E}(Y|a, z, c) \right) \frac{\hat{p}(z|\hat{a})}{\hat{p}(z|\hat{a})} \hat{p}(a|c)p(c)
\]

\[
+ \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) \hat{p}(a|c) - \hat{p}(z|\hat{a}) \hat{p}(a|c) \right) \frac{\hat{p}(\hat{a})}{\hat{p}(\hat{a})} p(c)
\]

\[
+ \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) \hat{p}(a|c) - E(Y|a, z, c) \hat{p}(z|\hat{a}) \right) p(a|c)p(c)
\]

\[
= \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) - \hat{E}(Y|a, z, c) \right) \left( \frac{\hat{p}(z|\hat{a})}{\hat{p}(z|\hat{a})} - 1 \right) \hat{p}(z|\hat{a}) p(a|c)p(c)
\]

\[
+ \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) - \hat{E}(Y|a, z, c) \right) \hat{p}(z|\hat{a}) p(a|c)p(c)
\]

\[
+ \sum_{c,a,z} \left( \hat{E}(Y|a, z, c) \hat{p}(a|c) - \hat{p}(z|\hat{a}) \hat{p}(a|c) \hat{p}(c) \right) \left( \frac{\hat{p}(\hat{a})}{\hat{p}(\hat{a})} - 1 \right)
\]

48
The equality above is obtained by addition and subtraction of
\[ \sum_{c,a,z} \left( E(Y|\bar{a}, z, c) - \hat{E}(Y|\bar{a}, z, c) \right) \hat{p}(z|\bar{a}) p(\bar{a}|c) p(c) \] and
\[ \sum_{c,a,z} \left( E(Y|\bar{a}, z, c) \right) \hat{p}(z|\bar{a}) p(\bar{a}|c) p(c). \] Rearranging allows us to write

\[ f(\bar{a}) = \sum_{c,a,z} \left( E(Y|\bar{a}, z, c) - \hat{E}(Y|\bar{a}, z, c) \right) \left( \frac{p(z|\bar{a}) - \hat{p}(z|\bar{a})}{\hat{p}(z|\bar{a})} \right) \hat{p}(z|\bar{a}) p(\bar{a}|c) p(c) \]

Contrasting Identifying Assumptions

\[ \mathbb{P}_{m_{f_{d,t,d}}}(X, \tilde{\eta}) - \theta = o_p(1/\sqrt{n}) \] from the Cauchy-Schwartz inequality, Assumption A7, and the assumptions of the theorem since each term in the summation above is then \( o_p(1/\sqrt{n}) \).
J.7 Proof of Theorem 10

Proof According to Appendix J.1, we have to show that under each scenario, $E_{\bar{\phi}_{bd, f, d, t, d}}(X, \bar{\eta}, \theta_0) = 0$, where $\theta_0$ is the true value of the average causal effect.

When $E(Y|Z, C) = E(Y|Z, C)$,

$$E_{\bar{\phi}_{bd, f, d, t, d}}(X, \bar{\eta}, \theta_0) = E \left[ \frac{(Y - E(Y|Z, C)) \left( \bar{p}(Z|a^*) - \bar{p}(Z|a) \right)}{\sum_a \bar{p}(Z|a) \bar{p}(a|C)} \right]$$

$$+ \left( \sum_c E(Y|Z, c) - \sum_{z,c} E(Y|z, c) \bar{p}(z|A) \right) \frac{I(A = a^*) - I(A = a)}{\sum_c \bar{p}(A|c) \bar{p}(c)} \bar{p}(c)$$

$$+ \sum_z E(Y|z, C) \left( \bar{p}(z|a^*) - \bar{p}(z|a) \right) - \theta_0$$

$$= 0 + \sum_z \left( \sum_c E(Y|z, c) - \sum_{z,c} E(Y|z, c) \bar{p}(z|a^*) \right) \frac{p(z|a^*) p(a^*)}{\sum_c \bar{p}(a^*|c) \bar{p}(c)} \bar{p}(c)$$

$$- \sum_{z,c} \left( \sum_c E(Y|z, c) - \sum_{z,c} E(Y|z, c) \bar{p}(z|a) \right) \frac{p(z|a) p(a)}{\sum_c \bar{p}(a|c) \bar{p}(c)} \bar{p}(c)$$

$$+ \sum_{z,c} E(Y|z, c) \bar{p}(z|a^*) p(c) - \sum_{c,z} E(Y|z, c) \bar{p}(z|a) p(c) - \theta_0$$

$$= \sum_{c,z} E(Y|z, c) \frac{p(a^*) \bar{p}(c)}{\sum_c \bar{p}(a^*|c) \bar{p}(c)} \left( p(z|a^*) - \bar{p}(z|a^*) \right)$$

$$- \sum_{c,z} E(Y|z, c) \frac{p(a) \bar{p}(c)}{\sum_c \bar{p}(a|c) \bar{p}(c)} \left( p(z|a) - \bar{p}(z|a) \right)$$

$$+ \sum_{c,z} E(Y|z, c) p(c) \left( \bar{p}(z|a^*) - \bar{p}(z|a) - p(z|a^*) + p(z|a) \right).$$

The last expression is 0 when $\bar{p}(Z|A) = p(Z|A)$. Additionally, the expression is 0 when $\bar{p}(C) = p(C)$ and $\bar{p}(A|C) = p(A|C)$. These conditions correspond to the conditions of the theorem.

When $\bar{p}(Z|A) = p(Z|A)$,

$$E_{\bar{\phi}_{bd, f, d, t, d}}(X, \bar{\eta}, \theta_0) = E \left[ \frac{(Y - \bar{E}(Y|Z, C)) \left( p(Z|a^*) - p(Z|a) \right)}{\sum_a p(Z|a) \bar{p}(a|C)} \right]$$

$$+ \left( \sum_c \bar{E}(Y|Z, c) - \sum_{z,c} \bar{E}(Y|z, c) p(z|A) \right) \frac{I(A = a^*) - I(A = a)}{\sum_c \bar{p}(A|c) \bar{p}(c)} \bar{p}(c)$$

$$+ \sum_z \bar{E}(Y|z, C) \left( p(z|a^*) - p(z|a) \right) - \theta_0$$

$$= \sum_{c,z} \bar{E}(Y|z, c) \frac{p(a^*) \bar{p}(c)}{\sum_c \bar{p}(a^*|c) \bar{p}(c)} \left( p(z|a^*) - \bar{p}(z|a^*) \right)$$

$$- \sum_{c,z} \bar{E}(Y|z, c) \frac{p(a) \bar{p}(c)}{\sum_c \bar{p}(a|c) \bar{p}(c)} \left( p(z|a) - \bar{p}(z|a) \right)$$

$$+ \sum_{c,z} \bar{E}(Y|z, c) p(c) \left( \bar{p}(z|a^*) - \bar{p}(z|a) - p(z|a^*) + p(z|a) \right).$$
Contrasting Identifying Assumptions

\[ + \sum_{c,z} (\bar{E}(Y|z,c) - E(Y|z,c)) (p(z|a^*) - p(z|a)) p(c) \]
\[ = \sum_{c,z} (E(Y|z,c) - \bar{E}(Y|z,c)) (p(z|a^*) - p(z|a)) p(c) \left( \frac{\sum_a p(z|a)p(a|c)}{\sum_a p(z|a)p(a|c)} - 1 \right) = 0 \]

when additionally either \( \bar{E}(Y|Z,C) = E(Y|Z,C) \) (already mentioned above) or \( \bar{p}(A|C) = p(A|C) \).

Below we show that the conditions for \( E_{\bar{\bar{p}}_{bd,fd,td},d}(X, \tilde{\eta}, \theta_0) = 0 \) under \( \bar{p}(A|C) = p(A|C) \) or \( \bar{p}(C) = p(C) \) are covered by the already-mentioned conditions of the theorem.

When \( \bar{p}(A|C) = p(A|C) \),

\[ E_{\bar{\bar{p}}_{bd,fd,td},d}(X, \tilde{\eta}, \theta_0) = \frac{(Y - \bar{E}(Y|Z,C)) (\bar{p}(Z|a^*) - \bar{p}(Z|a))}{\sum_a \bar{p}(Z|a)p(a|C)} \]
\[ + \left( \sum_c \bar{E}(Y|Z,c) - \sum_{z,c} \bar{E}(Y|z,c)p(z|A) \right) \frac{I(A = a^*) - I(A = a)}{\sum_c p(A|C)p(c)} \bar{p}(c) \]
\[ + \sum_{c,z} \bar{E}(Y|z,c) (\bar{p}(z|a^*) - \bar{p}(z|a)) \sum_a p(z|a)p(a|c) \sum_a \bar{p}(z|a)p(a|c) p(c) \]
\[ + \sum_{c,z} \bar{E}(Y|z,c) (p(z|a^*) - \bar{p}(z|a)) \sum_c p(a|c)p(c) \sum_c \bar{p}(a|c)p(c) \bar{p}(c) \]
\[ - \sum_{c,z} \bar{E}(Y|z,c) (p(z|a) - \bar{p}(z|a)) \sum_c p(a|c)p(c) \sum_c \bar{p}(a|c)p(c) \bar{p}(c) \]
\[ + \sum_{c,z} \bar{E}(Y|z,c) (\bar{p}(z|a^*) - \bar{p}(z|a)) p(c) - \sum_{c,z} E(Y|z,c) (p(z|a^*) - p(z|a)) p(c). \]

The last expression is equal to 0 under the conditions of the theorem.

When \( p(C) \) is correctly specified,

\[ E_{\bar{\bar{p}}_{bd,fd,td},d}(X, \tilde{\eta}, \theta_0) = \frac{(Y - \bar{E}(Y|Z,C)) (\bar{p}(Z|a^*) - \bar{p}(Z|a))}{\sum_a \bar{p}(Z|a)p(a|C)} \]
\[ + \left( \sum_c \bar{E}(Y|Z,c) - \sum_{z,c} \bar{E}(Y|z,c)p(z|A) \right) \frac{I(A = a^*) - I(A = a)}{\sum_c p(A|C)p(c)} \bar{p}(c) \]
\[ + \sum_{z,c} (E(Y|z,c) - \bar{E}(Y|z,c)) (\bar{p}(z|a^*) - \bar{p}(z|a)) \sum_a p(z|a)p(a|c) \sum_a \bar{p}(z|a)p(a|c) p(c) \]
\[ + \sum_{c,z} \bar{E}(Y|z,c) (p(z|a^*) - \bar{p}(z|a)) \sum_c p(a|c)p(c) \sum_c \bar{p}(a|c)p(c) \bar{p}(c) \]
\[ - \sum_{c,z} \bar{E}(Y|z,c) (p(z|a) - \bar{p}(z|a)) \sum_c p(a|c)p(c) \sum_c \bar{p}(a|c)p(c) \bar{p}(c) \]
\[ + \sum_{c,z} \bar{E}(Y|z,c) (\bar{p}(z|a^*) - \bar{p}(z|a)) p(c) - \sum_{c,z} E(Y|z,c) (p(z|a^*) - p(z|a)) p(c). \]
The last expression equals 0 under the already-mentioned conditions of the theorem.

As for the efficiency of the estimators, according to Appendix J.2, we provide conditions for \( \mathbb{P}m_{bd,fd,td}(X, \hat{\eta}) - \theta = o_p(n^{-1/2}) \).

\[
\mathbb{P}m_{bd,fd,td}(X, \hat{\eta}) - \theta = f(a^*) - f(a),
\]

where

\[
f(\bar{a}) = \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \hat{p}(z|\bar{a}) \frac{\sum_{\bar{a}} p(z|\bar{a})p(\bar{a}|c)}{\sum_{\bar{a}} \hat{p}(z|\bar{a})\hat{p}(\bar{a}|c)} p(c)
+ \sum_{c,z} \hat{E}(Y|z,c)(p(z|\bar{a}) - \hat{p}(z|\bar{a})) \frac{\hat{p}(\bar{a}) - \hat{p}(\bar{a})}{\hat{p}(\bar{a})} \hat{p}(c)
+ \sum_{c,z} \left( \hat{E}(Y|z,c)\hat{p}(z|\bar{a}) - E(Y|z,c)p(z|\bar{a}) \right) p(c).
\]

The addition and subtraction of several terms and rearranging implies the following.

\[
f(\bar{a}) = \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \hat{p}(z|\bar{a}) \frac{\sum_{\bar{a}} p(z|\bar{a})p(\bar{a}|c)}{\sum_{\bar{a}} \hat{p}(z|\bar{a})\hat{p}(\bar{a}|c)} p(c)
+ \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \hat{p}(z|\bar{a}) p(c)
+ \sum_{c,z} \hat{E}(Y|z,c)(p(z|\bar{a}) - \hat{p}(z|\bar{a})) \frac{\hat{p}(\bar{a}) - \hat{p}(\bar{a})}{\hat{p}(\bar{a})} \hat{p}(c)
+ \sum_{c,z} \hat{E}(Y|z,c)(p(z|\bar{a}) - \hat{p}(z|\bar{a}) \hat{p}(c)
+ \sum_{c,z} \left( \hat{E}(Y|z,c)\hat{p}(z|\bar{a}) - E(Y|z,c)p(z|\bar{a}) \right) p(c).
\]

\[
= \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \hat{p}(z|\bar{a}) \times \frac{\sum_{\bar{a}} p(z|\bar{a})(p(\bar{a}|c) - \hat{p}(\bar{a}|c)) - \sum_{a} \hat{p}(\bar{a}|c)\hat{p}(z|\bar{a}) - p(z|\bar{a})}{\sum_{\bar{a}} \hat{p}(z|\bar{a})\hat{p}(\bar{a}|c)} p(c)
+ \sum_{c,z} \hat{E}(Y|z,c)(p(z|\bar{a}) - \hat{p}(z|\bar{a})) \frac{\hat{p}(\bar{a}) - \hat{p}(\bar{a})}{\hat{p}(\bar{a})} \hat{p}(c)
+ \sum_{c,z} E(Y|z,c)\hat{p}(z|\bar{a}) p(c) - \sum_{c,z} \hat{E}(Y|z,c)\hat{p}(z|\bar{a}) p(c)
+ \sum_{c,z} \hat{E}(Y|z,c)p(z|\bar{a}) \hat{p}(c) - \sum_{c,z} \hat{E}(Y|z,c)\hat{p}(z|\bar{a}) \hat{p}(c)
+ \sum_{c,z} \hat{E}(Y|z,c)p(z|\bar{a}) \hat{p}(c) - \sum_{c,z} E(Y|z,c)p(z|\bar{a}) \hat{p}(c)
\]

\[
= \sum_{c,z} \left( E(Y|z,c) - \hat{E}(Y|z,c) \right) \hat{p}(z|\bar{a}) \times \frac{\sum_{\bar{a}} p(z|\bar{a})(p(\bar{a}|c) - \hat{p}(\bar{a}|c)) - \sum_{a} \hat{p}(\bar{a}|c)\hat{p}(z|\bar{a}) - p(z|\bar{a})}{\sum_{\bar{a}} \hat{p}(z|\bar{a})\hat{p}(\bar{a}|c)} p(c)
+ \sum_{c,z} \hat{E}(Y|z,c)(p(z|\bar{a}) - \hat{p}(z|\bar{a})) \frac{\hat{p}(\bar{a}) - \hat{p}(\bar{a})}{\hat{p}(\bar{a})} \hat{p}(c)
\]

\[52\]
\[ + \sum_{c, \alpha} (\tilde{p}(z|\alpha) - p(z|\alpha)) \left( (E(Y|z, c) - \tilde{E}(Y|z, c))\tilde{p}(c) + E(Y|z, c)(p(c) - \tilde{p}(c)) \right) \]

\[ = P \left( E(Y|Z, C) - \tilde{E}(Y|Z, C) \right) \left((p(A|C) - \tilde{p}(A|C)) \frac{\tilde{p}(Z|\alpha)}{p(A|C) \sum_{\alpha} \tilde{p}(Z|\alpha) \tilde{p}(A|C)} \right) \]

\[ - P \left( E(Y|Z, C) - \tilde{E}(Y|Z, C) \right) \left((\tilde{p}(Z|A) - p(Z|A)) \frac{p(A|C)p(Z|A) \sum_{\alpha} \tilde{p}(Z|\alpha) p(\alpha|C)}{p(\alpha)} \right) \]

\[ + P \left( E(Y|Z, C) (p(Z|\alpha) - \tilde{p}(Z|\alpha)) \frac{p(\alpha) - \tilde{p}(\alpha)}{p(\alpha) \sum_{\alpha} p(\alpha|C) p(Z|\alpha)} \right) \]

\[ + P \left( E(Y|Z, C) (\tilde{p}(Z|\alpha) - p(Z|\alpha)) (p(C) - \tilde{p}(C)) \frac{1}{p(\alpha) \sum_{\alpha} p(\alpha|C) p(Z|\alpha)} \right). \]

\[ P \sum_{bd, fd, td} (X, \tilde{\eta}) - \theta = o_p(1/\sqrt{n}) \] from the Cauchy-Schwartz inequality, Assumption A8, and the assumptions of the theorem since each term in the summation above is then \( o_p(1/\sqrt{n}). \)

Appendix K. Expressions for the Example in Appendix D and Simulation Study 1

Here we provide some expressions for example in Appendix D and simulation study 1 in Section 5.1.

K.1 \( \text{var}\varphi_{fd} \)

\[ p(y|a, z) = \sum_{c} p(a, c)p(y|z, c). \]

\[ E(Y|A, Z) = E[E(Y|Z, A, C)|A, Z] = \gamma_0 + \gamma_1 Z + \gamma_2 E(C|A). \]

\[ E(C|A) = p(C = 1|A) = \frac{p(A|C = 1)p(C = 1)}{p(A)} = A \frac{\expit(\alpha)p_c}{\expit(\alpha)p_c + (1 - p_c) \expit(0)} \]

\[ + (1 - A) \frac{1 - \expit(\alpha)p_c + (1 - p_c)(1 - \expit(0))}{\expit(\alpha)p_c + (1 - p_c) \expit(0)}. \]

\[ \text{var}(C|A) = p(C = 1|A)(1 - p(C = 1|A)), \]

where \( \alpha = 1 \) and \( p_c = 0.5 \) for the simulation study.

\[ \text{var}(Y|\alpha, z) = \sum_{c} p(\alpha, c)E(Y^2|z, c) - E^2(Y|z, \alpha) \]

\[ = \sum_c p(c|\alpha)(\sigma^2_y + (\gamma_0 + \gamma_1 z + \gamma_2 c^2) - (\gamma_0 + \gamma_1 z + \gamma_2 E(C|\alpha))^2 \]

\[ = \sigma^2_y + \gamma_2^2 (E(C^2|\alpha) - E^2(C|\alpha)). \]

\[ \sum_z (p(z|\alpha) - p(z|\alpha))^2 = \sum_z (p(z|\alpha^*) - p(z|\alpha))^2 = e^{\beta^2/\sigma^2_\alpha} - 1. \]

\[ \sum_z \left( \sum_c E(Y|\alpha, z)p(\alpha) \right)^2 \frac{p(z|\alpha)}{p(\alpha)} = \frac{E^2Y(\alpha)}{p(\alpha)}. \]
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In the simulation study, 

\[
\sum_a p(\bar{a}) \left( \sum_z E(Y|\bar{a}, z)(p(z|a^*) - p(z|a)) \right)^2 - \theta^2 = \sum_a p(\bar{a}) (\gamma_1 E(Z|a^*) - \gamma_1 E(Z|a))^2 - \theta^2 = \gamma_1^2 \beta^2 (a^* - a)^2 - \theta^2 = 0.
\]

\[
\text{var}\varphi_{fd} = \left( e^{\beta^2/\sigma_z^2} - 1 \right) \left( \sigma_y^2 + \gamma_2^2 p(c = 1) - \gamma_2^2 \frac{p^2(c = 1)p^2(a|c = 1)}{p(a)} \right) - \gamma_2^2 \frac{p^2(c = 1)p^2(a^*|c = 1)}{p(a)} + \gamma_1^2 \sigma_z^2 \left( \frac{1}{p(a^*)} + \frac{1}{p(a)} \right).
\]

In the simulation study, 

\[
\text{var}\varphi_{fd} = \left( e^{\beta^2 - 1} \right) \left( 1 + \frac{\gamma_2^2}{2} - \frac{\gamma_2^2 (1 - \expit(\alpha))^2}{1 + 2(1 - \expit(\alpha))} - \frac{\gamma_2^2 \expit(2\alpha)}{1 + 2(\expit(\alpha))} \right) + \gamma_1^2 \left( \frac{1}{0.5^2 + 0.5 \expit(\alpha)} + \frac{1}{0.5^2 + 0.5 (1 - \expit(\alpha))} \right).
\]

K.2 \text{ var}\varphi_{bd}

From the law of total variance, 

\[
\text{var}[Y(a)|C] = \sigma_y^2 + \text{var}\gamma_0 + \gamma_1 Z + \gamma_2 C|a, C) = \sigma_y^2 + \gamma_1^2 \sigma_z^2.
\]

Since the back-door identification holds, 

\[
E(Y(a)|C) = E(Y|a, C) = \gamma_0 + \gamma_1 (\beta a) + \gamma_2 C.
\]

\[
E(Y(a^*)|C) - E(Y(a)|C) - \theta = \gamma_1 (\beta a^* - \theta = 0.
\]

\[
\text{var}\varphi_{bd} = (\sigma_y^2 + \gamma_1^2 \sigma_z^2) \sum_c \left( \frac{p(c)}{p(a^*|c)} + \frac{p(c)}{p(a|c)} \right).
\]

For the distribution in the simulation study, 

\[
\text{var}\varphi_{bd} = (1 + \gamma_1^2) \left( 2 + \frac{0.5}{\expit(\alpha)} + \frac{0.5}{1 - \expit(\alpha)} \right).
\]

K.3 \text{ var}\varphi_{td}

\[
\text{var}\varphi_{td} = \text{var}\varphi_{bd} + \sum_{c\in C} p(c) \sigma_y^2 \left( (p(z|a^*) - p(z|a))^2 \sum_z \frac{p(a|c)}{p(a^*|c)} - \frac{p(z|a)}{p(a|c)} \right)
\]

\[
= \text{var}\varphi_{bd} + \sigma_y^2 \sum_z (p(z|a^*) - p(z|a))^2 \left( \frac{p(a)}{p(z|a)} + \frac{p(a^*)}{p(z|a^*)} \right) - \sigma_y^2 \sum_c \left( \frac{p(c)}{p(a^*|c)} + \frac{p(c)}{p(a|c)} \right).
\]

\[
= \text{var}\varphi_{bd} + \sigma_y^2 \left( e^{\beta^2/\sigma_z^2} - 1 \right) - \sigma_y^2 \sum_c \left( \frac{p(c)}{p(a^*|c)} + \frac{p(c)}{p(a|c)} \right).
\]
For the distribution in the simulation study,

\[ \text{var}\phi_{ld} = \text{var}\phi_{bd} + \left( e^{\beta^2} - 1 \right) - \left( 2 + \frac{1}{2 \expit(\alpha)} + \frac{1}{2(1 - \expit(\alpha))} \right). \]

\[ \text{var}\phi_{ld} < \text{var}\phi_{bd} \text{ when } e^{\beta^2} < 3 + \frac{1}{2 \expit(\alpha)} + \frac{1}{2(1 - \expit(\alpha))}. \]

When \( \alpha = 1, \text{var}\phi_{ld} < \text{var}\phi_{bd} \) when \( |\beta| < \sqrt{\log(3 + \frac{1}{2 \expit(\alpha)} + \frac{1}{2(1 - \expit(\alpha))})} \approx 1.3. \)

**Appendix L. Properties of the Semiparametric Estimators in the Simulation Studies**
| β | γ | n | Bias |
|---|---|---|-----|
| 0.5 | 0.5 | 40 | 0.119 (0.010) -0.006 (0.011) -0.008 (0.005) -0.008 (0.006) -0.001 (0.006) 0.000 (0.006) 0.000 (0.006) |
| 0.5 | 0.5 | 100 | 0.126 (0.008) -0.002 (0.008) 0.000 (0.005) -0.001 (0.004) -0.001 (0.004) -0.001 (0.004) -0.001 (0.004) |
| 0.5 | 0.5 | 500 | 0.124 (0.003) 0.002 (0.003) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) 0.002 (0.002) |
| 0.5 | 0.5 | 1000 | 0.122 (0.002) 0.000 (0.002) 0.003 (0.001) 0.002 (0.001) 0.002 (0.001) 0.002 (0.001) 0.002 (0.001) |
| 0.5 | 0.5 | 5000 | 0.122 (0.001) 0.000 (0.001) -0.001 (0.001) 0.000 (0.001) 0.000 (0.001) 0.000 (0.001) 0.000 (0.001) |
| 0.5 | 0.5 | 10000 | 0.123 (0.001) 0.001 (0.001) 0.000 (0.001) 0.000 (0.001) 0.000 (0.001) 0.000 (0.001) 0.000 (0.001) |
| 0.5 | 0.5 | 20000 | 0.122 (0.001) 0.000 (0.001) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 30000 | 0.121 (0.000) 0.001 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 40000 | 0.122 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 50000 | 0.122 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 15 | 0.135 (0.000) 0.009 (0.000) -0.001 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 50 | 0.147 (0.005) 0.022 (0.005) 0.022 (0.004) 0.020 (0.004) 0.020 (0.004) 0.020 (0.004) 0.020 (0.004) |
| 0.5 | 0.5 | 40000 | 0.122 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |
| 0.5 | 0.5 | 100000 | 0.122 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) 0.000 (0.000) |

Table A1: Bias estimates (Monte Carlo SEs in parentheses) in simulation study 1.
Table A2: Scaled empirical variance (Monte Carlo SEs in parentheses) of estimators in simulation study 1. Monte Carlo SE of scaled empirical variance $n^2s_{K-1}^2$ is calculated as $\sqrt{2n^2s_{K-1}^2/K}$ (Boos and Stefanski, 2013, p. 370).
represents no effect of the covariates on treatment \( \alpha \) from comparisons in Section 3.3) and covariates. The observed data is generated as follows: This simulation study follows simulation study 1 in the paper but considers multivariate Appendix M. Simulation study with multivariate covariates

Table A3: Estimates of performance for measures of interest (Monte Carlo SEs in parentheses) in simulation study 2. *Bias: estimated bias, EmpSE: empirical standard error, MSE: mean squared error. Scaled empirical variance, \( \text{ScEmpVar} = n \text{EmpSE}^2 = n s_{K-1}^2 \). Monte Carlo SE of scaled empirical variance \( n s_{K-1}^2 \) is calculated as \( \sqrt{2n^2 s_{K-1}^4 / K} \) (Boos and Stefanski, 2013, p. 370).

Appendix M. Simulation study with multivariate covariates

This simulation study follows simulation study 1 in the paper but considers multivariate covariates. The observed data is generated as follows:

\[
C = (C_1, C_2, C_3)^T \\
C_1 \sim \text{Bernoulli}(0.5) \\
C_2 \sim N(0, 1) \\
C_3 \sim N \left( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \right) \\
A|C \sim \text{Bernoulli}(\expit(\alpha C)) \\
Z|A, C \sim N(\beta A, 1), \\
Y|Z, A, C \sim N(\gamma_1 Z + \gamma_2 C, 1).
\]

We consider the following values of the parameters: \( \alpha = (\alpha, \alpha, \alpha, \alpha, \alpha) \), where \( \alpha = 0 \) represents no effect of the covariates on treatment \( A \) (when \( \text{var} \varphi_{fd} \) is bigger than \( \text{var} \varphi_{td} \) from comparisons in Section 3.3) and \( \alpha = 1 \) to represent stronger effect of the covariates on treatment \( A \). Similarly, \( \gamma_2 = (\gamma_2, \gamma_2, \gamma_2, \gamma_2, \gamma_2) \), where \( \gamma_2 = 0.1 \) and \( \gamma_2 = 1 \) to represent, correspondingly, weaker and stronger effect of the covariates on outcome \( Y \). The parameter \( \beta \) takes values 0 to study the situation when the sufficient condition for \( \text{var} \varphi_{td} \leq \text{var} \varphi_{td} \) in Proposition 1 is fulfilled and \( \beta = 1.5 \) as in the simulation study 1. Parameter \( \gamma_1 \) takes values 0.5 and 1.5 as in simulation study 1.

We consider samples of sizes \( n = 100, 500, 1000, 5000, 10000, 20000, 30000, 40000, 50000 \). For each sample size, \( K = 1000 \) replicates were simulated. Figure 5 provides empirical variances scaled by \( n s_{K-1}^2 = n / (K - 1) \sum_{k=1}^K (\hat{\theta}_k - \bar{\theta})^2 \), where \( \hat{\theta}_k \) is an estimate from replication \( k \), and \( \bar{\theta} = \sum_{k=1}^K \hat{\theta}_k / K \).
The simulation results show that the scaled empirical variance of the estimator based on Assumption **TD** is lower than the one for the estimator based on Assumption **BD** when the treatment does not affect the mediator \((\beta = 0)\) according to the sufficient condition of Proposition 1.

As expected from the comparison of \(\text{var} \varphi_{fd}\) and \(\text{var} \varphi_{td}\), when the covariates are not related to the treatment \((\alpha = 0)\), the sufficient condition in Proposition 3 is fulfilled and the estimates based on Assumption **FD** have close to or at least as large empirical variance as the estimates based on the **TD** assumption. The differences are more pronounced for a stronger relationship between the covariates and the outcome \((\gamma_2 = 1)\).

Also, **FD** outperforms **BD** when pre-treatment covariates do not affect the treatment \((\alpha = 0)\) and the treatment does not affect the mediator \((\beta = 0)\) according to a sufficient condition of Proposition 5.
Figure 5: Scaled empirical variance of semiparametric estimators based on influence functions under Assumption BD; FD; TD; BD and TD; BD, FD and TD in the simulation study with multivariate covariates. Shaded areas represent 95% confidence intervals for the estimated scaled variance based on the normal approximation. Note the difference in scales between the panels.
| σ | α | β | γ | δ | T | SE  |
|---|---|---|---|---|---|-----|
| 0.0 | 0.9 | 0.9 | 0.1 | 100 | 5.526 (0.247) | 1.035 (0.046) | 1.076 (0.048) | 1.086 (0.049) | 1.033 (0.046) | 1.041 (0.047) |
| 0.0 | 0.9 | 0.9 | 0.1 | 500 | 5.184 (0.232) | 1.027 (0.046) | 1.047 (0.047) | 1.045 (0.047) | 1.031 (0.046) | 1.029 (0.046) |
| 0.0 | 0.9 | 0.9 | 0.1 | 1000 | 5.102 (0.228) | 0.938 (0.042) | 0.932 (0.042) | 0.934 (0.042) | 0.932 (0.042) | 0.934 (0.042) |
| 1.0 | 0.0 | 0.9 | 0.1 | 500 | 5.620 (0.267) | 0.984 (0.044) | 0.986 (0.044) | 0.986 (0.044) | 0.984 (0.044) | 0.984 (0.044) |
| 1.0 | 0.0 | 0.9 | 0.1 | 1000 | 5.571 (0.204) | 0.933 (0.042) | 0.934 (0.042) | 0.934 (0.042) | 0.933 (0.042) | 0.934 (0.042) |
| 1.0 | 0.0 | 0.9 | 0.1 | 5000 | 5.226 (0.234) | 1.099 (0.045) | 1.099 (0.045) | 1.099 (0.045) | 1.099 (0.045) | 1.099 (0.045) |
| 1.0 | 0.0 | 0.9 | 0.1 | 1000 | 4.886 (0.219) | 0.990 (0.044) | 0.990 (0.044) | 0.990 (0.044) | 0.990 (0.044) | 0.990 (0.044) |
| 1.0 | 0.0 | 0.9 | 0.1 | 5000 | 5.019 (0.224) | 1.022 (0.046) | 1.022 (0.046) | 1.022 (0.046) | 1.022 (0.046) | 1.022 (0.046) |
| 1.0 | 0.0 | 0.9 | 0.1 | 1000 | 29.059 (1.300) | 1.139 (0.051) | 5.713 (0.255) | 5.718 (0.256) | 1.135 (0.051) | 1.127 (0.051) |
| 1.0 | 0.0 | 0.9 | 0.1 | 5000 | 23.142 (1.035) | 0.971 (0.043) | 8.002 (0.358) | 7.999 (0.358) | 0.971 (0.043) | 0.970 (0.043) |
| 1.0 | 0.0 | 0.9 | 0.1 | 10000 | 4.923 (0.220) | 0.956 (0.042) | 3.930 (0.161) | 2.561 (0.117) | 3.930 (0.161) | 2.619 (0.117) |
| 1.0 | 0.0 | 0.9 | 0.1 | 100000 | 24.924 (1.115) | 1.070 (0.048) | 5.001 (0.224) | 5.009 (0.224) | 1.070 (0.048) | 1.070 (0.048) |
| 1.0 | 0.0 | 0.9 | 0.1 | 100 | 25.760 (1.292) | 1.205 (0.052) | 6.863 (0.302) | 6.861 (0.302) | 1.205 (0.052) | 1.205 (0.052) |
| 1.0 | 0.0 | 0.9 | 0.1 | 500 | 6.988 (0.397) | 1.447 (0.065) | 15.685 (0.651) | 15.387 (0.651) | 1.447 (0.065) | 1.447 (0.065) |
| 1.0 | 0.0 | 0.9 | 0.1 | 1000 | 29.081 (1.410) | 1.668 (0.074) | 27.488 (0.770) | 27.488 (0.770) | 1.668 (0.074) | 1.668 (0.074) |
| 1.0 | 0.0 | 0.9 | 0.1 | 5000 | 24.793 (1.239) | 1.407 (0.064) | 27.488 (0.770) | 27.488 (0.770) | 1.407 (0.064) | 1.407 (0.064) |
| 1.0 | 0.0 | 0.9 | 0.1 | 10000 | 24.793 (1.239) | 1.407 (0.064) | 27.488 (0.770) | 27.488 (0.770) | 1.407 (0.064) | 1.407 (0.064) |
| 1.0 | 0.0 | 0.9 | 0.1 | 50000 | 24.806 (1.238) | 1.407 (0.064) | 27.488 (0.770) | 27.488 (0.770) | 1.407 (0.064) | 1.407 (0.064) |
| 1.0 | 0.0 | 0.9 | 0.1 | 100000 | 25.034 (1.277) | 1.447 (0.065) | 27.488 (0.770) | 27.488 (0.770) | 1.447 (0.065) | 1.447 (0.065) |
| 1.0 | 0.0 | 0.9 | 0.1 | 1000 | 7.628 (0.312) | 1.780 (0.074) | 15.685 (0.651) | 15.387 (0.651) | 1.780 (0.074) | 1.780 (0.074) |
| 1.0 | 0.0 | 0.9 | 0.1 | 5000 | 7.628 (0.312) | 1.780 (0.074) | 15.685 (0.651) | 15.387 (0.651) | 1.780 (0.074) | 1.780 (0.074) |
| 1.0 | 0.0 | 0.9 | 0.1 | 10000 | 7.630 (0.313) | 1.780 (0.074) | 15.685 (0.651) | 15.387 (0.651) | 1.780 (0.074) | 1.780 (0.074) |

Table A4: Scaled empirical variance (Monte Carlo SEs in parentheses) of estimators for DGP.
| n | p | q | r | t | Scaled empirical variance (Monte Carlo SEs in parentheses) |  |
|---|---|---|---|---|---|---|
| 9 | 0 | 0 | 0 | 0 | 0 | 100 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |
| 9 | 0 | 0 | 0 | 0 | 0 | 100 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |
| 9 | 0 | 0 | 0 | 0 | 0 | 500 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |
| 9 | 0 | 0 | 0 | 0 | 0 | 1000 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |
| 9 | 0 | 0 | 0 | 0 | 0 | 5000 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |
| 9 | 0 | 0 | 0 | 0 | 0 | 10000 | 5.319 (0.210) 1.313 (0.050) 1.181 (0.043) 1.179 (0.043) 1.083 (0.048) 1.096 (0.048) |

Table A5: Scaled empirical variance (Monte Carlo SEs in parentheses) of estimators for DGP 9 - 16 in the simulation study with multivariate covariates. *DGP - data generating process.
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