1. Introduction

Although the non-linear relation of ultraviolet ($L_{\text{UV}}$) and X-ray ($L_X$) luminosities in quasars is well known (Tananbaum et al. 1979; Zamorani et al. 1981; Avni & Tananbaum 1986; Wilkes et al. 1994; Steffen et al. 2006; Just et al. 2007; Young et al. 2010; Lusso et al. 2010), we still lack the understanding of the physical mechanism connecting the accretion disc and the hot corona. Photons from the accretion disc (emitting in the UV) are scattered to higher energies (X-rays) by the relativistic electrons present in a hot plasma (the so-called corona) through inverse Compton (e.g. Haardt & Maraschi 1993). Nonetheless, for the hot corona not to cool down very fast, there must be a mechanism transferring part of the gravitational energy lost during the accretion from the disc to the corona (e.g. Merloni & Fabian 2001), which likely involves magnetic reconnection (Di Matteo 1998; Liu et al. 2002), but whose details are hardly known.

An increase by a factor of 10 in the UV emission corresponds to an increase by only a factor of 4 at X-ray energies, meaning that more luminous quasars in the UV are relatively less luminous in the X-rays. This effect is parametrised as a non-linear relation, which is usually expressed in terms of the logarithms:

$$\log(L_X) = \gamma \log(L_{\text{UV}}) + \beta.$$  \hspace{1cm} (1)

where the proxies used for the UV and X-ray emissions are the (rest-frame) 2500 Å and 2 keV monochromatic luminosities, respectively, and the slope has been found to be $\gamma \approx 0.6 \pm 0.1$ in all the works mentioned above. This relation holds for several decades in both UV and X-ray luminosity (e.g. Steffen et al. 2006; Lusso et al. 2010; Salvestrini et al. 2019) and it does not appear to evolve with redshift (e.g. Vignali et al. 2003; Vagnetti et al. 2010), suggesting that the physical mechanism behind the disc-corona synergy must be universal, namely the same from the faintest to the brightest objects of the active galactic nuclei (AGN) population and at different ages of the Universe. Still, we have very few clues on what the physical process at work is.

Our group has investigated the $L_X-L_{\text{UV}}$ relation, with the twofold aim of understanding its physical meaning (Lusso & Risaliti 2016, 2017) and testing its application for cosmological purposes (Risaliti & Lusso 2015, 2019; Bisogni et al. 2017a; Lusso et al. 2019, 2020; Bargiacchi et al. 2021). Thanks to the non-linearity of this relation, we can have an independent measurement of the AGN cosmological distances once we convert luminosities into fluxes as:

$$\log(f_X) = \gamma \log(f_{\text{UV}}) + (2\gamma - 2) \log(D_L) + \beta'$$  \hspace{1cm} (2)

where the luminosity distance $D_L$ is not canceled out if $\gamma \neq 1$ and $\beta'$ depends on slope and intercept as $\beta' = \beta + (\gamma - 1) \log 4\pi$. On these grounds, it is then possible to build a Hubble diagram for quasars (Risaliti & Lusso 2015, 2019) and use these objects as
cosmological probes, bridging the gap from the farthest observed supernovae Ia (at \( z \approx 2 \), Pantheon sample; Scocchi et al. 2018) to considerably higher redshifts (\( z \approx 7.5 \), Bañados et al. 2018).

In both the physical and the cosmological applications, the analysis of the dispersion in the \( L_X-L_{\text{UV}} \) relation is crucial. In the first case, it can constrain the coupling of the AGN disc and corona. In the second, it determines the precision achievable in the measure of cosmological distances, that is in the extraction of cosmological information.

A substantial progress came with the discovery that most of the observed dispersion, \( \delta_{\text{obs}} \), is not intrinsic (Lusso & Risaliti 2016, 2017). When the contributions to the dispersion ascribable to observational issues can be properly removed – or at least reduced – \( \delta_{\text{obs}} \) significantly decreases (see also Lusso et al. 2020). Several contributors to the dispersion have been found, such as: 1) dust reddening and X-ray absorption, which can prevent the measure of the intrinsic fluxes at 2500 Å and 2 keV, respectively; 2) calibration issues, especially in the X-ray band, related to the serendipitous detection of many of the sources in the X-ray catalogues, with a range of distances from the aim-point of the observation; 3) the inclination of sources detected following a positive fluctuation with respect to their average emission (Eddington bias); 4) the inclination of the accretion disc with respect the line of sight, affecting the measure of the intrinsic UV flux; 5) emission variability in both bands; 6) non-simultaneity of the UV and X-ray emission measurements. Some of these factors are in principle correctable (1–5), while we can only be aware of others (e.g. 6).

In a recent work, Risaliti & Lusso (2019) selected \( \sim1600 \) quasars from a parent sample of \( \sim8000 \) objects, obtained through the cross-match of the SDSS DR7+DR12 and 3XMM DR7. By excluding from the sample the quasars affected by the observational problems listed above, and by using, mainly, X-ray photometric data, they found a dispersion \( \delta = 0.24 \text{dex} \), to be compared to the initial value of \( \delta = 0.40 \text{dex} \) of the parent sample. The latter value is consistent with the one found since the earliest works, which had deterred, until very recently, from using the \( L_X-L_{\text{UV}} \) relation for any cosmological application. Such a reduction in the dispersion allowed the detection, to a \( \sim3\sigma \) significance level, of a discrepancy between the cosmological parameters measured at \( z < 1.4 \) and at \( z > 1.4 \), which is compatible with the tension in the value of the Hubble constant \( H_0 \) measured with the Distance Ladder methods (Riess et al. 2019) and that measured from the temperature fluctuations of the Cosmic Microwave Background assuming the concordance \( \Lambda \)CDM model (Planck Collaboration VI 2020).

In the wake of these achievements, here we present the analysis of a brand new sample of 7036 SDSS DR14–Chandra Source Catalog 2.0 quasars. The main goals of this work are: 1) exploiting the low background level of Chandra to further decrease the observed dispersion in the \( L_X-L_{\text{UV}} \) relation by measuring the 2 keV fluxes spectroscopically; 2) examining the non-evolution of the slope of the relation with redshift, crucial to both its employment in cosmological applications and the understanding of quasar evolution across cosmic time; and 3) accounting for the contribution to the dispersion of the X-ray variability through the use of multiple observations of the sources in the sample.

This paper is organised as follows: in Sect. 2 we present the sample and the preliminary selection criteria. In Sect. 3 we describe how the fluxes in the UV and X-ray bands are retrieved. For the X-ray band, the procedure used to infer the flux limit for each observation and the criteria for assuring that no Eddington bias is present in the sample are presented. In Sect. 4 we describe the analysis on the \( f_X-f_{\text{UV}} \) relation and its possible evolution with redshift, and the analysis of the \( L_X-L_{\text{UV}} \) relation for the total sample. We present our results and conclusions in Sects. 5 and 6, respectively. Throughout the paper, when computing luminosities, we assume a concordance flat \( \Lambda \)CDM model, with \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1} \), \( \Omega_M = 0.3 \) and \( \Omega_\Lambda = 1-\Omega_M \).

### 2. Data and sample selection

Our parent sample includes sources selected from the following catalogues:

1. The cross-match of the fourteenth data release of the Sloan Digital Sky Survey quasar catalogue\(^1\) (Pâris et al. 2018) and the latest release of the Chandra Source Catalog (CSC 2.0\(^2\); Evans et al. 2010). The SDSS DR14 quasar catalogue includes the previous releases (DR7 and DR12) and expands them with newly observed sources, for a total of more than 500,000 spectroscopically confirmed quasars. The CSC 2.0 contains information on \( \sim315,000 \) X-ray sources detected in 10,382 Chandra ACIS and HRC-I imaging observations publicly released prior of 2015. We obtained 7036 unique matches within 3″ from the SDSS DR14 coordinates, corresponding to more than 10,000 single Chandra observations in the X-ray band, when multiple observations of the same source are taken into account.

2. Unobscured (type-1) AGN from the Chandra COSMOS Legacy Survey (Civano et al. 2016), a 4.6-Ms Chandra programme providing a coverage of \( \sim160 \) ks for the central 1.5 deg\(^2\) and of \( \sim80 \) ks for the outer region of the 2.2 deg\(^2\) COSMOS field\(^3\). We selected type-1 AGN following the spectroscopic and photometric identification presented in Marchesi et al. (2016). As a first requirement, we asked for secure associations with the near-infrared counterparts: this selected 3910 of the initial 4016 sources. When a spectroscopic observation is available, the sources are identified as Broad Line AGN (BLAGN) if they present at least one broad line with \( \text{FWHM} > 2000 \text{ km s}^{-1} \) (635 type-1 AGN out of the total 2262/3910 with a spectrum), whilst 3798/3910 sources have a spectral energy distribution (SED) fitting classification (880/3798 SEDs are reproduced by a type-1 AGN template in the optical/UV). When a spectrum is available, the spectroscopic classification is preferred over the one obtained from the SED analysis. Our selection yielded a sample of 1001 type-1 AGN (635 spectroscopically identified and 366 classified only through SED fitting), \( \sim25\% \) of the whole Chandra COSMOS Legacy catalogue, with an unambiguous match between X-ray detection and NIR counterpart and either a spectral or a photometric classification. Only 943 out of the 1001 X-ray selected type-1 objects have a detection in the UltraVISTA survey (McCracken et al. 2012) and the required photometric information to perform the analysis of their SED and to infer their 2500 Å flux. Quasars in the COSMOS sample that overlapped with the SDSS-CSC2.0 one were excluded from the final COSMOS sample, yielding 882 objects. Throughout this work we made use of the photometric information listed in the Near Infrared selected catalogue COSMOS2015 (Laigle et al. 2016).

---

\(^1\) [https://www.sdss.org/dr14/algorithms/qso_catalog/](https://www.sdss.org/dr14/algorithms/qso_catalog/)

\(^2\) [http://cxc.harvard.edu/csc/](http://cxc.harvard.edu/csc/)

\(^3\) This programme is an extension of the previous Chandra COSMOS survey (C-COSMOS, Elvis et al. 2009; Puccetti et al. 2009; Civano et al. 2012), which already covered with 1.8 Ms of Chandra observations \( \sim1/4 \) of the COSMOS field at the same depth plus 0.5 deg\(^2\) at \( \sim80 \) ks depth.
For the sample selection, we followed the approach described in Lusso et al. (2020). Briefly, we excluded from the sample broad absorption line (BAL) and radio-loud (RL) quasars. The presence of obscuration (Murray et al. 1995; Elvis 2000) or an additional contribution to the X-ray emission due to winds and jets (e.g. Wilkes & Elvis 1987) require a complex modelling of the AGN spectra to disentangle these processes from the intrinsic emission of the X-ray corona, which in turn increases the uncertainty on the X-ray flux measurement. We finally selected sources that are not dust-absorbed or host-galaxy contaminated in the UV/optical band.

2.1. Broad absorption line quasars

**SDSS-CSC2.0.** To exclude BALs, we used the DR7 and DR12 dedicated flags provided by the quasar catalogue published by Shen et al. (2011) and the visual BAL flag provided by Pâris et al. (2017), respectively. To exclude as many BALs as possible among sources observed for the first time in DR14, we used the Balnicity Index (BI) as defined in Weymann et al. (1991) and provided by Pâris et al. (2018). Since BAL quasars are traditionally defined as having $BI(CIV) > 0$, we required $BI(CIV) = 0$. The exclusion of sources through the BI is not as accurate as a visual inspection, but it assures to not exclude non-BAL objects from the sample. With this selection we obtained 6740 objects. We then cross-matched the sample with the BAL sample by Gibson et al. (2009) and with the one by Allen et al. (2011), finding 6 and 5 more BALs, respectively. As discussed in Pâris et al. (2018), these two works adopt slightly different fitting strategies in the evaluation of quasar emission, implying differences in the BAL distributions of the samples. Some objects can therefore be classified as BAL by Gibson et al. (2009) and or Allen et al. (2011), but not as such in Pâris et al. (2018). To be conservative, we excluded all the objects classified as BAL in at least one of these three works. The final ‘BAL-free’ sample is composed by 6729 quasars, 96% of the parent sample (Table 1).

**COSMOS.** For the objects present in either the DR7 (10 sources) or DR12 (19) SDSS quasar catalogues, we used the dedicated flag and exclude 7 BALs. The cross-match with the Gibson et al. (2009) and/or Allen et al. (2011) was not as such in Pâris et al. (2018). To be conservative, we excluded all the objects classified as BAL in at least one of these three works. The final ‘BAL-free’ sample is composed by 875 sources.

2.1.2. Radio-Loud quasars

**SDSS-CSC2.0.** We first excluded 284 DR7 quasars with a value of the radio loudness parameter, $R$, higher than 10 (Kellermann et al. 1989), where $R = f_{5\text{GHz}}/f_{2500}$ is listed in the Shen et al. (2011) catalogue. We then cross-matched the sample with the MIXR catalogue of 2753 objects, obtained through the cross-match of the largest catalogues available in the Mid-Infrared (WISE), X-ray (3XMM-DR5) and Radio (FIRST/NVSS) and published by Mingo et al. (2016). This yielded 44 sources within $3''$ of positional error, 18 of which are classified as RL and hence excluded from our sample. The analysis of Mingo et al. (2016) on the multi-wavelength MIXR sample shows also that, regardless of their properties in other bands, sources with a $L_{4.1\text{GHz}} > 5 \times 10^{41}$ can be classified as RL. We therefore cross-matched our sample with the FIRST/NVSS catalogue and retrieved the rest-frame $L_{1.4\text{GHz}}$ by assuming a radio spectral slope of 0.5 (Hao et al. 2014). Within a maximum positional error of $3''$, we found 346 matches, of which 121 are classified as RL following the criterion on $L_{1.4\text{GHz}}$. The ‘RL-free’ sample consists of 6306 quasars.

**COSMOS.** For the sources in the SDSS DR7 quasar catalogue, we used the dedicated flag, excluding 3 RL sources. Once the UV SED analysis was performed (Appendix A) and the 4400 Å luminosity was available, we computed the radio-loudness parameter $R = L_{4.1\text{GHz}}/L_{4400} > 10$, using the Smolčić et al. (2017) catalogue at 3 GHz to infer the luminosity at 5 GHz, and excluded 49 more sources, leaving 823 sources in the ‘RL-free’ COSMOS sample.
2.1.3. Dust reddening and host galaxy contamination

SDSS-CSC2.0. Dust along the line of sight and contamination by the host galaxy are the main reasons for an incorrect measure of the intrinsic 2500 Å flux, proxy for the accretion disc emission. In order to keep in the sample only sources with a measure of the 2500 Å close to the intrinsic one, we adopted the same criteria as in Lusso & Risaliti (2016), by computing the spectral slopes of the optical spectra so to evaluate to what degree the continuum is affected by dust absorption or by galaxy contamination (see Appendix A and Fig. A.1 for details). We included in the sample only the sources with all the five SDSS bands magnitudes available (6282/6306) and selected 4749 blue, host-galaxy- and dust-free quasars. Finally, by choosing only sources with \( z > 0.48 \), we excluded 171 more objects, obtaining a selection of 4578 quasars. Sources at lower redshifts are more affected by host-galaxy contamination for two main reasons: first, low-redshift AGN are on average intrinsically fainter than their higher-redshift companions and do not outshine their hosts to the same extent; second, the BOSS spectrograph wavelength coverage (3650–10400 Å) sets a lower limit for the 2500 Å to be inferred without need for extrapolation. The combination of the two effects could lead to an overestimation of the 2500 Å flux measure for sources at \( z < 0.48 \).

COSMOS. By applying the same criteria on the spectral slopes computed with the UV SED analysis, we excluded 534 reddened sources. By considering only \( z > 0.48 \) sources, the sample reduced to 288 objects. The Chandra COSMOS Legacy sources are X-ray selected, and therefore biased towards a more obscured population of quasars, as it is evident comparing the spectral slopes in the UV/optical/NIR bands for the COSMOS sample with those of the SDSS (optically selected) one (Fig. A.1). The fraction of discarded sources through this last selection is large, about 60% of the initial sample (882 quasars).

2.2. Sample selection in the X-ray band

SDSS-CSC2.0. Along with tabulated source properties, the CSC 2.0 provides data products – ready to be used for scientific analysis – that can be directly downloaded using the CScView application\(^4\). The precision of the 2 keV flux measurement is one of the major concerns in this study. For this reason, we performed a complete spectral analysis using the X-ray spectra available for all the observations of X-ray sources and retrievable from the CSC 2.0 archive as data products.

As mentioned above, CSC 2.0 is built on the 10 382 Chandra ACIS and HRC-I imaging observations publicly released prior of 2015. The CSC 2.0 performs source detection on the sum of overlapping observations (stacks), to increase the sensitivity, but includes source properties computed both at the level of the stack and also at the level of the single observations contributing to the stack. As we are interested in estimating the contribution of the X-ray variability to the observed dispersion of the relation, including in the sample those sources with multiple observations is a basic requirement. For the 4446 sources in our sample, we found 6877 observations (Table 1) and the corresponding spectra. With a preliminary selection, we restricted the observations to those with:

1. A measurement of the flux in the soft (0.5–2 keV) or in both the soft and the hard band (2–7 keV) and

2. An off-axis angle (the distance of the source from the aim-point) <10' in that observation, which provides the best of spatial resolution.

Due to the quality of the X-ray measurements for sources that are mainly serendipitous in X-ray catalogues, the largest among the contributions to the dispersion are ascribable to the Eddington bias and to the accuracy and precision of the X-ray fluxes (Risaliti & Lusso 2015, 2019; Lusso & Risaliti 2016, 2017). By using Chandra spectra to directly measure the X-ray flux and limiting our selection to on-axis sources, we are partially addressing these issues. Given the importance of the determination of the flux limit for each observation – enabling us to discard the sources included in the sample because of a positive fluctuation compared to their average intensity – we kept only those observations for which such a measure is possible. This selected 3430 observations (Table 1), corresponding to 2332 sources, of which 439 have multiple (i.e. two or more) observations\(^5\). The distributions of soft-band signal-to-noise ratio and redshift are shown in Figs. 1 and 2, respectively.

COSMOS. In this case, with a median exposure time of \( \sim 159 \) ks in the soft (hard) band, compared to a median effective exposure time of \( \sim 20 \) ks for CSC 2.0 observations, we chose to use the X-ray photometric measurements already available in the Chandra COSMOS Legacy catalogue (Civano et al. 2016). Requiring the availability of at least the soft band selected 273 sources, 230 of which also have the hard band available. The flux limit in this survey is quite uniform and is reported in Civano et al. (2016).

\(^4\) http://cda.harvard.edu/cscview/  

\(^5\) We note that we examined all the X-ray observations available for the sources we pre-selected in the UV band. As a result, we analysed 3430 spectra extracted at the source region from Chandra imaging observations, surviving the selection criteria described above in terms of off-axis angle and of availability of flux measurement. The forthcoming X-ray analysis was also carried out at the observation-level, unless otherwise specified.
3. Data analysis

In this section, we report how the monochromatic fluxes have been computed from the multi-wavelength data collected, and how the sample has been corrected for the Eddington bias.

3.1. Computation of UV fluxes

The flux density at 2500 Å for all the sources in the sample was obtained through an analysis of the SED, which made use of the multi-wavelength photometric information from the UV to near-infrared bands, available for both the SDSS-CSC2.0 and the Chandra COSMOS Legacy samples. The determination of SED slopes allowed the exclusion of the dust-affected sources in the sample, as mentioned in Sect. 2.1. For the SDSS-DR7 sources, we chose to use the 2500 Å flux densities provided by Shen et al. (2011), inferred from a complete spectral fitting procedure that took into account continuum and emission lines for quasar spectra. A detailed description of the analysis of the UV/optical/NIR SED is given in Appendix A. Table 2 lists the final 2500-Å fluxes used for the statistical analysis.

In the following, we focus on the analysis in the X-ray band.

3.2. SDSS-CSC2.0 X-ray spectral analysis

3.2.1. Spectral fitting

The CSCview application provides access to the CSC 2.0 catalogue allowing the user to download uniformly extracted spectra\(^6\) and ancillary files (response matrices and background spectra) for each source in each observation. A complete spectral analysis was carried out with the fitting package XSPEC v12.10.1b (Arnaud 1996) for each source in the selected observer.

vations. All of the spectra analysed have at least five counts in the soft band, while only 20 have no counts in the hard band. 3420/3430 have >10 counts in the full band and ~34% have >100 counts. Figure 3 shows the distributions of the full, soft and hard spectral counts for the sample. No minimum number of counts of or of net vs background counts (SN) has been set for performing the fit.

We assumed a power-law with Galactic absorption \(N_{HI}\), whose values were drawn from the CSC 2.0 catalog, as a fitting model to the spectrum. The best fit to the data allowed the determination of the integrated flux in the soft and hard energy bands \((F_{0.5-2\,\text{keV}})\) and \((F_{2-7\,\text{keV}})\), and of the rest-frame flux at 2 keV, tracer of the corona emission, and its error – once the \(cflux\) component\(^7\) was included in the model – leaving flux and photon index \(\Gamma\) as free parameters of the fit. The flux (luminosity) values at 2 keV were determined with uncertainties of 0.10\(^\pm\)0.01 dex (median, 16th and 84th percentile of the error distribution). Figures 4 and 5 show the distribution of fluxes at 2 keV and 2500 Å as a function of redshift and that of the photon indexes \(\Gamma\) for the single observations, respectively, as obtained from the data analysis.

Due to the presence of sources with an unexpectedly high \((\Gamma > 3)\) or low \((\Gamma < 1.4)\) photon index, we checked our spectral analysis looking at the hardness ratios (HR, see Appendix B). The comparison between the HRs computed using the net counts from the CSC 2.0 catalog, and those derived from our spectral analysis shows an excellent agreement, especially below \(\Gamma = 2.8\), the upper threshold we adopted for the photon index. This is a model-independent confirmation of the reliability of our spectral analysis (see Appendix B for details).

3.2.2. Computation of the flux limit

Active galactic nuclei with an X-ray flux measurement close to the flux limit of the observation will be observed only in case of a positive fluctuation. This well known effect, named Eddington bias, introduces a systematic and also redshift dependent bias at the faint end of the X-ray flux distribution, which has the effect to flatten the \(L_X - L_{UV}\) relation (see also Sect. 5.3 of Lusso et al. 2020). We therefore computed the rest-frame 2 keV flux limit for each observation to exclude the sources caught just as a positive fluctuation. This flux was computed by interpolating – or extrapolating, depending on the redshift of the source – the monochromatic flux limits \(f_s\) and \(f_h\) in the soft and hard bands. This same method was used for inferring the rest-frame 2 keV flux when only photometric data are available, and was employed in the case of the Chandra COSMOS Legacy sample (see Sect. 3.3 for a detailed explanation of the method).

The flux limit was then derived as follows: for each observation, we made use of the percentage of net counts – measured by XSPEC as the number of source over total (source+background) counts – in the soft 0.5–2 keV and hard 2–7 keV bands to compute the significance of the source \((S_{\text{net}})\) and \((S_{\text{hard}})\), and a factor taking into account the background level in the integrated bands, \(P_{\text{bg}} = \frac{15}{12}\). By multiplying \(F_{0.5-2\,\text{keV}}\) and \(F_{2-7\,\text{keV}}\) for \(P_{\text{bg}}\), we obtained an approximation of the background flux in the soft and hard band respectively. In doing so, even if we were incorrectly assuming the same spectral shape for source and background, the background flux in the soft/hard band turned out to be slightly higher than the one obtained with the less steep spectral shape.

\(^6\) Software and calibration database versions used for each observation are specified in the header of the .fits files.

\(^7\) The \(cflux\) (calculate flux) model component in XSPEC allowed us to treat the intrinsic power-law flux in a given energy range of interest as a fit parameter (in lieu of the power-law normalisation).
Table 2. Summary of optical and X-ray properties.

| SDSS name       | Redshift | OBSID | Θ (a) | Exp (c) | DRflag | f_{2keV} (a) | f_{2keV}/f_{UV} (f) | Γ (a) | f_{bkg} (a) | C_{soft} (b) | C_{hard} (b) | SN_{soft} (b) | SN_{hard} (b) |
|-----------------|----------|-------|-------|---------|--------|--------------|---------------------|-------|--------------|--------------|--------------|--------------|--------------|
| 000102.74+023503.2 | 0.76489 | 4837  | 4.80644 | 5788.17 | DR14   | -28.21 ± 0.02 | -31.12_{-0.17}^{+0.06} | 1.7_{-0.1}^{+0.1} | -31.79 | 42 | 22 | 3.4 | 4.6 |
| 000130.63+233443.5 | 2.93     | 1498 | 5.82812 | 39465.1 | DR12   | -28.01 ± 0.05 | -32.04_{-0.11}^{+0.06} | 1.5_{-0.1}^{+0.1} | -32.80 | 63 | 34 | 7.4 | 4.9 |
| 000150.39+023830.2 | 0.94     | 4837 | 8.79053 | 5788.17 | DR12   | -27.83 ± 0.010 | -30.20_{-0.04}^{+0.06} | 3.4_{-0.1}^{+0.1} | -31.59 | 28 | 8 | 5.2 | 2.4 |
| 000151.58+232857.6 | 0.884201 | 1498 | 2.47162 | 39461.9 | DR14   | -27.74 ± 0.014 | -31.74_{-0.05}^{+0.06} | 2.0_{-0.1}^{+0.1} | -32.48 | 60 | 25 | 7.7 | 4.9 |
| 000151.95+232421.0 | 2.03318  | 1498 | 5.64085 | 39461.9 | DR12   | -28.46 ± 0.03 | -31.99_{-0.11}^{+0.05} | 2.2_{-0.1}^{+0.1} | -32.52 | 30 | 12 | 5.2 | 2.5 |

Notes. Summary of optical and X-ray properties inferred from the analysis for the first five observations in the sample. This table is available in its entirety at the CDS. (a) Chandra observation identifier. (b) Off-axis angle [arcmin]. (c) Exposure time [s]. (d) SDSS Data Release. (e) Flux at 2500 Å as inferred from the UV SED analysis [erg s^{-1} cm^{-2} Hz^{-1}]. (f) Flux at 2 keV as inferred from the spectral analysis assuming a power-law model and Galactic absorption N_H [cm^{-2} Hz^{-1}]. (g) Photon index. (h) Flux limit at 2 keV per observation [erg s^{-1} cm^{-2} Hz^{-1}]. (i) Raw counts in the soft band (0.5–2 keV). (j) Raw counts in the hard band (2–7 keV). (k) Signal-to-noise in the soft band (0.5–2 keV). (l) Signal-to-noise in the hard band (2–7 keV).

Fig. 3. Distribution of spectral counts in the full (0.5–7 keV), soft (0.5–2 keV) and hard band (2–7 keV).

Fig. 4. Distribution of the 2-keV and 2500-Å fluxes for the 2323 CSC 2.0 (yellow) and 273 Chandra COSMOS Legacy (blue) non-BAL, radio-quiet, dust-free sources. For CSC 2.0 sources with multiple observations, the mean of the log F_X values is plotted.

Fig. 5. Distribution of the photon index Γ for the 3430 selected SDSS-CSC2.0 observations, corresponding to 2322 non-BAL, radio-quiet, dust-free sources and for the 273 Chandra COSMOS Legacy sources. The same is shown after for the final sample, selected based on the analysis in the X-ray band.

characterising the background. Since, as explained below, we were indirectly using this value to exclude from the sample the sources close to the flux limit – proportional to the background flux – a higher value resulted in a more conservative selection. The monochromatic background fluxes f_{bkgS} and f_{bkgH} in the soft and hard bands were then used to infer the flux limit in the bands, as shown by the following expression for the soft-band case:

\[
f_{\text{limS}} = \frac{\eta_S S_{\text{MIN}}^2 + S_{\text{MIN}} \sqrt{\eta_S^2 S_{\text{MIN}}^2 + 8 \eta_S f_{\text{bkgS}}}}{2},
\]

where \(\eta_S\), the conversion factor between counts and fluxes (\(\eta [\text{erg s}^{-1} \text{cm}^{-2} \text{Hz}^{-1} \text{counts}^{-1} = f/C]\), is given by

\[
\eta_S = \frac{f_S + \sqrt{f_S^2 + 8 C_{\text{rawS}} \Delta f_S^2}}{4 C_{\text{rawS}}},
\]

where \(C_{\text{rawS}}\) includes net and background counts, and both Eqs. (3) and (4) are obtained, after simple algebra, from the
equation

\[
\text{SN}_{\text{MIN}} = \frac{C_{\text{MIN}}}{\sqrt{C_{\text{MIN}} + 2 C_{\text{bkg}}}},
\]

where the choice of a minimum signal-to-noise in the formula, \(\text{SN}_{\text{MIN}}\) (in our case \(\text{SN}_{\text{MIN}} = 3\)), implies the other quantities. The \(f_{\text{lim2keV}}\) was then inferred from interpolation or extrapolation of \(f_{\text{limS}}\) and \(f_{\text{limH}}\), depending on the redshift of the source.

The X-ray properties inferred from this analysis are listed in Table 2.

3.3. COSMOS X-ray photometric analysis

We decided to consider the background-subtracted, aperture-corrected fluxes values already listed in the *Chandra* COSMOS Legacy catalogue. The photometric data were estimated from the count rates \(R\) in each band – obtained with the *Chandra* EMIDetect (CMLDect) maximum likelihood algorithm – using the relation \(F = R \times (CF \times 10^{-11})\), with \(CF\) energy conversion factor. \(CF\) was computed with the CIAO tool srcto flux, assuming a power-law spectrum with \(\Gamma = 1.4\) and a Galactic column density of \(N_{\text{H}} = 2.6 \times 10^{20}\) cm\(^{-2}\) (for details, see, Civano et al. 2016).

To infer the flux at rest-frame 2 keV, we interpolated – or extrapolated, depending on the redshift of the source – the monochromatic flux in the broad soft and hard bands that we estimated from the integrated values available from the *Chandra* COSMOS Legacy catalogue. In order to choose the energies in the soft and hard bands at which computing the monochromatic fluxes, we applied a new method developed by our group (Risaliti & Lusso 2019, see Sect. 1 of their Supplementary Material). Instead of using the more conventional geometric mean or the mean energy of a band, we defined the pivot point \(E_p\) as the specific energy at which the monochromatic flux \(f(E_p)\) and the photon index \(\Gamma\) of the spectrum have a null covariance, that is the errors on the two quantities are independent. To compute this energy, a spectrum of high signal-to-noise was simulated, assuming typical calibration and an average background for *Chandra* observations, along with a typical photon index of 1.7 for the spectrum. We performed fits to the simulated data for different values of the energy \(E_p\), assuming a spectrum \(f(E) = f(E_p)E/E_p^\Gamma\) and \(f(E_p)\) and \(\Gamma\) as free parameters. Error contours of \(f(E_p)\) versus \(\Gamma\) were plotted within XSPEC. When the two quantities are co-dependent, the ellipsoid of the error contours appears tilted with respect to the \(x\)- and \(y\)-axis, as expected when the covariance is different from zero. When, instead, the axes of the ellipsoid are parallel to the \(x\) and \(y\) axes, the errors are independent. We found the values at which this occurs to be \(E_p = 1.05\) keV and \(E_{1\text{H}} = 3.1\) keV for the soft and the hard band respectively. The pivot energies have many advantages: (1) by definition, at these energies the covariance between \(f(E_p)\) and \(\Gamma\) is zero; (2) the flux \(f(E_p)\) is independent from the value of \(\Gamma\) assumed for the energy spectrum in the band, that is the accuracy of the flux estimate is independent from the value assumed by the photometric catalogue used (for CSC 2.0, \(\Gamma = 2\)); (3) following the relation between the total flux in the band \((F)\) and at a monochromatic energy \((f(E))\)^8, we can write:

\[
f(E) = \left(\frac{2 - \Gamma}{E_{1\text{H}}^2 - 1}\right) F - \left(\frac{2 - \Gamma}{E_{2\text{H}}^2 - 1}\right) F,\]

When \(E = E_p\), the relative error on the monochromatic flux is the same as the one in the band, that is \(\Delta(f(E_p))/f(E_p) = \Delta(F)/F,\) and the absolute error \(\Delta(f(E_p))\) is the smallest possible. We then computed the value of the rest 2-keV flux by interpolation (or extrapolation) of the monochromatic soft and hard fluxes estimated at the pivot frequencies from the integrated fluxes in the bands. When only the soft band was available, we inferred the 2-keV flux by assuming a typical photon index \(\Gamma = 1.9\). A comparison of the COSMOS and SDSS-CSC2.0 rest-frame 2 keV and 2500 Å fluxes as a function of redshift is shown in Fig. 4. The *Chandra* COSMOS Legacy sample (blue data points) covers a fainter locus of the distribution between the fluxes (\(\langle \log f_{2\text{keV}} \rangle = -32.40, \langle \log f_{2500\lambda} \rangle = -28.92\) versus \(\langle \log f_{2\text{keV}} \rangle = -31.59, \langle \log f_{2500\lambda} \rangle = -27.82\) of the SDSS-CSC2.0 sample), and, on average, a slightly higher redshift (\(\langle z \rangle \sim 1.8\) vs. \(\langle z \rangle \sim 1.5\)). The same procedure was employed for the determination of the COSMOS flux limit at 2 keV rest-frame. This time, flux limits in the soft and hard bands were already available from the sensitivity maps of the survey.

3.4. Eddington bias threshold estimation

A quasar whose average X-ray emission is close to the flux limit of the observation will be detected only if caught on a positive fluctuation (Eddington bias). The inclusion of such sources corresponds to the presence of non-representative data points in the \(L_X-L_{\text{UV}}\) relation. In order to clean the sample from this effect, we excluded those sources with an expected X-ray flux lower than a threshold defined by the flux limit of their observation. This was done as follows: (1.) from the \(L_{2500}\) obtained through the UV SED analysis and the assumption of the concordance ΛCDM model, we estimated the expected \(L_X\), assuming slope and intercept of the \(L_X-L_{\text{UV}}\) relation – in all cases, the value of the rest 2-keV flux by interpolation (or extrapolation) of the monochromatic soft and hard fluxes estimated at the pivot frequencies from the integrated fluxes in the bands. When only the soft band was available, we inferred the 2-keV flux by assuming a typical photon index \(\Gamma = 1.9\). A comparison of the COSMOS and SDSS-CSC2.0 rest-frame 2 keV and 2500 Å fluxes as a function of redshift is shown in Fig. 4. The *Chandra* COSMOS Legacy sample (blue data points) covers a fainter locus of the distribution between the fluxes (\(\langle \log f_{2\text{keV}} \rangle = -32.40, \langle \log f_{2500\lambda} \rangle = -28.92\) versus \(\langle \log f_{2\text{keV}} \rangle = -31.59, \langle \log f_{2500\lambda} \rangle = -27.82\) of the SDSS-CSC2.0 sample), and, on average, a slightly higher redshift (\(\langle z \rangle \sim 1.8\) vs. \(\langle z \rangle \sim 1.5\)). The same procedure was employed for the determination of the COSMOS flux limit at 2 keV rest-frame. This time, flux limits in the soft and hard bands were already available from the sensitivity maps of the survey.

\[
\log(f_{\text{lim}}) < \log(f_{\text{thr}}) - k \delta_{\text{obs}},
\]

where \(k\) is a number and \(\delta_{\text{obs}}\) is the observed dispersion in the sample. The number of rejected sources depends on the choice of \(k\), which we evaluated with the following procedure: we divided the sample in redshift bins (see details in Sect. 4) and analysed the relation between the fluxes in the UV and X-ray bands. If the size of the redshift bin is small enough to make the difference in the luminosity distances negligible, that is if the contribution to the dispersion in the relation due to the difference in the luminosity distance among the objects is smaller than the observed \(\delta\), we can use the flux as a proxy for the luminosity and examine the \(f_X-f_{\text{UV}}\) relation, making our analysis cosmology-independent. The inclusion of sources in the sample having a positive fluctuation of their X-ray emission above the flux limit, but with an observed X-ray flux value very close to the flux limit of the given observation, causes a ‘flattening’ of the slope in the relation between the fluxes. We therefore analysed the behaviour of the mean slope and dispersion for the \(f_X-f_{\text{UV}}\) relation – in all the redshift bins with a number of sources \(>5\) – at increasing values of \(k\), that is at more conservative cuts for the Eddington bias. This was done as follows: 1. we divided the sample in redshift bins with size \(\Delta \log z = 0.06\) (similar results are found for \(\log z = 0.05\) and \(\log z = 0.07\)); 2. we computed the fit to the data for the \(f_X-f_{\text{UV}}\) relation, obtaining a slope and intercept, in each redshift bin; 3. we then computed the arithmetic mean for all the slopes in the bins, obtaining an average value. We then repeated the steps above for different choices of \(k \delta_{\text{obs}}\), with the
intention of determining the $k \delta_{\text{obs}}$ value for which the trade-off between number of sources kept in the sample and the flattening of the relation between $\gamma$ and $k \delta_{\text{obs}}$ was met. Figure 6 show the eight average slopes result of this analysis for a range of $k \delta_{\text{obs}}$ values from 0.1 to 0.8. This analysis was also performed for different choices of the photon index. Here we show the results for the final choice of the range of accepted photon index values ($\Gamma = 1.7\text{--}2.8$, see Appendix C for details).

As shown in Fig. 6 for the case of $\Gamma = 1.7\text{--}2.8$, the mean slope of the relation is flatter for low values of $k$, reaches a maximum at $\gamma \sim 0.57\text{--}0.58$ and then drops back while $k$ increases. Mean dispersion as a function of $k \delta_{\text{obs}}$ is listed in blue, while in black the number of sources surviving the selection for each $k \delta_{\text{obs}}$ choice.

Fig. 6. Mean slope for the $f_k-f_{\text{UV}}$ relation for the case of $\Gamma = 1.7\text{--}2.8$, evaluated as the arithmetic mean of all the slopes in the redshift bins with more than five objects, as a function of $k \delta_{\text{obs}}$, that is of the amount of sources excluded from the sample because of the selection for the Eddington bias (see text for details). The mean slope is flatter for low values of $k$, reaches a maximum of $\gamma \sim 0.58$ and then drops back while $k$ increases. Mean dispersion as a function of $k \delta_{\text{obs}}$ is listed in blue, while in black the number of sources surviving the selection for each $k \delta_{\text{obs}}$ choice.

4. Statistical analysis: the $L_X - L_{\text{UV}}$ relation

We performed a complete analysis to understand which combination of selection filters in photon index, that is lack of obscuration in the X-rays, and flux threshold, namely Eddington bias, represents the best compromise between the size of the sample and the minimisation of the observed dispersion (see discussion in Appendix C). Our final choice ($\Gamma = 1.7\text{--}2.8$, $k \delta_{\text{obs}} = 0.6$) reduced the sample to 1385 CSC 2.0 observations (i.e. less than a half of the original 3430 observations) and 140 Chandra COSMOS Legacy sources, corresponding to a total of 1098 single sources (see Table 1). When a source was observed more than once, we chose to compute the X-ray flux as a simple arithmetic mean of the multiple measures (see discussion below).

The statistics and the quality of the data involved allowed an examination of the behaviour of the relation with redshift within narrow, and yet well populated, redshift bins. This test served two fundamental purposes. On the one hand, checking the non-evolution of the slope in the relation between the fluxes, the one we are relying on for measuring cosmological distances, is crucial for the cosmological employment of the relation. On the other hand, it gives us the opportunity of examining the physics connecting accretion disc and hot corona up to a redshift at which AGN were younger, and see if the process linking the two components appears to be the same over time.

When the size of the logarithmic redshift bin is small enough, we can use fluxes in place of luminosities, performing a test on the (non-)evolution with redshift that is completely independent from any assumption on cosmology. Risaliti & Lusso (2019) analysed in detail the choice of the bin size and verified that, as long as $\Delta \log(z) \leq 0.1$, the slope in the relation does not depend on it. Thanks to the statistics available, we chose $\Delta \log(z) = 0.06$ and we limited our analysis to the redshift bins with more than five objects. We performed the same analysis for bins of size $\Delta \log(z) = 0.05$ and $\Delta \log(z) = 0.07$, finding no significant difference (see Fig. 9 for a comparison of the results for different sizes of the redshift bins). For our selection in $\Gamma$ and the choice of the threshold for the Eddington bias, the division yielded 17 redshift bins. To perform the fitting to the data, we adopted the Python package emcee (Foreman-Mackey et al. 2013), a pure-Python implementation of Goodman & Weare’s Affine Invariant Markov chain Monte Carlo (MCMC) Ensemble sampler. To check that the results were independent from the employed method, we also performed the analysis using the Limixx package (Kelly 2007), an algorithm that makes use of a Bayesian approach to linear regression and takes into account the errors in both the $x$ and $y$ variable. We performed the fit a first time, then applied a $3\sigma$ clipping to the data, repeating this sequence for a total of three times. This yielded no significant difference with respect to the analysis without $\sigma$ clipping. The results are shown in Figs. 7 and 9, and summarised in Table 3. In Fig. 7, red points indicate when the observations are characterised by an SN $< 5$ in the soft band. Most of them are (X-ray) fainter objects at intermediate redshifts. This confirms that data points that passed our selection criteria, even if with a low SN, follow the relation and are representative of the population of blue quasars.

For the relation between the luminosities on the selected sample, we adopted the same fitting methods and applied a $3\sigma$ clipping as described above. The result is shown in Fig. 8, where the final selection of CSC 2.0 and COSMOS sources is in gold and blue, respectively, while the original sample of 3430 observations with a $\delta_{\text{obs}} = 0.32$ dex, is in grey. The exclusion of 14/1098 sources at more than $3\sigma$ from the best-fit led to a final dispersion $\delta = 0.24 \pm 0.01$ (compared to $\delta = 0.25 \pm 0.01$ if no sigma-clipping is applied), the same found by Risaliti & Lusso (2019) with the SDSS DR7/DR12 – XMM-Newton sample. The slope is slightly flatter compared to the one of the XMM sample ($\gamma = 0.59 \pm 0.01$ vs $\gamma = 0.633 \pm 0.002$, Risaliti & Lusso 2019).

5. Discussion

Figures 7–9 and Table 3 show the main results of our analysis. First, the slope of the $f_k-f_{\text{UV}}$ relation does not evolve with
redshift, with an average value around $\langle z \rangle = 0.58 \pm 0.06$ up to $z \approx 4.5$. Second, the mean intrinsic dispersion of the relation has an average around $\delta \approx 0.20$, with a decreasing trend with redshift.

Figure 9 summarises the results on the slope and intrinsic dispersion of the $f_{X} - f_{UV}$ relation as a function of the median redshift for the 17 bins. The regression analysis has been performed on the final selected sample ($\Gamma = 1.7 - 2.8, k_{\text{obs}} = 0.6$). As for the slope, it stays around the reference value ($\gamma = 0.6$, orange line) within $1\sigma$ for most of the bins (13/17) and within $2\sigma$ for all but one point ($\langle z \rangle = 1.99$), which is however consistent within $3\sigma$ with the expected value. This result not only implies

---

**Fig. 7.** Regression analysis of the final selected sample ($\Gamma = 1.7 - 2.8, k_{\text{obs}} = 0.6$). The division of the sample in logarithmic redshift bins of size $\Delta \log(z) = 0.06$ yields 17 bins with more than five objects. The results for two fitting methods adopted, emcee and linmix, are plotted in (dashed) lime green and magenta, respectively. For each sub-plot, the inset shows the distribution of off-axis angles $\Theta$ for the sources in the redshift bin. Sources with at least one observation with $SN < 5$ in the soft band are marked with a red point. For each redshift bin, we list the median redshift $\langle z \rangle$, the number of data points $N$ and dispersion and slope from the emcee algorithm.
that the same physical process empowering the hot corona for the X-ray emission has to be present since when quasars were younger objects (at least at $z \sim 4$), but also that we can safely rely on the $f_X$/$f_{\text{UV}}$ relation for measuring cosmological distances and build the Hubble diagram for quasars, the tool that allows us to probe for the first time the space of cosmological parameters in the redshift range $z \sim 1.4$–5.

One of the most important results that we obtained is shown in the bottom panel of Fig. 9, where the violet data points show the observed dispersion for the $\Delta \log z = 0.06$ redshift bins, while the light blue ones show the corresponding intrinsic dispersion, output of the emcee regression analysis (the same legend of the upper panel applies here for the grey data points). While moving towards higher redshifts, the dispersion drops constantly to smaller values compared to the average value of lower redshift bins. Given the limited number of sources in the high redshift bins, and the presence of a couple of points with large error bars in $L_{\text{UV}}$ that ease the tightness in the relation, we conservatively take as a reference the observed dispersion. There is a clear indication of a decrease in the dispersion at high redshift: the observed dispersion (in violet) in the last three bins ranges around 0.06–0.20 dex (Table 3). Similar results are obtained for $\Delta \log z = 0.05$ and 0.07, with the remarkable exception of the second $\Delta \log z = 0.05$ bin for which the relation has significantly lower dispersion ($\delta_{\text{obs}} = 0.10$ dex) with respect to the other bin sizes. This behaviour is the result of the inclusion of distant sources that have been detected with dedicated observation, as opposed to most closer sources, whose presence in the catalogue is based on serendipitous observations. This is shown in Fig. 7, where the inset histograms in the right corner of each $z$-bin subplot show the distribution of the offset-axis angle $\Theta$ for the sources in the bin. For higher $z$, the contribution of sources with $\Theta < 5^\circ$ becomes progressively more important. As proved by a sub-sample of 18 sources at $z \sim 3$ observed with XMM-Newton (Risaliti & Lusso 2019; Nardini et al. 2019; Lusso et al. 2020), performing X-ray dedicated observations is crucial to reducing the dispersion associated with calibration issues in the X-ray band. For this sub-sample of 18 sources only, our group performed a spectral analysis both in both the UV and the X-ray band, obtaining a final dispersion of $\delta = 0.12$, to be compared to the $\delta = 0.24$ of the entire, photometric sample (Risaliti & Lusso 2019). The very low background level of the spectra in the CSC 2.0, where pointed Chandra observations were performed,
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allowed us to improve the fits of the relation well beyond \( z \approx 3 \). In fact, the uncertainties in the X-ray measures are consistent with those in the UV (obtained through a fitting of the DR7 spectra and through an interpolation of the photometric SED for the remaining quasars). Quasars from the XMM-Newton sample that were drawn from the catalogue of serendipitous sources do not go beyond redshift \( z \approx 3.3 \). Measures beyond this redshift are mostly from pointed observations (see Lusso et al. 2020 for further details) available in the literature, mostly Chandra observations covering a redshift range \( z = 4.01-7.08 \). These have been studied by our group with the aim of examining the relation at redshift bins, and X-ray band, we therefore have a subset of sources for which spectroscopic data for the X-ray band, especially in the high redshift bins, but fully consistent (within 1\( \sigma \)) with our results. In the present study, leveraging on Chandra’s capabilities, we are therefore able to significantly extend the use of catalogue sources with respect to the XMM-Newton sample, up to \( z \approx 4.5 \).

This result is crucial for the cosmological application of quasars through the \( f_X-f_{\text{UV}} \) relation, that is for establishing whether or not we can consider quasars as standard candles. In principle, with such a small dispersion, we can measure cosmological distances with an even better precision than with supernovae (\( \delta_{\text{SN}} \approx 0.06 \)), and at redshifts that supernovae could never probe in similar numbers (\( z > 2 \)). Even when the dispersion is higher, if we consider for example the observed dispersion (\( \delta \approx 0.15 \)), the amount of cosmological information provided by one supernova Ia can be achieved with (0.15/0.06)\( ^2 \approx 7 \) quasars, with the important difference that no supernova Ia has ever been spectroscopically confirmed at redshift higher than 2.26 (Scilioni et al. 2018), whereas hundreds of thousands of quasars are instead being discovered and observed by extragalactic all-sky survey in the last years, and even the most distant objects have already been targeted with dedicated X-ray observations up to redshift \( z \approx 7.5 \) (Bañados et al. 2018). While the decrease in the dispersion with respect to previous works is fully appreciable in the analysis of the \( f_X-f_{\text{UV}} \) relation, especially in the high-redshift bins, it appears to be diluted when we analyse the relation between luminosities (Fig. 8). As a result, the dispersion is comparable to the one in the final SDSS-XMM sample (\( \delta \approx 0.24 \). The similarity in the dispersion found for the Chandra and the XMM-Newton samples, even if for the first one a complete spectroscopical analysis was performed while for the second one the flux at 2 keV was inferred from photometry, is not surprising if we consider that the Chandra sample is, on average, fainter than the XMM one\(^9\). A thorough comparison of these samples can be found in Lusso et al. (2020), where the overlap of \( \sim 200 \) sources at \( z < 3 \) between the two is taken into account.

### 5.1. Contribution of X-ray variability to the dispersion

We have reduced the dispersion in the \( f_X-f_{\text{UV}} \) relation by using spectroscopic data for the X-ray band, especially in the high redshift bins, where all the observations are dedicated. However, we still have to account for many other contributors, among which there are some we can address (e.g. variability in the X-rays and in the UV band) and some instead we can only acknowledge (e.g. radiations emitted by accretion disc and hot corona are intrinsically delayed, preventing an actual simultaneous monitoring of the two structures). As already mentioned, the CSC 2.0 makes available all the observations carried out for the sources in the catalogue. After having applied all of our filters in both the UV and X-ray band, we therefore have a subset of sources for which multiple observations (\( N_{\text{obs}} \geq 2 \)) are available (164/958, 17% of the sample). By analysing the \( L_X-L_{\text{UV}} \) relation for the sources with multiple observations, we can give an estimate of the contribution of X-ray variability to the dispersion in our sample. The best value for the 2 keV flux can be chosen using two different criteria: we can opt for the observation with the longest exposure time or the one in which the source has the smallest off-axis angle \( \Theta \). In both cases we are looking for an optimisation of the source against the background flux, and for the most accurate and precise measure of the X-ray flux. Both, however, will

\(^9\) For the final selection, the distribution of log\( f_{\text{UV}} \) has a mean (median) value of \( -27.72 \pm 0.57 \) (\( -27.72^{0.03}_{-0.05} \) and \( -27.48 \pm 0.45 \) (\( -27.50^{0.05}_{-0.03} \) for the Chandra and XMM-Newton samples, respectively. Similarly, the log\( f_X \) distribution has a mean (median) value of \( -31.60 \pm 0.46 \) (\( -31.59^{+0.25}_{-0.30} \)) and \( -31.36 \pm 0.44 \) (\( -31.41^{+0.22}_{-0.28} \) for the Chandra and XMM-Newton samples, respectively. The values listed as confidence intervals for the median are the 25th and 75th percentiles.
be necessarily dependent on the flux level at the moment of the observation, namely on the variability of the source. We compared the 2-keV flux for the observations with the longest and second longest exposure times (Fig. 10, left panel), and those for the smallest and second smallest off-axis angle (right panel). The dispersion in the relation with respect to the bisector is, in both cases, the combination of the contribution due to the variability in the X-ray band with the contribution due to the off-axis angle of the source, that is a flux-calibration issue in the X-ray band. To minimise these contributions, we performed an arithmetic mean of the 2-keV fluxes for all the observations of each source. The result is shown in Fig. 11, where we compare the relation using the observation with the longest exposure (top panel), the smallest off-axis angle Θ (mid panel) and the arithmetic mean of all the observations available. The dispersion for the sub-sample of sources with multiple observations is characterised by an overall higher dispersion (δ ≈ 0.27 dex) if compared with the total sample (δ ≈ 0.24 dex). In the case of the mean, however, we observe a significant decrease in the dispersion (δ ≈ 0.23 dex), from which we can give an estimate of the contribution of the variability of \[
\sqrt{0.27^2 - 0.23^2} \approx 0.14 \text{ dex.}
\] (8)

This result is of the same order of magnitude of what was found from the comparison in Fig. 10, and it is in agreement with Lusso & Risaliti (2016).

5.2. Additional contributions to the dispersion

Another contribution to the dispersion is associated with the variability in the UV band, even if to a much lesser extent (~0.05 mag; Sesar et al. 2007; Kozłowski et al. 2010; Ai et al. 2010). Light-curve fitting is the ideal tool to quantify variability. Multiple photometric observations spanning several years and calibrated to better than 0.02 mag are required to produce well-sampled light curves for each object. The relatively low number of optical/UV observations (two on average, performed during the SDSS and BOSS campaigns) for a small number of objects in our final cleaned sample (<20% have more than one observation, SDSS or BOSS, and only 4% have two sets of $ugriz$ magnitudes from SDSS and BOSS) and the sparse sampling do not allow a reliable quantification of variability using this methodology in our sample. Low-order statistics (e.g. rms scatter) is a viable option but the number of objects in our final sample for which this analysis can be performed is so small that any number would be affected by high uncertainties, much higher than the observed variability amplitude. Some additional artificial variability introduced by the non-simultaneity of the X-ray and UV data could be present, although it does not represent a significant contribution to the dispersion (see Sect. 5 in Lusso & Risaliti 2016).

An additional important element to be taken into account is the orientation of the accretion disc, which causes its intrinsic emission to be scaled by a function of the inclination angle. We are planning to apply a correction for the disc inclination with respect to the line of sight by making use of the rest-frame equivalent width of the [O III] emission line, EW[O III], for the sources for which this line is available in SDSS (cz < 0.8). This quantity has been proposed by our group as an orientation indicator of the accretion disc (Risaliti et al. 2011; Bisogni et al. 2017b, 2019). We will further analyse this aspect in a future work.

5.3. Simulating the effect of observational contaminants to the dispersion

To verify whether the decrease in the dispersion examined in this study is reasonable, we performed the following exercise: starting from a simulated sample, we progressively added the observational effects that we have removed from the real one. We started by bootstrapping a distribution of UV fluxes from the data-sets composed by 2332 SDSS DR14 and 288 COSMOS sources (2620 quasars in total) with a measured flux limit at
Fig. 11. $L_X-L_{UV}$ relation for the sub-sample of 160 sources with multiple observations. The X-ray luminosity has been inferred for each source from the longest observation (top panel), from the one with the smallest off-axis angle (middle panel) and from an arithmetic mean of all the fluxes available, that is of all the observations surviving the quality filters that pertain to the single source.

X-rays. As discussed in Sect. 2, the above sample was selected to be homogeneous in the optical/UV, where observational biases and contaminants are minimised. To a reasonable extent, the sample contains only sources free of – or very poorly affected by – dust reddening and host galaxy contamination, which can be used as a suitable pool for the simulated fluxes. Fainter objects are preferentially mapped, in the X-ray band, by the deeper Chandra COSMOS Legacy survey, with a flux limit per observation and a flux error that are smaller than those of CSC 2.0 observations. In order to shape a realistic sample, we performed 2000 extractions of UV fluxes (similar in size to the original sample) and, contextually, extracted errors for the UV and X-ray measurements, and a flux limit value in the X-ray band. Assuming a perfect, that is dispersion-free, $L_X-L_{UV}$ relation, we inferred fluxes at 2 keV for all the sources.

We first simulated the contribution of X-ray variability to the dispersion in the $L_X-L_{UV}$ as follows. We assumed X-ray variability for a source to be represented by a log-normal distribution centred on its average flux value, corresponding, in our case, to the ‘expected’ $L_X$ inferred directly from the relation with a standard deviation $\sigma$ representing the characteristic fractional variability of the sources (Maughan & Reiprich 2019). The effect of variability was simulated by extracting a random value from the log-normal distribution for each source to reproduce the observed $L_X-L_{UV}$ relation.

AGN variability is found to increase with rest-frame timescale (Paolillo et al. 2004; Vagnetti et al. 2011), reaching up to 50% on timescales of decades (Middei et al. 2017), but it is also found to depend on the source luminosity (Vagnetti et al. 2016). The characteristic fractional variability $\sigma$ was then chosen depending on the X-ray luminosity of the source. Following Vagnetti et al. (2016), we assigned a range of fractional variability increasing with 0.5–4.5 keV luminosity$^{10}$ of $L < 10^{44}$, $10^{44} < L < 10^{45}$, $L > 10^{45}$ erg s$^{-1}$. The $\sigma$ to be associated with a source, was computed as the mean of 1000 extractions from a uniform distribution of a fractional variability ranging from 0 to a maximum value that depended on the luminosity of the source (0.45 for the faintest, 0.26 for the intermediate, and 0.14 for the brightest sources). An extraction from the log-normal distribution for each source provided the ‘observed’ $L_X$ value.

A fit to the simulated data, when a single value was extracted from the log-normal distribution, matched the dispersion of 0.14 dex due to variability in the real sample and gave a slope $\gamma = (0.65 \pm 0.01)$. When the mean of 1000 extractions was used instead, the same dispersion dropped to ~0.12 dex.

The inclusion of sources on an emission level higher than their average is preferentially located in – even if not limited to – the low-luminosity end of the relation, and causes a variation in the overall slope of the relation. The flux limits associated to the simulated sample were used to exclude the sources with flux at 2 keV close to the observation flux limit (Eddington bias). This step did not significantly modify the slope observed in the relation and reduced only slightly the amount of dispersion ($\delta = 0.13 \text{ dex vs } 0.14 \text{ dex}$).

Finally, to account for the unlikely presence of heavy obscuration ($N_H > 10^{22} \text{ cm}^{-2}$) in the sample, we performed a simulation to roughly quantify this effect. It is important to note that, in the redshift range covered by our sample, we are observing the rest-frame hard band which is less affected by the presence of absorption. Specifically, we multiplied the luminosities for the exponential term $e^{-N_H \sigma_{\gamma}}$, where the photoionisation cross-section $\sigma_{\gamma}$ has been computed at 2 keV following Verner et al. (1996). We then considered $N_H$ ranging from $0.5 \times 10^{21}$ to $0.5 \times 10^{23} \text{ cm}^{-2}$, finding a slope of the relation steadily around $0.6$ and an intercept that decreases progressively from $6.8 \pm 0.2$ ($N_H = 0.5 \times 10^{21} \text{ cm}^{-2}$) to $6.7 \pm 0.2$ for ($N_H = 10^{22} \text{ cm}^{-2}$) and $6.4 \pm 0.2$ for the most heavily obscured cases ($N_H = 0.5 \times 10^{23} \text{ cm}^{-2}$), while the intercept for the real sample is $8.5 \pm 0.4$. For column densities larger than that, $\gamma$ starts decreasing sensibly. Even if some obscuration in the X-ray band is left in the sample after the selection in terms of the photon index $\Gamma$, a comparison between slope and intercept in the case of the real data and those for the simulated sample sets $N_H \sim 10^{22} \text{ cm}^{-2}$ as an

$^{10}$ The luminosity in the 0.5–4.5 keV band was computed from the luminosity at 2 keV by adopting a photon index of $\Gamma = 1.7$ (Vagnetti et al. 2016).
upper-limit estimate of the column density for the sources in the original sample. This simulation is meant to be highly conservative and overestimates the number of absorbed sources. A similar effect is found if we assume absorption in the optical band: lower optical luminosities for larger extinction result in an increasing intercept of the relation.

6. Conclusions

We presented an analysis of the $L_X-L_{UV}$ relation on a sample of 3430 observations (2323 sources) from the latest release of the Chandra Source Catalog (CSC 2.0), and of 273 sources from the Chandra COSMOS Legacy survey. The aim of this work was to employ the largest spectroscopic X-ray sample available up to now with Chandra to decrease the dispersion in the relation, verifying its non-evolution with redshift and examining the X-ray variability contribution thanks to the multiple observations available. We pre-selected the parent sample to include only the sources representative of the intrinsic relation, that is type-1, radio-quiet, non-BAL, non-dust-reddened quasars. We then filtered out all the observations that did not meet the required quality criteria in the X-ray band: we excluded possibly absorbed sources characterised by a photon index $\Gamma < 1.7$, and observations affected by the Eddington bias. The analysis of the relation delivers the following results:

1. The X-ray-to-UV flux relation analysed in small redshift bins – small enough to make the difference in the luminosity distance for sources in the same bin negligible – does not show any statistically significant evolution with redshift. The slope stays around the expected value of 0.6 within the entire redshift range probed by our sample ($z \sim 0.5-4.5$).

2. The dispersion in the relation between fluxes is in agreement with what found in previous works ($\langle \delta \rangle \sim 0.24$ dex) up to $z \sim 3$. It strongly decreases in the last redshift bins ($\langle \delta_{\text{obs}} \rangle \sim 0.15$ dex). This behaviour is explained by two facts: (a) at the highest redshifts, the majority of the objects have dedicated, pointed X-ray observations for which calibration issues are minimised; (b) the decrease is also ascribable to the use of spectroscopic data in the X-ray band and to the very low level of background of Chandra observations.

3. Over the entire clean sample, the relation between the X-ray and UV/optical luminosities has a dispersion of $\sim 0.24$ dex, comparable to the one found by previous works with samples of similar size.

4. The analysis of the sub-sample of sources with multiple observations available shows that the mean 2-keV flux, obtained from all the observations that have survived the quality filters, minimises the dispersion in the $L_X-L_{UV}$ relation with respect to the choice of the single ‘best’ observation, in terms of both longest exposure time and smallest off-axis angle. Performing a mean of the observations corresponds to removing part of the dispersion, mostly due to X-ray variability, but also to possible issues in the flux calibration related to the off-axis angle of the source. We estimated a contribution of the X-ray variability or calibration issues of the order of $\sim 0.14$ dex, in agreement with previous results.

5. The analysis of observational contaminants on a simulated quasar sample confirms the amount of dispersion in the relation ascribable to X-ray variability ($\delta \sim 0.14$ dex) and allows an estimate of the upper limit for the average column density in the sample ($N_H \lesssim 10^{22}$ cm$^{-2}$).

Points 1. and 2. have major implications. First of all the interplay between accretion disc and hot corona over the entire redshift range examined so far has to be universal. The relation is very tight once we exclude any possible contribution to the dispersion that is not intrinsic. Secondly, we can use the relation to robustly infer cosmological distances at every redshift. These two results further justify the employment of quasars as standardisable candles in cosmology.
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Appendix A: UV/optical/NIR SED analysis

Table A.1. Instruments and filters for UV/optical/NIR photometry for the SDSS-CSC2.0 and the Chandra COSMOS Legacy samples.

| Band | Instrument                  | λ (Å) |
|------|-----------------------------|-------|
|      | SDSS – CSC 2.0              |       |
| FUV  | GALEX                       | 1539  |
| NUV  | -                           | 2316  |
| u    | SDSS                        | 3557  |
| g    | -                           | 4825  |
| r    | -                           | 6261  |
| i    | -                           | 7672  |
| z    | -                           | 9097  |
| Y    | UKIDSS                      | 10305 |
| J    | -                           | 12483 |
| H    | -                           | 16313 |
| K    | -                           | 22010 |
| J    | 2MASS                       | 12350 |
| H    | -                           | 16620 |
| K    | -                           | 21590 |
| W1   | WISE                        | 34000 |
| W2   | -                           | 46000 |
| W3   | -                           | 120000|
| W4   | -                           | 220000|
| ch1  | Spitzer (IRAC)              | 36000 |
| ch2  | -                           | 45000 |
| ch3  | -                           | 58000 |
| ch4  | -                           | 80000 |
|      | Chandra COSMOS Legacy       |       |
| NUV  | GALEX                       | 2316  |
| u    | CFHT (MegaCam)              | 3881.58 |
| B    | SUBARU (Suprime-Cam)        | 4478  |
| V    | -                           | 5493  |
| r    | -                           | 6315  |
| i    | -                           | 7683.9|
| z*   | SUBARU (Suprime-Cam)        | 9021.6|
| Y-HSC| SUBARU (HyperSuprimeCam)    | 9779.93|
| J    | VISTA (VIRCAM)              | 10214.2|
| H    | -                           | 12534.6|
| Ks   | -                           | 16453.4|
| ch1  | Spitzer (IRAC)              | 35550 |
| ch2  | -                           | 35634.3|
| ch3  | -                           | 45110.1|
| ch4  | -                           | 57593.4|

In this appendix we give a detailed description of the analysis in the UV/optical/NIR bands for the two sub-samples.

SDSS-CSC2.0: The photometry available allowed us to build an interpolated SED for each individual object, from which we inferred the rest-frame flux at 2500 Å, proxy for the accretion disc emission. As discussed below, we are interested in estimating the continuum up to 1 μm rest-frame. For sources at z ~ 2 and above, this wavelength falls into the mid-infrared and near-infrared bands. We therefore used all the magnitudes provided by Pâris et al. (2018), that is GALEX, SDSS, UKIDSS, 2MASS, WISE and Spitzer, whose wavelengths are listed in Tab. 3. We first corrected the fluxes densities in each band for Galactic extinction, using the E(B–V) values estimated from the Schlegel et al. (1998) maps, as listed in the NASA/IPAC Infrared Science Archive\(^\text{11}\) (IRSA), and the reddening law by Fitzpatrick (1999) with RV = 3.1. We then computed the rest-frame fluxes according to the redshift listed in Pâris et al. (2018) and performed a linear interpolation to retrieve the flux (and luminosity) value at 2500 Å (a higher-order polynomial could introduce spurious features and lead to higher inaccuracy in the UV flux estimation). When the combination of source redshift and data available did not provide the wavelength range to cover the rest-frame 2500 Å, the flux was extrapolated from the last two photometric points available. Continuum fluxes estimated in this way can be contaminated by the presence of the broad emission lines characterising type-1 quasars spectra. Depending on the source redshift, broad emission lines are found in different bands and therefore affect different observed magnitudes.

\(^{11}\) https://irsa.ipac.caltech.edu/applications/DUST/
that could be applied to all the SDSS-CSC2.0 photometric 2500-Å flux estimates.

Rest-frame flux (and luminosity) at 1450 Å, 3000 Å and 1 μm were also computed. Through a simple linear least-square regression the spectral slopes of the power law in log(ν)–log(νLν) describing the SED (Γ1, between 0.3 and 1 μm, and Γ2, between 1450 Å and 3000 Å) were estimated, and used to estimate the effect by dust reddening and host-galaxy contamination, following the same criteria as in Lusso & Risaliti (2016). Specifically, we excluded from the sample the sources in the Γ1–Γ2 plane not included in the circle of radius ∼1 (Fig. A.1), corresponding to E(B−V) ∼ 0.1, and centred in E(B−V) = 0, that is the value of the slopes for which the UV spectrum is completely unaffected by dust reddening or host contamination (Γ1 = 0.82 and Γ2 = 0.4), based on the intrinsic mean SED for quasars of Richards et al. (2006). For DR7 sources, we used the 2500-Å flux made available by Shen et al. (2011) through spectral fitting. Since Shen et al. (2011) do not provide errors on this quantity, we assumed a 2%, considering that they list a 3% average error on bolometric luminosity, where also the uncertainty on the bolometric correction is included.

**COSMOS**: The same analysis was performed, in this case with the photometry by Laigle et al. (2016), making available deep NIR observations for the COSMOS field from the UltraVISTA and SPLASH surveys. Ranging from the UV to the infrared bands, as listed in the lower part of Tab. 3, the photometry allowed the determination of the rest-frame 2500-Å flux and the estimation of the SED spectral slopes to exclude sources affected by dust absorption and host-galaxy contamination (Fig. A.1), following the same criteria described above for the SDSS-CSC2.0 sample. The 4400-Å flux and luminosity were also computed and used, along with the radio luminosity at 5 GHz, to infer the radio loudness parameter R and get rid of radio-loud sources, as described in Section 2.1.

**Appendix B: Check on hardness ratios**

We further checked all sources with extreme photon index values derived from the spectral analysis - namely, either very low (flat, Γ < 1.4) or unexpectedly high (steep, Γ > 3.0). Fig. A.2, right panel, shows the comparison between the hardness ratios listed in the CSC 2.0 and those computed from the spectral counts retrieved using XSPEC. In both cases, the hardness ratio is defined as

\[
HR = \frac{H - S}{H + S},
\]

where \(H\) and \(S\) are the net counts in the hard (2–7 keV) and soft (0.5–2 keV) bands, respectively. The agreement between the two measurements, the first one based on aperture photometry and the second one on spectroscopic data, is excellent, with the exception of a few outliers. This represents an independent validation of the spectral analysis we carried out. The observations with a non detection in the hard band, namely \(HR = -1.0\) (50 for the CSC 2.0, while only 20 have no counts in the hard band from the spectral analysis) are located in the lower left corner of the panel.

The HR is a coarse measure of the spectral slope, nonetheless we expect to observe a correlation between HR and the photon index. The left panel of Fig. A.2 shows the hardness ratio from the CSC 2.0 as a function of the photon index from the spectral analysis for an increasing number of net counts in the hard band. For sources with a photon index Γ < 2.8, the value chosen as an upper threshold, the CSC 2.0 HR is a good proxy for the photon index, improving with the number of counts in the hard and, consequently, in the soft band. This is an obvious consequence of the fact that points deviating from the bestfit relation in the HR vs Γ plane, populating the locus of Γ > 2.8 and HR < ~0.25, are generally associated with observations with a small number of counts (< 10 in the hard band).

**Appendix C: Choice of selection criteria in X-ray band**

In this work, the parent sample has been pre-selected for the properties concerning the UV band, that is broadband absorption and dust reddening. Here we discuss our choices for the selection in the X-ray band, which led to the final sample of 1385 COSMOS 2.0 observations, corresponding to 958 sources, and the 140 COSMOS sources. To decide which combination of selection in photon index Γ, that is X-ray absorption, and Eddington bias, that is X-ray flux threshold, is a good trade-off between a small observed dispersion and a large enough number of sources, we
have analysed the behaviour of the $f_X - f_{\text{UV}}$ relation for different choices of these quantities. Tab. C.1 and Fig. C.1 summarise the results of the analysis. Fig. C.1 shows the slope, intercept and dispersion for the $f_X - f_{\text{UV}}$ relation analysed as follows: as explained in Section 4, when dealing with fluxes, we have to divide the sample in redshift bins. The fit to the data in each redshift bin ($\Delta \log(z) = 0.06$), gave us a value for slope, intercept and dispersion. Then, for each quantity, we computed a mean of the values for all the redshift bins ($\Delta \log(z) = 0.06$) with more than five objects. Here we are comparing these values for different choices of $\Gamma$ (x axis) and $k \delta_{\text{obs}}$ (colour bar)\textsuperscript{12}. Values obtained for the $L_X - L_{\text{UV}}$ relation are plotted in grey as a reference. In Tab. C.1 we also list, for each choice of $\Gamma$ and $k \delta_{\text{obs}}$ the number of sources that outlived the selection.

We looked at the dispersion and at the slope of the $f_X - f_{\text{UV}}$ relation; the bottom panel of Fig. C.1 shows that, for all the choices of $\Gamma$, the observed dispersion has a minimum for $k \delta_{\text{obs}} = 0.6$, while it increases for both lower and higher choices of this quantity, meaning not only that the inclusion of sources affected by the Eddington bias (i.e. light blue and pale blue squares) can modify the dispersion in the relation, but also that a too severe selection (i.e. purple, light yellow) implies a drastic decrease in the number of sources and increasing dispersion with respect to best fit. Moreover, while for a choice of $k \delta_{\text{obs}} \sim 0.6$ the slope of the relation stays steadily around $\gamma \sim 0.59$ for every

\textsuperscript{12} In this appendix we are showing the analysis for nine different ranges of $\Gamma$ and eleven different values of $k \delta_{\text{obs}}$. 

---

Fig. C.1. Results of the analysis on the $f_X - f_{\text{UV}}$ relation. Different choices for the photon index $\Gamma$ are on the $x$ axis, while those for $k \delta_{\text{obs}}$, are shown as different colours. The squares represent the mean slope (top panel), intercept (mid panel) and dispersion (bottom panel) for all the redshift bins ($\Delta \log(z) = 0.06$) with more than five objects after the chosen cuts in $\Gamma$ and $k \delta_{\text{obs}}$ are applied. In black, we show the typical error on the estimates for the three quantities.
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Table C.1. Results of the analysis on the $f_X-f_{UV}$ relation.

| $\Delta k$ | $\Delta \delta$ | $\gamma$ | $\delta$ |
|-----------|----------------|---------|---------|
| 0.0       | 1841           | 1727    | 1573    |
| 0.1       | 1690           | 1596    | 1474    |
| 0.2       | 1579           | 1500    | 1395    |
| 0.3       | 1440           | 1377    | 1293    |
| 0.5       | 1289           | 1237    | 1168    |
| 0.6       | 1133           | 1088    | 1025    |
| 0.7       | 978            | 902     | 855     |
| 0.8       | 892            | 792     | 734     |
| 0.9       | 792            | 727     | 678     |
| 1.0       | 617            | 562     | 518     |

Notes. Results of the analysis on the $f_X-f_{UV}$ relation. We list, for every combination of cuts in $\Gamma$ and $k \delta_{min}$, the slope, intercept and dispersion obtained as a mean of all those in the redshift bins ($\Delta \log(z) = 0.06$) with more than five objects, as long as the number of sources that survived the selection.

choice of $\Gamma$, for both low and high $k \delta_{min}$ values the slope is significantly lower than the reference value of $-0.6$ (upper panel). Finally, exploring the possible choices of the photon index $\Gamma$, we realised that a smaller dispersion is achieved by a more conservative selection at lower values than at higher values; in fact, setting the lower boundary progressively from $\Gamma_{min} = 1.5$ to $\Gamma_{min} = 1.9$ produces a decrease in the dispersion, while this is not generally true going from $\Gamma_{max} = 2.8$ to $\Gamma_{max} = 2.4$. Even if the slope of the relation is closer to the reference value and the dispersion is slightly smaller in the case of the most conservative selection $\Gamma = 1.9-2.8$, we decided for the compromise $\Gamma = 1.7-2.8$ because of the larger number of complying sources, and also for consistency with the cut adopted in the analysis of the SDSS-XMM sample of Risalit & Lusso (2019). For the sake of completeness, we also plot the intercepts for the different choices of the parameters (middle panel), even if this quantity is not taken into account for the purpose of selection.