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Abstract

We present a procedure to diagnose model misspecification in situations where inference is performed using approximate Bayesian computation. We demonstrate theoretically, and empirically that this procedure can consistently detect the presence of model misspecification. Our examples demonstrates that this approach delivers good finite-sample performance and is computational less onerous than existing approaches, all of which require re-running the inference algorithm. An empirical application to modelling exchange rate log returns using a g-and-k distribution completes the paper.
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1 Introduction

Approximate Bayesian computation is a likelihood-free inference procedure that allows researchers to conduct Bayesian inference in settings where the likelihood is intractable or otherwise computationally demanding. While initially introduced in the population genetics literature, see, for instance, Tavaré et al. (1997) and Beaumont et al. (2002a), approximate Bayesian computation is now applied in a wide-range of fields including: biology, cosmology and economics, among others; see Sisson et al. (2018) for a handbook treatment.

Under correct model specification, Li and Fearnhead (2018) and Frazier et al. (2018) demonstrate that approximate Bayesian computation displays favourable asymptotic properties, and is asymptotically equivalent to likelihood-based Bayesian procedures that condition on a set of summaries rather than the full dataset. However, Frazier et al. (2020) demonstrate that if the model assumed to have generated the data is misspecified, then the asymptotic behavior of approximate Bayesian computation can degrade rapidly. While the approximate Bayesian computation posterior maintains concentration onto some well-defined point in the parameter space when the model is misspecified, the posterior shape is asymptotically non-Gaussian, and the behavior of the posterior mean is unknown in general. Furthermore, in misspecified models, the behavior of commonly applied regression adjustment approaches can produce posteriors that differ markedly from their simpler accept/reject counterparts, with the specific behavior of the posterior depending on the intricacies of the adjustment approach, and have little to do with the actual problem at hand.

Common approaches to assess model specification in approximate Bayesian computation have so far been based on predictive p-values (Bertorelle et al., 2010), simulated goodness of fit statistics (Bertorelle et al., 2010) and (Lintusaari et al., 2017), and discrepancy diagnostics (Frazier et al., 2020). Obtaining the distribution for the latter two statistics under correct model specification requires re-running, many times, the approximate Bayesian computation algorithm: draws from the original posterior distribution are used to generate many pseudo-observed data sets; for each data set the inference algorithm is re-implemented and used to calculate a discrepancy measure; and the distribution of this discrepancy measure under correct specification is then taken as the Monte Carlo distribution of the discrepancy measure over the pseudo-observed data sets, and the realized value of the discrepancy measure compared against this distribution.

In contrast to existing computationally onerous procedures, we propose a simple statistic to test model misspecification. We demonstrate that this statistic re-
liably detects departures from correct model specification, and does not require re-running any inference algorithm. We demonstrate that hypothesis tests based on this statistic have asymptotically correct size when the model is correctly specified, and can consistently detect model misspecification.

We compare this new procedure against existing diagnostic approaches, and find that our approach performs similarly to existing approaches in simple examples, such as a misspecified normal example. However, in realistic data scenarios we find that our testing approach outperforms existing approaches. Across all examples, we find that our approach is much less computationally demanding than existing approaches.

2 Model misspecification in approximate Bayesian computation

We assume the observed data \( y = (y_1, ..., y_n)^\top \) is generated from a complex class of parametric models \( \{ \theta \in \Theta : P_\theta \} \), that depends on unknown parameters \( \Theta \subseteq \mathbb{R}^{k_\theta} \), for which our prior beliefs over \( \Theta \) are represented by the density \( \pi(\theta) \). Using the observed data \( y \), the model \( P_\theta \), and the prior density \( \pi(\theta) \), Bayes Theorem delivers to us the cornerstone of Bayesian statistics: the posterior density \( \pi(\theta \mid y) \propto p(y \mid \theta)\pi(\theta) \).

Generally, exact Bayesian inference requires that \( \pi(\theta \mid y) \) be available in closed-form, at least up to the constant of proportionality, which ultimately entails that the model density \( p(y \mid \theta) \) be tractable. On the other hand, approximate Bayesian inference schemes generally remain applicable in cases where \( p(y \mid \theta) \) is computationally too costly to compute or not accessible via numerical algorithms; see the unpublished 2021 technical report by Martin, Frazier and Robert for a review of approximate Bayesian methods more broadly (https://arxiv.org/abs/2112.10342).

As noted, approximate Bayesian computation has received significant attention due to the ease with which it can be implemented even in very complex models: so long as we can simulate from the assumed model, we can conduct inference on the model unknowns. The aim of approximate Bayesian computation is to build a reliable approximation to \( \pi(\theta \mid y) \) in cases where \( p(y \mid \theta) \) is not accessible. Approximate Bayesian computation is predicated on the belief that the observed data \( y \) is drawn from one of the constituent members in the class \( \{ \theta \in \Theta : P_\theta \} \), and inference on the unknown \( \theta \) is conducted by first drawing \( \theta \sim \pi(\theta) \), simulating pseudo-data \( z, z = (z_1, ..., z_n)^\top \sim P_\theta \), and “comparing”
z with the observed data y. In most cases, this comparison is carried out using a vector of summary statistics \( \eta(z) \in B \subseteq \mathbb{R}^{k_\eta} \), with \( k_\eta > k_\theta \), and a norm \( d\{ \cdot, \cdot \} \).

Simulated values of \( \theta \) are then accepted, and used to build an approximation to the exact posterior, if the distance \( d\{ \eta(z), \eta(y) \} \) is small relative to a pre-defined tolerance parameter \( \epsilon \), which shrinks to zero as the sample size \( n \) goes to infinity. The most basic form of the approximate Bayesian computation algorithm is the accept/reject algorithm.

**Algorithm A1** Accept and reject: Approximate Bayesian computation

1. For \( i = 1, \ldots, N \)
do
   i. Simulate \( \theta^i \) from \( \pi(\theta) \)
   ii. Simulate \( z^i = (z^i_1, \ldots, z^i_n)^\top \) from the model, \( p(\cdot | \theta^i) \)
   iii. Calculate \( \epsilon(i) = d\{ \eta(y), \eta(z^i) \} \)
2. Order the distances \( \epsilon(1) \leq \cdots \leq \epsilon(N) \)
3. Select all \( \theta^i \) associated with the \( \alpha = \delta/N \) smallest distances, with \( \delta \) much smaller than \( N \).

It can be shown that Algorithm A1 produces draws from the following approximation to \( \pi(\theta | y) \):

\[
\pi_\epsilon\{ \theta | \eta(y) \} = \int_Z \pi_\epsilon\{ \theta, z | \eta(y) \} dxz = \frac{\int_{Z} P_\theta \{ d\{ \eta(z), \eta(y) \} \leq \epsilon \} dx \Pi(\theta)}{\int_{\Theta} \int_{Z} \Pi(\theta) dxz} \Pi(\theta), \tag{1}
\]

where \( P_\theta \{ d\{ \eta(z), \eta(y) \} \leq \epsilon \} = \int_Z \{ d\{ \eta(z), \eta(y) \} \leq \epsilon \} p(z | \theta) dxz \). We note that the posterior \( \pi_\epsilon\{ \theta | \eta(y) \} \) depends explicitly on the chosen tolerance \( \epsilon \), and is conditioned on \( \eta(y) \), not the full data set \( y \).

It is well-known that Algorithm A1 is inefficient since all draws are generated independently from the prior. More efficient sampling schemes can also be implemented by replacing the accept/reject step with more informative proposals (Marin et al., 2012; Sisson et al., 2007; Beaumont et al., 2009); see chapter 4 of Sisson et al. (2018) for a review. While these methods allow us to obtain more readily accessible accepted draws, each accepted draw is still from the posterior in (1). Consequently, in terms of examining model misspecification, the simplest accept/reject algorithm with suffice for our purposes.

Under correct specification of the assumed model, Frazier et al. (2018) show that so long as \( \alpha_n = \delta/N_n \) in Algorithm A1 converges to zero fast enough, as the sample size \( n \) diverges, the approximate Bayesian computation posterior...
\[ \pi_{\epsilon}\{\theta \mid \eta(y)\} \] concentrates onto values of \( \theta \) such that \( b_0 = \text{plim}_n \eta(y) \) and \( b(\theta) = \text{plim}_n \eta(z) \) agree. Throughout, we let \( \text{plim}_n X_n \) denote the probability limit of the random sequence \( \{X_n : n \geq 1\} \) as \( n \to +\infty \), if it exists.

However, if the model \( P_\theta \) used to simulate pseudo-data \( z \) is misspecified, in the sense that there is no \( \theta \in \Theta \) such that \( b_0 = b(\theta) \), then the model is said to be misspecified \((\text{Frazier et al., 2020})\). Model misspecification creates at least two practical issues for inference on \( \theta \) via Algorithm A1. As shown in Frazier et al. (2020), when the model is misspecified the posterior displays non-standard asymptotic behavior, does not produce reliable credible sets, and the behavior of its posterior moments are suspect. In addition, when the model is misspecified, commonly applied regression post-processing approaches, like linear regression adjustment \((\text{Beaumont et al., 2002b})\), produce a posterior that differs substantially from \( \pi_{\epsilon}\{\theta \mid \eta(y)\} \) and whose posterior moments can be arbitrarily far away from those of \( \pi_{\epsilon}\{\theta \mid \eta(y)\} \) \((\text{Frazier et al., 2020})\) (please see the Appendix for further details).

3 A test for model misspecification

Given the prominence of model misspecification in empirical applications, and the potential issues that this can cause when conducting approximate Bayesian computation, it is paramount for researchers to be able to determine whether or not \( P_\theta \) is misspecified.

In this section we provide a mechanism for determining model specification that is based on the asymptotic results in Li and Fearnhead (2018) and Frazier et al. (2018). Given \( \pi_{\epsilon}\{\theta \mid \eta(y)\} \), define the posterior mean \( \hat{\theta} = \int_\Theta \theta \pi_{\epsilon}\{\theta \mid \eta(y)\} d\theta \), and consider generating a sequence of pseudo-data sets \( \hat{z}^i (i = 1, \ldots, N_n) \), each simulated under \( \hat{\theta} \). For \( \hat{V}_0 \) denoting any consistent estimator of \( \text{plim}_n \text{var} \left[ n^{1/2}\{\eta(y) - b_0\} \right] \), we propose researchers use the following statistic to detect model misspecification in simulation-based Bayesian inference:

\[
J\{\hat{\eta}(z), \eta(y)\} = n^{1/2}\{\hat{\eta}(z) - \eta(y)\}^T \hat{V}_0^{-1} n^{1/2}\{\hat{\eta}(z) - \eta(y)\}.
\]

To ensure that the simulation of pseudo-data under \( \hat{\theta} \) does not impact the behavior of \( J\{\hat{\eta}(z), \eta(y)\} \), the number of Monte Carlo draws \( N_n \) should satisfy \( N_n \geq C \log(n)n^{q/2} \) for some \( C > 0 \), and \( q = \max\{k_\theta, 2\} \). We can then show that the above statistic has useful behavior under the regularity conditions in Frazier et al. (2018); we reproduce these regularity conditions in the Appendix;
proofs of all stated results are also given in the Appendix. Let $\chi^2_k$ denote a Chi-squared distributed random variable with $k$ degrees of freedom.

**Theorem 1** Under the conditions of Theorem 2 in Frazier et al. (2018), see the Appendix for details, $\mathcal{J}\{\hat{\eta}(z), \eta(y)\}$ converges in distribution to a $\chi^2_{k_\eta-k_\theta}$ random variable.

In the case of independently and identically distributed data with $\eta(y) = \sum_{i=1}^n \eta(y_i)/n$, the variance estimator can simply be taken as $\hat{\sigma}^2_0 = \frac{1}{n-1} \sum_{i=1}^n \{\eta(y_i) - \eta(y)\}^2$. More generally, we note that the bootstrap may also be used to obtain $\hat{\sigma}^2_0$.

The statistic $\mathcal{J}\{\hat{\eta}(z), \eta(y)\}$ can be used to conduct a hypothesis test of $H_0 : \inf_{\theta \in \Theta} d\{b(\theta), b_0\} = 0$, versus $H_a : \inf_{\theta \in \Theta} d\{b(\theta), b_0\} > 0$, where the critical value for the test statistic is obtained from a $\chi^2_{k_\eta-k_\theta}(1 - \alpha)$ distribution. This test shares similar structure to the indirect model specification test in Gourieroux et al. (1993). Under $H_a$, we have the following result.

**Corollary 1** Under $H_a$, and the regularity conditions in Theorem 2 of Frazier et al. (2018), $\text{Pr}\left[\mathcal{J}\{\hat{\eta}(z), \eta(y)\} \geq \chi^2_{k_\eta-k_\theta}(1 - \alpha)\right] \to 1$ as $n \to \infty$ for $\alpha \in (0, 1)$.

### 4 Simulation exercises

#### 4.1 A simple normal example

Consider an artificially simple example where the assumed data generating process is independently and identically distributed $z_j \sim N(\theta, 1)$. However, the true data generating process is independently and identically distributed $y_j \sim N(\theta, \sigma^2)$ ($j = 1, \ldots, n$). When $\sigma^2 \neq 1$, the model simulating pseudo-data differs from the model generating observed data. We consider as the basis of our analysis the summary statistics $\eta_1(y) = \frac{1}{n} \sum_{j=1}^n y_j$ and $\eta_2(y) = \frac{1}{n} \sum_{j=1}^n \{y_j - \eta_1(y)\}^2$.

We consider the outlined testing procedures across a grid of values for $\sigma$ over (0.8, 1.3). For each value of $\sigma$ in this grid we generate observed data $y_j \sim N(0, \sigma)$, and calculate $\eta(y)$. For these Monte Carlo experiments, we set $\pi(\theta)$ equal to $U(-1, 1)$ to draw $z_i$, and consider $d\{\eta(y), \eta(z^i)\}$ in Algorithm A1 to be the Euclidean norm, we take $N=50,000$ Monte Carlo draws and choose $\alpha =$
0.01 \geq n^{-k_0/2} = n^{-1/2}, n = (100, 500, 1000) (Frazier et al., 2018). We consider 100 replications using a nominal size equal to 5%.

We compared the four procedures to detect misspecification. The asymptotic goodness of fit test generating \( N_n = 10,000 \geq C \log(n)n \) pseudo-data \( \hat{z} \) to obtain \( \hat{\eta}(z) \), and construct \( J\{\hat{\eta}(z), \eta(y)\} \) using \( \hat{V}_n = n \text{diag}\{\eta_2(y)/n, 2\eta_2(y)^2/(n-1)\} \), the predictive p-value diagnostic using \( \eta_2(y) = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2 \), the discrepancy diagnostic implementing each approximate Bayesian computation procedure with \( N = 50,000 \) and \( \alpha = 0.01 \), using \( h = (\theta^2, \theta^3)^\top \) (Frazier et al., 2020), and the goodness of fit test based on approximate Bayesian computation re-sampling, the last three tests use \( R = 100 \) replications. See Appendix for details.

| Table 1: Computational average time: Misspecification diagnostics |
|---------------------------------------------------------------|
| \( n \) | Asymptotic GoF | Simulated GoF | Pred. p-value | Discrepancy |
|--------|----------------|--------------|---------------|-------------|
| 100    | 0.46 secs      | 3.46 secs    | 0.09 secs     | 2.43 mins   |
| 500    | 0.66 secs      | 3.21 secs    | 0.13 secs     | 4.88 mins   |
| 1000   | 1.02 secs      | 3.46 secs    | 0.14 secs     | 8.43 mins   |
|        |                |              |               |             |
| A linear regression using g-and-k distribution with endogeneity^+ |
| 500    | 54.96 secs     | 10.45 secs   | 0.29 secs     | 1.24 mins   |
| 1000   | 1.43 mins      | 10.45 secs   | 0.32 secs     | 1.95 mins   |
|        |                |              |               |             |
| A nonlinear ecological dynamic system^+ |
| 250    | 12.54 secs     | 1.85 mins    | 0.12 secs     | 5.57 mins   |
| 500    | 22.81 secs     | 1.80 mins    | 0.13 secs     | 10.22 mins  |
| 1000   | 40.87 secs     | 1.79 mins    | 0.16 secs     | 19.38 mins  |

Notes: * Computational average time over 100 data sets and \( \sigma \) grid once we have results from Algorithm A1 in an Intel(R) Xeon(R) Gold 6130 CPU @ 2.10GHz 64 GB RAM in parallel computing using 32 cores and R software.  
^+ Computational average time over 50 data sets, and \( \rho \) and \( k \) grids (see below) once we have results from Algorithm A1 in an Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz RAM 397 GB architecture x86_64 CPU 64-bit in parallel computing using 24 cores and R software.  

Table 1 shows computational average time calculated after implementing Algorithm A1, which is the point of departure for all four procedures. The predictive p-value algorithm is the least time demanding followed by the asymptotic GoF test. These two diagnostics do not require to re-run approximate Bayesian computation algorithms multiple times. On the other hand, the simulated GoF test is in third position, and the discrepancy diagnostic is by far the most computa-
tional demanding. The former requires to re-run Algorithm A1 multiple times, and the latter requires computing both accept and reject and regression approximate Bayesian computation many times.

Table 2 displays the probability of rejecting the null hypothesis of no misspecification. All tests seem to be consistent, but there are some differences regarding the size.

4.2 A linear regression analysis using a g-and-k distribution with endogeneity

Quantile distributions do not have a density function in closed form (Drovandi and Pettitt, 2011); they are defined through their inverse cumulative distribution functions, $Q(p \mid \theta) = F^{-1}(p \mid \theta)$, where $F = P(U \leq u)$, and $Q$ is equal to the $p$-quantile (Rayner and MacGillivray, 2002).

Here we consider an example where the assumed data generating process is $z_j = x_j \beta + u_j$ ($j = 1, \ldots, n$), $u_j$ distributes independently and identically with a g-and-k quantile distribution.

$$Q^{gk} \{ z(p) \mid \theta \} = a + b \left[ 1 + c \frac{1 - \exp \{ -gz(p) \}}{1 + \exp \{ -gz(p) \}} \right] \left\{ 1 + z(p)^2 \right\}^k z(p),$$

where $z(p)$ is the standard normal quantile function, and $c = 0.8$ is suggested. On the other hand, we assume that the true data generating process is $y_j = x_j \beta + u_j$ where

$$v_j = Q^{gk} \{ z(p) \mid \theta_j \}, \quad v_j = (x_j, u_j), \quad \left\{ \begin{array}{l} z(p_x) \\ z(p_u) \end{array} \right\} \sim N \left\{ \begin{array}{c} 0 \\ 0 \end{array} \right\}, \quad \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}.$$}

We took into account a grid of values for $\rho$ over $(0, 0.8)$, $\rho \neq 0$ implies that inference should be based on the joint likelihood function, $y_j = 0.5x_j + u_j$ where $a_x = a_u = 0, b_x = b_u = 1, c_x = c_u = 0.8, g_x = g_u = 2, k_x = k_u = 1$, and $n = (500, 1000)$ in 50 simulation exercises. We perform inference regarding $\beta$ and $k$ in this example, and fixed $a, b$ and $g$ at their population values. We consider as the basis of our analysis the summary statistics $\eta_1(y) = \sum_{i=1}^n x_i y_i / \sum_{i=1}^n x_i^2$, $\eta_2(y) = L_3 - L_1$, $\eta_3(y) = (L_3 + L_1 - 2L_2) / \eta_2$ and $\eta_4(y) = (E_7 - E_5 + E_3 - E_1) / \eta_2$. where $L_l$ is the $l$th quartile and $E_l$ is the $l$th octile of $y_j - x_j \eta_1(y)$ (Drovandi & Pettitt, 2011).
Table 2: Power results of misspecification tests

**A simple normal example***

| $n$  | $\sigma$ | Asymptotic GoF | Simulated Gof | Pred. P-value | Discrepancy |
|------|----------|----------------|---------------|---------------|-------------|
| 100  | 0.8      | 0.99           | 0.79          | 0.94          | 0.59        |
| 100  | 0.9      | 0.48           | 0.18          | 0.36          | 0.08        |
| 100  | 1        | 0.09           | 0.05          | 0.08          | 0.01        |
| 100  | 1.1      | 0.15           | 0.31          | 0.33          | 0.22        |
| 100  | 1.2      | 0.65           | 0.80          | 0.82          | 0.69        |
| 100  | 1.3      | 0.89           | 0.95          | 0.96          | 0.92        |
| 500  | 0.8      | 1.00           | 1.00          | 1.00          | 1.00        |
| 500  | 0.9      | 0.96           | 0.90          | 0.94          | 0.85        |
| 500  | 1        | 0.04           | 0.04          | 0.05          | 0.04        |
| 500  | 1.1      | 0.79           | 0.85          | 0.90          | 0.79        |
| 500  | 1.2      | 1.00           | 1.00          | 1.00          | 1.00        |
| 500  | 1.3      | 1.00           | 1.00          | 1.00          | 1.00        |
| 1000 | 0.8      | 1.00           | 1.00          | 1.00          | 1.00        |
| 1000 | 0.9      | 0.99           | 0.99          | 0.99          | 0.97        |
| 1000 | 1        | 0.03           | 0.00          | 0.06          | 0.03        |
| 1000 | 1.1      | 0.99           | 0.99          | 0.99          | 0.97        |
| 1000 | 1.2      | 1.00           | 1.00          | 1.00          | 1.00        |
| 1000 | 1.3      | 1.00           | 1.00          | 1.00          | 1.00        |

**A linear regression using a g-and-k distribution with endogeneity**

| $n$  | $\rho$  | Asymptotic GoF | Simulated Gof | Pred. P-value | Discrepancy |
|------|----------|----------------|---------------|---------------|-------------|
| 500  | 0        | 0.14           | 0.00          | 0.00          | 0.00        |
| 500  | 0.4      | 0.24           | 0.00          | 0.00          | 0.00        |
| 500  | 0.8      | 0.98           | 0.00          | 0.00          | 0.00        |
| 1000 | 0        | 0.10           | 0.00          | 0.00          | 0.00        |
| 1000 | 0.4      | 0.70           | 0.00          | 0.00          | 0.00        |
| 1000 | 0.8      | 1.00           | 0.00          | 0.00          | 0.04        |

**A nonlinear ecological dynamic system**

| $n$  | $k$      | Asymptotic GoF | Simulated Gof | Pred. P-value | Discrepancy |
|------|----------|----------------|---------------|---------------|-------------|
| 250  | 0.6      | 0.48           | 0.00          | 0.00          | 0.02        |
| 250  | 0.7      | 0.43           | 0.00          | 0.00          | 0.06        |
| 250  | 0.8      | 0.22           | 0.00          | 0.00          | 0.04        |
| 250  | 0.9      | 0.24           | 0.00          | 0.00          | 0.04        |
| 250  | 1        | 0.14           | 0.00          | 0.00          | 0.02        |
| 500  | 0.6      | 0.82           | 0.00          | 0.00          | 0.16        |
| 500  | 0.7      | 0.57           | 0.00          | 0.00          | 0.06        |
| 500  | 0.8      | 0.46           | 0.00          | 0.00          | 0.06        |
| 500  | 0.9      | 0.47           | 0.00          | 0.00          | 0.02        |
| 500  | 1        | 0.33           | 0.02          | 0.02          | 0.08        |
| 1000 | 0.6      | 1.00           | 0.00          | 0.00          | 0.10        |
| 1000 | 0.7      | 0.94           | 0.00          | 0.00          | 0.10        |
| 1000 | 0.8      | 0.71           | 0.00          | 0.00          | 0.10        |
| 1000 | 0.9      | 0.53           | 0.00          | 0.00          | 0.10        |
| 1000 | 1        | 0.36           | 0.00          | 0.00          | 0.04        |

**Notes:** Probability of rejecting the null hypothesis of no misspecification. Approximate Bayesian computation assumes $*\sigma = 1, +\rho = 0,$ and $-_k = 1,$ and the data generating processes may have other values.
We set \( \pi(\theta) = \pi(\beta, k) \) equal to \( \mathcal{U}(0, 5) \times \mathcal{U}(0, 5) \), consider the Euclidean norm in Algorithm A1, \( N=100,000 \) Monte Carlo draws and choose \( \alpha = 0.001 \geq n^{-1} \). We implement Algorithm 1 in Appendix with \( N_n = 10,000 \geq C \log(n) n \), and calculate \( \hat{V}_0 \) using 200 bootstrap samples. Algorithms 2, 3, and 4 in Appendix use \( R = 100 \), where \( \eta_1(\hat{x}_r) \) is used for the predictive p-value test, and the approximate Bayesian computation in the the discrepancy diagnostic test use \( N = 10,000 \) and \( \alpha = 0.01 \) with \( h = (\theta^{2\top} \theta^3)^\top \).

Table 2 shows that under our choices the asymptotic test has better performance by far. This suggests that the latter three simulation based misspecification tests may depend drastically on the data generating processes, and choices such as the number of replications and the functions used to calculate the distances. As expected, the asymptotic misspecification test improves as the sample size increases.

Table 1 displays average computational time. In particular, the predictive p-value and GoF test based on simulation do not increase their computational time with the sample size, and the former is again the least computational time demanding. On the other hand, the asymptotic and discrepancy tests increase their computational time with the sample size at decreasing rates.

### 4.3 A nonlinear ecological dynamic system

We simulate the Rickier prototypical ecological model describing the time evolution of a population \( N_{t+1} = rN_t \exp(-N_t + u_t) \) where \( r \) is the population growth rate, and it is assumed that the random noise is \( u_t \sim \mathcal{N}(0, \sigma^2) \). Researchers observe realizations of a Poisson process \( Y_t \sim P(\phi N_t) \) (Wood, 2010).

Let us the data generating process be heteroskedastic,

\[
N_1 = 1, \quad r = 44.7, \quad \phi = 10, \quad \sigma_1 = 1.3 \text{ and } \sigma_2 = 0.3 \text{ generating different degrees of misspecification across a grid of values for } k \text{ over } (0.6, 1), \quad n = (250, 500, 1000), \quad \text{and 50 simulations.}
\]

We set as prior distributions \( r \sim \mathcal{U}(40, 70), \phi \sim \mathcal{U}(5, 30) \text{ and } \sigma \sim \mathcal{U}(0.1, 2) \) using 500,000 draws and setting \( \alpha = 0.00025 \). Summary statistics are the auto-
correlations up to 5 of \( y_t \), the ordinary least squares estimates of \( \beta_1 \) and \( \beta_2 \) from the regression \( y_t^{0.3} = \beta_1 y_{t-1}^{0.3} + \beta_2 y_{t-1}^{0.6} + \epsilon_t \), the mean of \( y_t \) and number of observed zeros (Wood, 2010).

Algorithm A1 sets \( N_n = 200,000 \geq C \log(n)n^{3/2} \) and uses 200 bootstrap samples to estimate \( \hat{V}_0 \). Algorithm 3 is based on the number of observed zeros, and Algorithm 4 uses \( N = 10,000, \alpha = 0.01 \) and \( h = (\theta^{2T} \theta^{3T})^\top, \theta = (r \phi \sigma)^\top \). Algorithms 2, 3 and 4 use \( R = 100 \).

We can see in Table 1 that the most computational time demanding is the discrepancy test, whereas the least demanding is the predictive p-value test. Moreover, the computational times of the asymptotic GoF and the discrepancy tests increase with sample size at decreasing rates.

We can see in Table 2 the power results; the power of the GoF based on simulations and the predictive p-value are approximately equal to 0, there is a slightly better performance using the discrepancy test, and the best performance is achieved by the asymptotic GoF test.

5 Application: Exchange rate returns

We follow Drovandi and Pettitt (2011) modeling financial returns using g-and-k distributions. We use exchange rate log daily returns from USD/EUR, USD/GBP and GBP/EUR one year before and after the WHO declared the COVID-19 pandemic on 11 March 2020.

Drovandi and Pettitt (2011) propose a moving average of order one using a g-and-k distribution, \( z_t = \epsilon_t + \theta_1 \epsilon_{t-1} \), \( (t = 1, \ldots, 524) \), \( \epsilon_t \sim N(0,1) \), and \( z_t \) is divided by \( (1 + \theta_1^2)^{1/2} \) to ensure that it marginally has a standard normal distribution.

We use twelve summary statistics: the seven octiles, the inter-quartile range, robust measures of skewness and kurtosis, and the autocorrelations of order one and two. We perform Algorithm A1 using one million prior draws with an acceptance rate equal to 0.01%. Table 3 in Appendix shows the posterior estimates.

We set \( R = 100 \), and the auxiliary functions are the autocorrelation of order one and \( (\theta^{2T} \theta^{3T})^\top, \theta = (\theta_1 a b g k)^\top \) for the predictive p-value and the discrepancy diagnostic, respectively. The asymptotic GoF is based on one million draws, the covariance matrix is based on bootstrap using 200 re-samplings, and the asymptotic distribution is \( \chi^2_{27} \).

All diagnostics based on the re-sampling distributions do not reject the null hypothesis of no misspecification in all three data sets. On the other hand, the
diagnostic based on the asymptotic distribution always rejects the null hypothesis.
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A Appendix

A.1 Maintained assumptions and proofs of main results

A.1.1 Maintained assumptions

We first present the relevant assumptions in Frazier et al. (2018) that we make use of in our results. A useful discussion of these assumptions is provided in Remarks 1-3 of Frazier et al. (2018), and for the sake of brevity we do not reinterpret their remarks.

Assumption 1 There exist a non-random map \( b : \Theta \rightarrow B \), and a sequence of functions \( \rho_n(u) \) that are monotone non-increasing in \( u \) for any \( n \) and satisfy \( \rho_n(u) \rightarrow 0 \) as \( n \rightarrow \infty \). For fixed \( u \), and for all \( \theta \in \Theta \),

\[
P_\theta [d\{\eta(z), b(\theta)\} > u] \leq c(\theta)\rho_n(u), \quad \int_\Theta c(\theta)d\Pi(\theta) < \infty,
\]

with either of the following assumptions on \( c(\cdot) \):

(i) there exist \( c_0 < \infty \) and \( \delta > 0 \) such that for all \( \theta \) satisfying \( d\{b(\theta), b(\theta_0)\} \leq \delta \) then \( c(\theta) \leq c_0 \);

(ii) there exists \( a > 0 \) such that \( \int_\Theta c(\theta)^{1+a}d\Pi(\theta) < \infty \).

Assumption 2 There exists some \( D > 0 \) such that, for all \( \xi > 0 \) and some \( C > 0 \), the prior probability satisfies \( \Pi [d\{b(\theta), b(\theta_0)\} \leq \xi] \geq C\xi^D \).

Assumption 3 (i) The map \( b \) is continuous. (ii) The map \( b \) is injective and satisfies: \( \|\theta - \theta_0\| \leq L\|b(\theta) - b(\theta_0)\|^\alpha \) on some open neighbourhood of \( \theta_0 \) with \( L > 0 \) and \( \alpha > 0 \). In particular, under the null hypothesis, there exists some \( \theta_0 \in \Theta \) such that \( b(\theta_0) = b_0 \).

Assumption 4 There exists a sequence of positive definite matrices \( \{\Sigma_n(\theta_0)\}_{n \geq 1} \), \( c_0 > 0, \kappa > 1 \) and \( \delta > 0 \) such that for all \( \|\theta - \theta_0\| \leq \delta \), \( P_\theta [\|\Sigma_n(\theta_0)\{\eta(z) - b(\theta)\}\| > u] \leq c_0u^{-\kappa} \) for all \( 0 < u \leq \delta\|\Sigma_n(\theta_0)\|_\cdot \), uniformly in \( n \), for \( \| \cdot \|_\cdot \) some matrix norm.

Assumption 5 Assumption 3 holds. The map \( \theta \mapsto b(\theta) \) is continuously differentiable at \( \theta_0 \) and the Jacobian \( \nabla_\theta b(\theta_0) \) has full column rank \( k_\theta \).
Assumption 6 The value $\theta_0$ is in the interior of $\Theta$. For some $\delta > 0$ and for all $\|\theta - \theta_0\| \leq \delta$, there exists a sequence of $(k_\eta \times k_\eta)$ positive definite matrices $\{\Sigma_n(\theta)\}_{n \geq 1}$, with $k_\eta = \dim\{\eta(z)\}$, such that for all open sets $B$

$$\sup_{\|\theta - \theta_0\| \leq \delta} \left| P_\theta [\Sigma_n(\theta) \{\eta(z) - b(\theta)\} \in B] - P \left\{N(0, I_{k_\eta}) \in B\right\} \right| \to 0$$

in distribution as $n \to \infty$, where $I_{k_\eta}$ is the $(k_\eta \times k_\eta)$ identity matrix.

Assumption 7 For all $\|\theta - \theta_0\| \leq \delta$, the sequence of functions $\theta \mapsto n^{-1/2} \Sigma_n(\theta)$ converges to some positive definite $A(\theta)$ and is equicontinuous at $\theta_0$.

Assumption 8 The prior density $\pi(\theta)$ is such that (i) for $\theta_0$ in the interior of $\Theta$, $\pi(\theta_0) > 0$; (ii) the density function $\pi(\theta)$ is $\beta$-Hölder in a neighbourhood of $\theta_0$.

(iii) For $\Theta \subset \mathbb{R}$, $\int_\Theta \|\theta\|^\beta \pi(\theta) d\theta < \infty$.

A.1.2 Proofs

We now prove the stated results in Section 3 of the main text.

Proof 1 (of Theorem 1) Consider the decomposition

$$n^{1/2} V_0^{-1/2} \{\hat{\eta}(z) - \eta(y)\} = n^{1/2} V_0^{-1/2} \{\hat{\eta}(z) - b(\hat{\theta})\}$$

$$+ n^{1/2} V_0^{-1/2} \{b(\hat{\theta}) - b(\theta_0)\} - n^{1/2} V_0^{-1/2} \{\eta(y) - b(\theta_0)\}.$$ 

Define $Z_n = n^{1/2} \{\hat{\eta}(z) - b(\hat{\theta})\}$ and $Z_n^0 = n^{1/2} \{\eta(y) - b(\theta_0)\}$. By the mean value theorem,

$$n^{1/2} V_0^{-1/2} \{\hat{\eta}(z) - \eta(y)\} = V_0^{-1/2} Z_n - V_0^{-1/2} Z_n^0 + V_0^{-1/2} \nabla_b \theta(\hat{\theta}) n^{1/2} (\hat{\theta} - \theta_0).$$

(2)

where $\hat{\theta}$ is a coordinate specific intermediate value.

Theorem 4 in Frazier et al. (2018), which is valid under the Assumptions 1–8, shows that

$$\nabla_b \theta(\theta_0) n^{1/2} (\hat{\theta} - \theta_0) = \Sigma^{-1} B_0 V_0^{-1} Z_n^0 + o_P(1),$$

(3)

where $o_P(1)$ denotes a random variable that converges to zero in probability, and where $B_0 = \nabla_b \theta(\theta_0)$ and $\Sigma = B_0^T V_0^{-1} B_0$. Write $X = V_0^{-1/2} B_0$, and apply equation (3) into equation (2), and re-arrange terms to obtain

$$n^{1/2} V_0^{-1/2} \{\hat{\eta}(z) - \eta(y)\} = V_0^{-1/2} Z_n - V_0^{-1/2} Z_n^0$$

$$+ V_0^{-1/2} B_0 \Sigma^{-1} B_0 V_0^{-1/2} V_0^{-1/2} Z_n^0 + o_P(\|n^{1/2} \{\hat{\theta} - \theta_0\}\|)$$

$$= V_0^{-1/2} Z_n - (I - P_X) V_0^{-1/2} Z_n^0 + o_P(1),$$

(4)
where we have used that fact that $\nabla_0 b(\theta)$ is continuous on $\|\theta - \theta_0\| \leq \delta$, for some $\delta$, and $\|\hat{\theta} - \theta_0\| = o_P(1)$, since $\hat{\theta}$ is consistent for $\theta_0$ (see Theorem 4 in Frazier et al. (2018) for details).

Now, we show that $Z_n = o_P(1)$ under our particular simulation design. Write

$$Z_n = \frac{n^{1/2}}{N_n^{1/2}} \left[ \frac{1}{N_n^{1/2}} \sum_{i=1}^{N_n} \left\{ \hat{\eta}(z_i) - b(\hat{\theta}) \right\} \right].$$

By Assumption 6,

$$Z_n = \frac{n^{1/2}}{N_n^{1/2}} O_P(1).$$

Therefore, $Z_n = o_P(1)$ provided $n^{1/2}/N_n^{1/2} = o(1)$. Our chosen simulation design has explicitly taken $N_n \geq C \ln(n) n^{q/2}$, so that, for $q = \max\{k_\theta, 2\}$,

$$n^{1/2}/N_n^{1/2} \leq C n^{1/2}/(\ln(n) n^{q/2})^{1/2} \leq C (\ln(n))^{-1/2} n^{1-q} = o(1).$$

Hence,

$$Z_n = o(1) O_P(1) = o_P(1)$$

as desired.

Applying equation (5) into equation (2) yields

$$n^{1/2} V_0^{-1/2} \{ \hat{\eta}(z) - \eta(y) \} = o_P(1) - (I - P_X) V_0^{-1/2} Z_n^0.$$  \hspace{1cm} (6)

Write

$$\hat{V}_0^{-1} = V_0^{-1/2} V_0^{1/2} \hat{V}_0^{-1/2} V_0^{1/2} V_0^{-1/2}.$$

Apply the above and equation (6) to obtain

$$J_n \{ \hat{\eta}(z), \eta(y) \} = n^{1/2} \left\{ \hat{\eta}(z) - \eta(y) \right\}^T V_0^{-1/2} V_0^{1/2} \hat{V}_0^{-1/2} V_0^{1/2} \hat{V}_0^{-1/2} n^{1/2} \{ \hat{\eta}(z) - \eta(y) \}
\quad = n^{1/2} \left\{ \hat{\eta}(z) - \eta(y) \right\}^T V_0^{-1/2} V_0^{-1/2} n^{1/2} \{ \hat{\eta}(z) - \eta(y) \} + o_P(1)
\quad = \left\{ (I - P_X) V_0^{-1/2} Z_n^0 \right\}^T \left\{ (I - P_X) V_0^{-1/2} Z_n^0 \right\} + o_P(1),$$

where the second equality follows since $\hat{V}_0^{-1}$ is a consistent estimator of $V_0^{-1}$, and the last equality by applying (6). The stated result follows by the asymptotic normality of $Z_n^0$, Assumption 6, and the fact that $\text{Rank} (I - P_X) = k_\eta - k_{\hat{\theta}}$. 
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**Proof 2 (of Corollary 1)** First observe that, by Assumption 1, \( d\{\eta(y), \eta(z)\} \) converges to \( d\{b_0, b(\theta)\} \) uniformly in \( \theta \), where we recall that \( b_0 = \text{plim}_n \eta(y) \). Define, \[ \theta^* = \arg \min_{\theta \in \Theta} d\{b_0, b(\theta)\}. \]

From Corollary 1 in Frazier et al. (2020), and the assumptions of the result, \( \hat{\theta} = \theta^* + o_P(1) \). Thus, from Assumption 1 and consistency of \( \hat{V}_0 \), we see that \( J\{\hat{\eta}(z), \eta(y)\}/n = \{b(\theta^*) - b_0\}^\top V_0^{-1}\{b(\theta^*) - b_0\} + o_P(1) \).

Moreover, since \( V_0 \) is positive-definite, we have that \( J\{\hat{\eta}(z), \eta(y)\}/n = \{b(\theta^*) - b_0\}^\top V_0^{-1}\{b(\theta^*) - b_0\} + o_P(1) \geq C\|b(\theta^*) - b_0\|^2 \{1 + o_P(1)\} \), for some \( C > 0 \). Since all norms are equivalent in Euclidean space, \( d\{b_0, b(\theta^*)\} > 0 \) implies that \( \|b_0 - b(\theta^*)\|^2 > 0 \).

Consequently, \[ J\{\hat{\eta}(z), \eta(y)\} \geq n \cdot C\|b(\theta^*) - b_0\|^2 \{1 + o_P(1)\} > 0, \] and the right-hand side of the above diverges as \( n \) diverges.

**A.2 Regression correction in approximate Bayesian computation**

Intuitively, this can be seen by simply considering the linear regression adjustment approach under misspecification. An regression correction in approximate Bayesian computation approach that first runs Algorithm 1 in main paper, with tolerance \( \epsilon_n(\alpha) \), to obtain a set of selected draws and summaries \( \{\theta_i, \eta(z_i)\} \), and then uses a linear regression model to predict the values of \( \theta \) generated from the approximate Bayesian computation measure \( \Pi \{\cdot \mid \eta(y)\} \). An accepted value from Algorithm 1 in main paper, \( \theta_i \), is then artificially related to \( \eta(y) \) and \( \eta(z) \) through the linear regression model
\[ \theta_i = \mu + \beta^\top \{\eta(y) - \eta(z_i)\} + \nu_i, \]
where \( \nu_i \) is the model stochastic error. Define \( \hat{\theta} = \sum_{i=1}^\delta \theta_i / \delta \) and \( \hat{\eta}(z) = \sum_{i=1}^\delta \eta(z_i) / \delta \). Regression correction in approximate Bayesian computation defines the adjusted
parameter draw according to
\[
\tilde{\theta}^i = \theta^i + \hat{\beta}^T \{ \eta(y) - \eta(z^i) \},
\]
(7)
\[
\hat{\beta} = \left[ \frac{1}{\delta} \sum_{i=1}^{\delta} \{ \eta(z^i) - \hat{\eta}(z) \} \{ \eta(z^i) - \hat{\eta}(z) \}^T \right]^{-1} \left[ \frac{1}{\delta} \sum_{i=1}^{\delta} \{ \eta(z^i) - \hat{\eta}(z) \} (\theta^i - \hat{\theta}) \right].
\]
(8)

For \( \theta^i \sim \Pi_\epsilon \{ d\theta \mid \eta(y) \} \), the value \( \tilde{\theta}^i \) is noting but a scaled and shifted version of \( \theta^i \). More importantly, this scaling and shifting is related to \( \eta(y) - \eta(z) \). Therefore, if \( d\{ \eta(y), \eta(z) \} \) is large, as is the case when the model is misspecified, it is likely that \( \hat{\beta}^T \{ \eta(y) - \eta(z) \} \) will be large, in absolute value, and all the regression adjustment will force \( \tilde{\theta}^i \) away from \( \theta^i \).

A.3 Algorithms

**Algorithm A2** Algorithm 1: Goodness of fit based on the asymptotic distribution

1. Given the results from Algorithm 1 in main paper
2. Simulate \( \hat{z} \), a pseudo-data set of size \( N_n \) from the model \( p(\cdot \mid \hat{\theta}) \)
3. Calculate \( \hat{\eta}(z) \), \( \hat{V}_0 \) and \( DT_n \)
4. Reject the null hypothesis of no misspecification if \( DT_n > \chi^2_{k_\eta-k_\theta} \)

**Algorithm A3** Algorithm 2: Goodness of fit based on the simulated distribution

1. Given the results from Algorithm 1 in main paper
2. Calculate the average Euclidean distance \( \bar{\epsilon} = \frac{1}{N} \sum_{i=1}^{N} d\{ \eta(y), \eta(z^i) \} \)
3. \( r = 1, \ldots, R \)
   i. Sample \( \eta(z_r) \) without replacement from \( \eta(z_i), i = 1, \ldots, N \)
   ii. Perform regression correction in approximate Bayesian computation using \( \eta(z_r) \) as summary statistics from the pseudo-data \( z_r \)
   iii. Calculate the average Euclidean distance \( \bar{\epsilon}_r = \frac{1}{N} \sum_{i=1}^{N} d\{ \eta(z_r), \eta(z_i) \} \)
4. Order \( \bar{\epsilon}_r \) in increasing order \( \bar{\epsilon}(1) \leq \bar{\epsilon}(2) \leq \cdots \leq \bar{\epsilon}(R) \)
5. Do not reject the null hypothesis of no misspecification if \( \bar{\epsilon} \leq \bar{\epsilon}(1-\alpha) \), where \( \bar{\epsilon}(1-\alpha) \) is the \( 1-\alpha \) quantile of \( \bar{\epsilon}_r \)
Algorithm A4 Algorithm 3: Predictive p-value

(1) Given the results from Algorithm 1 in main paper

(2) \( r = 1, \ldots, R \)

(i) Sample \( \theta_r \) with replacement from the \( \delta \) draws of \( \Pi_r \{ \cdot \mid \eta(y) \} \)

(ii) Simulate \( \hat{z}_r \), a pseudo-data set of size \( n \) from the model \( p(\cdot \mid \theta_r) \)

(iii) Calculate \( \eta(\hat{z}_r) \), where \( \eta(\hat{z}_r) \) is a one dimensional statistic used to perform the marginal predictive analysis

(3) Order \( \eta(\hat{z}_r) \) in increasing order

(4) Do not reject the null hypothesis of no misspecification if

\[ \eta(\hat{z}) \leq \eta(y) \leq \eta(\hat{z})^{1-\alpha/2} \]

where \( \eta(\hat{z})^{\alpha/2} \) and \( \eta(\hat{z})^{1-\alpha/2} \) are the \( \alpha/2 \) and \( 1-\alpha/2 \) quantiles of \( \eta(\hat{z}_r) \)

Algorithm A5 Algorithm 4: Discrepancy diagnostic

(1) Given the results from Algorithm 1 in main paper

(2) Implement the regression correction approximate Bayesian computation algorithm using equations 7 and 8

(3) Calculate \( d = n^{1/2} \| \hat{h} - \tilde{h} \| \), where \( \| \cdot \| \) is the Euclidean distance, \( \hat{h} \) and \( \tilde{h} \)

are average functions of \( \theta \) calculated from the posterior draws of accept and reject, and regression correction approximate Bayesian computation, respectively

(4) \( r = 1, \ldots, R \)

(i) Simulate \( \hat{z}_r \), a pseudo-data set of size \( n \) from the model \( p(\cdot \mid \hat{\theta}) \)

(ii) Perform accept and reject, and regression correction approximate Bayesian computation using \( \eta(\hat{z}_r) \) as summary statistics from the pseudo-data \( \hat{z}_r \)

(iii) Calculate \( d_r = n^{1/2} \| \hat{h}_r - \tilde{h}_r \| \)

(5) Order \( d_r \) in increasing order \( d_{(1)} \leq d_{(2)} \leq \cdots \leq d_{(R)} \)

(6) Do not reject the null hypothesis of no misspecification if \( d \leq d_r^{(1-\alpha)} \), where \( d_r^{(1-\alpha)} \) is the \( 1-\alpha \) quantile of \( d_r \)
### A.4 Application: Exchange rate returns

| Parameter | USD/EUR       | USD/GBP       | GBP/EUR       |
|-----------|---------------|---------------|---------------|
| $\theta_1$ | 0.208         | 0.292         | -0.158        |
|           | (-0.898, 0.943) | (-0.935, 0.958) | (-0.969, 0.799) |
| $a$       | 0.076         | 0.084         | 0.076         |
|           | (0.006, 0.208) | (0.009, 0.194) | (0.003, 0.209) |
| $b$       | 0.082         | 0.075         | 0.082         |
|           | (0.007, 0.248) | (0.003, 0.247) | (0.007, 0.264) |
| $g$       | -0.215        | -0.215        | -0.027        |
|           | (-3.065, 2.448) | (-3.398, 1.837) | (-2.788, 2.607) |
| $k$       | 0.018         | 0.046         | 0.018         |
|           | (-0.447, 0.697) | (-0.427, 0.655) | (-0.447, 0.669) |

*Notes:* Median upper, and 95% symmetric credible intervals in parenthesis. The 95% credible intervals of the autocorrelation, skewness and kurtosis coefficients do embrace zero in the three data sets.