SHIFT-PRESERVING MAPS ON \( \omega^* \)

WILL BRIAN

Abstract. The shift map \( \sigma \) on \( \omega^* \) is the continuous self-map of \( \omega^* \) induced by the function \( n \mapsto n + 1 \) on \( \omega \). Given a compact Hausdorff space \( X \) and a continuous function \( f : X \to X \), we say that \( (X, f) \) is a quotient of \( (\omega^*, \sigma) \) whenever there is a continuous surjection \( Q : \omega^* \to X \) such that \( Q \circ \sigma = \sigma \circ f \).

Our main theorem states that if the weight of \( X \) is at most \( \aleph_1 \), then \( (X, f) \) is a quotient of \( (\omega^*, \sigma) \) if and only if \( f \) is weakly incompressible (which means that no nontrivial open \( U \subseteq X \) has \( f(\overline{U}) \subseteq U \)). Under CH, this gives a complete characterization of the quotients of \( (\omega^*, \sigma) \) and implies, for example, that \( (\omega^*, \sigma^{-1}) \) is a quotient of \( (\omega^*, \sigma) \).

In the language of topological dynamics, our theorem states that a dynamical system of weight \( \aleph_1 \) is an abstract \( \omega \)-limit set if and only if it is weakly incompressible.

We complement these results by proving (1) our main theorem remains true when \( \aleph_1 \) is replaced by any \( \kappa < p \), (2) consistently, the theorem becomes false if we replace \( \aleph_1 \) by \( \aleph_2 \), and (3) OCA + MA implies that \( (\omega^*, \sigma^{-1}) \) is not a quotient of \( (\omega^*, \sigma) \).

1. Introduction

In [19], Parovičenko proved that every compact Hausdorff space of weight \( \aleph_1 \) is a continuous image of \( \omega^* = \beta\omega - \omega \). In this paper we prove an analogous result concerning the continuous maps on \( \omega^* \) that respect the shift map.

The shift map \( \sigma : \beta\omega \to \beta\omega \) sends an ultrafilter \( p \) to the unique ultrafilter generated by \( \{A + 1 : A \in p\} \). Equivalently, \( \sigma \) is the unique map on \( \beta\omega \) that continuously extends the map \( n \mapsto n + 1 \) on \( \omega \). The shift map restricts to an autohomeomorphism of \( \omega^* \).
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If $X$ is a compact Hausdorff space and $f : X \to X$ is continuous, we say that $(X, f)$ is a \textit{quotient} of $(\omega^*, \sigma)$ whenever there is a continuous surjection $Q : \omega^* \to X$ such that $Q \circ \sigma = f \circ Q$. The main theorem of this paper characterizes the quotients of $(\omega^*, \sigma)$ that have weight at most $\aleph_1$:

**Main Theorem.** Suppose $X$ is a compact Hausdorff space with weight at most $\aleph_1$, and $f : X \to X$ is continuous. Then $(X, f)$ is a quotient of $(\omega^*, \sigma)$ if and only if $f$ is weakly incompressible.

Recall that $f : X \to X$ is \textit{weakly incompressible} if for any open $U \subseteq X$ with $\emptyset \neq U \neq X$, we have $f(U) \not\subseteq U$. This theorem is the appropriate analogue of Parovičenko’s because $(\omega^*, \sigma)$ is itself weakly incompressible, and this property is always preserved by taking quotients. In other words, our theorem isolates a property of the shift map that determines exactly when Parovičenko’s topological result extends to a result of dynamics.

**Connection with topological dynamics.** A \textit{dynamical system} is a pair $(X, f)$, where $X$ is a compact Hausdorff space and $f : X \to X$ is continuous. For example, $(\omega^*, \sigma)$ is a dynamical system, and our main theorem states that it is universal (in the “mapping onto” sense) for all weakly incompressible dynamical systems of weight $\leq \aleph_1$.

Given a point $x \in X$, the $\omega$-\textit{limit set} of $x$ is the set of all limit points of the orbit of $x$:

$$
\omega_f(x) = \bigcap_{n \in \omega} \{f^m(x) : m \geq n\}.
$$

It is easy to see that $\omega_f(x)$ is closed under $f$, so that $(\omega_f(x), f)$ is itself a dynamical system.

Recall that two dynamical systems $(X, f)$ and $(Y, g)$ are \textit{isomorphic} (or, for some authors, \textit{conjugate}) if there is a homeomorphism $H : X \to Y$ with $H \circ f = g \circ H$. An \textit{abstract $\omega$-limit set} is a dynamical system that is isomorphic to a dynamical system of the form $(\omega_f(x), f)$.

For example, $(\omega^*, \sigma)$ is an abstract $\omega$-limit set because $\omega^* = \omega_\sigma(n)$ for any $n \in \omega$ in the larger dynamical system $(\beta \omega, \sigma)$. Notice that $\omega^*$ is not an $\omega$-limit set “internally”; that is, $\omega^* \neq \omega_\sigma(p)$ for any $p \in \omega^*$ (indeed, $\omega^*$ is not even separable). In order to realize $(\omega^*, \sigma)$ as an $\omega$-limit set, it is necessary to extend it to a larger dynamical system.

In the next section, we will prove the following characterization of abstract $\omega$-limit sets:

**Theorem 2.4.** $(X, f)$ is an abstract $\omega$-limit set if and only if it is a quotient of $(\omega^*, \sigma)$. 
In other words, \((\omega^*, \sigma)\) is universal among all abstract \(\omega\)-limit sets. Theorem 2.4 is one of the motivations for our study of the quotients of \((\omega^*, \sigma)\): it is the study of the internal structure of \(\omega\)-limit sets.

Theorem 2.4 allows us to rephrase our main theorem as follows:

**Main Theorem (version two).** Suppose \((X, f)\) is a dynamical system and the weight of \(X\) is at most \(\aleph_1\). \((X, f)\) is an abstract \(\omega\)-limit set if and only if \(f\) is weakly incompressible.

This way of stating the main theorem reveals it as an extension of the following well-known result of Bowen and Sharkovsky:

**Theorem 2.6.** A metrizable dynamical system is an abstract \(\omega\)-limit set if and only if it is weakly incompressible.

Sharkovsky proves the forward direction in [20] and Bowen proves the converse in [6]. We will give a slightly different proof below, because we will require a mild strengthening of this theorem (Corollary 3.9) to prove our main result. See [2] or [17], and the references therein, for further research on the connection between weak incompressibility and \(\omega\)-limit sets.

**Outline of the proof.** Of the various proofs of Parovičenko’s theorem, ours is closest in spirit to that of Błaszczyk and Szymański in [5]. Their proof begins by writing a given compact Hausdorff space \(X\) as a length-\(\omega_1\) inverse limit of compact metrizable spaces: \(X = \varprojlim \langle X_\alpha : \alpha < \omega_1 \rangle\). They then construct a coherent transfinite sequence of continuous surjections \(Q_\alpha : \omega^* \rightarrow X_\alpha\), and define \(Q : \omega^* \rightarrow X\) to be the inverse limit of this sequence. The \(Q_\alpha\) are constructed recursively, using a variant of the following lifting lemma at successor stages:

**Lemma 1.1.** Let \(Y\) and \(Z\) be compact metrizable spaces, and let \(Q_Z : \omega^* \rightarrow Z\) and \(\pi : Y \rightarrow Z\) be continuous surjections. Then there is a continuous surjection \(Q_Y : \omega^* \rightarrow Y\) such that \(Q_Z = \pi \circ Q_Y\).

In our situation, the first part of Błaszczyk and Szymański’s proof goes through: we prove in Corollary 3.3 below that given a dynamical system \((X, f)\) of weight \(\aleph_1\), one may always write \((X, f)\) as a length-\(\omega_1\) inverse limit of metrizable dynamical systems. However, we run into trouble with the analogue of Lemma 1.1: the analogous lemma for dynamical systems is false (see Example 3.4).

To get around this problem, we modify Błaszczyk and Szymański’s approach by using sharper tools. Rather than beginning with \((X, f)\) and writing it as a topological inverse limit, we begin with a particular embedding of \(X\) in \([0, 1]^{\omega_1}\) and use a much stronger form of inverse limit:
a continuous chain of elementary submodels of a sufficiently large fragment of the set-theoretic universe. Each model in our chain naturally gives rise to a metrizable “reflection” of \((X, f)\), and the continuity requirement organizes these reflections into an inverse limit system with limit \((X, f)\). Elementarity gives this system strong structural properties, and ultimately is the key that unlocks a workable analogue of Lemma 1.1.

Our use of elementarity is inspired by the work of Dow and Hart in [9], where they prove that every continuum of weight \(\aleph_1\) is a continuous image of \(H^*\), the Stone-Cech remainder of \(H = [0, \infty)\). They give three proofs of this fact, each of which relies on elementarity in some essential way. The proof of our main theorem is most similar to their third proof, found in Section 3 of [9].

In Section 5, we will show that both Parovićenko’s theorem about continuous images of \(\omega^*\) and the Dow-Hart theorem about continuous images of \(H^*\) can be derived as relatively straightforward corollaries of our main theorem. In light of this, it is unsurprising that our proof uses some of the same ideas found in [5] and [9].

**Extensions and limitations.** Under the Continuum Hypothesis, our result gives a complete characterization of the quotients of \((\omega^*, \sigma)\):

**Theorem 5.4.** Assuming CH, the following are equivalent:

1. \((X, f)\) is a quotient of \((\omega^*, \sigma)\).
2. \(X\) has weight at most \(c\) and \(f\) is weakly incompressible.
3. \(X\) is a continuous image of \(\omega^*\) and \(f\) is weakly incompressible.

Every quotient of \((\omega^*, \sigma)\) is weakly incompressible, so (3) gives the most liberal possible characterization of quotients of \((\omega^*, \sigma)\): they are simply the weakly incompressible dynamical systems for which the topology is not an obstruction.

In Section 5, we show that the nontrivial conclusions of Theorem 5.4 are independent of ZFC. Specifically, we show that (2) does not imply (1) or (3) in the Cohen model, and that (3) does not imply (1) under OCA + MA. In fact, we will show under OCA + MA that \((\omega^*, \sigma^{-1})\) is not a quotient of \((\omega^*, \sigma)\), even though \(\sigma^{-1}\) is weakly incompressible.

We also show in Section 5 that if \(\kappa < p\) then our main theorem holds with \(\kappa\) in the place of \(\aleph_1\):

**Theorem 5.9.** If the weight of \(X\) is less than \(p\), then \((X, f)\) is a quotient of \((\omega^*, \sigma)\) if and only if \(f\) is weakly incompressible.

In the same way that our main theorem is the dynamical analogue of Parovićenko’s theorem, this result is the dynamical analogue of the
following result of van Douwen and Przymusiński from [8]: If $X$ is a compact Hausdorff space with weight less than $p$, then $X$ is a continuous image of $\omega^*$. 

2. First steps

Extending maps from $\omega$ to $\beta\omega$. If $X$ is a compact Hausdorff space and $f : \omega \to X$ is any function, then there is a unique continuous function $\beta f : \beta\omega \to X$ that extends $f$, the Stone extension of $f$. For a sequence $\langle x_n : n \in \mathbb{N} \rangle$ of points in $X$ and $p \in \beta\omega$, we will usually write $p\lim_{n\in\omega} x_n$ for the image of $p$ under the Stone extension of the function $n \mapsto x_n$. We will need the following facts about Stone extensions (proofs can be found in chapter 3 of [14]):

**Lemma 2.1.** Let $X$ be a compact Hausdorff space and $\langle x_n : n < \omega \rangle$ a sequence of points in $X$.

1. $p\lim_{n\in\omega} x_n = y$ if and only if for every open $U \ni y$ we have $\{n : x_n \in U\} \in p$
2. $p \mapsto p\lim_{n\in\omega} x_n$ is a continuous function $\beta\omega \to X$.
3. If $f : X \to X$ is continuous and $p \in \beta\omega$, then $f(p\lim_{n\in\omega} x_n) = p\lim_{n\in\omega} f(x_n)$.
4. For each $p \in \beta\omega$, $\sigma(p)\lim_{n\in\omega} x_n = p\lim_{n\in\omega} x_{n+1}$.

Extending maps from $\omega^*$ to $\beta\omega$. The following folklore result is a fairly straightforward consequence of the Tietze Extension Theorem, or an alternative proof can be found in [10], Theorem 3.5.13.

**Lemma 2.2.** Suppose $X$ is a compact Hausdorff space and $f : \omega^* \to X$ is continuous. There is a compact Hausdorff space $Y \supseteq X$, such that $f$ can be extended to a continuous function $F : \beta\omega \to Y$. Furthermore, we may assume that $F \upharpoonright \omega$ is injective, and that $F(\omega)$ is an open, relatively discrete subset of $Y$ with $F(\omega) \cap X = \emptyset$.

**Lemma 2.3.** Let $(X, f)$ be a dynamical system, and $Q : X \to Y$ a continuous surjection such that, for all $x_1, x_2 \in X$, if $Q(x_1) = Q(x_2)$ then $Q(f(x_1)) = Q(f(x_2))$. Then there is a unique continuous $g : Y \to Y$ such that $g \circ Q = Q \circ f$.

**Proof.** The assumptions about $Q$ immediately imply that there is a unique function $g : Y \to Y$ such that $g \circ Q = Q \circ f$, namely $g(y) = Q(f(Q^{-1}(y)))$. We need to check that this function is continuous.

If $K$ is a closed subset of $Y$, then $f^{-1}(Q^{-1}(K))$ is closed in $X$. Because $X$ is compact, $f^{-1}(Q^{-1}(K))$ is compact, which implies $g^{-1}(K) = Q(f^{-1}(Q^{-1}(K)))$ is closed. Since $K$ was arbitrary, $g$ is continuous. \[\Box\]
In the same way that our main theorem can be seen as a dynamical version of Parovičenko’s theorem, the following result can be seen as a dynamical version of Lemma 2.2.

**Theorem 2.4.** $(X, f)$ is an abstract $\omega$-limit set if and only if it is a quotient of $(\omega^*, \sigma)$.

**Proof.** It is well known that if $(X, f)$ is an $\omega$-limit set then it is a quotient of $(\omega^*, \sigma)$. Indeed, the map $p \mapsto p\text{-}\lim_{n \in \omega} f^n(x)$ gives a quotient mapping from $(\omega^*, \sigma)$ to $(\omega_f(x), f)$. For details and some discussion, see Section 2 of [4]. Here we need to prove the converse.

Suppose $q : \omega^* \to X$ is a quotient mapping from $(\omega^*, \sigma)$ to $(X, f)$. Using Lemma 2.2, there is a compact Hausdorff space $Y$ containing $X$ such that $q$ extends to a continuous function $Q : \beta\omega \to Y$, where $Q|\omega$ is injective, $Q(\omega)$ is an open, relatively discrete subset of $Y$, and $Q(\omega) \cap X = \emptyset$. Replacing $Y$ with $Q(\beta\omega)$ if necessary, we may also assume that $Q$ is surjective.

Define $g : Y \to Y$ by

$$g(y) = \begin{cases} f(y) & \text{if } y \in X \\ Q(n + 1) & \text{if } y = Q(n), \ n \in \omega \end{cases}$$

This function is well-defined because $Q|\omega$ is injective and $Q(\omega) \cap X = \emptyset$. By design, $Q \circ \sigma = g \circ Q$. By Lemma 2.3, $g$ is continuous.

To finish the proof, we will show that, in $(Y, g)$, $X$ is an $\omega$-limit set. Letting $p = Q(0)$, we claim $X = \omega_g(p)$. Notice that

$$\{g^m(Q(0)) : m \geq n\} = \{Q(m) : m \geq n\}$$

for all $n$. Using the continuity of $Q$, we have

$$\{Q(m) : m \geq n\} \supseteq Q(\{m : m \geq n\}) \supseteq Q(\omega^*) = X.$$ 

Thus $\omega(Q(0)) \supseteq X$. The reverse inclusion follows from the fact that $Q(\omega)$ is open and relatively discrete. □

**Chain transitivity.** Suppose $(X, f)$ is a dynamical system and $d$ is a metric for $X$. An $\varepsilon$-chain in $(X, f)$ is a sequence $\langle x_i : i \leq n \rangle$ such that $d(f(x_i), x_{i+1}) < \varepsilon$ for all $i < n$. Roughly, an $\varepsilon$-chain is a piece of an orbit, but computed with a small error at each step. $(X, f)$ is called chain transitive if for any $a, b \in X$ and any $\varepsilon > 0$, there is an $\varepsilon$-chain beginning at $a$ and ending at $b$.

Using open covers in the place of $\varepsilon$-balls, we can reformulate the definition of chain transitivity so that it applies to non-metrizable dynamical systems. Given $(X, f)$ and an open cover $\mathcal{U}$ of $X$, we say that $\langle x_i : i \leq n \rangle$ is a $\mathcal{U}$-chain if, for every $i < n$, there is some $U \in \mathcal{U}$ such
that \( f(x_i) \in U \) and \( x_{i+1} \in U \). A dynamical system \((X, f)\) is \textit{chain transitive} if for any \( a, b \in X \) and any open cover \( U \) of \( X \), there is a \( U \)-chain beginning at \( a \) and ending at \( b \).

**Lemma 2.5.**

1. A dynamical system is chain transitive if and only if it is weakly incompressible.
2. Every quotient of \((\omega^*, \sigma)\) is weakly incompressible.

The proof of (1) is essentially the same as the proof for metrizable dynamical systems (see, e.g., Theorem 4.12 in [1]). Both (1) and (2) can be found (with proofs) in Section 5 of [7].

**The Bowen-Sharkovsky theorem.** We now give a proof of the theorem of Bowen and Sharkovsky mentioned in the introduction.

**Theorem 2.6** (Bowen-Sharkovsky). A metrizable dynamical system is an abstract \( \omega \)-limit set if and only if it is weakly incompressible.

**Proof.** The forward direction is a consequence of Theorem 2.4 and Lemma 2.5. To prove the reverse direction, we will use chain transitivity instead of weak incompressibility.

Let \((X, f)\) be a chain transitive dynamical system, and let \( d \) be a metric for \( X \). Pick \( x_0 \in X \) arbitrarily. Using chain transitivity and the compactness of \( X \), define \( x_1, x_2, \ldots, x_{n_1} \) so that

1. \( \langle x_i : 0 \leq i \leq n_1 \rangle \) is a 1-chain,
2. \( \bigcup_{0 \leq i \leq n_1} B_1(x_i) = X \), and
3. \( x_{n_1} = x_0 \).

Now assuming that \( \langle x_i : i \leq n_m \rangle \) have already been defined, define \( x_{n_m+1}, x_{n_m+2}, \ldots, x_{n_{m+1}} \) so that

1. \( \langle x_i : n_m \leq i \leq n_{m+1} \rangle \) is a \( \frac{1}{m} \)-chain,
2. \( \bigcup_{n_m \leq i \leq n_{m+1}} B_{\frac{1}{m}}(x_i) = X \), and
3. \( x_{n_{m+1}} = x_0 \).

It is not difficult to see that chain transitivity and compactness together allow us to build such a sequence of points.

Define \( Q : \omega^* \to X \) to be the Stone extension of the map \( n \mapsto x_n \). This function is automatically continuous. It follows from (2) above that \( \{ x_m : m \geq n \} \) is dense in \( X \) for every \( n \), which implies that \( Q \) is surjective. It remains to show that \( Q \circ \sigma = f \circ Q \).

Fix \( p \in \omega^* \) and \( \varepsilon > 0 \). Let \( m \) be sufficiently large (precisely, we will need \( m > n_k \) where \( \frac{1}{k} < \varepsilon \)). Notice that

\[
Q(\sigma(p)) = \sigma(p)\text{-}\lim_{n \in \omega} x_n = p\text{-}\lim_{n \in \omega} x_{n+1}, \quad \text{and}
\]
\[ f(Q(p)) = f(p\lim_{n \in \omega} x_n) = p\lim_{n \in \omega} f(x_n). \]

Using the fact that \( p \) is non-principal and that \( d(f(x_n), x_{n+1}) < \varepsilon \) for every \( n \geq m \), we have

\[ d(f(Q(p)), Q(\sigma(p))) = d(p\lim_{n \in \omega} f(x_n), p\lim_{n \in \omega} x_{n+1}) \leq \varepsilon. \]

Since \( \varepsilon \) was arbitrary, \( f(Q(p)) = Q(\sigma(p)) \). Since \( p \) was also arbitrary, \( Q \circ \sigma = f \circ Q \) as desired. \( \square \)

After developing a few more definitions in the next section, we will state a slightly stronger version of this result (which already follows from the given proof). This stronger version will be the base step in our recursive proof of the main theorem.

3. A few lemmas

In this section we begin the proof of our main theorem in the form of several lemmas. The heart of the proof – a transfinite recursion driven by a chain of elementary submodels – will be in the next section.

Given an ordinal \( \delta \), the \textit{standard basis} for \([0, 1]^\delta\) is the basis generated by sets of the form \( \pi^{-1}_\alpha(p, q) \), where \( p, q \in [0, 1] \cap \mathbb{Q} \) and \( \pi_\alpha \) is the projection mapping a point of \([0, 1]^\delta\) to its \( \alpha \)-th coordinate. Whenever we mention basic open subsets of \([0, 1]^\delta\), this is the basis we mean. Notice that every basic open subset of \([0, 1]^\delta\) can be defined using finitely many ordinals less than \( \delta \) and finitely many rational numbers.

Suppose \( X \) is a closed subset of \([0, 1]^\delta\). By an \textit{open cover} of \( X \), we will mean a set \( \mathcal{U} \) of open subsets of \([0, 1]^\delta\) with \( X \subseteq \bigcup \mathcal{U} \). A \textit{nice open cover} of \( X \) is a finite open cover \( \mathcal{U} \) of \( X \) consisting of basic open subsets of \([0, 1]^\delta\), such that \( U \cap X \neq \emptyset \) for all \( U \in \mathcal{U} \).

If \( \mathcal{U} \) is a collection of subsets of \([0, 1]^\delta\) and \( A \subseteq [0, 1]^\delta \),

\[ \mathcal{U}_*(A) = \bigcup \{ U \in \mathcal{U} : U \cap A \neq \emptyset \}. \]

For convenience, if \( A = \{ a \} \) we write \( \mathcal{U}_*(a) \) instead of \( \mathcal{U}_*(\{ a \}) \).

If \( \mathcal{U} \) and \( \mathcal{V} \) are collections of open sets, recall that \( \mathcal{U} \) \textit{refines} \( \mathcal{V} \) if for every \( U \in \mathcal{U} \) there is some \( V \in \mathcal{V} \) with \( U \subseteq V \). \( \mathcal{U} \) is a \textit{star refinement} of \( \mathcal{V} \) if for every \( U \in \mathcal{U} \) there is some \( V \in \mathcal{V} \) such that \( \mathcal{U}_*(U) \subseteq V \). It is known (see, e.g., Theorem 5.1.12 in [10]) that every open cover of a compact Hausdorff space has a star refinement.

**Lemma 3.1.** Let \( X \) be a closed subset of \([0, 1]^\delta\). A function \( f : X \to X \) is continuous if and only if for every open cover \( \mathcal{U} \) of \( X \) there is a nice open cover \( \mathcal{V} \) of \( X \) such that

\[ \{ \mathcal{V}_*(f(\mathcal{V}_*(x) \cap X)) : x \in X \} \]

is an open cover of \( X \) that refines \( \mathcal{U} \).
Proof. Suppose that \( f \) is continuous and let \( U \) be an open cover of \( X \). Let \( \mathcal{W} \) be a star refinement of \( U \). By continuity, \( f^{-1}(W \cap X) \) is a relatively open subset of \( X \) for every \( W \in \mathcal{W} \). For each \( W \in \mathcal{W} \) pick some open subset \( W^+ \) of \( [0, 1]^\delta \) such that \( W^+ \cap X = f^{-1}(W \cap X) \). Let \( \mathcal{W}^+ = \{ W^+: W \in \mathcal{W} \} \), and observe that \( \mathcal{W}^+ \) is an open cover of \( X \). Let \( \mathcal{V} \) be a star refinement of \( \mathcal{W}^+ \), and let \( \mathcal{V} \) be a common refinement of \( \mathcal{Y} \) and \( \mathcal{W} \), for example \( \{ Y \cap W: Y \in \mathcal{Y} \text{ and } W \in \mathcal{W} \} \). By refining \( \mathcal{V} \) further we may assume it consists of basic open sets; by throwing some sets away we may assume \( \mathcal{V} \) is finite and every element of \( \mathcal{V} \) meets \( X \). In other words, we may take \( \mathcal{V} \) to be a nice open cover.

If \( x \in X \), then \( \mathcal{Y}_*(x) \subseteq \mathcal{Y}_*(x) \subseteq W^+ \) for some \( W^+ \in \mathcal{W}^+ \). By the definition of \( \mathcal{W}^+ \), \( f(\mathcal{Y}_*(x) \cap X) \subseteq W \) for some \( W \in \mathcal{W} \). Because \( \mathcal{V} \) refines \( \mathcal{W} \) and \( \mathcal{V} \) star refines \( U \), \( \mathcal{Y}_*(f(\mathcal{Y}_*(x) \cap X)) \subseteq \mathcal{Y}_*(W) \subseteq U \) for some \( U \in \mathcal{U} \).

For the other direction, suppose that \( f \) satisfies the conclusion of the lemma. Fix \( x \in X \) and let \( U, W \) be open sets containing \( f(x) \) such that \( f(x) \in W \subseteq \overline{W} \subseteq U \). Let \( \mathcal{U} = \{ U, [0, 1]^\delta - W \} \), and let \( \mathcal{V} \) be a nice open cover of \( X \) satisfying the conclusion of the lemma. Setting \( V = \mathcal{Y}_*(f(\mathcal{Y}_*(x) \cap X)) \), we must have either \( V \subseteq U \) or \( V \cap U = \emptyset \). The latter is impossible because \( f(x) \in V \), so \( V \subseteq U \). Thus we have found a neighborhood of \( x \) in \( X \), namely \( \mathcal{Y}_*(x) \cap X \), whose image under \( f \) is contained in \( U \cap X \). Since \( U \) and \( x \) were arbitrary, \( f \) is continuous. \( \square \)

Given a countable ordinal \( \delta \), define \( \Pi_\delta : [0, 1]^\omega_1 \to [0, 1]^\delta \) to be the natural projection onto the first \( \delta \) coordinates, namely \( \Pi_\delta = \Delta_{\alpha<\delta} \pi_\alpha \).

**Lemma 3.2.** Let \( X \) be a closed subset of \( [0, 1]^\omega_1 \) and let \( f : X \to X \) be continuous. There is a closed unbounded \( C \subseteq \omega_1 \) such that for every \( \delta \in C \) and \( x, y \in X \), if \( \Pi_\delta(x) = \Pi_\delta(y) \) then \( \Pi_\delta(f(x)) = \Pi_\delta(f(y)) \).

**Proof.** For each \( \alpha < \omega_1 \), let \( \mathcal{N}_\alpha \) denote the set of all nice open covers of \( X \) that are defined using only ordinals less than \( \alpha \).

For each open cover \( \mathcal{U} \) of \( X \) there is a nice open cover \( \mathcal{V} \) satisfying the conclusion of Lemma 3.1 and \( \mathcal{V} \in \mathcal{N}_\alpha \) for some \( \alpha < \omega_1 \). For each \( \alpha < \omega_1 \) define \( \phi(\alpha) \) to be the least ordinal with the property that if \( \mathcal{U} \in \mathcal{N}_\alpha \), then some \( \mathcal{V} \in \mathcal{N}_{\phi(\alpha)} \) satisfies the conclusion of Lemma 3.1. Because each \( \mathcal{N}_\alpha \) is countable, \( \phi \) maps countable ordinals to countable ordinals.

Let \( C \) be the set of closure points of \( \phi \):

\[
C = \{ \delta < \omega_1 : \text{if } \alpha < \delta \text{ then } \phi(\alpha) < \delta \}.
\]

We claim that \( C \) satisfies the conclusions of the lemma.

Suppose \( \delta \in C \) and \( \Pi_\delta(f(y)) \neq \Pi_\delta(f(z)) \). We may find some \( \mathcal{U} \in \mathcal{N}_\delta \) such that \( \mathcal{U} \) separates \( f(y) \) from \( f(z) \), in the sense that there is no
$U \in \mathcal{U}$ containing both $f(y)$ and $f(z)$. Because $\delta$ is a closure point of $\phi$, there is some $V \in \mathcal{N}_{\delta}$ satisfying the conclusion of Lemma 3.1.

For every $x \in X$, there is some $U \in \mathcal{U}$ such that $\mathcal{V}(f(\mathcal{V}(x) \cap X)) \subseteq U$. Because $f(y) \in f(\mathcal{V}(y) \cap X)$ and $f(z) \in (\mathcal{V}(z) \cap X)$, our choice of $\mathcal{U}$ guarantees $f(\mathcal{V}(y) \cap X) \cap f(\mathcal{V}(y) \cap X) = \emptyset$, which implies $\mathcal{V}(y) \cap \mathcal{V}(z) \cap X = \emptyset$. Since $V \in \mathcal{N}_{\delta}$, this implies $\Pi_{\delta}(y) \neq \Pi_{\delta}(z)$. □

**Corollary 3.3.** Every dynamical system of weight $\mathfrak{c}_1$ can be written as an inverse limit of metrizable dynamical systems.

**Proof.** Let $(X, f)$ be a dynamical system of weight $\mathfrak{c}_1$. Embed $X$ in $[0, 1]^\mathfrak{c}_1$, and let $C$ be the closed unbounded set of ordinals described in the previous lemma. For each $\delta \in C$, let $X_\delta = \Pi_\delta(X)$ and define $f_\delta : X_\delta \to X_\delta$ by $f_\delta(\Pi_\delta(x)) = \Pi_\delta(f(x))$, which is continuous by Lemma 2.3. Then $\langle (\Pi_\delta(X), f_\delta) : \delta \in C \rangle$ is an inverse limit system, having the natural projections as bonding maps, and the limit of this system is $(X, f)$. □

Before moving on to our next lemma, we take a moment to justify the use of elementary submodels in the next section. Naively, one might wonder why we cannot simply prove our main theorem in the style of Błaszczyk and Szymański, using Corollary 3.3 and the appropriate analogue of Lemma 1.1.

(*) Let $(Y, g)$ and $(Z, h)$ be metrizable dynamical systems, and let $Q_Z : \omega^* \to Z$ and $\pi : Y \to Z$ be quotient mappings. Then there is a quotient mapping $Q_Y : \omega^* \to Y$ such that $Q_Z = \pi \circ Q_Y$.

The following example shows that (*) is not true, so that we need more than a simple topological inverse limit structure in order to make Błaszczyk and Szymański’s proof go through. We will simply sketch the example and leave detailed proofs to the reader.

**Example 3.4.** $([0, 1], \text{id})$ is a weakly incompressible dynamical system, and for our example it will play the role of $(Y, g)$ and $(Z, h)$ in (*). Define $\pi : [0, 1] \to [0, 1]$ by setting $\pi(0) = 0$, $\pi(\frac{1}{2}) = 1$, and $\pi(1) = \frac{1}{2}$, and then extending $\pi$ linearly on the rest of $[0, 1]$. We will define a quotient mapping $\pi_Z$ from $\omega^*$ to $([0, 1], \text{id})$ that does not lift through $\pi$.

Define $p_Z : \omega \to [0, 1]$ so that $p_Z(n)$ is the distance from $s(n) = \sum_{m \leq n} \frac{1}{m}$ to the nearest even integer ($s$ could be replaced with any increasing unbounded sequence of reals where the distance between successive terms goes to 0). Letting $\pi_Z : \omega^* \to [0, 1]$ be the map induced by $p_Z$, it is easy to check (either directly, or using Lemma 3.3 below) that $\pi_Z$ is a quotient mapping from $(\omega^*, \sigma)$ to $([0, 1], \text{id})$. 

Suppose \( \pi_Y : \omega^* \to [0, 1] \) is another quotient mapping from \((\omega^*, \sigma)\) to \([(0, 1], \text{id})\). By the Tietze Extension Theorem, \( \pi_Y \) is induced by a map \( p_Y : \omega \to [0, 1] \). Suppose \( \pi_Z = \pi \circ \pi_Y \). Then we must have 
\[
\lim_{n \to \infty} |p_Z(n) - \pi(p_Y(n))| = 0.
\]
Since \( \pi_Y \circ \sigma = \pi_Y \), we also must have 
\[
\lim_{n \to \infty} |p_Y(n) - p_Y(n + 1)| = 0.
\]
Putting these facts together, one may show that, for large enough \( n \), \( p_Y(n) \in \left[0, \frac{2}{3} + \varepsilon\right) \) for any prescribed \( \varepsilon > 0 \). This contradicts the surjectivity of \( \pi_Y \). \( \square \)

Suppose \( X \subseteq [0, 1]^\delta \) and \( f : X \to X \) is continuous. If \( \mathcal{U} \) is a nice open cover of \( X \), we say that a sequence \( \langle x_n : n < \omega \rangle \) is eventually compliant with \( \mathcal{U} \) if there exists some \( m \in \omega \) such that

1. \( \{x_n : n \geq m\} \subseteq \bigcup \mathcal{U} \),
2. \( \{x_n : n \geq m\} \cap U \) is infinite for all \( U \in \mathcal{U} \), and
3. for all \( n \geq m \), we have \( x_{n+1} \in \mathcal{U}_\ast, (f(\mathcal{U}_\ast(x_n) \cap X)) \).

Roughly, the idea behind this definition is that if our vision is blurred (with the amount of blurriness prescribed by \( \mathcal{U} \)), then (1) it appears that every \( x_n \) could be in \( X \), (2) it appears that \( \{x_n : n \geq m\} \) could be dense in \( X \), and (3) for each \( n \), not only does it seem that \( x_n \) could be in \( X \), but also that \( x_{n+1} = f(x_n) \).

**Lemma 3.5.** Let \( X \) be a closed subset of \([0, 1]^\delta \) and let \( f : X \to X \) be continuous. If \( \langle x_n : n < \omega \rangle \) is a sequence of points in \([0, 1]^\delta \) that is eventually compliant with every nice open cover of \( X \), then the map \( p \mapsto p \cdot \lim_{n \in \omega} x_n \) is a quotient mapping from \((\omega^*, \sigma)\) to \((X, f)\).

Conversely, if \( Q \) is a quotient mapping from \((\omega^*, \sigma)\) to \((X, f)\), then there is a sequence \( \langle x_n : n < \omega \rangle \) in \([0, 1]^\delta \) such that \( Q(p) = p \cdot \lim_{n \in \omega} x_n \) for all \( p \in \omega^* \), and this sequence is eventually compliant with every nice open cover of \( X \).

**Proof.** Fix \( X \subseteq [0, 1]^\delta \) and \( f : X \to X \), and suppose \( \langle x_n : n < \omega \rangle \) is a sequence of points in \([0, 1]^\delta \) that is eventually compliant with every nice open cover of \( X \). Define \( Q : \omega^* \to [0, 1]^\delta \) by \( Q(p) = p \cdot \lim_{n \in \omega} x_n \). From the definitions, we know that \( Q \) is a continuous function with domain \( \omega^* \). We need to check that \( Q(\omega^*) = X \) and that \( Q \circ \sigma = f \circ Q \).

First we show that \( Q(\omega^*) \subseteq X \). Let \( U \) be any open subset of \([0, 1]^\delta \) containing \( X \). There is some nice open cover \( \mathcal{U} \) of \( X \) such that \( \bigcup \mathcal{U} \subseteq U \). By part (1) of our definition of eventual compliance, \( p \cdot \lim_{n \in \omega} x_n \in U \) for every \( p \in \omega^* \). Since \( U \) was arbitrary, \( F(\omega^*) \subseteq X \).

Next we show that \( X \subseteq Q(\omega^*) \). Let \( U \) be any basic open subset of \([0, 1]^\delta \) with \( U \cap X \neq \emptyset \). We may find a nice open cover \( \mathcal{U} \) of \( X \) such that \( U \in \mathcal{U} \). By part (2) of the definition of eventual compliance, \( Q(\omega^*) \cap U \neq \emptyset \). Because \( Q(\omega^*) \) is the continuous image of a compact space, and therefore closed, this shows \( X \subseteq Q(\omega^*) \).
Lastly, we show that \( Q \circ \sigma = f \circ Q \). Fix \( p \in \omega^* \), and let \( U \) be an open neighborhood of \( f(Q(p)) \). We may find an open cover \( U \) of \( X \) such that \( U \in \mathcal{U} \) and \( U \) is the only member of \( \mathcal{U} \) containing \( f(Q(p)) \). Applying Lemma 3.1 we obtain a nice open cover \( \mathcal{V} \) of \( X \) such that \( \mathcal{V}, (f(\mathcal{V},(Q(p)) \cap X)) \subseteq U \).

Let \( m \) be large enough to witness the fact that \( \langle x_n : n < \omega \rangle \) is eventually compliant with \( \mathcal{V} \). Because \( p \) is non-principal,

\[
A = \{ n \geq m : x_n \in \mathcal{V},(Q(p)) \} \in p.
\]

Using part (3) of the definition of eventual compliance, \( x_{n+1} \in U \) for every \( n \in A \). Thus

\[
Q(\sigma(p)) = \sigma(p)\text{-}\lim_{n \in \omega} x_n = p\text{-}\lim_{n \in \omega} x_{n+1} \in \bigcup\mathcal{U}.
\]

Because \( U \) was an arbitrary open neighborhood of \( f(Q(p)) \), this shows \( Q(\sigma(p)) = f(Q(p)) \). Since \( p \) was arbitrary, \( Q \circ \sigma = f \circ Q \) as desired. This finishes the proof of the first assertion of the lemma.

For the converse direction, suppose \( Q \) is a quotient mapping from \( (\omega^*, \sigma) \) to \( (X, f) \). By the Tietze Extension Theorem, \( Q \) extends to a continuous function on \( \beta \omega \). In other words, there is a sequence \( \langle x_n : n < \omega \rangle \) of points in \([0,1]^d \) such that \( Q(p) = p\text{-}\lim_{n \in \omega} x_n \) for every \( p \in \omega^* \). We want to show that this sequence is eventually compliant with every nice open cover of \( X \). Using the fact that \( Q(\omega^*) = X \), it is easy to check parts (1) and (2) of the definition of eventual compliance.

To verify (3), let \( \mathcal{U} \) be a nice open cover of \( X \) and suppose \( \langle x_n : n < \omega \rangle \) is not eventually compliant with \( \mathcal{U} \). Then there is an infinite \( A \subseteq \omega \) such that, for every \( a \in A \), \( x_{a+1} \notin \mathcal{U},(f(\mathcal{U},(x_a) \cap X)) \). Let \( p \in A^* \), let \( x = Q(p) \), and fix \( U \in \mathcal{U} \) with \( x \in U \). By definition, \( x = p\text{-}\lim_{n \in \omega} x_n \in U \) implies that for some infinite \( B \in p \), \( \{ x_n : n \in B \} \subseteq U \). Replacing \( B \) with \( B \cap A \) if necessary, we may assume \( B \subseteq A \). \( B+1 \in \sigma(p) \), and for all \( b \in B \) we have \( x_{b+1} \notin \mathcal{U},(f(\mathcal{U},(x_b) \cap X)) \). Thus

\[
Q(\sigma(p)) = \sigma(p)\text{-}\lim_{n \in \omega} x_n = p\text{-}\lim_{n \in \omega} x_{n+1} \notin \mathcal{U},(f(U \cap X)) \ni f(Q(p)).
\]

Thus \( Q \circ \sigma(p) \neq f \circ Q(p) \), contradicting the assumption that \( Q \) is a quotient mapping. \( \square \)

The next two definitions describe a particular kind of eventually compliant sequence, one that has been constructed in a certain way. These are the kinds of sequences that will be used in the next section.

As before, suppose \( X \) is a closed subspace of \([0,1]^d \) and that \( f : X \to X \) is continuous. Given a nice open cover \( \mathcal{U} \) of \( X \) and a fixed point \( x \in X \), we say that a finite sequence \( \langle x_i : m < i \leq n \rangle \) is a \( \mathcal{U} \)-compliant \( x \)-loop provided
A sequence \( \langle x_n : n < \omega \rangle \) is eventually decomposable into \( \mathcal{U} \)-compliant \( x \)-loops if there is some increasing sequence \( \langle n_k : k < \omega \rangle \) of natural numbers such that \( \langle x_i : n_k < i \leq n_{k+1} \rangle \) is a \( \mathcal{U} \)-compliant \( x \)-loop for every \( k \) (the “eventually” in the name refers to the fact that we do not require \( n_0 = 0 \)).

The following three “lemmas” have trivial proofs that amount simply to checking the definitions involved, but we record them here as small steps toward the proof in the next section. For each lemma, suppose \( X \) is a closed subset of \([0,1]^{\delta}\), \( f : X \to X \) is continuous, and \( x \in X \).

**Lemma 3.6.** If \( \mathcal{U} \) and \( \mathcal{V} \) are nice open covers of \( X \) and \( \mathcal{U} \) refines \( \mathcal{V} \), then every \( \mathcal{U} \)-compliant \( x \)-loop is also a \( \mathcal{V} \)-compliant \( x \)-loop.

**Lemma 3.7.** Let \( \mathcal{U} \) be a nice open cover of \( X \) and let \( \langle x_n : n < \omega \rangle \) be a sequence of points that is eventually decomposable into \( \mathcal{U} \)-compliant \( x \)-loops. Then \( \langle x_n : n < \omega \rangle \) is eventually compliant with \( \mathcal{U} \).

**Lemma 3.8.** Let \( \mathcal{U} \) be a nice open cover of \( X \), and let \( F \) denote the finite set of ordinals used in the definition of \( \mathcal{U} \). Suppose \( \langle x_i : m < i \leq n \rangle \) and \( \langle y_i : m < i \leq n \rangle \) are two sequences of points in \([0,1]^{\delta}\), and that \( \pi_\alpha(x_i) = \pi_\alpha(y_i) \) for all \( i \leq n \) and \( \alpha \in F \). Then \( \langle x_i : m < i \leq n \rangle \) is a \( \mathcal{U} \)-compliant \( x \)-loop if and only if \( \langle y_i : m < i \leq n \rangle \) is.

The observant reader will notice that these sorts of loops appeared already in our proof of the Bowen-Sharkovsky theorem in Section 2.

We now state the (already proved!) stronger version of Theorem 2.6 that will be used in the proof of the main theorem:

**Corollary 3.9.** Let \((X, f)\) be a weakly incompressible metrizable dynamical system, and fix \( x \in X \). There is a sequence \( \langle x_n : n < \omega \rangle \) of points in \( X \) such that, for any nice open cover \( \mathcal{U} \) of \( X \), \( \langle x_n : n < \omega \rangle \) is eventually decomposable into \( \mathcal{U} \)-compliant \( x \)-loops.

### 4. The main theorem

Before beginning the proof of our main theorem, we briefly review the basic theory of elementary submodels, as these will be the main tool for guiding our construction. We recommend [15] for a more thorough treatment of the topic.
Given a large, uncountable set $H$, we will consider the structure $(H, \in)$. $M \subseteq H$ is an elementary submodel of $H$ if, given any formula $\varphi$ of first-order logic and any $a_1, a_2, \ldots, a_n \in M$,

$$(H, \in) \models \varphi(a_1, a_2, \ldots, a_n) \iff (M, \in) \models \varphi(a_1, a_2, \ldots, a_n)$$

In other words, $M$ and $H$ agree with each other on every first-order statement that can be formulated within $M$.

For our proof, $H$ will be taken to be the set of all sets hereditarily smaller than $\kappa$ for some sufficiently large regular cardinal $\kappa$. The structure $(H, \in)$ satisfies all the axioms of ZFC except for the power set axiom, and even this fails only for sets $X$ with $|2^X| \geq \kappa$. This makes $H$ a good substitute for the universe of all sets. Indeed, if $\kappa$ is larger than any set mentioned in our proof, then $H$ satisfies ZFC for all practical purposes.

Suppose $M$ is an elementary submodel of $H$. Since $H$ satisfies (most of) ZFC, so must $M$. Thus objects definable without parameters, like rational numbers, the ordinals $\omega$ and $\omega_1$, and topological spaces like $[0, 1]$ or $[0, 1]^{\omega_1}$, are all in $M$. A bit more generally, things definable by formulas with parameters in $M$ are in $M$. For example, if $U$ is a basic open subset of $[0, 1]^{\omega_1}$ and the ordinals used in the definition of $U$ are all in $M$, then $U \in M$; if $\mathcal{U}$ is a nice open cover of some $X \in M$, and each $U \in \mathcal{U}$ is defined using ordinals in $M$, then $\mathcal{U} \in M$.

The existence of elementary submodels of $H$ is guaranteed by the downward Löwenheim-Skolem theorem (see chapter 3 of [15]). We will use the following version of this theorem to facilitate our proof:

**Lemma 4.1 (Löwenheim-Skolem).** Let $H$ be an uncountable set, and let $A \subseteq H$ be countable. There exists a sequence $\langle M_\alpha : \alpha < \omega_1 \rangle$ of elementary submodels of $H$ such that

1. $A \subseteq M_0$, and $M_\beta \subseteq M_\alpha$ whenever $\beta < \alpha$.
2. Each $M_\alpha$ is countable.
3. For limit $\alpha$, $M_\alpha = \bigcup_{\beta < \alpha} M_\beta$.
4. For each $\alpha$, $\langle M_\beta : \beta < \alpha \rangle \in M_{\alpha+1}$.

We are now in a position to prove the main theorem. As mentioned in the introduction, our application of elementarity parallels that in Section 3 of [9]. In order to make things easier for the reader (especially the reader already familiar with [9]), we have tried to match our notation to theirs wherever possible.

**Theorem 4.2 (Main Theorem).** Suppose $(X, f)$ is a dynamical system with weight $\aleph_1$. Then $(X, f)$ is a quotient of $(\omega^*, \sigma)$ if and only if $f$ is weakly incompressible.
Proof. Every quotient of \((\omega^*, \sigma)\) is weakly incompressible by Lemma 2.5. We must prove that a weakly incompressible dynamical system with weight \(\aleph_1\) is a quotient of \((\omega^*, \sigma)\).

Let \((X, f)\) be a weakly incompressible dynamical system with weight \(\aleph_1\). Without loss of generality, suppose \(X \subseteq [0, 1]^{\omega_1}\) and \(\vec{0} \in X\). Recall that \([0, 1]^{\omega_1}\) is a homogeneous topological space, so \(\vec{0} \in X\) really can be assumed without any loss of generality.

Using transfinite recursion, we will construct maps \(q_\beta : \omega \to [0, 1]\). In the end, the diagonal mapping \(Q = \Delta_{\beta<\omega_1} q_\beta\) will define a sequence \(\langle Q(n) : n < \omega \rangle\) in \([0, 1]^{\omega_1}\) that is eventually compliant with every nice open cover of \(X\). By Lemma 3.5, this will be enough to prove the theorem.

The recursion will be guided by a sequence of elementary submodels as described in Lemma 4.1. Fix \(\kappa\) sufficiently large, let \(H\) denote the set of all sets hereditarily smaller than \(\kappa\), and fix a sequence \(\langle M_\alpha : \alpha < \omega_1 \rangle\) of countable elementary submodels of \(H\) such that

1. \(X, f \in M_0\).
2. \(M_\beta \subseteq M_\alpha\) whenever \(\beta < \alpha\).
3. for limit \(\alpha\), \(M_\alpha = \bigcup_{\beta<\alpha} M_\beta\).
4. for each \(\alpha\), \(\langle M_\beta : \beta < \alpha \rangle \in M_{\alpha+1}\).

For each \(\alpha < \omega_1\), define \(\delta_\alpha = \omega_1 \cap M_\alpha\). It can be shown that if \(\beta\) is a countable ordinal in \(M_\alpha\), then every ordinal less than \(\beta\) is also in \(M_\alpha\). It follows that \(\delta_\alpha\) is a countable ordinal, namely the supremum of all countable ordinals in \(M_\alpha\).

For each \(\alpha < \omega_1\), let \(X_\alpha = \Pi_{\delta_\alpha}(X)\). For every \(\alpha\), if \(\Pi_{\delta_\alpha}(x) = \Pi_{\delta_\alpha}(y)\), then \(\Pi_{\delta_\alpha} \circ f(x) = \Pi_{\delta_\alpha} \circ f(y)\). This follows from the proof of Lemma 3.2; the function \(\phi\) defined there can be defined inside \(M_\alpha\), so that \(\delta_\alpha\) must be closed under \(\phi\), which means \(\delta_\alpha \in C\).

Thus we may define \(f_\alpha : X_\alpha \to X_\alpha\) to be the unique self-map of \(X_\alpha\) satisfying \(\Pi_{\delta_\alpha} \circ f = f_\alpha \circ \Pi_{\delta_\alpha}\), namely \(f_\alpha(x) = \Pi_{\delta_\alpha}(f(\Pi_{\delta_\alpha}^{-1}(x)))\). This function is continuous by Lemma 2.3.

\((X_\alpha, f_\alpha)\) is a dynamical system, and \(\Pi_{\delta_\alpha}\) provides a natural quotient mapping from \((X, f)\) to \((X_\alpha, f_\alpha)\). \(X_\alpha\) is metrizable because it is a subset of \([0, 1]^{\delta_\alpha}\), and \(f_\alpha\) is weakly incompressible by Lemma 2.5 (alternatively, weak incompressibility can be proved directly by an elementarity argument). We may think of the \((X_\alpha, f_\alpha)\) as metrizable “reflections” of \((X, f)\).

If \(\langle x_n : n < \omega \rangle\) is a sequence of points in \([0, 1]^{\delta_\alpha}\) for some \(\alpha\), let us say that a sequence \(\langle y_n : n < \omega \rangle\) of points in \([0, 1]^{\omega_1}\) is a lifting of \(\langle x_n : n < \omega \rangle\) if \(\Pi_{\delta_\alpha}(y_n) = x_n\) for all \(n\) (and similarly for finite sequences of points).
We are now in a position to begin our recursive construction of the maps \( q_\alpha \). Let \( \mathcal{U} \) be a nice open cover of \( X \) with \( \mathcal{U} \in M_0 \). Only ordinals less than \( \delta_0 \) can be used in the definition of \( \mathcal{U} \), so \( \mathcal{U} \) naturally projects to a nice open cover of \( X_0 \) in \([0, 1]^{\delta_0}\), namely

\[
\Pi_{\delta_0}(\mathcal{U}) = \{ \Pi_{\delta_0}(U) : U \in \mathcal{U} \}.
\]

Applying Corollary 3.9 to \((X_0, f_0)\), we obtain a sequence \( \langle x_n : n < \omega \rangle \) of points in \( X_0 \) such that, for any nice open cover \( U \) of \( X \) with \( U \in M_0 \), \( \langle x_n : n < \omega \rangle \) eventually decomposes into \( \Pi_{\delta_0}(U) \)-compliant \( \vec{0} \)-loops.

By Lemma 3.8, any lifting of \( \langle x_n : n < \omega \rangle \) to \([0, 1]^{\omega_1}\) eventually decomposes into \( U \)-compliant \( \vec{0} \)-loops for any \( U \in M_0 \).

For \( \beta < \delta_0 \), define \( q_\beta(n) = \pi_\beta(x_n) \) (in other words, we define the \( q_\beta \) so that \( \Delta_{\beta<\delta_0} q_\beta \) maps \( \omega \) to the sequence just constructed).

Let \( \langle n_k : k < \omega \rangle \) be an increasing sequence of natural numbers such that for any \( U \in M_0 \), \( U \) a nice open cover of \( X \), and for all but finitely many \( k \), any lifting of \( \langle x_i : n_k < i \leq n_{k+1} \rangle \) is a \( U \)-compliant \( \vec{0} \)-loop.

For the successor stage of the recursion, let \( \alpha < \omega_1 \) and suppose the functions \( q_\beta \) have already been constructed for every \( \beta < \delta_\alpha \). Let \( Q_\alpha = \Delta_{\beta<\delta_\alpha} q_\beta \), and suppose the following three inductive hypotheses hold:

1. (H1) \( Q_\alpha \in M_{\alpha+1} \).
2. (H2) \( Q_\alpha(n_k) = \vec{0} \) for all \( k < \omega \).
3. (H3) For any nice open cover \( U \) of \( X \) with \( U \in M_\alpha \) and for all but finitely many \( k \), any lifting of \( \langle Q_\alpha(n) : n_k < i \leq n_{k+1} \rangle \) is a \( U \)-compliant \( \vec{0} \)-loop.

We will show how to obtain \( q_\beta \) for \( \delta_\alpha \leq \beta < \delta_{\alpha+1} \).

Because \( M_{\alpha+1} \) is countable, there are only countable many nice open covers of \( X \) in \( M_{\alpha+1} \), namely those that are definable from ordinals less than \( \delta_{\alpha+1} \). Also, any two nice open covers of \( X \) in \( M_{\alpha+1} \), say \( \mathcal{V} \) and \( \mathcal{W} \), have a common refinement that is also a nice open cover of \( X \) in \( M_{\alpha+1} \); e.g., one such common refinement is

\[
\{ V \cap W : V \in \mathcal{V}, W \in \mathcal{W}, \text{ and } V \cap W \cap X \neq \emptyset \}.
\]

Thus we may find a countable sequence \( \langle \mathcal{U}_m : m < \omega \rangle \) of nice open covers of \( X \) such that

1. \( \mathcal{U}_m \in M_{\alpha+1} \) for every \( m \),
2. \( \mathcal{U}_n \) refines \( \mathcal{U}_m \) whenever \( m \leq n \), and
3. if \( \mathcal{U} \) is any nice open cover of \( X \) in \( M_{\alpha+1} \), then \( \mathcal{U}_m \) refines \( \mathcal{U} \) for some \( m \).

Fix \( m \in \omega \) and consider \( \mathcal{U}_m \). The set of ordinals used in the definition of \( \mathcal{U}_m \) is finite and may be split into two parts: those ordinals that are
below $\delta_\alpha$, which we call $F^0_m$, and those that are in the interval $[\delta_\alpha, \delta_{\alpha+1})$, which we call $F^1_m$. The ordinals $F^1_m$ are not in $M_\alpha$, but we may use elementarity to find a finite set of ordinals $G_m$ in $M_\alpha$ that reflects the set $F^1_m$.

More formally, suppose that we write down in the language of first-order logic a (very long) formula $\varphi^m$ that does all of the following:

1. $\varphi^m$ defines $U_m$ in terms of $F^0_m \cup F^1_m$.
2. $\varphi^m$ asserts that $U_m$ is a nice open cover of $X$.
3. $\varphi^m$ records information about how $U_m$ interacts with $X$ and $f$:
   (a) for all $J \subseteq U_m$, $\varphi^m$ asserts either that $\bigcap J \cap X = \emptyset$ or that $\bigcap J \cap X \neq \emptyset$,
   (b) if $J \subseteq U_m$, $\bigcap J \cap X \neq \emptyset$, and $U \in U_m$, then $\varphi^m$ asserts either that $f\left(\bigcup J \cap X\right) \cap U = \emptyset$ or that $f\left(\bigcup J \cap X\right) \cap U \neq \emptyset$.

Given a finite sequence of points, the information contained in (1) is enough to determine precisely which elements of $U_m$ contain each member of the sequence. Once that is known, the information in (3) is enough to determine whether or not that sequence is a $U_m$-compliant \( \vec{0} \)-loop.

By elementarity, there is a finite set $G_m$ of ordinals in $M_\alpha$ such that $\varphi^m$ remains true when the members of $F^1_m$ are replaced with the members of $G_m$. For each $\beta \in F^1_m$, let $\beta_m$ denote the corresponding member of $G_m$.

Let $V_m$ be the nice open cover of $X$ that is defined via $\varphi^m$, but substituting the members of $G_m$ in place of the corresponding members of $F^1_m$. We think of $V_m$ as the reflection of $U_m$ in $M_\alpha$. Let $k(m) \in \omega$ be the least natural number with the property that for all $k \geq k(m)$, any lifting of $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ is a $V_m$-compliant $\vec{0}$-loop. This $k(m)$ exists by our third inductive hypothesis. If $m < n$, then $V_n$ refines $V_m$, so $k(m) \leq k(n)$ by Lemma 3.6.

We are now in a position to define the maps $q_\beta$ for $\delta_\alpha \leq \beta < \delta_{\alpha+1}$:

$$q_\beta(i) = \begin{cases} 0 & \text{if } n_{k(m)} < i \leq n_{k(m+1)} \text{ and } \beta \notin F^1_m, \\ q_{\beta_m}(i) & \text{if } n_{k(m)} < i \leq n_{k(m+1)} \text{ and } \beta \in F^1_m. \end{cases}$$

Roughly, this says that $q_\beta$ assumes the behavior of its mirror image $q_{\beta_m}$ on the interval between $n_{k(m)}$ and $n_{k(m+1)}$, provided some suitable mirror image has already been found. As $m$ increases, the $\beta_m$ become better and better reflections of $\beta$, because the formulas $\varphi^m$ include more and more information about $X$ and $f$.

With the $q_\beta$ thus defined, we need to check that our three inductive hypotheses remain true at the next stage of the recursion. For the first hypothesis, note that, because we have $\langle M_\beta : \beta < \alpha + 1 \rangle \in M_{\alpha+2}$, the
construction of the $q_\beta$, $\delta_\alpha < \beta < \delta_{\alpha+1}$, can be carried out in $M_{\alpha+2}$. Thus the result of this construction, namely $Q_{\alpha+1} = \Delta_{\beta<\delta_{\alpha+1}} q_\beta$, is a member of $M_{\alpha+2}$, as desired. The second inductive hypothesis, that $Q_{\alpha+1}(n_k) = \bar{0}$ for all $k$, is clear from the definition of the $q_\beta$.

For the third inductive hypothesis, let $U$ be a nice open cover of $X$ with $U \subseteq M_{\alpha+1}$ and fix $m$ large enough so that $U_m$ refines $U$. By Lemma 3.6 it is enough to check that for all but finitely many $k$, any lifting of $\langle Q_{\alpha+1}(i) : n_k < i \leq n_{k+1} \rangle$ is a $U_m$-compliant $\bar{0}$-loop.

By the definition of $k(m)$, if $k(m) < k < k(m+1)$ then any lifting of $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ is a $\mathcal{V}_m$-compliant $\bar{0}$-loop. Of course, by Lemma 3.6 only the coordinates in $F_m \cup G_m$ are relevant to determining this fact. More specifically, in $M_\alpha$ it may be proved that any sequence $\langle x(i) : n_k < i \leq n_{k+1} \rangle$ agreeing with $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ on the members of $F_m \cup G_m$ is a $\bar{0}$-loop compliant with the nice open cover of $X$ defined by $\varphi^m$ using $F_m \cup G_m$, namely $\mathcal{V}_m$. By our definition of the $q_\beta$, $\langle Q_{\alpha+1}(i) : n_k < i \leq n_{k+1} \rangle$ is such a sequence, except that we have replaced the members of $G_m$ with the members of $F_m$. By elementarity and our choice of the $G_m$, if $k(m) < k < k(m+1)$ then any lifting of $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ is a $\bar{0}$-loop compliant with the nice open cover of $X$ defined by $\varphi^m$ using $F_m \cup F_m$, namely $U_m$.

Given any $k \geq k(m)$, the same argument shows that if $\ell$ is the natural number with $k(\ell) \leq k < k(\ell+1)$, then $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ is a $U_\ell$-compliant $\bar{0}$-loop. By Lemma 3.6 and the fact that $U_\ell$ refines $U_m$, $\langle Q_{\alpha+1}(i) : n_k < i \leq n_{k+1} \rangle$ is a $U_m$-compliant $\bar{0}$-loop for all $k \geq k(m)$. This proves the third inductive hypothesis and completes the successor step of our recursion.

At limit stages there is nothing to construct: due to our choice of the $M_\alpha$, we have $\delta_\alpha = \bigcup_{\beta<\alpha} \delta_\beta$ for limit $\alpha$, so that all the $q_\beta$, $\beta < \delta_\alpha$, have already been defined by stage $\alpha$. We only need to check for limit $\alpha$ that our inductive hypotheses remain true. The first hypothesis is true because $\langle M_\beta : \beta < \alpha \rangle \subseteq M_{\alpha+1}$. The second hypothesis is true at $\alpha$ if it is true at every $\beta < \alpha$.

To check the third hypothesis, suppose $U$ is a nice open cover of $X$ with $U \subseteq M_\alpha$. $U$ is defined using only finitely many ordinals less than $\delta_\alpha$, so $U \subseteq M_\beta$ already for some $\beta < \alpha$. At stage $\beta$, we ensured that any lifting of $\langle Q_\beta(i) : n_k < i \leq n_{k+1} \rangle$ is a $U$-compliant $\bar{0}$-loop for all but finitely many $k$. But $Q_\alpha$ agrees with $Q_\beta$ on all coordinates below $\delta_\beta$, so any lifting of $\langle Q_\alpha(i) : n_k < i \leq n_{k+1} \rangle$ is also a lifting of $\langle Q_\beta(i) : n_k < i \leq n_{k+1} \rangle$, and is therefore a $U$-compliant $\bar{0}$-loop. This completes our recursion.
We claim that the map \( Q = \Delta_{\alpha<\omega_1} q_\alpha \) is as required; i.e., the sequence \( \langle Q(n) : n < \omega \rangle \) is eventually compliant with every nice open cover of \( X \).

Indeed, if \( U \) is a nice open cover of \( X \), then \( U \) is defined by finitely many ordinals, so it was considered at some stage \( \alpha \) of our recursion. At that stage we guaranteed that any lifting of \( \langle Q_\alpha(n) : n < \omega \rangle \) is eventually decomposable into \( U \)-compliant \( \vec{0} \)-loops. \( \langle Q(n) : n < \omega \rangle \) is such a lifting, so it is eventually compliant with \( U \).

\[ \Box \]

5. Related results

Two corollaries. Consider the following two theorems, both discussed in the introduction:

- (Parovičenko, [19]) Every compact Hausdorff space of weight \( \aleph_1 \) is a continuous image of \( \omega^* \).
- (Dow-Hart, [9]) Every connected compact Hausdorff space of weight \( \aleph_1 \) is a continuous image of \( H^* \), where \( H = [0, \infty) \).

We begin this section by showing that both of these theorems can be derived as fairly straightforward consequences of Theorem 4.2.

Lemma 5.1. Let \( Y \) be a compact Hausdorff space of weight \( \kappa \). There is a weakly incompressible dynamical system \( (X, f) \) such that \( X \) also has weight \( \kappa \) and \( Y \) is clopen in \( X \).

Proof. Let \( Y \) be a compact Hausdorff space of weight \( \kappa \). Let \( X \) be the one-point compactification of \( \mathbb{Z} \times Y \), where \( \mathbb{Z} \) is given the discrete topology. Let \( * \) denote the unique point of \( X - \mathbb{Z} \times Y \), and define \( f : X \rightarrow X \) so that \( f(*) = * \), and \( f(n, y) = (n + 1, y) \). Clearly, \( f \) is continuous, \( X \) has weight \( \kappa \), and \( Y \) is (homeomorphic to) a clopen subset of \( X \).

It remains to show that \( (X, f) \) is chain transitive. Let \( U \) be any open cover of \( X \) and \( a, b \in X \). To find a \( U \)-chain from \( a \) to \( b \), fix \( U \in U \) with \( * \in U \). If \( a = * \) and \( b = (n, y) \), we may choose \( m \) small enough that \( m < n \) and \( (m, y) \in U \). Then

\[ \langle *, (m, y), (m + 1, y), \ldots, (n, y) \rangle \]

is a \( U \)-chain from \( a \) to \( b \). Similarly if \( a = (m, y) \) and \( b = * \), choose \( n \) large enough that \( n > m \) and \( (n, y) \in U \). Then

\[ \langle (m, y), (m + 1, y), \ldots, (n, y), * \rangle \]

is a \( U \)-chain from \( a \) to \( b \). If \( a \neq * \neq b \), then we may get a \( U \)-chain from \( a \) to \( b \) by concatenating a \( U \)-chain from \( a \) to \( * \) with a \( U \)-chain from \( * \) to \( b \). Thus \( (X, f) \) is chain transitive. \( \Box \)
Parovičenko’s theorem follows immediately from Theorem 4.2 and the next result:

**Proposition 5.2.** Suppose every weakly incompressible dynamical system of weight $\kappa$ is a quotient of $(\omega^*, \sigma)$. Then every compact Hausdorff space of weight $\kappa$ is a continuous image of $\omega^*$.

*Proof.* Suppose every weakly incompressible dynamical system of weight $\kappa$ is a quotient of $(\omega^*, \sigma)$, and let $Y$ be a compact Hausdorff space of weight $\kappa$. Let $(X, f)$ be the dynamical system guaranteed by Lemma 5.1. $(X, f)$ is a quotient of $(\omega^*, \sigma)$, so in particular there is a continuous surjection $Q : \omega^* \to X$. The pre-image of $Y$ is clopen in $\omega^*$, and therefore homeomorphic to $\omega^*$. The restriction of $Q$ to $Q^{-1}(Y)$ provides a continuous surjection from (a copy of) $\omega^*$ to $Y$. □

Observe that a compact Hausdorff space $X$ is connected if and only if $(X, \text{id})$ is a weakly incompressible dynamical system. With this in mind, Theorem 4.2 and the following proposition immediately imply the theorem of Dow and Hart:

**Proposition 5.3.** If $(X, \text{id})$ is a quotient of $(\omega^*, \sigma)$ then $X$ is a continuous image of $H^*$.

*Proof.* Suppose $(X, \text{id})$ is a quotient of $(\omega^*, \sigma)$, and assume that $X \subseteq [0, 1]^\delta$ for some $\delta$. By Theorem 4.2 and the second part of Lemma 3.5 there is a sequence $\langle x_n : n < \omega \rangle$ of points in $[0, 1]^\delta$ that is eventually compliant with every nice open cover of $X$.

Define a map $q : \mathbb{H} \to [0, 1]^\delta$ by sending $n$ to $x_n$ for each integer $n$, and then extending $q$ linearly to the rest of $\mathbb{H}$. This function induces a map $Q : \mathbb{H}^* \to [0, 1]^\delta$, and we claim that $Q$ is a continuous surjection from $\mathbb{H}^*$ to $X$.

$Q$ is continuous by definition. We see that $Q(\mathbb{H}^*) \supseteq X$ by considering those elements of $\mathbb{H}^*$ that are supported on the integers. It remains to show $Q(\mathbb{H}^*) \subseteq X$. Let $W$ be an open set containing $X$ and let $\mathcal{U}$ be a nice open cover with $\bigcup \mathcal{U} \subseteq W$. Let $\mathcal{V}$ be a star refinement of a star refinement of $\mathcal{U}$. Because $\langle x_n : n < \omega \rangle$ is eventually compliant with $\mathcal{V}$, there is some $m$ such that for all $n \geq m$, $x_{n+1} \in \mathcal{V}_*(\mathcal{V}_*(x_n))$. By our choice of $\mathcal{V}$, there is some $U \in \mathcal{U}$ with $x_n, x_{n+1} \in U$. As every basic open subset of $[0, 1]^\delta$ is convex, $q(r) \in U$ for all $r \in [x_n, x_{n+1}]$. Thus $q(r) \in W$ for every $r \in [m, \infty)$, which implies $Q(\mathbb{H}^*) \subseteq W$. Since $W$ was arbitrary, $Q(\mathbb{H}^*) \subseteq X$. □

**The first and fourth heads of $\beta\omega$.** If we assume the Continuum Hypothesis, then Theorem 4.2 gives a complete internal characterization of the quotients of $(\omega^*, \sigma)$:
Theorem 5.4. Assuming CH, the following are equivalent:

1. \((X, f)\) is a quotient of \((\omega^*, \sigma)\).
2. \(X\) has weight at most \(c\) and \(f\) is weakly incompressible.
3. \(X\) is a continuous image of \(\omega^*\) and \(f\) is weakly incompressible.

Proof. The equivalence of (1) and (2) is a straightforward consequence of Theorem 4.2 and CH. The equivalence of (2) and (3) is a straightforward consequence of Parovičenko’s characterization of the continuous images of \(\omega^*\) under CH. □

Of the six implications this theorem entails, three are provable from ZFC: \((1) \Rightarrow (2), (1) \Rightarrow (3),\) and \((3) \Rightarrow (2)\). We will now consider the other three, and show that each of them is independent of ZFC.

Lemma 5.1 shows that \((2) \Rightarrow (3)\) if and only if every compact Hausdorff space of weight \(\leq c\) is a continuous image of \(\omega^*\). This is a purely topological question about \(\omega^*\) that is considered elsewhere, e.g. in [18]. It is known to be independent: for example, a result of Kunen states that \(\omega_2 + 1\) is not a continuous image of \(\omega^*\) in the Cohen model.

Because \((1) \Rightarrow (3)\) is a theorem of ZFC, the previous paragraph also shows that \((2) \Rightarrow (1)\) is independent.

The independence of \((3) \Rightarrow (1)\) requires a different argument. Consider the following corollary to Theorem 5.4:

Corollary 5.5. Assuming CH, \((\omega^*, \sigma^{-1})\) is a quotient of \((\omega^*, \sigma)\).

Proof. The proof is immediate from Theorem 5.4 and the following observation: If \(X\) is a compact Hausdorff space and \(f: X \rightarrow X\) is a homeomorphism, then \(f\) is weakly incompressible if and only if \(f^{-1}\) is.

This is easy to see using chain transitivity: given an open cover \(U\) of \(X\) and any \(a, b \in X\), \((X, f)\) has a \(U\)-chain from \(a\) to \(b\) if and only if \((X, f^{-1})\) has a \(U\)-chain from \(b\) to \(a\). □

To show that \((3) \Rightarrow (1)\) is independent, it is enough to prove that the conclusion of Corollary 5.5 is independent.

Theorem 5.6. Assuming OCA + MA, \((\omega^*, \sigma^{-1})\) is not a quotient of \((\omega^*, \sigma)\).

Recall that a continuous function \(F: \omega^* \rightarrow \omega^*\) is trivial if there is a function \(f: \omega \rightarrow \beta\omega\) such that \(F = \beta f \upharpoonright \omega^*\). Similarly, \(F: A^* \rightarrow \omega^*\) is trivial if it is induced by a function \(A \rightarrow \beta\omega\). To prove Theorem 5.6 we will use a deep theorem greatly restricting the kinds of self-maps of \(\omega^*\) we find under OCA + MA. A very general version of the result is proved by Farah in [11], but we need only a special case, which is already implicit in the work of Velickovic [23], and has precursors in the work of Shelah-Steprans [22] and Shelah [21].
Theorem 5.7 (Farah, et al.). Assuming OCA + MA, for any continuous $F : \omega^* \to \omega^*$ there is some $A \subseteq \omega$ such that $F \upharpoonright A^*$ is trivial and $F(\omega^* - A^*)$ is nowhere dense.

Proof of Theorem 5.6. Suppose $Q$ is a quotient mapping from $(\omega^*, \sigma)$ to $(\omega^*, \sigma^{-1})$. Using Theorem 5.7, fix $A \subseteq \omega$ such that $Q \upharpoonright A^*$ is trivial and $Q(\omega^* - A^*)$ is nowhere dense. Also, fix $q : A \to \beta\omega$ such that $Q \upharpoonright A^* = \beta q \upharpoonright A^*$.

Because $Q$ is surjective, $A$ must be infinite.

Let $X = \{a \in A : q(a) \in \omega\}$. Observe that $Q \upharpoonright X$ remains trivial and that $Q(\omega^* - X^*)$ remains nowhere dense. Thus, replacing $A$ with $X$ if necessary, we may (and do) assume that $q(a) \in \omega$ for all $a \in A$.

If $q$ is not finite-to-one on $A$, there is an infinite set $X \subseteq A$ and some $n \in \omega$ with $q(X) = n$, but then $Q(p) = n$ for any $p \in X^*$, a contradiction. Thus $q$ is finite-to-one on $A$.

Suppose $A$ is not co-finite. Then

$$B = \{a \in A : a + 1 \notin A\}$$

is infinite. Using basic facts about Stone extensions, $\sigma^{-1} \circ Q(B^*) = (q(B) - 1)^*$. This set is clopen (in particular, it has nonempty interior), so we may find some $p \in B^*$ such that $\sigma^{-1} \circ Q(p) \notin Q(\omega^* - A^*)$.

However, $Q \circ \sigma(p) \in Q \circ \sigma(B^*) = Q((B + 1)^*) \subseteq Q(\omega^* - A^*)$, so that $\sigma^{-1} \circ Q(p) \neq Q \circ \sigma(p)$, a contradiction. Thus $A$ is co-finite, and $Q = \beta q \upharpoonright \omega^*$ for some finite-to-one function $q : A \to \omega$. Since changing $q$ on a finite set does not change $Q = \beta q \upharpoonright \omega^*$, we may assume $A = \omega$, and $Q$ is induced by a finite-to-one function $q : \omega \to \omega$.

We now construct an infinite sequence of natural numbers as follows. Pick $b_0 \in \omega$ arbitrarily. Assuming $b_0, b_1, \ldots, b_n$ are given, there are co-finitely many $b \in \omega$ satisfying

1. $b \neq b_0, b_1, \ldots, b_n$,
2. $q(b) - 1 \neq q(b_0 + 1), q(b_1 + 1), \ldots, q(b_n + 1)$, and
3. $q(b + 1) \neq q(b_0) - 1, q(b_1) - 1, \ldots, q(b_n) - 1$.

Also, a straightforward argument by contradiction shows that there are infinitely many $b \in \omega$ satisfying

4. $q(b_{n+1}) - 1 \neq q(b_n + 1)$.

Thus we may choose some $b_{n+1} \in \omega$ satisfying (1) - (4).

Let $B = \{b_n : n < \omega\}$ and let $p \in B^*$. Then $Q \circ \sigma(p) \in Q(B + 1)^*$ and $\sigma^{-1} \circ Q(p) \in (q(B) - 1)^*$. By construction, $q(B + 1) \cap (q(B) - 1) = \emptyset$, which shows $Q \circ \sigma(p) \neq \sigma^{-1} \circ Q(p)$.

We do not know whether Corollary 5.5 can be improved from a quotient mapping to an isomorphism.
Question 5.8. Is it consistent that there is a homeomorphism \( H : \omega^* \to \omega^* \) with \( H \circ \sigma = \sigma^{-1} \circ H \)?

Observe that our proof of Theorem 4.2 cannot produce a homeomorphism: in the quotient mapping constructed there, the inverse image of \( 0 \) has nonempty interior. Therefore some new idea would be needed to answer this question in the affirmative. We point out that if the answer to this question is yes, then it seems likely that CH will imply the existence of such an isomorphism already (see Section 5.1 of [12]). See [13] for some partial results.

An extension using Martin’s Axiom. We end with an extension of Theorem 4.2 to cardinals \( \kappa < p \).

Theorem 5.9. Let \((X, f)\) be a dynamical system with the weight of \(X\) less than \(p\). Then \((X, f)\) is a quotient of \((\omega^*, \sigma)\) if and only if \(f\) is weakly incompressible.

Proof. Let \((X, f)\) be a weakly incompressible dynamical system, and let \(\kappa\) be the weight of \(X\). Suppose \(\kappa < p\). By a theorem of M. Bell, this is equivalent to assuming MA\(_\kappa\)(\(\sigma\)-centered), Martin’s Axiom at \(\kappa\) for \(\sigma\)-centered posets. We may (and do) assume that \(X \subseteq [0, 1]^\kappa\).

We will use MA\(_\kappa\)(\(\sigma\)-centered) to construct a sequence of points in \([0, 1]^\kappa\) that is eventually compliant with every nice open cover of \(X\).

Recall that \([0, 1]^\kappa\) is separable, and fix a countable dense \(D \subseteq [0, 1]^\kappa\). Let us assume that \(X\) is nowhere dense in \([0, 1]^\kappa\) and that \(X \cap D = \emptyset\). This assumption does not sacrifice any generality, since we could always just replace \([0, 1]^\kappa\) with \([0, 1] \times [0, 1]^\kappa\), identify \(X\) with \(\{0\} \times X\), and replace \(D\) with \((Q \cap (0, 1)) \times D\).

Fix \(x \in X\). Let \(\mathbb{P}\) be the set of all pairs \(\langle s, \mathcal{U} \rangle\), such that \(s\) is a sequence of distinct points in \(D\) and \(\mathcal{U}\) is a nice open cover of \(X\). Order \(\mathbb{P}\) by defining \(\langle t, \mathcal{V} \rangle \leq \langle s, \mathcal{U} \rangle\) if and only if

- \(s\) is an initial segment of \(t\).
- \(\mathcal{V}\) refines \(\mathcal{U}\).
- either \(t = s\), or \(t - s\) is a \(\mathcal{U}\)-compliant \(x\)-loop.

Ultimately, we will use MA\(_\kappa\)(\(\sigma\)-centered) to obtain a suitably generic \(G \subseteq \mathbb{P}\), and then \(\gamma = \bigcup \{s : \langle s, \mathcal{U} \rangle \in G\}\) will be the desired sequence of points. Roughly, a condition \(\langle s, \mathcal{U} \rangle\) is a promise that \(s\) is an initial segment of \(\gamma\), and that the part of \(\gamma\) after \(s\) will decompose into \(\mathcal{U}\)-compliant \(x\)-loops.

\(\mathbb{P}\) is clearly reflexive, and if \(\langle u, \mathcal{W} \rangle \leq \langle t, \mathcal{V} \rangle \leq \langle s, \mathcal{U} \rangle\) then \(\langle u, \mathcal{W} \rangle \leq \langle s, \mathcal{U} \rangle\) by Lemma 3.6. Thus \(\mathbb{P}\) is a pre-order, and it makes sense to talk about forcing with \(\mathbb{P}\).
Because $D$ is countable, there are only countably many possibilities for the first coordinate of a condition in $\mathbb{P}$. To show that $\mathbb{P}$ is $\sigma$-centered, it suffices to show that if two conditions $\langle s, \mathcal{U} \rangle$, $\langle s, \mathcal{V} \rangle$ have the same first coordinate $s$, then they have a common extension. Taking $\mathcal{W}$ to be any nice open cover of $X$ that refines both $\mathcal{U}$ and $\mathcal{V}$ (for example $\mathcal{W} = \{ U \cap V : U \in \mathcal{U}, V \in \mathcal{V}, \text{ and } U \cap V \cap X \neq \emptyset \}$), then $\langle s, \mathcal{W} \rangle \leq \langle s, \mathcal{U} \rangle$ and $\langle s, \mathcal{W} \rangle \leq \langle s, \mathcal{V} \rangle$. Thus $\mathbb{P}$ is $\sigma$-centered.

If $\mathcal{U}$ is a nice open cover of $X$, define

$$D_\mathcal{U} = \{ \langle s, \mathcal{V} \rangle \in \mathbb{P} : \mathcal{V} \text{ refines } \mathcal{U} \}.$$  

We claim that $D_\mathcal{U}$ is dense in $\mathbb{P}$. To see this, fix a nice open cover $\mathcal{U}$ of $X$ and let $\langle s, \mathcal{V} \rangle \in \mathbb{P}$. Clearly $\langle s, \mathcal{U} \rangle \in \mathbb{P}$, and we have already seen (in the previous paragraph) that any two conditions in $\mathbb{P}$ with the same first coordinate have a common extension. This common extension is in $D_\mathcal{U}$ and below $\langle s, \mathcal{V} \rangle$, so $D_\mathcal{U}$ is dense in $\mathbb{P}$.

By MA$_\kappa(\sigma$-centered), there is a filter $G$ on $\mathbb{P}$ such that $D_\mathcal{U} \cap G \neq \emptyset$ for every nice open cover $\mathcal{U}$ of $X$. Let $\gamma = \bigcup \{ s : \langle s, \mathcal{U} \rangle \in G \}$. For any nice open cover $\mathcal{U}$ of $X$, $\gamma$ is eventually compliant with $\mathcal{U}$ precisely because $G \cap D_\mathcal{U} \neq \emptyset$. An application of Lemma 3.5 completes the proof. 

A topic left open by Theorems 4.2 and 5.9 is how to construct quotients or isomorphisms from $(\omega^*, \sigma)$ to dynamical systems of weight $c$ when CH fails. The following question is a particularly interesting possibility related to the Katowice problem:

**Question 5.10.** Is it consistent to have a weakly incompressible automorphism of $\omega_1^*$?

If $F$ were such a map, then $F$ cannot be trivial on any set of the form $A^*$, with $A$ co-countable. It is consistent that no such map exists, but it is not currently known whether the opposite is also consistent. See [16] for some discussion of this problem and related results.
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