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Abstract—Convolutional neural networks (CNNs) are good at extracting contexture features within certain receptive fields, while transformers can model the global long-range dependency features. By absorbing the advantage of transformer and the merit of CNN, Swin Transformer shows strong feature representation ability. Based on it, we propose a cross-modality fusion model, SwinNet, for RGB-D and RGB-T salient object detection.

It is driven by Swin Transformer to extract the hierarchical features, boosted by attention mechanism to bridge the gap between two modalities, and guided by edge information to sharpen the contour of salient object. To be specific, two-stream Swin Transformer encoder first extracts multi-modality features, and then spatial alignment and channel re-calibration module is presented to optimize intra-level cross-modality features. To clarify the fuzzy boundary, edge-guided decoder achieves inter-level cross-modality fusion under the guidance of edge features. The proposed model outperforms the state-of-the-art models on RGB-D and RGB-T datasets, showing that it provides more insight into the cross-modality complementarity task.

Index Terms—Transformer, salient object detection, RGB-D, RGB-T, multi-modality.

I. INTRODUCTION

SALIENT object detection (SOD) simulates the visual attention mechanism to capture the prominent object. As described in the SOD review [1], SOD has been extended from RGB image [2]–[4] to RGB-D image [5], [6], a group of images [7], [8] and video [9], [10]. Recently, SOD in RGB-T image [11], light field image [12]–[14], high-resolution image [15], [16], optical remote sensing image [17]–[19] and 360° omnidirectional image [20], [21] have been gradually researched. SOD can benefit many image and video processing tasks, such as image segmentation [22], [23], tracking [24]–[26], retrieval [27], compression [28], cropping [29], [30], retargeting [31], quality assessment [32] and activity prediction [33].

When the light is insufficient or the background is cluttered in a scene, SOD is still a challenge issue. With the widespread use of depth cameras and infrared imaging devices, the depth or thermal infrared information as the supplementary modality has shown the advantages to SOD performance improvements, because the depth image can provide the more geometry information and the thermal image can capture the radiated heat of objects especially under adverse weather and lighting conditions. Nevertheless, how to effectively implement cross-modality information fusion is still challenging, which can significantly affect the achievement of robust performance.

In the past few years, convolutional neural networks (CNNs) have achieved milestones in RGB-D and RGB-T SOD. However, CNN gathers information from neighborhood pixels and loses spatial information due to pooling operation. It is not easy to learn global long-range semantic information interaction well. Recently, Swin Transformer [34] is proposed. It implements pairwise entity interactions within a local window by multi-head self-attention, and establishes long-range dependency across windows by shifted windowing scheme. Features extracted from transformer have more global attributes than those from CNN. By absorbing the locality, translation invariance and hierarchical merits of CNN, Swin Transformer can be used as backbone network to extract hierarchical information of each modality. The features from different modalities show the different attribution. They consistently display the common salient position in the spatial aspect, and respectively show the different salient content in the channel aspect, so spatial alignment and channel re-calibration module is designed to boost the extracted features based on attention mechanism. In addition, SOD task is essentially a pixel-level dense prediction task. After the feature extraction of encoder, the multi-level features with different receptive field and spatial resolution need to be progressively combined by upsampling and skip connection. In the decoding process, shallow-level features exhibit the detailed boundary information, and meanwhile it also brings some background noises. Therefore, edge-aware module is presented to extract the edge feature, and further to guide the decoder for both suppressing the shallow-layer noise and refining the contour of objects.

Our main contributions can be summarized as follows:

- A novel SOD model (SwinNet) for both RGB-D and RGB-T tasks built upon the Swin Transformer backbone is proposed. It extracts discriminative features from Swin
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Transformer backbone which absorbs the local advantage of convolution neural network and the long-range dependency merit of transformer, outperforming the state-of-the-art (SOTA) RGB-D and RGB-T SOD models.

- A newly designed spatial alignment and channel re-calibration module is used to optimize the features of each modality based on attention mechanism, achieving intra-layer cross-modality fusion from the spatial and channel aspects.
- The proposed edge-guided decoder achieves inter-layer cross-modal fusion under the guidance of edge-aware module, generating the sharper contour.

II. RELATED WORKS

A. RGB-D Salient Object Detection

Salient object detection has achieved the massive improvement by combining the other modality with color modality. Depth image is exactly a good supplement, because it provides more reliable spatial structure information and insensitive to the variations of the environment lights and colors.

Cong et al. [35] introduces depth information in the initialization, refinement and optimization of saliency map, achieving transfer from existing RGB SOD models to RGB-D SOD models. In these years, attention mechanism [36]–[41], multi-task learning [42]–[45], knowledge distillation [46], graph neural networks [47], neural architecture search [48], 3D convolutional neural networks [49], self-supervised learning [50], generative adversarial networks [51], disentanglement and reconstruction [52] are applied to solve SOD task. The intrinsic defect of CNN limits above methods in learning global long-range dependencies. Visual Saliency Transformer (VST) [6] propagates long-range dependencies across modalities by Scaled Dot-Product Attention [53] between the queries from one modality with the keys of the other modality. It also designs reverse T2T to decode and introduces edge detection to improve the performance. Motivated by its success, we introduce Swin Transformer as backbone to enhance the feature representation, and then use transformer encoder and CNN decoder to complete the SOD task.

B. RGB-T Salient Object Detection

The thermal image can capture the radiated heat of objects, and it is insensitive to lighting and weather conditions, and suitable for handling scenes captured under adverse conditions, for example, total darkness environment, foggy weather, and cluttered backgrounds. Therefore, thermal image is a promising supplement to the RGB image for SOD. In earlier years, RGB-T SOD adopts machine learning methods, for example, SVM [54], ranking models [55]–[57] and graph learning [58]. With the development of CNN, Tu et al. [59] propose a baseline model which combines CNN with attention mechanism. Zhang et al. [60], [61] propose two end-to-end CNN based RGB-T SOD models to achieve multi-scale, multi-modality and multi-level fusion. ECFFNet [11] achieves more effectively cross-modality fusion, and enhances salient object boundaries by a bilateral reversal fusion of foreground and background information. MIDD [62] proposes multi-interactive dual-decoder to integrate the multi-level interactions of dual modalities and global contexts. MMNet [63] simulates visual color stage doctrine to fuse cross-modal features in stages, and designs bi-directional multi-scale decoder to capture both local and global information. CGFNet [64] adopts the guidance manner of one modality on the other modality to fuse two modalities. CSRNet [65] uses context-guided cross modality fusion module to fuse two modalities, and designs a stacked refinement network to refine the segmentation results. Pushed by the global merit of Transformer in computer vision, we propose transformer based method to detect the salient object in RGB-T images.

C. Transformer

Vaswani et al. [53] first proposes transformer with stacked multi-head self-attention and point-wise feed-forward layers in machine translation task. Recently, inspired by successful ViT [66], transformer variants emerge explosively. T2T [66] progressively structurizes the image to tokens by recursively aggregating neighboring tokens into one token. CvT [67] adds convolutional layers into the multi-head self-attention. PVT [68] introduces a progressive shrinking pyramid to reduce the sequence length of the transformer. DPT [69] assembles tokens from multiple stages of the vision transformer and progressively combines them into full-resolution predictions using a convolutional decoder. Swin transformer [34] designs the shifted window-based multi-head attentions to reduce the computation cost. CAT [70] alternately applies attention inner patch and between patches to maintain the performance with lower computational cost and builds a cross attention hierarchical network. Due to the perfect performance of Swin Transformer, it is used as the backbone network.

III. PROPOSED METHOD

A. Overview

The overall framework of the proposed model is illustrated in Fig. 1, which consists of a two-stream backbone, a spatial alignment and channel re-calibration module, an edge-aware module and an edge-guided decoder. Note that since RGB-D and RGB-T SOD are the same multi-modality fusion tasks, for brevity, below we only elaborate the implementation detail of RGB-D SOD task, because that of RGB-T is the same.

B. Two-Stream Swin Transformer Backbone

Swin Transformer has the flexibility to model at various scales and has linear computational complexity with respect to image size [34]. We adopt two Swin Transformers to extract hierarchical features from multi-modality image pairs. Considering the complexity and efficiency, Swin-B version [34] is adopted.

Each Swin Transformer first splits the input single-modality image into non-overlapping patches by a patch embedding. The feature of each patch in color stream is set as a concatenation of the raw pixel RGB values, while that in depth stream is set as a concatenation of three copied depth values. Then,
they are fed into the multi-stage feature transformation. With the increasing depth of the network, the number of tokens is gradually reduced by patch merging layers to produce the hierarchical representation of each modality, which can be denoted as \( \{ST_c^i\}_{i=1}^4 \) and \( \{ST_d^i\}_{i=1}^4 \), respectively.

### C. Spatial Alignment and Channel Re-Calibration Module

On one hand, since the position of salient objects in multi-modality image pairs should be the same, the features from different modalities need to be aligned first to show the common salient position. On the other hand, since RGB image shows more appearance and texture information, and depth image exhibits more spatial cue, the features from different modalities are different in the importance of feature channels, and the multi-modality features need to be re-calibrated to emphasize their respective salient content. Therefore, the spatial alignment and channel re-calibration module is proposed. It first aligns two modalities in spatial part, and then recalibrates respective channel part to pay more attention to the salient content in each modality.

Specifically, given the color features \( ST_c^i \) and depth feature \( ST_d^i \) at a certain hierarchy \( i \in \{1, \cdots, 4\} \), we first compute their common spatial attention map \( SA_i \) as:

\[
SA_i = SA(ST_c^i \times ST_d^i)
\]

where “\( \times \)” means element-wise multiplication operation, and \( SA(\cdot) \) denotes spatial attention operation which is defined as:

\[
SA(x) = \text{Sigmoid}(\text{Conv}_3(\text{CGMP}(x)))
\]

where \( \text{CGMP}(\cdot) \) means global max pooling operation along channel direction, \( \text{Conv}_3(\cdot) \) represents the convolution operation with the kernel size 3 \( \times \) 3, and \( \text{Sigmoid}(\cdot) \) denotes the sigmoid activation function.

Next, the common spatial attention map is served as the weight of color feature and depth feature to achieve the spatial alignment of both modalities by:

\[
ST_1^c = SA_i \times ST_c^i \\
ST_1^d = SA_i \times ST_d^i
\]

Third, the aligned features in spatial part \( ST_1^l (l \in \{c, d\}) \) are performed channel attention respectively, to generate channel attention map which shows more weights on the more salient content in each modality by:

\[
CA_c^i = CA(ST_1^c) \\
CA_d^i = CA(ST_1^d)
\]

where \( CA(\cdot) \) denotes channel attention operation which is defined as:

\[
CA(x) = \text{Sigmoid}(\text{Conv}_1(\text{GMP}(x)))
\]

where \( \text{GMP}(\cdot) \) means the global max pooling operation, \( \text{Conv}_1(\cdot) \) represents the convolution operation with the kernel size 1 \( \times \) 1.
Last, each channel attention map is multiplied with original feature to achieve the channel re-calibration.

\[ F_i^c = CA_i^c \times ST_i^c \]
\[ F_i^d = CA_i^d \times ST_i^d \]  

(6)

After the spatial alignment and channel re-calibration module, the enhanced features \( F_i^j \) \((i \in \{c, d\})\) achieve the position alignment and channel re-calibration, which show the stronger representation ability.

D. Edge-Aware Module

As we all known, high-layer features express more semantic information, while shallow-layer features carry more details. Meanwhile, salient objects are more likely to exhibit pop-out structure in the depth image [71]. It is easy to depict the object contours by depth contrast. Therefore, the shallow-layer features of the depth backbone are used to produce the edge feature.

Specifically, \( ST_i^d \) \((i = 1, 2, 3)\) are performed \( 1 \times 1 \) convolutional operation and upsampling operation to generate three features with the same size, and then they are concatenated to generate edge feature.

\[ F_e = Concat(Conv_1(ST_i^d), Up_2(Conv_1(ST_i^d))), \]
\[ Up_4(Conv_1(ST_i^d)) \]  

(7)

where \( Up_4(\cdot) \) denotes \( \times \) upsampling operation, and \( Concat(\cdot) \) means the concatenation operation.

Next, the obtained edge feature is performed a channel attention and a residual connection to generate the clearer edge information by:

\[ F_e' = F_e \times CA(BConv(F_e)) + F_e \]  

(8)

where \( BConv(\cdot) \) represents convolutional operation with kernel size \( 3 \times 3 \) followed by a batch normalization layer and a ReLU activation function, and “+” means element-wise addition operation.

The edge-aware module outputs the edge features \( F_e' \) which will be used to guide the decoding process of the model and enhance the details.

E. Edge-Guided Decoder

After spatial alignment and channel re-calibration and edge feature extraction, decoder combines the enhanced hierarchical features of different modalities with the edge features to produce the edge-guided salient feature.

Specifically, the aligned and re-calibrated color and depth features from two modalities \( F_i^c \) and \( F_i^d \) at a certain hierarchy \( i \in \{1, \ldots, 4\} \) are fused by the addition, multiplication and concatenation operation by:

\[ F_i = Concat((F_i^d + F_i^c), (F_i^d \times F_i^c)) \]  

(9)

Next, according to the decoding idea widely used in U-Net framework [72], the high-level fused feature is progressively aggregated into the shallow-layer fused features by:

\[ FF_i = \begin{cases} 
F_i + Conv_3(Up_2(FF_{i+1})), & i = 1, 2, 3 \\
F_i, & i = 4 
\end{cases} \]  

(10)

At last, edge feature from edge-aware module is combined with fused feature to generate the edge-guided salient feature \( F_e \).

\[ F_e = Concat(F_e', FF_i) \]  

(11)

F. Loss Function

The loss function \( L \) is defined as:

\[ L = L_e(S_e) + L_s(S) \]  

(12)

where \( L_e \) and \( L_s \) denote edge loss and saliency loss, respectively.

1) Edge Loss: The edge map is generated from edge-aware module. Specifically, edge feature \( F_i^e \) is fed into a convolution layer and a upsampling layer to generate edge map \( S_e \) by:

\[ S_e = Up_4(Conv_3(F_i^e)) \]  

(13)

The edge ground truth can be easily got from saliency map ground truth by Canny edge detector [73]. It is used to supervise the edge map \( S_e \). The edge loss \( L_e \) adopts the cross-entropy loss, and it is defined as:

\[ L_e(S_e) = - \sum_{j \in Z_+} \log Pr(y_j = 1|S_e) - \sum_{j \in Z_-} \log Pr(y_j = 0|S_e) \]  

(14)

where \( Z_+ \) and \( Z_- \) denote the edge pixels set and background pixels set respectively. \( Pr(y_j = 1|S_e) \) is the prediction map in which each value denotes the edge confidence for the pixel.

2) Saliency Loss: The final saliency map can be generated from edge-guided decoder. Specifically, the edge-guided salient feature \( F_e \) is fed into a convolution layer and a upsampling layer to generate saliency map \( S \) by:

\[ S = Up_4(Conv_3(F_e)) \]  

(15)

The saliency loss \( L_s \) adopts the cross-entropy loss, and it is defined as:

\[ L_s(S) = - \sum_{j \in Y_+} \log Pr(y_j = 1|S) - \sum_{j \in Y_-} \log Pr(y_j = 0|S) \]  

(16)

where \( Y_+ \) and \( Y_- \) denote the salient region pixels set and non-salient pixels set respectively. \( Pr(y_j = 1|S) \) is the prediction map in which each value denotes the salient region confidence for the pixel.

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

1) Datasets: For RGB-D SOD, we evaluate the proposed method on several challenging RGB-D SOD datasets. NLPR [74] includes 1,000 images with single or multiple salient objects. NJU2K [75] consists of 2,003 stereo image pairs and ground-truth maps with different objects, complex and challenging scenes. STERE [76] incorporates 1,000 pairs of binocular images downloaded from the Internet. DES [77] has 135 indoor images collected by Microsoft Kinect. SIP [78]
contains 1,000 high-resolution images of multiple salient persons. DUT [79] contains 1,200 images captured by Lytro camera in real life scenes. For the sake of fair comparison, we use the same training dataset as in [78] and [80], which consists of 1,485 images from the NJU2K dataset and 700 images from the NLPR dataset. The remaining images are used for testing. In addition, on the DUT dataset, we follow the same protocols as in [45], [46], [79], [81], and [44] to add additional 800 pairs from DUT for training and test on the remaining 400 pairs. In summary, our training set contains 2,185 paired RGB and depth images, but when testing is conducted on DUT, our training set contains 2,985 paired ones.

For RGB-T SOD, we evaluate the proposed method on three RGB-T SOD datasets. VT821 [56] contains 821 manually registered image pairs. VT1000 [58] contains 1,000 RGB-T image pairs captured with highly aligned RGB and thermal cameras. VT5000 [59] contains 5,000 pairs of high-resolution, high-diversity and low-deviation RGB-T images. For the sake of fair comparison, we use the same training dataset as in [62], [82], and [11], which consists of 2,500 image pairs in VT5000. The rest image pairs are used for testing.

2) Evaluation Metrics: We adopt widely used metrics to evaluate the performance of our model and SOTA RGB-D and RGB-T SOD models. They are the precision-recall (PR) curve [83], S-measure [84], F-measure [85], E-measure [86] and mean absolute error (MAE) [87]. Specifically, the PR curve plots precision and recall values by setting a series of thresholds on the saliency maps to get the binary masks and further comparing them with the ground truth maps. The S-measure can evaluate both region-aware and object-aware structural similarity between saliency map and ground truth. The F-measure is the weighted harmonic mean of precision and recall, which can evaluate the overall performance. The E-measure simultaneously captures global statistics and local pixel matching information. The MAE measures the average of the per-pixel absolute difference between the saliency maps and the ground truth maps. In our experiment, E-measure and F-measure adopt the adaptive metrics.

B. Implementation Details

During the training and testing phase, the input RGB, depth and thermal images are resized to 384 × 384. Since the depth image is single-channel data, it is copied to form three-channel image which is the same as RGB and thermal images. Multiple enhancement strategies are used for all training images, i.e., random flipping, rotating and border clipping. Parameters of the backbone network are initialized with the pretrained parameters of Swin-B network [34]. The rest of parameters are initialized to PyTorch default settings. We employ the Adam optimizer [88] to train our network with a batch size of 3 and an initial learning rate 5e-5, and the learning rate will be divided by 10 every 100 epochs. Our model is trained on a machine with a single NVIDIA RTX 2080Ti GPU. The model converges within 200 epochs, which takes nearly 26 hours.

C. Comparisons With SOTAs

1) RGB-D SOD: For RGB-D SOD, our model is compared with several SOTA RGB-D SOD algorithms, including D3Net [78], ASIF-Net [36], ICNet [89], DCMF [52], DRLF [90], SSF [43], SSMA [38], A2dele [46], UC-Net [91], JL-DCF [92], CoNet [44], DaNet [81], EBFSP [93], CDNet [94], HAI-Net [95], RD3D [49], DSA2F [48], MMNet [63] and VST [6]. To ensure the fairness of the comparison results, the saliency maps of the evaluation are provided by the authors or generated by running source codes.

Quantitative Evaluation: Fig.2 shows the comparison results on PR curve. Table.I shows the quantitative comparison results of four evaluation metrics. As can be clearly observed from figure that our curves are significant better than the others on NLPR, NJU2K, STERE, SIP and DUT datasets, slightly on DES dataset. It benefits from the choose of backbone, spatial alignment and channel re-calibration of two modalities and edge guidance. Meanwhile, the table also gives the consistent results. The performance is improved with a large margin on NLPR, NJU2K, STERE, SIP and DUT datasets, and has a little effectiveness on DES dataset. Compared with transformer-based method VST [6], S-measure, F-measure, E-measure and MAE are improved about 0.007, 0.017, 0.010 and 0.005 on average. The PR curve and evaluation metrics all verify the effectiveness and advantages of our proposed method in RGB-D SOD task.

Qualitative Evaluation: To make the qualitative comparisons, we show some visual examples in Fig.3. It can be observed that our method has the better detection results than other methods in some challenging cases: similar foreground and background (1st-2nd rows), complex scene (3rd-4th rows), depth image with low quality (5th-6th rows), small object (7th-8th rows) and multiple objects (9th-10th rows). In addition, our approach can produce more fine-grained details as highlighted in the salient region (11th-12th rows). The visual examples indicate that our approach can better locate salient objects and produce more accurate saliency maps.

2) RGB-T SOD: For RGB-T SOD, our model is compared with some SOTA RGB-T SOD algorithms, including MTMR [56], M3S-NIR [55], SGDL [58], ADF [59], EF2Net [11], MIDD [62], MMNet [63], CSRNet [65], CGFNet [64]. To ensure the fairness of the comparison results, the saliency maps of the evaluation are provided by the authors or generated by running source codes.

Quantitative Evaluation: Fig.4 shows the comparison results on PR curve. Table.II shows the quantitative comparison results of four evaluation metrics. As can be clearly found from figure that our curves are very high, which means that our method is superior to the others with a large margin. Furthermore, from the table, we can see that all the evaluation metrics are the best and our performance is significantly improved. The PR curve and evaluation metrics all verify the effectiveness and advantages of our proposed method in RGB-T SOD task.

Qualitative Evaluation: To make the qualitative comparisons, we show some visual examples in Fig.5. It can be observed that our method has the better detection results than other methods in some challenging cases: similar foreground and background (1st row), complex scene (2nd row), poor illumination (3rd row), low contrast of thermal image (4th row), small object (5th row) and multiple objects (6th row).
In addition, our approach is robust to noise disturbance, which can be seen in the 7th row. These all indicate that our approach can better adapt to different scenes, and work well by cross-modality fusion.

### D. Ablation Studies

We conduct ablation studies on RGB-D SOD to verify all of components.

1) The Effectiveness of Swin Transformer Backbone: We replaces Swin Transformer backbone with some CNN backbones (e.g., ResNet-50 [96], Res2Net-50 [97], ResNet-101 [96], Res50+ViT16 [98]) and transformer backbones (e.g., T2T-14 [66] and PVT-M [68]) to check the effectiveness of backbones. From Table III, we can find that the use of Swin Transformer significantly improves the detection performance. It profits from the integration of locality merit of CNN and
Fig. 3. Visual comparison with SOTA RGB-D models. Our SwinNet is outstanding in some challenging cases: similar foreground and background (1st-2nd rows), complex scene (3rd-4th rows), depth image with low quality (5th-6th rows), small object (7th-8th rows), multiple objects (9th-10th rows) and fine-grained object (11th-12th rows).

Fig. 4. P-R curves comparison of different models on three RGB-T datasets. Our SwinNet represented by red solid line outperforms SOTA models.

2) The Effectiveness of Spatial Alignment and Channel Re-Calibration Module: Fig. 7 shows visual comparison of some ablation studies. From left to right, there are RGB image, depth image, ground truth saliency map, prediction saliency map in the first line. In other lines, there are features in different layers, corresponding with the color features from backbones \( \{ ST_c^i \}_{i=1}^4 \), the color features after spatial alignment and channel re-calibration module \( \{ F_c^{i4} \}_{i=1}^4 \), the depth features in ResNet-D4. It may be caused by the larger receptive field in convolution neural network. Equipped with the long-range dependency merit, Swin-D4 shows salient features with more integrity. Certainly, Swin-Pred shows the better result than ResNet-Pred.
TABLE II
S-MEASURE, ADAPTIVE F-MEASURE, ADAPTIVE E-MEASURE, MAE COMPARISONS WITH DIFFERENT RGB-T MODELS. THE BEST RESULT IS IN BOLD

| Dataset | Metric | MTMR | M3S-NIR | SDGL | ADF | MIDD | ECFFNet | MMNet | CSRNet | CGFNet | SwinNet |
|---------|--------|------|---------|------|-----|------|---------|-------|--------|--------|---------|
| VT21    | S_α↑   | .725 | .723    | .765 | .810 | .871 | .877    | .875  | .885   | .881   | .904    |
|         | P_β↑   | .662 | .734    | .730 | .716 | .804 | .810    | .798  | .830   | .845   | .847    |
|         | R↑      | .108 | .140    | .085 | .077 | .045 | .034    | .040  | .038   | .038   | .030    |
|         | MAE↓    |       |         |      |      |      |         |       |        |        |         |
| VT1000  | S_α↑   | .706 | .726    | .737 | .910 | .915 | .923    | .917  | .918   | .923   | .938    |
|         | P_β↑   | .715 | .717    | .764 | .847 | .882 | .876    | .863  | .877   | .906   | .896    |
|         | R↑      | .836 | .827    | .856 | .921 | .933 | .930    | .924  | .925   | .944   | .947    |
|         | MAE↓    | .119 | .145    | .090 | .034 | .027 | .021    | .027  | .024   | .023   | .018    |
| VT5000  | S_α↑   | .680 | .652    | .750 | .863 | .867 | .874    | .864  | .868   | .883   | .912    |
|         | P_β↑   | .595 | .575    | .778 | .801 | .806 | .785    | .810  | .851   | .865   | .865    |
|         | R↑      | .795 | .780    | .824 | .891 | .897 | .906    | .890  | .905   | .922   | .942    |
|         | MAE↓    | .114 | .168    | .089 | .048 | .043 | .038    | .043  | .042   | .035   | .026    |

Fig. 5. Visual comparison with SOTA RGB-T models. Our SwinNet is outstanding in some challenging cases: similar foreground and background (1st row), complex scene (2nd row), poor illuminance (3rd row), low contrast of thermal image (4th row), small object (5th row), multiple objects (6th row) and noise disturbance object (7th row).

TABLE III
EFFECTIVENESS ANALYSIS OF BACKBONE NETWORK, INCLUDING RESNET-50, RES2NET-50, RESNET-101, RESNET-50+ViT16, T2T-14, PVT-M AND Swin-B. THE BEST RESULT IS IN BOLD

| Backbone  | NLPR S↑ | F_δ↑ | E_δ↑ MAE↑ | NJU2K S↑ | F_δ↑ | E_δ↑ MAE↑ | STERE S↑ | F_δ↑ | E_δ↑ MAE↑ | SIP S↑ | F_δ↑ | E_δ↑ MAE↑ |
|-----------|---------|------|-----------|----------|------|-----------|----------|------|-----------|-------|------|-----------|
| ResNet-50 | 925     | .878 | .948 .026 | 911     | .894 | .916 .039 | 896     | .872 | .920 .044 | 892   | .879 | .926 .046 |
| Res2Net-50| 905     | .813 | .924 .036 | 897     | .840 | .891 .054 | 880     | .816 | .892 .061 | 870   | .840 | .905 .065 |
| ResNet-101| 924     | .884 | .955 .024 | 920     | .904 | .922 .034 | 885     | .861 | .918 .049 | 897   | .888 | .931 .043 |
| ResNet-50+VIT16 | 932 | .892 | .960 .021 | 922     | .904 | .918 .033 | 903     | .869 | .917 .041 | 894   | .891 | .930 .036 |
| T2T-14    | 928     | .880 | .958 .022 | 915     | .893 | .919 .037 | 894     | .856 | .918 .044 | 897   | .887 | .931 .045 |
| PVT-M     | 925     | .879 | .956 .023 | 917     | .898 | .921 .036 | 901     | .869 | .922 .042 | 893   | .888 | .932 .033 |
| Swin-B    | 941     | .908 | .967 .018 | 935     | .922 | .934 .027 | 919     | .893 | .929 .033 | 911   | .912 | .943 .035 |

from backbones \{S^{d}_{l_{i}=1}\}^{4}_{i=1}, the depth features after spatial alignment and channel re-calibration module \{F^{d}_{l_{i}=1}\}, the features from decoder \{F^{d}_{l_{i}=1}\}. Last, a group of features in the decoder without edge guidance are shown in the last line.

From the comparison between Fig. 7 (c) and (d), we find that the depth features with the help of color features are close to ground truth, and salient region are misjudged less, especially in the second and third column.
Furthermore, we replace spatial alignment and channel re-calibration module with Depth-enhanced Module (DEM) in BBS-Net [39] which consists of the similar channel attention and spatial attention but no alignment operation to verify the effectiveness of spatial alignment and channel re-calibration module. From Table. IV, we can see that our S-measure, F-measure and E-measure and MAE wins about 0.006, 0.006, 0.005 and 0.002 when compared with DEM. The proposed spatial alignment and channel re-calibration module enhances the feature representation of color and depth images by the intra-layer interaction between two modalities and attentional weight assignment.

3) The Effectiveness of Edge Guidance: We remove the edge guidance in the decoder to verify its effectiveness. From Fig. 7 (e) and (f), we can find the use of edge features enhances the detail of detected objects. Meanwhile, from Table. V, we can also see that our S-measure, F-measure and E-measure and MAE are improved about 0.004, 0.009, 0.006 and 0.003, respectively. It can further illustrate that edge guidance improves the performance of our proposed model to some extend.

4) The Effectiveness of Each Modality: To verify the contribution of each modality, we conduct the ablation study. From Table.VI we can see that depth plays an obvious role in improving the performance from the first and third lines. Meanwhile, we also observe that depth information is interior to color cue in SOD performance when comparing the first and second lines. Especially, in STERE dataset, depth information plays a negative role because there are some depth images with low quality. The third line denoted as fusion result achieves the best results in a whole.

5) Model Complexity Analysis: Model size of SwinNet is 198.7M parameters. Its computation cost is about 124.3G FLOPs and inference speed is about 10 FPS including all the IO and preprocessing. Its complexity is high. From Table.VII, we can find the computation cost mainly exists in Swin Transformer backbone. SwinNet-fuse denotes SwinNet removing spatial alignment and channel re-calibration module, SwinNet-edge denotes SwinNet removing edge-aware module, SwinNet-decoder denotes SwinNet removing edge-guided decoder. Spatial alignment and channel re-calibration module and edge-aware module nearly spend no computation cost. Edge-guided decoder cost a little computation due to
TABLE IV
EFFECTIVENESS ANALYSIS OF SPATIAL ALIGNMENT AND CHANNEL RE-CALIBRATION MODULE. DEM DENOTES THE MODEL WITH DEPTH-ENHANCED MODULE IN BBS-Net [39] INSTEAD OF OUR SPATIAL ALIGNMENT AND CHANNEL RE-CALIBRATION MODULE. THE BEST RESULT IS IN BOLD.

| Variant     | NLPR     | NJU2K    | STERE    | SIP       |
|-------------|----------|----------|----------|-----------|
| DEM         | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ |
| Ours        | 936.903.934.019 | 930.918.927.028 | 914.888.928.034 | 900.901.933.040 |

TABLE V
EFFECTIVENESS ANALYSIS OF EDGE-GUIDED DECODER. THE BEST RESULT IS IN BOLD.

| Variant     | NLPR     | NJU2K    | STERE    | SIP       |
|-------------|----------|----------|----------|-----------|
| Without edge| S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ |
| Ours        | 938.901.963.020 | 928.911.922.031 | 919.887.927.034 | 905.900.937.040 |

TABLE VI
ABLATION STUDY ABOUT INDEPENDENT MODALITY IN RGB-D SOD. THE BEST RESULT IS IN BOLD.

| Variant     | NLPR     | NJU2K    | STERE    | SIP       |
|-------------|----------|----------|----------|-----------|
| RGB         | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ | S↑ F↓ E↑ MAE↓ |
| Depth       | 932.869.935.024 | 921.901.919.036 | 923.898.926.034 | 902.890.933.042 |
| RGB+Depth   | 941.908.967.018 | 935.922.934.027 | 919.893.929.033 | 911.912.943.035 |

TABLE VII
ABLATION STUDY ABOUT MODEL SIZE AND COMPUTATION COST.

| Methods       | SwinNet   | SwinNet-fuse | SwinNet-edge | SwinNet-decoder |
|---------------|-----------|--------------|--------------|-----------------|
| Params(M)     | 198.7     | 198.3        | 198.4        | 173.6           |
| FLOPs(G)      | 124.3     | 124.3        | 122.4        | 88.9            |

some convolution operations during upsampling process. The majority of cost exists in two Swin Transformer backbones.

V. CONCLUSION

Inspired by the success of transformer, it is introduced to drive RGB-D and RGB-T SOD. SwinNet achieves SOTA performance, in which Swin Transformer absorbs the local merit of CNN and global advantage to encode hierarchical features, spatial alignment and channel re-calibration module enhances the intra-layer cross-modality features, edge-guided decoder strengthens the inter-layer cross-modality fusion. Supervised by edge and saliency map, SwinNet works excellent on public databases. Increasing accuracy also brings about a reduction in speed. In the future, we will discuss the lightweight design.
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