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Abstract: We investigate the benign overfitting phenomenon in the large deviation regime where the bounds on the prediction risk hold with probability $1 - e^{-\zeta n}$, for some absolute constant $\zeta$. We prove that these bounds can converge to 0 for the quadratic loss. We obtain this result by a new analysis of the interpolating estimator with minimal Euclidean norm, relying on a preliminary localization of this estimator with respect to the Euclidean norm. This new analysis complements and strengthens particular cases obtained in [4] for the square loss and is extended to other loss functions. To illustrate this, we also provide excess risk bounds for the Huber and absolute losses, two widely spread losses in robust statistics.
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1. Introduction

In this paper, we consider Gaussian regression problems where one observes a dataset $D_n$ of i.i.d. random vectors $(x_i, y_i), i \in \{1, \ldots, n\}$ such that $y_i = \langle x_i, \beta^* \rangle + \xi_i$, where $\beta^* \in \mathbb{R}^p$ is an unknown vector, $x \sim \mathcal{N}(0, \Sigma) \in \mathbb{R}^p$ and $\xi \sim \mathcal{N}(0, \sigma^2) \in \mathbb{R}$ are independent random variables. Defining the matrix $X$ with lines $x_T$ and the vector $Y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n$, the set of least-squares estimators is defined by

$$\hat{\beta} \in \text{argmin}_{\beta \in \mathbb{R}^p} \sum_{i=1}^n (y_i - \langle x_i, \beta \rangle)^2 = \text{argmin}_{\beta \in \mathbb{R}^p} \|X\beta^* - Y\|_2^2.$$  

The solutions of this problem are $\hat{\beta} = X^gY$, where $X^g$ is any pseudo-inverse of $X$. When the dimension $p$ of $\beta$ is smaller than $n$, the least-squares estimator is typically unique and has a risk of order $O(\sigma^2 p/n)$, which deteriorates with the dimension $p$. This deterioration is unavoidable in general, a phenomenon known as the “curse of dimensionality” in statistical textbooks.

To bypass this issue, statisticians have focused on situations where $\beta^*$ satisfies some sparsity conditions, meaning that it belongs, or is close, to a known set $S$ of small dimensional subspaces $S \subset \mathbb{R}^p$. In many of these situations, least-squares estimators can be improved, by considering minimizers of regularized least-squares criteria of the form $\|X\beta - Y\|_2^2 + \Omega(\beta)$. Several examples of such procedures have been studied in the literature. Among the most popular ones, one can mention ridge regression [18, 12], the LASSO [29, 30, 9] and the elastic...
net \([34, 15]\). Regularization ensures that both the prediction risk
\[
E[(x, \hat{\beta} - \beta^*)^2 | D_n] = (\hat{\beta} - \beta^*)^T \Sigma (\hat{\beta} - \beta^*) = \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2^2
\]
and the estimation risk \(\|\hat{\beta} - \beta^*\|_2^2\) are controlled. These results hold even if \(p \geq n\) provided that \(\beta^*\) is close to a linear subspace \(S \subset \mathbb{R}^p\) with dimension \(s < n\).

When the dimension \(p \geq n\), the set of least-squares estimators is typically infinite. Actually, the matrix \(X\) in this case has typically full rank (and a non trivial kernel) and any solution in the set \(\{X^gY\}\), where \(X^g\) describes all pseudo-inverses of \(X\) satisfy \(XX^gY = Y\). In other words, in large dimension, least-squares estimators interpolate data. This kind of behavior is typically undesirable in statistics, as the estimators clearly overfit the observed dataset, and have usually poor generalization abilities. However, and perhaps counter-intuitively, it turns out that, when the dimension \(p\) is large in front of \(n\), the risk of prediction can become smaller for some of these solutions. This interesting phenomenon has given rise to a rapidly growing literature these last months, see \([5, 6, 7, 8, 11, 17, 23, 24]\). This success is not surprising as many algorithms in machine learning require to fit a huge number of parameters with a smaller number of data. The most famous examples are neural networks for which it has been repeatedly observed empirically that enlarging the network, hence, the number of parameters, may help to improve prediction performance \([1, 5, 33]\).

Of course, linear regression is much simpler than neural networks and the results proved here are not sufficient to explain the amazing prediction properties of these algorithms, but it is interesting to understand when and how high dimension helps prediction, at least in this simpler example. Moreover, several recent works have shown that the analysis of linear models can be relevant for over-parametrized neural networks. A reason is that, when neural networks are trained by gradient descent properly initialized, they are well approximated by a linear model in a Hilbert space. This method is known as neural tangent kernel approach \([19, 10, 3, 22]\). Understanding the generalization of over-parametrized linear models could therefore be seen as a first step in the direction of understanding deep learning.

In this paper, we consider more precisely the problem of \([4]\) where the least-squares solution with minimal Euclidean norm is analysed. It is well known that this solution is \(\hat{\beta} = X^+ Y\), where \(X^+\) is the Moore-Penrose pseudo inverse of \(X\). Our main results complement those in \([4]\) in the following sense. First, our results are derived in the large deviation regime, meaning that they hold with probability \(1 - e^{-\zeta n}\), for some absolute constant \(\zeta\). This regime is considered in \([4]\) but the bounds there don’t converge to 0 as \(n \to \infty\). On the contrary, our bounds can converge to 0 under proper assumptions on the spectrum of the covariance matrix \(\Sigma = \mathbb{E}[xx^T]\). These assumptions involve the rest of the series of singular values of the matrix \(\Sigma\), \(r_{k^*}(\Sigma) = \sum_{k=k^*}^p \lambda_i(\Sigma)\) for a well chosen index \(k^*\) as in \([4]\). The index \(k^*\) in our result is typically slightly larger than the one in \([4]\) by a logarithmic factor, see \([4]\) for a definition of \(k^*\) and the discussion at the end of Section 3.1 for a precise comparison between the \(k^*\) in
a particular example. Besides considering the large deviation regime, our new bounds improve those of [4] in typical examples where benign overfitting occurs, see the discussion following Corollary 1. These improvements are made possible by a new analysis of the estimator \( \hat{\beta} \), that relies on preliminary results showing that dimension may help to localize this estimator with respect to the estimation norm \( \| \hat{\beta} - \beta \|_2 \), see Theorem 3. This localization allows, for example, to prove rates of convergence that can be as fast as \( 1/n \) for this estimator, while the bounds in [4] only allow to reach \( 1/\sqrt{n} \). Our bounds exhibit a phase transition of the rates of convergence when the signal to noise ratio \( \text{SNR} = \| \beta^* \|_2^2 / \sigma^2 \) becomes larger than a threshold \( t = n/r_{k^*}(\Sigma) \) (this threshold typically grows to infinity in the examples). When \( \text{SNR} > t \), the prediction risk of the estimator satisfies, in the large deviation regime, \( \| \Sigma^{1/2}(\hat{\beta} - \beta^*) \|_2^2 \lesssim \| \beta^* \|_2^2 \text{Tr}(\Sigma)/n \). This rate can be exponentially better than the one in [4] for some spectrum of the covariance matrix \( \Sigma \), even if it holds with probability \( 1 - e^{-\zeta n} \) in our result and with constant probability in [4] (see the example following Corollary 1). On the other hand, when the SNR is too low, \( \text{SNR} \leq t \), these rates deteriorate into \( \| \Sigma^{1/2}(\hat{\beta} - \beta^*) \|_2^2 \lesssim \sigma^2 + k^*/n \). In this case, our rates improve those of [4] which are always larger than \( \sigma^2 k^* \) in the large deviation regime and actually met the optimal rate \( \sigma^2 \) as proved in [21, Theorem A'].

Besides the least-squares loss, our new strategy can be easily applied to analyse the excess risk of interpolating estimators with respect to other loss functions. This extension was mentioned as a relevant conjecture in [4]. We illustrate this by providing a short analysis of the excess risk of \( \hat{\beta} \) with respect to the Huber loss and the absolute loss, two widely spread methods in robust statistics. The bounds obtained on the excess risk of \( \hat{\beta} \) with respect to these losses involve the same quantities as for the quadratic loss. They are gathered in Theorem 2.

The remainder of the paper is decomposed as follows. Section 2 sets the main notations and recall the construction of the estimator \( \hat{\beta} \). Section 3 gathers the main results of the paper, the upper bounds on the excess risk of the estimator \( \beta \) with respect to the quadratic, absolute and Huber losses. The proofs of these results are gathered in Section 4.

2. Setting

Let \( (x, y), (x_i, y_i)_{i=1,...,n} \) denote i.i.d random vectors generated according to the following Gaussian linear model,

\[
y = x^T \beta^* + \xi ,
\]

where \( \beta^* \in \mathbb{R}^p \) is the signal of interest, the design \( x \) is a Gaussian vector \( x \sim \mathcal{N}(0, \Sigma) \in \mathbb{R}^p \) and the noise \( \xi \) is a Gaussian random variable \( \xi \sim \mathcal{N}(0, \sigma^2) \), independent of \( x \). Let \( X \in \mathbb{R}^{n \times p} \) denote the matrix with lines \( x_1^T, \ldots, x_n^T \). Let \( Y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n \) and \( \xi = (\xi_1, \ldots, \xi_n)^T \). Using these notations, the dataset \( D_n = \{ (x_1, y_1), \ldots, (x_n, y_n) \} \) can be represented in the matrix form as

\[
Y = X \beta^* + \xi .
\]
The set of interpolating vectors $H_n \subset \mathbb{R}^p$ is defined as $H_n = \{ \beta \in \mathbb{R}^p : X \beta = Y \}$. We analyse the estimator defined as the interpolating vector with minimal Euclidean norm, that is

$$\hat{\beta} = \arg\min_{\beta \in H_n} \| \beta \|_2,$$

where $\| \cdot \|_2$ denotes the Euclidean norm in $\mathbb{R}^p$. This estimator is defined only when the set $H_n$ is non-empty. In general, this occurs only when $X$ has full rank $n$, which holds almost surely when the dimension $p$ is larger than the number of observations $n$, provided that $\Sigma$ has rank at least $n$. In the following, we assume therefore that $p \geq 4n$ and that $\Sigma$ has rank at least $n$. The constant 4 has no particular meaning here, it could be replaced by any constant strictly larger than 1 without affecting the results.

Our main results give upper bounds on the prediction loss of $\hat{\beta}$. Let $\ell : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^+$ denotes a loss function such that $\ell(y, y) = 0$ for all $y \in \mathbb{R}$ and $\ell(y, y') > 0$ if $y \neq y'$. It is also assumed that the function $y \mapsto \ell(y, y')$ is convex for any $y \in \mathbb{R}$. In the first part of the paper, $\ell$ will be the square loss $\ell(y, y') = (y - y')^2$. Other losses will be considered in Section 3.2. For any $\beta \in \mathbb{R}^p$ and any $(u, v) \in \mathbb{R}^p \times \mathbb{R}$, let $\ell_\beta(u, v) = \ell((u, \beta)^T, v)$ and let $\mathcal{L}_\beta(u, v) = \ell_\beta(u, v) - \ell_{\beta^*}(u, v)$. For any function $f : \mathbb{R}^p \times \mathbb{R} \to \mathbb{R}$, let $P f = \mathbb{E}[f(x, y)]$. The excess risk is then defined as:

$$\mathbb{E}\left[ \ell\left(\langle x, \hat{\beta} \rangle, y \right) - \ell\left(\langle x, \beta^* \rangle, y \right) \bigg| D_n \right] = P(\ell_\beta - \ell_{\beta^*}) = P\mathcal{L}_\beta.$$

As usual, the expectation is taken over the random variables $(x, y)$ only, so the excess risk is a random variable. In this paper, we provide risk bounds for the estimator $\hat{\beta}$ that hold in the large deviation regime. This means that we build deterministic upper bounds $r_n$ on $P\mathcal{L}_\beta$ such that $P(P\mathcal{L}_\beta > r_n) \leq \exp(-\zeta n)$, for some absolute constant $\zeta$.

For any symmetric matrix $A \in \mathbb{R}^{n \times n}$, we denote by $\lambda_1(A) \geq \cdots \geq \lambda_n(A)$ its eigenvalues in the non-increasing order and by $r_k(A) = \sum_{i=k}^n \lambda_i(A)$. More generally, for any matrix $B \in \mathbb{R}^{n \times p}$, we denote by $\sigma_1(B) \geq \cdots \geq \sigma_{\min}(B) > 0$, its positive singular values in the non-increasing order. The operator norm of $B$ is denoted by $\|B\| = \sigma_1(B)$. For any symmetric positive semi-definite matrix $A$, let $\|\beta\|_A = \sqrt{\beta^T A \beta}$. Let $S(r)$ (resp. $S_A(r)$) denote the sphere in $\mathbb{R}^p$ with radius $r$ with respect to the Euclidean norm $\| \cdot \|_2$ (resp. with respect to the semi-norm $\| \cdot \|_A$). Define similarly $B(r)$ and $B_A(r)$ to be the balls with radius $r$. Let also, for any subset $B$ of $\mathbb{R}^p$, denote by $\beta + B = \{ u \in \mathbb{R}^p : \exists v \in B \text{ such that } u = \beta + v \}$. All along the paper, $c$ and $\zeta$ denote absolute positive constants. Typically, $\zeta$ denotes a small constant while $c$ denotes a large one.

3. Main results

This section provides our main contributions. Prediction bounds for the square loss are provided in Section 3.1 and for other loss functions in Section 3.2.
3.1. Prediction with least-squares loss

The following theorem is the main result of this paper.

**Theorem 1.** Let

\[ k^* = \inf \left\{ k \in \{1, \ldots, p\} : \frac{r_k(\Sigma)}{\lambda_k(\Sigma)} \geq \frac{32n \log \left( 1 + \frac{44}{3} \sqrt{p} \|\Sigma\| \right)}{r_k(\Sigma)} \right\}. \]  

(4)

Let \( \zeta > 0 \) be an absolute constant. Define the parameter \( v \), the estimation rate \( \rho \) and the prediction rate \( r^* \) by

\[ v = \frac{r_{k^*}(\Sigma)}{32n \lambda_{k^*}(\Sigma)}, \quad \rho = \|\beta^*\|_2 + \sigma \sqrt{\frac{32n}{r_{k^*}(\Sigma)}}, \]  

(5)

\[ r^* = \inf \left\{ r > 0 : \sum_{i=1}^p r^2 \wedge \lambda_i(\Sigma) \rho^2 \leq \zeta nr^2 \right\}. \]  

(6)

If \( k^* \leq cn \), for \( c > 0 \) an absolute constant, then, with probability larger than \( 1 - 7e^{-\left(v \wedge \zeta\right)n} \), the estimator \( \hat{\beta} \) defined in Equation (2) satisfies

\[ \|\hat{\beta} - \beta^*\|_2 \leq \rho \quad \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \leq r^*. \]

Theorem 1 is proved in Section 4.2. The estimation bound \( \rho \) does not converge to 0, which is not surprising in our high dimensional setting, in absence of sparsity assumption. However, it is interesting to see that it may decrease, up to a certain threshold, with the dimension \( p \). In particular, when the signal to noise ratio \( \|\beta^*\|^2/\sigma^2 \) is larger that the threshold \( n/r_{k^*}(\Sigma) \), \( \|\hat{\beta} - \beta^*\|_2 \) is at most of order \( \|\beta^*\|_2 \) when the dimension is large enough.

To discuss the prediction bounds, it is useful to give the following corollary, whose proof is a direct consequence of Theorem 1 left as an exercise. The corollary shows a phase transition in the rates of convergence when the signal to noise ratio \( \text{SNR} = \|\beta^*\|^2/\sigma^2 \) becomes larger than the threshold \( t = n/r_{k^*}(\Sigma) \).

**Corollary 1.** Grant the assumptions and notations of Theorem 1.

- If the signal to noise ratio is large enough, \( \|\beta^*\|^2/\sigma^2 \geq n/r_{k^*}(\Sigma) \), the estimator \( \hat{\beta} \) defined in Equation (2) satisfies, with probability larger than \( 1 - 7e^{-(v \wedge \zeta)n} \),

\[ \|\hat{\beta} - \beta^*\|_2 \lesssim \|\beta^*\|_2, \quad \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \lesssim \|\beta^*\|_2 \frac{\text{Tr}(\Sigma)}{n}. \]

- On the other hand, if the signal to noise ratio is too small, \( \|\beta^*\|^2/\sigma^2 \leq n/r_{k^*}(\Sigma) \), then, the estimator \( \hat{\beta} \) defined in Equation (2) satisfies, with probability larger than \( 1 - 7e^{-(v \wedge \zeta)n} \),

\[ \|\hat{\beta} - \beta^*\|_2 \lesssim \sigma \sqrt{\frac{n}{r_{k^*}(\Sigma)}}, \quad \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \lesssim \left( \sigma^2 + \frac{k^*}{n} \right). \]
Corollary 1 can be used to compare our results with those in [4].

1. The upper bounds in Corollary 1 hold with probability larger than $1 - \exp(-\zeta n)$ and may converge to 0 while those in [4] are always larger than a constant at these confidence levels.

2. For high signal to noise ratios, $\text{SNR} = \frac{\|\beta^*\|^2}{\|\Sigma\|} > t = \frac{n}{r_k^*} / \sqrt{\text{Tr}(\Sigma) / n}$, Corollary 1 improves the results provided in [4], since the main term in this case here is $\|\beta^*\|^2 \frac{\text{Tr}(\Sigma)}{n}$ while it is $\|\beta^*\|^2 \sqrt{\text{Tr}(\Sigma) / n}$ in this paper.

3. For small signal to noise ratios, $\text{SNR} < t$, our rates are of order $\frac{\sigma^2 + k^*/n}{n}$, which improve the result of [4] at confidence levels $e^{-\zeta n}$. An interesting feature of the results in [4] is that it provides upper bounds that can converge to 0 at smaller confidence levels. On the other hand, [21, Theorem A'] shows that $\sigma^2$ is the optimal rate that can hold with probability larger than $1 - \exp(-\zeta n)$.

4. The parameter $k^*$ in Theorem 1 is slightly larger in general than the one in [4], since they only require that $r_k^* / \lambda_k^* > \lambda_k^* / (\Sigma)$, while we have an extra logarithmic factor in the definition (4).

To illustrate the upper bounds, [4] provide several examples of “benign matrices” where the different quantities of interest in Theorem 1 can easily be computed. We compute the quantities appearing in one of these examples now.

Assume that there exist $\epsilon = o(1)$ and $\tau = \Omega(1)$ such that, for any $k$,

$$\lambda_k^*(\Sigma) = e^{-k/\tau} + \epsilon,$$

with $\tau \log(1/\epsilon) < n$, $p = cn \log(1/\epsilon)$.

In this case, for any $k$ and $\gamma = \tau/(1 - e^{-\tau})$,

$$\frac{r_k}{\lambda_k} = \frac{(p - k)\epsilon + \gamma(e^{-k/\tau} - e^{-p/\tau})}{e^{-k/\tau} + \epsilon},$$

$$\frac{p\|\Sigma\|}{r_k^*(\Sigma)} = \frac{p}{(p - k)\epsilon + \gamma(e^{-k/\tau} - e^{-p/\tau})}.$$

Therefore, for $k = \tau \log(1/\epsilon) < p/2$ and $c$ large enough,

$$\frac{r_k}{\lambda_k} \geq \frac{pe/2 + \gamma \epsilon}{2\epsilon} \geq \frac{p}{4} \geq 32n \log \left( 1 + \frac{44}{3} \sqrt{\frac{2}{\epsilon}} \right) \geq 32n \log \left( 1 + \frac{44}{3} \sqrt{\frac{p\|\Sigma\|}{rk(\Sigma)}} \right).$$

Hence, $k^* \leq \tau \log(1/\epsilon) < n$. Moreover, $r_k^* / \lambda_k^* = \Theta(p\epsilon) = \Theta(n \log(1/\epsilon))$ so the threshold $t$ for the SNR ratio is $t = \Omega(1/\epsilon \log(1/\epsilon))$. This threshold therefore grow to infinity if $\epsilon \to 0$. As $\text{Tr}(\Sigma) \leq pe + \tau$ and the parameter $v \gtrsim pe/(n\epsilon) \gtrsim 1$, Corollary 1 shows in this example that, if $\|\beta^*\|^2 / \sigma^2 \geq 1 / (\epsilon \log(1/\epsilon))$, with probability larger than $1 - e^{-\zeta n}$,

$$\|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|^2 \lesssim \|\beta^*\|^2 \frac{pe + \tau}{n} = \|\beta^*\|^2 \left( \epsilon \log(1/\epsilon) + \frac{\tau}{n} \right).$$

Our rates of convergence in this example can therefore be, up to logarithmic factors as fast as $\epsilon \lor (1/n)$, while [4, Theorem 6] gives in this setting a
rate \((1/\log(1/\epsilon)) \vee (1/n)\) that is exponentially slower. In addition, let us recall that Corollary 1 here shows that the rate \(\epsilon \vee (1/n)\) holds with probability \(1 - e^{-\zeta n}\) while [4, Theorem 6] only shows that the logarithmically slower rate \((1/\log(1/\epsilon)) \vee (1/n)\) holds with constant probability.

3.2. Extension to other loss functions

The purpose of this section is to show that the analysis developed to prove the main theorem can be easily extended and that the excess risk of \(\hat{\beta}\) with respect to other loss functions can be controlled with the same arguments. To illustrate this general principle, we consider two losses, namely, the Huber and absolute losses. Both losses have been used repeatedly in robust statistics. Formally, let \(\ell : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^+\) denote one of the following convex loss function:

- The **Huber loss** is defined, for any \(u, y \in \mathbb{R}\), by
  \[
  \ell(u, y) = \varphi_H(u - y), \quad \text{where} \quad \varphi_H(u) = \begin{cases} 
  \frac{1}{2}u^2 & \text{if } |u| \leq \delta \\
  \delta |u| - \delta^2/2 & \text{if } |u| > \delta
  \end{cases}
  \]

  Notice that \(\varphi_H\) is \(\delta\)-Lipschitz.

- The **absolute loss** is defined, for any \(u, y \in \mathbb{R}\), by \(\ell(u, y) = \varphi_A(u - y)\), where \(\varphi_A(u) = |u|\) is 1-Lipschitz.

For both losses, recall that, for any \(\beta \in \mathbb{R}^p\), by \(PL_\hat{\beta} = P[\ell_\hat{\beta} - \ell_{\beta^*}]\), with \(\ell_{\beta}(x, y) = \ell(\langle x, \beta \rangle, y)\).

**Theorem 2.** There exist absolute constants \(\zeta, c, c_2\) such that the following holds. Let \(k^*, \rho, v, r^*\) be defined as in Theorem 1. If \(k^* \leq cn\), then

- if \(\ell\) is the Huber loss with \(\delta = c_2 \sigma\), with probability larger \(1 - 10e^{-(\zeta \wedge v)n}\),
  \[PL_\hat{\beta} \leq c(r^*)^2\]

- if \(\ell\) is the absolute loss, with probability larger \(1 - 8e^{-(\zeta \wedge v)n}\),
  \[PL_\hat{\beta} \leq cr^*\]

**Remark 1.** Theorem 2 is proved in Section 4.3. It shows that the excess risk for the Huber loss is of the same order as the one for the square loss. It is the square root of these rate for the absolute loss. Both results are expected as the same phenomenon appear in small dimension also, see for example [14].

4. Proofs of the main results

The remaining of the paper is devoted to the proofs of the main results. Section 4.1 (resp. 4.2) shows the estimation bound (resp. the prediction bounds) in Theorem 1.
4.1. Proof of the estimation bound of Theorem 1

The following theorem establishes the bound on the estimation error in Theorem 1. In the following section, this preliminary estimate will be used to “localize” the analysis of the prediction risk of $\hat{\beta}$. This approach is now classical in statistical learning, it has been applied successfully, for example, in [20, 25, 26, 27].

**Theorem 3.** There exist absolute constants $c$ and $\zeta$ such that the following holds. Let $k^*$, $v$ and $\rho$ be defined as in Theorem 1. If $k^* \leq cn$, the estimator $\hat{\beta}$ defined in Equation (2) satisfies

$$P(\|\hat{\beta} - \beta^*\|_2 \leq \rho) \geq 1 - 4 \exp(-v \land 1/5)n) \ .$$  

(7)

**Proof of Theorem 3.** The proof starts with the following lemma.

**Lemma 1.** With probability conditionally on $X$ larger than $1 - e^{-n/2}$,

$$\|\hat{\beta} - \beta^\ast\|_2 \leq \|\beta^\ast\|_2 + 2\sigma \sqrt{\frac{n}{\sigma(X)}} .$$  

(8)

**Proof of Lemma 1.** Classical results of linear algebra show that

$$\hat{\beta} = X^+ Y = X^+ X \beta^* + X^+ \xi ,$$

where $X^+$ denotes the Moore-Penrose pseudo-inverse of $X$. Therefore,

$$\|\hat{\beta} - \beta^*\|_2 = \|(X^+ X - I_p) \beta^* - X^+ \xi\|_2 \leq \|\beta^*\|_2 + \|X^+ \xi\|_2 ,$$  

(9)

where the last inequality follows from the triangular inequality and the fact that $X^+ X - I_p$ is the projection matrix onto the null-space of $X$. Since $\|X^+ \xi\|_2 \leq \|X^+\| \|\xi\|_2$, the function $\xi \mapsto \|X^+ \xi\|_2$ is $\|X^+\|$-Lipschitz with respect to the Euclidean norm. From Borell’s Gaussian concentration inequality, with probability conditionally on $X$ larger than $1 - \exp(-n/2)$,

$$\|X^+ \xi\|_2 \leq \mathbb{E}[\|X^+ \xi\|_2 | X] + \sigma \|X^+\| \sqrt{n} .$$  

(10)

Since rank($X$) $\leq n$, $\|X^+\| \leq \sigma_n^{-1}(X)$. Similarly, rank(($(X^+)^T X^+$) $\leq$ rank($X^+$) $\leq n$. Therefore, writing $\mathbb{E}[\cdot]$ for $\mathbb{E}[\cdot|X]$,

$$\mathbb{E}[\|X^+ \xi\|_2] \leq (\mathbb{E}[\|X^+ \xi\|_2^2])^{1/2}$$

$$= (\mathbb{E}[\xi^T (X^+)^T X^+ \xi])^{1/2} = \sigma((\mathbb{E}[(X^+)^T X^+])^{1/2}$$

$$= \sigma(\sum_{i=1}^n \lambda_i ((X^+)^T X^+))^{1/2} = \sigma(\sum_{i=1}^n \sigma_i^2(X^+))^{1/2}$$

$$= \sigma(\sum_{i=1}^n \sigma_i^{-2}(X))^{1/2} \leq \sigma \sqrt{\frac{n}{\sigma(X)}} .$$

Plugging (10) and this bound on $\mathbb{E}[\|X^+ \xi\|_2 | X]$ into (9) concludes the proof. $\blacksquare$
Lemma 1 provides a random bound on the estimation error of $\hat{\beta}$. To prove Theorem 3, it remains to bound from below, with high probability, the smallest eigenvalue $\sigma_n^2(X)$ of $XX^T$. This control is obtained in the following lemma.

**Lemma 2.** With probability larger than $1 - 2\exp(-p/18) - \exp(-nv)$, we have

$$\sigma_n(X) \geq \sqrt{\frac{r_{k^*}(\Sigma)}{8}}.
$$

**Proof.** The matrix $X^T$ is distributed as $\Sigma^{1/2}G$, where $G \in \mathbb{R}^{p \times n}$ is a random matrix with i.i.d standard Gaussian variables, hence $\sigma_n(X) = \sigma_n(X^T)$ is distributed as $\sigma_n(\Sigma^{1/2}Gx)$. From the Courant-Fischer-Weyl min-max principle, we have

$$\sigma_n(\Sigma^{1/2}Gx) = \min_{x \in S^{n-1}} \|\Sigma^{1/2}Gx\|_2.$$  

Let $x \in S^{n-1}$ and $\Lambda = \text{diag}(\lambda_1(\Sigma), \cdots, \lambda_p(\Sigma))$. By the spectral theorem, there exists an orthogonal matrix $P$ such that $\|\Sigma^{1/2}Gx\|_2^2 = \|P\Lambda^{1/2}P^TGx\|_2^2$. Hence, by rotation invariance of Gaussian random vectors, $\|\Sigma^{1/2}Gx\|_2^2$ is distributed as $\|\Lambda^{1/2}Gx\|_2^2$, that is, as $\|x\|_2^2\sum_{i=1}^p \lambda_i(\Sigma)g_i^2$, where $g_1, \cdots, g_p$ are i.i.d standard Gaussian random variables. As $x \in S^{n-1}$, $\|\Sigma^{1/2}Gx\|_2^2$ is distributed as $\sum_{i=1}^p \lambda_i(\Sigma)g_i^2$. Clearly

$$\sum_{i=1}^p \lambda_i(\Sigma)g_i^2 \geq \sum_{i=k^*}^p \lambda_i(\Sigma)g_i^2.$$  

Elementary computations show that, for any $i$, $\lambda_i(\Sigma)g_i^2$ is sub-exponential (see Definition 1) with parameters $(2\sqrt{\lambda_i(\Sigma)}, 4\lambda_i(\Sigma))$. As these variables are independent, by Proposition 1, $\sum_{i=k^*}^p \lambda_i(\Sigma)g_i^2$ is sub-exponential with parameters $(2\sqrt{r_{k^*}(\Sigma)}, 4\lambda_{k^*}(\Sigma))$. Therefore, by Proposition 2, with probability $1 - \exp(-2nv)$,

$$\|\Lambda^{1/2}Gx\|_2^2 \geq \frac{1}{2}r_{k^*}(\Sigma). \tag{11}$$

Equation (11) holds for any fixed $x$ in the unit sphere $S^{n-1}$. To obtain uniform deviations, let us introduce an $\epsilon$-net $\Gamma_\epsilon$ of $S^{n-1}$. For any $x \in S^{n-1}$, there exists $y \in \Gamma_\epsilon$ such that $\|x - y\|_2 \leq \epsilon$. Thus,

$$\|\Sigma^{1/2}Gx\|_2 \geq \|\Sigma^{1/2}Gy\|_2 - \|\Sigma^{1/2}G(x - y)\|_2 \geq \|\Sigma^{1/2}Gy\|_2 - \epsilon\|\Sigma^{1/2}G\|.$$  

Since the operator norm is sub-multiplicative, $\|\Sigma^{1/2}G\| \leq \sqrt{\|\Sigma\|\|G\|}$. To bound the operator norm $\|G\|$, we use the following result.

**Theorem 4.** [31][Theorem 5.35]. Let $p \geq n$ and let $G$ denote a $p \times n$ matrix with independent standard Gaussian entries. For every $0 < \delta \leq 1$, with probability at least $1 - \delta$:

$$\sqrt{p} - \sqrt{n} - \sqrt{2\log(2/\delta)} \leq \sigma_{\min}(G) \leq \sigma_1(G) \leq \sqrt{p} + \sqrt{n} + \sqrt{2\log(2/\delta)}. \tag{12}$$
From Theorem 4, with probability larger that $1 - 2 \exp(-p/18)$,

$$\|G\| \leq \sqrt{p} + \sqrt{n} + \sqrt{\frac{2p}{18}} \leq \sqrt{p \left(1 + \frac{1}{2} + \frac{1}{3}\right)} = \frac{11\sqrt{p}}{6}.$$ 

It follows that

$$\min_{x \in S^{n-1}} \|\Sigma^{1/2}Gx\|_2 \geq \min_{y \in \Gamma_\varepsilon} \|\Sigma^{1/2}Gy\|_2 - \frac{11\sqrt{p}}{6} \varepsilon \sqrt{p\|\Sigma\|}.$$  \hspace{1cm} (13)

Hence, for

$$\varepsilon = \frac{6}{44} \sqrt{\frac{r_{k^*}(\Sigma)}{p\|\Sigma\|}},$$

we have

$$\min_{x \in S^{n-1}} \|\Sigma^{1/2}Gx\|_2 \geq \min_{y \in \Gamma_\varepsilon} \|\Sigma^{1/2}Gy\|_2 - \sqrt{\frac{r_{k^*}(\Sigma)}{4}}.$$  \hspace{1cm} (14)

Taking a union bound in (11), we get that, for this value of $\varepsilon$, with probability at least $1 - \exp \left(-2nv + \log(|\Gamma_\varepsilon|)\right)$,

$$\min_{x \in S^{n-1}} \|\Sigma^{1/2}Gx\|_2 \geq \sqrt{r_{k^*}(\Sigma) \left(\frac{1}{\sqrt{2}} \frac{1}{4}\right)} \geq \sqrt{\frac{r_{k^*}(\Sigma)}{8}}.$$ 

A standard volume argument shows that, for every $\varepsilon > 0$, $|\Gamma_\varepsilon| \leq (1 + 2/\varepsilon)^n$. Therefore, the probability estimate is bounded from below by

$$1 - \exp \left(-2nv + n \log \left(1 + \frac{44}{3} \sqrt{\frac{p\|\Sigma\|}{r_{k^*}(\Sigma)}}\right)\right).$$

By definition of $k^*$, this probability is bounded from below by

$$1 - \exp(-nv).$$

This concludes the proof of Lemma 2.

Theorem 3 then follows directly from Lemmas 1 and 2. \hfill \blacksquare

4.2. Proof of the prediction bound in Theorem 1

Let $\beta^* + B(\rho) = \{\beta \in \mathbb{R}^p : \|\beta - \beta^*\|_2 \leq \rho\}$. Let $P_n \mathcal{L}_\beta := n^{-1} \sum_{i=1}^n (\ell_\beta(x_i, y_i) - \ell_{\beta^*}(x_i, y_i))$ denote the empirical excess-risk. The proof starts with the following elementary result.
**Lemma 3.** With probability larger than $1 - \exp(-n/16)$, $P_n \mathcal{L}_\beta \leq -(1/2)\sigma^2$. Moreover, for any $r^*$, let $\Omega_{r^*,\rho}$ denote the following event

$$\Omega_{r^*,\rho} = \{\forall \beta \in \mathbb{R}^p \text{ such that } \beta - \beta^* \in B(\rho) \setminus B_\Sigma(r^*), P_n \mathcal{L}_\beta > -(1/2)\sigma^2\} .$$

On the event

$$\Omega_{r^*,\beta} \cap \{\hat{\beta} - \beta^* \in B(\rho)\} \cap \{P_n \mathcal{L}_\beta \leq -(1/2)\sigma^2\} ,$$

$\hat{\beta} - \beta \in B_\Sigma(r^*)$, that is

$$\|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \leq r^* .$$

**Proof.** Since $\hat{\beta} \in H_n$, $\langle x_i, \hat{\beta} \rangle = y_i$ for any $i \in \{1, \ldots, n\}$, so $P_n \ell_{\hat{\beta}} = 0$ and

$$P_n \mathcal{L}_{\hat{\beta}} = P_n(\ell_{\hat{\beta}} - \ell_{\beta^*}) = -P_n \ell_{\beta^*} = -\frac{1}{n} \sum_{i=1}^n \xi_i^2 .$$

Since $\xi_i \sim \mathcal{N}(0, \sigma^2)$, from Proposition 1, $\sum_{i=1}^n \xi_i^2$ is sub-exponential with parameters $(2\sigma\sqrt{n}, 4\sigma^2)$ and from Proposition 2, with probability larger than $1 - \exp(-n/16)$,

$$P_n \mathcal{L}_{\hat{\beta}} = -\frac{1}{n} \sum_{i=1}^n \xi_i^2 \leq -(1/2)\sigma^2 . \tag{15}$$

On $\Omega_{r^*,\rho}$ all $\beta$ such that $\|\beta - \beta^*\|_2 \leq \rho$ and $\|\beta - \beta^*\|_\Sigma > r^*$ satisfy $P_n \mathcal{L}_\beta > -(1/2)\sigma^2$. Therefore, on $\Omega_{r^*,\rho}$, if $\|\hat{\beta} - \beta^*\|_2 \leq \rho$ and $P_n \mathcal{L}_{\hat{\beta}} \leq -(1/2)\sigma^2$, $\hat{\beta}$ cannot satisfy $\|\hat{\beta} - \beta^*\|_\Sigma > r^*$. Hence,

$$\{\hat{\beta} - \beta^* \in B_\Sigma(r^*)\} \supset \Omega_{r^*,\rho} \cap \{\hat{\beta} - \beta^* \in B(\rho)\} \cap \{P_n \mathcal{L}_\beta \leq -(1/2)\sigma^2\} .$$

By Lemma 3, to bound the excess risk of $\hat{\beta}$, it is sufficient to show that $r^*$ defined in (6) is such that, with high probability

$$\inf_{\beta: \beta - \beta^* \in B(\rho) \setminus B_\Sigma(r^*)} \{P_n \mathcal{L}_\beta\} > -(1/2)\sigma^2 . \tag{16}$$

**Theorem 5.** There exists an absolute constant $\zeta$ such that, with probability larger than $1 - 2e^{-\zeta n}$,

$$\inf_{\beta: \beta - \beta^* \in B(\rho) \setminus B_\Sigma(r^*)} \{P_n \mathcal{L}_\beta\} > -(1/2)\sigma^2 ,$$

where $r^*$ is the complexity parameter defined in (6).

By Lemma 3 and Theorem 3, this means that, with probability larger than $1 - 6e^{-\zeta n} - e^{-\nu n}$,

$$\|\hat{\beta} - \beta^*\|_2 \leq \rho, \quad \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \leq r^* . \tag{17}$$
Proof of Theorem 5. Let \( \beta \in \beta^* + B(\rho) \setminus B(\rho) \) and denote by \( r = \|\Sigma^{1/2} (\beta - \beta^*)\|_2 \), so \( r > r^* \) and

\[
\beta - \beta^* \in H_{r, \rho} = B(\rho) \cap S_{\Sigma}(r) .
\]

Recall that, for any \( \beta \in \mathbb{R}^p \), as

\[
\langle x_i, \beta \rangle - y_i = \langle x_i, \beta - \beta^* \rangle + \langle x_i, \beta^* \rangle - y_i = \langle x_i, \beta - \beta^* \rangle - \xi_i ,
\]

we have

\[
P_n L_{\beta} = \frac{1}{n} \sum_{i=1}^{n} (\langle x_i, \beta \rangle - y_i)^2 - \langle x_i, \beta^* \rangle^2 - 2 \frac{1}{n} \sum_{i=1}^{n} \xi_i \langle x_i, \beta - \beta^* \rangle . \tag{18}
\]

Write now \( \alpha = r^*/r \in (0, 1) \) and \( \beta_0 = \beta^* + \alpha (\beta - \beta^*) \), so

\[
P_n L_{\beta} = \alpha^{-2} \frac{1}{n} \sum_{i=1}^{n} (\langle x_i, \beta_0 - \beta^* \rangle)^2 - \alpha^{-1} \frac{2}{n} \sum_{i=1}^{n} \xi_i \langle x_i, \beta_0 - \beta^* \rangle . \tag{19}
\]

By definition, \( \|\Sigma^{1/2} (\beta_0 - \beta^*)\|_2 = r^* \) and \( \|\beta_0 - \beta^*\| \leq \alpha \rho \), that is, \( \beta_0 - \beta^* \in H_{r^*, \alpha \rho} = S_{\Sigma}(r^*) \cap B(\alpha \rho) \). Define then

\[
Q_{r^*, \rho} = \sup_{\beta - \beta^* \in H_{r^*, \rho}} \left[ \frac{1}{n} \sum_{i=1}^{n} \langle x_i, \beta - \beta^* \rangle^2 - \mathbb{E} \langle x_i, \beta - \beta^* \rangle^2 \right] ,
\]

\[
M_{r^*, \rho} = \sup_{\beta - \beta^* \in H_{r^*, \rho}} \left[ \frac{2}{n} \sum_{i=1}^{n} \xi_i \langle x_i, \beta - \beta^* \rangle \right] .
\]

By (19), we have thus

\[
\inf_{\beta \in \beta^* + H_{r^*, \rho}} P_n L_{\beta} \geq \alpha^{-2} \left[ (r^*)^2 - Q_{r^*, \alpha \rho} \right] - 2 M_{r^*, \alpha \rho} \alpha^{-1}
\]

\[
\geq \alpha^{-2} \left[ (r^*)^2 - Q_{r^*, \rho} \right] - 2 M_{r^*, \rho} \alpha^{-1} . \tag{20}
\]

It remains to bound the quadratic process \( Q_{r^*, \rho} \) and the multiplier process \( M_{r^*, \rho} \). This control is based on the Gaussian width of the sets \( H_{r^*, \rho} \). Recall that the Gaussian width of a subset \( H \subset \mathbb{R}^p \) is defined by

\[
w^*(H) = \mathbb{E} \left[ \sup_{h \in H} \langle G, h \rangle \right] , \quad \text{where} \quad G \sim \mathcal{N}(0, I_p) .
\]

The useful controls are provided in the following lemma, whose proof is postponed to Section A.2.
Lemma 4. Let $r, \rho \geq 0$ and $\delta, \eta \in (0, 1)$. There exists an absolute constant $c$ such that, with probability larger than $1 - \delta$,

$$Q_{r, \rho} \leq c\left[C^2_{r, \rho} + rC_{r, \rho} + r^2(D_{\delta, n} \vee D^2_{\delta, n})\right],$$

where the complexity $C_{r, \rho} = w^*(\Sigma^{1/2}H_{r, \rho})/\sqrt{n}$ and $D_{\delta, n} = \sqrt{\log(1/\delta)/n}$. Moreover, there exists another absolute constant $c$ such that, with probability larger than $1 - \eta$,

$$M_{r, \rho} \leq c\sigma\left[C_{r, \rho} + rD_{\eta, n}\right].$$

We apply Lemma 4 with $\eta = \delta = e^{-\zeta^2n}$, $r = r^*$ and $\rho$. We have $D^2_{\delta, n} \leq D_{\delta, n} = \zeta < 1$. It shows that $P(\Omega^*) \geq 1 - 2e^{-\zeta^2n}$, where

$$\Omega^* = \{Q_{r^*, \rho} \leq c\left[C^2_{r^*, \rho} + r^*C_{r^*, \rho} + \zeta(r^*)^2\right] \cap \{M_{r^*, \rho} \leq c\sigma[C_{r^*, \rho} + r^*\zeta]\}.$$

Moreover, from Equation (20) and the fact that $\alpha = r^*/r$, on $\Omega^*$

$$\inf_{\beta \in \beta^* + H_{r, \rho}} P_n\mathcal{L}_\beta \geq r^2(1 - c\zeta) - c\left(\frac{C_{r^*, \rho}}{\alpha^2} + r\frac{C_{r^*, \rho}}{\alpha} - 2c\sigma\frac{C_{r^*, \rho}}{\alpha} + r\zeta\right). \quad (21)$$

It remains to bound the Gaussian width $w^*(\Sigma^{1/2}H_{r, \rho})$ to bound the complexity $C_{r^*, \rho}$. This control is provided in the following lemma, whose proof is provided in Section A.3.

Lemma 5. Let $r, \rho \geq 0$. Then,

$$w^*(\Sigma^{1/2}H_{r, \rho}) = \sqrt{2W_{r, \rho}}$$

where

$$W_{r, \rho} = \sum_{i=1}^{p} r^2 \wedge \lambda_i(\Sigma)^2 .$$

From Lemma 5,

$$w^*(\Sigma^{-1/2}H_{r^*, \rho}) \leq c\sqrt{W_{r^*, \rho}} .$$

The choice of $r^*$ ensures that

$$W_{r^*, \rho} \leq n(\zeta r^*)^2 \quad \text{so} \quad \frac{C_{r^*, \rho}}{\alpha} \leq \zeta r^* .$$

Plugging this inequality into (21) shows that, on $\Omega^*$,

$$\inf_{\beta \in \beta^* + H_{r, \rho}} P_n\mathcal{L}_\beta \geq r^2(1 - 3c\zeta) - 4c\zeta r^* .$$

The inequality $ab \leq (a^2 + b^2)/2$ with $a = 4cr\zeta$ and $b = \sigma$ shows that, on $\Omega^*$,

$$\inf_{\beta \in \beta^* + H_{r, \rho}} P_n\mathcal{L}_\beta \geq r^2(1 - 3c\zeta - 8c^2\zeta^2) - \frac{\sigma^2}{2} .$$

Choosing $\zeta$ sufficiently small concludes the proof. □
4.3. Proof of Theorem 2

The proof is based on the following lemma, whose proof can be found in [2] and [13] for example.

**Lemma 6.** Assume that \( \ell(u, y) = \rho(u - y) \), where \( \rho \) is \( L \)-Lipschitz. There exists an absolute constant \( c \) such that, for any positive \( r, \rho \), with probability larger than \( 1 - \eta \),

\[
\sup_{\beta \in H_{r, \rho}} |(P_n - P)(\ell_\beta - \ell_{\beta^*})| \leq \frac{cL}{\sqrt{n}} (w^*(H_{r, \rho}) + \sqrt{\log(1/\eta)r}) .
\]

From Theorem 1, with probability larger than \( 1 - 7e^{-\zeta n} \), \( \|\hat{\beta} - \beta^*\| \leq \rho \) and \( \|\Sigma^{1/2}(\hat{\beta} - \beta^*)\|_2 \leq r^* \). Consequently, from Lemmas 5 and 6, with probability larger than \( 1 - \eta - 7e^{-\zeta n} \),

\[
P_{\beta} \leq P_{n\ell_\beta} + \frac{cL}{\sqrt{n}} \left( \sum_{i=1}^{p} (r^*)^2 \wedge \lambda_i(\Sigma) \rho^2 \right)^{1/2} + cL r^* \sqrt{\frac{\log(1/\eta)}{n}}.
\]

By definition of \( r^* \) this implies that

\[
P_{L_\beta} \leq P_{nL_\beta} + cL r^* \left( \zeta + \sqrt{\frac{\log(1/\eta)}{n}} \right).
\]

For the absolute loss function \( P_nL_{\hat{\beta}} \leq 0 \) and \( L = 1 \), so the proof is complete by taking \( \eta = e^{-n} \).

For the Huber loss function, \( L = c_2 \sigma \) and \( P_nL_{\hat{\beta}} = -P_n\ell_{\hat{\beta}}^* = -(1/n) \sum_{i=1}^{p} \rho H(\xi_i) \).

Moreover,

\[
P_n\ell_{\hat{\beta}}^* \geq \frac{1}{n} \sum_{i=1}^{p} \xi_i^2 \mathbf{1}\{|\xi_i| \leq c_2 \sigma\} = \frac{1}{n} \sum_{i=1}^{p} \xi_i^2 - \frac{1}{n} \sum_{i=1}^{p} \xi_i^2 \mathbf{1}\{|\xi_i| \geq c_2 \sigma\}.
\]

By (15), with probability larger than \( 1 - \exp(-n/16) \), \( (1/n) \sum_{i=1}^{p} \xi_i^2 \geq \sigma^2/2 \).

Similar arguments show that there exists an absolute constant \( \zeta \) such that, with probability \( 1 - \exp(-\zeta^2 n) \),

\[
\frac{1}{n} \sum_{i=1}^{p} \xi_i^2 \mathbf{1}\{|\xi_i| \geq c_2 \sigma\} \leq \sigma^2/6 + E[\xi_i^2 \mathbf{1}\{|\xi| \geq c_2 \sigma\}] .
\]

Moreover, from Cauchy-Schwarz and Markov inequalities,

\[
E[\xi_i^2 \mathbf{1}\{|\xi| \geq c_2 \sigma\}] \leq \sqrt{3} \sigma^2 \sqrt{P(|\xi| \geq c_2 \sigma)} \leq \frac{\sqrt{3} \sigma^2}{c_2} .
\]

It follows that, with probability \( 1 - 2e^{-\zeta n} \), if \( c_2 = 6\sqrt{3} \),

\[
P_nL_{\hat{\beta}} = -P_n\ell_{\hat{\beta}}^* \leq -\sigma^2 \left( \frac{1}{2} - \frac{1}{6} - \frac{\sqrt{3}}{c_2} \right) = -\frac{\sigma^2}{6} .
\]
Plugging this estimate into (22) yields, with probability $1 - 10e^{-(\zeta \wedge r) n}$,

$$PL_{\hat{\beta}} \leq -\frac{\sigma^2}{12} + 2\zeta r^*.$$  

The proof is complete since

$$2\zeta r^* = 2(\sqrt{12}\zeta r^*) \frac{\sigma}{\sqrt{12}} \leq 12\zeta^2 (r^*)^2 + \frac{\sigma^2}{12} .$$

Appendix A: Supplementary material

A.1. Sub-exponential random variables: definitions and properties

The following definition and propositions can be found in [32].

**Definition 1.** A random variable $X$ with mean $\mathbb{E}[X] = \mu$ is called sub-exponential with non-negative parameters $(\nu, b)$ if

$$\mathbb{E}[e^{\lambda (X - \mu)}] \leq e^{\nu^2 \lambda^2 / 2} \text{ for all } |\lambda| \leq 1 / b . \quad (23)$$

**Proposition 1.** Let $X_1, \ldots, X_n$ be independent random variables such that $X_i$ is sub-exponential with parameters $(\nu_i, b_i)$. Then $Y = \sum_{i=1}^n X_i$ is sub-exponential with parameters $((\sum_{i=1}^n \nu_i^2)^{1/2}, \max_{i=1,\ldots,n} b_i)$.

**Proposition 2** (Sub-exponential tail bound). Suppose that $X$ is sub-exponential with parameters $(\nu, b)$. Then

$$P(|X - \mu| \geq t) \leq \begin{cases} 2e^{-t^2/(2\nu^2)} & \text{if } 0 < t \leq \nu^2 / b , \\ 2e^{-t/(2b)} & \text{if } t \geq \nu^2 / b . \end{cases} \quad (24)$$

A.2. Proof Lemma 4

The proof of the control of the quadratic process follows from [16, Theorem 5.5] and the majorizing measure theorem (see [28, Theorem 2.4.1]).

Let $(X_t)_{t \in T}$ be a stochastic process indexed by a set $T$ of $\bar{n}$-tuples $t = (t_1, \ldots, t_n)$. Let us assume that the random variables $X_{t_i}: \Omega_t \mapsto \mathbb{R}$ are sub-Gaussian.

For every $t \in T$, let

$$A_t = \frac{1}{n} \sum_{i=1}^n (X_{t_i}^2 - \mathbb{E}X_{t_i}^2) . \quad (25)$$

Define on $T$ the pseudo-distance $d_{\psi_2}$, by

$$d_{\psi_2}(t, s) = \max_{i=1,\ldots,n} \|X_{t_i} - X_{s_i}\|_{\psi_2} , \quad (26)$$

where, for any real random variable $X$, $\|X\|_{\psi_2} = \inf\{C > 0 : \mathbb{E}\exp(|X|^2 / C^2) \leq 2\}$. The radius associated to $T$ is defined as

$$\Delta_{\psi_2}(T) = \sup_{t \in T} \max_{i=1,\ldots,n} \|X_{t_i}\|_{\psi_2} . \quad (27)$$
Theorem 6 (Theorem 5.5 in [16]). Let \((A_t)_{t \in T}\) be the process of averages defined in (25). There exists an absolute constant \(c > 0\) such that, for any \(\delta\) in \((0, 1)\), with probability larger than 1 – \(\delta\),

\[
\sup_{t \in T} A_t \leq c \left[ \frac{\gamma_2^2(T, d_{\psi_2})}{n} + \Delta_{\psi_2}(T) \frac{\gamma_2(T, d_{\psi_2})}{\sqrt{n}} + K \frac{\log(1/\delta)}{n} + M \sqrt{\frac{\log(1/\delta)}{n}} \right],
\]

(28)

where the definition of \(\gamma_2\) can be found in [28, Definition 2.2.19],

\[ K = \sup_{t \in T} \max_{i=1,\ldots,n} \|X_{t_i}\|_{\psi_2}^2 \quad \text{and} \quad M = \sup_{t \in T} \left( \frac{1}{n} \sum_{i=1}^{n} \|X_{t_i}\|_{\psi_2}^4 \right)^{1/2}. \]

To apply Theorem 6 to bound \(Q_{r, \rho}\), let \(T = \{(x_1, \beta), \ldots, (x_n, \beta), \beta \in H_{r, \rho}\}\) and, for any \(t = (\langle x_1, \beta \rangle, \ldots, \langle x_n, \beta \rangle) \in T\), let

\[ X_{t_i} = \langle x_i, \beta \rangle, \quad \text{so} \quad Q_{r, \rho} = \sup_{t \in T} A_t. \]

For any \(i = 1, \ldots, n\), \(X_{t_i} = \langle x_i, \beta \rangle \sim \mathcal{N}(0, \|\Sigma_2^{1/2} \beta\|^2_2) = \mathcal{N}(0, r^2)\). Therefore, \(\|X_{t_i}\|_{\psi_2} = r\), for any \(t \in T\) and any \(i = \{1, \ldots, n\}\), so \(\Delta_{\psi_2}(T) = K = M = r^2\). Moreover, in our case \(d_{\psi_2} = \|\cdot\|_\Sigma\) and from the majorizing measure theorem, see [28, Theorem 2.4.1], there exists an absolute constant \(c > 0\) such that \(\gamma_2(T, d_{\psi_2}) \leq w^*(\Sigma_2^{1/2} H_{r, \rho})\), so, by Theorem 6, with probability 1 – \(\delta\)

\[ Q_{r, \rho} \leq c [C_{r, \rho} + r C_{r, \rho} + r^2 (D_{\delta, \rho} \vee D_{\delta, \eta}^2)]. \]

Let us turn to the control of the multiplier process \(M_{r, \rho}\). Since the noise \(\xi\) is Gaussian with variance \(\sigma^2\), independent of \(x\), by [26, Corollary 1.10], there exists an absolute constant \(c\) such that, for any \(\delta\) in \((0, 1)\), with probability larger than 1 – \(\delta\),

\[ n M_{r, \rho} \leq c \sqrt{n} \sigma w^*(\Sigma_2^{1/2} H_{r, \rho}) + r \sqrt{\log(1/\delta)}. \]

A.3. Proof of Lemma 5

\[ w^*(\Sigma_2^{1/2} H_{r, \rho}) = \mathbb{E} \sup_{t \in \Sigma_2^{1/2} H_{r, \rho}} \langle G, t \rangle, \]

where \(G \sim \mathcal{N}(0, I_\rho)\), and

\[ \Sigma_2^{1/2} H_{r, \rho} = \{\Sigma_2^{1/2} t \in \mathbb{R}^p : \|t\| \leq \rho, \|\Sigma_2^{1/2} t\|_2 = r\} = \{t \in \mathbb{R}^p : \|\Sigma^{-1/2} t\|_2 \leq \rho, \|t\|_2 = r\} = \left\{ t \in \mathbb{R}^p : \sum_{i=1}^{n} \frac{t_i^2}{\lambda_i(\Sigma) \rho^2} \leq 1, \sum_{i=1}^{n} \frac{t_i^2}{\rho^2} \leq 1 \right\} \subset \left\{ t \in \mathbb{R}^p : \sum_{i=1}^{n} \frac{t_i^2}{\lambda_i(\Sigma) \rho^2 \wedge \rho^2} \leq 2 \right\}. \]
The Gaussian mean-width of an ellipsoid is given by [28, Proposition 2.5.1] and it follows that
\[
w^*(\Sigma^{1/2}H_{r,\rho}) \leq \sqrt{2}(\sum_{i=1}^{p} \lambda_i(\Sigma)\rho^2 \wedge r^2)^{1/2}.
\]
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