RIGIDITY OF ACUTE ANGLED CORNERS FOR ONE PHASE MUSKAT INTERFACES
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ABSTRACT. We consider the one-phase Muskat problem modeling the dynamics of the free boundary of a single fluid in porous media. We prove local well-posedness for fluid interfaces that are general curves and can have singularities. In particular, the free boundary can have acute angle corners or cusps. Moreover, we show that isolated corners/cusps on the interface must be rigid, meaning the angle of the corner is preserved for a finite time, there is no rotation at the tip, the particle at the tip remains at the tip and the velocity of that particle at the tip points vertically downward.
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1. Introduction

In this paper, we are concerned with the dynamics of the gravity driven interface of a single fluid in porous media. Fluid flow in porous media is governed by Darcy’s law,
established in [27]:

\[ \mu(x, t)u(x, t) = -\nabla P(x, t) - (0, \rho(x, t)), x \in \Omega(t) \subset \mathbb{R}^2, t \geq 0 \]  

(1)

where \( \mu(x, t) \) is the viscosity, \( u(x, t) \) is the fluid velocity, \( P(x, t) \) is the pressure and \( \rho(x, t) \) is the fluid density in the time-dependent fluid domain \( \Omega(t) \). Moreover, the fluid flow is incompressible:

\[ \nabla \cdot u(x, t) = 0, \quad x \in \Omega(t) \subset \mathbb{R}^2, t \geq 0. \]

The dynamics of the sharp fluid interface for a single fluid is known as the one phase Muskat problem. In the case that there are two viscous fluids occupying the entire plane, it is the two-phase problem [36]. Local and global well-posedness, including possibly in critical regularity and allowing for large slopes, as well as dynamics of the interface are well-studied for interfaces that do not allow for corners: see e.g. [4], [6], [8], [7], [9], [17], [21], [22], [23], [24], [26], [30], [31], [35], [37] and references therein. Breakdown scenarios starting from smooth initial data has also been shown [12], [14].

Recently, some results in the two-phase regime have considered well-posed of interfaces of regularity that allow for obtuse corners, but no results are known for acute corners or cusps. For example, in [11], corners on the initial graph interface can be considered with the condition that the product of the modulus of the minimum and maximum slopes is bounded by 1. Hence, the angle of any corner must be between \( \pi/2 \) and \( \pi \). In [16], modulo a smooth function, the initial interface should have slope less than or equal to 1, and hence, the angle of any corner must again be between \( \pi/2 \) and \( \pi \). These obtuse angle corners are shown to smooth out instantly. A more recent self-similar argument [32] in the two-phase regime shows this smoothing explicitly for very small slopes, or in other words, corners of the interface of large angle very close to \( \pi \).

On the other hand, interfaces that allow for both obtuse and acute corners and cusps have been extensively studied for Hele-Shaw flows in a finite domain without gravity, specifically when a single fluid is injected into a horizontal Hele-Shaw cell. Here, instead of gravity, the injection force drives the interface dynamics. The phenomena of a corner on the interface remaining rigid for finite time is often called waiting time phenomenon in the Hele-Shaw problem. [33] constructed self-similar solutions for which corners less than \( \pi/2 \) persist during the waiting time while corners greater than \( \pi/2 \) smoothen out. For Lipschitz domains with only obtuse angle corners, the boundary is shown to smoothen [18]. The aforementioned waiting time and smoothing result for corners is extended to more general non-tangentially accessible domains [20]. Then, [38] uses the theory of quadrature domains to fully classify the dynamics of corners of any angle and also cusps. Interestingly, without injection, but with two fluids occupying annulus shaped domains in an annulus shaped rigid container, [10] can also show the waiting time phenomena for acute corners.

The one-phase gravity driven Muskat problem considered in this paper is equivalent to the Hele Shaw problem without gravity in an infinite domain with injection at infinity. More precisely, the one phase Muskat problem above with \( \mu = \rho = 1 \) is equivalent to the model considered in section 9 of [19] and this equivalence can be seen by considering the one phase Muskat problem in a reference frame moving at constant speed. In [19], considering initial interfaces with Lipchitz constant less than 1, they prove existence of unique global solutions.
which smoothen out instantaneously. In the one-phase gravity driven Muskat formulation, for initial data of arbitrarily large Lipschitz norm, [28] shows that graph solutions exist in the $L^\infty_t L^2_x$ sense with no growth in the slope. While their regularity allows for sharp corners, the results therein do not give any information about the dynamics of the interface at those corners and moreover, cusps can not be considered. To the best of our knowledge, in the infinite domain one-phase regime with either gravity or an injection force at infinity, results on explicit dynamics of acute angle corners or cusps do not exist in the literature.

In this paper, we consider the dynamics of a fluid interface in the gravity driven one-phase Muskat problem. We use a Riemann mapping formulation of the system to prove a local well-posedness theorem. The novelty of the result is that it allows us to deal with both smooth interfaces and interfaces that can have singularities such as acute angle corners and cusps. Moreover, we prove that acute corners and cusps remain rigid for a finite time. Namely, the angle of the corner or cusp does not change, there is no rotation at the tip of the corner or cusp, the particle at the tip stays at the tip and the velocity of the particle at the tip points vertically downward. The methods in this paper are inspired from the work on interfaces with corner and cusp singularities done in 2D gravity water waves [2], [34], [39]. We would also like to point out a recent result [25] that studies changing angles for the 2D incompressible Euler equations. While it may be possible that the methods in the previously discussed results [20], [38] in the finite fluid domain with injection regime could apply in the infinite domain case considered in this paper; however we are using different methods which in particular do not use the maximum principle techniques utilized in the papers on the finite domain problem. Hence our method will have an advantage in settings where maximum principles are not available and it also brings a different perspective to the problem. In addition, we also prove an interesting identity which is a new conservation law for the one phase Muskat equation. This identity is proven via another equivalent formulation that we derive in the paper as part of the existence proof and may be useful in future work.

Outline: The outline of the paper is as follows. In the remainder of Section 1, we derive the Riemann mapping formulation of the interface equation for the one-phase Muskat problem. Then in Section 2, we explain the main results of this paper. Sections 3 and 4 give the apriori energy estimates. In Section 5, we derive another equivalent formulation of the interface equation and use this new equivalent formulation to prove an interesting exact identity. Finally, in Section 6, we first prove existence in Sobolev spaces using the equivalent formulation and then prove the existence of rough solutions.
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1.1. Formulation

In this section, we will derive the Riemann mapping formula for the fluid interface. We will try to be as consistent as possible with the notation used in [34]. The Fourier transform is defined as

\[ \hat{f}(\xi) = \frac{1}{\sqrt{2\pi}} \int e^{-ix\xi}f(x) \, dx \]

We will let \( S(\mathbb{R}) \) will denote the Schwartz space of rapidly decreasing functions and a Fourier multiplier with symbol \( a(\xi) \) is the operator \( T_a \) defined formally by the relation \( T_a \hat{f} = a(\xi)\hat{f}(\xi) \). The operators \( |\partial_{x'}|^s \) for \( s \in \mathbb{R} \) are defined as the Fourier multipliers with symbol \( |\xi|^s \). The Sobolev space \( H^s(\mathbb{R}) \) for \( s \geq 0 \) is the space of functions with \( \|f\|_{H^s} = \|(1 + |\xi|^2)^{\frac{s}{2}}\hat{f}(\xi)\|_{L^2(\xi)} < \infty \). The homogeneous Sobolev space \( \dot{H}^s(\mathbb{R}) \) is the space of functions modulo constants with \( \|f\|_{\dot{H}^s} = \|\xi|^{\frac{s}{2}}\hat{f}(\xi)\|_{L^2(\xi)} < \infty \). We will use the notation \( \|f\|_{L^\infty \cap \dot{H}^s} = \|f\|_{L^\infty} + \|f\|_{\dot{H}^s} \). The Poisson kernel is given by

\[ K_\epsilon(x) = \frac{\epsilon}{\pi(\epsilon^2 + x^2)} \quad \text{for} \ \epsilon > 0 \]  

From now on compositions of functions will always be in the spatial variables. We write \( f = f(\cdot,t), g = g(\cdot,t), f \circ g(\cdot,t) := f(g(\cdot,t),t) \). Define the operator \( U_g \) as given by \( U_g f = f \circ g \). Observe that \( U_f U_g = U_{g \circ f} \). Let \([A,B] := AB - BA\) be the commutator of the operators \( A \) and \( B \). We will denote the spacial coordinates in \( \Omega(t) \) with \( z = x + iy \), whereas \( z' = x' + iy' \) will denote the coordinates in the lower half plane \( P_- = \{(x,y) \in \mathbb{R}^2 \mid y < 0\} \). We will also use the notation \( a \lesssim b \) to denote that there exists a universal constant \( C > 0 \) such that \( a \leq Cb \).

We consider the one-phase setting in which a fluid of constant density \( \rho \) and constant viscosity \( \mu \) occupies a simply connected domain of infinite depth \( \Omega(t) \) and the region \( \mathbb{R}^2 \setminus \Omega(t) \) is a vacuum. Expressing the domain in complex coordinates and assuming \( \rho = \mu = 1 \), Darcy’s law becomes

\[ u(x,t) = -\nabla P(x,t) - i. \]  

Let \( \Gamma(t) \) be the boundary of \( \Omega(t) \). By the continuity of \( P(x,t) \), we know that \( P(x,t) = 0 \) for any \( x \in \Gamma(t) \). Hence, if we parameterize the boundary by Lagrangian coordinates

\[ \Gamma(t) = \{z(\alpha,t) \mid \alpha \in \mathbb{R}\} \]

then the velocity on the boundary is given by \( u(z(\alpha,t),t) = z_{\cdot}(\alpha,t) \). Also note that the gradient of the pressure is orthogonal to \( \Gamma(t) \) and can be expressed as

\[ \nabla P(z(\alpha,t)) = -ia z_{\alpha}(\alpha,t) \]
where we define
\[ a := -\frac{1}{z_\alpha} \frac{\partial P}{\partial n}. \] (4)

On the boundary, we obtain the interface equation
\[ z_t(\alpha, t) = ia z_\alpha(\alpha, t) - i. \] (5)

Let \( \Psi(\cdot, t) : P_\alpha \to \Omega(t) \) be conformal maps satisfying \( \lim_{z \to \infty} \Psi(z, t) = 1 \) and also \( \lim_{z \to \infty} \Psi_t(z, t) = 0 \). With this, the only ambiguity left in the definition of \( \Psi \) is that of the choice of translation of the conformal map at \( t = 0 \), which does not play any role in the analysis. Let \( \Phi(\cdot, t) : \Omega(t) \to P_\alpha \) be the inverse of the map \( \Psi(\cdot, t) \) and define \( h(\cdot, t) : \mathbb{R} \to \mathbb{R} \) as
\[ h(\alpha, t) := \Phi(z(\alpha, t), t). \] (6)

For \( \alpha' \in \mathbb{R} \), we define the map \( h^{-1}(\cdot, t) : \mathbb{R} \to \mathbb{R} \) as the inverse of \( h(\cdot, t) \) and hence
\[ h(h^{-1}(\alpha', t), t) = \alpha'. \]

Precomposing \( z(\alpha, t) \) with \( h^{-1} \), we define
\[ Z(\alpha', t) := z \circ h^{-1}(\alpha', t), \]
\[ Z_t(\alpha', t) := z_t \circ h^{-1}(\alpha', t), \]
\[ Z_{tt}(\alpha', t) := z_{tt} \circ h^{-1}(\alpha', t) \]
as the re-parametrizations of the position, velocity and accelerations of the interface under the Riemann mapping. Denote the derivatives in \( \alpha' \) by
\[ Z_{,\alpha'}(\alpha', t) = \partial_{\alpha'} Z(\alpha, t) \quad \text{and} \quad Z_{t,\alpha'}(\alpha', t) = \partial_{\alpha'} Z_t(\alpha, t). \]

Under the above conventions, we have that \( \Psi \circ h(\alpha, t) = z(\alpha, t) \), and hence, it follows that
\[ \Psi(\alpha, t) = \Psi(h(h^{-1}(\alpha, t); t) \]
\[ = z(h^{-1}(\alpha, t); t) \]
\[ = Z(\alpha, t). \]

Thus, by the chain rule,
\[ Z_{,\alpha'}(\alpha', t) := \partial_{\alpha'} Z(\alpha', t) = \partial_{\alpha'}(z \circ h^{-1}(\alpha, t)) \]
\[ = z_\alpha \circ h^{-1}(\alpha, t) \cdot \frac{1}{h_\alpha \circ h^{-1}(\alpha, t)}. \] (7)

Now precomposing (5) with \( h^{-1} \), we obtain
\[ Z_t + i = iA Z_{,\alpha'} \] (8)
where
\[ ah_\alpha = A \circ h. \] (9)

Because the fluid is irrotational, \( \nabla \times u = 0 \) and incompressible, \( \nabla \cdot u = 0 \), we know that the complex conjugate of the velocity \( \bar{u}(x + iy, t) \) satisfies the Cauchy-Riemann equations and
is holomorphic in $\Omega(t)$. Hence $\overline{\Psi} \circ \Psi$ is also a holomorphic function in $P_-$ with boundary value $Z_t$. Additionally, $|\overline{\Psi} \circ \Psi(z', t)| \to 0$ as $z \to \infty$ and hence we obtain that

$$Z_t = \mathbb{H} Z_t$$

where the Hilbert transform is given by

$$\mathbb{H} f(\alpha) := \frac{1}{i\pi} \text{p.v.} \int_{\mathbb{R}} \frac{f(\beta)}{\alpha - \beta} d\beta$$

for a function $f : \mathbb{R} \to \mathbb{R}$. Observe that with this definition of the Hilbert transform we have

$$\sqrt{-\Delta} = |\partial_{\alpha'}| = i \mathbb{H} \partial_{\alpha'}$$

and the Fourier multiplier of $\mathbb{H}$ is $-\text{sgn}(\xi)$. We define the operators

$$D_{\alpha'} = \frac{1}{Z_{\alpha'}} \partial_{\alpha'} \quad \overline{D}_{\alpha'} = \frac{1}{Z_{\alpha'}} \partial_{\alpha'} \quad |D_{\alpha'}| = \frac{1}{|Z_{\alpha'}|} \partial_{\alpha'}$$

$$D_t = \partial_t + b \partial_{\alpha'}$$

where $b = h_t \circ h^{-1}$. One important property of $D_{\alpha'}$ is that if a function $f$ satisfies $\mathbb{H} f = f$ and if it decays at infinity, then we also have that $\mathbb{H}(D_{\alpha'} f) = D_{\alpha'} f$. Similarly if $\mathbb{H} f = -f$, then $\mathbb{H}(D_{\alpha'} f) = -\overline{D}_{\alpha'} f$. Also, $D_t$ is the material derivative in the Riemann mapping coordinate system as we see that $D_t(f(\cdot, t) \circ h^{-1}) = (\partial_t f(\cdot, t)) \circ h^{-1}$ or equivalently $\partial_t(F(\cdot, t) \circ h) = (D_t F(\cdot, t)) \circ h$. Hence $D_t = U_h^{-1} \partial_t U_h$ and we have $D_t Z = Z_t$ and $D_t Z_t = Z_{tt}$. It is important to remember that in our notation $\partial_t Z \neq Z_t$ and $\partial_t Z_t \neq Z_{tt}$. We also define the variable

$$\omega = \frac{Z_{\alpha'}}{|Z_{\alpha'}|}$$

Next, we wish to find an expression for the term $A$ from (8). First, define

$$A_1 = A|Z_{\alpha'}|^2$$

(12)

to obtain

$$Z_{\alpha'}(Z_t - i) = -i A_1.$$

Applying $I - \mathbb{H}$ to both sides, we obtain

$$(I - \mathbb{H})(Z_{\alpha'} Z_t) - (I - \mathbb{H})(i Z_{\alpha'}) = -i (I - \mathbb{H}) A_1.$$ 

Notice that $Z_{\alpha'}$ is the boundary value of the holomorphic function $\Psi(z')$. As $\Psi(z') \to 1$ as $z \to \infty$, we see that $(I - \mathbb{H})Z_{\alpha'} = 1$. Along with (10), this yields that

$$-i (I - \mathbb{H}) A_1 = -i.$$

Considering the imaginary components of both sides and using the fact that $A_1$ is real valued, we obtain

$$A_1 = 1.$$

Thus, Darcy’s law becomes

$$Z_t - i = -i \frac{1}{Z_{\alpha'}}$$

(13)
To obtain the quasilinear equation, we differentiate (5) in time:
\[ \overline{z}_{tt}(\alpha, t) = -ia \overline{z}_t(\alpha, t) - ia \overline{z}_\alpha(\alpha, t). \]  
(14)

Precomposing with \( h^{-1} \), we obtain
\[ Z_{tt} = -iAZ_{t,\alpha'} - i(a_t h_\alpha) \circ h^{-1} Z_{\alpha'} = -iAZ_{t,\alpha'} - iBZ_{\alpha'}. \]
Hence,
\[ Z_{\alpha'}(Z_{tt} + iAZ_{t,\alpha'}) = -iB|Z_{\alpha'}|^2. \]

As earlier, let \( B_1 = B|Z_{\alpha'}|^2 \). We can alternatively express \( Z_{tt} \) by differentiating in time the formula \( z_t(\alpha, t) = u(z(\alpha, t), t) \) to obtain
\[ \overline{z}_{tt} = \overline{u}_t \circ z + (\overline{u}_z \circ z)z_t \]
and therefore,
\[ Z_{tt} = \overline{u}_t \circ Z - \frac{Z_{t,\alpha'}Z_t}{Z_{\alpha'}}. \]

Substituting into the above equation for \( Z_{tt} \), we obtain
\[ Z_{\alpha'}(Z_{tt} + iAZ_{t,\alpha'}) = Z_{\alpha'} \overline{u}_t \circ Z + Z_{t,\alpha'}Z_t + iAZ_{\alpha'} \overline{Z}_{t,\alpha'}. \]
Thus, an equation for \( B_1 \) is obtained:
\[ -iB_1 = Z_{\alpha'} \overline{u}_t \circ Z + Z_{t,\alpha'}Z_t + iAZ_{\alpha'} \overline{Z}_{t,\alpha'}. \]

From (13), we have that
\[ iAZ_{\alpha'} = \frac{i}{Z_{\alpha'}} = Z_t + i \]
Hence,
\[ B_1 = iZ_{\alpha'} \overline{u}_t \circ Z - \frac{1}{Z_{\alpha'}} \partial_{\alpha'} Z_t + 2iZ_t \overline{Z}_{t,\alpha'}. \]

Using (13) we get
\[ B_1 = iZ_{\alpha'} \overline{u}_t \circ Z - i\partial_{\alpha'} \frac{1}{Z_{\alpha'}} + \frac{2i}{Z_{\alpha'}} \partial_{\alpha'} 1 \]
\[ \]  
(15)

Applying \( \text{Re}(\mathbb{I} - \mathbb{H}) \) to the above equation and observing that \( B_1 \) is real valued gives
\[ B_1 = -2\text{Im}\left( \frac{1}{Z_{\alpha'}} \mathbb{H} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \]
(16)
Observe that
\[
B_1 = \frac{2}{\pi} \text{Re} \left\{ \int \frac{Z_{\alpha'}(\alpha') - Z_{\alpha'}(\beta')}{\alpha' - \beta'} \left( \partial_{\beta'} \frac{1}{Z_{\alpha'}} \right)(\beta') \, d\beta' \right\}
\]
\[
= -\frac{1}{\pi} \int \frac{\partial_{\beta'} \left| \frac{1}{Z_{\alpha'}}(\alpha') - \frac{1}{Z_{\alpha'}}(\beta') \right|^2}{\alpha' - \beta'} \, d\beta'
\]
\[
= \frac{1}{\pi} \int \left| \frac{1}{Z_{\alpha'}}(\alpha') - \frac{1}{Z_{\alpha'}}(\beta') \right|^2 \, d\beta'
\]
Hence
\[
\mathbb{Z}_{tt} + i \frac{1}{|Z_{\alpha'}|^2} \mathbb{Z}_{t,\alpha'} = -i \frac{B_1}{Z_{\alpha'}}. \tag{17}
\]

Let us now derive a formula for $b$. Recall that $h(\alpha, t) = \Phi(z(\alpha, t), t)$ and so by taking derivatives we get
\[
h_t = \Phi_t \circ z + (\Phi_z \circ z) z_t \\
h_\alpha = (\Phi_z \circ z) z_\alpha
\]
Hence
\[
h_t = \Phi_t \circ z + \frac{h_\alpha}{z_\alpha} z_t
\]
Precomposing with $h^{-1}$ we obtain
\[
h_t \circ h^{-1} = \Phi_t \circ Z + \frac{Z_{\nn}}{Z_{\alpha'}}
\]
Apply $I - \mathbb{H}$ and take real part, to get
\[
b = \text{Re}(I - \mathbb{H}) \left( \frac{Z_{\nn}}{Z_{\alpha'}} \right)
\]
Using \(13\), we obtain
\[
b = \text{Re}(I - \mathbb{H}) \left( \frac{-i}{Z_{\alpha'}} + \frac{i}{|Z_{\alpha'}|^2} \right) = -\text{Re}(I - \mathbb{H}) \left( \frac{i}{Z_{\alpha'}} \right) - \mathbb{H} \left( \frac{i}{|Z_{\alpha'}|^2} \right).
\]
Now $\mathbb{H} \left( \frac{1}{Z_{\alpha'}} - 1 \right) = \left( \frac{1}{Z_{\alpha'}} - 1 \right)$ and $\mathbb{H}1 = 0$. Therefore we have
\[
\text{Re}(I - \mathbb{H}) \left( \frac{i}{Z_{\alpha'}} \right) = \text{Re}(i) = 0
\]
Hence
\[
b = -i \mathbb{H} \left( \frac{1}{|Z_{\alpha'}|^2} \right) \tag{18}
\]
Now observe that as $b$ is real valued, we have

$$b_{\alpha'} = 2\text{Re} \left\{ -i \mathbb{H} \left( \frac{1}{Z_{\alpha'}}, \frac{1}{Z_{\alpha'}} \right) \right\}$$

Hence we have

$$b_{\alpha'} = 2\text{Re} \left\{ i \left[ \frac{1}{Z_{\alpha'}}, \mathbb{H} \right] \partial_{\alpha'} \frac{1}{Z_{\alpha'}} - i \overline{D_{\alpha'}} \frac{1}{Z_{\alpha'}} \right\}$$

$$= B_1 + 2\text{Re} \left\{ i D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\}$$  \hspace{1cm} (19)

1.2. The system

In summary we see that the system is given in the variable $Z_{\alpha'}(\cdot, t)$ by the equations:

$$b = -i \mathbb{H} \left( \frac{1}{|Z_{\alpha'}|^2} \right)$$

$$B_1 = -2\text{Im} \left( \left[ \frac{1}{Z_{\alpha'}}, \mathbb{H} \right] \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right)$$

$$\left( \partial_t + b\partial_{\alpha'} \right) \frac{1}{Z_{\alpha'}} = -i \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + B_1 \frac{1}{Z_{\alpha'}}$$  \hspace{1cm} (20)

along with the condition that its harmonic extension, namely $\Psi_{z'}(\cdot + iy) = K_{-y} * Z_{\alpha'}$ for all $y < 0$, \$ is a holomorphic function on $P_-$ and satisfies

$$\lim_{z \to \infty} \partial_t \Psi(z, t) = 0, \quad \lim_{c \to \infty} \sup_{|z'| \geq c} |\Psi_{z'}(z') - 1| = 0 \quad \text{and} \quad \Psi_{z'}(z') \neq 0 \quad \text{for all} \ z' \in P_-$$

We now make a few remarks about the above system. Observe that for such a $\Psi_{z'}$, we can uniquely define $\log(\Psi_{z'}) : P_- \to \mathbb{C}$ such that $\log(\Psi_{z'})$ is a continuous function with $\Psi_{z'} = \exp\{\log(\Psi_{z'})\}$ and $(\log(\Psi_{z'}))(z') \to 0$ as $z' \to \infty$. Also a straightforward computation using the formulae (19) and (28) shows that the last equation of (20) implies

$$\partial_{\alpha'}(\partial_t + b\partial_{\alpha'}) Z = -i \partial_{\alpha'} \frac{1}{Z_{\alpha'}}$$

Now using the fact that $\lim_{z \to \infty} \Psi_t(z, t) = 0$ and $\lim_{c \to \infty} \sup_{|z'| \geq c} |\Psi_{z'}(z') - 1| = 0$ implies that

$$\left( \partial_t + b\partial_{\alpha'} \right) Z = i - i \frac{1}{Z_{\alpha'}}$$  \hspace{1cm} (21)
which is equation (13). Hence we see that one can obtain $Z(\cdot, t)$ from the system (20) by the formula

$$Z(\alpha', t) = Z(\alpha', 0) + \int_0^t \left\{ (\partial_t + b\partial_{\alpha'}) Z - bZ_{, \alpha'} \right\}(\alpha', s) \, ds$$

In particular instead of the variables $Z_{, \alpha'}(\cdot, t)$, one can view the system being in variable $Z(\cdot, t)$.

One can rewrite the function $h(\alpha, t)$ defined in (6) as the solution to the ODE

$$\frac{dh}{dt} = b(h, t)$$

with $h(\alpha, 0) = \alpha$ where $b$ is given by (20). From this we easily see that as long as $\sup_{[0, T]} \| b_{, \alpha'} \|_\infty(t) < \infty$ we can solve this ODE and for any $t \in [0, T]$ we have that $h(\cdot, t)$ is a homeomorphism. Hence it makes sense to talk about the functions $z = Z \circ h, z_t = Z_t \circ h$ which are Lagrangian parametrizations of the interface and the velocity on the boundary.

We can also derive the original Darcy’s law (3) from the above system. Let $F(\cdot, t) : P_- \rightarrow \mathbb{C}$, $\Psi(\cdot, t) : P_- \rightarrow \mathbb{C}$ be holomorphic functions continuous on $P_-$ such that

$$F(\alpha', t) = Z_t(\alpha', t) \quad \Psi(\alpha', t) = Z(\alpha', t)$$

with $F(z')(z', t) \rightarrow 0$ and $\Psi_z(z', t) \rightarrow 1$ as $z' \rightarrow \infty$. As we have already derived (21) from (20), we see that

$$(F - i)\Psi_z = -i \quad \text{on } \partial P_-$$

As the left hand side is holomorphic and because of the boundary behaviour of $F$ and $\Psi_z$, this implies that

$$F = -\frac{i}{\Psi_z} + i \quad \text{on } P_-$$

Let $\mathfrak{P}(\cdot, t) : P_- \rightarrow \mathbb{R}$ be defined as $\mathfrak{P}(z', t) = -\text{Im}(z')$, which implies that $\mathfrak{P} = 0$ on $\partial P_-$, $\nabla\mathfrak{P} \rightarrow -i$ as $z' \rightarrow \infty$ and that $\mathfrak{P}(\cdot, t)$ is harmonic on $P_-$. Letting $u = F \circ \Psi^{-1}$ and $P = \mathfrak{P} \circ \Psi^{-1}$ we see that

$$\overline{u} \circ \Psi = -\frac{1}{\Psi_{z'}}(\partial_x - i\partial_y)\mathfrak{P} + i = ((\partial_x - i\partial_y)P) \circ \Psi + i \quad \text{on } P_-$$

which is the same as (3) written on $P_-$ and with a conjugate.

We also observe that as we working in conformal coordinates, there is no restriction on the function $Z(\cdot, t)$ being injective and hence the above system allows for self intersections, similar to the works of [13], [15] where splash singularities for the Hele Shaw or water wave equations were studied. However we will not focus on this aspect in this paper.
2. Main Results

In this section, we will outline the main results of this paper. Given conformal maps
\( \Psi(\cdot, t) : P_\rightarrow \Omega(t) \), we define the energy
\[
M_1(t) = \sup_{y' < 0} \left\| \frac{1}{\Psi_{z'}}(\cdot + iy', t) \right\|_2^2 + \sup_{y' < 0} \left\| \frac{1}{\Psi_{z'}} \frac{\partial_{z'} \left( \frac{1}{\Psi_{z'}} \frac{1}{\Psi_{z'}} \right)}{\cdot + iy', t} \right\|_2^2
\] (22)
We will work in this energy class. For smooth enough interfaces, the energy \( M_1(t) \) is equivalent to an energy on the boundary
\[
M_1(t) = \left\| \partial_{\alpha} \frac{1}{Z_{\alpha'}} \right\|_2^2(t) + \left\| D_{\alpha}^2 \frac{1}{Z_{\alpha'}} \right\|_2^2(t)
\]
Note that this energy is essentially a sum of weighted Sobolev norms with the weights being powers of \( \frac{1}{Z_{\alpha'}} \). As mentioned in the introduction, the question we are concerned with is the dynamics of sharp angles (less than \( \frac{\pi}{2} \)) or cusps on the curve. Heuristically, a corner of angle \( \nu \pi \) at \( \alpha' = 0 \) is approximately given nearby as
\[
Z(\alpha') \approx (\alpha')^\nu, \frac{1}{Z_{\alpha'}} \approx (\alpha')^{-\nu}, \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \approx (\alpha')^{-\nu}, \text{ etc.}
\] (23)
Hence, the condition \( M_1(t) < \infty \) means that our interface can have \( 0 < \nu < \frac{1}{2} \), i.e. acute angles. Similarly, it allows for cusps (corresponding to \( \nu = 0 \)), see [2] for more details.

The initial data: We assume that the initial conformal map \( \Psi(\cdot, 0) : P_\rightarrow \mathbb{C} \) satisfies the following:

1. The conformal map \( \Psi(\cdot, 0) : P_\rightarrow \mathbb{C} \) extends continuously to the boundary with boundary value being \( \Psi(\alpha', 0) = Z(\alpha', 0) \).
2. We have \( \Psi_{z'}(z', 0) \neq 0 \) for all \( z' \in P_\) and \( \Psi_{z'}(z', 0) \to 1 \) as \( |z'| \to \infty \).
3. We assume that \( M_1(0) < \infty \).
4. We also assume that
\[
c_0 := \sup_{y' < 0} \left\| \frac{1}{\Psi_{z'}}(\cdot + iy', 0) - 1 \right\|_2 < \infty.
\] (24)

The following lemma is a straightforward consequence of basic complex analysis.

Lemma 2.1. Suppose that \( \Psi : P_\times [0, T] \to \mathbb{C} \) be continuous and suppose that for each \( t \in [0, T] \), the map \( \Psi(\cdot, t) \) is conformal with \( \Psi(z', 0) \neq 0 \) for all \( (z', t) \in P_\times [0, T] \). Also assume that
\[
\sup_{y' < 0, t \in [0, T]} \left\| \frac{1}{\Psi_{z'}}(\cdot + iy', t) - 1 \right\|_{H^1} < \infty.
\]

Then \( \frac{1}{\Psi_{z'}} \) extends to a continuous function from \( P_\times [0, T] \) to \( \overline{P}_\times [0, T] \).
Remark 2.2. In the above lemma, as $\frac{1}{Z_{z',t}}$ extends continuously to $\overline{P_-} \times [0,T]$, we call its boundary value as $\frac{1}{Z_{z',t}}$ by abuse of notation (as we will not try to define $Z_{z',t}$ on the boundary.) We will think of $\frac{1}{Z_{z',t}}$ in this case as a single notation and not as one divided by $Z_{z',t}$. Hence from this terminology, the function $\frac{1}{Z_{z',t}}$ is a continuous function on $\mathbb{R} \times [0,T]$.

Next, we define the class of solutions that we will consider.

Definition 2.3. Let $\Psi(\cdot, t) : P_- \times [0, T] \to \Omega(t)$. We say $\Psi$ solves the system (20) in the class $\mathcal{SA}$ (smoothly approximable solutions) if $\Psi$ satisfies

1. $\Psi(\cdot, t)$ is a conformal map for each $t \in [0, T]$, $\Psi_{z'}(z', t) \neq 0$ for $(z', t) \in P_- \times [0, T]$ and $\Psi_{z'}(z', t) \to 1$ as $|z'| \to \infty$ for any $t \in [0, T]$,
2. $\Psi$ extends continuously to $\overline{P_-} \times [0, T]$ and $\Psi \in C^1(P_- \times (0, T))$.
3. $\Psi$ satisfies
   $$\sup_{y' \leq 0} \left\| \frac{1}{\Psi_{z'}}(\cdot + iy', t) - 1 \right\|_{H^1} < \infty,$$
   and hence $\frac{1}{\Psi_{z'}}$ extends continuously from $P_- \times [0, T]$ to $\overline{P_-} \times [0, T]$,
4. and $\frac{1}{Z_{z',t}}(\alpha', t) = \frac{1}{\Psi}(\alpha', t)$ solves (20) in the sense of distributions.

Moreover there exists a sequence of smooth $Z^{(n)} : \mathbb{R} \times [0, T] \to \mathbb{C}$ satisfying:

(a) for each $n \in \mathbb{N}$,
   $$\sup_{t \in [0,T]} \left\{ \left\| Z^{(n)}_{z',t}(:, t) - 1 \right\|_{H^2} + \left\| \frac{1}{Z^{(n)}_{z',t}}(:, t) - 1 \right\|_{H^2} \right\} < \infty,$$

(b) for each $n \in \mathbb{N}$, $Z^{(n)}_{z',t}$ solves the system, (20)
(c) the extension $\Psi^{(n)} = K_{y'} * Z^{(n)}$ satisfies that $\Psi^{(n)} \to \Psi$ uniformly on compact subsets of $\overline{P_-} \times [0, T]$,
(d) $\frac{1}{Z^{(n)}_{z',t}}(:, 0)$ converges to $\frac{1}{Z_{z',t}}(:, 0)$ in $H^{1/2}$, and
(e) $$\sup_{n \in \mathbb{N}} \mathcal{M}_1^{(n)}(t) + \sup_{n \in \mathbb{N}} \left\| \frac{1}{Z^{(n)}_{z',t}}(:, t) - 1 \right\|_2 \leq M < \infty$$
   for some constant $M \geq 0$.

Note that class $\mathcal{SA}$ defined above only contains smoothly approximable solutions and does not contain all functions for which the energy $\mathcal{M}_1(t)$ is finite.

We can now state the first main result of our paper namely that in this class of functions, we have the well-posedness of the system:
\textbf{Theorem 2.4.} Let $\Psi(\cdot, 0) : P_- \to \mathbb{C}$ be an initial data satisfying the conditions mentioned above. Then there exists a $T > 0$ depending only on $M_1(0)$ such that there is a unique $\Psi : P_- \times [0, T] \to \mathbb{C}$ solving the system (20) in the class $SA$ and moreover,

$$\sup_{t \in [0, T]} M_1(t) \leq C(M_1(0))$$

for $C(M_1(0))$ a constant only depending on $M_1(0)$.

In particular, the above theorem proves a local well-posedness result for both interfaces that are smooth or can have singularities such as acute angle corners and cusps.

We now define the singular set of the interface at time $t$ as

$$S(t) = \left\{ \alpha' \in \mathbb{R} \mid \frac{1}{\Psi_{z'}}(\alpha', t) = 0 \right\}.$$ 

The non-singular set is then defined as $NS(t) = \mathbb{R}\setminus S(t)$. Observe that corners and cusps are indeed included in the singular set. We can now present our result on the rigidity of singularities:

\textbf{Theorem 2.5.} Let $\Psi$ be a solution in $[0, T]$ as given by Theorem 2.4. Then

1. $S(t) = \{h(\alpha, t) \in \mathbb{R} \mid \alpha \in S(0)\}$ for all $t \in [0, T]$.

2. For every fixed $t \in [0, T]$, the functions $\left(\frac{1}{\Psi_{z'}}\partial_{z'}\frac{1}{\Psi_{z'}}\right)(\cdot, t)$ and $\left(\frac{1}{\Psi_{z'}}\partial_{z'}\frac{1}{\Psi_{z'}}\right)(\cdot, t)$ extend to continuous functions on $P_-$ with

$$\left(\frac{1}{\Psi_{z'}}\partial_{z'}\frac{1}{\Psi_{z'}}\right)(\alpha', t) = \left(\frac{1}{\Psi_{z'}}\partial_{z'}\frac{1}{\Psi_{z'}}\right) = 0 \quad \forall \, \alpha' \in S(t)$$

3. If $t \in [0, T]$, then we have the following formula

$$\frac{Z_{\alpha'}}{Z_{\alpha'}}(h(\alpha, t), t) = \frac{Z_{\alpha'}}{Z_{\alpha'}}(\alpha, 0) \exp \left\{ i \text{Im} \left( \int_0^t \left(\frac{1}{\Psi_{z'}}\partial_{z'}\frac{1}{\Psi_{z'}}\right)(h(\alpha, s), s) ds \right) \right\} \quad \forall \, \alpha \in NS(0)$$

Moreover if $\alpha_0 \in S(0)$, and if $\{\alpha_n\}$ is any sequence such that $\alpha_n \in NS(0)$ for all $n$ with $\alpha_n \to \alpha$, then

$$\lim_{\alpha_n \to \alpha} \frac{Z_{\alpha'}}{Z_{\alpha'}}(h(\alpha_n, t), t) = 1$$

(26)

4. For all $\alpha' \in S(t)$, we have $Z_t(\alpha', t) = -i$. In particular the velocity of the particle at the tip of a corner or cusp singularity is $-i$.

The first part of the theorem implies the particle at the tip of an acute angle corner or cusp singularity remains at the tip. The second part of the theorem says that the gradient of the velocity is zero at the tip. From the third part of the above theorem we see that, if there exists an isolated singularity $\alpha_0 \in S(0)$ and unit vectors $\beta, \gamma$, such that

$$\lim_{\alpha \to \alpha_0} \frac{Z_{\alpha'}}{Z_{\alpha'}}(\alpha, 0) = \beta \quad \text{and} \quad \lim_{\alpha \to \alpha_0} \frac{Z_{\alpha'}}{Z_{\alpha'}}(\alpha, 0) = \gamma$$
then for all \( t \in [0, T] \), there is an isolated singularity of the interface at \( h(\alpha_0, t) \in S(t) \) in conformal coordinates and
\[
\lim_{\alpha \to \alpha_0} \frac{Z_{\alpha'}(h(\alpha, t), t)}{|Z_{\alpha'}|} = \beta \quad \text{and} \quad \lim_{\alpha \to \alpha_0^+} \frac{Z_{\alpha'}(h(\alpha, t), t)}{|Z_{\alpha'}|} = \gamma.
\]
Hence, the acute angle of a corner singularity in \( S(0) \) is rigid in \([0, T]\). In particular, the tangent directions of the interface up to the corner singularity are also rigid, and therefore, there is no rotation at the tip. The remainder of this paper will be dedicated to the proof of the above stated main results.

3. A PRIORI ESTIMATES

In this section we prove our main a priori energy estimate on the energy:
\[
\mathcal{M}(t) = \left\| \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \right\|_2^2(t) + \left\| D_{\alpha'}^2 \frac{1}{|Z_{\alpha'}|} \right\|_2^2(t) + 2 \int_0^t \left\| \frac{1}{|Z_{\alpha'}|} \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \right\|_{\dot{H}^{\frac{1}{2}}}^2(s) \, ds.
\] (27)
For smooth solutions, we have the following bound on the evolution of \( \mathcal{M}(t)\):

**Theorem 3.1.** Let \( T > 0 \) and let \( Z(t) \) be a smooth solution to (20) in \([0, T]\) such that \((Z_{\alpha'} - 1, \frac{1}{Z_{\alpha'}} - 1) \in L^\infty([0, T], H^s(\mathbb{R}) \times \dot{H}^s(\mathbb{R}))\) for all \( s \geq 1 \). Then there exists a universal constant \( C > 0 \) such that
\[
\frac{d\mathcal{M}}{dt} \leq C(\mathcal{M} + \mathcal{M}^3)
\]

The rest of this section is devoted to the proof of this theorem.

3.1. Quantities controlled by the energy \( \mathcal{M}(t) \)

In this subsection, we record some of the terms which are controlled by the energy \( \mathcal{M}(t) \). First, we record some frequently used commutator identities. They are easily seen by differentiating
\[
[\partial_{\alpha'}, D_t] = b_{\alpha'} \partial_{\alpha'} \quad \quad [D_{\alpha'}, D_t] = \text{Re}(D_{\alpha'} Z_t) D_{\alpha'} = \text{Re}(\overline{D_{\alpha'}} Z_t) |D_{\alpha'}| (28)
\]
\[
[D_{\alpha'}, D_t] = (D_{\alpha'} Z_t) D_{\alpha'} \quad \quad [\overline{D_{\alpha'}}, D_t] = (\overline{D_{\alpha'}} Z_t) \overline{D_{\alpha'}}. (29)
\]
Using the commutator relation \([\partial_{\alpha'}, D_t] = b_{\alpha'} \partial_{\alpha'}\) we obtain the following formulae
\[
D_t |Z_{\alpha'}| = D_t e^{\text{Re} \log Z_{\alpha'}} = \left| Z_{\alpha'} \right| \{ \text{Re}(D_{\alpha'} Z_t) - b_{\alpha'} \} (30)
\]
\[
D_t \frac{1}{Z_{\alpha'}} = -\frac{1}{Z_{\alpha'}} (D_{\alpha'} Z_t - b_{\alpha'}) = \frac{1}{Z_{\alpha'}} \{ (b_{\alpha'} - D_{\alpha'} Z_t - \overline{D_{\alpha'}} Z_t) + \overline{D_{\alpha'}} Z_t \} (31)
\]

We now estimate some of the terms controlled by the energy:

1. We have the estimates
\[
\left\| \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \right\|_2^2 + \left\| \frac{1}{|Z_{\alpha'}|} \partial_{\alpha'} \omega \right\|_2^2 \lesssim \left\| \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \right\|_2^2
\]
Proof: We have
\[ \frac{Z_{\alpha'}}{|Z_{\alpha'}|} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} = \omega \partial_{\alpha'} \left( \frac{\overline{\omega}}{|Z_{\alpha'}|} \right) = \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} + \omega |D_{\alpha'}| \overline{\omega} \]

Observe that \( \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \) is real valued and \( \omega |D_{\alpha'}| \overline{\omega} \) is purely imaginary. From this we obtain the relations
\[ \text{Re} \left( \frac{Z_{\alpha'}}{|Z_{\alpha'}|} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) = \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} \quad \text{and} \quad \text{Im} \left( \frac{Z_{\alpha'}}{|Z_{\alpha'}|} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) = i(\overline{\omega} |D_{\alpha'}| \omega) \quad (32) \]

The estimates follow easily from these relations.

(2) We have
\[ \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2 \cap H^{1/2}}^2 \lesssim \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \lesssim \mathcal{M} \quad (33) \]

Proof: Observe that
\[ \partial_{\alpha'} \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right)^2 = 2 \left( \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} \]

As \( D_{\alpha'} \frac{1}{Z_{\alpha'}} \to 0 \) at infinity, integrating the above identity gives the \( L^\infty \) estimate. For the \( H^{1/2} \) estimate we observe that \( |\partial_{\alpha'}| D_{\alpha'} \frac{1}{Z_{\alpha'}} = i \partial_{\alpha'} D_{\alpha'} \frac{1}{Z_{\alpha'}} \) and hence
\[ \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{H^{1/2}}^2 = i \int \left( \partial_{\alpha'} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \overline{D_{\alpha'} \frac{1}{Z_{\alpha'}}} \, \omega \, d\alpha' \lesssim \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \]

(3) We have
\[ \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{H^{1/2}} + \left\| \overline{D_{\alpha'} \frac{1}{Z_{\alpha'}}} \right\|_{H^{1/2}} \lesssim \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{H^{1/2}} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 \lesssim \mathcal{M} \quad (34) \]

Proof: We will only prove the first estimate and the second one is similar. Observe that
\[ |D_{\alpha'}| \frac{1}{Z_{\alpha'}} = \frac{\omega}{Z_{\alpha'}} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \]

Hence using Proposition 7.12 with \( f = \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \), \( w = \frac{1}{Z_{\alpha'}} \) and \( h = \omega \) we see that
\[ \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{H^{1/2}} \lesssim \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{H^{1/2}} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \left( \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \right) \]

from which the estimate follows.
(4) We have
\[ \|B_1\|_{L^\infty \cap B} \lesssim \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^2 \lesssim \mathcal{M}. \] (35)
and also
\[ \|b_{\alpha'}\|_\infty \lesssim \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^2 + \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_\infty \lesssim \mathcal{M}. \] (36)

Proof: The first estimate follows from applying Proposition 7.3 to the identity (16). The second estimate now follows directly from (19).

(5) We have
\[ \|D_{\alpha'} |B_1|_2 \lesssim \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^3. \] (37)

Proof: Using Proposition 7.2 on (16) we get
\[
\frac{1}{|Z,\alpha'|} \partial_{\alpha'} B_1 = -2\text{Im} \left( \frac{1}{|Z,\alpha'|} \partial_{\alpha'} \left[ \frac{1}{Z,\alpha'}, \mathbb{H} \right] \partial_{\alpha'} \frac{1}{Z,\alpha'} \right)
\]
\[= -2\text{Im} \left( \frac{1}{|Z,\alpha'|} \partial_{\alpha'} \frac{1}{Z,\alpha'}, \mathbb{H} \right) \partial_{\alpha'} \frac{1}{Z,\alpha'} + \left[ \frac{1}{Z,\alpha'}, \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{|Z,\alpha'|} \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) \]
\[+ 2\text{Im} \left( \frac{1}{|Z,\alpha'|} \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) := I_{31} + I_{32} + I_{33}. \]

By Proposition 7.3 we see that
\[ \|I_{31}\|_2 + \|I_{32}\|_2 \lesssim \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2 \lesssim \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2. \]

For the last term we use Proposition 7.10 to get
\[ \|I_{33}\|_2 \lesssim \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^3, \]

thereby proving the estimate.

(6) We have
\[ \left\| \frac{1}{|Z,\alpha'|^2} \partial_{\alpha'} B_1 \right\|_\infty \leq \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^2 + \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2 \left\| D_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z,\alpha'} \right\|_2^4. \] (38)

Proof: Observe that
\[ \frac{1}{|Z,\alpha'|^2} \partial_{\alpha'} B_1 = \text{Re} \left\{ \frac{\alpha^2 \pi^2}{|Z,\alpha'|} (\mathbb{I} - \mathbb{H}) |D_{\alpha'}| B_1 \right\} \]
and hence
\[ \left\| \frac{1}{|Z,\alpha'|^2} \partial_{\alpha'} B_1 \right\|_\infty \leq \left\| \frac{\alpha^2 \pi^2}{|Z,\alpha'|} (\mathbb{I} - \mathbb{H}) |D_{\alpha'}| B_1 \right\|_\infty. \]
Now
\[ \frac{\omega^2}{|Z_{\alpha'}|}(I - H)|D_{\alpha'}|B_1 = (I - H)\left( \frac{1}{Z_{\alpha'}^{2}}\partial_{\alpha'}B_1 \right) - \left[ \frac{\omega^2}{|Z_{\alpha'}|}, H \right]|D_{\alpha'}|B_1 \]

Using the formula of $B_1$ from (15) we see that
\[ (I - H)\left( \frac{1}{Z_{\alpha'}^{2}}\partial_{\alpha'}B_1 \right) = 2i(I - H)\left\{ \left( \frac{1}{Z_{\alpha'}^{2}}\partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\} \]
\[ + 2i(I - H)\left\{ \frac{1}{Z_{\alpha'}} \left( \frac{1}{Z_{\alpha'}^{2}} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\} \]
\[ = 2i \left[ \frac{1}{Z_{\alpha'}^{2}}\partial_{\alpha'} \frac{1}{Z_{\alpha'}}, H \right] \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + 2i \left[ \frac{1}{Z_{\alpha'}}, H \right] \left( \frac{1}{Z_{\alpha'}^{2}} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \]

Hence from Proposition [7.5] we have
\[ \left\| \frac{\omega^2}{|Z_{\alpha'}|}(I - H)|D_{\alpha'}|B_1 \right\|_{\infty} \lesssim \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{\infty} \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2}^2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2} \left\| \frac{1}{Z_{\alpha'}^{2}} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2} \]
\[ + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2} \left\| D_{\alpha'} |B_1| \right\|_{2} \]

from which the estimate follows.

(7) We have
\[ \left\| D_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^{2}}\partial_{\alpha'}B_1 \right) \right\|_{2} + \left\| D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^{2}}\partial_{\alpha'}B_1 \right) \right\|_{2} \]
\[ \lesssim \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{\infty} \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2}^3 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2}^2 \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{2}^5 \] (39)

Proof: Observe that $|D_{\alpha'}| \left( \frac{1}{|Z_{\alpha'}|^{2}}\partial_{\alpha'}B_1 \right) = \text{Re} \left\{ \frac{\omega^{3}\omega^{3}}{|Z_{\alpha'}|}(I - H)\partial_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^{2}}\partial_{\alpha'}B_1 \right) \right\}$ and hence
\[ \left\| D_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^{2}}\partial_{\alpha'}B_1 \right) \right\|_{2} \lesssim \left\| \frac{\omega^{3}}{|Z_{\alpha'}|}(I - H)\partial_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^{2}}\partial_{\alpha'}B_1 \right) \right\|_{2} \]
Now
\[
\frac{\overline{\omega}^3}{|Z_{\alpha'}|}(\mathbb{I} - \mathbb{H})\partial_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right)
\]
\[
= (\mathbb{I} - \mathbb{H}) \left\{ \overline{\omega}^2 D_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right) \right\} - \left[ \frac{\overline{\omega}^3}{|Z_{\alpha'}|}, \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right)
\]
\[
= (\mathbb{I} - \mathbb{H}) \left\{ D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) - 2 \left( \frac{\overline{\omega}}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right) (D_{\alpha'} \overline{\omega}) \right\}
\]
\[
- \left[ \frac{\overline{\omega}^3}{|Z_{\alpha'}|}, \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right)
\]

Using the formula of $B_1$ from \[(15)\] we see that
\[
(\mathbb{I} - \mathbb{H}) \left\{ D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) \right\}
\]
\[
= 2i(\mathbb{I} - \mathbb{H}) \left\{ 2 \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) \right\}
\]
\[
+ 4i(\mathbb{I} - \mathbb{H}) \left\{ \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\} + 2i \left[ \frac{1}{|Z_{\alpha'}|^2}, \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right)
\]

Hence from the boundedness of Hilbert transform on $L^2$, Proposition \[(7.5)\] and \[(32)\] we have
\[
\left\| D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) \right\|_2 
\]
\[
\leq \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^3_2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^2_2 \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^5_2 
\]
\[
+ \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^2_\infty \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^2_2 + \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^2_\infty \left\| \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|^2_2 
\]
from which the first estimate follows. For the second one we see that
\[
|D_{\alpha'}| \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) = |D_{\alpha'}| \left( \frac{\overline{\omega}^2}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right)
\]
\[
= \overline{\omega}^2 |D_{\alpha'}| \left( \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1 \right) + 2\overline{\omega} (|D_{\alpha'}| \overline{\omega}) \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} B_1
\]
Hence we have
\[
\left\| D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) \right\|_2 \lesssim \left\| D_{\alpha'} \left( \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right) \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 \left\| \frac{1}{Z_{\alpha'}^2} \partial_{\alpha'} B_1 \right\|_\infty
from which the second estimate follows.

3.2. Closing the energy estimate

We now take the time derivative of the energy $\mathcal{M}(t)$ and prove Theorem 3.1. We first require the following lemma which is direct consequence of Lemma 5.4 in [3].

**Lemma 3.2.** Let $T > 0$ and let $f, b \in C^2([0, T), H^2(\mathbb{R}))$ with $b$ being real valued. Let $D_t = \partial_t + b\partial_{\alpha'}$. Then

1. \( \frac{d}{dt} \int f \, d\alpha' = \int D_t f \, d\alpha' + \int b_{\alpha'} f \, d\alpha' \)
2. \( \frac{d}{dt} \int |f|^2 \, d\alpha' - 2\text{Re} \int \bar{f}(D_t f) \, d\alpha' \leq \min \left\{ \|f\|_2^2 \|b_{\alpha'}\|_{\infty}, \|f\|_2 \|f\|_{\infty} \|b_{\alpha'}\|_2 \right\} \)
3. \( \frac{d}{dt} \int (|\partial_{\alpha'} \bar{f}| f \, d\alpha' - 2\text{Re} \left\{ \int (|\partial_{\alpha'} \bar{f}| f \, D_t f \, d\alpha' \right\} \leq \|f\|_{H^2}^2 \|b_{\alpha'}\|_{\infty} \)

This lemma helps us move the time derivative inside the integral as a material derivative. We will now control the time derivative of the energy.

Using the commutator identity (28) and the equation (29),

\[
D_t \partial_{\alpha'} \frac{1}{Z_{\alpha'}} = -b_{\alpha'} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + \partial_{\alpha'} D_t \frac{1}{Z_{\alpha'}} = -b_{\alpha'} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + \partial_{\alpha'} \left\{ -\frac{i}{|\alpha'|} \bar{\partial}_{\alpha'} \frac{1}{Z_{\alpha'}} + B_1 \right\} = -b_{\alpha'} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} - i \left( \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} - i \bar{\partial}_{\alpha'} D_{\alpha'} \frac{1}{Z_{\alpha'}} + B_1 \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + D_{\alpha'} B_1.
\]

Hence from Lemma 3.2 and previously proved estimates we see that

\[
\frac{d}{dt} \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2^2 \leq \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2^2 \|b_{\alpha'}\|_{\infty} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2^2 \left\| D_t \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2^2 \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 \left\| D_{\alpha'} B_1 \right\|_2 \leq \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2^4 + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| D_{\alpha'} B_1 \right\|_2 \leq \mathcal{M} + \mathcal{M}^2.
\]
Now from (13) and (20) we have

\[
D_t D_{\alpha'} \frac{1}{Z_{\alpha'}} \\
= [D_t, D_{\alpha'}] \frac{1}{Z_{\alpha'}} + D_{\alpha'} D_t \frac{1}{Z_{\alpha'}} \\
= -(D_{\alpha'} Z_t) \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) + D_{\alpha'} \left\{ -\frac{i}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} + \frac{B_1}{Z_{\alpha'}} \right\} \\
= -2i \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) - \frac{i}{Z_{\alpha'}} D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} + \frac{1}{Z_{\alpha'}} \partial_{\alpha'} B_1 + B_1 D_{\alpha'} \frac{1}{Z_{\alpha'}} \\
\]

From this we get

\[
D_t D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \\
= [D_t, D_{\alpha'}] D_{\alpha'} \frac{1}{Z_{\alpha'}} + D_{\alpha'} D_t D_{\alpha'} \frac{1}{Z_{\alpha'}} \\
= -(D_{\alpha'} Z_t) \left( D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) + D_{\alpha'} \left\{ -\frac{i}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} + \frac{1}{Z_{\alpha'}} \partial_{\alpha'} B_1 + B_1 D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\} \\
+ D_{\alpha'} \left\{ -\frac{i}{Z_{\alpha'}} D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} + \frac{1}{Z_{\alpha'}} \partial_{\alpha'} B_1 + B_1 D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\} \\
= -4i \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} - 2i \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} - i \frac{1}{Z_{\alpha'}} D_{\alpha'}^3 \frac{1}{Z_{\alpha'}} \\
+ D_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \partial_{\alpha'} B_1 \right) + (D_{\alpha'} B_1) D_{\alpha'} \frac{1}{Z_{\alpha'}} + B_1 D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \\
= -i \overline{D}_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) + i \left( \overline{D}_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} - 4i \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} \\
- 2i \left( D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) D_{\alpha'} \frac{1}{Z_{\alpha'}} + D_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \partial_{\alpha'} B_1 \right) + (D_{\alpha'} B_1) D_{\alpha'} \frac{1}{Z_{\alpha'}} + B_1 D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \\
= -i \overline{D}_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) + K_1 \\
\]

For the higher order estimate, we have by Lemma 3.2

\[
\left| \frac{d}{dt} \left| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right|_2 \right|^2 - 2 \text{Re} \left\{ \int \left( \overline{\overline{D}_{\alpha'}^2 \frac{1}{Z_{\alpha'}}} \right) \left( D_t D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\} d\alpha' \right| \lesssim \left| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right|_2 \| b_{\alpha'} \|_{\infty} \\
\]

(41)
Now since
\[ |\partial_{\alpha'}| \left( \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) = i \overline{\partial}_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) = i \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) \]

We see that
\[ 2 \Re \left\{ \int \left( \overline{D}_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) \left( D_t D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) d\alpha' \right\} = 2 \Re \left\{ \int \left( \overline{D}_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) \left( -i \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) + K_1 \right) d\alpha' \right\} = -2 \left\| \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 + 2 \Re \left\{ \int \left( \overline{D}_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) K_1 d\alpha' \right\} \]

Hence from (41) and (40) we see that
\[ \frac{d}{dt} \left\| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 + 2 \left\| \frac{1}{Z_{\alpha'}} D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 \lesssim \left\| b_{\alpha'} \right\|_{L^\infty} + \left\| \int \left( \overline{D}_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right) K_1 d\alpha' \right\| \]
\[ \lesssim \left\| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 \left\| b_{\alpha'} \right\|_{L^\infty} + \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^2} \left\| K_1 \right\|_{L^2} \]
\[ \lesssim \left\| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 \left\| b_{\alpha'} \right\|_{L^\infty} + \left\| D_{\alpha'}^2 \frac{1}{Z_{\alpha'}} \right\|_{L^2}^2 + \left\| D_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_{L^\infty} + \left\| D_{\alpha'} \overline{D}_{\alpha'} B_1 \right\|_{L^2} \]
\[ \lesssim \mathcal{M} + \mathcal{M}^3 \]

thereby proving the a priori estimate.

4. Uniqueness

In this section we prove the a priori estimate for the uniqueness of solutions that can be smooth or have singular points. Note that in this paper, we only consider such solutions which are limits of smooth solutions (with suitable conditions) and hence we prove uniqueness only in this class. Therefore to prove uniqueness, we only need to prove an estimate for the difference of two smooth solutions which both approximate the two singular solutions respectively. As a consequence of this a priori estimate, we will also see that the choice of the particular sequence of smooth solutions used to approximate the singular solution is immaterial.

Let \( Z_a \) and \( Z_b \) be two smooth solutions of (20). We denote the two solutions as \( A \) and \( B \) respectively for simplicity. We will denote the terms and operators for each solution by
their subscript $a$ or $b$. We have the operators

$$((D_{a'})_a) = \frac{1}{|Z_{a'}|_a} \partial_{a'} \quad ((D_{a'})_b) = \frac{1}{|Z_{a'}|_b} \partial_{a'} \quad \text{etc.}$$

Let $h_a, h_b$ be the homeomorphisms from (6) for the respective solutions and let the material derivatives by given by $(D_t)_a = U^{-1}_{h_a} \partial_t U_{h_a}$ and $(D_t)_b = U^{-1}_{h_b} \partial_t U_{h_b}$. We define

$$\tilde{h} = h_b \circ h_a^{-1} \quad \text{and} \quad \tilde{U} = U^{-1}_{h_a} U_{h_b} \quad (42)$$

While taking the difference of the two solutions, we will subtract in Lagrangian coordinates and then bring it to the Riemmanian coordinate system of $A$. The reason we want to subtract in the Lagrangian coordinate system is that in our proof of the energy estimate we mainly use the material derivative, and in the Lagrangian coordinate system the material derivative for both the solutions is given by the same operator $\partial_t$ and subtracting in Lagrangian coordinates helps us avoid a loss of derivatives. The operator $\tilde{U}$ takes a function in the Riemmanian coordinate system of $B$ to the Riemmanian coordinate system of $A$. We define

$$\Delta(f) = f_a - \tilde{U}(f_b) \quad (43)$$

For example $\Delta(Z_{a'}) = (Z_{a'})_a - \tilde{U}(Z_{a'})_b$, where we have written $\tilde{U}(f_b)$ instead of $\tilde{U}(f_b)$ for easier readability for the term $\tilde{U}(Z_{a'})_b$. This notation allows us subtract the corresponding quantities of the two solutions in the correct manner, while still using conformal coordinates. Define the operators

$$\tilde{\mathcal{H}} f)(\alpha') = \frac{1}{i\pi} \text{p.v.} \int \frac{\tilde{h}_{\beta'}(\beta')}{\tilde{h}(\alpha') - \tilde{h}(\beta')} f(\beta') d\beta' \quad (44)$$

In this section in addition to these above operators, we will also use the notation $[f_1, f_2; f_3]$ defined in (91). The following lemmas will be useful throughout this section; see [3] for their proofs.

**Lemma 4.1.** Let $\tilde{U}$ be defined by (42) and let $\mathcal{H}, \tilde{\mathcal{H}}$ be defined by (44). Then

1. $(D_t)_a \tilde{U} = \tilde{U} (D_t)_b$

2. $\partial_{a'} \tilde{U} = \tilde{h}_{\alpha'} \tilde{U} \partial_{a'} \quad \partial_{a'} \tilde{U}^{-1} = \frac{1}{\tilde{h}_{\alpha'} \circ \tilde{h}^{-1}} \tilde{U}^{-1} \partial_{a'}$ and $\tilde{h}_{\alpha'} = U_{h_{\alpha}}^{-1} \left( \frac{(h_{\alpha})_b}{(h_{\alpha})_a} \right)$

3. $(D_t)_a \tilde{h}_{\alpha'} = -\tilde{h}_{\alpha'} \Delta(b_{\alpha'})$

4. $\mathcal{H} \tilde{U} = \tilde{U} \mathcal{H}$

5. $\tilde{U}[f, \mathcal{H}] \partial_{a'} g = ((\tilde{U} f), \tilde{\mathcal{H}} \partial_{a'} (\tilde{U} g))$

6. $\tilde{U}[f_1, f_2; \partial_{a'} f_3] = [(\tilde{U} f_1), (\tilde{U} f_2); \partial_{a'} (\tilde{U} f_3)]_{\tilde{h}}$

**Lemma 4.2.** Let $\Delta$ be defined by (43). Then
Then there exists a constant $C$ such that for all $s \geq 2$ we have \( (Z, \alpha' - 1, \frac{1}{Z, \alpha'} - 1)_i \in L^\infty([0, T], H^s(\mathbb{R}) \times H^s(\mathbb{R})) \) for both $i = a, b$.

Let $L > 0$ be such that

\[
\sup_{t \in [0, T]} M_a(t), \sup_{t \in [0, T]} M_b(t) \leq L
\]

We write $a \lesssim_L b$ to mean that $a \leq C(L)b$ for some constant $C(L)$ depending only on $L$. Let $f \in S(\mathbb{R})$. With this notation we have the following estimates for all $t \in [0, T)$

\begin{enumerate}
  \item $\|\tilde{h}_\alpha'\|_{L^\infty(t)} \leq \frac{1}{\tilde{h}_\alpha(t)} \lesssim_L 1$
  \item $\frac{\|\tilde{h}(\alpha', t) - \tilde{h}(\beta', t)\|}{\|\tilde{h}(\alpha', t) - \tilde{h}(\beta', t)\|} \lesssim_L 1$ for all $\alpha' \neq \beta'$
  \item $\|\tilde{f}\|_2 \lesssim_L \|f\|_2$ and $\|\tilde{f}\|_{H^{\frac{1}{2}}} \lesssim_L \|f\|_{H^{\frac{1}{2}}}$. These estimates are also true for the operator $\tilde{U}^{-1}$ instead of $\tilde{U}$.
  \item $\|\tilde{H}(f)\|_2 \lesssim_L \|f\|_2$, $\|\tilde{H}(f)\|_{H^{\frac{1}{2}}} \lesssim_L \|f\|_{H^{\frac{1}{2}}}$ and $\|\tilde{H}(f)\|_2 \lesssim_L \|f\|_2$
  \item $\|\tilde{h}_\alpha'(t)\|_{H^{\frac{1}{2}}(t)} \leq \frac{1}{\tilde{h}_\alpha(t)} \lesssim_L 1$
\end{enumerate}

To prove uniqueness of solutions, we consider the energy

\[
E(t) = \left\| \Delta \left( \frac{1}{Z, \alpha'} \right) \right\|_{H^{\frac{1}{2}}(t)}^2 + \left\| \Delta \left( \frac{1}{Z, \alpha'} \right) \right\|_{L^\infty \cap H^{\frac{1}{2}}(t)}^2 + \int_0^t \left\| \Delta \left( D_{\alpha'} \frac{1}{Z, \alpha'} \right) \right\|_{2}^2 ds
\]

With this energy we can state our main a priori estimate for the difference of solutions.

**Theorem 4.4.** Let $T > 0$ and let $Z_a(t)$, $Z_b(t)$ be two smooth solutions in $[0, T)$ to \( (20) \), satisfying the conditions of Lemma \( 4.3 \) and let $M > 0$ be such that

\[
T, \sup_{t \in [0, T]} M_a(t), \sup_{t \in [0, T]} M_b(t) \leq M
\]

Then there exists a constant $C(M) > 0$ depending only on $M$, so that if $F(t) = \sup_{s \in [0, t]} E(s)$, then for all $t \in [0, T]$ we have

\[
F(t) \leq C(M)F(0)
\]

The rest of this section is devoted to the proof of this theorem. In this section, we will write $a \lesssim_M b$ to mean that $a \leq C(M)b$ for some constant $C(M)$ depending only on $M$, where $M$ is as given in the statement of the above theorem.
4.1. Some quantities controlled by $\mathcal{E}(t)$

To control the evolution of $\mathcal{E}(t)$, we first state several important computations. First, we decompose $\Delta \left( \frac{1}{Z_{\alpha'}} \right)$ by the following calculation.

**Lemma 4.5.** We have

$$\Delta \left( \frac{1}{Z_{\alpha'}} \right)(\alpha', t) = \Delta \left( \frac{1}{Z_{\alpha'}} \right)(\alpha', 0) \exp \left\{ \int_0^t (b_{\alpha'} - D_{\alpha'}Z_t) \left( h_a(h_a^{-1}(\alpha', t), s) \right) ds \right\}$$

$$+ \bar{U} \left( \frac{1}{Z_{\alpha'}} \right)_b(\alpha', t) \exp \left\{ \int_0^t \Delta(b_{\alpha'} - D_{\alpha'}Z_t) \left( h_a(h_a^{-1}(\alpha', t), s) \right) ds \right\} - 1. \quad (47)$$

Similarly we also have

$$\Delta \left( \frac{1}{Z_{\alpha'}} \right)(\alpha', t) = \Delta \left( \frac{1}{Z_{\alpha'}} \right)(\alpha', 0) \exp \left\{ \int_0^t \bar{U}(b_{\alpha'} - D_{\alpha'}Z_t)_b \left( h_a(h_a^{-1}(\alpha', t), s) \right) ds \right\}$$

$$+ \left( \frac{1}{Z_{\alpha'}} \right)_a(\alpha', t) \left( - \exp \left\{ - \int_0^t \Delta(b_{\alpha'} - D_{\alpha'}Z_t) \left( h_a(h_a^{-1}(\alpha', t), s) \right) ds \right\} + 1 \right) \quad (48)$$

**Proof.** The second identity is very similar to the first identity so we will only prove the first one. Since

$$\frac{d}{dt} \frac{h_a}{z_a} = \frac{h_{ta}}{h_a} \frac{h_a}{z_a} - \frac{h_a}{z_a} \frac{zt_a}{z_a} = \frac{h_a}{z_a} \left( \frac{h_{ta}}{h_a} - \frac{zt_a}{z_a} \right),$$

we have

$$\frac{h_a}{z_a} \left( \alpha, t \right) = \frac{h_a}{z_a} \left( \alpha, 0 \right) \exp \left\{ \int_0^t \left( \frac{h_{ta}}{h_a} - \frac{zt_a}{z_a} \right) \left( \alpha, s \right) ds \right\}. \quad (49)$$

So

$$\frac{h_a^a}{z_a^a} \left( \alpha, t \right) - \frac{h_b^b}{z_b^b} \left( \alpha, t \right)$$

$$= \left( \frac{h_a^a}{z_a^a}(0) - \frac{h_b^b}{z_b^b}(0) \right) \exp \left\{ \int_0^t \left( \frac{h_{ta}}{h_a} - \frac{zt_a}{z_a} \right)_a \left( \alpha, s \right) ds \right\}$$

$$+ \frac{h_b^b}{z_b^b}(0) \exp \left\{ \int_0^t \left( \frac{h_{ta}}{h_a} - \frac{zt_a}{z_a} \right)_b \left( \alpha, s \right) ds \right\} - \exp \left\{ \int_0^t \left( \frac{h_{ta}}{h_a} - \frac{zt_a}{z_a} \right)_b \left( \alpha, s \right) ds \right\}.$$
\[
\Delta \left( \frac{1}{Z_{\alpha'}} \right) (h_a(\alpha, t), t) \\
= \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha, 0) \exp \left\{ \int_0^t (b_{\alpha'} - D_{\alpha'} Z_t)_a (h_a(\alpha, s), s) \, ds \right\} \\
+ \tilde{U} \left( \frac{1}{Z_{\alpha'}} \right)_b (h_a(\alpha, t), t) \left( \exp \left\{ \int_0^t \Delta (b_{\alpha'} - D_{\alpha'} Z_t) (h_a(\alpha, s), s) \, ds \right\} - 1 \right)
\]

Now plugging in \( \alpha = h_a^{-1}(h_a(\alpha', t), t) = h_a^{-1}(h_a(\alpha, s), s) \), using the definition of \( b \) and (7), we obtain

\[
\Delta \left( \frac{1}{Z_{\alpha'}} \right) (h_a(\alpha, t), t) = \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha, 0) \exp \left\{ \int_0^t (b_{\alpha'} - D_{\alpha'} Z_t)_a (h_a(\alpha, s), s) \, ds \right\} \\
+ \tilde{U} \left( \frac{1}{Z_{\alpha'}} \right)_b (h_a(\alpha, t), t) \left( \exp \left\{ \int_0^t \Delta (b_{\alpha'} - D_{\alpha'} Z_t) (h_a(\alpha, s), s) \, ds \right\} - 1 \right)
\]

The terms showing up in (47) and (48) satisfy nice estimates. By (36) and (33), we obtain that

\[
\left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha', 0) \exp \left\{ \int_0^t (b_{\alpha'} - D_{\alpha'} Z_t)_a (h_a(h_a^{-1}(\alpha', t), s), s) \, ds \right\} \right\|_{L^\infty(\mathbb{R}, d\alpha')} \\
+ \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha', 0) \exp \left\{ \int_0^t \tilde{U} (b_{\alpha'} - D_{\alpha'} Z_t)_b (h_a(h_a^{-1}(\alpha', t), s), s) \, ds \right\} \right\|_{L^\infty(\mathbb{R}, d\alpha')} \\
\lesssim_M \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha', 0) \right\|_{L^\infty(\mathbb{R}, d\alpha')}
\]
Proposition 4.7. We have the bound
\[
\left\| \exp\left\{ \int_0^t \Delta(b_{\alpha'}) - D_{\alpha'}Z_t)(h_{\alpha}(h_{\alpha'}^{-1}(\alpha', t), s), s) \, ds \right\} - 1 \right\|_{L^2(\mathbb{R}, d\alpha')}
\]
+ \left\| - \exp\left\{ - \int_0^t \Delta(b_{\alpha'}) - D_{\alpha'}Z_t)(h_{\alpha}(h_{\alpha'}^{-1}(\alpha', t), s), s) \, ds \right\} + 1 \right\|_{L^2(\mathbb{R}, d\alpha')}
\leq_M \int_0^t \| \Delta(b_{\alpha'}) - D_{\alpha'}Z_t(\|s\|s \rangle ds
\leq_M \int_0^t \left\{ \| \Delta(b_{\alpha'}) \|_2(s) + \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\|_2(s) \right\} ds
\leq_M \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds
\]
where last line uses the result of Proposition 4.7 which is proven later.

The next two propositions will provide additional useful bounds for the uniqueness proof. The first proposition is

**Proposition 4.6.** We have the bound
\[
\left\| \bar{h}_{\alpha'} - 1 \right\|_2(t) \leq_M \int_0^t \| \Delta b_{\alpha'} \|_2(s) \, ds
\]

**Proof.** We have from Lemma 4.1
\[
(D_t)_a \left( \bar{h}_{\alpha'} - 1 \right) = -\left( \bar{h}_{\alpha'} - 1 \right) \Delta(b_{\alpha'}) - \Delta(b_{\alpha'})
\]
and hence, by Lemma 3.2
\[
\frac{d}{dt} \left\| \bar{h}_{\alpha'} - 1 \right\|_2^2 \leq \left\| \bar{h}_{\alpha'} - 1 \right\|_2^2 \| \Delta(b_{\alpha'}) \|_2 \left( \left\| \bar{h}_{\alpha'} - 1 \right\|_\infty + 1 \right) + \| b_{\alpha'} \|_\infty \left\| \bar{h}_{\alpha'} - 1 \right\|_2^2.
\]
As a result, by Lemma 4.3 and (36) we obtain that
\[
\frac{d}{dt} \left\| \bar{h}_{\alpha'} - 1 \right\|_2 \leq_M \| \Delta(b_{\alpha'}) \|_2 + \left\| \bar{h}_{\alpha'} - 1 \right\|_2
\]
and hence
\[
\left\| \bar{h}_{\alpha'} - 1 \right\|_2(t) \leq_M \int_0^t \| \Delta(b_{\alpha'}) \|_2(s) \, ds + \int_0^t \left\| \bar{h}_{\alpha'} - 1 \right\|_2(s) \, ds
\]
The proposition now follows from Gronwall’s inequality Lemma 7.8

Next, we also have the following estimate:

**Proposition 4.7.** We have the bound
\[
\int_0^t \left\{ \| \Delta(\frac{D_{\alpha'}}{Z_{\alpha'}}) \|_2(s) + \| \Delta h_{\alpha'} \|_2(s) \right\} ds \leq_M \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds.
\]
Using Proposition 4.6, we additionally obtain that
\[
\|\tilde{h}_{\alpha'} - 1\|_2(t) \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds
\]

Proof. By (19),
\[
\Delta b_{\alpha'} = \Delta B_1 + 2\text{Re}\left\{ \Delta \left( iD_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\}.
\] (54)

Using (16), the first term in (54) is decomposed using Lemma 4.2:
\[
\Delta B_1 = -2\text{Im}\left\{ \left[ \Delta \left( \frac{1}{Z_{\alpha'}} \right), \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)_a + \left[ \tilde{U} \left( \frac{1}{Z_{\alpha'}} \right)_b, \mathbb{H} - \tilde{H} \right] \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)_a \right\} - 2\text{Im}\left\{ \tilde{U} \left\{ \left[ \left( \frac{1}{Z_{\alpha'}} \right)_b, \mathbb{H} \right] \partial_{\alpha'} \left( \tilde{U}^{-1} \left( \Delta \frac{1}{Z_{\alpha'}} \right) \right) \right\} \right\}.
\]

We now bound each term. First, using Proposition 7.5 and Sobolev embedding,
\[
\left\| \left[ \Delta \left( \frac{1}{Z_{\alpha'}} \right), \mathbb{H} \right] \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)_a \right\|_2 \lesssim_M \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{\dot{H}^{\frac{1}{2}}}
\]

The second term is bounded using Proposition 7.13 and using \( \partial_{\alpha'} \tilde{U} = \tilde{h}_{\alpha'} \tilde{U} \partial_{\alpha'} \) from Lemma 4.1
\[
\left\| \left[ \tilde{U} \left( \frac{1}{Z_{\alpha'}} \right)_b, \mathbb{H} - \tilde{H} \right] \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)_a \right\|_2 \lesssim_M \left\| \tilde{h}_{\alpha'} - 1 \right\|_2.
\]

Finally, the third term bounded using Lemma 4.3, Proposition 7.5 and Sobolev embedding,
\[
\left\| \tilde{U} \left\{ \left[ \left( \frac{1}{Z_{\alpha'}} \right)_b, \mathbb{H} \right] \partial_{\alpha'} \left( \tilde{U}^{-1} \left( \Delta \frac{1}{Z_{\alpha'}} \right) \right) \right\} \right\|_2 \lesssim_M \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{\dot{H}^{\frac{1}{2}}}.
\]

Hence,
\[
\|\Delta B_1\|_2 \lesssim_M \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{\dot{H}^{\frac{1}{2}}} + \left\| \tilde{h}_{\alpha'} - 1 \right\|_2.
\] (55)

The next term in (54) is the real part of
\[
\Delta \left( iD_{\alpha'} \frac{1}{Z_{\alpha'}} \right) = i\Delta \left( \frac{1}{Z_{\alpha'}} \right) \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right)_b + i \left( \frac{1}{Z_{\alpha'}} \right) \Delta \left( \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right).
\] (56)
Using (47), (50) and (51), we have
\[
\left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) b \right\|_2 \\
\lesssim M \int_0^t \left( \| \Delta(b_{\alpha'}) \|_2(s) + \| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \|_2(s) \right) ds + \| \Delta \left( \frac{1}{Z,\alpha'} \right)(\cdot,0) \|_\infty.
\] (57)

Next, notice that
\[
\left\| \left( \frac{1}{Z,\alpha'} \right)_a \Delta \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2 = \left\| \left( \frac{1}{Z,\alpha'} \right)_a \Delta \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2.
\]

We expand this term
\[
\left( \frac{1}{Z,\alpha'} \right)_a \Delta \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) = \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) - \Delta \left( \frac{1}{Z,\alpha'} \right) \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right).
\]

Hence,
\[
\left\| \left( \frac{1}{Z,\alpha'} \right)_a \Delta \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2 \leq \left\| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2 + \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2.
\] (58)

Above, the first term appears in \( \frac{dE}{dt} \) and the second term above can be controlled similarly to (57). Combining the estimates (57) and (58), we obtain a bound on (56).

In summary, setting
\[
G(t) = \int_0^t \left( \| \Delta(b_{\alpha'}) \|_2(s) + \| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \|_2(s) \right) ds,
\]
and using the bounds on (55), (56) from above and Proposition 4.6 we have that
\[
G'(t) \lesssim M \left\| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2 + \left\| \Delta \left( \frac{1}{Z,\alpha'} \right)(\cdot,0) \right\|_\infty + \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_{H^{1/2}} + G(t).
\]

Integrating in time and applying the Gronwall’s inequality of Lemma 7.8 we conclude the proof. □

The following proposition will also be quite useful in closing the energy estimate for \( \mathcal{E}(t) \).

**Proposition 4.8.** We have the decomposition
\[
-i \left( \frac{1}{Z,\alpha'} \right)_a |\partial_{\alpha'}| \Delta \left( \frac{1}{Z,\alpha'} \right) = -\Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) + \mathcal{D}
\]

where
\[
\| \mathcal{D} \|_2 \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} ds.
\]
Similarly, we also have

\[
\left\| \tilde{U} \left( \frac{1}{Z_{,\alpha'}} \right)_b \partial_{\alpha'} | \Delta \left( \frac{1}{Z_{,\alpha'}} \right) \right\|_2 \lesssim_M \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{,\alpha'}} \right) \right\|_2 + \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds.
\]

**Proof.** We will first prove the first estimate and the second one will follow from the first. Note that \(H_{,\partial_{\alpha'}} \frac{1}{Z_{,\alpha'}} = \partial_{\alpha'} \frac{1}{Z_{,\alpha'}}\) and hence, we have by Lemma 4.1,

\[
| \partial_{\alpha'} | \Delta \left( \frac{1}{Z_{,\alpha'}} \right) = iH_{,\partial_{\alpha'}} \Delta \left( \frac{1}{Z_{,\alpha'}} \right) = i \{ \left( \frac{1}{Z_{,\alpha'}} \right)_a - \tilde{U} \left( \frac{1}{Z_{,\alpha'}} \right)_b \} \]

\[
= i \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_a - i \{ \tilde{h}_{\alpha'} \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \} \]

\[
= i \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_a - i \{ \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \} - i \{ \left( \tilde{h}_{\alpha'} - 1 \right) \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \}.
\]

Hence using the above decomposition we have,

\[
i \left( \frac{1}{Z_{,\alpha'}} \right)_a | \partial_{\alpha'} | \Delta \left( \frac{1}{Z_{,\alpha'}} \right) = - \{ \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_a - \tilde{H} \left( \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \right) \} \left( \frac{1}{Z_{,\alpha'}} \right)_a
\]

\[
= \tilde{h}_{\alpha'} - 1 \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \left( \frac{1}{Z_{,\alpha'}} \right)_a \]

\[
:= D_1 + D_2.
\]

For \(D_1 := D_{11} + D_{12}\), we decompose further:

\[
D_{11} = - \left( D_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_a + \left( \frac{1}{Z_{,\alpha'}} \right)_a \tilde{H} \left\{ \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \right\}
\]

and

\[
D_{12} = \left( \frac{1}{Z_{,\alpha'}} \right)_a \left( \tilde{H} - \tilde{H} \right) \left\{ \tilde{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)_b \right\}.
\]
First, by Lemma 4.1 we have
\[
D_{11} = - \left( D_{a'} \frac{1}{Z_{a'}} \right)_a + \left( \frac{1}{Z_{a'}} \right)_a \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b \\
= - \left( D_{a'} \frac{1}{Z_{a'}} \right)_a + \tilde{U} \left( \frac{1}{Z_{a'}} \right)_b \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b + \Delta \left( \frac{1}{Z_{a'}} \right) \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b \\
= - \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right)_a + \Delta \left( \frac{1}{Z_{a'}} \right) \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b \\
:= - \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right) + \tilde{D}_{11}.
\]
Hence we see that \( \mathcal{D} = \tilde{D}_{11} + D_{12} + D_2 \) and we need to control each of these terms.

**Step 1:** We now control \( \tilde{D}_{11} \). The term \( \Delta \left( \frac{1}{Z_{a'}} \right) \) in \( \tilde{D}_{11} \) is expanded using (47). For simplicity of notation, we will use the convention
\[
\mathcal{T}(\alpha', t) = \exp \left\{ \int_0^t (b_{a'} - D_{a'} Z_t) a(h_a(h_a^{-1}(\alpha', t), s), s) ds \right\}.
\]
From the first term in (47), plugging into \( \tilde{D}_{11} \) and using (50), we obtain the estimate
\[
\left\| \Delta \left( \frac{1}{Z_{a'}} \right)(\alpha', 0) \mathcal{T}(\alpha', t) \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b (\alpha', t) \right\|_{L^2(\mathbb{R}, \alpha')} \lesssim_M \left\| \Delta \left( \frac{1}{Z_{a'}} \right)(\cdot, 0) \right\|_\infty \lesssim_M \sqrt{\mathcal{E}(t)}
\]
The second term from (47) placed into \( \tilde{D}_{11} \) gives using (52)
\[
\left\| \tilde{U} \left( \frac{1}{Z_{a'}} \right)_b (\alpha', t)(\mathcal{T}(\alpha', t) - 1) \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b (\alpha', t) \right\|_{L^2(\mathbb{R}, \alpha')} \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} ds
\]
Hence combining we have
\[
\left\| \tilde{D}_{11} \right\|_2 \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} ds
\]

**Step 2:** We now control \( D_{12} \). We can decompose \( D_{12} = D_{121} + D_{122} + D_{123} + D_{124} \) where
\[
D_{121} = (\mathbb{H} - \mathcal{H}) \left\{ \Delta \left( \frac{1}{Z_{a'}} \right) \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b \right\}
\]
\[
D_{122} = \left[ \Delta \left( \frac{1}{Z_{a'}} \right), \mathbb{H} - \mathcal{H} \right] \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b
\]
\[
D_{123} = (\mathbb{H} - \mathcal{H}) \left\{ \tilde{U} \left( \frac{1}{Z_{a'}} \right)_b \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b \right\}
\]
and
\[
D_{124} = \left[ \tilde{U} \left( \frac{1}{Z_{a'}} \right)_b, \mathbb{H} - \mathcal{H} \right] \tilde{U} \left( \partial_{a'} \frac{1}{Z_{a'}} \right)_b.
\]
Using Proposition 7.13 and the bound on (57) with Proposition 4.7,
\[ \|D_{121}\|_2 \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds + \left\| \Delta \left( \frac{1}{Z, \alpha'} \right) (\cdot, 0) \right\|_\infty \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds. \]
Next, by Proposition 7.13,
\[ \|D_{122}\|_2 \lesssim_M \| \partial_{\alpha'} \Delta \left( \frac{1}{Z, \alpha'} \right) \|_2 \| \bar{h}_{\alpha'} - 1 \|_2 \]
\[ \lesssim_M \left( \| \partial_{\alpha'} \left( \frac{1}{Z, \alpha'} \right) \|_2 + \| \partial_{\alpha'} \bar{U} \left( \frac{1}{Z, \alpha'} \right) \|_2 \right) \| \bar{h}_{\alpha'} - 1 \|_2 \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds \]
where we have used Proposition 4.7 and Lemma 4.1 with Lemma 4.3.
Using Proposition 7.13 and Proposition 4.7,
\[ \|D_{123}\|_2 \lesssim_M \| \bar{h}_{\alpha'} - 1 \|_2 \]
\[ \lesssim_M \left( \| \partial_{\alpha'} \left( \frac{1}{Z, \alpha'} \right) \|_2 + \| \partial_{\alpha'} \bar{U} \left( \frac{1}{Z, \alpha'} \right) \|_2 \right) \| \bar{h}_{\alpha'} - 1 \|_2 \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds \]
By Proposition 7.13 and then Lemma 4.1, Lemma 4.3 and Proposition 4.7, we get
\[ \|D_{124}\|_2 \lesssim_M \| \bar{h}_{\alpha'} - 1 \|_2 \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds. \]

**Step 3:** We now control $D_2$. We decompose $D_2 = D_{21} + D_{22} + D_{23} + D_{24}$:
\[ D_{21} = \bar{U} \left( \frac{1}{Z, \alpha'} \right)_b \] \[ \mathbb{H} \left\{ \left( \bar{h}_{\alpha'} - 1 \right) \bar{U} \left( \partial_{\alpha'} \frac{1}{Z, \alpha'} \right)_b \right\} \]
\[ D_{22} = \mathbb{H} \left\{ \left( \bar{h}_{\alpha'} - 1 \right) \bar{U} \left( \partial_{\alpha'} \frac{1}{Z, \alpha'} \right)_b \right\} \]
\[ D_{23} = \Delta \left( \frac{1}{Z, \alpha'} \right)_b \mathbb{H} \left\{ \left( \bar{h}_{\alpha'} - 1 \right) \bar{U} \left( \partial_{\alpha'} \frac{1}{Z, \alpha'} \right)_b \right\} \]
and
\[ D_{24} = \mathbb{H} \left\{ \left( \bar{h}_{\alpha'} - 1 \right) \bar{U} \left( \partial_{\alpha'} \frac{1}{Z, \alpha'} \right)_b \Delta \left( \frac{1}{Z, \alpha'} \right) \right\} \]
First, by the final estimate of Proposition 7.5 and then using Lemma 4.1, Lemma 4.3 and Proposition 4.7
\[ \|D_{21}\|_2 \lesssim_M \|\partial_{\alpha'} \bar{U} \left( \frac{1}{Z_{,\alpha'}} \right)\|_2 \|\bar{h}_{\alpha'} - 1\|_2 \|\bar{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)\|_2 \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds. \]
Next, for \( D_{22} \), by Proposition 4.7
\[ \|D_{22}\|_2 \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds. \]
Next, for \( D_{23} \), using the final inequality of Proposition 7.5 and then Lemmas 4.1 and 4.3 and Proposition 4.7 we get
\[ \|D_{23}\|_2 \lesssim_M \|\partial_{\alpha'} \Delta \left( \frac{1}{Z_{,\alpha'}} \right)\|_2 \|\bar{h}_{\alpha'} - 1\|_2 \|\bar{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)\|_2 \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds. \]
Using Lemma 4.3 and then (57) and Proposition 4.7 we get
\[ \|D_{24}\|_2 \lesssim_M \|\Delta \left( \frac{1}{Z_{,\alpha'}} \right) \bar{U} \left( \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right)\|_2 \]
\[ \lesssim_M \left\| \Delta \left( \frac{1}{Z_{,\alpha'}} \right)(\cdot, 0) \right\|_\infty + \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds \]
\[ \lesssim_M \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds \]
This concludes the proof of the first part of the proposition.

**Step 4:** We now prove the second part of the proposition. From (48) we obtain
\[ \bar{U} \left( \frac{1}{Z_{,\alpha'}} \right) \|\partial_{\alpha'} \Delta \left( \frac{1}{Z_{,\alpha'}} \right)\]
\[ = -\Delta \left( \frac{1}{Z_{,\alpha'}} \right) |\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{,\alpha'}} \right) + \left( \frac{1}{Z_{,\alpha'}} \right) a \|\partial_{\alpha'} \Delta \left( \frac{1}{Z_{,\alpha'}} \right)\]
\[ = -\Delta \left( \frac{1}{Z_{,\alpha'}} \right) (\alpha', 0) \exp \left\{ \int_0^t \bar{U}(b_{\alpha'} - D_{\alpha'} Z_t) h_a (h_a^{-1}(\alpha', t), s) \, ds \right\} |\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{,\alpha'}} \right) \]
\[ + \left( \frac{1}{Z_{,\alpha'}} \right) a (\alpha', t) \left( \exp \left\{ -\int_0^t \Delta (b_{\alpha'} - D_{\alpha'} Z_t) h_a (h_a^{-1}(\alpha', t), s) \, ds \right\} - 1 \right) |\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{,\alpha'}} \right) \]
\[ + \left( \frac{1}{Z_{,\alpha'}} \right) a |\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{,\alpha'}} \right) \]
Hence we see that
\[
\left\| \tilde{U} \left( \frac{1}{Z,\alpha'} \right) b_{\partial \alpha'} \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_2 \\
\lesssim_M \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) (\cdot,0) \right\|_\infty \left\| \partial \alpha' \right\|_2 + \left\| \left( \frac{1}{Z,\alpha'} \right) a_{\partial \alpha'} \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_2 \\
\lesssim_M \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) (\cdot,0) \right\|_\infty + \left\| \left( \frac{1}{Z,\alpha'} \right) a_{\partial \alpha'} \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_2 \\
\lesssim_M \left\| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2 + \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \, ds
\]

Hence we have completed the proof of the proposition. \( \square \)

4.2. Controlling the energy estimate

We will now consider the evolution of the energy \( \mathcal{E}(t) \). Differentiating in time, we need to bound
\[
\frac{d \mathcal{E}}{dt} = \frac{d}{dt} \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_{H^1}^2 + \left\| \Delta \left( D_{\alpha'} \frac{1}{Z,\alpha'} \right) \right\|_2^2.
\]
By Lemma 3.2 and Lemma 4.1,
\[
\left\| \frac{d}{dt} \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_{H^1}^2 - 2 \text{Re} \left\{ \int (|\partial \alpha' | \Delta \left( \frac{1}{Z,\alpha'} \right)) \Delta \left( D_t \frac{1}{Z,\alpha'} \right) \, d\alpha' \right\} \right.
\leq \left. \left\| \Delta \left( \frac{1}{Z,\alpha'} \right) \right\|_{H^1}^2 \left\| (b_{\alpha'})_a \right\|_\infty \right.
\lesssim_M \mathcal{E}(t)
\]
Thus, it remains to bound the quantity
\[
2 \text{Re} \left\{ \int (|\partial \alpha' | \Delta \left( \frac{1}{Z,\alpha'} \right)) \Delta \left( D_t \frac{1}{Z,\alpha'} \right) \, d\alpha' \right\}. \tag{59}
\]
Now by (20),
\[
\Delta \left( D_t \frac{1}{Z,\alpha'} \right)
= \Delta \left(-i \frac{1}{Z,\alpha'} D_{\alpha'} \frac{1}{Z,\alpha'} + B_1 \right)
= -i \left( \frac{1}{Z,\alpha'} \right) a \left(D_{\alpha'} \frac{1}{Z,\alpha'} \right) - i \Delta \left( \frac{1}{Z,\alpha'} \right) \tilde{U} \left( \frac{1}{Z,\alpha'} \right) b + \Delta \left( B_1 \right). \tag{60}
\]
Step 1: Plugging in the first term of (60) in (59), we can use Proposition 4.8

\[ 2\text{Re} \left\{ -i \int (|\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{\alpha'}} \right)) \left( \frac{1}{Z_{\alpha'}} \right) \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) d\alpha' \right\} \]

\[ = -2 \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\| _2^2 + 2\text{Re} \left\{ \int (\mathcal{D}) \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) d\alpha' \right\}. \]

where we observe that

\[ \left| 2\text{Re} \left\{ \int (\mathcal{D}) \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) d\alpha' \right\} \right| \lesssim \left\| \mathcal{D} \right\| _2 \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\| _2. \]

Step 2: The middle term from (60) placed into (59) and using (48) gives the terms

\[ \int -i(|\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{\alpha'}} \right)) \Delta \left( \frac{1}{Z_{\alpha'}} \right) \tilde{U} \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right)_{b} \ d\alpha' = G_1 + G_2 \]

where

\[ G_1 = -i \int (|\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{\alpha'}} \right)) \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha', 0) \cdot \exp \left\{ \int_0^t \tilde{U} (b_{\alpha'} - D_{\alpha'} Z_t) \left( h_a (h_a^{-1} (\alpha', t), s), s \right) ds \right\} \tilde{U} \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right)_{b} \ d\alpha' \]

and

\[ G_2 = i \int |\partial_{\alpha'}| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}} \right) : \Delta (\tilde{U} (D_{\alpha'} \frac{1}{Z_{\alpha'}})_{b} \right) \cdot \left( \exp \left\{ - \int_0^t (b_{\alpha'} - D_{\alpha'} Z_t) \left( h_a (h_a^{-1} (\alpha', t), s), s \right) ds \right\} - 1 \right) \tilde{U} \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right)_{b} \ d\alpha' \]

Now by (50) and Proposition 4.8

\[ |G_1| \lesssim_M \left\| \tilde{U} \left( \frac{1}{Z_{\alpha'}} \right)_{b} \right\| _{\infty} \left\| \Delta (\frac{1}{Z_{\alpha'}}) (\cdot, 0) \right\| _2 \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\| _2 \left\| \mathcal{D} \right\| _2 \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\| _2 \]

\[ \lesssim_M \left( \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\| _2 + \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \ ds \right) \sqrt{\mathcal{E}(t)} \]

(62)

Similarly by (52) and Proposition 4.8

\[ |G_2| \lesssim_M \left( \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\| _2 + \left\| \mathcal{D} \right\| _2 \right) \left( \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} \ ds \right). \]

(63)

Step 3: The final term of (60) is

\[ \Delta \left( \frac{B_1}{Z_{\alpha'}} \right) = \Delta (B_1) \left( \frac{1}{Z_{\alpha'}} \right)_{a} + \Delta \left( \frac{1}{Z_{\alpha'}} \right) \tilde{U} (B_1)_{b}. \]
This term in the expression (59) gives using (48)

\[
\int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta \left( \frac{B_1}{Z_{\alpha'}} \right) d\alpha' = \int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta \left( \frac{1}{Z_{\alpha'}} \right) d\alpha' + \int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \bar{U}(B_1)_b d\alpha' = F_1 + F_2 + F_3
\]

where

\[
F_1 = \int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \Delta(B_1) \left( \frac{1}{Z_{\alpha'}} \right)_a d\alpha'
\]

\[
F_2 = \int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \left( \frac{1}{Z_{\alpha'}} \right)_a \bar{U}(B_1)_b \cdot \left( -\exp \left\{ -\int_0^t \Delta(b_{\alpha'} - D_{\alpha'} Z_t)(h_a(h_a^{-1}(\alpha', t), s), s) ds \right\} + 1 \right) d\alpha'
\]

and

\[
F_3 = \int \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \Delta \left( \frac{1}{Z_{\alpha'}} \right) (\alpha', 0) \bar{U}(B_1)_b \cdot \exp \left\{ \int_0^t \bar{U}(b_{\alpha'} - D_{\alpha'} Z_t)_b(h_a(h_a^{-1}(\alpha', t), s), s) ds \right\} d\alpha'
\]

For \( F_1 \), we use (55), Proposition 4.7 and Proposition 4.8 to get

\[
|F_1| \leq \left\| \left( \frac{1}{Z_{\alpha'}} \right)_a \right\| \left\| \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \Delta(B_1) \right\|_2 \leq M \left( \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\|_2 + \left\| \mathcal{D} \right\|_2 \right) \left( \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} ds \right) \quad (64)
\]

For \( F_2 \) we have by (55), (52) and Proposition 4.8

\[
|F_2| \lesssim_M \left\| \left( \frac{1}{Z_{\alpha'}} \right)_a \right\| \left\| \left| \partial_{\alpha'} \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right| \right\|_2 \cdot \left\| \exp \left\{ -\int_0^t \Delta(b_{\alpha'} - D_{\alpha'} Z_t)(h_a(h_a^{-1}(\alpha', t), s), s) ds \right\} + 1 \right\|_{L^2(\mathbb{R}, d\alpha')}
\]

\[
\lesssim_M \left( \left\| \Delta \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right\|_2 + \left\| \mathcal{D} \right\|_2 \right) \left( \sqrt{\mathcal{E}(t)} + \int_0^t \sqrt{\mathcal{E}(s)} ds \right) \quad (65)
\]
For $F_3$, we move half derivative to the latter terms to obtain
\[
|F_3| \leq \left\| \Delta \left( \frac{1}{Z_{a'}} \right) \right\|_{H^{\frac{1}{2}}} \\
\quad \cdot \left\| \Delta \left( \frac{1}{Z_{a'}} \right) (,0) \exp \left\{ \int_0^t \tilde{U}(b_{a'} - D_{a'} Z_t)_b (h_a (h_a^{-1} (, t), s), s) \, ds \right\} \tilde{U}(B_1)_b \right\|_{H^{\frac{1}{2}}}
\]
We observe that
\[
\left\| \Delta \left( \frac{1}{Z_{a'}} \right) (,0) \right\|_{L^{\infty} \cap \dot{H}^{\frac{1}{2}}} \leq \sqrt{E(t)}
\]
From Proposition 7.9 and Lemma 4.3 we have
\[
\left\| \exp \left\{ \int_0^t \tilde{U}(b_{a'} - D_{a'} Z_t)_b (h_a (h_a^{-1} (, t), s), s) \, ds \right\} \tilde{U}(B_1)_b \right\|_{L^{\infty} \cap \dot{H}^{\frac{1}{2}}} \lesssim_M 1
\]
Similarly from Lemma 4.3 we have
\[
\left\| \tilde{U}(B_1)_b \right\|_{L^{\infty} \cap \dot{H}^{\frac{1}{2}}} \lesssim_M 1
\]
Hence by repeated application of Proposition 7.6 we obtain
\[
|F_3| \lesssim_M \left\| \Delta \left( \frac{1}{Z_{a'}} \right) \right\|_{H^{\frac{1}{2}}} \sqrt{E(t)} \lesssim_M E(t) \quad (66)
\]
**Step 4:** Hence, in total, combining the bounds (61), (62), (63), (64), (65), (66) and then the bound on $D$ from Proposition 4.8 we have
\[
\frac{dE}{dt} = -\left\| \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right) \right\|_2^2 + N
\]
where
\[
|N| \lesssim_M \left( \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds \right)^2 + \left\| \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right) \right\|_2 \left( \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds \right) \quad (67)
\]
Let the implicit constant given by $\lesssim_M$ in (67) be given by $C(M)$. For the second term above, we apply Young’s inequality for products:
\[
C(M) \left\| \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right) \right\|_2 \left( \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds \right) \leq \frac{1}{2} C(M)^2 \left( \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds \right)^2 + \frac{1}{2} \left\| \Delta \left( D_{a'} \frac{1}{Z_{a'}} \right) \right\|_2^2.
\]
Hence by defining $F(t) = \sup_{s \in [0,t]} E(s)$ we obtain
\[
\frac{dE}{dt} \lesssim_M \left( \sqrt{E(t)} + \int_0^t \sqrt{E(s)} \, ds \right)^2 \lesssim_M F(t)
\]
and then integrating the above in time and taking the supremum in time, we have
\[ F(t) \lesssim M \mathcal{E}(0) + \int_0^t F(s) \, ds. \]

Finally, applying Gronwall’s inequality,
\[ F(t) \lesssim M F(0). \]
thereby concluding the proof of Theorem 4.4.

We now prove an additional estimate that will not be useful until the existence proof in Section 6.

**Lemma 4.9.** Say \( \ell : \mathbb{R} \to \mathbb{R} \) is a diffeomorphism with \( \ell - \alpha' \) in \( H^1 \). Then, we have for any \( f \in \dot{H}^1 \),
\[ \| f \circ \ell - f \|_{\dot{H}^1} \lesssim \| \partial \alpha' f \|_2 \| \ell - \alpha' \|_2 \| \ell_{\alpha'} - 1 \|_2^{-\frac{1}{2}} + C \left( \left\| (\ell^{-1})'_{\alpha'} \|_\infty, \| \ell_{\alpha'} \|_\infty \right\| \ell_{\alpha'} - 1 \|_2 \right) \| \partial \alpha' f \|_2 \]  

(68)

In particular, assuming the hypothesis of Theorem 4.4, then we have that \( \tilde{h}(\cdot, t) : \mathbb{R} \to \mathbb{R} \) is a diffeomorphism with \( \tilde{h}(\cdot, t) - \alpha' \) in \( H^1 \). Moreover,
\[ \sup_{t \in [0, T]} \| \tilde{h} - \alpha' \|_2(t) \leq C(M) \]
where \( M \) is the same constant as in Theorem 4.4. Hence the quantity \( \| f \circ \ell - f \|_{\dot{H}^1} \) satisfies the inequality (68) with \( \ell = \tilde{h} \).

**Proof.** The inequality (68) is a restatement of Lemma 6.1 in [39]. Next, we show that \( \tilde{h}(\cdot, t) - \alpha' \) is in \( L^2 \). At \( t = 0 \), \( \tilde{h}(\alpha', 0) - \alpha' = 0 \).

\[ (D_t)_{\alpha} (h - \alpha') = (\partial_t h_b) \circ h_a^{-1} - b_a = (b_b) \circ h_b \circ h_a^{-1} - b_a. \]

Since \( b_{\alpha'} \in L^\infty \),
\[ \frac{d}{dt} \| \tilde{h} - \alpha' \|_2^2 \lesssim \| (b_{\alpha'})_{\alpha} \|_\infty \| \tilde{h} - \alpha' \|_2^2 + \| \tilde{h} - \alpha' \|_2 \| (b_b) \circ h_b \circ h_a^{-1} - b_a \|_2 \]
\[ \leq C(M) \left( \| \tilde{h} - \alpha' \|_2^2 + \| \tilde{h} - \alpha' \|_2 \right) \]
Further, we have \( \tilde{h}(\cdot, t) - \alpha' \) in \( \dot{H}^1 \) by Proposition 4.7. This concludes the proof. \( \square \)

5. An equivalent system and an interesting identity

In this section we will reformulate system (20) into an equivalent system (69), which will be useful to prove existence of solutions in Sobolev spaces (which is done in the next section). As a consequence of this equivalent formulation, we will also derive a new identity (75) which we think is quite interesting.
Lemma 5.1. We now show that the two systems are equivalent, where the transformations between them are given by

\[ c = e^{-i\bar{z}g} \]
\[ b^* = -i\Re(e^2) \]
\[ (\partial_t + b^* \partial_{\alpha'}) g = -c^2 |\partial_{\alpha'}| g \]

To get system (69) from system (20) we use the following transformation

\[ g = \Im(\log(Z_{\alpha'})) \]

and the following to get system (20) from system (69)

\[ Z_{\alpha'} = e^{i(\bar{z} + H)g} \]

We now show that the two systems are equivalent.

**Lemma 5.1.** Let \( s \geq 2 \) and \( T > 0 \). Then \( Z(\cdot, t) \) solves (20) with \( (Z_{\alpha'} - 1, \frac{1}{Z_{\alpha'}} - 1) \in L^\infty([0, T], H^s(\mathbb{R}) \times H^s(\mathbb{R})) \) if and only if \( g(\cdot, t) \) solves (69) along with \( g \in L^\infty([0, T], H^s(\mathbb{R})) \), where the transformations between them are given by (70) and (71).

**Proof.** Step 1: We first assume that \( Z_{\alpha'}(\cdot, t) \) solves (20) and prove that \( g(\cdot, t) \) solves (69).

1. If \( (Z_{\alpha'} - 1, \frac{1}{Z_{\alpha'}} - 1) \in L^\infty([0, T], H^s \times H^s) \) for \( s \geq 2 \), then for any \( t \in [0, T] \) we see that \( \|Z_{\alpha'}\|_\infty(t) + \|\frac{1}{Z_{\alpha'}}\|_\infty(t) + \|Z_{\alpha'} - 1\|_2(t) \leq M < \infty \) for some \( M > 0 \). Now as \( Z_{\alpha'} - 1 \in H^s(\mathbb{R}) \) we observe that \( \Psi_g \) extends continuously to \( \mathbb{P}_s \) and hence \( \log(\Psi_g) \) also extends continuously to the boundary. Hence it makes sense to talk about the function \( \log(Z_{\alpha'}) \). Observe that if \( C_1 > 0 \) then

\[ c_1 |z| \leq |e^{z} - 1| \leq c_2 |z| \quad \text{for all} \quad z \in \mathbb{R}, |z| \leq C_1 \]

for some \( c_1, c_2 > 0 \) depending only on \( C_1 \). Now as \( |Z_{\alpha'}| = e^{\Re(\log(Z_{\alpha'}))} \) we see that \( \Re(\log(Z_{\alpha'})) \in L^2 \). Hence we see that \( \Im(\log(Z_{\alpha'})) \in L^2 \) and hence \( g \in L^2 \) and \( Z_{\alpha'} = e^{i(\bar{z} + H)g} \). Now using (70) and the formula \( \partial_{\alpha'} g = \Im\left(\frac{1}{Z_{\alpha'}} \partial_{\alpha'} Z_{\alpha'}\right) \) we see that \( g \in L^\infty([0, T], H^s(\mathbb{R})) \).

2. As \( Z_{\alpha'} = e^{i(\bar{z} + H)g} \) we can then observe from (70) that \( c = e^{-i\bar{z}g} = \frac{1}{|Z_{\alpha'}|} \) and

\[ b^* = -i\Re\left(\frac{1}{|Z_{\alpha'}|^2}\right) = b. \]

Hence we can now identify \( b^* \) with \( b \) and the operator \( (\partial_t + b^* \partial_{\alpha'}) \) is the same as the operator \( D_t = (\partial_t + b \partial_{\alpha'}) \).

3. Let us define \( f = \Re(\log(Z_{\alpha'})) \) and so \( Z_{\alpha'} = e^{f+ig} \). Note that both \( f, g \to 0 \) as \( |\alpha'| \to \infty \) (as \( Z_{\alpha'} \to 1 \) as \( |\alpha'| \to \infty \)). We now see that \( \mathbb{H}(f+ig) = f+ig \) and hence

\[ \mathbb{H}(f) = ig \quad \text{and} \quad \mathbb{H}(g) = -if \]

Therefore

\[ \partial_{\alpha'} \frac{1}{|Z_{\alpha'}|} = \frac{1}{|Z_{\alpha'}|} e^{-f} = -\frac{1}{|Z_{\alpha'}|} f_{\alpha'} = -\frac{1}{|Z_{\alpha'}|} |\partial_{\alpha'}| g. \]
Now we have
\[ D_t(f + ig) = -D_t \log \left( \frac{1}{Z_{,\alpha'}} \right) = -Z_{,\alpha'} \frac{1}{Z_{,\alpha'}} D_t \frac{1}{Z_{,\alpha'}} \]

Using the main equation (20),
\[ D_t(f + ig) = -Z_{,\alpha'} \left\{ -\frac{i}{|Z_{,\alpha'}|^2} \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} + \frac{B_1}{Z_{,\alpha'}} \right\} 
\]
and similarly by taking the real part we get from (32)
\[ D_t f = -B_1 - \frac{1}{|Z_{,\alpha'}|^2} \text{Im} \left\{ \frac{Z_{,\alpha'}}{|Z_{,\alpha'}|} \partial_{\alpha'} \frac{1}{Z_{,\alpha'}} \right\} = -B_1 + \frac{1}{|Z_{,\alpha'}|^2} g_{\alpha'} \]

Hence we get the equation (69)
\[ D_t g + \frac{1}{|Z_{,\alpha'}|^2} |\partial_{\alpha'}| g = 0 \quad (73) \]

and also
\[ D_t f + \frac{1}{|Z_{,\alpha'}|^2} |\partial_{\alpha'}| f = -B_1 \quad (74) \]

Step 2: We now assume that \( g(\cdot, t) \) solves (69) and prove that \( Z_{,\alpha'}(\cdot, t) \) solves (20). We will again use the notation \( f = i\mathbb{H}g \).

1. Observe that if \( C_1 > 0 \) then
\[ |e^z - 1| \leq c_2 |z| \quad \text{for all } z \in \mathbb{C}, |z| \leq C_1 \]

where \( c_2 \) depends only on \( C_1 \). Hence via a similar calculation from step 1 and using (71) we see that if \( g \in L^\infty([0, T], H^s(\mathbb{R})) \) then \((Z_{,\alpha'} - 1, \frac{1}{Z_{,\alpha'}} - 1) \in L^\infty([0, T], H^s(\mathbb{R}) \times H^s(\mathbb{R})) \). We also observe that in this case we have \( \log(\Psi_{z'}) = K_{-y} * (i(\mathbb{I} + \mathbb{H})g) \) and hence \( \log(\Psi_{z'}) \) is well defined. Hence we easily obtain
\[ \lim_{c \to \infty} \sup_{|z'| \geq c} \left| \Psi_{z'}(z') - 1 \right| = 0 \quad \text{and} \quad \Psi_{z'}(z') \neq 0 \quad \text{for all } z' \in P_- \]

Note that the condition \( \lim_{z \to \infty} \partial_t \Psi(z, t) = 0 \) is a choice that we can make and is not a priori implied by the system (69). Hence we simply make this choice.

2. We again have \( c = e^{-i\mathbb{H}g} = \frac{1}{|Z_{,\alpha'}|} \) and \( b^* = b = -i\mathbb{H} \left( \frac{1}{|Z_{,\alpha'}|^2} \right) \). Hence \( (\partial_t + b^* \partial_{\alpha'}) = (\partial_t + b \partial_{\alpha'}) = D_t \).
(3) As an intermediate computation, we compute the following

\[-i\left\{[b, \mathbb{H}]\partial_{\alpha'} g + \left[\frac{1}{|Z_{\alpha'}|^2}, \mathbb{H}\right]|\partial_{\alpha'}|g\right\} =
-\text{Re}\left\{[b, \mathbb{H}]\partial_{\alpha'}(f + ig) + \left[\frac{1}{|Z_{\alpha'}|^2}, \mathbb{H}\right]|\partial_{\alpha'}|(f + ig)\right\} =
-\text{Re}(\mathbb{I} - \mathbb{H})\left\{-i\mathbb{H}\left(\frac{1}{|Z_{\alpha'}|^2}\right)\partial_{\alpha'}(f + ig) + \frac{i}{|Z_{\alpha'}|^2}\partial_{\alpha'}(f + ig)\right\} =
-\text{Re}(\mathbb{I} - \mathbb{H})\left\{i\partial_{\alpha'}(f + ig)\left\{\frac{1}{|Z_{\alpha'}|^2} - (\mathbb{I} + \mathbb{H})\left(\frac{1}{|Z_{\alpha'}|^2}\right)\right\}\right\} =
-2\text{Re}(\mathbb{I} - \mathbb{H})\left\{i\partial_{\alpha'}(f + ig)\frac{1}{|Z_{\alpha'}|^2}\right\} =
2\text{Re}(\mathbb{I} - \mathbb{H})\left\{\frac{i}{Z_{\alpha'}}\partial_{\alpha'}\frac{1}{Z_{\alpha'}}\right\} =
-2\text{Im}(\mathbb{I} - \mathbb{H})\left\{\frac{1}{Z_{\alpha'}}\partial_{\alpha'}\frac{1}{Z_{\alpha'}}\right\} =
B_1

(4) We can now derive the main equation of (20). We see that

\[
D_t\frac{1}{Z_{\alpha'}} = D_t e^{-i(\mathbb{I} + \mathbb{H})g} =\]
\[-\frac{i}{Z_{\alpha'}} D_t (\mathbb{I} + \mathbb{H})g =\]
\[-\frac{i}{Z_{\alpha'}}\left\{[b, \mathbb{H}]\partial_{\alpha'} g - (\mathbb{I} + \mathbb{H})\left\{\frac{1}{|Z_{\alpha'}|^2}|\partial_{\alpha'}|g\right\}\right\} =\]
\[-\frac{i}{Z_{\alpha'}}\left\{[b, \mathbb{H}]\partial_{\alpha'} g - \left[\frac{1}{|Z_{\alpha'}|^2}, \mathbb{H}\right]|\partial_{\alpha'}|g - \frac{1}{|Z_{\alpha'}|^2}\partial_{\alpha'}(f + ig)\right\} =\]
\[-\frac{i}{|Z_{\alpha'}|^2}\partial_{\alpha'}\frac{1}{Z_{\alpha'}} - \frac{i}{Z_{\alpha'}}\left\{[b, \mathbb{H}]\partial_{\alpha'} g + \left[\frac{1}{|Z_{\alpha'}|^2}, \mathbb{H}\right]|\partial_{\alpha'}|g\right\} =\]


This proves the equivalence between the two systems. □

We again note the equations we derived for \( g \) and \( f \) in the above derivation:

\[
D_t g + \frac{1}{|Z_{\alpha'}|^2} |\partial_{\alpha'}|g = 0
\]
and also

\[
D_t f + \frac{1}{|Z_{\alpha'}|^2} |\partial_{\alpha'}|f = -B_1
\]

As a direct consequence, we see that for regular enough solutions we have from Lemma 7.1 and \( B_1 \geq 0 \) that

\[
\inf_{\alpha' \in \mathbb{R}} g(\alpha', 0) \leq \inf_{\alpha' \in \mathbb{R}} g(\alpha', t) \leq \sup_{\alpha' \in \mathbb{R}} g(\alpha', t) \leq \sup_{\alpha' \in \mathbb{R}} g(\alpha', 0)
\]
and

\[
\sup_{\alpha' \in \mathbb{R}} f(\alpha', t) \leq \sup_{\alpha' \in \mathbb{R}} f(\alpha', 0)
\]

Recall that \( g \) is the angle of the interface and hence is related to the slope of the interface by the relation \( \tan(g) = \nabla h \), if \( h \) is the height function. Similarly \( f \) is related to the Taylor sign condition by the relation \( -\frac{\partial P}{\partial n} = \frac{1}{|Z_{\alpha'}|} = e^{-f} \). These estimates are well known (see [5] and its references) and this gives another proof of them. We now proceed to derive a new identity.

Now from the structure of the above equations, it is very natural to consider the energy

\[
\int |Z_{\alpha'}|^2 F^2 \, d\alpha'
\]

where \( F \) is some function. We now see from (30) and Lemma 3.2 that

\[
\frac{d}{dt} \int |Z_{\alpha'}|^2 F^2 \, d\alpha' = \int |Z_{\alpha'}|^2 F^2 \{2 \text{Re}(D_{\alpha'} Z_t) - b_{\alpha'}\} \, d\alpha' + 2 \int |Z_{\alpha'}|^2 F D_t F \, d\alpha'
\]

Now using (13) we see that \( D_{\alpha'} Z_t = i D_{\alpha'} \frac{1}{Z_{\alpha'}} \). Hence from (19) we get

\[
\frac{d}{dt} \int |Z_{\alpha'}|^2 F^2 \, d\alpha' = - \int |Z_{\alpha'}|^2 F^2 B_1 \, d\alpha' + 2 \int |Z_{\alpha'}|^2 F D_t F \, d\alpha'
\]

Therefore

\[
\frac{d}{dt} \int |Z_{\alpha'}|^2 F^2 \, d\alpha' + \int |Z_{\alpha'}|^2 F^2 B_1 \, d\alpha' = 2 \int |Z_{\alpha'}|^2 F D_t F \, d\alpha'
\]

Now putting \( F = g \) in the above identity, we obtain the following interesting identity:

\[
\frac{d}{dt} \int |Z_{\alpha'}|^2 g^2 \, d\alpha' + \int |Z_{\alpha'}|^2 g^2 B_1 \, d\alpha' + 2\|g\|_{H^1}^2 = 0. \tag{75}
\]
Note that by integrating the above identity in time we get
\[
\int |Z,\alpha'|^2(\cdot, T)g^2(\cdot, T)\,d\alpha' + \int_0^T \int |Z,\alpha'|^2 g^2 B_1 \,d\alpha' \,ds + 2 \int_0^T \|g\|_{H^{1/2}}^2(s)\,ds
= \int |Z,\alpha'|^2(\cdot, 0)g^2(\cdot, 0)\,d\alpha'
\]

Observe that if the interface has a corner of angle \(\nu\pi\), then \(Z,\alpha'\sim (\alpha')^{\nu-1}\) and hence the right hand side is finite only if \(\nu > \frac{1}{2}\), i.e. the angle is bigger than \(\pi/2\). In this case we see that \(\int_0^\infty \|g\|_{H^{1/2}}^2(s)\,ds < \infty\) and hence for a.e. \(t \in [0, \infty)\), the function \(g(\cdot, t) \in H^{1/2}\). As \(g\) represents the angle of the interface, this means that for almost every \(t \in [0, \infty)\), the interface cannot have a sharp corner. Note that instantaneous smoothing of angles bigger than \(\pi/2\) has already been proven in the work [19], however the above identity gives a different perspective on this phenomenon and could be useful for other purposes as well.

**Remark 5.2.** While working on this problem, we were informed (via private communication) that Thomas Alazard independently and almost simultaneously obtained a very similar though not identical identity to (75). We find it remarkable that there are different versions of this identity and this gives hope that there are more undiscovered conservation laws in this problem.

### 6. Existence and Rigidity

This section is dedicated to completing the proof of Theorem 2.4 and Theorem 2.5. We first show the existence of solutions in Sobolev spaces and then using these, we construct our solutions that can have singular points. Finally, we outline the proof of rigidity of interface corners.

#### 6.1. Existence in Sobolev space

We begin by proving existence of solutions in Sobolev spaces using the equivalent formulation [69]. First, we need to mollify the formulation. To do so, let \(\phi\) be a smooth bump function satisfying \(\phi(\alpha') \geq 0\) for all \(\alpha' \in \mathbb{R}\) and \(\int \phi(\alpha')\,d\alpha' = 1\). For \(s > 0\) let \(\phi_s(\alpha') = \frac{1}{s} \phi\left(\frac{\alpha'}{s}\right)\). Consider the smoothing operator \(J_\delta\) defined via \(J_\delta(f) = f * \phi_\delta\) for \(\delta > 0\) and \(J_\delta(f) = f \) for \(\delta = 0\). The following lemma is from [3]

**Lemma 6.1.** Let \(f, g \in \mathcal{S}(\mathbb{R})\) and let \(0 < \delta, \delta_1, \delta_2 \leq 1\). Then we have

1. \(|J_\delta(f) - J_{\delta_2}f|_2 \lesssim \max\{\delta_1^2, \delta_2^2\}\|f\|_{H^s}\) for \(0 < s \leq 1\)
2. \(|[J_\delta, f]g|_2 \lesssim \|f\|_{H^2}\|g\|_{H^s}\)
3. \(|[J_\delta, f]g|_2 \lesssim \|f\|_{H^2}\|g\|_{H^s}\)
4. \(|[\partial, f]g|_2 \lesssim \|f\|_{H^2}\|g\|_{H^s}\)

where the constants in the estimates are independent of \(\delta\).

Consider the following system in the variable \(g^{\delta, \epsilon}\)
\[\partial_t g^{\delta,\epsilon} - \epsilon \Delta g^{\delta,\epsilon} = \phi_\delta \ast \left( -b^{\delta,\epsilon} \partial_{\alpha'} g^{\delta,\epsilon} - \frac{1}{|Z^{\delta,\epsilon}_{\alpha'}|^2} \partial_{\alpha'} |g^{\delta,\epsilon}| \right) \quad (76)\]

where

\[Z^{\delta,\epsilon}_{\alpha'} = e^{i(1+H)g^{\delta,\epsilon}}, \quad b^{\delta,\epsilon} = -\frac{1}{i|Z^{\delta,\epsilon}_{\alpha'}|^2}\]

and \(\phi_\delta\) is a smoothing mollifier. For convenience, we will denote \(f^{\delta,\epsilon} = i\mathbb{H} g^{\delta,\epsilon}\). Defining the energy

\[E_n(t) = \|g^{\delta,\epsilon}\|_{H^n(t)}^2\]

we have the following two estimates on \(E_n(t)\):

**Proposition 6.2.** Let \(n \geq 2\) and let \(g^{\delta,\epsilon}(\cdot, t)\) be a smooth solution to \((76)\). Then for \(\epsilon > 0\) and \(0 \leq \delta \leq 1\), we have

\[
\frac{d}{dt}E_n(t) \leq C_\epsilon(E_2(t))E_n(t) \quad (77)
\]

and for \(0 \leq \epsilon \leq 1\) and \(\delta = 0\), we have

\[
\frac{d}{dt}E_n(t) \leq C(E_2(t))E_n(t). \quad (78)
\]

**Proof.** We will only consider the case \(\epsilon = 0\) and \(\delta = 0\), and the estimates \((77)\) and \((78)\) will follow easily from simple modifications of the argument. For simplicity of notation, we will simply drop the superscripts, e.g. \(g^{\delta,\epsilon} = g\), \(Z^{\delta,\epsilon}_{\alpha'} = Z_{\alpha'}\), \(f^{\delta,\epsilon} = f\). When \(\delta > 0\) and \(\epsilon > 0\), the linear Laplacian term with coefficient \(\epsilon\) controls the evolution independent of \(\delta > 0\). In the case \(\delta = 0\), \(\epsilon \geq 0\), we can apply the argument in the case \(\epsilon = 0\) and \(\delta = 0\) to control the energy independent of \(\epsilon\) since \(\epsilon > 0\) only gives a smoothing term. In the following, the symbol \(\lesssim\) will be used if the implicit constant depends only on \(E_2(t)\).

Differentiating the highest order energy term in time,

\[
\frac{1}{2} \frac{d}{dt} \|g\|_{H^n(t)}^2 = \int (\partial^n_{\alpha'} g) \partial^n_{\alpha'} \left( -b \partial_{\alpha'} g - \frac{1}{|Z_{\alpha'}|^2} |\partial_{\alpha'}| g \right) d\alpha'.
\]

First, we look at the term

\[
\int (\partial^n_{\alpha'} g) \partial^n_{\alpha'} \left( \frac{1}{|Z_{\alpha'}|^2} |\partial_{\alpha'}| g \right) d\alpha' = \sum_{m=0}^{n} \binom{n}{m} \int (\partial^n_{\alpha'} g) \left( \frac{1}{|Z_{\alpha'}|^2} \partial^{n-m}_{\alpha'} |\partial_{\alpha'}| g \right) d\alpha'.
\]

For \(m = 0\), the term is

\[
\int \frac{1}{|Z_{\alpha'}|^2} (\partial^n_{\alpha'} g) |\partial_{\alpha'}| \partial^n_{\alpha'} g d\alpha' = \int \frac{1}{|Z_{\alpha'}|^3} (\partial^n_{\alpha'} g) |\partial_{\alpha'}| \left( \frac{1}{|Z_{\alpha'}|^2} \partial^n_{\alpha'} g \right) d\alpha' \quad (79)
\]

\[
+ \int \frac{1}{|Z_{\alpha'}|^2} |\partial_{\alpha'}| \left( \frac{1}{|Z_{\alpha'}|^2} \partial^n_{\alpha'} g \right) d\alpha'.
\]
We extract the term
\[
\int \frac{1}{|Z,\omega|} \partial^n_{\alpha'} g |\partial_{\alpha'}| \left( \frac{1}{|Z,\omega|} \partial^n_{\alpha'} g \right) d\alpha' = \left\| \frac{1}{|Z,\omega|} \partial^n_{\alpha'} g \right\|_{H^1}^2.
\]
For the other term, note that
\[
\left[ \frac{1}{|Z,\omega'|}, |\partial_{\alpha'}| \right] \partial^n_{\alpha'} g = i \left( \left[ \frac{1}{|Z,\omega'|}, \mathbb{H} \right] \partial^{n+1}_{\alpha'} g - \mathbb{H} \left( \partial_{\alpha'} \frac{1}{|Z,\omega'|} \partial^n_{\alpha'} g \right) \right)
\]
By Proposition 7.5
\[
\left\| \mathbb{H} \left( \partial_{\alpha'} \frac{1}{|Z,\omega'|} \partial^n_{\alpha'} g \right) \right\|_2 \lesssim \left\| \partial_{\alpha'} \frac{1}{|Z,\omega'|} \right\|_\infty \left\| \partial^n_{\alpha'} g \right\|_2
\]
and
\[
\left\| \mathbb{H} \left( \partial_{\alpha'} \frac{1}{|Z,\omega'|} \partial^n_{\alpha'} g \right) \right\|_2 \lesssim \left\| \partial_{\alpha'} \frac{1}{|Z,\omega'|} \right\|_\infty \left\| \partial^n_{\alpha'} g \right\|_2.
\]
For the above norms of $\partial_{\alpha'} \frac{1}{|Z,\omega'|}$ and the remaining terms, bounds on $1/|Z,\omega'|^2$ are needed.
\[
\left\| \frac{1}{|Z,\omega'|} \right\|_\infty \leq \left\| \frac{1}{|Z,\omega'|} - 1 \right\|_\infty + 1 = \left\| e^{-f} - 1 \right\|_\infty + 1
\]
Now,
\[
\left\| e^{-f} - 1 \right\|_\infty \leq \sum_{j=1}^\infty \frac{1}{j^2} \|f\|_\infty^j \lesssim \sum_{j=1}^\infty \frac{1}{j} \|f\|_{H^1}^j = \sum_{j=1}^\infty \frac{1}{j} \|g\|_{H^1}^j.
\]
Similarly,
\[
\left\| \partial_{\alpha'} \frac{1}{|Z,\omega'|} \right\|_\infty = \left\| \partial_{\alpha'} e^{-i(1+\mathbb{H})} g \right\|_\infty = \left\| e^{-i(1+\mathbb{H})} g \partial_{\alpha'} (g + \mathbb{H} g) \right\|_\infty \lesssim \left\| e^{-f} \right\|_\infty \left\| \partial_{\alpha'} g \right\|_{H^1}.
\]
Hence, we have
\[
\left\| \frac{1}{|Z,\omega'|} \right\|_\infty + \left\| \partial_{\alpha'} \frac{1}{|Z,\omega'|} \right\|_\infty \leq C(E_2(t))
\]
and thus,
\[
\left| \int \frac{1}{|Z,\omega'|} \partial^n_{\alpha'} g \left[ \frac{1}{|Z,\omega'|}, |\partial_{\alpha'}| \right] \partial^n_{\alpha'} g d\alpha' \right| \lesssim \|\partial^n_{\alpha'} g\|_2^2.
\]
For $1 \leq m \leq n$ we see from Lemma 7.7 that

$$\left| \int (\partial_{\alpha'}^m g) \left( \frac{1}{|Z,\alpha'|^2} \right) \partial_{\alpha'}^{n-m} \partial_{\alpha'} |g| d\alpha' \right| \lesssim \|g\|_{H^n} \left\| \left( \frac{1}{|Z,\alpha'|^2} \right) \partial_{\alpha'}^{n-m} |\partial_{\alpha'}|g\right\|_2$$

$$\lesssim \|g\|_{H^n} \left\{ \sum_{j_1+\ldots+j_k=m} \frac{1}{|Z,\alpha'|^2} \left\| \partial_{\alpha'}^{j_1} f \ldots \partial_{\alpha'}^{j_k} f \partial_{\alpha'}^{n-m+1} f \right\|_2 \right\}$$

$$\lesssim_2 \|g\|_{H^n} \left\{ \sum_{j_1+\ldots+j_k=m} \left\| \partial_{\alpha'}^{j_1} f \ldots \partial_{\alpha'}^{j_k} f \partial_{\alpha'}^{n-m+1} f \right\|_2 \right\}$$

$$\lesssim_2 \|g\|_{H^n}^2$$

Thus, in total,

$$- \int (\partial_{\alpha'}^n g) \partial_{\alpha'}^n \left( \frac{1}{|Z,\alpha'|^2} \right) |\partial_{\alpha'}|g| d\alpha' \leq - \left\| \frac{1}{|Z,\alpha'|} \partial_{\alpha'}^n g \right\|_{H^\frac{n}{2}}^2 + C(E_2(t)) E_n(t)$$

Next, we consider the term

$$\int (\partial_{\alpha'}^n g) \partial_{\alpha'}^n (b \partial_{\alpha'} g) d\alpha' = \sum_{k=0}^n \binom{n}{k} \int (\partial_{\alpha'}^n g) (\partial_{\alpha'}^k b) (\partial_{\alpha'}^{n-k+1} g) d\alpha'.$$

First, consider $k = 0$. Then, integrating by parts, we obtain

$$\left| \int (\partial_{\alpha'}^n g) b (\partial_{\alpha'}^{n+1} g) d\alpha' \right| \lesssim \|b_{\alpha'}\|_{\infty} \|\partial_{\alpha'}^n g\|_2 \lesssim_2 \|g\|_{H^n}^2$$

For the remaining terms, we bound

$$\|b\|_{H^m} = \left\| \frac{1}{|Z,\alpha'|^2} - 1 \right\|_{H^m} \lesssim_2 \|g\|_{H^m}$$

and apply similar arguments as earlier. For the evolution of the lower order energy term, $\|g\|_2$, one can apply the above techniques with $n = 0$ and it is easily controlled. Hence, combining the above terms, we obtain both estimates (77) and (78).

Next, we have the difference energy:

$$E_\Delta(t) = \left\| g^{\delta,\epsilon} - g^{\delta',\epsilon'} \right\|_{H^1}^2(t)$$
Using the shorthand $g = g^{δ, ε}$ and $g' = g^{δ', ε'}$ and $N(g)$ to denote the nonlinear right hand side of (76) except the mollifier, we have the difference equation
\[
\partial_t (g - g') = (ε - ε')\Delta g + ε'\Delta (g - g') + (φ_δ - φ_{δ'})* (N(g)) + φ_{δ'}* (N(g) - N(g'))
\]
Let us now consider the time evolution of $E_\Delta(t)$.

**Proposition 6.3.** Let $δ, δ' ≥ 0$ and $ε, ε' ≥ 0$. Say $g^{δ, ε}, g^{δ', ε'}$ are solutions of (76) such that
\[
\sup_{t \in [0, T]} \|g^{δ, ε}\|_{H^2}(t) + \|g^{δ', ε'}\|_{H^2}(t) ≤ C_2 < \infty.
\]
For $t \in [0, T]$ if $δ, δ' ≥ 0$ and $ε = ε' > 0$, then we have
\[
\frac{d}{dt} E_\Delta(t) ≤ \frac{C(C_2)}{ε} E_\Delta(t) + C(C_2) \max \left\{ δ^\frac{1}{2}, δ'^\frac{1}{2} \right\}
\]
and if $δ = δ' = 0$ and $ε, ε' ≥ 0$, then we have
\[
\frac{d}{dt} E_\Delta(t) ≤ C(C_2)E_\Delta(t) + C(C_2)|ε - ε'|
\]
for a constant $C(C_2)$ depending on $C_2$.

**Proof.** We will use the following notation: If $a ≤ C(C_2)b$ for a constant $C(C_2)$ depending on $C_2$, we will write $a \lesssim_2 b$. First note that it is easy to see that
\[
\|b^{δ, ε} - b^{δ', ε'}\|_{H^1} + \left\| \frac{1}{2} \|b^{δ, ε}\|_{L^2} - \frac{1}{2} \|b^{δ', ε'}\|_{L^2} \right\|_{H^1} \lesssim_2 \|g - g'\|_{H^1}.
\]
Now consider any $δ, δ' ≥ 0$ and $ε, ε' > 0$. We now control the time derivative of the highest order term in $E_\Delta(t)$
\[
\frac{1}{2} \frac{d}{dt} \|g - g'\|_{H^1}^2 = - \int \Delta (g - g') \{ (ε - ε')\Delta g + ε'\Delta (g - g') \} \, dα' - \int \Delta (g - g') \{ (φ_δ - φ_{δ'})* N(g) + φ_{δ'}* (N(g) - N(g')) \} \, dα'
\]
We see that
\[
- \int \Delta (g - g') (ε'\Delta (g - g')) = -ε'\|g - g'\|_{H^2}
\]
Also,
\[
\left| \int \Delta (g - g') (ε - ε')\Delta g \, dα' \right| \lesssim_2 |ε - ε'|.
\]
Meanwhile it is easy to see that,
\[
\left| \int \Delta (g - g') (φ_{δ'}* (N(g) - N(g'))) \, dα' \right| \lesssim_2 \|g - g'\|_{H^2}\|φ_{δ'}\|_{L^1}\|g - g'\|_{H^1}
\]
\[
≤ \frac{C(C_2)}{ε} E_\Delta + \frac{ε'}{4}\|g - g'\|_{H^2}
\]
and hence the higher order term is absorbed by the linear decay term. Next by Lemma 6.1
\[ \left| \int \Delta (g - g')((\phi_\delta - \phi_{\delta'}) \ast (\mathcal{N}(g))) \, da' \right| \lesssim_2 \| \mathcal{N}(g) \|_{H^1} \max \left\{ \delta^{\frac{1}{2}}, \delta'^{\frac{1}{2}} \right\} \]
\[ \lesssim_2 \max \left\{ \delta^{\frac{1}{2}}, \delta'^{\frac{1}{2}} \right\} . \]

Carrying out a similar calculation for the time derivative of \( \| g - g' \|_2^2 \) we obtain
\[ \frac{d}{dt} E_\Delta \leq -\frac{\epsilon'}{2} \| g - g' \|_{H^2}^2 + \frac{C(C_2)}{\epsilon'} E_\Delta + C(C_2) \left( |\epsilon - \epsilon'| + \max \left\{ \delta^{\frac{1}{2}}, \delta'^{\frac{1}{2}} \right\} \right) . \] (81)

Hence, fixing \( \epsilon = \epsilon' > 0 \), we conclude the proof of the first estimate.

Now we assume that \( \delta = \delta' = 0 \). We have for \( \epsilon, \epsilon' \geq 0 \),
\[ \frac{1}{2} \frac{d}{dt} \| g - g' \|_{H^1}^2 = -\int \Delta (g - g') \{ (\epsilon - \epsilon') \Delta g + \epsilon' \Delta (g - g') + (\mathcal{N}(g) - \mathcal{N}(g')) \} \, da' \]

The first and second terms are easily controlled and so we now focus on the third term. Observe that
\[ \mathcal{N}(g) - \mathcal{N}(g') = -(b' - b') \partial_{a'} g^\epsilon - b' \partial_{a'} (g^\epsilon - g'^\epsilon) - \left( \frac{1}{|Z_{a'}|^2} - \frac{1}{|Z_{a'}'|^2} \right) |\partial_{a'}| g^\epsilon \]
\[ - \frac{1}{|Z_{a'}'|^2} |\partial_{a'}| (g^\epsilon - g'^\epsilon) \]

The terms corresponding to the first and third term are easily controlled. For the second term we observe that by doing integration by parts
\[ \int \Delta (g - g') \frac{1}{|Z_{a'}|^2} |\partial_{a'}| (g^\epsilon - g'^\epsilon) \, da' \mid \lesssim \| b_{a'}^\epsilon \|_\infty \| g - g' \|_{H^1}^2 \lesssim_2 E_\Delta \]

For the last term we see that
\[ \int \Delta (g - g') \frac{1}{|Z_{a'}|^2} |\partial_{a'}| (g^\epsilon - g'^\epsilon) \, da' = -\int \partial_{a'} (g - g') \left( \frac{1}{|Z_{a'}|^2} \right) |\partial_{a'}| (g^\epsilon - g'^\epsilon) \, da' \]
\[ - \int \partial_{a'} (g - g') \frac{1}{|Z_{a'}|^2} \partial_{a'} |\partial_{a'}| (g^\epsilon - g'^\epsilon) \, da' \]

The first integral is easily controlled and for the second, we see that this is exactly similar to the term (79) we see in the \( E_n(t) \) energy estimates and is estimated similarly
\[ -\int \partial_{a'} (g - g') \frac{1}{|Z_{a'}|^2} \partial_{a'} |\partial_{a'}| (g^\epsilon - g'^\epsilon) \, da' \]
\[ \leq -\left\| \frac{1}{|Z_{a'}|^2} \partial_{a'} (g^\epsilon - g'^\epsilon) \right\|_{H^2}^2 + C \left\| \partial_{a'} \frac{1}{|Z_{a'}|^2} \right\|_\infty \| \partial_{a'} (g - g') \|_2^2 \]
where \( C > 0 \) is a universal constant. Hence this term is also controlled. Now the lower order terms are also easily controlled and hence we obtain

\[
\frac{d}{dt} E_\Delta \leq C(C_2) |\epsilon - \epsilon'| + C(C_2) E_\Delta.
\]

\[\square\]

Hence, by Proposition 6.3, we first see that the sequence \( g^{\delta, \epsilon} \) is Cauchy in \( H^1 \) for \( \delta \geq 0 \) (keeping \( \epsilon > 0 \) fixed). Hence, taking the limit, we can consider \( \delta = 0, \epsilon \geq 0 \). Then, we see that \( g^{0, \epsilon} \) is Cauchy in \( H^1 \) for \( \epsilon \geq 0 \) and we take the limit. We get the following well-posedness theorem in Sobolev spaces:

**Theorem 6.4.** We have the following

1. Let \( s \geq 2 \) and let \( g(0) \in H^s(\mathbb{R}) \). Then there exists a time \( T > 0 \) so that the initial value problem to (69) has a unique solution \( g \in L^\infty([0, T], H^s(\mathbb{R})) \). Moreover if \( T_{\text{max}} \) is the maximum time of existence then either \( T_{\text{max}} = \infty \) or \( T_{\text{max}} < \infty \) with

\[
\sup_{t \in [0, T_{\text{max}}]} \| g(\cdot, t) \|_{H^2} = \infty
\]

2. If \( g_1(t) \) and \( g_2(t) \) are two solutions of (69) in \([0, T]\) with

\[
\sup_{t \in [0, T]} \{ \| g_1(\cdot, t) \|_{H^2} + \| g_2(\cdot, t) \|_{H^2} \} = M < \infty
\]

Then there is constant \( C(M, T) > 0 \) depending only on \( M \) and \( T \) such that

\[
\sup_{t \in [0, T]} \{ \| g_1(\cdot, t) - g_2(\cdot, t) \|_{H^1} \} \leq C(M, T) \{ \| g_1(\cdot, 0) - g_2(\cdot, 0) \|_{H^1} \}
\]

By the equivalence of the two formulations given in Lemma (5.1), we obtain

**Corollary 6.5.** We have the following

1. Let \( s \geq 2 \) and let the initial data \( Z(\cdot, 0) \) satisfy \( (Z_{\alpha'} - 1, \frac{1}{Z_{\alpha'} - 1})(0) \in H^s(\mathbb{R}) \times H^s(\mathbb{R}) \). Then there exists a time \( T > 0 \) so that the initial value problem to (20) has a unique solution \( Z(\cdot, t) \) satisfying \( (Z_{\alpha'} - 1, \frac{1}{Z_{\alpha'} - 1}) \in L^\infty([0, T], H^s(\mathbb{R}) \times H^s(\mathbb{R})) \). Moreover if \( T_{\text{max}} \) is the maximum time of existence then either \( T_{\text{max}} = \infty \) or \( T_{\text{max}} < \infty \) with

\[
\sup_{t \in [0, T_{\text{max}}]} \left\{ \| Z_{\alpha'} - 1 \|_{H^2}(t) + \left\| \frac{1}{Z_{\alpha'} - 1} \right\|_{H^2}(t) \right\} = \infty
\]

2. Let \( Z^1(\cdot, t) \) and \( Z^2(\cdot, t) \) be two solutions of (20) in \([0, T]\) with

\[
\sup_{t \in [0, T_{\text{max}}]} \left\{ \| Z^1_{\alpha'} - 1 \|_{H^2}(t) + \left\| \frac{1}{Z^1_{\alpha'} - 1} \right\|_{H^2}(t) \right\} \leq M < \infty
\]
for both $i = 1, 2$ for some $M > 0$. Then there is constant $C(M, T) > 0$ depending only on $M$ and $T$ such that

$$
\sup_{t \in [0, T]} \left\{ \left\| Z_{\alpha'}^1 - Z_{\alpha'}^2 \right\|_{H^1}(t) + \left\| \frac{1}{Z_{\alpha'}^1} - \frac{1}{Z_{\alpha'}^2} \right\|_{H^1}(t) \right\}
\leq C(M, T) \left\{ \left\| Z_{\alpha'}^1 - Z_{\alpha'}^2 \right\|_{H^1}(0) + \left\| \frac{1}{Z_{\alpha'}^1} - \frac{1}{Z_{\alpha'}^2} \right\|_{H^1}(0) \right\}.
$$

6.2. Existence of rough solutions

We can now prove Theorem 2.4 in this section. First, we need to state some useful lemmas and notation that will be used in the proof.

For functions $g, g_n : X \to \mathbb{C}$, we write “$g_n \Rightarrow g$ on $X$” to mean that $g_n$ converges to $g$ uniformly on compact subsets of $X$. The following two lemmas are from [39] and follow from the Arzela-Ascoli Theorem.

**Lemma 6.6.** Say $1 < p \leq \infty$ and $\{f_n\}$ is a sequence of smooth functions on $\mathbb{R} \times [0, T]$. If there exists a single constant $C > 0$ such that

$$
\sup_{[0, T]} \|f_n(t)\|_\infty + \sup_{[0, T]} \|\partial_x f_n(t)\|_p + \sup_{[0, T]} \|\partial_t f_n(t)\|_\infty \leq C
$$

for every $n \in \mathbb{N}$, then there exists a continuous and bounded function $f$ on $\mathbb{R} \times [0, T]$ and a subsequence $f_{n_j} \Rightarrow f$ on $\mathbb{R} \times [0, T]$.

**Lemma 6.7.** Suppose $f_n \Rightarrow f$ on $\mathbb{R} \times [0, T]$ and there is a single constant $C > 0$ such that $\|f_n\|_{L^\infty(\mathbb{R} \times [0, T])} \leq C$ for all $n \in \mathbb{N}$. Then, $K_{y'} * f_n \Rightarrow K_{y'} * f$ on $\mathbb{F}^- \times [0, T]$.

Next, we prove a lemma that gives us bounds that will be used to prove uniform bounds on various terms in the existence argument.

**Lemma 6.8.** Let $Z(\cdot, t)$ be a smooth solution to (20) in $[0, T]$. Define

$$
J = 1 + T + \left\| \frac{1}{Z_{\alpha'}(\cdot, 0)} - 1 \right\|_2 + \sup_{t \in [0, T]} \mathcal{M}(t)
$$

$$
L = 1 + T + \|Z_{\alpha'}(\cdot, 0)\|_\infty + \left\| \frac{1}{Z_{\alpha'}(\cdot, 0)} - 1 \right\|_2 + \sup_{t \in [0, T]} \mathcal{M}(t)
$$

Then there exists a universal function $F : [0, \infty) \to [0, \infty)$ so that we have for all $t \in [0, T]$

$$
\left\| \frac{1}{Z_{\alpha'}} - 1 \right\|_{H^1}(t) \leq F(J)
$$

and

$$
\|Z_{\alpha'} - 1\|_{H^2}(t) + \left\| \frac{1}{Z_{\alpha'}} - 1 \right\|_{H^2} \leq F(L)
$$
Hence using the bound for $1$ particular, we perform the calculations necessary to show then we see from Lemma 3.2, (20) and Proposition 7.5 that

$$
\left\Vert Z,_{\alpha'} \right\Vert _\infty (t) \leq \left\Vert Z,_{\alpha'} \right\Vert _\infty (0) \exp \left\{ \int_0^t \left( \left\| D,_{\alpha'} Z_t \right\| _\infty (s) + \left\| b,_{\alpha'} \right\| _\infty (s) \right) \, ds \right\} \lesssim L 1
$$

Now if we let

$$
f(t) = \left\| \frac{1}{Z,_{\alpha'}} - 1 \right\|^2_2 (t) + 1
$$

then we see from Lemma 3.2, (20) and Proposition 7.5 that

$$
\frac{df(t)}{dt} \leq \left\| b,_{\alpha'} \right\| _\infty f(t) + f(t)^\frac{1}{2} \left\| D,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _2
$$

$$
\leq \left\| b,_{\alpha'} \right\| _\infty f(t) + f(t)^\frac{1}{2} \left\| \frac{1}{Z,_{\alpha'}} \right\| _\infty ^2 \left\| \partial,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _2
$$

$$
\leq \left\| b,_{\alpha'} \right\| _\infty f(t) + f(t)^\frac{1}{2} \left\| \partial,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _2 \left( 1 + \left\| \frac{1}{Z,_{\alpha'}} - 1 \right\|^2_2 \left\| \partial,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _2 \right)
$$

$$
\lesssim f(t)
$$

Hence we see that $f(t) \lesssim 1$ for all $t \in [0, T]$, thereby proving the first estimate. Now using the bound for $\left\| Z,_{\alpha'} \right\| _\infty (t)$ we see that for all $t \in [0, T]$

$$
\left\| \frac{1}{Z,_{\alpha'}} - 1 \right\|^2_2 (t) + \left\| Z,_{\alpha'} - 1 \right\|^2_2 (t) \lesssim L 1
$$

Now from the definition of $\mathcal{M}(t)$ and the bound (33) one can also easily see that

$$
\left\| \partial,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _2 + \left\| \frac{1}{Z,_{\alpha'}} \partial,_{\alpha'} Z,_{\alpha'} \right\| _2 + \left\| \frac{1}{Z,_{\alpha'}} \partial,^2,_{\alpha'} Z,_{\alpha'} \right\| _2 \lesssim \mathcal{M}
$$

Hence using the bound for $\left\| Z,_{\alpha'} \right\| _\infty$ we see that

$$
\left\| \partial,_{\alpha'} \frac{1}{Z,_{\alpha'}} \right\| _{H^1} + \left\| \partial,_{\alpha'} Z,_{\alpha'} \right\| _{H^1} \lesssim L 1
$$

thereby proving the lemma.

**Proof of Theorem 2.4.** We will now present the remaining proof of Theorem 2.4. The proof is divided into 5 steps. The choice of data mollification and the proof for uniform convergence on compact subsets of various quantities from Step 1 - Step 4 are similar to [39]. Then, in Step 5, we show the solution satisfies the system in the sense of Definition 2.3. In particular, we perform the calculations necessary to show $\frac{1}{Z,_{\alpha'}}$ satisfies (20) in the sense of distributions.

First, we define, for $0 < \epsilon \leq 1$, the mollified data

$$
Z'(\alpha', 0) = \Psi(\alpha' - \epsilon i, 0), \quad \Psi(\xi', 0) = \Psi(\xi' - \epsilon i, 0), \quad h'(\alpha, 0) = \alpha
$$
We will also define $b^\epsilon = h_t^\epsilon \circ (h^\epsilon)^{-1}$. With this we can define the material derivative $D_t^\epsilon = \partial_t + b^\epsilon \partial_{\alpha'}$ and $D_{\alpha'}^\epsilon = \frac{1}{Z_{\alpha'}^\epsilon} \partial_{\alpha'}$. At this point it is also useful to note that at time $t = 0$ for any smooth solution to (20), we have $\mathcal{M}(0) = \mathcal{M}(0)$.

Now for each $\epsilon > 0$, the initial data is smooth and $\left( Z_{\alpha'}^\epsilon(\cdot, 0) - 1, \frac{1}{Z_{\alpha'}^\epsilon}(\cdot, 0) - 1 \right) \in H^s(\mathbb{R}) \times H^s(\mathbb{R})$ for all $s \geq 2$. Hence from Corollary 6.5 we see that there exists a time $T_\epsilon$ depending on $\epsilon$, so that we have a smooth solution $Z^\epsilon(\cdot, t)$ to (20) in the time interval $[0, T_\epsilon]$. Now from (21) and (22) we observe that for any $0 < \epsilon \leq 1$, we have that $c_0' \leq c_0$ and $\mathcal{M}(0) = \mathcal{M}_1(0)$, hence using the main a priori estimate Theorem 3.1, the control of the $H^2$ norm by $\mathcal{M}$ in Lemma 6.8 and the $H^2$ blow up criterion of Corollary 6.5 we see that in fact the solution $Z^\epsilon(\cdot, t)$ exists on a time interval $[0, T]$ independent of $\epsilon$ and the time $T$ depends only on $\mathcal{M}(0)$. Moreover in this time interval $[0, T]$ we have for all $0 < \epsilon \leq 1$

$$\mathcal{M}_1(t) \leq \mathcal{M}(t) \leq C(\mathcal{M}(0)).$$

In the following steps, we will first prove uniform bounds on appropriate terms. Then, we use these uniform bounds with Lemma 6.6 and Lemma 6.7 to obtain uniform convergence arguments for the relevant terms to the system (20). Finally, this allows us to prove the existence of a solution in the sense of Definition 2.3.

**Step 1:** First, we prove that both $b^\epsilon$ and $b_t^\epsilon$ are uniformly bounded in $L^\infty$ by the quantities $\mathcal{M}(0)$ and $c_0$. Throughout this step, we will use the bounds presented in Lemma 6.8 and the convention that $C(c_0 + \mathcal{M}(0))$ is a constant depending only on $c_0 + \mathcal{M}(0)$.

First, note that, by Lemma 6.8

$$\|b^\epsilon\|_\infty = \| \mathbb{H} \left[ \frac{1}{Z_{\alpha'}^\epsilon} \right] \|_\infty = \| \mathbb{H} \left[ \frac{1}{Z_{\alpha'}^\epsilon} - 1 \right] \|_\infty \leq \| \frac{1}{Z_{\alpha'}^\epsilon} - 1 \|_{H^1} \leq C(c_0 + \mathcal{M}(0)).$$

Next,

$$\|b^\epsilon_t\|_\infty \lesssim \| D_t^\epsilon b^\epsilon \|_\infty + \| b^\epsilon b_{\alpha'}^\epsilon \|_\infty$$

Analogous bounds to (36) and the above estimate on $b^\epsilon$ give $\| b^\epsilon b_{\alpha'}^\epsilon \|_\infty \leq C(c_0 + \mathcal{M}(0))$.

Next,

$$\| D_t^\epsilon b^\epsilon \|_\infty \lesssim \| D_t^\epsilon b^\epsilon \|_2 + \| \partial_{\alpha'} D_t^\epsilon b^\epsilon \|_2$$

(82)

The first term in (82) is

$$\| D_t^\epsilon b^\epsilon \|_2 \lesssim \| D_t^\epsilon, \mathbb{H} \| \frac{1}{Z_{\alpha'}^\epsilon} \|_2 + \| D_t^\epsilon \mathbb{H} \frac{1}{Z_{\alpha'}^\epsilon} \|_2$$

Computing the commutator and then by Proposition 7.3 we have

$$\| D_t^\epsilon, \mathbb{H} \| \frac{1}{Z_{\alpha'}^\epsilon} \|_2 \lesssim \| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}^\epsilon} \right) \|_2 \leq C(c_0 + \mathcal{M}(0))$$

Now for each $\epsilon > 0$, the initial data is smooth and $\left( Z_{\alpha'}^\epsilon(\cdot, 0) - 1, \frac{1}{Z_{\alpha'}^\epsilon}(\cdot, 0) - 1 \right) \in H^s(\mathbb{R}) \times H^s(\mathbb{R})$ for all $s \geq 2$. Hence from Corollary 6.5 we see that there exists a time $T_\epsilon$ depending on $\epsilon$, so that we have a smooth solution $Z^\epsilon(\cdot, t)$ to (20) in the time interval $[0, T_\epsilon]$. Now from (21) and (22) we observe that for any $0 < \epsilon \leq 1$, we have that $c_0' \leq c_0$ and $\mathcal{M}(0) = \mathcal{M}_1(0)$, hence using the main a priori estimate Theorem 3.1, the control of the $H^2$ norm by $\mathcal{M}$ in Lemma 6.8 and the $H^2$ blow up criterion of Corollary 6.5 we see that in fact the solution $Z^\epsilon(\cdot, t)$ exists on a time interval $[0, T]$ independent of $\epsilon$ and the time $T$ depends only on $\mathcal{M}(0)$. Moreover in this time interval $[0, T]$ we have for all $0 < \epsilon \leq 1$

$$\mathcal{M}_1(t) \leq \mathcal{M}(t) \leq C(\mathcal{M}(0)).$$
Next, by Proposition 7.4, $\|B_1^t\|_2 \lesssim \left\| \frac{1}{Z_{\alpha'}} \right\|_\infty \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2$ and hence

$$\left\| \frac{1}{Z_{\alpha'}} \frac{D_t^\epsilon}{Z_{\alpha'}} \right\|_2 \lesssim \left\| \frac{1}{Z_{\alpha'}} \frac{\partial_{\alpha'} D_t^\epsilon}{Z_{\alpha'}} \right\|_2 + \left\| \frac{1}{Z_{\alpha'}} \right\|_2 \leq C(c_0 + M_1(t))$$

The second term in (82) is

$$\|\partial_{\alpha'} D_t^\epsilon b^\epsilon\|_2 \lesssim \left\| \partial_{\alpha'} [D_t^\epsilon, H] \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_t^\epsilon \frac{1}{Z_{\alpha'}} \right) \right\|_2$$

By Proposition 7.4 and the uniform bound on $b_{\alpha'}^\epsilon$, analogous to (39), we have

$$\left\| \partial_{\alpha'} [D_t^\epsilon, H] \frac{1}{Z_{\alpha'}} \right\|_2 \lesssim \left\| \partial_{\alpha'} [b^\epsilon, H] \frac{1}{Z_{\alpha'}} \right\|_2 \leq C(c_0 + M_1(t))$$

Next,

$$\left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} D_t^\epsilon \frac{1}{Z_{\alpha'}} \right) \right\|_2 \lesssim \left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right) \frac{1}{Z_{\alpha'}} \frac{\partial_{\alpha'} D_t^\epsilon}{Z_{\alpha'}} \right\|_2 + \left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)^2 B_1^t \right\|_2$$

By analogous bound to (35),

$$\left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)^2 B_1^t \right\|_2 \lesssim \left\| \frac{1}{Z_{\alpha'}} B_1^t \frac{\partial_{\alpha'} D_t^\epsilon}{Z_{\alpha'}} \right\|_2 + \left\| \frac{1}{Z_{\alpha'}} \left( \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \left( \frac{1}{Z_{\alpha'}} \right) \right\|_2 \leq C(c_0 + M_1(t))$$

Finally by analogous bound to (35) and (37) we get

$$\left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}} \right)^2 B_1^t \right\|_2 \lesssim \left\| \frac{1}{Z_{\alpha'}} B_1^t \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right\|_2 + \left\| \frac{1}{Z_{\alpha'}} \right\|_2 \leq C(c_0 + M_1(t))$$

Hence,

$$\sup_{t \in [0, T]} \left\{ \|b^\epsilon\|_\infty(t) + \|b_{\alpha'}^\epsilon\|_\infty(t) + \|b_{\alpha'}^\epsilon\|_\infty(t) \right\} \leq C(c_0 + M_1(t)) \quad (83)$$

**Step 2:** In this step, we will prove uniform bounds on $h^\epsilon$, $h_{\alpha'}^\epsilon$, and $h_{\alpha'}^\epsilon$. First, since $b^\epsilon$ satisfies the bound (83) and $b^\epsilon = h_{\alpha'}^\epsilon \circ (h^\epsilon)^{-1}$, we obtain that $\|h_{\alpha'}^\epsilon\|_\infty \leq C(c_0 + M_1(t))$. Next,

$$\|h^\epsilon(\alpha, t) - \alpha\|_\infty = \left\| \int_0^t h_{\alpha'}^\epsilon(\alpha, s) \, ds \right\|_\infty \lesssim \int_0^t \|h_{\alpha'}^\epsilon\|_\infty(s) \, ds \leq C(c_0 + M_1(t)).$$

Finally, differentiating we obtain $\frac{d}{dt} h_{\alpha'}^\epsilon = b_{\alpha'}^\epsilon(h^\epsilon, t) h_{\alpha'}^\epsilon$ with $h_{\alpha'}^\epsilon(\alpha, 0) = 1$. Thus, solving the initial value problem in time,

$$e^{-t \sup_{s \in [0, t]} \|b_{\alpha'}^\epsilon\|_\infty(s)} \leq h_{\alpha'}^\epsilon(\alpha, t) \leq e^{t \sup_{s \in [0, t]} \|b_{\alpha'}^\epsilon\|_\infty(s)}.$$
Using this above two-sided bound and by the bound on $b_{\alpha'}^{\epsilon}$ from (83), we have
\[0 < c_1 \leq \frac{h^\epsilon(\alpha, t) - h^\epsilon(\beta, t)}{\alpha - \beta} \leq c_2 < \infty \quad \forall \alpha, \beta \in \mathbb{R} \text{ with } \alpha \neq \beta \text{ and } t \in [0, T] \] (84)
with $c_1, c_2$ depending only on $c_0$ and $\mathcal{M}_1(0)$, and moreover
\[\sup_{t \in [0, T]} \{ \| h^\epsilon(\alpha, t) - \alpha \|_\infty(t) + \| h^\epsilon_\alpha \|_\infty(t) + \| h^\epsilon_\alpha \|_2(t) \} \leq C(c_0 + \mathcal{M}_1(0)). \] (85)

**Step 3:** In this step, we will prove uniform bounds on $h^\epsilon/\tilde{z}_\alpha$ and $z_t$. From (20) and Lemma 6.8 we find that
\[\left\| \frac{D_t h^\epsilon}{Z^\epsilon_{\alpha'}} \right\|_\infty \leq \left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_\infty \left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_\infty \left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_\infty + \left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_\infty \| B^\epsilon_t \|_\infty \leq C(c_0 + \mathcal{M}_1(0)) \]
Also from Lemma 6.8 we clearly have
\[\left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_\infty + \left\| \frac{1}{Z^\epsilon_{\alpha'}} \right\|_2 \leq C(c_0 + \mathcal{M}_1(0)) \]
Now using the fact that $h^\epsilon/\tilde{z}_\alpha = 1/Z^\epsilon_{\alpha'} \circ h^\epsilon$ and (85), we see that
\[\sup_{t \in [0, T]} \left\{ \left\| \frac{h^\epsilon}{\tilde{z}_\alpha} \right\|_\infty(t) + \left\| \partial_\alpha \frac{h^\epsilon}{\tilde{z}_\alpha} \right\|_2(t) + \left\| \partial_t \frac{h^\epsilon}{\tilde{z}_\alpha} \right\|_\infty(t) \right\} \leq C(c_0 + \mathcal{M}_1(0)) \]
Now from Darcy’s law (13) and the equivalence of it with the system (20) we see that
\[\sup_{t \in [0, T]} \left\{ \| Z^\epsilon_t \|_\infty(t) + \| \partial_\alpha Z^\epsilon_t \|_2(t) + \| D_t Z^\epsilon_t \|_\infty(t) \right\} \leq C(c_0 + \mathcal{M}_1(0)) \]
and hence using $z^\epsilon_t = Z^\epsilon_t \circ h^\epsilon$ we get
\[\sup_{t \in [0, T]} \left\{ \| z^\epsilon_t \|_\infty(t) + \| \partial_\alpha z^\epsilon_t \|_2(t) + \| \partial_t z^\epsilon_t \|_\infty(t) \right\} \leq C(c_0 + \mathcal{M}_1(0)) \]
We now have control for all of the necessary terms.

**Step 4:** From the above controlled quantities and using Lemma 6.6 Lemma 6.7 we get convergence of several quantities by taking a sub-sequence $\epsilon_j \to 0$. By following the same proof as in (39) and writing $\epsilon_j = \epsilon$ as abuse of notation we obtain:
(a) There exists a continuous function $h : \mathbb{R} \times [0, T] \to \mathbb{R}$ so that $h(\cdot, t) : \mathbb{R} \to \mathbb{R}$ is a homeomorphism and
\[h^\epsilon \Rightarrow h \quad \text{and} \quad (h^\epsilon)^{-1} \Rightarrow h^{-1} \quad \text{on } \mathbb{R} \times [0, T] \]
Moreover there exists constants $c_1, c_2 > 0$ depending only on $c_0$ and $\mathcal{M}_1(0)$ so that
\[0 < c_1 \leq \frac{h(\alpha, t) - h(\beta, t)}{\alpha - \beta} \leq c_2 < \infty \quad \text{for all } \alpha, \beta \in \mathbb{R} \text{ with } \alpha \neq \beta \text{ and } t \in [0, T] \]
(b) There exists a continuous function $b : \mathbb{R} \times [0, T] \to \mathbb{R}$ such that

$$b^\epsilon \Rightarrow b \quad \text{on } \mathbb{R} \times [0, T]$$

Now as $b^\epsilon \circ h^\epsilon = h_t^\epsilon$, we see that the function $h$ defined above is in fact continuously differentiable in $t$ satisfying

$$h_t^\epsilon \Rightarrow h_t \quad \text{on } \mathbb{R} \times [0, T]$$

and we have $b \circ h = h_t$.

(c) There exists a continuous function $z : \mathbb{R} \times [0, T] \to \mathbb{C}$ such that $z$ is continuously differentiable with respect to $t$, with $z_t$ being continuous and bounded function on $\mathbb{R} \times [0, T]$ satisfying

$$z^\epsilon \Rightarrow z \quad z_t^\epsilon \Rightarrow z_t \quad \text{on } \mathbb{R} \times [0, T]$$

(d) If $Z(\alpha', t) = z(h^{-1}(\alpha', t), t)$ and $Z_t(\alpha', t) = z_t(h^{-1}(\alpha', t), t)$, then observe that $Z$ and $Z_t$ are continuous functions on $\mathbb{R} \times [0, T]$ with $Z_t$ being bounded. We also have

$$Z^\epsilon \Rightarrow Z \quad Z_t^\epsilon \Rightarrow Z_t \quad \text{on } \mathbb{R} \times [0, T]$$

(e) There exists a continuous function $\Psi : \mathbb{P}_- \times [0, T] \to \mathbb{C}$ such that $\Psi(\cdot, t)$ is conformal on $\mathbb{P}_-$ and $\frac{1}{\Psi_z}$ extends continuously to $\mathbb{P}_- \times [0, T]$. Its boundary value is given by $Z(\alpha', t) = \Psi(\alpha', t)$ and we also have

$$\Psi^\epsilon \Rightarrow \Psi \quad \frac{1}{\Psi_z^\epsilon} \Rightarrow \frac{1}{\Psi_z} \quad \text{on } \mathbb{P}_- \times [0, T]$$

$$\Psi_t^\epsilon \Rightarrow \Psi_t \quad \Psi_{z'}^\epsilon \Rightarrow \Psi_{z'} \quad \text{on } \mathbb{P}_- \times [0, T]$$

As $\frac{1}{\Psi_z}$ extends continuously to $\mathbb{P}_- \times [0, T]$, we call its boundary value as $\frac{1}{Z_{\alpha'}}$ by abuse of notation (as mentioned in Remark 2.2). With this we also have

$$\frac{1}{Z_{\alpha'}}^\epsilon \Rightarrow \frac{1}{Z_{\alpha'}} \quad \text{on } \mathbb{R} \times [0, T]$$

The proof also shows that $\frac{\Psi_t}{\Psi_z}$ extends continuously to $\mathbb{P}_- \times [0, T]$ and we have

$$\frac{\Psi_t^\epsilon}{\Psi_z^\epsilon} \Rightarrow \frac{\Psi_t}{\Psi_z} \quad \text{on } \mathbb{P}_- \times [0, T]$$

**Step 5:** We now show that the function $\Psi$ obtained above actually solves the system according to Definition 2.3. From the fact that $\sup_{t \in [0, T]} \mathcal{M}_1^\epsilon(t) \leq C(\mathcal{M}_1(0))$ for all $0 < \epsilon \leq 1$, we see that $\sup_{t \in [0, T]} \mathcal{M}_1(t) \leq C(\mathcal{M}_1(0))$. Similarly from the convergence of $\Psi^\epsilon$ to $\Psi$ and Lemma 6.8 we also see that

$$\sup_{\epsilon < 0} \left\| \frac{1}{\Psi_z}(\cdot + iy', t) - 1 \right\|_{H^1} \leq C(c_0 + \mathcal{M}_1(0))$$
and hence
\[
\sup_{t \in [0,T]} \left\| \frac{1}{Z_{\alpha'}} (\cdot, t) - 1 \right\|_{H^1} \leq C(\epsilon_0 + \mathcal{M}_1(0)) \quad (86)
\]

From the construction, it is easy to see that most of the other conditions in the definition are automatically satisfied and the only thing left to show is that \(\frac{1}{Z_{\alpha'}}\) satisfies the system (20) in the sense of distributions. Note from the bound (86), the definitions of \(b\) and \(B_1\) make sense. Now observe that for \(\phi\), a smooth, compactly supported function in \(\mathbb{R} \times [0, T]\), we have

\[
\int_{\mathbb{R} \times [0,T]} \phi \left( \frac{1}{|Z'_{\alpha'}|^2} \partial_{\alpha'} \frac{1}{Z'_{\alpha'}} - \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right)
= \int_{\mathbb{R} \times [0,T]} \phi \left( \frac{1}{|Z'_{\alpha'}|^2} \left( \partial_{\alpha'} \frac{1}{Z'_{\alpha'}} - \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right) + \int_{\mathbb{R} \times [0,T]} \phi \left( \frac{1}{|Z_{\alpha'}|^2} \left( \frac{1}{Z'_{\alpha'}} - \frac{1}{Z_{\alpha'}} \right) \right) \partial_{\alpha'} \frac{1}{Z_{\alpha'}}
\]

The second term above vanishes as \(\epsilon \to 0\) because we have \(\sup_{[0,T]} \| \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \|_2 < \infty\) and \(\frac{1}{Z_{\alpha'}}\) converges uniformly to \(\frac{1}{Z_{\alpha'}}\) on compact subsets of \(\mathbb{R} \times [0, T]\). For the first term, we integrate by parts in space

\[
\int_{\mathbb{R} \times [0,T]} \phi \left( \frac{1}{|Z'_{\alpha'}|^2} \left( \partial_{\alpha'} \frac{1}{Z'_{\alpha'}} - \partial_{\alpha'} \frac{1}{Z_{\alpha'}} \right) \right)
= - \int_{\mathbb{R} \times [0,T]} \left\{ \phi \left( D_{\alpha'} \frac{1}{Z_{\alpha'}} + D_{\alpha'} \frac{1}{Z'_{\alpha'}} \right) \left( \frac{1}{Z'_{\alpha'}} - \frac{1}{Z_{\alpha'}} \right) \right\} + \left( \partial_{\alpha'} \phi \right) \frac{1}{|Z_{\alpha'}|^2} \left( \frac{1}{Z'_{\alpha'}} - \frac{1}{Z_{\alpha'}} \right)
\]

Since \(D_{\alpha'} \frac{1}{Z_{\alpha'}}\) and \(\frac{1}{Z_{\alpha'}}\) are uniformly bounded and \(\frac{1}{Z_{\alpha'}}\) converges uniformly to \(\frac{1}{Z_{\alpha'}}\) on compact subsets of \(\mathbb{R} \times [0, T]\), this term vanishes as \(\epsilon \to 0\).

Next, the weak convergence of the term \(b^\epsilon \partial_{\alpha'} \frac{1}{Z_{\alpha'}}\) to \(b \partial_{\alpha'} \frac{1}{Z_{\alpha'}}\) is similar to the above terms because we know \(b^\epsilon \to b\) on \(\mathbb{R} \times [0, T]\).

The final difference to consider is

\[
\int_{\mathbb{R} \times [0,T]} \phi \left( \frac{B_1^\epsilon}{Z_{\alpha'}} - \frac{B_1}{Z_{\alpha'}} \right) = \int_{\mathbb{R} \times [0,T]} \phi B_1 \left( \frac{1}{Z'_{\alpha'}} - \frac{1}{Z_{\alpha'}} \right) + \int_{\mathbb{R} \times [0,T]} \phi \frac{1}{Z_{\alpha'}} (B_1^\epsilon - B_1) \quad (87)
\]

The first term converges as in the arguments above. The second term requires a different argument. Let \(0 < \epsilon_1, \epsilon_2 \leq 1\) and consider the \(\epsilon_1\) and \(\epsilon_2\) solutions as solutions \(A\) and \(B\) as used in §4. Then we see that

\[
\frac{1}{Z_{\alpha'}} - \frac{1}{Z_{\alpha'}} = \Delta \left( \frac{1}{Z_{\alpha'}} \right) + \left( \frac{1}{Z_{\alpha'}} \circ \tilde{h} - \frac{1}{Z_{\alpha'}} \right)
\]
Hence we see that for \( t \in [0, T] \) we have from Theorem 4.4, Lemma 4.9 and Proposition 4.7

\[
\left\| \frac{1}{Z_{\alpha'}^{1}} - \frac{1}{Z_{\alpha'}^{2}} \right\|_{H^\frac{1}{2}}(t) \leq \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{H^\frac{1}{2}}(t) + \left\| \frac{1}{Z_{\alpha'}^{1}} \circ \tilde{h} - \frac{1}{Z_{\alpha'}^{2}} \right\|_{H^\frac{1}{2}}(t)
\]

\[
\lesssim \mathcal{M}_1(0) \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{L^\infty \cap H^\frac{1}{2}}(0) + \left\| \tilde{h}_{\alpha'} - 1 \right\|_{H^\frac{1}{2}}(t) + \left\| \tilde{h}_{\alpha'} - 1 \right\|_{L^\infty}(t)
\]

\[
\lesssim \mathcal{M}_1(0) \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{L^\infty \cap H^\frac{1}{2}}(0) + \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{L^\infty \cap H^\frac{1}{2}}(0)
\]

\[
\lesssim \mathcal{M}_1(0) \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{L^\infty \cap H^\frac{1}{2}}(0) + \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) \right\|_{H^1}(0)
\]

Hence for any \( t \in [0, T] \), by Proposition 7.5 and Sobolev embedding,

\[
\left\| B_1^{1} - B_1^{2} \right\|_{L^2}(t) \lesssim \left\| \frac{1}{Z_{\alpha'}^{1}} - \frac{1}{Z_{\alpha'}^{2}} \right\|_{H^\frac{1}{2}} \left( \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}^{1}} \right\|_{2} + \left\| \partial_{\alpha'} \left( \frac{1}{Z_{\alpha'}^{1}} - \frac{1}{Z_{\alpha'}^{2}} \right) \right\|_{2} \right)
\]

\[
\lesssim \left\| \frac{1}{Z_{\alpha'}^{1}} - \frac{1}{Z_{\alpha'}^{2}} \right\|_{H^\frac{1}{2}} \left( \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}^{1}} \right\|_{2} + \left\| \partial_{\alpha'} \frac{1}{Z_{\alpha'}^{2}} \right\|_{2} \right)
\]

\[
\lesssim \mathcal{M}_1(0) \left\| \Delta \left( \frac{1}{Z_{\alpha'}} \right) - 1 \right\|_{H^1}(0) + \left\| \Delta \left( \frac{1}{Z_{\alpha'}} - 1 \right) \right\|_{H^1}(0)
\]

This implies that \( B_1^{1}(t) \) forms a Cauchy sequence and hence converges in \( L^2 \). However, we know that they converge in distribution to \( B_1(t) \). Hence we see that

\[
\sup_{t \in [0, T]} \left\| B_1^{1} - B_1 \right\|_{L^2}(t) \to 0 \quad \text{as} \quad \epsilon \to 0
\]

Hence, the second term in (87) vanishes as \( \epsilon \to 0 \). Collecting all of the above terms, we have that

\[
(\partial_t + b' \partial_{\alpha'}) \frac{1}{Z_{\alpha'}} = -i \frac{1}{|Z_{\alpha'}|^2} \partial_{\alpha'} \frac{1}{Z_{\alpha'}} + \frac{B_1^i}{Z_{\alpha'}^i}
\]

converges weakly to (20).

The uniqueness of the solution in the class \( \mathcal{S} \mathcal{A} \) follows from Theorem 4.4 and Lemma 4.9. Hence the theorem is proved.

\[\square\]

6.3. Rigidity

In this section, we give a brief outline of the proof of Theorem 2.5 mirroring the method in [2]. The proof is essentially identical because the proof in [2] relies on the energies and not so much on the details of the system being solved. We omit the computational or
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technical details and modify the energies where appropriate. First, analogously to (49), we have
\[
\frac{\partial t}{\partial t} \frac{h_{\alpha}}{z_{\alpha}}(\alpha, t) = \frac{\partial t}{\partial t} \frac{h_{\alpha}}{z_{\alpha}}(\alpha, 0) \exp \left\{ \int_0^t \left( \frac{h_{\alpha}}{h_{\alpha}} - \frac{z_{\alpha}}{z_{\alpha}} \right)(\alpha, s) \, ds \right\}.
\] (88)

As \( \frac{\partial t}{\partial t} \frac{h_{\alpha}}{z_{\alpha}}(h^c)^{-1} = h_{\alpha} \) and \( \frac{z_{\alpha}}{z_{\alpha}}(h^c)^{-1} = D_{\alpha} Z_{\alpha}^1 \), we see from (SS) and (SS) that the integrand in (SS) is bounded in \( L^\infty \). Moreover, \( \frac{\partial t}{\partial t} \frac{h_{\alpha}}{z_{\alpha}}(\alpha, 0) = 0 \) and \( \frac{1}{Z_{\alpha}^1}(\alpha', t) = \frac{1}{\Psi_{\alpha}^1}(\alpha', t) \), so letting \( \epsilon \to 0 \), gives
\[
\frac{c_1}{\Psi_{\alpha}^1}(\alpha, 0) \leq \frac{1}{\Psi_{\alpha}^1}(h(\alpha, t), t) \leq c_2 \frac{1}{\Psi_{\alpha}^1}(\alpha, 0)
\]
for some constants \( c_1, c_2 > 0 \) depending only on \( M_1(0) \). Thus, for \( t \in [0, T] \), the singular set is propagated, \( S(t) = \{ h(\alpha, t) \in \mathbb{R} \mid \alpha \in S(0) \} \).

Next, since solutions satisfy
\[
\sup_{y' \leq 0} \left| \int_0^t \frac{1}{\Psi_{\alpha}^1} (\cdot + iy', t) \, ds \right| < \infty,
\]
and since the energy \( M_1(t) < \infty \), it follows as in the argument in [2] that for each \( t \in [0, T] \)
\[
\sup_{y' < 0} \left| \int_0^{t_0} \frac{1}{\Psi_{\alpha}^1} (x' + iy', t) \, ds \right|_{L^\infty} \leq C(M_1(t)).
\] (89)

Hence following the same argument as in [2] we see that \( \frac{1}{\Psi_{\alpha}^1} \partial_{x'} \frac{1}{\Psi_{\alpha}^1}(\alpha', t) = 0 \) at any singular point \( \alpha' \in S(t) \). The proof for \( \frac{1}{\Psi_{\alpha}^1} \partial_{x'} \frac{1}{\Psi_{\alpha}^1}(\alpha', t) \) is similar.

The identity (23) for non-singular points follows from (SS) by again using \( \frac{h_{\alpha}}{z_{\alpha}} = \frac{1}{Z_{\alpha}^1} \circ h^c \), \( h^c(\alpha, 0) = \alpha \), \( \frac{1}{Z_{\alpha}^1}(\alpha', t) = \frac{1}{\Psi_{\alpha}^1}(\alpha', t) \) and taking limits \( \epsilon \to 0 \) by using the convergence given by the existence proof and the dominated convergence theorem. For any singular point \( \alpha_0 \in S(0) \), taking the limit along non-singular points \( \alpha_n \in NS(0) \), since we know the continuity of \( \frac{1}{\Psi_{\alpha}^1} \partial_{x'} \frac{1}{\Psi_{\alpha}^1}(\alpha', t) \) on \( \mathbb{P}_- \), we can apply the dominated convergence theorem to obtain
\[
\lim_{\alpha_n \to \alpha_0} \frac{z_{\alpha}}{z_{\alpha}^1}(h(\alpha_n, t), t) = \exp \left\{ i \text{Im} \left( \int_0^t \left( \frac{1}{\Psi_{\alpha}^1} \partial_{x'} \frac{1}{\Psi_{\alpha}^1} \right)(\alpha, s, t) \, ds \right) \right\}
\] (90)
Proposition 7.3. Let $\frac{1}{\Psi_{x,t}^\alpha} \partial_{x,t} \frac{1}{\Psi_{x,t}^\alpha} (\alpha', t) = 0$ for all $\alpha' \in S(t)$ and the singular set $S(0)$ propagates along the flow $h$, we have $\left( \frac{1}{\Psi_{x,t}^\alpha} \partial_{x,t} \frac{1}{\Psi_{x,t}^\alpha} \right) (h(\alpha_0, s), s) = 0$ in (91) and we obtain (26).

Finally, we can show the velocity of the particle at the tip of the corner or cusp is $-i$. We have $\frac{1}{Z_{\alpha'}}$ and $Z_t^i$ satisfying (13) by the discussion after (20). Now by the existence argument, $\frac{1}{Z_{\alpha'}}$ and $Z_t^i$ converge uniformly on compact subsets of $\mathbb{R} \times [0, T]$. Hence, $\frac{1}{Z_{\alpha'}}$ and $Z_t$ satisfy (13). Since at singular points, $\frac{1}{Z_{\alpha'}} = 0$, we have that $Z_t = -i$ which completes the proof.

7. Appendix

In this appendix, we state several useful estimates that are used in this paper. Several of them are exact statements or slight modifications from [1] and some we must give new proofs here.

Lemma 7.1. For $f \in S$ we have

$$\langle |\partial_{\alpha'}| f \rangle (\alpha') = \frac{1}{\pi} \int \frac{f(\alpha') - f(\beta')}{(\alpha' - \beta')^2} \, d\beta'$$

Proof. As $|\partial_{\alpha'}| = i\mathbb{H}\partial_{\alpha'}$ and as $\mathbb{H}(1) = 0$, we have

$$\langle |\partial_{\alpha'}| f \rangle (\alpha') = i\partial_{\alpha'}\left( \frac{1}{i\pi} \int \frac{1}{\alpha' - \beta'} f(\beta') \, d\beta' \right) = -\frac{1}{\pi} \partial_{\alpha'} \int \frac{f(\alpha') - f(\beta')}{\alpha' - \beta'} \, d\beta' = \frac{1}{\pi} \int \frac{f(\alpha') - f(\beta')}{(\alpha' - \beta')^2} \, d\beta'$$

For functions $f_1, f_2, f_3 : \mathbb{R} \to \mathbb{C}$ we define the function $[f_1, f_2; f_3] : \mathbb{R} \to \mathbb{C}$ as

$$[f_1, f_2; f_3](\alpha') = \frac{1}{i\pi} \int \left( \frac{f_1(\alpha') - f_1(\beta')}{\alpha' - \beta'} \right) \left( \frac{f_2(\alpha') - f_2(\beta')}{\alpha' - \beta'} \right) f_3(\beta') \, d\beta' \quad (91)$$

Proposition 7.2. Let $f, g, h \in S(\mathbb{R})$. Then we have the following identities

1. $h\partial_{\alpha'}[f, \mathbb{H}]\partial_{\alpha'}g = [h\partial_{\alpha'} f, \mathbb{H}]\partial_{\alpha'}g + [f, \mathbb{H}]\partial_{\alpha'}(h\partial_{\alpha'}g) - [h, f; \partial_{\alpha'}g]$  
2. $D_t[f, \mathbb{H}]\partial_{\alpha'}g = [D_t f, \mathbb{H}]\partial_{\alpha'}g + [f, \mathbb{H}]\partial_{\alpha'}(D_t g) - [b, f; \partial_{\alpha'}g]$

Proof. Both of these identities are proven in the Appendix section of [1].

Proposition 7.3. Let $H \in C^1(\mathbb{R})$, $A_i \in C^1(\mathbb{R})$ for $i = 1, \cdots m$ and let $\delta > 0$ be such that

$$\delta \leq \left| \frac{H(x) - H(y)}{x - y} \right| \leq \frac{1}{\delta} \text{ for all } x \neq y$$
Let $0 \leq k \leq m+1$ and define
\[ T(A, f)(x) = \text{p.v.} \int \frac{\prod_{i=1}^{m}(A_i(x) - A_i(y))}{(x-y)^{m+1-k}(H(x) - H(y))^{k}} f(y) \, dy \]
then we have the estimates
\begin{enumerate}
  \item $\|T(A, f)\|_2 \leq C(\|H'\|_{\infty}, \delta) \|A'_1\|_\infty \cdots \|A'_{m}\|_\infty \|f\|_2$
  \item $\|T(A, f)\|_2 \leq C(\|H'\|_{\infty}, \delta) \|A'_1\|_2 \|A'_2\|_\infty \cdots \|A'_{m}\|_\infty \|f\|_\infty$
\end{enumerate}

\textbf{Proof.} Both estimates follow as special case of Proposition 9.2 in \cite{1}. \hfill \Box

\textbf{Proposition 7.4.} Let $f \in \mathcal{S}(\mathbb{R})$. Then we have
\begin{enumerate}
  \item $\|f\|_\infty \lesssim \|f\|_{H^s}$ if $s > \frac{1}{2}$ and for $s = \frac{1}{2}$ we have $\|f\|_{BMO} \lesssim \|f\|_{H^\frac{1}{2}}$
  \item $\int \left| \frac{f(\alpha') - f(\beta')}{\alpha' - \beta'} \right|^2 \, d\beta' \lesssim \|f'\|_2^2$
  \item $\left\| \sup_{\beta'} \left| f(\alpha') - f(\beta') \right| \right\|_{L^2(\mathbb{R}, d\alpha')} \lesssim \|f'\|_2$
  \item $\|f\|_{H^\frac{1}{2}}^2 = \frac{1}{2\pi} \iint \left( \frac{f(\alpha') - f(\beta')}{\alpha' - \beta'} \right)^2 \, d\beta' \, d\alpha'$
  \item $\left\| \partial_{\alpha'} \left( \frac{f(\alpha') - f(\beta')}{\alpha' - \beta'} \right) \right\|_{L^2(\mathbb{R}^2, d\alpha' d\beta')} \lesssim \|f'\|_{H^\frac{1}{2}}$
\end{enumerate}

\textbf{Proof.} This proposition is directly found in the Appendix section of \cite{1}. \hfill \Box

\textbf{Proposition 7.5.} Let $f, g \in \mathcal{S}(\mathbb{R})$ with $s, a, m, n \in \mathbb{Z}$. Then we have the following estimates
\begin{enumerate}
  \item $\|\partial_{\alpha'}^s [f, H] \|_{BMO} \lesssim \|\partial_{\alpha'}^{s+a} f\|_{BMO} \|g\|_2$ for $s, a \geq 0$
  \item $\|\partial_{\alpha'}^s [f, H] \|_{BMO} \lesssim \|\partial_{\alpha'}^{s+a} f\|_2 \|g\|_{BMO}$ for $s \geq 0$ and $a > 0$
  \item $\left\| \left[ f, \partial_{\alpha'}^s \right] g \right\|_2 \lesssim \|\partial_{\alpha'}^{s+a} f\|_{BMO} \|g\|_2$
  \item $\left\| \left[ f, \partial_{\alpha'}^s \right] \left( \partial_{\alpha'}^a g \right) \right\|_2 \lesssim \|\partial_{\alpha'}^s f\|_{BMO} \|g\|_2$
  \item $\left\| \partial_{\alpha'}^m [f, H] \partial_{\alpha'}^n g \right\|_{L^\infty \cap H^\frac{1}{2}} \lesssim \|\partial_{\alpha'}^{m+n+1} f\|_2 \|g\|_2$ for $m, n \geq 0$
  \item $\left\| \partial_{\alpha'}^m [f, H] \partial_{\alpha'}^n g \right\|_2 \lesssim \|\partial_{\alpha'}^{m+n} f\|_\infty \|g\|_2$ for $m, n \geq 0$
  \item $\left\| \partial_{\alpha'}^m [f, H] \partial_{\alpha'}^{m+n} g \right\|_2 \lesssim \|\partial_{\alpha'}^{m+n} f\|_\infty \|g\|_2$ for $m \geq 0$ and $n \geq 1$
  \item $\left\| f, \partial_{\alpha'}^s \right\|_2 \lesssim \|f\|_2 \|g\|_1$
\end{enumerate}

\textbf{Proof.} The above estimates are shown in the Appendix section of \cite{1}. \hfill \Box

\textbf{Proposition 7.6.} Let $f, g, h \in \mathcal{S}(\mathbb{R})$ with $s, a, m, n \in \mathbb{Z}$. Then we have the following estimates
\begin{enumerate}
  \item $\|\partial_{\alpha'}^s (fg)\|_2 \lesssim \|\partial_{\alpha'}^s f\|_2 \|g\|_\infty + \|f\|_\infty \|\partial_{\alpha'}^s g\|_2$ for $s > 0$
  \item $\|fg\|_{H^\frac{1}{2}} \lesssim \|f\|_{H^\frac{1}{2}} \|g\|_\infty + \|f\|_\infty \|g\|_{H^\frac{1}{2}}$
  \item $\|fg\|_{H^\frac{1}{2}} \lesssim \|f\|_2 \|g\|_2 + \|f\|_\infty \|g\|_{H^\frac{1}{2}}$
\end{enumerate}

\textbf{Proof.} The above estimates are shown in the Appendix section of \cite{1}. \hfill \Box
Lemma 7.7. Let \( k, n \in \mathbb{N} \) and \( f_1, f_2, \ldots, f_k \in S(\mathbb{R}) \). Let \( r_1, r_2 \cdots, r_k \in \mathbb{Z} \) with \( r_1 + \cdots + r_k = n \) and \( r_i \geq 0 \) for all \( 1 \leq i \leq k \) and. Let \( r = \max\{r_1, r_2, \ldots, r_k\} \geq 1 \). Then

\[
(1) \| f_1^{(r_1)} \cdots f_k^{(r_k)} \|_2 \leq C(K) \{ \| f'_1 \|_{H^r} + \cdots + \| f'_k \|_{H^r} \} \quad \text{for} \quad s = \max\{r - 1, n - 2\}
\]

\[
(2) \| f_1^{(r_1)} \cdots f_k^{(r_k)} \|_{H^{r+\frac{1}{2}}} \leq C(K) \{ \| f'_1 \|_{H^r} + \cdots + \| f'_k \|_{H^r} \} \quad \text{for} \quad s = \max\{r - \frac{1}{2}, n - 2\}
\]

with \( K = (\| f_1 \|_{\infty} + \| f'_1 \|_{H^1}) + \cdots + (\| f_k \|_{\infty} + \| f'_k \|_{H^1}) \) and \( C(K) \) is a constant depending only on \( K \).

Proof. These estimates are shown in the Appendix section of [1].

Lemma 7.8 (Gronwall’s Inequality). Say \( v(t) \geq 0 \), \( w(t) \) non-decreasing and \( u(t) \) satisfies

\[
u(t) \leq w(t) + \int_0^t u(s)v(s) \, ds.
\]

Then, \( u(t) \) satisfies the bound

\[
u(t) \leq w(t) \exp \left( \int_0^t v(s) \, ds \right).
\]

Proof. The above inequality follows as an easy corollary to the standard integral version of Gronwall’s inequality, e.g. as found in [29].

Proposition 7.9. Let \( g \in S(\mathbb{R}) \). Then

\[
\| e^g - 1 \|_{H^{\frac{1}{2}}} \lesssim \| g \|_{H^{\frac{1}{2}}}
\]

Proof. We first observe that from repeated application of Proposition 7.6, there exists a universal constant \( C \) such that for any \( n \in \mathbb{N} \) we have

\[
\| g^n \|_{H^{\frac{1}{2}}} \lesssim nC^{n-1}\| g \|_{\infty}^{n-1}\| g \|_{H^{\frac{1}{2}}}
\]

Now since \( g \in L^{\infty} \), we can use the Taylor expansion of \( e^x - 1 \) to obtain

\[
\| e^g - 1 \|_{H^{\frac{1}{2}}} \leq \sum_{n=1}^{\infty} \frac{1}{n!} \| g^n \|_{H^{\frac{1}{2}}}
\]

\[
\lesssim \sum_{n=1}^{\infty} \frac{1}{(n-1)!} C^{n-1}\| g \|_{\infty}^{n-1}\| g \|_{H^{\frac{1}{2}}}
\]

\[
\lesssim e^C\| g \|_{\infty}\| g \|_{H^{\frac{1}{2}}}
\]

thereby proving the lemma.

Proposition 7.10. Let \( f, g, h \in S(\mathbb{R}) \). Then we have the following estimates

\[
(1) \| [f, g; h] \|_2 \lesssim \| f' \|_2\| g' \|_2\| h \|_2
\]

\[
(2) \| \partial_r [f, [g, h]] \|_2 \lesssim \| f' \|_2\| g' \|_2\| h \|_2
\]

\[
(3) \| [f, g; h] \|_2 \lesssim \| f' \|_{\infty}\| g' \|_{\infty}\| h \|_2
\]

\[
(4) \| [f, g; h] \|_{H^{\frac{1}{2}}} \lesssim \| f' \|_{\infty}\| g' \|_{\infty}\| h \|_{H^{\frac{1}{2}}}
\]

\[
(5) \| [f, g; h] \|_{L^{\infty}\cap H^{\frac{1}{2}}} \lesssim \| f' \|_{\infty}\| g' \|_2\| h \|_2
\]
Proposition 7.11. Let $f \in \mathcal{S}(\mathbb{R})$ and let $w$ be a smooth non-zero weight with $w, \frac{1}{w} \in L^\infty(\mathbb{R})$ and $w' \in L^2(\mathbb{R})$. Then

\[
(1) \|f\|_2^2 \lesssim \left\| \frac{f}{w} \right\|_2 \|w(f')\|_2 \\
(2) \|f\|_{L^\infty \cap H^\frac{1}{2}}^2 \lesssim \left\| \frac{f}{w} \right\|_2 \|(w f)'\|_2 + \left\| \frac{f}{w} \right\|_2^2 \|w'\|_2^2
\]

Proof. These estimates are shown in the Appendix section of [1].

Proposition 7.12. Let $f, g \in \mathcal{S}(\mathbb{R})$ and let $w, h \in L^\infty(\mathbb{R})$ be smooth functions with $w', h' \in L^2(\mathbb{R})$. Then

\[
\|f w h\|_{H^\frac{1}{2}} \lesssim \|f w\|_{H^\frac{1}{2}} \|h\|_\infty + \|f\|_2 \|(w h)'\|_2 + \|f\|_2 \|w'\|_2 \|h\|_\infty
\]

If in addition we assume that $w$ is real valued then

\[
\|f g w\|_2 \lesssim \|f w\|_{H^\frac{1}{2}} \|g\|_2 + \|g w\|_{H^\frac{1}{2}} \|f\|_2 + \|f\|_2 \|g\|_2 \|w'\|_2
\]

Proof. These estimates are shown in the Appendix section of [1].

Recall from (44) that

\[
(\mathcal{H} f)(\alpha') = \frac{1}{i\pi} \text{p.v.} \int \frac{\tilde{h}(\beta')}{h(\alpha') - \tilde{h}(\beta')} f(\beta') \, d\beta' \\
(\tilde{\mathcal{H}} f)(\alpha') = \frac{1}{i\pi} \text{p.v.} \int \frac{1}{h(\alpha') - \tilde{h}(\beta')} f(\beta') \, d\beta'
\]

We now prove some estimates related to these operators.

Proposition 7.13. Let $f, f_1, f_2, f_3, g \in \mathcal{S}(\mathbb{R})$ and let $\tilde{h} : \mathbb{R} \to \mathbb{R}$ be a homeomorphism such that there exists a constant $L \geq 1$ for which

\[
\frac{1}{L} \leq \frac{\tilde{h}(x) - \tilde{h}(y)}{x - y} \leq L \quad \text{for all } x \neq y
\]

Let $\mathcal{H}$ be the Hilbert transform (11) and let $\mathcal{H}, \tilde{\mathcal{H}}$ be as defined as in (44). We will suppress the dependence of $L$ i.e. we write $a \lesssim b$ instead of $a \leq C(L)b$. With this notation we have the following estimates:

\[
(1) \|\mathcal{H}(f)\|_2 \lesssim \|f\|_2 \text{ and } \|\tilde{\mathcal{H}}(f)\|_2 \lesssim \|f\|_2 \\
(2) \|\mathcal{H}(f)\|_{H^\frac{1}{2}} \lesssim \|f\|_{H^\frac{1}{2}} \\
(3) \|\mathcal{H}(f)\|_2 \lesssim \|\tilde{f}\|_2 - 1 \|f\|_\infty \\
(4) \|f, \mathcal{H} (f)\|_2 \lesssim \|f\|_2 \|\tilde{h}(\alpha') - 1\|_2 \|g\|_2 \\
(5) \|f, \mathcal{H} (g)\|_2 \lesssim \|f\|_2 \|\tilde{h}(\alpha') - 1\|_2 \|g\|_2
\]
Proof. To simplify the calculations we define

\[ F(a, b) = \frac{f(a) - f(b)}{a - b}, \quad F_h(a, b) = \frac{f(a) - f(b)}{h(a) - h(b)} \]

\[ H(a, b) = \frac{(\tilde{h}(a) - a) - (\tilde{h}(b) - b)}{a - b}, \quad H_h(a, b) = \frac{(\tilde{h}(a) - a) - (\tilde{h}(b) - b)}{h(a) - h(b)} \]

(1) This has already been shown as part of Lemma \ref{lem:4.3}.
(2) This has already been shown as part of Lemma \ref{lem:4.3}.
(3) We write \((\mathbb{H} - \mathcal{H}) = (\mathbb{H} - \tilde{\mathcal{H}}) + (\tilde{\mathcal{H}} - \mathcal{H})\). Observe that

\[(\mathbb{H} - \mathcal{H})f = \tilde{\mathcal{H}}((1 - \tilde{h}_\alpha) f)\]

Hence as \(\tilde{\mathcal{H}}\) is bounded on \(L^2\) we have \(\|(\mathbb{H} - \mathcal{H})f\|_2 \lesssim \|	ilde{h}_\alpha - 1\|_2\|f\|_\infty\). Now we have

\[(\mathbb{H} - \tilde{\mathcal{H}})f(\alpha') = \frac{1}{i\pi} \int \left( \frac{1}{\alpha' - \beta'} - \frac{1}{\tilde{h}(\alpha') - \tilde{h}(\beta')} \right) f(\beta') d\beta' = \frac{1}{i\pi} \int \frac{H_h(\alpha', \beta')}{\alpha' - \beta'} f(\beta') d\beta' \]

Now using Proposition \ref{prop:7.3} we see that \(\|(\mathbb{H} - \tilde{\mathcal{H}})f\|_2 \lesssim \|\tilde{h}' - 1\|_2\|f\|_\infty\). Hence the required estimate follows.

(4) Note that

\[([f, \mathbb{H} - \tilde{\mathcal{H}}] g)(\alpha') = \frac{1}{i\pi} \int F(\alpha', \beta') H_h(\alpha', \beta') g(\beta') d\beta' \]

and hence by Cauchy Schwarz inequality and Hardy’s inequality Proposition \ref{prop:7.4} we have

\[\| [f, \mathbb{H} - \tilde{\mathcal{H}}] g \|_2 \lesssim \|	ilde{h}_\alpha - 1\|_2 \left( \int |F(\alpha', \beta')|^2 |g(\beta')|^2 d\beta' \right)^{1/2} \]

The estimate now follows from another application of Hardy’s inequality Proposition \ref{prop:7.4}.

(5) We have

\[ \left[ f, \bar{\mathcal{H}} - \mathcal{H} \right] g = f(\bar{\mathcal{H}} - \mathcal{H}) g - (\bar{\mathcal{H}} - \mathcal{H})(fg) \]

\[ = f\bar{\mathcal{H}} \left( (1 - \bar{h}_\alpha) g \right) - \bar{\mathcal{H}} \left( (1 - \bar{h}_\alpha) (fg) \right) \]

\[ = \left[ f, \bar{\mathcal{H}} \right] \left( (1 - \bar{h}_\alpha) g \right) \]

\[ = -[f, \mathbb{H}] \left( (1 - \bar{h}_\alpha) g \right) - [f, \mathbb{H} - \tilde{\mathcal{H}}] \left( (1 - \tilde{h}_\alpha) g \right). \]  \hspace{1cm} (92)

For the first term in (92), we use the final inequality in Proposition \ref{prop:7.5} and for the second term, we use the previous inequality of Proposition \ref{prop:7.13}. This concludes the proof of this estimate. \qed
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