Temperatures of lunar impact flashes: mass and size distribution of small impactors hitting the Moon.
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ABSTRACT

Lunar impact flashes have been monitored over the last 20 years for determining the mass frequency distribution of near-Earth objects in the cm–Å size range. In this work, using telescopic observations in R and I band from the NELIOTA database, impact flash temperatures are derived. They are found to range between approximately 1,300 and 5,800 K. In addition, it is also found that temperature values appear to have a distribution significantly broader than a Gaussian function, therefore making it difficult to estimate the impact flash luminous energy by assigning an average temperature. By measuring the flash temperatures and assuming a black body emission, here we derive the energy of the impacts. We also study the potential link of each event to individual meteoroid streams, which allows us to assign an impact velocity and therefore constrain the projectile mass. Impactor masses are found to range between a few to hundreds of grams, while their sizes are just of few centimetres following a size frequency distribution similar to other studies.
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1 INTRODUCTION

Almost two decades ago the lunar surface started to be monitored with small-aperture telescopes (e.g. 40 cm) for the detection of the light of flashes produced by the impacts of near-Earth objects (NEOs) (Ortiz et al. 1999, 2000, 2002, 2006, 2015; Bouley et al. 2012; Suggs et al. 2008, 2014; Madiedo et al. 2014, 2015; Ait Moulay Larbi et al. 2015). The idea to monitor the lunar surface using photomultipliers was already introduced since the beginning of 90’s by Melosh et al. (1993), when it was modelled that impact flash events should be detectable on the lunar surface using modest telescopes equipped with photometers, but the impactor size had to be in the order of 1 m and those events are very rare. However, it was not until 2000 when the first impact flash was recorded (Ortiz et al. 2000), using ccd cameras instead of photomultipliers. The initial purpose of these studies was to measure the flux of impactors on the Moon and extrapolate it to the Earth. Lunar flash monitoring offers the advantage that Moon’s surface provides an extended area for detections, whereas the Earth-based sky monitoring systems that search for bolides do not have such a large detection area.

Additionally, the Moon represents an ideal impact target as it lacks atmosphere, therefore an impact occurs without the selection effect of a filtering atmospheric medium.

In general, when impacts occur the kinetic energy of the projectile is partitioned: a fraction of said energy is consumed for the excavation of the impact crater and compaction of the target medium, another fraction is used to heat the materials, while the remaining fraction is converted into the kinetic energy of the ejecta. In the case when the impact is energetic enough, the materials of impactor and target are vaporised and plasma can be generated (Melosh et al. 1993; Burchell et al. 1996a,b; Ernst & Schultz 2005). That depends on the impact speed and the mass of the impacting body in combination with the type of the materials. In order to constrain the energy partition problem, laboratory hypervelocity experiments have been conducted (Eichhorn 1975, 1976).

Understanding the energy partition problem is essential to convert the measured brightness of a flash to the impacting energy and possibly to the mass of the projectile. Typically, a black body radiator with luminous energy $E_{\text{lum}}$ is assumed, which is a fraction $\eta$ (luminous efficiency) of the kinetic energy of the impactor, $KE$,

$$E_{\text{lum}} = \eta KE \quad (1)$$
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The currently largest survey of lunar impact flashes (Suggs et al. 2014) resulted in the detection of 126 flashes from which they determined a size frequency distribution (SFD) with diameters ranging from 1 to 14 cm, using their own estimation for a velocity-dependent value of $\eta$. Some previous studies (e.g. Suggs et al. 2014; Ortiz et al. 2015), in order to perform the colour correction to their flash data, assumed an average flash temperature of 2,800 K adopted from the study of Nemtchinov et al. (1998) where they modelled the temperature distribution of the vapour generated during an impact of a 10 cm projectile with speed 25 km s$^{-1}$ and impact angle 30$^\circ$.

The advantage of having temperature measurements at several stages of the long-lasting flashes (the cooling of the flash) can give insight to the thermal evolution of an expanding cloud of droplets. This may reveal information for the size of the melted droplets feeding the studies of lunar regolith where melt-droplet spheroids have been found (Warren 2008; Bouley et al. 2012).

A step forward to the lunar observations for impact events was achieved by the ESA-funded NELOTA project, which is under the responsibility of the National Observatory of Athens. It is the first telescopic survey that is equipped with two cameras, observing simultaneously in two different wavelength bands (R and I, see Section 2 and Xilouris et al. 2018). This enables the measurement of the temperature of the observed flashes. Using the first flash detections of the NELOTA project, Bonanos et al. (2018) demonstrated a way to derive temperatures of lunar flashes from astronomical observations for the first time. However, at that time the number of available flashes was very limited and the method of temperature calculation was approximated. In addition to this work, Madiedo et al. (2018) provided flash temperature measurement for a flash recorded in 2015 also in two different wavelengths.

In this work we used the publicly available data from the NELOTA website and from Xilouris et al. (2018). In the light of the flash magnitude calibration (Xilouris et al. 2018), we revised and modified the temperature and mass calculation method compared to the one presented in Bonanos et al. (2018). Our updated temperature and mass derivation method presented here is rigorous. In addition, this larger dataset is used to derive preliminary statistical properties of the flashes and the impacting population. Correlation between flashes and known meteor streams is searched in order to improve the estimation of the impact velocity.

The instrumentation is briefly presented in Section 2 (for further details see Xilouris et al. 2018), while in Section 3 the dataset and its characteristics (e.g. magnitudes, durations, locations) is described. In Section 4, together with an attempt to link the impacting bodies to meteor stream populations, are presented the methods to measure the temperatures and the way these were used to calculate masses and sizes of the impacting population. Finally in Section 5 are discussed the findings and implications of this project.

2 INSTRUMENTATION AND OBSERVATION MODE OF NELOTA

The data that are used here were obtained with the 1.2 m Kryoneri telescope that was refurbished and is used for the NELOTA project. The facility is located in Peloponnese, Greece at an altitude of 900 m. It is equipped with two identical Andor Zyla sCMOS cameras and a dichroic beamsplitter, which separates the incoming light at 730 nm and sends each separate beam to a different camera. Between the beam splitter and each camera there is an $R_c$ and $I_c$ Cousin filter with maximum transmitted wavelengths at 641 nm and 798 nm respectively. The final ranges of the transmitted wavelengths, when the total setup is considered according to the manufacturer’s quality tests, are 550–800 nm for the $R$–band and and 700–950 nm for the $I$–band. In principle, observations should take place every month on the waning and waxing side of the lunar surface. Each night and every 15 minutes of lunar observations photometric standard stars are observed at approximately the same airmass with the Moon. These measurements are used to calibrate the instrumental magnitudes of the flashes (Bonanos et al. 2018), which are subsequently published online. Both cameras are synchronised and record with 30 frames-per-second (fps) with the integration time to be $t_{int} = 0.023$ s and the readout $t_{r/o} = 0.010$ s. The interval between two frames is thus 0.033 s.

3 DATA

Detections of lunar impact flashes are reported since February 1st, 2017, totalling in ~86 h of observations of both waning and waxing areas of the Moon. After more than 22 months of observations (December 11th, 2018) 81 events have been reported of which the 55 are detected in both camera systems and thus are marked as validated. Events detected only in one camera system are reported as candidates. Therefore, the total rate of the validated events is calculated to be 1 flash every ~1.6 observing hours.

Publicly available data of the validated events are downloaded from neliota.astro.noa.gr and these are: data and time of each event, their lunar longitude and latitude coordinates, the flash calibrated peak magnitudes in both $R$– and $I$–band (in ranges $6.67 < R_{mag} < 11.8$ and $6.07 < I_{mag} < 10.4$). However, by comparing the published magnitudes in Xilouris et al. (2018) and the ones on the NELOTA web database\footnote{neliota.astro.noa.gr}, we can see differences, which could affect the temperature estimation and/or its uncertainty. These differences exist because the online magnitudes are approximative and their errors rounded (Liakos and Bonanos personal communication). For this reason for the first 31 validated events the magnitudes and their errors are taken from Xilouris et al. (2018), while for the remaining events the online magnitudes are used. Flash magnitudes are reported in Table 1. In addition, in the same online data archive, the actual datacubes of the events are provided. Each datacube stores the total frames in which a flash appears, together with a few frames after the end of the event.
4 METHODS AND RESULTS

4.1 Determination of time resolved flash photometry

For each flash all frames were extracted from the provided datacube. When a flash appears in more than one frame, instrumental fluxes were derived by Source Extractor algorithms (Bertin & Arnouts 1996), applying common parameters in the analysis. In particular, photometry was performed using the FLUX_AUTO mode and selecting as minimum detected area (DETECT_MINAREA) the 3 pixels. Additionally, the flux detection threshold (DETECT_THRESH) was applied to be 1.5σ above the background RMS and equal to the analysis threshold (ANALYSIS_THRESH).

The peak magnitudes provided in Xilouris et al. (2018) and on the website are already calibrated using standard stars which were observed at similar airmass with the Moon close to the time of the event (Bonanos et al. 2018) and therefore were used to obtain the calibrated magnitudes of the rest of the frames. Instrumental fluxes of the first frames (both in R and I) and their calibrated magnitudes are used in order to derive the zero-point and thus calibrate the entire sequence of the time resolved flash photometry. For the multi-frame flashes with ID 2 and 13 the magnitudes of all the frames are already presented in Bonanos et al. (2018).

For each flash that the NELIOTA detection algorithm provides, both frames, before and after the event, are inspected manually. If the flash is detected above the aforementioned threshold in N frames the total duration time is estimated as \( t = N \times t_{\text{int}} + (N) \times t_{\sigma} / \sigma \). Of course the real duration of a flash can be shorter than the number provided by the formula above. But because of the sampling rate used by NELIOTA, any duration shorter than \( t_{\text{int}} + t_{\sigma} = 0.033 \) s can not be measured.

Almost 40% of the flashes last for only a single frame. The validated single-frame events have signal in both I- and R-band, while the multi-frame ones have signal in at least two subsequent frames. Both validated and candidate events have signal in the camera system that operates in I- and R-band, but the majority of non-validated events lack of detection in R-band. In the case of multi-frame events, when the flash is detected in two or more frames in the I-band, the detection in R-band is weaker, resulting always in less frames. It is noticed that in some cases the estimated duration, resulting from the photometry in this work, is not in agreement with the duration that is given in the NELIOTA website. In particular in the events with flash ID 17,18, 22, 30 here is detected one frame less.

4.2 Determination of possible shower for each impact

While flash photometry allows us to derive the left hand side of Eq. 1, it is important to have a good estimate of the impact velocity in order to derive the mass of the impactor. The link of a flash with a specific meteor shower or the sporadic population has a fundamental role for said problem, because each meteor shower impacts the Moon with a specific and known speed. This allows to having a good choice for the value of \( v \) in the righthand side of Eq. 1. Moreover, the assignment to a meteor shower (or not) could provide information about the density of its bodies. Density information is required to convert masses to sizes and therefore estimate a reliable SFD of the impactor population. The goal of this section is to provide constrains to identify the meteor shower associated to each impact. Using the available dates and times of each flash detection the solar longitude is determined (Table 1). The idea is to check from geometrical considerations, whether a given shower can be responsible for a given impact. A few previous studies have also provided ways to make these links (e.g. Suggs et al. 2014; Madiedo et al. 2015).

The IAU confirmed meteor shower data\(^2\) are considered here. For each impact and each possible parent showers, the different steps to determine whether the shower is a plausible candidate are the following:

- We check whether or not there was a shower outburst at the time of the impact.
- In turn, we compute the difference in solar longitude (\( \lambda_{\odot} \)) between the time of the impact and the time of maximum of the shower, or the time of the shower outburst. We check if the difference in solar longitude between the time of the impact and the maximum of the shower (or shower outburst) is smaller than a chosen \( \lambda_{\odot} \). If not, the shower is dismissed as a possible parent shower.
- We compute right ascension and declination (\( \alpha, \delta_{\text{shw}} \)), which is the position of the shower radiant in inertial coordinates (ICRF at J2000), at the time of the impact, considering the radiant drift.
- The location of each impact (longitude, latitude, altitude) is converted into a 3D-position Moon-centred coordinates vector (\( x, y, z \)). This \( (x, y, z) \) is converted into Moon-centered inertial (ICRF at J2000) coordinates vector \( (x, y, z)_{\text{MCI}} \) at the time of the impact, and then into spherical coordinates \( (r, \alpha, \delta)_{\text{imp}} \).
- Then, the angular distance \( \Delta \gamma \) between \( (\alpha, \delta)_{\text{shw}} \) and \( (\alpha, \delta)_{\text{imp}} \) is computed. If \( \Delta \gamma \) is larger than a chosen \( \gamma \) threshold, the shower is dismissed as a possible parent shower.

If the shower has made it to this last step, it is considered as a potential parent shower of the impact. This method has the advantage to quickly provide shower candidates for a given impact. At the last step, given the difference in solar longitude \( \Delta \lambda_{\odot} \) and the activity strength of the shower \( \text{ZHR} \), we derive the most plausible shower for several impacts, listed in table 2. For that we used the expression (Eq. 1) as described in Suggs et al. (2014).

It is worth mentioning the limitations of such a method. Firstly, the shower radiants are those visible from the Earth. The gravitation of the Earth and the Moon being different, the effective radiant as seen from the Moon might be slightly different. This effect is especially true for slow meteors, but is ignored here. The \( \Delta \lambda_{\odot} \) and \( \Delta \gamma \) criteria are chose as \( \pm 15 \) deg and 89 deg. This implies that initially a shower is considered active for a full month, which is not true for many showers. This is why the most plausible shower parent is derived considering \( \Delta \lambda_{\odot} \). Another issue is that the duration of a shower

\(^2\) http://pallas.astro.amu.edu.pl/ jopek/MDC2007, accessed on Nov. 2018.
might change from one year to another, but this is not documented in the IAU meteor shower database.

Because impacts are single points (as opposed to meteors for which a whole trajectory can be computed) it is impossible to identify with 100% certainty the parenthood of a shower for a given impact. However, our approach allows one to dismiss all showers for which the parenthood is impossible, from geometrical considerations. This is a necessary but not sufficient condition.

In our sample we find that the impacts are associated
with 23 meteoroid streams as shown in Table 2. Only event 32 cannot be linked to a confirmed stream and thus is assigned as a sporadic event.

### 4.3 Flash temperatures estimation

Following previous observational and laboratory studies, the flash is assumed to be a black body radiator, whose spectral energy distribution is represented by the Planck formula:

\[
B(\lambda, T) = \frac{2hc^2}{\lambda^5} \frac{1}{\exp(\frac{hc}{k\lambda T}) - 1}
\]

where \( h \) is Planck’s constant, \( c \) the speed of light, \( k \) the Boltzmann constant, \( T \) and \( \lambda \) the temperature of the flash and the wavelength, respectively. In this work we also consider that the observer on Earth observes the flux of half black body-like sphere and thus:

\[
F = \frac{\pi r^2}{D^2} B(\lambda, T)
\]

where \( r \) (in m) is the radius of the black body and \( D \) the Earth-Moon distance at the time of the impact.

Since the NEILIOTA magnitudes are calibrated in the Cousin system (Xilouris et al. 2018) the formulas of Bessell et al. (1998) can be used to calculate the spectral flux density of each flash and are defined as:

\[
\xi_R = \frac{\int B(\lambda, T) R_c(\lambda) d\lambda}{\int R_c(\lambda) d\lambda}
\]

\[
\xi_I = \frac{\int B(\lambda, T) I_c(\lambda) d\lambda}{\int I_c(\lambda) d\lambda}
\]

where \( R_c(\lambda) \) and \( I_c(\lambda) \) the Cousin filters response. The importance here is that we have to use the formulas above and not directly the isophotal flux at the \( \lambda_{eff} \) (i.e. the formulas from Table A.2 of Bessell et al. 1998) because the spectral energy distribution of a flash could be (and it is) different than that of an A0 star (flash temperatures are lower). In the previous work of Bonanos et al. (2018), in order to calculate the flux of the black body the theoretical \( \lambda_{eff} \) of the Cousin filters as \( \lambda_R = 641 \) nm and \( \lambda_I = 798 \) nm are used and colour corrections due to the difference between the flash temperature and that of the A0 star are neglected.

The \( R \) and \( I \) magnitudes and the \( R-I \) colour are defined as:

\[
R = -2.5\log\left(\frac{\pi r^2}{D^2}\right) - 2.5\log(\xi_R) - 21.1 - ZP_R
\]

\[
I = -2.5\log\left(\frac{\pi r^2}{D^2}\right) - 2.5\log(\xi_I) - 21.1 - ZP_I
\]

\[
R-I = -2.5\log(\frac{\xi_R}{\xi_I}) - (ZP_R - ZP_I)
\]

where \( ZP_R = 0.555 \) and \( ZP_I = 1.271 \) as defined by Bessell et al. (1998). The value of \( R-I \) clearly depends only on \( T \), as the rest of terms are simplified in particular the absolute intensity of the black body radiator. We evaluated the \( R-I \) between 500-10,000 K and produced the theoretical curve as function of temperature (Fig. 1). For each flash, given the \( R-I \) from Table 1 we obtain its temperature and we can evaluate the values of \( \xi_R \) and \( \xi_I \). To estimate the error in \( T \) a Monte Carlo approach is adopted with typically \( 10^5 \) iterations. At each iteration a temperature value is derived from a new set of \( R \) and \( I \) which are extracted from Gaussian distributions centred on the nominal \( R \) and \( I \) values of the flash and standard deviations equal to the magnitude errors given by NEILIOTA. The result of the temperature distribution can be approximated by a Gaussian and we consider its standard deviation as the temperature uncertainty. All results are summarised in Table 2.

### 4.4 Masses of the impactors

The masses of the impactors can now be calculated from its KE using Eq. 1. The \( E_{lum} \) of each event is computed from the luminosity \( L \) as:

\[
L = \pi r^2 \int_{400}^{900} B(\lambda, T) d\lambda
\]

\[
E_{lum} = Lt
\]

where \( T \) the temperature as derived from the previous step, \( t \) the exposure time of the observations and \( B(\lambda, T) \) the Planck integrated over the visible wavelengths (400-900 nm) according to the definition of the \( E_{lum} \). The scaling factor here is the radius of the black body \( r \), which is calculated from Eq. 6 or Eq. 7 for a given \( T \).

Equation 10 is evaluated for each set of frames that the temperature can be calculated and then is summed to give the total \( E_{lum} \). For the events that last one frame it is assumed that the \( E_{lum} \) is released over the time of this frame, i.e. 0.033 s. In order to obtain masses from Eq. 1 we have:

\[
m = \frac{2E_{lum}}{v_{im}^2}
\]
where \( v_{im} \) are the impact speeds of Table 2. For the events that originated from meteor streams, the \( v_{im} \) used is that of the stream \( v_{stream} \) corrected to lunar velocity \( v_M \) which our method of section 4.2 provides directly. Regarding the sporadic events, there are several estimations in the literature about the average impact velocity, such as 16 km s\(^{-1}\) (Steel 1996), 19.2 km s\(^{-1}\) (Ivanov 2006), and 24 km s\(^{-1}\) (McNamara et al. 2004). Here the mass estimation was done 24 km s\(^{-1}\).

There are several studies that estimated the luminous efficiency, as for example Bellot Rubio et al. (2000) where \( 5 \times 10^{-3} < \eta < 5 \times 10^{-4} \) with a preferred value of \( 2 \times 10^{-3} \), while Moser et al. (2011) estimated for three different streams \( \eta \) to range between \( 1.2 \times 10^{-3} \) and \( 1.6 \times 10^{-3} \). The masses presented in Table 2 were calculated using two different values for luminous efficiency, \( \eta = 5 \times 10^{-4} \) and \( \eta = 1.5 \times 10^{-3} \) following also the example of Bouley et al. (2012). Note that masses scale inversely proportional to \( \eta \) and therefore for a smaller luminous efficiency, e.g. \( \eta = 5 \times 10^{-4} \), the values of masses from Table 2 must be multiplied by 10. For the events when the temperature can be measured in at least two consequent frames the \( E_{\text{lum}} \) is calculated for each frame-step and is summed. For the events with ID 2, 20, 40, 42, 47, 51 the flash is recorded in more \( I-\text{band} \) than \( R-\text{band} \) frames, but for those frames the \( I \) measurement is not possible. What is calculated instead is the fraction of the \( E_{\text{lum}} \) that should remain from the previous time-step. This is different for each flash, implying also different cooling rates. In that way it is possible to sum the energy and have a more accurate value for the mass. However, this correction is not applied for the flashes with ID 13 and 19. In the first case it is uncertain that the flux belongs to one event and as it is described in Section 4.6 it may be a multiple impact event of several impactors. For the event 19, the photometry of the \( R_b \) frame is very uncertain as the flux appears to be in only one pixel making the \( E_{\text{lum}} \) estimation for the second frame debatable. Thus, lacking a good estimation of the \( E_{\text{lum}} \), degradation it is preferred not to proceed with any correction.

Here we have to remind that the method described in section 4.2, for the investigation of the meteoroid parenthood, is necessary but not totally sufficient. Therefore, the calculated impact speeds can be in some cases overestimated leading to underestimated masses.

### 4.5 Sizes of the impactors and prediction for the produced craters

Having a measurement for the impacting mass and assuming spherical-shaped objects it is also possible to estimate their size (Fig. 2). The important parameter in this calculation is the choice of the impactor’s density. In principle for meteoroids there are two estimations for density. The first is the mineralogical density, \( \delta_m \), that is related to the specific material of the objects and the other is the bulk density, \( \delta \), which has lower values since it is taken into account the porosity of the object.

In this work we try to assign a bulk density to the impactors, that is compatible with the parent body of their stream, and is taken from Babadzhanov & Kokhriova (2009). Orionids and Eta Aquarids are associated with comet Halley and thus is used the same \( \delta \) value for both meteoroid populations. For the sporadic and any other event that has no density estimations is used \( \delta = 1,800 \text{ kg m}^{-3} \) (Babadzhanov & Kokhriova 2009) as an average value derived from observations (Table 3). The actual bulk density for a single sporadic meteoroid may vary from low values to higher values for the dark carbonaceous and stony/metallic parents respectively.

### 4.6 Temperature cooling

The impact flashes are rapid events, however a few of them last long enough to appear in several frames. This allows the temperature estimation at several stages during the cooling process. This cooling time in turn will help towards the understanding of the process or processes that produce the impact flash. In the current sample there are four events that lasted at least two frames in both filters (see Fig. 3 and Table 4), and thus the \( T \) evolution with time can be measured (Fig. 4). The rest of the events have recorded flux in one band in two or more consequent frames but only in one frame at the other band. This means that \( T \) cannot be estimated for more than one point during the total duration of the flash, the cooling is not time resolved, and therefore is not presented here.

There are two interesting events with ID 13 and ID 21, not showing similar pattern as all the others. During the event with ID 21 it appears that the flash has almost constant magnitude in \( I-\text{band} \) (if not brighter) and then fades again. Specifically the flash can be detected in three frames in the \( I-\text{band} \) \((I_1, I_p, I_c)\), with \( I_p \sim I_c \) within the error, but surprisingly in the \( R \)-band the flash is only detected in \( R_b \), even after a visual inspection. This observed fluctuation in magnitude could be due to the unique capture of the heating and cooling of the ejected material during the impact. Considering that in laboratory experiments we have seen very rapid increase of the flux of the flash both in \( R \) and \( I \) but much slower cooling, we would probably expect not to be able to capture this initial part of the event.

The other interesting event is with ID 13. In this particular event, although there is magnitude drop in both bands,
The total formation is elongated and the same orientation of the elongation is noticed in the $R$–band files ($R_a$, $R_b$). However, in the later no separate peaks are distinguished and this fact makes difficult the temperature calculation for each pair of the relevant peaks as before. In general, rapid variations in the atmosphere can cause this effect of separation between the individual peaks (see Fig. 5). The total formation is elongated and the same orientation of the elongation is noticed in the $R$–band files ($R_a$, $R_b$). However, in the later no separate peaks are distinguished and this fact makes difficult the temperature calculation for each pair of the relevant peaks as before. In general, rapid variations in the atmosphere can cause this effect of separation between the individual peaks (see Fig. 5).
Table 3. Estimated impactor size ranges, using meteoroid bulk densities from Babadzhanov & Kokhirova (2000) and sizes of the potential craters (using $\eta = 1.5 \times 10^{-3}$). The sizes of impactors and their potential craters have double values when an order of magnitudes smaller $\eta$ is adopted.

| Origin      | Density $(g \text{ cm}^{-3})$ | $d_{on}$ (cm) |
|-------------|-------------------------------|--------------|
| GEM         | 2.9                           | 1.9–4.3      |
| PER         | 1.2                           | 1.4–4.6      |
| ORI         | 0.9                           | 1.7–2.5      |
| NTA         | 1.6                           | 3.0          |
| ETA         | 0.9                           | 2.0          |
| KCG         | 2.2                           | 2.5          |
| SDA         | 2.4                           | 1.5–1.9      |
| LEO         | 0.4                           | 2.4          |
| CAP         | 2.1                           | 2.3–2.9      |
| SPO & others | 1.8                          | 1.0–7.7      |

rating the source light in multiple sources (speckles). In this particular case the event lasts at least 0.132 s which is quite long but still possible to be atmospheric speckles (J. Drummond, private communication). The camera’s pixel scale is 0.4 arcsec/pixel. The distance between the centre of light of the two largest peaks is 3.87 pixels, i.e. 1.55 arcsec. A field containing a magnitude calibrating star, was observed with several minutes time difference and at similar airmass of the Moon with an exposure time of 2 s. The PSF profile of the calibrating star in the $I$–band is 2.82 and 2.47 pixels for the major and minor axis respectively, corresponding effectively to an area with 5.3 pixels in diameter. The equivalent PSF profiles in the $R$–band are 2.68 and 2.4 pixels with an effective area of 5.04 pixels in diameter. By comparing these measurements the identified peaks are inside the PSF of the calibrating star, indicating a speckle.

In the case of a speckle by summing the fluxes of all separated points we get the total flux of the source. Interestingly Fig. 4 shows constant temperature in two subsequent frames which is quite unexpected as typically we expect a rapid temperature drop. The fact that we do not see a temperature drop for the events that were detected in Fig. 3.

**Figure 3.** Magnitude drop for the events that were detected in more than two frames.
pears weaker than the one presented by Bouley et al. (2012). Magnitudes and temperatures were calculated as described in 4.1 and 4.3 respectively. Temperatures reported earlier are recomputed in this work with the updated method. “These magnitudes were taken directly from Bonanos et al. (2018); Xilouris et al. (2018).” These magnitudes were taken from NELIOTA web database.

| Flash ID | Frame | R ± σR (mag) | I ± σI (mag) | T ± σT (K) |
|----------|-------|---------------|---------------|-------------|
| 2. a | 6.67 ± 0.07 | 6.07 ± 0.06 | 4540 ± 560 |
| 13. b | 10.01 ± 0.17 | 8.26 ± 0.07 | 1980 ± 210 |
| 19. a | 9.17 ± 0.10 | 8.07 ± 0.04 | 2975 ± 230 |
| 20. b | 13.00 ± 1.50 | 8.96 ± 0.08 | 600 ± 600 |
| 40. a | 9.20 ± 0.10 | 7.7 ± 0.07 | 2290 ± 175 |
| 42. b | 11.23 ± 0.52 | 9.66 ± 0.11 | 2290 ± 990 |
| 47. a | 8.40 ± 0.10 | 8.70 ± 0.05 | 2975 ± 240 |
| 51. b | 11.07 ± 0.30 | 8.81 ± 0.10 | 1100 ± 180 |

Until very recently, temperatures could not be derived from lunar telescopic observations and thus, when needed, studies (Suggs et al. 2014, 2017) used an average value (e.g. 2,800 K Nemtchinov et al. 1998). In Fig. 7 we plot the number distribution of those events with a temperature uncertainly smaller than 30% (i.e. 43 events), and the best fit Gaussian function of the form \( a \exp(-(T-T_0)^2/\sigma^2) \) for which we find \( T_0 = 2550 \text{ K}, \sigma = 600 \text{ K}, \) and \( a=12.5. \) This indicates that a good estimate for the typical temperature of the flashed measured by NELIOTA is about 2,500–2,600 K very close to previous assumptions of the average temperature of the lunar flashes.

Theoretical studies have given us limits for the initial temperatures of the flashes in the range between the melting point of the lunar regolith at 1,725 K and its vaporisation at 3,776 K (Cintala 1992). In our sample, 39 out of 55 events are in the aforementioned temperature range, with 15 events having temperatures hotter than 3776 K and only 1 event lower than 1725 K. Indeed, Fig 7 shows a tail of high temperature flashes that deviates significantly from the best fit Gaussian. This observation requires a further investigation to understand the phenomena that produce the light and how big is the deviation from a perfect black body emission. However, regolith temperature before an impact plays a role in the energy partition; it has to be noted that for the aforementioned flash temperature range indicated by Cintala (1992) the initial regolith temperature was assumed to be 273 K. As NELIOTA observes flashes on the non illuminated part of the Moon, regolith temperatures are significantly lower than 273 K, It has to be noted that, due to the readout time of the cameras and the moderate integration time, it is possible that the temperatures observed by NELIOTA are not the peak temperature of each individual flash. After 22 continuous months of NELIOTA ob-

### 5 DISCUSSION

Here we present lunar impact flash observations with simultaneous detections in R and I-band, which allow us to estimate their temperature. Flashes appear brighter in I–band, while in R–band have been observed faint events down to almost 12th magnitude (Fig. 6). This is one magnitude fainter than the events that have been presented in previous large surveys (Bouley et al. 2012; Suggs et al. 2014). There is a marginal correlation between the flash duration and the magnitude in both filters. In this sample this correlation appears weaker than the one presented by Bouley et al. (2012).
observations and using the total sample, there is neither an obvious correlation between maximum temperature and duration of the flash, nor between mass of the impactor and the flash duration. In addition there is no correlation/anti-correlation between the mass of those impactors originating from the same meteoroid stream and the temperature.

A lack of low-mass, low-temperature events is expected for a magnitude-limited survey, such as NELIOTA.

It has been demonstrated in the laboratory that the intensity of the impact flash, and thus the temperature, is affected by the impact speed and the mass of the impactors. However, all these pioneering studies used dust accelerators in order to achieve high impact speeds of tens of km s\(^{-1}\) (Eichhorn 1975, 1976; Burchell et al. 1996a,b). Moreover, the earliest ones made use mostly of metals and generally materials that are not compatible with the lunar surface and the NEO population. These conditions are important to be taken into account when we try to compare the temperatures of the aforementioned studies with the ones presented here as the materials of both target and impactor have an influence. For example, when several metals were tested, their melting point is anti-correlated with the measured temperature (Eichhorn 1975). The temperature range can be different for each experimental campaign, as different masses, compositions and speeds for impactors are used. One example for impact experiments using the van-de-Graaff dust accelerator, impacting iron particles onto several metallic surfaces, is that for impact speeds at 1–20 km s\(^{-1}\) the estimated temperature is 2,000–2,500 K. When gas-gun was used shooting pyrex projectiles on to pumice dust the temperatures were found to be 3,000–4,000 K, for modest impact speeds at about 5.5 km s\(^{-1}\).

In the current sample, the majority of the impactors have low densities because either they come from meteor streams linked to comets or in the case of the sporadic events a low density is adopted. The main exception are the Geminids which originate from the B-type near-Earth asteroid (3200) Phaethon and have bulk densities 2,900 kg m\(^{-3}\) (see Table 3).

Regarding the SFD of the impactors, we approximate it by a power-law \(N(D) = A D^\alpha\). The slope \(\alpha\) of the power law is independent of the choice of \(\eta\). The best fit value of \(\alpha\) is \(-2.28 \pm 0.08\), which is in very good agreement with the one observed by Suggs et al. (2014) who derived a slope of \(\alpha = -2.18 \pm 0.10\).

6 CONCLUSIONS

In this work is presented the methodology to measure the temperatures of the lunar impact flashes from NELIOTA 2-colour measurements by using the total response of the detectors and not only the peak wavelength as in previous studies. There is an attempt to assign the impacting population to meteoroid streams, providing a more precise estimation of the impact velocity which is an important parameter to calculate the kinetic energy of the impactor. During the impact this initial energy is divided into several parts, with one to be transformed to luminous energy. A great unknown is the energy percentage that is consumed to produce the light. Impactors’ masses are presented, while their sizes are calculated considering the documented bulk density of the parent objects. The above conclusions are based on the assumption of the black body radiation. Since the temperatures are directly measured at large scales they can be used for the estimation of the masses of impacting NEOs. This
Studying the temperatures of lunar impact flashes.

Figure 8. For a given impactor mass temperature appears to have a large dispersion in values and therefore there is no obvious correlation. This is because other parameters, such as the type of the material of both of the target and impactor may affect the result.

Figure 9. Locations of the validated impact flashes along with the measured temperature.
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