Constraining reionization using 21-cm observations in combination with CMB and Ly\textalpha forest data
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ABSTRACT

In this paper, we explore the constraints on the reionization history that are provided by current observations of the Ly\textalpha forest and the cosmic microwave background. Rather than using a particular semi-analytic model, we take the novel approach of parametrizing the ionizing sources with arbitrary functions and perform likelihood analyses to constrain possible reionization histories. We find model-independent conclusions that reionization is likely to be mostly complete by $z = 8$ and that the intergalactic medium was 50 per cent ionized at $z = 9–10$. Upcoming low-frequency observations of the redshifted 21-cm line of neutral hydrogen are expected to place significantly better constraints on the hydrogen neutral fraction at $6 \lesssim z \lesssim 12$. We use our constraints on the reionization history to predict the likely amplitude of the 21-cm power spectrum and show that observations with the highest signal-to-noise ratio will most likely be made at frequencies corresponding to $z = 9–10$. This result provides an important guide to the upcoming 21-cm observations. Finally, we assess the impact that measurement of the neutral fraction will have on our knowledge of reionization and the early source population. Our results show that a single measurement of the neutral fraction mid-way through the reionization era will significantly enhance our knowledge of the entire reionization history.
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1 INTRODUCTION

Determining how and when the Universe was reionized is one of the major outstanding questions of modern cosmology. Observations of the cosmic microwave background (CMB) confirm that hydrogen gas first became neutral at $z \approx 1100$ around 400 000 yr after the big bang. Observations of absorption spectra of quasars at redshifts $z < 6$ indicate that the intergalactic medium (IGM) is largely ionized. Therefore, a cosmic phase transition occurred whereby the IGM went from being fully neutral to being almost fully ionized (for a review, see Barkana & Loeb 2001). Our picture of when exactly this phase transition occurred and what was the nature of the sources that drove it remains cloudy.

In recent years, improved observational data have begun to probe the reionization era. By pursuing observations of the Ly\textalpha forest in quasi-stellar object spectra at ever higher redshifts, Gunn–Peterson troughs (Gunn & Peterson 1965; Scheuer 1965) have been seen along several quasar sight lines at $z \gtrsim 6$ (Becker et al. 2001), providing an indication of an increase in the IGM neutral fraction at these redshifts. Interpretation of these observations is subtle, since the IGM ionization state depends upon its thermal history, the spectrum of the ionizing sources and the history of the production of ionizing radiation in those sources.

Complementing Ly\textalpha forest observations is the detection of the imprint of reionization in the polarization of the CMB. Recattering of CMB photons by the ionized IGM produces a distinctive ‘bump’ in the CMB power spectrum on large angular scales that has been detected by the Wilkinson Microwave Anisotropy Probe (WMAP) (Dunkley et al. 2009). This places a constraint on the integrated optical depth $\tau_{\text{CMB}}$ to the surface of last scattering and suggests that a significant fraction of the IGM was ionized by $z \approx 10$. In a few years time, results from the Planck satellite\textsuperscript{1} are expected to tighten these constraints considerably.

In addition to these relatively robust observations, a host of other observations contributes to our understanding of the state of the IGM at high redshift. These include constraints on the temperature of the IGM in the range $z = 2–4$ (Ricotti, Gnedin & Shull 2000; Schaye et al. 2000; McDonald et al. 2001; Zaldarriaga, Hui &
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Tegmark 2001; Cen et al. 2009). These observations are challenging and their interpretation is complicated by the likelihood that He II reionization is occurring at \( z \approx 3 \). Other observations include the evolution of the abundance and clustering of Ly\( \alpha \) emitters (Malhotra & Rhoads 2004) and of the evolution of the metallicity (Becker, Rauch & Sargent 2009). These observations are difficult to interpret and as of yet offer only hints rather than definite evidence for how reionization proceeds. There also exist constraints on the number density of galaxies at high redshift (Bouwens et al. 2005; Stark et al. 2007), although extrapolating from the few galaxies observed to their implications on the ionization history is difficult due to the small number of candidate high-redshift galaxies and the unknown escape fraction of ionizing photons.

In the near future, it is hoped that observations of the redshifted 21-cm line of neutral hydrogen will provide a direct probe of the state of the IGM at redshifts \( z = 6–15 \). Low-frequency interferometers such as LOFAR,\(^2\) MWA,\(^3\) Papert\(^4\) and SKA\(^5\) should, in principle, be able to map the ionization state of the IGM, giving direct measurements of the ionized fraction \( x_i \) at several different redshifts. It is also hoped that future observations of high-redshift gamma-ray bursts (GRBs) will illuminate the state of the Ly\( \alpha \) forest at yet higher redshifts (Bromm & Loeb 2006; McQuinn et al. 2008), and the recent observation of a \( z \approx 8 \) GRB (Tanvir et al. 2009) seems a cause for optimism.

On the theoretical side, numerical simulations offer one way of trying to reconcile these different observations and a variety of groups have made concrete progress in this area (for a recent review, see Trac & Gnedin 2009). Analytical modelling is also possible and provides a useful way of exploring a large parameter space in order to assess how different sources of information constrain reionization. For example, Choudhury & Ferrara (2005, 2006) attempt to simultaneously model many of the above observations with a single model in a self-consistent way. Despite progress, there is considerable uncertainty in the theoretical modelling of reionization, partly stemming from uncertainty in the relevant parameters and partly from the complexity of the interaction between different physical processes.

In this paper, we combine these different pieces of observational evidence in order to quantify our uncertainty on the reionization history. Given the numerous sources of astrophysical uncertainty, we argue that it is presumptive to claim that we can use analytic models to definitively constrain reionization in detail (e.g. Choudhury & Ferrara 2005). Instead we propose arbitrary forms for the evolution of ionizing photon production. Using these arbitrary forms, we define the space of plausible models that fit the current data. We focus on the Ly\( \alpha \) forest and CMB observations which most tightly constrain reionization, and which are most readily predicted by an analytic model. We use a likelihood-based analysis to place constraints on the ionization history, considering two different source modelling parametrizations, in order to assess the systematic uncertainty in our conclusions.

Having made explicit the bounds of our ignorance in the ionization history, we explore the implications for the signal-to-noise ratio (S/N) that future 21-cm experiments might achieve at different redshifts. Finally, we turn this problem around and ask what 21-cm experiments will tell us about the reionization history that was not already implicit in our existing observations.

The layout of this paper is as follows. In Section 2, we discuss the current observational constraints on reionization that we will be using in our analysis. We then discuss in Section 3 the formalism for using these constraints to infer the ionization history given a particular model for reionization. In Section 4, we use this formalism to place constraints on model parameters and calculate probability distributions for the neutral fraction in different redshift bins. This is then used to make predictions for upcoming 21-cm instruments. Finally, we conclude in Section 5. The explicit details of our model of reionization are left to Appendix A.

Throughout this paper, we assume a cosmology with \( \Omega_m = 0.3, \Omega_{\Lambda} = 0.7, \Omega_b = 0.046, H = 100 h \text{ km s}^{-1} \text{ Mpc}^{-1} \) (with \( h = 0.7 \)), \( n_s = 0.95 \) and \( 
\sigma_8 = 0.8 \), consistent with the latest measurements (Komatsu et al. 2009).

### 2 Observational Constraints on Reionization

We now turn to the existing observational constraints on reionization. Constraints on reionization fall into two main types: those, like \( \tau_{\text{CMB}} \), that depend solely upon the ionization history \( x_i(z) \) and those, like the Ly\( \alpha \) forest, that constrain the sources and ionizing background that drives reionization. In this section, we discuss existing and future constraints and specify the data sets that we will use for our inference. We defer the details of our model of reionization to Appendix A.

Perhaps the most robust constraint on reionization comes from WMAP measurements of the optical depth to the surface of last scattering. Fig. 1 graphically illustrates the evolution of measurements of \( \tau_{\text{CMB}} \). Following the inclusion of improved polarization measurements in the WMAP3, the best-fitting value appears to have stabilized with the WMAP5 value \( \tau_{\text{CMB}} = 0.087 \pm 0.017 \) (Dunkley et al. 2009). The Planck, which will have better polarization sensitivity, should improve this significantly with Fisher matrix calculations predicting constraints at the level of \( \sigma_{\tau} = 0.005 \) (e.g. Colombo, Pierpaoli & Pritchard 2009), although this may degrade to \( \sigma_{\tau} = 0.01 \) once foreground modelling is included (Tegmark et al. 2000).

Since observations suggest reionization is essentially complete by \( z \approx 6.5 \), only a fraction of \( \tau_{\text{CMB}} \) requires further explanation. Assuming hydrogen and He i are fully ionized by \( z = 6.5 \) and that He ii reionization occurs at \( z = 3 \) gives \( \tau_{\text{CMB}} = 0.044 \). This leaves about half of the observed optical depth \( \Delta \tau \approx 0.043 \) to be explained by ionization at higher redshifts.

In the instantaneous model used by the WMAP5 analysis (Dunkley et al. 2009), the observed \( \tau_{\text{CMB}} \) corresponds to a reionization redshift of \( z_{\text{reio}} = 11 \pm 1.4 \). For more extended models of reionization, such as those of Furlanetto (2006), full reionization occurs later but with a significant tail to higher redshifts. Since

![Figure 1. Evolution of WMAP 1σ constraints on the optical depth \( \tau_{\text{CMB}} \) and, for comparison, the predicted error for the Planck.](https://academic.oup.com/mnras/article-abstract/408/1/57/1054259)
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$\tau_{\text{CMB}}$ is an integral over the ionization history, the optical depth constraint essentially gives us a constraint on the duration of reionization or equivalently the redshift at which star formation began. With much better data, one could imagine finding inconsistencies between $\tau_{\text{CMB}}$ and direct measurements of the reionization history indicating that other processes were responsible for modifying the ionization history at high redshift (Chen & Kamionkowski 2004; Mack & Wesley 2008). In this paper, we assume that all of $\tau_{\text{CMB}}$ arise from reionization by astrophysical sources and use the reported *WMAP* $\tau_{\text{CMB}}$ value.

In principle, CMB observations are sensitive to more than just $\tau_{\text{CMB}}$ since the shape of the reionization history will modify the polarization angular power spectrum on angular scales \( \ell \lesssim 50 \) (Kaplinghat et al. 2003). Unfortunately, realistic reionization histories lead to only small modifications that are hard to detect with even cosmic variance limited observations (Holder et al. 2003). It is therefore unlikely that CMB missions will provide much information on reionization beyond that contained in $\tau_{\text{CMB}}$ (Zaldarriaga et al. 2008).

Turning now to astrophysical constraints, we begin with observations of the Ly$\alpha$ forest in quasar absorption spectra. These place constraints on the ionizing background produced by luminous sources. The measured quantity is the mean transmittance of Ly$\alpha$ flux ($F$) along the line of sight to a quasar or equivalently the effective optical depth $\tau_{\text{eff}} = -\log (F)$ (Schaye et al. 2003; Songaila 2004; Fan et al. 2006; Faucher-Giguère et al. 2008a). With the knowledge of physical properties of the IGM, $\tau_{\text{eff}}$ can be connected to the background photoionization rate per hydrogen atom $\Gamma = \Gamma_{12} \times 10^{-12}$s$^{-1}$. This quantity serves as a constraint on the sources of ionizing radiation that drive reionization.

However, the conversion of a measured value of $\tau_{\text{eff}}$ into $\Gamma_{12}$ is a non-trivial process requiring the use of hydrodynamical simulations of the IGM (Bolton et al. 2005; Bolton & Haehnelt 2007, hereafter BH07) or the use of the fluctuating Gunn–Peterson approximation (FGPA) (Fan et al. 2006; Faucher-Giguère et al. 2008a, hereafter FG08). It is further plagued by our poor understanding of the relationship between overdensity $\Delta$ and temperature $T_{\text{IGM}}$ in the IGM. This is traditionally modelled at a power law $T = T_0 \Delta^\beta$, the asymptotic form after reionization has taken place (Hui & Haiman 2003).

However, recent simulations have shown that the situation at $z \sim 3$ may be significantly more complicated as a result of He ii reionization (Bolton et al. 2008; Trac, Cen & Loeb 2008; McQuinn et al. 2009) with there being some evidence for a temperature inversion. At $z \gtrsim 4$, there are currently no direct measurements of this relation (Cen et al. 2009).

Since $\Gamma$ is a mostly local measurement, it primarily constrains the sources at the redshift at which it is measured. In this paper, we assume that our model of sources should consistently drive reionization and also match observations shortly after reionization has occurred (Cen et al. 2009). The constraints on $\tau_{\text{eff}}$ are taken from BH07 and based on data from Schaye et al. 2003, Songaila 2004 and Fan et al. 2006.

BH07 points are slightly lower at $z \sim 4$ (probably as a result of not correcting for ‘continuum bias’; see FG08 for discussion). These two authors quote constraints on $\Gamma_{12}$ that are systematically offset from one another, mostly as a result of different assumptions about the uncertain temperature–density relation. We therefore choose to work from $\tau_{\text{eff}}$ and not $\Gamma_{12}$, so as to have control of the assumptions that are included. Our model for converting $\tau_{\text{eff}}$ into $\Gamma_{12}$ is detailed in Section A1.

As alluded to above, a knowledge of the temperature–density relationship of the IGM is an important ingredient in converting $\tau_{\text{eff}}$ observations into $\Gamma_{12}$ constraints. The IGM temperature can also potentially constrain when reionization took place. After reionization, adiabatic cooling rapidly brings the IGM temperature–density relation to an asymptotic form (Hui & Haiman 2003). Observing an excess temperature over this might indicate that reionization had occurred recently, so that not enough time to reach the asymptote had elapsed. Measurements of the IGM temperature come from Ly$\alpha$ forest observations at $z \lesssim 4$ from fitting to linewidths (Ricotti et al. 2000; Schaye et al. 2000; McDonald et al. 2001) or from measurements of the small-scale flux power spectrum (Zaldarriaga et al. 2001). The picture arising from these measurements is unclear, and when the temperature–density relationship is parametrized as a power-law $T_{\text{IGM}} = T_0 \Delta^\beta$, the parameters are only loosely constrained in the range $T_0 \approx (1-3) \times 10^4$ K and $\beta \approx 0.8$, depending on the technique and data set. Given the current level of the data and the importance of He ii reionization, we choose not to include temperature constraints in our analysis and only use these observations to set a reasonable prior on allowed values of $T_0$ and $\beta$ (see Choudhury & Ferrara 2005 for an alternative approach).

Constraints on $\Gamma_{12}$ may be converted into constraints on the rate per unit volume at which sources produce ionizing photons $N_{\text{ion}}$, given assumptions about the source spectrum, the mean free path of ionizing photons and the distribution of absorbing systems. These properties are poorly constrained by direct observation, as is discussed in more detail in Section A2.

Turning now to the future, more direct constraints on the ionization history may be possible with future 21-cm observations. Experiments such as the MWA, LOFAR, PAPER and SKA will observe the 21-cm power spectrum $P_21(k)$ over a range of wavenumber $k$ in different redshift bins. Analytic models and simulations suggest that the shape of $P_21(k)$ on scales $k \approx 0.1–1$ Mpc$^{-1}$ will provide good constraints on the bubble filling fraction $x_f(z)$ in each redshift bin. Fisher matrix analyses (Bowman, Morales & Hewitt 2006; McQuinn et al. 2006) suggest that the MWA will be able to place constraints on $x_f$ in a fully neutral IGM at $z = 8$ at the $\sigma_{x_f} = 0.2$ level, while the SKA should be capable of placing constraints of $\sigma_{x_f} = 0.07$. Adding in *Planck* CMB data to break degeneracies with cosmological parameters improves these constraints by a factor of

| $\Gamma_{12}$ | $\sigma_{\Gamma_{12}}$ |
|--------------|------------------|
| $3 \times 10^{-4}$ | 0.035 |
| $4 \times 10^{-4}$ | 0.067 |
| $5 \times 10^{-4}$ | 0.27 |
| $6 \times 10^{-4}$ | – |
~2. Similarly, by looking at the evolution of the amplitude and slope of PR2, Lidz et al. (2008) find that the MWA could constrain the mid-point of reionization with accuracy \( x_i = 0.5 \pm 0.05 \). 21-cm experiments may also give information about astrophysical parameters such as the minimum mass in which the first galaxies form (Barkana 2009).

The success of these instruments is dependent upon reionization occurring within their sensitivity window. These experiments are initially only likely to be sensitive to the power spectrum for frequencies above 100 MHz (although they are designed to cover frequencies down to 80 MHz), which corresponds to redshifts \( z \lesssim 13 \). At higher redshifts, synchrotron emission from the galaxy becomes extreme, terrestrial radio interference becomes more problematic and the Earth’s ionosphere is more of a challenge. It is therefore important to gauge what the ionization history is doing in this range of redshifts.

A second use of the 21-cm line comes from looking at the evolution of the global brightness temperature (Shaver et al. 1999) rather its fluctuations. Experiments such as the Experiment to Detect the Global EoR Signature (EDGES) (Bowman, Rogers & Hewitt 2008), which look for a sharp transition in the 21-cm signal brought about by reionization, essentially constrain \( dT_b/dz \) and so \( dx_i/dz \). Beating experimental systematics down by a factor of 10 or so should enable these experiments to begin placing meaningful constraints on \( x_i(z) \).

Again, it is important to ascertain the amplitude of the signal that these experiments may hope to see.

### 3 INFERENCE OF IONIZATION HISTORY

We next summarize our methodology for inferring the ionization history. For a summary of the Bayesian inference, see e.g. MacKay (2003).

We wish to attempt predictions for 21-cm observations given observational constraints from the Lyα forest and the CMB. To do this we make use of Bayes’ theorem

\[
p(w|D, M) = \frac{p(D|w, M)p(w|M)}{p(D|M)},
\]

where \( M \) is a model for reionization with parameters \( w \) and \( D \) is the combination of observational constraints on \( N_{\text{ion}} \) and \( \tau_{\text{CMB}} \). The evidence \( p(D|M) \) provides an overall normalization for the posterior probability \( p(w|D, M) \). We must specify our prior \( p(w|M) \) on the space of model parameters. Where measurements are poor, we take flat priors over a specified range for each parameter, thus \( p(w|M) = \text{const} \). Our choice of prior should only be important if the data only weakly constrain the ionization history. With these assumptions the posterior probability is proportional to the likelihood \( p(D|w, M) \), which is straightforward to calculate. Note that we will make the simplifying assumption of Gaussian errors in the observational constraints on \( \tau_{\text{eff}} \) and \( \tau_{\text{CMB}} \) when calculating the likelihood, although this is by no means guaranteed.

The first step of our inference procedure will be to use equation (1) and the data to constrain the model parameters for a set of different parametrizations. Then, since each model provides a definite prediction for \( x_i(z) \), we can calculate the probability distribution for \( x_i(z) \) at a given redshift from

\[
p(x_i|M) = \int dw \, p(w|D, M) \delta[x_i(w|M) - x_i].
\]

This gives us a bound on the ionization history given our choice of the form of the source model. The same procedure can be applied to calculate bounds on other quantities such as \( dx_i/dz \) or the S/N for a 21-cm experiment.

The evolution of sources is likely to be complex and to be resistant to description by a small set of numbers. However, by looking at a handful of models and seeing if the predictions are relatively consistent, we can still hope to obtain meaningful predictions.

### 4 RESULTS

#### 4.1 Constraints on \( N_{\text{ion}} \)

We begin by mapping the constraints in \( \tau_{\text{eff}} \) into constraints on \( \Gamma_{-12} \) and \( N_{\text{ion}} \). This has been the subject of extensive work (Bolton et al. 2005; BH07; FG08), with each author making their own preferred choice of assumptions about uncertain astrophysical parameters. In order to control the assumptions used and to preserve the effect of the non-linear mapping of constraints, we perform our own analysis but where possible we have checked that our model, which is described in detail in Appendix A, reproduces the results of previous work.

The main parameters in our model of reionization are the two parameters describing the temperature–density relation \( T_0 \) and \( \beta \), the spectral index of the sources \( \alpha_S \) and the power-law index of absorbing systems \( \gamma \). We further allow for an uncertainty in the overall normalization of the mean free path \( \kappa \). Alongside these astrophysical parameters, we allow for uncertainty in the normalization of the matter power spectrum \( \sigma_8 \), the total matter density \( \Omega_m \), the baryon density \( \Omega_b \) and the Hubble constant \( h \).

Assuming the parameter priors in Table 2, we propagate uncertainties by randomly drawing specific realizations of the parameters from their respective distributions, calculating the resulting \( \Gamma_{-12} \) and \( N_{\text{ion}} \) and repeating in order to fully sample the final distributions. Fig. 2 shows the resulting uncertainty on \( \Gamma_{-12} \) and \( N_{\text{ion}} \). Note that in each case there is considerable uncertainty on each of the parameters.

Our constraints at each redshift are summarized in Table 3 where we list the most likely value as well as error bars containing 68 and 95 per cent confidence intervals. Besides the basic astrophysical parameters, we allow for an uncertainty in the overall normalization of the mean free path and for uncertainty in the cosmological parameters. A more detailed analysis would take into account the covariance between the observational uncertainties and these parameters, but that lies beyond the scope of our analysis. Note that the error bars are highly asymmetric, emphasizing the need to consider the detailed probability distribution in our analysis. The top panel of Fig. 3 shows these error bars alongside those from BH07 and FG08. Our error bars are deliberately quite conservative.

Note that we treat the upper limit on \( \tau_{\text{eff}} \) at \( z = 6 \) as a uniform prior over a wide range of \( \tau_{\text{eff}} \) values. Increasing the upper limit here skews the constraint on \( N_{\text{ion}} \) to lower values. Unfortunately, this is at the edge of observational capability. Improving these observations

| Parameter | \( \bar{x} \) (\( N_{\text{ion}} \)) | \( \sigma_x \) (\( N_{\text{high}} \)) | Prior |
|-----------|----------------|----------------|-------|
| \( T_0 \) | 0.5 \times 10^4 K | 3.0 \times 10^4 K | Uniform |
| \( \beta \) | 0 | 0.6 | Uniform |
| \( \alpha_S \) | 1 | 3 | Uniform |
| \( \gamma \) | 1 | 2 | Uniform |
| \( \kappa \) | 1 | 0.2 | Gaussian |
| \( \sigma_8 \) | 0.8 | 0.05 | Gaussian |
| \( \Omega_m \) | 0.3 | 0.04 | Gaussian |
| \( \Omega_b \) | 0.046 | 0.0005 | Gaussian |
| \( h \) | 0.7 | 0.04 | Gaussian |
would go a long way towards constraining the evolution of  
the sources.  

Note that the $N_{\text{ion}}$ constraints at $z = 4$ and 5 are essentially identical. This is an indication that the errors from parameters other than $\Gamma_{-12}$ dominate the error budget. Note that our constraints on $\Gamma_{-12}$ are somewhat different from those of FG08 and BH07 since these are very sensitive to the temperature prior used. The overall normalization of the temperature is less important for the $N_{\text{ion}}$ constraints since shifting the temperature changes the normalization of $\Gamma_{-12}$ but the scaling of $\lambda_{\text{mfp}}$ is such as to compensate in the calculation of $N_{\text{ion}}$ (see equation A7).

### 4.2 Modelling ionizing sources

We next discuss our parametrization of the sources and consider two cases to explore the model dependence of our predictions. Since we are focused on behaviour at $z \gtrsim 4$, we neglect the known contribution of quasars, which is expected to be small at these redshifts. The arbitrary nature of our parametrization of $N_{\text{ion}}$ implicitly allows for a variety of contributing sources especially galaxies and quasars, but could also include X-ray ionizations from early miniquasars (Ricotti & Ostriker 2004) provided that these were unimportant for the Ly$\alpha$ forest.

The quantity $N_{\text{ion}}$ is affected by two ingredients: the star formation rate and the number of ionizing photons per baryon in stars that escapes to ionize in the IGM. This motivates separating the two parts using the assumption that the star formation rate simply tracks the rate at which collapsed structures form. This leads to

$$N_{\text{ion}}(z) = \zeta(z)n_{\text{H}}(0) \frac{d\xi_{\text{col}}(z)}{dt}, \tag{3}$$

where we have factored out the unknown number of ionizing photons per baryon, escape fraction and star-forming efficiency into a single ionizing efficiency $\zeta = N_{\text{ion}}f_{\text{esc}}f_{,}$. We calculate $f_{\text{esc}}$ assuming a Press–Schechter mass function (Press & Schechter 1974) and using the minimum galaxy mass from atomic hydrogen line cooling. Rather than attempting to model $N_{\text{ion}}$ directly, we can then model $\zeta(z)$ instead. This has the advantage of separating out the expected rapid increase in the star formation rate, which results from the exponential increase of the collapse fraction. A physically motivated model is the one that interpolates between two constant values

$$\zeta(z) = \zeta_0 + \frac{(\zeta_1 - \zeta_0)}{2} \left[ \tanh \left( \frac{z - z_0}{\Delta z} \right) + 1 \right]. \tag{4}$$

This would result, for example, if an early period of Population III stars gave way to a later epoch of Population II star formation (Bromm & Loeb 2006). For this parametrization, we expect that the $N_{\text{ion}}$ constraints will fix the low-$z$ amplitude of $\zeta$ while the optical depth constrains the high-$z$ contribution from the second population. Having four free parameters is really the minimum needed to allow for two populations of sources and so provide an interesting degree of flexibility in fitting the data.

It might also be natural to model $N_{\text{ion}}$ directly as a polynomial with some redshift at which star formation switches on, i.e.

$$N_{\text{ion}} = N_0A_{\text{ion}} \left[ 1 + N_1(z - z_0) + N_2(z - z_0)^2 + N_3(z - z_0)^3 \right] \times \Theta(z - z_{\text{max}}), \tag{5}$$

where the normalization $A_{\text{ion}} = 10^{51}$ s$^{-1}$ Mpc$^{-3}$, $z_0 = 4$, and we vary $z_{\text{max}}, N_0, N_1$ and $N_2$ and adjust $N_3$ so that $N_{\text{ion}}(z_{\text{max}}) = 0$. This allows considerable flexibility to fit the data, allowing for many qualitatively different ionization histories. In order to ensure that

![Figure 2](https://academic.oup.com/mnras/article-abstract/408/1/57/1054259)

**Figure 2.** Likelihoods for $\tau_{\text{eff}}$ (top panel), $\Gamma_{-12}$ (middle panel) and $N_{\text{ion}}$ (bottom panel, in units of $10^{51}$ s$^{-1}$ Mpc$^{-3}$). In each case, we plot the distribution for $z = 4$ (dashed curves), $z = 5$ (dotted curves) and $z = 6$ (solid curves).

![Figure 3](https://academic.oup.com/mnras/article-abstract/408/1/57/1054259)

**Figure 3.** Models with constant $\zeta(z) = 30$ (solid curves) and $\zeta = 45$ (dotted curves). We show the redshift evolution of $N_{\text{ion}}$ (top panel, in units of $10^{51}$ s$^{-1}$ Mpc$^{-3}$), $\lambda_0$ (middle panel) and the clumping factor $C$ (bottom panel). In the top panel, we show error bars on $N_{\text{ion}}$ calculated using the results of BH07 (blue) and FG08 (red – statistical only) alongside our constraints (black; see Section 4.1).
this parametrization does not lead to unphysically large values of \(N_{\text{ion}}\) we impose the weak prior that \(N_{\text{ion}}/A_{\text{ion}} < 10\) at all redshifts. This only affects the results when we do not include the \(z = 6\) Ly\(\alpha\) forest constraint.

Even this brief discussion illustrates the problem of a suitable parametrization. With future observations, one could imagine more sophisticated modelling, but, as we shall show, current data are only sufficient to constrain two or three parameters making more detailed modelling premature.

To illustrate some of the general features of our modelling, we show in Fig. 3 models with a constant value of \(\xi = 30\) and 45. This serves as a benchmark for illustrating some of the more generic features of our model. The constant \(\xi\) leads to \(N_{\text{ion}}\) tracing the rate of collapse of structure, which peaks at \(z \approx 6\) in our model and drops going to lower redshifts where the contribution from quasars is expected to take over and dominate. A lower value of \(\xi\) leads to a delay in the ionization history, so that reionization completes at redshifts different by \(\Delta z \approx 1\), and a lower Thomson optical depth to the CMB. In both cases, recombinations play little role until reionization is well underway.

### 4.3 Ionization history

We now use these constraints on \(N_{\text{ion}}\) and \(\tau_{\text{CMB}}\) to constrain our model parameters. To explore the effect of CMB data, we consider combinations of the Ly\(\alpha\) forest with the WMAP3, WMAP5 and Planck. Although the central value of the observed \(\tau_{\text{CMB}}\) appears constant between data sets, there is still the possibility of systematic errors at the level of \(\sigma_{\text{CMB}} = 0.01\) in the WMAP5 data. Relaxing the constraint on \(\tau_{\text{CMB}}\) gives a sense of how these systematic errors might change our results. We also consider constraints from the WMAP5 in combination with only the \(z = 4\) and 5 Ly\(\alpha\) forest data, throwing out the \(z = 6\) constraint. The \(z = 6\) Ly\(\alpha\) forest is subject to considerable theoretical uncertainty since it requires the most extrapolation from the IGM properties observed at \(z = 4\). Moreover, in late reionization models \(z \approx 6\) may occur close enough to overlap that spatial fluctuations in the temperature–density relationship (Furlanetto & Oh 2009) or ionizing background (Furlanetto & Mesinger 2009) may complicate the connection between \(\tau_{\text{eff}}\) and \(N_{\text{ion}}\).

We calculate the likelihood for the parameters by uniform sampling of the four-dimensional parameter space. In each case, we assume a uniform prior on the source parameters. Although numerically somewhat inefficient this makes later analysis more straightforward.

In addition to the CMB and Ly\(\alpha\) forest constraints, we make a cut throwing out all models with \(x_i(z = 6) < 0.99\). That the IGM is ionized to at least this level is well established by Ly\(\alpha\) forest observations, and imposing this constraint ensures that H \(\Pi\) regions have percolated placing us in the range of validity of our Ly\(\alpha\) forest modelling.

#### 4.3.1 \(\xi\) parametrization

Our physically motivated \(\xi\) parametrization naturally describes two epochs of star formation with differing efficiencies. Fig. 4 shows the marginalized probability density function (PDF) for the four model parameters. We see that the Ly\(\alpha\) forest constraints on \(N_{\text{ion}}\) lead to a clear preference for \(\xi_0\) centred around \(\xi_0 \approx 30\) consistent with the ionizing efficiency expected for Population II stars (see e.g. Furlanetto 2006). In order to satisfy the \(\tau_{\text{CMB}}\) constraint, however, a population of more efficient sources at higher redshifts is required. This could arise, for example, from evolution in the escape fraction with redshift or from the contribution of a different population of sources at high redshift, for example Population III stars. The model prefers that this transition occurs at \(z \approx 15\), but there is little constraint on exactly when this transition needs to take place, since a higher transition redshift can be compensated for with a higher \(\xi_1\) leading to a more extreme early burst of ionization. No preference for the width of the transition \(\Delta z\) is shown. Including Planck-type \(\tau_{\text{CMB}}\) constraints significantly improves constraints on \(\xi_0, \xi_1\) and \(z_0\) since it reduces the freedom to change the high-redshift behaviour of the model.

In Fig. 5, we show the marginalized distribution of \(x_i\) in four redshift bins of interest to upcoming 21-cm experiments. Although...
there is considerable uncertainty in \( x_i \) at each redshift, the model does lead to clearly preferred ranges. Including the \( z = 6 \) Ly\( \alpha \) forest point pushes the distribution to slightly lower values of \( x_i \) since it pushes the normalization of \( \zeta \) downwards. Within this parametrization, the IGM is highly ionized by \( z = 8 \) (at least to \( x_i \geq 0.8 \)). Note that since \( 0 \leq x_i \leq 1 \) there is a 'pile up' effect leading to a peak at \( x_i = 1 \), where models leading to early reionization all contribute.

4.3.2 \( N_{\text{ion}} \) parametrization

We now compare results from the \( N_{\text{ion}} \) parametrization, analysed in the same way as in Section 4.3.1. Fig. 6 shows constraints on the model parameters. These display a bimodal distribution that arises because of the exclusion of models that do not ionize the Universe early enough. We also show two-dimensional confidence regions for the different parameters of this model in Fig. 7. These show that considerable degeneracies are present between different parameters, especially \( N_1 \) and \( N_2 \). The complicated form that these confidence regions take results from the very different parameter dependence of the observable quantities.

This model has significantly more flexibility than the \( \zeta \) parametrization, which shows itself in the distribution of \( x_i \) seen in Fig. 8. The distributions are very broad at \( z = 10 \) and 11 indicating that the data do a poor job in constraining possible histories within this parametrization. It is important to note that even with this increased flexibility we still see that the IGM is largely ionized by \( z = 8 \). \textit{Planck} level \( \tau_{\text{CMB}} \) constraints lead to better localized distributions.

4.3.3 Comparison

In Fig. 9, we give a sense of the best-fitting histories produced by the two different parametrizations and combinations of data. There is clearly considerable spread in the sorts of history that are consistent with observations.
predictions for the final few per cent of the ionized fraction depends sensitively on the mean free path of the photons and the clumping. For the purposes of planning 21-cm instruments, the important moment is when the filling fraction of neutral regions drops to a few per cent, so that the signal strength becomes small. In Fig. 11, we plot the probability that \( x_i > 0.95 \) at a given redshift. This clearly indicates that, in both parametrizations, reionization is preferred to be mostly complete by \( z = 8 \). It is important to note that, while the predictions for the mid-point of reionization are driven almost entirely by the CMB, the Ly\( \alpha \) forest provides very useful information in determining when reionization completed.

It is clear from the preceding results that the \( \dot{N}_{\text{ion}} \) parametrization has much greater flexibility in fitting the Ly\( \alpha \) forest data and so leads to more conservative results. The \( \zeta \) parametrizations is quite restrictive in that the low-redshift behavior is very well constrained by the Ly\( \alpha \) forest. As a result, much of the tightness of the constraints in the \( \zeta \) parametrization is driven by the form of the parametrization itself. This highlights the importance of choosing parametrizations capable of representing a wide variety of reionization histories with only a few parameters.

### 4.4 21-cm fluctuations and observations

#### 4.4.1 Estimating the 21-cm power spectrum

We now turn to making predictions for 21-cm experiments. Of particular interest is the ionization history. In the previous section, we calculated the marginalized PDF of \( x_i \) in separate redshift bins. We use the same calculation to calculate constraints on \( x_i \) as a function of \( z \) using the cumulative probability to establish confidence intervals for the model. Fig. 12 shows 68 and 95 per cent confidence intervals for the ionization history calculated in our two models. It should not be surprising from our previous discussion that the constraints on \( x_i(z) \) are significantly less tight in the more flexible \( \dot{N}_{\text{ion}} \) parametrization. This is a strong indication of how parametrization dependent our results are (note that using a power law for \( \zeta \) leads to similar constraints as a power law in \( \dot{N}_{\text{ion}} \)). Regardless of the parametrization, the Universe is likely to have been fully ionized by \( z = 8 \), \( p[x_i(z = 8) > 0.99] \gtrsim 0.5 \).

Although having a constraint on the ionization history is useful, it is advantageous to map this into the expected amplitude of the 21-cm brightness temperature power spectrum \( P_{21} \). In order to achieve this mapping, we need two pieces of information: the evolution of the mean brightness temperature and a mapping between \( x_i(z) \) and the amplitude of the fluctuations on a given scale. Predicting the evolution of the mean brightness temperature requires, in addition
to a knowledge of $x_i(z)$, information about the IGM temperature and the Lyα background responsible for coupling the spin and kinetic temperatures. There is considerable uncertainty in predicting these quantities (see e.g. Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard & Loeb 2008), so we will instead naively assume that the gas has been heated to $T_k \gg T_{\text{CMB}}$ and that $T_S = T_k$ as a result of strong Wouthysen–Field coupling. With these assumptions, we have

$$T_b = 27 \times 10^3 \left( \frac{\Omega b^2}{0.023} \right) \left( \frac{0.15}{1+z} \right) \left( \frac{1+z}{10} \right)^{1/2} \text{mK}. \quad (6)$$

To map a given $x_i(z)$ into the desired $P_{\alpha}(k, z)$, we assume the validity of the analytic model of Furlanetto, Zaldarriaga & Hernquist (2004) to calculate the power spectrum of the ionized component $P_{\alpha}$. This model, based on the excursion set formalism, has been shown to provide a good match to numerical simulations of reionization (Santos et al. 2008; Zahn et al. 2007). Moreover, it has been shown that the spectrum of fluctuations can be well modelled given only $x_i$; it is surprisingly robust to other astrophysical parameters once $x_i$ has been fixed (McQuinn et al. 2007). We numerically build a lookup table specifying $P_{\alpha}$ as a function of $z$ and $x_i$, which is then used to map our constraints on $x_i$ into constraints on $P_{\alpha}(k)$, where we fix $k = 0.1 \text{Mpc}^{-1}$ a scale roughly in the centre of the range accessible to the first generation of 21-cm experiments.

The sensitivity of the MWA to the 21 cm power spectrum will be limited by thermal noise in the antennae rather than by survey volume. At the relevant frequencies the thermal noise will be dominated by the galactic foreground, which is observed to have a temperature $T_{\text{sky}} \approx 0.9(1+z)^2$ K. The thermal noise for the observations therefore rises steeply at high redshift, implying that better S/N will be obtained at lower redshifts. A useful outcome of our analysis is a prediction of the redshift where the MWA might be most likely to achieve the highest S/N detection. The likelihood for a given redshift is proportional to the amplitude of the PS divided by the square of the temperature of the sky. Thus, consideration of the system noise weights the sensitivity of the instruments to lower redshift ranges. Our results from this exercise are shown in Fig. 13, where we plot the power per logarithmic interval $\Delta T_b = \sqrt{k^3 P_{\alpha}/2\pi c^2}$ divided by $T_{\text{sky}}$ and for clarity in the scales have multiplied the resulting S/N by 10$^5$. As expected the curves cut-off at low $z$ as the gas becomes fully ionized and all the curves tend towards the same asymptote at high $z$ where the gas is fully neutral. We find that 21-cm experiments are likely to achieve the highest S/N in the range $z = 9$–10.

As an example of a 21-cm experiment, in Fig. 13, we plot the expected thermal noise for the MWA assuming the configuration described in McQuinn et al. (2006), an integration of 2000 h on two places on the sky and a bandwidth of 6 MHz. We have allowed the collecting area of the dipoles to scale as $\lambda^2$, except above $z = 8$ where the area has been capped to reflect geometric shadowing within the antennae tiles. This clearly indicates that there is a good chance of the MWA detecting the 21-cm signal over a wide range of redshifts.

4.4.2 The global 21-cm signature

Experiments sensitive to the global 21-cm signal will be most sensitive to sharp features in $x_i(z)$ where the derivative of $dx_i/dz$ is large, since smooth modes are removed with the foregrounds. Converting the reionization history into the expected signal is difficult, since it depends upon both the foregrounds and the instrumental response, which modifies the shape of the foregrounds from a simple power law. In Fig. 14, we show the confidence intervals on $dx_i/dz$. Since, in most of our histories, reionization takes place over $\Delta z \gtrsim 2$ the derivative seldom becomes large. Since our reionization histories are monotonic the derivative is always negative. More detailed calculation, including the effects of gas heating and Lyα coupling, would show more complicated behaviour.

Since 21-cm observations are able to measure the ionization fraction $x_i$ during the central parts of reionization (Lidz et al. 2008), it is interesting to ask how such a measurement would aid our knowledge of reionization during other stages of the process.
4.4.3 The impact of a 21-cm measurement

In Fig. 15, we show the marginalized PDF for $x_i$ in several redshift bins given a measurement of $x_i(z = 9.5) = 0.5 \pm 0.05$. Here we choose a fiducial value consistent with that of our previous analysis and take an uncertainty broadly consistent with that quoted in the analysis of Lidz et al. (2008) for the MWA. We see that adding a direct measurement of $x_i$ improves the constraints on the evolution of $x_i$ considerably. This feeds into the constraints on the model parameters and conceivably into our knowledge of the underlying astrophysical sources.

4.4.4 Estimating $\tau_{\text{CMB}}$ from 21-cm measurements

Finally, we consider a more speculative point. From the point of view of constraining fundamental cosmological parameters, such as the tilt and running of the inflationary power spectrum, the optical depth to last scattering is a nuisance parameter. If $\tau_{\text{CMB}}$ could be independently measured to high accuracy, so that it was in effect a known quantity, then it could be removed from the uncertainty in CMB parameter estimates. At least in principle, 21-cm experiments, by placing direct constraints on $x_i$ in many redshift bins, could constrain $\tau_{\text{CMB}}$ directly. Whether this is possible in practice will be determined by how much of the ionization history where $x_i > 0$ is accessible to 21-cm observations. Given that CMB constraints will approach $\sigma_{\tau_{\text{CMB}}} \approx 0.005$, most of the ionization history must be mapped for 21-cm constraints to be competitive.

Fig. 16 shows the errors on $\tau_{\text{CMB}}$ achieved within our modelling by adding two 21-cm measurements of $x_i(z = 8) > 0.8$ and $x_i(z = 9) = 0.5 \pm 0.05$, similar to what might be achieved by first generation experiments, to the Lyα forest data. Clearly, the distributions are not competitive with the WMAP5 constraint unless the source evolution is quite constrained. None the less constraints on $\tau_{\text{CMB}}$ from the directly measured ionization history may provide a useful consistency check with the results from CMB experiments. With a sufficiently well-measured ionization history, for example from the SKA, one could go further and test for the presence of a very high redshift contribution to $\tau_{\text{CMB}}$ from exotic sources of energy injection at $z > 30$, such as annihilating dark matter.

5 CONCLUSIONS

In this paper, we have developed a framework for combining existing constraints on reionization from CMB and Lyα forest observations, and used them to place bounds on the reionization history. Modelling of reionization is very uncertain, both in terms of the sources of radiation (their evolution, spectrum, clustering, etc.) and
in terms of their interaction with the neutral IGM. Rather than employing a semi-analytic model, with all the necessary assumptions (e.g. Choudhury & Ferrara 2005), we have therefore chosen a more general approach which utilizes arbitrary forms for the evolution of ionizing emissivity. This approach avoids theoretical prejudice regarding the model for reionization at the greatest possible level. The framework that we have used here can easily be extended to incorporate more general parametrizations of the sources as improved data make that worthwhile.

The resulting analytic model for reionization and the Ly\text{\alpha} forest is described in Appendix A. This approach remains model-dependent. However, the level of dependence has been quantified by considering two different parametrizations for the sources. These give consistent predictions on $\chi^2(z)$, albeit with differing levels of precision. Nevertheless, we are able to draw some relatively robust conclusions from our analysis. The main conclusion is that current observations suggest reionization was largely complete by $z = 8$ with the Universe likely to have been half ionized between $z = 9$ and 10. This result has important implications for upcoming 21-cm experiments. In particular we have shown that the S/N for these experiments is most likely to be at its maximum in the range $z = 9$–10. Thus current observables of reionization can be used to guide the first attempts at 21cm observations, which will be very expensive in terms of observing time, and cover only a fraction of the reionization era at a time. We also demonstrate that following a 21cm derived measurement of the ionization fraction mid-way through the reionization era, the constraints on the entire history will be greatly enhanced. Finally, we speculate that future 21-cm observations is most likely to be at its maximum in the range 8–10. This result has important implications for upcoming 21-cm experiments.
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APPENDIX A: MODELLING REIONIZATION

In this appendix, we describe the details of our model for reionization and the framework that we use to connect different observables. We begin with our model for the Lyα forest, which leads naturally into predictions for the evolution of the IGM neutral fraction and thus the CMB optical depth. This model makes a number of simplifying assumptions and should not be considered a true substitute to detailed numerical simulation. It does however provide a reasonable fit to existing observations and enables us to evaluate the large region of parameter space necessary for our analysis.

A1 Mapping $\tau_{\text{eff}}$ to $\Gamma_{-12}$

We wish to convert the observed values of the Lyα effective optical depth, which is defined via the fractional transmittance

$$\tau = - \log([F](z)),$$  

into values for $\Gamma_{-12}$. To achieve this we make use of the FGPA (Weinberg et al. 1999; Faucher-Giguère et al. 2008b). This provides a self-consistent model for the Lyα forest, although it leads to parameter scalings that only approximate more detailed numerical simulation (Bolton et al. 2005).

Neglecting redshift space distortions

$$F = \exp(-\tau),$$

where, assuming photoionization equilibrium, the optical depth to Lyα photons is given by

$$\tau = \frac{\pi e^2 f_{\text{Lyα}}}{m_e v_{\text{Lyα}}} \frac{R(T) n_{\text{HII}} n_e}{H(z)},$$

in terms of the recombination rate $R(T)$ and the metagalactic ionization rate per hydrogen atom $\Gamma = \Gamma_{-12} \times 10^{12} \text{s}^{-1}$. For Case A recombination, $R(T) = R_0 T^{-0.7}$, with $R_0 = 4.2 \times 10^{-13} \text{cm}^3 \text{s}^{-1}/(10^4 \text{K})^{-0.7}$. In order to apply this, we assume a power-law relationship between the IGM temperature and density

$$T = T_0 \Delta^{\beta},$$

with $\Delta = 1 + \delta$. The unknown quantities $T_0$ and $\beta$ represent a significant uncertainty in our interpretation of the Lyα forest. We will consider different values in our analysis.

The observations of $\tau_{\text{eff}}$ come from averaging over the spectra of many quasars. We therefore average the transmittance (specified by the above equations as a function of $\Delta$) over a probability density function (PDF) for $\Delta$ to get

$$\langle F \rangle(z) = \int_0^\infty d\Delta \, P(\Delta; z) \exp(-\tau).$$  

We make use of the analytic $P(\Delta)$ from Miralda-Escudé, Haehnelt & Rees (2000, hereafter MHR00). Several recent papers (Bolton & Becker 2009; Pawlik, Schaye & van Scherpenzeel 2009) have shown that this PDF fails to match numerical simulations at high densities where the PDF has a power-law tail. The integral for $\langle F \rangle$ obtains most of its contribution from low-density regions (see Fig. A1), with non-zero transmittance. At lower $z$, where the mean density is lower, larger overdensities begin to contribute. Using the analytic PDF of MHR00 rather than the more accurate numerical fit of Bolton & Becker (2009) makes an ~10 per cent difference in the conversion of $\tau_{\text{eff}}$ into $\Gamma_{-12}$. In summary, given the above equations, a PDF for $\Delta$ and the knowledge of $T_0$ and $\beta$, we can map a given value of $\tau_{\text{eff}}$ to the corresponding value of $\Gamma_{-12}$.

A2 Mapping from $\Gamma_{-12}$ to $N_{\text{ion}}$

We next seek to relate $\Gamma_{-12}$ to the rate at which sources produce ionizing photons $N_{\text{ion}}$. The comoving ionization rate is

$$\Gamma = (1 + z)^2 \int_{v_0}^\infty dv \, \epsilon_i \lambda_i \sigma_i,$$

in terms of the emissivity of sources $\epsilon_i \sim v^{-0.5}$, the mean free path $\lambda_i$ and the ionization cross-section $\sigma_i \sim v^{-3}$. The mean free path here introduces another source of considerable uncertainty. The frequency dependence of $\lambda_i$ depends upon the distribution of column density of absorbing systems, so that for a power-law distribution of column densities $f(\tau) \sim \tau^{-1}$ the mean free path scales as $\lambda_\tau = (v/v_0)^{\beta-1} \lambda_{\text{Lyman}}(v_0)$, where $\lambda_{\text{Lyman}}$ is the mean free path at the Lyman limit $v_0$. Taking these frequency scalings leads to the
relation
\[ N_{\text{ion}} = 10^{9.12} \Gamma_{-12} \left( \frac{\alpha_s}{3} \right)^{-1} \left[ \frac{\alpha_s + 3(2 - \gamma)}{6} \right] \]  
\times \left[ \frac{\lambda_{\text{adp}}(h_\theta)}{40 \text{ Mpc}} \right]^{-1} \left( 1 + z \right)^{-2} s^{-1} \text{Mpc}^{-3}. \]  
(A8)

Here \( \alpha_s \) is the spectral index of the sources just above the H\( _{\alpha} \) ionization threshold, since the frequency dependence of the cross-section causes the contribution of higher energy photons to drop rapidly. This spectral index enters as a source of uncertainty in the overall normalization of the inferred \( N_{\text{ion}} \), and we allow for a range between \( \alpha_s = 1 \) and 3 spanning the range expected from Population III stars (Bromm, Kudritzki & Loeb 2001) with hard spectra through to softer galaxy spectra (e.g. Leitherer et al. 1999).

In the post-overlap reionization model of MHR00, the mean free path of a photon is given by
\[ \lambda_{\text{adp}} = \lambda_0 (1 + z) [1 - F_\gamma (\Delta < \Delta_0)]^{-2/3}. \]  
(A9)

Here \( F_\gamma (\Delta_0) = \int \Delta_0 d\Delta P(\Delta) \) is the fraction of gas by volume contained in regions with density below a critical density for ionization \( \Delta < \Delta_0 \). In order to calculate \( \Delta_0 \) and \( \lambda_0 \) we must model the Ly\( \alpha \) forest in more detail, which we do following the arguments of Furlanetto & Oh (2005). We may associate the column density of a Lyman limit system to the critical density by assuming that the characteristic size is the local Jeans length (Schaye 2001) and that photoionization equilibrates. Thus, assuming that \( N_{\text{H}_1} \approx x_{\text{H}_1} n_{\text{H}_1} L_L \) gives
\[ N_{\text{H}_1} = 3.3 \times 10^{17} \text{ cm}^{-2} \left( \frac{\Delta}{100} \right)^{3/2} T_4^{-0.28} \Gamma_{-12}^{-1} \left( 1 + z \right)^{9/2}. \]  
(A10)

Setting \( N_{\text{H}_1}(\Delta_0) \approx 1/\sigma_0 = 1.6 \times 10^{17} \text{ cm}^{-2} \) gives the critical overdensity for a self-shielding clump as
\[ \Delta_0 \approx 49.5 \left( \frac{T}{10^4 \text{ K}} \right)^{0.13} \left( 1 + z \right)^{-3} \Gamma_{-12}^{-3/2}. \]  
(A11)

We will be focusing on \( z \gtrsim 4 \) where \( \Delta_0 \approx 150 \), as such our density PDF should be valid. At higher densities, we might expect the details of star formation to become important leading to an extra source of uncertainty.

This prescription implies a distribution of column densities in the Ly\( \alpha \) forest
\[ \frac{d^2N}{dN_{\text{H}_1} dz} = \frac{(1 + z)^2}{H(z)} \Omega_h \frac{d\Delta}{dN_{\text{H}_1}} P(\Delta) \frac{3c(1 - Y)}{8\pi G m_H} x_{\text{H}_1} N_{\text{H}_1}^{-1}. \]  
(A12)

This model provides a reasonable description of the distribution of column densities of absorbing systems and gives us a way of calculating the unknown absorption probability per unit length \( \lambda_0^{-1} \). An estimate of the spacing between Lyman limit systems is
\[ \lambda_{\text{LLS}} = \frac{c}{(1 + z)} \left( \frac{dN_{\text{LLS}}}{dz} \right)^{-1}. \]  
(A13)

The mean free path should be comparable to this spacing, but we need to account for the distribution of systems with differing column density to incorporate the cumulative effect of lower column density systems. For a photon at the hydrogen ionization absorption edge, this gives (Miralda-Escudé 2003)
\[ \frac{1}{\lambda_{\text{adp}}} = \int_0^\infty dr \tau^{-\gamma} (1 - e^{-r}) \]  
\[ \int_0^\infty dr \tau^{-\gamma} \lambda_{\text{LLS}}. \]  
(A14)

where we have defined \( \tau = N_{\text{H}_1} / (1.6 \times 10^{16} \text{ cm}^{-2}) \). Using the value of \( \gamma \) corresponding to \( z = 3 \) gives \( \lambda_{\text{adp}} \approx \lambda_{\text{LLS}} / 2 \). Hence, there is a redshift-dependent numerical factor of about 2 connecting \( \lambda_0 \) with the mean separation between Lyman limit systems. Although this model agrees well with the results of MHR00, we should be wary of the possibility of uncertainties in the normalization arising from the ambiguity of using Jeans’ length as the characteristic size of the objects. In our calculations, we will therefore allow for a normalization offset \( \kappa = \lambda_{\text{adp}} / \lambda_{\text{LLS}} \). Setting out the calculation in this way facilitates comparison with observations of the number of Lyman limit systems per unit redshift (Storrie-Lombardi et al. 1994) and the distribution of systems of different column density (Misawa et al. 2007). Using this model and observational input, we may convert observations of \( \tau_{\text{ol}} \) into constraints on \( N_{\text{ion}} \). The main sources of uncertainty arise from \( \alpha_s \) and \( \lambda_0 \) and from the temperature–density relation.

### A3 Evolution of the neutral fraction

Given \( N_{\text{ion}} \), we calculate the H\( _{\alpha} \) region filling fraction \( Q_{\text{H}_\alpha} \) using
\[ \frac{dQ_{\text{H}_\alpha}}{dt} = \frac{N_{\text{ion}}}{\eta_0(0)} - Q_{\text{H}_\alpha} C n_{\text{H}_1}(z) \sigma_A(T). \]  
(A15)

where \( C = (n_{\text{H}_1})/(n_{\text{H}_1})^2 \) is the clumping of ionized hydrogen. Note that we assume Case A recombination, this is appropriate since the majority of recombinations occur on the edge of self-shielding dense clumps which will trap the ionizing photons produced by recombination direct to the ground state preventing them from contributing to ionization in the IGM.

Besides the sources, the crucial uncertainty in the evolution of the neutral fraction lies in the dependence of the recombination rate upon the clumping \( C \). This quantity is expected to be redshift-dependent and varies significantly from \( C \lesssim 1 \) at high redshifts if low-density regions are ionized first, to \( C \gtrsim 4 \) at low redshift, where the remaining neutral gas is located in overdense regions. This variation may have significant effect on the reionization history, since a high clumping factor may delay the completion of reionization by \( \Delta z \sim 2 \). It is therefore important that we explore a range of values for the clumping and allow for its redshift evolution. Note that the clumping will generally be a function of both redshift and neutral fraction.

In the model of MHR00, the recombination rate in an inhomogeneous Universe is related to the uniform recombination rate \( R_0 \) by
\[ R = R_0 \int dA P_\gamma (\Delta)^2 \equiv C R_0. \]  
(A16)

By itself, this formalism would underestimate the effective clumping, since reionization proceeds via the percolation of ionized bubbles, which are produced by highly biased sources. This may be accounted for by calculating the recombination rate inside each bubble and averaging over the distribution of bubble sizes. We do this following Furlanetto & Oh (2005). Accounting for the bubble distribution increases the clumping factor by a factor of \( \sim 4 \). This model predicts clumping factors that rise rapidly from values \( C \lesssim 1 \) early in reionization to values \( C \sim 10 \) as reionization comes close to completion and shows behaviour that is qualitatively similar to that found in simulations (e.g. Trac & Cen 2007). Fig. 3 shows an example of the evolution of C from this calculation.

One aspect that we ignore is the photoionization of minihaloes, which could consume UV photons and thus delay reionization by \( \Delta z \approx 1 \) (Barkana & Loeb 2002). The clumping could also be affected...
by the heating associated with photoionization, which would tend to smooth out the gas and so reduce $C$ (Pawlik et al. 2009).

A4 CMB optical depth

Once we have the evolution of the mean neutral fraction we can calculate the CMB optical depth directly.

$$\tau_{\text{CMB}} = \int_0^{z_{\text{CMB}}} \frac{d\tau}{dz} [1 + f_{\text{He}}(z)] \Omega_{\text{HI}}(z) n_{\text{HI}}(z) \sigma_T, \quad (A17)$$

where $\sigma_T$ is the Thompson cross-section and $f_{\text{He}}$ is a correction due to the presence of helium, and we assume that He I is ionized at the same time as H I and that He II reionization occurs at $z = 3$. A more detailed calculation would incorporate the covariance of the measured $\tau_{\text{CMB}}$ with other cosmological parameters, but that lies beyond the scope of this paper.

This paper has been typeset from a \TeX/\LaTeX file prepared by the author.