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ABSTRACT

Although neural end-to-end text-to-speech models can synthesize highly natural speech, there is still room for improvements to its efficiency and naturalness. This paper proposes a non-autoregressive neural text-to-speech model augmented with a variational autoencoder-based residual encoder. This model, called Parallel Tacotron, is highly parallelizable during both training and inference, allowing efficient synthesis on modern parallel hardware. The use of the variational autoencoder relaxes the one-to-many mapping nature of the text-to-speech problem and improves naturalness. To further improve the naturalness, we use lightweight convolutions, which can efficiently capture local contexts, and introduce an iterative spectrogram loss inspired by iterative refinement. Experimental results show that Parallel Tacotron matches a strong autoregressive baseline in subjective evaluations with significantly decreased inference time.
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1. INTRODUCTION

Neural end-to-end text-to-speech (TTS) has been researched extensively in the last few years [1–4]. Tacotron 2, which combined an attention-based encoder-decoder model predicting a mel-spectrogram given a character sequence and a WaveNet model [5] predicting speech waveform given the predicted mel-spectrogram, could synthesize read speech almost as natural as human [6]. Following the same approach, a number of models have been proposed to synthesize various aspects of speech (e.g., speaking styles) in a natural sounding way.

Tacotron 2 uses an autoregressive uni-directional long-term memory (LSTM)-based decoder with the soft attention mechanism [7]. This architecture makes both training and inference less efficient on modern parallel hardware than fully feed-forward architectures. Furthermore, like other autoregressive models, Tacotron 2 uses teacher forcing [8], which introduces discrepancy between training and inference [9,10]. Together with the soft attention mechanism, it can lead to robustness errors such as babbling, early cut-off, word repetition, and word skipping [11–14]. Although Transformer TTS [4] addresses the inefficiency during training, it is still inefficient during inference and has the potential for robustness errors due to the autoregressive decoder and the attention mechanism.

Recently a number of neural TTS models relying on explicit phoneme duration rather than the soft attention mechanism were proposed [15–24]. They are analogous to conventional parametric synthesis models [25–26], where phoneme durations are often modeled explicitly. As these models are based on phoneme durations, they are less prone to synthesize speech with the robustness errors. Furthermore, rhythm of synthesized speech can be controlled precisely by modifying predicted durations. Some of these models train their explicit duration model to predict groundtruth phoneme duration extracted from autoregressive models [15,18,22], internal aligner models [17,19], or external aligner models [16,23,24]. Among these duration-based models, some of them use the autoregressive decoder [23,24], whereas others use a non-autoregressive decoder [15,22], which are more efficient during both training and inference.

Text-to-speech synthesis is a one-to-many mapping problem, as there can be multiple possible speech realizations with different prosody for a text input. Neural TTS models with autoregressive decoders can use the previous mel-spectrogram frame and the text to predict the next mel-spectrogram frame, where the previous frame can provide context to disambiguate between multi-modal outputs. However, models with non-autoregressive decoders need a different way to get context to choose a mode. FastSpeech [15] used knowledge distillation to handle this issue, whereas FastSpeech 2 [16] addressed this problem elegantly by adding supervised $F_0$ and energy as conditioning for its non-autoregressive decoder during training. They are predicted in the same manner as duration and fed to the decoder during inference. Yet another way to address this problem is to augment the model by incorporating an auxiliary representation to capture the latent factors in the speech data [27–30]. An example of such latent factors in speech is prosody, which is isolated from linguistic content (text). The auxiliary representation, which can be a form of style tokens [27] or a latent vector from a variational autoencoder (VAE), is extracted by an encoder taking groundtruth spectrogram as its input.

This paper presents a non-autoregressive neural TTS model augmented by a VAE. The model, called Parallel Tacotron [1], has the following properties which we found to be helpful to synthesize highly natural speech efficiently: (1) non-autoregressive architecture based on self-attention with lightweight convolutions [31], (2) iterative mel-spectrogram loss [12], (3) VAE-style residual encoder [28,30].

The rest of the paper is organized as follows. Section 2 explains the architecture of Parallel Tacotron. Section 3 describes experimental results. Concluding remarks are given at the final section.

2. PARALLEL TACOTRON

Figure 1 illustrates the architecture of the Parallel Tacotron model. It consists of an input encoder, a residual encoder, a duration decoder, an upsampling block, and a spectrogram decoder stack. The model heavily relies on self-attention blocks with either Transformer or lightweight convolutions (LConv). The LConv is a depth-wise convolution which shares certain output channels whose weights are normalized across time [31]. It has a few orders of magnitude less parameters than a standard non-separable convolution. Unlike Transformer-based self-attention, lightweight convolutions have a fixed context window and reuse the same weights for context elements, regardless of the current time-step. This can be more useful in TTS as relevant context elements can be more local than machine translation or other language tasks. The LConv block is

Audio examples: https://google.github.io/tacotron/publications/parallel_tacotron/
also illustrated in Fig. 1. It consists of a gated linear unit (GLU), a lightweight convolution, and a feedforward (FF) layer with residual connections. As in [31] we use dropout 0.1, and perform FF mixing in the FF layer using the structure \( \text{ReLU}(W_1 X + b_1)W_2 + b_2 \) where \( W_1 \) increases the dimension by a factor 4.

### 2.1. Input Encoder

As in Tacotron 2 [6], the input encoder consists of a phoneme embedding lookup followed by three convolutional blocks. Thereafter, sinusoidal positional embeddings are added, then six Transformer blocks are applied\(^1\). The output of the encoder can be viewed as a contextual phoneme representation. The encoder outputs are concatenated with a speaker embedding of dimension 64 and latent representation from the residual encoder.

### 2.2. Variational Residual Encoder

Two different VAE models are investigated; a global VAE per speaker similar to [28] and a fine-grained phoneme-level VAE akin to [30].

#### 2.2.1. Global VAE per Speaker

Like multi-speaker modeling in [28], the model is augmented by a global VAE per speaker, each with a speaker specific learned prior. The latent representation from the VAE can be viewed as the residual information which cannot be represented by input phoneme sequences and associated speaker IDs, such as prosodic variations [28]. The residual encoder, also known as the posterior network, takes target mel-spectrograms as its input and processes it using a stack of LConv blocks. The stack consists of; three \( 17 \times 1 \) LConv blocks, followed by five \( 17 \times 1 \) LConv blocks interleaved with strided \( 3 \times 1 \) convolutions, where all LConv blocks have eight heads. This lets the model successively downsample the representation before applying global average pooling to get the final global latent representation. Although the dimension of the latent representation is 8, it is projected up to 32. During inference, a speaker specific prior mean is used.

In addition to modeling the residual information, this latent representation works to implicitly capture the dependencies among output mel-spectrogram frames given input tokens [33–35].

#### 2.2.2. Phoneme-Level Fine-Grained VAE

A fine-grained phoneme-level VAE [30] has the posterior network which aligns the groundtruth spectrogram with the encoder outputs using attention. To achieve this, the positional embeddings from Section 2.4 and the speaker embedding are concatenated to the groundtruth spectrogram frames, subsequently five 8-headed \( 17 \times 1 \) LConv blocks are applied. The attention is then computed with the layer normalized [36] encoder outputs. We use an 8-dimensional latent representation, concatenate the speaker embedding and encoder outputs, and then project it to dimension 32.

Furthermore, similar to [30], we train a separate autoregressive LSTM to predict a sequence of latent representation during inference. Similarly with the posterior network, this LSTM takes both speaker embedding and encoder outputs as its input. The LSTM is trained to predict the posterior mean using the \( L^2 \) loss with teacher forcing. This loss is computed independently of the posterior network; no error gradient is back-propagated to the posterior network.

\(^1\)An LConv stack works equally well.

### 2.3. Duration Decoder

The encoder outputs augmented by the latent representation and speaker embeddings are fed to a duration decoder which predicts phoneme duration. We assume that groundtruth phoneme durations are provided by an external aligner, such as hidden Markov model (HMM)-based one [37]. Here the input sequence consists of regular phonemes, silences at all word boundaries, and punctuation marks. Whereas regular phonemes usually have non-zero duration, zero-length duration are often associated with silences and punctuation marks (e.g., word boundaries without pauses).

To model such sequences, the duration decoder predicts two types of outputs: binary zero/non-zero duration and continuous phoneme duration in seconds. The duration decoder contains four LConv blocks with \( 3 \times 1 \) lightweight convolutions followed by two independent projections. One is followed by a sigmoid activation predicting the probability of non-zero duration \( p^z \). Another is followed by a softplus activation predicting the phoneme duration in seconds. If \( p^z < 0.99 \) then the predicted duration is zeroed out. Here the cross-entropy (CE) and \( L^1 \) loss functions are used for the former and latter, respectively.

### 2.4. Upsampling and Positional Embeddings

Upsampling takes the activation of the last LConv block in the duration decoder and upsamples them to the length of target spectrogram frame sequence using the phoneme duration. After upsampling, three different types of positional embeddings are added to make the spectrogram decoder aware of the frame positions within phonemes: (1) Transformer-style sinusoidal embedding [38] of a frame position within a phoneme, (2) Transformer-style sinusoidal embedding [38] of phoneme duration, (3) Fractional progression of a frame in a phoneme (1D CoordConv [39]).

Since several positional embeddings are added, per channel a learned weighted sum is used to combine them with the output of the duration decoder. Specifically, the weights are softmax normalized per channel; which lets the network select for each channel which embedding that is preferred by the spectrogram decoder.

### 2.5. Spectrogram Decoder with Iterative Loss

The output of the upsampling stack is fed to the spectrogram decoder. It has six 8-headed self-attention blocks with \( 17 \times 1 \) LConv with dropout 0.1 as in [31]. The output of the last FF layer in each block is then projected to 128-bin mel-spectrogram.

We investigate the use of an iterative loss and its impact on the naturalness of synthesized speech; the outputs of the last FF layers in the self-attention blocks are independently projected to the mel-spectrogram then \( L^1 \) losses between the predicted and target mel-spectrogram are summed to form the final loss. This type of iterative loss has previously been used in [32–34].

### 2.6. Training Objective

The overall loss functions for the Parallel Tacotron models with global and fine-grained VAEs become

\[
\mathcal{L}_\text{global} = \frac{1}{KT} \sum_i \mathcal{L}_\text{spec}_i + \frac{1}{N} \mathcal{L}_\text{dur} - \beta D_{\text{KL}},
\]

\[
\mathcal{L}_\text{phone} = \frac{1}{KT} \sum_i \mathcal{L}_\text{spec}_i + \frac{1}{N} \mathcal{L}_\text{dur} - \beta D_{\text{KL}} + \frac{1}{N} \mathcal{L}_\text{prior},
\]

where \( \mathcal{L}_\text{spec}_i \) is the \( L^1 \) spectrogram loss for the \( i \)-th LConv block in the spectrogram decoder, \( \mathcal{L}_\text{dur} \) is the two-level duration loss, \( D_{\text{KL}} \)
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Table 1. Subjective evaluations of Parallel Tacotron with and without the iterative loss. Positive preference scores indicate that the corresponding Parallel Tacotron model was rated better than the reference Tacotron 2.

| Model                        | MOS      | Preference |
|------------------------------|----------|------------|
| Tacotron 2                   | 4.45 ± 0.04 | Reference   |
| Parallel Tacotron (LConv, w/o VAE) | 4.32 ± 0.04 | −0.09 ± 0.06 |
| single loss                  | 4.32 ± 0.04 | −0.09 ± 0.06 |
| iterative loss               | 4.33 ± 0.04 | −0.08 ± 0.06 |

Table 2. Subjective preference scores between Parallel Tacotron with and without the iterative loss. Positive preference scores indicate that the corresponding model with the iterative loss was rated better than the one without the iterative loss.

| Model                      | Preference |
|----------------------------|------------|
| LConv w/o VAE              | 0.09 ± 0.05 |
| LConv w/ Global VAE        | 0.07 ± 0.05 |
| Transformer w/ Global VAE  | 0.08 ± 0.05 |

Table 3. Subjective evaluations of Parallel Tacotron with different self-attention (with Global VAE and iterative loss). Positive preference scores indicate that the corresponding Parallel Tacotron was rated better than Tacotron 2.

| Model                                      | MOS    | Preference |
|--------------------------------------------|--------|------------|
| Parallel Tacotron (w/ iterative loss & Global VAE) | 4.36 ± 0.04 | −0.03 ± 0.06 |
| Transformer                                | 4.40 ± 0.04 | −0.01 ± 0.05 |

Table 4. Subjective preference score between Parallel Tacotron using LConv and Transformer-based self-attention. Positive preference scores indicate that LConv was rated better than Transformer.

| Model                      | Preference |
|----------------------------|------------|
| LConv vs Transformer       | 0.05 ± 0.04    |

The last evaluation compared was done over 1,000 utterances from a held-out test set. This allowed us to make direct comparisons with natural speech. The MOS of natural speech was 4.54 ± 0.04 on this test set. Experimental results are shown in Table 7. It can be seen from the table that all neural TTS models are doing well compared to human speech, however there is still a room for further improvement.

3.4. Inference Efficiency

Table 8 shows the inference time to predict mel-spectrograms for a 20 second-long utterance on a tensor processing unit (TPU). It can be seen from the table that Parallel Tacotron was about 13 times faster than Tacotron 2. It also shows that the use of lightweight convolutions is faster than Transformer. It should be noted that little work has been done to trade-off model size and speed against the naturalness thus further speedup is highly possible.

Table 5. Subjective evaluations of Parallel Tacotron with different VAEs. Positive preference scores indicate that the corresponding Parallel Tacotron was rated better than Tacotron 2.

| Model                                      | MOS      | Preference |
|--------------------------------------------|----------|------------|
| Parallel Tacotron (w/ iterative loss & LConv) | 4.33 ± 0.04 | −0.08 ± 0.06 |
| No VAE                                     | 4.40 ± 0.04 | −0.01 ± 0.05 |
| Global VAE                                 | 4.42 ± 0.04 | 0.07 ± 0.07   |

Table 6. Subjective preference scores between Parallel Tacotron using the global and fine-grained VAEs. Positive preference scores indicate that left models were rated better than the right ones.

| Model                      | Preference |
|----------------------------|------------|
| Global VAE vs No VAE       | 0.13 ± 0.05 |
| Fine VAE vs Global VAE     | 0.06 ± 0.06 |

Table 7. Subjective preference scores between synthetic and natural speech. The preference scores become positive when synthetic speech was rated better than natural one.

| Model                      | Preference |
|----------------------------|------------|
| Tacotron 2                 | −0.09 ± 0.07 |
| Parallel Tacotron w/ LConv & iterative loss | −0.07 ± 0.07 |
| Global VAE                 | −0.07 ± 0.07 |
| Fine VAE                   | −0.01 ± 0.06 |

Table 8. Inference speed to predict mel-spectrograms for ~20-second long utterance on a TPU (aggregated over ten trials).

| Model                                      | Mean (1/RTF) | Stddev |
|--------------------------------------------|--------------|--------|
| Tacotron 2                                  | 79           | 1      |
| Parallel Tacotron                           |              |        |
| Transformer w/ Global VAE                  | 804          | 5      |
| LConv w/ Global VAE                        | 1051         | 13     |
| LConv w/ Fine VAE                          | 1013         | 10     |

4. CONCLUSIONS

A non-autoregressive neural TTS model called Parallel Tacotron was proposed. It matched the baseline Tacotron 2 in naturalness and offered significantly faster inference than Tacotron 2. We also showed that both variational residual encoders and an iterative loss improved the naturalness, and the use of lightweight convolutions as self-attention improved both naturalness and efficiency.

Future work includes the direct comparison against duration-based models with the autoregressive decoder and those using additional representation such as $F_0$ and energy. Investigating better fine-grained variational models is also necessary.

5. ACKNOWLEDGEMENTS

The authors would like to thank Mike Chrzanowski, Tejas Iyer, Vincent Wan, and Norman Casagrande for their help.
