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Abstract

We present an axiomatic study of a method to automate ethical AI decision making. We consider two different but very intuitive notions of when an alternative is preferred over another, namely pairwise majority and position dominance. Voter preferences are learned through a permutation process and then aggregation rules are applied to obtain results that are socially considered to be ethically correct. In this setting we find many voting rules that satisfy desirable properties for an autonomous system.

1 Introduction

Many relevant scenarios arising from the use of Artificial Intelligent (AI) systems require making ethical decisions. So for instance, consider the case of an autonomous vehicle suffering a brake failure in the midst of heavy urban traffic. Should it swerve its course and hit a wall, killing its passengers? Or
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stay its way and kill two pedestrians who are crossing the street? Of course, a definite answer depends on the availability of several pieces of information that are missing in this story, such as the age and gender of both the passengers and pedestrians. But even with access to the complete information about the situation, it is difficult from an ethical point of view to make a decision. This kind of ethical decision-making problems, have constituted, for a long time, a great challenge for Artificial Intelligence (AI) [33]. Even when ground-truth ethical principles were available, the lack of corresponding formal specifications make it difficult to solve these problems.

Some authors suggest that “an approximation as agreed upon society” must be applied when ethical principles are not available [12]. Conitzer et al. [10] discuss a game theoretic and a machine learning approach to the development of a general framework, instead of appealing to the use of ad-hoc rules at each scenario. Furthermore, it would also be convenient to automatize the decision-making process, aggregating the diverse opinions held in the society on ethical dilemmas [17][10]. In this sense, Rossi et al. [28] discuss related problems where preferences (not necessarily on moral issues) are aggregated by morally-ranking all the alternatives. Noothigattu et al. [24] propose and implement a concrete approach to ethical decision-making based on tools drawn from Computational Social Choice [5][6]. It goes through four steps:

\[ i. \textit{Data Collection:} \text{ human voters are asked to compare pairs of alternatives,} \]
\[ ii. \textit{Learning:} \text{ a model of each individual preference is generated,} \]
\[ iii. \textit{Summarization:} \text{ a single model incorporating those preferences is created, and} \]
\[ iv. \textit{Aggregation:} \text{ a voting rule aggregates the individual preferences into a collective decision.} \]

In this paper we focus on the axiomatic aspects of step \textit{iv} above, and can be seen as an extension of [24]. In our case, we seek to define aggregation processes yielding solutions as close to the ground-truth ethical principles as possible. We intend to provide a sound foundation for the automatizing of ethical decision-making in situations like that of the case of the failure of the braking system of an autonomous car [26], or the automatic assignation of priorities in kidney exchange programs [15], or even in the assistance of
This paper presents, essentially, a ‘technical’ contribution to the discipline of *Machine Ethics*, the field concerned with the ‘ethical behavior’ of autonomous intelligent systems operating in social environments. Following Bjorgen et al., who propose estimating the ethical performance of an autonomous system on the basis of the responses to some ethical dilemmas, the results presented in this work may help to set up these ‘benchmarks’.

To address our main research question, we need to establish a model of preferences for each voter (Step ii, above). There exists a vast literature that uses random utility models for the elicitation of preferences. That is, an agent’s preferences are modeled by drawing, for each alternative, a real-value from a parameterized distribution, yielding a ranking of the alternatives according to their scores. In our setting, since an autonomous system may face different scenarios, each of which with a finite set of alternatives that may be obtained from an infinite set, we need a more general notion. That is why we consider general models known as permutation processes.

Once we have a model for each voter, as well as a summary of those models (Step iii), we need a voting rule to select the best alternatives. We consider two different conceptions of what it means that an alternative is the ‘best’ one, adapting to this setting the ideas of domination among alternatives of Caragiannis et al. We present some properties that a good voting rule should verify in terms of these dominance notions. The results obtained can be considered more or less positive for each dominance notion, depending on how many voting rules satisfy some desirable properties. We consider the different domains that may arise depending on the definition of the models of the individuals. Finally, following, we consider a very important property in this setting, called *stability*, which ensures the consistency of decisions across different scenarios.

The plan of the paper is as follows. In Section 2 we introduce a general model of the aggregation of permutation processes. Sections 3 and 4 introduce different dominance definitions and important properties that voting rules should verify. In Section 5 we consider domains on which positive results can be found. In Section 6 we introduce the concept of stability and find some rules that verify it. Finally, Section 7 concludes, briefly discussing some future lines of research.

\footnote{More formally known as *Social Choice correspondence*.}
2 Model

Let $A$ be a finite subset of $X$, where $|X| \leq \infty$. Consider the set $S_A$ of strict linear orderings over $A$. Each ordering $>_{\sigma}$ in $S_A$ yields a ranking $\sigma$, that can be interpreted as a mapping such that $a >_{\sigma} b$ (meaning that $a$ is preferred to $b$ according to $>_{\sigma}$) if and only if $\sigma(a) < \sigma(b)$.

For every finite subset of alternatives $A$, $\{\Pi(A) : A \subseteq X, |A| \in \mathbb{N}\}$ is a collection of distributions over $S_A$, called a permutation process on $A$. With $|B$ we denote the restriction to $B \subseteq A$. Given a distribution $P$ over $S_A$ and $B \subseteq A$, we define

$$P_B(\sigma') = \sum_{\sigma \in S_A : \sigma|_B = \sigma'} P(\sigma)$$

A permutation process is consistent if $\Pi(A)|_B = \Pi(B)$, i.e., if the distribution over $B$ is obtained by marginalizing the distribution over $A$ on the extra alternatives in $A \setminus B$.

There is a natural utility-based interpretation of consistent permutation processes [20]. Given a stochastic process $U$, indexed by $X$, such that for any $A = \{x_1, x_2, \ldots, x_m\} \subseteq X$, the interpretation obtains defining the probability of $\sigma \in S_A$ as the probability that $\text{sort}(U_{x_1}, U_{x_2}, \ldots, U_{x_m}) = \sigma$, where $\text{sort}$ is an operation that yields a linear ordering of $\{U_{x_j}\}_{j=1}^m$.

We follow the line of Parkes et al. [25] and focus our attention on permutation processes in which the random utilities are independently drawn from distributions in the exponential family, like the Normal, Poisson, Gamma, Binomial and Negative Binomial distributions [22].

Consider a finite set of $N$ voters. The preferences of a voter $i$ over a finite set of alternatives $A$, is denoted by $\sigma_i \in S_A$. A preference profile is defined as a collection of $N$ individual rankings, $\bar{\sigma} = (\sigma_1, \ldots, \sigma_N)$. In our setting, the identity of the voters is not important. So we can consider an anonymous profile $\pi \in [0, 1]^{A|\pi|}$, where, for each $\sigma \in S_A$, $\pi(\sigma) \in [0, 1]$ is the probability that a random voter has the ranking $\sigma$.

The relation between an anonymous preference profile and a permutation process over a finite subset $A \subseteq X$, is that for $\sigma \in S_A$, $\pi(\sigma)$ is the probability of $\sigma$ in $\Pi(A)$. 
We want to analyze some axiomatic aspects of the aggregation of preferences induced by a permutation process, defined by the selection of the winning alternatives. We define a Social Choice correspondence (SCC) as a function $f$ that maps an anonymous preference profile over a finite subset $A \subseteq X$ to a nonempty subset of $A$. Examples of SCC are the plurality rule, that selects the alternatives that are on the top of the largest number of individual preferences, $\arg\max_{a \in A} \sum_{\sigma \in S_A: \sigma(a) = 1} \pi(\sigma)$, or the antiplurality rule, that selects the alternatives that are the least preferred by the smallest number of individual preferences, $\arg\min_{a \in A} \sum_{\sigma \in S_A: \sigma(a) = N} \pi(\sigma)$.

### 3 Pairwise Majority Dominance

First of all, we have to define what it means for an alternative to be better than another one. For it, we rely on the idea of majoritarian power. That is, an alternative $a$ is better than an alternative $b$, if $a$ is preferred to $b$ by a majority of the individuals, i.e., a group of cardinality larger or equal than $|N/2|$. We have then, the following notion of dominance.

**Definition 1.** Alternative $a \in A$ pairwise majority-dominates (PM-dominates) alternative $b \in A$ in an anonymous preference profile $\pi$ over $A$, denoted by $a \succ^\text{pm}_\pi b$, if $|\{\sigma \in S_A : a >_\sigma b\}| \geq |\{\sigma \in S_A : b >_\sigma a\}|$.

This binary relation is complete but not transitive, due to the possible existence of Condorcet cycles.\(^2\)

The following is a desirable property to be satisfied by a social choice correspondence. Intuitively, it means that the voting rule is ‘consistent’ with the dominance relation: if it selects an alternative $b$, then it must also select the alternatives that are better than $b$.

**Definition 2.** An anonymous SCC $f$ is said to be pairwise majority-dominance-efficient (PMD-efficient) if for every anonymous preference profile $\pi$ over $A$, and any two alternatives $a, b \in A$, if $a \succ^\text{pm}_\pi b$, then $b \in f(\pi)$ implies that $a \in f(\pi)$.

A stronger requirement states, roughly, that dominated alternatives should not be selected, unless they also dominate the alternatives that dominate them.

**Definition 3.** An anonymous SCC $f$ is said to be strongly PMD-efficient if for every anonymous preference profile $\pi$ over $A$, and any two alternatives $a, b \in A$, if $a \succ^\text{pm}_\pi b$, then $b \in f(\pi)$ implies that $a \in f(\pi)$.

\(^2\)A Condorcet cycle or ‘Condorcet Paradox’ occurs when $a \succ^\text{pm}_\pi b$, $b \succ^\text{pm}_\pi c$ and $c \succ^\text{pm}_\pi a$.\]
\[ \pi \]  such that \( \pi \) and \( \pi' \) satisfy the strong-efficiency condition for a profile \( \pi \). This condition is stronger than the efficiency condition, and is satisfied by few voting rules.

\[ \text{Proposition 1. Black, Dodgson, Young, Kemeny, Nanson, Minimax and Fishburn rules are not PMD-efficient voting rules.} \]

This means that this notion of efficiency is not satisfied by many (important and well studied) voting rules. An alternative intuition is that an “efficient” rule should select the ‘most’ dominating alternatives, or at least, the ones that are the ‘less’ dominated. The Schwartz set contains this type of alternatives.

\[ \text{Definition 4. The Schwartz set of a profile of preferences } \pi, \text{ denoted } \text{Sc}(\pi), \text{ is the minimal set } \text{Sc}(\pi) \subseteq A \text{ such that } \text{Sc}(\pi) \neq \emptyset \text{ verifying that for any } a \in \text{Sc}(\pi) \text{ there is no } b \in A \setminus \text{Sc}(\pi) \text{ such that } b \succ_a^\pi a. \]

This set is nonempty for any profile of preferences. The Schwartz voting rule is defined as the SCC that selects as winning alternatives the entire Schwartz set.

\[ \text{Proposition 2. The Schwartz voting rule is PMD-efficient.} \]

\[ \text{Proof. Let } a \succ_a^\pi b \text{ and } b \in f(\pi). \text{ So we have that } b \in \text{Sc}(\pi). \text{ By the definition of Schwartz set, } b \text{ is unbeaten by every alternative outside the Schwartz set, so it must be that } a \in f(\pi). \]

\[ \]

4 Position Dominance

In this section, we consider a different notion of dominance of an alternative \( a \) over another alternative \( b \). Here we consider that this is the case if \( a \) is positioned higher in more rankings than \( b \). Formally:

\[ \text{Definition 5. Given an anonymous preference profile } \pi \text{ on } A, \text{ an alternative } a \in A \text{ and } j \in \{1, \ldots, |A|\}, \text{ let } s_j(a) = |\{i : \sigma_i(a) \leq j\}|. \text{ For } a, b \in A, \text{ we say that } a \text{ position-dominates } (\text{Pos-dominates}) b, \text{ denoted by } a \succ_a^\text{pos} b, \text{ if } s_j(a) \geq s_j(b) \text{ for every } j \in \{1, \ldots, |A|\}. \]

\[ \]

\[ \text{The definitions of the voting rules as well as the proof of Proposition 1 can be found in the Appendix. The definitions may also be found in [14] and [13].} \]

\[ \text{We adapt the definition introduced by Caragiannis et al. [14], allowing ties.} \]
This binary relation is obviously not complete, since there may exist alternatives that are not comparable under a profile. But Pos-dominance is transitive, ruling out the possibility of cycles.

The following example shows that neither of these dominance relations (PM and Pos) implies the other.

**Example 1.** In the preference profile \(\{a >_1 b >_1 c, a >_2 b >_2 c, b >_3 c >_3 a\}\) we have that \(a \succ^p \pi b\) and \(a \nysucc^p \pi b\), while in the profile \(\{a >_1 c >_1 d >_1 b, b >_2 a >_2 c >_2 d, c >_3 d >_3 b >_3 a\}\) we have \(a \succ^p \pi b\) and \(a \nysucc^p \pi b\).

The properties of Position Dominance-efficient (PosD-efficient) SCC and strongly Position Dominance-efficient (strongly PosD-efficient) SCC are analogous to those of PMD-efficient and strongly PMD-efficient SCC. We have that:

**Proposition 3.** The Bucklin SCC is PosD-efficient but not strongly PosD-efficient.

Moreover, there exists an entire family of PosD-efficient rules:

**Proposition 4.** All positional scoring rules are PosD-efficient.

In turn, the strong PosD-efficiency of scoring rules depend on their associated weights:

**Proposition 5.** Scoring rules with associated decreasing weights vectors are strongly PosD-efficient.

## 5 Aggregation of Permutation Processes

So far, we introduced two different notions of dominance, with rather limited results for their corresponding efficiency properties. To get richer results, we turn our attention to the aggregation of permutation processes. First, we introduce some preliminary definitions.

**Definition 6.** Alternative \(a \in X\) PM-dominates (respectively Pos-dominates) alternative \(b \in X\) in the permutation process \(\Pi\), denoted \(a \succ^p \Pi b\) (\(a \succ^p \Pi b\)), if there exists a finite set of alternatives \(A \subseteq X\) such that \(\{a, b\} \subseteq A\) and \(a\) PM-dominates (Pos-dominates) \(b\) in the anonymous preference profile \(\Pi(A)\).

---

5The definitions of the voting rules as well as the proofs of the claims in this section can be found in the Appendix.
Definition 7. A permutation process $\Pi$ over $X$ is said to be PM-compatible (Pos-compatible) if for every $A \subseteq X$, the binary relation $\triangleright_{\Pi|A}^{\text{pm}}$ ($\triangleright_{\Pi|A}^{\text{pos}}$) is a total preorder over $A$.

When a permutation process is PM-compatible, the total preorder is consistent across all the different finite subsets of $X$:

Lemma 1. Let $\Pi$ be a consistent permutation process that is PM-compatible. Then, for any finite subset of alternatives $A \subseteq X$, $(\triangleright_{\Pi|A}^{\text{pm}}) = (\triangleright_{\Pi|A}^{\text{pm}})$.

Proof. First, by definition, we have that $a \triangleright_{\Pi}^{\text{pm}} b$ implies $a \triangleright_{\Pi|A}^{\text{pm}} b$ for at least one subset $A \subseteq X$. Then $(\triangleright_{\Pi|A}) \subseteq (\triangleright_{\Pi|A})$.

For the other inclusion, we must prove that $a \triangleright_{\Pi}^{\text{pm}} b$ implies that $a \triangleright_{\Pi|C}^{\text{pm}} b$ for any finite subset $C$ that contains $a$ and $b$. Let $a \triangleright_{\Pi}^{\text{pm}} b$ and suppose that $a \triangleright_{\Pi|C}^{\text{pm}} b$ for $C$. Since $\triangleright_{\Pi}^{\text{pm}}$ is PM-compatible, it is a total preorder for every $C$. Then it must be that $b \triangleright_{\Pi|C}^{\text{pm}} a$. Then

$$|\{\sigma \in S_A : a >_\sigma b\}| \geq |\{\sigma \in S_A : b >_\sigma a\}| \quad (1)$$

and

$$|\{\sigma \in S_C : a >_\sigma b\}| < |\{\sigma \in S_C : b >_\sigma a\}| \quad (2)$$

Since the permutation process is consistent, when we restrict the domain to $\{a, b\}$, the relative positions of $a$ and $b$ do not change. So, (1) leads to $|\{\sigma \in S_{\{a, b\}} : a >_\sigma b\}| \geq |\{\sigma \in S_{\{a, b\}} : b >_\sigma a\}|$ and (2) leads to $|\{\sigma \in S_{\{a, b\}} : a >_\sigma b\}| < |\{\sigma \in S_{\{a, b\}} : b >_\sigma a\}|$. This is a contradiction, derived from the assumption that $a \triangleright_{\Pi|C}^{\text{pm}} b$ for any finite subset $C$ containing $a$ and $b$. Then $a \triangleright_{\Pi|C}^{\text{pm}} b$ for any $C$, and thus $a \triangleright_{\Pi}^{\text{pm}} b$ verifying the other inclusion.

This result enables us to write $\Pi$ instead of $\Pi(A)$ whenever we are referring to PM-dominance relations. The same is not true for a permutation process that is Pos-compatible. The dominance order of the alternatives may not be consistent between different subsets of $X$, as shown in the following example.

Example 2. Consider the set of alternatives $A = \{a, b, c\}$ and the profile of preferences where one voter chooses $a > b > c$ and another one $b > c > a$. Then we have that the only possible order is $b \triangleright_{\Pi(A)}^{\text{pos}} a \triangleright_{\Pi(A)}^{\text{pos}} c$. If we now consider $B = \{a, b\}$, we obtain that $b \triangleright_{\Pi(A)}^{\text{pos}} a$ and $a \triangleright_{\Pi(A)}^{\text{pos}} b$.

\footnote{\text{A total preorder is a transitive and complete binary relation.}}
We can introduce a new definition of compatibility, according to which the orders are consistent over all the subsets.

**Definition 8.** A permutation process \( \Pi \) over \( X \) is said to be strongly compatible if it is compatible and the preorder \( \triangleright_\Pi \) is consistent across all subsets \( A \subseteq X \).

It is clear from Lemma \( \text{I} \) that if a permutation process is PM-compatible it is also strongly PM-compatible.

The next result states that if the permutation process is compatible, then under an efficient voting rule one of the winning alternatives is the one that dominates the rest of the alternatives.

**Theorem 1.** Let \( f \) be an anonymous PMD-efficient SCC, and let \( \Pi \) be a PM-compatible permutation process. Then, for any finite subset of alternatives \( A \), there exists an \( a \in A \) such that \( a \triangleright_{\Pi(A)}^\text{pm} b \) for all \( b \in A \). Moreover, \( a \in f(\Pi(A)) \).

Let \( f \) be an anonymous PosD-efficient SCC, and let \( \Pi \) be a Pos-compatible permutation process. Then, for any finite subset of alternatives \( A \), there exists an \( a \in A \) such that \( a \triangleright_{\Pi(A)}^\text{pos} b \) for all \( b \in A \). Moreover, \( a \in f(\Pi(A)) \).

If \( \Pi \) is strongly Pos-compatible, there exists an \( a \in A \) such that \( a \triangleright_{\Pi(A)}^\text{pos} b \) for all \( b \in A \). Moreover, \( a \in f(\Pi(A)) \).

**Proof.** We prove the theorem for pairwise majority-dominance, since the proof is analogous for position-dominance.

Since \( \Pi \) is PM-compatible, the relation \( \triangleright_{\Pi}^\text{pm} \) restricted to \( A \) is a total pre-order. Therefore, there exists an alternative \( a \in A \) such that \( a \triangleright_{\Pi(A)}^\text{pm} b \) for all \( b \in A \).

The definition of a SCC states that the outcome in non-empty. Assume that there is a \( b \neq a \) such that \( b \in f(\Pi(A)) \). Since \( a \triangleright_{\Pi(A)}^\text{pm} b \) and \( f \) is PM-efficient, it must be that \( a \in f(\Pi(A)) \).

In the light of Proposition \( \text{I} \) it may seem that Theorem \( \text{I} \)is not very relevant since there are not too many PM-efficient voting rules. But this is no longer the case when we consider permutation processes that are PM-compatible:

**Theorem 2.** Let \( \Pi \) be a PM-compatible and consistent permutation process. Then the Black, Nanson, Dodgson, Young, Minimax, Kemeny, Fishburn and Schwartz rules select as an outcome \( f(\Pi(A)) = \{ a \in A : a \triangleright_{\Pi(A)}^\text{pm} b \text{ for all } b \in A \} \). Moreover, these rules are strongly PM-efficient.
Proof. Since Π is PM-compatible, \( \triangleright_{\Pi(A)} \) is a total preorder. Therefore there are no ‘cycles’ and by Theorem 1 we have that there exists at least one alternative \( a \in A \) that PM-dominates the other alternatives. According to the results in Fishburn [14] and Felsenthal and Tideman [13], we know that Black, Dodgson, Young, Minimax and Fishburn under the absence of cycles are Strict Condorcet Consistent. That is, they select the set of candidates that beat or tie with all other alternatives. It is also clear that the Schwartz rule is Weak Condorcet Consistent. Therefore we have that \( f(\Pi(A)) = \{ a \in A : a \triangleright_{\Pi(A)} b \text{ for all } b \in A \} \) for these rules. It is straightforward from the definition of Weak Condorcet winners that these rules are strongly PM-efficient.

For position dominance, we obtain an analogous result, but under the proviso that the order of alternatives may not be consistent among subsets of \( X \):

Theorem 3. Let \( \Pi \) be a Pos-compatible and consistent permutation process, \( f \) a scoring rule with an associated decreasing weights vector and \( A \) a finite set of alternatives. Then \( f(\Pi(A)) = \{ a \in A : a \triangleright_{\Pi(A)} b \text{ for all } b \in A \} \).

Proof. According to Theorem 1 there exists an alternative \( a \in A \) such that \( a \triangleright_{\Pi(A)} b \) for all \( b \in A \) and \( a \in f(\Pi(A)) \). Since \( \Pi \) is Pos-compatible, any other alternative \( b \in A \) is comparable with \( a \). By Proposition 5 all the scoring rules with an associated decreasing weights vector are strongly PD-efficient. If \( b \triangleright_{\Pi(A)} a \), it must be that \( b \in f(\Pi(A)) \), and \( b \triangleright_{\Pi(A)} c \) for all \( c \in A \) (because of transitivity). If \( b \not\triangleright_{\Pi(A)} a \), then \( b \notin f(\Pi(A)) \).

As a consequence of Theorem 3, we get a positive result with strong compatibility, since the orders are consistent across different subsets that contain the same alternatives.

Corollary 1. Let \( \Pi \) be a strongly Pos-compatible and consistent permutation process and \( f \) a scoring rule with an associated decreasing weighted vector. Then for any finite set of alternatives \( A \subseteq X \), \( f(\Pi(A)) = \{ a \in A : a \triangleright_{\Pi} b \text{ for all } b \in A \} \).

Theorems 2, 3 and Corollary 1 are particular cases of a stronger result:

Theorem 4. Let \( \Pi \) be a strongly compatible and consistent permutation process and \( f \) a strongly efficient SCC. Then for any finite set of alternatives \( A \subseteq X \), \( f(\Pi(A)) = \{ a \in A : a \triangleright_{\Pi} b \text{ for all } b \in A \} \).

\(^7\)The unbeaten alternatives are referred to in the literature as Weak Condorcet winners or Quasi-Condorcet candidates.

\(^8\)Whenever the type of dominance relation is not explicitly declared the result is valid for both PM and Pos dominance.
Proof. Let $A$ be a finite set of alternatives. By Theorem 1 and the fact that strong efficiency implies efficiency, we have that \( \{a \in A : a \succ_{\Pi} b \text{ for all } b \in A\} \subseteq f(\Pi(A)) \).

Now let \( a \in f(\Pi(A)) \) and assume that there exists \( b \in A \) such that \( a \not\succ_{\Pi} b \). Since \( \Pi \) is strongly compatible, \( \Pi(A) \) has the same total preorder for every \( A \subseteq X \). Then \( b \succ_{\Pi(A)} a \) and \( a \not\succ_{\Pi(A)} b \). Since \( f \) is strongly efficient, it must be that \( a \not\in f(\Pi(A)) \), a contradiction. Then \( f(\Pi(A)) \subseteq \{a \in A : a \succ_{\Pi} b \text{ for all } b \in A\} \).

Then, if the permutation process is compatible, an efficient Social Choice Correspondence should select the alternatives that beat or tie with every other alternative. The following example, due to Caragiannis et al. [7] shows that even when the permutation process is compatible, the ‘best’ alternative may not coincide under the two dominance relations.

**Example 3.** Consider \( \Pi \), the consistent permutation process which given the alternatives \( a, b \) and \( c \), gives the following profile: \( (a >_1 b >_1 c) \), with weight \( \frac{4}{11} \); \( (b >_2 a >_2 c) \), with weight \( \frac{2}{11} \); \( (b >_3 c >_3 a) \) with weight \( \frac{3}{11} \) and \( (c >_4 a >_4 b) \) weighted \( \frac{2}{11} \). Then we have that \( a \succ_{\Pi} b \succ_{\Pi} c \) and \( b \succ_{\Pi} a \succ_{\Pi} c \).

While the two dominance relations may not yield the same outcome we seek to find out when a permutation process is compatible. First, let us recall that a permutation process can be interpreted in terms of utilities, which allows us to introduce the following definition.

**Definition 9.** Alternative \( a \in X \) dominates \( b \in X \) in the utility process \( U \) if for every finite subset of alternatives containing \( x_1 = a \) and \( x_2 = b \), \( \{x_1, x_2, \ldots, x_m\} \subseteq X \), and every vector of utilities \( (u_1, u_2, \ldots, u_m) \) with \( u_1 \geq u_2 \) we have that

\[
p(u_1, u_2, \ldots, u_m) \geq p(u_2, u_1, \ldots, u_m)
\]

where \( p \) is the probability function.

The following two Lemmas state that ‘natural’ utility processes are indeed compatible.

**Lemma 2.** Let \( \Pi \) be a consistent permutation process and \( U \) be its corresponding utility process. If alternative \( a \) dominates \( b \) in \( U \), then \( a \succ_{\Pi} b \).

Proof. Noothigattu et al [23] prove in Lemma 4.9 that if \( a \) dominates \( b \) in \( U \), then \( a \) swap-dominates \( b \). Swap dominance is a stronger notion that implies PM-dominance and Pos-dominance. Then both conditions are satisfied.
We consider consistent permutation processes \( U \) such that given a set of alternatives \( \{x_1, \ldots, x_m\} \), the utilities \( (U_{x_1}, \ldots, U_{x_m}) \) are independent and have a distribution drawn from the Exponential Family \([22]\):

\[
p_{U_a}(u_1) = \exp(\eta(\mu_a)T(u_1) - A(\mu_a) + B(u_1))
\]

Examples of this are the Gaussian or Normal (Thurstone-Mosteller Process \([32], [23]\)), the Gumbel (Placket-Luce Process \([27], [19]\)), Poisson, Gamma, Binomial and Negative Binomial distributions. We have the following result:

**Lemma 3.** Under an utility process with a distribution belonging to the Exponential Family, the alternative \( a \) dominates alternative \( b \) if \( \eta(\mu_a) > \eta(\mu_b) \) and \( T(u_1) > T(u_2) \).

**Proof.** We have to find the conditions according to which \( p(u_1, u_2, \ldots, u_m) \geq p(u_2, u_1, \ldots, u_m) \) when \( u_1 \geq u_2 \). Since utilities are sampled independently, this implies checking when \( p_{U_a}(u_1)p_{U_b}(u_2) \geq p_{U_a}(u_2)p_{U_b}(u_1) \). That is,

\[
\exp(\eta(\mu_a)T(u_1) - A(\mu_a) + B(u_1))\exp(\eta(\mu_b)T(u_2) - A(\mu_b) + B(u_2)) \geq \\
\exp(\eta(\mu_a)T(u_2) - A(\mu_a) + B(u_2))\exp(\eta(\mu_b)T(u_1) - A(\mu_b) + B(u_1))
\]

and thus

\[
\eta(\mu_a)T(u_1) - A(\mu_a) + B(u_1) + \eta(\mu_b)T(u_2) - A(\mu_b) + B(u_2) \geq \\
\eta(\mu_a)T(u_2) - A(\mu_a) + B(u_2) + \eta(\mu_b)T(u_1) - A(\mu_b) + B(u_1)
\]

Then

\[
(\eta(\mu_a) - \eta(\mu_b))T(u_1) + (\eta(\mu_b) - \eta(\mu_a))T(u_2) \geq 0
\]

and

\[
(\eta(\mu_a) - \eta(\mu_b))(T(u_1) - T(u_2)) \geq 0
\]

Since \( u_1 \geq u_2 \), it follows that \( T(u_1) \geq T(u_2) \) and thus \( \eta(\mu_a) - \eta(\mu_b) \geq 0 \) and \( \eta(\mu_a) \geq \eta(\mu_b) \).

The proof for each particular probability distribution is analogous to the proof of the general case. □
Lemma 3 implies that a consistent permutation processes with an utility process drawn from the Exponential Family (which includes some of the best known distributions), is compatible under both notions of dominance. This ensues from the fact that dominance only depends on the parameters of the distributions, all of which have real values (and thus are element of a complete preorder). Moreover, Lemma 2 states that the preorders are the same under both dominance notions satisfying strong compatibility. This allows us to get rid of a fixed A even for Pos-dominance. The downside of this, is that we may rule out permutation processes that could be compatible under one dominance notion but not under the other.

According to Theorem 2, Corollary 1 and Lemma 3, in many cases of interest we only need to find the most dominant alternatives, that, depending on the permutation process, are the alternatives with a maximum defined parameter.

6 Stability

In this section we introduce another property that a SCC should verify.

Definition 10. Let $f$ be an anonymous SCC and $\Pi$ a permutation process over $X$. We say that $f$ is stable if for any non empty and finite subset of alternatives $A$ and $B$ such that $B \subseteq A \subseteq X$, $f(\Pi(A)) \cap B = f(\Pi(B))$ whenever $f(\Pi(A)) \cap B \neq \emptyset$.

This property is related to the expansion and contraction axioms studied by Sen [31]. The stability of a SCC $f$ depends on how both $f$ and the permutation process are defined.

Theorem 5. Let $f$ be a strongly efficient SCC and let $\Pi$ be a strongly compatible permutation process. Then $f$ is stable.

Proof. Let $B \subseteq A \subseteq X$ and assume that $f(\Pi(A)) \cap B \neq \emptyset$. Let $a \in f(\Pi(A)) \cap B$. By Theorem 4 we have that $a \triangleright_{\Pi} b$ for all $b \in A$, and thus, for all $b \in B$. Then $a \in f(\Pi(B))$.

Now consider $a \in f(\Pi(B))$. Then $a \in B$ and $a \triangleright_{\Pi} b$ for all $b \in B$. Suppose that $a \notin f(\Pi(A))$. Then there is a $c \in A$ such that $a \not\succ_{\Pi} c$. Since $\Pi$ is strongly compatible, we have that $c \triangleright_{\Pi(A)} a$. Since we assume that $f(\Pi(A)) \cap B \neq \emptyset$, there is an alternative $d \in f(\Pi(A)) \cap B$. Then $d \triangleright_{\Pi(A)} c$ and by transitivity we have that $a \not\succ_{\Pi(A)} d$. Since $d \in B$ and $\Pi$ is strongly compatible, we have that $a \not\succ_{\Pi(B)} d$. But $f$ is strongly efficient, so we have that $a \notin f(\Pi(B))$, which is a contradiction.
We see this as a very positive result, since according to Proposition 5 and Theorem 2, there exist many well-known voting rules that are strongly efficient and thus verify stability.

7 Conclusions

We have presented an axiomatic study of the method developed by Noothigattu et al. [24] for automating ethical AI decision making, where different notions of dominance are considered. According to one of those notions, an alternative is better than another if a majority prefers it. According to the other notion, an alternative is dominant if it is better positioned than the other alternatives in more rankings. At first sight, the dominance relations here introduced, seem more intuitive and natural than the dominance relation introduced in [24], namely swap-dominance. It seems that PM and Pos dominance are clearer and better suited for the design of an autonomous system.

We showed that, depending on how we learn the preferences of the voters, there are many well known voting rules that behave well, in the sense that they select the most dominating alternatives. Moreover, it is only necessary to find the alternative with a maximum defined parameter (depending on the distribution used to learn the model). When we use ‘natural’ distributions, there is no need to distinguish between dominance notions. Another important property is stability, which amounts to the consistence of choices across different sets of alternatives. For example, an autonomous vehicle is likely to face potentially infinite scenarios, and we want that the decisions to be made to be similar in similar scenarios. We found again that are many voting rules verifying this property.

We consider our work as an extension of [24], strengthening their results. This is because the alternatives selected are the same using theirs and our dominance notions. We get the same results using different voting rules while there exist different sets of properties satisfied by each of them. This is useful since this unifies the arguments that could be used to justify the choice of a given alternative.

A possible future line of research consists in analyzing the strategic aspects of the aggregation of permutation processes. It is important to guarantee the non-manipulability of this decision making process. For example, there should not exist advantages from lying about preferences (this property is
known in the literature as strategy-proofness \cite{16,29} or from voting several times (known in the literature as anonymity-proofness \cite{9}). The results about avoiding manipulations are rather negative, since there exist very few rules satisfying non-manipulability, when considering unrestricted domains. We believe that in the case of the aggregation of permutation processes, new rules can be found overcoming these problems.
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**A Voting rules**

**Black’s rule:** this rule is applied in two stages. In the first stage, the candidates that beat or tie with every other candidate are selected. If there are not such winners, each candidate receives a score depending on the positions on every ranking (the better the position the higher the score). The alternative with the largest overall score is elected.

**Dodgson’s rule:** a Condorcet winner is a candidate that beats every other alternative. The rule computes the minimum number of times that it is necessary to swap two adjacent alternatives on some rankings in order to make each candidate a Condorcet winner. The alternative that requires the minimum steps is considered the winner.

**Young’s rule:** this rule deletes candidates in order to make an alternative the Condorcet winner. The candidate that requires less deletions is declared

---

9 The Black and Dodgson rules described are called Revised Black and Simplified Dodgson rules in [13].
the winner.

**Kemeny’s rule:** this rule selects the most preferred alternative of the rankings that minimize the number of pairs of candidates that are ranked opposite by all the voters.

**Nanson’s rule:** as in Black’s rule, a score is given to the candidates according to their position. Every candidate with a score below the average score is deleted. The process is repeated with the candidates left, and so on. The rule selects the undeleted candidates.

**Minimax rule:** the candidate whose maximum losses in the paired comparisons are the least is declared winner.

**Fishburn’s rule:** this rule checks out whether everything that beats $x$ also beats $y$ under simple majority, and if $x$ beats or ties something that beats $y$, then $x$ is ‘better than’ $y$ under simple majority. The rule selects the best alternatives under this notion.

**Bucklin’s rule:** the Bucklin score of an alternative $a$, $B(a)$, is the minimum $k$ such that $a$ is among the first $k$ positions in the majority of input votes. The Bucklin rule selects the alternatives with the least Bucklin scores.

**Scoring rules:** these rules have an associated weights vector $(\alpha_1, \alpha_2, \ldots, \alpha_{|A|})$, where $\alpha_i \geq \alpha_{i+1}$ for $i = 1, \ldots, |A| - 1$. An alternative $a$ in a profile $\sigma_j$ gets $\alpha_i$ points if $\sigma_j(a) = i$. The score of an alternative is the sum of all the points across all voters. The candidate with the most overall points is declared the winner. The Plurality and the Antiplurality rules are examples of scoring rules with associated weights vector $(1, 0, \ldots, 0)$ and $(1, \ldots, 1, 0)$ respectively. We say that a scoring rule has an associated decreasing weights vector if $\alpha_i > \alpha_{i+1}$ for $i = 1, \ldots, |A| - 1$.

## B Proofs

**Proof.** Proposition \[\text{Proposition 1}\]

Consider the profile $\sigma = (a \succ_1 b \succ_1 c \succ_1 d \succ_1 e, e \succ_2 d \succ_2 a \succ_2 c \succ_2 b, b \succ_3 c \succ_3 d \succ_3 e \succ_3 a)$. We have that $a \triangleright^\text{pm} b$.

**Black’s rule:** there is no alternative that beats or tie every other alternative.
Then we use a scoring rule with an associated decreasing weighted vector, for example $(5, 4, 3, 2, 1)$. We obtain that $score(a) = 9$ and $score(b) = 10$, with $b$ getting the largest score. Thus we have that $b \in Black(\pi)$ and $a \notin Black(\pi)$.

**Dodgson’s rule**: alternative $b$ needs 1 swap in the first vote to become the Condorcet winner, while all the other alternatives require 2 or more. Then $b \in Dodgson(\pi)$ and $a \notin Dodgson(\pi)$.

**Young’s rule**: alternative $b$ needs alternative $a$ to be eliminated in order to become the Condorcet winner, while all the other alternatives need 2 or more alternatives to be eliminated. Then $b \in Young(\pi)$ and $a \notin Young(\pi)$.

**Kemeny’s rule**: the ranking that minimizes the number of candidates that are ranked opposite by all the voters is $b > c > d > a$. Then $b \in Kemeny(\pi)$ and $a \notin Kemeny(\pi)$.

Consider the profile $\sigma = (e >_1 a >_1 b >_1 c >_1 d, b >_2 c >_2 d >_2 e >_2 a)$. We have that $a \succ^p_{\pi} b$.

**Nanson’s rule**: we use a scoring rule with an associated decreasing weighted vector, for example $(5, 4, 3, 2, 1)$. During the first round, $a$ and $d$ are eliminated. In the second round $c$ is eliminated. Finally we have that $b$ and $e$ are selected. Then $b \in Nanson(\pi)$ and $a \notin Nanson(\pi)$.

Consider the profile $\sigma = (d >_1 c >_1 a >_1 b, b >_2 c >_2 d >_2 a, d >_3 c >_3 a >_3 b, a >_4 b >_4 c >_4 d, b >_5 c >_5 d >_5 a)$. We have that $a \succ^p_{\pi} b$.

**Minimax rule**: alternative $b$, $c$ and $d$ have 2 as a maximum loss while $a$ has 3. Then $b \in Minimax(\pi)$ and $a \notin Minimax(\pi)$.

Consider the profile $\sigma = (a >_1 b >_1 c >_1 d, b >_2 c >_2 d >_2 a)$. We have that $a \succ^p_{\pi} b$.

**Fishburn’s rule**: in this profile $b$ beats $c$ and $d$, ties with $a$ and beat all the alternative that beat or tie with $a$. Then $b \in Fishburn(\pi)$ and $a \notin Fishburn(\pi)$.

**Proof.** Proposition 3

Let $a \succ^p_{\pi} b$ and $b \in Bucklin(\pi)$. Let $B(b) = t$, that is, $s_t(b) = \alpha \geq \lceil \frac{n+1}{2} \rceil$. Because of position dominance, we have that $s_t(a) \geq s_t(b) = \alpha$. Then,
$B(a) \leq t$. So $a \in \text{Bucklin}(\pi)$.

The following example shows that it is not strong-pd-eff. Let $\pi$ be the preference profile such that $\sigma = (a >_1 b >_1 c, a >_2 b >_2 c, b >_3 a >_3 c, c >_4 a >_4 b)$. Then $B(a) = B(b) = 2$, $B(c) = 3$, $s_1(a) = 2$, $s_1(b) = 4$ and $s_2(b) = 3$. So, we have that $a \triangleright^\text{pd}_\pi b$ and $b \not\triangleright^\text{pd}_\pi a$ but $\text{Bucklin}(\pi) = \{a, b\}$. 

Proof. Proposition 4

For ease of demonstration we assume, without loss of generality, that $A = \{a, b, c\}$. The score of alternative $a$ is given by $\text{Score}(a) = (s_1(a), s_2(a) - s_1(b), 3 - s_2(a)) \cdot (\alpha_1, \alpha_2, \alpha_3) = (\alpha_1 - \alpha_2)s_1(a) + (\alpha_2 - \alpha_3)s_2(a) + 3\alpha_3$ with $\alpha_i - \alpha_{i+1} \geq 0$ for $i = 1, 2$. From the fact that $a \triangleright^\text{pd}_\pi b$ we have that $s_j(a) \geq s_j(b)$ for $j = 1, 2$. Then $\text{Score}(a) \geq \text{Score}(b)$. If $b$ is such that $b \in f(\pi)$, then $a \in f(\pi)$ as it has more or equal points than $b$.

Proof. Proposition 5

We assume again that $A = \{a, b, c\}$. And consider the same argument as in the proof of Proposition 4. The main difference is that $\alpha_i - \alpha_{i+1} > 0$ for $i = 1, 2$. Then if $a \triangleright^\text{pd}_\pi b$ and $b \not\triangleright^\text{pd}_\pi a$, we have that $\text{Score}(a) > \text{Score}(b)$ and then $b \notin f(\pi)$. If instead $b \triangleright^\text{pd}_\pi a$, then $\text{Score}(a) = \text{Score}(b)$ and both alternatives are selected if they have the most overall points.