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Abstract
Federated Learning (FL) seeks to distribute model training across local clients without collecting data in a centralized data-center, hence removing data-privacy concerns. A major challenge for FL is data heterogeneity (where each client’s data distribution can differ) as it can lead to weight divergence among local clients and slow global convergence. The current SOTA FL methods designed for data heterogeneity typically impose regularization to limit the impact of non-IID data and are stateful algorithms, i.e., they maintain local statistics over time. While effective, these approaches can only be used for a special case of FL involving only a small number of reliable clients. For the more typical applications of FL where the number of clients is large (e.g., edge-device and mobile applications), these methods cannot be applied, motivating the need for a stateless approach to heterogeneous FL which can be used for any number of clients. We derive a first-order gradient regularization to penalize inconsistent local updates due to local data heterogeneity. Specifically, to mitigate weight divergence, we introduce a first-order approximation of the global data distribution into local objectives, which intuitively penalizes updates in the opposite direction of the global update. The end result is a stateless FL algorithm that achieves 1) significantly faster convergence (i.e., fewer communication rounds) and 2) higher overall converged performance than SOTA methods under non-IID data distribution. Importantly, our approach does not impose unrealistic limits on the client size, enabling learning from a large number of clients as is typical in most FL applications. Our code will be released at https://github.com/GT-RIPL/FedFOR.

1 Introduction
Deep learning models for machine learning applications are typically trained offline on a large, static dataset contained in a data-center. However, this is difficult for many applications which consume personal user data on edge devices such as phones, tablets, and computers. Particularly, collecting this data to a central server is often a privacy concern with serious ethical and legal issues. Instead, federated learning (FL) (McMahan et al. 2017) has emerged as a decentralized alternative to standard centralized practices. In FL, a global server communicates with distributed clients which have local access to the data of interest. In lieu of collecting private data in a centralized data-center, the FL server will aggregate model updates while keeping all data at the client level.

While the concept of FL is highly inviting, in practice there are many serious challenges when learning from decentralized data. First, client data is non-IID! Client data will be shifted from the true underlying data distribution, causing clients to learn interfering knowledge (Sahu et al. 2018; Li et al. 2019). This shift can take place as a prior shift (think: clients have different interests, such as the number of dog pictures on a mobile phone for a dog owner) or as a covariate shift (think: clients generate data in different styles or formats, such as different camera qualities on a mobile phone). In our work, we therefore focus on the problem of non-IID client data, or heterogeneous federated learning.

The key challenge in such settings is that clients learning from heterogeneous data tend to diverge in their weight solutions (Zhao et al. 2018) given that the data distribution each client is learning from will invoke conflicting kno
edge. Recent works mitigate this problem by maintaining local statistics at the client level to use for regularization schemes (Zhang et al. 2020; Acar et al. 2021). As discussed in Kairouz et al., these methods are characterized as stateful algorithms (i.e., algorithms which maintain local statistics over time), and make a key assumption that clients can be regularly revisited, known as cross-silo FL. However, in practical, real-world heterogeneous FL applications the number of clients is very large (∼10¹⁰) and thus clients infrequently participate (i.e., train and send gradients back to the server), which is known as cross-device FL. Hence, these SOTA approaches for heterogenous FL cannot be scaled to most FL applications. It is instead desired to find a stateless approach to heterogeneous FL which can be used when the number of clients is large.

Given this inspiration (see Figure 1), we derive a first-order gradient regularization for stateless heterogeneous FL. Intuitively, our method penalizes local updates that are inconsistent due to local data heterogeneity without leveraging persistent local statistics. At a technical level, our key insight is to include an approximated global objective into local client objectives, using a first-order regularization derived from a Taylor approximation of the global objective, hence needing only access to the global gradients as opposed to data from other clients or persistent local statistics. In addition to not requiring all local clients to maintain states over time, we even find that our method converges significantly faster than the current SOTA approaches across several heterogeneous FL benchmarks (i.e., our method converges with fewer communications between the server and the clients). Fast convergence is desired because it reduces the bandwidth required for the FL system.

We also find that our method converges to the highest overall performance on the majority of benchmarks, compared to the main competing methods which make additional assumptions and converge to lower overall performance. We particularly find that our method achieves the highest relative gains (both convergence and performance) for experiments with a higher number of local training epochs. This makes sense because longer local training will lead to more severe interference between clients, increasing the impact of our global regularization scheme. Finally, we emphasize the importance of convergence in FL with a novel heterogeneous FL under concept shift benchmark. The intuition for this experiment is that high convergence is not only important for reducing the bandwidth, but also important for fast recovery under concept shift. In summary, we make the following contributions:

1. We contribute a stateless algorithm for heterogeneous FL which leverages global gradients from the server (always available) rather than local statistics from the clients (not available when the number of clients is large).

2. We show that our approach achieves significantly faster convergence and higher overall accuracy than SOTA methods in both the prior shift setting and the covariate shift setting. The performance differential grows with

3. We highlight the importance of fast convergence for heterogeneous FL with a novel concept-shift benchmark, showing that the fast convergence of our method extends to high recovery under concept-shift.

2 Background and Related Work

Federated Learning (FL) was first introduced in FedAvg (McMahan et al. 2017) to utilize unlimited user data without infringing on privacy. Broadly speaking, FL is a decentralized machine learning setting, in which a global server coordinates a large pool of local clients to collectively solve a problem (Zhang et al. 2021). Data heterogeneity or non-IID data distributions is one of the biggest challenges in FL (Zhang et al. 2021; Kairouz et al. 2021). This specifically refers to different data distributions on each client’s local devices due to personal preferences and demographic differences. Distributed training on such diverged distributions can lead to weight divergence and poor aggregated performance, which becomes more severe as local training epochs increase. The vanilla FedAvg has been shown to suffer from data heterogeneity, both empirically (Zhao et al. 2018) and theoretically (Li et al. 2019). To improve convergence under high data heterogeneity, exiting methods usually focus on two components in an FL algorithm: ServerOpt and ClientOpt (Reddi et al. 2020). They refer to optimizations performed locally on each client and optimization performed centrally on the server during aggregation, respectively. Most FL algorithms can be categorized under innovation to one of the components. ServerOpt methods improve convergence by adding server-side momentum or adaptive optimizers. FedAvgM (Hsu, Qi, and Brown 2019) and SlowMo (Wang et al. 2019) simulates imbalanced data distribution, which is one form of data heterogeneity, and proposes to use server side momentum to improve convergence. FedAdagrad/FedYogi/FedAdam (Reddi et al. 2020) extends FedAvg by including several adaptive optimizers on the server-side to combat data heterogeneity. ClientOpt methods add client-side regularization to reduce the effects of data heterogeneity. FedProx (Li et al. 2020) proposes to add a proximal term (L₂ regularization) to limit the impact of non-IID data. FedCurv (Shoham et al. 2019) adapts a second-order gradient regularization method, EWC (Kirkpatrick et al. 2017), from continual learning to FL. Recent works, FedPD (Zhang et al. 2020) and FedDyn (Acar et al. 2021) improve convergence on non-IID data by including a first-order regularization term, which seeks consensus among clients. ClientOpt is investigated more heavily than ServerOpt because poor performance due to data heterogeneity is a direct result of local optimization. Furthermore, ClientOpt is more difficult to design because of the stateless requirement for FL when the number of clients is large. For example, FedPD and FedDyn are stateful algorithms and can be difficult to apply to large-scale, real-world FL settings. In this paper, we focus on the ClientOpt component to improve convergence under non-IID data distribution and

---

1 Please see Appendix A for a more detailed discussion of statefulness in FL.
compare analytically and empirically to all ClientOpt methods mentioned in this section. Federated learning is a fast growing field and there are many other works not discussed here due to space contraints. For example, FedBN (Li et al. 2021b) proposes to only partially sharing aggregated model and keep the local batch normalization layers unique to each client. This enables models to be more personalized while improving the overall aggregated performance. Its contribution is orthogonal to ours and we will show combined performance in our experiments. Another related FL technique is control-variate, e.g., SCAFFOLD (Karmireddy et al. 2019), which is also a statefull algorithm. We give a detailed introduction to SCAFFOLD in Appendix B.

3 Method

3.1 Federated Learning Setup

Federated Learning (FL) is a distributed training paradigm (McMahan et al. 2017), where a global model (server) is constructed by aggregating locally trained models on differing local data (clients). In this section, we introduce basic concepts and notations in federated learning. Additionally, we frame the problem as an iterative optimization process, which will motivate our proposed method in Sec. 3.2. Specifically, on the $t$-th iteration, the model $\mathbf{W}^{t-1} \in \mathbb{R}^d$ from the previous iteration is distributed to $K$ selected clients. Each client then optimizes an objective function (Eq. 1) on its data $D_k$ for a predefined number of epochs $E$.

$$\min_{\mathbf{W}} \mathcal{L}_k(\mathbf{W}) = \frac{1}{|D_k|} \sum_{\xi \in D_k} l(\mathbf{W}; \xi) \quad (1)$$

Then, the updated local models $\mathbf{W}_k^t, \forall k$ are aggregated into a new global model, $\mathbf{W}^t$, minimizing the global objective in Eq. 2, and the process repeats. We view FL as an iterative process that optimizes on the local objectives and the global objective. In summary, the goal of FL is to minimize a global objective defined by a weighted sum of $K$ local objectives.

$$\min_{\mathbf{W}} \mathcal{L} = \frac{1}{K} \sum_{k=1}^{K} \mathcal{L}_k(\mathbf{W}), \quad (2)$$

where $\mathcal{L}_k(\mathbf{W})$ is the local objective on client $k$. Intuтивely, during the local optimization step (Eq. 1), the model on each client is trained on a different dataset $D_k$, potentially sampled from very different local data distributions. This causes the local models to diverge in the weight space (Li et al. 2019) and results in poor performance when aggregated to minimize the global objective (Eq. 2).

3.2 Proposed Method

In this paper, we focus on the local optimization step, which minimizes local risk $\mathcal{L}_k$ (Eq. 1). Due to the sequential nature, minimizing $\mathcal{L}_k$ without regard to the global data distribution or data from the other clients can lead to poor aggregated performance, especially when local data are non-IID.

Even though access to data on other clients, which constitute the global objective, is prohibited in FL, we propose to enhance the local objective with an approximated global objective without actual access. Specifically, the enhanced local objective now optimizes two terms, $\hat{\mathcal{L}}_k = \mathcal{L}_k + \alpha \hat{\mathcal{L}}$ (3)

where $\hat{\mathcal{L}}$ is the approximated global objective and $\alpha > 0$ is a hyperparameter.

To approximate the global objective, we use Taylor expansion to expand $\hat{\mathcal{L}}$ at $\mathbf{W}^{t-1}$, which is the previous global model, and only keep the first-order term:

$$\hat{\mathcal{L}}(\mathbf{W}) = \mathcal{L}(\mathbf{W}^{t-1}) + \nabla_{\mathbf{W}} \mathcal{L}(\mathbf{W}^{t-1})^T(\mathbf{W} - \mathbf{W}^{t-1}) + \mathcal{O}(\mathbf{W}^2) + \mathcal{O}(\mathbf{W}^3) + \ldots \quad (4)$$

In Eq. 4, only the second term is related to the optimized variable $\mathbf{W}$. Thus, combining it with Eq. 3, we can obtain the new objective without access to the global data:

$$\hat{\mathcal{L}}_k = \mathcal{L}_k + \alpha \nabla_{\mathbf{W}} \mathcal{L}(\mathbf{W}^{t-1})^T(\mathbf{W} - \mathbf{W}^{t-1}) \quad (5)$$

Figure 2: Left: Weight divergence due to data heterogeneity in FedAvg; Right: FedFOR induces a regularization to encourage local gradients to update in the same direction.

Algorithm 1: FedFOR.

Require: $K$ clients indexed by $k$ are selected; $B$ and $E$ represent local minibatch size and number of local training epochs; $\eta$ is the learning rate.

Server executes:

for iteration $t = \{1, \ldots, T\}$ do

for $k \in K$ in parallel do

if $t > 1$ then

$W_k^t \leftarrow \text{ClientUpdate}(W_k^{t-1}, W_k^{t-2})$

else

$W_k^t \leftarrow \text{ClientUpdate}(W_k^{t-1})$

end if

end for

$W^t \leftarrow \frac{1}{K} \sum_{k=1}^{K} W_k^t$

end for

ClientUpdate($W_k^{t-1}, W_k^{t-2} = \text{None}$):

Create local batches $B$ according to the batch size $B$

for $i = 1, \ldots, E$ do

for $b \in B$ do

if $W_k^{t-2} \neq \text{None}$ then

$W \leftarrow W - \eta \nabla \mathcal{L}_k$ (Eq. 7)

else

$W \leftarrow W - \eta \nabla \mathcal{L}_k$ (Eq. 1)

end if

end for

end for

end for
Intuitively, by linearizing the global objective $L(W)$ at a specific location $W^{t-1}$, we effectively replace the need for access to global data with access to gradient at that location. Figuratively, as shown in Fig. 2, FedFOR encourages local gradients that are consistent with the previous global update direction $\nabla W L(W^{t-1})$. The last step is to obtain the gradient vector $\nabla W L(W^{t-1}) = \frac{1}{\eta} (W^{t-1} - W^t)$, where $\eta$ is the learning rate. However, $W^t$ is not available yet because it is the aggregated global model that has not been calculated. We use the gradient from the previous global aggregation step to approximate it, assuming consecutive gradients are similar\(^2\). So the practical version of Eq. 5 follows,
\[
\hat{L}_k = L_k + \alpha \nabla W L(W^{t-2})^T (W - W^{t-1})
\]
\[
= L_k + \frac{\alpha}{\eta} (W^{t-2} - W^{t-1})^T (W - W^{t-1})
\]

The linear term $\nabla W L(W^{t-2})^T (W - W^{t-1})$ can be viewed as an element-wise weighted regularization for the weights $W$. Finally, we need to discuss the meaning of this regularization, especially its directionality. The regularization term is positive when the previous gradient, $\nabla W L(W^{t-2})$, and the new local update, $(W - W^{t-1})$, are in the same direction. In other words, the new local update is in the opposite direction of the previous update because we subtract gradients when updating parameters. Minimizing this positive quantity on a client means penalizing opposing local updates against previous global updates; when the regularization term is negative, it means that the new local update is in the same direction of the previous global update. Minimizing this negative quantity means encouraging updates in the same direction as previous updates, which can be outdated. We found that this encouragement leads to exploding negative gradient and does not contribute to better performance, so we only penalize opposing updates by only considering the positive components. We summarize the final loss function below and our federated learning algorithm, FedFOR, in Alg. 1.

\[
\hat{L}_k^i(W) = L_k(W) + \frac{\alpha}{\eta} \sum_{i=1}^{d} \mathcal{U}(w_i^{t-2} - w_i^{t-1})(w_i - w_i^{t-1})
\]

where $\mathcal{U}(x) = x, \forall x \geq 0$ and 0 otherwise. Note that the local update (Eq. 7) does not require any local statistics. Therefore, FedFOR is a stateless algorithm which does not need to maintain states on each client to keep track of global optimization iterations.

As like many prior works (Gong et al. 2021; McMahan et al. 2017; Hsu et al. 2020; Kairouz et al. 2021; Li et al. 2021a,b), this paper does not focus on convergence proof, because existing convergence analyses build on strong assumptions and apply only to the simplest FL settings such as convex functions. However, we can provide the following analysis and reference, which should give the audience confidence in the method’s ability of faster convergence. Taking a derivative of the proposed FedFOR objective in Eq. 6 and applying it as in SGD,
\[
W^t_k = W^{t-1}_k - \eta \nabla L_k(W) + \alpha (W^{t-1} - W^{t-2})
\]
gives us a distributed version of the widely used Polyak momentum update equation. A recent work (Wang et al. 2021b) shows that SGD with momentum has provably faster convergence rate than standard SGD in wide ReLU network and a deep linear network. Therefore, we expect FedFOR with the same momentum update to have faster convergence, as shown in our experiments.

### 3.3 Comparisons to Prior Works

Intuitively, our method (Eq. 7) adds a first-order penalty to the vanilla loss function, which encourages new gradients to not update in the opposite directions of the previous update. There are several notable works that share a similar high-level strategy, regularizing the weight updates, but differ in form. Specifically, we compare to FedAVG (McMahan et al. 2017), FedProx (Zha et al. 2018), FedCurv (Shoham et al. 2019) and FedPD (Zhang et al. 2020)/FedDyn (Acar et al. 2021)\(^3\). For example, the most related works, FedPD (Zhang et al. 2020) and FedDyn (Acar et al. 2021), are stateful algorithms whereas ours is stateless. We will focus on how their local update strategy tackle non-IID data. FedAVG, as a baseline, adopts vanilla cross-entropy loss.

\[
L_{fedavg} = L_k
\]

FedProx improves the vanilla formulation by adding a proximal term to limit the impact of local updates on differing distributions. As shown in Eq. 8, this L2 regularization is uniformly applied to all weights, whereas our method (Eq. 7) is a weighted regularization.

\[
L_{fedprox} = L_k + \frac{\alpha}{2} \| W - W^{t-1} \|_2^2
\]

FedCurv (Shoham et al. 2019) proposes a second-order regularization technique inspired by the popular regularization method, EWC, in continual learning (Kirkpatrick et al. 2017). Specifically, the local objective of FedCurv takes the following form

\[
L_{fedcurv} = L_k + \alpha \sum_{i \neq k} (W - W_i^{t-1})^T I_j^{t-1} (W - W_i^{t-1})
\]

where $I_j^{t-1}$ is the diagonal fisher information matrix of client $j$ at the end of the previous round. However, EWC transfers poorly to federated learning because of the assumption of convergence. Specifically, EWC assumes that the previous round of local optimization (Eq. 1) has converged, which leads to $\nabla L_j(W_k^{t-1}) = 0$ and $\nabla^2 L_j(W_k^{t-1}) \approx I_j^{t-1}$ (Martens 2014). This assumption, that could be valid\(^4\)
in the original continual learning setting, is no longer valid in FL because, due to limited computation, FL algorithms do not optimize the local model to convergence during every round of communication. Ignoring the validity of this assumption leads to sub-optimal performance of FedCurv as reported by a recent paper (Xu et al. 2022). FedPD/FedDyn further improves the formulation by seeking consensus in local updates. Specifically, FedPD derives its loss function from a global consensus reformulation of the original global objective (Eq. 2).

\[
\min_{W_k, W} \mathcal{L} = \frac{1}{K} \sum_{k=1}^{K} \mathcal{L}_k(W_k) \quad \text{s.t.} \quad W_k = W \quad \forall k \in \mathcal{K}.
\]

This reformulation enforces not only that local models, \(W_k\), optimize their own local objectives, but also that updated local models should converge to the same global model \(W\). To solve this constrained optimization problem, augmented Lagrangian is used, which yields the following local loss function.

\[
\mathcal{L}_{fedpd} = \mathcal{L}_k + \nabla W \mathcal{L}_k(W_{k-1}^t)^T W + \frac{\alpha}{2} \|W - W_{t-1}\|_2^2
\]

FedPD/Dyn is most similar to our update strategy in Eq. 6 because both have a first-order gradient penalty term: \(\nabla W \mathcal{L}_k(W_{k-1}^t)\) (Eq. 10) is the gradient of the previous local update; \(\nabla W \mathcal{L}_k(W_{t-2}^t)\) (Eq. 6) is the gradient of the previous global update. The requirement of keeping track of local gradients from the previous iteration of communication makes FedPD/Dyn stateful algorithms. For example, if the algorithm visits a different set of clients every time (cross-device FL), FedPD/Dyn degrades to FedAvg because it does not have gradient information on these new clients and loses its speedup effects. In contrast, our algorithm is stateless and applicable to a wider range of settings, in addition to faster convergence and better accuracy.

### 3.4 Communication Cost

Communication is one of the most important design factors in FL research (McMahan et al. 2017; Kairouz et al. 2021). We discuss it and compare our method to FedAvg (McMahan et al. 2017), FedProx (Zhao et al. 2018) and FedPD (Zhang et al. 2020)/FedDYN (Acar et al. 2021) under each setting. We will discuss what information is transmitted from the server to clients (S2C) and what information is transmitted back from clients to the server (C2S) in Tab. 1. For all algorithms, the previous global model \(W_{t-1}\) must be distributed to all selected clients, and all participating clients need to send back their update models \(W_k^t\). However, our algorithm, in the cross-device FL setting, when each client is only active in one round of communication, needs to send two consecutive previous global models to clients; under the cross-silo setting, we can reduce the communication cost by just sending the gradient from the previous step, \(\nabla W \mathcal{L}(W_{t-2}^t)\), to local models.

It is worth noting that, under the cross-device setting, FedPD/DYN (stateful) degenerates to FedProx (stateless) because the first order local gradient, \(\nabla W \mathcal{L}_k(W_{k-1}^t)\), cannot be utilized until the second round of communication with the same clients. In summary, even though our method requires more communication bandwidth under the practical setting, as we will demonstrate later, it is a stateless algorithm and has much stronger convergence behavior under distribution shift, and hence potentially requires less communication overall; under the cross-silo setting, our model has the same communication cost as others.

### 4 Experiments

#### 4.1 Datasets and Models

**Dataset.** To empirically demonstrate the efficiency of the proposed algorithm on non-IID data distributions, we use three benchmarks, consisting of both prior shift (Sec. 4.2) and covariate shift (Sec. 4.3). For prior shift, we adopt the popular Imbalanced CIFAR10 (Cao et al. 2019) setting in imbalanced classification task. For covariate shift benchmarks, following FedBN (Li et al. 2021b), we use Digits, DomainNet (Peng et al. 2019), each of which consists of a range of different domains with shared labels. The Digits benchmark consists of SVHN (Netzer et al. 2011), USPS (Hull 1994), SynthDigits (Ganin and Lempitsky 2015) and MNIST-M (Ganin and Lempitsky 2015), MNIST (LeCun et al. 1998); the DomainNet benchmark (Peng et al. 2019) has six domains. We distribute the data from each domain to a client separately, such that each client has a distinct data distribution with covariate shift. Please see Appendix D for more details on implementation.

**Metrics.** For the majority of our experiments, we compare different methods using the accuracy achieved at both the halfway and full training iterations. For the experiments on covariate shifts, we also analyze conference properties by reporting the global training steps required to achieve X performance (given as “Accx”). Because each of the methods transmits the same number of models and the same model informative, this metric can be viewed as analyzing “bandwidth” properties. For the experiments on concept shift (Sec. 4.4), we reported average performance instead of performance at a few sampled places.

#### 4.2 Prior Shift Experiments

For prior shift experiments, we use Imbalanced CIFAR10 (Cao et al. 2019). Specifically, we create a different artificial long-tail distribution for each client’s local data (Sec. 4.1). During each global iteration, we first randomly sample 10% training data and further trim the data.
with a different long tail distribution using an imbalance ratio of 0.01, i.e., each client possesses a different split of \( \sim 2.5\% \) of the training data. This simulates the real world FL \textit{stateless} scenario, where due to the large number of clients, each of the selected clients is likely to participate only once in a task (Kairouz et al. 2021). Notably, SOTA methods FedPD (Zhang et al. 2020) and FedDYN (Acar et al. 2021) are \textit{stateful} algorithms and therefore degenerate to FedAvg in this setting. Therefore, we compare to FedAvg (McMahan et al. 2017), FedProx (Zhao et al. 2018) and FedCurv (Shoham et al. 2019) in this section.

Following conventional procedures (McMahan et al. 2017; Zhao et al. 2018), we report results with different local training epochs, \( E \). It’s worth noting that there is a communication trade-off between the number of communication rounds (num. of global iterations) and the number of local update epochs (McMahan et al. 2017), i.e., the more local training epochs, the fewer global iterations are required. However, longer local training epochs lead to more severe weight divergence on non-IID data (Zhao et al. 2018; Li et al. 2021b). We show that our method not only consistently improves convergence, but also demonstrates larger performance differential with large \( E \). In Tab. 2, we report validation accuracy results halfway through and at the end of training with \( E \in \{1, 2, 4, 8, 16\} \). We observe that the proposed method converges both faster and to a higher accuracy. The largest performance differential is observed when \( E = 8 \). Our method improves upon FedAvg relatively by \( \sim 15\% \) and \( \sim 16\% \) halfway through and at the end of training, respectively. We use the same hyperparameter \( \alpha \) (Eq. 7) in all experiments. Please see Appendix C for details.

### 4.3 Covariate Shift Experiments

For covariate shift experiments, we report results for DomainNet in Tab. 3 and Digits in Tab. 4. In our experiments, each domain is regarded as a separate client with different covariate shift. Instead of using FedAvg, we adopt the SOTA method FedBN (Li et al. 2021b) as the backbone for all compared methods. Specifically, we apply the local update rule from FedProx (Zhao et al. 2018), FedPD/DYN (Zhang et al. 2020; Acar et al. 2021), FedCurv (Shoham et al. 2019) and our method to FedBN. We also report results under various local update schedules. Again, we report halfway and final performance in the table. We observe that our model consistently outperforms competing methods with large local training epochs \( E \in \{8, 16\} \), when data heterogeneity causes more severe weight divergence (Zhao et al. 2018). This enables FedFOR to obtain higher communication efficiency because it can support more epochs of local updates and fewer rounds of global communication. As the number of local epochs increases, FedFOR demonstrates faster convergence compared to other methods. Most importantly, FedFOR remains \textit{stateless} while the closest competitor FedDyn/FedPD is \textit{stateful}.

### 4.4 Concept Shift Experiments

While existing works (Zhang et al. 2020; Zhao et al. 2018; Li et al. 2020, 2021b) have focused on prior shift and covariate shift, concept shift is largely ignored, which happens very frequently in the real world. For example, a word can take on different semantic meanings over time and its corresponding sentiment shifts. Fundamentally, our world is dynamic and FL algorithms, deployed on hundreds of thousands of devices, need to adapt quickly to a changing world. With this in mind, FL algorithms can really benefit from quick convergence when concept shift happens. A related setting, also called concept shift, has been explored by a prior work for client selection in FL (Chen et al. 2020). In their setting, concept shift is temporary and represents noise on local clients, and therefore, rejection method is studied. On the contrary, our interpretation of concept shift represents persistent and global shift to a new concept, and fast model convergence to the concept is required.

To simulate the dynamic real world and our interpretation of concept shift, we implement a label shift strategy. Specifically, at the start of each global iteration when a server

| Local Epochs | \( E = 1 \) | \( E = 2 \) | \( E = 4 \) | \( E = 8 \) | \( E = 16 \) |
|--------------|-------------|-------------|-------------|-------------|-------------|
| \( t = 100 \) | FedAvg      | 39.85 (1.02) | 45.97 (0.79) | 44.86 (1.38) | 54.05 (0.58) | 45.13 (0.01) | 53.27 (0.61) | 53.21 (0.95) | 62.28 (0.52) | 51.41 (0.23) | 60.55 (0.96) |
| \( t = 200 \) | FedProx     | 39.84 (1.09) | 46.04 (0.77) | 44.82 (1.46) | 53.98 (0.21) | 44.68 (0.47) | 52.62 (1.36) | 51.88 (1.29) | 62.17 (1.02) | 52.90 (1.30) | 60.66 (0.15) |
| \( t = 200 \) | FedCurv     | 39.49 (1.86) | 46.03 (0.93) | 45.43 (0.55) | 53.36 (0.36) | 45.91 (0.93) | 53.68 (0.47) | 51.74 (1.01) | 60.94 (1.13) | 50.71 (2.59) | 60.97 (0.84) |
| \( t = 250 \) | FedFOR      | 41.93 (0.43) | 48.06 (0.82) | 50.18 (0.75) | 58.69 (0.66) | 52.18 (0.48) | 62.09 (0.67) | 60.24 (0.38) | 70.93 (0.94) | 56.86 (0.19) | 66.22 (0.52) |
Table 3: Comparisons of Convergence on Covariant Shifted Data with DomainNet benchmark. The table reports the best validation accuracy up to the specified global iterations. Results for each method are reported in two rows, giving both mean (higher row) and standard deviation (lower row) over 3 runs. We present results for different number of local epochs \( E \in \{1, 2, 4, 8, 16\} \). For each different \( E \) setting, we report the halfway performance and the final performance using % accuracy. We also report the number of global iterations to reach 40% under ACC40.

| Local Epochs | \( E = 1 \) | \( E = 2 \) | \( E = 4 \) | \( E = 8 \) | \( E = 16 \) |
|--------------|-------------|-------------|-------------|-------------|-------------|
| \( t = 100 \) | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 | ACC40 | t = 100 |
| FedBN | 46 | 45.87 (1.84) | 48.8 (1.75) | 39 | 47.46 (1.42) | 49.04 (1.25) | 29 | 43.01 (1.42) | 48.25 (1.58) | 22 | 42.85 (1.51) | 47.46 (1.4) | 25 | 40.79 (1.74) | 43.88 (1.78) |
| FedProx | 47 | 45.23 (1.3) | 48.25 (1.47) | 27 | 46.82 (1.58) | 49.2 (1.9) | 30 | 46.5 (1.5) | 48.09 (1.28) | 20 | 42.85 (1.75) | 48.25 (1.61) | 30 | 38.96 (1.25) | 43.25 (1.9) |
| FedDYN | 57 | 46.5 (1.98) | 48.41 (1.81) | 38 | 46.5 (1.9) | 48.57 (1.31) | 21 | 45.87 (1.72) | 49.68 (1.89) | 26 | 44.92 (1.68) | 47.77 (1.47) | 24 | 40.0 (1.58) | 43.96 (1.11) |
| FedCurv | 44 | 44.76 (1.11) | 48.09 (1.43) | 32 | 47.3 (1.61) | 48.73 (1.91) | 29 | 42.69 (1.96) | 45.71 (1.47) | 22 | 45.39 (1.86) | 49.04 (1.26) | 33 | 33.96 (1.8) | 44.92 (1.54) |
| FedFOR | 58 | 46.26 (1.5) | 48.41 (1.01) | 28 | 47.06 (1.71) | 49.76 (1.39) | 21 | 44.76 (1.82) | 48.09 (1.66) | 17 | 44.36 (1.86) | 49.52 (1.03) | 13 | 44.12 (1.49) | 46.34 (1.86) |

Table 4: Comparisons of Convergence on Covariant Shifted Data with Digits benchmark. The table reports the best validation accuracy up to the specified global iterations. Results for each method are reported in two rows, giving both mean (higher row) and standard deviation (lower row) over 3 runs. We present results for different number of local epochs \( E \in \{1, 2, 4, 8, 16\} \). For each different \( E \) setting, we report the halfway performance and the final performance using % accuracy. We also report the number of global iterations to reach 80% under ACC80.

| Local Epochs | \( E = 1 \) | \( E = 2 \) | \( E = 4 \) | \( E = 8 \) | \( E = 16 \) |
|--------------|-------------|-------------|-------------|-------------|-------------|
| \( t = 50 \) | ACC80 | \( t = 100 \) | ACC80 | \( t = 100 \) | ACC80 | \( t = 25 \) | ACC80 | \( t = 25 \) | ACC80 | \( t = 25 \) | ACC80 | \( t = 25 \) | ACC80 | \( t = 15 \) | ACC80 | \( t = 25 \) |
| FedBN | 10 | 85.14 (0.23) | 85.48 (0.05) | 8 | 85.51 (0.46) | 85.87 (0.38) | 6 | 84.59 (0.16) | 85.46 (0.13) | 6 | 84.89 (0.23) | 85.51 (0.08) | 6 | 83.80 (0.31) | 84.73 (0.42) |
| FedProx | 10 | 85.04 (0.13) | 85.59 (0.20) | 7 | 85.43 (0.17) | 85.95 (0.18) | 6 | 84.89 (0.53) | 85.67 (0.17) | 6 | 84.60 (0.27) | 85.75 (0.31) | 7 | 83.42 (0.06) | 84.52 (0.24) |
| FedDYN | 9 | 85.49 (0.16) | 85.85 (0.18) | 7 | 85.26 (0.41) | 85.89 (0.17) | 6 | 84.45 (0.26) | 85.25 (0.44) | 5 | 84.88 (0.09) | 85.63 (0.13) | 6 | 83.43 (0.80) | 84.95 (0.30) |
| FedCurv | 10 | 85.16 (0.35) | 85.56 (0.19) | 7 | 85.79 (0.29) | 86.10 (0.15) | 7 | 84.34 (0.01) | 85.53 (0.12) | 7 | 84.63 (0.41) | 85.43 (0.25) | 7 | 83.61 (0.19) | 84.71 (0.48) |
| FedFOR | 8 | 85.52 (0.15) | 85.65 (0.10) | 6 | 85.72 (0.17) | 85.87 (0.27) | 4 | 85.44 (0.17) | 85.96 (0.32) | 4 | 85.72 (0.35) | 86.12 (0.06) | 4 | 84.94 (0.06) | 85.58 (0.29) |

Table 5: Comparisons of Concept Shift Recovery on Covariant Shifted Data with DomainNet benchmark. The table reports the average best validation accuracy over 200 training iterations with 10 randomly constructed concept shifts in the label space. We present results for different number of local epochs using % accuracy.

| Local Epochs | \( E = 1 \) | \( E = 2 \) | \( E = 4 \) | \( E = 8 \) | \( E = 16 \) |
|--------------|-------------|-------------|-------------|-------------|-------------|
| FedBN | 44.51 | 46.84 | 48.01 | 47.55 | 47.48 |
| FedProx | 44.48 | 47.08 | 48.64 | 47.36 | 47.73 |
| FedDYN | 44.22 | 46.52 | 47.97 | 47.37 | 47.84 |
| FedFOR | 44.36 | 47.28 | 49.35 | 49.12 | 49.83 |

selects clients to participate in this round of communication, the label of a selected class of data, for all clients, will change to a different one in the set of available labels with a probability of 5%. Once changed, the label for this class will not be reverted until being changed again in the future to a different label. This irreversible and global concept shift mimics the dynamism in the real world. We apply this concept shift strategy to the DomainNet benchmark and compare our methods with SOTA methods with different local training schedules. In Tab. 5, we observe increasingly favorable results from the proposed method with increasing number of local training epochs. Specifically, FedFOR achieves the best performance for \( E \in \{2, 4, 8, 10\} \).

5 Conclusions

Data heterogeneity remains a major challenge in Federated Learning. While existing best performing FL algorithms demonstrate promising results, they are stateful algorithms, which violates an important assumption in FL: each client is likely to participate only once or few times for a task. To alleviate the problem of weight divergence due to non-IID client data, we propose a principled stateless federated learning algorithm, FedFOR. Specifically, we introduce a new local objective which includes an approximated global objective, and adopt a linearization strategy around the previous global model location to arrive at a first-order gradient regularization penalty. The new algorithm is tested on four non-IID FL benchmarks encompassing both prior and covariate shifts, and shows consistently faster convergence and better accuracy, even compared to stateful algorithms. Additionally, we propose a new realistic interpretation of concept shift in the real world, in which concepts evolve over time,
and a new benchmark for testing robustness and recovery speed of FL algorithm in the face of sudden shifting to a new concept. Compared to other methods, FedFOR recovers and adapts to new concepts more quickly due to its faster convergence speed.

References

Acar, D. A. E.; Zhao, Y.; Navarro, R. M.; Mattina, M.; Whatmough, P. N.; and Saligrama, V. 2021. Federated learning based on dynamic regularization. arXiv preprint arXiv:2111.04263.

Cao, K.; Wei, C.; Gaidon, A.; Arechiga, N.; and Ma, T. 2019. Learning imbalanced datasets with label-distribution-aware margin loss. Advances in neural information processing systems, 32.

Chen, Y.; Yang, X.; Qin, X.; Yu, H.; Chen, B.; and Shen, Z. 2020. Focus: Dealing with label quality disparity in federated learning. arXiv preprint arXiv:2001.11359.

Ganin, Y.; and Lempitsky, V. 2015. Unsupervised domain adaptation by backpropagation. In International conference on machine learning, 1180–1189. PMLR.

Gong, B.; Shi, Y.; Sha, F.; and Grauman, K. 2012. Geodesic flow kernel for unsupervised domain adaptation. In 2012 IEEE conference on computer vision and pattern recognition, 2066–2073. IEEE.

Gong, X.; et al. 2021. Ensemble Attention Distillation for Privacy-Preserving Federated Learning. In ICCV.

He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition, 770–778.

Hsu, T.-M.; et al. 2020. Federated visual classification with real-world data distribution. In ECCV.

Hsu, T.-M. H.; Qi, H.; and Brown, M. 2019. Measuring the effects of non-identical data distribution for federated visual classification. arXiv preprint arXiv:1909.06335.

Hull, J. J. 1994. A database for handwritten text recognition research. IEEE Transactions on pattern analysis and machine intelligence, 16(5): 550–554.

Kairouz, P.; McMahan, H. B.; Avent, B.; Bellet, A.; Bennis, M.; Bhagoji, A. N.; Bonawitz, K.; Charles, Z.; Cormode, G.; Cummings, R.; et al. 2021. Advances and open problems in federated learning. Foundations and Trends® in Machine Learning, 14(1–2): 1–210.

Karimireddy, S. P.; Kale, S.; Mohri, M.; Reddi, S.; Stich, S.; and Suresh, A. T. 2020. Scaffold: Stochastic controlled averaging for federated learning. In International Conference on Machine Learning, 5132–5143. PMLR.

Karimireddy, S. P.; Kale, S.; Mohri, M.; Reddi, S. J.; Stich, S. U.; and Suresh, A. T. 2019. SCAFFOLD: Stochastic Controlled Averaging for On-Device Federated Learning.

Kirkpatrick, J.; Pascanu, R.; Rabinowitz, N.; Veness, J.; Desjardins, G.; Rusu, A. A.; Milan, K.; Quan, J.; Ramalho, T.; Grabska-Barwinska, A.; et al. 2017. Overcoming catastrophic forgetting in neural networks. Proceedings of the national academy of sciences, 114(13): 3521–3526.

LeCun, Y.; Bottou, L.; Bengio, Y.; and Haffner, P. 1998. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 86(11): 2278–2324.

Li, Q.; et al. 2021a. Model-contrastive federated learning. In CVPR.

Li, T.; Sahu, A. K.; Zaheer, M.; Sanjabi, M.; Talwalkar, A.; and Smith, V. 2020. Federated optimization in heterogeneous networks. Proceedings of Machine Learning and Systems, 2: 429–450.

Li, X.; Huang, K.; Yang, W.; Wang, S.; and Zhang, Z. 2019. On the convergence of fedavg on non-iid data. arXiv preprint arXiv:1907.02189.

Li, X.; Jiang, M.; Zhang, X.; Kamp, M.; and Dou, Q. 2021b. Fedbn: Federated learning on non-iid features via local batch normalization. arXiv preprint arXiv:2102.07623.

Martens, J. 2014. New insights and perspectives on the natural gradient method. arXiv preprint arXiv:1412.1193.

McMahan, B.; Moore, E.; Ramage, D.; Hampson, S.; and y Arcas, B. A. 2017. Communication-efficient learning of deep networks from decentralized data. In Artificial intelligence and statistics, 1273–1282. PMLR.

Netzer, Y.; Wang, T.; Coates, A.; Bissacco, A.; Wu, B.; and Ng, A. Y. 2011. Reading digits in natural images with unsupervised feature learning.

Peng, X.; Bai, Q.; Xia, X.; Huang, Z.; Saenko, K.; and Wang, B. 2019. Moment matching for multi-source domain adaptation. In Proceedings of the IEEE/CVF international conference on computer vision, 1406–1415.

Reddi, S.; Charles, Z.; Zaheer, M.; Garrett, Z.; Rush, K.; Konečný, J.; Kumar, S.; and McMahan, H. B. 2020. Adaptive federated optimization. arXiv preprint arXiv:2003.00295.

Sahu, A. K.; Li, T.; Sanjabi, M.; Zaheer, M.; Talwalkar, A.; and Smith, V. 2018. On the convergence of federated optimization in heterogeneous networks. arXiv preprint arXiv:1812.06127, 3: 3.

Shoham, N.; Avidor, T.; Keren, A.; Israel, N.; Benditkis, D.; Mor-Yosef, L.; and Zeitak, I. 2019. Overcoming forgetting in federated learning on non-iid data. arXiv preprint arXiv:1910.07796.

Wang, J.; Charles, Z.; Xu, Z.; Joshi, G.; McMahan, H. B.; Al-Shedivat, M.; Andrew, G.; Avestimehr, S.; Daly, K.; Data, D.; et al. 2021a. A field guide to federated optimization. arXiv preprint arXiv:2107.06917.

Wang, J.; Tantia, V.; Ballas, N.; and Rabbat, M. 2019. SlowMo: Improving communication-efficient distributed SGD with slow momentum. arXiv preprint arXiv:1910.00643.

Wang, J.-K.; et al. 2021b. A Modular Analysis of Provable Acceleration via Polyak’s Momentum: Training a Wide ReLU Network and a Deep Linear Network. In ICML.

Xu, C.; Hong, Z.; Huang, M.; and Ji, T. 2022. Acceleration of Federated Learning with Alleviated Forgetting in Local Training. arXiv preprint arXiv:2203.02645.
Zhang, C.; Xie, Y.; Bai, H.; Yu, B.; Li, W.; and Gao, Y. 2021. A survey on federated learning. *Knowledge-Based Systems*, 216: 106775.

Zhang, X.; and Hong, M. 2021. On the Connection Between FEDDYN and FEDPD.

Zhang, X.; Hong, M.; Dhople, S.; Yin, W.; and Liu, Y. 2020. Fedpd: A federated learning framework with optimal rates and adaptivity to non-iid data. *arXiv preprint arXiv:2005.11418*.

Zhao, Y.; Li, M.; Lai, L.; Suda, N.; Civin, D.; and Chandra, V. 2018. Federated learning with non-iid data. *arXiv preprint arXiv:1806.00582*.
Appendix

A Stateless vs. Stateful Algorithms

Statefullness is a characteristic of federated learning that depends on the scale of deployment. For cross-device federated learning, where distribution scale can be up to $10^{10}$, the server is likely to only communicate with a client once (or at most a few times) because it would be rare to sample the same client given the size of the candidate pool (Kairouz et al. 2021). For cross-silo federated learning, where the size of clients is 2-100, each client can participate in multiple rounds of communications (Kairouz et al. 2021). The difference in distribution scale affects algorithm designs, i.e., whether clients can carry states from round to round. States are local statistics such as local gradient (Karimireddy et al. 2019) and optimizer steps (Reddi et al. 2020), etc., which can affect subsequent optimization on the same device in the next round, if recorded. Therefore, cross-device FL algorithms need to be stateless whereas cross-silo FL algorithms can be stateful. For example, many algorithms highlighted in this paper are stateful algorithms (Karimireddy et al. 2019; Acar et al. 2021; Zhang et al. 2020), because they require passing local gradients from round to round on the same client. However, because the same client is rarely visited twice in cross-device FL, those algorithms largely degenerate to vanilla FedAvg (McMahan et al. 2017) or FedProx (Zhao et al. 2018) with a uniform L2 regularization. Therefore, considering statefullness in algorithm design is critical to scaling up federated learning in real world setting (Reddi et al. 2020; Kairouz et al. 2021), and our method FedFOR is designed to be stateless to scale up to potentially infinite number of clients (see the prior shift CIFAR experiments in Fig. 3). In summary, being stateless is a defining and important characteristic of large scale cross-device federated learning as emphasized by (Kairouz et al. 2021; Reddi et al. 2020), failure to obey this requirement will significantly limit an algorithm’s deployment in the real world.

B Additional Related Works

In the main paper, we discussed the local update schemes of several related works, FedAvg (McMahan et al. 2017), FedProx (Zhao et al. 2018), FedCurv (Shoham et al. 2019) and FedDyn (Acar et al. 2021)/FedPD (Zhang et al. 2020) in details. Here, we introduce an additional FL algorithm that are closely related to ours because they introduce additional regularization for local update.

SCAFFOLD (Karimireddy et al. 2020) proposes to use local and global gradients to correct “client-drift” in local update. Specifically, SCAFFOLD stores local gradients on each device and keeps track of global gradients, aggregated from all participating clients.

Local Gradient: $c_k = \nabla_W L_k(W_{k-2}^{t-2})$ (11)

Global Gradient: $c = \nabla_W L(W_{t-2}^{t-2})$

Here, we only highlight the local update rule. The reader is referred to the original SCAFFOLD paper (Karimireddy et al. 2020) for more details on how $c$ and $c_k$ are updated and maintained. The update is given as:

$$W_k^t = W_k^{t-1} - \alpha (\nabla_{W_k^{t-1}} L_{federavg} - c_k + \epsilon)$$ (12)

where $\alpha$ is a fixed learning rate. It is obvious from Eq. 11 and Eq. 12 that the algorithm is stateful because it maintains local states $c_k$ from round to round.

C Effect of Performance vs $\alpha$.

![Figure 3: Hyperparameter sweep of $\alpha$ for Imbalanced CIFAR-10. We use the same $\alpha = 5$ for all experiments](image)

The choice of the hyperparameter affects performance of the proposed algorithm. Therefore, we conducted a parameter search for $\alpha$ using Imbalanced CIFAR for prior shift experiments with the number of local epochs $E = 8$ as shown in Fig. 3. We use the same $\alpha = 5$ for all subsequent experiments.

D Implementation Details

In this section, we will detail implementations of models and training details, organized by the order of experiments in the main paper: prior shift, covariate shifts and concept shift experiments. Following FedBN (Li et al. 2021b), we use AlexNet for DomainNet, a custom six-layer CovNet (Li et al. 2021b) for Digits and ResNet20 (He et al. 2016) for Imbalanced CIFAR10.

In prior shift experiments, we use Imbalance CIFAR10 (Cao et al. 2019) and ResNet20 (He et al. 2016). Specifically, we use the proper ResNet implementation for CIFAR10 (He et al. 2016). The model is train with a batch size of 128 and SGD with a constant learning rate of 0.01 for varying number of global iterations depending on the number of local epochs, i.e., the more local update epochs the fewer global iterations. Note that to properly implement a stateless algorithm, no SGD momentum and weight decay are used for all our experiments. In covariate shift experiments, we follow the setup from FedBN (Li et al. 2021b) using Digits, Office-Caltech (Gong et al. 2012), DomainNet (Peng et al. 2019) benchmarks. We use AlexNet for DomainNet and Office-Caltech, a custom six-layer ConvNet (Li et al. 2021b) for Digits. All models are trained with a batch size of 32 and SGD with a constant learning rate of 0.01. In concept shift experiments, we use DomainNet and the custom six-layer ConvNet with the same optimization parameters as in the covariate shift experiments. Note that for all experiments, we use different combinations of global iterations and local update epochs, as indicated by the headers in each result table.