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Abstract: This paper proposes an effective concept of mining the feedback of product given by the user. In return various solutions are suggested according to the ratings of the aspect and its corresponding weightage. The satisfaction of user is determined by the help of user’s rating and weight of the aspect determines the significance of each aspect in the user’s review. These methodologies are thus, important and play a significant role for the manufacturers and producers to improve their product and eventually leading to rise in the market value of that particular product. The methodology here extracts the aspects from the feedbacks of users with the help of conditional probability and bootstrap technique. Also an approach that is supervised and is called by the name, Naïve Bayes is used to classify aspect ratings and the sentiment words are considered as properties or features.
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Also, another problem might arise which involves the irrelevant aspects. Therefore, this issue will also be discussed in the paper.

Initially the models used for such problems were unsupervised [11]. They used frequency-based approach but the problem was that less frequent and implicit aspects were ignored. And therefore results were not good as expected [12, 13]. These problems resulted in the usage of supervised models Hidden Markov Model (HMM) and Conditional Random Field (CRF). However, these techniques can be a little bit costlier than traditional ones.

I. INTRODUCTION

Today the world is growing rapidly in terms of the technology which is the cause of social media coming into the picture. Almost every kind of emotions are being shared on the social apps. So, all these opinions can be put a very good use. But these opinions are so large in number that mining such sentiments might raise an issue. To find a solution for such an problem, a lot of work has been done [1], mining the required data from such opinions [2, 3, 4, 5], monitoring the emotions [6, 7, 8, 9], and so on. In here, we will work at building solutions for these tasks as mentioned.

- Mining the aspects related to product reviews
- Analysing the views of users on aspects
- Observing the weight emphasised on each aspect

An aspect is the classifying the user’s opinion in terms of positivity and negativity. For instance, let us consider a customer drinking coffee. He can rate the coffee based on the body, taste, aroma and acidity. Based on these emotions the aspects can be mined. The problem here may be that some aspects might be mentioned explicitly but there are some aspects which user might not have mentioned like about the temperature of the coffee while served [10]. Here we will discuss both the aspects that is explicit and implicit ones.

Fig. 1: Sample review on a coffee

Sample Review on a Coffee

I am abig fan of Turkish style cardmon coffee, brewed in a flared copper stove-top pot like you see in Istanbul! But wow! This stuff is amazing. Dark without being bitter. Never acid at all, no matter how strong you make it. So soft, so lovely. There's a chocolate like note, all warm and clean but nothing chocolate about taste. I drink it black, no cream or sugar. I tried it with sweetened condensed milk as they suggest but it seems superfluous. Just drink it hot and straight and you will be very happy!

Procedure used to extract the aspects from the opinions is based on conditional probability combined with the bootstrap technique. The idea is to create an assumption that the universal set of all the aspects are already present with the aspect words, which are generally known as core terms (terms used to describe aspects). The above prediction is generally true and acceptable as the aspects are small in number and can be easily mined. In some cases, there are very few core terms or even no core terms at all which can be a challenging situation. Therefore, the set of core terms is regularly updated and new terms are added to resolve the issue. This is done with the help of the concept of the conditional probability and technique of bootstrap.

The identification of aspects comes out to be a very helpful tool for the owners as they get to know the user’s opinions and sentiments regarding the product, which in return leads to the improvement and upgradation of the quality of the product.

Generally, the users tend to give an overall review regarding their own experience of using the product. However, this overall review is the summation of the feedback of particular aspects of the products. Here comes, the weights into the picture. Weights are here to act as the parameters to measure the significance of each aspect [14, 15].

To be more clearer, the weight of the aspect is balanced with the frequent occurrence of the word pointing towards the
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A particular aspect. Further, a approach which is supervised and called as the Naïve Bayes classification method comes into play and analyses the user’s sentiments.

![Image of Block Diagram of Step-wise processing of the review](image)

**Fig. 2:** Block Diagram of Step-wise processing of the review

## II. PROPOSED METHODOLOGY

A lot of study and research has been going on lately, in the field of big data, to extract the opinions of the users based on the experience of various products. The user’s opinion and extracting the corresponding aspect from their reviews has been a task on which various methods are being proposed to help the product manufacturers to upgrade their product according to improvisations required, and significantly changing the user’s experience towards betterment, eventually benefiting the market of the product, up to a much greater extent. According to a survey [16], conducted on opinion mining and sentiment analysis, it is clearly stated that the two very important tasks are:

- Identification of aspect
- Rating Inference based on aspect

In the survey mentioned above, some very interesting methods are proposed including frequency-based, lexicon-based, machine learning and topic modeling.

The approaches based on the frequency are one of the earliest approaches [11]. In the above mentioned approach, the nouns as well as the phrases of nouns are used as the candidates of the aspect [17, 18]. An algorithm for mining the data is used by Hu and Liu [10] for the identification of nouns and the phrases of nouns [19]. The count of most occurring frequencies is considered and the ones with high occurrences are kept. As simple as this method might seem, but it is quite effective method. There are even a few companies which are using the method mentioned above in order to effectively increase the business growth [11]. But the major challenge, that exists here in the method above is that a lot of noise is created, i.e. irrelevant data which consists of non-aspects items is created.

In order to deal with such challenges, the methods of filtering have been [13]. These methods are merged with the frequency-based approach to eliminate the non-aspect elements. A solution which is similar to the above one, performs extraction on the nouns/aspects according to their frequency of occurrence and the information in it [12]. Initially, the search is performed for the seed words for each aspect.

| Aspects       | Seed Words  |
|---------------|-------------|
| Value, Pr     | Value, Price |
| Room          | Room, rooms |
| Location      | location    |
| Cleanliness   | Dirty, Clean|
| Check in      | Staff       |
| Service       | Food, Staff |

Then they find the information to other words related to their aspect. For instance, it can find “$” or “Dollars” for the price or cost of the aspect. However, these approaches based on rules and frequency requires the manual assistance into parameters.

Now, to resolve the issues of approaches based on frequency, the concept of modeling has been proposed into the picture. The concept of modeling enables one to uncover the topics from large collection of texts. This concept requires the two basic models which are, PLSA (Probabilistic Latent Semantic Analysis) and LDA (Latent Dirichlet Allocation). The concept of modeling is implemented by the authors in [4, 13], that can directly be connected to the aspects. For mining aspect, this
concept is presented by. In the first step, they the aspects are verified using the concept of modeling. And then secondly, only the adjectives are taken into considerations to evaluate the sentiment lying behind the aspect. Topics like JST (Joint Sentiment Topic) and Reverse-JST are also presented in [4]. Latent Dirichlet allocation (LDA) is the basis of both the models mentioned above. The emotions as well as their polarity i.e. positive or negative can be mined using the models. The yield of at least 76.6% accuracy is obtained by both JST and RJST on Pang and Lee [2] dataset.

As the modeling concept tends to distinguish words for each aspect, in the words representing the aspects and the words representing the emotion behind that aspect is separated. In order to proceed and perform this study, two parameters are used to encode the above properties. We create a weighted graph which is bipartite, for each review. Aspect labels are learnt by either no supervision or weak or full supervision. In case of no supervision, only ratings of aspect are used. In case of weak supervision, manually labelled sentences are used in small numbers to un-label data. And in case of full supervision, only data which is labelled manually is used.

As mentioned in another method called AIR (Aspect Identification and Rating) model is used to mine the reviews and ratings. In the AIR model, the sampling of distribution of word of the aspect for each review is influenced by an aspect rating. The basis of this approach is LDA model. Overall ratings given by the reviewers affect the sampled latent aspect rating which further influences the word sampling for each aspect and their extraction, which is quite different from traditional approach. The imbalance of aspects present in the shorter reviews is handled by AIR which is further enhanced.

Although, the approach of the modelling concept is based on probabilistic inference, it has its own shortcomings which are responsible for it not being used in real life opinion analysis applications. Let us take for an instance the volume of data it requires, which is very huge. Not only this, but a proper synchronization is also required to achieve the desired results. Frequent and common topics can be easily searched but when it comes to search those which are locally frequent but less global terms, it becomes a challenging task to perform. Often, these local ones are of the most use because they are the most significant for particular entities in which the customer is interested. To summarize it, we can say that generally the concept of modeling is not so significant for a number of real time applications to analyze the sentiments [11].

Also, the other approach based on lexicon methods is used. It also comes under the category of unsupervised approach. The emotions are predicted from the reviews using the dictionary. In return, this also help one obtain the polarity and the core strength. The dictionary contains the words and phrases and with them, the sentiments as well as orientation of the opinions are also attached. The score for any particular sentiment can be computed [8]. Xiaowen Ding, Mingqiong Hu make use of sentiment classification of the aspect and the sentence [10]. A method called EXPRS (An Extended Page Rank algorithm enhanced by a Synonym lexicon) is presented by Yan et al. . The above method then helps to mine the features and properties of the product. For this, the nouns and the phrases of the nouns are mined initially and then followed by the mining of the dependency relations between nouns and phrases of the noun and their corresponding words of sentiments. The relations like subject-predicate, adjective-modifications, relative-clause-modifying and verb-object are included in relations of dependency. The synonyms for the properties of the product are also introduced in it. The elimination of nouns with no feature also takes place which is based on the concept of proper nouns, name of brands, verbal as well as personal nouns. Movie review was taken as an instance and a methodology was proposed by Péralver-Martínez et al. which performed the analysis on the sentiments on the reviews of the movie, based on the aspects. A domain ontology named as Movie Ontology to mine the features from the reviews. And then the score of the sentiment is calculated by the utilization of SentiWordNet. However, it had a drawback, that was creating such a lexicon of the sentiments considering the facts that it has high cost, and also it takes a long time period to build such dictionaries.

For higher accuracy the approaches based on machine learning [20] can also be used to perform classification of the sentiments. Here also, the method can be either supervised or unsupervised. In case of methods that are supervised, two different sets of annotated data can be considered- the first one for training and the second one for testing. For supervised learning, Decision Tree (DT), Support Vector Machine (SVM), Neural Network (NN), Naïve Bayes, and Maximum Entropy (ME) are a few classifiers which are applied commonly. A method, for selection of feature, with SVM i.e. Support Vector Machine classifier used to classify sentiments for large movie review data set and which is based on Gini Index is presented by Asha et al. Due to the introduction of Gini Index, the accuracy of the selection of feature while analyzing the sentiments, is improved.

Duc-Hong Pham and Anh-Cuong Le have designed an architecture of multiple layers to represent the knowledge and different levels of sentiment in an input text. Then the neural networks are introduced and combined with the above representation to construct a model for predicting the overall feedback of the products. However, such techniques and methods demand a set of manual power for labelled data for the model to be trained [21]. And this eventually leads to further challenges like higher costs and more efforts.

III. RESULT ANALYSIS

The ambition of the task is to allot a part of labels of aspect taken from the set which consists of all the labels of aspect of a given product, to every sentence in a feedback given by some user or customer. The determination of labels of an aspect has the aspect words and terms as its basis. Some initial core terms are provided for each and every label present in the universal set. However, the challenging situation may arise in some cases where very few core terms or even no core terms are present at all, for all the feedbacks. This may eventually result in the assignment of labels which are completely incorrect for the sentences these are being assigned for. Thus, it becomes an important task to take a wider set of core terms for the aspect words
based on the data which is provided by the user in the form of opinions shared by user as the feedback. Therefore, in the methods which are discussed above use of Bayes or Hidden Markov Model is preferred. And as discussed above, the method relies on use of conditional probabilistic model which is merged with the Bootstrap technique to construct the set of aspect words.

Here, figure 3 describes the 4 aspects of a product that is coffee that is represented by the respective aspect words. The symbol that denotes core terms is represented by O, the symbol that denotes the words appearing is represented by X. The four aspects of the coffee which are body, taste, aroma, and acidity are already mentioned. The sets of the core terms which are corresponding to the aspects are as follows:

- {body}
- {taste, aftertaste, finishing, mouthfeel}
- {aroma, smell, flavour}
- {acid, acidity}

These terms are then enriched by putting the words which have a high probability of their appearance in the similar sentences that they occur in. The four circles shown in the figure represent the group of aspect words. Overlapping of these circles indicate there might be some aspect word which are present in the multiple aspects.

Let us consider a supposition as \( A = \{a_1, a_2, \ldots, a_K \} \) which is a set or group of \( K \) number of aspects. A group or set of the words which happens to appear in the sentences and is labelled as \( a_i \) for every \( a_i \), is present in such a way that their frequency of occurrences exceeds a threshold which is given is obtained. The overlapping of the two or more sets signifies that some core terms may be present in more than one aspect.

a. Initially, the sentences which hold minimum one word in the original core terms of that particular inspected are tracked.

b. Secondly, all the words that constitutes the nouns, phrases of nouns, adjectives, and adverbs in the specific sentences are located.

c. Now, the threshold \( \theta \) is considered and depending on the number, the words which occur more than threshold \( \theta \) are put into the group of aspect words.

d. Then the core terms are excluded and the new set of aspect words is put under consideration.

e. Further the sentences which are required, are searched and found.

f. The steps mentioned above are repeated until the number of words found is zero.

IV. CONCLUSION
This conclusion of this paper, can be summarized with the help of the three basic tasks which are, (1) Mining the aspects related to product reviews, (2) Analyzing the views of users on aspects, and (3) Observing the weight emphasized on each aspect.

With the help of the above tasks, the aspect of the user’s review can be determined. The determination of the aspect with the help of various methodologies and techniques which are discussed in the paper, enables the manufacturer to obtain the feedback from users in way which can be analyzed to arrive on some results. Then, these results are helpful to decide further improvements to be made in the product. It drastically improves the product quality, leading to a better user experience. Due to this the market of the product can also arise up to a much greater extent.

The methodologies are simple one and do not need overall ratings. Also, it works very well on real world applications. These techniques can be a bit costly and may require some extra efforts.

The issue of mining of aspect from the data which is not labelled can be considered in future. Not only this, but the above concept can be implemented to other areas as well which include, movies, business and other domains.
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