Meeting Report

The 2017 and 2018 Iranian Brain–Computer Interface Competitions

Abstract
This article summarizes the first and second Iranian brain–computer interface competitions held in 2017 and 2018 by the National Brain Mapping Lab. Two 64-channel electroencephalography (EEG) datasets were contributed, including motor imagery as well as motor execution by three limbs. The competitors were asked to classify the type of motor imagination or execution based on EEG signals in the first competition and the type of executed motion as well as the movement onset in the second competition. Here, we provide an overview of the datasets, the tasks, the evaluation criteria, and the methods proposed by the top-ranked teams. We also report the results achieved with the submitted algorithms and discuss the organizational strategies for future campaigns.
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Introduction
Brain–computer interface (BCI) is a wide multidisciplinary research field in which many researchers are active worldwide. The BCI technology mainly aims at voluntary control of the environment such as a computer or a wheelchair by disabled people who have missed their motor performance. Different technologies are available to measure brain activity, among which electroencephalography (EEG)-based BCIs have some advantages including low cost, high temporal resolution, and portability.

The International BCI Award Foundation, a nonprofit organization founded in 2017 in Austria, recognizes outstanding and innovative research projects submitted in the field of BCIs annually.[1] The award is donated by g.tec, a leading provider of BCI research equipment located in Austria. Every year, 12 projects are nominated before the winner is announced at the BCI Award Ceremony. However, probably, the most well-known BCI competitions are the Berlin BCI competitions of which four series have been held from 2001 to 2008.[2] Several laboratories and universities provided the datasets for the competitions. Control of the movement of a cursor on a monitor screen; P300 speller; self-paced key typing; motor imagery of fingers, hands, feet, and tongue; and decoding the direction of hand movement were the tasks considered in these competitions. A complete review of BCI competition IV can be found in the literature.[3]

Iranian BCI competitions were held by the National Brain Mapping Lab (NBML)[4] to provide a high-quality national database for neuroscience and neuroengineering communities with public access. Therefore, researchers who do not have access to measurement systems can easily have access to the data. Moreover, research groups that are relatively new to the field of BCI can attract attention and get renowned if the performance of their algorithms is outstanding. Another important goal is to evaluate the accuracy of signal processing and classification algorithms proposed by the competitors. Therefore, the pros and cons of the methods can be determined and more attention will be drawn to the enhancement of different versions of more effective methods.

The competitions were held in 2017 and 2018, and the participants were asked to take part in the competition in groups
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of two up to five persons to promote teamwork. Both competitions composed of two stages; at the first stage, the competitors were given two training and test datasets, and they were asked to answer the scientific question and submit the results due to the deadline. Based on the results received, the six and eight top-ranked teams were invited to the second stage of the 2017 and 2018 competitions, respectively, to compete on the new test data in person.

**Materials and Methods**

In order to conform to international competitions, it was proposed to consider two experimental scenarios, namely, multiclass motor imagery and execution. Moreover, to have relative innovation with respect to other competitions, it was also proposed to include movement onset detection in the second competition.

In this section, the experimental paradigm, data recording, and the questions raised in both competitions are explained. The data are freely and publically available and the researchers could contact the NBML for access. Researchers wishing to publish their results, which use this dataset, must acknowledge NBML by citing this publication.

**Experimental paradigm**

The data measurement consisted of recording EEG, electrooculogram (EOG), and electromyogram (EMG) signals from 15 (five females) healthy and right-handed individuals aged between 26 and 42 years. The experiment was explained thoroughly to the participants, and they gave a written consent form. The cue-based BCI paradigm consisted of six different motor imagery and execution tasks, namely the execution and imagination of movements of the right thumb, right arm, and right foot. One session was recorded for each participant. Each session comprised of two runs separated by an approximately 10-min break. One run consisted of 120 trials (twenty for each of the six possible classes), yielding a total of 240 trials per participant.

At the beginning of each session, a recording of approximately 2-min rest state was performed; 1 min with eyes closed and then 1 min with eyes open. The participants were sitting in a comfortable armchair in front of a computer screen. At the beginning of a trial \( t = 0 \) s, a fixation cross appeared on the black screen. After 2 s \( t = 2 \) s, a cue in the form of a picture implying the thumb, arm, or foot imagination or execution appeared and stayed on the screen for 2 s. After that, the “Go!” word appeared on the screen for 0.5 s. This prompted the participants to perform the desired motor imagery or execution task. No feedback was provided. The participants were asked to carry out the task in 3 s. A short break preceded the fixation cross where the screen was black for 2 s. The paradigm is illustrated in Figure 1.

**Data recording**

A g-Tec (g.HIamp) recording system was used to record the 64-channel EEG and three EOG signals. Moreover, three pairs of bipolar electrodes were used to record the muscular activity during thumb, arm, and foot movements. The montage of EEG electrodes is shown in Figure 2. The right ear was serving as the reference and the FPz channel as the ground. The signals were sampled with 2400 Hz and notched filtered for removing the 50 Hz power-line noise.

**The data format and the question of the first competition (2017)**

The recorded continuous signals from seven participants were visually inspected to remove the artifactual segments. Then, two datasets were extracted separately from these signals for motor execution and motor imagery tasks. Each dataset included the 3-s segments of the continuous data corresponding to the task-performing duration. According to the opinion of the jury panel, 50% of the total number of trials for each type of task was assigned as the training data and 30% was set as test data to be used in the first stage of the competition. This test dataset along with the remaining 20% of the trials composed the test dataset for the final stage of the competition. The teams were asked to classify the motor execution dataset into four classes corresponding to arm, thumb, and foot movements as well as no-motion state. They were also asked to classify the motor imagery dataset into three classes corresponding to the imagination of arm, thumb, and foot movements. The classification procedure had to be applied separately on each participant’s dataset.

**The data format and the question of the second competition (2018)**

The data for this competition included only the motor execution dataset but from all the 15 participants. In addition to movement classification based on each participant’s EEG, the competitors were also asked to determine the movement onset instance. In the training
dataset, the movement onset was determined from EMG measurements in a two-step way. First, based on Teager–Kaiser energy operator, the onset time was obtained automatically, and then, it was modified finely through visual inspection. The onset time was marked by 1 in the last row of the data matrix. For no-motion class, there was no 1. The number of training and test trials was similar to that of the 2017 competition.

Evaluation criteria

According to the opinion of the jury panel, in 2017 competition, the mean accuracy of classification of motor imagery and motor execution trials was selected as the criterion for evaluating the teams’ results. Therefore, two confusion matrices were computed for both motor imagery and motor execution datasets belonging to each of the seven participants. The classification accuracy was computed as the ratio of the summation of the diagonal elements of the confusion matrix to the summation of the whole elements. Then, they were averaged across all the seven participants. Finally, the average of the two accuracy values for motor imagery and motor execution was obtained as the criterion for scoring the teams’ performance. It was also suggested by the jury panel to consider the time of delivering the results by the teams provided that the scores were equal.

In 2018 competition, the classification accuracy was computed in a similar way to 2017 except that only one accuracy was obtained for the motor execution dataset. For scoring the movement onset detection, a trapezoid membership function was used. The smaller and the bigger parallel sides of the trapezoid were centered ±0.1 s and ±0.3 s, respectively, around the instance detected by the method explained in the data format and the question of the second competition (2018) section. Therefore, if a team detects the onset time with an error of ±0.1 s, it gets the 100% score and if the error is >±0.3 s, it gets 0. For the errors between ±0.1 s and ±0.3 s, the score is proportional to the value of the nonparallel sides of the trapezoid. This score is averaged across all the test trials of each of the 15 participants. Finally, the evaluation criterion was selected as the average of the classification accuracy and the onset detection score.

Results

Results of the first competition, 2017

In the first competition, a total of 46 teams registered for the competition. Among them, 22 teams submitted the results for the first stage. The teams were asked to submit the classification result as well as a report describing their preprocessing, feature selection, and classification steps. The average accuracy of the classification of motor imagery and motor execution was the criterion in selecting the first six teams. The teams’ identification information and the score they achieved are summarized in Table 1. In the following section, we will briefly review their proposed methods based on their submitted reports. The names of the participants are provided in Appendix Table 1.

Tumors applied band-pass filtering with cutoff frequencies of 0.5 and 70 Hz and independent component analysis (Runica algorithm from EEGLab toolbox) as the preprocessing step. They considered both temporal (the mean and the variance of signals) and spectral features (such as the highest frequency bin in the spectrum, the average frequency, the median frequency, and the power spectral ratio). Overall, 640 features were extracted for each electrode. For feature reduction, they utilized the Least Absolute Shrinkage and Selection Operator. Finally, for classification, they applied the majority voting technique on the results obtained by support vector machine (SVM), multilayer perceptron (MLP) and radial basis function (RBF) neural networks, and random forest.

MAZUST denoized EEG signals based on wavelet transform. The average of the wavelet coefficients; the features obtained from the Fourier transform domain; and the statistical features such as mean, standard deviation, entropy, skewness, and kurtosis were extracted as features. Using the genetic algorithm, they selected the superior features. They used the MLP neural network and the KNN algorithm for clustering the features. Based on the mean accuracy of 20% of the training data as validation, they selected KNN as the final classifier as it reached better classification results.

In the second stage, the teams were asked to submit the classification results for the second stage. The teams were asked to submit the classification result as well as a report describing their preprocessing, feature selection, and classification steps. The average accuracy of the classification of motor imagery and motor execution was the criterion in selecting the first six teams. The teams’ identification information and the score they achieved are summarized in Table 1.

Advanced Technologies in Medicine applied a median filter of length 13 to remove the impulsive noise from EEG signals. For each trial, 13 features were extracted including the mean, Higuchi’s fractal dimension, permutation entropy, signal energy in different frequency bands, and three features obtained from the second-order spectrum. They considered a calibration phase for feature selection during which the best features were selected based on different criteria such as t-test, Wilcoxon test, receiver operating characteristic curve, and Bhattacharyya distance. In the calibration phase, they also selected the best classifier for each participant among SVM, KNN, and random forest.

Misagh used a series of three binary classifiers for movement classification. In the first and second classifiers,
after band-pass filtering, common spatial pattern (CSP) was applied on the signals to reduce the number of electrodes to $m$ ($m \in \{4, 5, \ldots, 8\}$ depending on the dataset). Then, the variance of each electrode was selected as the feature. Finally, using linear discriminant analysis (LDA), the data were projected along a line with maximum separation. In the last classifier, they used joint diagonalization that is a blind source separation method for discriminating the classes. For motor imagery dataset, a similar procedure was performed.

Biological Signal Processing Laboratory of AmirKabir performed routine preprocessing steps such as removing the direct current (DC) offset by high-pass filtering. For feature extraction, the covariance matrices of all the trials were obtained, and their centers of gravity were computed based on the Riemannian geometry. Then, each covariance matrix was projected relative to the center of the gravity to the tangent space so that a feature vector is obtained for each trial. Applying principal component analysis (PCA), they made the feature vectors independent of each other and, finally, selected the superior features based on joint mutual information. They classified the data using two methods, namely minimum distance to mean in the Riemannian space and a learning Fuzzy classifier.

OCD extracted ten linear features including the mean, variance, mean frequency, and the power of frequency contents in seven segmented ranges of the spectrum. The features were sorted based on the class scatter matrix. For classifying the motor execution and imagery datasets, they used random forest and SVM, respectively.

In the second stage of the competition, the 20% of the trials which were new to the competitors were mixed with the test data of the first stage and the teams were asked to apply their methods on the whole test dataset. The teams’ scores are presented in Table 2. The names of the participants are provided in Appendix Table 1.

Based on Table 2, the scores of the teams were similar; therefore, according to the opinion jury panel, Misagh and OCD jointly won the first place, MAZUST and Biological Signal Processing Laboratory of AmirKabir jointly won the second place, and Advanced Technologies in Medicine won the third place.

| Team ID | Institutional affiliation | Accuracy of motor execution classification | Accuracy of motor imagery classification | The average accuracy |
|---------|---------------------------|---------------------------------------------|------------------------------------------|---------------------|
| Tumors  | Electrical Engineering Department, Sharif University of Technology | 0.7768                                      | 0.3333                                   | 0.5551              |
| MAZUST  | University of Science and Technology of Mazandaran                  | 0.7323                                      | 0.3294                                   | 0.5309              |
| Advanced Technologies in Medicine | Isfahan University of Medical Sciences | 0.7025                                      | 0.3571                                   | 0.5298              |
| Misagh | Tehran University                                                   | 0.6851                                      | 0.3730                                   | 0.5290              |
| Biological Signal Processing Laboratory of AmirKabir | AmirKabir University of Technology | 0.6206                                      | 0.4246                                   | 0.5226              |
| OCD     | Sharif University of Technology                                    | 0.7263                                      | 0.2936                                   | 0.5100              |

Results of the second brain–computer interface competition, 2018

In the second competition, a total of 71 teams registered for the competition. Among them, 15 teams submitted the results for the first stage. The teams were asked to submit the classification result as well as a report describing the preprocessing, feature selection, and classification steps. The average of the classification accuracy and the movement onset detection score constituted the criterion for selecting the first six top teams. These teams, their method of classification, and their score are summarized in Table 3.

In the following section, we briefly review the competitors’ methods based on their submitted reports.

Zehn Plus Sharif computed the covariance matrix of each trial of the training dataset, the Riemannian distance, and Riemannian mean of both train and test datasets;[9-11] mapped the trials onto the tangent space; and, finally applying PCA, selected the feature vectors. Then, they used LDA as a classifier. For detecting the onset of the movement, they computed the cross-correlation between every pair of trials belonging to the same class of movement and obtained the lag with maximum correlation. Applying PCA on the computed lags, they selected the features for every class and applied linear regression.

Rayan performed classification and onset detection based on Riemannian geometry. The covariance of training signals was computed, mapped to the Riemannian space, and the mean of each class was computed. The same procedure was performed on the test datasets, and they were assigned to a class that had the minimum distance to the training classes. For onset detection, they used event-related synchronization that happens after movement. Frequency decomposition was applied to the windowed segments of the signals. Then, the fractal dimension of the signal was computed by the Katz algorithm in each frequency. The time instance at which the fractal dimension had the minimum distance to 2 was selected as the movement onset instance.

Kavoshgarane Dadeh, after downsampling, decomposed the data into several independent sub-bands using filter bank analysis, namely nine band-pass filters in the frequency range of 4–40 Hz.[12] The filter bank is applied
to all the channels, and then automated channel selection and CSP algorithm\cite{13,14} were applied independently to every sub-band. After reducing the dimension of features using PCA,\cite{15} they applied the linear logistic regression classifier. For detecting movement onset, they applied a Laplacian spatial filter on the electrodes located on the left motor cortex. Applying a Chebyshev band-pass filter, they extracted the mu band and computed the power in the frequency range of 8.5–11.5 Hz.

Finally, they selected the instance that power reaches the maximum as the movement onset.

Misagh, for movement classification, performed a procedure similar to the method they used in the previous competition. For detecting movement onset, they extracted intervals of the training dataset around the onset instance for the trials belonging to the same movement class. Then, they slipped the interval on the test dataset and computed the correlation. The time instance corresponding to the maximum correlation value is selected as the onset time.

Advanced Technologies in Medicine extracted time–space features including the mean, variance, Higuchi’s fractal dimension, and permutation entropy. Using Daubechies wavelets, time–frequency space features such as the mean of coefficients were also extracted. They used step-wise LDA for selecting features. In this method, features are selected whose linear combination is the best possible combination for separating the classes. Then, LDA was used as the classifier. For the detection of movement onset, they extracted the template signal of the movement onset for each participant and each movement class, separately. To do this, the signal of electrode numbers 2 and 3 was smoothed and averaged. Then, the resulting signal was aligned based on the onset trigger and the average was computed. The correlation of this signal with the average of the electrodes 1 and 2 of the test trials was computed and the lag with the maximum value was selected as the onset instance.

Behin Tadbir, first, applied high-pass filtering to remove the low-frequency noise such as eye blink, eye movements, and ECG. They band-pass filtered EEG to extract the beta rebound feature that is an event-related desynchronization (ERD) occurring approximately after 2 s of movement onset and corresponds to the power spectral density of mu and beta bands (8–30 Hz). In addition, using Riemannian geometry, they mapped each trial as a point on a manifold and used a geodesic metric for measuring the similarity of points (trials) based on the nearest neighbor. Finally, they applied machine learning algorithms including LDA and SVM for classification. For finding the onset of movement execution, based on ERD effect, they searched for temporal segments of the signal that over a window ended in a specific point with a minimum value. For doing this, they convolved the signal with a window of a

| Team ID          | Institutional affiliation                      | Accuracy of motor execution classification | Accuracy of motor imagery classification | The average accuracy |
|------------------|-----------------------------------------------|--------------------------------------------|----------------------------------------|---------------------|
| Misagh           | Tehran University                             | 0.6807                                     | 0.3691                                 | 0.5249              |
| OCD              | Sharif University of Technology               | 0.7001                                     | 0.3476                                 | 0.5238              |
| MAZUST           | University of Science and Technology of Mazandaran | 0.7180                                     | 0.3190                                 | 0.5185              |
| Biological Signal Processing Laboratory of AmirKabir | AmirKabir University of Technology | 0.6490                                     | 0.3857                                 | 0.5174              |
| Advanced Technologies in Medicine | Isfahan University of Medical Sciences | 0.5531                                     | 0.3452                                 | 0.4492              |
| Tumors           | Electrical Department, Sharif University of Technology | 0.2501                                     | 0.3238                                 | 0.2869              |

| Team ID          | Institutional affiliation                      | Accuracy of motor execution classification | Onset detection score | The average score |
|------------------|-----------------------------------------------|--------------------------------------------|-----------------------|-------------------|
| Zehn Plus Sharif | Sharif University of Technology                | 0.6396                                     | 0.7283                | 0.6840            |
| Rayan            | AmirKabir University of Technology Semnan University | 0.55597                                   | 0.6387                | 0.5973            |
| Kavoshgarane Dadeh | Tehran University                            | 0.6349                                     | 0.4784                | 0.5567            |
| Misagh           | Tehran University                             | 0.5968                                     | 0.4356                | 0.5162            |
| Advanced Technologies in Medicine | Isfahan University of Medical Sciences | 0.5326                                     | 0.4989                | 0.5157            |
| Behin Tadbir     | ICBS, Shahid Beheshti University              | 0.5933                                     | 0.4356                | 0.5145            |
| AMBCI            | Electrical Engineering Department, Sharif University of Technology | 0.4016                                     | 0.6226                | 0.5121            |
| Tirdad           | AmirKabir University of Technology Semnan University | 0.6951                                     | 0.3164                | 0.5057            |

ICBS – Institute for Cognitive and Brain Sciences
fixed length and considered the point which resulted in a minimum value as the movement onset instance.

Tirdad downsampled and filtered signals in alpha and beta bands, i.e., 8–30 Hz. For feature extraction, they decomposed every channel by the Morlet wavelet into 23 frequency bins and 75 time frames. Then, a four-dimensional tensor of size channel × frequency bins × time frame × trial was formed. Using the high-order discriminant analysis algorithm, the tensor of the training data was factorized into a core tensor and space, time, and frequency factors. The core tensor formed the features, and discriminant features were selected based on Fisher scoring. Finally, SVM was used as the classifier. For onset detection, they used the wavelet transform with the Morlet wavelet. The power of alpha band was obtained at different times. The first instance at which alpha power increased was selected as the movement onset time.

AMBCI, in the preprocessing step, removed the mean of signals, low-pass filtered with a cutoff frequency of 60 Hz, and downsampled the signals for reducing the computational burden. For onset detection, they defined a binary response based on features such as signal phase, short-time energy, and time domain signal. This response was used for training a deep Levenberg–Marquardt backpropagation neural network. For classification, features such as the mean and median frequency, discrete sine transform, discrete cosine transform, short-time Fourier transform, CSP, and discrete wavelet transform were considered. ANOVA test was used for feature selection so that the features having a $P$ value less than a significant threshold were selected for training the algorithm.

According to Table 4 and based on the averaged classification accuracy of motor execution and the score of onset detection, Zehn Plus Sharif, Behin Tadbir, and Kavoshgarane Dadeh won the first, second, and third places, respectively.

Table 4: Results of the final stage of the competition, 2018

| Team ID                  | Institutional affiliation                        | Accuracy of motor execution classification | Onset detection score | The average score |
|-------------------------|-------------------------------------------------|--------------------------------------------|-----------------------|-------------------|
| Zehn Plus Sharif        | Sharif University of Technology                 | 0.6341                                     | 0.7172                | 0.6756            |
| Behin Tadbir            | ICBS, Shahid Beheshti University                | 0.6604                                     | 0.4881                | 0.5742            |
| Kavoshgarane Dadeh      | Tehran University                               | 0.6365                                     | 0.4849                | 0.5607            |
| Advanced Technologies in Medicine | Isfahan University of Medical Sciences             | 0.5496                                     | 0.4983                | 0.5239            |
| Misagh                  | Tehran University                               | 0.5927                                     | 0.4434                | 0.5181            |
| Tirdad                  | AmirKabir University of Technology, Semnan University | 0.5141                                     | 0.3985                | 0.4563            |
| Rayan                   | AmirKabir University of Technology, Semnan University | 0.5373                                     | 0.3315                | 0.4344            |
| AMBCI                   | Electrical Engineering Department, Sharif University of Technology | 0.2846                                     | 0.2305                | 0.2575            |

ICBS – Institute for Cognitive and Brain Sciences

Conclusion

In this article, we presented the first and second Iranian BCI competitions held by the NBML in 2017 and 2018. The competitions aimed to provide a dataset for the researches in the field of BCI, introducing the new scientists in this field and reviewing the methods used by the teams. In the first competition, among 46 registered teams, 22 teams submitted the results, whereas in the second competition, the number of registered teams increased to 71 teams. This shows that participating in these types of competitions is becoming more popular among Iranian researchers. However, the number of teams that submitted the results reduced to 15 teams. This might be because of a more challenging scientific question related to movement onset detection.

In the 2017 competition, the maximum classification accuracy for the motor execution dataset was 77% which was achieved by Tumors. This number was around 69% in the 2018 competition achieved by Tirdad. The former used a majority voting technique on the results obtained by SVM, MLP, and RBF neural networks and random forest classifiers. However, the latter used the SVM classifier along with the features obtained from the tensor factorization. It should be considered that although the number of datasets to be classified in the 2018 competition was around twice that of the 2017 competition, the classification was participant based, therefore the relatively low accuracy might not be contributed to the higher number of datasets (15 vs. 7). Therefore, it is reasonable that applying different classifiers and then labeling based on the majority voting framework could increase the classification accuracy. In the case of motor imagery classification, the maximum accuracy was around 42% which was achieved by Biological Signal Processing Laboratory of AmirKabir that utilized features based on the Riemannian geometry and a learning Fuzzy classifier. Overall, the low accuracy in the classification of this dataset might be contributed to the low quality of datasets as no feedback and training session were available and we were not sure whether the participants performed the classification task accurately. About movement onset detection, the maximum score was 0.71 which was achieved by Zehn Plus Sharif.

According to NBML policy, they will continue holding BCI competitions in future with new and more challenging scientific questions.
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