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Abstract
Non-Uniform Rational B-Spline (NURBS) surfaces are commonly used within Computer-Aided Design (CAD) tools to represent geometric objects. When using isogeometric analysis (IGA), it is possible to use such NURBS geometries for numerical analysis directly. Analyzing fluid flows, however, requires complex three-dimensional geometries to represent flow domains. Defining a parametrization of such volumetric domains using NURBS can be challenging and is still an ongoing topic in the IGA community.

With the recently developed NURBS-enhanced finite element method (NEFEM), the favorable geometric characteristics of NURBS are used within a standard finite element method. This is achieved by enhancing the elements touching the boundary by using the NURBS geometry itself. In the current work, a new variation of NEFEM is introduced, which is suitable for three-dimensional space-time finite element formulations. The proposed method makes use of a new mapping which results in a non-Cartesian formulation suitable for fluid-structure interaction (FSI).

This is demonstrated by combining the method with an IGA formulation in a strongly-coupled partitioned framework for solving FSI problems. The framework yields a fully spline-based representation of the fluid-structure interface through a single NURBS.

The coupling conditions at the fluid-structure interface are enforced through a Robin-Neumann type coupling scheme. This scheme is particularly useful when considering incompressible fluids in fully Dirichlet-bounded and curved problems, as it satisfies the incompressibility constraint on the fluid for each step within the coupling procedure.

The accuracy and performance of the introduced spline-based space-time finite element approach and its use within the proposed coupled FSI frame-
work are demonstrated using a series of two- and three-dimensional benchmark problems.
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1. Introduction

Engineering tools such as CAD software are the modern-day standard in many engineering design processes. These software tools often use Non-Uniform Rational B-Splines, or NURBS, to represent geometric shapes and objects. With the introduction of IGA [1], it became possible to directly perform numerical analysis on such objects without the need for meshing the geometric model under consideration.

However, most of the available CAD tools do not represent three-dimensional objects through volume splines, since generating such splines for complex shapes is challenging [2, 3]. Instead, objects are represented with surface splines only. A surface-based alternative to isogeometric analysis for volume problems can therefore be advantageous.

With the recently developed NEFEM [4–7], the difficulties that arise when using IGA for complex volumetric domains are avoided. NEFEM allows favorable geometric characteristics of NURBS to be utilized within a standard finite element method (FEM). This is achieved by enhancing boundary elements using the NURBS geometry, which is assumed to be exact.

Where IGA uses a NURBS basis to represent both geometry and numerical solution [8], NEFEM uses a NURBS representation of the domain boundary only. Consequently, for problems in $\mathbb{R}^{n_{sd}}$ (with $n_{sd}$ being the number of spatial dimensions), at most an $\mathbb{R}^{n_{sd}-1}$ NURBS domain boundary surface is needed.

Furthermore, the elements which do not have a common interface with the NURBS boundary are treated as standard finite elements. As a result, only a small number of elements are of NEFEM type, keeping the potential increase in computational cost to a minimum. While the approach avoids the need for specialized mesh generation tools since the method requires only a standard finite element mesh as a starting point, some care during the meshing step is needed to assure the proposed NEFEM mapping is one-to-one (see, e.g., [9]).

A space-time variant of NEFEM for three-dimensional problems is presented in the current work, which extends the formulation in [10] to three-dimensional problems. For this, a new mapping from local to global coordinates is proposed. An extension of the mapping to allow for space-time finite elements is also presented.

---

1 In the current work, *standard finite element method*, is referring to classic isoparametric finite element methods in conjunction with linear Lagrangian finite elements.
The proposed spline-based formulation differs from the original NEFEM method by defining the numerical solution as well as the variational form on the reference element $I$ using local coordinates $(\hat{\xi}, \hat{\eta}, \hat{\zeta})$. Consequently, when evaluating boundary integrals, negative shape function contributions are avoided, and the partition of unity property is maintained. This is favorable when considering fluid-structure interaction (FSI) problems where surface quantities such as fluid tractions need to be evaluated accurately.

As will become apparent in the remainder of this work, strictly speaking, the proposed method can be classified as a blending function method (see, e.g., [11]). However, to emphasize the similarities with NEFEM [4–7], the proposed formulation is termed non-Cartesian NEFEM.

To demonstrate its favorable properties in relation to FSI problems, the method is employed within a strongly-coupled partitioned FSI solver framework. The framework combines non-Cartesian NEFEM and IGA to obtain an exact smooth geometric representation of the fluid-structure interface using a single NURBS definition.

Having a common spline representation for the fluid and structural problem allows for a direct transfer of coupling quantities while still permitting different refinement levels for the individual domain discretizations. An example in which conventional and spline-based methods are combined in various ways is depicted in Figure 1.

Within a strongly-coupled partitioned procedure, the fluid and structural problems are solved separately in an iterative fashion. The individual problems are then coupled by imposing a set of coupling conditions at the fluid-structure interface.

A popular choice to enforce these conditions is the Dirichlet-Neumann (DN) scheme. With a DN scheme, the computed structural deformation and velocity are imposed as a Dirichlet boundary condition to the fluid problem, while the fluid tractions at the coupling interface are imposed as a Neumann boundary condition to the structural problem. Despite its straightforward implementation, as shown in [12], DN schemes typically require a significant number of iterations and relaxation to obtain converged solutions for high density ratio problems [12]. Additional measures, such as the artificial compressibility method or interface quasi-Newton methods could further improve stability [13, 14]. Additionally, for fully Dirichlet-bounded problems, DN procedures fail altogether [15].

A problem is fully Dirichlet-bounded if Dirichlet boundary conditions are applied to all boundaries of the computational domain. This occurs, e.g., for balloon type problems where a structure is filled with a fluid or for flexible tubular structures with prescribed velocity profiles at the inflow and outflow boundaries.

Such problems can only be solved if the prescribed velocities along the domain boundary satisfy the mass balance and when the fluid pressure level is fixed by an additional constraint [15]. DN-type procedures cannot solve enclosed, fully Dirichlet-bounded problems as they do not meet these requirements [15].

A solution to the mass balance dilemma is to use Robin boundary conditions,
Figure 1: Various combinations of discretizations for an inflating balloon. Here standard linear finite elements (SFEM), non-Cartesian NEFEM, and IGA are combined in various ways. Note that here the thin-walled structure of the balloon is represented by an IGA shell. The presented spline-based framework also allows for structures represented by volume splines. In that case, not the complete volume spline, but rather its surfaces are used for the non-Cartesian NEFEM formulation. In Section 5, this concept is used for a two-dimensional test case.

as they allow for artificial fluxes over the FSI interface [16–19]. In this work, a Robin-Neumann (RN) procedure is used to introduce such an artificial flux. By minimizing this artificial flux during the coupling, a solution that satisfies the incompressibility constraint can be obtained.

The spline-based coupling strategy introduced in this work is used to solve the incompressible Navier-Stokes equations on the fluid domain using the Deforming Spatial Domain/Stabilized Space-Time (DSD/SST) formulation [20] complemented with non-Cartesian NURBS-enhanced finite elements. On the structural domain, a thin-walled elastic structure is solved using isogeometric analysis. Both solvers are coupled in a strong partitioned manner in combination with an RN type coupling. The framework’s superior accuracy is demonstrated by a set of benchmark problems involving enclosed, fully Dirichlet-bounded, and curved domains.

The rest of this paper is organized as follows: In Section 2, a basic review of NURBS theory is presented followed by the concept of Cartesian and non-Cartesian NEFEM. In section 3, the governing equations used to describe both
the fluid and structural problems in the context of FSI are given. The computational framework used to solve FSI problems is given in Section 4. The proposed spline-based framework is demonstrated by means of a set of numerical examples in Section 5. Finally, concluding remarks are given in Section 6.

2. Spline-Based Methods for Interface Coupled Problems

This section will discuss the general concept of NEFEM and the newly proposed three-dimensional non-Cartesian NEFEM formulation, followed by a summary of the IGA approach. However, before continuing on the topic of NEFEM, a brief introduction to NURBS will be presented first.

2.1. Review of Non-Uniform Rational B-Splines

Geometries can be described by means of NURBS [21], or occasionally T-splines [22]. Due to their favorable mathematical properties, such descriptions are commonly used in CAD tools to represent geometric objects.

A NURBS curve $C(\theta)$ is a function of parametric coordinate $\theta$ and describes a geometric curve in $\mathbb{R}^{n_{sd}}$. Such a parametrization is constructed using a NURBS basis $R_p^i$, and a set of control points $P_i(x)$ in $\mathbb{R}^{n_{sd}}$:

$$C(\theta) = \sum_{i=1}^{n_{cp}} R_p^i(\theta) P_i(x).$$

Here, $n_{cp}$ is the number of control points, and superscript $p$ the order of the NURBS basis. $R_p^i(\theta)$ are rational functions which are constructed using $p^{th}$-degree B-spline basis functions $N_p^i(\theta)$, and a set of control weights $w_i$:

$$R_p^i(\theta) = \frac{N_p^i(\theta) w_i}{\sum_{j=1}^{n_{cp}} N_p^j(\theta) w_j}.$$  \hfill (2)

The B-spline basis functions $N_p^i(\theta)$ are generated using the Cox-de Boor recursion formula. An extensive discussion on the construction of a NURBS curve and the necessary bases can be found in the work of Piegl and Tiller [21].

Analogous to Equations (1) and (2), a NURBS surface $S(\theta)$ can be obtained by taking the tensor product of two NURBS curves [8]. The resulting description for $S(\theta)$ is then defined using the basis $R_{p,q}^{i,j}(\theta)$ and a net of control points $P_{ij}(x)$:

$$S(\theta) = \sum_{i=1}^{n_{cp}} \sum_{j=1}^{m_{cp}} R_{p,q}^{i,j}(\theta) P_{ij}(x).$$ \hfill (3)

Note that in this case two parametric coordinates are used along the principal directions of the NURBS surface, i.e., $\theta = (\theta_1, \theta_2)^T$ (see Figure 2). Since the NURBS surface is constructed by means of a tensor product, the order of the basis $R_{p,q}^{i,j}(\theta)$ can be chosen independently in each parametric coordinate direction given by $p$ and $q$. As for the NURBS curve, an extensive discussion on NURBS surfaces is given in [21].
2.2. General Concept of NEFEM

As a starting point for NEFEM, a standard finite element mesh is used. Such a mesh is typically generated using a NURBS geometry coming, e.g., from a CAD model. With NEFEM, the NURBS itself is used to modify the elements touching the boundary. Note that this leads to two groups of elements. The first group consists of the interior elements treated as standard finite elements with no additional modifications. The second group consists of the enhanced elements touching the NURBS boundary (see Figure 3). It is this second group of elements through which the NURBS geometry is incorporated into the finite element formulation.

Remark 1. The occurrence of trimmed NURBS as well as elements with multiple faces coinciding with one or more NURBS surfaces would require special treatment. To reduce casuistics, it is assumed in this work that NURBS are untrimmed and the bounding edges of the NURBS surface are not intersecting with the edges of the NEFEM elements. In other words, all common interfaces of the NEFEM elements with the NURBS boundary are within the bounds of the NURBS surface itself. Although not applied here, a face-splitting procedure as
Figure 4: Integration point positioning within an NEFEM element along a curved NURBS surface. Here, nodes $x_1$, $x_3$ and $x_4$ are the nodes on the NURBS surface.

proposed in [6] can be applied to avoid multiple element faces coinciding with a NURBS surface. To allow for NEFEM using trimmed NURBS, additional measures are needed as discussed in detail for both NEFEM and p-FEM in [23].

The NURBS geometry itself is made available during element integration using a suitable mapping. By using such a mapping, the position of integration points is no longer determined by an approximate geometry but by the exact NURBS geometry instead. This leads to a shift of the quadrature points (see Figure 4).

Furthermore, the NURBS geometry is exploited for the evaluation of boundary integrals. In this case, integration points and surface normals are defined along the NURBS geometry rather than the approximate geometry. Doing so increases the accuracy of evaluating these integrals. This can be particularly beneficial for the mapping of fluid forces along a coupling interface when considering FSI problems, as demonstrated in [10].

2.3. Cartesian NEFEM

In the original formulation of NEFEM, the test and interpolation functions are Lagrange polynomials defined in physical space using coordinates $x$ in $\mathbb{R}^{n+1}$. This so-called Cartesian approach ensures the reproducibility of polynomials in both the reference and physical space. This is independent of the order of the polynomials itself [24].

An anomaly that occurs specifically for linear finite elements and the Cartesian approach, as was first discussed in [10], is that of non-zero interior shape function contributions along the NURBS boundary. While higher-order elements are able to represent curved boundaries, linear finite elements are preferred in this work due to computational efficiency and straightforward implementation in the context of fluid flow problems. This may cause the partition
of unity property to be no longer fulfilled (see Figure 5(a)). Such behavior introduces unwanted errors when evaluating elements along the boundary. This is of particular importance when evaluating boundary quantities, e.g., for FSI problems.
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(a) Cartesian NEFEM.

(b) Non-Cartesian NEFEM.

Figure 5: Shape function \( \phi(x) \) corresponding to the interior node of a 2D Cartesian and non-Cartesian NEFEM element. As can be seen here, the non-zero shape-function contributions along the domain boundary are avoided when using the proposed non-Cartesian NEFEM formulation.

2.4. Non-Cartesian NEFEM

The non-zero boundary integral contributions of the interior shape functions can be avoided by using a non-Cartesian approach instead. Within such an approach, e.g., the p-FEM formulation [24], or the formulation introduced for 2D problems in [10], shape functions are no longer defined in the global space.

Instead, just as the integration points, the shape functions are defined on the reference element. As a result, the partition of unity property is fulfilled, and shape functions corresponding to the interior element nodes are zero along the NURBS boundary (see Figure 5(b)).

Due to the mapping used, this approach might lead to distorted shape functions in the physical space when using higher order polynomials [24]. In the current work, this is avoided by limiting ourselves to the use of first-order Lagrange polynomials only.

The NURBS geometry is made available for integration of the shape functions using a mapping from the physical space to the reference domain, which will be discussed next.

2.4.1. Tetrahedron-Hexahedron-Tetrahedron Geometric Mapping

To include the NURBS geometry into the 3D non-Cartesian NEFEM formulation, a geometric mapping needs to be defined. Using the concept of degeneration, a standard tri-linear hexahedral element \( H \) is mapped to a tetrahedral
element by coalescing certain nodes. The inverse of this mapping is used first to map from a reference tetrahedron $\Omega_{ref}$ to the hexahedron $H$. In the next step, the mapping is employed to map from the hexahedron $H$ to a tetrahedral element $\Omega^e$ in the physical space (see Figure 6). This mapping is analogous to the mapping presented for two-dimensional problems in [10] and is termed Tetrahedron-Hexahedron-Tetrahedron (THT) mapping. Note that, by incorporating the hexahedron into the mapping, it can be ensured that the NURBS direction and the interior direction are clearly separated. This leads to straight interior element surfaces, even though the boundary surface is curved.

To obtain the final THT mapping, the mapping from a reference hexahedron $H$ to a tetrahedron $\Omega_{ref}$ is defined first. This mapping $\Psi$ is obtained by coalescing nodes and is defined as:

\[
\Psi : H \mapsto \Omega_{ref},
\]

\[
\begin{align*}
\tilde{\xi} &= \frac{1}{8}[1 + \lambda][1 - \vartheta][1 - \sigma], \\
\tilde{\eta} &= \frac{1}{8}[1 - \lambda][1 - \vartheta][1 - \sigma], \\
\tilde{\zeta} &= \frac{1}{4}[1 + \vartheta][1 - \sigma].
\end{align*}
\]

(4)

Here, $\tilde{\xi}$, $\tilde{\eta}$ and $\tilde{\zeta}$ are the coordinates defined on the reference tetrahedron $I$, where $\tilde{\xi}, \tilde{\eta}, \tilde{\zeta} \in [0,1]$. Moreover, $\lambda$, $\vartheta$ and $\sigma$ are the coordinates defined on the hexahedral reference element $H$, where $\lambda, \vartheta, \sigma \in [-1,1]$. Similar to (4), a
mapping from hexahedral $H$ to the elements in global space $\Omega^e$ can be defined:

$$\Lambda : H \mapsto \Omega^e,$$

$$\Lambda(\lambda, \vartheta, \sigma) = \frac{1}{2} (1 - \sigma) S (\theta(\lambda, \vartheta)) + \frac{1}{2} (1 + \sigma) x_2. \quad (5)$$

Note that this expression already includes the spline geometry. The parametric coordinates $\theta$ of the spline are, in this case, aligned with the coordinates $\lambda$ and $\vartheta$ of $H$. To obtain $\theta(\lambda, \vartheta)$ for the particular element in the global space, a linear interpolation is used:

$$\theta(\lambda, \vartheta) = (1 - \lambda)(1 - \vartheta) \theta_1 + (1 + \lambda)(1 - \vartheta) \theta_2 + (1 + \vartheta) \frac{1}{2} \theta_4, \quad (6)$$

where $\theta_i$ are the parametric coordinates of the element nodes touching the spline.

Combining Equations (4) to (6) results in the mapping $\Phi_{face} = \Lambda \circ \Psi^{-1}$, for elements that have a common face with the NURBS boundary surface:

$$\Phi_{face}(\hat{\xi}, \hat{\eta}, \hat{\zeta}) = (1 - \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_2 + (\hat{\xi} + \hat{\eta} + \hat{\zeta}) S \left( \frac{\theta_1 \hat{\xi} + \theta_3 \hat{\eta} + \theta_4 \hat{\zeta}}{\hat{\xi} + \hat{\eta} + \hat{\zeta}} \right). \quad (7)$$

Here, $\Phi_{face}$ is a function of the local coordinates $\hat{\xi}, \hat{\eta}$ and $\hat{\zeta}$ on the reference element $\Omega_{ref}$. $\theta_i$ represent the values of the parametric coordinates at the element nodes along the NURBS surface (see Figure 3).

As already mentioned, the mapping in Equation (7) is specific for elements with a face on the NURBS geometry (e.g., the left-hand side element in Figure 3).

For elements with only an edge on the NURBS (see right-hand side element in Figure 3), a slightly modified mapping is needed, as shown in Figure 7. In this particular case, only one edge of the NEFEM element is touching the NURBS geometry. Following a similar derivation as for $\Phi_{face}$, the THT mapping for edge elements is:

$$\Phi_{edge}(\hat{\xi}, \hat{\eta}, \hat{\zeta}) = (1 - \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_2 + (\hat{\xi} + \hat{\eta}) S \left( \frac{\theta_1 \hat{\xi} + \theta_3 \hat{\eta}}{\hat{\xi} + \hat{\eta}} \right) + \hat{\zeta} x_4. \quad (8)$$

Note that this mapping has only two parametric coordinates ($\theta_1$ and $\theta_3$) since only two element nodes touch the NURBS surface.

Using Equations (7) and (8), the three-dimensional non-Cartesian NEFEM approach can be incorporated into a standard finite element framework. The THT mappings are then used to reposition the integration points. Additionally, the mappings are used when defining the element Jacobians $J_\Phi$. These are needed for coordinate transformations and evaluating derivatives within the weak form of the model problem. Note that the Jacobian inverse is a non-polynomial expression for face and edge mapping.
Remark 2. The mappings given by Equations (7) and (8) can be used directly when computing element Jacobians in space. When applying the mappings to space-time finite elements, a linear combination of the mappings at multiple time levels is constructed. These additional steps are discussed in Section 4.1.1 and are analogous to those presented in [7] for Cartesian NEFEM.

Due to the convenient representation of domain boundaries by NURBS, geometric properties such as tangents, normals, and curvature along these boundaries can be evaluated in an exact manner. Note, however, since strictly linear basis functions are used, properties such as higher-order spatial derivatives along the boundary are not directly available. For this, additional post-processing of the numerical solution is required.

Remark 3. Apart from the curved boundary faces and edges, the NEFEM elements are also allowed to have curved faces which do not coincide with the NURBS boundary (see domain $\Omega_{ref}$ in Figure 7). These curved faces follow naturally from the applied mapping in Equation (8) due to the incorporated NURBS geometry. This ensures that no overlaps occur between neighboring elements, i.e., $\Omega_i \cap \Omega_j = \emptyset$ for $i \neq j$, where $\Omega_i$ is the $i$-th element in the regular domain partition $\Omega = \bigcup \Omega_e$. Mappings (7) and (8) naturally allow for such curved internal element faces.

2.5. On Numerical Integration

The inverse and determinant of the Jacobian $J_\Phi$, which contain the mappings $\Phi_{face}$ and $\Phi_{edge}$, are non-polynomial functions. Consequently, exact integration using a standard Gauss quadrature rule is not possible. This issue is discussed in more detail for Cartesian NEFEM and p-FEM in [24].
Furthermore, it is also shown that such non-polynomial mappings combined with non-Cartesian formulations can result in a loss of consistency for higher-order elements \((p > 1)\) [24]. This is since such formulations do not fulfill the higher-order patch test [25].

This, however, is of no concern for the formulation presented in this work since only linear \((p = 1)\) finite elements are considered. Nevertheless, choosing a suitable integration rule remains of great importance. Therefore, in Section 5, the performance of various quadrature rules, such as the symmetric quadrature rule proposed in [26], is studied in the context of non-Cartesian NEFEM. The approach in [26] uses symmetrically distributed quadrature points for which the weights and coordinates are obtained using an optimization algorithm. As pointed out in [27], the tensor product Gaussian rule applied to triangular and tetrahedral elements results in an asymmetric distribution of quadrature points with dense clustering near one of the vertices (see Figure 4). Due to the symmetric nature of the integration used in this work, the orientation of NEFEM elements (and with that the applied quadrature rule) does not influence the accuracy of integration.

2.6. General Concept of Isogeometric Analysis

To solve the elastodynamic problem, to be discussed in Section 3.2, a standard isogeometric analysis (IGA) method is used (see, e.g., [1, 8]). The idea of IGA is to apply the NURBS basis \(R_{i,j}^{p,q}(\theta)\) directly to the weak form resulting from an isoparametric finite element formulation.

This means that not only the geometry (e.g. entities in (1) or (3)), but also the solution \(d(\theta)\) of the finite element problem is interpolated using \(R_{i,j}^{p,q}\):

\[
d(\theta) = \sum_{i=1}^{n_v} \sum_{j=1}^{m_v} R_{i,j}^{p,q}(\theta) d_{ij}(x).
\]

Here, the control points \(P_{ij}\) are replaced with the discrete solutions \(d_{ij}\).

Depending on the order of a given NURBS, quantities such as derivatives can be computed accurately and in a straightforward fashion. For a full and detailed discussion on IGA, the authors refer to the original publications [1, 8].

**Remark 4.** One of the numerical examples in Section 5 uses a shell formulation for the structural problem. As a result, only NURBS surfaces and their corresponding NURBS bases \(R_{i,j}^{p,q}(\theta)\) are needed. Note that for structural problems involving 3D volume domains, a volume NURBS basis would be needed. Similar to Equation (3), a tensor product can be defined for volume splines.

3. Governing Equations for Fluid-Structure Interaction

Generally speaking, FSI problems involve a fluid and a structure, each defined on their own domain, \(\Omega_f^t \subset \mathbb{R}^{n_{sd}}\) and \(\Omega_s^t \subset \mathbb{R}^{n_{sd}}\) respectively. The subscript \(t\) refers to time and \(n_{sd}\) to the number of spatial dimensions. \(\Omega_f^t\) and \(\Omega_s^t\)
are connected via a common fluid-structure interface $\Gamma_{fs}^t = \Gamma_f^t \cap \Gamma_s^t \subset \mathbb{R}^{n_{sd}}$, where $\Gamma = \partial \Omega$ is the domain boundary. The fluid and structural domains are equipped with outward normal unit vectors $\mathbf{n}_f$ and $\mathbf{n}_s$ on boundaries $\Gamma_{fs}^t$ and $\Gamma_f^t$, respectively.

In the remainder of this section the equations that govern the individual problems on their domains $\Omega_f^t$ and $\Omega_s^t$, as well as the coupling conditions at the FSI interface will be presented.

3.1. Equations of Fluids in Motion

Within the fluid domain, we assume an incompressible Newtonian fluid, described by the Navier-Stokes equations:

\[
\rho_f \left( u_f^t + (u_f^t \cdot \nabla) u_f^t - f_f^t \right) - \nabla \cdot \left( \nu_f \nabla u_f^t \right) + \nabla p_f^t = 0 \quad \text{in } \Omega_f^t, t > 0, \tag{10a}
\]

\[
\nabla \cdot u_f^t = 0 \quad \text{in } \Omega_f^t, t > 0, \tag{10b}
\]

\[
u_f \nabla \cdot u_f^t = 0 \quad \text{on } \Gamma_{D,t}^f, t > 0, \tag{10c}
\]

\[-p_f^t \mathbf{n}_f^t + \nu_f (\mathbf{n}_f^t \cdot \nabla) u_f^t = h_f^t \quad \text{on } \Gamma_{N,t}^f, t > 0, \tag{10d}
\]

\[
\mathbf{u}_f^t(x,0) = \mathbf{u}_{f0}^t \quad \text{in } \Omega_{f0}^t. \tag{10e}
\]

Here, $\rho_f$, $\nu_f$, and $f_f^t$ represent the fluid density, kinematic viscosity, and the body force vector. Moreover, the subscript $t$ indicates the derivative with respect to time and $\Gamma_{D,t}^f$ and $\Gamma_{N,t}^f$ represent the Dirichlet and Neumann portion of the domain boundary $\Gamma_f^t$. Equation system (10) is solved for the fluid velocity $\mathbf{u}_f^t(x,t)$ and the pressure $p_f^t(x,t)$.

The system is discretized using using the DSD/SST-formulation [20] as shown in Section 4. This method naturally allows for deformable spatial domains and is therefore a suitable choice for FSI problems (see, e.g., [10]).

3.2. Equations of Structure Elastodynamics

On the structural domain $\Omega_s^t$, the deformations $d(x,t)$ are governed by Newton’s second law of motion. Using a Lagrangian framework, the deformation $d(x,t)$ relative to the reference state $\Omega_{s0}$ with boundary $\Gamma_{s0}$ is given by:

\[
\rho_s^t \frac{d^2 d}{dt^2} = \nabla_0 \cdot (SF^T) + b^s \quad \text{in } \Omega_{s0}^t, t > 0, \tag{11a}
\]

\[
d^s = g^s \quad \text{on } \Gamma_{D,0}^s, t > 0, \tag{11b}
\]

\[
FSn_{s0}^s = h^s \quad \text{on } \Gamma_{N,0}^s, t > 0, \tag{11c}
\]

\[
d(x,0) = d_{s0}^t \quad \text{in } \Omega_{s0}^t. \tag{11d}
\]

Here, $\rho_s^t$ denotes the material density, $S$ the second Piola-Kirchhoff stress tensor, $F$ the deformation gradient, and $b^s$ the body forces acting on the structure. $g^s$ and $h^s$ represent the prescribed displacement and tractions on the Dirichlet and Neumann part of the boundary $\Gamma_{s0}^t$; $n_{s0}^s$ is the outward unit normal in the reference state.
The Saint Venant-Kirchhoff material model relates the second Piola-Kirchhoff stresses $S$ to the Green-Lagrange strains $E$:

$$ S = \lambda^s \text{tr}(E) + 2\mu^s E. $$ \hfill (12)

Here, $\lambda^s$ and $\mu^s$ are the Lamé parameters. The Green-Lagrange strains are given by

$$ E = \frac{1}{2} [(F)^T F - I]. $$ \hfill (13)

Since the Green-Lagrange strain definition is a nonlinear kinematic relation, (11) is geometrically nonlinear; it allows for large displacements and rotations with only small strains [28, 29].

The elastodynamic equation (11) is discretized using an IGA formulation as shown in Section 4.2.

3.3. Coupling Conditions at the Fluid-Structure Interface

When considering FSI, the fluid and structural domains are coupled at their common interface. Hence, a set of coupling conditions needs to be considered:

- Kinematic coupling conditions ensure the continuity of displacement and velocity across the interface:
  $$ d^f = d^s \quad \text{on } \Gamma_{fs}^t, \ t > 0, \quad (14a) $$
  $$ u^f = u^s \quad \text{on } \Gamma_{fs}^t, \ t > 0. \quad (14b) $$

- Following Newton’s third law of motion, the dynamic coupling condition ensures that the tractions are continuous across the interface:
  $$ T^f n^f = T^s n^s \quad \text{on } \Gamma_{fs}^t, \ t > 0, \quad (15) $$

where $T^f$ and $T^s$ represent the Cauchy stress tensors of the fluid and structure, respectively.

Satisfying the above conditions for continuous elastodynamic FSI problems ensures the conservation of mass, momentum, and energy across $\Gamma_{fs}^t$ [19].

4. Computational Framework

In this section, the discretization strategy for the fluid and structural problems and the coupling of the two are presented.
4.1. Space-Time NURBS-Enhanced Finite Element Formulation for the Incompressible Navier-Stokes Equations

The presented non-Cartesian NEFEM approach combined with the DSD/SST-formulation [20] is applied to solve the Navier-Stokes equations (10) numerically. For this, the governing equations need to be cast into a variational form.

For this, the time interval \([0, T]\) is divided into subintervals \(I_n = (t_n, t_{n+1})\), with \(0 < \cdots < t_n < t_{n+1} < \cdots < T\). The spatial domain boundary, as it traverses from \(\Gamma_n\) to \(\Gamma_{n+1}\), is represented by \(P_n\).

As shown in Figure 8, the domain enclosed by \(P_n\) and the spatial domains \(\Omega_n\) and \(\Omega_{n+1}\) at \(t_n\) and \(t_{n+1}\), defines a space-time slab \(Q_n\) with its corresponding elements \(Q_{e_n}\).

For a flat space-time domain, as used here, the finite elements are simply spatial elements extruded in time (see, e.g., [30]). Note that for two-dimensional problems, a three-dimensional space-time slab, as shown in Figure 8, is constructed. Correspondingly, for three-dimensional problems, a four-dimensional space-time slab is needed.

The function spaces required for the variational form consist of linear \(C^0\)-continuous functions in space and linear but discontinuous functions in time. This yields the following definition for the interpolation and test function spaces for velocity \(u\) and pressure \(p\):

\[
(S^h_u)_n = \{ u^h | u^h \in [H^{1h}(Q_n)]^{n \times d}, u^h = u_D \text{ on } (P_n)_D \}, \quad (16a)
\]

\[
(V^h_u)_n = \{ w^h | w^h \in [H^{1h}(Q_n)]^{n \times d}, w^h = 0 \text{ on } (P_n)_D \}, \quad (16b)
\]

\[
(S^h_p)_n = \{ p^h | p^h \in H^{1h}(Q_n) \}, \quad (16c)
\]

\[
(V^h_q)_n = \{ q^h \in H^{1h}(Q_n) \}. \quad (16d)
\]
Here, $H^{1h}$ represents a finite-dimensional Sobolev space. Using the function spaces (16) and the strong form (10), the stabilized space-time formulation of the incompressible Navier-Stokes equations can be stated as:

Given $(u^h)_n$, find $u^h \in (S^h_u)_n$ and $p^h \in (S^h_p)_n$, such that $\forall w^h \in (V^h_u)_n$ and $\forall q^h \in (V^h_q)_n$:

$$
\begin{align*}
\int_{Q^n} w^h \cdot \rho \left( u^h + u^h \cdot \nabla u^h - f^h \right) \, dQ \\
+ \int_{Q^n} \nabla w^h : T^h(p^h, u^h) \, dQ \\
+ \int_{Q^n} q^h \nabla \cdot u^h \, dQ + \int_{\Omega_n} (u^h)_n^+ \cdot \rho \left( (u^h)_n^+ - (u^h)_n^- \right) \, d\Omega \\
+ \sum_{e=1}^{n_e} \int_{Q_{en}^h} \tau_{MOM} \frac{1}{\rho} \left[ \rho \left( w^h + u^h \cdot \nabla u^h \right) - \nabla \cdot T^h(q^h, w^h) \right] \\
\cdot \left[ \rho \left( u^h + u^h \cdot \nabla u^h - f^h \right) - \nabla \cdot T^h(p^h, u^h) \right] \, dQ \\
+ \sum_{e=1}^{n_e} \int_{Q_{en}^h} \tau_{CONT} \nabla \cdot w^h \rho \nabla \cdot u^h \, dQ = \int_{(t_n)_n} w^h \cdot \mathbf{h} \, dP.
\end{align*}
$$

Here, the stress tensor is given by $T(p^h, u^h) = -p^h I + \mu \left( \nabla u^h + (\nabla u^h)^T \right)$. The first three integrals on the left-hand side, combined with the right-hand side integral, represent the Galerkin weak form of the Navier-Stokes equations. The fourth integral is known as the jump term, which is added to enforce continuity between consecutive time slabs weakly. The fifth integral is added to stabilize the formulation using the consistent Galerkin/Least Squares method. A detailed discussion on this specific formulation and the corresponding stabilization parameters is given in [31].

In (17), the following notation is used:

$$
(u^h)^{\pm}_n = \lim_{\epsilon \to 0} u(t_n \pm \epsilon),
$$

$$
\int_{Q_n} \ldots \, dQ = \int_{I_n} \int_{\Omega_n^h} \ldots \, d\Omega dt,
$$

$$
\int_{P_n} \ldots \, dP = \int_{I_n} \int_{\Gamma_n^h} \ldots \, d\Gamma dt.
$$

In case of linear finite elements, the higher-order spatial derivatives present in Equation (17) are recovered using a least-squares technique as proposed in [32].

**Remark 5.** Note that in this section the superscript $f$, used to denote fluid-specific properties, is dropped for brevity.

### 4.1.1. On NEFEM and Space-Time Formulation

So far, the presented work on three-dimensional non-Cartesian NEFEM only considers spatial finite elements. For space-time finite elements, additional mea-
Figure 9: Space-time slab for a two-dimensional non-Cartesian NEFEM element. The NURBS boundary is now defined by a linear interpolation of the NURBS geometry between the upper and lower time level \( n \) and \( n + 1 \).

sures are to be taken analogously to the work presented for two-dimensional Cartesian-NEFEM in [7].

A linear interpolation between the mappings at the lower and upper time level, \( n \) and \( n + 1 \), is constructed for space-time finite elements. Using an additional reference coordinate for the time dimension, \( \tilde{\tau} \in [-1, 1] \), this yields the following for expression (7):

\[
\Phi^t_{\text{face}}(\hat{\xi}, \hat{\eta}, \hat{\zeta}, \hat{\tau}) = \frac{1 - \hat{\tau}}{2} \left( (1 - \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_2 + (\hat{\xi} + \hat{\eta} + \hat{\zeta}) S_l \left( \frac{\theta_1 \hat{\xi} + \theta_3 \hat{\eta} + \theta_4 \hat{\zeta}}{\hat{\xi} + \hat{\eta} + \hat{\zeta}} \right) \right)
\]
\[
\quad + \frac{1 + \hat{\tau}}{2} \left( (1 + \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_6 + (\hat{\xi} + \hat{\eta} + \hat{\zeta}) S_u \left( \frac{\theta_5 \hat{\xi} + \theta_7 \hat{\eta} + \theta_8 \hat{\zeta}}{\hat{\xi} + \hat{\eta} + \hat{\zeta}} \right) \right). \tag{21}
\]

Here, subscripts \( l \) and \( u \) refer to the upper and lower time levels \( n \) and \( n + 1 \), respectively. Furthermore, as is the case for standard space-time finite elements, the total number of element nodes is doubled. This is due to the fact that the spatial finite element is \textit{extruded} in the time dimension. A graphical explanation is shown in Figure 9 for the two-dimensional case.

**Remark 6.** Note that, when applying the presented space-time NEFEM formulation to deforming domains, in principle, a separate NURBS description of the upper and lower level is needed.

For the edge-only NEFEM element, the situation is similar, resulting in the
following expression for the mapping:

$$
\Phi_{edge}(\hat{\xi}, \hat{\eta}, \hat{\zeta}, \hat{\tau}) = \frac{1 - \hat{\tau}}{2} \left( (1 - \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_2 + (\hat{\xi} + \hat{\eta}) S_l \left( \frac{\theta_1 \xi + \theta_3 \eta}{\xi + \eta} \right) + \hat{\zeta} x_4 \right)
\nonumber
$$

$$
\ldots + \frac{1 + \hat{\tau}}{2} \left( (1 - \hat{\xi} - \hat{\eta} - \hat{\zeta}) x_6 + (\hat{\xi} + \hat{\eta}) S_n \left( \frac{\theta_1 \xi + \theta_3 \eta}{\xi + \eta} \right) + \hat{\zeta} x_8 \right).
$$

As for the semi-discrete case, the THT mappings (21) and (22) can directly be used for the positioning of integration points and the evaluation of element Jacobians.

**Remark 7.** As stated before, in the presented non-Cartesian NEFEM formulation, the shape functions are defined on the reference element. Hence the definition of these shape functions is identical to those of standard finite elements. Only the positioning of the integration points and the evaluation of the element Jacobians are modified by means of the presented mappings.

### 4.2. Isogeometric Analysis for Non-Linear Structural Mechanics

The spatial discretization of (11) is done using isogeometric analysis [8], whereas the time integration is performed using a generalized-$\alpha$ scheme [33, 34].

For the isogeometric analysis formulation used in this work, the test and interpolation functions are defined by a NURBS basis. The discrete function spaces are defined as follows:

$$
S_d^h = \{ d^h | d^h \in [H^1(\Omega)]^{n_d}, d^h = g \text{ on } \Gamma_D \},
$$

$$
V_d^h = \{ w^h | w^h \in [H^1(\Omega)]^{n_d}, w^h = 0 \text{ on } \Gamma_D \}. \quad (23a)
$$

The weak form of the structural problem is obtained in the usual way by multiplying Equation (11) with a test function $w$, integration over the domain, and integrating the stress term by parts:

Find $d^h \in S_d^h$ such that $\forall w^h \in V_d^h$ the following holds:

$$
\int \Omega w^h \cdot \frac{\partial^2 d^h}{\partial t^2} \, d\Omega + \int \Omega \nabla w^h : SF^T \, d\Omega = \int_{\Gamma_N} w^h \cdot h^h \, d\Gamma. \quad (24)
$$

**Remark 8.** Note that in this section the superscript $s$, used to denote structure specific properties, is dropped for brevity.

#### 4.2.1. Application to Thin-Walled Structures

When a thin-walled structure is considered (e.g., the example in Figure 1), the structure can often be represented by a shell model. Shell models provide a cost-effective approach to many engineering applications by exploiting the specific geometric characteristics of thin-walled structures [35].

Shell models typically use the limited thickness of a structure to reduce a volumetric description to a mid-surface description. When combining shell theory
with IGA, a volumetric spline is no longer necessary, and a surface description of the structure can be used instead. In the numerical example given in Section 5.2.2, isogeometric Reissner-Mindlin shell elements are used to represent the structure. For more details regarding isogeometric Reissner-Mindlin shell elements, see e.g., [36].

4.3. Coupling Approach

To solve the FSI problem, a partitioned coupling approach is used, meaning that the fluid and structural problems are solved each by separate solvers. The two single-field solvers are coupled through a coupling module, which handles the exchange of interface data in accordance with the coupling conditions presented in Section 3.3.

This staggered approach provides flexibility and modularity. However, as will be discussed next, this approach comes at the price of taking additional measures for the temporal and spatial data exchange between the sub-problems.

4.3.1. Spatial Coupling

The partitioned FSI approach naturally allows for non-matching meshes. The nodes of the respective fluid and structural meshes do not have to coincide at the coupling interface. This, however, requires additional measures to correctly transfer the interface data between the single-field domains in a conservative manner.

In the current work, a NURBS-based variant of the finite interpolation elements method is employed. This method uses the NURBS basis on the coupling interface to transfer nodal data between the single-field solvers. A detailed description of this approach is given in [10], where it was applied to two-dimensional FSI problems.

Furthermore, a fully spline-based coupling allows for the direct transfer of coupling data between the fluid and structural problem, as has been demonstrated in [10, 19].

4.3.2. Temporal Coupling

To consider the potentially strong interdependence between the single field problems, a strong coupling procedure is employed where an identical and constant time step size for both problems is assumed. This procedure ensures that the coupling conditions are fulfilled after each time step by employing an energy-conserving fixed-point iteration scheme. A schematic of the partitioned procedure is given in Figure 10, where two coupling approaches are provided in which slightly different data sets are transferred between the individual solvers. Both approaches are discussed next:

Dirichlet-Neumann Coupling. There exist various coupling schemes to ensure that the interface conditions are met at each time step. The most common approach for FSI problems is the Dirichlet-Neumann (DN) scheme. An example of such a scheme is given in Figure 10(a).
For each fixed-point iteration $k$, the fluid tractions $t^k_k(u^f_k, p^f_k)$ are used to impose a Neumann boundary condition onto the structural problem. Vice versa, the deformations $d^s_{k+1}$ and velocities $u^s_{k+1}$ obtained from the structural problem are applied to the fluid mesh and the fluid problem as Dirichlet boundary conditions. The Dirichlet and Neumann boundary conditions naturally enforce the kinematic and dynamic coupling conditions presented in Section 3.3 once the coupling loop has converged.

As already discussed, a DN coupling scheme is suitable for most common FSI problems, but leads to numerical instabilities when considering enclosed, fully Dirichlet-bounded fluid domains. In fact, without taking extra measures, such problems are not solvable using DN coupling [10, 15].

Robin-Neumann Coupling. To successfully compute enclosed, fully Dirichlet-bounded fluid domain problems, a Robin-Neumann (RN) type coupling can be used as depicted in Figure 10(b). The Robin boundary condition can be interpreted as a linear combination of the kinematic and dynamic coupling conditions and has been proposed as an alternative to DN schemes in [16–19]. In this particular case, both the tractions and local velocity are combined for the fluid and
structural problem as follows:

\[
\alpha^f u^f + T^f n^f = \alpha^f \frac{\partial d^s}{\partial t} - T^s n^f, \quad \text{on } \Gamma^{fs,f}, \tag{25a}
\]

\[
\alpha^s \frac{\partial d^s}{\partial t} + T^s n^s = \alpha^s u^f - T^f n^s, \quad \text{on } \Gamma^{fs,s}. \tag{25b}
\]

where for scalar coefficients \(\alpha\), \(\alpha^f \neq \alpha^s\) and \(\alpha^f \alpha^s \geq 0\) must hold. It can be observed that the DN coupling is a special case of (25a) and (25b), where \(\alpha^s = 0\) and \(\alpha^f \rightarrow \infty\).

The RN coupling is obtained when \(\alpha^s = 0\) and \(\alpha^f > 0\):

\[
\alpha^f u^f + T^f n^f = \alpha^f \frac{\partial d^s}{\partial t} - T^s n^f, \quad \text{on } \Gamma^{fs,f}, \tag{26a}
\]

\[
T^s n^s = -T^f n^s, \quad \text{on } \Gamma^{fs,s}. \tag{26b}
\]

Equation (26a) results in the following boundary condition for the fluid problem:

\[
T^f n^f = \alpha^f \left( \frac{\partial d^s}{\partial t} - u^f \right) - T^s n^f. \tag{27}
\]

Inserting this expression into the boundary integral of (17) results in a weakly enforced condition on the fluid velocity at the coupling interface. The benefit of using the Robin condition is that the violation of mass conservation caused by errors in the structural solution is counterbalanced by allowing an artificial flux over the FSI interface. During the coupling iterations within a single time step, this flux is minimized until a converged and mass-conserving solution is obtained. A detailed discussion on the RN coupling approach, used here, is given in [19].

5. Numerical Examples

Next, the capabilities of the non-Cartesian NEFEM formulation and its use within the proposed strongly-coupled solver framework are demonstrated. This is done by means of a series of benchmark problems. The obtained results are compared against the results from a standard finite element formulation using linear Lagrangian finite elements.

5.1. Application of non-Cartesian NEFEM to Fluid Flow Problems

In this section, the performance of the non-Cartesian NEFEM formulation is compared against a standard space-time finite element approach using two rigid benchmark problems. Hence, FSI phenomena are not considered in this part of the numerical study. The considered benchmark problems involve a flow over a cylindrical bump and a flow around a circular cylinder.
5.1.1. Square Channel with Cylindrical Bump

The first test case considers the volumetric domain $\Omega$ depicted in Figure 11. This domain consists of a cuboid with characteristic length $L$, from which a 120-degree cylindrical segment is subtracted.

The cylindrical boundary can be represented exactly with a NURBS surface, making this problem very suitable for non-Cartesian NEFEM. On the other hand, using linear finite elements would require a large number of elements along the boundary to capture the computational geometry with reasonable accuracy.

This test case is used to study solely the numerical volume of the presented domain. For this, the volume is calculated using non-Cartesian NEFEM and standard finite elements (SFEM) for a series of six mesh refinements, as presented in Table 1.

![Figure 11: Computational domain for the square channel with a cylindrical bump.](image)

Table 1: Grids used for the volume computation comparison of the square channel with a cylindrical bump domain. Parameters $n_e$ and $n_{e,\text{face}}$ represent the total number of elements and the number of non-Cartesian NEFEM face elements along the cylindrical segment of the domain.

| Mesh | $n_e$ | $n_{e,\text{face}}$ |
|------|-------|---------------------|
| 1    | 47    | 2                   |
| 2    | 376   | 8                   |
| 3    | 3,008 | 32                  |
| 4    | 24,064| 128                 |
| 5    | 192,512| 512                |
| 6    | 1,540,096| 2048              |

The wall of the cylindrical segment is represented by a NURBS that is spanned by a 3 by 3 control net, as shown in Figure 11. This NURBS surface is of second degree along both parametric coordinate directions, i.e., $p = q = 2$ (see Equation (3)).
The computed domain volumes are compared against the exact volume, for which the analytic expression based on the characteristic length $L$ is given by

$$V_\Omega = \left( 3 - \frac{\pi}{9} + \frac{\sqrt{3}}{12} \right) L^3. \quad (28)$$

The results of the refinement study are presented in Figure 12. Here, the relative error $\varepsilon_{rel}$, between the numerical volume $\tilde{V}_\Omega$ and exact volume $V_\Omega$ is presented.

The non-Cartesian NEFEM results are obtained with two different integration rules: (1) The non-Cartesian NEFEM$_{tensor}$ results were obtained using a tensor product of a standard 1D Gauss integration rule projected onto the reference tetrahedron. This rule results in clustered integration points within the element, as was shown in Figure 4. (2) The non-Cartesian NEFEM$_{sym}$ results are obtained using the symmetric quadrature rule proposed in [26], where the integration points are distributed symmetrically within the reference element. The presented SFEM results are also obtained using the symmetric integration rule.

It is evident that, when comparing non-Cartesian NEFEM and SFEM, the NURBS-based method requires significantly fewer elements along the spline to reach a certain level of accuracy. Furthermore, the presented results show that choosing a suitable integration rule can further improve the accuracy of the method. In this particular case, the symmetric integration rule results in improved accuracy compared to the tensor product 1D Gauss integration rule.
5.1.2. Flow Around a 3D Cylinder

The next test case considers the flow around a cylinder, as first proposed in [37], and further studied in [38, 39]. Using a NURBS surface, it is possible to describe the geometry of a cylinder exactly. Similarly to the previous test case, this problem is interesting as it is not possible to describe the geometry exactly using linear finite elements.

The computational domain is shown in Figure 13 and is parametrized with the cylinder diameter $D$. A similar case was studied in 2D using non-Cartesian NEFEM in [10], where it was also extended in the context of interface-coupled FSI simulations.

Steady Flow. First, a steady flow around the cylinder is compared for a series of grids with increasing refinement levels, as shown in Table 2.

![Figure 13: Computational domain for the flow around a 3D cylinder problem.](image)

### Table 2: Grids used for the flow around a 3D cylinder problem.

| Mesh | $n_e$ | $n_{e,face}$ |
|------|-------|--------------|
| 1    | 7,437 | 496          |
| 2    | 59,496| 1,984        |
| 3    | 475,968| 7,936       |
| 4    | 3,807,744| 31,744     |

The cylinder wall is represented by a NURBS spaned by a 9 by 3 control net, as shown in Figure 13. Note that this NURBS surface has two edges that coincide to obtain the cylindrical shape. For this, one row of control points along the $z$-axis is therefore doubled. The NURBS cylinder is of second degree along both parametric coordinate directions, i.e., $p = q = 2$ (see Equation (3)).
Using the finite element formulation described in Section 4.1, the Navier-Stokes equations are solved for a Reynolds number $Re = 20$. The Reynolds number itself is based on the cylinder diameter and the mean inflow velocity $\bar{U}$:

$$Re = \frac{\rho D \bar{U}}{\mu}. \quad (29)$$

The inflow velocity profile itself is given by $u = (U, 0, 0)^T$ with

$$U = 16 U_m y (H - y)(H - z)/H^4. \quad (30)$$

Here, $H$ is set to $4.1D$, and $U_m$ is the maximum inflow velocity. The flow velocity is set to zero on the sidewalls and the cylinder itself, resulting in a no-slip boundary condition.

The problem parameters used for the presented benchmark problem are shown in Table 3. These parameters yield a steady flow that excludes any type of vortex shedding.

| Parameter                  | Variable | Magnitude | Dimension |
|----------------------------|----------|-----------|-----------|
| Reynolds number            | $Re$     | 20        | [-]       |
| Cylinder diameter          | $D$      | 0.1       | [m]       |
| Fluid density              | $\rho$   | 1.0       | [kg/m$^3$]|
| Dynamic viscosity          | $\mu$    | $1.0 \times 10^{-3}$ | [kg/m/s] |
| Maximum inflow velocity    | $U_m$    | 0.45      | [m/s]     |

A quantitative comparison can be made by looking at the drag coefficient given by

$$C_D = \frac{F_D}{\frac{1}{2} \rho ||u||^2 S}. \quad (31)$$

Here, $F_D$ is the resulting fluid force acting on the cylinder in $x$-direction. $S$ is the frontal surface area of the cylinder given by $4.1D^2$ (see Figure 13).

The reference value that serves as a basis for comparing non-Cartesian NEFEM and SFEM results is the drag coefficient $C_D = 6.18533$ [38]. In both cases – non-Cartesian NEFEM and SFEM – the drag coefficient computed on the most refined grid is in good agreement with the reference value (non-Cartesian NEFEM: $C_D = 6.17527$ and SFEM: $C_D = 6.17279$).

For the complete set of computed grids, the error in $C_D$ relative to the reference value in [38] is presented in Figure 14. Although less significant than for the previous benchmark problem, it can be seen that for the complete range of grids, the non-Cartesian NEFEM solution shows a reduced relative error. Similar behavior was previously observed for 2D in [10].
Figure 14: The error $\varepsilon_{rel}$ of the steady drag coefficient $C_D$ relative to the reference solution [38].

**Unsteady Flow.** Next, the unsteady variant of the cylinder benchmark case is presented. The setup is analogous to the steady case. In this case, however, the inflow velocity is varied over time according to the following expression:

$$U = 16 U_m \sin\left(\frac{\pi t}{8}\right) y z (H - y)(H - z)/H^4,$$

where again $H = 4.1D$. Furthermore, the maximum inflow velocity is $U_m = 2.25$. The resulting mean velocity $\bar{U}(t) = \sin(\pi t/8)$, which is now time-dependent, yields a maximum Reynolds number $Re = 100$.

The parameters used for the time-dependent problem are given in Table 4.

| Parameter                  | Variable | Magnitude | Dimension |
|----------------------------|----------|-----------|-----------|
| Reynolds number            | $Re$     | 100       | [–]       |
| Cylinder diameter          | $D$      | 0.1       | [m]       |
| Fluid density              | $\rho$   | 1.0       | [kg/m$^3$]|
| Dynamic viscosity          | $\mu$    | $1.0 \times 10^{-3}$ | [kg/m/s] |
| Maximum inflow velocity    | $U_m$    | 2.25      | [m/s]     |
| Time increment             | $\Delta t$ | 0.01        | [s]       |

The flow problem is computed for a total time of $T = 8.0$ seconds, resulting in the flow changing in a sinusoidal fashion over a half period. The time history
of the drag coefficient is presented in Figure 15 for both non-Cartesian NEFEM and SFEM. For these simulations grid 4 from Table 2 is used.

The results in Figure 16 show a good agreement of both non-Cartesian NEFEM and SFEM simulations with the reference solution. Furthermore, only minimal differences between the non-Cartesian NEFEM and SFEM solution are observed.

A quantitative comparison between the methods is obtained by means of the maximum drag coefficient. The maximum occurs at time $t = 4.0$ seconds. For the non-Cartesian NEFEM and SFEM simulations, the respective maximum drag coefficient $C_{D,max} = 3.272$ and $C_{D,max} = 3.275$, are in good agreement with the reference solution $C_{D,max} = 3.2968$ as provided by [40].

5.2. Application to Fluid-Structure Interaction Problems

In Section 5.1, the strengths of the proposed non-Cartesian NEFEM formulation are demonstrated. In this section, these benefits are further studied in the context of FSI problems. For this, a test case for fully enclosed FSI problems in both 2D and 3D is analyzed. The studied problem considers an inflating circular domain enclosed by a thin-walled elastic structure. As already stated, incompressible flow problems involving enclosed, fully Dirichlet-bounded domains are not solvable with Dirichlet-Neumann coupling schemes. Hence, a Robin-Neumann coupling as presented in 4.3 is used.

5.2.1. Inflation of a Closed 2D Circular Domain

As shown in Figure 17(a), the two-dimensional example involves an incompressible fluid entering a circular domain enclosed by a thin-walled structure.
Figure 16: The error $\varepsilon_{rel}$ of the maximum unsteady drag coefficient $C_{D,max}$ relative to the reference solution [40].
A uniform radial inflow condition is applied at the inner boundary. The dimensions and material properties of the problem are presented in Table 5.

![Figure 17: Two-dimensional inflatable circular domain enclosed by thin-walled structure.](image)

| Parameter                  | Variable | Magnitude | Dimension |
|----------------------------|----------|-----------|-----------|
| Characteristic length      | $D$      | 0.1       | [m]       |
| Inflow velocity            | $u(t)$   | $0.1 \cdot t \cdot n$ | [m/s] |
| Dynamic fluid viscosity    | $\mu_f$ | 1.0       | [kg/m/s] |
| Fluid density              | $\rho_f$ | 1000     | [kg/m³] |
| Young’s modulus            | $E$      | $1.4 \times 10^6$ | [Pa] |
| Poisson ratio              | $\nu$    | 0.3       | [-]       |
| Structural density         | $\rho_s$ | 10000    | [kg/m³] |
| Cylinder wall thickness    | $a$      | 0.02      | [m]       |

The given inflow boundary condition results in an increase of the domain radius $r(t)$. As the structure fully encloses the domain and the inflow condition is known, $r(t)$ can be computed exactly as a function of time:

$$r_{exact}(t) = \sqrt{\frac{1}{\pi} A_{in} \int_0^t u(t) dt + R_0^2}.$$  \hfill (33)

Here, $A_{in}$ is the area (circumference in 2D) of the inflow boundary, and $R_0$ represents the initial radius at $t = 0$. The exact solution is depicted in Figure 17(b).

When discretizing the fluid domain using linear Lagrangian finite elements, a geometric error is introduced. This error depends on the number of linear elements $n$ along the circumferential direction of the outer domain boundary.
The resulting piecewise linear approximation of the domain yields a slightly different radius, which is given by

\[ r_{\text{polygon}}(t) = \sqrt{\frac{1}{2} \sin \frac{2\pi}{n} A_{\text{in}} \int_0^t u(t) dt + R_0^2}. \]  (34)

Note that the geometric error, and hence the error in \( r(t) \), will vanish only when \( n \to \infty \).

The circular structure of our problem is discretized in a geometrically exact manner using 225 quadratic NURBS elements. Similarly, the fluid domain is discretized by 2400 structured triangular elements. This results in a polygonal-type geometry along the circumferential direction with \( n = 60 \) linear segments. An exact geometric representation is also obtained for the fluid problem by enhancing the elements along the fluid-structure interface via the non-Cartesian NEFEM formulation. To allow for a proper comparison, the inflow boundary is discretized using standard finite elements for both the non-Cartesian NEFEM and SFEM case.

**Remark 9.** For the two-dimensional inflating circular domain problem, instead of the THT mapping from Section 2.4.1, its two-dimensional equivalent introduced in [10] is used. Apart from the mapping, the non-Cartesian NEFEM formulation for two-dimensional problems remains unchanged compared to the three-dimensional formulation in Section 2.4.1.

For the non-Cartesian NEFEM solution, the exact NURBS geometry is included in the numerical integration. Hence, the domain volume can be computed exactly, limited only by the accuracy of numerical integration (see Section 2.5 and Figure 12). When using standard linear finite elements, the discretized domain is slightly smaller than the exact one. This leads to an increase in deformations for a given inflow condition. This error is shown in Figure 18, where a comparison between Non-Cartesian NEFEM and SFEM simulations is presented over time.

The fact that the non-Cartesian NEFEM solution also shows an error with respect to the exact solution can be attributed to time integration.

This is corroborated by looking at the cylinder radius at the final simulation time \( t = 1.0 \text{s} \) for a range of time-step sizes \( \Delta t \). From Figure 19, it can be seen that for \( \Delta t \to 0 \) the SFEM solution approaches its best possible approximation, the polygonal solution given by (34). On the other hand, the non-Cartesian NEFEM results approach the exact solution given by (33).

The presented results show the importance of considering the correct geometry within a numerical formulation. The accuracy of standard linear finite elements heavily depends on their ability to represent the exact computational domain. In this particular case, this is only possible when the number of elements along the domain boundaries is increased to \( n \to \infty \). The accuracy of the NURBS-enhanced finite element formulation, on the other hand, is mainly affected by the error introduced by the time discretization.
5.2.2. Inflation of a Closed 3D Cylindrical Domain

The three-dimensional equivalent of the previous test case is studied next. By extruding the 2D circular domain in the third spatial dimension, a three-dimensional cylindrical domain is obtained (see Figure 20(a)). The cylindrical domain is enclosed by a thin-walled shell structure and two rigid walls at the cylinder’s ends. At these ends, the no-slip boundary condition is enforced on the fluid problem while the shell structure can freely expand in the radial direction. As depicted in Figure 20(a), an inflow condition is enforced at the remaining inner boundary. The exact dimensions and material properties of the problem are given in Table 6.

| Parameter                  | Variable | Magnitude | Dimension |
|----------------------------|----------|-----------|-----------|
| Characteristic length      | $D$      | 0.1       | [m]       |
| Inflow velocity            | $u(t)$   | 0.1 $\cdot$ $t$ $\cdot$ $n$ | [m/s] |
| Dynamic fluid viscosity    | $\mu^f$  | 1.0       | [kg/m/s] |
| Fluid density              | $\rho^f$ | 1000      | [kg/m$^3$] |
| Young’s modulus            | $E$      | $1.4 \times 10^6$ | [Pa] |
| Poisson ratio              | $\nu$    | 0.3       | [-]       |
| Structural density         | $\rho^s$ | 10000     | [kg/m$^3$] |
| Cylinder wall thickness    | $a$      | 0.02      | [m]       |
Figure 19: The absolute error $\varepsilon_{abs}$ of the two-dimensional circular domain radius time $t = 1.0$ for a range of time-step sizes. Note here that the SFEM solution approaches the polygon solution, while the non-Cartesian NEFEM solution converges towards the geometrically exact solution when $\Delta t \to 0$.

As observed for the two-dimensional problem in Section 5.2.1, the given inflow boundary condition causes the cylinder to inflate over time. By using the correct three-dimensional inflow area $A_{in}$, the cylinder radius can be computed using Equation (33) and (34) from Section 5.2.1. The exact radius $r(t)$ corresponding to the parameters presented in Table 6 is plotted as a function of time in Figure 20(b).

The cylindrical structure is represented in a geometrically exact manner using a second-order NURBS surface of $136 \times 10$ Reissner-Mindlin shell elements [36] in the circumferential and axial direction, respectively. The discretized fluid domain consists of 11,540 structured tetrahedral elements resulting in a polygonal-type geometry along the circumferential direction with $n = 28$. A render of the corresponding mesh is depicted in Figure 21. For sake of comparison, the inflow boundary is discretized using standard finite elements for both the non-Cartesian NEFEM and SFEM cases.

Analogous to the previous test case, the discretized domain is slightly smaller than the exact domain when using linear finite elements. The resulting discrepancy in structural deformations with respect to the exact solution is shown in Figure 22. In this figure, a comparison between the time-dependent non-Cartesian NEFEM and SFEM simulations is presented. Similar to the two-dimensional example, the non-Cartesian NEFEM solution shows an error with respect to the exact solution, which can be attributed to the time integration.

This becomes evident when reducing the time step size, which causes the time integration error to approach zero. This is shown in Figure 23, where it can be seen that for $\Delta t \to 0$ the non-Cartesian NEFEM solution at $t = 1.0$
approaches the exact solution given by (33). The SFEM solution, on the other hand, approaches its best possible approximation, the polygonal solution (34).

Similar to the observations in Section 5.2.1, the presented results show that the employed RN coupling allows us to simulate enclosed, fully Dirichlet-bounded FSI problems. Furthermore, the study shows the importance of using an accurate geometric representation within a numerical formulation. The accuracy of a standard linear finite element method heavily depends on the ability to represent the exact computational domain by the element type used. For curved domains used here, a geometric error remains even for highly refined grids. The use of non-Cartesian NEFEM elements can significantly reduce the geometric error, as the accuracy of the NURBS-enhanced finite element formulation is mainly affected by the time-discretization error.

6. Conclusions

In the current work, a non-Cartesian NURBS-Enhanced Finite Element Method is presented. The method allows for exact geometric representation, while maintaining the proven computational efficiency of standard finite elements in the interior domain. This is achieved by using the NURBS-based geometry to enhance only those elements that have a common interface with the NURBS. By doing so, the dependence on volumetric splines is avoided. Furthermore, since the non-Cartesian NEFEM approach builds upon conventional FE meshes, standard grid generation tools can be used.

The non-Cartesian nature of the presented formulation ensures that the interior shape function contributions along the NURBS boundary are zero. Consequently, the partition of unity property is maintained. This is of special im-
Figure 21: Computational grid with $n = 28$ linear tetrahedral elements in the circumferential direction.

importance when considering interface-coupled problems, where an accurate evaluation of boundary quantities is crucial.

The proposed method is used within a three-dimensional spline-based, strongly-coupled partitioned procedure to solve fluid-structure interaction problems. By combining space-time non-Cartesian NEFEM and IGA for the fluid and structural sub-problems, respectively, the proposed procedure relies on an exact smooth geometric representation of the fluid-structure interface. The individual sub-problems use a shared spline definition, which allows for an accurate and direct transfer of coupling data.

The performance benefits of non-Cartesian NEFEM and the presented coupled framework are demonstrated by comparing it with a standard linear space-time finite element approach. For this, the numerical results of a series of benchmark problems are presented.

From the results obtained in this study we draw the following conclusions:

• The proposed THT mapping is a suitable choice for solving three-dimensional problems using the non-Cartesian Space-Time NEFEM formulation.

• The performance of the non-Cartesian NEFEM approach is in close agreement with both the SFEM and reference data available in the literature for the presented fluid flow problems. While the accuracy increase in fluid flow quantities is small, more significant improvement gains of the non-Cartesian NEFEM approach are observed for domain volume computations and the evaluation of surface quantities. For the volume computa-
Figure 22: The absolute error $\varepsilon_{abs}$ of the three-dimensional cylindrical domain radius with respect to the exact analytic radius.

- The benefit of the exact geometry representation of the non-Cartesian NEFEM formulation becomes more apparent when used within fluid-structure interaction. For enclosed, fully Dirichlet-bounded FSI problems involving curved domain boundaries, a significant reduction in the error relative to the analytic solution is observed.

- The use of the RN scheme within the presented spline-based solver framework allows for solving enclosed, fully Dirichlet-bounded problems involving incompressible fluids. This holds for both standard linear finite methods and for non-Cartesian NEFEM.

- Following an investigation of the time-integration error, the improved accuracy of the spline-based solver framework can be attributed to a reduction in spatial discretization errors.

- The choice of integration rules can significantly affect the accuracy of non-Cartesian NEFEM for volume problems. For example, it was shown in this work that a symmetric quadrature rule results in an accuracy improvement when compared to a 1D Gauss quadrature rule projection on the reference element. However, to get a deeper understanding of the influence of quadrature rules on the performance of non-Cartesian NEFEM, an additional in-depth study regarding this matter is needed.
The influence of the number of elements along curved boundaries is less important when considering the geometric error. For finite element methods in conjunction with standard linear finite elements, this does not hold.

The presented spline-based FSI solver framework, in combination with an RN coupling scheme, is a promising candidate for accurately solving FSI problems involving enclosed, fully Dirichlet-bounded and curved domains. Hence, based on the current work, further research will focus on applying the NURBS-based method to interface-coupled problems in various fields of application. Future research involving more complex NURBS geometries, including trimmed NURBS, is needed. This will allow usage of the method in increasingly complex problems and applications.
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