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Abstract

We investigate the use of generalized representations (POS, morphological analysis and word clusters) in phrase-based models and the N-gram-based Operation Sequence Model (OSM). Our integration enables these models to learn richer lexical and reordering patterns, consider wider contextual information and generalize better in sparse data conditions. When interpolating generalized OSM models on the standard IWSLT and WMT tasks we observed improvements of up to +1.35 on the English-to-German task and +0.63 for the German-to-English task. Using automatically generated word classes in standard phrase-based models and the OSM models yields an average improvement of +0.80 across 8 language pairs on the IWSLT shared task.

1 Introduction

The increasing availability of digital text has galvanized the use of empirical methods in many fields including Machine Translation. Given bilingual text, it is now possible to automatically learn translation rules that required years of effort previously. Bilingual data, however, is abundantly available for only a handful of language pairs. The problem of reliably estimating statistical models for translation becomes more of a challenge under sparse data conditions especially when translating into morphologically rich or syntactically divergent languages. The former becomes challenging due to lexical sparsity and the latter suffers from sparsity in learning underlying reordering patterns. The last decade of research in Statistical Machine Translation has witnessed many attempts to integrate linguistic analysis into SMT models, to address the challenges of (i) translating into morphologically rich language languages, (ii) modeling syntactic divergence across languages for better generalization in sparse data conditions.

The integration of the Operation Sequence Model into phrase-based paradigm (Durrani et al., 2013a; Durrani et al., 2013b) improved the reordering capability and addressed the problem of the phrasal independence assumption in the phrase-based models. The OSM model integrates translation and reordering into a single generative story. By jointly considering translation and reordering context across phrasal boundaries, the OSM model considers much richer conditioning than phrasal translation and lexicalized reordering models. However, due to data sparsity the model often falls back to very small context sizes. We address this problem by learning operation sequences over generalized representations such as POS and Morph tags. This enables us to learn richer translation and reordering patterns that can generalize better in sparse data conditions. The model benefits from wider contextual information as we show empirically in our results.

We investigate two methods to combine generalized OSM models with the lexically driven OSM model and experimented on German-English translation tasks. Our best system that uses a linear combination of different OSM models gives significant improvements over a competitive baseline system. An improvement of up to +1.35 was observed on the English-to-German and up to +0.63 BLEU points on the German-to-English task over a factored augmented baseline system (Koehn and Hoang, 2007).

POS taggers and morphological analyzers, however, are not available for many resource poor languages. In the second half of the paper we investigate whether annotating the data with automatic word...
clusters helps improve the performance. Word clustering is similar to POS-tagging/Morphological annotation except that it also captures interesting syntactic and lexical semantics, for example countries and languages are grouped in separate clusters, animate objects are differentiated from inanimate objects, colors are grouped in a separate cluster etc. Word clusters, however, deterministically map each word type to a unique\(^1\) cluster, unlike POS/Morph tagging, and therefore might be less useful for disambiguation. We use the mkcls utility in GIZA (Och and Ney, 2003) to cluster source and target vocabularies into classes and will therefore refer to automatic classes as Och clusters/classes in this paper.

We first use Och classes as an additional factor in phrase-based translation model, along with a target LM model over cluster-ids to improve the baseline system. We then additionally use the OSM model over cluster-ids. Our experiments include translation from English to Dutch, French, Italian, Polish, Portuguese, Russian, Spanish, Slovenian and Turkish on IWSLT shared task data. Our results show an average improvement of +0.80, ranging from +0.41 to +2.02. Compared to the improved baseline system obtained by using Och classes as a factor in phrase-based translation models, adding an OSM model over cluster-ids improved performance in four (French, Spanish, Dutch and Slovenian) out of eight cases. In other cases performance stayed constant or dropped slightly. We also used POS annotations for three tasks, namely translating from English into French, Spanish and Dutch to compare the performance of the two different kinds of generalizations. Surprisingly, using Och classes always performed better than using POS annotations. The rest of the paper is organized as follows. Section 2 gives an account on related work. Section 3 discusses the factor-based OSM model. Section 4 presents the experimental setup and the results. Section 5 concludes the paper.

2 Related Work

Previous work on integrating linguistic knowledge into SMT models can be broken into two groups. The first group focuses on using linguistic knowledge to improve reordering between syntactically different languages. A second group focuses on translating into morphologically rich languages.

Initial efforts to use linguistic annotation focused on rearranging source sentences to be in the target order. Xia and McCord (2004) proposed a method to automatically learn rewrite rules to reorder source sentences. Collins et al. (2005) and Popović and Ney (2006) proposed methods for reordering the source using a small set of handcrafted rules. Crego and Mariño (2007) use syntactic trees to derive rewrite rules. Hoang and Koehn (2009) used POS tags to create templates for surface word translation to create longer phrase translation. A whole new paradigm of using syntactic annotation to address long range reorderings has emerged following Galley et al. (2006), Zollmann and Venugopal (2006), Chiang (2007) etc. Crego and Yvon (2010) and Niehues et al. (2011) used a Tuple Sequence Model (TSM) over POS tags in an N-gram-based search to improve mid-range reorderings. Our work is similar to them except that OSM model is substantially different from the TSM model as it integrates both the translation and reordering mechanisms into a combined model. Therefore both translation and reordering decisions can benefit from richer generalized representations.

A second group of work addresses the problem of translating into morphologically richer languages. The idea of translating to stems and then inflecting the stems in a separate step has been studied by Toutanova et al. (2008), de Gispert and Mariño (2008), Fraser et al. (2012), Chahuneau et al. (2013) and others. Koehn and Hoang (2007) proposed to integrate different levels of linguistic information as factors into the phrase-based translation model. Yeniterzi and Oflazer (2010) used source syntactic structures as additional complex tag factors for English-to-Turkish phrase-based machine translation. Green and Deniero (2012) proposed a target-side, class-based agreement model to handle morpho-syntactic agreement errors when translating from English-to-Arabic. El Kholy and Habash (2012) tested three models to find out which features are best handled by modeling them as a part of translation, and which ones are better predicted through generation, also in the English-to-Arabic task. Several researchers attempted to use word lattices to handle generalized representation (Dyer et al., 2008; Hardmeier et al., 2010; Wuebker and Ney, 2012). Automatically clustering the training data into word classes in order to obtain smoother

\(^1\)We are referring to hard clustering here. Soft clustering is intractable as it requires a marginalization over all possible classes when calculating the n-gram probabilities.
distributions and better generalizations has been a widely known and applied technique in natural language processing. Training based on word classes has been previously explored by various researchers. Cherry (2013) addressed data sparsity in lexicalized reordering models by using sparse features based on word classes. Other parallel attempts on using word-class models include Wuebker et al. (2013), Chahuneau et al. (2013) and Bisazza and Monz (2014).

More recent research has started to set apart from the conventional maximum likelihood estimates toward neural network-based models that use continuous space representation (Schwenk, 2012; Le et al., 2012; Hu et al., 2014; Gao et al., 2014). Although these methods have achieved impressive improvements, traditional models continue to dominate the field due to their simplicity and low computational complexity. How much of the improvement will be retained when scaling these models to all available data instead of a limited amount will be interesting.

3 Operation Sequence Model

The Operation Sequence Model (Durrani et al., 2011) is an instance of the N-gram based SMT framework (Casacuberta and Vidal, 2004; Mariño et al., 2006). It represents the translation process through a sequence of operations. An operation can be to simultaneously generate source or target words or to perform reordering. Reordering is carried out through jump and gap operations. The model is different from its ancestors in that it strongly integrates translation and reordering into a single generative story in which translation decisions can influence and get impacted by the reordering decisions and vice versa. Given a bilingual sentence pair \(< F, E >\) and its alignment \(A\), a sequence of operations \(o_1, o_2, \ldots, o_J\) is generated deterministically through a conversion algorithm. The model is learned by learning Markov chains over these sequences and is formally defined as:

\[
p_{osm}(F, E, A) = \prod_{j=1}^{J} p(o_j | o_{j-n+1}, \ldots, o_{j-1})
\]

Figure 1 shows an example of an aligned bilingual sentence pair and the corresponding operation sequence used to generate it. There is a 1-1 correspondence between a sentence pair and its operation sequence. We thus get a unique sequence for every bilingual sentence pair given the alignment.

3.1 Motivation

Due to data sparsity it is impossible to observe all possible reordering patterns with all possible lexical choices in translation operations. The lexically driven OSM model therefore often backs off to very small context sizes. Coming back to the training example in Figure 1. The useful reordering pattern
learned through this example is:

Ich kann umstellen → I can rearrange

which is memorized through the operation sequence:

Generate(Ich, I) – Generate(kann, can) – Insert Gap – Generate(umstellen, rearrange)

It can generalize to the test sentence shown in Figure 1(a). However, it fails to generalize to the sentences in Figure 1(b) and (c) although the underlying reordering pattern is the same. The second part of the German verb complex usually appears at the end of a clause or a sentence and needs to be moved in order to produce the correct English word order. However, due to data sparsity such a combination of lexical decisions and reordering decisions may not be observed during training. The model would therefore fail to generalize in such circumstances. This problem can be addressed by learning a generalized form of the same reordering rule. By annotating the corpus with word classes such as POS tags, we obtain the reordering pattern:

PPER VMFIN VINF → PP MD VB

memorized through the operation sequence:

Generate (PPER,PP) – Generate (VMFIN,MD) – Insert Gap – Generate (VINF,VB)

This rule generalizes to all the test sentences in Figure 1. Since the OSM model strongly couples translation and reordering, the probability of each translation or reordering operation depends on the n previous translation/reordering decisions. The generalization of the model by replacing words with POS tags allows the model to consider a wider syntactic context, thus improving lexical decisions and the reordering capability of the model. Using different kinds of word classes, we can also control the type of abstraction. Using lemmas for example, we can map different forms of the verb “können – can” (kann, kannst, konnte) to a single class. Och clusters can provide different levels of granularity.

3.2 Models

Given that we can learn OSM models over different word representations, the question then is how to combine the lexically driven OSM model with an OSM model based on a generalized word representation. The simplest approach is to treat each OSM model as a separate feature in the log-linear framework, thus summing up the weighted log probabilities. The effect of this is similar to an And operation. A translation is considered good if both, the word-based OSM and the POS-based OSM models indicate that it is a good translation. However, an Or operation might be more desirable in some scenarios. The operation Generate (trotz, in spite of) should be ranked high although the POS-based operation Generate(APPR, IN IN IN) is improbable. Similarly, the generalized operation sequence:

Insert Gap – Generate (ADJ, JJ) – Jump Back – Generate (NOM, NN)

that captures the swapping of noun and adjective in French-English, should be ranked higher even though noir (black) never appeared after cheval (horse) during training and the sequence:

Insert Gap – Generate (noir, black) – Jump Back – Generate (cheval, horse)

is never observed. Instead of using both the models, a single model that could switch between different generalized OSMs during translation and choose the one which gives the best prediction in each situation, can be used. In order to achieve this effect, we formulated a second model that interpolates the lexically driven OSM model with its generalized variants. However, we can only
interpolate two models that predict the same representation. The lexically driven OSM predicts the surface forms whereas the POS-based OSM predicts POS translations. To make the two comparable, we multiply the POS-based OSM probability with the probability of the lexical operation given the POS operation. More specifically the probability of the generalized model \( gm \) can be defined as:

\[
p_{gm}(o_j|o'_{j-n+1}) = p_{osm_{pos}}(o'_{j-n+1}) p(o_j|o'_{j})
\]

where \( p_{osm_{pos}} \) is the operation sequence model learned over POS tags and \( p(o_j|o'_{j}) \) is the probability of the lexical operation given the POS-based operation. It is 1 for all reordering operations. We assume here that for each lexical operation \( o_j \) a corresponding POS-based operation \( o'_{j} \) is uniquely determined. With \( p_{osm_{sur}} = p_{osm_{sur}}(o_j|o'_{j-n+1}) \) (lexically driven OSM model) and \( p_{gm} = p_{gm}(o_j|o'_{j-n+1}) \) (generalized OSM model as described above), the overall probability of the new model \( p_{osm} \) is defined as:

\[
p_{osm} = \alpha p_{osm_{sur}} + (1 - \alpha) p_{gm}
\]

Such an interpolation is expensive in the discriminative training. It would require a sub-tuning routine inside of tuning, a main loop to train all the features including the OSM model and an inner loop to distribute the weight assigned to OSM model among lexically driven and POS-based OSM models. We therefore just take the larger one of the two model values and add a POS-based translation penalty \( \phi \). The value of this penalty is the number of times that the POS-based operation was chosen when translating a sentence. This penalty acts similarly as the prior \( \alpha \) above. Using this formulation, the model could therefore be redefined as:

\[
p_{osm} = \begin{cases} 
  p_{osm_{sur}} & \text{if } p_{osm_{sur}} \geq e^\lambda p_{gm} \\
  e^\lambda p_{gm} & \text{otherwise}
\end{cases}
\]

where \( \lambda \) is the weight for the POS driven translation penalty \( \phi \). This allows the optimizer to control whether it prefers the lexically driven or the POS-driven OSM model. By setting a very low weight \( \lambda \) the optimizer can force the translator to always choose lexically driven OSM. This formulation can be extended to multiple generalized OSM models based on e.g. POS tags, morphological tags, or word clusters. Equation 2 can be rewritten as follows:

\[
p_{osm} = \alpha_1 p_{osm_{sur}} + \sum_{i=2}^{n} \alpha_i p_{gm_i}
\]

with \( \sum_{i=1}^{n} \alpha_i = 1 \) and \( p_{gm_i} \) defined analogous to Equation 1.

Setting \( p_{gm_1} = p_{osm_{sur}} \) and \( \lambda_1 = 0 \), we can again simplify Equation 4 by taking the maximum to:

\[
p_{osm} = \max_{i=1}^{n} e^\lambda_i p_{gm_i}
\]

We use a translation penalty \( \phi_i \) for each generalized model and tune its weight \( \lambda_i \) along with the weights of other features. We will refer to this model as Model\(_{lg} \) in this paper and the commonly used log-linear interpolation of the features as Model\(_{land} \). The intuition behind Model\(_{lg} \) is that we back-off to generalized representations only when the lexically driven model doesn’t provide enough contextual evidence. The downside of this approach, however, is that unlike Model\(_{land} \), it cannot distribute weights over multiple features and solely relies on a single model.

4 Evaluation

Data: We ran experiments with data made available for the translation task of the IWSLT-13 (Cettolo et al., 2013): International Workshop on Spoken Language Translation\(^2\) and WMT-13 (Bojar et al., 2013): Eighth Workshop on Statistical Machine Translation.\(^3\) The sizes of bitext used for the estimation of translation and monolingual language models are reported in Table 1.

We used LoPar (Schmid, 2000) to obtain morphological analysis and POS annotation of German and MXPOST (Ratnaparkhi, 1998), a maximum entropy model for English POS tags. For other language pairs we used TreeTagger (Schmid, 1994).

\(^2\)http://www.iwslt2013.org/
\(^3\)http://www.statmt.org/wmt13/
Table 1: Number of Sentences (in Millions) used for Training

| Pair     | Parallel | Monolingual | Pair     | Parallel | Monolingual | Pair     | Parallel | Monolingual |
|----------|----------|-------------|----------|----------|-------------|----------|----------|-------------|
| de–en   | ≈4.6 M   | ≈28.3 M     | en–de   | ≈4.6 M   | ≈39.5 M     | en–tr   | ≈5.5 M   | ≈69 M       |
| en–es   | ≈4.1 M   | ≈59.6 M     | en–nl   | ≈2.1 M   | ≈21.7 M     | en–ru   | ≈1.15 M  | ≈21 M       |
| en–pt   | ≈1.0 M   | ≈2.3 M      | en–pl   | ≈0.77 M  | ≈0.8 M      | en–sl   | ≈0.63 M  | ≈0.65 M     |
| en–tr   | ≈0.13 M  | ≈0.14 M     |         |          |             |          |          |             |

Table 2: Evaluating Generalized OSM Models for German-English pairs – Bold: Statistically Significant (Koehn, 2004) w.r.t Baseline

**Baseline System:** We trained a Moses system (Koehn et al., 2007), replicating the settings described in (Birch et al., 2013) developed for the 2013 Workshop on Spoken Language Translation. The features included: a maximum sentence length of 80, grow-diag-final-and symmetrization of GIZA++ alignments, an interpolated Kneser-Ney smoothed 5-gram language model with KenLM (Heafield, 2011) used at runtime, a lexically-driven 5-gram operation sequence model (Durrani et al., 2013b) with 4 additional supportive features: 2 gap-based penalties, 1 distance-based feature and 1 deletion penalty, lexicalized reordering, sparse lexical and domain features (Hasler et al., 2012), a distortion limit of 6, 100-best translation options, Minimum Bayes Risk decoding (Kumar and Byrne, 2004), Cube Pruning (Huang and Chiang, 2007), with a stack-size of 1000 during tuning and 5000 during test and the no-reordering-over-punctuation heuristic. We used the compact phrase table representation by Junczys-Dowmunt (2012). For our German-to-English experiments, we used compound splitting (Koehn and Knight, 2003). German-to-English and English-to-German baseline systems also used POS and morphological target sequence models built on the in-domain subset of the parallel corpus using Kneser-Ney smoothed 7-gram models and as additional factors in phrase translation models (Koehn and Hoang, 2007). We used an unsupervised transliteration model (Durrani et al., 2014) to transliterate OOV words when translating into Russian.

**Tuning and Test:** The systems were tuned on the dev2010 dataset and evaluated on the test2010-2013 datasets made available for the IWSLT-13 workshop. We performed a secondary set of experiments for German-English pairs using tuning and test sets made available for the WMT-13 workshop. We concatenated the news-test sets 2008 and 2009 to obtain a large dev-set of 4576 sentences. Evaluation was performed on the news-test set 2013 which contains 3000 sentences. Tuning was performed using the k-best batch MIRA algorithm (Cherry and Foster, 2012) with at most 25 iterations. We use BLEU (Papineni et al., 2002) as a metric to evaluate our results.

**Results I – Using Linguistic Annotation:** We trained 5-gram OSM models over different representations and added these to the baseline system. First we evaluated Model_{and} (M_{and}) which uses a MIRA tuned linear combination of different OSM models versus Model_{or} (M_{or}) which computes only one OSM model but allows the generator to switch between different OSM models built on various generalized forms. Table 2 shows results from running experiments on German-English pairs. We found that the simpler model Model_{and} outperforms Model_{or} in all the experiments. Model_{or} does not give significant improvements over the baseline system and shows an occasional drop. This result is contrary to the expectation formulated in Section 3.2. We speculate that the optimizer faces problems to train this kind of model, because it cannot take into account that the selected OSM model can change when the weight parameter is modified. It assumes that the feature stays constant. In our formulation the same
derivation can occur with different feature scores in different decoding runs and the optimizer is unable to handle this. Our speculation is based on the observation of $\lambda_{\phi}$, the weight of feature $\phi$ which allows the translator to switch between different OSM models. The value of $\lambda_{\phi}$ was not stable across different iterations and different experiments.

Model\textsubscript{and} consistently improves the baseline. Adding an OSM model over [pos, morph] (source:pos, target:morph) combination gave the best results, giving a statistically significant gain of +1.06 on the iwslt\textsubscript{10} test-set and +0.50 on the wmt\textsubscript{13} test-set. Using an OSM model over a [pos,pos] combination also showed improvements, however, not as much as using morphological tags. Morphological tags provide richer information for disambiguation when translating into German. Note that the baseline system also used a target sequence model over morphological tags. Nevertheless using an OSM [pos,morph] model still gives significant improvements which shows that learning a joint model over source and target units is more fruitful than only considering target-side information. Using both the models together gave best results for English-to-German giving a further improvement of +0.29 on the iwslt\textsubscript{10} task but no real gain on the wmt\textsubscript{13} task. Using morphological tags also produced the best results for the German-to-English pair, giving a statistically significant gain of +0.63 on iwslt\textsubscript{10} and +0.35 on wmt\textsubscript{13}. Using both the models together did not give any further significant improvements. The results changed by +0.10 and -0.09 on the wmt\textsubscript{13} and iwslt\textsubscript{10} test-sets respectively.

**Results-II – Using Och Classes:** In our secondary experiments we tested the effect of using Och clusters. The overall goal was to study whether using unsupervised word classes can serve the same purpose as POS tags and to compare the two methods of annotating the data. We obtained Och clusters using the mkcls utility (Och, 1999) in GIZA++ (Och and Ney, 2003). This is generally run during the alignment process where data is divided into 50 classes to estimate IBM Model-4. Chahuneau et al. (2013) found mapping data to 600 Och clusters useful, so we used this as well. We additionally experimented with using 200 and 1000 classes. We integrated Och clusters as additional factors\textsuperscript{4} when training the phrase-translation models and used a monolingual n-gram model over cluster-ids built on the target-side of the in-domain corpus. Then we added a 5-gram OSM model over cluster-ids. We replace surface forms with their cluster-ids in source and target corpus and convert it to operation sequences, that jointly generate source and target cluster-ids. We only used Model\textsubscript{and} for these experiments when adding an OSM model over cluster-ids.

| B\textsubscript{0} | 50 | 200 | 600 | 1000 | POS | 50 | 200 | 600 | 1000 | POS |
|-------------------|----|-----|-----|------|-----|----|-----|-----|------|-----|
| \text{en} – \text{fr} | 33.17 | 33.30 | 33.40 | 33.05 | 33.05 | 33.14 | 33.76 | 33.74 | 33.58 | 33.75 | 33.03 |
| \text{en} – \text{es} | 34.14 | 34.33 | 34.58 | 34.46 | 33.96 | 33.91 | 34.73 | 34.62 | 34.60 | 34.55 | 34.35 |
| \text{en} – \text{nl} | 26.31 | 26.67 | 26.13 | 26.31 | 26.47 | 26.55 | 26.91 | 26.52 | 26.61 | 26.49 | 26.62 |
| \text{en} – \text{ru} | 13.12 | 13.34 | 13.51 | 13.33 | 13.97 | – | 13.61 | 13.66 | 13.80 | 13.63 | – |
| \text{en} – \text{si} | 17.98 | 18.07 | 18.55 | 17.67 | 17.97 | – | 18.64 | 18.91 | 18.17 | 17.98 | – |
| \text{en} – \text{pt} | 30.80 | 31.62 | 32.21 | 32.40 | 32.44 | – | 31.77 | 32.44 | 32.34 | 31.90 | – |
| \text{en} – \text{pl} | 9.74 | 9.90 | 10.11 | 10.05 | 10.43 | – | 10.06 | 10.19 | 10.24 | 10.14 | – |
| \text{en} – \text{fr} | 7.18 | 7.43 | 7.45 | 7.50 | 7.50 | – | 7.26 | 7.28 | 7.51 | 7.54 | – |

Table 3: Evaluating Phrase-based and N-gram-based Translation Models over Och Clusters

Table 3 shows results from using models based on cluster-ids. The left side of the table evaluate the use of adding a target sequence model over cluster-ids using a factored-based translation model. Results improved consistently in all resource poor languages (pt, pl, tr) giving significant improvements in most of the cases. Mixed results were obtained for the pairs with a reasonable amount of parallel data (fr, es, nl), showing an occasional drop in performance. However, improvements can be found for all the language pairs.

\textsuperscript{4}Note that adding cluster-ids in factored models alone has no impact in this scenario, as we are using hard clustering (each word deterministically maps onto a unique cluster-id). In a joint source-target factored model which is what we are using, it will result in an identical distribution as the baseline system.
In the right half of the table we tested whether additionally using an OSM model built over cluster-ids, on top of a phrase-based system that uses cluster-ids as factor and target language model, improves the performance any further. Consistent improvements were seen in Spanish and French. Better systems were produced in the case of French, Spanish, Dutch and Slovenian. No improvements were observed for Turkish and Portuguese whereas the performance got worse in Polish and Russian.

Using 50 classes consistently improved the baseline. Different numbers of clusters provide different levels of abstraction and granularity. We also tried using OSM models over different numbers of clusters simultaneously for English-to-Spanish, English-to-French and English-to-Dutch pairs in an effort to explore whether using different numbers of clusters to classify data provides different information. A slight gain was observed for EN-ES as the best system improved from 34.73 to 34.95. No further gains were observed for the other two pairs.

We also used POS annotation as a factor instead of Och clusters in French, Spanish and Dutch. See the POS columns of Table 3. Using POS as an additional factor, did not improve over the baseline performance. A significant drop was seen in the case of English-to-Spanish. Using a POS-based OSM on top of the POS-based phrase-model did not help either except for Spanish where results got improved by +0.44 over its phrase-based variant that used a POS factor. However, using Och clusters produced better results in all three cases. We speculate that the reason for this result is that Och clusters are more evenly distributed as compared to POS tags where the distribution is biased toward noun class and secondly Och clusters are optimized for language modeling. Also each word is deterministically mapped to a single class but can have multiple POS tags. The latter thus causes a sparser translation model. Finally Table 4 shows the comparison of results on *iwslt11−13* by running baseline $B_0$ and best systems $B_x$ in Tables 3.

|      | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ | $B_0$ | $B_x$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| en–fr | 39.84 | 40.63 | 40.50 | 41.24 | -     | -     | 40.24 | 40.94 | +0.70 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–es | 32.89 | 33.24 | 34.45 | 35.51 | 34.01 | 34.73 | 31.12 | 31.60 | +0.48 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–nl | 30.01 | 30.31 | 26.40 | 26.72 | 24.96 | 25.57 | 27.12 | 27.53 | +0.41 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–ru | 14.93 | 15.91 | 13.01 | 13.53 | 15.65 | 16.4 | 14.53 | 15.28 | +0.75 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–sl | -     | -     | 11.34 | 12.40 | 12.85 | 13.75 | 12.09 | 13.10 | +1.01 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–pt | 31.61 | 33.62 | 33.24 | 34.91 | 30.83 | 33.24 | 31.89 | 33.92 | +2.02 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–pl | 12.75 | 13.13 | 9.52  | 10.50 | 11.30 | 11.54 | 11.18 | 11.72 | +0.53 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| en–tr | 7.01  | 7.42  | 6.99  | 7.43  | 6.21  | 6.84  | 6.74  | 7.23  | +0.49 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| Avg   | 24.15 | 24.89 | 20.93 | 21.69 | 19.40 | 20.29 | 21.39 | 22.29 | +0.80 |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |

Table 4: Evaluating on Test Sets *iwslt11−13* – $B_0$ = Baseline System, $B_x$ = Best Systems in Tables 2

**Analysis:** In a post-evaluation analysis we confirmed whether using generalized OSM models actually consider a wider contextual window than its lexically driven variant. The graph shown in Figure 2 shows average context size considered (on top of each set of bars) and percentages of 1-5 gram matches by different OSM models. The results show that the probability of an operation is conditioned on less than a trigram in the OSM model over surface forms. In comparison OSM models over POS, morph or cluster-ids consider a window of roughly 4 previous operations thus considering more contextual information. The percentage of 5-gram matches increases from 15.5% to 59.2% using POS-based OSM model and up to 45.6% in morph-based OSM model, the number of unigram matches are decreased from 8.30% to less than 1% in both the models. Similar observation is made for the OSM models over clusters where 5-gram matches improve from 12% to 30% on average, showing the ability of the generalized models to use richer conditioning thus improving the translation quality.

We also analyzed what kind of words are clustered together using Och classes and found that clusters capture both syntax and lexical semantics. Figure 2 (b) shows several useful clusters to exhibit this. We also saw negative examples where words from different classes are clustered together. “Boy”, “Girl” and “Man” for example were clustered into a single class but “Woman” in another. Similarly “Grey” and “Orange” were grouped together with animated objects.
5 Conclusion

In this paper we investigated the usefulness of integrating word classes in phrase-based models and Operation Sequence N-gram models. We explored two models of interpolating generalized OSM models and tested variations on the standard IWSLT and WMT tasks. Our results showed that the simpler more commonly used method of integrating the models in the log-linear framework worked best. We showed that by learning OSM models over generalized POS and morphological representations, we were able to build richer models that outperformed state-of-the-art baseline systems. Statistically significant gains of up to +1.35 and +0.63 were observed in English-to-German and German-to-English tasks. We also made use of Och classes as additional factors in phrase translation and language models. These were tested translating from English to 8 different languages which includes a mixture of morphologically rich (French, Spanish and Russian, Dutch, and Turkish) and sparse data (Portuguese, Polish, Slovenian and Turkish) languages. Our results show that using clusters was helpful in all of the cases. Using the OSM model over word-clusters additionally improved the performance further. Our results show an average improvement of +0.80, ranging from +0.41 to +2.02. Our EN-FR systems were ranked third (on tst2013) and second (on tst2011-tst2012) in IWSLT-13 translation task following EU-Bridge (Freitag et al., 2013) which used our output for system combination. The code to train class-based models has been made available to the research community via the Moses toolkit. See Advanced Features in the Moses Decoder for details.
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