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Abstract—The convergence of the generalized alternating projection (GAP) algorithm is studied in this paper to solve the compressive sensing problem $y = Ax + \epsilon$. By assuming that $AA^\top$ is invertible, we prove that GAP converges linearly within a certain range of step-size when the sensing matrix $A$ satisfies restricted isometry property (RIP) condition of $\delta_{2K}$, where $K$ is the sparsity of $x$. The theoretical analysis is extended to the adaptively iterative thresholding (AIT) algorithms, for which the convergence rate is also derived based on $\delta_{2K}$ of the sensing matrix. We further prove that, under the same conditions, the convergence rate of GAP is faster than that of AIT. Extensive simulation results confirm the theoretical assertions.
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I. INTRODUCTION

Consider the compressive sensing [1]–[4] problem

$$y = Ax + \epsilon,$$

(1)

where $A \in \mathbb{R}^{M \times N}$ is the sensing matrix and usually $M \ll N$; $x \in \mathbb{R}^N$ is a sparse signal with $K$ nonzero entries ($K$-sparse), and $\epsilon \in \mathbb{R}^M$ denotes the additive noise. Compressive sensing aims to find the sparsest solution of $x$. To solve this problem, extensive algorithms [5]–[8] have been proposed. Due to the foundational work of [1], [2], various algorithms [9]–[12] have been developed to solve the relaxed problem

$$\min_x \|Ax\|_1, \quad \text{subject to} \quad y = Ax + \epsilon,$$

(2)

where $\|x\|_1 = \sum_{n=1}^N |x_n|$ is the $\ell_1$-norm, i.e., the summation of absolute values of each entry in $x$.

The solution of (2) has been shown to be the sparsest solution [13], [14], if the sensing matrix $A$ satisfies the restricted isometry property (RIP) condition:

$$(1 - \delta_S)\|x\|_2^2 \leq \|Ax\|_2^2 \leq (1 + \delta_S)\|x\|_2^2,$$

(3)

where $A_S$ is a subset of $A$ constituted of $S$ columns from $A$, and $\delta_S \in (0, 1)$ is the RIP constant. Different conditions [2], [13], [15], [16] have been studied on the value of $\delta_S$ for the guaranteed recovery of the sparse signal $x$.

In this paper, we solve (2) via the generalized alternating projection (GAP) algorithm [17]. Specifically, we introduce the step-size parameter into GAP algorithm and propose the adaptively GAP algorithm. We prove in Section III that GAP converges linearly within a certain range of the step-size, rather than the fixed step-size as proved in [17]. Connection of GAP and the adaptively iterative thresholding (AIT) algorithms [9], [11], [18], [19] is presented in Section IV and the theoretical analysis is also extended to AIT. We compare the convergence rates of GAP and AIT under the same RIP condition of the sensing matrix in Section V. Extensive simulation results are provided in Section VI to verify the theoretical assertions.

II. THE GENERALIZED ALTERNATING PROJECTION ALGORITHM

The generalized alternating projection (GAP) algorithm, originally proposed in [17], has achieved excellent results in diverse compressive sensing systems in real world applications [20]–[36]. In the following, we first review the original GAP algorithm and then introduce the parameter of step-size into GAP.

A. Review the GAP algorithm in [17]

The original GAP proposed in [17] is developed to solve the weighted group $\ell_{2,1}$ problem. Here we simplify it to solve the $\ell_1$ problem in (2).

GAP solves the equivalent problem of (2):

$$\min_{x, R} \text{subject to} \quad \|x\|_1 \leq R \text{ and } Ax = y.$$  

(4)

where $R$ is the radius of the $\ell_1$-ball.

GAP solves (4) as a series of alternating projection problem:

$$(w_t, \theta_t) = \arg \min_{w, \theta} \frac{1}{2} \|w - \theta\|^2_2,$$

subject to $\|\theta\|_1 \leq R$, and $Aw = y$,  

(5)

which is equivalent to

$$(w_t, \theta_t) = \arg \min_{w, \theta} \frac{1}{2} \|w - \theta\|^2_2 + \lambda_t\|\theta\|_1,$$

subject to $Aw = y$.  

(6)

where $\lambda_t$ is the regularized parameter at $t$-th iteration with $t$ denoting the iteration of the algorithm; it is related to $R(t)$ in [5], please referring to [17] for details.

By assuming that $AA^\top$ is invertible, (6) is solved by alternating updating $w$ and $\theta$ in [17] as below

$$w_{t+1} = \theta_t + A^\top(AA^\top)^{-1}(y - A\theta_t),$$  

(7)

$$\theta_t = w_t \odot \max\left\{1 - \frac{\lambda_t}{|w_t|}, 0\right\},$$  

(8)

where $\odot$ is the element-wise product operator and $\lambda_t$ is the shrinkage threshold at $t$-th iteration.
B. Adaptively GAP via Parameterizing the Step-size

Rather than the GAP developed in [17], which is based on the fixed step-size ($\alpha = 1$), we introduce the step-size parameter $\alpha$ to [7], and then an adaptively GAP solver now becomes:

$$\begin{align*}
  w_{t+1} & = \theta_t + \alpha A^\top (AA^\top)^{-1}(y - A\theta_t), \\
  \theta_t & = w_t \odot \max \left\{ 1 - \frac{\lambda_t}{|w_t|}, 0 \right\}.
\end{align*}$$

(9) (10)

In this work, we consider $\lambda_t$ selected as follows:

$$\begin{align*}
  \lambda_t & = \tilde{w}_{t,m^*+1}, \\
  \tilde{w}_t & = \text{sort}(|w_t|), \text{`descend'},
\end{align*}$$

(11) (12)

where $\tilde{w}_{t,m^*+1}$ denotes the $(m^* + 1)$-th entry of $\tilde{w}_t$, which sorts the absolute value of $w_t$ from large to small. We need

$$m^* \geq K.$$  (13)

Similar selection of $m^*$ can also be found in the literature for AIT algorithms; for example, $m^* = K$ is used in [18]. According to [15], let $x^*$ be a $K$-sparse solution of the equation $y = Ax$, if the sensing matrix $A$ satisfies the RIP

$$0 < \delta_{2K} < 1,$$  (14)

then $x^*$ is the unique sparsest solution. In our work, GAP provides a series of $\{\theta_t\}_{t=1}^\infty$ with $m^*$-sparse, and we assume

$$0 < \delta_{K+m^*} < 1.$$  (15)

Since $m^* \geq K$, requirement [15] implies that $0 < \delta_{2K} < 1$ is always satisfied in our case. Without confusion, we use both $\delta$ and $\delta_{K+m^*}$ in the following derivation ($\delta = \delta_{K+m^*}$). We prove the convergence of GAP based on $\delta_{K+m^*}$ in Section III and this proof is extended to AIT in Section IV Comparison of the convergence between GAP and AIT is presented in Section V.

III. CONVERGENCE OF THE ADAPTIVELY GAP

Let us start the derivation from [9]

$$\begin{align*}
  w_{t+1} & = \theta_t + \alpha A^\top (AA^\top)^{-1}(y - A\theta_t), \\
  \theta_t & = w_t \odot \max \left\{ 1 - \frac{\lambda_t}{|w_t|}, 0 \right\}.
\end{align*}$$

(16)

and recall that $x^*$ is the true $K$-sparse solution

$$y = Ax^* + \epsilon.$$  (17)

We have

$$w_{t+1} - x^* = \theta_t - x^* + \alpha A^\top (AA^\top)^{-1}(y - A\theta_t)$$

$$= \theta_t - x^* + \alpha A^\top (AA^\top)^{-1}(Ax^* + \epsilon - A\theta_t)$$

$$= \theta_t - x^* + \alpha A^\top (AA^\top)^{-1}A(\theta_t - x^*)$$

$$+ \alpha A^\top (AA^\top)^{-1}\epsilon.$$  (18)

A. Noisese Case

Firstly consider the noiseless case, i.e., $\epsilon = 0$. (18) becomes

$$w_{t+1} - x^* = \theta_t - x^* - \alpha A^\top (AA^\top)^{-1}A(\theta_t - x^*)$$  (19)

Taking the $\ell_2$-norm on both sides, we have

$$\begin{align*}
  \|w_{t+1} - x^*\|_2^2 & = \|\theta_t - x^*\|_2^2 \\
  & + (\alpha^2 - 2\alpha)\|A^\top (AA^\top)^{-1}A(\theta_t - x^*)\|_2^2.
\end{align*}$$  (20)

Now taking account of $AA^\top$ being invertible,

$$\begin{align*}
  AA^\top & \overset{\text{def}}{=} UU^\top, \\
  A & = \begin{pmatrix} e_1, \ldots, e_M \end{pmatrix} \\
  \Lambda & = \begin{pmatrix} \frac{1}{\sqrt{\epsilon_1}}, \ldots, \frac{1}{\sqrt{\epsilon_M}} \end{pmatrix}.
\end{align*}$$

(21) (22) (23) (24)

Equation (20) becomes:

$$\|w_{t+1} - x^*\|_2^2 = \|\theta_t - x^*\|_2^2 + (\alpha^2 - 2\alpha)\|A^{-\frac{1}{2}} U^\top A(\theta_t - x^*)\|_2^2.$$  (25)

Introduce the following Lemma:

Lemma 1 If $A$ satisfies RIP [3], $UA$ also satisfies RIP if $U$ is an orthonormal matrix ($UU^\top = I$).

Proof:

$$\begin{align*}
  \|UA_Sx\|_2^2 & = x^\top A_S^\top U^\top UA_Sx = x^\top A_S^\top A_Sx = \|A_Sx\|_2^2.
\end{align*}$$

Since

$$\begin{align*}
  (1 - \delta)\|x\|_2^2 & \leq \|A_Sx\|_2^2 \leq (1 + \delta)\|x\|_2^2,
\end{align*}$$

we have

$$\begin{align*}
  (1 - \delta)\|x\|_2^2 & \leq \|UA_Sx\|_2^2 \leq (1 + \delta)\|x\|_2^2.
\end{align*}$$

(26)

Recall (23) and using RIP

$$\begin{align*}
  \|A^{-\frac{1}{2}} U^\top A(\theta_t - x^*)\|_2^2 & \geq \frac{1}{\epsilon_{\text{max}}} \|U^\top A(\theta_t - x^*)\|_2^2 \\
  & \geq \frac{(1 - \delta)}{\epsilon_{\text{max}}} \|\theta_t - x^*\|_2^2,
\end{align*}$$

(27)

where the RIP is based on the non-zero entries of $(\theta_t - x^*)$. Since we have imposed in [10][11] that $\theta_t$ has at most $m^*$ nonzero entries, $(\theta_t - x^*)$ has at most $(m^* + K)$ nonzero elements. Thereby $\delta = \delta_{m^*+K}$ as mentioned in Section II.

Considering $\alpha \in (0, 2)$, we have $\alpha^2 - 2\alpha < 0$, and from (25) and (27),

$$\|w_{t+1} - x^*\|_2^2 \leq \left[ 1 + \frac{\alpha^2 - 2\alpha(1 - \delta)}{\epsilon_{\text{max}}} \right] \|\theta_t - x^*\|_2^2.$$  (28)

Note that when $A$ is fixed, $\epsilon_{\text{max}}$ is fixed and $\delta$ is also fixed given $K$ and $m^*$. If we can find the relationship between $\|\theta_t - x^*\|_2^2$ and $\|w_t - x^*\|_2^2$, we have the convergence condition of GAP. In order to do so, we first introduce the following lemma:
Lemma 2  For any \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^N \),
\[
\|\mathbf{x} + \mathbf{y}\|_2^2 \leq 2(\|\mathbf{x}\|_2^2 + \|\mathbf{y}\|_2^2).
\] (29)

Proof can be found in [18] and thus omitted here.

We further define the following sets:

Definition 1
\[
\mathcal{I}_+ : \forall i, \text{ that } |x_i^*| > 0,
\] (30)
where \( x_i^* \) denotes the \( i \)-th entry of \( \mathbf{x}^* \).

Definition 2
\[
\mathcal{J}_{+}^{(t)} : \forall i, \text{ that } |\theta_{t,i}| > 0,
\] (31)
where \( \theta_{t,i} \) denotes the \( i \)-th entry of \( \theta_t \).

With these definitions:
\[
\|\theta_t - \mathbf{x}^*\|_2^2 = \|\theta_{t, \mathcal{J}_{+}^{(t)}} - \mathbf{x}_{\mathcal{J}_{+}^{(t)}}^*\|_2^2 + \|\mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} + \mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} - \mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}^*\|_2^2
\] (32)
where \( \theta_{t, \mathcal{J}_{+}^{(t)}} \) denotes all the entries of \( \theta_t \) in the set \( \mathcal{J}_{+}^{(t)} \) (similarly for \( \mathbf{x}_{\mathcal{J}_{+}^{(t)}}^* \) and \( \mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}^* \) denotes the entries of \( \mathbf{x}_t \) in \( \mathcal{I}_+ \) but not in \( \mathcal{J}_{+}^{(t)} \). From (32) and using Lemma 2, we have
\[
\|\theta_t - \mathbf{x}^*\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 + 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} - \mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}^*\|_2^2
\] (33)
where \( \mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} \) is the projection of \( \mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} \) onto \( \mathcal{J}_{+}^{(t)} \).

Separately consider the three terms on the right-hand side of (33):

1) The first term:
\[
2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_t - \mathbf{x}_t^*\|_2^2.
\] (35)

2) The second term:
\[
2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} - \mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}^*\|_2^2 \leq 2m^2\lambda_t^2.
\] (36)
where \( \lambda_t \) is defined in (37).

This can be proved by considering the following two cases:

(i) \( \mathcal{I}_+ \subseteq \mathcal{J}_{+}^{(t)} \):
\[
\lambda_t = \max_{i \in \mathcal{J}_{+}^{(t)}} |w_{t,i} - x_i^*|.
\] (39)

(ii) \( \mathcal{I}_+ \not\subseteq \mathcal{J}_{+}^{(t)} \): since we only consider entries in \( \mathcal{J}_{+}^{(t)} \), there exists \( i_0 \in \mathcal{J}_{+}^{(t)} \) but \( i_0 \not\in \mathcal{I}_+ \),
\[
\lambda_t = \max_{i \in \mathcal{J}_{+}^{(t)}} |w_{t,i} - x_i^*|.
\] (40)

Following this, based on (37),
\[
2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}} - \mathbf{x}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}^*\|_2^2 \leq 2m^2\|\mathbf{w}_t - \mathbf{x}_t^*\|_2^2.
\] (41)

3) The third term:
\[
2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2.
\] (42)
\[
\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2
\] (43)
where \( \|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \) denotes the number of elements in the set \( \mathcal{I}_+ \setminus \mathcal{J}_{+}^{(t)} \), and because \( m^* \geq K \), we have
\[
|\mathcal{I}_+ \setminus \mathcal{J}_{+}^{(t)}| \leq |\mathcal{I}_+| - |\mathcal{J}_{+}^{(t)}|.
\] (44)

This can be obtained from the following derivation:
Considering there are \( m_0 \) elements in \( \mathcal{J}_{+}^{(t)} \cap \mathcal{I}_+ \) with \( m_0 \leq K \), then \( |\mathcal{I}_+ \setminus \mathcal{J}_{+}^{(t)}| = K - m_0 \), \( |\mathcal{J}_{+}^{(t)}| = m^* - m_0 \), since \( m^* \geq K, m^* - m_0 \geq K - m_0 \).

[43] now becomes:
\[
2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2
\] (45)
\[
\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2
\] (46)
\[
\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\min_{i \in \mathcal{J}_{+}^{(t)}} |w_{t,i}|^2.
\] (47)
\[
\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2 \leq 2\|\mathbf{w}_{\mathcal{I}_{+} \setminus \mathcal{J}_{+}^{(t)}}\|_2^2
\] (48)
where \( \{i\} \) is from the selection of \( \lambda_i \) in (11), i.e., \( \lambda_i \leq \min_{i \in \mathcal{J}_{+}^{(t)}} |w_{t,i}|. \)

Plugging the above three items, i.e., (35), (41) and (48) into (34), we have
\[
\|\theta_t - \mathbf{x}^*\|_2^2 \leq 2\|\mathbf{w}_t - \mathbf{x}_t^*\|_2^2.
\] (49)

Combing (49) and (28), we have
\[
\|\mathbf{w}_{t+1} - \mathbf{x}_t^*\|_2^2 \leq \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e_{\max}} \right] \|\theta_t - \mathbf{x}_t^*\|_2^2
\] (50)
\[
\leq (4 + 2m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e_{\max}} \right] \|\mathbf{w}_t - \mathbf{x}_t^*\|_2^2,
\] (51)
where we have imposed \( \alpha \in (0, 2) \). We further impose
\[
(4 + 2m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e_{\max}} \right] < 1,
\] (52)
which is
\[
\left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e_{\max}} \right] < \frac{1}{4 + 2m^*}.
\] (53)
Following this, we have
\[
|\alpha - 1| < \sqrt{1 - \frac{e_{\max}(3 + 2m^*)}{(1 - \delta)(4 + 2m^*)}},
\] (54)
which is
\[ 1 - \sqrt{1 - \frac{e^{\max} (3 + 2m^*)}{(1 - \delta)(4 + 2m^*)}} < \alpha \]
\[ < 1 + \sqrt{1 - \frac{e^{\max} (3 + 2m^*)}{(1 - \delta)(4 + 2m^*)}}, \tag{55} \]

In order to show the existence of \( \alpha \), we need
\[ 1 - \frac{e^{\max} (3 + 2m^*)}{(1 - \delta)(4 + 2m^*)} > 0. \tag{56} \]
This requires
\[ 0 < \delta < 1 - \frac{e^{\max} (3 + 2m^*)}{(4 + 2m^*)}, \tag{57} \]
assuming \( e^{\max} < \frac{(2m^*+4)}{(2m^*+3)} \).

The above derivation leads the following theorem:

**Theorem 1** Let \( \{w_t\}_{t=1}^{\infty} \) be a sequence generated by the GAP algorithm presented in Section [II] for \( y = Ax \), with \( x^* \) being K-sparse signal satisfying \( y = Ax^* \). Assume that the sensing matrix \( A \) satisfies the RIP
\[ 0 < \delta_{m^*+K} < 1 - \frac{(2m^*+3)}{(2m^*+4)}, \tag{58} \]

where

- \( m^* \geq K \) is the sparsity of \( \{\theta_t\}_{t=1}^{\infty} \) generated by GAP;
- \( e^{\max} \) is maximum eigenvalue of \( AA^T \) with \( e^{\max} < \frac{(2m^*+4)}{(2m^*+3)} \);

and the step size \( \alpha \)
\[ 1 - \sqrt{1 - \frac{e^{\max} (3 + 2m^*)}{(1 - \delta)(4 + 2m^*)}} < \alpha < 1 + \sqrt{1 - \frac{e^{\max} (3 + 2m^*)}{(1 - \delta)(4 + 2m^*)}}, \]
then
\[ \|w_t - x^*\|_2^2 \leq \gamma_t^2 \|w_0 - x^*\|_2^2, \tag{59} \]

where
\[ \gamma_t = (4 + 2m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e^{\max}} \right] < 1, \tag{60} \]
and \( \delta = \delta_{m^*+K} \). \( \{w_t\} \) converges to the true signal \( x^* \).

**B. Noisy Case**

Recall
\[ w_{t+1} - x^* = \theta_t - x^* - \alpha A^T (AA^T)^{-1} A (\theta_t - x^*) + \alpha A^T (AA^T)^{-1} e. \tag{61} \]
Taking \( \ell_2 \)-norm on both sides and using Lemma [2]
\[ \|w_{t+1} - x^*\|_2^2 \leq 2 \|\theta_t - x^*\|_2^2 + 2(\alpha^2 - 2\alpha)\|A^{-\frac{1}{2}}UA(\theta_t - x^*)\|_2^2 + 2\alpha^2\|A^T (AA^T)^{-1} e\|_2^2, \tag{62} \]

Following the derivation in Section [III-A] by multiplying a factor of 2, we have
\[ \|w_{t+1} - x^*\|_2^2 \leq 2 \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e^{\max}} \right] \|\theta_t - x^*\|_2^2 + 2\alpha^2\|A^T (AA^T)^{-1} e\|_2^2 \tag{63} \]
\[ + 2(\alpha^2 - 2\alpha)\|A^{-\frac{1}{2}}UA(\theta_t - x^*)\|_2^2 \]
\[ \leq (8 + 4m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e^{\max}} \right] \times \|\theta_t - x^*\|_2^2 + 2\alpha^2\|A^{-\frac{1}{2}}UA^T e\|_2^2 \tag{64} \]
\[ \leq (8 + 4m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e^{\max}} \right] \times \|\theta_t - x^*\|_2^2 + 2\alpha^2\|e\|_2^2. \tag{65} \]

For convergence, we need
\[ (8 + 4m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e^{\max}} \right] < 1. \tag{66} \]
This is
\[ 1 - \sqrt{1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)}} < \alpha \]
\[ < 1 + \sqrt{1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)}}, \tag{67} \]

In order to prove that there exists \( \alpha \), we need
\[ 1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)} > 0, \tag{68} \]
which leads to
\[ \delta < 1 - \frac{4m^* + 7}{4m^* + 8} e^{\max}. \tag{69} \]

The reconstruction error is bounded by the noise term
\[ \frac{2\alpha^2}{e^{\min}} \|e\|_2^2 \leq 2 \left[ 1 + \frac{1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)}}{e^{\min}} \right]^2 \|e\|_2^2. \tag{70} \]

The above derivation leads to the following theorem in the noisy case:

**Theorem 2** Let \( \{w_t\}_{t=1}^{\infty} \) be a sequence generated by the algorithm presented in Section [II] for \( y = Ax + \epsilon \), with \( x^* \) being K-sparse signal satisfying \( y = Ax^* \). Assume that the sensing matrix \( A \) satisfies the RIP
\[ 0 < \delta_{m^*+K} < 1 - \frac{4m^* + 7}{4m^* + 8}, \tag{71} \]

where

- \( m^* \geq K \) is the sparsity of \( \{\theta_t\}_{t=1}^{\infty} \) generated by GAP in Section [II];
- \( e^{\max} \) is maximum eigenvalue of \( AA^T \) and \( e^{\max} < \frac{(4m^*+8)}{(4m^*+7)} \);

and the step size \( \alpha \)
\[ 1 - \sqrt{1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)}} < \alpha < 1 + \sqrt{1 - \frac{e^{\max}(7 + 4m^*)}{(1 - \delta)(8 + 4m^*)}}, \]
then
\[ \|w_t - x^*\|_2^2 \leq \gamma_t^2 \|w_0 - x^*\|_2^2 + \frac{2\alpha^2}{e^{\min}} \|e\|_2^2, \tag{72} \]
where
\[\gamma_2 = (8 + 4m^*) \left[ 1 + \frac{(\alpha^2 - 2\alpha)(1 - \delta)}{e_{\text{max}}} \right] < 1, \quad (73)\]
and \(e_{\text{min}}\) is the minimum eigenvalue of \(\mathbf{A}^\top \mathbf{A}\). \(\{\mathbf{w}_t\}\) converges to the true signal \(\mathbf{x}^*\) until reaching some error bound.

It can be observed that both \(\delta\) and \(\alpha\) have a tighter bound than theirs in the noiseless case as well as \(e_{\text{max}}\).

C. Noise Estimation

In the noisy case,
\[\mathbf{w}_{t+1} = \mathbf{t}_t - \alpha \mathbf{A}^\top (\mathbf{A} \mathbf{A}^\top)^{-1} \mathbf{A} \mathbf{t}_t - \mathbf{x}^* + \mathbf{w}_{t+1} + \alpha \mathbf{A}^\top (\mathbf{A} \mathbf{A}^\top)^{-1} \mathbf{e}. \quad (74)\]
Left-multiplying \(\mathbf{A}\) on both sides of \(\mathbf{t}_t\) and the noise can thus be estimated via
\[\hat{\mathbf{e}} = \frac{\mathbf{A} \mathbf{w}_{t+1} - \mathbf{t}_t}{\alpha}. \quad (76)\]

IV. Relation to Adaptively Iterative Thresholding Algorithms

When the \((\mathbf{A} \mathbf{A}^\top)^{-1}\) is not used in \(\ell_2\), GAP will degrade to the adaptively iterative thresholding (AIT) algorithm as investigated in \[9, 11, 13, 19\]. The updating equations become
\[\mathbf{w}_{t+1} = \mathbf{t}_t + \alpha \mathbf{A}^\top (\mathbf{y} - \mathbf{A} \mathbf{t}_t)T, \quad (77)\]
\[\mathbf{t}_t = \mathbf{w}_t \odot \max \left\{ 1 - \frac{\lambda_1}{|\mathbf{w}_t|}, 0 \right\}. \quad (78)\]

Note that the RIP condition derived in \[18\] is based on \(\delta_{3K+1}\) while in our paper, we derive the RIP condition for AIT and GAP based on \(\delta_{m^*+K}\). When \(m^* = K\), our condition is based on \(\delta_{3K}\), thus looser than the conditions in \[18\]. We extend our RIP condition developed for GAP to AIT based on \(\delta_{m^*+K}\) below.

A. Noiseless Case

Following the derivation in Section III-A, we have
\[\mathbf{w}_{t+1} - \mathbf{x}^* = \mathbf{t}_t - \mathbf{x}^* + \alpha \mathbf{A}^\top (\mathbf{y} - \mathbf{A} \mathbf{t}_t) \]
\[= \mathbf{t}_t - \mathbf{x}^* + \alpha \mathbf{A}^\top (\mathbf{Ax}^* - \mathbf{A} \mathbf{t}_t) \]
\[= \mathbf{t}_t - \mathbf{x}^* - \alpha \mathbf{A}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*). \quad (79)\]
Taking \(\ell_2\)-norm on both sides, we have
\[\|\mathbf{w}_{t+1} - \mathbf{x}^*\|^2 = \|\mathbf{t}_t - \mathbf{x}^*\|^2 + \alpha^2 \|\mathbf{A}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*)\|^2 - 2\alpha \|\mathbf{A} (\mathbf{t}_t - \mathbf{x}^*)\|_2. \quad (80)\]

Let us introduce the following lemma:

**Lemma 3** The non-zero eigenvalues of \(\mathbf{AA}^\top\) and \(\mathbf{A}^\top \mathbf{A}\) are same.

**Proof:** The singular value decomposition of \(\mathbf{A}\) gives:
\[\mathbf{A} = \mathbf{P} \Sigma \mathbf{Q}^\top, \quad (81)\]

with \(\mathbf{P} \in \mathbb{R}^{M \times M}, \Sigma \in \mathbb{R}^{M \times N}\) and \(\mathbf{Q} \in \mathbb{R}^{N \times N}\). Following this:
\[\mathbf{AA}^\top = \mathbf{P} (\Sigma \Sigma^\top) \mathbf{P}^\top, \quad (82)\]
\[\mathbf{A}^\top \mathbf{A} = \mathbf{Q} (\Sigma^\top \Sigma) \mathbf{Q}^\top. \quad (83)\]

Therefore, the eigenvalues of \(\mathbf{AA}^\top\) and \(\mathbf{A}^\top \mathbf{A}\) are the same.

Recall that \(e_{\text{max}}\) is the maximum eigenvalue of \(\mathbf{AA}^\top\) (thus \(\mathbf{A}^\top \mathbf{A}\)), from \(\mathbf{(80)}\) we have
\[\|\mathbf{w}_{t+1} - \mathbf{x}^*\|^2 \leq \left[ 1 + \alpha^2 (e_{\text{max}}^2 - 2\alpha (1 - \delta)) \right] \|\mathbf{t}_t - \mathbf{x}^*\|^2. \quad (84)\]

Integrating with \(\mathbf{(49)}\), we have
\[\|\mathbf{w}_{t+1} - \mathbf{x}^*\|^2 \leq \left[ 1 + \alpha^2 (e_{\text{max}}^2 - 2\alpha (1 - \delta)) \right] (4 + 2m^*) \times \|\mathbf{w}_t - \mathbf{x}^*\|^2. \quad (85)\]

On the other hand, recall \(\mathbf{(21)}\),
\[\|\mathbf{A}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*)\|^2 = \|\mathbf{t}_t - \mathbf{x}^*\|^2 \mathbf{A}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*) \]
\[= \|\mathbf{A}^\top \mathbf{U}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*)\|^2 \leq e_{\text{max}}^2 \|\mathbf{U}^\top \mathbf{A} (\mathbf{t}_t - \mathbf{x}^*)\|^2 \leq e_{\text{max}}^2 \|\mathbf{t}_t - \mathbf{x}^*\|^2. \quad (86)\]

Combining with \(\mathbf{(49)}\), we have
\[\|\mathbf{w}_{t+1} - \mathbf{x}^*\|^2 \leq \left[ 1 + \alpha^2 (e_{\text{max}}^2 - 2\alpha (1 - \delta)) \right] (4 + 2m^*) \times \|\mathbf{w}_t - \mathbf{x}^*\|^2. \quad (87)\]

Along with \(\mathbf{(85)}\), for convergence, we need either
\[\left[ 1 + \alpha^2 (e_{\text{max}}^2 - 2\alpha (1 - \delta)) \right] (4 + 2m^*) < 1, \quad (90)\]

or
\[\left[ 1 + \alpha^2 (e_{\text{max}}^2 - 2\alpha (1 - \delta)) \right] (4 + 2m^*) < 1. \quad (91)\]

Separately, consider these two cases:

a) Equation \(\mathbf{(90)}\) can be simplified to
\[\left( \alpha - \frac{(1 - \delta)}{e_{\text{max}}} \right)^2 < \frac{(2m^* + 4)(1 - \delta)^2 - (2m^* + 3)(e_{\text{max}}^2)}{(2m^* + 1)(e_{\text{max}})^2}. \quad (92)\]

Following this
\[1 - \frac{\delta}{e_{\text{max}}} \left[ 1 - \sqrt{\frac{(2m^* + 3)(e_{\text{max}}^2)}{(2m^* + 1)(1 - \delta)^2}} \right] < \alpha \]
\[< \frac{1 - \delta}{e_{\text{max}}} \left[ 1 + \sqrt{\frac{(2m^* + 3)(e_{\text{max}}^2)}{(2m^* + 1)(1 - \delta)^2}} \right], \quad (93)\]

and we need
\[1 - \frac{(2m^* + 3)(e_{\text{max}}^2)}{(2m^* + 1)(1 - \delta)^2} > 0, \quad (94)\]

which is
\[0 < \delta < 1 - e_{\text{max}} \frac{\sqrt{2m^* + 3}}{\sqrt{2m^* + 4}}. \quad (94)\]

where we assume \(e_{\text{max}}^2 < \frac{\sqrt{2m^* + 3}}{\sqrt{2m^* + 4}}\).
b) Equation (91) can be simplified to
\[
\left( \frac{1 - \delta}{e^{\max}(1 + \delta)} \right)^2 < \frac{(2m^* + 4)(1 - \delta)^2 - (2m^* + 3)(1 + \delta)e^{\max}}{(4 + 2m^*)(e^{\max})^2(1 + \delta)^2}. \tag{95}
\]
Following this
\[
\frac{(1 - \delta)}{e^{\max}(1 + \delta)} \left[ 1 - \sqrt{1 - \frac{(2m^* + 3)(1 + \delta)e^{\max}}{(2m^* + 4)(1 - \delta)^2}} \right] < \alpha
\]
and we need
\[
1 - \frac{(2m^* + 3)(1 + \delta)e^{\max}}{(2m^* + 4)(1 - \delta)^2} > 0, \tag{96}
\]
which is
\[
0 < \delta < \frac{2 + c_2e^{\max} - \sqrt{c_2^2(e^{\max})^2 + 8c_2e^{\max}}}{2}, \tag{98}
\]
\[
c_2 = \frac{2m^* + 3}{2m^* + 4}. \tag{99}
\]
For (98), we need
\[
0 < \frac{2 + c_2e^{\max} - \sqrt{c_2^2(e^{\max})^2 + 8c_2e^{\max}}}{2} < 1, \tag{100}
\]
which is
\[
e^{\max} < \frac{1}{c_2} = \frac{2m^* + 4}{2m^* + 3}. \tag{101}
\]
In this case, we only consider \(e^{\max} > (1 + \delta)\) (otherwise, please refer to case a), together with (101),
\[
0 < \delta < \frac{1}{2m^* + 3}. \tag{102}
\]
The above derivation leads to the following theorem for \(\text{AIT in the noiseless case:}
\]

**Theorem 3** Let \(\{w_t\}_{t=1}^\infty\) be a sequence generated by the \(\text{AIT presented in (77)-(78)}\) for \(y = Ax\), with \(x^*\) being \(K\)-sparse signal satisfying \(y = Ax^*\). Let \(e^{\max}\) be maximum eigenvalue of \(AA^\top\). \(m^* \geq K\) is the sparsity of \(\{\theta_t\}\) generated by (78).

If the sensing matrix \(A\) satisfies the RIP
\[
0 < \delta_{m^*+K} < 1 - e^{\max} \frac{\sqrt{2m^* + 3}}{\sqrt{2m^* + 4}}, \tag{103}
\]
with \(e^{\max} < \frac{\sqrt{2m^* + 3}}{\sqrt{2m^* + 4}}\) and the step size \(\alpha\)
\[
\left( \frac{1 - \delta}{e^{\max}} \right)^2 \left[ 1 - \sqrt{1 - \frac{(2m^* + 3)(e^{\max})^2}{(2m^* + 4)(1 - \delta)^2}} \right] < \alpha
\]
\[
< \left( \frac{1 - \delta}{e^{\max}} \right)^2 \left[ 1 + \sqrt{1 - \frac{(2m^* + 3)(e^{\max})^2}{(2m^* + 4)(1 - \delta)^2}} \right], \tag{104}
\]
or \(A\) satisfies the RIP
\[
0 < \delta_{m^*+K} < \frac{1}{2m^* + 3}, \tag{105}
\]
and the step size \(\alpha\)
\[
\frac{(1 - \delta)}{e^{\max}(1 + \delta)} \left[ 1 - \sqrt{1 - \frac{(2m^* + 3)(1 + \delta)e^{\max}}{(2m^* + 4)(1 - \delta)^2}} \right] < \alpha
\]
\[
< \frac{(1 - \delta)}{e^{\max}(1 + \delta)} \left[ 1 + \sqrt{1 - \frac{(2m^* + 3)(1 + \delta)e^{\max}}{(2m^* + 4)(1 - \delta)^2}} \right], \tag{106}
\]
with \(e^{\max} < \frac{2m^* + 4}{2m^* + 3}\), then
\[
\|w_t - x^*\|_2 \leq \gamma_{\text{no}} \|w_0 - x^*\|_2, \tag{107}
\]
where
\[
\gamma_{\text{no}} = \gamma_3 = \left[ 1 + \alpha^2(e^{\max})^2 - 2\alpha(1 - \delta) \right] (4 + 2m^*) < 1, \tag{108}
\]
if (103)-(104) are satisfied, and
\[
\gamma_{\text{no}} = \gamma_4 = \left[ 1 + \alpha^2 e^{\max}(1 + \delta) - 2\alpha(1 - \delta) \right] (4 + 2m^*) < 1, \tag{109}
\]
if (105)-(106) are satisfied with \(\delta = \delta_{m^*+K}\). \(\{w_t\}\) converges to the true signal \(x^*\).

Note that the bounds of RIP-\(\delta\) in (105) is looser than those in (103).

**B. Noisy Case**

In the noisy case,
\[
w_{t+1} - x^* = \theta_t - x^* - \alpha A^\top A(\theta_t - x^*) + \alpha A^\top \epsilon. \tag{110}
\]

Taking \(\ell_2\)-norm on both sides and using Lemma 2
\[
\|w_{t+1} - x^*\|_2^2 \leq 2\|\theta_t - x^*\|_2^2 + 2\alpha^2\|A^\top A(\theta_t - x^*)\|_2^2
\]
\[
- 4\alpha\|A(\theta_t - x^*)\|_2^2 + 2\alpha^2\|A^\top \epsilon\|_2^2, \tag{111}
\]
For the noise term, using (21)
\[
2\alpha^2\|A^\top \epsilon\|_2^2 = 2\alpha^2 \epsilon^\top AA^\top \epsilon = 2\alpha^2 \epsilon^\top UU^\top \epsilon
\]
\[
= 2\alpha^2\|A^\top \epsilon\|_2^2 \leq 2\alpha^2 e^{\max}\|U\epsilon\|_2^2 = 2\alpha^2 e^{\max}\|\epsilon\|_2^2. \tag{112}
\]
Without listing all the details, we provide the convergence of \(\text{AIT under the noisy case:}
\]

**Theorem 4** Let \(\{w_t\}_{t=1}^\infty\) be a sequence generated by the \(\text{AIT presented in (77)-(78)}\) for \(y = Ax + \epsilon\), with \(x^*\) being \(K\)-sparse signal satisfying \(y = Ax^*\). Let \(e^{\max}\) be maximum eigenvalue of \(AA^\top\). \(m^* \geq K\) is the sparsity of \(\{\theta_t\}\) generated by (78).

If the sensing matrix \(A\) satisfies the RIP
\[
0 < \delta_{m^*+K} < 1 - e^{\max} \frac{\sqrt{4m^* + 7}}{\sqrt{4m^* + 8}}, \tag{115}
\]
with \(e^{\max} < \frac{\sqrt{4m^* + 7}}{\sqrt{4m^* + 8}}\) and the step size \(\alpha\)
\[
\left( \frac{1 - \delta}{e^{\max}} \right)^2 \left[ 1 - \sqrt{1 - \frac{(4m^* + 7)(e^{\max})^2}{(4m^* + 8)(1 - \delta)^2}} \right] < \alpha
\]
\[
< \left( \frac{1 - \delta}{e^{\max}} \right)^2 \left[ 1 + \sqrt{1 - \frac{(4m^* + 7)(e^{\max})^2}{(4m^* + 8)(1 - \delta)^2}} \right], \tag{116}
\]
or the sensing matrix $A$ satisfies the RIP

$$0 < \delta_{m^*+K} < \frac{1}{4m^* + 7}, \tag{117}$$

and the step size $\alpha$

$$\frac{(1 - \delta)}{e^{max}(1 + \delta)} \left[ 1 - \sqrt{1 - \frac{(4m^* + 7)(1 + \delta)e^{max}}{(4m^* + 8)(1 - \delta)^2}} \right] < \alpha \tag{118}$$

with $e^{max} < \frac{4m^* + 8}{4m^* + 7}$, then

$$\|w_t - x^*\|^2_2 \leq \gamma_n \|w_0 - x^*\|^2_2 + 2\alpha^2 e^{max} \|\epsilon\|^2_2, \tag{119}$$

where

$$\gamma_n = \gamma_5 = \left[ 1 + \alpha^2 (e^{max})^2 - 2\alpha (1 - \delta) \right] (8 + 4m^*) < 1, \tag{120}$$

if (115) -(116) are satisfied, and

$$\gamma_n = \gamma_4 = \left[ 1 + \alpha^2 e^{max} (1 + \delta) - 2\alpha (1 - \delta) \right] (8 + 4m^*) < 1, \tag{121}$$

if (117) -(118) are satisfied, with $\delta = \delta_{m^*+K}$.  \{w_t\} converges to the true signal $x^*$ until reaching some error bound.

C. Relation to the Results in [18]

Wang et al. [18] derived the RIP condition of AIT based on $\delta_{3K+1}$ and the condition is

$$0 < \delta_{3K+1} < \frac{1}{\sqrt{2K}+4} \tag{122}$$

Our results, by contrast, are based on $\delta_{m^*+K}$, with conditions in (103) or (105). When $m^* = K$, our results are based on $\delta_{2K}$.

Our results in (108) and (109) imply that the step-size $\alpha$ that leads to the fastest convergence of AIT is not always at $\alpha = 1$, which is obtained in [18]. In our case, the optimal step-sizes that lead to fastest convergence of AIT depend on the RIP condition (and/or the maximum eigenvalue) of the sensing matrix. On the other hand, our convergence results require conditions on the eigenvalues of sensing matrix as well as their relationship with RIP, while the results in [18] only require the RIP. In addition, the convergence rate investigated in our paper is for \{w_t\}, while the results in [18] are derived for \{\theta_t\}.

Regarding the computational cost, if $A^T(AA^T)^{-1}$ is pre-computed and saved, the computational workload for GAP is the same as AIT, i.e., $O(MN)$ [18]. For the comparison of AIT with other algorithms, please refer to [18]. On the other hand, in a lot of real compressive imaging systems, $AA^T$ is a diagonal matrix [21], [27], [31]. For example, $AA^T = I$ if the permuted Hadamard matrix is used in the single-pixel camera [37] and the lensless compressive camera [32], [38].

1Since $AA^T$ is usually a sparse matrix, there are sparse LU or Cholesky factorization for $AA^T$, and therefore, if the factorization is pre-computed and stored, $A^T(AA^T)^{-1}v$ can be easily computed in each iteration, with $v$ denoting a vector.

[39] In the coded aperture compressive hyperspectral imaging [27], [40] and video compressive imaging systems [21], [31]. $AA^T$ is a diagonal matrix and thus very easy to compute the inverse.

V. CONVERGENCE RATE COMPARISON BETWEEN GAP AND AIT

We now compare the convergence rates of GAP and AIT. In all the above theorems, each one has a convergence rate $\{\gamma_i\}_{i=1}^6$. Since $0 < \gamma_i < 1$, a smaller $\gamma_i$ will lead to faster convergence. In the following, we compare $\gamma_i$ at different cases. For each case, there is one smallest $\gamma_i^*$ that leads to fastest convergence, i.e., $\gamma_i^*$ is chosen to be the minimum of the $\gamma_i$ in the error bound.

- For GAP, $\alpha = 1$ leads to the smallest $\{\gamma_i\}_{i=1}^6$

$$\begin{align*}
\gamma_1^* & = 1/2 \tag{123} \\
\gamma_2^* & = (4m^* + 8)[e^{max}(1 - \delta)]/e^{max} \tag{124}
\end{align*}$$

- For AIT, we have different values below:

$$\begin{align*}
\gamma_3^* & = (2m^* + 4)[(e^{max})^2 - (1 - \delta)^2]/(e^{max})^2 \tag{125} \\
\gamma_4^* & = (2m^* + 4)[e^{max}(1 + \delta) - (1 - \delta)^2]/e^{max}(1 + \delta) \tag{126} \\
\gamma_5^* & = (4m^* + 8)[e^{max}(1 + \delta) - (1 - \delta)^2]/e^{max}(1 + \delta) \tag{127} \\
\gamma_6^* & = (4m^* + 8)[e^{max}(1 + \delta) - (1 - \delta)^2]/e^{max}(1 + \delta) \tag{128}
\end{align*}$$

We now compare GAP and AIT under the fastest convergence. Since $\delta \in (0,1)$, and it is easy\(^2\) to show that $e^{max} > (1 - \delta)$,

$$\begin{align*}
(1 - \delta)^2 < (1 - \delta)e^{max} & \Rightarrow \frac{(e^{max})^2 - e^{max}(1 - \delta)}{(e^{max})^2} < \frac{(e^{max})^2 - (1 - \delta)^2}{(e^{max})^2}, \tag{129} \\
(1 - \delta)^2 < (1 - \delta)(1 + \delta) & \Rightarrow \frac{(e^{max})(1 + \delta) - (1 + \delta)(1 - \delta)}{(e^{max})(1 + \delta)} < \frac{(e^{max})(1 + \delta) - (1 - \delta)^2}{e^{max}(1 + \delta)}. \tag{130}
\end{align*}$$

Along with $\{\gamma_i\}_{i=1}^6$ above, we have

$$\gamma_1^* < \gamma_4^*, \quad \gamma_2^* < \gamma_6^*, \tag{131}$$

and

$$\gamma_1^* < \gamma_5^*, \quad \gamma_2^* < \gamma_5^*. \tag{132}$$

Therefore, the convergence rate of GAP is faster than that of AIT.

\(^2\)This can be proved as follows, $(1 - \delta)||x||_2^2 < ||Ax||_2^2 = x^T A^T Ax = \langle x, A^T Ax \rangle \leq e^{max} ||x||_2^2.$
VI. Simulation Results

A set of simulation experiments are conducted in this section to demonstrate the validity of the theoretical results. Moreover, we compare the convergence of GAP and AIT under the same condition.

A. Experimental Setup

In the following experiments, we set $M = 300, N = 512, K = 20$ is used in the true sparse signal $x^\ast$. The selection of $m^\ast$ is usually set to $m^\ast = K$. The nonzero elements of $x^\ast$ are generated randomly from the standard normal distribution. The sensing matrix $A$ is generated from i.i.d. norm distribution $\mathcal{N}(0, 1/M)$ [16]. Other types sensing matrix are also used and similar observations have been obtained.

When the noise is consider, (signal-to-noise ratio) $\text{SNR} = 60\text{dB}$ is used. Different step-sizes $\alpha = \{0.9, 1.0, 1.1\}$ are conducted and the results are shown in corresponding figures.

![Fig. 1. Linear convergence of GAP and AIT in both noiseless (left) and noisy case (right with SNR = 60dB) with binary sensing matrix. Step-size $\alpha = \{0.9, 1.0, 1.1\}$ for each row.](image)

Fig. 1. Linear convergence of GAP and AIT in both noiseless (left) and noisy case (right with SNR = 60dB). Step-size $\alpha = \{0.9, 1.0, 1.1\}$ for each row.

B. Convergence Rate Justification

Figure 1 demonstrates the linear convergence of GAP and AIT. In the noiseless case (the left three plots in Figure 1), $w_t$ converges to the original sparse signal with high precision, e.g., $\|w_t - x^\ast\|^2 < 10^{-6}$ with about 40 iterations for GAP and about 60 iterations for AIT. In the noisy case (the right three plots in Figure 1), $\|w_t - x^\ast\|^2$ decays exponentially until reaching some error bounds. We can observed that in both cases, GAP converges faster than AIT for every step-size. In the noisy case, the error bounds that the recovered signal achieved of GAP are smaller than those of AIT. These results verify the theoretical analysis in our theorems. Similar observation can be found when the sensing matrix is binary distributed (Figure 2) [16].

C. Different Selections of $m^\ast$

In real cases, usually, we have no prior knowledge of the sparsity of the true signal, i.e., $K$ is unknown. Figure 3 plots the reconstruction errors (stopped at $\|w_t - x^\ast\|^2 < 10^{-6}$ in the noiseless case and at $\|w_t - x^\ast\|^2 < 10^{-4}$ in the noisy case) with different selection of $m^\ast$ when $K = 20$. It can be seen that when $m^\ast \in [20, 62]$, both AIT and GAP can provide good estimates of the signal. However, GAP can still reconstruct the signal even when $K > 62$, while AIT diverges at these sections of $m^\ast$.

D. Robustness of the Signal Sparsity

We conduct the robustness of the algorithm regarding to the signal sparsity. The same number of measurements $M = 300$ are used in the experiments with different $K$, the sparsity of the true signal. Figure 4 plots the reconstruction errors of GAP and AIT at different $K$. It can be found that AIT can
Fig. 3. Different selections of $m^*$ for GAP and AIT in noiseless (top) and noisy (bottom, with SNR = 60dB) cases. Step-size $\alpha = 1$ is used.

Fig. 4. Reconstruction errors with diverse sparsity ($K$) of the signal $x^*$ in noiseless (top) and noisy (bottom, with SNR = 60dB) cases. Step-size $\alpha = 1$ is selected.

Fig. 5. Linear convergence of GAP and AIT in both noiseless (left) and noisy cases (right with SNR = 60dB) with $K = 15$. Step-size $\alpha = \{0.9, 1.0, 1.1\}$ for each row.

provide good estimates when $K \leq 20$, while GAP provides good reconstructions up to $K = 42$. This is further verified in Figures 5 and 6. In Figure 5, $K = 15$ is used to generate the signal and both GAP and AIT work well. By contrast, when $K = 35$ is used to generate the signal (Figure 6), GAP can reconstruct the signal while AIT fails. Similar observations can be found with other numbers of measurements.

E. Noise Estimation

As stated in Section III-C, GAP can estimate the noise via the sequences of $\{w_t\}$ and $\{\theta_t\}$. In our simulation, we add noise with different standard deviations (std.) and run GAP until it converges to an error bound. The noise is estimated based on (76). We compute the standard deviation of this estimated sequence of noise and compare with the truth in Figure 7. It can be observed that GAP can estimate the noise accurately in a large range.

F. Image Compressive Sensing

Now we test the performance of GAP and AIT on the image compressive sensing problem. Consider the “Lenna” image with size $256 \times 256$ and we used 6554 measurements ($10\%$ of the image pixels). Reconstruction is based on the sparsity of DCT (Discrete Cosine Transformation) coefficients of the local overlapping patches [32], which has been shown to perform better than the global wavelet transformations [41].
Fig. 6. Linear convergence of GAP and AIT in both noiseless (left) and noisy cases (right with SNR = 60dB) with \( K = 35 \). Step-size \( \alpha = \{0.9, 1.0, 1.1\} \) for each row. Note AIT fails to reconstruct the signal but GAP still estimates the signal accurately.

Fig. 7. Noise estimation via GAP compared with the truth.

The Gaussian sensing matrix is used and both noise-free and noisy cases (SNR = 60dB) are considered. The PSNR (peak signal-to-noise ratio) of reconstructed images and the reconstruction errors are plotted versus iteration in Figure 8 (noiseless case) and Figure 9 (noisy case). The reconstructed images obtained by GAP and AIT are shown in Figure 10 and Figure 11 respectively for the noiseless and noisy cases. It can be seen that in both cases, GAP again performs better than AIT. Similar observation can also be found in the video compressive sensing [21] and hyperspectral compressive sensing as well.
sensing problems.

VII. CONCLUSION

Investigated here is an adaptively generalized alternating projection algorithm with applications to compressive sensing. The linear convergence of the algorithm has been derived based on the restricted isometry property condition of the sensing matrix. The theoretical analysis has also been extended to adaptively iterative thresholding algorithms. Both theoretical analysis and experimental results demonstrate that the generalized alternating projection algorithm converges faster than the adaptively iterative thresholding algorithm.

In our experiments, we have found that sometimes, a larger step-size of the generalized alternating projection algorithm will lead to faster convergence, even when $\alpha$ approaches 2. The conditions derived in this paper are sufficient conditions for the generalized alternating projection algorithm to converge. It may be possible that the generalized alternating projection algorithm converges within a larger range of step-sizes than that derived in this paper.
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