Multimedia Appendix 2: Experimental settings

Experimental settings
For our experiments, we split our training dataset (1642 examples) into 75%, 15% and 10% to form our train (1232 examples), validation (246 examples) and internal test dataset (164 examples). Hyperparameters are tuned on the validation dataset.

Experimental settings for multi-task architecture
Our implementation of Multi-task architecture is based on [1][2]. We trained our model on two NVIDIA(R) V100 GPU using the PyTorch framework. As we are using BERT-base architecture, all the texts were tokenized using WordPieces[3] and tokenized text were chopped to spans no longer than 512 tokens. We used Adamax [4] as our optimizer with a learning rate of 5e-5 and a batch size of 32 by following [5]. The maximum number of epochs (epochmax) was set to 100. A linear learning rate decay schedule with warm-up over 0.1 was used. To avoid the exploding gradient problem, we clipped the gradient norm within 1. We use the same hyperparameters for all the task heads. The hyperparameters are summarized in Table 1.

| Hyperparameter | Value  |
|----------------|--------|
| Learning Rate  | 5e-5   |
| Batch Size     | 32     |
| epoch\textsuperscript{max} | 100     |
| Dropout        | 0.1    |
| Optimizer      | Adamax |

Table 1. Hyperparameters for multi-task learning.

Experimental settings for fine-tuning
To fine-tune the IIT-MTL-ClinicalBERT on specific tasks, we change the maximum number of epochs to 10 and learning rate to 1e−5. All the hyperparameters are summarized in Table 2.

| Hyperparameter | Value  |
|----------------|--------|
| Learning Rate  | 1e-5   |
| Batch Size     | 32     |
| epoch\textsuperscript{max} | 10     |
| Dropout        | 0.1    |
| Optimizer      | Adamax |

Table 2. Hyperparameters for Fine-tuning.

Experimental settings for the ensemble module
Table 3 provides the parameters used for Bayesian regression and ridge regression.

| Hyperparameter | Value  |
|----------------|--------|
|               |        |

Table 3. Experimental settings for Bayesian regression and ridge regression.
| Technique         | Parameter           | Value       |
|-------------------|---------------------|-------------|
| Bayesian Regression| Number of iterations| 300         |
|                   | alpha_1<sup>a</sup> | 1.15e-06    |
|                   | alpha_2<sup>b</sup> | 1.02e-06    |
|                   | lambda_1<sup>c</sup>| 1e-06       |
|                   | rate<sup>d</sup>    | 1e-06       |
| Ridge Regression  | alpha               | 1           |
|                   | solver              | auto<sup>e</sup> |

<sup>a</sup> shape parameter for the Gamma distribution prior over the alpha parameter  
<sup>b</sup> rate parameter for the Gamma distribution prior over the alpha parameter  
<sup>c</sup> shape parameter for the Gamma distribution prior over the lambda parameter  
<sup>d</sup> parameter for the Gamma distribution prior over the lambda parameter  
<sup>e</sup> chooses the solver automatically based on the type of data
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