Ionospheric control of the magnetosphere: conductance
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Abstract. It is well known that the ionosphere plays a role in determining the global state of the magnetosphere. The ionosphere allows magnetospheric currents to close, thereby allowing magnetospheric convection to occur. The amount of current which can be carried through the ionosphere is mainly determined by the ionospheric conductivity. This paper starts to quantify the nonlinear relationship between the ionospheric conductivity and the global state of the magnetosphere. It is found that the steady-state magnetosphere acts neither as a current nor as a voltage generator; a uniform Hall conductance can influence the potential pattern at low latitudes, but not at high latitude; the EUV generated conductance forces the currents to close in the sunlight, while the potential is large on the nightside; the solar generated Hall conductances cause a large asymmetry between the dawn and dusk potential, which effects the pressure distribution in the magnetosphere; a uniform polar cap potential removes some of this asymmetry; the potential difference between solar minimum and maximum is $\sim 11\%$; and the auroral precipitation can be related to the local field-aligned current through an exponential function.
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1 Introduction

This study is one in a series of three which examines the influence of the thermosphere and ionosphere on the global state of the magnetosphere. The present study examines the influence of the ionospheric conductance on the magnetospheric configuration. The two other studies examine how the thermospheric neutral winds effect the ionospheric electric field and magnetospheric convection (Ridley et al., 2003), and the influence of ionospheric outflow on the time-dependent magnetospheric configuration (Ridley et al., 2002a).

The closing of the magnetospheric currents through the ionosphere is one of the most important aspects of the magnetospheric system. The magnetospheric currents flow into the ionosphere through the Birkeland currents, which are described by Iijima and Potemra (1976). Region 1 currents, which flow at high latitudes, are considered a direct result of the solar wind and the IMF driving the magnetosphere. Region 2 currents are equatorward of the region 1 currents and are caused by pressure gradients in the inner magnetosphere. These currents close through the conductive ionosphere.

The ionospheric perpendicular conductivity is a quantification of the amount of resistance which the ions and electrons encounter when moving through the neutral atmosphere. Above $\sim 150$ km, there are very few collisions between ions, electrons, and neutrals. Because there are few collisions, the perpendicular conductivity is very low in this region. Below 150 km, and above $\sim 100$ km, the ions collide with the neutrals often, while electrons still have very few collisions with the neutrals. The ion-neutral collisions cause the ions to turn from the $E \times B$ direction to the $E$ direction, while the electrons continue to $E \times B$ drift. This diverted ion motion creates the Pedersen current, while the electrons create the Hall current. The relative amounts of current which are driven by a given electric field are specified by the Hall and Pedersen conductances (e.g. Song et al., 2001).

The importance of the ionospheric conductance caused by solar radiation and particle precipitation is indicated by the number of existing conductance models. Most height-integrated solar driven conductance models are solar zenith angle dependent, because extreme ultraviolet (EUV) solar radiation is absorbed along a line between the given point and the Sun (e.g. Green et al., 1964). The Sun’s EUV spectrum is absorbed in the upper atmosphere, creating photoelectrons which give rise to ionospheric conductivities (e.g. Torr et al., 1979). Brekke and Moen (1993) review a number of solar driven ionospheric conductance models. Lilensten et al. (1996) show theoretical calculations of the solar derived auroral zone latitude conductances and compare those with the empirical relationship derived by Senior (1991).

Auroral electron and ion precipitation causes ionization throughout the thermosphere (e.g. Frahm et al., 1997; Gaaland et al., 2001). This implies that the precipitation can be related to the Hall and Pedersen conductances (Robinson et al., 1987). A number of empirical models of electron precipitation exist. These models relate the electron particle
precipitation to various indices, such as $AE$ and $K_p$ (Spiro et al., 1982; Hardy et al., 1985; Ridley et al., 1999), or degrees of stretching in the magnetotail (Solirelis and Newell, 2000). The model of Fuller-Rowell and Evans (1987) relates the ionospheric Hall and Pedersen conductance to the geomagnetic power index, and was created using electron precipitation data as well. Galand et al. (2001) derive conductances from ion precipitation. The formulations given by Ahn et al. (1983) and Ahn et al. (1998) relate the Hall and Pedersen conductances to ground-based magnetometer measurements.

Even though many studies are concerned with the conductance itself, very few studies have actually examined the influence of the ionospheric conductivity on the magnetospheric configuration or dynamics. This is very difficult to do with data, since measurements are very sparse in the magnetosphere. In order to conduct studies of this type, one would like to have very similar driving conditions in the solar wind with vastly different ionospheric conductances (e.g. solar maximum versus solar minimum, or summer versus winter, etc.) In addition, the satellites would have to be in approximately the same place, in order to insure that the measurements are coming from the same region of the magnetosphere. Since the combination of events never actually occurs, it is very difficult to observationally determine how the ionospheric conductance truly influences the magnetospheric configuration and dynamics.

We must, therefore, turn to models to attempt to quantify what effects the ionosphere has on the magnetosphere. A number of studies have been conducted using global magnetosphere codes. For example, Fedder and Lyon (1987) showed that the magnetosphere is neither a current nor a voltage generator, using a global magnetohydrodynamic (MHD) code. They did this by varying a constant ionospheric conductance to determine whether the magnetosphere would self-consistently increase the field-aligned currents or not.

Raeder et al. (1996) showed that the ionospheric conductance specification is crucial in determining the temporal history of the magnetospheric dynamics. They showed that by changing the conductance in the ionosphere, they could make the magnetosphere go into either a steady convection state or a storage-unloading state. Raeder et al. (2001) further describes how the ionospheric conductance can determine the timing and strength of the auroral substorms through the use of a limited parametric study. While these two studies are very insightful and show that the conductance has a strong relationship between the ionospheric and magnetospheric processes.

The study by Siscoe et al. (2002) furthered the earlier work by Hill and Rassbach (1975) by using a global MHD model of the magnetosphere to show that some of the simple analytic relationships which Hill and Rassbach (1975) derived were valid in a global simulation. They derived an analytic relationship between the saturation of the cross polar cap potential and the globally averaged ionospheric conductance.

This study attempts to continue the work started by Fedder and Lyon (1987), by examining simplified steady-state conditions of the magnetosphere, and how these steady-states depend upon the ionospheric conductance. Understanding the steady-state magnetosphere is crucial when attempting to understand the dynamic magnetosphere. Therefore, further studies will examine the magnetospheric dynamics dependence upon the conductance.

2 Technique

Goodman (1995) described in great detail the methodology for solving for the inner boundary condition in a global MHD code. Amm (1996) pointed out some differences in the specified conductance formulation given by the Goodman (1995) study. This methodology has been incorporated into the University of Michigan MHD code (Powell et al., 1999; Ridley et al., 2001, 2002). The method can be summarize in the following steps:

1. The field-aligned currents at 3.5 Earth radii ($R_E$) are computed using $J_\parallel = (∇×B)\cdot b$, where $J_\parallel$ is the field-aligned current, $B$ is the local magnetic field, and $b$ is the direction of the local magnetic field.
2. These field-aligned currents are mapped down to the ionosphere using the background (i.e. dipolar) magnetic field, and scaled according to the ratio $B_I/B_{3.5}$, where $B_{3.5}$ and $B_I$ are the strengths of the magnetic field at 3.5 $R_E$ and the ionosphere (i.e. 120 km altitude), respectively.
3. A conductance pattern is generated. This step will be discussed in detail in the rest of the text.
4. The electric potential is solved for using the relationship $j_R(R_I) = [∇_⊥(Σ∇ψ)_⊥]|_{R=R_I}$, where $Σ$ is the ionospheric conductance tensor, and $ψ$ is the potential.
5. The ionospheric potential is mapped to the inner boundary of the simulation (i.e. 2.5 $R_E$), using the background magnetic field.
6. The electric fields and velocities at the inner boundary are calculated using the relationships $E = −∇ψ$ and $V = E×B/B^2$, where $E$ is the electric field. At this point, the corotation velocity field is added to the ionospheric generated velocity field. The total velocity field is used as an inner boundary condition in the simulation.

The relationship in 4 above can be expanded to (Amm, 1996):

$$j_R(R_I, θ, ψ) = \frac{1}{R_I^2} \delta^2Φ \delta θ^2 \frac{Σ_0 Σ_P}{C} + \frac{δ^2Φ}{δψ^2} \frac{1}{sin^2 θ} \left( Σ_P + \frac{Σ_H sin^2 ε}{C} \right)$$
The electric potential is solved by using a preconditioned gradient reduction resolution (GMRES) solver, which is robust enough to handle a wide variety of field-aligned current and conductance patterns. The potential in each hemisphere is determined independently, with a boundary condition of zero potential at 5° latitude lower than the lowest latitude field-aligned current. In the simulations described below, this is at \( \sim 60° \) (magnetic) latitude. This boundary condition is used primarily to act in place of a shielding region 2 current. Since the MHD code does not produce very strong region 2 currents (see Ridley et al., 2002, for more of a discussion), the region 1 currents would be unshielded and would extend to very low latitudes. Since this is not observed, except in time periods when the region 1 currents are changing and penetration electric fields can exist, this is a relatively good approximation.

\[ C = \Sigma_0 \cos^2 \varepsilon + \Sigma_P \sin^2 \varepsilon, \]  

\( \varepsilon \) is the angle between the radial direction and the magnetic field, \( \theta \) is the colatitude, and \( \Sigma_0, \Sigma_H \), and \( \Sigma_P \) are field-aligned, Hall, and Pedersen height integrated conductances, respectively. This equation makes no assumptions about the spatial distribution of conductances, the magnetic field, or the electric potential. Within the MHD code discussed here, \( \Sigma_0 \) is given as a constant value of 1000 mhos.

The electric potential is solved by using a preconditioned gradient reduction resolution (GMRES) solver, which is robust enough to handle a wide variety of field-aligned current and conductance patterns. The potential in each hemisphere is determined independently, with a boundary condition of zero potential at 5° latitude lower than the lowest latitude field-aligned current. In the simulations described below, this is at \( \sim 60° \) (magnetic) latitude. This boundary condition is used primarily to act in place of a shielding region 2 current. Since the MHD code does not produce very strong region 2 currents (see Ridley et al., 2002, for more of a discussion), the region 1 currents would be unshielded and would extend to very low latitudes. Since this is not observed, except in time periods when the region 1 currents are changing and penetration electric fields can exist, this is a relatively good approximation.

### 3 Uniform conductances

In this section, we discuss the configuration of the steady-state magnetosphere under the assumption of a uniform ionospheric conductance. This is a physically unrealistic case, but in some localized regions (the dayside), it may be approximately correct. When this assumption is made, Eq. (1) is simplified to:

\[ j_R(R_1, \theta, \psi) = \frac{1}{R_1^2} \left( \frac{\delta^2 \Phi}{\delta \theta^2} \frac{\Sigma_0 \Sigma_P}{C} + \frac{\delta^2 \Phi}{\delta \psi^2} \left( \frac{1}{\sin^2 \theta} + \frac{\Sigma_P}{C} + \frac{\Sigma_H \sin^2 \varepsilon}{C} \right) \right) + \frac{\delta \Phi}{\delta \theta} \left( \frac{\Sigma_0 \Sigma_P}{C} \frac{\delta C}{\delta \theta} + \cot \theta \frac{\Sigma_0 \Sigma_P}{C} + \frac{\Sigma_0 \Sigma_H \delta}{\sin \theta \delta \psi} (C^{-1} \cos \varepsilon) \right) \]

\[ \frac{\delta \Phi}{\delta \psi} \left( -\frac{\Sigma_0 \Sigma_H \delta}{\delta \theta} (C^{-1} \cos \varepsilon \sin^{-1} \theta) + \frac{\Sigma_H}{\sin^2 \theta \delta \psi} \left( \sin^2 \varepsilon \right) + \frac{\Sigma_0 \Sigma_H (-\cos \varepsilon) \cot \theta}{C \sin \theta} \right) \right] \]  

Many models (such as MHD models) assume that the ionospheric conductances are globally uniform. We start with the simplest case, of uniform Pedersen conductance and zero Hall conductance and then consider a uniform non-zero Hall conductance.

#### 3.1 Zero Hall conductance

The simplest ionospheric conductance pattern which can produce a quasi-realistic magnetospheric configuration is a uniform zero Hall conductance and a uniform non-zero Pedersen conductance. This is a standard ionosphere for many MHD model runs (e.g. Fedder and Lyon, 1987). For steady-state runs the uniform conductances produce very smooth electric potential patterns. In addition, the magnetosphere and ionosphere are symmetric across the noon-midnight meridian and the equator for simulations in which the IMF is only vertical (i.e. \( B_z = B_x = 0 \) and corotation is neglected. Using these simplifying assumptions, Eq. (3) becomes:

\[ j_R(R_1, \theta, \psi) = \frac{1}{R_1^2} \left( \frac{\delta^2 \Phi}{\delta \theta^2} \frac{\Sigma_0 \Sigma_P}{C} + \frac{\delta^2 \Phi}{\delta \psi^2} \frac{\Sigma_P}{C} + \frac{\delta \Phi}{\delta \theta} \left( \frac{\Sigma_0 \Sigma_P}{C} \frac{\delta C}{\delta \theta} + \frac{\Sigma_0 \Sigma_P}{C} + \frac{\Sigma_0 \Sigma_H \delta}{\sin \theta \delta \psi} (C^{-1} \cos \varepsilon) \right) \right) \]  

Several models and studies assume that the field lines are vertical (i.e. \( \varepsilon = 0 \)). For example, Fukushima (1969) showed that ground magnetometers will measure only the ionospheric Hall current if the magnetic field lines are vertical, and the Hall and Pedersen conductances are uniform. This is because the magnetic perturbation on the ground due to the Pedersen and field-aligned currents will exactly cancel if these assumptions are true. Because of these assumptions, the horizontal component of the ground magnetic perturbation can be easily related to the ionospheric electric field (see, for example, McHenry and Clauer, 1987).

Another example is the assimilative mapping of the ionospheric electrodynamics (AMIE) technique (Richmond and Kamide, 1988). AMIE allows for the horizontal height integrated conductivities to be highly nonuniform, but assumes that the magnetic field is vertical. This is done so that the ground-based magnetic perturbations can be easily related to the ionospheric electric potential.

If we make the same assumption (\( \varepsilon = 0 \) globally) we simplify Eq. (4) to:

\[ j_R(R_1, \theta, \psi) = \frac{\Sigma_P}{R_1^2} \left[ \frac{\delta^2 \Phi}{\delta \theta^2} + \frac{1}{\sin^2 \theta \delta \psi} + \frac{\delta \Phi}{\delta \theta} \right] R = R_1 \]  

This is approximately true throughout the high-latitude region. Interestingly, the same equation is derived if the Hall
conductance is nonzero and uniform and $\varepsilon = 0$. We investigate the influence of the nonzero $\varepsilon$ and Hall conductance in the next section.

While the MHD code uses Eq. (1) to solve for the electric potential, Eq. (5) is easier to understand in this simplified regime. Plate 1A and B shows steady-state field-aligned current and electric potential patterns when the Pedersen conductance is set to 1 mho, while Plate 1C and D shows the solutions when Pedersen conductance is 100 mhos. The simulation was carried out with $B_z = -5.0$ nT, $V_x = -500$ km/s, and $n = 5$ cm$^3$, while all other components of the velocity and magnetic field were zero. The lowest latitude mapping of the field-aligned currents is $\sim 58^\circ$ latitude. Each figure in Plate 1 show the patterns on different scales, so while the patterns are very similar, the magnitudes are quite different. The field-aligned currents show a strong region 1 current, but little region 2 current system. The 1 mho case does have small region 2 currents, but they are quite small compared to the region 1 currents. For the 100 mho case, there are essentially no region 2 currents. The reason for this becomes clear when the magnetospheric solutions are investigated. Plate 2 shows plots of the pressure and stream traces of the velocity in the equatorial plane for the 1 mho and 100 mho simulations. There are distinct differences between the simulations.

The first difference between the simulation results is in the flow pattern in the inner magnetosphere. The 100 mho simulation has much lower flow speeds coming in from the tail, so the corotation region is much further extended out into the magnetosphere. The 1 mho simulation shows the corotation to be much more confined to the near-Earth region, since the flow is much stronger coming in from the tail. This difference in flow speeds is the cause of the second difference: the pressure earthward of the divergent flow region in the tail (i.e. around $X = -7R_E$) is stronger in the 1 mho simulation than in the 100 mho simulation. The strong flow breaking in the 1 mho simulation creates a large pressure buildup in the inner magnetosphere. Because the strength of the region 2 currents are strongly dependent upon the magnitude of the pressure in this region, the 1 mho simulation has a much higher region 2 current than the 100 mho simulation.

Similar runs were conducted using uniform Pedersen conductances of 2.5, 5.0, 10.0, 25.0, and 50.0 mhos. Figures 1a and b shows the maximum field-aligned current and cross polar cap potential versus the Pedersen conductance for each of these runs, respectively. These plots show that as the conductance is increased, the potential falls, while the field-aligned current increases. This trend is easy to understand if we consider the simplified equation $J = \sigma_pE$. If we as-
Plate 2. Color contours of the log of the pressure (in nP) in the equatorial plane of the magnetosphere, with stream traces of the in-plane velocity overplotted. (A) shows the 1 mho simulation results while (B) shows the 100 mho simulation results.

Fig. 1. (a) The maximum field-aligned current into the ionosphere and (b) the cross polar cap potential versus the Pedersen conductance. (c) The maximum field-aligned current into the ionosphere versus the cross polar cap potential.
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Plate 3. The (A) ionospheric field-aligned current and (B) potential patterns, for a simulation with the Pedersen conductance at 5 mho, and the Hall conductance of 0 mho. (C) The difference between (a) and the field-aligned current solution with a 10 mho uniform Hall conductance and (D) the same for the electric potential. Each plot is in the same coordinate system as Plate 1. Once again, each plot has an independent color scale, while the maximum and minimum values are indicated below the plots.

3.2 Nonzero constant Hall conductance

Equation (5) shows that if the magnetic field lines are radial, then a constant Hall conductance would have no influence over the ionospheric potential pattern. In reality, the magnetic field is much closer to a dipole:

\[ B_R = [2B_0 \cos \theta]_{R=R_I} \]

\[ B_\theta = [B_0 \sin \theta]_{R=R_I} \]

where \( B_0 \) is the magnetic field at the equator in the ionosphere. The sin and cos of the dipole tilt can then be expressed as

\[ \sin \varepsilon = \frac{\sin \theta}{(1 + 3 \cos^2 \theta)^{1/2}} \]

\[ \cos \varepsilon = -\frac{2 \cos \theta}{(1 + 3 \cos^2 \theta)^{1/2}} \]

and assuming that the conductances are uniform, Eq. (3) becomes:

\[ j_R(R_I, \theta, \psi) = \frac{1}{R_I^2} \left[ \frac{\Sigma_p}{C} \frac{\delta^2 \phi}{\delta \theta^2} + \left\{ \frac{\Sigma_p}{\sin^2 \theta} + \frac{\Sigma_h}{C(1 + 3 \cos^2 \theta)} \right\} \frac{\delta^2 \phi}{\delta \psi^2} + \right] \]

In the simulation run with 5 mhos Pedersen conductance, the cross polar cap potential is 59.6 kV, which is lower than the Weimer (1996) model, which shows a cross polar cap potential of \( \sim 75 \) kV for a \( B_z = -5 \) nT IMF orientation. The simulation with 2.5 mhos has a cross polar cap potential of \( \sim 100 \) kV, so a constant Pedersen conductance of \( \sim 4 \) mhos would reproduce the (Weimer, 1996) cross polar cap potential for \( B_z = -5 \) nT.
Figure 2. A plot of the Pedersen conductance as a function of solar zenith angle. This shows the solar driven conductance, a scattering term which causes the conductance to be smoother across the terminator, and a nightside constant conductance. The squares of the conductances are added and the square root is taken to derive the total Pedersen conductance.

Equation (10) shows that, when the magnetic field is considered to be a dipole, the electric potential does depend on the uniform ionospheric Hall conductance. This dependence is shown to be through the longitudinal gradient of the electric potential, which implies that the east-west electric fields are driving north-south Hall currents which close the magnetospheric field-aligned currents. Plate 3 shows this dependence, plotting the field-aligned current and electric potential pattern for the zero Hall case, and the difference between a simulation with 10 mhos Hall conductance and 0 mho Hall conductance. The difference is in the regions in which the potential has a gradient in the longitude (i.e. near noon and midnight), while there is no difference in the regions of strongest latitudinal gradient (i.e. dawn and dusk). The difference is only a fraction of a percent of the total strength, but as the pattern expands (e.g. during high magnetic activity), the difference is expected to grow, since the dipole tilt becomes more significant. In addition, when low-latitude features are taken into account, such as the neutral-wind dynamo, the Hall conductivity becomes important.

4 Solar EUV conductance

In the previous section, the conductance was estimated to be constant globally. While that may be approximately true locally, the conductance is known to have a strong day-night asymmetry. The solar illumination determines the day-side dynamics and structure of the thermosphere and ionosphere. Solar illumination in the wavelengths $\sim 10 \text{ nm} – 100 \text{ nm}$ produce $\text{O}^+$, $\text{O}_2^+$, $\text{N}_2^+$, and $\text{NO}^+$ through various chemical reactions (e.g. Torr et al., 1979), many of which are directly driven by solar illumination. This means that they are strongly dependent upon the solar zenith angle of the given point and the composition of the atmosphere between the point and the Sun. In addition to the chemistry of the thermosphere-ionosphere system, it is important to take into account advection, diffusion, and other processes which are beyond the scope of any MHD model. Determining the true 3-D structure of the ionosphere globally is computationally time consuming, and, therefore, approximations are made.

For example, from the magnetospheric perspective, the ionosphere can be approximated to be a 2-D plane. The ionosphere can further be approximated to have a solar component and an auroral component. The solar component can be approximated as (Moen and Brekke, 1993):

$$\Sigma_H = F_{10.7}^{53}(0.81 \cos(\zeta) + 0.54\sqrt{\cos(\zeta)}) \quad (11)$$

$$\Sigma_P = F_{10.7}^{49}(0.34 \cos(\zeta) + 0.93\sqrt{\cos(\zeta)}), \quad (12)$$

where $F_{10.7}$ is the solar flux intensity at 10.7 cm, and $\zeta$ is the solar zenith angle.

Plate 4 shows simulation results in which there are only 3 sources of conductance: (1) solar EUV, (2) scattering of the sunlight across the terminator and (3) nightside “starlight” conductance. The nightside Pedersen conductance is estimated to be 0.25 mhos, which dominates on the nightside (neglecting the aurora, as is done here). The solar EUV strongly dominates on the dayside. All conductances within the code are summed together using a vector summation. For example, the total Hall conductance discussed below is:

$$\Sigma_H = \sqrt{\Sigma_{HEUV}^2 + \Sigma_{HSL}^2 + \Sigma_{HSL}^2}, \quad (13)$$

where $\Sigma_{HEUV}$ is the solar EUV Hall conductance (i.e. Moen and Brekke, 1993), $\Sigma_{HSL}$ is the scattered sunlight Hall conductance, and $\Sigma_{HSL}$ is the starlight Hall conductance. Similar equations are used when considering the polar cap conductance and the auroral conductance.

Figure 2 shows a profile of the Pedersen conductance as a function of $\zeta$. This plot shows that the scattered sunlight causes the terminator to be much more diffuse than the sharp transition that one would expect with the Moen and Brekke (1993) formulation. It was found that with such a sharp transition, the slope of the potential would change dramatically across the terminator. With a more diffuse transition, the potential is much smoother across the terminator, which is more consistent with observations.

These runs were conducted without a Hall conductance to simplify the results. Two simulations were run: solar maximum (top) and solar minimum (bottom). The difference between these simulations are discussed below. In comparing the field-aligned currents and the potentials between simulations in which the conductance is constant (i.e. Plate 1) and
Plate 4. The top cluster of 4 plots (A–D) are the ionospheric results from a simulation during solar minimum, while the bottom 4 plots (E–H) are from solar maximum. The runs were conducted with the Hall conductance equal to 0. The plots are (A, E) the Hall conductance; (B, F) Pedersen conductance; (C, G) field-aligned currents; and (D, H) potential pattern. Each plot is in the same coordinate system as Plate 1.
those in which the solar EUV is dominant (i.e. Plate 4), there are clear differences. In the solar EUV case, the field-aligned current flows primarily on the dayside, while the potential is confined to the nightside. The reason for this is illustrated in Fig. 1: when the conductance is high (i.e. the dayside), the field-aligned current is large and the potential is small, and conversely, when the conductance is low (i.e. the nightside), the field-aligned current is low and the potential is large.

Plate 5 illustrates the magnetospheric difference between a constant conductance case and a solar EUV case. This plate shows streamline traces over the log of the pressure in the inner magnetosphere for a simulation with 1 mho constant conductance and a simulation with solar EUV dominating and a 0.25 mho constant nightside conductance. On the nightside, the pressures are quite similar, as are the flow patterns. This is expected, since on the nightside, the conductances are similar to each other. On the dayside, there are significant differences in the pressure and the flow pattern. The flow patterns shows that the corotation is dominant to a much larger radius in the solar EUV case than in the constant low conductance case. This is because the ionospheric flow velocities on the dayside are much smaller in the EUV case than in the constant low conductance case. This domination of corotation on the dayside in the solar EUV case causes a stagnation of the plasma flow further away from the inner boundary, which, in turn, causes a thermal pressure enhancement on the dayside.

4.1 $F_{10.7}$ dependence

Plate 4 illustrates the difference between solar minimum and solar maximum. The top plots show simulation results with only solar EUV derived Pedersen conductances for an $F_{10.7}$ of 75.0 (solar minimum conditions), while the bottom group of plots shows a simulation in which the $F_{10.7}$ was 300 (solar maximum conditions). There is a factor of 2 difference in the dayside conductance from solar min to solar max. The field-aligned currents increase by $\sim$11%, while the cross polar cap potential decreases by the same factor. This is not a significant change, considering that these simulations show the maximum effect in which the solar EUV over a solar cycle would contribute to the field-aligned current and potential differences. Any addition of auroral sources of conductance would serve to decrease this difference, such that there may be even less than a 10% difference between the potentials at solar minimum and maximum.

4.2 Nightside conductance

On the nightside of the Earth, there is very little to cause ionization, except for the particle precipitation at high latitudes. Star light and galactic sources can cause some F-region ionization, and is included in the ionospheric model here. This ionization is added as a uniform conductance over the entire globe. As this background conductance is raised to comparable levels as the solar illumination, the ionosphere becomes closer to a constant conductance model, as described in the previous section. When it is reduced towards zero, the currents close more and more on the dayside, and a strong electric field results on the nightside, as is illustrated in Plate 4. In the magnetosphere, one would expect that as the nightside conductance is increased, the flow velocity would decrease and the pressure would decrease, as was discussed in the constant conductance section above, and illustrated in Plate 2.
in the Northern Hemisphere during solstice conditions at certain times of the day. This tilt can cause the conductance to be quite high (or low) compared to the opposite magnetic hemisphere.

Plate 7 shows a cut of a magnetospheric simulation in the noon-midnight meridian. The Northern Hemisphere is tilting $34^\circ$ toward the Sun, while the Southern Hemisphere is tilting away from the Sun an equal angle. The northern and southern ionospheric field-aligned current, Hall and Pedersen conductance, and potential patterns are shown in Plate 8. All four of the patterns show a clear asymmetry between the two hemispheres. Because the conductance pattern is so different between the hemispheres (and is held constant in time), the currents adjust to flow more through the Northern Hemisphere. This readjustment is not enough to allow for the potentials to equalize, so there exists a significant difference in the cross polar cap potentials in the two hemispheres.

Plate 7 illustrates why this may be the case in this simulation – the distance which has to be travelled from the merging region on the dayside to the reconnection region on the nightside in the Northern Hemisphere is shorter than the distance which has to be travelled in the Southern Hemisphere. This difference in the distance implies that the Northern Hemisphere field lines would need to move slower, in order to travel to the reconnection site in the same time as the field lines in the Southern Hemisphere.

A hemispheric difference this large is not commonly observed. Papitashvili and Rich (2002) indicate that a potential difference does exist between the summer and winter hemispheres, but is much smaller than that observed here. Plate 9 shows ionospheric potential patterns derived from the
Weimer (1996) electric potential model for the same time period as shown in Plate 8. This model was derived from Dynamics Explorer data of ion flows, and would therefore show a large asymmetry, if one existed. The Southern Hemisphere does show a 17% larger cross polar cap potential than the Northern Hemisphere, while the MHD code shows a difference of 435%. Also, the Weimer (1996) cross polar cap potential is approximately halfway between the northern and southern MHD results, leading to the conclusion that the true value should be between the two.

The MHD code shows that the conductance in the Southern Hemisphere is approximately uniform (but low) in the polar cap, while in the northern polar cap there is a day to night gradient. This causes the potential in the Northern Hemisphere to be pushed towards the nightside, while the potential maximum and minimum in the Southern Hemisphere are near the dawn-dusk meridian. In the Weimer (1996) patterns, the trend is different – the Northern Hemisphere potentials are on the dayside, while the Southern Hemisphere potentials on the nightside. The location of the potentials on the nightside in the Southern Hemisphere indicate a day to night gradient in the conductance, while the location of the potentials on the dayside in the Northern Hemisphere imply that there may in fact be more conductance on the nightside than on the dayside, which implies an auroral oval. This will be discussed in the next section.

The lack of a strong north-south asymmetry in the Weimer (1996) patterns implies that these specific MHD simulations are missing some important physics:

- The ionospheric conductance dependence on solar EUV may be wrong for large solar zenith angles. We may be underestimating the conductance behind the terminator by a large amount. If this is true, the conductance may be more equalized, thereby reducing the potential in the winter hemisphere. More studies of the conductance at very high latitudes would have to be examined to determine if this is true.

- Adding an auroral oval will help the winter-summer asymmetry. In addition, Liou et al. (1997) showed that the auroral brightness is dependent upon season, with the winter months being brighter than the summer months. This seasonal effect would serve to equalize the potentials. Ridley et al. (2002) discuss this seasonal effect on the conductance in more detail. They find that by increasing the total energy flux in the auroral oval and polar cap in the winter hemisphere, the potential becomes much more symmetric.

- If the potentials in the two hemispheres are approximately equal, as indicated in Plate 9, then the magnetic field structure in the tail shown in Plate 7 may be wrong. This plate implies that during the Northern Hemisphere summer, the current sheet may be lifted out of the equatorial plane by as much as $5\,R_E$.

Plate 7. Traces of the magnetic field in the $X - Z$ plane, ignoring $B_y$, over $J_y$ in units of $\mu A/m^2$. This figure illustrates a summer solstice condition in at 16:45 UT, in which the Northern Hemisphere magnetic pole is pointed further towards the Sun. The density of the fields lines does not correspond to the strength of the field.

5 High latitude conductance

While solar EUV is quite important in determining the structure on the conductance, field-aligned current, and potential on the dayside, a number of processes are still excluded when the solar source is the only one considered. Namely, the high-latitude particle precipitation is quite important. In this section, auroral precipitation is investigated, as well as the polar rain, which adds a small amount of conductance within the polar cap.

5.1 Auroral conductance

The aurora is made up of precipitating electrons, and ions to a lesser extent, which cause ionization in the thermosphere, mesosphere, and sometimes the stratosphere (e.g. Frahm et al., 1997; Galand et al., 2001). The electrons and ions then collide with the neutrals forming Hall and Pedersen conductivities. Many models of precipitating particles exist (e.g. Fuller-Rowell and Evans, 1987; Ridley et al., 1999). In addition, a number of studies have analytically determined the relationship between precipitating particles and local height integrated conductances (e.g. Robinson et al., 1987; Lumerzheim et al., 1991).

In MHD codes, there are no energetic particles, so no true auroral precipitation can be specified. Different modelers use different approaches to determine the auroral precipitation. For example, Raeder et al. (1998) describes a model which has both a diffuse aurora, which is specified by the plasma temperature in the plasma sheet, and a discrete aurora, which is specified by a relationship between upward field-aligned current and the energy of the downward precipitating electrons (Knight, 1972).

The Knight (1972) relationship works specifically for upward field-aligned current regions. This means that it is
Plate 8. Ionospheric results for summer (A–D) and winter conditions (E–H), corresponding to Plate 7. This figure is in the same format as Plate 4.
Plate 9. Ionospheric potential patterns from the Weimer (1996) model for (A) summer and (B) winter hemispheres during the same period as in Plate 8.

Plate 10. Ionospheric results for equinox conditions with a field-aligned current dependent auroral oval. This figure is in a similar format as Plate 4.
used in the MHD code to relate the field-aligned current \( J_{\parallel} \) to the Hall and Pedersen conductances.

This relationship is illustrated in Plate 10. These conductances have some features which are expected and some which are not expected. For example, the local maximum in the auroral oval at 09:00 MLT is reproduced in statistical patterns such as that shown in Hardy et al. (1987). A significant difference is the lack of conductance near midnight. This is because there are limited currents flowing in the midnight sector in the MHD simulation (and zero currents flowing right at midnight). Because the relationship given in Eq. (14) relates the conductance directly to the current, when there is no current, there is little precipitation-induced conductance. During time-dependent runs, when substorms are occurring, the current is expected to increase, which will then cause the conductance to increase.

As a comparison, the Weimer (1996) Northern Hemisphere pattern is shown in Plate 11. The Weimer (1996) pattern was derived for the same day and time of day as the MHD results shown in Plate 10. A remarkable agreement is observed between the two models.

Because the peak of the auroral oval is not near midnight, as predicted by empirical models, the auroral oval does not effect the magnetosphere as much as one may expect. The flow patterns and the pressure distribution in the \( Z = 0 \) plane look remarkably like those shown in Plate 5B, with only small differences. Studies of the effects of the auroral oval on time-dependent simulation will follow.

Plate 13 shows the ionospheric results with a seasonal dependence upon the strength of the auroral oval, to better equalize the potential between the hemispheres.

Plate 11 shows the ionospheric potential patterns from the Weimer (1996) model for equinox conditions during the same period as in Plate 10.

In the MHD model described here, a different approach is used. While this approach is not based on a first-principle description of the acceleration region or the diffuse aurora, it provides methodology for accurately calculating the auroral precipitation from the field-aligned currents. An empirical relationship was derived between the field-aligned currents and the local Hall and Pedersen conductance. This relationship was derived using the assimilative mapping of ionospheric electrodynamics (AMIE) technique (Richmond and Kamide, 1988). The AMIE technique was run at a one-minute cadence for the entire month of January 1997, using \( \sim 154 \) magnetometers. This resulted in almost 45 000 2-dimensional maps of Hall and Pedersen conductance, as well as field-aligned currents. The conductance derived from AMIE was mainly driven by the Ahn et al. (1998) formulation, which relates ground-based magnetic perturbations to the Hall and Pedersen conductances. For each grid point, a relationship in the form of:

\[
\Sigma = \Sigma_0 e^{-AJ_{\parallel}},
\]

was determined, where \( \Sigma \) represents either the Hall or Pedersen conductance, and \( \Sigma_0 \) and \( A \) are independent of the magnitude of \( J_{\parallel} \), but depend on whether the current is up or down and the location. The gridded values of \( \Sigma_0 \) and \( A \) are then applicable only to region 1 currents on the dusk side and region 2 currents on the dawn side. In order to obtain a complete oval, the region 2 currents must be modeled correctly. Because this is not done accurately within most MHD models, the Knight (1972) relationship cannot be accurately applied in the dawn sector. In some models, the diffuse aurora may cover this missing physics. In other models, comparisons between imagery and the currents were used to determine where the conductance should be placed.

Because the peak of the auroral oval is not near midnight, as predicted by empirical models, the auroral oval does not effect the magnetosphere as much as one may expect. The flow patterns and the pressure distribution in the \( Z = 0 \) plane look remarkably like those shown in Plate 5B, with only small differences. Studies of the effects of the auroral oval on time-dependent simulation will follow.

It was suggested earlier in the study that an auroral oval would help to equalize the ionospheric potential in the summer and winter hemispheres during periods of strong dipole tilt (i.e. 35\(^\circ\)), such as that shown in Plates 7 and 8. There is a problem with this, given the formulation for the current-dependent aurora described above: the current flowing into the summer hemisphere is larger than that current flowing into the winter hemisphere. This will cause the auroral conductance to be larger in the summer hemisphere than in the winter hemisphere, which will not help to equalize the electric potentials. The validation study by Ridley et al. (2002) showed that there needs to be a seasonal dependence upon the strength of the auroral oval, to better equalize the potential between the hemispheres.
5.2 Polar cap conductance

Within the polar cap, there exists polar rain, which is an approximate uniform drizzling of electrons (Newell and Meng, 1992). This low energy electron precipitation can cause a small F-region conductance to form. Typically, the Pedersen conductance in the polar cap is on the order of 1 mho, but the authors are unaware of any published studies which show this value.

Plate 12 shows a simulation with the same parameters as the run shown in Plate 10, except that a constant polar cap conductance of 2.5 (5.0) mhos of Pedersen (Hall) conductance is added. The polar cap is defined as anything poleward of the peak particle precipitation flux in the auroral oval. In comparing Plates 12D and 10D, the potentials are quite similar. Including the polar cap conductance tends to move the throat back towards noon, and tends to remove some of the dawn-dusk asymmetry caused by the day-to-night gradient in the Hall conductance. This is expected, since by adding a constant conductance, the influence of the gradient is reduced.

6 Summary

The magnetosphere is influenced by the ionosphere in a number of fundamental ways. This study focused on quantifying the influence of the ionospheric conductance on the magnetospheric configuration during steady IMF southward conditions. The results are summarized as follows:

- The steady-state magnetosphere acts neither as a current nor as a voltage generator, as described by Fedder and Lyon (1987). This study shows that it is true for both larger and smaller values of conductance than those specified in the study by Fedder and Lyon (1987).

- When it is assumed that the ionospheric conductance is uniform, the Hall conductance does not influence the potential pattern at high latitudes. Because the potential is dependent on the dip angle when applying a constant Hall conductance, the influence becomes larger at lower latitudes, but is still only a few percent. Considering the other uncertainties and limitations of the model, this is a negligible effect.

- The day-to-night gradient in the solar EUV generated conductance tends to push the potential onto the
Plate 13. Ionospheric results for summer (A–D) and winter conditions (E–H), for a similar time as Plate 8, but with an auroral oval, a background conductance of 1 mho Pedersen, and a seasonal dependent polar cap conductance added. This figure is in the same format as Plate 4.
nightside, while the field-aligned current flows on the dayside.

- If there is a strong asymmetry between the northern and Southern Hemisphere conductances, as exists in the MHD code during solstices with only solar generated conductances, the tail is displaced above (below) the equatorial plane during the Northern Hemisphere summer (winter). This is due to field lines in the winter hemisphere moving much faster than those in the summer hemisphere.

- The solar generated Hall conductance causes the potential pattern to become asymmetric along the noon-midnight meridian, such that the dusk potential becomes larger in magnitude and the throat moves from 12:00 MLT toward dawn. The pressure distribution in the inner magnetosphere can be altered by ±15%.

- The potential during solar maximum is ~11% smaller than the potential during solar minimum, when considering only the $f_{10.7}$ dependent conductance. This difference may decrease when the auroral conductances are included.

- The auroral precipitation can be empirically related to the field-aligned current through the use of an exponential function, where the constants are highly dependent on location and the sign of the field-aligned current.

- A constant polar cap conductance tends to remove some of the dawn-dusk asymmetry in the potential because it increases the constant conductance terms in the relationship between the currents and potential, thereby reducing the importance of the day-to-night gradient in the Hall conductance.

One strong caveat in this study is that the magnetosphere represented within this paper is an MHD magnetosphere. While the MHD simulations correctly depict the basic shape of the pressure distribution in the magnetosphere, the amplitude is wrong. Within the MHD simulations, the pressure in the inner magnetosphere is typically underestimated by approximately an order of magnitude. For example, within the breaking region on the night-side, the MHD derived pressure is ~1 nPa (as shown in earlier figures within this paper), while observations (and ring-current modeling) of the pressure in this region are 5–100 nPa (Lui and Hamilton, 1992; Liemohn et al., 2001). This difference is due to the lack of energy discretization within the MHD codes (i.e. the codes lack the ability to model high energy particles) and they most likely underestimate the heating which occurs during the reconnection process in the tail. The study presented by Ridley et al. (2003) shows changes in the pressure distribution in the inner magnetosphere due to the thermospheric neutral winds, which were similar to those reported by Peymirat et al. (1998) and Peymirat et al. (2002), who use a more realistic model of the inner magnetospheric particles. Because the pressure changes were so similar, it is expected that the results found here are representative of the true magnetosphere.
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