The Split Feasibility Problem with Some Projection Methods in Banach Spaces
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In this paper, we study the split feasibility problem in Banach spaces. At first, we prove that a solution of this problem is a solution of the equivalent equation defined by using a metric projection, a generalized projection, and sunny generalized nonexpansive retraction, respectively. Then, using the hybrid method with these projections, we prove strong convergence theorems in mathematical programming in order to find a solution of the split feasibility problem in Banach spaces.

Dedicated to the late Professor Wataru Takahashi with our respect

1. Introduction

Bregman proposed a generalization for the cyclic metric projection method of computing points in the intersection of linear closed subspaces of a Hilbert space in [1], invented by von Neumann [2]. Alber and Butnariu achieve distinction of the study of this Bregman projection and the result of the properties. They used this cyclic Bregman projection method for finding the solution of the consistent convex feasibility problem of computing a common point of the closed convex subspaces in a reflexive Banach space [3]. Some fruitful results have been introduced with respect to the sequential algorithm with successive Bregman projection for computing a solution of the convex feasibility problem [4, 5] and so on. Ibaraki and Takahashi studied the properties of a generalized projection which is a special case of Bregman projection and a sunny generalized nonexpansive retraction in Banach spaces [6].

Alsulami, Latif, and Takahashi treated with the following convex feasibility problem [7]: Let $H$ be a Hilbert space; let $E$ be a strictly convex, reflexive, and smooth Banach space; let $A$ be a bounded linear operator from $H$ into $E$; let $C$ and $D$ be convex and closed subsets of $H$ and $E$, respectively. Then, find a point $z \in C \cap A^{-1}(D)$. In particular, such a problem is called the split feasibility problem. Using the methods with metric projections in mathematical programming, they showed strong convergence theorems for finding a solution of the split feasibility problem. In the case of finite dimensional spaces, Byrne treated with the iterative algorithm [8]: $x_{n+1} = P_C(x_n + r A^* (P_D I) A x_n)$, where $n \in \mathbb{N}$ and a linear operator $A$ is represented as a matrix which can be selected to impose consistency with measured data. With respect to examples in this case, there are results by Landweber [9] and Gordon, Bender, and Herman [10]. In [11], Takahashi treated with this problem of a linear bounded operator $A$ from $E$ into $F$, where $E$ and $F$ are uniformly convex and smooth Banach spaces. In that paper, it is shown that $z \in C \cap A^{-1}(D)$ is equivalent to

$$z = P_C(I_E - r J_E A^* J_F (I_F - P_D) A) z,$$

where $P_C$ and $P_D$ are metric projections on subsets $C$ of $E$ and $D$ of $F$, respectively; $I_E$ and $I_F$ are the identity mappings on $E$.
and $F$, respectively; $I_E$ and $J_F$ are duality mappings on $E$ and $F$, respectively; $r \in (0, \infty)$. Furthermore, the following convergence theorem is proved by the hybrid method with metric projections: Let $E$ and $F$ be uniformly convex and smooth Banach spaces; let $C$ and $D$ be nonempty, closed, and convex subsets of $E$ and $F$, respectively; let $I_E$ and $J_F$ be duality mappings on $E$ and $F$, respectively; let $A$ be a bounded linear operator from $E$ into $F$ with $A \neq 0$; let $A^*$ be the adjoint operator of $A$; let $r \in (0, \infty)$. Suppose that $C \cap A^{-1}(D) \neq \emptyset$. Let $x_n \in E$ and let $\{x_n\}$ be a sequence generated by

$$
\begin{align*}
    z_n &= (I_E - rI_E^{-1}A^*J_F(I_F - PD)A)x_n, \\
    C_n &= \{z \in C | \langle z_n - z, J_F(x_n - z_n) \rangle \geq 0\}, \\
    Q_n &= \{z \in C | \langle x_n - z, J_F(x_n - x_n) \rangle \geq 0\}, \\
    x_{n+1} &= P_{C \cap Q_n}x_1
\end{align*}
$$

for any $n \in \mathbb{N}$. Then, $\{x_n\}$ is strongly convergent to a point $z_0 \in C \cap A^{-1}(D)$ for any $r \in (0, \|A\|^{-2})$, where $z_0 = P_{C \cap A^{-1}(D)}x_1$.

In this paper, for uniformly convex and smooth Banach spaces $E$ and $F$, we study the split feasibility problem of a bounded linear operator $A$ from $E$ to $F$. First, we give the following lemmas in this paper. The following definition is well-defined. It is obvious that $x = y$ implies $V_E(x, y) = 0$. Conversely, by (T4),

\begin{equation}
V_E(x, y) = ||x||^2 - 2\langle x, J_Ey \rangle + ||y||^2
\end{equation}

for any $x, y \in E$.

Since by (T3) $I_E$ is single-valued, $V_E$ is well-defined. It is obvious that $x = y$ implies $V_E(x, y) = 0$. Conversely, by (T4),

(T11) If $E$ is also strictly convex, then $V_E(x, y) = 0$ implies $x = y$. Let $E$ be a strictly convex and smooth Banach space. By (T1) and (T3), $I_E$ is a bijective mapping from $E$ onto $I_E(E)$. In particular, if $E$ is also reflexive, then by (T2), $I_E$ is a bijective mapping from $E$ onto $E^*$. If $E$ is strictly convex, reflexive, and smooth, then by (T5), (T6) and (T7) $E^*$ is also strictly convex, reflexive, and smooth. Furthermore, since $E$ is reflexive, $E^{**} = E$ holds and the duality mapping on $E^*$ is $I_E^{-1}$.

We use the following lemmas in this paper. The following definition is shown in [14].

\begin{lemma}
Let $E$ be a Banach space and let $I_E$ be the duality mapping on $E$. Then, $E$ is reflexive if and only if $I_E^* = I_E$.
\end{lemma}

\begin{definition}
Let $E$ be a Banach space and let $I_E$ be the duality mapping on $E$. Then, $E$ is reflexive if and only if $I_E^* = I_E$.
\end{definition}

1. $\langle x, y^* \rangle > 0$

for any $x, y \in E$ with $x \neq y$ and $\|x\| = \|y\| = 1$ and for any $y^* \in I_E^*$. (T5) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. Then, $E$ is reflexive if and only if $E^*$ is reflexive.

(T6) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. If $E^*$ is strictly convex, then $E$ is smooth. Conversely, if $E$ is reflexive and smooth, then $E^*$ is strictly convex.

(T7) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. If $E^*$ is smooth, then $E$ is strictly convex. Conversely, if $E$ is reflexive and strictly convex, then, $E^*$ is smooth.

(T8) If $E$ is uniformly convex, that is, for any $x \in (0, 2]$ there exists $\delta \in (0, 1]$ such that $\|x\| = \|y\| = 1$ and $\|x - y\| \geq \varepsilon$ implies $\|\langle x + y \rangle/2\| \leq 1 - \delta$, then $E$ is reflexive.

(T9) Let $E$ be a Banach space, let $E^*$ be the topological dual space of $E$, and let $I_E$ be the duality mapping on $E$. If $E$ has a Fréchet differentiable norm, then $I_E$ is norm-to-norm continuous.

(T10) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. Then, $E$ is uniformly smooth, and, $E$ has a uniformly Fréchet differentiable norm, if and only if $E^*$ is uniformly convex.

Definition 1. Let $E$ be a smooth Banach space, let $I_E$ be the duality mapping on $E$, and let $V_E$ be the mapping from $E \times E$ into $[0, \infty)$ defined by

\begin{equation}
V_E(x, y) = ||x||^2 - 2\langle x, J_Ey \rangle + ||y||^2
\end{equation}

2. Preliminaries

We know that the following hold; for instance, see [12–14].

(T1) Let $E$ be a Banach space, let $E^*$ be the topological dual space of $E$, and let $I_E$ be the duality mapping on $E$ defined by

\begin{equation}
I_E^x = \{x^* \in E^* | ||x||^2 = \langle x, x^* \rangle = ||x^*||^2\}
\end{equation}

for any $x \in E$. Then, $E$ is strictly convex if and only if $I_E$ is injective; that is, $x \neq y$ implies $I_E^x \cap I_E^y = \emptyset$.

(T2) Let $E$ be a Banach space, let $E^*$ be the topological dual space of $E$, and let $I_E$ be the duality mapping on $E$. Then, $E$ is reflexive if and only if $I_E$ is surjective; that is, $\bigcup_{x \in E} I_E^x = E^*$.

(T3) Let $E$ be a Banach space and let $I_E$ be the duality mapping on $E$. Then, $E$ is smooth if and only if $I_E$ is single-valued.

(T4) Let $E$ be a Banach space and let $I_E$ be the duality mapping on $E$. Then, $E$ is strictly convex if and only if

\begin{equation}
1 - \langle x, y^* \rangle > 0
\end{equation}

for any $x, y \in E$ with $x \neq y$ and $\|x\| = \|y\| = 1$ and for any $y^* \in I_E^x$. (T5) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. Then, $E$ is reflexive if and only if $E^*$ is reflexive.

(T6) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. If $E^*$ is strictly convex, then $E$ is smooth. Conversely, if $E$ is reflexive and smooth, then $E^*$ is strictly convex.

(T7) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. If $E^*$ is smooth, then $E$ is strictly convex. Conversely, if $E$ is reflexive and strictly convex, then, $E^*$ is smooth.

(T8) If $E$ is uniformly convex, that is, for any $x \in (0, 2]$ there exists $\delta \in (0, 1]$ such that $\|x\| = \|y\| = 1$ and $\|x - y\| \geq \varepsilon$ implies $\|\langle x + y \rangle/2\| \leq 1 - \delta$, then $E$ is reflexive.

(T9) Let $E$ be a Banach space, let $E^*$ be the topological dual space of $E$, and let $I_E$ be the duality mapping on $E$. If $E$ has a Fréchet differentiable norm, then $I_E$ is norm-to-norm continuous.

(T10) Let $E$ be a Banach space and let $E^*$ be the topological dual space of $E$. Then, $E$ is uniformly smooth, and, $E$ has a uniformly Fréchet differentiable norm, if and only if $E^*$ is uniformly convex.
The following holds.

**Lemma 4.** Let \( E \) be a strictly convex and smooth Banach space, let \( C \) be a nonempty closed subset of \( E \), and let \( J_E \) be duality mapping on \( E \). Then, for any \( (x, z) \in E \times C \), \( z = P_C x \) if and only if \( (z - y, J_E(x - z)) \geq 0 \) for any \( y \in C \).

**Definition 5.** Let \( E \) be a strictly convex, reflexive, and smooth Banach space and let \( C \) be a nonempty, closed, and convex subset of \( E \). We know that for any \( x \in E \), there exists a unique element \( z \in C \) such that \( V_E(z, x) = \min_{y \in C} V_E(y, x) \). Such a \( z \) is denoted by \( \Pi C x \), and \( \Pi C \) is called the generalized projection of \( E \) onto \( C \).

The following is shown in [15].

**Lemma 6.** Let \( E \) be a strictly convex and smooth Banach space; let \( C \) be a nonempty, closed, and convex subset of \( E \); let \( J_E \) be the duality mapping on \( E \). Then, the following hold.

(i) For any \( (x, z) \in E \times C \), \( z = \Pi C x \) if and only if \( (z - y, J_E(x - z)) \geq 0 \) for any \( y \in C \);

(ii) \( V_E(y, \Pi C x) + V_E(\Pi C x, x) \leq V_E(y, x) \) for any \( x \in E \) and for any \( y \in C \).

**Definition 7.** Let \( C \) be a nonempty subset of a smooth Banach space \( E \). A mapping \( T \) from \( C \) into \( E \) is said to be generalized nonexpansive [6] if the set of all fixed points of \( T \) is nonempty and

\[
V_E(Tx, y) \leq V_E(x, y)
\]  

for any \( x \in C \) and for any fixed point \( y \) of \( T \). Let \( C \) be a nonempty subset of a Banach space \( E \). A mapping \( R \) from \( E \) onto \( C \) is said to be sunny if

\[
R(Rx + t(x - Rx)) = Rx
\]

for any \( x \in E \) and for any \( t \in [0, \infty) \). A mapping \( R \) from \( E \) onto \( C \) is called a retraction or a projection if \( Rx = x \) for any \( x \in C \).

The following are shown in [16].

**Lemma 8.** Let \( E \) be a strictly convex, reflexive, and smooth Banach space and let \( C \) be a nonempty and closed subset of \( E \). Then, the following are equivalent:

(i) There exists a sunny generalized nonexpansive retraction of \( E \) onto \( C \);

(ii) There exists a generalized nonexpansive retraction of \( E \) onto \( C \);

(iii) \( J_E(C) \) is closed and convex.

**Lemma 9.** Let \( E \) be a strictly convex, reflexive, and smooth Banach space, let \( C \) be a nonempty and closed subset of \( E \), and \( (x, z) \in E \times C \). Suppose that there exists a sunny generalized nonexpansive retraction \( R_C \) of \( E \) onto \( C \). Then, the following are equivalent:

(i) \( z = R_C x \);

(ii) \( V_E(x, z) = \min_{y \in C} V_E(x, y) \).

The following are shown in [6].

**Lemma 10.** Let \( E \) be a strictly convex and smooth Banach space and let \( C \) be a nonempty and closed subset of \( E \). Suppose that there exists a sunny generalized nonexpansive retraction of \( E \) onto \( C \). Then, the sunny generalized nonexpansive retraction is uniquely determined.

**Lemma 11.** Let \( E \) be a strictly convex and smooth Banach space, let \( C \) be a nonempty and closed subset of \( E \), and let \( J_E \) be the duality mapping on \( E \). Suppose that there exists a sunny generalized nonexpansive retraction \( R_C \) of \( E \) onto \( C \). Then, the following hold.

(i) For any \( (x, z) \in E \times C \), \( z = R_C x \) if and only if \( (x - z, J_E z - J_E y) \geq 0 \) for any \( y \in C \);

(ii) \( V_E(R_C x, y) + V_E(R_C x, x) \leq V_E(x, y) \) for any \( x \in E \) and for any \( y \in C \).

**Definition 12.** Let \( p \in (1, \infty) \). Define a mapping \( J_p \) from \( E \) into \( E^* \) by

\[
J_p x = \{ x^* \in E^* \mid \langle x, x^* \rangle = \| x \|_p \text{ and } \| x^* \| = \| x \|^{p-1} \}
\]

for any \( x \in E \). Then, \( J_p \) is called the generalized duality mapping on \( E \). In particular, \( J_2 = J_E \).

The following are shown in [17].

**Lemma 13.** Let \( E \) be a Banach space. Then, the following are equivalent:

(i) \( E \) is uniformly convex;

(ii) For any \( p \in (1, \infty) \) and any \( \rho \in (0, \infty) \), there exists a continuous, strictly increasing, and convex function \( g_{p, \rho} \) from \( [0, \infty) \) into \( [0, \infty) \) such that \( g_{p, \rho}(0) = 0 \) and

\[
\| x + y \|^p \geq \| x \|^p + p \| y \|^p \quad \text{and} \quad g_{p, \rho}(\| y \|) \]

for any \( x, y \in B_p(E) = \{ z \in E : \| z \| \leq \rho \} \) and for any \( x^* \in J_p x \);

(iii) For any \( p \in (1, \infty) \) and any \( \rho \in (0, \infty) \), there exists a continuous, strictly increasing, and convex function \( g_{p, \rho} \) from \( [0, \infty) \) into \( [0, \infty) \) such that \( g_{p, \rho}(0) = 0 \) and

\[
\| x + y \|^p \geq \| x \|^p + p \| y \|^p \quad \text{and} \quad g_{p, \rho}(\| y \|) \]

for any \( x, y \in B_p(E) = \{ z \in E : \| z \| \leq \rho \} \) and for any \( x^* \in J_p x \).
function \( g_{p,r} \) from \([0,\infty)\) into \([0,\infty)\) such that \( g_{p,r}(0) = 0 \) and

\[
\langle x - y, x^* - y^* \rangle \geq g_{p,r}(\|x - y\|) \tag{10}
\]

for any \( x, y \in B_p(E) \), for any \( x^* \in J_p x \), and for any \( y^* \in J_p y \).

Lemma 14. Let \( E \) be a smooth Banach space. Then, the following are equivalent:

(i) \( E \) is uniformly smooth;

(ii) For any \( q \in (1, \infty) \) and for any \( \rho \in (0, \infty) \), there exists a continuous, strictly increasing, and convex function \( g_{p,q}^* \) from \([0,\infty)\) into \([0,\infty)\) such that \( g_{p,q}^*(0) = 0 \) and

\[
\|x + y\|^q \leq \|x\|^q + q\langle y, J_q x \rangle + g_{p,q}^*(\|y\|) \tag{11}
\]

for any \( x, y \in B_p(E) \);

(iii) For any \( q \in (1, \infty) \) and for any \( \rho \in (0, \infty) \), there exists a continuous, strictly increasing, and convex function \( g_{p,q}^* \) from \([0,\infty)\) into \([0,\infty)\) such that \( g_{p,q}^*(0) = 0 \) and

\[
\langle x - y, J_q x - J_q y \rangle \leq g_{p,q}^*(\|x - y\|) \tag{12}
\]

for any \( x, y \in B_p(E) \).

The following is shown in [18].

Lemma 15. Let \( E \) be a uniformly convex and smooth Banach space and let \( \rho \in (0, \infty) \). Then, there exists a continuous, strictly increasing, and convex function \( g_{p} \) from \([0,\infty)\) into \([0,\infty)\) such that \( g_{p}(0) = 0 \) and

\[
g_{p}(\|x - y\|) \leq V_{E}(x, y) \tag{13}
\]

for any \( x, y \in B_p(E) \).

3. Equivalent Conditions to the Existence of Solutions

In this section, we consider equivalent conditions to the existence of solutions of the split feasibility problem.

Theorem 16. Let \( E \) and \( F \) be strictly convex, reflexive, and smooth Banach spaces; let \( J_E \) and \( J_F \) be the identity mappings on \( E \) and \( F \), respectively; let \( J_E^* \) and \( J_F^* \) be duality mappings on \( E \) and \( F \), respectively; let \( C \) and \( D \) be nonempty, closed, and convex subsets of \( E \) and \( F \), respectively; let \( A \) be a bounded linear operator from \( E \) into \( F \); let \( A^* \) be the adjoint operator of \( A \); let \( r \in (0, \infty) \). Suppose that \( C \cap A^{-1}(D) \neq \emptyset \). Consider the following condition:

(i) \( z \in C \cap A^{-1}(D) \).

The following are equivalent to (i):

(ii) \( z = P_{C}(I_E - rJ_E^* A^* J_F(I_F - P_D)A)z \);

(iii) \( z = P_{C}(I_E - rJ_E^* A^*(J_F - J_F \Pi_D)A)z \);

(iv) \( z = \Pi_{C}J_E^{-1}(I_E - rA^* J_F(I_F - P_D)A)z \);

(v) \( z = \Pi_{C}J_E^{-1}(I_E - rA^*(J_F - J_F \Pi_D)A)z \).

Proof. The equivalence of (i) and (ii) is shown in [11, Lemma 3.1]. We show the rest.

Suppose that (i) holds. Since \( Az \in D \), \( P_D Az = \Pi_D Az = Az \) holds. Therefore,

\[
J_F(I_E - P_D)Az = (J_F - J_F \Pi_D)Az = 0, \tag{14}
\]

and hence,

the right side of (iii) = \( P_C z \),

the right sides of (iv) and (v) = \( \Pi_C z \).

Since \( z \in C \), we obtain

the right sides of (iii), (iv), and (v) = \( z \). \( \tag{16} \)

Conversely, suppose that (iii), (iv), or (v) holds. Since these equations have the form of \( z = P_C x \) or \( z = \Pi_C x \), \( z \in C \) holds. We show \( z \in A^{-1}(D) \).

In the case of (iii): By Lemma 4, we obtain

\[
0 \leq \langle z - y, J_E (I_E - rJ_E^* A^*(J_F - J_F \Pi_D)A)z - z \rangle = -r\langle z - y, A^*(J_F - J_F \Pi_D)Az \rangle = -r\langle Az - Ay, (J_F - J_F \Pi_D)Az \rangle \tag{17}
\]

for any \( y \in C \). Therefore,

\[
\langle Az - Ay, (J_F - J_F \Pi_D)Az \rangle \leq 0. \tag{18}
\]

On the other hand, by Lemma 6, we obtain

\[
\langle \Pi_D Az - v, J_F Az - J_F \Pi_D Az \rangle \geq 0 \tag{19}
\]

for any \( v \in D \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = z_0 \) and \( v = Az_0 \), \( y \in C \) and \( v \in D \) hold. Therefore,

\[
\langle Az - Az_0, (J_F - J_F \Pi_D)Az_0 \rangle \leq 0, \tag{20}
\]

\[
\langle \Pi_D Az - Az_0, J_F Az - J_F \Pi_D Az_0 \rangle \geq 0.
\]
and hence,
\[ \langle Az - \Pi_D Az, J_F Az - J_F \Pi_D Az \rangle \leq 0. \] (21)

By Lemma 2, we obtain \( \Pi_D Az = Az \), and hence, \( Az \in D \); that is, \( z \in A^{-1}(D) \).

In the case of (iv): By Lemma 6, we obtain
\[ 0 \leq \langle z - y, (J_E - rA^*J_F(I_F - P_D)A)z - J_E z \rangle \]
\[ = -r \langle z - y, A^*J_F(I_F - P_D)A \rangle z \]
\[ = -r \langle Az - Ay, J_F(I_F - P_D)Az \rangle, \] (22)
for any \( y \in C \). Therefore,
\[ \langle Az - Ay, J_F(I_F - P_D)Az \rangle \leq 0. \] (23)

On the other hand, by Lemma 4, we obtain
\[ (P_D Az - v, J_F(Az - P_D Az)) \geq 0 \] (24)
for any \( v \in D \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = z_0 \) and \( v = Az_0, y \in C \) and \( v \in D \) hold. Therefore,
\[ \langle Az - Az_0, J_F(I_F - P_D)Az \rangle \leq 0, \] (25)
and hence,
\[ \langle Az - P_D Az, J_F(Az - P_D Az) \rangle = \|Az - P_D Az\|^2 \leq 0. \] (26)

Therefore, we obtain \( P_D Az = Az \), and hence, \( Az \in D \); that is, \( z \in A^{-1}(D) \).

In the case of (v): By Lemma 6, we obtain
\[ 0 \leq \langle z - y, J_F(I_E - rA^*J_F(I_F - P_D)A)z - J_E z \rangle \]
\[ = -r \langle z - y, A^*J_F(I_F - P_D)A \rangle z \]
\[ = -r \langle Az - Ay, J_F(I_F - P_D)Az \rangle, \] (27)
for any \( y \in C \). Therefore,
\[ \langle Az - Ay, (J_F - J_F \Pi_D)Az \rangle \leq 0. \] (28)

On the other hand, by Lemma 6, we obtain
\[ (\Pi_D Az - v, J_F Az - J_F \Pi_D Az) \geq 0 \] (29)
for any \( v \in D \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = z_0 \) and \( v = Az_0, y \in C \) and \( v \in D \) hold. Therefore,
\[ \langle Az - Az_0, (J_F - J_F \Pi_D)Az \rangle \leq 0, \] (30)
\[ (\Pi_D Az - Az_0, J_F Az - J_F \Pi_D Az) \geq 0, \] and hence,
\[ \langle Az - \Pi_D Az, J_F Az - J_F \Pi_D Az \rangle \leq 0. \] (31)

By Lemma 2, we obtain \( \Pi_D Az = Az \), and hence, \( Az \in D \); that is, \( z \in A^{-1}(D) \).

Remark 17. Since in [11, Lemma 3.1] only the metric projection was used, only Lemma 4 was used for proving the equivalence between (i) and (ii). In Theorem 16, both of the metric projection and the generalize projection are used. Therefore, we have to use both of Lemmas 4 and 6 for proving the equivalence between (i) and (iii), and (iv) and (iv).

Theorem 18. Let \( E \) and \( F \) be strictly convex, reflexive, and smooth Banach spaces; let \( F^* \) be the dual space of \( F \), let \( I_E \) and \( I_{F^*} \) be the identity mappings on \( E \) and \( F^* \), respectively; let \( J_E \) and \( J_{F^*} \) be duality mappings on \( E \) and \( F \), respectively; let \( C \) and \( D \) be nonempty, closed, and convex subsets of \( E \) and \( F \), respectively; let \( A \) be a bounded linear operator from \( E \) into \( F \); let \( A^* \) be the adjoint operator of \( A \); let \( r \in (0, \infty) \).

Suppose that \( C \cap A^{-1}(D) \neq \emptyset \). Consider the following condition:

(i) \( z \in C \cap A^{-1}(D) \).

If \( J_E(D) \) is closed, then the following are equivalent to (i):

(v) \( z = P_C(J_E - rA^*J_{F^*}(I_{F^*} - R_{1/j(D)})J_{F^*}A)z \);

(vi) \( z = \Pi_CJ_E^{-1}(J_E - rA^*J_{F^*}(I_{F^*} - R_{1/j(D)})J_{F^*}A)z \);

(vii) \( z = J_E^{-1}R_{1/j(C)}(I_E - rA^*(I_{F^*} - R_{1/j(D)})J_{F^*}A)z \);

(viii) \( z = J_E^{-1}R_{1/j(C)}(I_E - rA^*(I_{F^*} - J_{F^*} \Pi_D)A)z \).

If \( J_E(C) \) is closed, then the following are equivalent to (i):

(ix) \( z = J_E^{-1}R_{1/j(C)}(I_E - rA^*(I_{F^*} - J_{F^*} \Pi_D)A)z \).

If \( J_E(C) \) and \( J_E(D) \) are closed, then the following is equivalent to (i):

(x) \( z = J_E^{-1}R_{1/j(C)}(I_E - rA^*(I_{F^*} - J_{F^*} \Pi_D)A)z \).

Proof. Suppose that (i) holds. Since \( Az \in D \),
\[ P_D Az = \Pi_D Az = Az \text{ and } R_{1/j(D)}J_{F^*} Az = J_{F^*} Az \] (32)
hold. Therefore,
\[ J_{F^*}(I_E - P_D)Az = (J_{F^*} - J_{F^*} \Pi_D)Az = (I_{F^*} - R_{1/j(D)})J_{F^*} Az = 0, \] (33)
and hence,

the right side of (vi) = \( P_C z \),

the right side of (vii) = \( \Pi_C z \),

the right sides of (viii), (ix), and (x) = \( J_E^{-1}R_{1/j(C)}J_{F^*} z \).
Since \( z \in C \), we obtain

the right side of (vi), (vii), (viii), (ix), and (x) = \( z \). \hfill (35)

Conversely, suppose that (vi), (vii), (viii), (ix), or (x) holds. Since these equations have the form of \( z = P_{C \times} z = \Pi_{C \times} x \), or \( z = \Pi_{E \times} R_{I_E(D)} x, \, x \in C \) holds. We show \( z \in A^{-1}(D) \).

In the case of (vi): By Lemma 4, we obtain

\[
0 \leq \left\langle z - y, J_E \left( \left( I_E - r J_E A^* \left( I_F - R_{I_F(D)} \right) J_F A \right) z - z \right) \rightangle \\
= -r \left\langle z - y, A^* \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle \\
= -r \left\langle Az - Ay, \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle,
\]

for any \( y \in C \). Therefore,

\[
\left\langle Az - Ay, \left( I_F - R_{I_F(D)} \right) J_F A z \right\rangle \leq 0. \hfill (36)
\]

On the other hand, by Lemma 11, we obtain

\[
\left\langle J_F^{-1} R_{I_F(D)} J_F A z - J_F^{-1} v, J_F A z - R_{I_F(D)} J_F A z \right\rangle \geq 0 \hfill (38)
\]

for any \( v \in J_F(D) \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = z_0 \) and \( v = J_F A z_0 \), \( y \in C \) and \( v \in J_F(D) \) hold. Therefore,

\[
\left\langle Az - Az_0, \left( I_F - R_{I_F(D)} \right) J_F A z \right\rangle \leq 0, \hfill (39)
\]

\[
\left\langle J_F^{-1} R_{I_F(D)} J_F A z - Az_0, J_F A z - R_{I_F(D)} J_F A z \right\rangle \geq 0,
\]

and hence,

\[
\left\langle Az - J_F^{-1} R_{I_F(D)} J_F A z, J_F A z - R_{I_F(D)} J_F A z \right\rangle \leq 0. \hfill (40)
\]

By Lemma 2, we obtain \( R_{I_F(D)} J_F A z = J_F A z \), and hence, \( J_F A z \in J_F(D) \); that is, \( z \in A^{-1}(D) \).

In the case of (vii): By Lemma 6, we obtain

\[
0 \leq \left\langle z - y, J_E J_E \left( I_E - r A^* \left( I_F - R_{I_F(D)} \right) J_F A \right) z - J_E z \right\rangle \\
= -r \left\langle z - y, A^* \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle \\
= -r \left\langle Az - Ay, \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle,
\]

for any \( y \in C \). Therefore,

\[
\left\langle Az - Ay, \left( I_F - R_{I_F(D)} \right) J_F A z \right\rangle \leq 0. \hfill (41)
\]

On the other hand, by Lemma 11, we obtain

\[
\left\langle J_F^{-1} R_{I_F(D)} J_F A z - J_F^{-1} v, J_F A z - R_{I_F(D)} J_F A z \right\rangle \geq 0 \hfill (43)
\]

for any \( v \in J_F(D) \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = z_0 \) and \( v = J_F A z_0 \), \( y \in C \) and \( v \in J_F(D) \) hold. Therefore,

\[
\left\langle Az - Az_0, \left( I_F - R_{I_F(D)} \right) J_F A z \right\rangle \leq 0,
\]

\[
\left\langle J_F^{-1} R_{I_F(D)} J_F A z - Az_0, J_F A z - R_{I_F(D)} J_F A z \right\rangle \geq 0,
\]

and hence,

\[
\left\langle Az - J_F^{-1} R_{I_F(D)} J_F A z, J_F A z - R_{I_F(D)} J_F A z \right\rangle \leq 0. \hfill (45)
\]

By Lemma 2, we obtain \( R_{I_F(D)} J_F A z = J_F A z \), and hence, \( J_F A z \in J_F(D) \); that is, \( z \in A^{-1}(D) \).

In the case of (viii): By Lemma 11, we obtain

\[
0 \leq \left\langle J_E J_E \left( I_E - r A^* \left( I_F - R_{I_F(D)} \right) J_F A \right) z - J_E z \right\rangle \\
= -r \left\langle z - y, A^* \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle \\
= -r \left\langle Az - Ay, \left( I_F - R_{I_F(D)} \right) J_F A z \rightangle,
\]

for any \( y \in J_E(C) \). Therefore,

\[
\left\langle Az - Aj_E^{-1} y, J_F(I_E - P_D)A z \right\rangle \leq 0. \hfill (47)
\]

On the other hand, by Lemma 4, we obtain

\[
\left\langle P_D A z - v, J_F(A - P_D A z) \right\rangle \geq 0 \hfill (48)
\]

for any \( v \in D \). Since \( C \cap A^{-1}(D) \neq \emptyset \), there exists \( z_0 \in C \cap A^{-1}(D) \). Putting \( y = J_E z_0 \) and \( v = Az_0 \), \( y \in J_E(C) \) and \( v \in D \) hold. Therefore,

\[
\left\langle Az - Az_0, J_F(A - P_D A z) \right\rangle \geq 0,
\]

and hence,

\[
\left\langle Az - P_D A z, J_F(A - P_D A z) \right\rangle = \|Az - P_D A z\|^2 \leq 0. \hfill (50)
\]

Therefore, we obtain \( P_D A z = Az \), and hence, \( Az \in D \); that is, \( z \in A^{-1}(D) \).

In the case of (ix): By Lemma 11, we obtain

\[
0 \leq \left\langle J_E J_E \left( I_E - r A^* \left( I_F - J_F \Pi_D \right) A \right) z - J_E z \right\rangle \\
= -r \left\langle z - y, A^* \left( I_F - J_F \Pi_D \right) A z \rightangle \\
= -r \left\langle Az - Ay, \left( I_F - J_F \Pi_D \right) A z \rightangle,
\]

for any \( y \in C \). Therefore,
for any $y \in J_E(C)$. Therefore,
\[ \langle Az - AJ_E^1 y, (I_F - J_F \Pi_D)Az \rangle \leq 0. \]
(52)

On the other hand, by Lemma 6, we obtain
\[ \langle \Pi_D Az - v, J_F Az - J_F \Pi_D Az \rangle \geq 0 \]
(53)

for any $v \in D$. Since $C \cap A^{-1}(D) \neq \emptyset$, there exists $z_0 \in C \cap A^{-1}(D)$. Putting $y = J_E z_0$ and $v = Az_0$, $y \in J_E(C)$ and $v \in D$ hold. Therefore,
\[ \langle Az - Az_0, (I_F - J_F \Pi_D)Az \rangle \leq 0, \]
(54)
\[ \langle \Pi_D Az - Az_0, J_F Az - J_F \Pi_D Az \rangle \geq 0, \]
and hence,
\[ \langle Az - \Pi_D Az, J_F Az - J_F \Pi_D Az \rangle \leq 0. \]
(55)

By Lemma 2, we obtain $P_D Az = Az$, and hence, $Az \in D$; that is, $z \in A^{-1}(D)$.

In the case of (x): By Lemma 11, we obtain
\[ 0 \leq \langle J_F^1 J_E z - J_F^1 y, (J_F - rA^* (I_F - R_{I_F(D)}) J_F A) z - J_F z \rangle \]
\[ = -r \langle z - J_F^1 y, A^* (I_F - R_{I_F(D)}) J_F Az \rangle \]
\[ = -r \langle Az - A J_F^1 y, (I_F - R_{I_F(D)}) J_F Az \rangle \]
(56)

for any $y \in J_E(C)$. Therefore,
\[ \langle Az - AJ_F^1 y, (I_F - R_{I_F(D)}) J_F Az \rangle \leq 0. \]
(57)

On the other hand, by Lemma 11, we obtain
\[ \langle J_F^{-1} R_{I_F(D)} J_F Az - J^{-1} v, J_F Az - R_{I_F(D)} J_F Az \rangle \geq 0 \]
(58)

for any $v \in J_F(D)$. Since $C \cap A^{-1}(D) \neq \emptyset$, there exists $z_0 \in C \cap A^{-1}(D)$. Putting $y = J_E z_0$ and $v = J_F Az_0$, $y \in J_E(C)$ and $v \in J_F(D)$ hold. Therefore,
\[ \langle Az - Az_0, (I_F - R_{I_F(D)}) J_F Az \rangle \leq 0, \]
(59)
\[ \langle J_F^{-1} R_{I_F(D)} J_F Az - Az_0, J_F Az - R_{I_F(D)} J_F Az \rangle \geq 0, \]

and hence,
\[ \langle Az - J_F^{-1} R_{I_F(D)} J_F Az, J_F Az - R_{I_F(D)} J_F Az \rangle \leq 0. \]
(60)

By Lemma 2, we obtain $R_{I_F(D)} J_F Az = J_F Az$, and hence, $J_F Az \in J_F(D)$; that is, $z \in A^{-1}(D)$.

4. Strong Convergence Theorems to Solutions

In this section, we consider strong convergence theorems to solutions of the split feasibility problem.

Lemma 19. Let $E$ be a uniformly convex and smooth Banach space and let $u, v \in E$. Put
\[ g(\rho) = \begin{cases} 
  g_{2, \rho \max \{ ||u||, ||v|| \}}(1) & \text{if } u = v \text{ and } \rho \in \left( 0, \max \left\{ \frac{\|u\|}{\|v\|} \right\} \right), \\
  g_{2, \rho}(1) & \text{if } u = v \text{ or } \rho \in \left[ \max \left\{ \frac{\|u\|}{\|v\|} \right\}, \infty \right) 
\end{cases} \]
(61)

for any $\rho \in (0, \infty)$, where $g_{2, \rho}$ as in Lemma 13. Then,
\[ \langle u - v, J_E u - J_E v \rangle \geq g(\rho) \|u - v\|^2 \]
(62)
holds for any $\rho \in (0, \infty)$.

Proof. If $u = v$, then for arbitrary $g(\rho)$, we obtain
\[ \langle u - v, J_E u - J_E v \rangle = 0 = g(\rho) \|u - v\|^2. \]
(63)

In particular, the above equation holds for $g(\rho) = g_{2, \rho}(1)$. If $u \neq v$, then, since $(1/(||u - v||)) u, (1/(||u - v||)) v \in B_{\rho}(E)$ for any $\rho \in [\max \{||u||,||v||\}/||u - v||, \infty)$, we obtain
\[ \langle u - v, J_E u - J_E v \rangle \geq \begin{cases} 
  g_{2, \rho \max \{ ||u||, ||v|| \}} \left( \frac{1}{||u||} u - \frac{1}{||v||} v \right) & \text{if } \rho \in \left( 0, \max \left\{ \frac{\|u\|}{\|v\|} \right\} \right), \\
  g_{2, \rho} \left( \frac{1}{||u||} u - \frac{1}{||v||} v \right) & \text{if } \rho \in \left[ \max \left\{ \frac{\|u\|}{\|v\|} \right\}, \infty \right) 
\end{cases} \]
(64)
Therefore, we obtain
\[
\langle u - v, J_E u - J_E v \rangle \geq g(\rho) \| u - v \|^2. \tag{65}
\]

**Lemma 20.** Let \( E \) be a uniformly smooth Banach space and let \( u, v \in E \). Put
\[
g^* (r, \rho) = \begin{cases} 
\frac{g^*_2((\|u\|/\|v\|) + r)}{\|u\|/\|v\| + r} & \text{if } v \neq 0 \text{ and } \rho \in \left(0, \|u\|/\|v\| + r\right), \\
g^*_2(\rho) & \text{if } v = 0 \text{ or } \rho \in \left[\|u\|/\|v\| + r, \infty\right) \end{cases}
\]
for any \( r \in (0, \infty) \) and for any \( \rho \in (0, \infty) \), where \( g^*_2(\cdot) \) as in Lemma 14. Then,

\[
\langle - \frac{r}{\|v\|} v, \frac{1}{\|v\|} J_E (u - rv) - \frac{1}{\|v\|} J_E u \rangle \leq \begin{cases} 
\frac{g^*_2((\|u\|/\|v\|) + r)}{\|u\|/\|v\| + r} & \text{if } \rho \in \left(0, \|u\|/\|v\| + r\right), \\
g^*_2(\rho) & \text{if } \rho \in \left[\|u\|/\|v\| + r, \infty\right)
\end{cases}
\]

\[
= g^*(r, \rho).
\]

Therefore, we obtain
\[
\langle v, J_E (u - rv) - J_E u \rangle \geq - \frac{g^*(r, \rho)}{r} \| v \|^2. \tag{67}
\]

We consider the following condition for a uniformly convex and smooth Banach space:

\((*)1 \ inf_{\rho \in (0, \infty)} g^*_2(\rho) > 0.\)

We consider the following condition for a uniformly smooth Banach space:

\((*)1 \) There exist \( r_0 \in (0, \infty) \) and \( \alpha \in (1, \infty) \) such that \( \sup_{\rho \in (0, \infty)} (g^*_2(\rho)/\rho^{\alpha}) < \infty.\)

**Example 1.** We consider each of examples satisfying the conditions \((*)1 \) and \((*)2 \), respectively.

Let \( E \) be a Banach space. The modulus of convexity \( \delta_E \) of \( E \) is defined by
\[
\delta_E(\epsilon) = \inf \left\{ 1 - \frac{1}{2} \| x + y \| \bigg/ \| x \| = \| y \| = 1, \| x - y \| = \epsilon \right\}
\]
for any \( \epsilon \in [0, 2] \). Let \( p \in (1, \infty) \). \( E \) is said to be \( p \)-uniformly convex if there exists a constant \( c \in (0, \infty) \) such that \( \delta_E(\epsilon) \geq c\epsilon^p \) for any \( \epsilon \in [0, 2] \). Furthermore, we know that \( E \) is uniformly convex if and only if \( \delta_E(\epsilon) > 0 \) for any \( \epsilon \in (0, 2] \). Let \( J_p \) be the generalized duality mapping on a Banach space \( E \). By \([17, \text{Corollary } 1]\), \( E \) is \( p \)-uniformly convex if and only if there exists a constant \( c \in (0, \infty) \) such that
\[
\langle x - y, x^* - y^* \rangle \geq c \| x - y \|^p \tag{72}
\]
for any \( x, y \in E \), for any \( x^* \in J_p x \), and for any \( y^* \in J_p y \). Therefore, if \( E \) is \( 2 \)-uniformly convex and smooth, then we can put \( g^*_2(\rho) = cr^2 \) for any \( \rho \in (0, \infty) \). We obtain
\[
\inf_{\rho \in (0, \infty)} g^*_2(\rho) = c > 0. \tag{73}
\]

The modulus of smoothness \( \rho_E \) of \( E \) is defined by
\[
\rho_E(t) = \sup \left\{ \frac{1}{2} \left( \| x + y \| + \| x - y \| \right) - 1 \bigg/ \| x \| = 1, \| y \| = t \right\}
\]
for any \( t \in (0, \infty) \). Let \( q \in (1, \infty) \). \( E \) is said to be \( q \)-uniformly smooth if there exists a constant \( c \in (0, \infty) \) such that \( \rho_E(t) \leq ct^q \) for any \( t \in (0, \infty) \). Furthermore, we know that \( E \) is uniformly smooth if and only if \( \lim_{t \downarrow 0}(\rho_E(t)/t) = 0 \). Let

\[
\langle v, J_E (u - rv) - J_E u \rangle = - \frac{g^*(r, \rho)}{r} \| v \|^2. \tag{68}
\]

In particular, the above equation holds for \( g^*(r, \rho) = g^*_2(\rho) \). If \( v \neq 0 \), then, since \( (1/\|v\|)(u - rv), (1/\|v\|)u \in B_{\|u\|/\|v\| + r}(E) \), we obtain

\[
\langle v, J_E (u - rv) - J_E u \rangle = - \frac{g^*(r, \rho)}{r} \| v \|^2. \tag{69}
\]
\(J_q\) be the generalized duality mapping on a smooth Banach space \(E\).

By [17, Corollary 1.1], \(E\) is \(q\)-uniformly smooth if and only if there exists a constant \(c \in (0, \infty)\) such that
\[
\langle x - y, J_q x - J_q y \rangle \leq c \|x - y\|^q
\]
for any \(x, y \in E\). Therefore, if \(E\) is 2-uniformly smooth, then we can put \(g^*_q(r) = cr^2\) for any \(r \in (0, \infty)\) and let \(\alpha\) be \(1, 2\). Then, we obtain
\[
\sup_{r \in (0, r_0), \rho \in (0, \rho_0)} \frac{g^*_q(r)}{r^2} = cr^{2-\alpha} < \infty.
\]

**Lemma 21.** Let \(E\) be a uniformly convex and smooth Banach space, let \(F\) be a uniformly smooth Banach space, and let \(M \in (0, \infty)\). Suppose that \(E\) satisfies the condition \((\ast 1)\) and \(F\) satisfies the condition \((\ast 2)\). Then, there exists \(r_M \in (0, \infty)\) such that \(g(\rho) r - M g^*(r, \rho) > 0\) for any \(r \in (0, r_M)\) and for any \(\rho \in (0, \infty)\), where \(g(\rho)\) as in Lemma 19 and \(g^*(r, \rho)\) as in Lemma 20.

**Proof.** We obtain
\[
g(\rho) r - M g^*(r, \rho) \\
\geq \inf_{\rho \in (0, \rho_0)} g^*_q(1) r - M \left( \sup_{r \in (0, r_0), \rho \in (0, \rho_0)} \frac{g^*_q(r)}{r^2} \right) r^2 \\
= r \left( \inf_{\rho \in (0, \rho_0)} g^*_q(1) - M \left( \sup_{r \in (0, r_0), \rho \in (0, \rho_0)} \frac{g^*_q(r)}{r^2} \right) r^{p-1} \right)
\]
for any \(r \in (0, r_0)\). Put
\[
r_M = \min \left\{ \left( \frac{\inf_{\rho \in (0, \rho_0)} g^*_q(1)}{M \sup_{r \in (0, r_0), \rho \in (0, \rho_0)} \left( g^*_q(r) / r^2 \right)} \right)^{1/(p-1)}, r_0 \right\}.
\]

Then, we obtain \(g(\rho) r - M g^*(r, \rho) > 0\) for any \(r \in (0, r_M)\) and for any \(\rho \in (0, \infty)\).

**Theorem 22.** Let \(E\) be a uniformly convex and smooth Banach space; let \(F\) be a strictly convex, reflexive, and uniformly smooth Banach space; and let \(J_E\) and \(J_F\) be duality mappings on \(E\) and \(F\), respectively; let \(C\) and \(D\) be nonempty, closed, and convex subsets of \(E\) and \(F\), respectively; let \(A\) be a bounded and linear operator from \(E\) into \(F\) with \(A \neq \emptyset\); let \(A^*\) be the adjoint operator of \(A\); let \(r \in (0, \infty)\). Suppose that \(E^*\) satisfies the condition \((\ast 2)\), \(F^*\) satisfies the condition \((\ast 1)\) and \(C \cap A^{-1}(D) \neq \emptyset\). Let \(x_n \in E\) and let \(\{x_n\}\) be a sequence generated by
\[
\begin{aligned}
z_0 &= J_E^* \left( J_F - r A^* (J_F - J_F \Pi_D) A x_n \right), \\
C_n &= \{ z \in C \mid \langle z - z_n, J_E x_n - J_E z_n \rangle \geq 0 \}, \\
D_n &= \{ z \in D_{n-1} \mid \langle z - z_n, J_F x_n - J_F z_n \rangle \geq 0 \}, \\
x_{n+1} &= \Pi_{C_n \cap D_n} x_n.
\end{aligned}
\]
for any \(n \in \mathbb{N}\), where \(D_0 = C\). Then, there exists \(r_{\|A\|} \in (0, \infty)\) such that \(\{x_n\}\) is strongly convergent to a point \(z_0 \in C \cap A^{-1}(D)\) for any \(r \in (0, r_{\|A\|})\), where \(z_0 = \Pi_{C \cap A^{-1}(D)} x_1\).

**Proof.** For the sake of the proof, we confirm the following facts. Since \(E\) is uniformly convex, by (T8) \(E\) is reflexive. Since \(E\) is uniformly convex and smooth, by (T10) \(E^*\) is uniformly smooth. Since \(F\) is reflexive and uniformly smooth, by (T10) \(F^*\) is uniformly convex. Since \(F\) is strictly convex and reflexive, by (T7) \(F^*\) is smooth.

It is obvious that \(C_n \cap D_n\) is closed and convex for any \(n \in \mathbb{N}\). We show that \(C \cap A^{-1}(D) \subseteq C_n\) for any \(n \in \mathbb{N}\). Let \(z \in C \cap A^{-1}(D)\). If \(Ax_n = 0\) or \(Ax_n \in D\), then we obtain \(z_n = x_n\), and hence,
\[
\langle z_n - z, J_E x_n - J_E z_n \rangle = 0;
\]
that is, \(z \in C_n\). If \(Ax_n \neq 0\) and \(Ax_n \notin D\), then
\[
\langle z_n - z, J_E x_n - J_E z_n \rangle = r \langle J_E^* (J_E x_n - r A^* (J_F - J_F \Pi_D) A x_n) - x_n, A^* (J_F - J_F \Pi_D) A x_n \rangle \\
+ \langle x_n - z, A^* (J_F - J_F \Pi_D) A x_n \rangle \\
= r \langle J_E^* (J_E x_n - r A^* (J_F - J_F \Pi_D) A x_n) - x_n, A^* (J_F - J_F \Pi_D) A x_n \rangle \\
+ \langle Ax_n - \Pi_D Ax_n, J_F - J_F \Pi_D \rangle A x_n \rangle \\
+ \langle \Pi_D Ax_n - Az, J_F - J_F \Pi_D \rangle A x_n \rangle \\
= r \langle J_E^* (J_E x_n - r A^* (J_F - J_F \Pi_D) A x_n) - J_F^* J_E x_n, A^* (J_F - J_F \Pi_D) A x_n \rangle \\
+ \langle J_F^* J_F Ax_n - J_F^* J_F \Pi_D Ax_n, J_F Ax_n - J_F \Pi_D Ax_n \rangle \\
+ \langle \Pi_D Ax_n - Az, J_F Ax_n - J_F \Pi_D Ax_n \rangle \rangle.
\]
By Lemma 21, there exists \(r_{\|A\|} \in (0, \infty)\) such that \(g(\rho) r - \|A\|^2 g^*(r, \rho) > 0\) for any \(r \in (0, r_{\|A\|})\) and for any \(\rho \in (0, \infty)\). Put
\[
\rho_n \in \max \left\{ \frac{\|x_n\|}{\|A^* (J_F - J_F \Pi_D) A x_n\|} + r, \frac{\|Ax_n\|}{\|J_F Ax_n - J_F \Pi_D Ax_n\|} \left\| J_F Ax_n - J_F \Pi_D Ax_n \right\| \right\},
\]
Since $E^*$ is uniformly smooth, by Lemma 20, we obtain
\[
\langle J_E^{-1}(J_E^* - rA^*(J_E - J_EI_D))Ax_n - J_E^{-1}J_E^*Ax_n, A^*(J_E - J_EI_D)Ax_n \rangle \\
\geq -\frac{g(r, \rho_n)}{r} \|A^*(J_E - J_EI_D)Ax_n\|^2 \\
\geq -\frac{\|A\|^2g(r, \rho_n)}{r} \|(J_E - J_EI_D)Ax_n\|^2.
\]
(83)

Since $E^*$ is uniformly convex and smooth, by Lemma 19, we obtain
\[
\langle J_E^{-1}J_EAx_n - J_E^{-1}J_EI_DAx_n, J_EAx_n - J_EI_DAx_n \rangle \\
\geq g(\rho_n) \|J_EAx_n - J_EI_DAx_n\|^2.
\]
(84)

By Lemma 6, we obtain
\[
\langle \Pi_DAx_n - Az, J_EAx_n - J_EI_DAx_n \rangle \geq 0.
\]
(85)

Therefore, we obtain
\[
\langle x_n - z, J_EAx_n - J_Ex_n \rangle \geq (g(\rho_n)r - \|A\|^2g(r, \rho_n)) \cdot \|(J_E - J_EI_D)Ax_n\|^2 \geq 0;
\]
(86)

that is, $z \in C_n$. We show that $C \cap A^{-1}(D) \subset D_n$ for any $n \in \mathbb{N}$. Since
\[
D_1 = \{z \in C | \langle x_1 - z, J_Ex_1 - J_Ex_1 \rangle \geq 0 \} = C,
\]
(87)

it is obvious that $C \cap A^{-1}(D) \subset D_1$. Suppose that there exists $k \in \mathbb{N}$ such that $C \cap A^{-1}(D) \subset D_k$. Then, $C \cap A^{-1}(D) \subset C_k \cap D_k$. Since $x_{k+1} = \Pi_{C_k \cap D_k}x_1$, by Lemma 6, we obtain
\[
\langle x_{k+1} - z, J_Ex_{k+1} - J_Ex_{k+1} \rangle \geq 0
\]
(88)

for any $z \in C_k \cap D_k$, and hence, the above inequality holds for any $z \in C \cap A^{-1}(D)$; that is, we obtain $C \cap A^{-1}(D) \subset D_{k+1}$. We obtain $C \cap A^{-1}(D) \subset D_n$ for any $n \in \mathbb{N}$. Therefore, $\{x_n\}$ is well-defined.

It is obvious that $C \cap A^{-1}(D)$ is nonempty, closed, and convex. Therefore, $\Pi_{C \cap A^{-1}(D)}$ is well-defined.

By the definition of $D_n$, we obtain $x_n = \Pi_{D_n}x$. By Lemma 6,
\[
V_E(z, x_n) + V_E(x_n, x_1) \leq V_E(z, x_1)
\]
(89)

for any $z \in D_n$. Let $m \in \mathbb{N}$ with $m \geq n$. Since $x_m \in D_m \subset D_n$, we obtain
\[
V_E(x_m, x_n) + V_E(x_n, x_1) \leq V_E(x_m, x_1),
\]
(90)

and hence,
\[
V_E(x_m, x_n) \leq V_E(x_m, x_1) - V_E(x_n, x_1).
\]
(91)

Since $x_n = \Pi_{D_n}x_1$, we obtain
\[
V_E(x_n, x_1) \leq V_E(z, x_1)
\]
(92)

for any $z \in D_n$. Since $x_{n+1} = \Pi_{C_n \cap D_n}x_1$, we obtain $x_{n+1} \in C_n \cap D_n$. Since $x_{n+1} \in D_n$, we obtain
\[
V_E(x_{n+1}, x_1) \leq V_E(x_{n+1}, x_1),
\]
(93)

and hence, $\{V_E(x_n, x_1)\}$ is bounded and nondecreasing; that is, there exists the limit of $\{V_E(x_n, x_1)\}$. From (91), we obtain
\[
\lim_{m,n \to \infty} V_E(x_m, x_n) = 0.
\]
(94)

By Lemma 15, $\{x_n\}$ is a Cauchy sequence. Since $E$ is complete, there exists $x_0 \in E$ such that $\lim_{n \to \infty} x_n = x_0$. Since $x_{n+1} = \Pi_{C_n \cap D_n}x_1$, by Lemma 6, we obtain
\[
\langle x_{n+1} - z, J_Ex_{n+1} - J_Ex_{n+1} \rangle \geq 0
\]
(95)

for any $z \in C_n \cap D_n$. Since $C \cap A^{-1}(D) \subset C_n \cap D_n$, the above inequality holds for any $z \in C \cap A^{-1}(D)$. Taking $n \to \infty$, since by (T9) $J_E$ is norm-to-norm continuous, we obtain
\[
\langle z_0 - z, J_Ex_1 - J_Ex_0 \rangle \geq 0
\]
(96)

for any $z \in C \cap A^{-1}(D)$. By Lemma 6, we obtain $x_0 = \Pi_{C \cap A^{-1}(D)}x_1$.

**Theorem 23.** Let $E$ be a uniformly convex and smooth Banach space; let $F$ be a strictly convex, reflexive, and uniformly smooth Banach space; let $I_F$ be the identity mapping on $F^*$; let $I_E$ and $J_E$ be duality mappings on $E$ and $F$, respectively; let $C$ and $D$ be nonempty, closed, and convex subsets of $E$ and $F$ such that $J_F(D)$ is closed, respectively; let $A$ be a bounded and linear operator from $E$ into $F$ with $A \neq 0$; let $A^*$ be the adjoint operator of $A$; let $r \in (0, \infty)$. Suppose that $E^*$ satisfies the condition (2), $F^*$ satisfies the condition (1) and $C \cap A^{-1}(D) \neq \emptyset$. Let $x_1 \in E$ and let $\{x_n\}$ be a sequence generated by
\begin{align}
\begin{cases}
z_n = J_{E}^{-1} \left( I_{E} - r A^* \left( I_{F} - R_{I_{f}(D)} \right) \right) I_{F} A x_n, \\
C_n = \{ z \in C \mid \langle z_n - z, J_{E} x_n - J_{E} z_n \rangle \geq 0 \}, \\
D_n = \{ z \in D_{n-1} \mid \langle x_n - z, J_{E} x_1 - J_{E} x_n \rangle \geq 0 \}, \\
x_{n+1} = J_{E}^{-1} R_{I_{f}(C \cap D_{n})} I_{F} x_1 \}
\end{cases} 
\tag{97}
\end{align}

for any \( n \in \mathbb{N} \), where \( D_0 = C \). Then, there exists \( r_{IAF}^* \in (0, \infty) \) such that \( \langle x_n \rangle \) is strongly convergent to a point \( z_0 \in C \cap A^{-1}(D) \) for any \( r \in (0, r_{IAF}^*) \), where \( z_0 = J_{E}^{-1} R_{I_{f}(C \cap A^{-1}(D))} I_{F} x_1 \).

Proof. For the sake of the proof, we confirm the following facts. Since \( E \) is uniformly convex, by (T8), \( E \) is reflexive. Since \( E \) is uniformly convex and smooth, by (T10), \( E^* \) is uniformly smooth. Since \( F \) is reflexive and uniformly smooth, by (T10), \( F^* \) is uniformly convex. Since \( F \) is strictly convex and reflexive, by (T7), \( F^* \) is smooth. Since \( E^* \) and \( F^* \) have Fréchet differentiable norms, by (T9), \( J_{E}^2 \) and \( J_{F}^2 \) are norm-to-norm continuous. Therefore, \( J_{E}(C) \) and \( J_{F}(C \cap D_{n}) \) are closed.

It is obvious that \( C_n \cap D_n \) is closed and convex for any \( n \in \mathbb{N} \). We show that \( C \cap A^{-1}(D) \subset C_n \) for any \( n \in \mathbb{N} \). Let \( z \in C \cap A^{-1}(D) \). If \( Ax_n = 0 \) or \( Ax_n \in D \), then we obtain \( z_n = x_n \), and hence,

\[ \langle z_n - z, J_{E} x_n - J_{E} z_n \rangle = 0; \tag{98} \]

Since \( E^* \) is uniformly smooth, by Lemma 20, we obtain

\[ \langle J_{E}^1 \left( I_{E} x_n - r A^* \left( I_{F} - R_{I_{f}(D)} \right) \right) J_{F} A x_n \rangle \geq - \frac{g^* (r, \rho_n)}{r} \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \|^2 \]

\[ \geq - \frac{IAF^* g^* (r, \rho_n)}{r} \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \|^2. \tag{101} \]

Since \( F^* \) is uniformly convex and smooth, by Lemma 19, we obtain

\[ \langle J_{F}^{-1} J_{F} A x_n - J_{F}^{-1} R_{I_{f}(D)} J_{F} A x_n, J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n \rangle \geq g(\rho_n) \left\| J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n \right\|^2. \tag{102} \]

that is, \( z \in C_n \). If \( Ax_n \neq 0 \) and \( Ax_n \notin D \), then

\[ \langle z_n - z, J_{E} x_n - J_{E} z_n \rangle = r \left( \langle J_{E}^1 \left( I_{E} x_n - r A^* \left( I_{F} - R_{I_{f}(D)} \right) \right) J_{F} A x_n \rangle \right. \]

\[ - x_n A^* \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \rangle + \langle x_n - z, A^* \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \rangle \]

\[ = r \left( \langle J_{E}^1 \left( I_{E} x_n - r A^* \left( I_{F} - R_{I_{f}(D)} \right) \right) J_{F} A x_n \rangle \right. \]

\[ - x_n A^* \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \rangle + \langle x_n - z, A^* \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \rangle \]

\[ + \langle J_{E}^1 J_{F} A x_n - J_{E}^1 R_{I_{f}(D)} J_{F} A x_n, J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n \rangle \geq 0. \tag{103} \]

By Lemma 21, there exists \( r_{IAF}^* \in (0, \infty) \) such that \( g(\rho) r - \|A\|^2 g^* (r, \rho) > 0 \) for any \( r \in (0, r_{IAF}^*) \) and for any \( \rho \in (0, \infty) \). Put

\[ \rho_n \in \max \left\{ \frac{\|x_n\|}{\|A^* \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n\|}, r, \frac{\|Ax_n\|}{\|J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n\|}, \frac{\|R_{I_{f}(D)} J_{F} A x_n\|}{\|J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n\|}, \infty \right\}. \tag{100} \]

By Lemma 11, we obtain

\[ \langle J_{E}^1 R_{I_{f}(D)} J_{F} A x_n - J_{E}^1 J_{F} A z, J_{F} A x_n - R_{I_{f}(D)} J_{F} A x_n \rangle \geq 0. \tag{103} \]

Therefore, we obtain

\[ \langle z_n - z, J_{E} x_n - J_{E} z_n \rangle \geq (g(\rho_n) r - \|A\|^2 g^* (r, \rho_n)) \cdot \left( \left\| \left( I_{F} - R_{I_{f}(D)} \right) J_{F} A x_n \right\|^2 \right. \geq 0; \tag{104} \]

that is, \( z \in C_n \). We show that \( C \cap A^{-1}(D) \subset D_n \) for any \( n \in \mathbb{N} \). Since

\[ D_1 = \{ z \in C \mid \langle x_1 - z, J_{E} x_1 - J_{E} x_1 \rangle \geq 0 \} \]

it is obvious that \( C \cap A^{-1}(D) \subset D_1 \). Suppose that there exists \( k \in \mathbb{N} \) such that \( C \cap A^{-1}(D) \subset D_k \). Then, \( C \cap A^{-1}(D) \subset C_k \cap \]
for any $z \in J_E(C_k \cap D_k)$, and hence, the above inequality holds for any $z \in J_E(C \cap A^{-1}(D))$; that is, we obtain $C \cap A^{-1}(D) \subseteq D_{n+1}$. We obtain $C \cap A^{-1}(D) \subseteq D_n$ for any $n \in \mathbb{N}$. Therefore, $\{x_n\}$ is well-defined.

It is obvious that $J_E(C \cap A^{-1}(D))$ is nonempty, closed, and convex and $C \cap A^{-1}(D)$ is closed. Therefore, $R_{J_E(C \cap A^{-1}(D))}$ is well-defined.

By the definition of $D_n$, we obtain $x_n = J_{E}^{-1}R_{J_{E}(D_{n})}J_{E}x_1$. By Lemma 11,

$$V_{E'}(J_{E}x_n, z) + V_{E'}(J_{E}x_1, J_{E}x_n) \leq V_{E'}(J_{E}x_1, z)$$

(107)

for any $z \in J_E(D_n)$. Let $m \in \mathbb{N}$ with $m \geq n$. Since $x_m, J_{E}(D_m) \subseteq D_n$, we obtain

$$V_{E'}(J_{E}x_n, J_{E}x_m) + V_{E'}(J_{E}x_1, J_{E}x_n) \leq V_{E'}(J_{E}x_1, J_{E}x_m),$$

(108)

and hence,

$$V_{E'}(J_{E}x_n, J_{E}x_m) \leq V_{E'}(J_{E}x_1, J_{E}x_m) - V_{E'}(J_{E}x_1, J_{E}x_n).$$

(109)

Since $x_n = J_{E}^{-1}R_{J_{E}(D_{n})}J_{E}x_1$, by Lemma 9, we obtain

$$V_{E'}(J_{E}x_1, J_{E}x_n) \leq V_{E'}(J_{E}x_1, z)$$

(110)

for any $z \in J_E(D_n)$. Since $x_{n+1} = J_{E}^{-1}R_{J_{E}(C \cap D_{n})}J_{E}x_1$, we obtain $x_{n+1} \in C \cap D_n$. Since $x_{n+1} \in D_n$, we obtain

$$V_{E'}(J_{E}x_1, J_{E}x_{n+1}) \leq V_{E'}(J_{E}x_1, J_{E}x_{n+1}),$$

(111)

and hence, $\{V_{E'}(J_{E}x_1, J_{E}x_n)\}$ is bounded and nondecreasing; that is, there exists the limit of $\{V_{E'}(J_{E}x_1, J_{E}x_n)\}$. From (109), we obtain

$$\lim_{m \to \infty} V_{E'}(J_{E}x_n, J_{E}x_m) = 0.$$  

(112)

By Lemma 15, $\{J_{E}x_n\}$ is a Cauchy sequence. Since by (T9) $J_{E}^{-1}$ is norm-to-norm continuous, $\{x_n\}$ is also a Cauchy sequence. Since $E$ is complete, there exists $z_0 \in E$ such that $\lim_{n \to \infty} x_n = z_0$. Since $x_{n+1} = J_{E}^{-1}R_{J_{E}(C \cap D_{n})}J_{E}x_1$, by Lemma 11, we obtain

$$\langle x_{n+1} - J_{E}^{-1}z_0, J_{E}x_1 - J_{E}x_{n+1} \rangle \geq 0$$

(113)

for any $z \in J_{E}(C \cap D_n)$. Since $C \cap A^{-1}(D) \subseteq C \cap D_n$, the above inequality holds for any $z \in J_{E}(C \cap A^{-1}(D))$. Taking $n \to \infty$, since by (T9) $J_{E}^{-1}$ is norm-to-norm continuous, we obtain

$$\langle z_0 - J_{E}^{-1}z, J_{E}x_1 - J_{E}z_0 \rangle \geq 0$$

(114)

for any $z \in J_{E}(C \cap A^{-1}(D))$. By Lemma 11, we obtain $z_0 = J_{E}^{-1}R_{J_{E}(C \cap A^{-1}(D))}J_{E}x_1$.

Remark 24. In this paper, we consider only two strong convergence theorems with respect to (v) in Theorem 16 and (x) in Theorem 18. The strong convergence theorem with respect to (ii) is shown in [11, Theorem 3.2]. Of course, we can consider other strong convergence theorems with respect to (iii), (iv) in Theorem 16, and (vi), (vii), (viii), and (ix) in Theorem 18. They will be described in the next paper.

**Data Availability**

No data were used to support this study.

**Conflicts of Interest**

The authors declare that they have no conflicts of interest.

**References**

[1] L. M. Bregman, “The relaxation method of finding the common point of convex sets and its application to the solution of problems in convex programming,” USSR Computational Mathematics and Mathematical Physics, vol. 7, no. 3, pp. 200–217, 1967.

[2] J. von Neumann, Functional Operators, Volume II: The Geometry of Orthogonal Spaces, Annals of Mathematical Studies, vol. 22, Princeton University Press, Princeton, 1950.

[3] Y. I. Alber and D. Butnariu, “Convergence of Bregman projection methods for solving consistent convex feasibility problems in reflexive Banach spaces,” Journal of Optimization Theory and Its Applications, vol. 92, no. 1, pp. 33–61, 1997.

[4] H. H. Bauschke, J. M. Borwein, and P. L. Combettes, “Bregman monotone optimization algorithms,” SIAM Journal on Control and Optimization, vol. 42, no. 2, pp. 596–636, 2003.

[5] Y. Censor and T. Elfving, “A multiprojection algorithm using Bregman projections in a product space,” Numerical Algorithms, vol. 8, no. 2, pp. 221–239, 1994.

[6] T. Ibaraki and W. Takahashi, “A new projection and convergence theorems for the projections in Banach spaces,” Journal of Approximation Theory, vol. 149, no. 1, pp. 1–14, 2007.

[7] S. M. Altsulami, A. Latif, and W. Takahashi, “Strong convergence theorems by hybrid methods for the split feasibility problem in Banach spaces,” Linear and Nonlinear Analysis, vol. 2015, pp. 1–11, 2015.

[8] C. Byrne, “Iterative oblique projection onto convex sets and the split feasibility problem,” Inverse Problems, vol. 18, no. 2, pp. 441–453, 2002.

[9] L. Landweber, “An iterative formula for Fredholm integral equation of the first kind,” American Journal of Mathematics, vol. 73, pp. 615–624, 1950.

[10] R. Gordon, R. Bender, and G. T. Herman, “Algebraic reconstruction techniques (ART) for three-dimensional electron microscopy and X-ray photography,” Journal of Theoretical Biology, vol. 29, no. 3, pp. 471–481, 1970.
Abstract and Applied Analysis

[11] W. Takahashi, “The split feasibility problem in Banach spaces,” *Journal of Nonlinear and Convex Analysis*, vol. 15, pp. 1349–1355, 2014.

[12] D. Butnariu, A. N. Iusem, and E. Resmerita, “Total convexity for powers of the norm in uniformly convex Banach spaces,” *Journal of Convex Analysis*, vol. 7, pp. 319–334, 2000.

[13] I. Cioranescu, “Geometry of Banach spaces, duality mappings and nonlinear problems,” in *Mathematics and Its Applications*, Vol. 62, Kluwer Academic Publishers, Dordrecht, 1990.

[14] W. Takahashi, *Nonlinear Functional Analysis*, Yokohama Publishers, Yokohama, 2000.

[15] Y. I. Alber, “Metric and generalized projection operators in Banach spaces: properties and applications,” in *Theory and Applications of Nonlinear Operators of Accretive and Monotone Type* (A. G. Kartsatos, ed.), *Lecture Notes in Pure and Applied Mathematics*, vol. 178, pp. 15–50, Dekker, New York, 1996.

[16] F. Kohsaka and W. Takahashi, “Generalized nonexpansive retractions and a proximal-type algorithm in Banach spaces,” *Journal of Nonlinear and Convex Analysis*, vol. 8, pp. 197–209, 2007.

[17] H. K. Xu, “Inequalities in Banach spaces with applications,” *Nonlinear Analysis*, vol. 16, no. 12, pp. 1127–1138, 1991.

[18] S. Kamimura and W. Takahashi, “Strong convergence of a proximal-type algorithm in a Banach space,” *SIAM Journal on Optimization*, vol. 13, no. 3, pp. 938–945, 2002.