Condensation and interaction range in harmonic boson traps: a variational approach
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For a gas of $N$ bosons interacting through a two-body Morse potential a variational bound of the free energy of a confined system is obtained. The calculation method is based on the Feynman-Kac functional projected on the symmetric representation. Within the harmonic approximation a variational estimate of the effect of the interaction range on the existence of many-particle bound states, and on the N-T phase diagram is obtained.
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I. INTRODUCTION

In this paper, we continue the investigation proposed in [1] and started in [2], on the influence of realistic interactions on the expression for the free energy of the interacting Bose system. The method we propose is distinct from other treatments in two main aspects. Firstly, it allows for the treatment of finite-range interatomic potentials whereas nearly all theoretical studies relying on a mean-field description have focused on a two-body contact potential. Secondly, the exact quantum statistics, both of the condensate and of the non-condensate atoms, is treated analytically at arbitrary temperature. The experimental realization of Bose-Einstein condensation in systems of trapped, interacting bosonic atoms [3–5] has led to renewed theoretical efforts [1,2,6–14] to understand the properties of Bose gases. The need to go beyond the contact potential (also discussed in [15–17]) appears because the ground state energy of a contact potential with negative scattering length (relevant for the $^7$Li) is not bounded from below. The present study of finite-range potentials, based on a variational principle resulting from the Jensen-Feynman inequality, avoids this artefact. This variational principle (originally formulated by Feynman [18] to treat the problem of an electron in a polarizable medium) is extended in section II to treat many-body systems with finite-range interactions, thereby incorporating the quantum statistics of the particles analytically. To investigate interaction potentials different from the contact potential, the T-matrix formulation used in [7,8,16] can also be applied. In this formulation, the limit of the contact potential is given by the long wavelength limit. In a sense, the present method is the ‘real space’ complement of the ‘momentum space’ T-matrix calculation: the knowledge of the pair correlation function $g(r)$ of the model system in the present approach allows to effectively study the effects of the spatial dependence of the interaction potential.

The system which we analyze in the present paper consists of a fixed number of bosonic atoms in a parabolic confinement. The interatomic interaction studied in detail in this paper is a Morse potential where the parameters are determined by the scattering length and the neutral atomic radius. Although in the most recent experiments [19] mixtures of gases with different spin states are examined, we consider only the spin-polarized Bose gas in the present analysis. The results of the path integral variational method elaborated in section II, applied to the spin-polarized gas of bosons interacting through a Morse potential, are reported in section III, and the specific case of lithium is investigated using the experimentally derived interatomic potential (from spectroscopy measurements of Abraham et al. [20–22]). The discussion of the results and a comparison with other methods are presented in section IV.

II. STUDY OF THE MORSE POTENTIAL

The essential property of realistic interatomic interactions is that atoms repel at short distances and attract when they are some distance apart. In this section, we study the effect of the Morse potential $v_2(r)$, which has these two main characteristics, on a collection of bosonic atoms:

$$\frac{v_2(r)}{U} = \left(1 - e^{-(r-r_0)/L}\right)^2 - 1,$$

where the vector $r$ (with length $r$) is the difference in position vectors of the two atoms, and $r_0$ is a parameter which determines the range of the potential. $U$ is a parameter which determines the strength of the potential, and $L$ is a parameter which determines the ‘stiffness’ of the potential near its minimum. These parameters are related to
experimentally observable quantities. For the Morse potential the number of bound levels \( N_{\text{lev}} \) and the scattering length \( a_{\text{scat}} \) are given by [23]:

\[
N_{\text{lev}} = \frac{1}{2} \left( 1 - \sqrt{8U/L} \right),
\]

\[
a_{\text{scat}} = U L^3 e^{r_0/L} - \frac{16 e^{-r_0/L}}{4},
\]

where the square braces denote the largest positive integer smaller than the expression between brackets. The remaining parameters of \((1)\) are determined by a least squares method using the shape of an experimentally determined potential [21, 22].

\[
Z_{\text{scat}}(r) = \frac{1}{L} \int dr E_r \left[ \frac{\partial}{\partial t} K(r; t) \right] - \frac{1}{2} \int_{0}^{\beta} V(R(s)) ds,
\]

satisfies the Bloch equation for distinguishable particles

\[
\frac{\partial}{\partial t} K(r, t; r') = \frac{\hbar}{2m} \nabla^2 K(r, t; r') - \frac{1}{\hbar} V(r) K(r, t; r'),
\]

with

\[
\lim_{t \to 0} K(r, t; r') = \delta(r - r').
\]

Using the projection techniques borrowed from [25] and applied to confined systems in [1, 26], it is easy to see that the partition function for \( N \) identical particles at an inverse temperature \( \beta = 1/(k_B T) \) is given by

\[
Z(N, \beta) = \frac{1}{N!} \int dr E_r \left[ \sum_{P} \xi^P I(R(\beta) - P(r)) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta} V(R(s)) ds \right\} \right],
\]

where \( P \) denotes permutations of the particle coordinates. A summation over all elements of the permutation group is taken. Every permutation contributes a factor \( \xi^P \) which is \(-1\) for odd permutations of fermions and \( \hbar \) in all other cases. If the partition function \( Z_0(N, \beta) \) and some static correlation functions of a model system, with potential energy \( V_0 \), can be calculated analytically,

\[
Z_0(N, \beta) = \frac{1}{N!} \int dr E_r \left[ \sum_{P} \xi^P I(R(\beta) - P(r)) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta} V_0(R(s)) ds \right\} \right],
\]

this knowledge can be used to derive an upper bound for the free energy \( F = -\log[Z(N, \beta)]/\beta \), relying on the Jensen-Feynman inequality:

\[
Z(N, \beta) = \frac{1}{N!} \int dr E_r \left[ \sum_{P} \xi^P I(R(\beta) - P(r)) \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta} V_0(R(s)) ds \right\} \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta} [V(R(s)) - V_0(R(s))] ds \right\} \right]
\]

\[
= Z_0(N, \beta) \left[ \exp \left\{ -\frac{1}{\hbar} \int_{0}^{\beta} (V(R(s)) - V_0(R(s))) ds \right\} \right]
\]

\[
\geq Z_0(N, \beta) \exp \left[ -\frac{1}{\hbar} \int_{0}^{\beta} (V(R(s)) - V_0(R(s))) ds \right].
\]
In this expression, the angular brackets denote the quantum statistical expectation value

\[
\langle A(R(\tau)) \rangle = \frac{1}{Z_0(N, \beta)} \int d\tau \ E_\tau \ \exp \left\{ -\frac{1}{\hbar} \int_0^\beta V_0(R(s)) ds \right\} A(R(\tau)) \ .
\]

(10)

We consider a spin polarized gas of bosons interacting through a two-body potential \( v_2 \) such as \([1] \) and confined by an anisotropic parabolic potential. The potential energy of this system is given by

\[
V = \frac{m}{2} \sum_{j=1}^N \left[ \Omega_x^2 x_j^2 + \Omega_y^2 y_j^2 + \Omega_z^2 z_j^2 \right] + \sum_{j=1}^N \sum_{l=1, l \neq j}^N v_2(\mathbf{r}_j - \mathbf{r}_l),
\]

(11)

with \( m \) the mass of the particles, and \( \mathbf{r}_j = \{x_j, y_j, z_j\} \) the position of the \( j \)-th boson. The partition function, the density and the pair correlation function for a model system with potential energy \( V_0 \) given by

\[
V_0 = \sum_{j=1}^N \frac{m}{2} \left[ \Omega_x^2 x_j^2 + \Omega_y^2 y_j^2 + \Omega_z^2 z_j^2 \right] + \sum_{j=1}^N \sum_{l=1, l \neq j}^N \frac{\kappa}{2} (\mathbf{r}_j - \mathbf{r}_l)^2.
\]

(12)

were derived analytically in refs. \([1, 26] \) for the isotropic case. Substituting the real potential energy for the spin polarized gas of interacting bosons \([11] \), and the potential energy of the trial system \([12] \) in the inequality \([1] \), one finds

\[
F \leq F_0 + \sum_{j=1}^N \frac{m}{2} \left[ (\Omega_x^2 - w_x^2) \langle x_j^2 \rangle + (\Omega_y^2 - w_y^2) \langle y_j^2 \rangle + (\Omega_z^2 - w_z^2) \langle z_j^2 \rangle \right] - \frac{N\kappa}{2N} \langle \mathbf{R}^2 \rangle + \frac{1}{2} \left\{ \sum_{j=1}^N \sum_{l=1, l \neq j}^N v_2(\mathbf{r}_j - \mathbf{r}_l) \right\},
\]

(13)

where \( F_0 = -\log[Z_0(N, \beta)]/\beta \) is the free energy of the model system with partition function \( Z_0(N, \beta) \), \( w_{x,y,z} = (\Omega'_{x,y,z})^2 + N\kappa/m \), and \( \mathbf{R} = (1/N) \sum_{j=1}^N \mathbf{r}_j \) is the center-of-mass coordinate. Using the pair correlation function

\[
g(\mathbf{r}) = \frac{1}{N(N - 1)} \int \frac{d^3k}{(2\pi)^3} e^{-i\mathbf{k}\cdot\mathbf{r}} \left\{ \sum_{j=1}^N \sum_{l=1, l \neq j}^N e^{i\mathbf{k}(\mathbf{r}_j - \mathbf{r}_l)} \right\},
\]

(14)

the expectation value of the two-body potential \( v_2 \) can be rewritten

\[
\left\{ \sum_{j=1}^N \sum_{l=1, l \neq j}^N v_2(\mathbf{r}_j - \mathbf{r}_l) \right\} = \frac{N(N - 1)}{2} \int d\mathbf{r} \ v_2(\mathbf{r}) g(\mathbf{r}),
\]

(15)

and hence the variational free energy can be written as

\[
F \leq F_0 + \frac{m}{2} \sum_{j=1}^N \left[ (\Omega_x^2 - w_x^2) \langle x_j^2 \rangle + (\Omega_y^2 - w_y^2) \langle y_j^2 \rangle + (\Omega_z^2 - w_z^2) \langle z_j^2 \rangle \right] - \frac{N\kappa}{2N} \langle \mathbf{R}^2 \rangle + \frac{N(N - 1)}{2} \int d\mathbf{r} \ v_2(\mathbf{r}) g(\mathbf{r}).
\]

(16)

This is the central variational formula which we will use to find the thermodynamical properties of the spin-polarized, parabolically confined, interacting bosons. The essential role of the pair correlation function in the evaluation of the expectation value of the interaction potential is clear from \([13] \).

The required building blocks for the variational free energy (the expectation values and the pair correlation function for the bosonic case), obtained previously \([1, 23] \) for the isotropic case, have to be extended to the case of an anisotropic confinement potential. This anisotropic generalization is documented in the appendix. The resulting expression for the variational free energy is
\[ F \leq -\frac{1}{\beta} \log(Z_0(N, \beta)) + \sum_{i=x,y,z} \left\{ \frac{1}{\beta} \log \left( \frac{\sinh(\beta \Omega_i' \beta / 2)}{\sinh(\beta \omega_i / 2)} \right) + \frac{\hbar [\Omega_i^2 - (\Omega_i')^2]}{4 \Omega_i^2} \coth(\beta h \Omega_i') / 2 \right\} \]

\[ + \sum_{i=x,y,z} \frac{\hbar [\Omega_i^2 - w_i^2]}{4 \omega_i} \left[ \sum_{l=1}^N \frac{Z_0(N - l, \beta) \coth(\beta \omega_i / 2)}{\Pi_{j=x,y,z} 2 \sinh(\beta \omega_i / 2)} \right] - \coth(\beta \omega_i / 2) \]

\[ + \frac{N(N-1)}{2} \int dr v_2(r) g(r). \]  

(17)

In this expression, \( Z_0(N, \beta) \) is the partition function of the model containing \( N \) bosons at inverse temperature \( \beta = 1/(k_B T) \). In the isotropic case, \( \Omega_x' = \Omega_y' = \Omega_z' = \Omega' \), and the parameters \( \Omega' \) and \( w \) are the variational parameters. This gives a substantial simplification, since the variation with respect to \( \Omega' \) can be done analytically in the case of isotropy with \( \Omega' = \Omega \) as the result, i.e. the variational isotropic confinement frequency equals the isotropic confinement frequency of the examined system. However, for the anisotropic case, expression (17) has to be minimized with respect to all four parameters \( \Omega_x', \Omega_y', \Omega_z' \) and \( \kappa \) to find the upper bound for the free energy.

B. Variational free energy and condensation temperature for a Morse potential

The variational free energy associated with the Morse potential is found using (17). The Morse potential appears from the interparticle interaction as the integral of the potential times the pair correlation function:

\[ \frac{N(N-1)}{2} \int v_2(r) g(r) dr = \frac{N(N-1)}{2} U \int \left( e^{-2(r-r_0)/L} - 2e^{-(r-r_0)/L} \right) g(r) dr \]  

(18)

Denoting \( P_{ij} = (1 - b^2)(1 - b'^2)/(1 - b') \), \( b = \exp(-\beta \omega) \) and \( a_w = \sqrt{\hbar / mw} \), and using the Fourier transform of the pair correlation function, given in the appendix, we find for the pair correlation function in the isotropic case:

\[ N(N-1) g(r) = \sum_{i=2}^N \frac{Z_0(N - l, \beta) \beta^{3/2} \sum_{j=1}^{l-1} [2\pi a_w P_{ij}(b)]^{3/2} \left[ \exp \left( -\frac{r^2}{2a_w^2} \right) P_{ij}(b) \right] + \exp \left( -\frac{r^2}{2a_w^2} P_{ij}(b) \right) \]  

(19)

where \( Z_0(N, \beta) \) is again partition function of the model system. Details on the anisotropic pair correlation function are given in the appendix. In this section, we assume isotropy in order not to complicate the formulas unnecessarily. Expression (18) reduces to

\[ \frac{N(N-1)}{2} \int v_2(r) g(r) dr = \frac{U}{2\sqrt{2\pi}} \sum_{i=2}^N \frac{Z_0(N - l, \beta) \beta^{3/2} \sum_{j=1}^{l-1} \left[ e^{2\omega / L} f \left( 2P_{ij}^{1/2} a_w \right) \right] - 2e^{\omega / L} f \left( P_{ij}^{1/2} a_w \right) }{Z_0(N, \beta)(1 - b')^3} \]

\[ + P_{ij}^{-3} \left[ e^{2\omega / L} f \left( 2P_{ij}^{1/2} a_w \right) - 2e^{\omega / L} f \left( P_{ij}^{1/2} a_w \right) \right] \]  

(20)

where \( f \) is the following function of a dimensionless argument:

\[ f(x) = \sqrt{\frac{\pi}{2}} \left[ 1 - \text{erf} \left( \frac{x}{\sqrt{2}} \right) \right] \left( x^2 + 1 \right) e^{x^2 / 2} - x \]  

(21)

The expression for the variational free energy of this system is then given by substituting (20) in (17). In the isotropic case, one finds

\[ F_{\text{morse}} \leq -\frac{\log(Z_0(N, \beta))}{\beta} + \left\{ \frac{3}{\beta} \log \left( \frac{\sinh(\hbar \Omega \beta / 2)}{\sinh(\hbar \omega / 2)} \right) \right\} + \frac{3\hbar [\Omega^2 - w^2]}{4w} \left[ \sum_{i=1}^N \frac{Z_0(N - l, \beta) \coth(\beta \omega_i / 2)}{Z_0(N, \beta) [2 \sinh(\beta \omega_i / 2)]^3} - \coth(\beta \omega_i / 2) \right] \]

\[ + \frac{N(N-1)}{2} \sum_{i=x,y,z} \frac{Z_0(N - l, \beta) \beta^{3/2} \sum_{j=1}^{l-1} \left[ e^{2\omega / L} f \left( 2P_{ij}^{1/2} a_w \right) \right] - 2e^{\omega / L} f \left( P_{ij}^{1/2} a_w \right) }{Z_0(N, \beta)(1 - b')^3} \]

\[ + P_{ij}^{-3} \left[ e^{2\omega / L} f \left( 2P_{ij}^{1/2} a_w \right) - 2e^{\omega / L} f \left( P_{ij}^{1/2} a_w \right) \right] \]  

(22)

where \( \Omega \) equals the experimental confinement frequency and \( w \) is the remaining variational parameter and again \( a_w = \sqrt{\hbar / mw} \). Details for the anisotropic model can be found in the appendix. In this inequality, the expression obtained in [1] for \( \langle \sum_{j=1}^N r_j^2 \rangle \) has been used.
III. RESULTS

The variational free energy as function of $w$ for a system with positive scattering length differs substantially from the case of negative scattering length. Therefore these cases are discussed separately.

A. Morse potentials with positive scattering length

For Morse potentials with positive scattering length, $F_{\text{morse}}(w)$ has only one minimum. This minimum is located in $0 < w < \Omega$ and the minimum value of the free energy at low temperatures is of the order of ground state energy of the harmonic confinement potential. The variational free energy can be used to derive the condensation temperature of the Bose gas. For this purpose, the specific heat is calculated from the free energy ($c = - T \frac{\partial^2 F}{\partial T^2}$). For Morse potentials with a positive scattering length, a peak appears in the specific heat as a function of temperature, indicating the onset of Bose-Einstein condensation. We define the condensation temperature as the temperature at which the specific heat reaches its maximum. In the presence of interactions, the condensation temperature $T_c$ will differ from the condensation temperature $T_c^0$ of the non-interacting Bose gas in the same confinement potential. This is illustrated in figure 1, showing the specific heat as a function of temperature for several values of the scattering length. The relative shift in the condensation temperature induced by the interaction is denoted by $\delta_T = (T_c - T_c^0)/T_c^0$.

Figure 2 shows the interaction induced shift $\delta_T$ as a function of the scattering length of the Morse potential. Typical parameter values for the Morse potentials used in figure 2 are $U = 33.36 \times 10^9 \text{ m}\Omega$, $r_0 = 1.328 \times 10^{-4} a_{\text{HO}}$, $L = 4.794 \times 10^{-5} a_{\text{HO}}$ with $a_{\text{HO}} = (\hbar/m\Omega)^{1/2}$. Adapting the range $r_0$ of this Morse potential allows to change the scattering length and set it to the value one wishes to study. Examples of scattering lengths appearing in experiments are given in table 1. A set of Morse potentials with different scattering lengths $a_{\text{scat}}$ was constructed, and for each of these Morse potentials, the interaction induced shift $\delta_T$ in the condensation temperature was calculated. The results are shown in figure 2 as the full circles. It should be noted that the condensation temperature of an ideal, trapped Bose gas and the condensation temperature of a Bose gas interacting through a Morse potential with zero scattering length coincide. The full line in figure 2 shows the predicted shift in condensation temperature for a contact potential, as obtained from solving the Gross-Pitaevski equation. The results for the contact potential and the Morse potential approach each other for small scattering length. One could also adapt the scattering length of the Morse potential by adapting the parameter $U$. Choosing $U$ in stead of $r_0$ as the parameter to adjust the scattering length had no noticeable effect on the interaction-induced shift in the condensation temperature. In the inset, the optimal value of the variational parameter $w$ is shown as a function of temperature. For a repulsive Morse potential ($a_{\text{scat}}/a_{\text{HO}} > 0$, full line) we find that the size of the atom cloud is expanded since $w < \Omega$. An attractive Morse potential ($a_{\text{scat}} < 0$, discussed below, dashed line in the inset) on the other hand will contract the gas.

B. Morse potentials with negative scattering length

For Morse potentials with negative scattering length, $F_{\text{morse}}(w)$ has two minima separated by a free energy barrier. There is again a minimum for $w$ of the order of $\Omega$, but a second minimum is found at a much higher frequency near $w \approx \Omega (a_{\text{HO}}/r_0)^2 \gg \Omega$ where $r_0$ reflects the range of the attractive part of the interaction and $a_{\text{HO}} = \sqrt{\hbar/m\Omega}$. This second minimum has a free energy value of the order of $-NU$ where $U$ reflects the depth of the attractive part of the interatomic potential. The average distance between the bosons is of the order of $(\hbar/mw)^{-1/2}$ and is thus comparable to the range of the interatomic potential. Hence, it is plausible that the second minimum in the free energy, which appears for Bose gases with negative scattering length, corresponds to a many-particle bound state. We will refer to this state as the ‘clustered’ state, and to the state corresponding to the minimum with $w$ of the order of $\Omega$ as the ‘gaseous’ state. Since the free energy in the clustered state is lower than the free energy in the gaseous state, the latter is metastable with respect to a transition to the clustered state. When the scattering length is not negative, the minimum in the free energy at a large (‘cluster’) value of $w$ is not present. This property of the free energy has been checked numerically for a Morse potential and has been obtained analytically for any two-step square well potential with a non-negative scattering length.

For the negative scattering lengths, only the specific heat associated with the gaseous state shows a peak as a function of temperature, and thus we find a condensation temperature only in the gaseous state, as expected. The interaction induced shift in the condensation temperature is opposite to the shift for potentials with positive scattering length, as shown in figure 2.
As discussed above for the Morse potentials with negative scattering length, there are in general two minima in the free energy. However, when the number of particles is increased at fixed temperature, we find that the minimum in the variational free energy associated with the gaseous state disappears above a critical number \( N_c \) of particles. The analytic expression for this critical number at temperature zero can be found using that \( Z_0(N-l, \beta)6^{l/2}/Z_0(N, \beta) \rightarrow 1 \) and \( R_l \rightarrow 0 \) for \( T \rightarrow 0 \), such that

\[
F_{\text{morse}}(T \rightarrow 0) = \frac{3}{2} \hbar w(N-1) + \frac{3}{2} \hbar \Omega + \frac{3h(\Omega^2-w^2)}{4w} (N-1) + \frac{N(N-1)}{\sqrt{2\pi}} U e^{r_0/L} \left[ e^{r_0/L} f(2aw/L) - 2f(a_w/L) \right],
\]

(23)

Then \( N_c(T \rightarrow 0) \) can be found by treating the variational equation \( \partial F/\partial w = 0 \) as an equation in \( w \) and \( N \) and finding the maximal \( N \) possible as a function of \( w \). In the gaseous state \( a_w/r_0 \gg 1 \) and the asymptotic form of \( f \) can be used, yielding

\[
N_c(T \rightarrow 0) = \frac{\sqrt{8\pi} a_{\text{HO}} h^2/(mL^2)}{U} e^{-r_0/L} \left( 1 - \frac{4}{e^{r_0/L}} \right),
\]

(24)

with again \( a_{\text{HO}} = \sqrt{\hbar/m\Omega} \). The relation of the Morse potential scattering parameters to the scattering length \( a_{\text{scat}} \) of the potential allows to rewrite (24) as \( N_c(T \rightarrow 0) = -(\sqrt{8\pi}/5^{1/4})a_{\text{HO}}/a_{\text{scat}} \approx -0.67 a_{\text{HO}}/a_{\text{scat}} \). This theoretical value for \( N_c \) in the limiting case of \( T \rightarrow 0 \) was also obtained by Salasniz [23] using a Gaussian variational wave function and the Rayleigh-Ritz variational principle. The advantage of the present method, however, is that unlike a variational approach based on a trial wave function, the current technique allows to calculate \( N_c \) at any temperature. The temperature dependence of the critical number \( N_c(T) \) is shown in figure 3. Figure 3 represents a phase diagram in the \( N, T \) plane for the case of negative scattering length \( a_{\text{scat}}/a_{\text{HO}} = -6.7 \times 10^{-3} \), a value typical for the experiments on ultra cold trapped atoms (see also table 1). This specific choice for \( a_{\text{scat}}/a_{\text{HO}} \) corresponds to \( N_c = 100 \) at zero temperature. Several regions can be distinguished in this phase diagram: a region where the metastable gaseous state exists and is not Bose condensed, a region where the metastable gaseous state exists as Bose condensate, and finally a region where only the clustered state was found by the present approach.

Keeping the temperature \( T \) fixed, we find a number of particles \( N_b(T) \) such that Bose-Einstein condensation sets in for \( N_b(T) < N \). We also find the critical number of particles \( N_c(T) \) above which Bose-Einstein condensation is no longer possible. As long as \( N_b(T) < N_c(T) \), Bose-Einstein condensation can be realized at the given temperature \( T \) for \( N_b(T) < N < N_c(T) \). As the temperature is increased, \( N_b(T) \rightarrow N_c(T) \) until at the tricritical temperature \( T_{tc} \) (indicated in figure 2) one has \( N_b(T_{tc}) = N_c(T_{tc}) \). For temperatures above this tricritical temperature, Bose-Einstein condensation is no longer possible, regardless of the number of particles in the gas.

Keeping the number of particles \( N \) fixed, we find a condensation temperature \( T_c(N) \) but also a temperature \( T_{cl}(N) \) such that for temperatures lower than \( T_{cl}(N) \) only the clustered state is found by the present approach. Thus, Bose-Einstein condensation for a given total number of particles \( N \) (both condensate and non-condensate) can only occur in a temperature range \( T_{cl}(N) < T < T_c(N) \). This means that, given a fixed total number of particles, the gas can only be cooled to a temperature \( T_{cl}(N) \), and not to \( T = 0 \). Since the gas has to be cooled all the way down to \( T = 0 \) in order to have a condensate fraction of 100\%, and since it can only be cooled to \( T_{cl}(N) \), the maximal condensate fraction of a Bose gas with negative scattering length will be less than 100\% for \( N \) such that \( T_{cl}(N) > 0 \).

In our approach the maximum total number of bosons \( N_c(T) \) in the trap at a given temperature is obtained. This number can be used to estimate the fraction of the atoms in the condensate using \( 1 - \{T/T_c(N_c(T))\}^3 \) where \( T_c(N) \) denotes the condensation temperature for \( N \) bosons. The condensate fraction can then be studied as a function of the temperature for the scattering length used in the preceding calculation, \( a_{\text{scat}}/a_{\text{HO}} = -6.7 \times 10^{-3} \). The temperature dependence of this condensate fraction is shown in figure 4. In the inset, the number of atoms in the condensate, calculated in ref. [10] within the T-matrix approach but for a different scattering length \( a_{\text{scat}}/a_{\text{HO}} = -4.64 \times 10^{-4} \), is shown for comparison. Note that the decrease in the condensate fraction is much less pronounced in the case of Houbiers et al. [10]. This may be due to the fact that in the present approach the thermodynamical properties are calculated as a function of the total number of atoms in the trapped gas, both condensed and non-condensed. Houbiers et al., on the other hand, calculated the number of condensed atoms in the grand canonical ensemble, given a non conserved density as a reservoir.

As a final remark, we wish to point out that the variational method presented in section II can also be applied to a gas of distinguishable particles (without Bose statistics). In this manner, the effects of statistics on for example the clustering, can be studied. For distinguishable particles, no sums over permutations must be taken, and the expression for the variational free energy (in isotropic confinement) simplifies to
where \( a_5 \) and \( a_6 \) show the free energy and two columns, the free energy and the associated \( w \) are given. The experimental setup of [30].

The region of the core is small compared to the region covered by a substantial value of the pair correlation. The introduction of a constant potential does not strongly influence the results. One of the reasons may be that the critical number of particles above which the present approach only finds the clustered state depends on the Bose statistics: is it the same for distinguishable particles as for bosons? The answer as given by the present calculation, is no: the critical number of particles \( N_c \) for the distinguishable particles, shown as the dotted line in figure 3, differs from the critical number of particles \( N_c \) for the bosons except at \( T = 0 \). At a given temperature, the critical number above which only the clustered state persists is lower for bosons than for distinguishable particles under the same conditions. For temperatures approaching zero, the critical number for bosons approaches that for distinguishable particles.

\[
\begin{align*}
F_{\text{morse}}^{\text{dist.}} &\leq \frac{1}{\beta} \log \left( \frac{[2 \sinh(\beta \hbar \Omega/2)]^{-3}}{[2 \sinh(\beta \hbar w/2)]^N} \right) + \frac{3\hbar(\Omega_0^2 - w^2)(N - 1) \coth(\hbar \beta w/2)}{4w} \\
&+ \frac{3\hbar(\Omega_0^2 - \Omega^2) \coth(\hbar \Omega/2)}{4} + \frac{U(N - 1)}{(2\pi)^{1/2}} \left(-2f(a_T/L)e^{\epsilon_0/L} + f(2a_T/L)e^{2\epsilon_0/L}\right)
\end{align*}
\]

(25)

where \( a_T = a_{\text{scat}} \sqrt{\coth(\hbar \beta w/2)} \), and \( \Omega_0 \) is the experimental confinement frequency. The variational free energy of the system of distinguishable particles no longer gives rise to a peak in the specific heat as a function of temperature, indicating that there is no phase transition to an ordered state (the condensate). As it should be, no condensation temperature \( T_c > 0 \) is found. But for Morse potentials with negative scattering length, the variational free energy will again allow for a clustered state with respect to which the gaseous state is metastable. One may wonder whether the critical number of particles above which the present approach only finds the clustered state depends on the Bose statistics: is it the same for distinguishable particles as for bosons? The answer as given by the present calculation, is no: the critical number of particles \( N_c(T) \) for the distinguishable particles, shown as the dotted line in figure 3, differs from the critical number of particles \( N_c(T) \) for the bosons except at \( T = 0 \). At a given temperature, the critical number above which only the clustered state persists is lower for bosons than for distinguishable particles under the same conditions. For temperatures approaching zero, the critical number for bosons approaches that for distinguishable particles.

2. Case study: The lithium condensate

In contrast to a standard variational approach using a trial wave function, there is no simple criterion to estimate how close the variational upper bound for the free energy lies to the real value of the free energy of the system. In order to check the robustness of the variational estimate for the free energy, we focus on a case study for lithium. Instead of using the Morse potential, as in the previous subsections, we use the real interaction potential, experimentally derived from spectroscopy measurements [21–23], and compare the results for this potential with the analytical results found for the Morse potential.

This implies that we have to describe firstly how we used the real interaction potential in the calculation and secondly how we obtained the parameters of the Morse potential for these atoms. For distances less than 0.15 nm, the core-region, the real interaction potential is not determined experimentally. We introduced a constant potential \( V_{\text{core}} \) that is adjusted to the known scattering length [21–22]. Anticipating on the results, it should be noted that the introduction of a constant potential does not strongly influence the results. One of the reasons may be that the region of the core is small compared to the region covered by a substantial value of the pair correlation. The remaining experimental parameters of the trap, such as the confinement frequency, were chosen in agreement with the experimental setup of [24].

The Morse potential [1] for the lithium triplet interaction is obtained as described before. The scattering length is fixed to its experimental value (−27.6 nm) and the number of bound levels (eleven, [31]) is introduced. The remaining parameters are determined by a least squares fit to the measured triplet potential, leading to \( U = 33.002 \times 10^9 \hbar \Omega \), \( r_0 = 1.2531 \times 10^{-9} \hbar \Omega \), \( L = 4.5236 \times 10^{-5} \hbar \Omega \).

The results at zero temperature are summarized in table 2. For the variational free energy in the gaseous state, no differences were found in the results for the Morse potential and for the experimental potential. The variational free energy in the gaseous state, and the value of \( w \) associated with it, are listed in columns 2 and 3 of table 2. In the next two columns, the free energy and the associated \( w \) are shown for the clustered state for the Morse potential. Columns 5 and 6 show the free energy and \( w \) for the clustered state for the experimental potential. Note that at the lowest particle numbers, the free energy of the clustered state is increased, and even becomes larger than the free energy of the gaseous state. This result deserves further attention, but in our opinion it is a typical few-body problem where the molecular potentials have to be taken into account to higher orders than we did here. Therefore we expect that the model system is no longer adequate for such a small number of particles.

The agreement between the clustered state for the Morse potential and for the experimental potential is good, and increases in accuracy as the number of particles increases. Also the critical number \( N_c \) remains the same. The result for the critical number of particles for the experimental setup of [24], with scattering length and trapping parameters such that \( a_{\text{scat}}/a_{HO} = 4.64 \times 10^{-4} \), is \( N_c = 1443 \) in the present approach. This number \( N_c \) represents the maximum number of atoms in the trap that still can undergo Bose-Einstein condensation. Thus it is an upper bound to the average number of atoms which is reported in [24] to lie between 600 − 1300.
IV. DISCUSSION AND CONCLUSION

The method proposed in this paper allows to incorporate any two-body interaction $v_2$ in the description of the thermodynamics of an interacting Bose gas. From this point of view, its application is more general than the Gross-Pitaevskii model which takes into account a two-body contact potential $v_0(r) = 4\pi \delta(r) \hbar^2 a_{\text{scat}} / m$ with scattering length $a_{\text{scat}}$, and which hence neglects the range and shape of the interatomic potential. From the expression of the expectation value of the two-body interaction in the Jensen-Feynman inequality, it is clear that this approximation will be valid as long as the range of the interatomic potential (of the order of $r_0$ for the Morse potential used above) is much shorter than the typical length scale $\xi$ over which the pair correlation function varies. Indeed, in that case, the expectation value of the interatomic potential essentially depends on the value of the pair correlation function in the origin and on the scattering length:

$$\langle v_2 \rangle = \frac{N(N-1)}{2} \int dr \ g(r) v_2(r) \rightarrow \langle v_2 \rangle_{r_0 \ll \xi} \approx \frac{N(N-1)}{2} g(0) \int dr \ v_2(r) = \frac{2\pi \hbar^2 a_{\text{scat}}}{m} N(N-1) g(0). \quad (26)$$

However, even for short-range interactions, the typical length scale of the pair correlation function can become comparable to the range of the interatomic interactions. This happens for interatomic potentials which allow for a clustered state (a bound state involving many particles). In that case, the details of the interaction potential become important and models based on the Gross-Pitaevskii equation using a contact potential lead to an unphysical result: the free energy in these models is not bound from below. This artefact is avoided in the present treatment by taking into account the range of the interatomic potential.

Bose-Einstein condensation in a gas with negative scattering length has been achieved experimentally: for a parabolically confined gas of lithium atoms a Bose-Einstein condensate of at most 600 – 1300 bosons was observed, comparable to the critical number for this experiment, predicted from the theory presented here. It should be noted that the present analysis does not describe the dynamics of a cooling Bose gas nor does it describe the dynamics of the formation of the clustered state. The critical number of bosons beyond which Bose-Einstein condensation is no longer possible may be different in the experiment due to the dynamical effects.

In the theoretical approach presented here, as well as in the two-fluid models for the condensate and even in the Monte Carlo simulations, it is tacitly assumed that the system is in thermal equilibrium. It is also clear that the measurements are done on systems that are not in equilibrium at all; even obtaining a steady state seems at present out of the experimental reach. This means that in discussing the theoretical results we rely on our intuition of how the calculated equilibrium situation is reached without conflicting with the known experimental facts for the non-equilibrium situation. For our approach, this means that we have to argue how it is possible that a metastable state with a much higher energy than the ground state can be studied experimentally, while the ground state itself does not even show up circumstantially. For distinguishable particles it is generally accepted that the life-time of a metastable state is proportional to the energy-barrier between the two states and inversely proportional to their energy difference. There are different scenarios possible. The first one implicates gravity: as soon as a cluster of a few atoms is formed it leaves the trap due to the gravitational force, thereby reducing the number of atoms available for condensation and increasing the average energy present in the trap, because the low-energy states can escape now. In this scenario one is allowed to start with a number of atoms larger than the calculated $N_c$. After some time of operation, clustering will reduce the number of atoms in the trap. Once the number of atoms is lower, the metastable state becomes available as the first excited state of the system. If the collision rate in this state does not differ fundamentally from the collision rate of the previous situation, the clustering will go on, and eventually all particles will have left the trap. If there is a change in collision rate, or if the state is almost collision free, the metastable state can get the necessary life-time to be available for experimentation. For $^{87}$Rb this change in collision-rate was found to be due to the influence of the condensate on the loss-rate of three-body recombinations. This characteristic was predicted by Kagan et al. who suggests also to use it as the signature of the presence of the condensate. The physical origin of the change in collision rate is due to a change in distribution. While in the high temperature phase the distribution is Gaussian (at least to a good approximation) it would remain Gaussian (with different parameters) if the particles were distinguishable. Projecting it on the symmetric irreducible representation of the permutation group as required for indistinguishable particles, the distribution takes the equilibrium of the condensate and its excitations into account.

In this paper, we presented a path-integral variational method which 1) exactly treats the quantum statistics at any temperature and 2) allows to incorporate finite range two-body interactions in the description of the thermodynamics of the Bose gas. After presenting this technique, we focused on a gas of parabolically trapped bosonic atoms interacting through a Morse potential. The effect of this interaction on the condensation temperature was studied. For Morse potentials with a negative scattering length, a phase diagram was derived showing the influence of the interaction on the region in $N, T$ parameter space favorable to Bose-Einstein condensation. Apart from the interaction induced shift
in condensation temperature, the region in $N, T$ parameter space available for Bose-Einstein condensation is reduced by the presence of a clustered phase. The effect of the interaction and the Bose statistics on the critical number of particles above which the gaseous state was no longer found in the present treatment, was calculated. We identified a temperature above which Bose-Einstein condensation is no longer possible regardless of the number of particles.
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APPENDIX

The expectation values of one-body and two-body potential energies appearing in the Jensen-Feynman inequality can be expressed as a function of the density

\[ \sum_{j=1}^{N} v_1(r_j) = \int d\mathbf{r} v_1(\mathbf{r}) n(\mathbf{r}) \text{ with } n(\mathbf{r}) = \int \frac{dk}{(2\pi)^3} e^{-ikr} \left\langle \sum_{j=1}^{N} e^{ikr_j} \right\rangle, \]  

(27)

and of the pair correlation function:

\[ \frac{1}{2} \sum_{j=1}^{N} \sum_{l=1}^{N} v_2(r_j - r_l) \Theta(l \neq j) = \frac{N(N-1)}{2} \int d\mathbf{r} v_2(\mathbf{r}) g(\mathbf{r}) \]  

(28)

with

\[ g(\mathbf{r}) = \frac{1}{N(N-1)} \int \frac{dk}{(2\pi)^3} e^{-ikr} \left\langle \sum_{j=1}^{N} \sum_{l=1}^{N} e^{ik(r_j - r_l)} \Theta(l \neq j) \right\rangle. \]  

(29)

The symbol $\Theta(expr)$ = 1 if the logical expression $expr$ is true, and zero otherwise. These quantities have been discussed in detail in [4]. In this appendix, the generalization of the results of [4] to the case of anisotropic confinement will be given. For a spin-polarized gas of bosons in an anisotropic parabolic confinement potential with frequencies $\Omega_x, \Omega_y, \Omega_z$ and a two-body potential energy $(\kappa/4) \sum_{j,l} (r_j - r_l)^2$, it is given by

\[ K(r_1, \ldots, r_N; \beta|\mathbf{r}_1, \ldots, \mathbf{r}_N; 0) = \frac{1}{N!} C(\mathbf{R}) \sum_{P} \prod_{j=1}^{N} K_{w_x, w_y, w_z}(P[r_j]; \beta|\mathbf{r}_j; 0), \]  

(30)

\[ C(\mathbf{R}) = \frac{K_{\Omega_x, \Omega_y, \Omega_z}(\sqrt{N}\mathbf{R}; \beta|\sqrt{N}\mathbf{R}; 0)}{K_{w_x, w_y, w_z}(\sqrt{N}\mathbf{R}; \beta|\sqrt{N}\mathbf{R}; 0)} \]  

(31)

where the first sum runs over all particle permutations $P$; $w_i = (\Omega_i^2 - N\kappa)^{1/2}$ are the renormalized frequencies; $\mathbf{R} = (1/N) \sum_j \mathbf{r}_j$ is the center of mass coordinate; and $K_{w_x, w_y, w_z}$ is the single-particle path integral propagator for an anisotropic harmonic oscillator with frequencies $w_x, w_y, w_z$. Hence

\[ Z_0(N, \beta) = \sum_{j=1}^{N} \int d\mathbf{r}_1 \ldots d\mathbf{r}_N C(\mathbf{R}) \frac{1}{N!} \sum_{P} \prod_{l=1}^{N} K_{w_x, w_y, w_z}(P[\mathbf{r}_l]; \beta|\mathbf{r}_l; 0) \]  

(32)

\[ \left\langle \sum_{j=1}^{N} e^{ikr_j} \right\rangle = \frac{1}{Z_0(N, \beta)} \sum_{j=1}^{N} \int d\mathbf{r}_1 \ldots d\mathbf{r}_N C(\mathbf{R}) \frac{1}{N!} \sum_{P} \prod_{l=1}^{N} K_{w_x, w_y, w_z}(P[\mathbf{r}_l]; \beta|\mathbf{r}_l; 0) e^{ikr_j}. \]  

(33)
\[ \left\langle \sum_{j=1}^{N} \sum_{l=1}^{N} e^{i\mathbf{k}(\mathbf{r}_j - \mathbf{r}_l)} \Theta(l \neq j) \right\rangle = \frac{1}{Z_0(N, \beta)} \sum_{j=1}^{N} \sum_{l=1}^{N} \Theta(l \neq j) \int d\mathbf{r}_1...d\mathbf{r}_N \ C(\mathbf{R}) \frac{1}{N!} \times \sum_{p} \left[ \prod_{k=1}^{N} K_{w_x,w_y,w_z}(P_1[r]; \beta) | r_v; 0 \rangle e^{i\mathbf{k}(\mathbf{r}_1 - \mathbf{r}_l)} \right], \]

(34)

where \( Z_0(N, \beta) \) indicates the partition function in the analytical model system. Each permutation can be written as a cyclic decomposition with \( M_1 \) cycles of length 1, \( M_2 \) cycles of length 2, ... The sum over permutations can be transformed into a sum over cyclic decompositions, as in Feynman’s treatment of the ideal homogeneous Bose gas:

\[ \sum_{p} \rightarrow \sum_{\{M_1,M_2,...\}} N! \prod_{l} \frac{1}{M_l! M_l!} \Theta \left( \sum_{l} lM_l = N \right). \]

(35)

The constraint in the cyclic sum appears in order to guarantee that the total number of elements in all cycles of the cyclic decomposition equals the total number of bosons in the gas. For example, the partition sum becomes

\[ Z_0(N, \beta) = \sum_{j=1}^{N} \int d\mathbf{r}_1...d\mathbf{r}_N \ C(\mathbf{R}) \ \prod_{l} \frac{1}{M_l! M_l!} K_{lM}^l \ \Theta \left( \sum_{l} lM_l = N \right), \]

(36)

\[ K_l = K_{w_x,w_y,w_z}(r_1; \beta | r_v; 0)...K_{w_x,w_y,w_z}(r_3; \beta | r_2; 0)K_{w_x,w_y,w_z}(r_2; \beta | r_1; 0). \]

(37)

The restriction \( \sum_{l} lM_l = N \) is prohibitive for performing the summation directly. To lift this restriction, and perform the summation, the generating functions are introduced:

\[ \Xi(u) = \sum_{N=0}^{\infty} Z_0(N, \beta) u^N, \]

(38)

\[ G_1(\mathbf{k}, u) = \sum_{N=0}^{\infty} Z_0(N, \beta) \left\langle \sum_{j=1}^{N} e^{i\mathbf{k} \mathbf{r}_j} \right\rangle u^N, \]

(39)

\[ G_2(\mathbf{k}, u) = \sum_{N=0}^{\infty} Z_0(N, \beta) \left\langle \sum_{j=1}^{N} \sum_{l=1}^{N} e^{i\mathbf{k}(\mathbf{r}_j - \mathbf{r}_l)} \Theta(l \neq j) \right\rangle u^N. \]

(40)

For these generating functions, the summations and integrations can be performed analytically as for the isotropic case [12]. Using the notations \( b_i = \exp\{-\beta \hbar w_i\} \) for \( i = x, y, z \) and \( \beta = 1/k_B T \), the generating functions are given by

\[ \Xi(u) = \exp \left\{ \sum_{l=1}^{N} \frac{u^l (b_x b_y b_z)^{l/2}}{(1 - b_x^l)(1 - b_y^l)(1 - b_z^l)} \right\}, \]

(41)

\[ G_1(\mathbf{k}, u) = \Xi(u) \sum_{l=1}^{N} \frac{u^l (b_x b_y b_z)^{l/2}}{(1 - b_x^l)(1 - b_y^l)(1 - b_z^l)} \exp \left\{ - \sum_{i=x,y,z} \frac{\hbar k_i^2}{4mw_i} 1 + b_i^l \right\}, \]

(42)

\[ G_2(\mathbf{k}, u) = \Xi(u) \sum_{l=1}^{N} \frac{u^l (b_x b_y b_z)^{l/2}}{(1 - b_x^l)(1 - b_y^l)(1 - b_z^l)} \times \sum_{j=1}^{l-1} \left[ \exp \left\{ - \sum_{i=x,y,z} \frac{\hbar k_i^2}{2mw_i} P_{l,j}(b_i) \right\} + \prod_{i=x,y,z} P_{l,j}^{-1}(b_i) \exp \left\{ - \frac{\hbar k_i^2}{2mw_i} P_{l,j}(b_i) \right\} \right], \]

(43)

with \( P_{l,j}(b) = (1 - b^j)(1 - b^{l-j})/(1 - b^l) \). Two schemes have been used to retrieve the expectation values from their generating function. The contour-integration scheme [38] was applied in [39], and yields

\[ Z_0(N, \beta) = \frac{1}{N!} \frac{d^N \Xi(u)}{du^N} \bigg|_{u=0} = \frac{1}{2\pi} \int_0^{2\pi} \Xi(u e^{i\theta}) u^N e^{-iN\theta} d\theta, \]

(44)
The numerical implementation of the recursion relations gives high accuracy at the cost of computing time. In summary, the expectation values in the path-integral formalism were calculated by introducing the free energy generating function, is substituted. The second method is to collect the coefficient of $u^N$, $Z_0(0, \beta)$ with $Z_0(0, \beta) = 1$ (47)

$$Z_0(N, \beta) = \sum_{l=1}^{N} \frac{\langle \sum_{j=1}^{N} e^{ikr_j} \rangle}{(1 - b_j^l)(1 - b_j^l) (1 - b_j^l)} Z_0(N - l, \beta)$$

(48)

$$\langle \sum_{j=1}^{N} e^{ikr_j} \rangle = \sum_{l=2}^{N} \frac{Z_0(N - l, \beta)(b_j b_j b_j) / l^2}{Z_0(N, \beta)} \exp \left\{ - \sum_{i=x,y,z} \frac{\hbar k^2}{4 m w_i} \right\}$$

The numerical implementation of the recursion relations gives high accuracy at the cost of computing time. In practice, they become too time-consuming for more than a few thousand particles, and expressions (44)-(46) have then to be computed. In summary, the expectation values in the path-integral formalism were calculated by introducing the free energy generating function, is substituted.

In principle, any value can be chosen for $u$. Fastest numerical convergence however is achieved for the steepest descent solution, when $u$ is chosen such that $N = \beta \Delta (\log \Xi(u))/(\log u)$. It would be incorrect to put the expectation value equal to the generating function itself, in which the steepest descent value $u = e^{\beta \mu}$ for the parameter $u$ in the free energy generating function, is substituted.

The second method is to collect the coefficient of $u^N$, which results in recursion relations between the expectation value for $N$ particles and the expectation values for smaller number of particles:

$$\langle \sum_{j=1}^{N} e^{ik(r_j - r_i)} \theta(l \neq j) \rangle = \frac{1}{Z_0(N, \beta)} \frac{d^N G_1(u)}{du^N} \bigg|_{u=0} = \frac{\Xi(u)/u^N}{Z_0(N, \beta)} \frac{2\pi}{\Xi(u)} e^{-iN\theta} d\theta,$$  

(45)

$$\langle \sum_{j=1}^{N} \sum_{l=1}^{N} e^{ik(r_j - r_i)} \theta(l \neq j) \rangle = \frac{1}{Z_0(N, \beta)} \frac{d^N G_2(u)}{du^N} \bigg|_{u=0} = \frac{\Xi(u)/u^N}{Z_0(N, \beta)} \frac{2\pi}{\Xi(u)} e^{-iN\theta} d\theta.$$  
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FIGURE CAPTIONS

Figure 1:
The specific heat of a parabolically trapped Bose gas of 2000 atoms is shown as a function of temperature for several scattering lengths. In the inset the relative shift in the condensation temperature induced by the interparticle interaction is shown as a function of the scattering length. The condensation temperature is determined from the maximum of the specific heat. The full line is derived using Gross-Pitaevskii theory, the filled circles are obtained using the approach presented here.

Figure 2:
The interaction induced shift of the condensation temperature is shown as a function of the interaction strength \( a_{\text{scat}}/a_{\text{HO}} \) for Morse potentials (filled circles, calculated in the present approach) and contact potentials (full line, calculated from the Gross-Pitaevskii equation). In the inset, the variational optimal value for the parameter \( w/\Omega \) is shown as a function of temperature, for a repulsive (full line) and an attractive (dashed line) Morse potential and for the non-interacting, parabolically trapped Bose gas (dotted line).

Figure 3:
A \((N,T)\)–phase diagram is shown for a gas of bosons interacting through a Morse potential with negative scattering length \( a_{\text{scat}}/a_{\text{HO}} = -0.0067 \) with \( a_{\text{HO}} = \sqrt{\hbar/m\Omega} \), such that \( N_c(T = 0) = 100 \). The dashed line shows the condensation temperature \( T_c \) as a function of the number of bosons. The full line shows the critical number of bosons \( N_c \) beyond which the gaseous state no longer exists, as a function of temperature, and the dotted line shows this critical number for distinguishable particles under the same conditions. The temperature \( T_{tc} \) above which BEC is not possible regardless of the number of bosons, is indicated: \( T_{tc} = 9.43 \hbar \Omega/k_B \), \( N_c(T_{tc}) = 1363 \).

Figure 4:
\( N_c \) is the maximum number of atoms in the trap which can undergo Bose-Einstein condensation. Using this number, and the associated condensation temperature \( T_c(N_c) \) the maximal fraction of atoms in the condensate is shown as a function of temperature for a gas with scattering length \( a_{\text{scat}}/a_{\text{HO}} = -6.7 \times 10^{-3} \). In the inset, the maximum occupation of the condensate calculated in [7] with a T-matrix approach and for a scattering length \( a_{\text{scat}}/a_{\text{HO}} = -4.6 \times 10^{-4} \) is shown.
# Table 1:

Typical values for system parameters in experiments on ultra cold Bose gases. For a set of chosen alkali atoms we list the scattering lengths $a_{\text{scat}}$ (taken from [27]), the frequencies of the parabolic confinement potential (taken from [28]), typical number of atoms for which Bose-Einstein condensation is observed (where applicable), the effective interaction strength given by $a_{\text{scat}}/a_{\text{HO}}$ and the critical number $N_c$ (found by the present method) at zero temperature (only applicable for negative scattering lengths). ‘n.a.’ stands for ‘not applicable’.

| Atom | $a_{\text{scat}}$ | $\Omega$ | $N_c$ | $a_{\text{scat}}/a_{\text{HO}}$ |
|------|------------------|---------|------|-----------------|
| $^7$Li | $-1.44 \pm 0.04$ nm | 1300 | 144 Hz | $-4.64 \times 10^{-4}$ | 1443 |
| $^{23}$Na, $|1, -1\rangle$ | $4.9 \pm 1.4$ nm | 500000 | 416 Hz | 0.0048 | n.a. |
| $^{87}$Rb | $4.6 \pm 1.1$ nm | 4500 | 187 Hz | 0.0058 | n.a. |
| $^{85}$Rb | $-50$ nm $< a_{\text{scat}} < -3$ nm | n.a. | $1$ Hz | $-0.0050$ | 134 |
| $^{133}$Cs | $-13$ nm | n.a. | 34 Hz | $-0.0087$ | 77 |

# Table 2:

Results of the variation for the free energy at temperature zero, in units $m_{\text{Li}}=\hbar = \Omega = 1$. The first column shows the number of particles in the parabolic confinement. The next columns show the optimal variational value for the parameter $w$ and the variational free energy for (i) the gaseous state (identical results were found for the Morse potential and the real potential), (ii) the Morse potential and (iii) the experimentally derived triplet potential [20–22]. Comments are added in the last column.

| $N$ | $w$ | $F_1/N$ | $w_{2,\text{morse}}$ | $F_{2,\text{morse}}/N$ | $w_{2,\text{lith}}$ | $F_{2,\text{lith}}/N$ | comment |
|-----|------|---------|-----------------|-----------------|-----------------|-----------------|---------|
| 2   | 1.00037 | 1.49981 | no minimum | no minimum | only | gaseous |
| 5   | 1.00091 | 1.49926 | no minimum | no minimum | gaseous state |
| 10  | 1.00184 | 1.49833 | no minimum | no minimum | gaseous |
| 20  | 1.00373 | 1.49647 | no minimum | no minimum | state |
| 21  | 1.00392 | 1.49628 | 53389.8 | 4714.57 | 57555.7 | 4268.57 | clustered |
| 22  | 1.00411 | 1.49610 | 60304.0 | 3005.24 | 63920.3 | 2406.39 | state |
| 23  | 1.00430 | 1.49591 | 65178.6 | 1100.04 | 68640.5 | 357.693 | metastable |
| 24  | 1.00449 | 1.49572 | 69042.2 | -948.329 | 72454.2 | -1831.68 | gaseous |
| 100 | 1.01925 | 1.48140 | 111411. | $-2.21442 \times 10^5$ | 115733. | $-2.34133 \times 10^5$ | state |
| 1000| 1.31950 | 1.27743 | 120331. | $-3.01629 \times 10^6$ | 124993. | $-3.17466 \times 10^6$ | metastable |
| 1443| 2.16973 | 1.11880 | 120623. | $-4.39386 \times 10^6$ | 125297. | $-4.62399 \times 10^6$ | gaseous |
| 1444| no minimum | 120624. | $-4.39697 \times 10^6$ | 125298. | $-4.62726 \times 10^6$ | only clustered |
| 1500| no minimum | 120648. | $-4.57111 \times 10^6$ | 125323. | $-4.81048 \times 10^6$ | state |

# Table 3:

In this table, a description of the different length scales used in the paper is given.

| Symbol | Description |
|--------|-------------|
| $a_{\text{scat}}$ | scattering length |
| $a_{\text{HO}}$ | $\sqrt{\hbar/(m\Omega)}$ |
| $a_w$ | $\sqrt{\hbar/(mw)}$ |
| $a_T$ | $a_w \sqrt{\coth[h\omega/(2k_BT)]}$ |
| $r_0$ | distance at which the Morse potential reaches its minimum |
Tempere, Brosens, Devreese, Lemmens ; Fig.1

Repulsive Interactions

\[ \frac{T_C(0) - T_C(a)}{T_C(0)} \]

\[ a_{\text{scat}} = 0.0 \text{ nm} \]
\[ a_{\text{scat}} = 2.0 \text{ nm} \]
\[ a_{\text{scat}} = 4.1 \text{ nm} \]
\[ a_{\text{scat}} = 5.3 \text{ nm} \]
\[ a_{\text{scat}} = 6.1 \text{ nm} \]
\[ a_{\text{scat}} = 8.2 \text{ nm} \]
$[T_c(0) - T_c(a_{scat})]/T_c(0)$

Relative shift in condensation temperature with scattering length, for 1000 atoms

Tempere, Brosens, Devreese, Lemmens; Fig. 2
Phase diagram of interacting bosons (variational) for a morse potential with scattering length $a_{\text{scat}} = -0.0067 \ a_{\text{HO}}$

Border between metastable gaseous state and BEC

Border between metastable BEC and region where only the clustered state occurs

Border between metastable gaseous state and region where only clustered state occurs, for the case of distinguishable particles

$N_c(T=0)$
At $k_B T_c = 9.43 \hbar \Omega$ the condensate fraction reaches 0%.

Scattering length: $a_{\text{scat}}/a_{\text{HO}} = -0.0067$ ($N_c(T=0) = 100$)

Stoof et al. ref. [7]