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We present numerical results for the gravitational self-force and redshift invariant calculated in the Regge-Wheeler and Easy gauges for circular orbits in a Schwarzschild background, utilizing the regularization framework introduced by Pound, Merlin, and Barack. The numerical calculation is performed in the frequency domain and requires the integration of a single second-order ODE, greatly improving computation times over more traditional Lorenz gauge numerical methods. A sufficiently high-order, analytic expansion of the Detweiler-Whiting singular field is gauge-transformed to both the Regge-Wheeler and Easy gauges and used to construct tensor-harmonic mode-sum regularization parameters. We compare our results to the gravitational self-force calculated in the Lorenz gauge by explicitly gauge-transforming the Lorenz gauge self-force to the Regge-Wheeler and Easy gauges, and find that our results agree to a relative accuracy of $10^{-15}$ for an orbital radius of $r_0 = 6M$ and $10^{-16}$ for an orbital radius of $r_0 = 10M$.

I. INTRODUCTION

Recent successes of the LIGO Scientific Collaboration to directly detect gravitational radiation1–6 have boosted interests in gravitational wave astrophysics. With the proposed launch date for the satellite-based LISA mission7 steadily approaching, source modeling efforts are rapidly progressing to build waveform models for candidate LISA sources. One important candidate signal for the LISA mission is expected to arrive from the extreme mass-ratio inspiral (EMRI) of approximately solar-mass compact objects into supermassive black holes. Such systems will produce signals that remain in the detector for lengthy time periods, requiring highly precise models to extract accurate physical parameters from the data8. One important effect to consider is the interaction of the compact object in the EMRI with its own gravitational field, the gravitational self-force, as these lengthy time periods generally extend into the radiation-reaction timescale9.

The formulation of the gravitational self-force within black hole perturbation theory has its foundational roots stemming from the works of Mino, Sasaki, and Tanaka10 and Quinn and Wald11, who separately introduced an expression for the self-force to first-order in the mass-ratio of the compact object (modeled by a point particle) to the supermassive black hole; the outcome of this formulation of the self-force is referred to as the MisTaQuWa equation. Regularization schemes were outlines, such as mode-sum and zeta function regularization, to remove the singularities introduced to the force by the point-particle source12,13. Further work by Detweiler and Whiting14 allowed for a regularization scheme designed around the separation of the metric perturbation into singular and regular pieces, with the singular contributions physically motivated and akin to the Coulomb field of a point charge in electrodynamics.

Historically, the choice of Lorenz gauge in perturbation theory have been tightly linked with self-force calculations. This gauge choice is well motivated; the Lorenz-gauge field equations are manifestly hyperbolic, and the local expression of the particle’s self-field assumes an isotropic form15. Unfortunately, numerical integration of the Einstein field equations in the Lorenz gauge is non-trivial, as the field equations do not decouple and the numerics are complicated by gauge instabilities16,17. More recent work has extended self-force regularization procedures to the radiation gauge by adjusting the standard Lorenz-gauge regularization scheme to accommodate for string singularities present in the radiation gauge Detweiler-Whiting singular field18–21.

One might ask whether it is possible to calculate the gravitational self-force in gauges common to the study of Schwarzschild black hole perturbations, such as the Regge-Wheeler (RW) gauge22 or the similar Easy (EZ) gauge recently introduced in23. These gauge choices allow for fast and efficient reconstruction of the retarded metric perturbation generated by a point particle. Early work on this problem recovered the self-force for radially-infalling trajectories in the RW gauge24, but follow-up analysis showed that the singular contributions to the self-force in the RW gauge are not adequately regularized by standard Lorenz-gauge regularization techniques15. Regularization of the RW gauge self-force using a tensor-harmonic decomposition of the local singular field was performed by Nakano et al.24, but only to first-order in a post-Newtonian expansion. These initial works in RW self-force regularization, along with advances in the understanding of how gauge choice affects regularization by Pound et al.21 and high-order tensor-harmonic expansion of the Detweiler-Whiting singular field by Wardell and Warburton25, form the foundation for the work presented in this paper.

This paper is structured as follows. We review gravitational self-force regularization in Sec. II and demonstrate in Sec. III how the regularization is modified for the tensor-harmonic modes of the metric perturbation in the RW gauge. In Sec. IV we review the gauge-invariant
framework used to construct the retarded metric perturbation in the RW and EZ gauges. Special care is given in Sec. [V] to the low-multipole (ℓ < 2) modes of the retarded metric perturbation, which are calculated in the Zerilli gauge [24]. In Sec. [VI] we review the method used to construct the tensor-harmonic modes of the Detweiler-Whiting singular field introduced by Wardell and Warburton [25], and we outline the singular gauge transformation used to construct the singular field in the RW and EZ gauges. Finally, we present the numerical results in Sec. [VIII] for the regularized Detweiler redshift invariant and the gravitational self-force in both the RW and EZ gauges, and compare our results to the Lorenz gauge self-force through an explicit gauge transformation of the Lorenz gauge self-force.

We choose to work in geometrized units \( c = G = 1 \). The background Schwarzschild metric with mass \( M \) is labeled by \( g_{ab} \) in Schwarzschild coordinates \((t, r, \theta, \phi)\) with signature \((- + + +)\). Lower-case Latin letters \( \{a, b, c, \ldots \} \) indicate spacetime indices and Latin letters \( \{i, j, k, \ldots \} \) indicate purely spatial indices, and we introduce \( f = 1 - 2M/r \). We use the curvature conventions of Misner, Thorne, and Wheeler [27]. The symbol \( x \) denotes a spacetime event, and the subscript “0” indicates that a quantity is evaluated at the location of the point-particle perturbation, such that \( x_0 = (0, r_0, \pi/2, 0) \) and \( r_0 \) is the constant orbital radius of the circular orbit. The domain of integration is separated into two distinct regions, with the “inner” region \( r < r_0 \) denoted by a “−” sign, and the “outer” region \( r > r_0 \) denoted by a “+” sign.

We use an “L” to specify quantities calculated in the Lorenz gauge and an “RW” for the Regge-Wheeler and easy gauges, unless the distinction is important, in which case we explicitly write “EZ” for the easy gauge. Finally, for a continuous function \( F(r) \) with discontinuous derivative at \( r = r_0 \), we write,

\[
\left( \frac{dF}{dr} \right)_\pm \equiv \lim_{r \rightarrow r_0^\pm} \frac{dF}{dr}(r).
\]

II. SELF-FORCE REVIEW

We begin with a review of the perturbative analyses used to solve the Einstein field equations (EFEs) for a compact mass \( \mu \) in a circular orbit about a Schwarzschild black hole of mass \( M \), assuming \( \mu/M \ll 1 \). The physical spacetime metric is approximated as a background Schwarzschild metric plus a tensor perturbation, \( g^{\text{phys}}_{ab} = g_{ab} + h_{ab} \), and is a solution to the EFEs. When expanded to first-order in the mass-ratio \( \mu/M \), the EFEs take the form [14][28],

\[
E_{ab}[h] = -16\pi T_{ab} + O(\mu^2/M^2),
\]

where we have introduced the linearized Einstein operator,

\[
E_{ab}[h] = \nabla^c \nabla_c h_{ab} + \nabla_a \nabla_b h - 2\nabla_c (\nabla^c h_{ab}) + 2R_{a\,b\,c}^\epsilon h_{\epsilon cd} + g_{ab} (\nabla^c \nabla^d h_{cd} - \nabla^d \nabla^c h),
\]

(3)

with \( h = g^{\text{phys}}_{ab} \), and \( \nabla \) is the covariant derivative compatible with the background Schwarzschild metric.

The perturbing stress-energy of the compact mass is modeled as a point particle of mass \( \mu \) moving along a circular, equatorial geodesic of Schwarzschild, \( z^\mu(\tau) = \{t(\tau), r_0, \pi/2, \Omega(\tau)\} \), where \( \tau \) denotes the particle’s proper time and \( \Omega = \sqrt{M/r_0^3} \) is the frequency of the orbit. The stress-energy for the point particle is written,

\[
T_{ab} = \mu \int_{-\infty}^{\infty} \frac{u_a u_b}{\sqrt{-g}} \delta^4(x^\mu - z^\mu(\tau)) \, d\tau
\]

\[
= \mu \frac{u_a u_b}{u^t r_0^2} \delta(r - r_0) \delta(\theta - \pi/2) \delta(\varphi - \Omega t),
\]

(4)

with four-velocity \( u_{\alpha} = (-\mathcal{E}, 0, 0, \mathcal{L}) \), and specific energy and angular momentum \( \mathcal{E} \) and \( \mathcal{L} \), respectively,

\[
\mathcal{E} = \frac{r_0 - 2M}{\sqrt{r_0 (r_0 - 3M)}}, \quad \mathcal{L} = r_0 \sqrt{\frac{M}{r_0 - 3M}}.
\]

The general force exerted by a vacuum perturbation \( h_{ab} \) on the compact mass is given by [21],

\[
F^a[h] = -\frac{1}{2} \mu (g^{ab} + \tilde{u}^a \tilde{u}^b) (2\nabla_d h_{bc} - \nabla_b h_{cd}) \tilde{u}^c \tilde{u}^d,
\]

(6)

written here as a vector field, where \( \tilde{u}^a \) is a smooth extension of the four-velocity off of the particle’s worldline. To compute the self-force, each term of Eq. (6) is evaluated at the location of the particle. However, the RHS is formally singular at the location of the particle if one naively uses the metric perturbation arising from Eq. (2). This singularity in the force is not a physical result. Detweiler and Whiting [14] find that the metric perturbation may be separated into singular and regular contributions,

\[
h_{ab} = h^S_{ab} + h^R_{ab},
\]

(7)

such that each piece of the decomposition is individually a solution to Eq. (2),

\[
E_{ab}[h^S] = -16\pi T_{ab},
\]

(8)

\[
E_{ab}[h^R] = 0,
\]

(9)

and \( h^S_{ab} \) does not contribute to the gravitational self-force, i.e.,

\[
F^a_{\text{self}} = -\frac{1}{2} \mu (g^{ab} + u^a u^b) (2\nabla_d h^R_{bc} - \nabla_b h^R_{cd}) u^c u^d.
\]

(10)

The quantities \( h^S_{ab} \) and \( h^R_{ab} \) are referred to as the Detweiller-Whiting singular and regular fields, respectively.

The Lorenz gauge is commonly used in gravitational self-force calculations. By introducing the trace-reversed
metric perturbation $\tilde{h}_{ab} = h_{ab} - \frac{1}{2} g_{ab} g^{cd} h_{cd}$, the Lorenz gauge condition is compactly written as,
\[
\nabla^a \tilde{h}^b_{ab} = 0.
\]
In this gauge, the linearized Einstein operator in the EFEs reduces to a set of coupled wave equations acting on the trace-reversed metric components,
\[
\nabla^a \nabla_c \tilde{h}^{L}_{ab} + 2R^a_c d^d_{L} \bar{h}_{cd} = -16\pi T_{ab}.
\]
We assume that the metric perturbation for the remainder of this section is computed in the Lorenz gauge, and drop the “L” descriptor.

The retarded solution to Eq. (12) can be found numerically, decomposed into a basis of scalar spherical harmonics,
\[
\tilde{h}^\text{ret,lm}_{ab} = Y_{lm}(\theta, \phi) \int_0^{2\pi} \int_0^\pi \tilde{h}^\text{ret}^{*}_{ab} Y_{lm}^*(\theta', \phi') \, d\Omega',
\]
with differential solid angle $d\Omega = \sin \theta d\theta d\phi$ and $*$ the complex conjugation. Each $\ell m$-mode of the Lorenz-gauge retarded metric perturbation $\tilde{h}^{\text{ret,lm}}_{ab}$ is a finite $C^0$ function of $r$ at the location of the particle, but the infinite sum of the modes diverges as $O(1)$. Furthermore, the $\ell m$-modes of the force, which involve radial derivatives of the metric perturbation, have bounded jump-discontinuities at the particle. To calculate the regularized self-force, the method of mode-sum regularization was introduced by Barack and Ori [12],
\[
\mathcal{F}_{\text{self}}^{a} = \sum_{\ell=0}^{\infty} \left[ \mathcal{F}_{\text{ret}}^{a,\ell \pm} - A^{a, \pm} \hat{L} - B^{a} - C^{a} / \hat{L} \right] - D^{a},
\]
with $\hat{L} = 2\ell + 1$. The term $\mathcal{F}_{\text{ret}}^{a,\ell \pm}$ is constructed from the scalar-harmonic modes of the retarded metric perturbation and evaluated at coincidence in the inner or outer regions via the direction-dependent limit,
\[
\mathcal{F}_{\text{ret}}^{a,\ell \pm} = \lim_{r \rightarrow r_0^a} \sum_{m=-\ell}^{\ell} \int_0^{2\pi} \int_0^\pi \mathcal{F}^{a}[h^{\text{ret}}] Y_{lm}^*(\theta', \phi') \, d\Omega',
\]
The quantities $A^{a, \pm}$, $B^{a}$, $C^{a}$, and $D^{a}$ are regularization parameters, constants in $\ell$ derived from a local expansion of the singular field and found analytically in the Lorenz gauge for generic bound orbits of Schwarzschild [12] and Kerr [29]. When subtracted mode-by-mode in Eq. (14), the $\ell$-modes of the force fall off as $O(\ell^{-2})$, and the partial sums converge as $O(\ell^{-1})$. For circular orbits in Schwarzschild, the parameters $A^{a, \pm}$ and $B^{a}$ vanish for all but the radial component of the force, and $C^{a} = D^{a} = 0$.

Instead of working in the scalar-harmonic $\ell m$ basis of Eq. (15), one might choose to work in a tensor-harmonic $\ell m$ basis, such as the basis introduced for Lorenz-gauge self-force calculations by Barack and Lousto [16] and Barack and Sago [17] (that we shall refer to as the BLS basis). When decomposed into the BLS basis, the field equations separate into coupled scalar wave equations, allowing one to employ numerical methods developed for calculating the scalar self-force [30, 31]. To recover the $\ell$-modes in Eq. (14), one must re-project the tensor-harmonic $\ell$-modes onto the scalar-harmonic $\ell$-modes, a process which generically requires the calculation of $\ell + 3$ tensor-harmonic modes [17]. While relatively trivial for circular orbits in Schwarzschild, this re-projection becomes increasingly complicated and time-consuming when working on arbitrary trajectories and more complicated background spacetimes, such as the Kerr geometry [32].

Recently, a reformulation of the mode-sum regularization scheme was introduced by Wardell and Warburton [25] that uses tensor-harmonic regularization parameters,
\[
\mathcal{F}_{\text{self}}^{a} = \sum_{\ell=0}^{\infty} \left[ \mathcal{F}_{\text{ret}}^{a,\ell \pm} - (2\ell + 1) \mathcal{F}_{[-1]}^{a,\ell \pm} - \mathcal{F}_{[0]}^{a} \right] - D^{a},
\]
where the $\ell$-modes of the retarded force are computed directly from the metric perturbation via Eq. (6).

\[
\mathcal{F}_{\text{ret}}^{a,\ell \pm} = \lim_{r \rightarrow r_0^a} \sum_{m=-\ell}^{\ell} \mathcal{F}_{\text{ret}}^{a,\ell m}[h^{\text{ret}}] \bigg|_{\theta=\pi/2, \phi=0},
\]
and the tensor-harmonic regularization parameters $\mathcal{F}_{[-1]}^{a,\ell \pm}$, $\mathcal{F}_{[0]}^{a}$, and $D^{a} = 0$ are found by decomposing a local expansion of the Detweiler-Whiting singular field into the tensor-harmonic basis, as we will outline in Secs. VI and VII. This construction eliminates the need for re-projection onto a scalar harmonic basis and reduces the overall number of computed $\ell$-modes necessary to compute the regularized self-force.

III. REGULARIZATION

The approach to self-force regularization outlined in Sec. [14] was derived and implemented in the Lorenz gauge [33]. One might ask whether the same approach to regularization applies to other gauges, such as the RW and EZ gauges. This question was investigated by Pound, Merlin, and Barack (PMB) [21] specifically for the radiation gauge, but their findings are equally applicable here. Under a change of gauge, $x_{\text{new}}^a = x_{\text{old}}^a + \xi^a$, generated by a gauge vector $\xi^a$, the metric perturbation transforms as,
\[
\tilde{h}_{ab}^{\text{new}} = \tilde{h}_{ab}^{\text{old}} - \xi g_{ab}.
\]
Such a transformation induces a change in the self-force [15],
\[
\mathcal{F}_{\text{self, new}}^{a} = \mathcal{F}_{\text{self, old}}^{a} - \delta \mathcal{F}_{\text{self}}^{a},
\]
where an overdot denotes a derivative with respect to the proper time \( \tau \) of the particle’s background worldline. PMB introduce a broad class of gauges under which the asymptotic matching scheme of Gralla and Wald remains valid. This gauge class is named the *sufficiently regular* gauge class. For a particular local gauge transformation away from the Lorenz gauge to remain sufficiently regular, the components of the gauge vector \( \xi^a \) must satisfy specific conditions [21]:

1. \( \xi_\tau = f_1(\tau) \ln s + o(\ln s) \),
2. \( \xi_i = f_2(\tau, n^i) + o(1) \),
3. \( \tau \) derivatives do not increase the degree of singularity,
4. spatial derivatives increase the degree of singularity by at most one order of \( s \).

Here, \( s \) is the spatial geodesic distance away from the worldline and \( n^i \) is a spatial unit vector, expressed in local Fermi-like coordinates. For a calculation performed at first-order in the mass-ratio, \( f_1 \) and \( f_2 \) must be \( C^1 \) almost everywhere. We demonstrate in App. C that the local gauge transformation between the Lorenz and EZ gauges is not sufficiently regular, which motivates the adjusted approach to regularization used in this paper.

### A. Locally Lorenz Gauges

To address gauge transformations away from the Lorenz gauge which are *not* sufficiently regular, PMB propose the “Locally Lorenz” gauge (LL) regularization scheme. Beginning in the Lorenz gauge, the local metric perturbation reads [35],

\[
h_{ab}^{\text{L}} = \frac{2\mu}{s}(g_{ab} + 2\bar{u}_a\bar{u}_b) + O(1),
\]

where terms of \( O(1) \) are at most bounded but discontinuous on the worldline. PMB define a gauge to be LL if it satisfies two properties: (i) the LL metric perturbation must have an identical leading-order singular structure as the Lorenz gauge,

\[
h_{ab}^{\text{LL}} = \frac{2\mu}{s}(g_{ab} + 2\bar{u}_a\bar{u}_b) + o(s^{-1}),
\]

where terms of \( o(s^{-1}) \) are not as strongly divergent as \( s^{-1} \) on the worldline, and (ii) the Lorenz and LL gauges differ locally by at most a continuous gauge vector, \( \xi^a_R \):

\[
h_{ab}^{\text{LL}} = h_{ab}^{\text{L}} - \mathcal{L}_{\xi^a_R} g_{ab}.
\]

With these conditions in place, the two metric perturbations fall within the same class of gauges introduced by Barack and Ori [15], meaning that the self-forces in each gauge are related via Eq. (20).

### B. Regularization in the RW and EZ Gauges

We now outline how we perform regularization in the RW/EZ gauges, motivated by the LL-gauge regularization procedure and the work of Nakano et al. [24]. To start, a gauge transformation is performed locally to bring the retarded Lorenz gauge metric perturbation into the RW/EZ gauges,

\[
h_{ab}^{\text{RW}} = h_{ab}^{\text{L}} - \mathcal{L}_{\xi^{\text{RW}}_a} g_{ab},
\]

We perform an identical gauge-transformation to a local expansion of the Detweiler-Whiting singular field \( h_{ab}^{\text{LS}} \) in the Lorenz gauge,

\[
h_{ab}^{\text{RW,S}} = h_{ab}^{\text{L,S}} - \mathcal{L}_{\xi^{\text{RW,S}}_a} g_{ab},
\]

and define the difference of the two gauge vectors to be,

\[
\xi_a^{\text{RW,R}} \equiv \xi_a^{\text{RW}} - \xi_a^{\text{RW,S}}.
\]

Assuming that \( h_{ab}^{\text{LS}} \) is known to high-enough order in a series expansion [36] when constructing \( \xi^{\text{RW,S}}_a \), then the remainder \( \xi_a^{\text{RW,R}} \) will be at least continuous. What exactly constitutes a “high enough” order is outlined in Sec. VII.

Using the regular gauge vector \( \xi_a^{\text{RW,R}} \), we now define the LL metric perturbation from Eq. (23) associated with the RW gauge transformation to be,

\[
h_{ab}^{\text{LL}} = h_{ab}^{\text{L}} - \mathcal{L}_{\xi_a^{\text{RW,R}}} g_{ab}.
\]

It must be emphasized that the LL metric perturbation in Eq. (27) is not unique, as it depends on the final gauge choice enforced in Eqs. (24) and (25); in general, it will differ when transforming to the RW gauge compared to the EZ gauge. Additionally, any continuous term in \( \xi_a^{\text{RW,R}} \) may be equally attributed to \( \xi_a^{\text{RW,S}} \), changing \( h_{ab}^{\text{LL}} \) but remaining in the Barack-Ori class. It is therefore vital that the gauge vectors \( \xi_a^{\text{RW}} \) and \( \xi_a^{\text{RW,S}} \) be specified exactly, so that we may identify \( \xi_a^{\text{RW,R}} \) in Eq. (26) precisely and specify the exact LL gauge in which the regularization is performed.

To demonstrate how these gauge transformations produce an LL metric perturbation in the regularization procedure, we first consider the regularization of a continuous, linear functional of the metric perturbation which is invariant under smooth gauge transformations, \( \mathcal{I}[h](x) \), evaluated at the spacetime event \( x \) and following the notation of [37]. Then we write schematically [35].
\[
\mathcal{I}[h^{LL,R}] (x_0) = \lim_{x \to x_0} \mathcal{I}[h^{LL} - h^{LS}] \\
= \lim_{x \to x_0} \left\{ \mathcal{I}[h^\ell - \mathcal{L}_{\xi_{RW,R}} g_{ab}] (x) - \mathcal{I}[h^{LS}] \right\} \\
= \lim_{x \to x_0} \left\{ \mathcal{I}[h^\ell] (x) - \mathcal{I}[\mathcal{L}_{\xi_{RW}} g_{ab}] (x) - \mathcal{I}[h^{LS}] + \mathcal{I}[\mathcal{L}_{\xi_{RW,S}} g_{ab}] (x) \right\} \\
= \lim_{x \to x_0} \mathcal{I}[h^{RW} - h^{RW,S}] (x).
\]

If \( \xi^{RL}_a \) is sufficiently smooth, then the gauge term in Eq. (28) may be dropped by the invariance of \( \mathcal{I} \), and the regularized value of \( \mathcal{I} \) in the LL gauge is equal to \( \mathcal{I} \) constructed from the Detweiler-Whiting regular field, \( \mathcal{I}[h^{LL,R}] (x_0) = \mathcal{I}[h^{LL,R}] (x_0) \).

The force may likewise be constructed in the LL gauge from the retarded RW metric perturbation, schematically as,

\[
\mathcal{F}^a[h^{LL,R}] (x_0) = \lim_{x \to x_0} \left\{ \mathcal{F}[h^{LL}] (x) - \mathcal{F}[h^{LS}] \right\} \\
= \lim_{x \to x_0} \left\{ \mathcal{F}^a[h^\ell] (x) - \mathcal{F}^a[\mathcal{L}_{\xi_{RW}} g_{ab}] (x) - \mathcal{F}^a[h^{LS}] + \mathcal{F}^a[\mathcal{L}_{\xi_{RW,S}} g_{ab}] (x) \right\} \\
= \lim_{x \to x_0} \mathcal{F}^a[h^{RW} - h^{RW,S}] (x).
\]

In this case, the gauge term relating \( h^{ab}_{\text{LL}} \) and \( h^{ab}_{\text{LR}} \) may not be dropped, as the force is a gauge-dependent quantity. We may express the difference between the LL and Lorenz gauge forces,

\[
\mathcal{F}^a[h^{LL,R}] (x_0) = \mathcal{F}^a[h^{LL,R}] (x_0) - \mathcal{F}^a[\mathcal{L}_{\xi_{RW,R}} g_{ab}] (x_0).
\]

Since the LL force is constructed from a metric perturbation contained in the same Barack-Ori gauge class as the Lorenz gauge, by construction, the motion is geodesic in,

\[
g_{ab} + h^{LR}_{ab} = g_{ab} + h^{LL,R}_{ab} + \mathcal{L}_{\xi_{RW,R}} g_{ab},
\]

assuming again that \( \xi^{RL}_a \) is sufficiently smooth.

The practical regularization in our work is performed by subtracting tensor-harmonic regularization terms mode-by-mode, as was done by Wardell and Warburton \[23\] for Lorenz gauge regularization. For a gauge-invariant quantity, the regularization of the retarded RW gauge modes is written,

\[
\mathcal{I}[h^{LL,R}] (x_0) = \sum_{\ell} \left\{ \mathcal{I}[h^{RW}] (x_0) - \mathcal{I}[h^{LS}] (x_0) + \mathcal{I}[\mathcal{L}_{\xi_{RW,S}} g_{ab}] (x_0) \right\} ,
\]

where \( \mathcal{I} \) is decomposed into a tensor-harmonic basis and summed over the azimuthal index \( m \), à la Eq. (17). We assume that the gauge vector in Eq. (32) is constructed solely from a local expansion of the Lorenz gauge Detweiler-Whiting singular field mode-by-mode, \( \xi_{RW,S,\ell,m} = \xi_{RW,\ell,m} [h^{LS}] \). The gauge transformation from any gauge to the RW and EZ gauges is unique in the mode-decomposition for \( \ell \geq 2 \), and we further outline in Sec. IV the specific gauge choice made for \( \ell = 0, 1 \).

Finally, we outline the regularization of the self-force. The individual \( \ell \)-modes of the retarded force contain jump discontinuities when evaluated at the particle, and the mode-sum formula is adjusted to handle these discontinuities and include the additional gauge term,

\[
\mathcal{F}_a[h^{LL,R}] (x_0) = \sum_{\ell} \left\{ \mathcal{F}_a^{\ell \pm}[h^{RW}] (x_0) - \mathcal{F}_a^{\ell \pm}[h^{LS}] (x_0) + \mathcal{F}_a^{\ell \pm}[\mathcal{L}_{\xi_{RW,S}} g_{ab}] (x_0) \right\} .
\]

We note that this method of self-force regularization is similar to the work of Nakano, Sago, and Sasaki \[24\], who introduce a regularization scheme for the RW gauge analytically at 1PN based on gauge-transforming the Lorenz gauge singular field as in Eq. (25). The methods differ in the choice of monopole and dipole gauges used in the calculation, as outlined in Sec. IV. In addition, no post-Newtonian expansions are undertaken in our work.

### IV. RETARDED SOLUTION

We now review the method used to integrate the EFEs and reconstruct the tensor-harmonic modes of the retarded metric perturbation in the EZ and RW gauges through use of master functions, originally introduced to the study of black hole perturbation theory by Regge and Wheeler \[22\] and Zerilli \[26\]. We begin by introducing a tensor-harmonic basis used to decompose the metric perturbation. From the tensor-harmonic components of the metric perturbation, we construct six gauge-invariant fields used to construct the two master functions utilized in this work.

#### A. Tensor Harmonic Decomposition

Using the A–K framework introduced in \[23\], we take advantage of the spherical symmetry present in the Schwarzschild spacetime to decompose the metric perturbation into a basis of tensor harmonics,

\[
h^{\ell m}_{ab}(t, r, \theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} h^{\ell m}_{ab}(t, r, \theta, \phi),
\]

with
\[ h_{ab}^{E}(t, r, \theta, \phi) = A v_a v_b Y_{\ell m} + \mathbf{B} v_a Y_{\ell m}^{E} + \mathbf{C} v_a Y_{\ell m}^{B} + \mathbf{D} v_a Y_{\ell m}^{R} + \mathbf{E} T^{T0, \ell m}_{ab} + \mathbf{F} T^{E2, \ell m}_{ab} + \mathbf{G} T^{B2, \ell m}_{ab} + 2 \mathbf{H} T^{E1, \ell m}_{ab} + 2 \mathbf{J} T^{B1, \ell m}_{ab} + \mathbf{K} T^{L0, \ell m}_{ab}, \tag{35} \]

where the 10 complex scalar functions A–K have had their arguments and indices suppressed for simplicity, e.g., \( A = A^{\ell m}(t, r) \). The vector and tensor harmonics are listed in App. A, and the vector fields \( v_a \) and \( n_a \) are written in Schwarzschild coordinates as,

\[ v_a = (-1, 0, 0, 0), \quad n_a = (0, 1, 0, 0). \]

The projection of the stress-energy, Eq. (4), onto the tensor-harmonic basis used in Eq. (35) is straightforward, given the delta functions in the source, e.g.,

\[
T^a_{\ell m}(t, r) = f^2 \int \omega a b T_{\ell m} Y_{\ell m} d\Omega,
\]

\[
= \mu \frac{f a E}{r^2} \delta(r - r_0) \int Y_{\ell m}^* \delta(\theta - \pi/2) \delta(\varphi - \Omega t) d\Omega,
\]

\[
= \mu \frac{f a E}{r^2} \frac{Y_{\ell m}(\pi/2, 0) \delta(r - r_0) e^{- i m \Omega t}}{e^{- i m \Omega t}}. \tag{36} \]

Typically, projections of the linearized Einstein operator via Eq. (2) are used to denote the occurrence of the source terms,

\[ E_{\Lambda} = -16\pi T_A. \tag{37} \]

All source terms relevant for circular orbits are listed in App. B.

When focusing specifically on circular, equatorial orbits, the form of the source terms in Eq. (36) motivates a further refinement to the Ansatz of the metric perturbation given in Eq. (35), whereby each scalar function A–K is written as a separable function of \( t \) and \( r \), with time-dependence of the form,

\[ A^{\ell m}(t, r) = \hat{A}^{\ell m}(r) e^{-i \omega_m t}. \tag{38} \]

As vacuum perturbations are not of interest to this work, the allowable frequencies for the metric perturbation are fixed by the source terms and are multiples of the orbital frequency,

\[ \omega_m = m \Omega. \tag{39} \]

This time-dependence for circular orbits is equivalent to working in the frequency domain with Fourier coefficients \[24,\]

\[ A^{\ell m}(t, r) = \frac{1}{2\pi} \int_{-\infty}^{\infty} A^{\ell m}(\omega, r) e^{-i \omega t} d\omega, \tag{40} \]

with \( A^{\ell m}(\omega, r) = \hat{A}^{\ell m}(r) \delta(\omega - \omega_m) \).

Finally, with the introduction of the metric perturbation, certain symmetries present in the background Schwarzschild spacetime no longer exist in the physical spacetime. In particular, the vectors \((\partial_t)^a\) and \((\partial_\theta)^a\) are no longer Killing in the physical spacetime \( g_{ab}^{\text{phys}} \), yet a Killing vector does exist as a consequence of the time-dependence present in Eq. (38) and the mode decomposition of the metric perturbation, Eq. (35). While we will utilize the time-dependence of Eq. (38) in this work for circular orbits, the expressions in the remainder of Sec. IV hold for metric perturbations with arbitrary time-dependence.

### B. Gauge Invariants

The procedure of metric reconstruction is based on the construction of six gauge-invariant fields introduced in \[23,\] and we review this construction here. We begin with the metric perturbation in Eq. (35) written in an arbitrary “old” gauge, and write it in a “new” gauge by introducing a gauge vector \( \xi^a \). The transformation occurs to first-order in the mass-ratio as,

\[ h_{ab}^{\text{new}} = h_{ab}^{\text{old}} - \mathcal{L}_\xi g_{ab} + O(\mu^2/M^2). \tag{41} \]

The gauge vector \( \xi^a \) is decomposed into tensor-harmonic modes,

\[ \xi^{\ell m} = P v_a Y_{\ell m} + \mathbf{R} n_a Y_{\ell m} + \mathbf{S} Y_{E, \ell m}^{A} + \mathbf{Q} Y_{B, \ell m}^{A}, \tag{42} \]

with complex scalar functions \( P, R, \) and \( S \) for the even-parity components of the gauge vector, and \( Q \) for the odd-parity component. The action of the gauge vector on the metric perturbation induces the following changes to the metric components:

\[ \Delta A = -2\partial_t P - \frac{2M f}{r^2} R, \tag{43} \]

\[ \Delta B = \frac{1}{r} P - \partial_t S, \tag{44} \]

\[ \Delta C = -\partial_t Q, \tag{45} \]

\[ \Delta D = \partial_t P - \frac{2M f}{r^2} P - \partial_t R, \tag{46} \]

\[ \Delta E = \frac{2f}{r} \left( \frac{\lambda + 2}{r} S \right), \tag{47} \]

\[ \Delta F = \frac{2f}{r} S. \tag{48} \]
\[ \Delta G = \frac{2}{r} Q, \]  
(49) 
\[ \Delta H = \frac{1}{r} R + \partial_r S - \frac{1}{r} S, \]  
(50) 
\[ \Delta J = \partial_r Q - \frac{1}{r} Q, \]  
(51) 
\[ \Delta K = 2\partial_r R + \frac{2M}{r^2} R, \]  
(52)
where we write e.g., \( A_{\text{new}} = A_{\text{old}} - \Delta A \), and introduce \( \lambda = (\ell - 1)(\ell + 2). \) For \( \ell \geq 2 \), we may enforce the gauge choice known as the Regge-Wheeler (RW) gauge, introduced by Regge and Wheeler [22], by eliminating \( B_{\text{new}} = F_{\text{new}} = H_{\text{new}} = 0 \) through convenient choices of \( P \), \( S \), and \( R \), respectively, and (49) is used to eliminate \( G_{\text{new}} \). By substituting Eq. (47) for (50), we set \( B_{\text{new}} = E_{\text{new}} = F_{\text{new}} = 0 \), which defines the EZ gauge. Specifically for the low modes \( \ell < 2 \), certain equations above vanish identically and another gauge choice is made that we discuss in Sec. VII.

By combining various A–K terms and their derivatives, one may construct quantities which are unchanged under the action of the gauge vector in Eqs. (43)-(52), making them gauge-invariant:

\[ \alpha = J - \frac{r}{2}\partial_r G, \]  
(53) 
\[ \beta = -C - \frac{r}{2}\partial_r G, \]  
(54) 
\[ \chi = H - \frac{1}{2}E - \frac{\lambda + 2}{4}(F - \frac{r}{2}\partial_r F), \]  
(55) 
\[ \psi = \frac{1}{2}K - \frac{r - 3M}{2rf^2} E - \frac{r}{2f}\partial_r E \]  
\[ - \frac{(\lambda + 2)(r - 3M)}{4f} F - \frac{r(\lambda + 2)}{4f} \partial_r F, \]  
(56) 
\[ \delta = D + \frac{r}{2f}\partial_r E - \frac{r - 4M}{rf} B - r\partial_r B \]  
\[ - \frac{r^2}{2}\partial_r \partial_r F + \frac{r(\lambda + 2) - 4(r - 3M)}{4f} \partial_r F, \]  
(57) 
\[ \epsilon = -\frac{1}{2} A - \frac{M}{2r} E - \frac{r}{2r}\partial_r B - \frac{M(\lambda + 2)}{4r} F - \frac{r^2}{2}\partial_r^2 F. \]  
(58)

Two additional gauge invariants of interest to this work appear as combinations of certain gauge invariants above, one for each parity,

\[ \Psi_W = r^2 \partial_r \alpha - r^2 \partial_r \beta + r\beta, \]  
(59) 
\[ \Psi_Z = \frac{rf}{\kappa} \left[ 2rf \psi - (r + 2)\chi \right], \]  
(60)
with \( \kappa = 6M + r\lambda \). These two quantities both satisfy a 1+1 wave equation in the tortoise radial coordinate \( r_t = r + 2M \log(r/2M - 1) \),

\[ \left[ -\partial_{r_t}^2 + \partial_{r_t}^2 - V_{W/Z}(r) \right] \Psi_{W/Z} = S_{W/Z}. \]  
(61)

with potentials,

\[ V_W(r) = \frac{f}{r^2} \left[ \lambda + 2 - \frac{6M}{r} \right], \]  
(62) 
\[ V_Z(r) = \frac{f}{r^2} \left[ \frac{\lambda^2 + 2}{r^2} \right] \]  
(63)

We remark on the similarities between the two potentials by taking the difference,

\[ \Delta V = V_W - V_Z \]  
\[ = \frac{24Mf}{r^2}\kappa \left[ \left( 1 - \frac{3M}{r} \right) + \frac{3Mf}{\kappa} \right]. \]  
(64)

This difference vanishes at both the horizon and spatial infinity, and also very near but outside the light ring at \( r = 3M \). It further vanishes in the limit that \( \ell \) grows to infinity.

The sources \( S_{W/Z} \) are listed in Eqs. (270) and (271). From Eq. (61) and the form of the potentials in Eqs. (62)-(63), it is clear that the gauge invariants \( \Psi_W \) and \( \Psi_Z \) are master functions akin to those of Regge-Wheeler and Zerilli, respectively [39]. These master functions express the two dynamical degrees of freedom in the Einstein field equations. Furthermore, it is possible to recover the gauge invariants in Eqs. (53)-(58) solely from the master functions, along with source terms:

\[ \alpha = -\frac{1}{\lambda r f} \left[ \partial_r \Psi_W + r^2 f E_3 \right], \]  
(65) 
\[ \beta = -\frac{1}{\lambda r f} \left[ f \Psi_W + r f \partial_r \Psi_W - r^3 E_C \right], \]  
(66) 
\[ \chi = -\frac{1}{(\lambda + 2)\kappa r^2 f} \left[ \{ (\lambda + 2)^2 + 6M(\kappa - 2M) \} \Psi_Z \right. \]  
\[ + 2\kappa^2 f \partial_r \Psi_Z + r^5 E_3 \}, \]  
(67) 
\[ \psi = -\frac{1}{2rf^2\kappa} \left[ 2(r^2\lambda - 3rM\lambda - 6M^2) \Psi_Z \right. \]  
\[ + 2r^2 f \kappa \partial_r \Psi_Z + r^5 E_3 \}, \]  
(68) 
\[ \delta = \frac{r}{\lambda + 2} \left[ 4f \partial_r \psi - (\lambda + 2)\partial_r \chi - rE_3 \right], \]  
(69) 
\[ \epsilon = \frac{f}{2} \left[ 2\chi + 2r f \partial_r \chi - 2 f^2 \psi + r^2 E_3 \right]. \]  
(70)

Thus, solving the EFEs at first-order in the mass-ratio has been reduced to integrating Eq. (61) for \( \Psi_{W/Z} \), up to considerations of gauge and the low modes \( \ell < 2 \).

C. Numerical Integration

The literature is rich with examples of numerical solutions for a point-particle source in a bound orbit about a Schwarzschild black hole, both in the time domain [15, 17, 30, 40, 41] and in the frequency domain [42, 43]. The numerical techniques used in our work to solve the frequency-domain representation of Eq. (61),

\[ \left[ \partial_{r_t}^2 + \omega_m^2 - V_{W/Z}(r) \right] \Psi_{W/Z} = \tilde{S}_{W/Z}, \]  
(71)
align closely with the solution method outlined by Hopper and Evans [47], but simplified for the case of circular orbits. The numerical integration of Eq. (71)
is performed in Mathematica [48] to take advantage of Mathematica’s arbitrary precision framework. We choose to work with a global minimum precision of 32 digits, which is responsible for the ultimate precision shown later in this work.

D. Metric Reconstruction

The gauge invariants in Eqs. [53]-[58] may be constructed from the tensor modes of the metric perturbation in any gauge, but play a special role in metric reconstruction specifically in the EZ gauge. When the EZ gauge conditions are enforced, Eqs. (53)-(58) reduce to expressions which are trivial to invert for the metric components,

\[ A^{E_\text{Z}} = -2\epsilon, \]
\[ C^{E_\text{Z}} = -\beta, \]
\[ D^{E_\text{Z}} = \delta, \]
\[ H^{E_\text{Z}} = \chi, \]
\[ J^{E_\text{Z}} = \alpha, \]
\[ K^{E_\text{Z}} = 2\psi, \]

with all other components vanishing. Should one choose to work in the RW gauge instead, the non-zero metric components become,

\[ A^{R_\text{W}} = -2\epsilon + \frac{2Mf}{r}\chi, \]
\[ C^{R_\text{W}} = -\beta, \]
\[ D^{R_\text{W}} = \delta + r\partial_t\chi, \]
\[ E^{R_\text{W}} = -2f\chi, \]
\[ J^{R_\text{W}} = \alpha, \]
\[ K^{R_\text{W}} = 2\psi - \frac{2(r-M)}{rf}\chi - 2r\partial_r\chi. \]

The full (\( \ell \geq 2 \)) metric perturbation in either the EZ or RW gauge is recovered by substituting the expressions for A–K into Eq. (35) after solving for the gauge-invariants via \( \Psi_{W/Z} \) in Eqs. (60)-(70). The specific reconstruction for \( \ell < 2 \) is detailed in Sec. V.

V. RETARDED SOLUTION FOR \( \ell = 0, 1 \)

For the low (\( \ell < 2 \)) modes, the gauge invariants constructed in Sec. IV lose their invariant properties under a gauge transformation. We investigate these low-order modes by gauge-transforming the Lorenz-gauge retarded solution. We opt to use the gauge choice for both \( \ell = 0 \) and \( \ell = 1 \) introduced by Zerilli [20], as the Zerilli gauge satisfies both the RW and EZ gauge conditions. This gauge choice differs from that of Nakano et al. [24], who opt to use the Lorenz gauge monopole (corrected by Hikida et al. [49]) and a different variant of the Zerilli dipole.

The cases of \( \ell = 0 \) and \( \ell = 1 \) are handled separately, and the tensor-harmonic \( \ell m \) labels for the metric perturbation are written explicitly for clarity.

A. \( \ell = 0 \)

We approach the construction of the Zerilli gauge monopole initially by finding the gauge transformation from the Lorenz gauge to the Zerilli gauge. This will lead directly into the construction of the singular field monopole in Sec. VI.

At \( \ell = 0 \), all vector and tensor modes of the metric perturbation vanish identically. Furthermore, all coefficients of the gauge vector Eq. (42) are evaluated with \( \omega_0 = 0 \), eliminating any time derivatives from Eqs. (43)-(52) and yielding a static gauge transformation. The gauge vector becomes,

\[ \tilde{\varepsilon}_{\alpha 0} = \frac{1}{2\sqrt{\pi}} \left[ \hat{P}_{\alpha 0}^0 v_{\alpha} + \hat{R}_{00}^0 n_{\alpha} \right], \]

and induces the following changes to the metric perturbation:

\[ \Delta \hat{A}_{\alpha 0} = -\frac{2Mf}{r^2} \hat{R}_{\alpha 0}^0, \]
\[ \Delta \hat{D}_{\alpha 0} = \frac{d\hat{P}_{\alpha 0}^0}{dr} - \frac{2M}{rf} \hat{R}_{\alpha 0}^0, \]
\[ \Delta \hat{E}_{\alpha 0} = \frac{2f}{r} \hat{R}_{\alpha 0}^0, \]
\[ \Delta \hat{K}_{\alpha 0} = 2 \frac{d\hat{R}_{\alpha 0}^0}{dr} + \frac{2M}{rf} \hat{R}_{\alpha 0}^0. \]

The Zerilli monopole gauge choice uses the two degrees of gauge freedom to set \( E_{\alpha 0}^Z = D_{\alpha 0}^Z = 0 \). Starting from the Lorenz gauge, the choice of \( E_{\alpha 0}^Z = 0 \) algebraically determines \( \hat{R}_{\alpha 0}^0 \) from Eq. (87),

\[ \hat{R}_{\alpha 0}^0 = \frac{r}{2f} \hat{E}_{\alpha 0}^L. \]

Eq. (86) is then solved to set \( \hat{D}_{\alpha 0}^Z = 0 \):

\[ \frac{f}{dr} \left[ \frac{\hat{P}_{\alpha 0}^0}{f} \right] = \hat{D}_{\alpha 0}^L. \]

When integrating this equation, we find,

\[ \hat{P}_{\alpha 0}^0 (r) = f \int_{r_1}^r f^{-1}(r') \hat{D}_{\alpha 0}^L (r') dr' + f \zeta_{\alpha 0}. \]

The starting value of the integration, \( r_1 \), is arbitrary, and \( \zeta_{\alpha 0} \) is an arbitrary constant. The gauge function \( \hat{P}_{\alpha 0}^0 \) is not present in the metric perturbation (outside of fixing the condition \( \hat{D}_{\alpha 0}^Z = 0 \)), as \( \hat{P}_{\alpha 0}^0 \) only appears in Eq. (86).
for static gauge transformations. Thus, the monopole contributions to the retarded field in the Zerilli gauge are,

\[ \hat{A}_Z = \hat{A}_L + \frac{M}{r} \hat{E}_L, \]  

(92)

\[ \hat{K}_Z = \hat{K}_L - \frac{(r - 3M) \hat{E}_L}{r f^2} - \frac{r d \hat{E}_L}{f dr}, \]  

(93)

with all other components set to zero. These remaining components of the metric perturbation are invariant under gauge transformations produced by the gauge vector in Eq. (84) and are unique.

\[ h_{tt}^L = \frac{2 \mu \varepsilon}{3r^2 f_0 f_0} \{ 3r^3 (r_0 - r) + M^2 (r_0^3 - 12Mr_0 + 8M^2) \right. \]
\[ + (r_0 - 3M)[ - rM (r + 4M) + rP(r) f \ln f + 8M^3 \ln (r_0/r) ] \right\}, \]  

(97)

\[ h_{rr}^L = - \frac{2 \mu \varepsilon}{3r^2 f_0 f_0} \{ - r^2 r_0 - 2Mr (r_0^2 - 6Mr_0 - 10M^2) + 3M^2 (r_0^2 - 12Mr_0 + 8M^2) \right. \]
\[ + (r_0 - 3M) [ 5Mr^2 + (r/M) Q(r) f \ln f - 8M^2 (2r - 3M) \ln (r_0/r) ] \right\}, \]  

(98)

\[ h_{\phi \phi}^L = (\sin \theta)^{-2} h_{\phi \phi}^{L+} = - \frac{2 \mu \varepsilon}{9r^4 r_0 f_0} \{ 3r_0^2 M - 80M^2 r_0 + 156M^3 \right. \]
\[ + (r_0 - 3M)[ - 3r^2 - 12Mr + 3(r/M) P(r) f \ln f + 44M^2 + 24M^2 \ln (r_0/r) ] \right\}. \]  

(99)

The constant \( A \) and the functions \( P(r) \) and \( Q(r) \) were originally introduced by Barack and Lousto,

\[ A = \frac{2 \mu \varepsilon}{3Mr_0 f_0} [ M - (r_0 - 3M) \ln f_0 ], \]  

(100)

\[ P(r) = r^2 + 2Mr + 4M^2, \]  

(101)

\[ Q(r) = r^3 - Mr^2 - 2M^2 r + 12M^3, \]  

(102)

with \( f_0 = f(r_0) \), and are not to be confused with quantities elsewhere in this work. Before we perform the gauge transformation in Eqs. (92) - (93), it is important to realize that the Lorenz gauge monopole is not asymptotically flat (in this instance, defined as \( \hat{h}_{tt} \to 0 \) as \( r \to \infty \)),

\[ h_{tt}^{L+} = - \frac{2 \mu \varepsilon}{r_0 f_0} (1 - \frac{r_0}{r}) + O(1/r^2) \quad \text{as } r \to \infty, \]  

(103)

and so we choose to perform an additional gauge transformation to adjust this after transforming to the Zerilli gauge. The asymptotic flatness of the monopole is important for the comparison between gauge-invariants for the purposes of this work \[51\]. We shall see that the gauge vector required for this transformation does not obey the HKV symmetry, and would not be attainable via the gauge vector in Eq. (84).

After constructing the metric components in the Zerilli gauge via Eqs. (92) - (93), and recovering the full metric perturbation from Eq. (84), the not-asymptotically-flat (NAF) Zerilli gauge metric is,

\[ h_{tt}^{Z,NAF-} = 0, \]  

(104)

\[ h_{rr}^{Z,NAF-} = 0, \]  

(105)

\[ h_{tt}^{Z,NAF+} = - \frac{2 \mu \varepsilon (r - r_0)}{r_0 f_0}, \]  

(106)

\[ h_{rr}^{Z,NAF+} = \frac{2 \mu \varepsilon}{r f}. \]  

(107)

To correct \( h_{tt}^{Z,NAF+} \), we introduce a gauge vector taking the form of a global homogeneous solution to Eq. (86) which breaks the HKV symmetry, i.e., has non-vanishing time dependence, but maintains the Zerilli gauge condition,

\[ \xi_a^{NAF} = \frac{\mu \varepsilon}{r_0 f_0} f v_a. \]  

(108)

This gauge vector changes the \( tt \)-component of the metric via Eq. (13) to,

\[ h_{tt}^{Z,NAF} = \frac{2 \mu \varepsilon f}{r_0 f_0}, \]  

(109)

\[ h_{rr}^{Z,NAF} = 0, \]  

(110)

\[ h_{tt}^{Z,NAF+} = \frac{2 \mu \varepsilon}{r}, \]  

(111)

\[ h_{rr}^{Z,NAF+} = \frac{2 \mu \varepsilon}{r f}. \]  

(112)
and the perturbation now vanishes at both the horizon and spatial infinity. We notice that, while $h_{t\phi}^{\mu\nu}$ is continuous across the particle’s orbit, a jump-discontinuity has been introduced to $h_{rr}^{\mu\nu}$ that was not present in the Lorenz gauge.

### B. $\ell = 1$ Odd-Parity

For $\ell = 1$, the only non-zero-odd-parity contribution to the metric perturbation arises from $m = 0$. Furthermore, the spin-2 contribution to the metric perturbation, $G_{l=1}^{m=0}$, vanishes identically, and Zerilli chooses to use the one degree of gauge freedom, $Q_{l=1}^{m=0}$, to eliminate $l_{Z}^{1m} = 0$. This gauge choice is identical to the odd-parity dipole gauge used in Lorenz gauge calculations [52]. Its derivation may be found in the literature, for example from [23], and the analytic solution is given by,

$$h_{t\phi}^{Z_{-}} = -2\mu\mathcal{L}\sin^{2}\theta\frac{r^{2}}{r_{0}}, \quad (133)$$

$$h_{t\phi}^{Z_{+}} = -2\mu\mathcal{L}\sin^{2}\theta \frac{1}{r}. \quad (144)$$

### C. $\ell = 1$ Even-Parity

Restricting to $\ell = 1$ even-parity, the metric perturbation vanishes for $m = 0$, so only the values $m = \pm 1$ need be considered. Unlike for $\ell = 0$ and $\ell = 1$ odd-parity, there are no known analytic solutions for the even-parity dipole in the Lorenz gauge. Despite this lack of analytic solution, we work through the gauge transformation required to bring the Lorenz gauge solution to the Zerilli gauge, as this transformation will be required to construct the even-parity dipole singular field in Sec. [VI]. Analytic solutions to the even-parity dipole do exist in the Zerilli gauge, which we list at the end of this section.

The changes to the metric perturbation under a gauge transformation reduce for $\ell = 1$ even parity to,

$$\Delta \hat{A}_{1m} = \frac{2f}{r} \hat{R}_{1m} - \frac{2M}{r^{2}} \hat{E}_{1m}, \quad (118)$$

$$\Delta \hat{H}_{1m} = \frac{1}{r} \hat{R}_{1m} + \frac{d\hat{S}_{1m}}{dr} - \frac{1}{r} \hat{S}_{1m}, \quad (119)$$

$$\Delta \hat{K}_{1m} = 2 \frac{d\hat{R}_{1m}}{dr} + \frac{2M}{r^{2}} \hat{R}_{1m}. \quad (120)$$

Here, $\hat{F}_{1m}^{1m} = 0$ identically but we still have the full even-parity gauge freedom. The Zerilli dipole gauge is determined by setting $B_{Z}^{1m} = E_{Z}^{1m} = H_{Z}^{1m} = 0$, and the gauge vector for this choice is calculated in two steps, where $\hat{P}_{1m}^{1m}$ and $\hat{R}_{1m}^{1m}$ are found algebraically via Eqs. [116] and [118] while leaving $\hat{S}_{1m}^{1m}$ free,

$$\hat{P}_{Z}^{1m} = r \left( \hat{B}_{L}^{1m} - i\omega_{m} \hat{S}_{Z}^{1m} \right), \quad (121)$$

$$\hat{R}_{Z}^{1m} = \frac{r}{2f} \left( \hat{E}_{L}^{1m} + \frac{2}{r} \hat{S}_{Z}^{1m} \right), \quad (122)$$

which, when substituted into Eq. [119], yield a first-order ODE for $\hat{S}_{Z}^{1m}$:

$$\frac{d}{dr} \left( f \hat{S}_{Z}^{1m} \right) = f \hat{H}_{L}^{1m} - \frac{1}{2} \hat{E}_{L}^{1m}. \quad (123)$$

The solution may be found by integration,

$$\hat{S}_{Z}^{1m} = \hat{S}_{\text{part}}^{1m} + f^{-1} \hat{\zeta}_{1m}, \quad (124)$$

where $\hat{\zeta}_{1m}$ is a constant and we have written,

$$\hat{S}_{\text{part}}^{1m}(r) \equiv f^{-1} \int_{r_{0}}^{r} \left( f(r') \hat{H}_{L}^{1m}(r') - \frac{1}{2} \hat{E}_{L}^{1m}(r') \right) \, dr'. \quad (125)$$

When transforming from the Lorenz gauge in the region around the particle’s orbit, $\hat{H}_{L}^{1m}(r)$ and $\hat{E}_{L}^{1m}(r)$ are both bounded, $C^{0}$ functions of $r$, and thus $\hat{S}_{\text{part}}^{1m}(r)$ is a $C^{1}$ function over the same interval. The lower bound for the integral in $\hat{S}_{\text{part}}^{1m}$ is arbitrary and set to the orbital radius for convenience, such that $\hat{S}_{\text{part}}^{1m}$ vanishes at the particle (but note that its radial derivative does not vanish). In addition, the unknown constant $\hat{\zeta}_{1m}$ is arbitrary. After the gauge transformation, the remaining non-zero components of the metric are,
with residual gauge freedom,
\[ \Delta A^1_m = -\frac{2r}{f} \left( \frac{M}{r^3} - \omega_m^2 \right) \zeta^{1m}, \]
\[ \Delta B^1_m = -\frac{6r\omega_m M \zeta^{1m}}{r f^2}, \]
\[ \Delta K^1_m = -\frac{6M}{r^2 f^3} \zeta^{1m}. \]  

(129)

While it is clear that the metric perturbation in Eqs. (126)-(128) is in the Zerilli gauge, the additional gauge freedom in Eqs. (129) may be added to the metric perturbation without changing the gauge condition \[ B^m_z = E^m_z = H^m_z = 0, \]
and so the gauge choice is not uniquely fixed. We now use this freedom to recover Eqs. (126)-(128) from the Lorenz gauge to the Zerilli gauge in which all components of the metric perturbation vanish outside the particle’s orbit (\( r > r_0 \)). This choice is made to ensure that the dipole is asymptotically flat.

We begin by analyzing Eq. (138). In the Zerilli gauge, the additional gauge freedom in Eqs. (129) may be added to the metric perturbation in this sector may be set to vanish by choosing 

\[ \Theta(r) = \Theta(r_0 - r), \]

We now wish to refine the gauge transformation used to recover Eqs. (126)-(128) from the Lorenz gauge to the particular Zerilli gauge used in Eqs. (133)-(135), which will exhaust all of the remaining gauge freedom generated by a gauge vector obeying the helical symmetry. Our choice is to eliminate the right-hand-sided limit of the Zerilli metric perturbation generated from the Lorenz gauge solution at coincidence,

\[ \lim_{r \to r_0} \hat{A}_{L \to Z}^1(r) = \lim_{r \to r_0} \hat{B}_{L \to Z}^1(r) = \lim_{r \to r_0} \hat{K}_{L \to Z}^1(r) = 0. \]

(136)

This gauge refinement condition may be enforced at any value of \( r > r_0 \), but we choose to evaluate (the right-hand-sided limit) at \( r = r_0 \), since we have constructed \( \hat{A}_{L \to Z}^1(r) \) to vanish at the orbit, which greatly simplifies Eqs. (126)-(128).

As \( \zeta^{1m}_{\text{part}}(r) \) is a differentiable function, we find,

\[ \lim_{r \to r_0} \frac{d\hat{\zeta}^1_{\text{part}}(r)}{dr} = f_0^{-1} \int_{r_0}^{r} \left( f(r') \hat{E}^1_{L}(r') - \frac{1}{2} \hat{E}_{L}(r') \right) dr' - \frac{2M}{r_0 f_0^2} \hat{\zeta}^1_{\text{part}}(r_0), \]

(137)

Then, after taking the limits in Eq. (136),

\[ 0 = \hat{A}_{L}^{1m} - 2i\omega_m r_0 B_{L}^{1m} + \frac{M}{r_0} E_{L}^{1m}, \]

(138)

\[ 0 = \hat{D}_{L}^{1m} - r_0 - 4M \hat{E}_{L}^{1m} - \frac{d\hat{B}_{L}^{1m}}{dr} - \frac{i\omega_m r_0 E_{L}^{1m}}{f_0} + \frac{i\omega_m H_{L}^{1m}}{f_0} - \frac{6i\omega_m M}{r_0 f_0^2} \hat{\zeta}^{1m}, \]

(139)

\[ 0 = \hat{K}_{L}^{1m} + 3M \hat{E}_{L}^{1m} - \frac{d\hat{F}_{L}^{1m}}{dr} + \frac{2}{f_0} \hat{H}_{L}^{1m} + \frac{6M}{r_0 f_0^2} \hat{\zeta}^{1m}. \]

(140)

The validity of this choice must now be verified.

We begin by analyzing Eq. (138). In the Zerilli gauge, \( \hat{A}_{L}^{1m} \) is gauge-invariant at coincidence, which can be seen by
substituting Eqs. 115-118 into the combination of metric components found in Eq. 138.

\[
\Delta \tilde{A} - 2i\omega_m r \Delta \tilde{B} + \frac{M}{r} \Delta \tilde{E} = -2r \left( \frac{M}{r^3} - \omega_m^2 \right) S^{1m}.
\] (141)

This combination vanishes in the coincidence limit irrespective of the choice of \( S^{1m} \), since \( \omega_m^2 = \Omega^2 \) for \( m = \pm 1 \). Thus, if \( \tilde{A}_Z^{1m}(r_0) \) vanishes in one gauge, it must vanish in all gauges related via the HKV symmetry. This result is unsurprising; \( \tilde{A}_Z^{1m}(r_0) \) is the sole contribution to the even-parity piece of the Detweiler redshift invariant \( \tilde{u}^i \) in the Zerilli gauge (where \( h_{1\phi} = h_{2\phi} = 0 \) for even-parity). Since \( \tilde{A}_Z^{1m}(r_0) \) vanishes in both the left- and right-hand-sider limits in the Zerilli gauge, as shown in Eq. 133, the condition Eq. 136 is satisfied for \( \tilde{A}_Z^{1m} \).

To show that the remaining two limits are valid requires more work, and we must solve for \( \tilde{r}^{1m} \) to satisfy the vanishing conditions. Both Eqs. 139 and 140 provide a solution for the remaining gauge freedom and the system appears overdetermined. We solve both equations,

\[
\tilde{c}^{1m}_D = \frac{f_0}{6\omega_m^3} \left[ i(r_0 - 4M)\hat{B}_{1m} + ir_0^2 f_0 \left( \frac{d\hat{B}_{1m}}{dr} \right) + \frac{r_0 f_0 \hat{D}_{1m} - \omega_m r_0^2 \hat{E}_{1m} + \omega_m \hat{H}_{1m}}{r_0^2} \right],
\]

\[
\tilde{c}^{1m}_K = \frac{r_0 f_0}{6M} \left[ -3M \hat{E}_{1m} + \frac{r_0^2 f_0}{\omega_m} \left( \frac{d\hat{E}_{1m}}{dr} \right) + 2r_0 f_0 \hat{H}_{1m} - \frac{r_0 \hat{K}_{1m}}{r_0^2} \right],
\] (142) (143)

labeling the solution for \( \tilde{c}^{1m}_D/K \) arising from each equation separately. The difference between these two constants is proportional to a source term,

\[
\tilde{c}^{1m}_K - \tilde{c}^{1m}_D = \frac{v_0^2 f_0^2}{12\omega_m E^{1m}_D},
\] (144)

and this source term vanishes for the circular orbits of interest in this paper, \( E^{1m}_D = 0 \). The constant may then be determined by use of either Eq. 139 or 140, and the gauge freedom is now entirely fixed. The vanishing right-hand side of Eq. 144 is verified numerically in Sec. VIII.

VI. SINGULAR FIELD CONSTRUCTION

In this section we construct the Detweiler-Whiting singular field in the EZ and RW gauges. We begin with a local expansion of the singular field in the Lorenz gauge. After a decomposition into tensor harmonic modes, the gauge-invariants Eqs. 53-58 are formed and used to reconstruct the singular field in both the EZ and RW gauges via Eqs. 72-77 and Eqs. 78-83, respectively. We then detail the specific gauge transformation of the singular field for the low-order (\( \ell \leq 2 \)) modes.

A. Local Detweiler-Whiting Singular Field

The trace-reversed Detweiler-Whiting singular field is found in the Lorenz gauge and expanded covariantly about the worldline of the particle \( \gamma^a \),

\[
\tilde{h}^{LS}_{ab} = 4\mu g^a \hat{a} \hat{b} \left[ \frac{1}{\varepsilon} \frac{u_a u_b}{s} + O(\varepsilon) \right],
\] (145)

with \( u^a \) and \( g_{ab} \) the particle’s four-velocity and the background metric, respectively, evaluated on the worldline, \( g^a \) the bivector of parallel transport, \( s = (g_{ab} + u_a u_b) \sigma^a \sigma^b \) the spatial geodesic distance away from the worldline, and \( \sigma \) the Synge world function. \( \varepsilon \) is an order-parameter in the expansion. (See Ref. 35 for a review of bitensors and covariant expansions of \( h^3 \).) Following conventions established in the self-force literature [12, 21, 23], a coordinate expansion of Eq. 145 is performed in coordinates \((\Delta t, \Delta r, \Theta, \Phi)\) about some reference Schwarzschild time \( t_0 = 0 \), such that \( \Delta t = 0 \), \( \Delta r = r - r_0 \), and the angles \((\Theta, \Phi)\) are related to the background Schwarzschild angles \((\theta, \phi)\) by the rotation,

\[
\sin \theta \cos \phi = \cos \Theta,
\]

\[
\sin \theta \sin \phi = \sin \Theta \cos \Phi,
\]

\[
\cos \theta = \sin \Theta \sin \Phi.
\] (146)

This rotation places the particle at the pole of the rotated coordinates, \((\theta = \pi/2, \phi = 0) \rightarrow (\Theta = 0, \Phi = 0)\). In these coordinates the field has the form \[25\],

\[
\tilde{h}^{LS}_{ab} = \frac{1}{\varepsilon} \frac{c_{ab}^{(1)}}{\rho} + \varepsilon \left[ \frac{c_{ab}^{(2)}}{\rho} \frac{\Delta r^2}{\rho^2} + \frac{c_{ab}^{(3)}}{\rho^3} \right] + O(\varepsilon),
\] (147)

evaluated at \( \Delta t = 0 \), where, for the circular orbits of interest in this paper, the coefficients \( c_{ab}^{(n)} \) are independent
of $\Delta r$ and $\Theta$, and we have introduced $\rho$ as the leading-order term in the coordinate expansion of $s$ \[31\],

$$\rho^2 = \frac{2\gamma r_0^2}{r_0 - 3M(\nu^2 + 1 - \cos \Theta)},$$

(148)

with

$$\gamma = 1 - \frac{M}{r_0 f_0} \sin^2 \Phi,$$

(149)

and

$$\nu^2 = \frac{r_0 - 3M \Delta r^2}{r_0 f_0^2} \frac{2\gamma}{2\gamma},$$

(150)

The full coordinate expansion of $\bar{h}_{ab}^{LS}$ used for this work is quite lengthy, so we direct the reader to an online source for the expansion through $O(\varepsilon^4)$ \[54\]. We include orders up through $O(\varepsilon^2)$, in order to capture the necessary angular derivatives required to regularize the EZ-gauge self-force.

### B. Tensor Harmonic Decomposition of $\bar{h}_{ab}^{LS}$

To find the tensor harmonic projections of the singular field, we follow the work of Wardell and Warburton \[25\], who calculate the tensor modes of the singular field in the BLS basis. We outline the relationship between the BLS basis and the A–K basis in App. \[C\]. Our construction of the singular field modes is identical to \[25\].

Before we begin, it is worth recalling that in the rotated coordinates the particle is located at the pole ($\Theta = 0, \Phi = 0$). When decomposed into tensor-harmonic $\ell m'$-modes in these rotated coordinates, the tensor harmonic basis vanishes at coincidence for all but select values of $m'$ (the azimuthal index number associated with $\Phi$), and so only these non-vanishing $m'$ modes of the singular field are necessary to calculate. The required A–K terms for each $m'$ are listed in Table \[I\].

We demonstrate the process of finding the tensor-harmonic decomposition of the singular field for the $A$ term through $O(\Delta r)$, for simplicity. Starting with the projection,

| $m'$ | Non-vanishing A–K |
|------|-------------------|
| 0    | A, E, F, H, K     |
| 1    | B, C, D          |
| 2    | A, E, F, G, H, J, K |

Table I. We list the A–K components of the Lorenz gauge singular field required for this work at each $m'$ value considered in this construction.

$$A_{\ell S}^{L'} = f^2 \int e^{i\nu L S} \bar{h}_{ab}^{LS} Y_{00}^* d\Omega$$

$$= \sqrt{2f + 1} \frac{r_0 f_0}{4\pi} \int_0^\pi \int_0^{2\pi} \bar{h}_{tt}^{LS} P_l(\cos \Theta) \sin \Theta d\Theta d\Phi,$$

we substitute in the coordinate expansion for $h_{tt}^{LS} = \bar{h}_{tt}^{LS} - \frac{1}{2} g_{tt} g_{cd} \bar{h}_{cd}^{LS}$, with the trace-reversed singular field given through $O(\Delta r)$ by,

$$\bar{h}_{tt}^{LS} = \frac{1}{\rho} \left[ \frac{4\gamma f_0^2}{r_0(r_0 - 3M)} - \frac{2\Delta r}{r_0(r_0 - 3M)} \right]$$

$$\times \frac{1}{\gamma} \left[ \frac{r_0 - 3M r_0 + 10M^2 - 2r_0 f_0(r_0 - 4M)(1 - \gamma)}{\gamma} \right],$$

(152)

$$\bar{h}_{rr}^{LS} = 0,$$

(153)

$$\bar{h}_{\Theta\Theta}^{LS} = \left[ 1 - \frac{r_0 f_0(1 - \gamma)}{M} \right] \bar{h}_{ang}^{LS},$$

(154)

$$\bar{h}_{\Phi\Phi}^{LS} = \frac{r_0 f_0(1 - \gamma)}{M} \left[1 - \frac{r_0 f_0(1 - \gamma)}{M}\right] \sin^2 \Theta \bar{h}_{ang}^{LS},$$

(155)

with

$$\bar{h}_{ang}^{LS} = \frac{1}{\rho} \left[ \frac{4M r_0^2}{r_0 - 3M} + \frac{2M r_0 \Delta r}{r_0 - 3M} \right]$$

$$\times \frac{3r_0 - 7M - 2r_0 f_0(1 - \gamma)}{r_0 f_0 \gamma},$$

(156)

and the $\Phi$-dependence expressed through $\gamma$. The integral over $\Theta$ is performed first. Recall from Eq. (148) that $\rho$ has $\Theta$-dependence. As such, the integral over $\Theta$ becomes,

$$\int_0^\pi \frac{\rho P_l(\cos \Theta) \sin \Theta}{\rho} d\Theta$$

$$\sim \int_{-1}^{1} \frac{P_l(\cos \Theta)}{(\nu^2 + 1 - \cos \Theta)^{1/2}} d(\cos \Theta),$$

(157)

neglecting factors in $\rho$ that do not depend on $\Theta$. The denominator of Eq. (157) is expandable in terms of Legendre polynomials \[18\], and for $\nu \sim \Delta r \ll 1$ but finite,

$$\frac{1}{(\nu^2 + 1 - \cos \Theta)^{1/2}}$$

$$= \sum_{\nu'} \left[ \sqrt{2} - (2\nu' + 1) |\nu| + O(\nu^2) \right] P_{\nu'}(\cos \Theta).$$

(158)
Eq. (157) is written, using Eq. (158) and substituting $u = \cos \Theta$, as,

$$\int_{-1}^{1} \frac{P_\ell(u)}{(u^2 + 1 - u)^{1/2}} \, du \quad \text{(159)}$$

$$\begin{align*}
= & \sum_{\nu} \left[ \sqrt{2} - (2\ell' + 1)|\nu| + O(\nu^2) \right] \int_{-1}^{1} P_{\ell'}(u) P_\ell(u) \, du \\
= & \sum_{\nu} \left[ \sqrt{2} - (2\ell' + 1)|\nu| + O(\nu^2) \right] \left( \frac{2}{2\ell' + 2} \right) \delta_{\ell\ell'} \\
= & \frac{2}{2\ell' + 1} \left[ \sqrt{2} - (2\ell' + 1)|\nu| + O(\nu^2) \right],
\end{align*}$$

where the third line follows from the orthogonality of the Legendre polynomials, and $\delta_{\ell\ell'}$ is the Kronecker delta. This result is the integral over $\Theta$ expanded as a power series in $\nu$.

After integrating over $\Theta$, we focus on the integral over $\Phi$. All $\Phi$-dependence is now found in fractional or whole powers of $\gamma$, and the integral of these terms becomes a hypergeometric function \[25\],

$$\int_{0}^{2\pi} \gamma^n \, d\Phi = 2\pi _2 F_1 \left( n, \frac{1}{2}, 1, \frac{M}{r_0 f_0} \right). \quad \text{(160)}$$

When $n = -1/2$, the integral is proportional to the elliptic integral of the first kind, $K(M/r_0 f_0)$, and when $n = 1/2$ it is proportional to the elliptic integral of the second kind, $E(M/r_0 f_0)$. All integer values of $n$ reduce Eq. (160) to a polynomial in $M/r_0 f_0$, and any other value of $n$ is related to these three cases by the recursion relation for $\mathcal{F}_p(k) = 2F_1(p, \frac{1}{2}, 1, k)$.

$$(\ell + 1) \mathcal{F}_{p+1}(k) = \frac{p - 1}{p(k - 1)} \mathcal{F}_{p-1}(k) + \frac{1 - 2p + (p - \frac{1}{2})k}{p(k - 1)} \mathcal{F}_p(k). \quad \text{(161)}$$

When the dust has settled, $A^{(0)}_S$ is given to linear order in $\Delta r$ as,

$$A^{\ell m}_{L,S} = \sqrt{\frac{4\pi}{(2\ell + 1)(r_0 - 3M)}} \left[ \frac{-4(r_0 - M)f_0^{1/2}\mathcal{K}}{\pi r_0^{3/2}} - (2\ell + 1)|\Delta r| \frac{(r_0 - M)}{r_0^{5/2}} \right. \right. \left. \left. + \Delta r \left( \frac{2[r_0^2 - 3Mr_0 + 2M^2]\mathcal{E}}{\pi r_0^{7/2} f_0^{1/2}} - \frac{4[r_0^2 - 3Mr_0 + 4M^2]\mathcal{K}}{\pi r_0^{7/2} f_0^{1/2}} \right) \right]\right] + O(\Delta r^2). \quad \text{(162)}$$

The final task is to express the singular field projections in terms of the original $(t, \theta, \phi)$ coordinates. This is accomplished, in part, by reversing the rotation performed in Eqs. (146) through use of the Wigner-D matrix $D_{\ell m' m}^{\ell m}$ defined in Appendices A and B.

$$A^{\ell m}_{L,S} = \sum_{m'} (-1)^{\ell - m'} D_{\ell m m'}^{\ell m} \left( \frac{\pi}{2}, \frac{\pi}{2} \right) A_S^{m'}. \quad \text{(163)}$$

To recover the $r$-dependence, we simply substitute the definition of $\Delta r = r - r_0$. Finally, the singular field projections are evaluated at $\Delta t = t = 0$ in the $(\Theta, \Phi)$ coordinates. After rotation back to the original Schwarzschild coordinates, the singular field must obey the helical symmetry of the physical spacetime, as it is an approximation of the particular solution to Eq. (2). We then attribute the same time dependence given to the retarded metric perturbation, Eq. (38), written in full as,

$$A^{\ell m}_{L,S}(t, r) = e^{-i\omega_{m\ell} t} \sum_{m' = -\ell}^{\ell} D_{\ell m m'}^{\ell m} \left( \frac{\pi}{2}, \frac{\pi}{2} \right) A_S^{m'}(0, r). \quad \text{(164)}$$

The construction of the singular field in this paper is identical to \[25\] with two additional considerations:

(1) Constructing the gauge-invariants \[53\]-\[58\] requires taking additional radial derivatives of the singular field projections, so terms proportional to $\Delta r^2$ are necessary, which were suppressed in the analysis above (for brevity) and in \[25\].

(2) The even-parity gauge-invariants \[53\]-\[58\] involve factors of $\ell$ (contained in $\lambda$), which indicate the presence of additional angular derivatives before the mode decomposition. Therefore, a higher-order expansion in $m'$ is required for certain modes, with the specific value of $m'$ for each A–K listed in Table [I].

The expressions for the higher-order singular field projections are unwieldy, and as such, they are made available electronically \[54\], constructed in the BLS basis. One may recover the higher-order projections of the A–K terms used in this work via App. \[C\].

C. Singular Field for $\ell \geq 2$

To find the RW/EZ gauge singular field, the gauge-invariant quantities in Eqs. \[53\]-\[58\] are constructed from the A–K projections of $h^{ab}_{\nu}$. Taking into consideration the time dependence in Eq. (164), the radial func-
tions of the gauge-invariants are,
\[ \hat{\alpha}_S = \tilde{\gamma}_{L,S} - \frac{r}{2} \frac{d\tilde{G}_{L,S}}{dr}, \]  
(165)
\[ \hat{\beta}_S = -\tilde{\chi}_{L,S} + \frac{i\omega_m r}{2} \tilde{G}_{L,S}, \]  
(166)
\[ \hat{\chi}_S = \tilde{H}_{L,S} - \frac{1}{2f} \tilde{E}_{L,S} - \frac{\lambda + 2}{4f} \tilde{F}_{L,S} - \frac{r}{2} \frac{d\tilde{F}_{L,S}}{dr}, \]  
(167)
\[ \hat{\psi}_S = \frac{1}{2} \tilde{K}_{L,S} - \frac{r - 3M}{2rf^2} \tilde{E}_{L,S} - \frac{r}{2f} \frac{d\tilde{E}_{L,S}}{dr} - \frac{(\lambda + 2)(r - 3M)}{4rf^2} \tilde{F}_{L,S} - \frac{r(\lambda + 2)}{4f} \frac{d\tilde{F}_{L,S}}{dr}, \]  
(168)
\[ \hat{\delta}_S = \tilde{D}_{L,S} - \frac{i\omega_m r}{2f} \tilde{E}_{L,S} - \frac{r - 4M}{rf} \tilde{B}_{L,S} - \frac{d\tilde{B}_{L,S}}{dr} - \frac{i\omega_m [r(\lambda + 2) - 4(r - 3M)]}{4f} \tilde{F}_{L,S} + \frac{i\omega_m r^2}{2f} \frac{d\tilde{F}_{L,S}}{dr}, \]  
(169)
\[ \hat{\gamma}_S = -\frac{1}{2} \tilde{\Lambda}_{L,S} - \frac{M}{2r} \tilde{E}_{L,S} + i\omega_m r \tilde{B}_{L,S} + \frac{1}{2} \left( \frac{\omega_m^2 r^2}{2r} - \frac{M(\lambda + 2)}{2r} \right) \tilde{F}_{L,S}. \]  
(170)

The ℓm-modes of the singular metric perturbation in the EZ gauge are found via Eqs. (72)-(77), and in the RW gauge via Eqs. (78)-(83). As the above quantities are gauge-invariant and the metric reconstruction requires no integration, the (ℓ ≥ 2) modes of the EZ and RW gauge singular fields are uniquely fixed.

D. Singular Field for ℓ = 0, 1

1. ℓ = 0

The Zerilli gauge monopole is gauge-invariant under gauge transformations which respect the HKV symmetry. Performing the gauge transformation outlined in Sec. VA on the singular field yields,
\[ \hat{\Lambda}^{00}_{Z,S} = \hat{\Lambda}^{00}_{L,S} + \frac{M}{r} \hat{E}^{00}_{L,S}, \]  
(171)
\[ \hat{K}^{00}_{Z,S} = \hat{K}^{00}_{L,S} - \frac{(r - 3M)}{2rf^2} \hat{E}^{00}_{L,S} - \frac{r}{f} \frac{d\hat{E}^{00}_{L,S}}{dr}. \]  
(172)

Note that the additional gauge transformation between the Lorenz and Zerilli gauges to ensure asymptotic flatness, Eq. (108), is naturally included in the regular piece of the gauge vector Eq. (26), for it is proportional to a homogeneous solution the EFES.

2. ℓ = 1 Odd-Parity

As discussed in Sec. VB no gauge transformation is necessary for the odd-parity dipole and the singular field structure remains identical. As such, the singular field for the odd-parity Zerilli dipole is equal to the Lorenz gauge odd-parity dipole,
\[ \hat{C}_L^{10} = \hat{C}_L^{10}. \]  
(173)

3. ℓ = 1 Even-Parity

The even-parity dipole singular field is constructed following the gauge transformation outlined in Sec. VA. The unknown constant \( \hat{\chi}^{1m} \) in the even-parity dipole gauge vector is pure gauge and induces a change to the retarded field proportional to a homogeneous solution; we therefore attribute it to the regular piece of the gauge vector in Eq. (26). Additionally, the choice of lower bound in the integral for \( \hat{S}^{1m}_\text{part} \), Eq. (125), fixes the ℓ = 1 Zerilli gauge solution recovered after regularization; the choice has been made so that the regularization itself requires no knowledge of the retarded Lorenz gauge solution and no integrals of the singular or retarded field are necessary when evaluated at coincidence.

With these choices in place, the singular field contribution to the gauge vector is given by,
\[ \hat{P}_S^{1m} = r \left( B^{1m}_{L,S} - i\omega_m \hat{S}^{1m}_\text{part,S} \right), \]
\[ \hat{R}_S^{1m} = \frac{r}{2f} \left( E^{1m}_{L,S} + 2 \hat{S}^{1m}_\text{part,S} \right), \]  
(174)
\[ \hat{S}^{1m}_\text{part,S} = \hat{S}^{1m}_\text{part}, \]

with,
\[ \hat{S}^{1m}_\text{part,S}(r) = f^{-1} \int_{r_o}^r \left( f(r') \hat{H}_{L,S}(r') - \frac{1}{2} \hat{E}^{1m}_{L,S}(r') \right) dr', \]  
(175)

and the singular field for the Zerilli even-parity dipole is,
\[ \hat{A}^{1m}_{Z,S} = \hat{A}^{1m}_{L,S} - 2i\omega_m r \hat{B}^{1m}_{L,S} + \frac{M}{r} \hat{E}^{1m}_{L,S} + 2r \left( \frac{M}{r^3} - \omega_m^2 \right) \hat{S}^{1m}_\text{part,S}, \]  
(176)
\[ \hat{D}^{1m}_{Z,S} = \hat{D}^{1m}_{L,S} - \frac{r - 4M}{rf} + \frac{d}{dr} \hat{B}^{1m}_{L,S} - \frac{i\omega_m r \hat{C}^{1m}_{L,S}}{2f}, \]  
(177)
\[ \hat{K}^{1m}_{Z,S} = \hat{K}^{1m}_{L,S} - \frac{(r - 3M)}{2rf^2} + \frac{r}{f} \frac{d}{dr} \hat{E}^{1m}_{L,S}, \]  
(178)

VII. TENSOR-HARMONIC REGULARIZATION

The regularization procedure detailed in Sec. III requires, as input, the retarded and singular ℓ-modes of
the quantity of interest, in this case either the self-force or the redshift invariant. We now construct the tensor-harmonic $\ell m$-modes of the redshift invariant and the force from the A–K variables of the metric perturbation in both the EZ and RW gauges. The sum over $m$ is then done analytically for the singular contributions to construct the tensor-harmonic regularization parameters.

A. Mode Decomposition of $\vec{u}^t$ and $F^r$

1. The Redshift Invariant $\vec{u}^t$

The Detweiler redshift invariant is written for circular orbits in Schwarzschild as \[28\],

\[\vec{u}^t = (1 - 3M/r_0)^{-1/2} \frac{1}{2} u^a u^b h_{ab}.\]  

(179)

To perform the regularization outlined in Eq. \[28\], we require the retarded and singular modes of $\vec{u}^t$; we find these by extending the definition of the redshift invariant off of the particle’s worldline,

\[\vec{u}^t[h] = (1 - 3M/r_0)^{-1/2} \frac{1}{2} u^a \hat{u}^b h_{ab}, \]

(180)

for any smooth extension $\hat{u}^a$, taken in this work to be the rigid extension used by Barack and Ori \[12\], where the components of the four-velocity are held fixed to their values on the worldline while allowing the metric and Christoffel symbols to vary. It is common to introduce a second gauge-invariant quantity proportional to $\vec{u}^t$ \[31\],

\[\Delta U(x) \equiv \vec{u}^a \hat{u}^b h_{ab},\]

(181)

and to perform the regularization on $\Delta U$, recovering $\vec{u}^t$ afterwards via,

\[\vec{u}^t_R = (1 - 3M/r_0)^{-1/2} \frac{1}{2} \lim_{x \to x_0} \left[ \Delta U^\text{ret} - \Delta U^\text{S} \right](x).\]

(182)

We now find the mode decomposition of $\Delta U$ in each gauge, as constructed from the tensor-harmonic modes of $h_{ab}$ and evaluated at the particle.

In the EZ gauge, the even- and odd-parity components are constructed from Eq. \[35\] and Eqs. \[72\]-\[77\] for $\ell \geq 2$,

\[\Delta U_{\text{even}, \ell m}^{\text{EZ}}(x_0) = \frac{\ell^2}{f_0^2} A_{\ell m}^{\text{EZ}} Y_{\ell m}(\frac{\pi}{2}, 0),\]

(183)

\[\Delta U_{\text{odd}, \ell m}^{\text{EZ}}(x_0) = \frac{2\ell\ell C_{\ell m}}{r_0 f_0} \partial_0 Y_{\ell m}(\frac{\pi}{2}, 0),\]

(184)

written in terms of the gauge-invariants introduced in Sec. \[IV B\] and substituting in the definitions of the specific energy and angular momentum from Eqs. \[3\]. The $\ell m$-modes of $\Delta U$ in the RW gauge are similarly constructed via Eqs. \[75\]-\[83\],

\[\Delta U_{\text{even}, \ell m}^{\text{RW}}(x_0) = \frac{\ell^2}{f_0^2} A_{\ell m}^{\text{RW}} Y_{\ell m}(\frac{\pi}{2}, 0),\]

(185)

\[\Delta U_{\text{odd}, \ell m}^{\text{RW}}(x_0) = \frac{2\ell\ell C_{\ell m}}{r_0 f_0} \partial_0 Y_{\ell m}(\frac{\pi}{2}, 0).\]

(186)

The gauge-invariance of $\Delta U^{\ell m}$ at coincidence for the $\ell \geq 2$ modes is now manifestly apparent by comparing the even- and odd-parity contributions constructed in each gauge. One may perform a similar exercise starting with the metric components in the Lorenz gauge, and the expressions for $\Delta U^{\ell m}$ reduce to Eqs. \[183\] and \[184\] for even- and odd-parity, respectively.

To construct the tensor-harmonic modes of $\Delta U^{\ell m}$ for $\ell < 2$, we turn to the explicit expressions for the A–K variables in the Zerilli gauge outlined in Sec. \[V\]. For the monopole $\ell = 0$, the only non-vanishing contribution to $\Delta U$ arises from $\hat{A}^{00}_Z$,

\[\Delta U^{Z,00}(x_0) = \frac{\ell^2}{f_0^2} A_{Z}^{00} Y_{00}(\frac{\pi}{2}, 0).\]

(187)

Here we see that $\Delta U^{Z,00}$ inherits its gauge-invariance from $\hat{A}^{00}_Z$, which is gauge-invariant under helically-symmetric gauge transformations as discussed immediately following Eqs. \[92\] and \[93\]. One may indeed consider $\hat{A}^{00}_Z$ to be proportional to the $\ell = 0$ reduction of $\hat{\xi}^{\ell m}$ as defined in Eq. \[58\],

\[\hat{A}^{00}_Z = -2\hat{\xi}^{00},\]

(188)

given that the vector and tensor contributions to $\hat{\xi}^{\ell m}$ vanish identically for $\ell = 0$, in which case Eq. \[187\] is equivalent to Eq. \[183\].

The dipole $\ell = 1$ contributions are found to be,

\[\Delta U_{\text{even}, \ell m}^{Z,10}(x_0) = \frac{\ell^2}{f_0^2} A_{Z}^{10} Y_{10}(\frac{\pi}{2}, 0),\]

(189)

\[\Delta U_{\text{odd}, \ell m}^{Z,10}(x_0) = \frac{2\ell\ell C_{\ell m}}{r_0 f_0} \partial_0 Y_{10}(\frac{\pi}{2}, 0).\]

(190)

Again, $\hat{A}^{10}_Z$ is invariant under helically-symmetric gauge transformations at coincidence via Eq. \[141\], and may be thought of as the $\ell = 1$ reduction of $\hat{\xi}^{\ell m}$,

\[\hat{A}^{1m}_Z = -2\hat{\xi}^{1m},\]

(191)
and thus Eqs. (189) and (183) are equivalent. Note that this correspondence between $A^\text{even}_{lm}$ and $\hat{\chi}^\ell_m$ does not hold off the worldline and for radial derivatives of these functions; radial derivatives of $\hat{\chi}^\ell_m$ remain gauge-invariant, but radial derivatives of $A^\text{even}_{lm}$ depend on choice of gauge, even at coincidence, as seen in Eq. (129).

2. The Force $F^\ell$

We next turn to the mode decomposition of the self-force. The full expression for the gravitational self-force is given by Eq. (10). We are interested specifically in regularizing the radial component of the force, which reduces to a simple form for circular orbits in terms of the retarded metric perturbation,

$$F^\ell[h] = \frac{f}{2} \bar{u}^a \bar{u}^b \partial_a h_{ab},$$

using the same four-velocity extension as in Eq. (180). The even- and odd-parity contributions to the force in the EZ gauge are found for $\ell \geq 2$,

$$F^{\ell,\text{even}}_{\text{EZ}}(x_0) = \frac{\epsilon^2}{2f_0} \partial^r \hat{\chi}^\ell_m Y_{lm}(\frac{\pi}{2}, 0)$$

$$= - \frac{r_0 f_0}{r_0 - 3\ell M} \partial_r \hat{\chi}^\ell_m Y_{lm}(\frac{\pi}{2}, 0),$$

$$F^{\ell,\text{odd}}_{\text{EZ}}(x_0) = -\frac{\epsilon \ell C}{r_0} \left[ \hat{\chi}^\ell_m(\ell_m) + r_0 \partial_r \hat{\chi}^\ell_m \right] \partial_\theta Y_{lm}(\frac{\pi}{2}, 0),$$

expressed in terms of the gauge invariants $\hat{\chi}^\ell_m$ and $\hat{\beta}^\ell_m$. In the RW gauge,

$$F^{\ell,\text{even}}_{\text{RW,\text{even}}}(x_0) = \left[ \frac{\epsilon^2}{2f_0} \partial^r \hat{\chi}^\ell_m \right]$$

$$= - \frac{r_0 f_0}{r_0 - 3\ell M} \times \left[ \hat{\chi}^\ell_m + 3M f_0 \hat{\chi}^\ell_m \right] Y_{lm}(\frac{\pi}{2}, 0),$$

$$F^{\ell,\text{odd}}_{\text{RW,\text{odd}}}(x_0) = -\frac{\epsilon \ell C}{r_0} \left[ \hat{\chi}^\ell_m + r_0 \partial_r \hat{\beta}^\ell_m \right] \partial_\theta Y_{lm}(\frac{\pi}{2}, 0),$$

a term proportional to $\hat{\chi}^\ell_m$, while the odd-parity contributions to the force both reduce to identical expressions involving the gauge-invariant $\hat{\beta}^\ell_m$. Further, when constructed in the Lorenz gauge, the odd-parity component of the force exactly matches Eq. (196), indicating that the odd-parity contributions to the force are gauge-invariant for circular orbits under the gauge transformations taking the Lorenz gauge to the EZ or RW gauges. This invariance of the odd-parity component of the force is investigated further below.

The low modes of the force are calculated in the Zerilli gauge. For $\ell = 0$ the force is,

$$F^{\ell,00}_Z(x_0) = \frac{\epsilon^2}{2f_0} \partial^r \hat{\chi}^\ell_m Y_{lm}(\frac{\pi}{2}, 0),$$

which, similarly to $\Delta U^{\ell,00}_Z$, is equivalent to Eq. (193), and the $\ell = 1$ contributions to the force are given by,

$$F^{\ell,10}_Z(x_0) = -\frac{\epsilon \ell C}{r_0} \left[ \hat{\chi}^\ell_{10} + r_0 \partial_r \hat{\chi}^\ell_{10} \right] \partial_\theta Y_{10}(\frac{\pi}{2}, 0).$$

B. Tensor-Harmonic Regularization Parameters

We now construct the singular contributions to the redshift invariant and the force, and perform the $m$-sum analytically to recover the tensor-harmonic regularization parameters introduced in Eq. (16).

Beginning with the gauge-invariant $\Delta U$, the singular contributions to the $\ell$-modes are determined by,

$$\Delta U^{\ell}_{\text{RW,}\ell} = \sum_{m=-\ell}^{\ell} \Delta U^{\ell,\text{even}}_{\text{RW,}\ell}(x_0),$$

with

$$\Delta U^{\ell,\text{even}}_{\text{RW,}\ell}(x_0) = \lim_{r \to r_0} \left\{ \Delta U^{\ell,\text{even}}_{\text{RW,}\ell}(x_0) + \Delta U^{\ell,\text{odd}}_{\text{RW,}\ell}(x_0) \right\} \bigg|_{\theta = 0}$$

and the terms $\Delta U^{\ell,\text{even}}_{\text{RW,}\ell}(x_0)$ and $\Delta U^{\ell,\text{odd}}_{\text{RW,}\ell}(x_0)$ are constructed via Eqs. (183) and (184) for even- and odd-parity, respectively, from the singular gauge invariants constructed in Eqs. (165)-(170). The gauge invariants necessary for the construction of $\Delta U$ do not involve radial derivatives of the singular field (see Eqs. (166) and (170)). Thus, the singular modes of $\Delta U$ are continuous across the orbit in all gauges and the limit in Eq. (201) does not have directional dependence.

The $m$-sum is performed in the original Schwarzschild coordinates, unlike in [25] where the sum is performed over $m'$ in the rotated coordinates $(\Theta, \Phi)$. Explicit factors of $m$ have been introduced into the singular field via the time derivatives in Eqs. (165)-(170), and so we perform the sum over azimuthal modes in the unrotated
frame. Performing the sum over \( m \) analytically was addressed in \cite{24}, and we describe its solution in App. A. A method to perform the \( m \)-sum in the rotated frame has also been outlined by Miller et al. \cite{55}.

After taking the \( m \)-sum in Eq. \((201)\), we recover \( \Delta U_{\text{RW,S}}^\ell \) as an expansion in \( \ell \), which we write as two terms,

\[
\Delta U_{\text{RW,S}}^\ell = \Delta U_{[0]}^\ell + \Delta U_{[2]}^\ell,
\]

following the notation for the scalar-harmonic regularization parameters introduced in \cite{36}, where a term \( \Delta U_{[n]}^\ell \) scales as \( O(\ell^{-n}) \). We find,

\[
\Delta U_{[0]}^\ell = \frac{4\mu}{\pi(r_0^2 + \ell^2)^{1/2}} \dot{K}, \tag{203}
\]

\[
\Delta U_{[2]}^\ell = \frac{1}{(2\ell - 1)(2\ell + 3)} \frac{\pi r_0^2 (r_0 - 3M)^{1/2} (r_0 - 2M)^{1/2}}{\pi r_0^2 (r_0 - 2M)^{1/2}} 	imes \left[ (5r_0^2 - 31Mr_0 + 32M^2) \dot{K} \right.

- \left. (r_0 - 2M)(5r_0 - 11M) \dot{\hat{E}} \right]. \tag{204}
\]

Our result for \( \Delta U_{[0]}^\ell \) is identical to the leading-order tensor-harmonic regularization parameter for \( \Delta U \) derived in \cite{25}, the term proportional to \( \ell^{-1} \) vanishes identically, and the result for \( \Delta U_{[2]}^\ell \) is new for tensor-harmonic modes. For the purposes of this work, \( \Delta U_{[2]}^\ell \) acts to accelerate the convergence of the regularization in a similar way to the accelerated convergence techniques used in scalar-harmonic self-force regularization \cite{31, 55}, as visualized in Fig. 9 and detailed further in Sec. VIII.

To construct the regularization parameters for the force, we perform the \( m \)-sum as outlined in Eq. \((17)\),

\[
\mathcal{F}_{S}^{\ell \pm} = \sum_{m=\ell}^{\ell} \lim_{r \rightarrow r_0} \mathcal{F}_{\ell m}^{\ell \pm} \left| h_{\text{RW,S}} \right|_{\theta=\pi/2}, \tag{205}
\]

where the \( \ell m \)-modes of the force are calculated from the singular gauge invariant, Eq. \((165)\)–\((170)\), using Eqs. \((193)\) and \((194)\) in the EZ gauge and Eqs. \((195)\) and \((196)\) in the RW gauge. The modes for \( \ell < 2 \) are found in the Zerilli gauge as outlined in Eqs. \((197)\)–\((199)\). After the \( m \)-sum is performed, the \( \ell m \)-modes of the singular force separate into two terms, as in Eq. \((16)\),

\[
\mathcal{F}_{S}^{\ell \pm} = (2\ell + 1) \mathcal{F}_{[\ell - 1]}^{\ell \pm} + \mathcal{F}_{[0]}^{\ell \text{RW}}, \tag{206}
\]

with the leading-order singular contribution given in both the EZ and RW gauges as,

\[
\mathcal{F}_{[\ell - 1]}^{\ell \pm} = \pm \frac{\mu^2}{2r_0^2} \left( 1 - \frac{3M}{r_0} \right)^{1/2} \left[ \frac{2\mu^2 M (2M - r_0)}{r_0^{7/2} (r_0 - 3M)^{3/2}} \right]_{\ell < 1}

\pm \left[ \frac{\mu^2 M^2}{2r_0^{5/2} (r_0 - 3M)^{3/2}} \right]_{\ell < 2}. \tag{207}
\]

This term is independent of the choice of EZ or RW gauge, and is identical to the leading-order tensor-harmonic regularization term used for the Lorenz gauge force \cite{25}. We note that this behavior is also observed when regularizing the self-force in the radiation gauge, where the leading-order scalar-harmonic regularization parameters are found to be identical in both the radiation and Lorenz gauges \cite{19}.

The regularization term \( \mathcal{F}_{[0]}^{\ell \text{RW}} \) does depend on the choice of gauge. We opt to write the sub-leading regularization parameters following Nakano et al. \cite{24}, where the following regularization parameters are defined for all \( \ell \) and adjustments due to the \( \ell < 2 \) modes are written as separate corrections. The sub-leading tensor-harmonic regularization parameters for the EZ and RW gauges are finally given by,

\[
\mu^{-2} \mathcal{F}_{[0]}^{\ell \pm \text{EZ}} = -\frac{(r_0 - 2M)^{1/2}}{\pi r_0^2 (r_0 - 3M)^{3/2}} \left[ (33M^2 - 18Mr_0 + r_0^2) \dot{\hat{E}} \right.

- \left. 2 (18M^2 - 9Mr_0 + r_0^2) \dot{\hat{E}} \right], \tag{208}
\]

\[
\mu^{-2} \mathcal{F}_{[0]}^{\ell \pm \text{RW}} = \frac{(r_0 - 2M)^{1/2} (r_0 - 3M)^{1/2}}{\pi r_0^3} \left[(\dot{\hat{E}} - 2\dot{\hat{K}}) \right]. \tag{209}
\]

Looking first to Eq. \((209)\), we note that this term is identical to the Lorenz gauge \( B^r \) parameter for scalar-harmonic regularization and the non-vanishing contribution to \( \mathcal{F}_{[0]}^{\ell \pm \text{L}} \) in \cite{25}. The only deviation away from the Lorenz-gauge regularization lies in the adjustments made at \( \ell < 2 \); as these adjustments arise from the difference between the asymptotic, high-\( \ell \) behavior of the singular modes of the force and the local expansion of the singular force, they are naturally attributed to the \( D^r \) parameter in Eq. \((16)\) \cite{50}, which is found to vanish in the Lorenz gauge but in the RW gauge now takes a non-zero value given in Eq. \((280)\).

Thus, regularization may be performed in the RW gauge by using the Lorenz gauge tensor-harmonic regularization parameters with the addition of a non-vanishing \( D_{\text{RW}} \) parameter. The same may not be said of regularization in the EZ gauge: the \( \ell \)-independent contribution to \( \mathcal{F}_{[0]}^{\ell \pm \text{EZ}} \) is not equal to the Lorenz gauge term. Regularization in this gauge requires an adjustment not only to \( D_{\text{EZ}} \) given in Eq. \((278)\), but also an adjustment to the Lorenz gauge \( B^r \) parameter at each \( \ell \). One sees this result more directly when the singular gauge vector between the Lorenz and EZ/RW gauges is constructed, which we now do.

The method outlined above for constructing the force regularization parameters involves first finding the singular gauge invariant in Eqs. \((165)\)–\((170)\), and then reconstructing the singular contributions to the force directly in each gauge. An equally valid approach to finding the regularization parameters is to explicitly calculate the gauge vector between the Lorenz gauge and the EZ/RW
gases. The force then transforms as in Eq. (20); for a particle traveling along a circular orbit, the radial component of the force transforms under gauge transformations which obey the HKV symmetry as \[ \xi_{\text{RW},S}^r(x_0) = \xi_{\text{old}}^r(x_0) - \frac{3 \mu M f_0}{r_0^2 (r_0 - 3M)} \xi_{r}^r. \] (210)

To construct the regularization parameters in the EZ/RW gauges, we require the Lorenz gauge tensor-harmonic regularization parameters (found in [25]) and the mode-decomposition of the singular gauge vector introduced in Eq. (24). The gauge-transformed regularization parameters are then given by,

\[ \xi_{\text{RW},S}^{r,\ell \pm} = \xi_{L,S}^{r,\ell \pm} - \frac{3 \mu M f_0}{r_0^2 (r_0 - 3M)} \xi_{\text{RW},S}^{r,\ell \pm}. \] (211)

For the \( \ell \geq 2 \) modes, the radial component of the gauge vector \( \xi_{\text{RW},S}^r \) is straightforward to find for both gauges [23] from the tensor-harmonic modes of the Lorenz gauge singular field,

\[ \xi_{\text{EZ},S}^{r,\ell m}(x_0) = \frac{r_0}{2} \left[ \hat{E}_{L,S}^{\ell m} + \frac{\lambda + 2}{2} \hat{F}_{L,S}^{\ell m} \right] Y_{\ell m} \left( \frac{\pi}{2}, 0 \right), \quad \xi_{\text{RW},S}^{r,\ell m}(x_0) = \frac{r_0 f_0}{2} \left[ \hat{H}_{L,S}^{\ell m} - \frac{r_0}{2} \hat{F}_{L,S}^{\ell m} \right] Y_{\ell m} \left( \frac{\pi}{2}, 0 \right). \] (212)

The \( \ell < 2 \) modes of the gauge transformation require the gauge vector from the Lorenz gauge to the Zerilli gauge, as outlined in Sec. [V] with the monopole contribution given by Eq. (89),

\[ \xi_{\text{Z},S}^{r,00}(x_0) = \frac{r_0}{2} \xi_{L,S}^{00} Y_{00} \left( \frac{\pi}{2}, 0 \right). \] (214)

For \( \ell = 1 \), only even-parity requires a gauge transformation, and the radial component to the gauge vector is given by Eq. (122),

\[ \xi_{\text{Z},S}^{r,1m}(x_0) = \frac{r_0}{2} \xi_{L,S}^{1m} Y_{1m} \left( \frac{\pi}{2}, 0 \right). \] (215)

Recall that a choice was made in Sec. [VI] to associate the gauge constant \( \xi_{\text{EW},S}^{1m} \) with the regular contribution to the dipole gauge transformation and that \( \xi_{\text{part}} \) vanishes at the orbit.

We list the full expressions for the gauge vectors in App. [D] but the results of this calculation are not surprising and produce the same regularization parameters presented above. In the RW gauge, \( \xi_{\text{RW},S}^{r,\ell \pm} \) contains at leading-order terms which scale as \( O(\ell^{-2}) \) and vanish when summed from \( \ell = 0 \) to infinity, plus contributions specifically at \( \ell < 2 \) that generate \( D_0^{\text{EW}} \). The EZ gauge vector \( \xi_{\text{EZ},S}^{r,\ell \pm} \) scales as a constant at leading-order in \( \ell \), along with terms which vanish in the \( \ell \)-sum and specific contributions at \( \ell < 2 \). This constant scaling behavior in the \( \ell \)-sum corresponds to a local \( 1/s \) singularity in the gauge vector [10] that matches the local analysis performed in App. [E].

**VIII. RESULTS**

We now list the results of our numerical analysis, beginning with the regularization of the redshift invariant. We then calculate the regularized LL force from both the RW and EZ gauge retarded metric perturbations. Finally, we calculate the gauge vector, \( \xi_{\text{RW},S}^{r,\ell \pm} \), from the regularized Lorenz gauge metric perturbation and compare the Lorenz gauge self-force to the forces computed in the EZ and RW gauges.

To ensure that the comparison occurs at the same event in all gauges, we work with an asymptotically flat monopole as discussed in Sec. [V] and evaluate all quantities at the gauge-invariant radius introduced in [28],

\[ R_\Omega \equiv \left( \frac{M}{\Omega^2} \right)^{\frac{1}{2}}. \] (216)

For quantities which are entirely first-order in \( \mu/M \), e.g., \( \tilde{u}^r \), we find that \( \tilde{u}^r(R_\Omega) = \tilde{u}^r(r_0) + O(\mu^2/M^2) \). [21]

The regularized redshift invariant \( \tilde{u}^r_\Omega \) is calculated by performing the sum in Eq. (22), subtracting the tensor-harmonic regularization parameters from retarded \( \ell \)-modes,

\[ \tilde{u}^r_\Omega = (1-3M/R_\Omega)^{-1/2} \sum_{\ell=0}^{\ell_{\max}} \left[ \Delta U^r_{\text{RW,ret}} - \Delta U^r_{[0]} - \Delta U^r_{[2]} \right]; \] (217)

with the \( \ell < 2 \) modes of \( \Delta U^r_{\text{RW,ret}} \) constructed in the Zerilli monopole and dipole gauges, respectively, for both the RW and EZ gauges. To calculate the regularized radial component of the self-force in each gauge, we perform the summation,

\[ F_{\text{self}} = \sum_{\ell=0}^{\ell_{\max}} \left[ F^r_{\text{RW,ret}} - (2\ell + 1) F^r_{[-1]} - F^r_{[0],\text{RW}} \right] - D_0^{\text{RW}}, \] (218)

where the retarded modes of the force are calculated in each gauge following Sec. [VII A].

To account for the truncation of the sums above at \( \ell_{\max} \), we introduce a “tail” correction [17, 20], for \( \Delta U_\Omega \) given by,

\[ \Delta U_{\text{tail}} = \sum_{\ell=\ell_{\max}+1}^{\infty} \Delta U^\ell_{\text{res}}; \] (219)

with \( \Delta U^\ell_{\text{res}} \) defined as,

\[ \Delta U^\ell_{\text{res}} = \Delta U^\ell_{\text{RW,ret}} - \Delta U^\ell_{[0]} - \Delta U^\ell_{[2]}. \] (220)

\( \Delta U^\ell_{\text{res}} \) is found by numerically fitting the \( \ell \)-falloff of the \( O(\ell^2) \) and higher contributions to the residual, plotted in Fig. [I] assuming it has the form given by the Ansatz,

\[ \Delta U^{\ell}_{[4+]} \sim \sum_{k=2}^{k_{\max}} \frac{\Delta U^{[2k]}_{[2]}}{P^{2k}(\ell)}, \] (221)
Figure 1. We plot the $\ell$-modes of $\Delta U^\ell$ for $2 \leq \ell \leq 90$ on a log-log scale at the orbital radius $r_0 = 10M$. $\Delta U^\ell_{\text{ret}}$ denotes the unregularized, retarded modes of $\Delta U^\ell$ constructed in the RW gauge, while $\Delta U^\ell_{[0]}$ and $\Delta U^\ell_{[2]}$ correspond to the regularized modes of $\Delta U^\ell$ after subtracting first $\Delta U^\ell_{[0]}$ and then $\Delta U^\ell_{[2]}$ from the retarded modes, respectively, as in Eq. (220).

Figure 3. Absolute value of the residual after subtraction of each successive regularization term from the EZ gauge self-force versus $\ell$ on a log-log scale from $\ell_{\text{min}} = 35$ to $\ell_{\text{max}} = 85$ for $r_0 = 10M$ and $k_{\text{max}} = 5$.

Figure 2. The individual $\ell$-modes of the EZ gauge self-force are plotted for $2 \leq \ell \leq 90$ on a log-log scale at the orbital radius $r_0 = 10M$. The retarded modes of the EZ gauge self-force, $F^\ell_{\text{ret}}$, are calculated from inside the orbit and are shown to diverge with $\ell$. The force $F^\ell_{\text{WW}}$ corresponds to the regularization produced when using the low-order, analytic expansions for the singular field published in [25]; this regularization is incomplete and the self-force diverges in the $\ell$-sum as $1/\ell$. Finally we plot the regularized EZ gauge self-force, $F^\ell_{\text{reg}}$, produced in Eq. (218) using the EZ gauge regularization parameters in Sec. VII.

where each $P_{2k}(\ell)$ is a polynomial of order $\ell^{2k}$ chosen such that each term in the sum Eq. (221) vanishes when summed from $\ell = 0$ to infinity (and thus does not formally contribute to the self-force), and $\{\Delta U^\ell_{[2k]}\}_{k=2}^{k_{\text{max}}}$ are constant parameters. We use the polynomials given by,

$$P_{2k}(\ell) = \prod_{k'=0}^{k} (2\ell - 2k' - 1)(2\ell + 2k' + 3),$$

which we note are naturally found in the accelerated term Eq. (204) for $k = 0$.

To accelerate convergence of the regularized self-force, we assume a similar form for the residual,

$$F^\ell_{\text{res}} = F^\ell_{\text{RW,ret}} - (2\ell + 1)\mathcal{F}^\ell_{[-1]} - \mathcal{F}^\ell_{[0],\text{RW}},$$

and fit the data to the Ansatz,

$$F^\ell_{[2+]} = \sum_{k=1}^{k_{\text{max}}} \frac{\mathcal{F}^{\ell}_{[2k]}}{P_{2k}(\ell)},$$

beginning here at $k = 1$ to match the $\ell$-falloff of the residual data. The acceleration to the convergence is then seen as [20],

$$F^\ell_{R} = \sum_{\ell=0}^{\ell_{\text{max}}} \left[ F^\ell_{\text{ret}} - (2\ell + 1)\mathcal{F}^\ell_{[-1]} - \mathcal{F}^\ell_{[0]} \right] + \sum_{\ell_{\text{max}}+1}^{\infty} \sum_{k=1}^{k_{\text{max}}} \frac{\mathcal{F}^{\ell}_{[2k]}}{P_{2k}(\ell)} + O \left( e^{-(2k_{\text{max}}+1)} \right).$$

The final results for $\mathcal{u}_k^\ell$ are tabulated in Table IV for a variety of orbital radii, compared against the results of Dolan et al. [57]. The results for the regularized self-force computed in the EZ and RW gauges are given in Table V for a variety of orbital radii.

A. Comparison to Lorenz Gauge Force

As a check of our results, we now calculate the gauge transformation between the regularized self-force in the
Lorenz gauge and each of the EZ and RW gauges by computing the regular gauge vector in Eq. (26). We choose to begin in the Lorenz gauge and work to find the gauge transformation to the EZ/RW gauges; this choice is a matter of convenience, since the gauge transformation from any gauge to the EZ/RW gauges is relatively simple to construct using tensor-harmonic modes [29], while the gauge transformation from the RW gauge to the Lorenz gauge is not [55]. The task is further simplified by the need for only the radial component of the gauge vector, as seen by the transformation properties of the force for circular orbits in Eq. (210).

To start, the regularized Lorenz gauge metric perturbation, $h^\text{LR}_{\text{reg}}$, is computed using the effective source regularization techniques outlined in [25]. The authors were given this numerical data from Niels Warburton [59], decomposed into BLS-basis tensor-harmonic modes. From this numerical data, the regular gauge vector is constructed mode-by-mode following Eq. (26).

For $\ell \geq 2$, the radial component of the regular gauge vector $\xi^\text{LR}_R$ is constructed identically to the singular gauge vector $\xi^\text{S}_R$, replacing the singular A–K components of the Lorenz gauge metric perturbation with the regularized components,

\[ \hat{\xi}_{\text{E}},R = \xi_{\text{E}},R (x_0) = \frac{r_0}{2} \left[ \frac{\epsilon^0_{\text{E}},R}{E_{\text{L}},R} + \frac{\lambda + 2}{2} \frac{F_{\text{E}},R}{E_{\text{L}},R} \right] Y_{\ell m} \left( \frac{\pi}{2}, 0 \right), \]  

\[ \hat{\xi}_{\text{R}},R = \xi_{\text{R}},R (x_0) = \frac{r_0}{2} \left[ \frac{\epsilon^0_{\text{R}},R}{E_{\text{L}},R} - \frac{r_0}{2} \frac{dF_{\text{E}},R}{dr} \right] Y_{\ell m} \left( \frac{\pi}{2}, 0 \right), \]  

with monopole and dipole contributions given by,

\[ \hat{\xi}_{\text{Z}},R (x_0) = \frac{r_0}{2} \epsilon^0_{\text{E}},R Y_{00} \left( \frac{\pi}{2}, 0 \right), \]  

\[ \hat{\xi}_{\text{Z}},R (x_0) = \frac{r_0}{2} \epsilon^1_{\text{E}},R Y_{10} \left( \frac{\pi}{2}, 0 \right), \]

where $\hat{\xi}$ is the gauge constant used to specify the specific retarded Zerilli dipole gauge used for the EZ and RW gauge forces, calculated from the retarded Lorenz gauge metric perturbation using either Eq. (142) or (143). The verification of Eq. (144), along with the comparison between the analytic Zerilli dipole metric perturbation and the gauge-transformed Lorenz gauge dipole perturbation provides a check on the numerical accuracy of the Lorenz gauge numerical data produced in [25], listed in Table III. The full gauge vector is recovered by summing over modes,

\[ \hat{\xi}_{\text{R}},R (x_0) = \hat{\xi}_{\text{E}},R (x_0) + \sum_{m=-1}^{1} \left[ \hat{\xi}_{\text{Z}},R (x_0) + \sum_{m=-1}^{1} \hat{\xi}_{\text{Z}},R (x_0) \right] + \sum_{\ell=2}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} \hat{\xi}_{\text{R}},R (x_0) + \hat{\xi}_{\text{tail},R}, \]

where we have introduced a tail contribution to compensate for the truncated $\ell$-sum, defined as above for $\hat{\xi}_{\text{tail},R}$.

Finally, the retarded Lorenz gauge metric begins with a monopole which is not asymptotically flat (see Sec. V). Adjusting to an asymptotically flat monopole requires a monopole which is not asymptotically flat (see Sec. V). We check the accuracy of the Lorenz gauge numerical data produced in [25] against the analytic Zerilli gauge metric perturbation using either Eq. (142) or (143). The full gauge vector is recovered by summing over modes.

\[ \hat{\xi}_{\text{R}},R (x_0) = \hat{\xi}_{\text{E}},R (x_0) + \sum_{m=-1}^{1} \left[ \hat{\xi}_{\text{Z}},R (x_0) + \sum_{m=-1}^{1} \hat{\xi}_{\text{Z}},R (x_0) \right] + \sum_{\ell=2}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} \hat{\xi}_{\text{R}},R (x_0) + \hat{\xi}_{\text{tail},R}, \]

where we have introduced a tail contribution to compensate for the truncated $\ell$-sum, defined as above for $\hat{\xi}_{\text{tail},R}$.

Combining these two gauge contributions, the final result of the gauge transformation is,

\[ \hat{F}_{\text{L} \rightarrow \text{RW}},R (x_0) = \hat{F}_{\text{L} \rightarrow \text{R}},R (x_0) - \frac{3\mu M f_0}{r_0^3 (r_0 - 3M)^{3/2}} x_0, \]  

\[ + \frac{2\mu^2 M f_0}{r_0^3 (r_0 - 3M)^{3/2}} x_0. \]

We compare the gauge-transformed Lorenz gauge force against the self-forces computed in the EZ and RW gauges in Table III.

Table II. We check the accuracy of the Lorenz gauge numerical data produced in [25] against the analytic Zerilli gauge dipole metric perturbation by performing the gauge transformation and evaluating the relative difference at $r_0 = 6M$ and $r_0 = 10M$. We also verify that the two gauge constants in Eq. (144) coincide for circular orbits. All values are given as relative differences, $\Delta K = K_{\text{L} \rightarrow \text{Z}} - K_{\text{R} \rightarrow \text{Z}}$, except for the $A$ term which vanishes in the Zerilli gauge at coincidence.

| $r_0$ | $M/\mu$ | $\Delta \theta_\text{A}$ | $\Delta \theta_\text{D}$ | $\Delta K$ | $\Delta \theta_\text{K}$ | $\Delta \lambda$ |
|-------|---------|------------------------|------------------------|------------|------------------------|-------------|
| $6M$  | $2 \times 10^{-28}$ | $5 \times 10^{-27}$ | $1 \times 10^{-27}$ | $2 \times 10^{-27}$ | $1 \times 10^{-27}$ | $6 \times 10^{-25}$ |
| $10M$ | $2 \times 10^{-28}$ | $2 \times 10^{-26}$ | $1 \times 10^{-25}$ | $2 \times 10^{-25}$ | $1 \times 10^{-25}$ | $6 \times 10^{-25}$ |

IX. CONCLUSIONS

In this work, we produce results for the regularized gravitational self-force computed in the RW and EZ
gauge for a circular orbit in the Schwarzschild spacetime, and compare directly our values of these forces to the Lorenz gauge self-force via an explicit gauge transformation. Our numerical implementation allows for the fast and efficient calculation of the first-order self-force from the Regge-Wheeler and Zerilli master functions in the RW gauge itself for circular orbits, which has heretofore not been done.

The results presented here fill a gap in the literature for self-force regularization in the RW and EZ gauges at first-order. They also act as a step toward the development of a framework for gravitational self-force regularization in the RW/EZ gauges at second-order in the perturbation. Thus far, approaches to the second-order analysis have been rooted in the Lorenz gauge (see e.g. [61]). A general approach to perturbations in the RW gauge at second-order in the mass-ratio was introduced by Brizuela et al. [61]. However, ongoing work to regularize the first-order metric perturbation at spatial infinity [62] and the horizon is necessary before construction of the second-order sources is tractable.

Table III. We provide a numerical comparison between the self-force computed in the Lorenz gauge from numerical data produced in [25] and the self-force constructed in the RW and EZ gauges from numerical data produced for this work, with $\ell_{\text{max}} = 60$ for the Lorenz-gauge data. The regularized Lorenz gauge self-force is computed using the methods outlined in [25], and the gauge vectors $\xi_{\text{RW},R}$ and $\xi_{\text{EZ},R}$ are calculated from the regularized Lorenz gauge metric perturbation as outlined in Eqs. (226)-(229). The computed relative difference is taken to be $|F_{L,R}^{\text{rel. diff.}}| = \left| \frac{F_{L,R}^{\text{rel. diff.}}}{F_{L,R}} - 1 \right|$. The results presented here fill a gap in the literature for self-force regularization in the RW and EZ gauges at first-order. They also act as a step toward the development of a framework for gravitational self-force regularization in the RW/EZ gauges at second-order in the perturbation. Thus far, approaches to the second-order analysis have been rooted in the Lorenz gauge (see e.g. [61]). A general approach to perturbations in the RW gauge at second-order in the mass-ratio was introduced by Brizuela et al. [61]. However, ongoing work to regularize the first-order metric perturbation at spatial infinity [62] and the horizon is necessary before construction of the second-order sources is tractable.

| $r_0 = 6M$ | $r_0 = 10M$ |
|----------------|----------------|
| $(M/\mu)^2 F_{L,R}^{\text{rel. diff.}}$ | $2.4466497159525 \times 10^{-2}$ | $1.338946946191866 \times 10^{-2}$ |
| $(M/\mu)^2 F_{\text{RW},R}^{\text{rel. diff.}}$ | $-2.430453614878363$ | $-2.64575603798078264$ |
| $(M/\mu)^2 F_{\text{EZ},R}^{\text{rel. diff.}}$ | $8.6934324131015 \times 10^{-2}$ | $2.51925841277599 \times 10^{-2}$ |
| $(M/\mu)^2 F_{\text{EZ},R}^{\text{rel. diff.}}$ | $5. \times 10^{-15}$ | $7. \times 10^{-17}$ |
| $(M/\mu)^2 F_{\text{EZ},R}^{\text{rel. diff.}}$ | $-2.246307322554369$ | $-2.56810694018625259$ |
| $(M/\mu)^2 F_{\text{EZ},R}^{\text{rel. diff.}}$ | $8.3524207606496 \times 10^{-2}$ | $2.49263586496072 \times 10^{-2}$ |
| $(M/\mu)^2 F_{\text{EZ},R}^{\text{rel. diff.}}$ | $5. \times 10^{-15}$ | $2. \times 10^{-16}$ |
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Appendix A  TENSOR HARMONIC BASIS

A Vector and Tensor Harmonics

We review the pure-spin tensor-harmonic basis introduced in [65] which is used with the A–K notation in Eq. (35). The scalar spherical harmonics are defined as eigenfunctions of the spherical Laplacian and given by,

$$Y_{\ell m}(\theta, \phi) = \sqrt{\frac{(2\ell + 1)(\ell - m)!}{4\pi(\ell + m)!}} P_{\ell}^{m}(\cos \theta)e^{im\phi}, \quad (233)$$

where $P_{\ell}^{m}(\cos \theta)$ is the associated Legendre polynomial. In constructing the vector- and tensor-harmonics, we require the two vector fields $v_a$ and $n_a$, introduced in Sec. IV along with the Schwarzschild metric on the two-sphere,

$$\sigma_{ab} = g_{ab} + f \nu_a \nu_b - f^{-1} n_a n_b. \quad (234)$$

The vector-harmonics are now defined as,

$$Y_{a, \ell m}^{E} = r \nabla_a Y_{\ell m}, \quad (235)$$

$$Y_{a, \ell m}^{B} = r \varepsilon_{abc} \nu^b \nabla_c Y_{\ell m}, \quad (236)$$

$$Y_{a, \ell m}^{R} = n_a Y_{\ell m}, \quad (237)$$

where $\varepsilon_{abc}$ is the spatial Levi-Civita tensor with $\nu^a \varepsilon_{abc} = 0$ and $\varepsilon_{\nu \phi} = r^2 \sin \theta$. The tensor-harmonics are further defined as,

$$T_{ab}^{\ell 0, \ell m} = \sigma_{ab} Y_{\ell m}. \quad (238)$$
Table IV. Comparison between the regularized $\bar{u}^i$ from this work using $\ell_{\text{max}} = 90$ and numerical data presented by Dolan et al. \cite{57} in their Table III, evaluated at the gauge-invariant radius $R_0$. The uncertainty in this work’s data is represented by the first excluded digit and is determined by the error in the numerical data.

| $R_0/M$ | $(M/\mu) \bar{u}^i$ [This Work] | $(M/\mu) \bar{u}^i$ [Dolan et al.] |
|---------|---------------------------------|---------------------------------|
| 5       | $-4.66652374199560 \times 10^{-1}$ | $-4.666523741995578 \times 10^{-1}$ |
| 6       | $-2.90627509200145 \times 10^{-1}$ | $-2.906275092000145 \times 10^{-1}$ |
| 7       | $-2.20847274322470 \times 10^{-1}$ | $-2.208472743224730 \times 10^{-1}$ |
| 8       | $-1.777197435535924 \times 10^{-1}$ | $-1.77719743553592433 \times 10^{-1}$ |
| 9       | $-1.49360689179072 \times 10^{-1}$ | $-1.4936068917907227 \times 10^{-1}$ |
| 10      | $-1.29122743920494 \times 10^{-1}$ | $-1.2912274392049549 \times 10^{-1}$ |
| 11      | $-1.019355723862671 \times 10^{-1}$ | $-1.0193557238627132 \times 10^{-1}$ |
| 12      | $-8.438195340957111 \times 10^{-2}$ | $-8.4381953409571126 \times 10^{-2}$ |
| 13      | $-7.205505742934500 \times 10^{-2}$ | $-7.2055057429345011 \times 10^{-2}$ |
| 14      | $-6.290189942823900 \times 10^{-2}$ | $-6.2901899428239000 \times 10^{-2}$ |
| 15      | $-5.582771860249385 \times 10^{-2}$ | $-5.58277186024938513 \times 10^{-2}$ |
| 16      | $-3.577831357182052 \times 10^{-2}$ | $-3.5778313571820509 \times 10^{-2}$ |
| 17      | $-2.633967741370485 \times 10^{-2}$ | $-2.6339677413704849 \times 10^{-2}$ |
| 18      | $-2.084465653059542 \times 10^{-2}$ | $-2.08446565305954225 \times 10^{-2}$ |
| 19      | $-1.724759329267916 \times 10^{-2}$ | $-1.72475932926791548 \times 10^{-2}$ |
| 20      | $-1.470964636172172 \times 10^{-2}$ | $-1.4709646361721724 \times 10^{-2}$ |
| 21      | $-1.282296057757150 \times 10^{-2}$ | $-1.2822960577571495 \times 10^{-2}$ |
| 22      | $-1.136531560741143 \times 10^{-2}$ | $-1.13653156074114270 \times 10^{-2}$ |
| 23      | $-1.020528273002761 \times 10^{-2}$ | $-1.0205282730027605 \times 10^{-2}$ |
| 24      | $-9.908040441397694 \times 10^{-3}$ | $-9.9080404413976945 \times 10^{-3}$ |
| 25      | $-1.020527714414297 \times 10^{-3}$ | $-1.0205277144142970 \times 10^{-3}$ |
| 26      | $-2.000804040430237 \times 10^{-4}$ | $-2.0008040404302370 \times 10^{-4}$ |

\[
\begin{align*}
T^{L,0}_{ab} &= n_a n_b Y_{\ell m}, \\
T^{E1,0}_{ab} &= \kappa n_{(a} \nabla_{b)} Y_{\ell m}, \\
T^{B1,0}_{ab} &= \kappa n_{(a} \varepsilon_{b)} d n^c \nabla_c Y_{\ell m}, \\
T^{E2,0}_{ab} &= \kappa^2 (\sigma_a \varepsilon_b \delta_d - \frac{1}{2} \sigma_{ab} \sigma^{cd}) \nabla_c \nabla_d Y_{\ell m}, \\
T^{B2,0}_{ab} &= \kappa^2 \sigma_{(a} \varepsilon_{b)} e d n^c \nabla_c \nabla_d Y_{\ell m}.
\end{align*}
\]

Finally we list the conventions used for finding the A–K projections introduced in \cite{23}. For an arbitrary smooth tensor field $X_{ab}$, the A–K terms are found via,

$$X_A = \frac{f^2}{\ell (\ell + 1)} \int \bar{v}^a v^b Y_{a}^{*} X_{ab} d\Omega,$$

$$X_B = -\frac{f}{\ell (\ell + 1)} \int \bar{v}^a Y_{a}^{*} X_{ab} d\Omega,$$

$$X_C = -\frac{f}{\ell (\ell + 1)} \int \bar{v}^a Y_{a}^{*} X_{ab} d\Omega,$$

$$X_D = -\frac{f^2}{\ell (\ell + 1)} \int \bar{v}^a Y_{a}^{*} X_{ab} d\Omega,$$

$$X_E = \frac{1}{2} \int T^{b}_{00} X_{ab} d\Omega,$$

$$X_F = \frac{2(\ell - 2)!}{(\ell + 2)!} \int T^{b}_{E2} X_{ab} d\Omega,$$

$$X_G = \frac{2(\ell - 2)!}{(\ell + 2)!} \int T^{b}_{B2} X_{ab} d\Omega,$$

$$X_H = \frac{(\ell - 1)!}{(\ell + 1)!} \int f^{-1} T^{b}_{E1} X_{ab} d\Omega,$$

$$X_J = \frac{(\ell - 1)!}{(\ell + 1)!} \int f^{-1} T^{b}_{B1} X_{ab} d\Omega,$$

$$X_K = f^{-2} \int T^{ab}_{L0} X_{ab} d\Omega,$$

where $*$ denotes complex conjugation and $d\Omega = \sin \theta d\theta d\phi$.\]
Table V. The gravitational self-force calculated for a variety of radii \( r_0 \) in the EZ and RW gauges, with \( \ell_{\text{max}} = 90 \). The uncertainty in this work’s data is represented by the first excluded digit and is determined by the error in the numerical data.

| \( r_0/M \) | \( (M/\mu)^2 F_{\text{EZ}} \) | \( (M/\mu)^2 F_{\text{RW}} \) |
|---|---|---|
| 5 | \( 1.349138577878 \times 10^{-1} \) | \( 1.447867123551 \times 10^{-1} \) |
| 6 | \( 8.3524207606497 \times 10^{-2} \) | \( 8.693424131015 \times 10^{-2} \) |
| 7 | \( 5.706250017807 \times 10^{-2} \) | \( 5.857180418381 \times 10^{-2} \) |
| 8 | \( 4.1555262189715 \times 10^{-2} \) | \( 4.23286430116701 \times 10^{-2} \) |
| 9 | \( 3.1659341842258 \times 10^{-2} \) | \( 3.2088549792370 \times 10^{-2} \) |
| 10 | \( 2.49263586496073 \times 10^{-2} \) | \( 2.5192541277600 \times 10^{-2} \) |
| 11 | \( 1.66246017064658 \times 10^{-2} \) | \( 1.6739650792498 \times 10^{-2} \) |
| 12 | \( 1.18801077328929 \times 10^{-2} \) | \( 1.19376803778606 \times 10^{-2} \) |
| 13 | \( 9.1343515555617 \times 10^{-3} \) | \( 9.453890457622 \times 10^{-3} \) |
| 14 | \( 6.93472364128979 \times 10^{-3} \) | \( 6.95379534903761 \times 10^{-3} \) |
| 15 | \( 5.4905996206358 \times 10^{-3} \) | \( 5.56114768204262 \times 10^{-3} \) |
| 16 | \( 3.796259465255 \times 10^{-3} \) | \( 3.8177780442984 \times 10^{-3} \) |
| 17 | \( 1.3536713121881 \times 10^{-3} \) | \( 1.3601370250459 \times 10^{-3} \) |
| 18 | \( 8.3316093183597 \times 10^{-4} \) | \( 8.3417027210234 \times 10^{-4} \) |
| 19 | \( 5.746293929014362 \times 10^{-4} \) | \( 5.7475057332734 \times 10^{-4} \) |
| 20 | \( 4.20123225270203 \times 10^{-4} \) | \( 4.20187653749219 \times 10^{-4} \) |
| 21 | \( 3.04885689318390 \times 10^{-4} \) | \( 3.0523928418601 \times 10^{-4} \) |
| 22 | \( 2.5250897696752 \times 10^{-4} \) | \( 2.5253201219719 \times 10^{-4} \) |
| 23 | \( 2.0407927233777 \times 10^{-4} \) | \( 2.04085793867670 \times 10^{-4} \) |
| 24 | \( 8.0321169423443 \times 10^{-5} \) | \( 8.0321345590093 \times 10^{-5} \) |
| 25 | \( 2.0040069809141 \times 10^{-5} \) | \( 2.0040083779413 \times 10^{-5} \) |
| 5000 | \( 8.0032013392434 \times 10^{-8} \) | \( 8.0032013392542 \times 10^{-8} \) |

B Rotations and m-Sums

To perform the rotation between the two-sphere angles \( (\Theta, \Phi) \) and the original Schwarzschild angles \( (\theta, \phi) \) in Sec. VI we use the Wigner-D matrices \( D^\ell_{m,m'} \),

\[
D^\ell_{m,s}(\alpha, \beta, \gamma) = (-1)^s \sqrt{\frac{4\pi}{2\ell + 1}} Y^*_m(-\beta, \alpha)e^{-i\gamma},
\]

written here for the Euler angles \( \alpha, \beta, \gamma \) chosen in [25] and in terms of spin-weighted spherical harmonics \( Y^*_{\ell m}(\theta, \phi) \) using the conventions of MATHEMATICA [48]. The spin-weighted spherical harmonics may be constructed from the scalar spherical harmonics [64]; for \( s = 0 \), the spin-weighted and scalar spherical harmonics are related via the identification

\[
0Y^*_{\ell m}(\theta, \phi) = Y_{\ell m}(\theta, \phi).
\]

To construct a spin-weighted harmonic \( \gamma Y_{\ell m} \) with spin-weight \( s \), raising and lowering operators are defined, respectively,

\[
\bar{\sigma}_s = -\bar{\partial}_\theta + i \csc \theta \partial_\theta - s \cot \theta,
\]

\[
\bar{\sigma}_s = \bar{\partial}_\theta - i \csc \theta \partial_\theta + s \cot \theta,
\]

such that any spin-weight \( s \) harmonic is achieved by repeated application of a raising or lowering operator on \( Y_{\ell m} \), e.g.,

\[
\begin{align*}
1Y^*_{\ell m}(\theta, \phi) &= \bar{\partial}_\theta Y_{\ell m}(\theta, \phi), \\
-2Y^*_{\ell m}(\theta, \phi) &= \bar{\sigma}_1 \bar{\partial}_\theta Y_{\ell m}(\theta, \phi).
\end{align*}
\]

It is clear that any spin-weighted spherical harmonic may be written as a combination of scalar spherical harmonics and their angular derivatives.

We noted in Sec. VII of the difficulty involved in performing the \( m \)-sum of the singular field analytically, as the sum is performed in the original, unrotated Schwarzschild coordinates. After reconstructing the singular field, each component of \( h_{ab}^{\text{RW,S}, \ell m} \) contains terms with the following two forms produced by the rotation in Eq. (163):

\[
D^\ell_{m,m'} \left( \frac{\pi}{2}, \frac{\pi}{2} \right) + (-1)^m D^\ell_{m,-m'} \left( \frac{\pi}{2}, \frac{\pi}{2} \right),
\]

(256)

for even parity,

\[
D^\ell_{m,m'} \left( \frac{\pi}{2}, \frac{\pi}{2} \right) - (-1)^m D^\ell_{m,-m'} \left( \frac{\pi}{2}, \frac{\pi}{2} \right).
\]

(261)

These expressions result from combining \( \pm m' \) values together and simplifying using the complex conjugation of the A-K variables, e.g., \( A^\ell_{-m'} = (-1)^m A^\ell_{m'} \). We write these combinations of Wigner-D matrices in terms of spherical harmonics,
\[ D^\ell_{m,m'} \left( \pi, \frac{\pi}{2}, \frac{\pi}{2} \right) + (-1)^{m'} D^\ell_{m,-m'} \left( \pi, \frac{\pi}{2}, \frac{\pi}{2} \right) = \sqrt{\frac{4\pi}{2\ell+1}} a^+_{\ell m m'}, Y^{*}_{\ell m} \left( \frac{\pi}{2}, 0 \right), \quad (262) \]

\[ D^\ell_{m,m'} \left( \pi, \frac{\pi}{2}, \frac{\pi}{2} \right) - (-1)^{m'} D^\ell_{m,-m'} \left( \pi, \frac{\pi}{2}, \frac{\pi}{2} \right) = \sqrt{\frac{4\pi}{2\ell+1}} a^-_{\ell m m'}, \partial_0 Y^{*}_{\ell m} \left( \frac{\pi}{2}, 0 \right), \quad (263) \]

with coefficients,

\[ a^+_{\ell m m'} = \sqrt{\frac{(\ell - m')!}{(\ell + m')!}} \begin{cases} 1 & \text{for } m' = 0, \\ 2im & \text{for } m' = 1, \\ 2[\ell(\ell + 1) - 2m^2] & \text{for } m' = 2, \end{cases} \quad (264) \]

\[ a^-_{\ell m m'} = \sqrt{\frac{(\ell - m')!}{(\ell + m')!}} \begin{cases} 0 & \text{for } m' = 0, \\ 2i & \text{for } m' = 1, \\ -4m & \text{for } m' = 2, \end{cases} \quad (265) \]

reducing the necessary sums over \( m \)-modes to be proportional to either,

\[ \sum_{m = -\ell}^{\ell} m^N |Y_{\ell m}(\pi/2, 0)|^2, \quad (266) \]

or,

\[ \sum_{m = -\ell}^{\ell} m^N |\partial_0 Y_{\ell m}(\pi/2, 0)|^2. \quad (267) \]

The sums in Eqs. (266) and (267) are calculated analytically by Nakano et al. [24], who evaluate them by repeated differentiation of two generating functions,

\[ \sum_{m = -\ell}^{\ell} m^N |Y_{\ell m}(\pi/2, 0)|^2 = \lim_{z \to 0} \frac{d^N}{dz^N} \left[ \frac{2\ell + 1}{4\pi} e^{\ell z} \Gamma(2\ell + 1, 1, 1 - e^{-2z}) \right], \quad (268) \]

\[ \sum_{m = -\ell}^{\ell} m^N |\partial_0 Y_{\ell m}(\pi/2, 0)|^2 = \lim_{z \to 0} \frac{d^N}{dz^N} \left[ \frac{2\ell + 1}{4\pi} e^{(\ell - 1)z} \Gamma(\ell + 1/2) \Gamma(3/2) \right. \\
\left. \times \Gamma(\ell) \right] F_1 \left( \frac{3}{2}, -1, -\ell + 1, -\ell + 1 + \frac{1}{2}, e^{-2z} \right). \quad (269) \]

**Appendix B  SOURCE TERMS IN A–K**

We first list the source terms for the master functions in Eq. (61),

\[ S_W = f \left( r^2 \partial_r E_C + r E_C + r^2 \partial_r E_1 \right), \quad (270) \]

\[ S_Z = -rf \left[ \frac{\lambda(\lambda - 2)r^2 + 2Mr(7\lambda - 18) + 96M^2}{2rf} E_A \right. \\
\left. + r^2 \partial_r E_A + r^2 \partial_r E_D \right. \\
\left. + (\lambda + 2) \left( r^2 E_H + \frac{r^2 E_K}{2} - \frac{\kappa}{2} E_F \right) \right]. \quad (271) \]

The source terms are constructed from projections of the stress-energy tensor onto the tensor-harmonic basis, Eq. (37) and Eqs. (244)–(253). When evaluated for a circular orbit, the non-vanishing source terms are:

\[ \ell \geq 0, \]

\[ E_A^{\ell m} = -16\pi \frac{\mu f_0 E}{r_0^2} \delta (r - r_0) Y^*_{\ell m} \left( \frac{\pi}{2}, \Omega \right), \quad (272) \]

\[ E_E^{\ell m} = -8\pi \frac{\mu E}{r_0^2} \delta (r - r_0) Y^*_{\ell m} \left( \frac{\pi}{2}, \Omega \right), \quad (273) \]

\[ \ell \geq 1, \]

\[ E_B^{\ell m} = \frac{16\pi im}{\ell(\ell + 1)} \frac{\mu f_0 E}{r_0^2} \delta (r - r_0) Y^*_{\ell m} \left( \frac{\pi}{2}, \Omega \right), \quad (274) \]

\[ E_C^{\ell m} = -16\pi \frac{\mu f_0 E}{r_0^2} \delta (r - r_0) \partial_0 Y^*_{\ell m} \left( \frac{\pi}{2}, \Omega \right), \quad (275) \]
\[ \ell \geq 2, \]
\[ E^\ell_m = -16\pi \frac{\ell(\ell - 2)!}{(\ell + 2)!} \frac{\mu \Omega \mathcal{L}}{r_0^5} \delta (r - r_0) \]
\[ \times \left[ \ell(\ell + 1) - 2m^2 \right] Y^*_\ell m \left( \frac{\pi}{2}, \Omega t \right). \]  

**Appendix C  A–K AND BARACK-LOUSTO-SAGO DECOMPOSITIONS**

For convenience, we list the A–K variables of the metric perturbation in terms of the BLS basis of Barack and Lousto [16] and Barack and Sago [17],

\[
A = \frac{1}{2r} \left( \tilde{h}^{(1)} + f \tilde{h}^{(6)} \right),
\]
\[
B = -\frac{1}{2r} \frac{1}{\ell(\ell + 1)} \tilde{h}^{(4)},
\]
\[
C = \frac{1}{2r} \frac{1}{\ell(\ell + 1)} \tilde{h}^{(8)},
\]

\[
D = -\frac{1}{2rf} \tilde{h}^{(2)},
\]
\[
E = \frac{1}{2r} \tilde{h}^{(3)},
\]
\[
F = \frac{(\ell - 2)!}{(\ell + 2)!} \frac{\tilde{h}^{(7)}}{r},
\]
\[
G = -\frac{(\ell - 2)!}{(\ell + 2)!} \frac{\tilde{h}^{(10)}}{r},
\]
\[
H = \frac{1}{2rf} \frac{1}{\ell(\ell + 1)} \tilde{h}^{(5)},
\]
\[
J = -\frac{1}{2rf} \frac{1}{\ell(\ell + 1)} \tilde{h}^{(9)},
\]
\[
K = \frac{1}{2rf^2} \left( \tilde{h}^{(1)} - f \tilde{h}^{(6)} \right). \]

**Appendix D  ADDITIONAL FORCE REGULARIZATION PARAMETERS**

In this section, we present the results of the singular gauge transformation, which contributes to the sub-leading self-force regularization parameters for the self-force in the EZ and RW gauges. We also display the \( D^r \) regularization parameter for both the EZ and RW gauges.

**A  EZ Gauge**

The \( \ell \)-modes of the singular gauge vector from the Lorenz to EZ gauge are found to be,

\[
\xi_{r,\ell}^{\text{r,EZ,S}} = \frac{2\mu}{\pi (r_0 - 3M)^{1/2}(r_0 - 2M)^{1/2}} \left\{ 2(r_0 - 2M)\hat{\mathcal{E}} - (r_0 - 3M)\hat{\mathcal{K}} \right\}
\]
\[ + \left[ \frac{16\mu}{10395\pi r_0(r_0 - 3M)^{3/2}(r_0 - 2M)^{1/2}} \right] \left\{ (2M - r_0) \left( 4805M^2 - 14843Mr_0 + 4896r_0^2 \right) \hat{\mathcal{E}} 
\]
\[ + (r_0 - 3M) \left( 6820M^2 - 14255Mr_0 + 4896r_0^2 \right) \hat{\mathcal{K}} \right\} \delta_{\ell 1}. \]  

The \( D_{\text{r,EZ}} \) regularization parameter is given by,

\[
D_{\text{r,EZ}} = \frac{16M(r_0 - 2M)^{1/2}}{3465\pi r_0^2(r_0 - 3M)^{5/2}} \left\{ (r_0 - 2M) \left( 4805M^2 - 14843Mr_0 + 4896r_0^2 \right) \hat{\mathcal{E}} 
\]
\[ - (r_0 - 3M) \left( 6820M^2 - 14255Mr_0 + 4896r_0^2 \right) \hat{\mathcal{K}} \right\}. \]  

(277)
The $\ell$-modes of the singular gauge vector from the Lorenz to RW gauge are found to be,

$$
\xi_{RW,S}^{\ell,m} = - \frac{\mu(r_0 - 2M)^{1/2}}{945\pi r_0^2(r_0 - 3M)^{3/2}} \left\{ (21824M^3 - 56310M^2r_0 + 32677Mr_0^2 - 4269r_0^3) \hat{E} \\
+ (r_0 - 3M) (15488M^2 - 14416Mr_0 + 2379r_0^2) \hat{K} \right\} \delta_{\ell 0} \\
+ \frac{\mu(r_0 - 2M)^{1/2}}{10395\pi r_0^2(r_0 - 3M)^{3/2}} \left\{ (307520M^3 - 566142M^2r_0 + 311041Mr_0^2 - 47145r_0^3) \hat{E} \\
+ (r_0 - 3M) (218240M^2 - 174736Mr_0 + 67935r_0^2) \hat{K} \right\} \delta_{\ell 1}. 
\right. 
\tag{279}
$$

The $D_{RW}$ regularization parameter is given by,

$$
D_{RW} = - \frac{\mu^22M(r_0 - 2M)^{3/2}}{3465\pi r_0^5(r_0 - 3M)^{5/2}} \left\{ (33728M^3 + 26634M^2r_0 - 24203Mr_0^2 - 93r_0^3) \hat{E} \\
+ (r_0 - 3M)(23963M^2 - 8080Mr_0 + 20883r_0^2) \hat{K} \right\}. 
\tag{280}
$$
Appendix E  LOCAL GAUGE TRANSFORMATION FROM LORENZ TO EZ

The EZ gauge condition \cite{23} is typically reported as an algebraic condition on various tensor-harmonic mode components of the metric perturbation. This form of the gauge condition assumes a global decomposition of the metric perturbation into tensor-harmonic modes, and the gauge condition is applied mode-by-mode; such a decomposition is not locally defined and fails to describe the local behavior of a gauge transformation to the EZ gauge. We wish to study this local behavior of the gauge transformation from the Lorenz gauge to the EZ gauge, and as such must look at the more general form of the EZ gauge condition, namely:

\[
\begin{align*}
  h_{\theta\theta}^{EZ} &= 0, \\
  h_{\phi\phi}^{EZ} &= 0, \\
  h_{\theta\phi}^{EZ} &= 0, \\
  \sin \theta (\sin \theta h_{\theta\theta}^{EZ})_\theta + h_{\theta\phi}^{EZ} &= 0. 
\end{align*}
\]

Gauge conditions \cite{281}–\cite{283} state that the components of the metric perturbation on the two-sphere are set to zero (in A–K, the E, F, and G terms), and the gauge condition \cite{284} is used to eliminate one even-parity vector piece of the metric perturbation (the B term). This form of the EZ gauge condition is well-suited for a local investigation of the gauge vector, and is also satisfied automatically by the \( l = 0, 1 \) Zerilli gauge monopole and dipole.

The gauge transformation from the Lorenz gauge to the EZ gauge is generated by the vector \( \xi^a \). To first order in the gauge vector, this transformation takes the form,

\[
h_{ab}^{EZ} = h_{ab}^L - 2\nabla_{(a}\xi_{b)}. \tag{285}
\]

When substituted into the gauge conditions \cite{281}–\cite{284}, the gauge vector must satisfy the following equations,

\[
\begin{align*}
  h_{\theta\theta}^L &= 2\xi_{\theta,\theta} + 2(r - 2M)\xi_r, \tag{286} \\
  h_{\phi\phi}^L &= 2\xi_{\phi,\phi} + 2(r - 2M)\sin^2 \theta \xi_r + 2\sin \theta \cos \theta \xi_\theta, \tag{287} \\
  h_{\theta\phi}^L &= \xi_{\theta,\phi} + \sin^2 \theta (\sin^{-1} \theta \xi_\theta)_\theta, \tag{288} \\
  \sin \theta (\sin \theta h_{\theta\theta}^L)_\theta + h_{\theta\phi}^L &= \sin \theta (\sin \theta \xi_{\theta,\theta})_\theta + \xi_{\theta,\phi} + \sin \theta (\sin \theta \xi_\theta)_\theta + \xi_{\phi,\phi}, \tag{289}
\end{align*}
\]

where an overdot represents a time derivative. To analyze these equations, we follow the framework laid out by Barack and Ori (BO) \cite{15}. As the gauge equations do not contain any radial derivatives, we choose to work on a constant \( r = r_0 \) hypersurface. Furthermore, we may recover Eqs. (38) of BO (up to a sign convention) by combining Eqs. (286) and (287) as defined for \( h_{ang} \equiv (h_{\theta\theta} - \sin^{-2} \theta h_{\phi\phi})/2 \), which eliminates \( \xi_r \):

\[
\sin \theta (\sin^{-1} \theta \xi_\theta)_\theta - \sin^{-2} \theta \xi_{\phi,\phi} = -\frac{2\mu L^2}{s}, \tag{290}
\]

The resulting equations naturally separate into conditions on the angular components \( \xi_\theta \) and \( \xi_\phi \), Eqs. \cite{288} and \cite{290}, and the time component \( \xi_t \), Eq. \cite{289}.

A  Solving for \( \xi_\theta \) and \( \xi_\phi \)

We reproduce the results of BO here for completeness. To simplify the work involved, BO observe that Eqs. \cite{288} and \cite{290} do not involve time derivatives, so we may further restrict our analysis to the surface (\( t = 0, r = r_0 \)).

The local Lorenz gauge singular field may be written for a perturbing mass \( \mu \) as in Eq. \cite{21},

\[
h_{ab}^L = \frac{2\mu}{s} (g_{ab} + 2u_a u_b), \tag{291}
\]

where \( u_a \) is the four-velocity of the particle and \( s \) is the spatial geodesic displacement away from the worldline along the surface. We may then re-write Eqs. \cite{288} and \cite{290}, introducing the singular fields as a source term on the RHS:

\[
\begin{align*}
  \sin \theta (\sin^{-1} \theta \xi_\theta)_\theta - \sin^{-2} \theta \xi_{\phi,\phi} &= -\frac{2\mu L^2}{s}, \tag{292} \\
  \xi_{\theta,\phi} + \sin^2 \theta (\sin^{-2} \theta \xi_\phi)_\theta &= 0. \tag{293}
\end{align*}
\]

Following BO, we now perform a change of coordinates on the two-sphere to be cartesian-like: \( y = r_0 \sin \theta \sin \varphi, \ z = r_0 \cos \theta \). To see how this coordinate transformation affects \( s \), we use the definition of the space-like interval along the submanifold spanned by \( y \) and \( z \),

\[
\begin{align*}
  s &= \sqrt{(g_{ab} + 2u_a u_b - n_a n_b) x^a x^b} \\
  &= \sqrt{\left(1 + \frac{\xi^2}{r_0^2}\right) y^2 + z^2 + o(y) + o(z)}.
\end{align*}
\]

In their paper, BO define the quantity

\[
(1 - v^2)^{-1} = \left(1 + \frac{\xi^2}{r_0^2}\right),
\]

where \( 0 < v < 1 \) is the local boost velocity. After expanding out Eqs. \cite{292} and \cite{293}, we find to leading order,

\[
\begin{align*}
  \xi_{z,z} - \xi_{y,y} &= -\frac{2\mu L^2}{r_0^2 \sqrt{(1 - v^2)^{-1}} y^2 + z^2}, \tag{294} \\
  \xi_{z,y} + \xi_{y,z} &= 0. \tag{295}
\end{align*}
\]

Eq. \cite{295} implies that both \( \xi_y \) and \( \xi_z \) can be found by differentiating a scalar potential \( \Phi \),

\[
\begin{align*}
  \xi_z &= \Phi_z, \quad \xi_y = -\Phi_y, \tag{296}
\end{align*}
\]
which must satisfy Poisson’s equation,
\[ \Phi_{,zz} + \Phi_{,yy} = -\frac{2\mu L^2}{r_0^2 \sqrt{(1-v^2)^{-1}y^2 + z^2}}. \] (297)

At this point, we transform coordinates again, changing
the local cartesian coordinates to the polar coordinates
\( y = \rho \cos \alpha, \ z = \rho \sin \alpha \), and re-express Eq. (297),
\[ 1 - \rho (\rho N_{,\rho}),_\rho + \frac{1}{\rho^2} \Phi_{,\alpha \alpha} = \frac{a}{\rho} \frac{(1-v^2)^{1/2}}{\sqrt{1-v^2 \sin^2 \alpha}}, \] (298)
with \( a = -2\mu L^2/r_0^2 \). If we suppose an Ansatz for the
solution which is decomposed into Fourier modes \( e^{in\alpha} \),
we find that the general form of the potential is,
\[ \Phi(\rho, \alpha) = c\alpha + \sum_{n=-\infty}^{\infty} e^{in\alpha} \Phi_n(\rho). \] (299)
The term \( c\alpha \) in this general solution exists because the
potential \( \Phi \) need not be single-valued, due to the pres-
ence of the singularity at \( y = z = 0 \), but its \( \rho \) and
\( \alpha \)-derivatives must be single-valued. After substitution
into Eq. (298), the Fourier modes \( \Phi_n \) obey the equation,
\[ \frac{1}{\rho} (\rho N_{,\rho},_\rho) - \frac{n^2}{\rho^2} \Phi_n = \frac{a}{\rho} f_n, \] (300)
with coefficients,
\[ f_n = \frac{\sqrt{1-v^2}}{2\pi} \int_0^{2\pi} \frac{e^{-in\alpha}}{\sqrt{1-v^2 \sin^2 \alpha}} d\alpha. \] (301)
These coefficients vanish for odd \( n \), and are generally
non-vanishing for even \( n \). In particular,
\[ f_0 = \frac{2\sqrt{1-v^2}}{\pi} K(v^2), \]
written in terms of the complete elliptic integral of the
first kind, \( K \), is bounded from below away from zero.
(This \( f_0 \) is not to be confused with \( f(r_0) \) used in the body
of this paper.) BO next construct the general solution to
Eq. (300),
\[ \Phi_n = \begin{cases} b_0 \rho + \gamma_0 + \beta_0 \ln \rho \quad \text{for } n = 0, \\ b_n \rho + \gamma_n \rho^n + \beta_n \rho^{-n} \quad \text{for } n \neq 0, \end{cases} \] (302)
with the arbitrary constants \( \gamma_n \) and \( \beta_n \) arising from
the homogeneous solutions and the constants \( b_n \) determined
by the particular solution,
\[ b_n = \begin{cases} a f_n/(1-n^2) \quad \text{for even } n, \\ 0 \quad \text{for odd } n. \end{cases} \] (303)
With the general solution determined, the task is now to
find the most regular behavior of the gauge vector as we
approach the worldline (in this case, as \( \rho \to 0 \)). BO find
the most regular solution to be one which sets \( \beta_n = 0 \) for
all values of \( n \), along with \( c = 0 \). They then write the
final solution in a compact form,
\[ \Phi(\rho, \alpha) = \gamma_0 + \rho H(\alpha) + O(\rho^2), \] (304)
with
\[ H(\alpha) = \gamma_1 e^{i\alpha} + \gamma_{-1} e^{-i\alpha} + \sum_{n=-\infty}^{\infty} b_n e^{in\alpha}. \]
Finally, the components of the gauge vector are recovered
by differentiating the potential, \( a \) la Eqs. (296),
\[ \xi_y = -H \cos \alpha + H_{,\alpha} \sin \alpha + O(\rho), \] (305)
\[ \xi_z = H \sin \alpha + H_{,\alpha} \cos \alpha + O(\rho). \] (306)
For the components of the gauge vector to be continuous
at coincidence, they must be independent of \( \alpha \), otherwise
the \( \rho \to 0 \) limit takes an indefinite value. BO find,
though, that the first derivative of the gauge vec-
tor components, \( \xi_y, \alpha \) and \( \xi_z, \alpha \), do not vanish at coincidence,
implying directional dependence to their values and the
presence of a jump discontinuities. They stress that,
while \( \xi_y \) and \( \xi_z \) are discontinuous at the particle,
they remain bounded in the limit, thereby still satisfying
the sufficiently regular criteria.

**B Solving for \( \xi_t \)**

We now look to solve Eq. (280) for \( \xi_t \). Following
the lead of Pound, Merlin, and Barack [21], we now find a
solution for \( \xi_t \) which is well-behaved as a function of
time and satisfies (SR3). As such, the time derivatives
in Eq. (280) are subdominant to the spatial derivatives
when looking at the most singular behavior, and are igno-
red, reducing Eq. (280) to
\[ \sin \theta (\sin \theta \xi_t, \theta) + \xi_t, \phi = \sin \theta (\sin \theta h^L_{\theta\theta} t, \theta) + h^L_{t, \phi, \phi}. \] (307)
For a particle traveling along a circular geodesic of
Schwarzschild, the RHS of Eq. (307) becomes,
\[ \sin \theta (\sin \theta h^L_{\theta\theta}) t, \theta + h^L_{t, \phi, \phi} = \frac{-4\mu \mathcal{E} \mathcal{L}}{s} \] (308)
We again introduce the locally cartesian coordinates
\( (y, z) \) on the surface \( (t = 0, r = r_0) \), and expand
Eq. (308), keeping only the leading terms,
\[ \xi_{t,yy} + \xi_{t,zz} = \frac{4\mu \mathcal{E} \mathcal{L}(1-v^2)^{-1}}{r_0^2 (1-v^2)^{1/2} y^2 + z^2} \] (309)
The LHS is simply the flat-space Laplacian acting on
\( \xi_t \). When transformed to the polar coordinates used in
Sec. E.A the equation becomes equivalent to Eq. (298)
with a different source term,
\[ \frac{1}{\rho} (\rho \xi_t, \rho) + \frac{1}{\rho^2} \xi_t,\alpha = \frac{c}{\rho^2} (1-v^2)^{1/2} \cos \alpha \] (310)
with \( c = 4\mu E\mathcal{L}/r_0 \). When decomposed into Fourier modes, \( \xi_t \) is expressed as,

\[
\xi_t = \sum_{n=-\infty}^{\infty} e^{in\alpha} \xi_t^n(\rho),
\]
satisfying,

\[
\frac{1}{\rho} \left( \rho \xi_t^n(\rho) \right)_\rho - \frac{n^2}{\rho^2} \xi_t^n = \frac{c}{\rho^2} d_n.
\]

The Fourier modes of the source now have different characteristics,

\[
d_n = \frac{\sqrt{1 - \nu^2}}{2\pi} \int_{-\pi}^{\pi} \frac{e^{-in\alpha} \cos \alpha}{(1 - \nu^2 \sin^2 \alpha)^{3/2}} d\alpha,
\]
which vanish for all even values of \( n \) and are generally non-vanishing for odd values of \( n \), yielding the opposite behavior of the coefficients \( f_n \). We again construct the most general solution to Eq. (310),

\[
\xi_t^n = \begin{cases} 
\gamma_0 + \beta_0 \ln \rho & \text{for } n = 0, \\
\gamma_n r^{\left| n \right|} + \beta_n r^{-\left| n \right|} & \text{for } n \neq 0.
\end{cases}
\]

The constants \( \gamma_n \) and \( \beta_n \) are again arbitrary, and \( q_n \) is defined as,

\[
q_n = \begin{cases} 
0 & \text{for even } n, \\
-c d_n/n^2 & \text{for odd } n.
\end{cases}
\]

It is clear that the most regular solution may be obtained by setting \( \beta_n = 0 \) for all values of \( n \), but we note that \( \beta_0 \neq 0 \) is still allowed by the regularity condition of (SR1). Finally we define the function \( G(\alpha) \) in a similar way to \( H(\alpha) \),

\[
G(\alpha) = \gamma_1 e^{in\alpha} + \gamma_{-1} e^{-in\alpha},
\]

such that the full gauge vector component \( \xi_t \) is recovered,

\[
\xi_t = \gamma_0 + \sum_{n=-\infty}^{\infty} q_n e^{in\alpha} + \rho G(\alpha) + O(\rho^2).
\]

The sum in Eq. (316) converges for any value of \( \alpha \in [0, 2\pi) \), and thus \( \xi_t \) is well-behaved in the \( \rho \to 0 \) limit yet still dependent on \( \alpha \), indicating a jump discontinuity.

\section*{C Solving for \( \xi_r \)}

Finally, we solve for the radial component of the gauge vector, \( \xi_r \), by combining Eqs. (286) and (287) as in Eq. (290) but by adding the equations instead of subtracting. Returning once again to the cartesian coordinates for \( \xi_\theta \) and \( \xi_\phi \),

\[
\xi_r = \frac{r_0^2}{2(r_0 - 2M)} \left( \frac{\mu(1 - \nu^2)^{-1}}{s} - \xi_{y,y} - \xi_{z,z} \right).
\]

This equation seems to indicate that \( \xi_r \) (restricted to the two-sphere intersecting the worldline of the particle) diverges as \( 1/s \) as one approaches the particle. Such a divergence is too singular to fall within the class of sufficiently regular gauge transformations, for it does not satisfy (SR2). On closer inspection, in the local polar coordinates and using Eqs. (305) and (406),

\[
\xi_r = \frac{r_0^2}{2(r_0 - 2M)} \frac{1}{\rho} \left( \frac{\mu(1 - \nu^2)^{-1/2}}{\sqrt{1 - \nu^2 \sin^2 \alpha}} \right.
\]

\[
- \cos(2\alpha)(H + H_{,\alpha}) + O(\alpha) + O(\rho),
\]

and the term involving \( H(\alpha) \) reduces to,

\[
H + H_{,\alpha} = \sum_{n=-\infty}^{\infty} (1 - n^2) \beta_n e^{in\alpha},
\]

\[
= \sum_{n=-\infty}^{\infty} a_n f_n e^{in\alpha},
\]

\[
= -\frac{2\mu L^2(1 - \nu^2)^{1/2}}{r_0^2 \sqrt{1 - \nu^2 \sin^2 \alpha}},
\]

using Eq. (303) in the second line and the definition of \( f_n \) in the third line. After substitution into Eq. (318), we are left with,

\[
\xi_r = \frac{\mu r_0^2}{2(r_0 - 2M)} \frac{(1 - \nu^2)^{1/2}}{\rho \sqrt{1 - \nu^2 \sin^2 \alpha}} \left( \frac{r_0 - 4M \sin^2 \alpha}{r_0 - 3M} \right) + O(\alpha) + O(\rho),
\]

where we have used the value of the specific angular momentum for a circular orbit, Eq. (1). The gauge vector \( \xi_r \) vanishes for select values of \( \alpha \) when the orbit is within \( r_0 \leq 4M \), but the \( 1/s \) singularity in \( \xi_r \) is entirely unavoidable for any physical circular orbit \( r_0 > 4M \), and \( \xi_r \) does not satisfy the sufficiently regular criterion for a gauge transformation. This result motivates the Locally Lorenz gauge regularization used in Sec. III.
