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**Abstract**

Objective: The aim of the study is to develop a workflow to establish geometrical quality criteria for 3D printed anatomical models as a guidance for selecting the most suitable 3D printing technologies available in a clinical environment.

Methods: We defined the 3D geometry of a 25-year-old male patient’s L4 vertebra and the geometry was then printed using two technologies, which differ in printing resolution and affordability: Fused Deposition Modelling (FDM) and Digital Light Processing (DLP). In order to measure geometrical accuracy, the 3D scans of two physical models were compared to the virtual input model. To compare surface qualities of these printing technologies we determined surface roughness for two regions of interest. Finally, we present our experience in the clinical application of a physical model in a congenital deformity case.

Results: The analysis of the distribution of the modified Hausdorff distance values along the vertebral surface meshes (99% of values <1 mm) of the 3D printed models provides evidence for high printing accuracy in both printing techniques. Our results demonstrate that the surface qualities, measured by roughness are adequate (~99% of values <0.1 mm) for both physical models. Finally, we implemented the FDM physical model for surgical planning.

Conclusion: We present a workflow capable of determining the quality of 3D printed models and the application of a high quality and affordable 3D printed spine physical model in the pre operative planning. As a result of the visual guidance provided by the physical model, we were able to define the optimal trajectory of the screw insertion during surgery.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Three-dimensional (3D) printing technologies transformed product manufacturing fundamentally [1], foreshadowing a new technological revolution [2]. Its medical utilizations, especially surgical application of 3D printed technologies aids the preoperative planning, saves time in the operating room and provides patient specific solutions for complex cases through personalized implants [3,4]. Besides surgical planning 3D printed physical models play a crucial role in medical education and patient communication as well, by promoting a better understanding of complex morphological changes [5–6]. However, the additional costs and time-consuming production of 3D printed physical models with current technologies are hindering its widespread use in hospitals [7]. Moreover, there is a continuously increasing strain on healthcare providers due to global demographic shifts such as population increase, and societal changes incuding the rise of life expectancy [8,9]. Therefore, the development of cost effective, sustainable strategies related to clinical application of 3D printing technologies are not only highly desirable but decisive.

Currently, there is an increasing interest in the healthcare market of commercial 3D printing services [10], each providing 3D printers with different technologies and technical parameters at a widely differing price-range. The clinician, and the hospital management faces the decision of choosing one of these services and is confronted with the task of implementing it with the resources available.
available. However, evidence-based reports which can potentially offer guidance on these issues are absent in the literature.

In this paper we present a method to compare the geometrical accuracy of two 3D printing technologies used for printing spine physical models. Advantages and disadvantages were weight up in an entry level technology (cost effective, most affordable) with a higher category technology (more precise, more expensive). We also reveal an institutional strategy of the application of 3D printed physical models by presenting a clinical case, in which a model printed with the entry level technology was used in the preoperative planning.

2. Methods

2.1. Definition of the 3D geometry

A CT scan of a lumbar fourth (L4) vertebra of a 25-year-old patient was selected from a study of 270 patients who underwent different treatment due to low back pain in our clinic (MySPINE, Project ID: 269909, Funded under: FP7-ICT). The vertebra of our interest and the neighboring segments were not affected by any musculoskeletal pathology. In order to define the 3D geometry, we performed thresholding and manual segmentation in 3D Slicer 4.1.1 [11], an open-source, free software: http://www.slicer.org (Fig. 1). To evaluate the accuracy of the segmentation process, we calculated the Dice Similarity Index (DSI) with 3D Slicer Dice Computation tool [12]. The DSI quantifies the relative volume overlap between two segmentation procedures as follows:

\[
\text{DSI} = \frac{2V(I_1 \cap I_2)}{V(I_1) + V(I_2)},
\]

where \( V \) is the volume of the voxels inside the binary mask (number of voxels multiplied with the voxel size; in \( \text{mm}^3 \)), and \( I_1 \) and \( I_2 \) are the binary masks from two segmentation processes (performed by two investigators (I), 1 and 2). The DSI values range between 0 ± 1, one denoting a perfect match. DSI value of the segmentation process was 0.96 indicating a high accuracy.

2.2. 3D printing

The segmented geometry was converted to STereolithography (STL) format using the “ModelMaker” module of 3D Slicer. Inspection and correction of the 3D geometry was performed with MeshLab1.3.2 [13] (an open-source free software: http://www.meshlab.net), and the following adjustments were made on the triangulated surface mesh: (1) isolated pieces were considered artefacts and therefore, were removed; (2) duplicate edges and faces, that resulted from unification were deleted; (3) universal remeshing with contour preservation (Fig. 1). A final vertebra model (FVM) was built from 8024 vertices and 16,048 triangulated faces (Fig. 1). The FVM was printed with the following two 3D printing technologies: (1) Fused Deposition Modelling (FDM) device (Dimension 1200es 3D Printer; Stratasys, Israel) Fig. 2A, in which a thin filament of plastic (ABS plus in ivory) is melted in an extruding head, which is then deposited to build the desired shape, slice by slice, on a moving platform. During the printing all the significantly protruding parts are supported by a concurrently printed scaffold (printed from a water-soluble plastic; Soluble Support Technology, SST). The internal grid structure of the model (Fig. 2C) is automatically generated. The building size of the machine is \( 254 \times 254 \times 305 \text{ mm} \) and operates with a layer thickness of 0.330–0.254 mm. (2) The Digital Light Processing (DLP) device (VOXEL L 3D Printer; Do3D, Hungary) polymerizes selectively illuminated planes of the model, slice by slice (Fig. 2B). The DLP uses a model material Voxeltek White Resin (photo-polymer, acrylic based), and a light emitting diode (LED; with ultraviolet spectrum) as a light source. Upon selective illumination, the model material becomes polymerized and solid. The internal structure of the printed vertebra is empty (Fig. 2D). The building size of the machine is \( 125 \times 65 \times 65 \text{ mm} \), the wall thickness for the FVM was set to 1.2 mm, the printer operates with a layer thickness of 0.1–0.025 mm.

2.3. Comparison of the 3D physical models printed with FDM or DLP

The FDM and the DLP printed models were scanned (ScanBox 3D scanner; Smart Optics Sensortechnik GmbH, Bochum, Germany) in two measurement sessions and in two orientations.

Fig. 1. Definition of virtual 3D geometry from 2D medical images. During the segmentation process the bone volume is first separated from the surrounding soft tissue by thresholding of the greyscale levels of the CT images. The resulting mask (yellow) voxels represent the 3D volume of the vertebra. Then, from the mask, a triangulated surface mesh is automatically generated and exported into STL (STereolithography) format. Before 3D printing the quality of the 3D surface mesh is adjusted (remesh), while preserving the geometrical accuracy. The final vertebra model (FVM) is built from 8024 vertices and 16,048 triangulated faces.
The measurement field was 80x60x85 mm with a resolution of 0.006 mm (ISO 12836). First, the vertebra was attached to the scanner support system from the inferior endplate, with the optical system focusing on the superior part of the vertebra. Based on these measurements two point clouds were created (FDM-sup, and DLP-sup). Next, the vertebral model was attached by its superior endplate, and the optical unit scanned the inferior part. From these measurements two additional point clouds were created (FDM-inf, and DLP-inf). Based on these point clouds the scanner driving software created triangulated surface mesh models. The models were then exported in STL format.

Following, alignment and rigid surface registration were performed. FDM-sup, DLP-sup, FDM-inf and DLP-inf 3D data sets were transposed into the same coordinate system by surface registration, in order to align their overlapping components with the segmented vertebra surface mesh model (FVM), used as reference geometry. We used MeshLab1.3.2 software Align Tool for the point based rigid registration process. Eight symmetrical (left-right sides, 4-4) and two asymmetrical control points were selected from the superior and inferior region of the reference FVM and from the aligned geometry, respectively (Fig. 3). The points were in the following regions: anterior part of the endplate (1-1), in the pedicles (1-1), in the articular processes (1-1), in the transvers processes (1-1) and one point for the apex of the vertebral arch, and another for the spinous process. The registration was performed by the two investigators (I1, I2) and at two different time points (T1, T2).

![Fig. 2. Schematic representations of the Fused Deposition Modelling (FDM) and Digital Light Processing (DLP) 3D printing technologies. A FDM: a thin filament of plastic (1) is melted in an extruding head (2) and deposited to build the vertebra (3), slice by slice on a moving platform (5). The complex geometry of the vertebra requires vertical column scaffolding (4) during the layer deposition. B DLP: UV light (6) is projected on a deformable mirror device (7) and directed, through a lens (8) to the surface of the bottom most layer of the liquid photopolymer resin (10). The light selectively polymerizes the resin, which becomes solid (9). This process also requires vertical column scaffolding (11). Finally, a moving platform (12) raises the already solidified resin. C-D Illustration of the internal perpendicular grid structure of the vertebra printed with (C) FDM (axial plane cross section) and the empty internal structure of the vertebra printed with (D) DLP (axial plane cross section).

![Fig. 3. Control point selection for the rigid surface registration. Ten control points were selected from the superior (A) and inferior (B) region of the reference FVM and from the aligned geometry, respectively. Red circles represent the registration points selection areas.

![Fig. 4. Standing X-ray images of the thoracic and lumbar spine, and the pelvis of the patient. A-B, the 12 year old female patient suffers from congenital scoliosis, caused by L1 hemivertebrae. The (A) kyphotic deformity is 37°Cobb angle in the sagittal plane (lateral view) and the (B) scoliotic deformity is 35° Cobb angle (antero-posterior view).]
To evaluate the accuracy of the registration and alignment procedure the Hausdorff Distance (HD) was measured with the MeshLab1.3.2 software Metro Tool [14]. The HD represents the maximum distance between two points of two sets, both from corresponding sections of the meshes (i.e.: the HD is expected to be equal to zero in case of a perfect alignment of absolute symmetrical geometries). Theoretically, its value ranges from 0 to 1, with 0 indicating that the compared volumes have identical boundaries, whereas values greater than zero provide the actual distance between the two surfaces. The values not only indicate the precision of the printing technology, but also the precision of the surface registration. This process was conducted by two investigators (I1, I2) and at two different time points (T1, T2). The HD values were calculated at the vertices of the triangulated surface meshes as follows: 

$$h(A, B) = \max_{a \in A} \left( \min_{b \in B} (d(a, b)) \right)$$

where A is the FDM-sup, DLP-sup, FDM-inf, DLP-inf mesh; B is the FVM reference mesh; a and b are points from sets A and B, respectively, and d(a, b) is the Euclidian distance between these points.

In order to measure Surface Roughness (SR), two symmetrical rectangular surface areas from the superior endplates and from the right superior part of the pedicles of the aligned (I1T2) FDM-sup and DLP-sup meshes were determined and separated as

![Fig. 5. Comparison of the surface meshes of the 3D printed models to the input geometry. A-D Distribution of Hausdorff Distance (HD) values between the aligned (I1T2, I1T2, I2T1, I2T2) surface meshes, derived from 3D scanning of the 3D printed models and the input geometry for the 3D printing process. (A, C) superior and (B, D) inferior surface mesh of the FDM and DLP printed models, respectively. The distribution of the measurements (I1, I2, T1, T2) across the FDM sup, FDM inf, DLP sup, DLP inf groups was found significantly different (Independent Samples Kruskal-Wallis test, p < 0.01). I, number of the investigator; T, timepoint of the measurement.](image-url)
regions of interest (ROI) with Autodesk ReMake (free for academics, https://www.autodesk.com/) and Autodesk Meshmixer 3.1 (free software, http://www.meshmixer.com/). The selected and isolated ROIs were exported in STL format, and the surface roughness was then quantified with CloudCompare v2.6.0 open-source software (R&D Institute EDF, Paris, France, https://www.danielgm.net/cc/). For each point (vertices of the triangulated surface mesh), the roughness value represents the distance between the point of interest and the best fitting plane, which is computed from its nearest neighbors within a defined kernel. The kernel size equals with the radius (mm) of a sphere centered on each point. In case of the endplates it was set to: 0.5, 1, 1.5, 2, 2.5 and 3 mms respectively (6 individual measurements); and to 0.5, 0.6, 0.7, 0.8, 0.9, 1 mms, respectively (6 individual measurements) in the case of the pedicles.

2.4. Application of 3D printed physical models in surgical planning

An FDM model was used for planning the trajectory of transpedicular screw insertion in case of a 12-year-old patient suffering from congenital scoliosis (Fig. 4) caused by an L1 hemivertebra as follows: A pre-operative CT scan, with 1.25 mm slice thickness, was performed from the lower part of Th11 vertebra to the upper part of L3 vertebra. The data was exported from the hospital PACS in DICOM file format. To fulfill patient data protection, de-identification of the DICOM data was performed using the freely available Clinical Trial Processor software (Radiological Society of North America, https://www.rsna.org/ctp.aspx). The vertebrae from the anatomical region of interest were segmented with 3D Slicer 4.1.1 as described in case of the FVM, and a model including T11-L3 vertebrae was created. The segmented volumes were converted to STL using the module ModelMaker option. Inspection and correction of the 3D geometry was done with Meshlab. The model was then printed with FDM technology and was used for planning the trajectory of the screw insertion at the Th12 and L1 levels. Ten cm long 1.3 mm diameter titanium rods were inserted in the pedicles in the ideal axis, the orientation of these guided the surgeon visually, during the operation, to find the optimal angle and axis of the screw insertion.

2.5. 3D data integration in the clinical communication

The virtual model used in the clinical case was imported in STL format to MeshLab1.3.2 and subsequently saved as a Universal 3D...
File (U3D). A 3D Portable Document Format (3DPDF) file, containing the U3D mesh, was created using Adobe Acrobat (version 10 Pro Extended) 3D tools with default Activation Settings and assignment of a Poster Image from default view. The 3D visualization parameters were set as follows: CAD optimized lights, white background, solid rendering style and default 3D conversion settings. The 3DPDF file was incorporated in our institutional web browser-based SQL database (Oracle Database 12c) which is accessible by clinicians from any institutional desktop PC or mobile device.

2.6. Statistical analysis

All statistical tests were performed with SPSS version 23 (IBM, Armonk, New York, United States). HD and SR measurement related dataset normality distribution was tested using: Kolmogorov-Smirnov test with Lilliefors Significance Correction (sample size > 2000, p ≤ 0.05). The between group statistical difference was assessed by Independent Samples Kruskal-Wallis test (p ≤ 0.05) for Fig. 5 and Two-sample Kolmogorov–Smirnov test (p ≤ 0.05) for Figs. 6 and 7.

The cumulative probability plots were created with SigmaPlot 12 (SSI, San Jose, California, United States). The data management was performed in Microsoft Excel 2016 (Microsoft, Redmond, Washington, United States).

3. Results

3.1. Comparison of the FDM and DLP 3D printing technologies

Geometrical differences between the surface meshes printed by the two 3D printing methods are represented by the calculated the Hausdorff Distance (HD) values between the aligned surfaces (FDM-sup, FDM-inf, DLP-sup, DLP-inf) and the FVM (Table 1.). The distribution of the HD values along the vertebral surface meshes provides evidence for high accuracy (Figs. 5, 6). However, the difference between the surface roughness of the two 3D printed models. A-F Roughness of FDM-sup (D, E, F) is greater compared to DLP-sup (A, B, C). Two-sample Kolmogorov-Smirnov test (p ≤ 0.01) for the endplate (A, D; kernel set to 1.5 mm) and pedicle (B, E, C, F different views, respectively; kernel set to 0.6 mm) surface geometries (vertebra, view orientation; red, ROI). Scale bar A, C, D, F 10 mm; B, E 7 mm.

### Table 1

|        | I₁ | I₂ | T₁ | T₂ | T₁ | T₂ | T₁ | T₂ | T₁ | T₂ |
|--------|----|----|----|----|----|----|----|----|----|----|
| HDₘₘₙ | min max mean RMS | min max mean RMS | min max mean RMS | min max mean RMS | min max mean RMS | min max mean RMS | min max mean RMS | min max mean RMS |
| FDM-sup | 0.00 0.82 0.11 0.14 | 0.00 0.81 0.17 0.23 | 0.00 0.68 0.13 0.16 | 0.00 1.05 0.27 0.35 |
| FDM-inf | 0.00 0.85 0.23 0.28 | 0.00 0.56 0.13 0.15 | 0.00 0.64 0.16 0.19 | 0.00 0.73 0.22 0.26 |
| DLP-sup | 0.00 1.29 0.20 0.26 | 0.00 1.33 0.18 0.23 | 0.00 1.25 0.20 0.24 | 0.00 1.28 0.18 0.22 |
| DLP-inf | 0.00 1.58 0.21 0.29 | 0.00 1.43 0.19 0.23 | 0.00 1.67 0.17 0.24 | 0.00 1.68 0.16 0.22 |

The mean HD between two surfaces is defined as the surface integral of the distance divided by the area of the compared surface (FDM-sup, FDM-inf, DLP-sup, DLP-inf). I₁ = first investigator, I₂ = second investigator, T₁ = first measurement, T₂ = second measurement, HD = Hausdorff Distance, RMS = root mean square.
‘critical points’ with higher HD values are revealed (red in Fig. 5): the vertebral endplate in case of the FDM technique (superior surface: I1T2, I2T2; inferior: I1T1); the spinous process and the inferior articulare processes in case of the DLP technology. The fact that, these higher HD values are not present in all segmentation processes (investigators and time points), indicates that it is probably a registration error and not a flaw of the printing technologies. The distribution of the HD values were indeed dependent on the investigators and the measurement time point (I1 vs I2: FDM sup, FDM inf, DLP sup, DLP inf, Two-sample Kolmogorov–Smirnov test, for the measurement time point T1 vs T2: FDM sup, FDM inf, DLP sup, DLP inf, Two-sample Kolmogorov–Smirnov test, p < 0.01). Nevertheless, 99% of HD values were <1 mm and 80% <0.4 mm for all measurements (Fig. 6), which according to the literature [15,16] is an admissible difference and indicates that the geometry of the FVM model were printed accurately with both techniques.

To compare the quality of the surfaces that provide the tactile experience during surgical planning we measured the surface roughness (SR) of the FDM and DLP printed physical model surfaces. We chose two ROIs from both, FDM sup and DLP sup, surface meshes: one plain like and one highly curved structure, the superior vertebral endplate and the superior part of the pedicle, respectively. We found that the SR values of the surface meshes of the FDM printed model were significantly larger compared to the DLP printed model for the endplate ROI (Two-sample Kolmogorov–Smirnov test, p ≤ 0.01), and in the case of the pedicle ROI (Two-sample Kolmogorov–Smirnov test, p ≤ 0.01) (Fig. 7). However, the roughness values are relatively small on the entire ROI surfaces (Fig. 8), with 99% of the SR values being <0.05 mm for the DLP printed model, and 99% <0.1 mm for FDM model in the case of the endplate. In the case of the pedicle ROI 99% of SR values are <0.09 mm for the DLP and for FDM model.

3.2. Clinical implementation of a physical model printed with FDM technology

We present a case of a 12-year-old patient suffering from congenital scoliosis due to an L1 hemivertebra. During examination, the patient complained about back pain and fatigue; the physical examination did not reveal any sensorimotor deficits. In spite of conservative treatment (physical therapy, brace for two years), the clinical and radiological signs suggested progression Fig. 4 (COB angle 35 in coronal plane, and 37-degree kyphotic deformity in the sagittal plane); therefore, surgical treatment was indicated. A corpectomy and stabilization surgery from Th9 to L4 was planned (Th = thoracic spine).

The virtual model of the T11-L3 vertebrae (Fig. 9A) was integrated in the clinical communication via a 3D PDF document (see Methods), which provided access to its 3D content through the institutional database. Having been assisted by the patient specific 3D virtual model, the surgical team opted for a corpectomy and stabilization from T9 to L4. Our studies on FDM and DLP technologies revealed that the geometrical accuracy and surface qualities of the FDM printed models are adequate (HD, SR < 1 mm) and because its affordability, we chose to print our model with the FDM 3D printing technology. We used the physical model (1:1 scale) for surgical planning, namely to precisely define the trajectory and angle of the transpedicular screw insertion at the T12 and L2 levels (Fig. 8B, C). During drilling, the internal grid structure of the FDM model supported the drill bit and allowed the precise insertion of guidance titanium rods (Fig. 8D). The rods, due to their length, were protruding and were indicating clearly the ideal axis of the screw insertion (Fig. 8C). As a result of the visual guidance during the operation, we were able to find the optimal axis of the screw insertion and perform the planned surgery successfully (Fig. 8E).

4. Discussion

Patient specific tangible, 3D printed physical models can improve surgical performance and outcome, compared to the sole on-screen inspection of the virtual models [17]. The first step in the medical image processing for the 3D printing is the segmentation method. The accuracy of this procedure is influenced by the resolution and the slice thickness of the 2D CT image series used for the segmentation [15]. In our institution the minimum criteria for the printing process is 512 × 512 pixel matrix resolution, and a maximum slice thickness of 1.3 mm. Manual editing is another potential source of error in the segmentation processes. For complex cases with severe deformations resulting in unique geometries the automatic or semi-automatic processes are not always adequate and therefore manual editing is inevitable. A solution
to this issue is offered by the possibility of quantifying the segmentation accuracy using the inter-investigator DSI. According to the literature a DSI value of >0.85 is preferable [18,19]. In this study the DSI value was 0.96, indicating that the segmented geometry of the L4 geometry represents accurately the anatomy of the vertebrae. Before printing, additional steps of the image processing are necessary to obtain high quality models. The surface mesh quality of the segmented geometry must be inspected for e.g. irregularities, holes, overlapping edges. The following remeshing and optimization must take in consideration preservation of the contour in order to minimize the geometrical distortions.

Once an accurate model of the vertebral geometry is achieved in STL format we propose a strategy of choosing any of the available 3D printing services, in the range of the permitted resources of the hospital. Our reasoning is that without an optimal, continuous utilization (not feasible in a hospital) of an in-house printing facility, its maintenance cost is a financial burden for the healthcare providers. Moreover, the technical parameters of a chosen in-house machine might not be adequate for all purposes, and therefore could potentially limit or define the projects or patients who can benefit from these technologies. In contrast, our strategy of choosing an available service, based on the predefined expectation on the geometrical accuracy, permits the most cost-effective choice for each case individually. Our comparison of an entry level, low cost (FVM model printing parameters with FDM technology: printing time: 343 min, total cost 198 € (euro), printing material cost 1 €/cm$^3$), and a high category, expensive and highly precise (FVM model printing parameters with DLP technology: printing time:660 min, total cost 336 €, printing material cost 3,2 €/cm$^3$) and a high category, expensive and highly precise (FVM model printing parameters with DLP technology: printing time: 294 min, total cost 355 € (euro), printing material cost 3,2 €/cm$^3$). Our results provide evidence that a cost-effective technology can be more than suitable for patient specific 3D printed spine physical models. The size of surface irregularities, even though somewhat larger for the FDM model, are tactually adequate for providing the surgeon with a tangible physical model during surgical planning, therefore the advantage of superior printing precision of the more expensive DLP models is lost.

5. Conclusions

Testing the accuracy of entry level (lower cost) 3D printing technologies, that are locally available on the healthcare market, is important for every clinician using such methods in surgical planning or education. Our study has proven that a more cost-effective technology is sufficiently precise in case of 3D printed physical models of the spine. If other less expensive technologies can similarly be proven to be adequate for several purposes, then the cost of 3D printing technologies can be reduced to a level that is not only acceptable for healthcare systems but will promote their widespread use.
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