Quantum-induced trans-Planckian energy near horizon
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Abstract

We study the loop effects on the geometry and boundary conditions of several black hole spacetimes one of which is time-dependent and analyze the energy measured by an infalling observer near their horizons. The finding in the previous works that the loop effects can be drastic is reinforced: they play an important role in the boundary conditions and non-perturbative geometry deformation. One of the channels through which the quantum gravitational effects enter is generation of the cosmological constant. The cosmological constant feeds part of the time-dependence of a solution. We obtain a trans-Planckian energy in the time-dependent case. The importance of time-dependence for the trans-Planckian energy and black hole information is discussed.
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1 Introduction

The remarkable developments of astrophysical observations such as the detection of the gravitational wave [1] or the Event Horizon Telescope project [2] could offer valuable guidance to the correct formulation of the theory of quantum gravity (see, e.g., [3–7] for various reviews from theoretical and observational points of views). Black holes provide an optimal arena for studying quantum gravitational physics: they are mathematically simple at the classical level yet require quantization for a complete and proper understanding. In particular, the black hole information problem\(^1\) poses a challenge that will, once surmounted, take us to the next chapter of understanding astrophysical black holes at a more fundamental level.

Sometime ago interest in the black hole information problem was renewed by the Firewall argument [17, 18] followed by various debates. One of the facts brought home - perhaps more systematically than ever - by the Firewall observation is that our understanding of black holes and gravitational physics as a whole is as yet incomplete. The Firewall proposal has challenged, among other things, the conventional view that a free-falling observer would not experience anything out of the ordinary when passing through the horizon: the observer should encounter trans-Planckian energy radiation. We have recently proposed in [19] that quantum gravitational effects should be responsible for the production of high energy radiation, and ultimately, may well hold the key to the information puzzle. Although the study of the information problem has a long history, two critical ingredients that could have led to a firmer grip of the problem had not, in the past, been quantitatively taken into account in the way they have been in our recent and present works. They are quantum gravitational effects and non-Dirichlet boundary conditions. We will examine them in detail in the main body by taking three cases of black hole spacetimes and continuing the endeavor initiated in [19], [20] and [21]. In particular, we analyze the quantum gravity-induced energy measured by an infalling observer near each horizon.

In the past, the apparent loss of information led to suspicion on a certain unknown information bleaching mechanism and the potential relevance of the quantum gravitational effects on the information problem was considered in the literature; see the review [8]. However, the idea was not pursued at a quantitative level (presumably because of the difficulty of seeing what

\(^1\)See [8–10] and references therein for reviews; recent works include [11–16].
process could possibly be responsible for such bleaching). In [19–22], we have unraveled a potential mechanism: one facet of the quantum gravitational effects should be as an information bleaching process.

The issue of the boundary conditions in gravitational physics seems profound. (See, e.g., [23–25] for progress in boundary conditions and dynamics.) It awaits a more complete and comprehensive treatment in the context of quantization. A meaningful observation on the boundary conditions as a crucial component of the Hilbert space has recently been put forth in loop quantum gravity works [26] and [27]. Although the widely-used Dirichlet boundary conditions have been successful in non-gravitational areas, narrowing down to the configurations with these boundary conditions in a gravity theory results in wipe-out of much of the information as demonstrated in the recent works [19,22,28,29]. The surprising fact that the Dirichlet boundary condition is at odds with the information of the system seems quite sophisticated, and must be due to the fact that the physical states of a gravitational system happen to have their support at the boundary hypersurface, the holographic screen, which in turn has its origin in the large amount of the gauge symmetry of a gravitational system [30].

The aforementioned two ingredients are not independent but intricately intertwined. As we will show, there exists a close influence of the quantum effects on the boundary conditions and geometry, especially the time-dependent one. The influences among these entities are mutual though we will take the quantum effect-centered view. The influence of quantum effects on the geometry is quite natural [19] [21]. The way the boundary conditions figure into the mutual relations has just been recognized [28,29]. One of the focuses of the present work is the manner in which the quantum effects and boundary conditions feed the time-dependence of a solution.

There are several routes to probing the perturbative loop effects on the geometry and physics. One of the approaches that can be taken with a reasonable amount of calculations is to study the deformation of the geometry analyzed through the 1PI effective action [31,32]. (See, e.g., [33] for a review of the 1PI effective action in the gravity context.) A more effortful direction would be the one based on a wave-packet - more in the conclusion. If one additionally works out the geodesics, it is straightforward to calculate the energy measured by an infalling observer, although the algebra involved is usually heavy. In [21], one-loop correction terms in the 1PI action were examined to see whether they would lead to a trans-Planckian energy when evaluated
in a time-independent background, a Schwarzschild-dS background. They did not. The analysis was then repeated for the time-dependent quantum-level background; there it was revealed that they do yield a trans-Planckian energy.\footnote{In \cite{12} (see also the earlier related work \cite{34}), it was observed in a time-dependent setup that the quantum stress-energy tensor inside the black hole reaches a near-Planckian value.} One of the key lessons learned through those (and the present) analyses is that there exist circumstances, such as when nonperturbative physics are relevant, where the quantum gravitational effects cannot be set aside as small. In the conclusion, we will argue that such circumstances must be quite common rather than exceptional.

Two questions may arise. Firstly, in the case of the time-independent solution, could it be the high degree of symmetry of the solution that suppresses the trans-Planckian behavior? The time-independent background with less symmetry should be worth examining. Secondly, one may wonder whether or not the fact that quantum effects feed a time-dependent solution would persist in other cases. Put differently, how generic is the existence of time-dependent solutions fed by quantum effects? These questions will be addressed in the main body.

The paper is organized as follows. In section 2 we start with some of the salient features of quantization of gravity recently proposed in \cite{30, 35, 36}. The quantization procedure \textit{generically} leads to a quantum-corrected and/or -generated cosmological constant that in turn has a significant impact on solution generation: its presence contributes to a qualitatively different - in the sense that the solution is time-dependent - solution. This is a non-perturbative effect, though the 1PI action is obtained perturbatively, through the back reaction of the metric and matter fields. Certain conceptual as well as technical aspects of the quantization procedure are essential: they not only provide the foundation on which the subsequent analysis is laid but also reveal some crucial aspects of the cosmological constant. The main theme of the present computation is the energy measured by an infalling observer. Because the tasks involved require intensive analyses, we illustrate the procedure with a simpler background, a Schwarzschild-Melvin solution. Then we consider another more complex stationary background; it is the recently constructed generalization of Schwarzschild-Melvin solution \cite{37}. After recalling the findings in the previous works of \cite{28}, \cite{29} and \cite{21}, we consider
a time-dependent black hole spacetime in section 3. It is an extension of the
time-dependent black hole solution previously obtained in [38]. The same
kind of the trend as observed in [21] is also observed: whereas the classi-
cal terms do not give the Firewall energy, the quantum effects do lead to a
trans-Planckian energy. In the conclusion, we end with further remarks and
future directions.

## 2 Time-independent cases

In this section we demonstrate the steps of the energy computation with
time-independent black holes. For calculating the one-loop-corrected energy
measured by an infalling observer, one needs to obtain the one-loop geodesic
as well as the stress-energy tensor in the background under consideration.
This has been carried out in [21] for the case of a Schwarzschild-dS back-
ground: although the Schwarzschild-dS background itself did not, at least
at one-loop, lead to a trans-Planckian energy, its time-dependent quantum
extension did lead to a trans-Planckian energy. Here we are to look into the
possibility that a time-independent solution with less symmetry might lead
to a trans-Planckian energy. The result again yields a negative answer up to a
certain subtlety that we will discuss below (and we turn to a time-dependent
case and find an affirmative answer in section 3).

Let us consider the Einstein-Maxwell action,

\[ S = \int \sqrt{-g} \left( \frac{1}{\kappa^2} R - \frac{1}{4} F_{\mu \nu}^2 \right) \]  

(1)

The metric field equation is

\[ G_{\mu \nu} = 8\pi G T_{\mu \nu} \]  

(2)

where \( G \) is the Newton’s constant with \( \kappa^2 \equiv 16\pi G \); the Einstein tensor and
the stress-energy tensor are defined respectively by

\[ G_{\mu \nu} \equiv R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R \]  

(3)

and

\[ T_{\mu \nu} = \left( F_{\mu \rho} F_{\nu}^{\rho} - \frac{1}{4} g_{\mu \nu} F^2 \right) \]  

(4)
2.1 one-loop stress-energy tensor

Although presenting a thorough analysis of the quantization procedure is not one of the present goals (because only the final outcomes will be needed for the analysis in the subsequent sections\(^3\)), it will be useful to have a quantum-level perspective. Before getting into the interwoven relationships among the quantization procedure, boundary conditions, loop effects and time-dependent solutions, we start with a brief account of the salient features of the quantization for the Einstein-Maxwell system. The content of this section is essential for the correct overall picture.

The quantization procedure brings to light a number of conceptual and technical issues not perceived in the past. Let us start with the boundary terms and conditions. The issue of the boundary conditions has recently turned out to be much subtler than previously thought. The surface terms are important in several ways both at the classical and quantum levels. Here we focus on their quantization-related aspects, returning in what follows to the (better-known) subtleties in the definition of the classical stress-energy tensor. In conducting the action principle, one normally adds Gibbons-Hawking-type boundary terms by way of imposing the Dirichlet condition. It has recently been revealed that the Dirichlet boundary condition is just one of the possibly many boundary conditions to be collectively considered for the sake of a proper treatment of the entire Hilbert space. The status of this matter has several implications. One obvious implication is that it is now necessary to explore other types of boundary conditions. For instance, it was illustrated in [39] with the Einstein-Hilbert action that the boundary terms can be removed by the physical state conditions. Since this could be achieved without adding the Gibbons-Hawking term, the boundary condition was not restricted to the Dirichlet. Another not-so-obvious implication is that one must check whether or not the classical-level boundary conditions are honored by the quantum corrections [28]. (In section 3 we will push further along this direction.)

---

\(^3\)Not all the steps of the quantization scheme of [30] are needed because we are only interested in the one-loop analysis. For example, reduction of the physical states is not necessary to establish the one-loop renormalizability: the conventional method is sufficient in the presence of the cosmological constant [36]. Also, it is not obvious whether or not the quantization scheme could be applied to the three backgrounds considered in this work since the time-independent backgrounds are not, for example, asymptotically flat; more work is required to settle this matter.
A quite serious technical obstacle in the effective action computation is the complexity of the propagators associated with the curved backgrounds\(^4\): they are known in closed forms only for a very limited number of cases. Thus it is difficult to conduct the perturbation theory around the actual curved background under consideration. Although not a stalemate, it makes it necessary to employ some additional measures such as covariance and dimensional analysis in order to determine the forms of the terms in the 1PI effective action. Also, since we are mostly interested in the ultraviolet divergences the flat space propagator can be employed to capture them. One recent undertaking was the construction of the propagator out of the traceless components of the fluctuation metric [40]. The necessity of employing the “traceless” propagator is that the 4D covariance is maintained only when the traceless propagator is employed [40]. An earlier related observation can be found, e.g., in [41]. The construction of the traceless propagator has been achieved in a manner convenient for the perturbative analysis. For a gravity-scalar system, the explicit one-loop analysis via employment of the traceless graviton propagator has been carried out in [36]. Similarly, the forms of the counter-terms in the case of the Einstein-Maxwell can be rather easily determined by a combination of direct computation, dimensional analysis and 4D covariance. With all these, one important aspect of the quantum effects is that the cosmological constant term is quite generically generated, regardless of the background under consideration [40].

At the quantum level, the stress-energy tensor computation should be done by starting with the renormalized action:

\[
S = \int \sqrt{-g_r} \left( \frac{1}{\kappa_r^2} R_r - \frac{1}{4} F_{r\mu\nu}^2 \right)
\]  

(5)

where the renormalized quantities are indicated by the subscript \(r\). After the one-loop analysis, the form of the 1PI effective action with the counter-terms takes (see [40] for details\(^5\); earlier related analyses can be found, e.g.,

\(^4\)To make matters worse, the effective action contains nonlocal terms in general. Such nonlocal terms could be important for the black hole physics at hand [32]. They will not be considered in the present work for simplicity.

\(^5\)The counterterm computation of the Einstein-Maxwell action was of course done long ago. However, our recent finding shows that the correct determination of the coefficients requires use of the traceless propagator.
\[ S = \frac{1}{\kappa^2} \int \sqrt{-g} \left[ R - 2\Lambda \right] - \frac{1}{4} \int \sqrt{-g} F_{\mu\nu} F^{\mu\nu} + \int \sqrt{-g} \left[ c_1 R^2 + c_2 R_{\mu\nu} R^{\mu\nu} + \cdots \right] \]

(6)

where \( c \)'s are constants - whose explicit values are not important for our purpose - that can be determined once the renormalization conditions are fixed.\(^6\)

The cosmological constant has a purely quantum origin since the classical part was absent in (5). The part in the ellipsis contains the correction terms involving the Maxwell fields as well. In the presence of the cosmological constant, the one-loop renormalizability can be established along the line of the conventional framework.

Above, the Riemann tensor square term, \( R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} \), appearing among the one-loop terms has been replaced by \( R_{\mu\nu} R^{\mu\nu} \) and \( R^2 \) through the Euler-Gauss-Bonnet topological identity

\[ R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - 4R_{\mu\nu} R^{\mu\nu} + R^2 = \text{total derivative} \]

(7)

As for the stress-energy tensor, there have been longstanding debates, even at the classical level, on its definition (see, e.g., [45, 46]). In general the surface terms matter for the stress-energy tensor, and they are responsible for part of the complications associated with its definition. A systematic treatment of the surface terms deserves work dedicated to itself and we will not attempt it here. One subtlety not as complicated is whether or not the one-loop-generated terms such as \( R^2, R_{\mu\nu} \) should be included in the stress-energy tensor on the right-hand side of the metric field equation. Considering the Bianchi identity associated with the Einstein tensor, it seems reasonable to place all of the quantum correction terms together with the matter part\(^7\): the stress-energy tensor is obtained by taking the functional derivative of the

\(^6\)Although the divergences can be determined by using a flat space propagator, the proper curved space propagator must be employed for the finite parts of the Feynman diagrams. The finite parts of the renormalized coefficients can then be fixed with a specific choice of a set of the renormalization conditions.

\(^7\)This is also consistent with the definition of a stress-energy tensor given in [47] in the context of the higher derivative gravity.
matter part of the action with respect to the metric:

\[
T_{\mu\nu} = -\frac{2}{\kappa^2} \Lambda g_{\mu\nu} + g_{\mu\nu} \left[ - \frac{1}{4} F^2 + \left( c_1 R^2 - (4c_1 + c_2) \nabla^2 R + c_2 R_{\alpha\beta} R^{\alpha\beta} \right) \right] \\
+ \left[ F_{\mu\rho} F_{\nu}^{\rho} - 2 \left( 2c_1 RR_{\mu\nu} - (2c_1 + c_2) \nabla_\mu \nabla_\nu R - 2c_2 R_{\kappa_1 \mu\nu \kappa_2} R^{\kappa_1 \kappa_2} + c_2 \nabla^2 R_{\mu\nu} \right) + \cdots \right]
\]

(8)

In what follows we consider two backgrounds. The first is a Schwarzschild-Melvin solution [48]; the second is the recently found generalization of the Schwarzschild-Melvin solution [37]. Because the latter solution is more complex and less symmetric than the Schwarzschild-Melvin solution, it should provide a good test bed for one of the questions raised in the introduction. (The third case, to be considered in section 3, is an extension of the time-dependent AdS black hole analyzed at the classical level in [38] and at the quantum level in [28] and [29].)

2.2 Schwarzschild-Melvin case

The Schwarzschild-Melvin solution of the action

\[
S = \int \sqrt{-g} \left( \frac{1}{\kappa^2} R - \frac{1}{4} F^2 \right)
\]

(9)

represent a Schwarzschild black hole immersed in an external magnetic field. It is given by

\[
ds^2 = -fV^2 dt^2 + \frac{V^2}{f} dr^2 + r^2 V^2 d\theta^2 + \frac{r^2 \sin^2 \theta}{V^2} d\phi^2
\]

(10)

where

\[
f = 1 - \frac{2M}{r}, \quad V = 1 + B^2 r^2 \sin^2 \theta;
\]

(11)

the vector field is given by

\[
A = \frac{B}{2\kappa} \frac{1}{V(r, \theta)} r^2 \sin^2 \theta \, d\phi
\]

(12)

Since the solution represents a black hole inside a magnetic field of an infinite extent, it will be physical only when the combination \( \frac{B}{\kappa} \) is small. The coordinates \((t, \phi)\) are cyclic and lead to the following first integrals:

\[
i = \frac{E}{fG^2}, \quad \dot{\phi} = \frac{IV^2}{r^2 \sin^2 \theta}
\]

(13)
where the dot means $\dot{} \equiv d/du$; $E, l$ are constants representing the conserved energy and angular momentum. The geodesic $U^\mu$ satisfies the normalization $U^\mu U_\mu = s$ where $s$ is $s = 0, -1$ for null and timelike geodesics, respectively. The remaining second-order geodesic equations are presented in Appendix. The normalization can be written as

$$
\frac{V^2}{f^2} \dot{r}^2 - fV^2 \dot{t}^2 + \frac{r^2}{V^2} \dot{\theta}^2 + V^2 r^2 \dot{\phi}^2 = s
$$

In principle, one should compute the geodesic up to (and including) the first subleading order in $\kappa^2$. For the leading order, however, the quantum correction piece of the geodesic does not contribute when contracted with the stress-energy tensor, and one can therefore focus on the classical geodesic equations.

Let us consider the $\theta = \pi/2$ case for which the equation above becomes substantially simplified. (The qualitative conclusion on the energy is not expected to change in more general cases.) With $\theta = \pi/2$, eq.(A.5) is satisfied and one can show

$$
\dot{r}^2 = \frac{s f}{V^2 (r, \pi/2)} + \frac{E^2}{V^4 (r, \pi/2)} - \frac{f l^2}{r^2}
$$

We are now up to the task of computing the energy density as measured by a free-falling observer:

$$
\rho \equiv T_{\mu\nu} U^\mu_K U^K_{\nu}
$$

where $U^K_\rho$ denotes the four-velocity of an infalling observer in the Kruskal coordinates. $T_{\mu\nu} \equiv < K | T^K_{\mu\nu} | K >$ denotes the quantum-corrected stress tensor (8) (reviews on the quantum-level stress tensor can be found in [49–52]): $T^K_{\mu\nu}$ represents the operator corresponding to the classical stress-energy tensor and $| K >$ denotes the Kruskal (i.e., Hartle-Hawking) vacuum.\(^8\)

Let us examine the terms in (8) to see whether or not they yield a high energy upon being contracted with the four velocities. Although the cosmological constant term comes with $\frac{1}{\kappa^2}$, its contribution to $\rho$ should be small because of the small value of $\Lambda$. Let us first consider the matter sector of

---

\(^8\)The Schwarzschild vacuum (i.e., Boulware vacuum) was taken in [20] for the Schwarzschild observer-oriented view. Here the energy computed by taking $| K >$ will represent the energy measured by the infalling observer.
the stress-tensor. Upon evaluated at the classical background, the $F^2$ term in the stress-tensor yields

\[ F^2 = \frac{2B^2}{\kappa^2} \frac{(r - 2M)}{r(B^2r^2 + 1)^4} \]  

(17)

and thus vanishes as $r \to 2M$. As for the $F_{\mu\rho}F^{\nu\rho}$ term, one can show that

\[ F_{\mu\rho}F^{\nu\rho}U_{\mu}U^{\nu} = \frac{B^2}{\kappa^2} \frac{E^2r - s(B^2r^2 + 1)^2(2M - r)}{r(B^2r^2 + 1)^6} \]  

(18)

thus

\[ F_{\mu\rho}F^{\nu\rho}U_{\mu}U^{\nu} \to \frac{B^2}{\kappa^2} \frac{E^2}{(4B^2M^2 + 1)^6} \text{ as } r \to 2M \]  

(19)

Most of the gravity sector terms either identically vanish or vanish at the horizon. For example, one gets

\[ R = 0 \quad , \quad R_{\mu\nu}R^{\mu\nu} = \frac{64B^4(-2M + r)^2}{r^2(B^2r^2 + 1)^8} \quad , \quad R_{\kappa_1\mu\nu\kappa_2}R^{\kappa_1\kappa_2} = 0 \]  

(20)

when evaluated at the classical background. As previously stated, the configuration is physical only when $\frac{B^2}{\kappa^2}$ is small and the energy encountered by an infalling observer will be moderate.

### 2.3 generalized Schwarzschild-Melvin case

A new black hole solution with an asymptotically uniform magnetic field has been constructed in [37] by utilizing the so-called lightcone gauge. It is a two-parameter generalization of the Schwarzschild-Melvin solution and reduces to the Schwarzschild-Melvin spacetime in a certain parameter limit. Evidently it is more complex than the Schwarzschild-Melvin solution and should provide a test bed for examining the potential presence of the trans-Planckian energy.

The solution is obtained as a perturbation around the Schwarzschild black
hole\(^9\) \(ds^2 = -f(r)dv^2 + 2dvdr + r^2d\Omega^2\) with \(f(r) = 1 - \frac{2M}{r}\):

\[
g_{vv} = -f(r) + \tilde{g}_{vv}(r, \theta), \quad g_{vv} = 1, \quad g_{v\theta} = \tilde{g}_{v\theta}(r, \theta)
\]

\[
g_{\theta\theta} = r^2 + \tilde{g}_{\theta\theta}(r, \theta), \quad g_{\varphi\varphi} = r^2 \sin^2 \theta + \tilde{g}_{\varphi\varphi}(r, \theta)
\]

(21)

Just as in the Schwarzschild-Melvin case, it is useful to find the first integrals. For this, note that the coordinates \(t, \phi\) are again cyclic, leading to the following first integrals:

\[
E = -g_{vv}\dot{v} - g_{vr}\dot{r} - g_{v\theta}\dot{\theta},
\]

(22)

\[
l = g_{\varphi\varphi}\dot{\varphi}.
\]

(23)

where again \(\dot{\cdot} \equiv \frac{d}{du}\) and \(E, l\) are constants. The remaining geodesic equations can be found in Appendix A. The geodesic normalization condition reads, to the first order in the perturbed metric,

\[
g_{\mu\nu}U^\mu U^\nu = (-f(r) + \tilde{g}_{vv})\dot{v}^2 + 2i\dot{r} + 2i\dot{\theta}\tilde{g}_{v\theta} + (r^2 + \tilde{g}_{\theta\theta})\dot{\theta}^2 + (r^2 \sin^2 \theta + \tilde{g}_{\varphi\varphi})\dot{\varphi}^2 = s
\]

(24)

Things get quite simplified by choosing \(\theta = \pi/2\); after some algebra (more details in Appendix) one gets

\[
\dot{r}^2 = E^2 + 2i\dot{r} + 2i\dot{\theta}\tilde{g}_{v\theta} + (r^2 + \tilde{g}_{\theta\theta})\dot{\theta}^2 + (r^2 \sin^2 \theta + \tilde{g}_{\varphi\varphi})\dot{\varphi}^2 = s
\]

(25)

With the help of the Mathematica package diffgeo.m, it is checked that the computation of \(\rho\) does not yield a trans-Planckian energy in this case. For example, one gets, for the \(F_{\mu\rho}F_{\nu}^\rho\) term,

\[
F_{\mu\rho}U^\mu U^\nu \rightarrow E^2 \frac{B^2}{\kappa^2} \text{ as } r \rightarrow 2M
\]

(26)

As before the presence of the small parameter \(\frac{B^2}{\kappa^2}\) makes this contribution small.

\(^9\)We follow [37] and use the Eddington-Finkelstein light-cone advanced coordinate \(dv = dt + dr^* \equiv dt + dr/f(r)\). The exact form of \(\tilde{g}_{\mu\nu}\) can be read off from eqs. (3.43)-(3.47) therein.
3 Trans-Planckian energy

Although a more systematic and complete study of boundary conditions is still to be carried out in gravity quantization, it is nevertheless possible to probe the role of the boundary modes in the dynamical evolution of the system. In this section we deepen our understanding of the case whose analysis has been carried out to some extent in [28] and [29]; it was shown that the quantum gravitational effects and non-Dirichlet modes (to be defined) lead to a time-dependent solution. After reviewing [28] and [29] in section 3.1, we extend the analysis by focusing, for one thing, on the loop-corrected cosmological constant. The trans-Planckian energy does not arise at the classical level. This very fact may not be so surprising. However, the detailed manner in which this happens is surprising. We show that the quantum-level solution does display a trans-Planckian energy.

The classical action we consider in this section is

\[ S = \frac{1}{\kappa^2} \int d^4x \sqrt{-g} \left[ R - 2\Lambda \right] - \int d^4x \sqrt{-g} \left[ \frac{1}{2} (\partial_{\mu} \zeta)^2 + \frac{1}{2} m^2 \zeta^2 \right] \] (27)

It admits an AdS black hole solution,

\[ \zeta = 0 \quad , \quad ds^2 = -\frac{1}{z^2} \left( F dt^2 + 2 dtdz \right) + \Phi^2 (dx^2 + dy^2) \] (28)

with

\[ F = -\frac{\Lambda}{3} - 2M z^3 \quad , \quad \Phi = \frac{1}{z} \quad , \quad \zeta = 0 \] (29)

3.1 time-dependent solution of gravity-scalar system

A gravity-scalar system was considered at the quantum level in [28] and [29]. The one-loop 1PI effective action after one-loop renormalization of the classical action (27) is

\[ S = \frac{1}{\kappa^2} \int d^4x \sqrt{-g} \left[ R - 2\Lambda \right] - \int d^4x \sqrt{-g} \left[ \frac{1}{2} (\partial_{\mu} \zeta)^2 + \frac{1}{2} m^2 \zeta^2 \right] \]

\[ + \frac{1}{\kappa^2} \int d^4x \sqrt{-g} \left[ e_1 \kappa^4 R \zeta^2 + e_2 \kappa^2 R^2 + e_3 \kappa^2 R_{\mu\nu} R^{\mu\nu} + e_4 \kappa^6 (\partial \zeta)^4 + e_5 \kappa^6 \zeta^4 + \cdots \right] \] (30)
where e’s are constants that can be fixed with fixed renormalization conditions. The metric and scalar field equations that follow from (30) are

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} - \frac{1}{2} g_{\mu\nu} \left( - \frac{1}{2} \kappa^2 (\partial_\mu \zeta)^2 - \frac{1}{2} m^2 \kappa^2 \zeta^2 \right) + e_1 \kappa^4 R^2 - 2 e_1 \kappa^4 \nabla^2 \zeta^2 + e_2 \kappa^2 R^2 - (4 e_2 + e_3) \kappa^2 \nabla^2 R + e_3 \kappa^2 R_{\alpha\beta} R^{\alpha\beta} + e_4 \kappa^6 (\partial \zeta)^4 + e_5 \kappa^6 \zeta^4 \\
- \frac{1}{2} \kappa^2 \partial_\mu \zeta \partial_\nu \zeta + e_1 \kappa^4 R_{\mu\nu} \zeta^2 - e_1 \kappa^4 \nabla_\mu \nabla_\nu \zeta^2 + 2 e_2 \kappa^2 \nabla_\mu R_{\mu\nu} - (2 e_2 + e_3) \kappa^2 \nabla_\mu \nabla_\nu R \\
- 2 e_3 \kappa^2 R_{\kappa\lambda\mu\nu \kappa_2} \kappa_1 \kappa_2 + e_3 \kappa^2 \nabla^2 R_{\mu\nu} + 2 e_4 \kappa^6 \partial_\mu \zeta \partial_\nu \zeta (\partial \zeta)^2 = 0
\]

(31)

\[
\nabla^2 \zeta - m^2 \zeta + 2 e_1 \kappa^2 R \zeta - 4 e_4 \kappa^4 \left[ \nabla^2 (\partial \zeta)^2 + 2 \nabla_\alpha \zeta (\nabla^{\alpha} \nabla^{\beta} \zeta) \nabla_\beta \zeta \right] + 4 e_5 \kappa^4 \zeta^3 = 0
\]

The field equations above can be solved by employing the metric ansatz [38]

\[
d s^2 = - \frac{1}{z^2} \left( F(t, z) dt^2 + 2 d t d z \right) + \Phi^2(t, z) (d x^2 + d y^2)
\]

(32)

with the following quantum-corrected series

\[
F(t, z) = F_0(t) + F_1(t) z + F_2(t) z^2 + F_3(t) z^3 + ... \\
+ \kappa^2 \left[ F_0^h(t) + F_1^h(t) z + F_2^h(t) z^2 + F_3^h(t) z^3 + ... \right]
\]

\[
\Phi(t, z) = \frac{1}{z} + \Phi_0(t) + \Phi_1(t) z + \Phi_2(t) z^2 + \Phi_3(t) z^3 + ... \\
+ \kappa^2 \left[ \frac{\Phi_0^h(t)}{z} + \Phi_1^h(t) + \Phi_2^h(t) z + \Phi_3^h(t) z^2 + \Phi_4^h(t) z^3 + ... \right]
\]

(33)

where the modes with superscript ‘h’ represent the quantum modes. The quantum corrections of the metric imply a deformation of the geometry by quantum effects [19,21]. (See also [53] [54] [10] for related works.) Similarly, for the scalar field,

\[
\zeta(t, z) = \zeta_0(t) + \zeta_1(t) z + \zeta_2(t) z^2 + \zeta_3(t) z^3 + ... \\
+ \kappa^2 \left[ \zeta_0^h(t) + \zeta_1^h(t) z + \zeta_2^h(t) z^2 + \zeta_3^h(t) z^3 + ... \right]
\]

(34)

It was found that the Dirichlet boundary condition is not preserved by the quantum corrections. Different boundary conditions can be adopted by adjusting the boundary modes. For example, one imposes \( \Phi_0(t) = 0, \Phi_0^h(t) = 0 \)
and $\Phi_{-1}(t) = 0$ for the Dirichlet boundary condition. The modes such as $\Phi_0(t), \Phi_0^h(t), \Phi_{-1}(t)$ will be called the “non-Dirichlet modes” for this reason. The following choice - which corresponds to a non-Dirichlet boundary condition - was explored:

$$\Phi_0(t) \neq 0, \quad \Phi_0^h(t) \neq 0$$  \hspace{1cm} (35)

By analyzing the field equations expanded in the $z$-series, one can show, for the classical modes,

$$m^2 = \frac{2\Lambda}{3}, \quad \zeta_2 = 0, \quad F_0 = \frac{-\Lambda}{3}, \quad \Phi_1 = 0, \quad F_1 = -F_0 \Phi_0 - \Lambda \Phi_0$$

$$\Phi_2 = 0, \quad F_2 = \frac{1}{4} \left(4F_0 \Phi_0^2 - 8\dot{\Phi}_0\right)$$

$$\zeta_3 = 0, \quad \Phi_3 = 0, \quad F_3 = \text{const}, \quad \zeta_4 = 0, \quad \Phi_4 = 0, \quad F_4 = -F_3 \Phi_0;$$  \hspace{1cm} (36)

for quantum modes

$$\zeta_0^h = 0, \quad F_0^h = 0, \quad \Phi_1^h = 0, \quad F_1^h = \frac{2}{3} \left(3F_0^h \Phi_0 + \Lambda \Phi_0 \Phi_{-1}^h - \Lambda \Phi_0^h - 3\dot{\Phi}_{-1}^h\right),$$

$$\Phi_2^h = 0, \quad F_2^h = \frac{1}{3} \left(2\Lambda \Phi_0^2 \Phi_{-1}^h - 2\Lambda \Phi_0 \Phi_0^h + 6\Phi_{-1}^h \Phi_0 - 6\dot{\Phi}_0^h\right),$$

$$\Phi_3^h = 0, \quad \dot{F}_3^h = -3F_3 \dot{\Phi}_{-1}^h, \quad \zeta_3^h = -\frac{1}{\Lambda} \left(\Lambda \zeta_1^h \Phi_0^2 + 2\Lambda \zeta_2^h \Phi_0 + 3\Phi_0 \zeta_1^h + 3\zeta_1^h \dot{\Phi}_0 + 3\zeta_2^h\right)$$

$$F_4^h = F_3 \Phi_0 \Phi_{-1}^h - F_3 \Phi_0 - F_{-1}^h \Phi_0, \quad \Phi_4^h = -3\epsilon_2 F_3 \Phi_0^2 + 3\epsilon_2 F_5 - 2\epsilon_3 F_3 \Phi_0^2 + 2\epsilon_3 F_5$$

$$\zeta_4^h = \frac{F_3 \zeta_1^h}{2\Lambda} + \frac{12 \zeta_1^h \dot{\Phi}_0}{\Lambda^2} + \frac{6 \Phi_0 \zeta_1^h}{\Lambda^2} + \frac{6 \Phi_0 \zeta_1^h \dot{\Phi}_0}{\Lambda^2} + \frac{6 \Phi_0 \zeta_2^h}{\Lambda^2} + \frac{9 \Phi_0 \zeta_1^h}{\Lambda} + \frac{9 \Phi_0 \zeta_2^h}{\Lambda} + \frac{9 \Phi_0 \zeta_1^h}{\Lambda} + \frac{2 \zeta_1^h \Phi_0^3 + 3 \zeta_2^h \Phi_0^2}{\Lambda}$$  \hspace{1cm} (37)

An intriguing finding was that the quantum-level analysis actually imposes additional constraints on the classical modes. (The field equations have the terms of order $\hbar$ since all of the coefficients $\epsilon$’s in (31) come with $\hbar$, and once the series ansatze (33) and (34) are substituted, the classical modes such as $\zeta_1, \zeta_2$ come to appear in the parts of the equation of $\hbar$ order, which leads to additional constraints among the classical modes. We will come back to this in the conclusion.) Since this is an important point we elaborate: according to the classical analysis [38], the modes $\zeta_1, \zeta_2$ are free and responsible for the entire dynamics as the higher modes are given in terms of $\zeta_1, \zeta_2$ and
their derivatives. However, the quantum-level analysis unravels that the two modes become constrained:
\[ \zeta_1 = 0 = \zeta_2 \]  
(38)

On the contrary, the quantum-counterpart modes, \( \zeta^h_1 \) and \( \zeta^h_2 \), are not constrained. As a matter of fact, with \( \Phi_0(t), \Phi^h_0(t) \) and \( \Phi^h_{-1}(t) \) they determine the higher modes; namely, the higher modes become functions of these modes.

Let us pause and ponder the implications of the results. Firstly, the solution represents the quantum-modified time-dependent black hole solution, and the quantum modes above are the ones that feed the time-dependence of the solution. Secondly, the presence of such modes implies that the quantum-corrected solution no longer satisfies the Dirichlet condition. Their presence also implies nontrivial dynamics on the boundary where part of the system information is stored. The third implication is perhaps even more intriguing. The time-dependence of the classical black hole solution with a Dirichlet boundary condition is an apparent phenomenon: were it not for the presence of the quantum modes, the quantum-level constraints force the solution to reduce to a time-independent configuration, namely, an AdS black hole when the classical non-Dirichlet mode \( \Phi_0 \) is absent.

Before we proceed, let us note a curious resemblance to the finding in [21] where the time-dependent solution constructed in [55] was checked against a trans-Planckian energy. There, elimination of the cosmological constant term made the time-dependence disappear. In the case of [28] and [29] just reviewed, what feeds the time-dependent solution is the non-Dirichlet modes. As we will soon see, it is not only the non-Dirichlet modes but also the quantum-corrected cosmological constant that feeds the time-dependence which in turn will be crucial for the trans-Planckian energy.

### 3.2 extension by quantum cosmological constant

The analysis in [28] and [29] did not take the quantum corrections of the cosmological constant. In other words, the cosmological constant \( \Lambda \) was taken to be entirely classical. Here we extend the analysis by focusing on the effects of the loop-corrected cosmological constant, writing it explicitly as \( \Lambda = \Lambda_0 + \kappa^2 \Lambda_1 \) with \( \Lambda_0, \Lambda_1 \) classical and quantum, respectively. With this, slightly modified mode relations are obtained; although the modifications are modest, the implications are not insignificant and several interesting aspects
of the dynamics are revealed. For instance, the quantum-induced cosmological constant contributes to the time dependence of the solution.

The procedure of solving the field equations goes the same apart from having to include the quantum correction piece of the cosmological constant. For the classical modes, one gets

\[
m^2 = \frac{2\Lambda_0}{3}, \quad \zeta_0 = 0, \quad F_0 = -\frac{\Lambda_0}{3}, \quad \Phi_1 = 0, \quad F_1 = -F_0\Phi_0 - \Lambda_0\Phi_0 \\
\Phi_2 = 0, \quad F_2 = 1 \left(4F_0\Phi_0^2 - 8\Phi_0\right) \\
\zeta_3 = 0, \quad \Phi_3 = 0, \quad F_3 = \text{const}, \quad \zeta_4 = 0, \quad \Phi_4 = 0, \quad F_4 = -F_3\Phi_0;
\]

(39)

for the quantum modes,

\[
\zeta_0^h = 0, \quad F_0^h = -\frac{1}{3}\kappa^2\Lambda_1, \quad \Phi_1^h = 0, \quad F_1^h = \frac{2}{3}\left(3F_0^h\Phi_0 + \Lambda_0\Phi_0^h\Phi_{-1} - \Lambda_0\Phi_0^h - 3\Phi_{-1}^h\right), \\
\Phi_2^h = 0, \quad F_2^h = \frac{1}{3}\left(-\kappa^2\Lambda_1\Phi_0^2 + 2\Lambda_0\Phi_0^2\Phi_{-1} - 2\Lambda_0\Phi_0\Phi_0^h + 6\Phi_{-1}\Phi_0 - 6\Phi_0^h\right), \\
\zeta_3^h = -\frac{1}{\Lambda_0}\left(\Lambda_0\zeta_1^h\Phi_0^2 + 2\Lambda_0\zeta_2^h\Phi_0 + 3\Phi_0^h\zeta_1 + 3\zeta_1^h\Phi_0 + 3\zeta_2^h\right), \quad \Phi_3^h = 0, \quad \Phi_4^h = -3\phi_2^h - 2\phi_3^h - 3\phi_4^h + 2\phi_5^h \\
\zeta_4^h = \frac{F_3^h\Phi_0^h - F_3\Phi_0^h}{2\Lambda_0} + \frac{6\zeta_2^h\Phi_0^h}{\Lambda_0^2} + \frac{6\zeta_1^h\Phi_0^h}{\Lambda_0^2} + \frac{6\zeta_2^h\Phi_0^h}{\Lambda_0^2} + \frac{9\phi_0^h\Phi_0^h}{\Lambda_0^2} + \frac{9\phi_0^h\Phi_0^h}{\Lambda_0^2} \\
+ 2\zeta_1^h\Phi_0^h + 3\zeta_2^h\Phi_0^h
\]

(40)

Several salient features of the outcome are as follows. The result above shows that in order for, e.g., \( F_2 \) not to vanish, the presence of the non-Dirichlet mode \( \Phi_0(t) \) is important. To see things more clearly, let us set the entire quantum modes aside. As can be seen from (39) there still exists a time-dependent solution (that can be consistently extended to the quantum level) if one keeps the non-Dirichlet mode \( \Phi_0(t) \). The Dirichlet condition tends to suppress the time dependence: suppose the quantum mode \( \Phi_{-1}^h(t) \) and its derivative \( \Phi_{-1}^h(t) \) are absent. Then \( F_1^h(t) \) would vanish if \( \Phi_0(t) \) is absent as well. This shows that the non-Dirichlet modes and the quantum corrections together feed the time-dependence of the solution. (More on the non-Dirichlet modes in the conclusion.) Also, \( \Lambda_1 \) contributes to \( F_2^h \); this shows that the quantum-induced cosmological constant too contributes to the time dependence of the solution.
The following will be important for the energy analysis in the next subsection. As stated in the previous subsection the classical time-dependent solution of [38] is ‘demoted’ to an AdS black hole by the quantum-level constraints. The classical-level time-dependence of the solution of [38] is not preserved at the quantum level: the quantum-level constraints force the classical part of the resulting solution to become an AdS black hole that is time-independent at the classical level. Put differently, additional constraints among the classical modes arise at the quantum level. Once those constraints are enforced on the classical part of the solution, the classical metric becomes that of the usual time-independent AdS black hole.

### 3.3 trans-Planckian energy

Let us compute the energy density measured by a free-falling observer, \( \rho \equiv T_{\mu \nu}U^\mu U^\nu \), where \( T_{\mu \nu} \) denotes the quantum-corrected stress tensor (8) and \( U^\mu \) the geodesic. As in section 2, we first work out the geodesics. The geodesics for the classical AdS black hole can be used for the purpose of computing \( \rho \) for the reason which will become clearer below. The stress-energy tensor must be evaluated at the quantum-corrected solution. Since we are ultimately interested in the energy near the horizon, we will, at some point, consider the solution in the \( z - z_{EH} \) series where \( z_{EH} \) denotes the location of the classical horizon.

The classical part of the solution obtained in the previous subsection is time-dependent in general due to the presence of the non-Dirichlet mode \( \Phi_0(t) \), and this causes unnecessary complications in finding the geodesic. We thus choose

\[
F_3 = -2M \quad \text{and set} \quad \Phi_0(t) = 0 \tag{41}
\]

Since \( \zeta_1 = 0 = \zeta_2 \), the classical part of the full quantum-level solution is the same as the well-known one given in (28). (Nevertheless, the overall solution will be a time-dependent one due to the presence of the time-dependent quantum modes.) Although this is a special case, it is expected to share the important features of a more general solution when it comes to the trans-Planckian scaling of the energy. With this, the classical geodesic can be
computed straightforwardly. From the metric of the AdS black hole\textsuperscript{10}

\[ ds^2 = -\frac{1}{z^2} [(1 - 2Mz^3)dt^2 + 2dtdz] + \frac{1}{z^2}(dx^2 + dy^2) \]

(42)

where \( M \) is a parameter proportional to the mass of the black hole, the first integrals follow:

\[ \frac{1}{z^2} [(1 - 2Mz^3)\dot{t} + \dot{z}] = E , \quad \frac{1}{z^2} \dot{r} = l_1 , \quad \frac{1}{z^2} \dot{y} = l_2 \]

(43)

With these, the velocity normalization condition, \( U^2 = s \), takes

\[ \dot{t}^2 = s \dot{z}^2 + (E^2 - l_1^2 - l_2^2) \dot{z}^2 - 2sMz^5 + 2M(l_1^2 + l_2^2)z^7 \]

(44)

and one gets

\[ \dot{t} = \frac{1}{1 - 2Mz^3} \left( Ez^2 + \sqrt{s^2 + (E^2 - l_1^2 - l_2^2)z^4 - 2sMz^5 + 2M(l_1^2 + l_2^2)z^7} \right) \]

(45)

The one-loop stress-energy tensor is given by

\[ T_{\mu\nu} = \partial_\mu \zeta \partial_\nu \zeta - g_{\mu\nu} \left( \frac{1}{\kappa^2} \Lambda + \frac{1}{2}(\partial_\mu \zeta)^2 + \frac{1}{2}m^2 \zeta^2 \right) + \kappa^2 e_1 (-2R_{\mu\nu} \zeta^2 + 2\nabla_\mu \nabla_\nu \zeta^2) + e_1 \kappa^2 g_{\mu\nu} (R \zeta^2 - 2\nabla^2 \zeta^2) + \cdots \]

(46)

Let us focus on the leading order terms in the first line. (As before we disregard the cosmological constant term in the stress tensor.) The second term in the first line is bound by the geodesic normalization, \( U_\mu U^\mu = s \), thus of subleading order. Given the structure of \( \dot{t} \) above, the first term, namely the scalar kinetic term \( \partial_\mu \zeta \partial_\nu \zeta \) can potentially yield a large value of the energy. In other words, at least naively, a large value of the energy is expected to come from the \( \dot{t} \) components of \( \rho \) since \( \dot{t} \sim \frac{1}{1 - 2Mz^3} \) and the classical horizon \( z_{EH} \) is located at the vanishing of \( 1 - 2Mz^3 \), \( z_{EH}^3 = \frac{1}{2M} \). It is possible at this point to see why a classical, as opposed to one-loop, geodesic is sufficient for our purpose, a statement made earlier. Let us examine the contribution of the first term in (46) to \( \rho, \partial_\mu \zeta \partial_\nu \zeta \ U^\mu U^\nu \). With \( \dot{t} \sim \frac{1}{z - z_{EH}} \) it is the \( \dot{\zeta} \dot{\zeta} \dot{t} \) piece that will give the leading order energy. From this it

\textsuperscript{10}We have set \( \Lambda = -3 \) by following the common practice in the literature.
follows that the classical part of the geodesic is sufficient for obtaining one-loop \( \rho \): because the quantum-level field equations constrain \( \zeta_1, \zeta_2 \) such that \( \zeta_1 = 0 = \zeta_2 \), the time-dependent part of the solution for the field equations is only the quantum correction piece. Since the stress-energy tensor part - namely \( \partial_\mu \zeta \partial_\nu \zeta \) - is already second order in \( \hbar \) (that we have been suppressing) and \( \kappa^2 \), the geodesic for the classical AdS black hole is sufficient.

For the remainder of this subsection, we examine the \( \kappa \)-scalings of various quantities to determine the scaling of the energy. At least to the orders analyzed in [29] and reviewed above, the classical piece of the scalar field is absent: the original scalar field expansion

\[
\zeta(t, z) = \zeta_0(t) + \zeta_1(t) z + \zeta_2(t) z^2 + \zeta_3(t) z^3 + \cdots 
\]

reduces, on account of (36) and (37), to

\[
\zeta(t, z) = \kappa^2 \left[ \zeta^h_1(t) z + \zeta^h_2(t) z^2 + \zeta^h_3(t) z^3 + \cdots \right] 
\]

(48)

where the modes \( \zeta^h_1(t), \zeta^h_2(t) \) are free (i.e., unconstrained) and the expression for, e.g., \( \zeta^h_3(t) \) can be found in (40). The vanishing of the classical piece will bear important implications for the energy so we run a double-check to ensure that it remains true to all orders in \( z \), not just to the first several orders explicitly checked. To this end and for a more transparent understanding of the behavior of the scalar near the horizon, let us re-expand the \( z \)-series solution in \( z - z_{EH} \). The re-expansion of (48) around \( z_{EH} \) takes, a priori,

\[
\zeta(t, z) = \tilde{\zeta}_0(t) + \tilde{\zeta}_1(t) (z - z_{EH}) + \tilde{\zeta}_2(t) (z - z_{EH})^2 + \tilde{\zeta}_3(z - z_{EH})^3 + \cdots 
\]

\[
+ \kappa^2 \left[ \tilde{\zeta}^h_1(t) (z - z_{EH}) + \tilde{\zeta}^h_2(t) (z - z_{EH})^2 + \tilde{\zeta}^h_3(z - z_{EH})^3 + \cdots \right] 
\]

(49)

Given \( \dot{t} \sim \frac{1}{z - z_{EH}} \), a potentially large value of the energy will arise from the term of the \( (z - z_{EH})^0 \) order, \( \tilde{\zeta}_0(t) \). As for the quantum mode \( \tilde{\zeta}^h_0(t) \), it comes with a \( \kappa^2 \) factor and is set aside for now (we will come back to it below); let us focus on the classical mode \( \zeta_0(t) \). Since (49) is a re-expansion of (47), \( \tilde{\zeta}_0(t) \) will be given by sum of the original modes \( \zeta_n \)'s with \( n \geq 0 \). By running the program that led to (39) and (40) but now in the new series, one can show
that \( \tilde{\zeta}_0(t) = 0 \). The fact that \( \tilde{\zeta}_0(t) \) vanishes implies that the vanishing of the classical part of the scalar solution, although established to the first several orders in the original \( z \)-series, remains valid to all orders. More specifically, the finding that the higher modes \( \zeta_n \) with \( n \geq 3 \) are functions of \( \zeta_1, \zeta_2 \) must remain valid to all orders, and thus all of the higher modes \( \zeta_n \) vanish.

The fact that the matter part of the action comes at higher order of \( \kappa^2 \) translates into the form of the metric field equation where the matter part starts with at \( \kappa^2 \) order:

\[
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} + \Lambda g_{\mu\nu} + \frac{\kappa^2}{2} g_{\mu\nu} \left( \frac{1}{2} (\partial_\mu \zeta)^2 + \frac{1}{2} m^2 \zeta^2 \right) - \frac{1}{2} \kappa^2 \partial_\mu \zeta \partial_\nu \zeta + \cdots = 0
\]

(53)

This implies that the solution generically takes a form of

\[
\zeta = \frac{\xi}{\kappa}
\]

(54)

where \( \xi \) represents the rescaled scalar field. Since the classical part identically vanish, \( \xi(t, z) \) has the following series:

\[
\xi(t, z) = \kappa \left[ \tilde{\xi}_0(t) + \tilde{\xi}_1(t)(z - z_{EH}) + \tilde{\xi}_2(t)(z - z_{EH})^2 + \tilde{\xi}_3(t)(z - z_{EH})^3 + \cdots \right]
\]

(55)

\footnote{For this, it is convenient to introduce}

\[
Z \equiv z - z_{EH}
\]

(50)

and rewrite (32) as

\[
ds^2 = -\frac{1}{(Z + z_{EH})^2} \left( \tilde{F}(t, Z) dt^2 + 2 dtdZ \right) + \tilde{\Phi}^2(t, Z) (dx^2 + dy^2)
\]

(51)

with

\[
\begin{align*}
\tilde{F}(t, z) &= \tilde{F}_0(t) + \tilde{F}_1(t) Z + \tilde{F}_2(t) Z^2 + \tilde{F}_3(t) Z^3 + \cdots \\
&\quad + \kappa^2 \left[ \tilde{F}_0(t) + \tilde{F}_1(t) Z + \tilde{F}_2(t) Z^2 + \tilde{F}_3(t) Z^3 + \cdots \right] \\
\tilde{\Phi}(t, z) &= \tilde{\Phi}_0(t) + \tilde{\Phi}_1(t) Z + \tilde{\Phi}_2(t) Z^2 + \tilde{\Phi}_3(t) Z^3 + \cdots \\
&\quad + \kappa^2 \left[ \tilde{\Phi}_0(t) + \tilde{\Phi}_1(t) Z + \tilde{\Phi}_2(t) Z^2 + \tilde{\Phi}_3(t) Z^3 + \cdots \right] \\
\tilde{\zeta}(t, z) &= \tilde{\zeta}_0(t) + \tilde{\zeta}_1(t) Z + \tilde{\zeta}_2(t) Z^2 + \tilde{\zeta}_3(t) Z^3 + \cdots \\
&\quad + \kappa^2 \left[ \tilde{\zeta}_0(t) + \tilde{\zeta}_1(t) Z + \tilde{\zeta}_2(t) Z^2 + \tilde{\zeta}_3(t) Z^3 + \cdots \right]
\end{align*}
\]

(52)
which implies

\[
\zeta(t, z) = \kappa \left[ \tilde{\xi}_0^h(t) + \tilde{\xi}_1^h(t)(z - z_{EH}) + \tilde{\xi}_2^h(t)(z - z_{EH})^2 + \tilde{\xi}_3^h(z - z_{EH})^3 + \cdots \right]
\]  

(56)

Let us consider the scalar kinetic term in the stress-energy tensor and its contribution to \( \rho, \partial_{\mu} \zeta \partial_{\nu} \zeta U^\mu U^\nu \). At the classical level, \( \dot{t} \) scales as

\[
\dot{t} = -\frac{E}{3M} \frac{1}{z - z_{EH}} + \mathcal{O}((z - z_{EH})^0)
\]  

(57)

The location of the horizon at the quantum level, \( z_{EH}^q \), will take a form of

\[
z_{EH}^q = z_{EH} + \mathcal{O}(\kappa^2)
\]  

(58)

and this implies

\[
\dot{t} \sim \mathcal{O}(\kappa^{-2})
\]  

(59)

at \( z = z_{EH}^q \). With this scaling it is the \( \tilde{\xi}_0^h(t) \) piece of \( \rho \) that will give the leading order energy. As \( z \to z_{EH}^q \), one gets

\[
\partial_{\mu} \zeta \partial_{\nu} \zeta U^\mu U^\nu \sim \frac{K^2 [\tilde{\xi}_0^h(t)]^2}{\kappa^4} \sim \frac{1}{\kappa^2}
\]  

(60)

Note that it is the “horizon quantum mode” \( \tilde{\xi}_0^h(t) \) that led to this trans-Planckian energy. What appears above is a time derivative of \( \tilde{\xi}_0^h(t) \); a time-independent mode \( \tilde{\xi}_0^h(t) = \text{const} \) will not lead to a trans-Planckian energy. The boundary modes are the important part of the physical degrees of freedom and must hold part of the system information. They determine the bulk dynamics as analyzed in the previous subsections. More basically, they are the building blocks of the time-dependence and represent the boundary dynamics and deformations. The result above shows that being a part of the horizon mode, they are also linked with the trans-Planckian energy.

4 Conclusion

In this sequel, we have further explored the intertwined relationships among boundary conditions, quantum effects, and time-dependent solutions. Three
black hole backgrounds have been analyzed: a Schwarzschild-Melvin black
hole, its generalization obtained in [37] and the generalization of the time-
dependent AdS black hole considered in [38] and [29]. A pattern similar
to that of [21] has again been found: the non-Dirichlet modes and quantum
effects are crucial for a quantum-modified time-dependent black hole solution.
One of our main focuses is on the quantum-induced cosmological constant
and it is shown that it is one of the agents that reinforce the time-dependence
of the solution.\footnote{The importance of the cosmological constant was discussed in a different context in [14] in which the role of the back reaction of the vacuum energy in the black hole geometry was noted.} The trans-Planckian energy is obtained in the case of the
time-dependent solution.

It is confirmed that the time-dependence of the solution is at odds with
the Dirichlet boundary condition. The boundary conditions are closely tied
with quantization procedure. It is rather surprising that adoption of such
an innocuous boundary condition as the Dirichlet leads to a (presumably
highly) limited subset of the proper Hilbert space. This phenomenon is in no
way elementary: one does not have an analogous phenomenon with a system
where the metric is kept as non-dynamical. The limitation of the Dirichlet
boundary condition has its origin in the fact that the physical degrees of
freedom of a gravitational theory happens to be associated with the hyper-
surface at the boundary, and thus get suppressed by the Dirichlet boundary
condition.

We believe that the present work with the previous ones unequivocally
shows that the quantum gravitational effects cannot in general be disre-
garded, especially in time-dependent circumstances, since they can be impor-
tant for nonpertubative physics. It has been shown that with the quantum-
level constraints taken into account, the classical time-dependent black hole
solution “reduces” to the AdS black hole solution in the sense explained in
the main body. Also, it is the quantum gravitational effects that lead to the
trans-Planckian energy as demonstrated in the main body.\footnote{It will be interesting to see whether the quantum-induced trans-Planckian energy is responsible for extreme high energy gamma rays from active galactic nuclei.}

The phenomenon seen in (38) seems to have its origin in the subtlety of
going to classical limit [56]. In the present case, the subtlety is manifest as
follows. As the $\hbar$-order parts of the field equations must vanish separately
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from the classical parts, one gets

\[ h(\cdots) = 0 \]  

(61)

Inside the parenthesis, some of the classical modes come to appear. If one takes \( h \to 0 \)-limit too early, the quantum-level constraint will be removed and this corresponds to the “usual” classical limit. As our analysis explicitly shows, the full quantum-level analysis can (and in our case, it does) introduce “order 1” changes to the classical solution through the constraints coming from the part represented by the ellipsis.

Let us clarify another conceptual issue on matter- vs. graviton- loop effects. In the semi-classical limit only the matter fields are treated at the quantum level. This may seem to indicate that what’s important for the trans-Planckian energy is the overall quantum effects - regardless of whether they come from matter or graviton fields - but not necessarily the quantum gravitational effects. This is not so. The loops of the matter fields introduce a cosmological constant term. Now one can consider the back reaction of the metric to the quantum-induced cosmological constant through the existence of the time-dependent solution. So strictly speaking, it is the quantum effects (regardless of whether they are the matter- or graviton- originated) plus the metric back reaction that are important for the trans-Planckian energy. The fact that one considers the metric back reaction reflects that the metric is dynamical. Once one considers dynamical metric and matter quantum effect, there is no rationale to exclude the graviton loop effect, hence the relevance of the quantum gravitational effects. Related to this, the following can be said.

The AMPS argument in [17] is based largely on the semi-classical framework but nevertheless leads to the trans-Planckian energy. Their argument certainly contains the matter quantum field-theoretic ingredient. The metric is perceived as dynamical and plays a dynamical role in the AMPS argument. By the same logic as above, the quantum gravitational ingredient is involved.

The following are the questions that can be answered by further extending the line of our recent research.\(^\text{14}\)

The trans-Planckian energy results in a manner similar to that of [21] where the scalar field scaling as \( \sim \frac{1}{\kappa} \) led to the energy of order \( \frac{1}{\kappa^2} \). Matter fields

\(^{14}\)Another more serious issue in the perturbative analysis is the long-known gauge-choice dependence. It is a more fundamental question [57–59].
are present in both cases. It will be of some interests to explore the question of whether or not a matter field is required for a trans-Planckian energy in general, especially in the context of the distorted black hole solutions of [60] and [61].

We believe that the trans-Planckian energy will typically occur in time-dependent situations. Even the time-independent cases could actually translate into time-dependent cases in a more realistic framework where one would consider an infalling wave-packet in the second-quantized Schrodinger framework. In that approach to which the present approach should be complementary, one would take $|\text{vac}\rangle$ to be a certain type of wave-packet propagating in the background under consideration. The expectation value of the stress-energy tensor would be computed with respect to the “wave-packet vacuum.” The onshell value of the Hamiltonian density will describe the spacetime-dependent energy density and the energy density around the packet will be time-dependent. This way, the time-dependence will be naturally built-in and we anticipate that the energy density will yield a trans-Planckian value around the packet as it approaches the horizon.

The course of our recent research repeatedly points to the importance of the boundary dynamics in a gravitational theory. In the present work, it was the non-vanishing boundary mode $\zeta_0(t)$ (more precisely, the horizon mode $\tilde{\zeta}_0(t)$) that led to the trans-Planckian energy. More primarily, incorporation of various boundary conditions is necessary for correct identification of the whole Hilbert space of the theory [26] [27]. The widely-used Dirichlet boundary condition may well be of measure zero among all possible non-Dirichlet boundary conditions. We have analyzed the issue of the Dirichlet vs. non-Dirichlet boundary condition in detail in [29]. It didn’t appear possible to interpret the boundary condition of the quantum-level solution as a Neumann type. It might, however, be possible to interpret it as a Neumann-type up to peculiarities of an AdS spacetime. It will be of some interest to make this more accurate.

Closely tied with the boundary condition is the question of the stress-energy tensor. The definition of the stress-energy tensor itself has a long history of debates. Most of these debates were on the definition of the stress-energy tensor at the classical level [45,46]. The quantization procedure poses additional subtleties. One of the most serious issues should again be the one associated with the boundary terms and conditions. A detailed analysis of the stress-energy tensor incorporating the works on the boundary terms such
as [62] and [63] should be performed.

We will report on the progress in some of these issues in the near future.
A Some details on geodesic equations

Here we present some details on solving the geodesic equations.

A.1 Schwarschild-Melvin case

The coordinates \((r, \theta)\) satisfy the following second order geodesic equations (see, e.g., [64] for the detailed study):

\[
\ddot{r} + \left( \frac{\partial r}{\Lambda} - \frac{f'}{2f} \right) \dot{r}^2 + \frac{1}{2} f \left( f' + \frac{2f r \partial_r \Lambda}{\Lambda} \right) \dot{t}^2 + \frac{f r (r \partial_r \Lambda - \Lambda)}{\Lambda^5} \sin^2 \theta \dot{\phi}^2 
- f r \left( 1 + \frac{r \partial_r \Lambda}{\Lambda} \right) \dot{\theta}^2 + \frac{2 \partial \theta}{\Lambda} \dot{\theta} = 0 \tag{A.1}
\]

\[
\ddot{\theta} - \frac{1}{f r^2} \frac{\partial \theta}{\Lambda} r^2 + f \frac{\partial \theta}{\Lambda} \dot{r}^2 + 2 \left( \frac{1}{r} + \frac{\partial r}{\Lambda} \right) \dot{r} \dot{\theta} + \frac{\sin \theta (\partial \theta \sin \theta - \Lambda \cos \theta)}{\Lambda^5} \dot{\phi}^2 + \frac{\partial \theta}{\Lambda} \dot{\theta} = 0 \tag{A.2}
\]

Upon substituting \(\dot{t}\) and \(\dot{\phi}\) into (14), (A.1) and (A.2), one gets

\[
\frac{\Lambda^2}{f} \ddot{r}^2 + \frac{\Lambda^2 \dot{r}^2}{r^2} = \frac{E^2}{f \Lambda^2} + \frac{l^2 \Lambda^2}{r^2 \sin^2 \theta} = s \tag{A.3}
\]

\[
\ddot{r} + \left( \frac{\partial r}{\Lambda} - \frac{f'}{2f} \right) \dot{r}^2 - f r \left( 1 + \frac{r \partial_r \Lambda}{\Lambda} \right) \dot{\theta}^2 + \frac{2 \partial \theta}{\Lambda} \dot{\theta} \dot{r} + \frac{E^2}{2} \left( \frac{f'}{f} + \left( \partial_r \Lambda \right) \dot{r}^2 \right) + \frac{l^2}{r^3 \sin^2 \theta} \left( \frac{r \partial_r \Lambda}{\Lambda} - 1 \right) = 0 \tag{A.4}
\]

\[
\ddot{\theta} - \frac{1}{f r^2} \frac{\partial \theta}{\Lambda} r^2 + \frac{\partial \theta}{\Lambda} \dot{r}^2 + 2 \left( \frac{1}{r} + \frac{\partial r}{\Lambda} \right) \dot{r} \dot{\theta} + \frac{E^2 \partial \theta}{f r^2 \Lambda^5} + \frac{l^2}{r^4 \sin^3 \theta} \left( \sin \theta \frac{\partial \theta}{\Lambda} - \cos \theta \right) = 0 \tag{A.5}
\]

With \(\theta = \pi/2\), eq.(A.5) is satisfied and eq.(A.3) can be solved and one gets for \(\ddot{r}\):

\[
\ddot{r} = - \frac{4E^2 B^2 r}{(1 + B^2 r^2)^5} + \frac{l^2 (r - 3M)}{r^4} + s \frac{(M + 5MB^2 r^2 - 2B^2 r^4)}{r^4(1 + B^2 r^2)^3} \tag{A.6}
\]
A.2 generalized Schwarschild-Melvin case

One can verify that
\[ E = -g_{vv} \dot{v} - g_{vr} \dot{r} - g_{v\theta} \dot{\theta} \] and
\[ l = g_{\varphi\varphi} \dot{\varphi} \] are the first integrals (energy and angular momentum) for the \( \varphi \) and \( v \) geodesic equations

\[
\frac{d^2 \varphi}{du^2} + 2 \left( \frac{1}{r} + \frac{\csc^2 \theta}{2r^3} (r \partial_r \tilde{g}_{\varphi \varphi} - 2 \tilde{g}_{\varphi \varphi}) \right) \frac{dr}{du} \frac{d\varphi}{du} \\
+ 2 \left( \cot \theta + \frac{\csc^2 \theta}{2r^2} (\partial_\theta \tilde{g}_{\varphi \varphi} - 2 \cot \theta \tilde{g}_{\varphi \varphi}) \right) \frac{d\theta}{du} \frac{d\varphi}{du} = 0, \quad (A.7)
\]

\[
\frac{d^2 v}{du^2} + \left( \frac{f'}{2} - \frac{1}{2} \partial_r \tilde{g}_{vv} \right) \left( \frac{dv}{du} \right)^2 - \partial_r \tilde{g}_{v\theta} \frac{dv}{du} \frac{d\theta}{du} \\
- \left( r + \frac{1}{2} \partial_r \tilde{g}_{\theta \theta} \right) \left( \frac{d\theta}{du} \right)^2 - \left( r \sin^2 \theta + \frac{1}{2} \partial_r \tilde{g}_{\varphi \varphi} \right) \left( \frac{d\varphi}{du} \right)^2 = 0. \quad (A.8)
\]

for the metric (21). For instance, one can check that \( u \)-differentiation of

\[
\dot{\varphi} = \frac{l_0}{r^2 \sin^2 \theta + \tilde{g}_{\varphi \varphi}} = \frac{l_0}{r^2 \sin^2 \theta} \left( 1 - \frac{\tilde{g}_{\varphi \varphi}}{r^2 \sin^2 \theta} \right) + O(\tilde{g}_{\varphi \varphi}^2) \quad (A.9)
\]

results in eq. (A.7). The details are as follows. By taking the second derivative one gets

\[
\ddot{\varphi} = -\frac{2}{r} \left( \frac{l_0}{r^2 \sin^2 \theta} \dot{\varphi} + \frac{l_0}{r^2 \sin^2 \theta} \cot \theta \dot{r} \dot{\theta} \right) \\
+ \frac{1}{r^3 \sin^2 \theta} \left( 4 \frac{l_0}{r^2 \sin^2 \theta} \tilde{g}_{\varphi \varphi} \ddot{r} + 4 \frac{l_0}{r^2 \sin^2 \theta} \cot \theta \tilde{g}_{\varphi \varphi} \ddot{\theta} \right) \\
- \frac{l_0}{r^2 \sin^2 \theta} \ddot{r} \partial_\theta \tilde{g}_{\varphi \varphi} - \frac{l_0}{r^2 \sin^2 \theta} \dot{r} \partial_r \tilde{g}_{\varphi \varphi} \quad (A.10)
\]

One arrives at eq. (A.7) by combining (A.9) and (A.10).
References

[1] B. P. Abbott et al. [LIGO Scientific and Virgo Collaborations], “Observation of Gravitational Waves from a Binary Black Hole Merger,” Phys. Rev. Lett. 116, no. 6, 061102 (2016) doi:10.1103/PhysRevLett.116.061102 [arXiv:1602.03837 [gr-qc]].

[2] S. Doeleman et al., “Imaging an Event Horizon: submm-VLBI of a Super Massive Black Hole,” arXiv:0906.3899 [astro-ph.CO].

[3] C. P. Burgess, “Quantum gravity and precision tests,” In *Oriti, D. (ed.): Approaches to quantum gravity* 450-465 [gr-qc/0606108].

[4] J. F. Donoghue and B. R. Holstein, “Low Energy Theorems of Quantum Gravity from Effective Field Theory,” J. Phys. G 42, no. 10, 103102 (2015) doi:10.1088/0954-3899/42/10/103102 [arXiv:1506.00946 [gr-qc]].

[5] H. M. Haggard and C. Rovelli, “Quantum Gravity Effects around Sagittarius A*,” Int. J. Mod. Phys. D 25, no. 12, 1644021 (2016) doi:10.1142/S0218271816440211 [arXiv:1607.00364 [gr-qc]].

[6] S. Carlip, “Dimension and Dimensional Reduction in Quantum Gravity,” Class. Quant. Grav. 34, no. 19, 193001 (2017) doi:10.1088/1361-6382/aa8535 [arXiv:1705.05417 [gr-qc]].

[7] G. Calcagni, “Detecting quantum gravity in the sky,” PoS(EPS-HEP2017)033 [arXiv:1709.07845 [gr-qc]].

[8] D. N. Page, “Black hole information,” hep-th/9305040.

[9] G. ’t Hooft, “The Firewall Transformation for Black Holes and Some of Its Implications,” Found. Phys. 47, no. 12, 1503 (2017) doi:10.1007/s10701-017-0122-3 [arXiv:1612.08640 [gr-qc]].

[10] B. Guo, S. Hampton and S. D. Mathur, “Can we observe fuzzballs or firewalls?,” arXiv:1711.01617 [hep-th].

[11] G. Dvali, “Non-Thermal Corrections to Hawking Radiation Versus the Information Paradox,” Fortsch. Phys. 64, 106 (2016) doi:10.1002/prop.201500096 [arXiv:1509.04645 [hep-th]].
[12] H. Kawai and Y. Yokokura, “A Model of Black Hole Evaporation and 4D Weyl Anomaly,” Universe 3, no. 2, 51 (2017) doi:10.3390/universe3020051 [arXiv:1701.03455 [hep-th]].

[13] W. G. Unruh and R. M. Wald, “Information Loss,” Rept. Prog. Phys. 80, no. 9, 092002 (2017) doi:10.1088/1361-6633/aa778e [arXiv:1703.02140 [hep-th]].

[14] P. M. Ho and Y. Matsuo, “Static Black Hole and Vacuum Energy: Thin Shell and Incompressible Fluid,” JHEP 1803, 096 (2018) doi:10.1007/JHEP03(2018)096 [arXiv:1710.10390 [hep-th]].

[15] D. Lust, “Supertranslations and Holography near the Horizon of Schwarzschild Black Holes,” Fortsch. Phys. 66, no. 2, 1800001 (2018) doi:10.1002/prop.201800001 [arXiv:1711.04582 [hep-th]].

[16] C. S. Chu and Y. Koyama, “Soft Hair of Dynamical Black Hole and Hawking Radiation,” arXiv:1801.03658 [hep-th].

[17] A. Almheiri, D. Marolf, J. Polchinski and J. Sully, “Black Holes: Complementarity or Firewalls?,” JHEP 1302, 062 (2013) doi:10.1007/JHEP02(2013)062 [arXiv:1207.3123 [hep-th]].

[18] S. L. Braunstein, S. Pirandola and K. Zyczkowski, “Better Late than Never: Information Retrieval from Black Holes,” Phys. Rev. Lett. 110, no. 10, 101301 (2013) doi:10.1103/PhysRevLett.110.101301 [arXiv:0907.1190 [quant-ph]].

[19] I. Y. Park, “On the pattern of black hole information release,” Int. J. Mod. Phys. A 29, 1450047 (2014) doi:10.1142/S0217751X1450047X [arXiv:1301.6320 [hep-th]].

[20] I. Y. Park, “Indication for unsmooth horizon induced by quantum gravity interaction,” Eur. Phys. J. C 74, no. 11, 3143 (2014) doi:10.1140/epjc/s10052-014-3143-5 [arXiv:1401.1492 [hep-th]].

[21] I. Y. Park, “Quantum-corrected Geometry of Horizon Vicinity,” Fortsch. Phys. 65, no. 12, 1700038 (2017) doi:10.1002/prop.201700038 [arXiv:1704.04685 [hep-th]].
[22] I. Y. Park, “Foliation-based quantization and black hole information,” Class. Quant. Grav. 34, no. 24, 245005 (2017) doi:10.1088/1361-6382/aa9602 [arXiv:1707.04803 [hep-th]].

[23] M. I. Park, “Symmetry algebras in Chern-Simons theories with boundary: Canonical approach,” Nucl. Phys. B 544, 377 (1999) doi:10.1016/S0550-3213(99)00031-0 [hep-th/9811033].

[24] K. Parattu, S. Chakraborty, B. R. Majhi and T. Padmanabhan, “A Boundary Term for the Gravitational Action with Null Boundaries,” Gen. Rel. Grav. 48, no. 7, 94 (2016) doi:10.1007/s10714-016-2093-7 [arXiv:1501.01053 [gr-qc]].

[25] C. Krishnan, A. Raju and P. N. B. Subramanian, “Dynamical boundary for anti de Sitter space,” Phys. Rev. D 94, no. 12, 126011 (2016) doi:10.1103/PhysRevD.94.126011 [arXiv:1609.06300 [hep-th]].

[26] W. Donnelly and L. Freidel, “Local subsystems in gauge theory and gravity,” JHEP 1609, 102 (2016) doi:10.1007/JHEP09(2016)102 [arXiv:1601.04744 [hep-th]].

[27] L. Freidel, A. Perez and D. Pranzetti, “Loop gravity string,” Phys. Rev. D 95, no. 10, 106002 (2017) doi:10.1103/PhysRevD.95.106002 [arXiv:1611.03668 [gr-qc]].

[28] I. Y. Park, “Quantum ”violation” of Dirichlet boundary condition,” Phys. Lett. B 765, 260 (2017) doi:10.1016/j.physletb.2016.12.026 [arXiv:1609.06251 [hep-th]].

[29] F. James and I. Y. Park, “Quantum gravitational effects on boundary,” Theor. Math. Phys. 195, 605 (2018) doi:10.1134/S0040577918040116 [arXiv:1610.06464 [hep-th]].

[30] I. Y. Park, “Hypersurface foliation approach to renormalization of ADM formulation of gravity,” Eur. Phys. J. C 75, no. 9, 459 (2015) doi:10.1140/epjc/s10052-015-3660-x [arXiv:1404.5066 [hep-th]].

[31] P. C. W. Davies, S. A. Fulling and W. G. Unruh, “Energy Momentum Tensor Near an Evaporating Black Hole,” Phys. Rev. D 13, 2720 (1976). doi:10.1103/PhysRevD.13.2720
[32] V. F. Mukhanov, A. Wipf and A. Zelnikov, “On 4-D Hawking radiation from effective action,” Phys. Lett. B 332, 283 (1994) doi:10.1016/0370-2693(94)91255-6 [hep-th/9403018].

[33] I. L. Buchbinder, S. D. Odintsov and I. L. Shapiro, “Effective action in quantum gravity,” IOP Publishing (1992)

[34] H. Kawai, Y. Matsuo and Y. Yokokura, “A Self-consistent Model of the Black Hole Evaporation,” Int. J. Mod. Phys. A 28, 1350050 (2013) doi:10.1142/S0217751X13500504 [arXiv:1302.4733 [hep-th]].

[35] I. Y. Park, “Lagrangian constraints and renormalization of 4D gravity,” JHEP 1504, 053 (2015) doi:10.1007/JHEP04(2015)053 [arXiv:1412.1528 [hep-th]].

[36] I. Y. Park, “One-loop renormalization of a gravity-scalar system,” Eur. Phys. J. C 77, no. 5, 337 (2017) doi:10.1140/epjc/s10052-017-4896-4 [arXiv:1606.08384 [hep-th]].

[37] B. Preston and E. Poisson, “A light-cone gauge for black-hole perturbation theory,” Phys. Rev. D 74, 064010 (2006) doi:10.1103/PhysRevD.74.064010 [gr-qc/0606094].

[38] K. Murata, S. Kinoshita and N. Tanahashi, “Non-equilibrium Condensation Process in a Holographic Superconductor,” JHEP 1007, 050 (2010) doi:10.1007/JHEP07(2010)050 [arXiv:1005.0633 [hep-th]].

[39] I. Y. Park, “Holographic quantization of gravity in a black hole background,” J. Math. Phys. 57, no. 2, 022305 (2016) doi:10.1063/1.4942101 [arXiv:1508.03874 [hep-th]].

[40] I. Y. Park, “4D covariance of holographic quantization of Einstein gravity,” arXiv:1506.08383 [hep-th], to appear in TMPh.

[41] T. Ortin, “Gravity and strings,” Cambridge University Press (2004)

[42] R. E. Kallosh, O. V. Tarasov and I. V. Tyutin, “One Loop Finiteness Of Quantum Gravity Off Mass Shell,” Nucl. Phys. B 137, 145 (1978). doi:10.1016/0550-3213(78)90055-X
[43] D. M. Capper, J. J. Dulwich and M. Ramon Medrano, “The Background Field Method for Quantum Gravity at Two Loops,” Nucl. Phys. B 254, 737 (1985). doi:10.1016/0550-3213(85)90243-3

[44] I. Antoniadis, J. Iliopoulos and T. N. Tomaras, “One loop effective action around de Sitter space,” Nucl. Phys. B 462, 437 (1996) doi:10.1016/0550-3213(95)00633-8 [hep-th/9510112].

[45] C. M. Chen and J. M. Nester, “Quasilocal quantities for GR and other gravity theories,” Class. Quant. Grav. 16, 1279 (1999) doi:10.1088/0264-9381/16/4/018 [gr-qc/9809020].

[46] W. Kim, S. Kulkarni and S. H. Yi, “Quasilocal Conserved Charges in a Covariant Theory of Gravity,” Phys. Rev. Lett. 111, no. 8, 081101 (2013) Erratum: [Phys. Rev. Lett. 112, no. 7, 079902 (2014)] doi:10.1103/PhysRevLett.112.079902, 10.1103/PhysRevLett.111.081101 [arXiv:1306.2138 [hep-th]].

[47] D. G. Boulware and S. Deser, “String Generated Gravity Models,” Phys. Rev. Lett. 55, 2656 (1985). doi:10.1103/PhysRevLett.55.2656

[48] F. J. Ernst, “Black holes in a magnetic universe,” J. Math. Phys. 17, 54 (1976)

[49] P. Candelas, “Vacuum Polarization in Schwarzschild Space-Time,” Phys. Rev. D 21, 2185 (1980). doi:10.1103/PhysRevD.21.2185

[50] N. D. Birrell and P. C. W. Davies, “Quantum Fields in Curved Space,” Cambridge University Press (1982)

[51] V. P. Frolov and I. D. Novikov, “Black Hole Physics: Basic Concepts and New Developments,” Springer (1998)

[52] V. F. Mukhanov and S. Winitzki, “Introduction to quantum effects in gravity” Cambridge (2007)

[53] S. B. Giddings, “Nonviolent unitarization: basic postulates to soft quantum structure of black holes,” JHEP 1712, 047 (2017) doi:10.1007/JHEP12(2017)047 [arXiv:1701.08765 [hep-th]].

33
[54] R. Dey, S. Liberati and D. Pranzetti, “The black hole quantum atmosphere,” Phys. Lett. B 774, 308 (2017) doi:10.1016/j.physletb.2017.09.076 [arXiv:1701.06161 [gr-qc]].

[55] S. Chadburn and R. Gregory, “Time dependent black holes and scalar hair,” Class. Quant. Grav. 31, no. 19, 195006 (2014) doi:10.1088/0264-9381/31/19/195006 [arXiv:1304.6287 [gr-qc]].

[56] L. E. Ballentine, “Quantum Mechanics: A Modern Development,” World Scientific Pub. (1998)

[57] S. D. Odintsov, “The Parametrization Invariant and Gauge Invariant Effective Actions in Quantum Field Theory,” Fortsch. Phys. 38, 371 (1990).

[58] S. D. Odintsov and I. N. Shevchenko, “Gauge invariant and gauge fixing independent effective action in one loop quantum gravity,” Fortsch. Phys. 41, 719 (1993) [Yad. Fiz. 55, 1136 (1992)] [Sov. J. Nucl. Phys. 55].

[59] J. D. Goncalves, T. de Paula Netto and I. L. Shapiro, “Gauge and parametrization ambiguity in quantum gravity,” Phys. Rev. D 97, no. 2, 026015 (2018) doi:10.1103/PhysRevD.97.026015 [arXiv:1712.03338 [hep-th]].

[60] T. Moskalets and A. Nurmagambetov, “Liouville mode in Gauge/Gravity Duality,” Eur. Phys. J. C 75, no. 11, 551 (2015) doi:10.1140/epjc/s10052-015-3772-3 [arXiv:1409.4186 [hep-th]].

[61] T. Moskalets and A. Nurmagambetov, “Absorption cross-sections of small quasi-spherical black holes: the massless scalar case,” arXiv:1607.08830 [gr-qc].

[62] N. Deruelle, M. Sasaki, Y. Sendouda and D. Yamauchi, “Hamiltonian formulation of f(Riemann) theories of gravity,” Prog. Theor. Phys. 123, 169 (2010) doi:10.1143/PTP.123.169 [arXiv:0908.0679 [hep-th]].

[63] A. Teimouri, S. Talaganis, J. Edholm and A. Mazumdar, “Generalised Boundary Terms for Higher Derivative Theories of Gravity,” JHEP 1608, 144 (2016) doi:10.1007/JHEP08(2016)144 [arXiv:1606.01911 [gr-qc]].

34
[64] Y. K. Lim, “Motion of charged particles around a magnetized/electrified black hole,” Phys. Rev. D 91, no. 2, 024048 (2015) doi:10.1103/PhysRevD.91.024048 [arXiv:1502.00722 [gr-qc]].