PICS: Probabilistic Inference for ChIP-seq
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Summary. ChIP-seq combines chromatin immunoprecipitation with massively parallel short-read sequencing. While it can profile genome-wide in vivo transcription factor-DNA association with higher sensitivity, specificity, and spatial resolution than ChIP-chip, it poses new challenges for statistical analysis that derive from the complexity of the biological systems characterized and from variability and biases in its sequence data. We propose a method called PICS (Probabilistic Inference for ChIP-seq) for identifying regions bound by transcription factors from aligned reads. PICS identifies binding event locations by modeling local concentrations of directional reads, and uses DNA fragment length prior information to discriminate closely adjacent binding events via a Bayesian hierarchical t-mixture model. It uses precalculated, whole-genome read mappability profiles and a truncated t-distribution to adjust binding event models for reads that are missing due to local genome repetitiveness. It estimates uncertainties in model parameters that can be used to define confidence regions on binding event locations and to filter estimates. Finally, PICS calculates a per-event enrichment score relative to a control sample, and can use a control sample to estimate a false discovery rate. Using published GABP and FOXA1 data from human cell lines, we show that PICS’ predicted binding sites were more consistent with computationally predicted binding motifs than the alternative methods MACS, QuEST, CisGenome, and USeq. We then use a simulation study to confirm that PICS compares favorably to these methods and is robust to model misspecification.
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1. Introduction

ChIP-seq, which combines chromatin immunoprecipitation with massively parallel short-read sequencing, offers high specificity, sensitivity, and spatial resolution in profiling in vivo protein-DNA association; histones, histone variants, and modified histones; nucleosome positioning; polymerases and transcriptional machinery complexes; and DNA methylation (Holt and Jones, 2008; Park, 2009). While sequencing overcomes certain limitations of profiling with microarrays (ChIP-chip), it raises statistical and computational challenges, some of which are related to those for ChIP-chip, and others that are novel. A typical ChIP-seq data set consists of millions or tens of millions of sequence reads that are generated from ends of immunoprecipitated DNA fragments. The quality of called bases varies along and between reads, and, as the sequencing technology evolves, read lengths and quality are increasing, as are the number of reads generated in a machine run. Current read lengths are generally between 36 and 75 base pairs (bp). While pairs of end reads can be generated from each DNA fragment, current ChIP-seq data typically consist of single-end reads, in which each DNA fragment contributes a directional read from only one randomly selected fragment end ((7–8) in Figure 1).

After read sequences have been aligned to a reference genome (e.g., Li and Durbin, 2009), the aligned read data are transformed into a form that reflects local densities of immunoprecipitated DNA fragments, and, in the work described here, into estimates of locations where transcription factors were associated with DNA in the experimental cellular system. The analysis is complicated by biases and artifacts in local read densities that can be introduced in sequencing and aligning, and by chromatin structure and genome copy number variations (Johnson et al., 2008; Kharchenko, Tolorukov, and Park, 2008; Rozowsky et al., 2009). As well, repetitive sequences can prevent aligning (mapping) reads to unique genomic locations (Robertson et al., 2008; Rozowsky et al., 2009), and reads that cannot be uniquely aligned are typically removed from the analysis. In typical mammalian experiments, 30–40% of reads may be discarded, but higher rates can be encountered in particular experiments. Because of ChIP-seq’s cost-effectiveness, such global losses are usually not an important practical consideration; however, few analysis methods correct for the local biases in aligned read densities that are caused by repetitive regions.

Certain types of biases in read density profiles can be estimated by sequencing a control sample in addition to the...
Figure 1. Details of a ChIPseq experiment. A DNA-binding protein is cross-linked to its in vivo genomic DNA targets, and the chromatin (a complex of DNA and protein) is isolated (1). The DNA with the bound proteins is extracted from the cells, and is sheared by sonication into fragments of average length 500–1,000 bp (2). DNA fragments that are cross-linked to the protein of interest are enriched by immunoprecipitation with an antibody that specifically binds that protein (3–4). After the immunoprecipitation step, the DNA is separated from the protein (5), the resulting suspension of IP-enriched DNA is size selected on a gel, and only smaller fragments (e.g., 100–300 bp) are retained (6). Then, the size-selected, IP-enriched DNA is sequenced to generate millions of short reads, each of which represents either a fragment start or end (7–8). (In an alternative “paired end” experiment that is rarely used for ChIP-seq, a read is generated from each end of each DNA fragment.) After read sequences are aligned to a reference genome, read positions can be used to infer binding site positions. (8) shows two binding sites, with the right-hand site more enriched in DNA fragments. Fragments that do not align with a binding site reflect biases like nonspecific immunoprecipitation, misalignment, etc. This figure appears in color in the electronic version of this article.
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and we refer the reader to Buck and Lieb (2004) for an overview.

In summary, once reads have been aligned to a reference genome, there are at least four central analysis issues: interpreting the information in local densities of directional reads; identifying local read densities that represent false positives; addressing biases in read densities that arise from local variations in the efficiency with which reads can be aligned to unique genomic locations; and segmenting the enrichment profile in order to identify a statistically and biologically meaningful subset of enriched regions.

Short-read sequencing technology has evolved rapidly since its commercial introduction early in 2007, and, as was the case while ChIP-chip developed as an experimental approach (e.g., Johnson et al., 2006; Gottardo et al., 2008), statistical analysis methods for ChIP-seq are actively being developed. For example, Valouev et al. (2008) introduced QuEST, a method based on kernel density estimates of forward and reverse read counts, which allows estimating DNA fragment lengths. The forward and reverse profiles are then combined to estimate binding site locations and quantify local enrichment. Given control sample data, QuEST can estimate a false discovery rate (FDR). Like QuEST, MACS (Zhang et al., 2008) uses both forward and reverse read profiles to empirically model the “shift size” of ChIP-seq reads, and uses this to improve the spatial error of the predicted binding sites. Instead of using kernel density estimates, MACS uses a parametric model based on a dynamic Poisson distribution to identify and quantify locations where the protein of interest binds. Ji et al. (2008) introduced a “CisGenome” analysis pipeline for the analysis of ChIP-chip and ChIP-seq data. Their method is also based on a negative binomial background model, and includes functionality not offered by MACS and QuEST (e.g., filtering atypical regions, and different types of FDR estimates). Another method that has been shown to perform well is USeq, which uses window-level binomial p-values followed by an FDR correction to call individual binding events (Nix et al., 2008).

While these methods have established statistical approaches for ChIP-seq analysis, model-based and Bayesian approaches are in earlier stages of development. In the work described here, we introduce PICS, a method for probabilistic inference of ChIP-seq data that is based on a Bayesian hierarchical truncated $t$-mixture model. PICS integrates four important components. First, it jointly models local concentrations of directional reads. Second, it uses mixture models to distinguish closely adjacent binding events. Third, it incorporates prior information for the length distribution of immunoprecipitated DNA fragments to help resolve closely adjacent binding events and to identify events that have atypical fragment lengths. Fourth, it uses precalculated whole-genome read mappability profiles to adjust local read densities for reads that are missing due to genome repetitiveness. For each binding event, PICS returns an enrichment score that is relative to a control sample when such a sample is available, and it can use a control sample to estimate a false discovery rate. Finally, because it is based on a probabilistic model, PICS can compute measures of uncertainty for binding site estimates; these can be used to estimate binding site locations and to filter out low-confidence regions.

The article is organized as follows. In Section 2, we introduce the data structure and some notation. In Section 3, we present our Bayesian hierarchical truncated $t$-mixture model. Section 4 discusses parameter estimation, inference, and detection of binding sites. In Section 5, we apply PICS to two published human ChIP-seq data sets and compare its results to those from QuEST, MACS, CisGenome, and USeq. Section 6 presents the results of a simulation study that evaluates the robustness of our model to mis specification and compares the performance of PICS and the four other methods. In Section 7, we briefly discuss our results and possible extensions.

2. Data, Preprocessing, and Notation
We used two ChIP-seq data sets that have been analyzed by other groups. Zhang et al. (2008), using MACS, identified binding sites of FOXA1 (hepatocyte nuclear factor 3α) in human MCF7 breast cancer cells. Valouev et al. (2008), using QuEST, identified binding sites of the growth-associated binding protein (GABP) in human Jurkat T cells. Each data set consists of single-end reads for a treatment (ChIP) and an input DNA control sample. The FOXA1 data consist of 3,909,507 treatment reads and 5,233,322 control reads, while the GABP data consist of 7,830,602 treatment reads and 17,028,066 control reads.

Because ChIP-seq aligned-read data are usually sparse, consisting largely of regions in which few or no reads are observed, we first preprocess the read data by segmenting the genome into regions, each of which has a minimum number of reads that aligned to forward and reverse strands. We detect such regions using a $w$-bp sliding window with an $s$-bp step size, counting the number of forward and reverse strand reads in the left and right half-windows, respectively, and we retain windows that contain at least one forward read and one reverse read. For each chromosome, after merging overlapping windows and removing merged regions that have fewer than two forward or reverse reads, we obtain a disjoint set of candidate regions, each of which we analyze separately. Because DNA fragments are often between 100 and 300 bp long after gel size selection, for the work described here we chose $w = 100$ bp, and set $s = 10$ bp for computational convenience. We tested other values for $w$ and $s$ and obtained essentially the same candidate regions.

From this point, we will use the following terminology. A candidate region is a region obtained by our sliding window approach, i.e., one with enough forward/reverse reads to be processed by PICS. A binding event refers to a location where the protein of interest is associated with DNA. At a binding event the {in vivo} protein was either interacting with the DNA directly at a binding site, i.e., a DNA motif that the protein recognizes and binds to (D’haeseleer, 2006), or indirectly via membership in a DNA-associated protein complex. We will define a binding site’s midpoint as its position or location. Note that a candidate region can result from more than one binding event, and so can contain more than one binding site.

3. Model and Priors
In this section, we use $Ga(\alpha, \beta)$ to denote a Gamma distribution with shape parameter $\alpha$ and scale parameter $\beta$. 
Similarly, \( N(\mu, \sigma^2) \) denotes a Normal distribution with mean \( \mu \) and variance \( \sigma^2 \); while \( t_4(\mu, \sigma^2) \) denotes a \( t \)-distribution with four degrees of freedom, mean \( \mu \), and variance parameter \( \sigma^2 \). The exact density of the distributions used is given in the Web Appendix.

3.1 Modeling a Single Binding Event

Having segmented the read data into candidate regions (Section 2), we first assume that each region contains a single transcription factor binding site. An extension to the case of multiple binding sites is treated below. Let us denote by \( f_i \) and \( r_j \) the \( i \)th forward and \( j \)th reverse read positions in a given region, with \( i = 1, \ldots, n_f \) and \( j = 1, \ldots, n_r \). Note that the number of forward reads, \( n_f \), and reverse reads, \( n_r \), will typically vary between candidate regions. We jointly model the forward and reverse read positions as:

\[
f_i \sim t_4(\mu - \delta/2, \sigma_f^2) \quad \text{and} \quad r_j \sim t_4(\mu + \delta/2, \sigma_r^2),
\]

where \( \mu \) represents the binding site position; \( \delta \) is the distance between the maxima of the forward and reverse read position densities, which corresponds to the average DNA fragment length for the binding event in question; and \( \sigma_f \) and \( \sigma_r \) measure the corresponding variability in DNA fragment end positions. Note that this approach differs from that typically used in analyzing sequencing data, in that we do not model the sequence counts, but rather the distributions of the fragment end positions, for which we have more prior information. Figure 2a shows a candidate region with one binding event, along with the corresponding PICS parameter estimates.

3.2 Modeling Multiple Binding Events

We use mixture models to address the possibility that the sets of forward and reverse reads within a candidate region were generated by multiple closely spaced binding events. We model the forward and reverse read positions using \( t \)-mixture distributions:

\[
f_i \sim \sum_{k=1}^{K} \frac{w_k}{4} t_4(\mu_{fk}, \sigma_{fk}^2) \sim g_f(f_i | \mu, \sigma_f),
\]

\[
r_j \sim \sum_{k=1}^{K} \frac{w_k}{4} t_4(\mu_{rk}, \sigma_{rk}^2) \sim g_r(r_j | \mu, \sigma_r),
\]

where \( \mu_{fk} = \mu_k - \delta_k/2 \) and \( \mu_{rk} = \mu_k + \delta_k/2 \) and \( \mu_k, \delta_k, \sigma_{fk}, \sigma_{rk} \) are defined as in (1), but have an index \( k \) that corresponds to the binding event \( k \), while \( w_k \) is the mixture weight of component \( k \), which represents the relative proportion of reads coming from the \( k \)th binding event. For simplicity we denote by \( g_f \) and \( g_r \) the resulting p.d.f. of the forward and reverse mixture distributions.

Figure 2b shows a candidate region that has two binding events, along with the corresponding PICS parameter estimates.

As described in (1–2), PICS uses \( t \)-distributions with four degrees of freedom to model local distributions of the forward and reverse read positions. While the \( t \) distribution is similar in shape to the Gaussian distribution, its heavier tails make it more robust to outliers (Lange, Little, and Taylor, 1989; Lo, Brinkman, and Gottardo, 2008). Since a DNA fragment should contribute a forward read or a reverse read with equal probability, we use the same mixture weight \( w_k \) for both forward and reverse distributions. Finally, to accommodate possible biases that result in asymmetric forward and reverse peaks, we use different forward and reverse variance parameters \( \sigma_{fk}^2 \) and \( \sigma_{rk}^2 \).

3.3 Prior Distributions

Typically, the library construction process makes prior information available for the length of the DNA fragments. We can use a Bayesian approach to take advantage of this information by allowing the \( \delta_k \) ’s for all binding sites to derive from a common prior fragment length distribution. Similarly, we can also put a common prior distribution on \( \sigma_{fk}^2 \) and \( \sigma_{rk}^2 \), which allows us to incorporate prior information about the variability of the

Figure 2. Predicted binding events in two candidate regions in the GABP data. PICS detected one binding event in the region in (a) and two binding events in the region in (b). The observed data of forward and reverse strand aligned reads are shown by > and < arrowheads, respectively. Mappability profiles are shown as black/white lines, in which the white intervals show nonmappable regions. In (a), the distribution of reverse read positions was biased by a region with low mappability. This figure appears in color in the electronic version of this article.
DNA fragment length across a set of binding events, and to regularize variance estimates when few reads are available. For computational convenience, we use a Normal–Gamma conjugate prior, given by

$$
\begin{align*}
\left(\sigma^2_{f,k} + \sigma^2_{r,k}\right) & \sim \mathcal{G}(\alpha, \beta) \quad \text{and} \\
\left(\delta_k \mid \sigma_{f,k}^2, \sigma_{r,k}^2\right) & \sim \mathcal{N}(\xi, \rho^{-1}/(\sigma_{f,k}^2 + \sigma_{r,k}^2)),
\end{align*}
$$

(3)

where $\xi$ represents our best prior guess about the mean fragment length across all binding sites, and $\rho$ controls the spread around this guess. In the analysis of experimental data reported here, we chose $\alpha = 20$, $\beta = 40,000$, $\xi = 175$, and $\rho = 1$. These values were based on knowing that DNA fragments should be on the order of 50–250 bp after gel size selection for both data sets considered (Valouev et al., 2008; Zhang et al., 2008), and resulted in a fairly diffuse prior for the DNA fragment length, with a mean of 175 bp and a standard deviation of approximately 50 bp.

### 3.4 Summary of Model and Priors

In this section, we summarize our model and priors using a graphical representation (Figure 3) and the compact set of equations given by (4–9).

In the PICS model, the forward and reverse read positions are linked by the shared parameters, which are denoted by the equations given by (4–9).

3.5 Accounting for Missing Reads

Building on (1–2), we now consider the case where some reads are missing due to one or more nonmappable regions intersecting a candidate region. For clarity, we again focus on a single candidate region, whose genomic extent is denoted by $I$. For each chromosome, a mappability profile for a specific read length (e.g., 36 bp) consists of a vector that lists an estimated read mappability “score” for each base pair in the chromosome (Robertson et al., 2008). A score of one at a genomic position means that we should be able to uniquely align a read that overlaps that position, while a score of zero indicates that no read of that length should be uniquely alignable at that position. As noted above, typically only reads that map to unique genomic locations are retained for analysis. For convenience, and because transitions between mappable and nonmappable regions are often much shorter than the regions, we compactly summarize each chromosome’s mappability profile as a disjoint union of nonmappable intervals that specify only zero-valued profile regions (Figure 2).

Let us assume that a candidate region intersects one or more of these intervals. We can write $I = \bigcup_{l=1}^{L} I_l$, where $I_l = [a_l, b_l]$ denotes the $l$th nonmappable interval, with $l = 1, \ldots, L$; and $I_D$ denotes the union of intervals that have high mappability, and so should have no missing reads. In $I_l$, the $f_l$ ($i = 1, \ldots, n_{fl}$) and $r_l$ ($j = 1, \ldots, n_{rl}$) denote independent forward read positions and $n_{rl}$ independent reverse read positions. Note that only the quantities with $l = 0$ are

$$
\begin{align*}
\mu_{f,k} &= \mu_k - \delta_k / 2, & \mu_{r,k} &= \mu_k + \delta_k / 2 \\
(d_i \mid U_{dik} = u_{dik}, z_{dik} = 1, \mu_k, \delta_k) & \sim \mathcal{N}\left(\mu_{dik}, \sigma_{dik}^2\right) \\
(U_{dik} \mid z_{dik} = 1) & \sim \mathcal{G}(v/2, \nu/2) \\
(z_{f,i}, z_{r,j} & \sim \mathcal{M}(w) \\
(\sigma^2_{f,k} + \sigma^2_{r,k}) & \sim \mathcal{G}(\alpha, \beta) \\
(\delta_k \mid \sigma^2_{f,k}, \sigma^2_{r,k}) & \sim \mathcal{N}(\xi, \rho^{-1}/(\sigma^2_{f,k} + \sigma^2_{r,k})),
\end{align*}
$$

(4–9)

Figure 3. Directed acyclic graph representation of the PICS model. Reads aligned to forward and reverse strands are denoted by $f$ and $r$. Dashed rectangles represent fixed hyper-parameters. Gray-filled circles indicate missing data that are incorporated into the model to facilitate inference via the EM algorithm while plain circles represent unknown variables that need to be estimated. Plain squares represent the data (aligned forward and reverse read positions). Finally, thick arrows indicate deterministic relationships, while thin arrows indicate stochastic relationships. The index $k$ refers to the mixture component $k$. 

3.4 Summary of Model and Priors

In this section, we summarize our model and priors using a graphical representation (Figure 3) and the compact set of equations given by (4–9).

In the PICS model, the forward and reverse read positions are linked by the shared parameters, which are denoted by the nodes in the figure’s center column. The left and right sides of the figure, respectively, show the information related to the forward and reverse strand reads. Given the average fragment length $\delta_k$ and the binding site positions $\mu_k$, the centers of the forward and reverse read position density distributions can be calculated by (4). Conditional on the binding event memberships (the $z_{f,i}$’s), the read positions follow a Normal–Gamma compound distribution given by (5–6). In other words, conditionally on the z’s, the read positions follow a t-distribution with $\nu$ degrees of freedom. The unknown membership indicator $z_{f,i}$ (respectively $z_{r,j}$) indicates which binding event a forward read $i$ (respectively reverse read $j$) comes from; both $z_{f,i}$ and $z_r$ share the same multinomial distribution given by (7).

As a consequence, the marginal distribution of the read positions is a mixture of t-distributions whose weights are given by the parameters of the multinomial distribution in (7). The introduction of the missing data (the $z$’s and the $\mathbf{u}$’s) allows us to perform parameter estimation via an EM algorithm as described in Section 4. Finally, the average fragment length parameter $\delta_k$ and peak variances $\sigma_{f,k}^2, \sigma_{r,k}^2$ are assigned a Normal–Gamma conjugate prior, given by (8–9).

$$
\begin{align*}
\mu_{f,k} &= \mu_k - \delta_k / 2, & \mu_{r,k} &= \mu_k + \delta_k / 2 \\
(d_i \mid U_{dik} = u_{dik}, z_{dik} = 1, \mu_k, \delta_k) & \sim \mathcal{N}\left(\mu_{dik}, \sigma_{dik}^2\right) \\
(U_{dik} \mid z_{dik} = 1) & \sim \mathcal{G}(v/2, \nu/2) \\
(z_{f,i}, z_{r,j} & \sim \mathcal{M}(w) \\
(\sigma^2_{f,k} + \sigma^2_{r,k}) & \sim \mathcal{G}(\alpha, \beta) \\
(\delta_k \mid \sigma^2_{f,k}, \sigma^2_{r,k}) & \sim \mathcal{N}(\xi, \rho^{-1}/(\sigma^2_{f,k} + \sigma^2_{r,k})).
\end{align*}
$$

(4–9)
observed, while all others are unobserved random variables. Also, note that \( n_f, n_r, \) and \( L \) will vary across candidate regions.

Based on (2), \( f_i \) and \( r_j, \) \( i = 1, \ldots, L, \) follow a truncated \( t \)-mixture model, which is given by \( g_j \) and \( g_i, \) truncated on \( I_l. \) The only information carried in the mappability profile is the locations and lengths of intervals \( I_l; \) these affect the estimation of the model parameters shared between the observed and unobserved reads, i.e., \( w, \mu, \delta, \sigma_f, \) and \( \sigma_r, \) as described in Section 4.

4. Estimation and Inference

4.1 Parameter Estimation Using the EM Algorithm

Given the conjugacy of the prior chosen, an expectation-maximization (EM) algorithm (Dempster, Laird, and Rubin, 1977) can be derived to find the maximum a posteriori estimates (MAP) of the unknown parameter vector \( \Theta = (\theta_1, \ldots, \theta_K) \) where \( \theta_k = (w_k, \mu_k, \delta_k, \sigma^2_f, \sigma^2_r). \) Our algorithm is similar to those used in \( t \)-mixture models and Bayesian regularization for mixture models (Peel and McLachlan, 2000; Fraley and Raftery, 2007). In the presence of missing reads, we use an algorithm similar to that developed by McLachlan and Jones (1998) for grouped and truncated data. The algorithm is described in detail in the Web Appendix.

4.2 Inference and Detection of Binding Sites

Choosing the number of binding events in each region. In practice, \( K, \) the number of binding events, is unknown and needs to be estimated. For each candidate region, we fit our PICs model with \( K \) taking values from 1 to 15, and select the value of \( K \) that has the largest BIC (Schwarz, 1978), which in our case is given by

\[
BIC = 2Q(\Theta = \hat{\Theta} \mid \hat{\Theta}) - (5K - 1)\ln(n_f + n_r),
\]

where \( \hat{\Theta} \) is the final estimate for the parameters \( \Theta, \) and \( Q \) is the log-likelihood as defined in the Web Appendix.

Uncertainty of parameter estimates. It is useful to extend the point estimates for the parameters of interest, \( \mu \) and \( \delta, \) by deriving measures of uncertainty for them. Within our framework of mixture models with truncated data, we use the approach described in McLachlan and Krishnan (1997) to derive an approximation of the observed information matrix for the parameters. From the observed information matrix, we can then obtain approximate standard errors for both \( \hat{\mu} \) and \( \hat{\delta}. \)

We can use these standard errors to define the starts and ends of binding event neighborhoods, filter out noisy predictions, and estimate confidence intervals for binding site positions.

Binding event neighborhoods. Because PICs models local concentrations of bidirectional read positions, we can define "high confidence" neighborhoods whose extents are given by the maxima of forward and reverse read position densities. Using our PICs parameters, and taking into consideration the standard errors of the estimates, for a given binding event this neighborhood is defined as the interval \( \hat{\mu} \pm \frac{\hat{\delta}}{2}, \) extended by three standard errors on each side (i.e., \( \text{SE}(\hat{\mu} - \frac{\hat{\delta}}{2}) \) for the left limit and \( \text{SE}(\hat{\mu} + \frac{\hat{\delta}}{2}) \) for the right limit). These high confidence neighborhoods can define "enriched" regions in a file that can be visualized in a genome browser (Kuhn et al., 2009).

Peak merging and filtering. We use BIC to estimate the number of binding events within each candidate region. While BIC is well suited for selecting the number of mixture components required to estimate an underlying probability density, it sometimes overestimates the number of components (Baudry et al., 2010). In our case, this can occur when a candidate region contains hundreds of reads. To address this, we merge peaks that have overlapping binding event neighborhoods. The parameters of the merged peaks are obtained by moment-matching conditions (see the Web Appendix). Since the combined parameter estimates \( \hat{\mu} \) and \( \hat{\delta} \) are linear combination of the original ones, the original information matrix can be used to recompute the standard errors. For the GABP and FOXA1 data described below, this approach merged less than 1% of the binding events.

In addition to merging overlapping events, we also filter out binding events that have noisy (i.e., poorly estimated) or atypical parameter estimates, as these could affect downstream analysis. Specifically, we remove binding events that fail to satisfy any of the following three criteria: (i) \( \text{SE}(\hat{\mu}) < 50, \) (ii) \( 50 < \delta < 200, \) and (iii) \( \hat{\delta} < 150, d = \{f, r\}. \)

Essentially, (i) filters events that have poor binding site position estimates, while (ii) and (iii) filter events that have atypical DNA fragment distributions, given the fragment size selection applied in library construction, and so are likely to be artifactual regions (e.g., events that have high fractional overlaps with simple tandem repeats; Johnson et al., 2008).

Scoring and ranking binding events. In order to identify and rank a statistically meaningful subset of binding events, we define an enrichment score for each binding event. For a given event, we define \( F_{\text{ChIP}} \) and \( R_{\text{ChIP}}, \) the number of observed forward/reverse ChIP ("treatment") read positions that fall within the 90% contours of the forward/reverse read position densities, i.e., within \( \hat{\mu} \pm c \cdot \hat{\sigma} \) where \( d = \{f, r\} \) and \( c \approx 2.13 \) is the 95% quantile of the \( t_d \) distribution. For each binding event, we define the enrichment score as \( O_{\text{ChIP}} = F_{\text{ChIP}} + R_{\text{ChIP}}, \) which is an estimate of the observed number of DNA enriched fragments falling within the binding events after removing outliers. When a control sample is available, we also define \( O_{\text{cont}} = F_{\text{cont}} + R_{\text{cont}}, \) by computing the number of observed forward/reverse reads in the control sample that fall within the 90% contour of the forward/reverse read position densities estimated from the ChIP sample. Using this information, we define an enrichment score for the treatment relative to the control as \( S = (N_{\text{control}}/N_{\text{ChIP}}) \cdot O_{\text{ChIP}}/(O_{\text{cont}} + 1), \) where the addition of the constant one prevents a division by zero, and \( N_{\text{control}} \) (respectively \( N_{\text{ChIP}} \)) denote the total read count in control sample (respectively IP sample). The scaling of the enrichment score by \( N_{\text{control}}/N_{\text{ChIP}} \) accounts for the control and ChIP samples having different numbers of reads (sequence depth).

False discovery rate. Given control data, we can estimate the false discovery rate as a function of the enrichment score. We do this by repeating the analysis after swapping the control sample for the ChIP sample and recomputing our enrichment scores (i.e., fit PICs to the control data, and define control-over-IP enrichment scores), which we call "null"
enrichment scores and denote by $S_0$. Then the FDR, as a function of the threshold value $q$, can be computed as:

$$FDR(q) = \frac{\#S_0 : S_0 > q}{\#S : S > q},$$

that is, as the ratio of the number of null enrichment scores greater than $q$, divided by the number of observed enrichment scores greater than $q$.

5. Application to Experimental Data

We applied PICS to the two experimental data sets described in Section 2, obtaining 75,451 candidate regions and 86,262 binding events for the GABP data, and 51,843 candidate regions and 53,740 binding events for FOXA1 data. Web Figure 1 shows histograms of estimated average DNA fragment lengths for both data sets. For the FOXA1 data the estimated average fragment size was approximately 150 bp, consistent with Zhang et al. (2008); it was somewhat smaller for the GABP data. Web Figure 1 also shows that most of the regions had DNA fragment lengths between 50 and 200 bp, which supports our filtering atypical regions by this parameter.

Noting that some of the algorithms responded very differently in terms of estimated FDR (see Web Figure 2), we compared the methods by identifying conserved DNA sequence motifs in the 5,000 top-ranked predictions from each method, using 200-bp-wide regions that were centered on each method’s binding site estimates. For motif analysis, we used GADEM (Li, 2009), which can process large sets of ChIP-seq data. Web Figure 1 also shows histograms of estimated average DNA fragment lengths for both data sets. For the FOXA1 data, the estimated average fragment size was approximately 150 bp, consistent with Zhang et al. (2008); it was somewhat smaller for the GABP data. Web Figure 1 also shows that most of the regions had DNA fragment lengths between 50 and 200 bp, which supports our filtering atypical regions by this parameter.

Table 2 summarizes the results for 5,000 predictions for the GABP and FOXA1 data. Overall, in terms of occurrence rate, PICS performed better than the other methods. MACS and USeq were relatively close to PICS, while QuEST and cisGenome performed comparably, but were less effective than PICS, MACS, and USeq. For spatial error, PICS and MACS were most effective, followed closely by USeq, and then QuEST and cisGenome.

As stated in Section 3, we use mixture models to address the possibility that the sets of forward and reverse reads within a candidate region were generated by multiple binding events. In order to assess how PICS’ mixture model can detect multiple binding sites within a candidate region, we used our predicted transcription factor binding motifs for the top-ranked 5,000 PICS predictions for the GABP and FOXA1 data. In each case, we determined the percentage of binding events from single- and multiple-component candidate regions (i.e., regions with multiple predicted events) that could be associated with at least one motif site. Table 1 shows these results as a function of the number of PICS predictions (i.e., mixture components) in a candidate region. Four times more GABP regions than FOXA1 regions had two components (940 vs. 208), and seven times more had at least three components (236 vs. 33), even though candidate regions had comparable sizes. Because shorter DNA fragments should support detecting more adjacent binding sites, these differences may be related to the smaller average fragment size estimated for the GABP data. For both data sets, the percentage of binding events that was associated with a predicted binding motif was relatively insensitive to the number of predictions in a region. Because cells can use multiple closely spaced transcription factor binding sites to establish progressive expression responses to cellular signals, we also assessed how effectively PICS can detect closely adjacent binding sites. To evaluate PICS and all other methods compared here, we generated another table, but this time considered predicted binding events that had at least one other event within a fixed distance $d$. Table 2 summarizes the results for $d = 250, 500$, and 1000 bp. For these data, PICS, cisGenome, and USeq were the most effective at identifying proximal binding events, and large fractions of these events were associated with a predicted motif site. While cisGenome and USeq also predicted large numbers of proximal binding events, a larger fraction of those reported by PICS were associated with predicted binding motifs. In comparison, MACS returned the lowest number of proximal binding events, which suggests that MACS is less effective in discriminating proximal binding events, even though it performs relatively well in terms of the overall number of predictions that are associated with a motif (Figure 4). These results suggest that our mixture model was effective in distinguishing biologically meaningful proximal binding events.

As described in Section 4, PICS can compute approximate standard errors for its model parameter estimates. In
Figure 4. Motif occurrence rate and spatial error (see text) for GABP and FOXA1 data, as a function of region enrichment rank, for the 5000 top-ranked regions for each method. This figure appears in color in the electronic version of this article.

Table 1
Number of 5000 top-ranked PICS predictions from GABP and FOXA1 data in candidate regions that had 1, 2, or at least 3 predicted binding events (i.e., mixture components). The first row gives the number of binding events in each category, while the second row gives the percentage of predicted events that could be associated with an expected motif. For example, 80% of the 940 binding events in two-component GABP regions could be associated with a predicted GABP site.

| Number of components in region | GABP | FOXA1 |
|-------------------------------|------|-------|
|                               | 1    | 2     | 3+   | 1   | 2   | 3+   |
| Number of events              | 3824 | 940   | 236  | 4759| 208 | 33   |
| % of motifs                    | 81   | 80    | 77   | 86  | 88  | 94   |

particular, we can derive an approximate confidence interval for a given predicted binding event location as $\hat{\mu} \pm c \cdot SE(\hat{\mu})$, where $c$ is a constant to be chosen as a function of the motif coverage desired. For example, assuming that $\hat{\mu}$ is approximately Normal, $c = 1.96$ should give us an approximate 95% confidence interval for our binding site position.

Using the set of motifs identified by GADEM, we evaluated the actual coverage of our confidence intervals for different values of $c$. Figure 5 shows the occurrence frequency of GABP motifs (left) and FOXA1 motifs (right) within $c \cdot SE(\hat{\mu})$ of peaks’ centers. Using three standard errors, the coverage was approximately 65% and 85% for the GABP and FOXA1 data. While these results indicate that the current version of PICS provides a capable modeling framework, they also suggest that certain biases remain unaddressed. For example, PICS models the binding site as the midpoint between the F/R peak summits, but fragmentation biases during sonication due to local chromatin structure could result in a binding site being asymmetrically positioned with respect to its associated DNA fragment densities. Locations where motifs fall outside event confidence intervals identify a subset of regions on which to focus ongoing work.

Finally, we evaluated the effect of the mappability profiles on the parameter estimates. We re-did the analysis while ignoring mappability, and compared the spatial error, i.e., the distance to the closest computationally verified binding
Table 2

Number of proximal binding events found in the 5000 top-ranked regions identified by each method in GABP and FOXA1 data, as a function of the motif “proximity” distance \(d\). The numbers in parentheses give the percentage of predicted binding events that could be associated with at least one predicted motif site. For example, in the GABP data, PICS identified 128 binding event locations that were within 250 bp of another location, and 86% of these predicted events could be associated with a motif.

| \(d\) (bp) | PICS  | QuEST | MACS  | cisGen | USeq  | PICS  | QuEST | MACS  | cisGen | USeq  |
|-----------|-------|-------|-------|--------|-------|-------|-------|-------|--------|-------|
| 250       | 128 (86) | 0     | 0     | 0      | 6 (90) | 2 (100)| 0     | 0     | 4 (75) | 4 (83) |
| 500       | 437 (84) | 2 (50) | 18 (83) | 16 (57) | 106 (77) | 62 (85)| 18 (72) | 18 (100) | 34 (82) | 70 (74) |
| 1000      | 517 (81) | 405 (63) | 54 (81) | 76 (63) | 269 (72) | 108 (87)| 74 (76) | 54 (88) | 105 (85) | 149 (77) |

Figure 5. Fraction of predicted binding events with a GABP (a) or FOXA1 (b) motif site within \(c \cdot \text{SE}(\hat{\mu})\) of the predicted event location, \(\hat{\mu}\), as a function of region enrichment rank. This figure appears in color in the electronic version of this article.
has support over \((\mu_k, \infty)\), while the forward read position distribution is defined as the mirror image of the same Gamma about \(\mu_k\).

### 6.2 Simulation Results

We analyzed each data set with PICS, MACS, cisGenome, QuEST, and USeq. In each case, we summarized the results with a receiver operating characteristic (ROC) curve, which shows the relationship of sensitivity to specificity when varying the cutoff for each method, and a plot of the nominal FDR against the true FDR. Figure 6 shows that the results for the simulation scenarios were similar to those for experimental data. In this figure, we only show the ROC curves in the region where 1-specificity is between 0 and 0.2, since that is the region of most interest. The full ROC curves (from 0 to 1) are shown in Web Figure 5. PICS was slightly better than MACS and USeq under scenarios 1 and 3, whereas under scenario 2 USeq was slightly better than PICS, though the differences were small. FDR results show larger differences; PICS was closest to the expected \(y = x\) line, while MACS, QuEST, and USeq tended to underestimate the FDR and cisGenome tended to overestimate it. Note that in the results presented here we only used a single simulation because some of the software (e.g., USeq, cisGenome) require manual user input at different analysis stages and thus could not be run in a fully automated way. This said, the results for PICS and MACS were consistent over a few repeats (data not shown). Finally, even though PICS’ estimation of the FDR is good, it is still slightly overestimated at low values, which could be due to the slight model misspecification caused by injecting control reads into the IP sample. Overall, this suggests that FDR estimates should be treated carefully for all methods.

As with the FOXA1 and GABP data, we also compared the methods in terms of their spatial error (see Web Figure 3). Again PICS was the most accurate, followed closely by USeq, MACS, and QuEST. In addition, we also assessed the performance of our measures of uncertainty by calculating the actual coverage rate of our approximate 95% confidence intervals.
interval calculated as $\pm 1.96 \cdot \text{se}(\hat{\mu})$. Web Figure 4 shows the coverage rate as a function of peak rank. The coverage rate was between 90% and 95% even under misspecified models, which suggests that our approach is reasonably accurate and robust to misspecification.

Finally, we reassessed the ability of each method to detect closely adjacent binding sites. Since our simulation scheme included closely adjacent binding sites that were generated in spike-in regions, we compared the number of sites predicted by each method to the true number of sites in each region. Web Tables 1–3 show the results for each method and simulation scenario. As expected, PICS performed best at discriminating closely adjacent binding sites, and did this even under misspecification. This suggests that BIC is an effective metric for estimating the number of binding events.

7. Discussion

We have developed PICS, a probabilistic framework for detecting transcription factor binding events from ChIP-seq experiments. The approach integrates a number of important factors in interpreting aligned read data, including using prior information for input DNA fragment lengths and correcting for reads that are missing due to genome repetitiveness. Working with two published ChIP-seq data sets from human cell lines, we compared PICS to four alternative analysis methods. While additional methods are available (e.g., Fejes et al., 2008; Kharchenko et al., 2008; Rozowsky et al., 2009), the four methods that we used have been shown to perform well, and so offer reasonable performance baselines from a range of algorithms. For both experimental data sets, the binding events predicted by PICS were the most consistent with computationally identified motif sites. Our simulation study confirmed PICS’ effectiveness and also showed that its model is robust to misspecifications.

To address read “outliers” due to biological and technical biases, we used a $t$-distribution as a robust alternative to the Gaussian distribution. We fixed the degrees of freedom parameter at four because this value has been shown to work well in many applications (Lange et al., 1989). To confirm that this was an appropriate choice, we estimated the degrees of freedom for each candidate region and found that it was less than 10 in about 20% of all regions. This suggests that many of the regions contain read outliers and would be poorly modeled by a Gaussian distribution. In addition, many of the candidate regions have very few reads, and it is possible that the number of reads was not large enough to properly estimate the degrees of freedom. We believe that with more sequence reads, the overall percentage of candidate regions with low degrees of freedom would have been even larger. For that reason, and because estimating the degrees of freedom is computationally intensive, we used a fixed four degrees of freedom.

We showed that PICS’ mixture model addresses multiple adjacent enrichment events, and can fit a different DNA fragment length value for each binding event in a mixture. Our estimation of the number of binding events in a region is based on the Bayesian information criteria. Although regularity conditions required for consistency of the BIC estimate do not hold for mixture models, there is considerable theoretical and practical support for its use in this context (Roeder and Wasserman, 1997; Fraley and Raftery, 1998). Our simulation study confirmed this, and suggests that our estimation of the number of binding events performs relatively well. In our BIC estimation, we allowed the mixture model to detect up to 15 components per candidate region, but this limit can be readily adjusted.

Because it is based on mixture models and accounts for missing reads, PICS is computationally intensive. The results reported here were generated with an implementation of PICS that was written in the R programming language (Ihaka and Gentleman, 1996). Processing a $\sim 10M$ read data set required an average computing time of 30 minutes on a machine with dual quad-core 3 GHz CPUs. We believe this to be acceptable, but if speed were an issue, PICS could be rewritten in C. PICS will be made freely available via Bioconductor (Gentleman et al., 2004).

Paired-end (PE) data should resolve a subset of read alignments that would be nonunique in SE data, and offer direct information on DNA fragment lengths that is not available for single-end (SE) reads. However, PE experiments require more input DNA and more complex library preparation, and double the sequencing machine time; to our knowledge, all published short read ChIP-seq data are SE rather than PE. We anticipate that PICS’ probabilistic approach will remain useful for PE data, where the defined fragment lengths should simplify the modeling framework.

As a first step in implementing a probabilistic approach for ChIP-seq data, we have shown how to incorporate prior information about the DNA fragment lengths using a Bayesian approach. We can extend the PICS framework to include more types of prior information. For example, we could place a prior distribution on $\mu$, the binding site position, and could include in this information about nucleosome occupancy and computationally derived motifs. Such extensions should allow us to improve the detection of biologically relevant binding sites. More generally, we anticipate that extended probabilistic methods for ChIP-seq will contribute to mechanistic biological insights by offering principled ways for addressing backgrounds, noise and biases, and for integrating diverse types of biological information. For example, histone modifications are an important part of cellular biology, and their aligned reads present a wider range of nucleosome-based density distributions than the localized transcription factors that PICS currently addresses. As part of ongoing work in this area, we are extending PICS to infer nucleosome positioning from histone modification data.

8. Supplementary Materials

Web Appendices, Tables, and Figures referenced in Sections 3, 4, 5 and 6 are available under the Paper Information link at the Biometrics website http://www.biometrics.tibs.org.
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