Legal, ethical, and wider implications of suicide risk detection systems in social media platforms

Karen L. Celedonia¹,*, Marcelo Corrales Compagnucci², Timo Minssen² and Michael Lowery Wilson³

¹Injury Epidemiology and Prevention, Turku Brain Injury Centre, University of Turku and Turku University Hospital, Turku, Finland
²Center for Advanced Studies in Biomedical Innovation Law (CeBIL), University of Copenhagen, Copenhagen, Denmark
³Heidelberg Institute of Global Health (HIGH), University of Heidelberg, Heidelberg, Germany
*Corresponding author. E-mail: klceledonia@gmail.com

ABSTRACT

Suicide remains a problem of public health importance worldwide. Cognizant of the emerging links between social media use and suicide, social media platforms, such as Facebook, have developed automated algorithms to detect suicidal behavior. While seemingly a well-intentioned adjunct to public health, there are several ethical and legal concerns to this approach. For example, the role of consent to use individual data in this manner has only been given cursory attention. Social media users may not even be aware that their social media posts, movements, and Internet searches are being analyzed by non-health professionals, who have the decision-making ability to involve law enforcement upon suspicion of potential self-harm. Failure to obtain such consent presents privacy risks and can lead to exposure and wider potential harms. We argue that Facebook’s practices in this area should be subject to well-established protocols.¹ These should resemble those utilized in the field of human subjects research, which upholds standardized, agreed-upon, and well-recognized ethical practices based on generations of precedent. Prior to collecting sensitive data from social media users, an ethical review process should be carried out. The fiduciary framework seems to resonate with the emergent roles and obligations of social media platforms to accept more responsibility for the content being shared.
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I. INTRODUCTION

Someone dies by suicide somewhere in the world every 40 seconds. Suicide has the unenviable distinction of being the second leading cause of death for individuals aged 15–29 years\(^1\) of age worldwide.\(^2\) Suicide, as well as non-suicidal self-harm, are global problems of public health importance.\(^3\)

Much has been written about the implications of media influences on suicidal behavior,\(^4\) even as far back as the Great Depression\(^5\) and World War I.\(^6\) In recent decades, there has been a revived interest in media influences on self-harm. The renewed discussion has focused on the subject of social media and the depth to which it transforms human behavior.\(^7\) Specifically, social media exposure may have a compounding effect on suicidal behavior.\(^8\) Yet at the same time, it also represents a potential avenue for suicide prevention.\(^9\) Social media platforms have been accused of not doing enough to prevent suicidal behavior.\(^10\) But social media platforms’ response to these accusations, which has included bolstering suicide detection mechanisms on the platforms, has been met with criticism as well, with the primary point of contention being the implementation of an intervention that was seemingly hastily devised without proper consideration of the social and cultural context in which an individual experiencing suicidal behavior is embedded. The main question within this context has been who should be engaged in the discovery and prevention of suicidal behavior on social media platforms and to what extent? Facebook in particular has been the subject of considerable debate in its ongoing use of Artificial Intelligence (AI) and algorithms in an attempt to detect suicidal thoughts and actions on its platform.\(^11\),\(^12\) These discussions fall mainly within
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the context of a perceived public health imperative to protect those with demonstrated behavioral manifestations of suicidal behavior, and the ethical and legal boundaries for automating the detection of suicidal behaviors in public virtual spaces. Where these discussions fall short however is in considering how intricately nuanced societal and cultural factors come into play with regard to mental health stigma in the context of suicide and the role of informed consent in predictive analytics.

Recent research has pointed towards links between the global rise in suicidal behavior among adolescents with the increase in social media use. It has been argued that social media platforms encourage and sustain anti-social behaviors such as envy and pathological narcissism via the so called ‘network effect’. Emerging literature also suggests that social media use is correlated with increased risk of depression and anxiety disorders, both of which are risk factors for suicidal behavior. Furthermore, it is not only general social media use itself that potentially poses harm to users, but also the opportunity social media presents to propagate negative social behaviors such as cyber bullying. A large amount of cyber bullying takes place on social media platforms, and bullying victimization is another well-established risk factor for suicidal behavior. The negative effects of social media use on users’ mental health could therefore at least partially explain the link between increased suicidal behavior and social media use.

In light of the growing body of research connecting social media use to a host of mental health problems, including suicidal behavior, and rapid technological advances making suicide prediction from clinical notes a useful tool in augmenting therapeutic decision-making, a suicide detection algorithm on social media platforms like Facebook might arguably seem akin to a teacher identifying behavior in students that is indicative of underlying mental health conditions requiring treatment or detecting signs of potential child abuse and neglect. The teacher or other child care worker is duty-bound to report such issues to the proper authorities so that the necessary interventions are performed to help and protect the child. However, what distinguishes Facebook’s suicide detection algorithm from these scenarios is that by collecting and acting on user data, they are moving beyond the role of mandated reporter to arguably behaving like mental health care providers. Would it be ethically sound for a teacher, who is not a mental health care professional, to provide mental health treatment or recommendations to a student with mental illness? To further compound this ethical dilemma, suicidal behavior, within the context of social media prediction, is fundamentally a socio-behavioral and a socially stigmatized problem occurring within
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(and outside of) a virtualized social environment. Thus, any data that are fed into
a suicide prediction algorithm remain subject to the underlying biases inherent to these
settings, and the extent to which said settings can in and of themselves modify behavior.
These biases can bleed into the outputs of algorithmic prediction with very uncertain
consequences. So, with Facebook’s suicide detection algorithm myriad ethical and
regulatory concerns exist and remain disregarded. We argue that the mainstreaming of
algorithmic suicide risk detection may represent unmitigated societal issues where the
legal, ethical, cultural and regulatory issues are not duly considered.

II. LEGAL CONSIDERATIONS

In the USA, information about individuals’ health is protected by the Health Insurance
Portability and Accountability Act (HIPAA), which requires specific privacy pro-
tections, including encryption and sharing restrictions, when handling health records.
These rules, however, only apply to organizations providing healthcare services and
plans such as hospitals and insurance companies. Since Facebook is not a health
services provider, one of the first issues to address is whether social media data gen-
erated by individual users would count as personal health information and whether it
should be protected by HIPAA. Suicide prediction in healthcare settings, or medical
suicide prediction, as referred to by Marks, falls under HIPAA rules. This is because
AI is applied against healthcare records in order to analyze patient records for patterns
to predict the future probability of suicidal behavior. However, social media platforms
such as Facebook’s use of AI to predict suicide or ‘social suicide prediction’ generally
fall outside the scope of HIPAA and are thus not covered under HIPAA rules.

In social media prediction, algorithms examine digital traces of human behavior, which
provide intricate clues about an individual’s health status. Some of this information is
given intentionally, such as a text message about the course of one’s day to another user
on the platform. Other information may not be given intentionally, such as a location
or conducting searches using health-related terms. This fact raises the fundamental
question of whether Facebook is beholden to the provisions enshrined in HIPAA
legislation. Our main consideration here is that algorithms could potentially parse
various forms of personal health information such as disclosure of medication use,
doctor visits, or even reveal details about the health of persons intimately connected
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to users such as a spouse or children who may not themselves be social media users or consent to have their information used in the manner proposed by the social media giant. Therefore, transparency with regard to research activity and the necessity of informed consent from research participants is of paramount importance. 25

Users of Facebook, in general, appear to be unaware of the platform’s suicide risk detection strategy.26 If this is indeed the case then it would suggest that users are not fully knowledgeable of what they are consenting to under Facebook’s terms and conditions regarding the use of their data. Consent should be freely given and information regarding the suicide prevention goals and how the algorithm works should be duly provided to the participants and specific to the project. Failure to obtain such consent presents privacy risks and can lead to exposure and harm individuals. This is the main reason why Facebook’s suicide algorithm is banned in the European Union (EU).27 Stricter rules due to the General Data Protection Regulation (GDPR) 28 requires users to provide websites specific consent29 to collect sensitive data such as that pertaining to someone’s mental health. 30

Facebook is browsing virtually every post on the platform in an attempt to detect signs of potential suicide risk. Then, Facebook passes the information along to a law enforcement agency for wellness checks. 31 However, as a private media company that derives significant income from advertising and shaping public opinion, 32 it has none of the ethical oversight or privacy protections in place regarding the collection and synthesis of this data. Following a string of data leak scandals, 33 it is doubted that Facebook can be in the position to protect users’ sensitive data. Using a medical
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example, patients go to a healthcare provider based on its track record and institutional trust. The role of physicians is very important as they can take on a fiduciary obligation acting as a faithful trustee. Therefore, it is useful to think of Facebook in the context of negligence and fiduciary duties taking into account they lack the same institutional trust and privacy standards as healthcare providers.

Like physicians, regulators could impose fiduciary duties on social media companies and its suicide prediction algorithm. This is a legal duty that would require companies like Facebook to act in their users’ benefit and will ensure that there is no conflict of interest. Balkin has suggested treating social media platforms as ‘information fiduciaries’. This concept would rebalance the relationship between users and the online platform that accumulates, analyzes, and sells their personal data for profit. This fiduciary includes two basic duties: the ‘duty of care’ and the ‘duty of loyalty’. In the first duty, fiduciaries must act competently and diligently. In the second duty, fiduciaries must act in the best interest of the beneficiary and make sure there are no actual or potential conflict of interests that might harm their clients. In addition, another important duty to mention in this context is the ‘duty of confidentiality’, which is also imposed on physicians. In practical legal terms, this means that all patient information must not be disclosed without the consent of the patient. Confidentiality is fundamental to the preservation of trust between doctors and their patients. The aim is to make patients feel secure and comfortable enough providing personal and sensitive information as this plays a crucial role in medical treatment. The main exception to this duty of confidentiality is if the patient is believed to be a risk to themselves or others, in which case the physician becomes duty bound to report using the appropriate legal means. An information fiduciary is, therefore, a person or company who takes special obligations of loyalty, trustworthiness and care towards the information of others. The fiduciary ‘duty of care’ might require Facebook to prove that its prediction algorithms have undergone an adequate safety assessment and efficacy testing by a competent third party. The ‘duty of confidentiality’ and ‘duty of loyalty’ could require Facebook to protect users’ sensitive data, including refraining from putting the company’s interests in front of profits. In a recent interview between Facebook’s CEO
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Mark Zuckerberg and Prof. Zittrain from Harvard Law School on whether Facebook should be considered an ‘information fiduciary’ when it comes to the privacy of its clients, Zuckerberg pointed out that this resonates with the services they provide. ‘The idea of us having a fiduciary relationship with the people who use our services is intuitive, . . . [Facebook’s] own self-image of ourselves and what we’re doing is that we’re acting as fiduciaries and trying to build services for people . . . Where this gets interesting is who gets to decide in the legal sense, or in the policy sense, of what’s in people’s best interest’ said Zuckerberg.40

On a high level, Facebook is also important to society. People choose to use Facebook because there is evidently some value in it. It is important to note that socially we are drifting away from the notion that online platforms such as Facebook are a neutral space and acknowledging a very active role in shaping public opinion. Therefore, in order to implement a model like the suicide risk detection system, the question of who determines what is in people’s best interests is crucial.

The fiduciary framework seems to resonate with the emergent roles and obligations of social media platforms to accept more responsibility for the content being shared. If a person expresses intent to commit a violent act against themselves or against another on social media—and that intent is flagged (by either an individual or a machine) but not reported, what responsibility is borne by the flagging party?

The monitoring and filtering of social media and suicide prevention programs have also sparked debate and numerous legal problems, including important issues of freedom of speech and civil liberties. For example, images and videos of self-harming behavior are commonly shared within online communities.41 Health professionals argue that such posts may trigger self-harming behavior in predisposed individuals and that such material should be filtered out of online communications.42 Proponents of freedom of speech argue that not all censorship may contribute to the social isolation and stigma that people who self-harm face, potentially exacerbating the problem.43 Marks argues that such individuals may also be deprived not only of opportunities to express themselves, but also that their Fourth Amendment rights may be violated in the context of ‘warrantless searches based on opaque suicide predictions’.44 These are essential debates, since the varying reasons and circumstances for suicides may trigger
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various legal, social, and institutional implications. The matter is complicated by the fact that legal frameworks for civil liberties and, the degree of Internet censorship varies from country to country. Although most democratic countries have moderate Internet censorship, other countries are able to have more control over Internet content. The bone of contention is whether the public sector or the private sector should be responsible for limiting content on the Internet and how much restrictions should be allowed. Social media platforms such as Facebook are generally less regulated than other forms of media such as newspapers, radio, or television. The generation and transmission of information over social networks is thus decentralized and more dynamic. Therefore, imposing restrictions on social media may clash with the fundamental rights of freedom of speech and expression such as those enshrined in the US Constitution.

III. ETHICAL CONSIDERATIONS

Healthcare professionals and medical law scholars have raised concerns about entities like Facebook, which are not health care providers, seemingly providing health advice and intervention without being held to the same ethical standards as legitimate health care providers. Childress and Beauchamp developed the four principles of health care ethics (autonomy, beneficence, non-maleficence, and justice) to guide the ethical provision of health and medical treatment. It is expected that all healthcare providers adhere to these ethical guidelines when providing health care to individuals. Social media platforms like Facebook, though acting like a health care provider by screening, analyzing, and acting upon personal health information collected by its suicide detection algorithm, are not officially considered health care providers. Therefore, they are not obligated to follow the same set of ethical and legal guidelines as true health care providers. Facebook’s program operates within a legal grey area with nearly no oversight.

In one recent example of Facebook’s suicide detection algorithm identifying a suicide risk, an individual was escorted to an inpatient psychiatric hospital by law enforcement for a mental health evaluation despite no previous history of mental illness or suicidal behavior and the individual’s assertion that they were not experiencing suicidal thoughts. Per Facebook’s protocol for intervention once a suicide risk is
detected, law enforcement was obliged to follow through with taking the individual to the hospital, precluding the individual’s right to choose their own treatment course. In the case of individuals who are brought in potentially against their will for a psychological evaluation in the context of a false positive, Marks suggests that the health care ethics principle of autonomy is being violated. According to Facebook’s Global Head of Safety, Antigone Davis, in 2018 alone there were 3500 reports, which prompted Facebook to activate emergency responders on average of 10 times per day to carry out a wellness check. Facebook staffers are even tasked with discerning whether a situation requires police intervention—a prospect which, at least in some communities in the United States, is layered in the historical mistrust of law enforcement and horrific police brutality. The idea of police carrying out mental health wellness checks in such communities based on a Facebook post may only serve to further exacerbate existing inequalities, and based on historical precedent, potentially even lead to violent encounters.

By collecting and analyzing data on a novel public health intervention, it can be argued that Facebook’s suicide detection algorithm is also a large-scale medical research project. The medical research community has strict standards for protecting the rights of research participants as outlined in the Belmont Report.

IV. WIDER CONSIDERATIONS

Mental illnesses, the individuals who experience them and their families, have a long history of being stigmatized in most societies. Stigma continues to be a reality for individuals with mental illness who either choose to disclose their illness or perhaps have it revealed without their consent. Because of the pervasiveness of stigma within many cultural contexts around the world, anti-stigma campaigns have not been widespread. It is within this context of mental illness stigma that Facebook’s suicide prevention algorithm and accompanying intervention pose a serious not only ethical but also cultural dilemma. Depending on whom the results of a positive suicide risk detected by the algorithm are reported to, an individual with mental illness could be ostracized from their community and support systems. For example, if a family member is made privy to the information, they may choose to dissociate with the identified family member, perhaps even repudiate them. Being disconnected from family is a devastating, stressful situation for any person, but for individuals with mental illness, such isolation
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and social upheaval may exacerbate symptoms. Especially for individuals experiencing suicidal thoughts, discord in interpersonal relationships can serve to intensify suicidal thoughts and often precipitate suicide attempts. To further compound the cultural ramifications of suicide risk detection with the suicide prevention algorithm, it is not really known how well the algorithm performs across various cultural contexts and languages. Though the algorithm is trained to detect key words and phrases related to suicide risk in English, Spanish, Portuguese, and Arabic, experts in the medical field question whether the algorithm works equally when applied to different ethnic groups, genders, and nationalities. Such unknowns leave room for the possibility of false positives, which can lead to numerous undesirable outcomes, included stigmatization, unnecessary psychiatric inpatient hospitalizations, trauma from stressful and potentially violent encounters with law enforcement, and exacerbation of mental illness symptoms and suicide risk.

Last but not least, it is important that the focus on social media does not draw too much attention from other forms of prediction mechanisms and interventions, and in particular those that involve human responses. For instance, the impressive reduction of suicide rates in Denmark demonstrate the significance of establishing suicide prevention clinics and psychiatric emergency outreach teams that offer counseling, therapy, or visits and practical support to persons with suicidal ideation or behavior. Any social media and algorithm-based strategies should carefully consider—and be linked to—human ‘hands on’ involvement. In that way social media-based strategies could help to further reduce suicide through supporting targeted interventions for selected risk groups.

V. CONCLUSIONS
Social media platforms, such as Facebook, have an enormous potential to greatly impact public health, for better or for worse. Suicidal behavior is influenced by social networks, and social media has expanded everyone’s social network on an exponential scale. As such, social media simultaneously has the ability to perpetuate suicidal behavior while also save lives. In acknowledgment of this influential role, Facebook developed a suicide risk detection algorithm. Though an appropriate response to such a serious public health problem as suicide, the use of the algorithm raises important legal, ethical, and cultural considerations that have not yet been adequately addressed. More
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discourse as well as appropriate research needs to occur in order to fully understand the ramifications of suicide detection algorithms implemented by social media platforms.

Facebook may consider it wise counsel to take a page from the field of human subjects research with respect to applying standardized ethical practices. Prior to collecting sensitive data from its users, an ethical review process must be carried out. Other scholars have suggested that to neglect such ethical practice raises serious safety concerns.\textsuperscript{64} Subsequent to this, data collection should only be done with the explicit approval of its users in the form of informed consent. The nature of informed consent in the medical field is an ongoing process. It is a continuous communication process to ensure respect and safeguard a patient’s autonomy.\textsuperscript{65} This ethical review process can be facilitated with social media platforms taking the role of fiduciaries and with the assistance of a panel of external impartial experts from various fields and diverse backgrounds. This process could turn into hard law and would at the very minimum serve to add a layer of transparency to what currently exists as an opaque process.
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