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ABSTRACT
In this paper, the existence and pathwise uniqueness of strong solutions for jump-type stochastic differential equations are investigated under non-Lipschitz conditions. A sufficient condition is obtained for ensuring the non-confluent property of strong solutions of jump-type stochastic differential equations. Moreover, some examples are given to illustrate our results.

1. Introduction
Jump-type stochastic differential equations (JSDEs), as natural extensions of stochastic differential equations (SDEs), have been widely applied to many fields of science and engineering such as physics, astronomy, finance, ecology, biology and so on. As for the applications in physics, Chudley and Elliott [5] applied JSDEs to describe atomic diffusion typically consists of jumps between vacant lattice sites. Bergquist et al. [1] illustrated the quantum jumps in a single atom by JSDEs. Gleyzes et al. [13] employed JSDEs to analyze the observation that the microscopic quantum system exhibits at random times sudden jumps between its states. Pellegrini [23] proved the existence and uniqueness of a solution for the jump-type stochastic Schrödinger equations. As for the applications in finance, Shreve [28] and Tankov [29] have enumerated many financial models which can be described by JSDEs. Some related work, we refer to [24–26]. Thus, it would be necessary to study some properties of solutions to JSDEs. In this paper, we mainly investigate some qualitative properties of solutions to JSDEs under non-Lipschitz conditions.

The linear growth condition guarantees that the solutions for JSDEs has no finite explosion time with probability one. However, the linear growth condition may not be satisfied in some practical situations. For instance, in the mathematical ecological models of [17,21], the coefficients do not satisfy the linear growth condition while non-explosion is still guaranteed. Some non-explosive results for general SDEs without jumps under the linear growth condition can be found in [8,9,18]. Thus, one natural question is: can we relax the linear growth condition for JSDEs? The first task of this paper is to provide a new sufficient super linear growth condition for ensuring the non-explosion of strong solutions for JSDEs.
In general, the usual method for studying the pathwise uniqueness of strong solutions for SDEs with Lipschitz conditions is to employ Gronwall’s inequality to demonstrate that the distance \(E^{1/2}[|\tilde{X}(t) - X(t)|^2]\) between two solutions \(\tilde{X}(t)\) and \(X(t)\) vanishes [15]. Unfortunately, as pointed out by Fang and Zhang [10], the usual method employed in the previous literature is not applicable without the usual Lipschitz condition. In 1971, Yamada and Watanabe [32] showed that the Lipschitz condition can be relaxed to the Hölder condition for one-dimensional SDEs. Recently, the pathwise uniqueness of strong solutions for SDEs with non-Lipschitz conditions has been studied by many authors (see, for example [18,27]). However, to the best of our knowledge, there are only a few papers dealing with the pathwise uniqueness of strong solutions for JSDEs with non-Lipschitz conditions (see [11,20]). The second task of this paper is to give a new non-lipschitz condition to guarantee the pathwise uniqueness of strong solutions to JSDEs.

On the other hand, the closely related non-confluent property (also known as the non-contact property) of strong solutions for SDEs with the Lipschitz condition has been studied by several authors (see, for example, [7,30] and the references therein). Moreover, some sufficient conditions are derived for ensuring the non-confluent property of strong solutions for SDEs without jumps with non-lipschitz coefficients in [10,18]. However, the non-confluent property of strong solutions for SDEs with jumps had not been studied until a sufficient condition was established by Xi and Zhu [31]. The third task of this paper is to give a new sufficient condition for ensuring the non-confluent property of strong solutions for SDEs with jumps.

The rest of this paper is structured as follows. Section 2 presents some necessary preliminaries including assumptions and lemmas. In Section 3, we obtain main results concerned with the non-explosion and pathwise uniqueness of strong solutions for JSDEs with super linear growth and non-Lipschitz conditions. Before concluding this paper, the non-confluent property of strong solutions for JSDEs is investigated in Section 4.

2. Preliminaries

Let \(\{p_1(t)\}\) and \(\{p_2(t)\}\) be two \(\mathcal{F}_t\)-Poisson point processes on \(U_1\) and \(U_2\) with characteristic measures \(v_1(du)\) and \(v_2(du)\), respectively, such that \(\{B_t\}, \{p_1(t)\}, \{p_2(t)\}\) are independent of each other. Let \(N_1(ds, du)\) and \(N_2(ds, du)\) be Poisson random measures associated with \(\{p_1(t)\}\) and \(\{p_2(t)\}\), respectively. Moreover, suppose that \(b : \mathbb{R} \to \mathbb{R}\) and \(\sigma : \mathbb{R} \to \mathbb{R}\) are two continuous functions, \(c_1 : \mathbb{R} \times U_1 \to \mathbb{R}\) and \(c_2 : \mathbb{R} \times U_2 \to \mathbb{R}\) are two Borel functions.

In this paper, we consider the following JSDE:

\[
X(t) = X_0 + \int_0^t \sigma(X(s)) \, dB_s + \int_0^t \int_{U_1} c_1(X(s-), u)N_1(ds, du) \\
+ \int_0^t b(X(s)) \, ds + \int_0^t \int_{U_2} c_2(X(s-), u)N_2(ds, du)
\]  

(1)

with \(\mathbb{E}[|X_0|^2] < \infty\), where

\[
\tilde{N}_1(dt, du) = N_1(dt, du) - v(dz) \, dt
\]
Lemma 2.1 ([11]): Following JSDE

\[ \text{naturalfiltration generated by } \{B_t\} \]

\[ \{ \text{countably many } N_t \} \text{ is the compensated Poisson random measure of } N_t \]

Assumption 2.2: Assume that there exists a non-decreasing and continuously differentiable function \( \rho: [0, \infty) \to [0, \infty) \) such that \( \rho(x) > 0 \) for \( x > 0 \) satisfying

\[ \int_{0+} \frac{ds}{\rho(s)} = \infty. \]  

(3)

Clearly, the following functions satisfy (3):

\[ \rho(x) = x(x > 0); \quad \rho(x) = -x \ln x \left( 0 < x \leq \frac{1}{e} \right); \]

\[ \rho(x) = x \ln(- \ln x) \left( 0 < x \leq \frac{1}{e} \right); \quad \rho(x) = 1 - x^2 \left( 0 < x \leq \frac{1}{e} \right). \]

Assumption 2.3: Suppose that there exists a constant \( \delta > 0 \) such that, for any \( x, y \in \mathbb{R} \) with \( 0 < |x - y| \leq \delta_0 \),
(i) \(\max\{(x - y)(b(x) - b(y)), |\sigma(x) - \sigma(y)|^2\} \leq |x - y|^{2 - \alpha} \rho(|x - y|^{\alpha})\);

(ii) \(\int_{U_1} \max\{|c_1(x, u) - c_1(y, u)|^{\alpha}, |x - y|^{\alpha - 1} \cdot |c_1(x, u) - c_1(y, u)|\} v_1(du) \leq \rho(|x - y|^{\alpha})\);

(iii) \(\int_{U_2} \max\{|c_2(x, u) - c_2(y, u)|^{\alpha}, |x - y|^{\alpha - 1} \cdot |c_2(x, u) - c_2(y, u)|\} v_2(du) \leq \rho(|x - y|^{\alpha})\).

Here \(0 \leq \alpha < +\infty\) is a fixed constant and \(\rho\) is defined in Assumption 2.1.

**Remark 2.1:** In particular, Assumption 2.3 reduces to the Lipschitz case when \(\alpha = 0\). Thus it is sufficient to consider the situation for \(0 < \alpha < +\infty\).

**Assumption 2.4:** Assume that there exist two non-decreasing, continuous functions \(\rho_1, \rho_2 : [0, \infty) \rightarrow [0, \infty)\) satisfying:

\[\int_{0^+} \frac{ds}{\rho_i(s)} = \infty, \quad i = 1, 2,\]

where \(\rho_1\) is concave. In addition, suppose that there exists a constant \(\delta_0 > 0\) such that, for any \(x, y \in \mathbb{R}\) with \(0 < |x - y| \leq \delta_0\),

(i) \((x - y)(b(x) - b(y)) + \int_{U_1} |c_2(x, u) - c_2(y, u)| v_2(du) \leq |x - y|\rho_1(|x - y|),\)

(ii) \(|\sigma(x) - \sigma(y)|^2 + \int_{U_1} |c_1(x, u) - c_1(y, u)|^2 v_1(du) \leq \rho_2(|x - y|)\).

Here \(c_1(x, u)\) is non-decreasing for each fixed \(u\).

**Assumption 2.5:** Suppose that

\[v_i(u \in U : \text{there exist } x, y \in \mathbb{R} \text{ with } x \neq y \text{ such that } |x - y + c_i(x, u) - c_i(y, u)| \leq \delta|x - y|) = 0, \quad i = 1, 2,\]

where \(\delta > 0\) is a fixed constant. In addition, assume that, for any \(x, y \in \mathbb{R}\),

(i) \((x - y)(b(x) - b(y)) \leq |x - y|^{2 + \alpha} \rho(|x - y|^{-\alpha});\)

(ii) \(|\sigma(x) - \sigma(y)|^2 \leq |x - y|^{2 + \alpha} \rho(|x - y|^{-\alpha});\)

(iii) \(\int_{U_1} |c_i(x, u) - c_i(y, u)| v_i(du) \leq |x - y|^{1 + \alpha} \rho(|x - y|^{-\alpha}), \quad i = 1, 2,\)

Here \(0 \leq \alpha < +\infty\) is a fixed constant and \(\rho\) is defined in Assumption 2.1.

**Remark 2.2:** If \(\alpha = 0\), then Assumption 2.5 reduces to the assumption in Corollary 3.3 in [31].

In order to obtain our main results, we also need the following lemmas.
Lemma 2.2 ([22]): Suppose that $X(t) \in \mathbb{R}$ is an Itô-Lévy process of the following form:

$$dX(t) = b(t, \omega) \, dt + \sigma(t, \omega) \, dB_t + \int_{\mathbb{R}} \gamma(t, u, \omega) \overline{N}(dt, du),$$

where

$$\overline{N}(x) = \begin{cases} N(dt, du) - \nu(du) \, dt, & \text{if } |u| < R; \\ N(dt, du), & \text{if } |u| \geq R \end{cases}$$

for some $R \in [0, +\infty)$. Let $f \in C^2(\mathbb{R}^2)$ and define $Y(t) = f(t, X(t))$. Then $Y(t)$ is again an Itô-Lévy process and

$$dY(t) = \frac{\partial f}{\partial t}(t, X(t)) \, dt + \frac{\partial f}{\partial x}(t, X(t)) \left[ b(t, \omega) \, dt + \sigma(t, \omega) \, dB_t \right]$$

$$+ \frac{1}{2} \sigma^2(t, X(t)) \frac{\partial^2 f}{\partial x^2}(t, X(t))$$

$$+ \int_{|z| < R} \left\{ f(t, X(t-)) + \gamma(t, u) - f(t, X(t-)) - \frac{\partial f}{\partial x}(t, X(t-)) \gamma(t, u) \right\} \nu(du) \, dt$$

$$+ \int_{\mathbb{R}} \left\{ f(t, X(t-)) + \gamma(t, u) - f(t, X(t-)) \right\} \overline{N}(dt, du).$$

In the sequel, for any $f \in C^n(\mathbb{R})$, we will replace $\left( \partial^n / \partial^n x \right) f(x)$ by $D^n f(x)$ for convenience.

Lemma 2.3: Let $u(t)$ and $g(t)$ be non-negative continuous functions, and $f(t)$ a non-negative continuously differentiable and non-decreasing function for all $t \geq 0$. Furthermore, suppose that $\rho : [0, +\infty) \to [0, +\infty)$ is a non-negative and non-decreasing continuous function with

$$\rho(t) = 0 \iff t = 0 \quad \text{and} \quad \int_{0+} \frac{ds}{\rho(s)} = \infty.$$

Then the inequality

$$u(t) \leq f(t) + \int_0^t g(s) \rho(u(s)) \, ds$$

implies the inequality

$$u(t) \leq \Omega^{-1} \left[ \Omega(f(t)) + \int_0^t g(s) \, ds \right],$$

where

$$\Omega(t) = \int_0^t \frac{ds}{\rho(s)}, \quad \forall \ t > 0.$$
Proof: Let
\[ v(t) = f(t) + \int_0^t g(s) \rho(u(s)) \, ds \]
and
\[ \phi(t) = \Omega(v(t)) - \Omega(f(t)) - \int_0^t g(s) \, ds. \]
Then \( \max\{u(t), f(t)\} \leq v(t) \).
By direct computations, we have
\[
\phi'(t) = \frac{f'(t) + g(t) \rho(u(t))}{\rho(v(t))} - \frac{f'(t)}{\rho(f(t))} - g(t)
\]
\[
= \frac{\rho(f(t)) - \rho(v(t))}{\rho(f(t)) \cdot \rho(v(t))} f'(t) + g(t) \frac{\rho(u(t)) - \rho(v(t))}{\rho(v(t))}
\]
\[
\leq 0.
\]
This shows that \( \phi(t) \) is non-increasing and
\[
\phi(t) = \Omega \left( f(t) + \int_0^t g(s) \rho(u(s)) \, ds \right) - \Omega(f(t)) - \int_0^t g(s) \, ds \leq \phi(0) = 0.
\]
Moreover, since \( \Omega(t) \) is increasing, one has
\[
\Omega(u(t)) \leq \Omega \left( f(t) + \int_0^t g(s) \rho(u(s)) \, ds \right) \leq \Omega(f(t)) + \int_0^t g(s) \, ds
\]
and so
\[
u(t) \leq \Omega^{-1} \left( \Omega(f(t)) + \int_0^t g(s) \, ds \right).
\]
On the other hand, define \( \Psi(t) = \int_1^t (ds/\rho(s)) \). Then \( \Psi(t) \) is increasing and satisfies \( \Psi(0) = -\infty \) since \( \int_0^t (ds/\rho(s)) = \infty \). Letting \( f(t) = 0 \), it follows that
\[
\Psi(u(t)) \leq \Psi(v(t)) = G(0) + \int_0^t \Psi'(v(s)) v'(s) \, ds = \Psi(0)
\]
\[
+ \int_0^t \frac{\Psi(u(s))}{\Psi(v(s))^2} g(s) \, ds \leq \Psi(0) + \int_0^t g(s) \, ds.
\]
Since \( \Psi(0) = -\infty \) and \( \int_0^t g(s) \, ds < +\infty \), we have \( \Psi(u(t)) = -\infty \) and \( u(t) = 0 \) consequently.

Remark 2.3: If \( f(t) = k > 0 \) is a constant function, then Lemma 2.3 reduces to the corresponding result in [3].
3. Non-explosion and Pathwise Uniqueness

Theorem 3.1: Under Assumption 2.2, the solutions for JSDE (1) do not explode in finite time.

Proof: Define
\[ \phi(x) = \exp \left\{ \int_0^x \frac{ds}{sY(s) + 1} \right\}, \quad x \geq 0. \]

By simple computations, we have
\[ \phi'(x) = \phi(x) \frac{1}{xY(x) + 1} \geq 0, \quad \phi''(x) = \phi(x) \frac{1 - Y(x) - xY'(x)}{(xY(x) + 1)^2} \leq 0. \]

Clearly, \( \phi(x) \) is a concave function with \( \phi(x) \to \infty \) as \( x \to \infty \). Moreover,
\[ D^{(1)} \phi(x^2) = \phi'(x^2) \cdot 2x, \quad D^{(2)} \phi(x^2) = 2\phi'(x^2) + \phi''(x^2) \cdot 4x^2. \]

Since \( \phi''(x) \leq 0 \), we know that
\[ \phi(y) \leq \phi(x) + (y - x)\phi'(x), \quad \forall x, y \in [0, \infty). \]

It follows that
\[ \phi \left( (X(s-) + c_1 (X(s-), u))^2 \right) - \phi(X^2(s-)) - D^{(1)} \phi \left( (X^2(s-)) \cdot c_1(X(s-), u) \right) \leq \phi'(X^2(s-)) \left[ 2X(s-)c_1(X(s-)) + c_1^2(X(s-), u) \right] - \phi'(X^2(s-)).2X(s-)c_1 (X(s-), u) \]
\[ = \phi'(X^2(s-))c_1^2(X(s-), u). \]

Let
\[ \tau_R := \inf \{ t \geq 0 : \text{max}(|\bar{X}(t)|, |X(t)|) \geq R \}. \]

Applying Lemma 2.2, one has
\[ \mathbb{E} \left[ \phi(X^2(t \wedge \tau_R)) \right] \]
\[ = \mathbb{E} [\phi(|X_0|^2)] + \mathbb{E} \left[ \int_0^{t \wedge \tau_R} D^{(1)} \phi(X^2(s))b(X(s)) + \frac{1}{2} \sigma^2(X(s))D^{(2)} \phi(X^2(s)) \, ds \right] \]
\[ + \mathbb{E} \left[ \int_0^{t \wedge \tau_R} \int_{U_1} \phi(|X(s-) + c_1(X(s-), u)|^2) - \phi(X^2(s-)) \right. \]
\[ - D^{(1)} \phi(|X^2(s-)|) \cdot c_1(X(s-), u) v_1(du) \, ds \]
\[ + \mathbb{E} \left[ \int_0^{t \wedge \tau_R} \int_{U_2} \phi \left( (X(s-) + c_2(X(s-), u))^2 \right) - \phi((X^2(s-))v_2(du) \, ds \right]. \]
\[ \begin{align*}
&\leq \mathbb{E}[\phi(|X_0|^2)] + \mathbb{E}\left[ \int_0^{t\wedge \tau_R} \phi'(X^2(s)) \cdot [2X(s)b(X(s)) + \sigma^2(X(s))] \right. \\
&+ 2(X^2(s))\phi''(X^2(s))\sigma^2(X(s)) \, ds \\
&+ \int_{U_1} \phi'(X^2(s-)) \cdot |c_1(X(s-), u)|^2 v_1(du) \, ds \\
&\left. + \mathbb{E}\left[ \int_0^{t\wedge \tau_R} \int_{U_3} \phi'(X^2(s-)) \cdot (2|c_2(X(s-), u)|^2 + X^2(s-))v_2(du) \, ds \right] \right].
\end{align*} \]

Since \( \phi''(x) \leq 0 \) and \( \int_{U_3} 1 \nu_2(du) \leq \int_{U_2} 1 \nu_2(du) \leq M \), by Assumption 2.2, we have
\[ \mathbb{E}\left[ \phi(X^2(t \wedge \tau_R)) \right] \leq \phi \left( \mathbb{E}[|X_0|^2] \right) + \mathbb{E}\left[ \int_0^{t\wedge \tau_R} \phi'(X^2(s)) \cdot (M + 1)\mu [X^2(s)\Upsilon(X^2(s)) + 1] \, ds \right] \]
\[ = \phi \left( \mathbb{E}[|X_0|^2] \right) + (M + 1)\mu \int_0^t \mathbb{E}[\phi(X^2(s \wedge \tau_R))] \, ds. \]

Thus, it follows from Gronwall’s inequality that
\[ \mathbb{E}\left[ \phi(X^2(t \wedge \tau_R)) \right] \leq \phi \left( \mathbb{E}[|X_0|^2] \right) \cdot e^{\mu(M+1)t}. \]

Letting \( |X(t \wedge \tau_R)| \to \infty \), we have \( t \to \infty \) as \( \mathbb{E}[|X_0|^2] < \infty \). Therefore, the solution has no finite explosion time.

\textbf{Theorem 3.2:} Under Assumptions 2.2 and 2.3, the pathwise uniqueness of strong solutions for JSDE (2) holds.

\textbf{Proof:} By the assumptions imposed on \( \rho \), we can find a strictly decreasing sequence \( \{a_n\} \subset (0, 1] \) such that

(i) \( a_0 = 1 \);
(ii) \( \lim_{n \to \infty} a_n = 0 \);
(iii) \( \int_{a_n}^{a_{n-1}} (1/\rho(r)) \, dr = n \) for every \( n \geq 1 \).

Clearly, for each \( n \geq 1 \), there exists a continuous function \( \rho_n \) on \( \mathbb{R} \) such that

(i) \( \rho_n(r) \) has a supported set \( (a_n, a_{n-1}) \);
(ii) \( 0 \leq \rho_n(r) \leq 2/n \rho(r) \) for every \( r > 0 \);
(iii) \( \int_{a_n}^{a_{n-1}} \rho_n(r) \, dr = 1 \).

Now we consider the following sequence of functions:
\[ \psi_n(r) = \int_0^{|r|} \int_0^r \rho_n(u) \, du \, dv, \quad r \in \mathbb{R}, \ n \geq 1. \]
Clearly, $\psi_n$ is even and twice continuously differentiable (except at $r = 0$) with the following properties:

(i) $|\psi'_n(r)| \leq 1$, $r \neq 0$;
(ii) $\lim_{n \to \infty} \psi_n(r) = |r|$, $r \neq 0$;
(iii) $\psi''_n(r) \leq (2/n\rho(r))I(a_n,a_{n-1})(r)$, $r \neq 0$.

Furthermore, for each $r > 0$, the sequence $\{\psi_n(r)\}_{n \geq 1}$ is non-decreasing. Note that for each $n \in \mathbb{N}$, $\psi_n$, $\psi'_n$ and $\psi''_n$ all vanish on the interval $(-a_n,a_n)$. By direct computations, we have, for $0 \neq x \in \mathbb{R}$,

$$D\psi_n(|x|^\alpha) = \frac{d}{dx} \psi_n(|x|^\alpha) = \psi'_n(|x|^\alpha) \cdot \alpha x \cdot |x|^\alpha - 2$$

and

$$D^2\psi_n(|x|^\alpha) = \psi''_n(|x|^\alpha) \cdot \alpha^2 |x|^{2\alpha - 2} + \psi'_n(|x|^\alpha) \cdot \alpha(\alpha - 1)|x|^\alpha - 2.$$ 

Next we suppose that $X$ and $\tilde{X}$ are two solutions for (2) of the following forms:

$$X(t) = X_0 + \int_0^t \sigma(X(s)) \, dB_s + \int_0^t \int_{U_1} c_1(X(s-), u) \tilde{N}_1(ds, du)$$

$$+ \int_0^t b(X(s)) \, ds + \int_0^t \int_{U_2} c_2(X(s-), u) N_2(ds, du)$$

and

$$\tilde{X}(t) = X_0 + \int_0^t \sigma(\tilde{X}(s)) \, dB_s + \int_0^t \int_{U_1} c_1(\tilde{X}(s-), u) \tilde{N}_1(ds, du)$$

$$+ \int_0^t b(\tilde{X}(s)) \, ds + \int_0^t \int_{U_2} c_2(\tilde{X}(s-), u) N_2(ds, du)$$

for all $t \geq 0$, where $x, \tilde{x} \in \mathbb{R}$.

Denote $\Delta_t := \tilde{X}(t) - X(t)$ for all $t \geq 0$ and define

$$S_{\delta_0} = \inf \{t \geq 0 : |\Delta_t| \geq \delta_0\} = \inf \{t \geq 0 : |\tilde{X}(t) - X(t)| \geq \delta_0\}.$$ 

For $R > 0$, let

$$\tau_R := \inf \{t \geq 0 : \max(|\tilde{X}(t)|, |X(t)|) \geq R\}.$$ 

Then, by Theorem 3.1, we have $\tau_R \to \infty$ a.s. as $R \to \infty$. Denote $t' = t \wedge \tau_R \wedge S_{\delta_0}$ and

$$\Delta_{c_i} = c_i(\tilde{X}(s-), u) - c_i(X(s-), u), \quad i = 1, 2.$$
Applying Lemma 2.2, we have

\[
\mathbb{E}\left[\psi_n(|\Delta_t|^{\alpha})\right] = \mathbb{E}\left[\int_0^{t^*} I_{(\Delta_s, \neq 0)} \left\{ D\psi_n(|\Delta_s|^{\alpha})(b(\bar{X}(s)) - b(X(s))) + \frac{1}{2} D^2\psi_n(|\Delta_s|^{\alpha})|\sigma(\bar{X}(s)) - \sigma(X(s))|^2 \, ds \right\} \right] \\
+ \mathbb{E}\left[\int_0^{t^*} \int_U \{ \psi_n(|\Delta_s + \Delta_{c_1}|^{\alpha}) - \psi_n(|\Delta_s|^{\alpha}) - I_{(\Delta_s, \neq 0)} D\psi_n(|\Delta_s|^{\alpha}) \cdot \Delta_{c_1} \} v_1(du) \, ds \right] \\
+ \int_0^{t^*} \int_U \{ \psi_n(|\Delta_s + \Delta_{c_2}|^{\alpha}) - \psi_n(|\Delta_s|^{\alpha}) \} v_2(du) \, ds \\
= J_1 + J_2.
\]

Since

\[|\psi'_n(r)| \leq 1, \quad \psi''_n(r) \leq \frac{2}{n\rho(r)} I_{(a_n, a_{n-1})}(r),\]

it follows from Assumption 2.3 that

\[J_1 \leq \mathbb{E}\left[\int_0^{t^*} I_{(\Delta_s, \neq 0)} \left\{ |\psi'_n(|\Delta_s|^{\alpha})| \cdot |\alpha| \cdot |\Delta_s|^{\alpha-2} (\bar{X}(s) - X(s))(b(\bar{X}(s)) - b(X(s))) + \frac{1}{2} \left\{ |\psi''_n(|\Delta_s|^{\alpha})| \cdot \alpha^2 |\Delta_s|^{2\alpha-2} + |\alpha(\alpha - 1)| \cdot \psi'_n(|\Delta_s|^{\alpha}) \cdot |\Delta_s|^{\alpha-2} \right\} |\sigma(\bar{X}(s)) - \sigma(X(s))|^2 \, ds \right\} \right] \]

\[\leq \mathbb{E}\left[\int_0^{t^*} I_{(\Delta_s, \neq 0)} \left[ |\alpha| \cdot |\Delta_s|^{\alpha-2} |\Delta_s|^{2-\alpha} \rho(|\Delta_s|^{\alpha}) + \frac{1}{2} \left\{ \frac{2}{n\rho(|\Delta_s|^{\alpha})} I_{(a_n, a_{n-1})}(|\Delta_s|^{\alpha}) \alpha^2 |\Delta_s|^{2\alpha-2} + |\alpha(\alpha - 1)| \cdot |\Delta_s|^{\alpha-2} \right\} |\Delta_s|^{2-\alpha} \rho(|\Delta_s|^{\alpha}) \right] \, ds \right] \]

\[\leq \mathbb{E}\left[\int_0^{t^*} \left( \frac{1}{2} |\alpha(\alpha - 1)| + |\alpha| \right) \cdot \rho(|\Delta_s|^{\alpha}) + \frac{\alpha^2 |\Delta_s|^{\alpha}}{n} I_{(a_n, a_{n-1})}(|\Delta_s|^{\alpha}) \, ds \right] \]

\[\leq \left( \frac{1}{2} |\alpha(\alpha - 1)| + |\alpha| \right) \mathbb{E}\left[\int_0^{t^*} \rho(|\Delta_s|^{\alpha}) \, ds \right] + \frac{\alpha^2 a_{n-1}^{\alpha}}{n} t'. \]

Regarding \(J_2\), by Lagrange's mean value theorem and the fact that \(|\psi'_n(r)| \leq 1\), we have the following cases:
Case I. For 0 < \alpha \leq 1, since \((A + B)^\alpha \leq A^\alpha + B^\alpha\) for all \(A, B \geq 0\), we know that there exists some \(\xi_1 \in [\|\Delta_s\|^\alpha, (\|\Delta_s\| + |\Delta_{c_i}|)^\alpha]\) such that
\[
\psi_n(|\Delta_s + \Delta_{c_i}|^\alpha) - \psi_n(|\Delta_s|^\alpha) \leq \psi_n(|\Delta_s|^\alpha + |\Delta_{c_i}|^\alpha) - \psi_n(|\Delta_s|^\alpha) \\
\leq |\psi'_n(\xi_1)| \cdot |\Delta_s|^\alpha + |\Delta_{c_i}|^\alpha - |\Delta_s|^\alpha | \\
\leq |\Delta_{c_i}|^\alpha.
\]

Case II. For 1 < \alpha < +\infty, since \((A + B)^{\alpha-1} \leq (2^{\alpha-2} + 1)(A^{\alpha-1} + B^{\alpha-1})\) for all \(A, B \geq 0\), there exists some \(\xi_2 \in [\min\{\Delta_s, \Delta_s + \Delta_{c_i}\}, \max\{\Delta_s, \Delta_s + \Delta_{c_i}\}]\) such that
\[
\psi_n(|\Delta_s + \Delta_{c_i}|^\alpha) - \psi_n(|\Delta_s|^\alpha) \leq \alpha|\psi'_n(\xi_2|^\alpha)| \cdot |\xi_2|^\alpha - 1 \cdot |\Delta_s + \Delta_{c_i} - \Delta_s| \\
\leq \alpha(|\Delta_s| + |\Delta_{c_i}|)^{\alpha-1}|\Delta_{c_i}| \\
\leq \alpha(2^{\alpha-2} + 1)(|\Delta_s|^{\alpha-1}|\Delta_{c_i}| + |\Delta_{c_i}|^\alpha),
\]
where the second inequality follows from
\[
0 \leq |\xi_2| \leq \max\{|\Delta_s|, |\Delta_s + \Delta_{c_i}|\} \leq |\Delta_s| + |\Delta_{c_i}|.
\]

Thus,
\[
J_2 \leq \mathbb{E}\left[\int_0^t \alpha(2^{\alpha-2} + 1) + 1 + 1)\rho(|\Delta_s|^\alpha) + \alpha\rho(|\Delta_s|^\alpha) + [\alpha(2^{\alpha-2} + 1) + 1)\rho(|\Delta_s|^\alpha) \right] ds \\
\leq \alpha(2^{\alpha} + 3) + 2 \cdot \mathbb{E}\left[\int_0^t \rho(|\Delta_s|^\alpha) ds \right] \\
\]
and so
\[
\mathbb{E}\left[\psi_n(|\Delta_r|^\alpha)\right] \leq p(\alpha)\mathbb{E}\left[\int_0^t \rho(|\Delta_s|^\alpha) ds \right] + \frac{\alpha^2 a_{n-1}}{n} t,
\]
where
\[
p(\alpha) = \frac{1}{2}|\alpha - 1| + |\alpha| + \alpha(2^{\alpha} + 3) + 2.
\]
Since \(\lim_{n \to \infty} \psi_n(r) = |r|\), letting \(n \to \infty\) yields
\[
\mathbb{E}\left[|\Delta_r|^\alpha\right] \leq p(\alpha)\mathbb{E}\left[\int_0^t \rho(|\Delta_s|^\alpha) ds \right] \\
\leq p(\alpha)\mathbb{E}\left[\int_0^{t \wedge T_R} \rho\left(|\Delta_{s\wedge S_0}|^\alpha\right) ds \right] \\
\leq p(\alpha)\int_0^{t} \rho \left(\mathbb{E}\left[|\Delta_{s\wedge S_0}|^\alpha\right]\right) ds,
\]
where the last inequality follows from Jensen’s inequality. It follows from Theorem 3.1, Fatou’s lemma and the monotone convergence theorem that
\[
\mathbb{E}[|\Delta_t \wedge S_0|^\alpha] \leq \lim_{R \to \infty} \mathbb{E}[|\Delta_r|^\alpha] \leq p(\alpha)\int_0^t \rho \left(\mathbb{E}[|\Delta_{s\wedge S_0}|^\alpha]\right) ds.
\]
Applying Lemma 2.3 yields that \(\mathbb{E}[|\Delta_t \wedge S_0|^\alpha] \to 0\) and so \(\Delta_t \wedge S_0 = 0\) a.s..
On the set \( \{ S_{\delta_0} \leq t \} \), we have \( |\Delta_t'| \geq \delta_0 \). Observing that \( 0 = \mathbb{E}[|\Delta_t \wedge S_{\delta_0}|^{\alpha}] \geq \delta_0^{\alpha} \mathbb{P}\{ S_{\delta_0} \leq t \} \), we have \( \mathbb{P}\{ S_{\delta_0} \leq t \} = 0 \) and hence \( \Delta_t = 0 \) a.s., which is the desired result. \( \blacksquare \)

**Remark 3.1:** We would like to point out that the proof method of Theorem 3.2 is similar to the one of Theorem 2.4 in [31].

**Theorem 3.3:** Under Assumptions 2.2 and 2.3, JSDE (1) has a unique non-explosive strong solution.

**Proof:** Similar to the proof of Theorem 2.2 in [20], applying Theorems 3.1 and 3.2, we know that there exists a unique non-explosive strong solution for (2). Thus, by Lemma 2.1, there also exists a unique strong non-explosive solution for (1). \( \blacksquare \)

**Corollary 3.1:** Under Assumptions 2.2 and 2.4, JSDE (1) has a unique non-explosive strong solution.

**Proof:** Similar to the proof of Theorem 3.2, replacing \( \rho(r) \) by \( \rho_2(r) \), we have

\[
D^2 \psi_n(|\Delta_s|) \sigma(\tilde{X}(s)) - \sigma(X(s)))^2 \leq \frac{2}{n \rho_2(|\Delta_s|)} I_{(an, an-1)}(|\Delta_s|) \cdot \rho_2(|\Delta_s|) = \frac{2}{n} I_{(an, an-1)}.
\]

For convenience, we denote \( \Delta_{c_1} = c_1(\tilde{X}(s - u), u) - c_1(X(s - u), u) \). By Taylor’s expansion, there exists some \( \eta = \Delta_s + \theta \Delta_{c_1} \) with a constant \( \theta \in (0, 1) \) such that

\[
\int_{U_1} \left[ \psi_n(|\Delta_s + \Delta_{c_1}|) - \psi_n(|\Delta_s|) - I_{[\Delta_s \neq 0]} D\psi_n(|\Delta_s|) \cdot (\Delta_{c_1}) \right] v_1(du) = \int_{U_1} \frac{1}{2} D^2 \psi_n(|\eta|) \cdot |\Delta_{c_1}|^2 v_1(du). \tag{6}
\]

Since \( c_1(x, u) \) is non-decreasing for fixed \( u \), we have \( \Delta_s \cdot \Delta_{c_1} \geq 0 \) and \( |\eta| \geq |\Delta_s| \). Thus, it follows from (6) that

\[
\int_{U_1} \left[ \psi_n(|\Delta_s + \Delta_{c_1}|) - \psi_n(|\Delta_s|) - I_{[\Delta_s \neq 0]} \cdot D\psi_n(|\Delta_s|) \cdot (\Delta_{c_1}) \right] v_1(du) \leq \frac{1}{2} \cdot \frac{2}{n \rho_2(|\Delta_s|)} \int_{U_1} |\Delta_{c_1}|^2 I_{(an, an-1)}(|\eta|) v_1(du) \leq \frac{I_{(an, an-1)}}{n}.
\]

The rest proof can be completed by the similar arguments to Theorems 3.2 and 3.3, and so we omit it here. \( \blacksquare \)

**Remark 3.2:** We would like to mention that Corollary 3.1 can be easily extended to the multi-dimensional case (see Theorem 3.3 of Fu and Li [11]).
Example 3.1: Consider the following SDE:

\[
X(t) = X_0 - \int_0^t |X(s)| \ln |X(s)| \, ds + \int_0^t \sqrt{|X(s)|} \, dB_s + \int_0^t \int_{|u| \leq 1} \sqrt{|X(s)|} \tilde{N}_1(ds, du)
+ \int_0^t \int_{|u| > 1} \gamma |u|X(s) N_2(ds, du).
\]  

(7)

Here \( \gamma \) is a positive constant such that \( \int_{|u| \leq 1} |\gamma u|^2 \nu(du) = 1 \). It is easy to show that, for any \( x > 0 \), the coefficient \( b(x) = -x \cdot \ln x \) satisfies Assumptions 2.1 and 2.2, and for any \( x \geq 0 \), the coefficient \( \sigma(x) = \sqrt{x} \) satisfies Assumption 2.2. Thus, \( b(x) \) and \( \sigma(x) \) are both non-Lipschitzian due to

\[
\lim_{x \to 0^+} b'(x) = \lim_{x \to 0^+} \sigma'(x) = +\infty.
\]

Furthermore,

\[
|b(x) - b(y)| = | \int_x^y 1 + \ln t \, dt | \leq \int_0^{|x-y|} |1 + \ln t| \, dt = |1 + \ln |x-y||
\]

for all \( 0 < x, y < 1/e \), and

\[
(\sigma(x) - \sigma(y))^2 \leq |x - y|
\]

for all \( x, y \geq 0 \). Thus, the coefficients of (7) satisfy Assumptions 2.2 and 2.4. By Corollary 3.1, we know that (7) has a unique non-explosive strong solution.

4. Non-confluent property

In this section, we present the non-confluent property of strong solutions to (1).

Definition 4.1: Suppose that (1) has a unique non-explosive strong solution \( X(t) \) for any initial value \( X_0 \). Then \( X(t) \) is said to have the non-confluent property if, for any \( x, y \in \mathbb{R} \) with \( x \neq y \),

\[
P\{X^x(t) \neq X^y(t), \text{ for all } t \geq 0\} = 1,
\]

where \( X^x \) and \( X^y \) denote the strong solutions of (1) with initial conditions \( x \) and \( y \), respectively.

Theorem 4.1: Suppose that Assumption 2.5 holds and (1) has a unique non-explosive strong solution \( X(t) \) for any initial value \( X(0) = x \in \mathbb{R} \). Then \( X(t) \) has the non-confluent property.
Proof: Consider the function \( R(x) = |x|^{-\alpha} \). For any \( x, y \in \mathbb{R} \) with \( x \neq 0 \) and \( |x + y| \geq \delta|x| \), where \( \delta \) is a fixed constant. We now claim that

\[
R(x + y) - R(x) - DR(x) \cdot y = \frac{|x|^\alpha - |x + y|^\alpha}{|x + y|^\alpha \cdot |x|^\alpha} - DR(x) \cdot y \leq K \frac{|x|^\alpha + |x|^{\alpha-1}|y|}{|x|^{2\alpha}}, \tag{8}
\]

where \( K > 0 \) is a constant. Indeed, it is enough to see that

\[-DR(x) \cdot y = \alpha x|x|^{-\alpha-2}y \leq \alpha \frac{|x|^{\alpha-1}|y|}{|x|^{2\alpha}}.\]

For \( |x| \leq |x + y| \), (8) is automatically satisfied. Thus, it is sufficient to consider the case for \( |x| \geq |x + y| \). For \( 0 \leq \alpha \leq 1 \),

\[|x|^\alpha - |x + y|^\alpha \leq |x|^\alpha.\]

For \( 1 < \alpha < +\infty \), there exists some \( \xi \in (|x + y|, |x|) \) such that

\[|x|^\alpha - |x + y|^\alpha = \alpha|\xi|^{\alpha-1}(|x| - |x + y|) \leq \alpha|x|^{\alpha-1}|y|.\]

Since \( |x + y| \geq \delta|x| \), (8) holds for \( K = (1/\delta^\alpha)(1 + 2\alpha) \).

For any \( x, \tilde{x} \in \mathbb{R} \) with \( x \neq \tilde{x} \), let \( X(t) \) and \( \tilde{X}(t) \) be two strong solutions for (1) of the following forms:

\[X(t) = x + \int_0^t \sigma(X(s)) \, dB_s + \int_0^t \int_{U_1} c_1(X(s-), u) \tilde{N}_1(ds, du) + \int_0^t b(X(s)) \, ds + \int_0^t \int_{U_2} c_2(X(s-), u) N_2(ds, du),\]

\[\tilde{X}(t) = \tilde{x} + \int_0^t \sigma(\tilde{X}(s)) \, dB_s + \int_0^t \int_{U_1} c_1(\tilde{X}(s-), u) \tilde{N}_1(ds, du) + \int_0^t b(\tilde{X}(s)) \, ds + \int_0^t \int_{U_2} c_2(\tilde{X}(s-), u) N_2(ds, du).\]

Denote \( \Delta_t = \tilde{X}(t) - X(t) \). Then \( |\Delta_0| = |x - \tilde{x}| > 0 \). For any \( 1/|\Delta_0| < n \in \mathbb{N} \) and \( R > \max\{|\tilde{x}|, |x|\} \), define

\[T_{1/n} := \inf \left\{ t \geq 0 : |\Delta_t| \leq \frac{1}{n} \right\},\]

\[T_0 := \inf \{ t \geq 0 : |\Delta_t| = 0 \},\]

\[\tau_R := \inf \{ t \geq 0 : \max\{|\tilde{X}(t)|, |X(t)|\} \geq R \}.\]

Obviously, \( T_0 = \lim_{n \to \infty} T_{1/n} \) and \( \lim_{R \to \infty} \tau_R = \infty \) a.s..
Let \( t' = t \land \tau_R \land T_{1/n} \) and

\[
\Delta_{c_i} = c_i(\bar{X}(s), u) - c_i(X(s), u), \quad i = 1, 2.
\]

It follows from (4), (8) and Lemma 2.2 that

\[
\mathbb{E} \left[ |\Delta_{t'}|^{-\alpha} \right] = |\Delta_0|^{-\alpha} + \mathbb{E} \left[ \int_0^{t'} -\alpha \Delta s \cdot |\Delta s|^{-\alpha-2} \cdot (b(\bar{X}(s)) - b(X(s))) + \frac{1}{2} |\sigma(\bar{X}(s)) - \sigma(X(s))|^2 \cdot \alpha + 1 \cdot |\Delta s|^{-\alpha-2} \, ds \right] + \mathbb{E} \left[ \int_0^{t'} \int_{U_1} \left( R(\Delta s + \Delta_{c_1}) - R(\Delta s) - D_R(\Delta s) \cdot \Delta_{c_1} \right) \nu_1(du) \, ds \right] + \mathbb{E} \left[ \int_0^{t'} \int_{U_2} \left( R(\Delta s + \Delta_{c_2}) - R(\Delta s) \right) \nu_2(du) \, ds \right] \leq |\Delta_0|^{-\alpha} + \mathbb{E} \left[ \int_0^{t'} \left( \alpha + \frac{1}{2} \alpha(\alpha + 1) \right) \cdot \rho(|\Delta s|^{-\alpha}) \, ds \right] + \mathbb{E} \left[ \int_0^{t'} \int_{U_1} K \left( |\Delta s|^{-\alpha} + |\Delta s|^{-\alpha-1} |\Delta_{c_1}| \right) \nu_1(du) \, ds \right] + \mathbb{E} \left[ \int_0^{t'} \int_{U_2} K' \left( |\Delta s|^{-\alpha} + |\Delta s|^{-\alpha-1} |\Delta_{c_2}| \right) \nu_2(du) \, ds \right] \leq |\Delta_0|^{-\alpha} + \mathbb{E} \left[ \int_0^{t'} K_1 |\Delta s|^{-\alpha} + K_2 \rho(|\Delta s|^{-\alpha}) \, ds \right],
\]

where

\[
K' = \frac{1}{\delta^\alpha}(1 + \alpha), \quad K_1 = M(K + K'), \quad K_2 = \alpha + \frac{1}{2} \alpha(\alpha + 1) + K + K'.
\]

Let \( \rho_0(x) = K_1 x + K_2 \rho(x) \). Then \( \rho_0 \) is also concave and non-decreasing with \( \rho_0(0) = 0 \). Moreover, there exists some \( x_0 \geq 0 \) such that, for any \( x \in [0, x_0] \), either \( \rho(x) \geq x \) or \( \rho(x) \leq x \) holds. Thus,

\[
\int_0^{x_0} \frac{1}{\rho_0(s)} \, ds \geq \int_0^{x_0} \frac{1}{(K_1 + K_2) \max\{\rho(s), s\}} \, ds = +\infty
\]

and consequently,

\[
\int_{x_0+}^{1+} \frac{1}{\rho_0(s)} \, ds = +\infty.
\]

Let \( u(t') = E[|\Delta_{t'}|^{-\alpha}] \). Then, by Jensen's inequality,

\[
0 \leq u(t') \leq |\Delta_0|^{-\alpha} + \int_0^{t'} \rho_0(u(s \land \tau_R \land T_{1/n})) \, ds.
\]
Applying Lemma 2.3,
\[ 0 \leq u(t') \leq \Omega^{-1} \left( \Omega \left( |\Delta_0|^{-\alpha} \right) + t' \right) < +\infty. \]

Letting \( R \to \infty \) and by Fatou's lemma, one has
\[
0 \leq u(t \wedge T_{1/n}) = \mathbb{E} \left[ |\Delta_{t \wedge T_{1/n}}|^{-\alpha} \right] \leq \Omega^{-1} \left( \Omega \left( |\Delta_0|^{-\alpha} \right) + t \wedge T_{1/n} \right) \leq \Omega^{-1} \left( \Omega \left( |\Delta_0|^{-\alpha} \right) + t \right) < +\infty.
\]

Since \( |\Delta_{T_{1/n}}| \leq 1/n \) holds on the set \( \{ T_{1/n} < t \} \) and \( R(x) = |x|^{-\alpha} \) is non-increasing for \( x > 0 \), it follows that
\[
\left( \frac{1}{n} \right)^{-\alpha} \mathbb{P}\{ T_{1/n} < t \} \leq \mathbb{E}[|\Delta_{t \wedge T_{1/n}}|^{-\alpha} \cdot I_{\{ T_{1/n} < t \}}] \leq \mathbb{E}[|\Delta_{t \wedge T_{1/n}}|^{-\alpha}] \leq \Omega^{-1} \left( \Omega \left( |\Delta_0|^{-\alpha} \right) + t \right) < +\infty
\]
and so
\[
\mathbb{P}\{ T_{1/n} < t \} \leq n^{-\alpha} \cdot \Omega^{-1} \left( \Omega \left( |\Delta_0|^{-\alpha} \right) + t \right).
\]
This shows that \( \mathbb{P}\{ T_0 < t \} = 0 \) holds for all \( t \geq 0 \). Thus, letting \( t \to \infty \), we have \( \mathbb{P}\{ T_0 < \infty \} = 0 \). In other words, \( |\Delta_0| > 0 \) a.s. on the interval \( [0, \infty) \), which completes the proof.

\[\Box\]

**Remark 4.1:** If \( \alpha = 0 \), our results reduces to Corollary 3.3 in [31].

**Example 4.1:** Consider the following SDE:
\[
X(t) = X_0 - \int_0^t \left[ X^3(s) + X^{1/3}(s) \right] ds + \int_0^t 2X(s) dB_s + \int_0^t \int_{|u| \leq 1} \gamma |u|X(s) \tilde{N}_1(ds, du) + \int_0^t \int_{|u| > 1} \gamma |u|X(s) N_2(ds, du). \tag{9}
\]
Here \( \gamma \) is a positive constant such that \( \int_{|u| \leq 1} |\gamma u|^2 \nu(du) = 1 \). Note that
\[ xb(x) = -x^4 - x^{4/3} \]
and
\[
(x - y)(b(x) - b(y)) = -(x - y)(x^{1/3} - y^{1/3} + x^3 - y^3) \leq -(x^{1/3} - y^{1/3})^2 \left[ (x^{1/3} + \frac{1}{2} y^{1/3})^2 + \frac{3}{4} y^{1/3} \right] - (x - y)^2 \left( (x + \frac{1}{2} y)^2 + \frac{3}{4} y^2 \right).
\]
We can check that the coefficients of (9) satisfy Assumptions 2.2, 2.3 and 2.5 for \( \alpha = 0 \). Thus, employing Theorem 3.3, we see that (9) has a unique non-explosive strong solution \( X(t) \) for any initial value \( X(0) = x \in \mathbb{R} \). According to Theorem 4.1, we know that \( X(t) \) has the non-confluent property.
5. Conclusions

This paper is devoted to study some qualitative properties of strong solutions for a class of JSDEs with the super linear growth and non-lipschitz conditions. We have obtained the non-explosive property of strong solutions for JSDEs with the super linear growth condition by applying similar arguments in [9]. By employing the Bihari-Lasalle inequality, we have also established the pathwise uniqueness of strong solutions to JSDEs with the non-Lipschitz condition, in which \( \mathbb{E}[|\tilde{X}(t) - X(t)|^\alpha] \) vanishes up to an appropriately defined stopping time by constructing a sequence of smooth functions. Moreover, we have showed the non-confluent property of strong solutions for JSDEs under some mild conditions.

These findings of the research have led the authors to the following main contributions: (i) it was relaxed for the usual linear growth condition which guarantees the non-explosive property of solutions; (ii) a generalized non-Lipschitz condition was given to guarantee the existence and uniqueness of the solution to the JSDEs; (iii) the method developed by [11,31] also works for uniqueness problem with respect to the JSDEs under the non-Lipschitz condition constructed in this paper, i.e. the non-Lipschitz condition in our paper has universality; (iv) non-confluent property of strong solutions to the JSDEs has been obtained under the nonlinear condition.

We would like to mention that JSDEs considered in this paper are all driven by Brownian motions and Poisson processes. It is well known that JSDEs driven by Lévy processes have attracted much attention recently (see, for example, [12,14,19,33]). Therefore, it would be crucial and interesting to extend the results of this paper to JSDEs driven by general Lévy processes. We also note that various theoretical results with applications for SDEs driven by fractional Brownian motions (fBms) have been studied extensively in literature; for instance, we refer the reader to [2,4,6,16,34] and the references therein. Thus, it would be important to extend our results to JSDEs driven by fBms. We plan to address these problems as we continue our research.
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