PANSU-WULFF SHAPES IN $\mathbb{H}^1$

JULIÁN POZUELO AND MANUEL RITORÉ

Abstract. We consider an asymmetric left-invariant norm $\|\cdot\|_K$ in the first Heisenberg group $\mathbb{H}^1$ induced by a convex body $K \subset \mathbb{R}^2$ containing the origin in its interior. Associated to $\|\cdot\|_K$ there is a perimeter functional, that coincides with the classical sub-Riemannian perimeter in case $K$ is the closed unit disk centered at the origin of $\mathbb{R}^2$. Under the assumption that $K$ has $C^2$ boundary with strictly positive geodesic curvature we compute the first variation formula of perimeter for sets with $C^2$ boundary. The localization of the variational formula in the non-singular part of the boundary, composed of the points where the tangent plane is not horizontal, allows us to define a mean curvature function $H_K$ out of the singular set. In the case of non-vanishing mean curvature, the condition that $H_K$ be constant implies that the non-singular portion of the boundary is foliated by horizontal liftings of translations of $\partial K$ dilated by a factor of $1/H_K$. Based on this we can defined a sphere $S_K$ with constant mean curvature 1 by considering the union of all horizontal liftings of $\partial K$ starting from $(0,0,0)$ until they meet again in a point of the vertical axis. We give some geometric properties of this sphere and, moreover, we prove that, up to non-homogeneous dilations and left-translations, they are the only solutions of the sub-Finsler isoperimetric problem in a restricted class of sets.
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1. Introduction

In this paper we consider critical points of the perimeter associated to an asymmetric sub-Finsler structure in the first Heisenberg group $\mathbb{H}^1$. Such a structure is defined by means of an asymmetric left-invariant norm $\|\cdot\|$ on the horizontal distribution $\mathcal{H}$ of $\mathbb{H}^1$, that is referred to in this paper simply as a norm. If we fix any basis of left-invariant horizontal vector fields, any left-invariant norm is uniquely
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determined by a convex body (compact set with non-empty interior) \( K \subset \mathbb{R}^2 \) containing 0 in its interior. We write \( ||\cdot||_K \) to indicate the dependence of the norm on \( K \). The case of a symmetric norm corresponds to a centrally symmetric convex body. The norm associated to the closed unit disc \( D \) centered at 0 coincides with the Euclidean norm and is denoted by \( |\cdot| \). Symmetric sub-Finsler structures in \( \mathbb{H}^1 \) have received intense interest recently, specially the study of geodesics [2, 1], see [27] for the classical sub-Riemannian case, and the associated Minkowski content [37]. General asymmetric sub-Finsler structures have an associated asymmetric distance and might have different metric properties, see [25, 26] and [6].

On \( \mathbb{H}^1 \) we always consider the standard basis of left-invariant vector fields

\[
X = \frac{\partial}{\partial x} + y \frac{\partial}{\partial t}, \quad Y = \frac{\partial}{\partial y} - x \frac{\partial}{\partial t}, \quad T = \frac{\partial}{\partial t},
\]

and the left-invariant Riemannian metric \( g \), also denoted by \( \langle \cdot, \cdot \rangle \), making \( X,Y,T \) orthonormal. The associated Riemannian measure is the Haar measure of the group, and coincides with the Lebesgue measure of the Euclidean space \( \mathbb{R}^3 \). The measure of a set \( E \) is the volume of the set and is denoted by \( \vert E \vert \). The volume element is denoted by \( d\mathbb{H}^1 \).

Given a left-invariant norm \( ||\cdot||_K \), a measurable set \( E \subset \mathbb{H}^1 \) and an open set \( \Omega \subset \mathbb{H}^1 \), we define the sub-Finsler perimeter of \( E \) in \( \Omega \) by

\[
|\partial E|_K(\Omega) = \sup \left\{ \int_E \text{div} U \, d\mathbb{H}^1 : U \in \mathcal{H}_0^1(\Omega), ||U||_{K,\infty} \leq 1 \right\},
\]

where \( \mathcal{H}_0^1(\Omega) \) is the set of \( C^1 \) horizontal vector fields with compact support in \( \Omega \) and \( ||\cdot||_{K,\infty} \) is the infinity norm associated to \( ||\cdot||_K \). The perimeter associated to the Euclidean norm \( |\cdot| \) is the sub-Riemannian perimeter as it is defined in [20, 17, 16]. A set has finite perimeter for a given norm if and only if it has finite perimeter for the standard sub-Riemannian perimeter. Hence all known results in the standard case apply to the sub-Finsler perimeter.

In case the boundary \( S \) of \( E \) is a \( C^1 \) or Euclidean lipschitz surface, the perimeter of \( E \) is given by the sub-Finsler area functional

\[
(*) \quad A_K(S) = \int_S ||N_h||_{K,*} \, dS,
\]

where \( ||\cdot||_{K,*} \) is the dual norm of \( ||\cdot||_K \), \( N_h \) is the orthogonal projection to the horizontal distribution of the Riemannian unit normal \( N \), and \( dS \) is the Riemannian measure on \( S \).

If we consider a convex set \( K \) with boundary of class \( C^2_+ \) (i.e., so that \( \partial K \) is of class \( C^2 \) and \( \partial K \) has positive geodesic curvature everywhere), we may compute the first variation of the area functional associated to a vector field \( U \) with compact support in the regular part of \( S \) to get

\[
A_K'(0) = \int_S u \left( \text{div}_S \eta_K \right) \, dS.
\]

In this formula \( u = \langle U, N \rangle \) is the normal component of the variation and \( \text{div}_S \eta_K \) is the divergence on \( S \) of the vector field \( \eta_K = \pi_K(\nu_h) \), where \( \nu_h = N_h/|N_h| \) is the horizontal unit normal and \( \pi_K \) is the map projecting any vector \( v \neq 0 \) to the intersection of the supporting line in the direction of \( v \) with \( ||\cdot||_K = 1 \) (the boundary of \( K \)). The strict convexity of \( ||\cdot||_K \) implies that this map is well-defined.
The function $H_K = \text{div}_S \eta_K$ appearing in the first variation of perimeter is called the \textit{mean curvature} of $S$. Further calculations imply that $H_K$ is equal to $\langle D_Z \eta_K, Z \rangle$, where $Z = -J(\nu_h)$ is the horizontal direction on the regular part of $S$. Hence the mean curvature function is localized on the horizontal curves of $S$. It is not difficult to check that a horizontal curve in a surface with mean curvature $H_K$ must satisfy a differential equation depending on $H_K$. Hence we can reconstruct the regular part of a surface with prescribed mean curvature by taking solutions of this differential equation. Furthermore, we might be able classify surfaces with prescribed mean curvature by classifying solutions of this ordinary differential equation and by looking at the interaction of these curves with the singular set $S_0$ of $S$ composed of the points where the tangent plane is horizontal, as was done in [36] for the standard sub-Riemannian perimeter.

Key observations are that horizontal straight lines are solutions of the differential equation for $H_K = 0$ and that horizontal liftings of the curve $||\cdot||_K = 1$ are solutions for $H_K = 1$. The strict convexity of $||\cdot||_K = 1$ together with the invariance of the equation by left-translations and dilations imply that all solutions are of this type.

Hence, given a convex body $K \subset \mathbb{R}^2$ containing 0 in its interior and its associated left–invariant norm $||\cdot||_K$, we consider the set $\mathbb{B}_K$ obtained as the ball enclosed by the horizontal liftings of all translations of the curve $\partial K$ containing 0. It is not difficult to prove that this way we obtain a topological sphere $S_K$ with two poles on the same vertical line, that is the union of two graphs. Moreover the boundary of $\mathbb{B}_K$ is $C^2$ outside the poles (indeed $C^\ell$ if the boundary of $K$ is of class $C^\ell$, $\ell \geq 2$) and of regularity $C^2$ around the poles. When $K = D$, these sets were build by P. Pansu [32] and are frequently referred to as Pansu spheres. We remark that Pansu spheres’ $\mathbb{B}_D$ are of class $C^2$ but not $C^3$ near the singular points, see Proposition 3.15 in [7] and Example 3.3 in [36].

![Figure 1](image-url) The set $\mathbb{B}_K$ when $K$ is the unit ball of the $r$-norm

$$|| (x,y) ||_r = (|x|^r + |y|^r)^{1/r}, \quad r = 1.5$$

We observe that these objects have constant mean curvature. Hence they are critical points of the sub-Finsler area functional under a volume constraint. Further evidence that they have stronger minimization properties is given in Section 6,
The set $\mathbb{B}_K$ when $K$ is a smooth approximation of the triangular norm where it is proven that, under a geometric condition, a set of finite perimeter $E$ with volume equal to the volume of $\mathbb{B}_K$ has perimeter larger than or equal to the one of the ball $\mathbb{B}_K$. A slightly weaker result for the Euclidean norm was proven in [34].

We have organized this paper into several sections. In the next one we fix notation and give some background, focusing specially in properties of the sub-Finsler perimeter. In section 3 we compute the first variation of perimeter for surfaces of class $C^2$ and prove the property that the regular part of the surface is foliated by horizontal liftings of translations of homothetic expansions of $\partial K$. In section 4 we define the Pansu-Wulff shapes and compute some examples and prove regularity properties of these objects. In Section 5 we study some geometric properties of the Pansu-Wulff shapes and, finally, in Section 6 we obtain a minimization property of these Pansu-Wulff shapes. This property indicates that these shapes are good candidates to be solutions of the sub-Finsler isoperimetric problem in $\mathbb{H}^1$.

Some justification on the terminology Pansu-Wulff shape must be given. Consider a norm $\| \cdot \|$ in Euclidean space and its dual norm $\| \cdot \|^*$. For a Lipschitz surface $S$, the integral

$$\int_S \| N \|^* dS,$$

where $N$ is an a.e. unit normal to $S$, defines a functional that represents the Gibbs free energy, proportional to the area of the surface of contact and to the surface tension, of an anisotropic interface separating two fluids or gases. The contribution of each element of area depends on the orientation. An equilibrium state is obtained by minimizing the free energy for a drop of given volume. This is an isoperimetric problem in mathematical terms.

The solutions of this problem were described by the crystallographer G. Wulff in 1895: they are translations and dilations of the set $\{ x \in \mathbb{R} : \| x \| \leq 1 \}$, usually referred to as the Wulff shape of the free energy. A first mathematical proof of this fact was given by Dinghas [8]. Other versions of Wulff’s results were given...
by Busemann [4], Taylor [39], Fonseca [11] and Fonseca and Müller [12]; see also Gardner [19] and Burago and Zalgaller [3].

The counterpart of the free energy in the Heisenberg group $\mathbb{H}^1$ is given in formula (*). When $K = D$ we obtain the classical sub-Riemannian area. In his Ph. Thesis, Pansu exhibited in [32] an example of an area-stationary candidate, that coincides with the sub-Finsler Wulff shape we obtain this paper, and conjectured that this set is a solution of the sub-Riemannian isoperimetric problem in $\mathbb{H}^1$. While many partial results have been obtained in the direction of proving this conjecture, see [35, 36, 34, 30, 13, 29, 28, 22, 7, 14] and the monograph [5], it still remains open.

The authors were informed recently of the paper [15], where the same problem is considered.

The authors thank César Rosales for interesting discussions and Enrico Le Donne for suggesting the terminology Pansu-Wulff shapes.

2. Preliminaries

2.1. The Heisenberg group $\mathbb{H}^1$. The Lie group $(\mathbb{R}^3, *)$, where $*$ is the product defined, for any pair of points $[z, t], [z', t'] \in \mathbb{R}^3 = \mathbb{C} \times \mathbb{R}$, by

$$ [z, t] \ast [z', t'] := [z + z', t + t' + \text{Im}(z\bar{z}')], \quad (z = x + iy). $$

is referred to as the first Heisenberg group and denoted by $\mathbb{H}^1$. For $p \in \mathbb{H}^1$, the left translation by $p$ is the diffeomorphism $L_p(q) = p \ast q$. A basis of left invariant vector fields is given by

$$ X := \frac{\partial}{\partial x} + y \frac{\partial}{\partial t}, \quad Y := \frac{\partial}{\partial y} - x \frac{\partial}{\partial t}, \quad T := \frac{\partial}{\partial t}. $$

The *horizontal distribution* $\mathcal{H}$ in $\mathbb{H}^1$ is the smooth planar distribution generated by $X$ and $Y$. The *horizontal projection* of a vector $U$ onto $\mathcal{H}$ will be denoted by $U_h$. A vector field $U$ is called *horizontal* if $U = U_h$. A *horizontal curve* is a $C^1$ curve whose tangent vector lies in the horizontal distribution.

We denote by $[U, V]$ the Lie bracket of two $C^1$ vector fields $U, V$ on $\mathbb{H}^1$. Note that $[X, T] = [Y, T] = 0$, while $[X, Y] = -2T$. The last equality implies that $\mathcal{H}$ is a bracket generating distribution. Moreover, by Frobenius Theorem we have that $\mathcal{H}$ is nonintegrable. The vector fields $X$ and $Y$ generate the kernel of the (contact) 1-form $\omega := -y \, dx + x \, dy + dt$.

We shall consider on $\mathbb{H}^1$ the (left invariant) Riemannian metric $g = \langle \cdot, \cdot \rangle$ so that $\{X, Y, T\}$ is an orthonormal basis at every point, and the associated Levi-Civitá connection $D$. The modulus of a vector field $U$ with respect to this Riemannian metric will be denoted by $|U|$. The following derivatives can be easily computed

$$ D_X X = 0, \quad D_Y Y = 0, \quad D_T T = 0,$$

$$ D_X Y = -T, \quad D_X T = Y, \quad D_Y T = -X,$$

$$ D_Y X = T, \quad D_T X = Y, \quad D_T Y = -X. \quad (2.1)$$

For any vector field $U$ on $\mathbb{H}^1$ we define $J(U) = D_U T$. Then we have $J(X) = Y$, $J(Y) = -X$ and $J(T) = 0$, so that $J^2 = -\text{Id}$ when restricted to the horizontal distribution.

We consider the first Heisenberg group $\mathbb{H}^1$, and refer to [36] for notation and background.
2.2. The pseudo-hermitian connection. The pseudo-hermitian connection $\nabla$ on $\mathbb{H}^1$ is the only affine connection satisfying the following properties:

1. $\nabla$ is a metric connection,
2. $\text{Tor}(U, V) = 2 \langle J(U), V \rangle T$ for all vector fields $U, V$.

The existence of the pseudo-hermitian connection can be easily obtained adapting the proof of existence of the Levi-Civita connection, see Theorem 3.6 in [9].

We shall use the following relation between the pseudo-hermitian and the Levi-Civita connections.

**Lemma 2.1.** Let $U, V$ and $W$ be vector fields where $V$ and $W$ are horizontal. Then the following equation holds

\begin{equation}
\langle \nabla_U V, W \rangle = \langle D_U V, W \rangle + \langle J(W), V \rangle \langle T, U \rangle.
\end{equation}

In particular

\begin{equation}
\nabla_U V = D_U V - \langle \dot{\gamma}, T \rangle J(V).
\end{equation}

**Proof.** By Koszul formula, see § 3 in [9]. The terms in the first two lines are equal to $\langle D_U V, W \rangle$. The last three terms can be computed using the expression for the torsion to get

$\langle J(W), V \rangle \langle T, U \rangle$.

This proves (2.2). \qed

Using Koszul formula it can be easily seen that $\nabla X = \nabla Y = 0$.

**Corollary 2.2.** Let $\gamma : I \to S$ be a curve on $\mathbb{H}^1$ and let $\nabla/ds$, $D/ds$ be the covariant derivatives induced by the pseudo-hermitian connection and the Levi-Civita connection in $\gamma$, respectively. Let $V$ be a vector field along $\gamma$. Then we have

\begin{equation}
\nabla_{ds} V = \frac{D}{ds} V - \langle \dot{\gamma}, T \rangle J(V).
\end{equation}

In particular, if $\gamma$ is a horizontal curve, the covariant derivatives coincide.

2.3. Sub-Finsler norms. The notion of norm we use in these notes is the one of asymmetric norm. This is a function $\| \cdot \| : V \to \mathbb{R}$ defined on a finite-dimensional real vector space $V$ satisfying

1. $\|v\| = 0$ if and only if $v = 0$,
2. $\|\lambda v\| = \|v\|$, for all $\lambda \geq 0$ and $v \in V$, and
3. $\|v + w\| \leq \|v\| + \|w\|$, for all $v, w \in V$.

We stress the fact that we are not assuming the symmetry property $\| - v\| = \|v\|$.

Associated to a given a norm $\| \cdot \|$ in $V$ we have the set $F = \{ u \in V : \|u\| \leq 1 \}$, which is compact, convex and includes 0 in its interior. Reciprocally, given a compact convex set $K$ with $0 \in \text{int}(K)$, the function $\|u\|_K = \inf \{ \lambda \geq 0 : u \in \lambda K \}$ defines a norm in $V$ so that $F = \{ u \in V : \|u\|_K \leq 1 \}$. The set $F$ is referred to as the closed unit ball (centered at 0) of the norm $\|\cdot\|$.

Given a norm $\| \cdot \|$ and an scalar product $\langle \cdot, \cdot \rangle$ in $V$, we consider its dual norm $\| \cdot \|_*$ of $\| \cdot \|$ with respect to $\langle \cdot, \cdot \rangle$ defined by

$\|u\|_* = \sup_{\|v\| \leq 1} \langle u, v \rangle$. 
The dual norm is the support function \( h \) of the unit ball \( K = \{ u \in V : \| u \| \leq 1 \} \) with respect to the scalar product \( \langle \cdot , \cdot \rangle \). From this point on, we assume that \( \| \cdot \| \) is smooth (i.e., it is \( C^\infty \) in \( V \setminus \{ 0 \} \)) and strictly convex:

\[
\| \alpha u + (1 - \lambda) v \| < 1, \quad \text{for all } \lambda \in (0,1), \text{ when } u \neq v, \| u \| = \| v \| = 1.
\]

Given \( u \in V \), the compactness of the unit ball of \( \| \cdot \| \) and the continuity of \( \| \cdot \| \) implies the existence of \( u_0 \in V \) satisfying equality \( \| u \|_\ast = \langle u, u_0 \rangle \). Moreover, it can be easily checked that \( \| u_0 \| = 1 \). In general, a point \( u_0 \) satisfying this property is not unique, but uniqueness follows from the assumption that \( \| \cdot \| \) is strictly convex: this is proved by contradiction assuming the existence of another point \( u'_0 \) with \( \| u'_0 \| \leq 1 \) satisfying \( \| u \|_\ast = \langle u, u'_0 \rangle \). Of course \( u'_0 \) must also satisfy \( \| u'_0 \| = 1 \). Then all the points \( v \) in the segment \([u_0, u'_0]\) satisfy \( \| v \| \leq 1 \) and \( \| u \|_\ast = \langle u, v \rangle \); hence \( \| v \| = 1 \). But this contradicts the strict convexity of \( \| \cdot \| \) unless \( u_0 = u'_0 \). We shall define \( \pi(u) \) as the only vector satisfying \( \| \pi(u) \| = 1 \) and

\[
\pi(u) = \| u \|_\ast = \langle u, \pi(u) \rangle.
\]

If \( \lambda > 0 \) then it is easily checked that \( \pi(\lambda u) = \pi(u) \).

We further assume that \( K \) is of class \( C^\ell_+ \), with \( \ell \geq 2 \). This means that \( \partial K \) is of class \( C^\ell \), \( \ell \geq 2 \), and that the geodesic curvature of \( \partial K \) is everywhere positive. Hence the Gauss map \( N : \partial K \to S^1 \) to the unit circle is a diffeomorphism of class \( C^{\ell-1} \). Since \( \pi = N^{-1} \) we conclude that \( \pi \) is of class \( C^{\ell-1} \). Moreover, by Corollary 1.7.3 in [38] we have

\[
\nabla h(u) = N^{-1}\left(\frac{u}{\| u \|}\right),
\]

and so \( h \) is of class \( C^\ell \).

Given a norm \( \| \cdot \|_0 \) in \( \mathcal{H}_0 \), we extend it by left-invariance to a norm \( \| \cdot \| \) in the whole horizontal distribution \( \mathcal{H} \) by means of the formula

\[
\| v \|_p = \| df_p^{-1}(v) \|_0, \quad p \in \mathbb{H}^1, v \in \mathcal{H}_p.
\]

In particular, for a horizontal vector field \( fX + gY \), its norm at a point \( p \in \mathbb{H}^1 \) is given by \( \| f(p)X_0 + g(p)Y_0 \|_0 \). Identifying the vector \( aX_0 + bY_0 \in \mathcal{H}_0 \) with the Euclidean vector \((a,b)\), we can define a norm in \( \mathbb{R}^2 \) by the formula \( \| (a,b) \|_\ast = \| aX_0 + bY_0 \|_0 \).

We consider the norm \( \| \cdot \|_\ast \), dual to \( \| \cdot \|_0 \) in \( \mathcal{H}_0 \), and we extend it by left-invariance to a norm \( \| \cdot \|_\ast \) in \( \mathcal{H} \). It can be easily checked that \( \| \cdot \|_\ast \) is the dual norm to \( \| \cdot \|_p \), since

\[
\| v \|_\ast = \sup_{\| w \|_0 \leq 1, w \in \mathcal{H}_0} \langle f_p^{-1}(v), w \rangle = \sup_{\| w \|_p \leq 1, w \in \mathcal{H}_p} \langle v, w' \rangle = \| v \|_p \ast.
\]

When \( \| \cdot \|_0 \) is \( C^\ell_+ \) with \( \ell \geq 2 \), all norms \( \| \cdot \|_p \) are \( C^\ell_+ \). Given a horizontal vector field \( U \) of class \( C^1 \), we define \( \pi(U) \) as the \( C^1 \) horizontal vector field satisfying

\[
\| U \|_\ast = \langle U, \pi(U) \rangle,
\]

or, equivalently, \( \| U \|_p \ast = \langle U_p, \pi(U)_p \rangle \) for all \( p \in \mathbb{H}^1 \). We recall that \( \pi(fU) = \pi(U) \) for any positive smooth function \( f \).
2.4. sub-Finsler perimeter. Let \( E \subset \mathbb{H}^1 \) be a measurable set, \( \| \cdot \|_K \) the left-invariant norm associated to a convex body \( K \subset \mathbb{R}^2 \) so that \( 0 \in \text{int}(K) \), and \( \Omega \subset \mathbb{H}^1 \) an open subset. We say that \( E \) has locally finite \( K \)-perimeter in \( \Omega \) if for any relatively compact open set \( V \subset \Omega \) we have

\[
|\partial E|_K(V) = \sup \left\{ \int_E \text{div}(U) d\mathbb{H}^1 : U \in \mathcal{H}_0^1(V), \|U\|_{K,\infty} \leq 1 \right\} < +\infty.
\]

In this expression, \( \mathcal{H}_0^1(V) \) is the space of horizontal vector fields of class \( C^1 \) with compact support in \( V \), and \( \|U\|_{K,\infty} = \sup_{p \in V} \|U_p\|_K \). The integral is computed with respect to the Riemannian measure \( d\mathbb{H}^1 \) of this left-invariant metric.

Let \( K, K' \) bounded convex bodies containing \( 0 \) in its interior. Then there exist constants \( \alpha, \beta > 0 \) such that

\[
\alpha\|x\|_{K'} \leq \|x\|_K \leq \beta\|x\|_{K'}, \quad \text{for all } x \in \mathbb{R}^2.
\]

Let \( E \subset \mathbb{H}^1 \) be a measurable set, \( \Omega \subset \mathbb{H}^1 \) an open set and \( V \subset \Omega \) a relatively open set. Take \( U \in \mathcal{H}_0^1(V) \) a vector field with \( \|U\|_{K,\infty} \leq 1 \). Hence \( \|\alpha U\|_{K'} \leq \|U\|_K \leq 1 \) and

\[
\int_E \text{div}(U) d\mathbb{H}^1 = \frac{1}{\alpha} \int_E \text{div}(\alpha U) d\mathbb{H}^1 \leq \frac{1}{\alpha} |\partial E|_{K'}(V),
\]

Taking supremum over the set of \( C^1 \) horizontal vector fields with compact support in \( V \) and \( \| \cdot \|_K \leq 1 \), we get \( |\partial E|_{K'}(V) \leq \frac{1}{\alpha} |\partial E|_K(V) \). In a similar way we get the inequality \( \frac{1}{\beta} |\partial E|_{K'}(V) \leq |\partial E|_K(V) \), so that we have

\[
(2.7) \quad \frac{1}{\beta} |\partial E|_{K'}(V) \leq |\partial E|_K(V) \leq \frac{1}{\alpha} |\partial E|_{K'}(V).
\]

As a consequence, \( E \) has locally finite \( K \)-perimeter if and only if it has locally finite \( K' \)-perimeter.

Let \( E \subset \mathbb{H}^1 \) be a set with locally finite \( K \)-perimeter in \( \Omega \). Given the standard basis \( X, Y \) of the horizontal distribution, we can define a linear functional \( L : C^1_0(\Omega, \mathbb{R}^2) \to \mathbb{R} \) by

\[
L(g) = L((g_1, g_2)) = \int_E \text{div}(g_1 X + g_2 Y) d\mathbb{H}^1.
\]

For any relatively compact open set \( V \subset \Omega \) we have

\[
C(V) := \sup \left\{ L(g) : g \in C^1_0(V, \mathbb{R}^2), \|g\|_{K,\infty} \leq 1 \right\} < +\infty.
\]

We fix any compact subset \( C \subset \Omega \) and take a relatively compact open set \( V \) such that \( C \subset V \subset \Omega \). For each \( g \in C_0(\Omega, \mathbb{R}^2) \) with support in \( K \) we can find a sequence of \( C^1 \) functions \( (g_i)_{i \in \mathbb{N}} \) with support in \( V \) such that \( g_i \) converges uniformly to \( g \). Hence equality

\[
\overline{L}(g) = \lim_{i \to \infty} L(g_i)
\]

allows to extend \( L \) to a linear functional \( \overline{L} : C_0(\Omega, \mathbb{R}^2) \to \mathbb{R} \) satisfying

\[
\sup \left\{ \overline{L}(g) : g \in C_0(\Omega, \mathbb{R}^2), \text{supp}(g) \subset C, \|g\|_{K,\infty} \leq 1 \right\} \leq C(V) < +\infty.
\]

The proof of the Riesz Representation Theorem, see § 1.8 in [10], can be adapted to obtain the existence of a Radon measure \( \mu_K \) on \( \Omega \) and a \( \mu_K \)-measurable horizontal vector field \( \nu_K \) in \( \Omega \) so that \( \nu_K = \nu_1 X + \nu_2 Y \), with \( (\nu_1, \nu_2) : \Omega \to \mathbb{R}^2 \) a \( \mu_K \)-measurable function, satisfying

\[
\overline{L}(g) = \int_\Omega \left( g_1 X + g_2 Y, \nu_K \right) d\mu_K.
\]
The measure $\mu_K$ is the total variation measure

$$\mu_K(V) = \sup \{ \bar{L}(g) : g \in C_0(\Omega, \mathbb{R}^2), \text{supp}(g) \subset V, ||g||_{K, \infty} \leq 1 \}$$

that coincides with $|\partial E|_K(V)$ because $\mathcal{T}$ is a continuous extension of $L$. Henceforth we denote $\mu_K$ by $|\partial E|_K$.

Let us check that

$$(2.11) \quad ||(\nu_K)_p||_{K,*} = 1 \text{ for } |\partial E|_K-a.e. \ p.$$ 

Here $|| \cdot ||_{K,*}$ is the dual norm of $|| \cdot ||_K$. To prove (2.8) we take a relatively compact open set $V \subset \Omega$ and $g \in C_0(\Omega, \mathbb{R}^2)$ with supp$(g) \subset V$ and $||g||_{K, \infty} \leq 1$. Since $\langle g_1 X + g_2 Y, \nu_K \rangle \leq ||\nu_K||_{K,*}$ we have

$$\mathcal{T}(g) \leq \int_V ||\nu_K||_{K,*} d|\partial E|_K.$$ 

Taking supremum over such $g$ we have

$$|\partial E|_K(V) \leq \int_V ||\nu_K||_{K,*} d|\partial E|_K.$$ 

On the other hand, we can take a sequence of functions $(h_i) = ((h_1)_i, (h_2)_i)$ with support in $V$ such that $||h_i||_K \leq 1$ and $\langle (h_1)_i X + (h_2)_i Y, \nu_K \rangle$ converges to $||\nu_K||_{K,*}$ $|\partial E|_K$-a.e. This is a consequence of Lusin’s Theorem, see § 1.2 in [10], and follows by approximating the measurable function $\pi_K(\nu_K)$ by continuous uniformly bounded functions. Then we would have

$$\int_V ||\nu_K||_{K,*} d|\partial E|_K = \lim_{i \to \infty} \langle (h_1)_i X + (h_2)_i Y, \nu_K \rangle d|\partial E|_K \leq |\partial E|_K(V).$$

So we would have

$$|\partial E|_K(V) = \int_V ||\nu_K||_{K,*} d|\partial E|_K$$

and so $||\nu_K||_{K,*} = 1$ for $|\partial E|_K$-a.e.

Given two convex sets $K, K' \subset \mathbb{R}^2$ containing 0 in their interiors, we shall obtain the following representation formula for the sub-finsler perimeter measure $|\partial E|_K$ and the vector field $\nu_K$

$$(2.9) \quad |\partial E|_K = ||\nu_{K'}||_{K,*} |\partial E|_{K'}, \quad \nu_K = \frac{\nu_{K'}}{||\nu_{K'}||_{K,*}}.$$ 

From (2.7), there exist two positive constants $\lambda, \Lambda$ such that

$$\lambda |\partial E|_K \leq |\partial E|_{K'} \leq \Lambda |\partial E|_K.$$ 

This implies that each of the Radon measures $|\partial E|_K, |\partial E|_{K'}$ is absolutely continuous with respect to the other one. Hence both Radon-Nikodym derivatives exist. Take a relatively compact open set $V \subset \Omega$ and $U \in \mathcal{H}_d^1(V)$. Then we have

$$(2.10) \quad \int_V \langle U, \nu_{K'} \rangle d|\partial E|_{K'} = \int_V \chi_E \text{div}(U) d\mathcal{H}^1_U$$

$$= \int_V \langle U, \nu_K \rangle d|\partial E|_K = \int_V \langle U, \frac{d|\partial E|_K}{d|\partial E|_{K'}} \nu_K \rangle d|\partial E|_{K'}.$$ 

By the uniqueness of $\nu_{K'}$ we have

$$(2.11) \quad \nu_{K'} = \frac{d|\partial E|_K}{d|\partial E|_{K'}} \nu_K, \text{ } |\partial E|_{K'}-a.e.$$
On the other hand, inserting \( U \in \mathcal{H}_0^1(V) \) in (2.10) with \( ||U||_{K}\leq 1 \) we get
\[
\int_V \langle U, \nu_K \rangle d|\partial E|_K = \int_V \langle U, \nu_{K'} \rangle d|\partial E|_{K'} \leq \int_V ||\nu_{K'}||_{K,*}d|\partial E|_{K'}.
\]
Taking supremum over \( U \) we obtain
\[
\int_V \frac{d|\partial E|_K}{d|\partial E|_{K'}} d|\partial E|_{K'} = |\partial E|_K(V) \leq \int_V ||\nu_{K'}||_{K,*}d|\partial E|_{K'}.
\]
and, since \( V \) is arbitrary, we have
\[
(2.12) \quad \frac{d|\partial E|_K}{d|\partial E|_{K'}} \leq ||\nu_{K'}||_{K,*} \quad |\partial E|_{K'-a.e.}
\]
Substituting (2.11) into (2.12) we have
\[
\frac{d|\partial E|_K}{d|\partial E|_{K'}} \leq ||\nu_{K'}||_{K,*} = \frac{d|\partial E|_K}{d|\partial E|_{K'}} \quad |\partial E|_{K'-a.e.}
\]
Hence we have equality and so
\[
(2.13) \quad \frac{d|\partial E|_K}{d|\partial E|_{K'}} = ||\nu_{K'}||_{K,*} \quad |\partial E|_{K'-a.e.}
\]
Hence we get from equation (2.9) from (2.13) and (2.11).

In the case of a set \( E \) with \( C^1 \) boundary \( S = \partial E \) it is not difficult to check that
\[
|\partial E|_K = ||N_h||_{K,*}dS, \quad \nu_K = \frac{N_h}{||N_h||_{K,*}},
\]
where \( N_h \) is the horizontal projection of the unit normal to \( S \) and \( dS \) is the Riemannian measure on \( S \). Indeed, for the closed unit disk \( D \subset \mathbb{R}^2 \) centered at 0 we know that in the \( C^1 \) case \( \nu_D = \nu_h \) and \( ||N_h|| = ||N_h||_D \). Hence we have
\[
(2.14) \quad |\partial E|_K = ||\nu_h||_{K,*}d|\partial E|_D, \quad \nu_K = \frac{\nu_h}{||\nu_h||_{K,*}}.
\]
Here \( |\partial E|_D \) is the standard sub-Riemannian measure.

**Remark 2.3.** Some other notions of perimeter and area for higher codimensional submanifolds have been considered in [18, 24, 21].

2.5. **Immersed surfaces in \( \mathbb{H}^1 \).** We consider oriented surfaces of class \( C^2 \) immersed in \( \mathbb{H}^1 \) and we shall choose a unit normal to \( S \). In case \( S \) is the boundary of a domain \( \Omega \subset \mathbb{H}^1 \) we always choose the outer unit normal. The singular set of \( S \) is denoted by \( S_0 \) and it is composed of the points in \( p \in S \) where the tangent space \( T_pS \) coincides with the horizontal distribution \( \mathcal{H}_p \). The horizontal unit normal \( \nu_h \) is defined in \( S \setminus S_0 \) by
\[
\nu_h = \frac{N_h}{||N_h||}.
\]
The vector field \( Z \) is defined by
\[
Z = -J(\nu_h).
\]
The vector field \( Z \) is defined on \( S \setminus S_0 \) and it is tangent to \( S \) and horizontal. It generates at every point \( p \in S \setminus S_0 \) the subspace \( T_pS \cap \mathcal{H}_p \).
3. First variation of sub-Finsler area

In this section we fix a convex body $K \subset \mathbb{R}^2$ containing 0 in its interior with $C^2_+$ boundary and consider its associated left-invariant norm $\| \cdot \|_K$ in $\mathbb{H}^1$. Since the convex body is fixed, we drop the subscript along this section.

Let $S$ be an oriented $C^2$ surface immersed in $\mathbb{H}^1$. Let $U$ be a $C^2$ vector field with compact support on $S$, normal component $u = \langle U, N \rangle$ and associated one-parameter group of diffeomorphisms $\{ \varphi_s \}_{s \in \mathbb{R}}$. In this subsection we compute the first variation of the sub-Finsler area $A(s) = A(\varphi_s(S))$. More precisely

**Theorem 3.1.** Let $S$ be an oriented $C^2$ surface immersed in $\mathbb{H}^1$. Let $U$ be a $C^2$ vector field with compact support on $S$, normal component $u = \langle U, N \rangle$ and $\{ \varphi_s \}_{s \in \mathbb{R}}$ the associated one-parameter group of diffeomorphisms. Let $\eta = \pi(\nu_h)$. Then we have

$$
\frac{d}{ds} \bigg|_{s=0} A(\varphi_s(S)) = \int_S \left( u \operatorname{div} S \eta - 2u\langle N, T \rangle \langle J(N_h), \eta \rangle \right) dS
$$

where $\operatorname{div} S$ is the Riemannian divergence in $S$, and the superscript $\top$ indicates the tangent projection to $S$.

In the proof of Theorem 3.1 we shall make use of the following Lemma and its consequences.

**Lemma 3.2.** Let $\gamma : I \to \mathbb{H}^1$ be a $C^1$ curve, where $I \subset \mathbb{R}$ is an open interval, and $V$ a horizontal vector field along $\gamma$. We have

$$
\frac{d}{ds} \|V\|_\gamma = \langle \frac{D}{ds} V, \pi(V) \rangle + \langle \gamma', T \rangle \langle V, J(\pi(V)) \rangle.
$$

**Proof.** We fix $s_0 \in I$ and let $p = \gamma(s_0)$. Assume that $\pi(V(s_0)) = aX_p + bY_p$, for some $a, b \in \mathbb{R}$. Take the vector field $W(s) := aX_{\gamma(s)} + bY_{\gamma(s)}$ along $\gamma$. It coincides with $\pi(V(s_0))$ when $s = s_0$, and it is the restriction to $\gamma$ of the left-invariant vector field $aX + bY$. In particular, $\| (aX + bY)_{\gamma(s)} \|_{\gamma(s)} = 1$ for all $s \in I$. Hence

$$
\|V(s)\|_\gamma \geq \langle V(s), (aX + bY)_{\gamma(s)} \rangle
$$

and, since equality holds in the above inequality when $s = s_0$, we have

$$
\left. \frac{d}{ds} \right|_{s=s_0} \|V(s)\|_\gamma = \left. \frac{d}{ds} \right|_{s=s_0} \langle V(s), (aX + bY)_{\gamma(s)} \rangle
$$

$$
= \langle \frac{\nabla}{ds}_{s=s_0} V(s, \pi(V(s_0))) \rangle
$$

since

$$
\left. \frac{\nabla}{ds} \right|_{s=s_0} (aX + bY)_{\gamma(s)} = a\nabla'_{\gamma'(s_0)} X + b\nabla'_{\gamma'(s_0)} Y = 0.
$$

The result follows from the relation between the covariant derivatives given in Equation (2.4).

**Remark 3.3.** In the proof of Lemma 3.2 we have obtained the equality

$$
\frac{d}{ds} \|V\|_\gamma = \langle \frac{\nabla}{ds} V, \pi(V) \rangle
$$
for a horizontal vector field $V$ along a curve $\gamma$. Since $\nabla$ is a metric connection, we also have
\[
\frac{d}{ds} ||V||_s = \langle \nabla_{\frac{d}{ds}} V, \pi(V) \rangle + \langle V, \nabla_{\frac{d}{ds}} \pi(V) \rangle.
\]
Hence we get
\[
(3.3) \quad \langle V, \frac{d}{ds} \pi(V) \rangle = 0
\]
for a horizontal vector field $V$ along $\gamma$, where $\nabla_{\frac{d}{ds}}$ is the covariant derivative induced by the pseudo-hermitian connection on $\gamma$. Taking into account the relation between the Levi-Civita and pseudo-hermitian connections we deduce from (3.3) and (2.4)
\[
(3.4) \quad \langle V, D_{\frac{d}{ds}} \pi(V) - \langle \dot{\gamma}, T_\gamma \rangle J(\pi(V)) \rangle = 0.
\]

The following is an easy consequence of Lemma 3.2

**Corollary 3.4.** Let $F$ be a vector field tangent to $S$ and $\gamma$ an integral curve of $F$. We have
\[
(3.5) \quad \langle \frac{d}{ds} \eta, \nu_h \rangle = -\langle F, T \rangle \langle \eta, J(\nu_h) \rangle.
\]
In particular, if $F$ is horizontal,
\[
(3.6) \quad \langle \frac{d}{ds} \eta, \nu_h \rangle = 0.
\]

**Proof.** We take $V = \nu_h$ and we get (3.5) from equation (3.4). \qed

**Proof of Theorem 3.1.** Standard variational arguments, see the proof of Lemma 4.3 in [36], yield
\[
A'(0) = \left. \frac{d}{ds} \right|_{s=0} A(\varphi_s(S)) = \int_S \left( \frac{d}{ds} \right|_{s=0} \| (N_s)_h \|_s + \| N_h \|_s \div S U \right) dS,
\]
where $N_s$ is a smooth choice of unit normal to $\varphi_s(S)$ for small $s$. We fix a point $p \in S$ and consider the curve $\gamma(s) = \varphi_s(p)$. Lemma 3.2 now implies
\[
\left. \frac{d}{ds} \right|_{s=0} \| (N_s)_h \|_s = \langle \frac{d}{ds} \rangle_{s=0} (N_s)_h, \eta \rangle + \langle U_p, T_p \rangle \langle (N_h)_p, J(\eta_p) \rangle,
\]
By the definition of $(N_s)_h$ we also have
\[
\left. \frac{D}{ds} \right|_{s=0} (N_s)_h = \left. \frac{D}{ds} \right|_{s=0} (N_s - \langle N_s, T \rangle T),
\]
where $N_s$ is the Riemannian unit normal to $\varphi_s(S)$. A well-known lemma in Riemannian geometry implies
\[
\left. \frac{D}{ds} \right|_{s=0} N_s = -(\nabla_S U)(p) - A_S(U^T_p),
\]
where $A_S$ is the Weingarten endomorphism of $S$. Since $\left. \frac{D}{ds} \right|_{s=0} T = J(U_p)$ and $\eta$ is horizontal, calling
\[
B(U) = -\langle N, T \rangle \langle J(U), \eta \rangle + \langle U, T \rangle \langle N_h, J(\eta) \rangle,
\]
we get
\[
\frac{d}{dt} \big|_{t=0} \| (N_s)_h \|_* = (\langle \nabla S u - A_S(U^T), \eta \rangle)_p + B(U_p)
\]
\[
= - \langle \nabla S u, \eta \rangle_p + B(U^T_p) + \langle - \langle A_S(U^T), \eta \rangle_p + B(U^T_p) \rangle
\]
\[
= \langle - \langle \nabla S u, \eta \rangle - 2u \langle N, T \rangle \langle J(N_h), \eta \rangle \rangle_p + U^T_p (\|N_h\|_*).
\]

Observe that
\[
- \langle \nabla S u, \eta \rangle = u \text{div}_S \eta - \text{div}_S(u\eta)
\]
\[
= u \text{div}_S \eta - \text{div}_S(u\eta^T) - \text{div}_S(u\langle N, \eta \rangle N)
\]
\[
= u \text{div}_S \eta - \text{div}_S(u\eta^T) - u \|N_h\|_* \text{div}_S N.
\]

Hence we get
\[
A'(0) = \int_S \left( u \text{div}_S \eta - 2u \langle N, T \rangle \langle J(N_h), \eta \rangle \right) dS
\]
\[
+ \int_S \text{div}_S \left( \|N_h\|_* U^T - u\eta^T \right) dS.
\]

From here we obtain formula (3.1) since the integral \( \int_S \|N_h\|_* U^T dS \) is equal to 0 by the divergence theorem for Lipschitz vector fields. \( \square \)

Now we simplify the first term appearing in the first variation formula (3.1).

**Lemma 3.5.** Let \( S \) be a \( C^2 \) surface immersed in \( \mathbb{H}^1 \) with unit normal \( N \) horizontal unit normal \( v_h \). Let \( Z = J(v_h) \). Then we have
\[
\text{div}_S \eta - 2 \langle N, T \rangle \langle J(N_h), \eta \rangle = \langle D_Z \eta, Z \rangle.
\]

**Proof.** Let us consider the orthonormal basis in \( S \setminus S_0 \) given by the vector fields \( Z = -J(v_h) \) and \( E = \langle N, T \rangle v_h - |N_h| T = av_h + bT \). Using equation (3.5) with \( F = E \), we get
\[
\langle D_E \eta, E \rangle = a \langle D_E \eta, v_h \rangle + b \langle D_E \eta, T \rangle
\]
\[
= -a \langle E, T \rangle \langle \eta, J(v_h) \rangle + b \langle E \langle \eta, T \rangle - \langle \eta, D_E T \rangle \rangle
\]
\[
= -ab \langle \eta, J(v_h) \rangle - ab \langle \eta, J(v_h) \rangle
\]
\[
= -2ab \langle \eta, J(v_h) \rangle,
\]

as \( D_E T = J(E) = aJ(v_h) = -aZ \). From \( ab = -\langle N, T \rangle |N_h| \) we obtain
\[
\langle D_E \eta, E \rangle = 2 \langle N, T \rangle \langle \eta, J(N_h) \rangle.
\]

Taking into account this equation and that \( \text{div}_S \eta = \langle D_Z \eta, S \rangle + \langle D_E \eta, E \rangle \), we obtain equation (3.7). \( \square \)

**Definition 3.6.** Given an oriented surface \( S \) immersed in \( \mathbb{H}^1 \) endowed with a smooth strictly convex left-invariant norm \( \| \cdot \|_K \), its mean curvature is the function
\[
H_K = \langle D_Z \eta_K, Z \rangle,
\]
defined on \( S \setminus S_0 \).

**Remark 3.7.** In [37], the author obtained an expression of the mean curvature of a \( C^2 \) surface in terms of a parametrization when \( \mathbb{H}^1 \) is endowed with the left-invariant norm \( \| \cdot \|_{\infty} \), and defined a notion of distributional mean curvature for polygonal norms.
Corollary 3.8. Let $S$ be an oriented $C^2$ surface immersed in $\mathbb{H}^1$. Let $U$ be a $C^2$ vector field with compact support on $S \setminus S_0$, normal component $u = (U, N)$ and associated one-parameter group of diffeomorphisms $\{\varphi_s\}_{s \in \mathbb{R}}$. Then

$$\left. \frac{d}{ds} \right|_{s=0} A(\varphi_s(S)) = \int_S uH \, dS,$$

where $H$ is the mean curvature of $S$ defined in (3.8).

Corollary 3.9. Let $S$ be a $C^2$ oriented surface immersed in $(\mathbb{H}^1, \| \cdot \|)$ with mean curvature $H$. Let $\Gamma : I \to S \setminus S_0$ be a horizontal curve in the regular part of $S$ parameterized by arc-length with $\Gamma(s) = (x_1(s), x_2(s), t(s))$. Then $\gamma(s) = (x_1, x_2)$ satisfies a differential equation of the form

$$\ddot{\gamma} = F(\dot{\gamma}),$$

for some smooth function $F$.

Proof. Let $\frac{D}{ds}$ be the covariant derivative along the curve $\Gamma$. Since $\Gamma$ is horizontal and parameterized by arc-length, the vector field $\frac{D}{ds} \dot{\Gamma}$ along $\Gamma$ is proportional to $J(\dot{\Gamma})$. Then there exists a function $\lambda : I \to \mathbb{R}$ such that

$$\frac{D}{ds} \dot{\Gamma} = \lambda J(\dot{\Gamma}).$$

Taking scalar product with $\eta = \pi(J(\dot{\Gamma}))$ we get

$$\lambda = \frac{\langle \frac{D}{ds} \dot{\Gamma}, \pi(J(\dot{\Gamma})) \rangle}{\|J(\dot{\Gamma})\|_*} = \frac{\frac{D}{ds} \dot{\Gamma}, \pi(J(\dot{\Gamma})) - H}{\|J(\dot{\Gamma})\|_*}.$$ 

Hence we have

$$\|J(\dot{\Gamma})\|_* \frac{D}{ds} \dot{\Gamma} - \dot{f} J(\dot{\Gamma}) = -HJ(\dot{\Gamma}),$$

where $f = \langle \dot{\Gamma}, \pi(J(\dot{\Gamma})) \rangle$. Since $\dot{\Gamma} = \dot{x}_1 X + \dot{x}_2 Y$, $\frac{D}{ds} \dot{\Gamma} = \ddot{x}_1 X + \ddot{x}_2 Y$, and $J(\dot{\Gamma}) = -\dot{x}_2 X + \dot{x}_1 Y$, equation (3.10) is equivalent to the system

$$\|J(\dot{\Gamma})\|_* \ddot{x}_1 + \dot{f} \dot{x}_2 = H \ddot{x}_2,$$

$$\|J(\dot{\Gamma})\|_* \ddot{x}_2 - \dot{f} \dot{x}_1 = -H \ddot{x}_1.$$ 

Let us compute $\dot{f} = df/ds$. Writing $\pi(aX + bY) = \pi_1(a, b) X + \pi_2(a, b) Y$ we have

$$f = \langle \dot{\Gamma}, \pi(J(\dot{\Gamma})) \rangle = \dot{x}_1 \pi_1(-\dot{x}_2, \dot{x}_1) + \dot{x}_2 \pi_2(-\dot{x}_2, \dot{x}_1)$$

and so:

$$\dot{f} = \left( \pi_1 + \dot{x}_1 \frac{\partial \pi_1}{\partial \dot{x}_2} + \dot{x}_2 \frac{\partial \pi_2}{\partial \dot{x}_2} \right) \ddot{x}_1 + \left( \pi_2 - \dot{x}_1 \frac{\partial \pi_1}{\partial \dot{x}_1} - \dot{x}_2 \frac{\partial \pi_2}{\partial \dot{x}_1} \right) \ddot{x}_2 = g\ddot{x}_1 + h\ddot{x}_2,$$

where the functions $\pi_1, \pi_2$ are evaluated at $(-\dot{x}_2, \dot{x}_1)$. Hence equation (3.11) is equivalent to

$$\left( \|J(\dot{\Gamma})\|_* + g\ddot{x}_1 \right) \ddot{x}_2 - \ddot{f} \ddot{x}_1 = H \left( \ddot{x}_2 \ddot{x}_1 \right),$$

where

$$\ddot{f} = \left( \|J(\dot{\Gamma})\|_* + g\ddot{x}_1 \right) \ddot{x}_2 - \ddot{f} \ddot{x}_1 = H \left( \ddot{x}_2 \ddot{x}_1 \right).$$

The determinant of the square matrix in (3.12) is equal to

$$\|J(\dot{\Gamma})\|_* \left( \|J(\dot{\Gamma})\|_* + (g\ddot{x}_1 - \ddot{f}) \right).$$
Since

\[ g\dot{x}_1 - h\dot{x}_2 = (\pi_1\dot{x}_2 - \pi_2\dot{x}_1) + \sum_{i,j=1}^2 \dot{x}_i\dot{x}_j \frac{\partial\pi_i}{\partial x_j} = -||J(\hat{\Gamma})||s + \sum_{i,j=1}^2 \dot{x}_i\dot{x}_j \frac{\partial\pi_i}{\partial x_j} \]

we get that the determinant is equal to

\[ ||J(\hat{\Gamma})||s \sum_{i,j=1}^2 \dot{x}_i\dot{x}_j \frac{\partial\pi_i}{\partial x_j} \]

and we write

\[ \sum_{i,j=1}^2 \dot{x}_i\dot{x}_j \frac{\partial\pi_i}{\partial x_j} = (\dot{x}_1, \dot{x}_2) \begin{pmatrix} \frac{\partial\pi_1}{\partial x_1} & \frac{\partial\pi_1}{\partial x_2} \\ \frac{\partial\pi_2}{\partial x_1} & \frac{\partial\pi_2}{\partial x_2} \end{pmatrix} \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} \]

Since the kernel of \((\partial\pi_i/\partial x_j)_{ij}\) is generated by \((-\dot{x}_2, \dot{x}_1)\), we have

\[ \begin{pmatrix} \frac{\partial\pi_1}{\partial x_1} & \frac{\partial\pi_1}{\partial x_2} \\ \frac{\partial\pi_2}{\partial x_1} & \frac{\partial\pi_2}{\partial x_2} \end{pmatrix} \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} \neq 0, \]

and, since the image of \((\partial\pi_i/\partial x_j)_{ij}\) is generated by \((\dot{x}_1, \dot{x}_2)\), we get

\[ \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} \begin{pmatrix} \frac{\partial\pi_1}{\partial x_1} & \frac{\partial\pi_1}{\partial x_2} \\ \frac{\partial\pi_2}{\partial x_1} & \frac{\partial\pi_2}{\partial x_2} \end{pmatrix} \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} \neq 0. \]

So we can invert the matrix in (3.12) to get (3.9). □

**Remark 3.10.** It is not difficult to prove that

\[ \frac{D}{ds}\pi(J(\hat{\Gamma})) = H\hat{\Gamma} - ||J(\hat{\Gamma})||sT. \]

Indeed it is only necessary to show that \(\langle \frac{D}{ds}\pi(J(\hat{\Gamma})), J(\hat{\Gamma}) \rangle = 0\), what follows from (3.6) using that \(J(\hat{\Gamma}) = v_h\). Observe that the above equation is equivalent to

\[ [\frac{D}{ds}\pi(J(\hat{\Gamma}))]_h = H\hat{\Gamma}. \]

**Lemma 3.11.** Let \(|\cdot|\) be a \(C^2\) left-invariant norm in \(\mathbb{H}^1\). Let \(\gamma : I \to \mathbb{R}^2\) be a unit speed clockwise parameterization of a translation of the unit sphere of \(|\cdot|\) in \(\mathbb{R}^2\) by a vector \(v \in \mathbb{R}^2\). Let \(\Gamma\) be a horizontal lifting of \(z\). Then \(\Gamma\) satisfies the equation

\[ ds \pi(J(\hat{\Gamma})) = 1 = \langle \frac{D}{ds}\pi(J(\hat{\Gamma})), \hat{\Gamma} \rangle. \]

**Proof.** We have \(\pi(J(\hat{\Gamma})) = \pi_1(J(\hat{\gamma}))X + \pi_2(J(\hat{\gamma}))Y\). Since \(J(\hat{\gamma})\) is the outer normal to the unit sphere at \(\gamma - v\) we have \(\gamma - v = (\pi_1(J(\hat{\Gamma})), \pi_2(J(\hat{\Gamma})))\). Hence \(\frac{D}{ds}\pi(J(\hat{\Gamma})) = \dot{x}X + \dot{y}Y\) and we get (3.13). □

**Lemma 3.12.** Let \(|\cdot|\) be a \(C^2\) left-invariant norm in \(\mathbb{H}^1\) and \(\Gamma\) a horizontal curve parameterized by arc-length satisfying the equation \(\langle \frac{D}{ds}\pi(J(\hat{\Gamma})), \hat{\Gamma} \rangle = H, \) with \(H \in \mathbb{R}\). Then \(\sigma(s) = h\lambda(\Gamma(s/\lambda))\) is parameterized by arc-length and \(\frac{D}{ds}\pi(J(\hat{\sigma})), \hat{\sigma} = H/\lambda.\)

**Proof.** We have \(\dot{\sigma}(s) = \dot{\Gamma}(s/\lambda)\) and \(J(\dot{\sigma}(s)) = J(\dot{\Gamma}(s/\lambda))\). □

**Remark 3.13.** Horizontal straight lines are solutions of

\[ \langle \frac{D}{ds}\pi(J(\hat{\Gamma})), \hat{\Gamma} \rangle = 0 \]

since \(\hat{\Gamma}\) is the restriction of a left-invariant vector field in \(\mathbb{H}^1\) and so they are \(J(\hat{\Gamma})\) and \(\pi(J(\hat{\Gamma}))\).
Theorem 3.14. Let $\| \cdot \|$ be a $C^2$ left-invariant norm in $\mathbb{H}^1$. Let $\Gamma$ be a horizontal curve satisfying equation
\begin{equation}
(3.14) \quad \langle \frac{d}{dt} \pi(J(\dot{\Gamma})), \dot{\Gamma} \rangle = H,
\end{equation}
for some $H \geq 0$. Then $\Gamma$ is either a horizontal straight line if $H = 0$ or the horizontal lifting of a dilation and translation of a unit speed clockwise parameterization of the circle $\| \cdot \| = 1$ in $\mathbb{R}^2$ in case $H > 0$.

Proof. Horizontal straight lines and horizontal liftings of translations and dilations of the unit circle $\| \cdot \| = 1$ in $\mathbb{R}^2$ satisfy equation (3.14). Uniqueness follow since the projection to $t = 0$ satisfy equation (3.9) and, by using translations and dilations, we can obtain any prescribed initial condition. □

To finish this section we prove the following result, that holds trivially for variations supported in the regular part of $S$.

Proposition 3.15. Let $S$ be a compact $C^2$ oriented surface in $(\mathbb{H}^1, \| \cdot \|)$ enclosing a region $E$. Assume that $S$ has constant mean curvature $H$ and a finite number of singular points. Then

1. $S$ is a critical point of the sub-Finsler area for any critical variation for the volume.
2. $S$ is a critical point of the functional $A - H | \cdot |$.

Proof. It is only necessary to prove that if $U$ is a smooth vector field with compact support in $\mathbb{H}^1$ and $\{ \varphi_s \}_{s \in \mathbb{R}}$ is its associated flow, then
\begin{equation}
\left. \frac{d}{ds} \right|_{s=0} A(\varphi_s(S)) = \int_S Hu dS.
\end{equation}

From formula (3.1) this is equivalent to proving that
\begin{equation}
\int_S \text{div}_S (u \eta^\top) dS = 0.
\end{equation}

To compute the integral $\int_S u \eta^\top dS$ we consider the finite number of singular points $p_1, \ldots, p_n$, and take small disjoint balls $B_\varepsilon(p_i)$ centered at the points $p_i$. For $\varepsilon > 0$ small enough so that the balls $B_\varepsilon(p_i)$ are contained in $B_i$ we have
\begin{equation}
\int_{S \setminus \bigcup_{i=1}^n B_\varepsilon(p_i)} \text{div}_S (u \eta^\top) dS = \sum_{i=1}^n \int_{\partial B_\varepsilon(p_i)} \langle \xi_i, u \eta^\top \rangle d(\partial B_\varepsilon(p_i)),
\end{equation}

where $\xi_i$ is the unit inner normal to $\partial B_\varepsilon(p_i)$. Since $u \eta^\top$ is bounded and the lengths of $\partial B_\varepsilon(p_i)$ go to 0 when $\varepsilon \to 0$ we have
\begin{equation}
\lim_{\varepsilon \to 0} \sum_{i=1}^n \int_{\partial B_\varepsilon(p_i)} \langle \xi_i, u \eta^\top \rangle d(\partial B_\varepsilon(p_i)) = 0.
\end{equation}

Since the modulus of
\begin{equation}
\text{div}_S (u \eta^\top) = \langle \nabla_S u, \eta^\top \rangle + u \text{div}_S \eta^\top
\end{equation}

\begin{equation}
= \langle \nabla_S u, \eta^\top \rangle + u (\text{div}_S \eta - \langle \eta^\top, N \rangle \text{div}_S N)
\end{equation}
is uniformly bounded, the dominated convergence theorem implies
\[ \int_S \text{div}_S u \eta^\top dS = \lim_{\varepsilon \to 0} \int_{S \setminus \bigcup_{i=1}^n B_\varepsilon(p_i)} \text{div} u \eta^\top dS \]
\[ = \lim_{\varepsilon \to 0} \sum_{i=1}^n \int_{\partial B_\varepsilon(p_i)} \langle \xi_i, u \eta^\top \rangle d\partial B_\varepsilon(p_i) = 0. \]
\[ \square \]

**Corollary 3.16** (Minkowski formula). Let \( S \) be a compact \( C^2 \) oriented surface in \( (H^1, || \cdot ||) \) enclosing a region \( E \). Assume that \( S \) has constant mean curvature \( H \) and a finite number of singular points. Then
\[ (3.15) \quad 3A(S) - 4H|E| = 0. \]

**Proof.** We consider the vector field \( W \) defined as \( W(x, y) = e^s x \frac{\partial}{\partial x} + e^s y \frac{\partial}{\partial y} + 2e^s \frac{\partial}{\partial t} \). Since
\[ \frac{d}{ds} \bigg|_{s = 0} A(\varphi_s(S)) = 3A(S), \quad \frac{d}{ds} \bigg|_{s = 0} \varphi_s(E) = 4|E|, \]
Proposition 3.15 implies
\[ 0 = \frac{d}{ds} \bigg|_{s = 0} A(\varphi_s(S)) - H \frac{d}{ds} \bigg|_{s = 0} \varphi_s(E) = 3A(S) - 4H|E|. \]
\[ \square \]

4. **Pansu-Wulff spheres and examples**

We consider a convex body \( K \subset \mathbb{R}^2 \) containing 0 in its interior and the associated norm \( || \cdot ||_K \) in \( H^1 \).

**Definition 4.1.** Consider a clockwise-oriented \( L \)-periodic parameterization \( \gamma : \mathbb{R} \to \mathbb{R}^2 \) of the curve \( || \cdot ||_K = 1 \). For fixed \( v \in \mathbb{R} \) take the translated curve \( u \mapsto \gamma(u + v) - \gamma(v) \) and its horizontal lifting \( \Gamma_v : \mathbb{R} \to H^1 \) with initial point \( (0, 0, 0) \) at \( u = 0 \).

The set \( S_K \) is defined as
\[ S_K = \bigcup_{v \in [0,L]} \Gamma_v([0,L]). \]

We shall refer to \( S_K \) as the **Pansu-Wulff sphere** associated to the left-invariant norm \( || \cdot ||_K \).

When \( K = D \), the closed unit disk centered at the origin in \( \mathbb{R}^2 \), the Pansu-Wulff sphere \( S_D \) is Pansu’s sphere, see [31, 32].

**Remark 4.2.** In the construction of the Pansu-Wulff sphere we are not assuming any regularity on the boundary of \( K \). Since \( \partial K \) is a locally Lipschitz curve, its horizontal lifting is well defined.

**Remark 4.3.** The set \( S_K \) is union of curves leaving from \( (0,0) \) that meet again at the point \( (0,0,2|K|) \). Since \( \gamma \) is \( L \)-periodic, the construction is \( L \)-periodic in \( v \) and so \( S_K \) is the image of a continuous map from a sphere to \( H^1 \).

**Example 4.4.** Given the Euclidean norm \( | \cdot | \) in \( \mathbb{R}^2 \) and \( a = (a_1, a_2) \), where \( a_1, a_2 > 0 \), we define the norm:
\[ ||(x_1, x_2)||_a = |(\frac{x_1}{a_1}, \frac{x_2}{a_2})|. \]
Figure 3. The Pansu-Wulff sphere associated to the norm $\|\cdot\|_a$ with $a = (1, 1.5)$. Observe that the projection to the horizontal plane $t = 0$ is an ellipse with semiaxes of lengths 2 and 3.

The unit ball $K_a$ for this norm is an ellipsoid with axes of length $a_1$ and $a_2$. We parameterize clockwise the unit circle of the norm $\|\cdot\|_K$ by

$$\gamma(s) = (a_1 \sin(s), a_2 \cos(s)), \quad s \in \mathbb{R}. $$

This parameterization is injective of period $2\pi$. The translation of this curve to the origin by the point $-\gamma(v)$ is given by the curve

$$\Lambda_v(u) = \gamma(u + v) - \gamma(v).$$

The horizontal lifting of $\Lambda_v$ is given by $(\Lambda_v(u), t_v(u))$, where

$$t_v(u) = \int_0^u [\Lambda_v(\xi) \cdot J(\dot{\Lambda}_v(\xi))] d\xi.$$

Since

$$\Lambda_v(\xi) \cdot J(\dot{\Lambda}_v(\xi)) = (\gamma(\xi + v) - \gamma(v)) \cdot J(\dot{\gamma}(\xi + v)),$$

we get

$$t_v(u) = a_1 a_2 \left( u + \sin(v) \cos(u + v) - \cos(v) \sin(u + v) \right).$$

Hence a parameterization of $S_{K_a}$ is given by

$$x(u, v) = a_1 (\sin(u + v) - \sin(v))$$

$$y(u, v) = a_2 (\cos(u + v) - \sin(v)),$$

$$t(u, v) = a_1 a_2 (u + \sin(v) \cos(u + v) - \cos(v) \sin(u + v)).$$

**Example 4.5.** Given any convex set $K$ containing 0 in its interior, we can parameterize its lipschitz boundary $\partial K$ as

$$\gamma(s) = (x(s), y(s)) = r(s) \left( \sin(s), \cos(s) \right), \quad s \in \mathbb{R},$$

where $r(s) = \rho(\sin(s), \cos(s))$ and $\rho$ is the radial function of $K$ defined as $\rho(u) = \sup\{ \lambda \geq 0 : \lambda u \in K \}$ for any vector $u$ of modulus 1 in $\mathbb{R}^2$. 
A horizontal lifting of the curve $\gamma$ passing through the point $(\gamma(0), 0)$ can be obtained computing

$$
t(s) = \int_0^s \gamma(\xi) \cdot J(\gamma(\xi)) \, d\xi = \int_0^s r^2(\xi) \, d\xi,
$$

since $J(\gamma(s)) = r(s)(\sin(s), \cos(s)) + r'(s)(-\cos(s), \sin(s))$. Hence the curve

$$
\Gamma(s) = (x(s), y(s), t(s)) = (\gamma(s), \int_0^s r^2(\xi) \, d\xi)
$$
is a horizontal lifting of the curve $\gamma$.

Now we translate all these curves to pass through the origin of $\mathbb{H}^1$. This way we get the parameterization $\Phi_K$ of $S_K$ given by

$$(u, v) \mapsto \ell_{-\Gamma(v)}(\Gamma(u + v))$$

for $(u, v) \in [0, 2\pi]^2$. Since

$$
\ell_{(x_0, y_0, t_0)}(x, y, t) = (x + x_0, y + y_0, t + t_0 + (xy_0 - x_0y)),
$$
computing the left-translation using the expression for $\Gamma$ obtained before we get

$$
x(u, v) = r(u + v)\sin(u + v) - r(v)\sin(v),
$$
$$
y(u, v) = r(u + v)\cos(u + v) - r(v)\cos(v),
$$
$$
t(u, v) = r(v)r(u + v)(\sin(v)\cos(u + v) - \cos(v)\sin(u + v))
+ \int_0^u + v r^2(\xi) \, d\xi.
$$

(4.2)

The parameterization given by equations (4.2) is useful to obtain regularity properties of $S_K$. If $\partial K$ is of class $C^\ell$, $\ell \geq 0$, its radial function $r(s) = (x(s)^2 + y(s)^2)^{1/2}$ is of class $C^\ell$ and hence the parameterization $\Phi_K$ is an immersion of class $C^\ell$ for $0 < u < 2\pi$.

**Example 4.6.** Let $\ell > 1$. We consider the $\ell$-norm in $\mathbb{R}^2$ defined as

$$
||(x_1, x_2)||_\ell = (|x_1|^\ell + |x_2|^\ell)^{1/\ell}.
$$
Denote by $K_\ell$ the unit ball for this $\ell$-norm. We can parametrize the unit circle $|| \cdot ||_\ell = 1$ using (4.2). In this case

$$
\rho(x, y) = \frac{1}{(|x|^\ell + |y|^\ell)^{1/\ell}}, \quad ||(x, y)||_\ell = 1.
$$

By the previous example, the Pansu-Wulff sphere $S_{K_\ell}$ is parameterized by equations (4.2).

**Remark 4.7.** Assume we have a sequence of of convex sets $(K_i)$ converging in Hausdorff distance to a limit convex set $K$. Then the radial functions $r_{K_i}$ uniformly converge to the radial function $r$ of the limit set $K$. Hence equations (4.2) imply that the Pansu-Wulff spheres $S_{K_i}$ converge in Hausdorff distance to a ball bounded by the horizontal liftings of translations of a parameterization $\gamma$ of $\partial K$.

Since $\lim_{i \to 1} || \cdot ||_\ell = || \cdot ||_1$ and $\lim_{i \to \infty} || \cdot ||_\ell = || \cdot ||_\infty$, we can use the previous argument to show that the Pansu-Wulff spheres $S_{K_i}$ converge to the two spheres $S_1$ and $S_\infty$. Under these conditions, it is not difficult to check that the corresponding perimeters converge to the limit perimeter.
Figure 4. The Pansu-Wulff sphere $S_{K_\ell}$ for the $\ell$-norm, $\ell = 1.5$. The horizontal curve is the projection of the equator to the plane $t = 0$. We observe that the Pansu-Wulff sphere projects to the set $\| \cdot \|_\ell \leq 2$ in the $t = 0$ plane.

Figure 5. The sphere $S_1$ obtained as Hausdorff limit of the Pansu-Wulff spheres $S_{K_\ell}$ of the $\ell$-norm when $\ell$ converges to 1.

Example 4.8. Let us consider the equilateral triangle $T$ in the plane $\mathbb{R}^2$ defined as the convex envelope of the points $a_1 = (0, 1)$, $a_2 = (\sqrt{3}/2, -1/2)$, $a_3 = (-\sqrt{3}/1, -1/2)$. Taking the normal vectors $n_1 = (\sqrt{3}, 1)$, $n_2 = (-\sqrt{3}, 1)$ and
Figure 6. The sphere $S_\infty$ obtained as Hausdorff limit of the Pansu-Wulff spheres $S_{K,\ell}$ of the $\ell$-norm when $\ell$ converges to $\infty$.

$n_3 = (0, -2)$, we can define a norm $\| \cdot \|_T$ by the equality

$$\|x\|_T = \max \{ \langle x, n_i \rangle : i = 1, 2, 3 \}, \quad x \in \mathbb{R}^2.$$  

Figure 7. The Pansu-Wulff sphere $S_{T,\ell}$ for the norm $\| \cdot \|_{T,\ell}$, with $r = 2$. 
The unit ball of the norm $||\cdot||_T$ is the triangle $T$. It is neither smooth nor strictly convex. However we may consider the approximating norms

$$||x||_{T,\ell} = \left(\sum_{i=1}^{3} \max\{\langle x, n_i \rangle, 0\}\right)^{1/\ell}.$$ 

These norms are smooth and strictly convex and $\lim_{\ell \to \infty} ||x||_{T,\ell} = ||x||_T$. Hence the Pansu-Wulff spheres $S_{K_{T,\ell}}$ converge in Hausdorff distance when $\ell \to \infty$ to the sphere $S_T$ obtained by traslating $\partial T$ to touch the origin and lifting the obtained curves as horizontal ones to $\mathbb{H}^1$.

5. Geometric properties of the Pansu-Wulff spheres

In this section we show several geometric properties of the Pansu-Wulff spheres $S_K$ associated to a left-invariant norm $||\cdot||_K$. We start by looking at the projection of the sphere to the $t = 0$ plane. This projection is determined by the geometry of the convex set $K$.

Given a convex body $K \subset \mathbb{R}^n$, the difference body of $K$ is the set

$$DK = K - K = \{x - y : x, y \in K\}.$$ 

The difference body $DK$ is a centrally symmetric convex body. This means that $-x \in DK$ whenever $x \in DK$. If $h_K$ is the support function of $K$ then the support function of $DK$ is given by

$$h_{DK}(u) = h_K(u) + h_K(-u),$$ 

see [38, p. 140]. This is the width of $K$ in the direction of $u$.

Lemma 5.1. Let $K \subset \mathbb{R}^n$ be a convex body with $0 \in \text{int}(K)$. We consider the set

$$K_0 = \bigcup_{p \in \partial K} (-p + K).$$

Figure 8. The sphere $S_T$ obtained as limit of the Pansu-Wulff spheres $S_{T,\ell}$ when $r \to \infty$. 

The unit ball of the norm $||\cdot||_T$ is the triangle $T$. It is neither smooth nor strictly convex. However we may consider the approximating norms

$$||x||_{T,\ell} = \left(\sum_{i=1}^{3} \max\{\langle x, n_i \rangle, 0\}\right)^{1/\ell}.$$ 

These norms are smooth and strictly convex and $\lim_{\ell \to \infty} ||x||_{T,\ell} = ||x||_T$. Hence the Pansu-Wulff spheres $S_{K_{T,\ell}}$ converge in Hausdorff distance when $\ell \to \infty$ to the sphere $S_T$ obtained by traslating $\partial T$ to touch the origin and lifting the obtained curves as horizontal ones to $\mathbb{H}^1$.
Then we have
1. $0 \in K_0$.
2. $K_0$ is a convex body.
3. $K_0$ is the difference body of $K$. In particular, $K_0$ is centrally symmetric.
4. If $K$ is centrally symmetric then $K_0 = 2K$.
5. We have
   $$ \bigcup_{p \in \partial K} (-p + K) = \bigcup_{p \in \partial K} (-p + \partial K). $$

Proof. To prove 1 take into account that $0 = -p + p \in -p + K \subset K_0$ for any $p \in \partial K$.

To prove 2, we take $p_1, p_2 \in \partial K$, $q_1, q_2 \in K$ and $\lambda \in [0, 1]$. Then
$$ \lambda (-p_1 + q_1) + (1 - \lambda) (-p_2 + q_2) = -p_\lambda + q_\lambda, $$
where
$$ p_\lambda = \lambda p_1 + (1 - \lambda) p_2, \quad q_\lambda = \lambda q_1 + (1 - \lambda) q_2. $$

If $p_\lambda = q_\lambda$ then $-p_\lambda + q_\lambda = 0 \in K_0$. Otherwise the segment $[p_\lambda, q_\lambda]$ is not trivial and contained in $K$. Let $\mu_0 \geq 1$ such that $q_\lambda + \mu_0 (p_\lambda - q_\lambda) \in \partial K$. The value $\mu_0$ is computed as the supremum of the set $\{ \mu \geq 0 : q_\lambda + \mu (p_\lambda - q_\lambda) \in K \}$. We have
$$ -p_\lambda + q_\lambda = -(q_\lambda + \mu_0 (p_\lambda - q_\lambda)) + (q_\lambda + (\mu_0 - 1) (p_\lambda - q_\lambda)). $$

The point $q_\lambda + \mu_0 (p_\lambda - q_\lambda)$ belongs to $\partial K$ by the choice of $\mu_0$ and the point $q_\lambda + (\mu_0 - 1) (p_\lambda - q_\lambda)$ belongs to $K$ since $0 \leq \mu_0 - 1 \leq \mu_0$. Hence $-p_\lambda + q_\lambda \in K_0$ and so $K_0$ is convex.

To prove 3, we take a vector $v$ with $\langle v, v \rangle = 1$. Let $q \in \partial K_0$ such that
$$ \langle K_0, v \rangle = \langle q, v \rangle \geq \langle z, v \rangle \quad \forall z \in K_0. $$

By the definition of $K_0$, there exists $p \in \partial K$ such that $q \in -p + K$. We claim that $q \in -p + \partial K$; otherwise $p + q \in \text{int}(K)$ and there exists $\varepsilon > 0$ such that $p + q + \varepsilon v \in K$. So we have
$$ \langle -p + (p + q + \varepsilon v), v \rangle = \langle q + \varepsilon v, v \rangle = \langle q, v \rangle + \varepsilon > \langle q, v \rangle. $$

Since $p + q + \varepsilon v \in K$ this yields a contradiction. Hence $q \in -p + \partial K = \partial (-p + K)$ for some $p \in \partial K$.

Since $-p + K \subset K_0$ and $q$ is a boundary point for both sets, we deduce that $v$ is a normal vector to $-p + K$ at $q$. As $h_{-p + K}(v) = -\langle p, v \rangle + h_K(v)$, we have
$$ h_{K_0}(v) = h_{-p + K}(v) = h_K(v) + \langle p, v \rangle. $$

It remains to prove that $h_K(-v) = -\langle p, v \rangle$. Assume by contradiction that $\langle p, v \rangle < h_K(-v) = \langle x, v \rangle$ for some $x \in \partial K$. Then we have
$$ \langle -x + (p + q), v \rangle = \langle -x + p, v \rangle + \langle q, v \rangle > \langle q, v \rangle, $$
that cannot hold by (5.2) since $p + q \in K$ and so $-x + p + q \in -x + K \subset K_0$.

To prove 4, we note that $h_K(v) = h_K(-v)$ when $K$ is centrally symmetric and, by 3, $h_{K_0} = 2h_K$. Hence $K = 2K_0$.

Finally, to prove 5 we notice that $\bigcup_{p \in \partial K} (-p + K) \supset \bigcup_{p \in \partial K} (-p + \partial K)$. To prove the remaining inclusion we take $p \in \partial K$ and $u \in K$ such that $q = -p + u \in \bigcup_{p \in \partial K} (-p + K)$. Then Lemma 5.2 allows us to find $p_1, u_1 \in \partial K$ such that
$$ q = -p + u = -p_1 + u_1. $$
Hence $q \in \bigcup_{p \in \partial K} (-p + \partial K)$. □
Lemma 5.2. Let \( K \subset \mathbb{R} \) be a convex body, and \( a, b \in K \). Then there exist \( p, q \in \partial K \) such that \( b - a = q - p \).

Proof. If \( a = b \) or \( a, b \in \partial K \) the result follows trivially. Henceforth we assume \( a \neq b \) and that at least \( a \) or \( b \) is an interior point of \( K \). We pick a point \( c \in K \) out of the line \( ab \). Let \( P \) be the plane containing \( a, b, c \) and \( W = K \cap P \). The set \( W \) is a convex body in \( P \) and the boundary of \( W \) in \( P \) is contained in \( \partial K \). We take orthogonal coordinates \((x, y)\) in \( P \) so that \((b - a)\) points into the positive direction of the \( y \)-axis. Let \( I \) be the orthogonal projection in \( P \) of \( W \) onto the \( x \)-axis.

Given \( x \in I \), define the set \( W(x) \) as \( \{ y \in \mathbb{R} : (x, y) \in W \} \). A simple application of Kuratowski criterion, see Theorem 1.8.8 in [38], implies that \( W(x) \) converges to \( W(x) \) in Hausdorff distance when \( x_i \) converges to \( x \). Hence the function \( x \in I \mapsto |W(x)| \) is continuous and takes a value larger than \( |b - a| \) at the projection of \( a, b \) over the \( x \)-axis. If \(|W(x)| = |b - a|\) for some \( x \in I \), we take as \( p, q \) the extreme points of the interval \( W(x) \) chosen so that \( q - p = b - a \) to conclude the proof. Otherwise, we would have \(|W(x_i)| > |b - a|\) at an extreme point \( x_0 \) of \( I \). We may choose two points \( p, q \in W(x_0) \) such that \(|p, q| = |b - a|\) and \( q - p = b - a \). Since \( W(x_0) \) is contained in the boundary of \( W \) in \( P \), it is contained in \( \partial K \) and so \( p, q \in \partial K \). □

Now we refine the results in Lemma 5.1 when \( K \) is strictly convex and has boundary of class \( C^\ell_+ \), \( \ell \geq 2 \). We say that a convex body \( K \) is of class \( C^\ell \), \( \ell \geq 1 \), when \( \partial K \) is of class \( C^\ell \) and its normal map \( N_K : \partial K \rightarrow S^1 \) is a diffeomorphism of class \( C^{\ell - 1} \).

Corollary 5.3. Let \( K \subset \mathbb{R}^2 \) be a convex body containing 0 as interior point. Then

1. If \( K \subset \mathbb{R}^2 \) is strictly convex, then \( K_0 \) is strictly convex.
2. If \( K \) is of class \( C^\ell_+ \), \( \ell \geq 2 \), then \( K_0 \) is of class \( C^\ell_+ \).

Proof. To prove that \( K_0 \) is strictly convex, we take two different points \( x_1 - x_2, y_1 - y_2 \in \partial K_0 \), with \( x_i, y_i \in K \), \( i = 1, 2 \). Then the four points belong to the boundary of \( K \). For any \( \lambda \in (0, 1) \), we write the convex combination \( \lambda(x_1 - x_2) + (1 - \lambda)(y_1 - y_2) \) as

\[
x_1 - y_\lambda = (\lambda x_1 + (1 - \lambda)y_1) - (\lambda x_2 + (1 - \lambda)y_2).
\]

Since \( x_1 \neq y_1 \) or \( x_2 \neq y_2 \), the strict convexity of \( K \) implies that \( x_1 \) or \( y_1 \) is an interior point of \( K \). Then \( x_1 - y_\lambda \) is an interior point of \( K_0 \). Since \( \lambda \in (0, 1) \) and the boundary points are arbitrary, the set \( K_0 \) is strictly convex.

To prove the boundary regularity of \( K_0 \) we follow Schneider’s arguments [38, p. 115] and observe that the support function \( h_K \) of \( K \) is defined, when \( u \neq 0 \), by

\[
h_K(u) = \langle u, N_K^{-1}(u) \rangle,
\]

where \( N_K : \partial K \rightarrow S^1 \) is the Gauss map, a diffeomorphism of class \( C^{\ell - 1} \) since \( K \) is of class \( C^\ell_+ \). By Corollary 7.1.3 in [38]

\[
(5.3)
\nabla h_K(u) = N_K^{-1} \left( \frac{u}{|u|} \right),
\]

and so \( h_K \) is of class \( C^\ell \). This implies that the support function of \( K_0 \), \( h_{K_0}(u) = h_K(u) + h_K(-u) \), is of class \( C^\ell \). Hence the polar body \( K_0^* \) of \( K_0 \) has boundary of class \( C^\ell \). The Gauss map \( N_{K_0^*} \) of \( K_0^* \) can be described as

\[
N_{K_0^*} : \rho(K_0^*, u)u \mapsto \frac{N_{K_0}^{-1}(u)}{|N_{K_0}^{-1}(u)|},
\]
Theorem 5.5. Let \( K^* \) be a centrally symmetric convex body, for any \( p \in \partial K \), the line passing through \( p \) and \(-p\) divides \( K \) into two regions of equal area. Hence the line through \( 0 \) and \(-2p\) divides \(-p + K\) into two regions of the same area. When \( p \) moves along \( \partial K \), the point \(-2p\) parametrizes \( \partial(2K) \).

Let \( K \) be a convex set of class \( C^\ell \), \( \ell \geq 2 \), \( C = \partial K \) and \( \gamma : \mathbb{R} \to \mathbb{R}^2 \) an \( L \)-periodic clockwise arc-length parameterization of \( C \), with \( L = \text{length}(C) \). The set \( K^*_0 = \bigcup_{p \in C} (-p + K) \) has smooth boundary \( C_0 \). For any \( v \in \mathbb{R} \), we denote by \( \gamma_v(u) = \gamma(u + v) - \gamma(v) \). Let \( \Gamma_v = (\gamma_v, t_v) \) be the horizontal lifting of \( \gamma_v \) with \( t_v(0) = 0 \). If we call \( \Omega_v(u) \) to the planar region delimited by the segment \([0, \gamma_v(u)]\) and the restriction of \( \gamma_v \) to \([0, u]\) then a standard application of the Divergence Theorem to the vector field \( x\frac{\partial}{\partial x} + y\frac{\partial}{\partial y} \) implies

\[
t_v(u) = \int_0^u \langle \gamma_v, J(\gamma_v)(\xi) \rangle d\xi = 2 |\Omega_v(u)|.
\]

Our next goal is to prove that \( S_K \) is the union of two graphs defined in \( K_0 \) of class \( C^2 \) and coinciding on \( \partial K_0 \).

Theorem 5.5. Let \( K \subset \mathbb{R}^2 \) be a convex body with \( C^\ell_+ \) boundary, \( \ell \geq 2 \). Then

1. \( S_K \) is of class \( C^\ell \) outside the poles.
2. There exist two functions \( g_1, g_2 : K_0 \to \mathbb{R} \) of class \( C^\ell \) on \( \text{int}(K_0) \) such that

\[
S_K = \text{graph}(g_1) \cup \text{graph}(g_2),
\]

with \( g_1 > g_2 \) on \( \text{int}(K_0) \) and \( g_1 = g_2 \) on \( C_0 \). This implies that \( S_K \) is an embedded surface.

Moreover, if \( K \) is centrally symmetric then \( g_1 + g_2 = 2|K| \) and hence \( S_K \) is symmetric with respect to the horizontal Euclidean plane \( t = |K| \).

Definition 5.6. The domain delimited by the embedded sphere \( S_K \) is a ball \( B_K \) that we call the Pansu-Wulff shape of \( || \cdot ||_K \).

Proof of Theorem 5.5. That \( S_K \) is \( C^\ell \) outside the singular set follows from the parameterization (4.2) since the function \( r(s) \) is of class \( C^\ell \). This proves 1.

We break the proof of 2 into several steps. Recall that \( C = \partial K \) and \( C_0 = \partial K_0 \).

Step 1. Given \( x \in K_0 \setminus \{0\} \), we claim that \( x \in C - p \) for some \( p \in C \) if and only if the segment \([p, p + x]\) is contained in \( K \) and \( p, p + x \in C \). This means that the number of curves \( C - p \), with \( p \in C \), passing through \( x \neq 0 \) coincides with the number of segments parallel to \( x \) of length \( |x| \) and boundary points in \( C \). This step is trivial.

Step 2. Given \( x \in K_0 \setminus \{0\} \), the number of segments \([p, p + x]\) contained in \( K \) with \( p, p + x \in C \) is either 1 or 2. The first case corresponds to maximal length and happens if and only if \( x \) belongs to \( C_0 \).

To prove this we consider \( v = x/|x| \) and a line \( L \) orthogonal to \( v \). For any \( z \in L \) we consider the intersection \( I_z = L_z \cap K \), where \( L_z \) is the line passing through \( z \) with direction \( v \). The set \( J = \{ z \in L : I_z \neq \emptyset \} \) is a non-trivial segment in \( L \). The strict convexity of \( K \) implies that the map \( F : J \to \mathbb{R} \) defined by \( F(z) = |I_z| \)
is strictly concave. Since $F$ vanishes at the extreme points of $J$, it has just one maximum point $z_0 \in \text{int}(J)$ and each value in the interval $(0, F(z_0))$ is taken by two different points in $J$. The observation that there is a bijective correspondence between the segments $[p, p + x]$ contained in $K$ with $p, p + x \in C$ and the points $z \in L$ with $F(z) = |x|$ proves the first part of the claim.

\[\text{Figure 9. Construction of the map } F\]

To prove the second part of the claim we fix some $x \in K_0$. We take $p \in C$ such that the segment $[p, p + x]$ is contained in $K$ and $p, p + x \in C$. Assume first that $x \in C_0$. If there were a larger segment $[q, q + \mu x]$ contained in $K$ with $q, q + \mu x \in C$ and $\mu > 1$ then we would have $\mu x \in C - q \subset K_0$, a contradiction. Hence the length of $[p, p + x]$ is the largest possible in the direction of $x$. Assume now that the length of $[p, p + x]$ yields the maximum of length of intervals contained in $K$ in the direction of $x$. If $x \notin C_0$ then $x$ is an interior point of $K_0$ and, since $0 \in \text{int}(K_0)$, there would exist $\lambda > 1$ such that $\lambda x \in K_0$. Hence there is some $q \in C$ such that $\lambda x \in C - p$ and the segment $[q, q + \lambda x] \subset C$ has length larger than $|x|$, a contradiction that proves that $x \in C_0$.

Step 3. Given any point $x \in \text{int}(K_0)$, there are exactly two points in $S_K$ at heights $g_1(x) > g_2(x)$. In case $K$ is centrally symmetric then $g_1(x) + g_2(x) = 2|K|$.

By the previous steps, there are exactly two points $p, q \in C$ so that $p + x, q + x \in C$ and the segments $[p, p + x], [q, q + x]$ are contained in $K$. We may assume that $p, p + x, q + x, q$ are ordered clockwise along $C$. The heights of the points in $S_K$ projecting over $x$ are given by twice the areas of the sets $A$ and $B$, where $A$ is determined by the portion of $C$ from $p$ to $p + x$ and the segment $[p + x, p]$, and $B$ is determined by the portion of $C$ from $q$ to $q + x$ and the segment $[q + x, q]$. Since $A$ is properly contained in $B$ we have $g_2(x) = 2|A| < 2|B| = g_1(x)$.

In case $K$ is centrally symmetric, the central symmetry maps $p + x$ to $q$ and $q + x$ to $p$ since $[p, p + x]$ and $[q, q + x]$ are the only segments in $K$ of length $|x|$ with boundary points on $C$. Hence $|A| + |B| = |K|$ and so $g_1(x) + g_2(x) = 2|K|$.

Step 4. The functions $g_1, g_2$ are of class $C^\ell$ in $\text{int}(K_0) \setminus \{0\}$.

This follows from the implicit function theorem since $S_K$ is $C^\ell$ outside the poles.

**Theorem 5.7.** Let $K \subset \mathbb{R}^2$ be a convex body of class $C^2_{\lambda}$. Then $S_K$ is of class $C^2$ around the poles.
Proof. We consider a horizontal lifting $\Gamma = (x, y, t)$ of a clockwise arc-length parametrization $\gamma$ of $\partial K$. Then a parameterization of $S_K$ is given by $(x, y, t)(u, v) = \ell_{-\Gamma(v)}(\Gamma(u + v))$. This means
\begin{equation}
\begin{aligned}
x(u, v) &= x(u + v) - x(v), \\
y(u, v) &= y(u + v) - y(v), \\
t(u, v) &= t(u + v) - t(v) - x(u + v)y(v) + y(u + v)x(v).
\end{aligned}
\end{equation}

The tangent vectors $\partial/\partial u, \partial/\partial v$ are the image of $(1, 0)$ and $(0, 1)$ under the parameterization and are given by
\begin{equation}
\begin{aligned}
\frac{\partial}{\partial u} &= \dot{x}(u + v) X + \dot{y}(u + v) Y, \\
\frac{\partial}{\partial v} &= (\dot{x}(u + v) - \dot{x}(v)) X + (\dot{y}(u + v) - \dot{y}(v)) Y + h(u, v) T,
\end{aligned}
\end{equation}
where
\begin{equation}
h(u, v) = 2(\dot{x}(v)(y(u + v) - y(v)) - \dot{y}(v)(x(u + v) - x(v))).
\end{equation}

Geometrically, $h(u, v)$ is the scalar product of the position vector $(x(u + v) - x(v), y(u + v) - y(v))$ with $J(\dot{x}, \dot{y})$, that is always negative for $u > 0$. A Riemannian unit normal vector $N$ can be easily computed from the expressions of $\partial/\partial u$ and $\partial/\partial v$ and is given by
\begin{equation}
\begin{aligned}
N &= \frac{h(\dot{y}(u + v)X - \dot{x}(u + v)Y) + gT}{(h^2 + g^2)^{1/2}},
\end{aligned}
\end{equation}
where
\begin{equation}
g(u, v) = \dot{x}(v)\dot{y}(u + v) - \dot{y}(v)\dot{x}(u + v).
\end{equation}

We have
\begin{equation}
|N_h| = \frac{|h|}{(h^2 + g^2)^{1/2}}, \quad \langle N, T \rangle = \frac{g}{(h^2 + g^2)^{1/2}}.
\end{equation}

Let us see that $S_K$ is a $C^2$ surface near the south pole $(0, 0, 0)$. The arguments for the north pole of are similar. To see that $S_K$ is $C^1$ near the south pole, it is enough to check that $N$ extends continuously to $u = 0$. Let us see that
\begin{equation}
\lim_{(u, v) \to (0, v_0)} N(u, v) = -T.
\end{equation}

Since $g < 0$, from the expression (5.6) it is enough to prove that
\begin{equation}
\lim_{(u, v) \to (0, v_0)} \frac{h}{g}(u, v) = 0.
\end{equation}
Since $x$ and $y$ are functions of class $C^2$, we use Taylor expansions around $v$ to get
\begin{equation}
\begin{aligned}
x(u + v) &= x(v) + \dot{x}(v)u + R(u, v)u, \\
y(u + v) &= y(v) + \dot{y}(v)u + R(u, v)u, \\
\dot{x}(u + v) &= \dot{x}(v) + \ddot{x}(v)u + R(u, v)u, \\
\dot{y}(u + v) &= \dot{y}(v) + \ddot{y}(v)u + R(u, v)u.
\end{aligned}
\end{equation}

In the above equations $R$ denotes a continuous functions of $(u, v)$ (depending on the equation) that converges to 0 when $u \to 0$ independently of $v$. This follows from
the integral expression for the reminder in Taylor’s expansion. Then we have
\[
\lim_{(u,v) \to (0,v_0)} \frac{h}{g}(u,v) = \lim_{(u,v) \to (0,v_0)} \frac{R(u,v)u}{-\kappa(v)u + R(u,v)u} = 0,
\]
where
\[
\kappa(v) = (\dot{y}x - \dot{x}y)(v)
\]
is the (positive) geodesic curvature of \(\gamma\). This proves (5.9) and so \(S_K\) is of class \(C^1\) around \((0,0,0)\).

To prove that \(S_K\) is of class \(C^2\) around the origin it is enough to show that the Riemannian second fundamental form of \(S_K\) converges to 0 when \((u,v) \to (0,v_0)\). We first compute
\[
\lim_{(u,v) \to (0,v_0)} \frac{D\partial/\partial u N}{h} = 0.
\]
Since
\[
D\partial/\partial u N = \frac{\partial}{\partial u} \left( \frac{h\dot{y}(u+v)}{\sqrt{h^2 + g^2}} \right) X - \frac{\partial}{\partial u} \left( \frac{h\dot{x}(u+v)}{\sqrt{h^2 + g^2}} \right) Y + \frac{g}{\sqrt{h^2 + g^2}} J(\partial/\partial u) T.
\]
A direct computation taking into account \(\frac{\partial h}{\partial u} = 2g\) yields
\[
\frac{\partial}{\partial u} \left( \frac{h}{\sqrt{h^2 + g^2}} \right) = \frac{2g^3 - gh\frac{\partial^2 g}{\partial u^2}}{(h^2 + g^2)^{3/2}}, \quad \frac{\partial}{\partial u} \left( \frac{g}{\sqrt{h^2 + g^2}} \right) = \frac{h^2 \frac{\partial g}{\partial u} - 2g^2 h}{(h^2 + g^2)^{3/2}}.
\]
It is straightforward to check from the Taylor expressions that
\[
\lim_{(u,v) \to (0,v_0)} \frac{h}{g^2}(u,v) = \lim_{(u,v) \to (0,v_0)} \frac{-\kappa(v_0)u^2 + R(u,v)u^2}{\kappa(v_0)^2 u^2 + R(u,v)u^2} = -\frac{1}{\kappa(v_0)}.
\]
Then we immediately get, dividing by \(-g^3\),
\[
\lim_{(u,v) \to (0,v_0)} \frac{\partial}{\partial u} \left( \frac{h}{\sqrt{h^2 + g^2}} \right) = \lim_{(u,v) \to (0,v_0)} -\frac{2 + \frac{h}{g} \frac{\partial^2 g}{\partial u^2}}{(\frac{h}{g})^2 + 1} = -1
\]
and
\[
\lim_{(u,v) \to (0,v_0)} \frac{\partial}{\partial u} \left( \frac{g}{\sqrt{h^2 + g^2}} \right) = \lim_{(u,v) \to (0,v_0)} -\frac{\frac{h}{g} \frac{\partial g}{\partial u} + \frac{h}{g} \frac{\partial^2 g}{\partial u^2}}{(\frac{h}{g})^2 + 1} = 0.
\]
Taking limits in (5.10) we get
\[
\lim_{(u,v) \to (0,v_0)} D\partial/\partial u N = J(\partial/\partial u) - J(\partial/\partial u) + 0 = 0.
\]
We complete \(\partial/\partial u\) to an orthonormal basis of the tangent plane by adding the vector
\[
E = \frac{\partial}{\partial v} - \frac{\langle \partial/\partial u, \partial/\partial u \rangle}{(1 - \langle \partial/\partial u, \partial/\partial u \rangle^2)^{1/2}} \frac{\partial}{\partial v}.
\]
Then where we trivially have

\[ D_\mathcal{E}N = \lim_{(u,v) \to (0,v_0)} D_{\partial/\partial v}N \]

\[ \lim_{(u,v) \to (0,v_0)} \left( -\frac{\partial}{\partial v} \left( \frac{h}{\sqrt{b^2 + g^2}} \right) J \left( \frac{\partial}{\partial v} \right) + \frac{\partial}{\partial v} \left( \frac{g}{(h^2 + g^2)^{\frac{1}{2}}} \right) \right) \]

A computation shows that

\[ \frac{\partial}{\partial v} \left( \frac{h}{\sqrt{b^2 + g^2}} \right) = \frac{g^2 \frac{\partial h}{\partial v} - gh \frac{\partial g}{\partial v}}{(h^2 + g^2)^{\frac{3}{2}}} \quad \text{and} \quad \frac{\partial}{\partial v} \left( \frac{g}{(h^2 + g^2)^{\frac{1}{2}}} \right) = \frac{h^2 \frac{\partial g}{\partial v} - gh \frac{\partial h}{\partial v}}{(h^2 + g^2)^{\frac{3}{2}}} . \]

We trivially have

\[ \lim_{(u,v) \to (0,v_0)} \frac{\partial h}{\partial v}(u, v) = \lim_{(u,v) \to (0,v_0)} \frac{\partial g}{\partial v}(u, v) = 0. \]

Hence

\[ \lim_{(u,v) \to (0,v_0)} \frac{\partial}{\partial v} \left( \frac{g}{(h^2 + g^2)^{\frac{1}{2}}} \right) = \lim_{(u,v) \to (0,v_0)} \frac{h \frac{\partial h}{\partial v} + g^2 \frac{\partial g}{\partial v}}{(h^2 + g^2)^{\frac{3}{2}}} = 0. \]

On the other hand

\[ \lim_{(u,v) \to (0,v_0)} \frac{1}{g} \frac{\partial h}{\partial v}(u, v) = \lim_{(u,v) \to (0,v_0)} \frac{R(u,v)u}{-\kappa(v)u + R(u,v)u} = 0. \]

So we conclude that \( \lim_{(u,v) \to (0,v_0)} D_\mathcal{E}N = 0. \)

6. Minimization property of the Pansu-Wulff shapes

We prove in this section a minimization property satisfied by the balls \( \mathbb{B}_K \). Let \( K \) be a convex body containing 0 in its interior. We assume that \( K \) is of class \( C^1_+ \), with \( \ell \geq 2 \).

**Remark 6.1.** Existence of isoperimetric regions in Carnot and nilpotent groups endowed with a sub-Finsler norm is proved in [33]. In the Heisenberg group \( \mathbb{H}^1 \) with a sub-Finsler norm this is done in [15, Thm. 3.1]. Proofs are based on Leonardi-Rigot’s paper [23].

**Definition 6.2.** Given \( S_K \), we let \( g : K_0 \to \mathbb{R} \) be the function \( g(x) = (g_1(x) + g_2(x))/2 \), where \( g_1 \) and \( g_2 \) are the functions obtained in Theorem 5.5.

We also introduce the notation \( S^+_K := \{ x \in \mathbb{R}^2 : t \geq g(x) \} \), \( S^-_K := \mathbb{S} \cap \{ x : t \leq g(x) \} \) and \( D_0 = \{ (x, g(x)) : x \in K_0 \} \).

**Theorem 6.3.** Let \( \| \cdot \|_K \) be the norm associated to a convex body \( K \subseteq \mathbb{R}^2 \) of class \( C^\ell_+ \), with \( \ell \geq 2 \). Let \( r > 0 \) and \( h : rK_0 \to \mathbb{R} \) a \( C^0 \) function. Consider a subset \( E \subseteq \mathbb{H}^1 \) with finite volume and \( K \)-perimeter such that

\[ \text{graph}(h) \subseteq E \subseteq rK_0 \times \mathbb{R} . \]

Then

\[ \partial E \mid_K \geq \partial \mathbb{B}_E \mid_K , \]

where \( \mathbb{B}_E \) is the Wulff shape in \( (\mathbb{H}^1, \| \cdot \|_K) \) with \( |E| = |\mathbb{B}_E| \).
Proof. Let \( g_r : rK_0 \to \mathbb{R} \) the function defined by \( g_r(x) = r^2 g(\frac{1}{r} x) \), where \( g \) is the function in Definition 6.2. Let \( D \) be the graph of \( g_r \). We know that \( D \) divides the Wulff shape \( rS_K \) into two parts \( rS_K^+ \) and \( rS_K^- \). Let \( W^+ \) and \( W^- \) the vector fields in \( rK_0 \times \mathbb{R} \setminus L \) defined by translating vertically the vector fields

\[
\pi_K(\nu_0)|_{rS_K^+}, \quad \pi_K(\nu_0)|_{rS_K^-},
\]

respectively. Here \( \nu_0 \) is the horizontal unit normal to \( S_K \).

As a first step in the proof we are going to show that if \( F \subset rK_0 \times \mathbb{R} \) is a set of finite volume and \( K \)-perimeter, applying the Divergence Theorem to \( F \) smooth functions \( F \) measure of \( D \) and \( F \) is the horizontal unit normal to \( S \).

Equation (6.2) holds, where \( N_D \) is the Riemannian normal pointing down and \( dD \) is the Riemannian measure of \( D \). Equality holds in (6.2) if and only if \( W^+ = \pi_K(\nu_h)|\partial K F|\)-a.e. on \( F^+ = F \cap \{ t \geq g_r \} \) and \( W^- = \pi_K(\nu_h)|\partial K F|\)-a.e. on \( F^- = F \cap \{ t \leq g_r \} \). Here \( \nu_h \) is the horizontal unit normal to \( F \).

To prove (6.2) we consider two families of functions. For \( 0 < \varepsilon < 1 \) we consider smooth functions \( \varphi_\varepsilon \), depending on the Riemannian distance to the vertical axis \( L = \{ x = y = 0 \} \), so that \( 0 \leq \varphi_\varepsilon \leq 1 \) and

\[
\varphi_\varepsilon(p) = 0, \quad d(p, L) \leq \varepsilon^2,
\]

\[
\varphi_\varepsilon(p) = 1, \quad d(p, L) \geq \varepsilon,
\]

\[
|\nabla \varphi_\varepsilon(p)| \leq 2/\varepsilon, \quad \varepsilon^2 \leq d(p, L) \leq \varepsilon.
\]

Again for \( 0 < \varepsilon < 1 \) we consider smooth functions \( \psi_\varepsilon \), depending on the Riemannian distance to the Euclidean hyperplane \( \Pi_0 = \{ t = 0 \} \), so that \( 0 \leq \psi_\varepsilon \leq 1 \) and

\[
\psi_\varepsilon(p) = 1, \quad d(p, \Pi_0) \leq \varepsilon^{-1/2},
\]

\[
\psi_\varepsilon(p) = 0, \quad d(p, \Pi_0) \geq \varepsilon^{-1/2} + 1,
\]

\[
|\nabla \psi_\varepsilon(p)| \leq 1/\varepsilon, \quad \varepsilon^{-1/2} \leq d(p, \Pi_0) \leq \varepsilon^{-1/2} + 1.
\]

For any \( \varepsilon > 0 \), the vector field \( \varphi_\varepsilon \psi_\varepsilon \) \( W \) has compact support.

It is easy to prove that \( F^+ \) and \( F^- \) have finite \( K \)-perimeter. Since \( F^+ \) has also finite (sub-Riemannian) perimeter, applying the Divergence Theorem to \( F^+ \) and the horizontal vector field \( \varphi_\varepsilon \psi_\varepsilon \) \( W^+ \), we have

\[
\int_{F^+} \text{div}(\varphi_\varepsilon \psi_\varepsilon W^+) d\mathbb{H}^1 = \int_D \langle \varphi_\varepsilon \psi_\varepsilon W^+, N_D \rangle dD
\]

\[
+ \int_{\{ t > g_r \}} \langle \varphi_\varepsilon \psi_\varepsilon W^+, \nu_h \rangle d|\partial F|.
\]

Where \( N_D \) is the Riemannian unit normal to \( D \) pointing into \( F^- \), \( dD \) is the Riemannian area element on \( D \), and \( \nu_h \) is the outer horizontal unit normal to \( F \).

We take limits in the left hand side of Equation (6.3) when \( \varepsilon \to 0 \). As

\[
\int_{F^+} \text{div}(\varphi_\varepsilon \psi_\varepsilon W^+) d\mathbb{H}^1 = \int_{F^+} \varphi_\varepsilon \psi_\varepsilon \text{div} W^+ d\mathbb{H}^1 + \int_{F^+} \langle \nabla(\varphi_\varepsilon \psi_\varepsilon), W^+ \rangle d\mathbb{H}^1.
\]

Since \( \langle \varphi_\varepsilon \nabla \psi_\varepsilon, W^+ \rangle \) is bounded and converges pointwise to 0, and

\[
\int_{F^+} \langle \psi_\varepsilon \nabla \varphi_\varepsilon, W^+ \rangle \leq \int_{\{(x,t) : \varepsilon^2 < |x| < \varepsilon, \quad \varepsilon < t < \varepsilon^{-1/2} + 1\}} \psi_\varepsilon |\nabla \varphi_\varepsilon| d\mathbb{H}^1,
\]
we have that

$$\lim_{\varepsilon \to 0} \int_{F^+} (\nabla (\varphi_\varepsilon \psi_\varepsilon), W^+) d\mathbb{H}^1 = 0.$$  

On the other hand, $\text{div} W^+ = \frac{1}{r}$, the mean curvature of $r\mathbb{B}_K$. We consider the orthonormal vectors $Z = -J(v_0), E = \langle N, T \rangle \nu_h - |\nu_h| T$ and $N$, globally defined on $(rK_0 \times \mathbb{R}) \setminus L$ by vertical translations. We know from Lemma 3.5 that

$$\langle D_Z W^+, Z \rangle = \frac{1}{r}, \quad \langle D_E W^+, E \rangle = 2 \langle N, T \rangle |N_h| \langle W^+, J(v_h) \rangle.$$  

It remains to compute $\langle D_N W^+, N \rangle$. We express $N = \lambda E + \mu T$ as a linear combination of $E$ and $T$, where $\lambda = |N_h|/\langle N, T \rangle$, $\mu = 1/\langle N, T \rangle$. Observe that $\langle N, T \rangle \neq 0$ on int$(K_0)$ since $rS_K^+$ is a t-graph. So we have

$$\langle D_N W^+, N \rangle = \lambda \langle D_E W^+, N \rangle + \mu \langle D_T W^+, N \rangle$$

$$= \lambda^2 \langle D_E W^+, E \rangle + \lambda \mu \langle D_E W^+, T \rangle + \mu \langle J(W^+), N_h \rangle$$

$$= \lambda^2 \langle D_E W^+, E \rangle - \lambda \mu \langle N, T \rangle \langle W^+, J(v_h) \rangle - \mu |N_h| \langle W^+, J(v_h) \rangle$$

$$= \left( \frac{|N_h|}{\langle N, T \rangle} \right)^2 \langle D_E W^+, E \rangle - \frac{1}{\langle N, T \rangle^2} \langle D_E W^+, E \rangle$$

$$= \langle D_E W^+, E \rangle,$$

where we have used that $D_T W^+ = J(W^+)$ since $W^+$ is a linear combination of $W^+, Y$ multiplied by functions that do not depend on $t$. Hence

$$\text{div} W^+ = \langle D_Z W^+, Z \rangle + \langle D_E W^+, E \rangle + \langle D_N W^+, N \rangle = \frac{1}{r}$$

on int$(K_0)$. Since $\varphi_\varepsilon \psi_\varepsilon \text{div} W^+$ is uniformly bounded, $F^+$ has finite volume and $\lim_{\varepsilon \to 0} \varphi_\varepsilon \psi_\varepsilon = 1$, we can apply Lebesgue’s Dominated Convergence Theorem to get

$$\lim_{\varepsilon \to 0} \int_{F^+} \varphi_\varepsilon \psi_\varepsilon \text{div} W^+ d\mathbb{H}^1 = \frac{1}{r} |F^+|.$$  

So we get from (6.4), (6.5) and (6.6)

$$\lim_{\varepsilon \to 0} \int_{F^+} \text{div}(\varphi_\varepsilon \psi_\varepsilon W^+) d\mathbb{H}^1 = \frac{1}{r} |F^+|.$$  

Now we treat the remainings terms in (6.3). Using the representation of the perimeter obtained in (2.9) for sets of finite $K$-perimeter sets we have

$$\int_{\{t > g_r\}} \langle W^+, \nu_h \rangle d|\partial F| \leq \int_{\{t > g_r\}} \|\nu_h\|_s d|\partial F| = |\partial F^+|_K,$$

with equality if and only if $W^+ = \pi(v_0) |\partial F|$-a.e. on $\{t > g_r\}$. From equations (6.7) and (6.8), taking limits in Equation (6.3) when $\varepsilon \to 0$,

$$\frac{1}{r} |F^+| \leq \int_D \langle W^+, N_D \rangle dD + |\partial F^+|_K,$$

with equality if, and only if, $W^+ = \pi(v_0) |\partial F|$-a.e. on $\partial F \cap \{t > g_r\}$.

We consider now the foliation of $rK_0 \times \mathbb{R}$ by vertical translations of $rS_K^-$. Reasoning as in the previous case we get

$$\frac{1}{r} |F^-| \leq -\int_D \langle W^-, N_D \rangle dD + |\partial F^-|_K.$$
with equality if, and only if, $W^- = \pi(v_n) |\partial F|\text{-a.e. on } \partial \{t < g_r\}$. Hence, adding \((6.9)\) and \((6.10)\), and taking into account $|\partial F|_K(\mathbb{H}^1 \setminus D) = |\partial F|_K$ and that $F \cap D$ does not contribute to the volume of $F$, we get

$$\frac{1}{r}|F| \leq \int_D (W^+ - W^-, N_D) dD + |\partial F|_K,$$

and so \((6.2)\) holds, with equality if and only if equalities \((6.9)\) and \((6.10)\) holds. This completes the first part of the proof.

Recall that $h : rK_0 \to \mathbb{R}$ is a function so that $D = \text{graph}(h) \subset E$. We take two values $t_m < t_M$ such that $h + t_m < g_r < h + t_M$.

We apply inequality \((6.2)\) to the set $B = B^- \cup B^0 \cup B^+$, where

- $B^0 = \{(x, t) : x \in rK_0, |t - g_r| \leq (t_M - t_m)/2\}$,
- $B^+ = rB^+_K + (0, (t_M - t_m)/2)$,
- $B^- = rB^-_K - (0, (t_M - t_m)/2)$.

By construction, $D = \text{graph}(g_r) \subset B^0$. Since the lateral boundary of $B^0$ is contained in $\partial(rK_0 \times \mathbb{R})$ and the outer unit normal to $\partial(rK_0 \times \mathbb{R})$ coincides with $W^+$ and $W^-$, the lateral $K$-boundary area of $B^0$ is equal to

$$\left(t_M - t_m\right) \int_{\partial(rK_0)} ||v_0||_K \, d(\partial(rK_0)),$$

where $d(\partial(rK_0))$ is the Riemannian length element of the $C^1$ curve $\partial(rK_0)$. Hence we get

$$|\partial B|_K = \left(t_M - t_m\right) \int_{\partial(rK_0)} ||v_0||_K \, d(\partial(rK_0)) + |\partial(rK)|_K.$$
On the other hand, since
\[ |B| = |rB_K| + |rK_0|(t_M - t_m), \]
we obtain
\[ \frac{1}{r}(|rB_K| + |rK_0|(t_M - t_m)) = \int_D \langle W^+ - W^-, N_D \rangle dD + (t_M - t_m) \int_{\partial(rK_0)} \|\nu_0\|_d\partial(rK_0) + |\partial(rB_K)|_K. \]

Now we apply (6.2) to the set \( E \) consisting on the union of \( E^+ = E \cap \{ t \geq h \} \) translated by the vector \((0, t_M)\), \( E^- = E \cap \{ t \leq h \} \) translated by the vector \((0, t_m)\) and the vertical filling in between the two sets. We reason as before to get
\[ \frac{1}{r}(|E| + |rK_0|(t_M - t_m)) \leq \int_D \langle W^+ - W^-, N_D \rangle dD + (t_M - t_m) \int_{\partial D} \|\nu_0\|_d\partial D_0 + |\partial E|_K. \]

Adding up the above two displayed equations we get
\[ |\partial E|_K \geq |\partial(rB_K)|_K + \frac{1}{r}(|E| - |rB|). \]

Let \( f(\rho) = |\partial(rB_K)|_K + \frac{1}{r}(|E| - |rB|) \). Since \( rB_K \) has mean curvature \( \frac{1}{r} \), Theorem 3.15 guarantees that the Wulff shape \( rB_K \) is a critical point of \( A - \frac{1}{r} |\cdot| \) for any variation. Therefore \( |\partial(rB_K)'|_K - \frac{1}{r} |rB_K'| = 0 \) where primes indicates the derivative with respect to \( \rho \). Hence we have
\[ f'(\rho) = -\frac{1}{r}(|E| - |rB_K|). \]

So the only critical point of \( f \) corresponds to the value \( \rho_0 \) so that \( |\rho_0B_K| = |E| \). Since the function \( \rho \mapsto |\rho B_K| \) is strictly increasing and takes its values in \((0, +\infty)\), we obtain that \( f(\rho) \) is a convex function with a unique minimum at \( \rho_0 \). Hence we obtain
\[ |\partial E|_K \geq f(\rho) \geq f(\rho_0) = |\partial(r_0B_K)|_K, \]
which implies (6.1).

\[ \square \]
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