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Abstract

We study the instability of Schwarzschild black holes and the appearance of scalarized solutions in Einstein-scalar-Gauss-Bonnet gravity performing a time-domain analysis in a perturbative scheme. First we consider a quadratic coupling function and we perform an expansion for a small perturbation of the scalar field around the Schwarzschild solution up to the second order; we do not observe any stable scalarized configuration, in agreement with previous studies. We then consider the cases of quartic and exponential coupling, using an expansion for small values of the Newton’s constant, in order to include the nonlinear terms introduced by the coupling in the field equations; in this case we observe the appearance of stable scalarized solutions different from those found in literature. The discrepancy can be an artifact of the perturbative approach.
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Chapter 1

Introduction

General Relativity was introduced by Albert Einstein in 1915. It represents one of the most important theories of the last century, and has been widely tested in the range of lengths $1 \mu m \lesssim l \lesssim 10^{11} m$. In particular the recent observations of binary black hole mergers and binary neutron star mergers have provided excellent confirmations of the predictions of the Einstein’s theory of gravity.

However there are some critical aspects from a theoretical and cosmological point of view that suggest to investigate alternative theories of gravity. For instance, it can be shown that General Relativity is not renormalizable and therefore it cannot be easily treated from quantum field theory point of view. Moreover, the accelerated expansion of the universe leads to the introduction of dark energy, which can be explained with a nonzero cosmological constant. However, the measurements of the cosmological constant from experimental observations are in contrast with the estimations of the zero-point energy obtained by quantum field theory computations.

An interesting way to extend General Relativity is to introduce a dynamical scalar field in the action; in this case the equations for the metric contain also the scalar field and they are different from the Einstein’s equations. When the scalar field is nonminimally coupled to gravity the theory goes under the name of scalar-tensor gravity.

A critical issue of scalar-tensor theories is that the field equations can be of order higher than two. This can lead to the appearance of a ghost-like instability called Ostrogradsky instability. However this phenomenon can be avoided by considering the so called Horndeski theories, which are the most general scalar-tensor theories whose field equations are of order two.

Another interesting theory is quadratic gravity, in which the action contains quadratic terms in the curvature, and it can be considered as a low-energy approximation of a more general action in a quantum field theory model that includes gravity.

In this work we are going to study Einstein-scalar-Gauss-Bonnet (EsGB) gravity, in which the coupling between the scalar field and the metric is given by a coupling function multiplied by the Gauss-Bonnet invariant $\mathcal{G} = R^2 - 4R_{\mu\nu}R^{\mu\nu} + R_{\mu\nu\alpha\beta}R^{\mu\nu\alpha\beta}$. This theory belongs simultaneously to the classes of Horndeski and quadratic gravity.
The corrections of EsGB gravity to General Relativity are in the high curvature/energy regime and it is interesting to analyze the characteristics of compact objects, in particular black holes.

Thanks to the no-hair theorem in General Relativity black holes are described by the Kerr-Newman metric, which is defined using only three quantities: mass, angular momentum and electric charge. This theorem is very stringent and expresses a conceptual simplicity in the description of black holes, that can be used to test the validity of an alternative theory of gravity: the eventual observation of deviations from the predictions of the no-hair theorem can give a confirmation to a theory that introduces auxiliary quantities for the description of the black hole metric. Moreover, even if these deviations are absent, the prediction of a theory of modified gravity can be useful to understand from an observational point of view how the no-hair theorem operates and why it is not violated.

In some EsGB gravities when the scalar field assumes a trivial configuration, the black hole solution reduces to the one predicted by General Relativity. Nevertheless there are choices of the coupling function for which the scalar field can assume nontrivial configurations that require additional constants (usually referred as “hairs”) to be described.

Recently a new phenomenon called spontaneous black hole scalarization has been found to occur in EsGB gravity (refs. [42,44]). This phenomenon is the analog of the spontaneous scalarization introduced in the 90’s by Damour and Esposito-Farèse for neutron stars (refs. [45,46]), and it consists in the development of an instability in the trivial solution of the scalar field and in the appearance of stable nontrivial configurations. The additional parameter required to describe the black hole solutions is called scalar charge, while the nontrivial configurations of the scalar field are called scalarized solutions.

From an observational point of view, the effects of the presence of the scalar charge may be seen in gravitational waves. In fact a binary system of scalarized black holes possesses a scalar dipole moment that, rotating, emits scalar dipole radiation, affecting the gravitational wave signal (see e.g. ref. [25]).

Spontaneous scalarization has been studied for quadratic, quartic and exponential coupling functions in the case of massless scalar field. It has been found that for certain choices of the parameters in the coupling function the Schwarzschild solution is unstable, and there are scalarized solutions that can be classified by the number of nodes and the scalar charge. In the case of quadratic coupling function there are not stable scalarized solutions, while in the other two cases there are stable nontrivial configurations of the scalar field, and the scalarized solutions with \( n \geq 1 \) nodes are unstable. According to ref. [49] this behavior is related to the presence of nonlinear terms in the equation for the scalar field. In fact the quadratic term of the coupling function contributes with a linear term in the equation, and the higher order terms in the coupling function provide nonlinear terms that can quench the instability. In the case of quadratic coupling these nonlinear terms are absent and the scalarized solutions are unstable.

In recent years spontaneous scalarization has also been studied for charged black holes (see refs. [52,53]), for massive scalar field (see refs. [47,51]) and for spinning
black holes (see refs. [54, 55]). We will not analyze these studies, but we will focus only on the spherically symmetric case with massless scalar field.

In this work we will study the instability of a Schwarzschild black hole and the appearance of stable scalarized solutions in some EsGB gravities performing a time-domain analysis in a perturbative scheme. The time-domain approach allows us to delineate the evolution of the solutions, to study how the instability appears, and how the stable configurations are reached.

In order to compute the time evolution of the system we developed a 1+1 code in C for the numerical integration of time dependent partially differential equations with a constraint. In the first part we are going to consider a quadratic coupling function $F[\phi] = \lambda \phi^2$, where $\phi$ is the scalar field and $\lambda$ is a coupling constant. We will assume $\phi$ as a small perturbation around the Schwarzschild solution and then we will expand up to the second order in the field equations. In this approximation we can consider the effects of the backreaction of the scalar field on the metric, and the equation for $\phi$ can be integrated using the Schwarzschild metric as background. This remarkable simplification in the field equations is the point of strength of the perturbative approach.

Our intent is to determine the values of the coupling parameter $\lambda$ for which the Schwarzschild solution is stable and to characterize the instability. We will also discuss the possibility of studying the evolution of the position of the apparent horizon in this perturbative scheme.

Then we are going to consider the instability of a Schwarzschild black hole with a quartic coupling function $F[\phi] = \lambda \phi^2 + \gamma \phi^4$. In this case the equation for the scalar field contains nonlinear terms in $\phi$, and stable nodeless scalarized solutions have been found, therefore it is interesting to study how the instability of the Schwarzschild solution is quenched and how the scalar field reaches a nontrivial stable configuration.

However the perturbative scheme we are going to use for the quadratic coupling function cannot be used with the quartic coupling. In fact, expanding in a perturbation of the scalar field, the terms that come from $\phi^4$ do not appear in the equations at the second order. Therefore we will perform an expansion for a small Newton’s constant $G$, in such a way that we can treat the linear and the nonlinear terms in the equation for the scalar field at the same order in perturbation theory.

We will determine with a time-domain analysis the ranges of values for the parameters $\lambda$ and $\gamma$ where the Schwarzschild solution is unstable, we will discuss the appearance of stable scalarized solutions and compute their scalar charge.

We will also consider the case of exponential coupling $F[\phi] = \lambda \left(1 - e^{-3\phi^2}\right)$ using the expansion in the Newton’s constant. As in the case of quartic coupling, the equation for the scalar field contains nonlinearities and stable scalarized solutions appear.

The structure of the thesis is the following.

In chapter 2 we will discuss the reasons to introduce modifications in General Relativity and a scheme to classify the alternative theories on the basis of the violation
of the Lovelock’s theorem, following the structure of ref. [23]. We will introduce scalar-tensor theories, Horndeski theories and quadratic gravity, arriving then to Einstein-scalar-Gauss-Bonnet gravity. We will explore the no-hair theorem in General Relativity, and some extensions in scalar-tensor theories, analyzing in detail the case of EsGB gravity. Finally we will discuss the phenomenon of spontaneous scalarization, and we will review some results obtained in recent years.

In chapter 3 we will analyze the case of quadratic coupling function. We will perform the expansion for a perturbation around the trivial configuration of the scalar field, and we will integrate numerically the equations analyzing the stability of the solutions. We will then compute the evolution of the position of the apparent horizon and discuss the possibility of studying it in the perturbative scheme.

In chapter 4 and 5 we will consider respectively the quartic and the exponential couplings with the expansion in the Newton’s constant, analyzing the stability of the scalarized solutions and computing their scalar charge.

The thesis ends with the conclusions in chapter 6.
Chapter 2

Modifications of General Relativity and Hairy Black Holes

In this chapter we will discuss some possible approaches for extending General Relativity. In particular we will describe scalar-tensor theories and quadratic gravity, and we will focus on EsGB gravity. We will discuss about possible extensions of the no-hair theorems in EsGB gravity, and the occurrence of the so called spontaneous scalarization, reporting some results obtained in recent years.

In the first part of the chapter we will follow the presentation in ref. [23].

2.1 Necessity for a Modification of General Relativity

General Relativity (GR) has received several confirmations during the last century, from the deflection of light discovered by Arthur Eddington in 1919 [1] to the recent detections of gravitational waves from binary systems by the LIGO-Virgo collaboration starting from 2015 [2–11] and the image of a black hole with its shadow obtained in 2019 by the EHT collaboration [12–17].

However, there are reasons to investigate possible modifications of GR, and they come mainly from theoretical and cosmological arguments.

From a theoretical perspective the main issue is the classical nature of General Relativity. Using the renormalizability criterion it can be shown that GR is a non-renormalizable theory; in fact the dimension of the coupling constant in natural units ($h = c = 1$) are given by the dimensions of the gravitational constant, which are $[G] = [E^{-2}]$ (see ref. [18]). Therefore GR cannot be included in a quantum field theory description of the universe.

At the same time, the discovery of the accelerated expansion of the universe in 1998 [20] highlighted new criticalities from a cosmological point of view. In GR this phenomenon can be described with a positive cosmological constant [1] [21], whose evaluation poses new critical issues in the context of the General Relativity and the Standard Model of particle physics, such as the cosmological constant problem.

---

1 See also ref. [19] for a review on the Dark Energy and the accelerated expansion of the universe.
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(or vacuum catastrophe), which is the discrepancy between the measured value of the cosmological constant and the quantum field theory prediction of the zero-point energy \[22\]. A modified version of General Relativity must include correction at low or high energies, while it must reduce to GR in the intermediate energy regime, in order to be consistent with the current experimental results. In particular, the length scale where GR has been tested is \(1 \mu m \lesssim l \lesssim 10^{11} m\) (see ref. \[23\]) and the corrections must appear out of this range. Corrections at high energy and small length scales are called ultraviolet (UV) corrections, whose effects can appear in astrophysical compact objects, such as Black Holes (BH) and Neutron Stars (NS), while corrections at low energy and long length scales are called infrared (IR) corrections, and they can be investigated by examining cosmological phenomena and also from the gravitational waves (see e.g. \[24\]).

2.2 Lovelock’s Theorem and Possible Modifications of GR

Let us now delineate a possible scheme to introduce modifications in GR. This scheme is described in detail in ref. \[23\], and we are going to summarize it without dwelling on the illustration of all the theories referable to it. According to Lovelock’s theorem \[26\], in four dimensions any rank-2 symmetric tensor \(A^{\mu\nu} = A^{\nu\mu}\) with null divergence \(A^{\mu\nu}_{;\nu}\), constructed only from the metric tensor \(g^{\mu\nu}\) and its first and second order derivatives, and which preserves diffeomorphism invariance, can be written as a linear combination of the Einstein tensor \(G^{\mu\nu} = R^{\mu\nu} - \frac{1}{2}Rg^{\mu\nu}\) and \(g^{\mu\nu}\):

\[A^{\mu\nu} = \alpha G^{\mu\nu} + \beta g^{\mu\nu}.\]  \(2.1\)

This leads to the Einstein’s equations with the addition of a cosmological term

\[G_{\mu\nu} + \Lambda g_{\mu\nu} = \frac{8\pi G}{c^4} T_{\mu\nu},\]  \(2.2\)

where \(T_{\mu\nu}\) is the matter stress-energy tensor and \(\Lambda\) is the cosmological constant.

In order to modify GR we have to violate one or more hypotheses of the Lovelock’s theorem. We are now going to list some possible violations of the postulates, following ref. \[23\], and some theories proposed.

1. **Violation of the hypothesis that \(A^{\mu\nu}\) must be constructed only with \(g^{\mu\nu}\) and its first and second derivatives.**

This hypothesis can be violated by adding a field, which can be either dynamical and nondynamical. In the case of dynamical field we can add in the left hand side of the Einstein’s equations some couplings between the metric tensor and the field \[23\]. Einstein-scalar-Gauss-Bonnet (EsGB) gravity belongs to this class of theories. Instead in the case of nondynamical field the aim is to write the Einstein’s equations with \(G_{\mu\nu}\) on the left hand side, and, on the right hand side, a nonlinear combination of a stress-energy tensor that satisfies the condition \(T^{\mu\nu}_{;\nu} = 0\), in such a way that the weak equivalence principle holds. A theory of this type is the Palatini \(f(R)\) gravity \[23\].
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2. Violation of the hypothesis of a 4 dimensional spacetime.

This hypothesis is violated by considering the number of dimensions as a parameter of the theory. This could be interesting in order to study how the theory depends on the number of dimensions, and also in the context of string theory. An example of higher dimensional theory is the Kaluza-Klein gravity [23].

3. Violation of the diffeomorphism invariance hypothesis.

Two common ways of violating the diffeomorphism invariance are to break Lorentz invariance or to consider a model of massive gravity. In the first case the idea is that Lorentz symmetry is broken at high energy and hence this type of theory can provide UV corrections to GR. A Lorentz violating theory is, for instance, Einstein-Æther gravity [23]. Instead in the second case the idea is to consider a massive graviton, i.e. a massive spin-2 field. An example of massive gravity theory is de Rham-Gabadadze-Tolley (dRGT) gravity [23].

4. Violation of the hypothesis $A^\mu_{\nu,\nu} = 0$.

In this case the general idea is that if we violate the Weak Equivalence Principle (WEP), then condition $T^\mu_{\nu,\nu} = 0$ does not hold anymore and the hypothesis $A^\mu_{\nu,\nu} = 0$ can be released [23].

2.3 EsGB Gravity Introduction and General Aspects

Now we are going to discuss about the theory of modified gravity we want to study in this work. To explain the general aspects of the theory we are following ref. [23]. From now we will use geometrized units ($c = 8\pi G = 1$).

2.3.1 Scalar-Tensor Theories and Horndeski Gravity

Let us start writing the Einstein-Hilbert action, whose variation yields the Einstein’s equations in vacuum:

$$S_{EH} = \frac{1}{2} \int_{\Omega} d^4x \sqrt{-g} R.$$  \hspace{1cm} (2.3)

Eq. (2.3) is the starting point for introducing modifications to GR.

Our approach to avoid the Lovelock’s theorem is to introduce a dynamical scalar field $\phi$, with scalar potential $V(\phi)$, and add interaction terms between the metric and the field. The theory we want to consider belongs to the class called Scalar-Tensor gravity, whose theories are characterized by an action that contains a nonminimal coupling between the scalar field $\phi$ and the metric as follows [23,28,29]

$$S_{ST} = \frac{1}{2} \int_{\Omega} \sqrt{-g} \left\{ \phi R - \frac{\omega}[\phi](\nabla \phi)^2 - V[\phi] \right\} + S_M[\psi, g_{\mu\nu}],$$ \hspace{1cm} (2.4)

where $(\nabla \phi)^2 = \nabla_\mu \phi \nabla^\mu \phi = \partial_\mu \phi \partial^\mu \phi$, and $S_M[\psi, g_{\mu\nu}]$ is the action of matter.

Alternatively, with a redefinition of the $\phi$ and $\omega[\phi]$, the action can be written as [29]

$$S_{ST} = \frac{1}{2} \int_{\Omega} \sqrt{-g} \left\{ F[\phi] R - \omega[\phi](\nabla \phi)^2 - V[\phi] \right\} + S_M[\psi, g_{\mu\nu}].$$  \hspace{1cm} (2.5)
2.3 EsGB Gravity Introduction and General Aspects

These actions are defined in the so called Jordan Frame. Another representation of the theory can be given in the Einstein Frame and it can be obtained from (2.4) redefining the scalar field and performing a conformal transformation:

$$\varphi = \varphi[^\phi].$$

$$g^*_{\mu\nu} = A^{-2}\varphi g_{\mu\nu}. \quad (2.6)$$

After these transformations the action can be rewritten as

$$S_{ST} = \frac{1}{2} \int_\Omega \sqrt{-g^*} \left\{ R^* - (\nabla^* \varphi)^2 - V[\varphi] \right\} + S_M[\psi, A^2 \varphi, g^*_{\mu\nu}], \quad (2.7)$$

where $$(\nabla^* \varphi)^2 = g^*_{\mu\nu} \partial^\mu \varphi \partial^\nu \varphi.$$ In the Einstein frame the scalar field is minimally coupled to gravity while in $S_M$ there is a nonminimal coupling between the matter and the scalar field $[23,30]$.

Scalar-tensor theories are subject to the so called Ostrogradsky instability, which is a ghost-like instability related to the presence of a nondegenerate lagrangian whose Euler-Lagrange equations are of order higher than two. We will not go through the details of Ostrogradsky’s construction, that can be found in ref. [31], but we will show how this instability appears using the example in the context of classical mechanics that can be found in ref. [32].

Let $a$ be a non-null real constant, $\phi$ a lagrangian variable and $V(\phi)$ a potential. Let us consider a system described by the lagrangian

$$L = \frac{a}{2} \ddot{\phi}^2 - V(\phi). \quad (2.8)$$

When the lagrangian contains a time derivative of order two the Lagrange equation is

$$- \frac{d^2}{dt^2} \frac{\partial L}{\partial \dot{\phi}} + \frac{d}{dt} \frac{\partial L}{\partial \phi} - \frac{\partial L}{\partial \phi} = 0. \quad (2.9)$$

For the lagrangian (2.8) we obtain

$$a \dddot{\phi} - \frac{\partial V(\phi)}{\partial \phi} = 0. \quad (2.10)$$

To solve this Cauchy problem we should impose four initial conditions: $\phi(t = 0)$, $\dot{\phi}(t = 0)$, $\ddot{\phi}(t = 0)$, $\dddot{\phi}(t = 0)$. Defining the variable $\psi = \dot{\phi}$ the lagrangian can be written as

$$L = a \psi \ddot{\phi} - \frac{a}{2} \psi^2 - V(\phi) = a \frac{d}{dt} (\psi \dot{\phi}) - a \psi \ddot{\phi} - \frac{a}{2} \psi^2 - V(\phi) \quad (2.11)$$

The lagrangian is defined up to the total time derivative of a function, and therefore the first term in the second step can be neglected. In the new lagrangian the two dynamical degrees of freedom have been made explicit in two lagrangian variables, for each of which two initial conditions are required.

Defining the new variables

$$q = \frac{\phi + \psi}{\sqrt{2}}, \quad Q = \frac{\phi - \psi}{\sqrt{2}}, \quad (2.12)$$
we can rewrite the lagrangian as
\[ L = -\frac{a}{2} \dot{q}^2 + \frac{a}{2} \dot{Q}^2 - U(q, Q), \]  
(2.13)
where \( U(q, Q) = V\left(\frac{q+Q}{\sqrt{2}}\right) + \frac{a}{2} \left(\frac{q-Q}{\sqrt{2}}\right)^2 \). As we can see in this coordinates one of the two degrees of freedom (depending on the sign of \( a \)) has a negative kinetic term, and therefore it generates the Ostrogradsky instability. Such a degree of freedom is called ghost.

In order to avoid the Ostrogradsky instability we should restrict ourselves to Horndeski gravity, which is defined as the most general scalar-tensor theory with second order field equations \[23,32\]. The action of Horndeski gravity is
\[ S_H = \int_{\Omega} d^4 x \sqrt{-g} \left\{ G_2[\phi, X] - G_3[\phi, X] \square \phi + \right. \\
\left. + G_4[\phi, X] R + G_{4, X}[\phi, X] \left[(\square \phi)^2 - (\nabla_\mu \nabla_\nu \phi)(\nabla^\mu \nabla^\nu \phi)\right] + \right. \\
\left. + G_5[\phi, X] G_{\mu \nu} \nabla^\mu \nabla^\nu \phi - \frac{G_{5, X}[\phi, X]}{6} \left[(\square \phi)^3 - 3(\square \phi)(\nabla_\mu \nabla_\nu \phi)(\nabla^\mu \nabla^\nu \phi) + \right. \\
\left. + 2(\nabla_\mu \nabla_\nu \phi)(\nabla^\mu \nabla_\sigma \phi)(\nabla^\nu \nabla^\sigma \phi)\right]\right\}, \]  
(2.14)
where \( X := -\frac{1}{2} (\nabla \phi)^2 \), \( G_i[\phi, X] \) with \( i \in \{2, 3, 4, 5\} \) are functions of \( \phi \) and \( X \), and \( G_i, X = \frac{\partial G_i}{\partial X} \).

### 2.3.2 Renormalizability and Quadratic Gravity

Let us now focus on a different aspect: renormalizability. As we said earlier in this chapter, it has been proven that the Einstein-Hilbert action is not renormalizable. A possible approach to treat this problem is to include in the action terms quadratic in curvature. In fact it has been proven by Stelle in ref. \[33\] that such an action would be renormalizable. A reason for the introduction of quadratic terms in the action comes from low-energy effective string theories and is to consider the Einstein-Hilbert action as the first term of an expansion that contains other curvature invariants \[23\].

In the context of scalar-tensor theories, the interaction term of a quadratic gravity with a dynamical scalar field \( \phi \) can be written multiplying all the algebraic independent quadratic curvature invariants by some functions of the field \( f_1[\phi], \ldots, f_4[\phi] \), obtaining the action \[23\]
\[ S_Q = \frac{1}{2} \int_{\Omega} d^4 x \sqrt{-g} \left\{ R - (\nabla \phi)^2 - V[\phi] + f_1[\phi] R^2 + f_2[\phi] R_{\mu \nu} R^{\mu \nu} + \\
f_3[\phi] R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma} + f_4[\phi] \frac{1}{2} R_{\mu \nu \rho \sigma} \epsilon^{\mu \nu \lambda \kappa} R^{\lambda \kappa}_{\rho \sigma} \right\} + S_M[\psi, \gamma[\phi] g_{\mu \nu}], \]  
(2.15)
\footnote{We are using a different normalization from the one used by Berti et al. in ref. \[23\]. In particular, if \( \phi_B \) is the scalar field used in \[23\] then \( \phi = \sqrt{2} \phi_B \). The normalization we are using is the one used in \[34\].}
where $\epsilon^{\mu\nu\lambda\kappa}$ is the totally antisymmetric Levi-Civita symbol.

In (2.15) the function $\gamma[\phi]$ is a nonminimal coupling between the matter and $\phi$.

The field equation derived from this action can in general be of order higher than two and thus can appear ghosts related to Ostrogradsky instability. However for some choices of the functions $f_1[\phi], \ldots, f_4[\phi]$ the theory belongs to the class of Horndeski gravity, and the instability does not appear \cite{23}.

In the other cases a possible approach could be to treat the theory as an Effective Field Theory (EFT), which we will describe following ref. \cite{23}. This approach can be applied when a theory involves two well separated fundamental energy scales $M_1 << M_2$. In this case the action can be written as a function of the field $h$ in the high energy regime $E \sim M_2$ and the field $l$ in the low energy regime $E \sim M_1$. If we consider measurements at the lower scale, using functions that depend only on $l$ and not on $h$, then the observables can be written as

$$\langle O_1 \cdots O_n \rangle = \int Dh \, Dl \, [O_1(l) \cdots O_n(l)] \, e^{iS(h,l)} = \int Dl \, [O_1(l) \cdots O_n(l)] \, e^{iS_{\text{eff}}(l)},$$

(2.16)

where $S_{\text{eff}}(l)$ is called effective action and it can be defined by the relation

$$e^{iS_{\text{eff}}(l)} = \int Dh \, e^{iS(h,l)}.$$  

(2.17)

Then $S_{\text{eff}}$ is expanded in powers of $\frac{1}{M_2}$. The effective action can now be interpreted also as an expansion in derivatives of $l$.

Using this formalism the action (2.15) can be read as an expansion of the action of an effective field theory that derives from a more general quantum gravity theory. In this way the field equations can be treated perturbatively eliminating terms of order higher than two and thus avoiding Ostrogradsky instability.

2.3.3 Einstein-scalar-Gauss-Bonnet Gravity

The theory we want to study in this work is Einstein-scalar-Gauss-Bonnet (EsGB) gravity, whose action in vacuum is given by \cite{23}

$$S_{\text{EsGB}} = \frac{1}{2} \int d^4 x \sqrt{-g} \left\{ R - (\nabla \phi)^2 - V[\phi] + F[\phi]G \right\},$$

(2.18)

where $G = \frac{1}{4} \delta^{\alpha\beta\mu\nu} R^{\sigma\rho\omega\lambda}_{\alpha\beta} R_{\rho\omega\mu\nu} = R^2 - 4R_{\mu\nu}R^{\mu\nu} + R_{\mu\nu\alpha\beta}R^{\mu\nu\alpha\beta}$ is the Gauss-Bonnet invariant and $\delta^{\alpha\beta\mu\nu} = \epsilon^{\alpha\beta\mu\nu} \epsilon_{\rho\sigma\lambda\omega}$ is the generalized Kronecker delta.

This action has the following features \cite{23}:

- it is a scalar-tensor theory whose Euler-Lagrange equations are of second order, therefore it is a Horndeski theory and it is free from Ostrogradsky instability and the relative ghosts;

- it can be obtained from (2.15) imposing $f_1[\phi] = -\frac{1}{4} f_2[\phi] = f_3[\phi] = F[\phi]$ and $f_4[\phi] = 0$, which means that it is a quadratic gravity and it can be considered as a low-energy approximation of a more general theory.
These characteristics make Einstein-scalar-Gauss-Bonnet gravity a very interesting GR modification to investigate. Moreover, black holes in these theories can evade no-hair theorem and exhibit a phenomenon called spontaneous scalarization. We will discuss these topics in the following sections.

We conclude this section with a small classification of EsGB theories on the basis of the choice of \( F[\phi] \). The most common coupling functions are:

- \( F[\phi] = \lambda e^{\gamma \phi} \)
  Theories with this exponential coupling function go under the name of Einstein-dilaton-Gauss-Bonnet (EdGB). This action is motivated by low-energy effective string theory, and in this context the scalar field is called dilaton.

- \( F[\phi] = \lambda \phi \)
  In this case the action is invariant under the transformation \( \phi \rightarrow \phi + \alpha \), where \( \alpha \) is a constant, and for this reason these theories are called shift-symmetric Gauss-Bonnet.

- \( F[\phi] = \lambda \phi^2 \)
  In this case the action is invariant under \( \mathbb{Z}_2 \)-symmetry, i.e. under the transformation \( \phi \rightarrow -\phi \). In chapter 3 we are going to study this theory.

\section*{2.4 Black Holes and No-Hair Theorems}

EsGB gravity provides corrections to GR in the high curvature/energy regime and for this reason an interesting research subject to study the modifications introduced is represented by black holes (BH) \cite{23}. We are now going to discuss about BHs and no-hair theorems starting from GR and then moving to EsGB.

\subsection*{2.4.1 General Relativity}

In GR a static, stationary and spherically symmetric black hole is described by the Schwarzschild metric

\[ ds^2 = -\left(1 - \frac{2M}{r}\right)dt^2 + \frac{1}{1 - \frac{2M}{r}}dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2). \] (2.19)

The Birkhoff’s theorem guarantees that under the hypotheses of spherical symmetry and asymptotic flatness the metric in eq. (2.19) is the unique solution of the Einstein’s equations in vacuum \cite{27}. Instead, for a spinning BH with angular momentum \( J \), the line element is given by

---

\(^3\)The mass variable in eq. (2.19) in geometrized units with \( 8\pi G = c = 1 \) is actually \( M = \frac{M_0}{8\pi} \), where \( M_0 \) is the (geometrical) mass of the BH. This choice allows to write the Einstein’s equations as \( G_{\mu\nu} = T_{\mu\nu} \). In the rest of the thesis we will refer to \( M \) as the mass of the BH.
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the Kerr metric and in Boyer-Lindquist coordinates has the form

\[
ds^2 = -dt^2 + \frac{dr^2}{\Delta} + \Sigma (d\theta^2 + d\varphi^2) + (r^2 + a^2) \sin^2 \theta \, d\varphi^2 + 2Mr \Sigma (a \sin^2 \theta \, d\varphi - dt), \tag{2.20}\]

where \(a = \frac{J}{M}\), \(\Delta = r^2 - 2Mr + a^2\) and \(\Sigma = r^2 + a^2 \cos^2 \theta\). In this case the metric is not static and the spherical symmetry of eq. (2.19) has been replaced by axial symmetry. However for \(a = 0\) eq. (2.20) reduces to the Schwarzschild metric \[27\].

Another possible extension is to consider electric charge. This can be done in the Einstein-Maxwell theory, whose action in electric units \((4\pi\varepsilon_0 = 1)\) is \[27\]

\[
S_{EM} = \int_{\Omega} d^4x \sqrt{-g} \left\{ \frac{1}{2} R - \frac{1}{16\pi} F_{\mu\nu} F^{\mu\nu} \right\}, \tag{2.21}\]

where \(F_{\mu\nu}\) is the electromagnetic tensor. In this context a charged spinning black hole is described by the so called Kerr-Newman metric, which in Boyer-Lindquist coordinates is given by \[27\]

\[
ds^2 = -\Delta \Sigma (dt - a \sin^2 \theta \, d\varphi)^2 + \frac{\sin^2 \theta}{\Sigma} [adt - (r^2 + a^2) \, d\varphi]^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2, \tag{2.22}\]

where \(\Delta = r^2 - 2Mr + a^2 + Q^2\), \(\Sigma = r^2 + a^2 \cos^2 \theta\) and \(Q\) is the BH electric charge. However this metric is interesting from a conceptual perspective rather than from a practical point of view. In fact the \(Q/M\) of a BH must be smaller than the mass-to-charge ratio of the electron, which is extremely small, and therefore astrophysical BH are assumed to be neutral \[27\].

For the sake of completeness we cite the Reissner-Nordström metric, which describes a charged BH with zero angular momentum \[27\]

\[
ds^2 = - \left( 1 - \frac{2M}{r} + \frac{Q^2}{r^2} \right) dt^2 + \frac{1}{1 - \frac{2M}{r} + \frac{Q^2}{r^2}} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\varphi^2). \tag{2.23}\]

In GR a uniqueness theorem holds, the no-hair theorem, which we report in the form written in \[35\]:

\textit{An isolated, stationary and regular BH in Einstein-Maxwell theory is described by the Kerr-Newman family.}

This means that in a Einstein-Maxwell theory from the hypotheses of asymptotic flatness and stationarity derives the axial symmetry, and the metric of the BH can be determined using only three parameters: mass, angular momentum and electric charge \[27,35\].

2.4.2 Scalar-Tensor Theories

An interesting point in modified gravity is whether the no-hair theorem can be extended to these theories or not. Some results have been found in the context of
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Here we report two theorems as written in [35]. The first is the following:

An isolated, stationary and regular BH in the Einstein-Klein-Gordon or Einstein-Proca theory with a time-independent boson is described by the Kerr family.

The Einstein-Klein-Gordon gravity is the theory with a scalar field minimally coupled to gravity, therefore the action is

\[ S_{EKG} = \frac{1}{2} \int_{\Omega} d^4 x \sqrt{-g} \left\{ R - \left( \nabla \phi \right)^2 - V[\phi] \right\}, \] (2.24)

which is the action of a scalar-tensor theory in absence of a matter field.

In the case of Einstein-Klein-Gordon the hypothesis of a time-independent boson can be relaxed if the scalar field is real, and this is the content of the second theorem we report from [35]:

An isolated, stationary and regular BH in the Einstein-Klein-Gordon theory with one real scalar is described by the Kerr family.

In Horndeski gravity a no-hair theorem has been proved by Hui and Nicolis in [39] with the additional hypothesis that the theory must be shift-symmetric with respect to the scalar field, i.e. the action must be invariant under the transformation \( \phi \to \phi + \alpha \) with \( \alpha \) constant. However it has been found [40] that in shift-symmetric Gauss-Bonnet gravity the scalar field can assume some nontrivial configuration, and this could mean that to describe the black hole metric a scalar hair must be introduced, i.e. a charge related to the scalar field. Nevertheless in this case the scalar charge depends on the BH mass and for this reason the hair is said to be of the second kind [23].

The case of EsGB gravity is particularly interesting and hairy solutions have been found also in EdGB [41].

2.4.3 Einstein-scalar-Gauss-Bonnet Gravity

In EsGB gravity a no-hair theorem has been proved by Silva et al. in [42]. In what follows we are going to repeat the proof presented in the paper.

We consider the action of EsGB gravity with null scalar potential written as

\[ S_{EsGB} = \frac{1}{2} \int_{\Omega} d^4 x \sqrt{-g} \left\{ R - \left( \nabla \phi \right)^2 + 2F[\phi]G \right\}. \] (2.25)

We write the field equations that can be obtained from the action (2.25)

\[ \nabla_\mu \nabla^\mu \phi + \delta F[\phi] \frac{\delta \phi}{\delta \phi} G = 0, \] (2.26)

\[ G_{\mu\nu} = T_{\mu\nu}, \] (2.27)
where the stress-energy tensor $T_{\mu\nu}$ is given by
\[
T_{\mu\nu} = -\frac{1}{2} (\nabla^2 \phi) g_{\mu\nu} + (\nabla_{\mu} \phi)(\nabla_{\nu} \phi) - 2 \left( \nabla_{\gamma} \nabla^{\alpha} F[\phi] \right) \delta_{\alpha\beta\gamma\lambda} R^{\rho\sigma}_{\lambda\gamma} \delta_{\mu}^{\rho} \delta_{\nu}^{\sigma}.
\] (2.28)

We are going to derive the field equations and the expression of the stress-energy tensor $T_{\mu\nu}$ in the appendix.

The hypotheses of the theorem are:

1. the BH is stationary and asymptotically flat, therefore there exists a Killing vector $\xi^\mu$ which is timelike at infinity and at the event horizon acts as a generator of the horizon itself;

2. the scalar field satisfies the stationarity condition
\[
\xi^\mu \nabla_\mu \phi = 0;
\] (2.29)

3. there exists a constant $\phi_0$ such that
\[
\frac{\delta F[\phi]}{\delta \phi} \bigg|_{\phi=\phi_0} = 0;
\] (2.30)

4. the following condition holds:
\[
\frac{\delta^2 F[\phi]}{\delta \phi^2} G < 0.
\] (2.31)

The aim is to show that the field equations are only satisfied by a constant configuration of the scalar field. In this case the stress-energy tensor becomes null and eq. (2.27) reduces to $G_{\mu\nu} = 0$, therefore the BH solution coincides with the GR one.

Let us start the proof by defining a volume $V$ in the spacetime whose boundaries are the event horizon, the spatial infinity and two partial Cauchy surfaces. If we multiply the Euler-Lagrange equation for the scalar field (2.26) by $\frac{\delta F[\phi]}{\delta \phi}$ and we integrate over $V$ we obtain

\[
0 = \int_V d^4x \sqrt{-g} \left\{ \frac{\delta F[\phi]}{\delta \phi} \nabla_\mu \nabla^\mu \phi + \left( \frac{\delta F[\phi]}{\delta \phi} \right)^2 G \right\} = \\
= \int_V d^4x \sqrt{-g} \left\{ \nabla_\mu \left( \frac{\delta F[\phi]}{\delta \phi} \right) \nabla^\mu \phi + \left( \frac{\delta F[\phi]}{\delta \phi} \right)^2 G \right\} = \\
= \int_V d^4x \sqrt{-g} \left\{ -\frac{\delta^2 F[\phi]}{\delta \phi^2} (\nabla_\mu \phi)(\nabla^\mu \phi) + \left( \frac{\delta F[\phi]}{\delta \phi} \right)^2 G \right\} + \\
+ \int_{\partial V} d^3y \sqrt{|h|} \frac{\delta F[\phi]}{\delta \phi} n_\mu \nabla^\mu \phi, \tag{2.32}
\]

where in the last step we used the divergence theorem in curved space.

In the integral over $\partial V$ the contribution from the spatial infinity vanishes for the
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asymptotic flatness, the contributions from the Cauchy surfaces cancel each other because they can be generated by an isometry, and at the event horizon \( \xi_\mu = n_\mu \) for the first hypothesis, therefore \( n_\mu \nabla^\mu \phi = \xi_\mu \nabla^\mu \phi = 0 \) for the second hypothesis, thus the integral over the horizon is zero. Hence \( \int_{\partial V} d^3y \sqrt{|h|} \frac{\delta F[\phi]}{\delta \phi} n_\mu \nabla^\mu \phi = 0 \) and we are left with

\[
\int_{\mathcal{V}} d^4x \sqrt{-g} \left\{ -\frac{\delta^2 F[\phi]}{\delta \phi^2} (\nabla_\mu \phi)(\nabla^\mu \phi) + \left( \frac{\delta F[\phi]}{\delta \phi} \right)^2 \mathcal{G} \right\} = 0. \tag{2.33}
\]

Now for the condition (2.31) the quantities \( \frac{\delta^2 F[\phi]}{\delta \phi^2} \) and \( \mathcal{G} \) have opposite sign, and since \( (\nabla_\mu \phi)(\nabla^\mu \phi) > 0 \) then \( -\frac{\delta^2 F[\phi]}{\delta \phi^2} (\nabla_\mu \phi)(\nabla^\mu \phi) \) and \( \left( \frac{\delta F[\phi]}{\delta \phi} \right)^2 \mathcal{G} \) have the same definite sign. This means that the two terms of the integrand in eq. (2.33) must vanish separately in every point of \( \mathcal{V} \) and therefore \( \phi = \phi_0 \). In other words the Euler-Lagrange equations for a BH are satisfied only with a trivial configuration of the scalar field and the proof is completed.

Before moving on the possible violation of this theorem and the so-called spontaneous scalarization, we want to make some comments on the third and the fourth hypotheses of the theorem.

The third hypothesis requires the existence of a trivial configuration of the scalar field that is solution of the Euler-Lagrange equations. Thus it is a condition for the existence of a solution without hairs. Coupling functions such \( F[\phi] = \lambda \phi^2 \) or \( F[\phi] = \lambda \phi^2 + \gamma \phi^4 \) satisfy this requirement, on the other hand EdGB gravity, with \( F[\phi] = \lambda e^{\gamma \phi} \), and shift-symmetric Gauss-Bonnet gravity, with \( F[\phi] = \lambda \phi \), do not admit the existence of a constant \( \phi_0 \) that satisfies (2.30) [42].

The fourth hypothesis was used in the proof as a technical requirement to characterize the sign of the terms involved. Nevertheless it has a physical meaning that can be understood by linearizing the equation of the scalar field around \( \phi_0 \), obtaining

\[
\left[ \nabla_\mu \nabla^\mu + \frac{\delta^2 F[\phi]}{\delta \phi^2} \right]_{\phi_0 = \phi_0} \delta \phi = 0, \tag{2.34}
\]

where \( \delta \phi \) is the perturbation of the scalar field, defined by the relation \( \phi = \phi_0 + \delta \phi \).

With the signature that we are using, eq. (2.34) can be seen as a Klein-Gordon equation with effective mass \( m^2_{\text{eff}} = -\frac{\delta^2 F[\phi]}{\delta \phi^2} \big|_{\phi = \phi_0} \mathcal{G} \). Therefore the hypothesis requires the positivity of the effective mass [42].

2.5 Spontaneous Scalarization of a BH

In EsGB gravity hairy BH solutions can appear when some of the hypotheses of the no-hair theorem are violated. A particularly interesting case is when only the fourth requirement does not hold. In this case the BH admits a GR solution, but \( m^2_{\text{eff}} \) in the linearized equation (2.34) is negative and this can trigger a tachyonic instability. The scalar field can assume a nontrivial configuration and the BH can

---

4The tachyon is an hypothetical particle which travels faster than light and has an imaginary mass. The name has been proposed by Feinberg in 1967 [43].
acquire a hair [42]. This phenomenon, called spontaneous scalarization, is the analog for black holes of a phenomenon introduced by Damour and Esposito-Farèse for neutron stars [45,46]. However, a remarkable difference is that for black holes the spontaneous scalarization can occur in vacuum and it is generated by the curvature, while for neutron stars it is related to the presence of a coupling between the scalar field and the matter [42,44,49].

In recent years this spontaneous black hole scalarization has been studied with different choices of the coupling function. In particular the theory with \( F[\phi] = \frac{\lambda}{3} \left( 1 - e^{-3\phi^2} \right) \) has been analyzed in refs. [44, 48], the coupling \( F[\phi] = \lambda \phi^2 \) in refs. [42,48–51], and the case with \( F[\phi] = \lambda \phi^2 + \gamma \phi^4 \) in refs. [50,51].

Before discussing about some of the results that have been found in the mentioned papers, we want to mention that, although EsGB theories are in the class of Horndeski gravity and they are not subject Ostrogradsky instability, the effective field theory approach could be invoked to treat the theories from a quantum field theory point of view. In this context the Gauss-Bonnet term can be considered as a coupling term between a scalar field and a massless spin-2 field and the spontaneous scalarization can be seen as a phenomenon that occurs in EsGB theories whose action is invariant under \( \mathbb{Z}_2 \) transformations of the scalar field [51]. As mentioned in [42], the \( \mathbb{Z}_2 \)-symmetry is required in order to avoid the appearance of hairy solutions related to the presence of the coupling term \( \lambda \phi G \), as those found in ref. [40].

### 2.5.1 Instability of Schwarzschild BH

The tachyonic instability of Schwarzschild BH has been studied in refs. [42,44,50] with a frequency-domain analysis. We are now going to describe the procedure used by Doneva and Yazadjiev in [44].

Let us start by writing the coupling function as \( F[\phi] = \lambda f[\phi] \), where \( \lambda \) is a coupling constant and \( \frac{\delta^2 f[\phi]}{\delta \phi^2} \bigg|_{\phi = \phi_0} > 0 \). In order to simplify the equations we rescale \( \lambda \) and \( f[\phi] \) in such a way that \( \frac{\delta^2 f[\phi]}{\delta \phi^2} \bigg|_{\phi = \phi_0} = 1 \).

Eq. (2.34) can now be rewritten as:

\[
\left[ \nabla_\mu \nabla^\mu + \lambda G \right] \delta \phi = 0, \tag{2.35}
\]

where \( G = \frac{16 M^2}{r^6} \) is the Gauss-Bonnet invariant for the Schwarzschild metric.

Since the background spacetime is static and spherically symmetric, the perturbation of the scalar field can be written as

\[
\delta \phi = \frac{u(r)}{r} e^{-i\omega t} Y_l^m(\theta, \varphi), \tag{2.36}
\]

\(^5\)In ref. [44] is used a different normalization and a different coupling constant. In this work we have modified the equations in order to be consistent with the action (2.25).
where $Y_l^m(\theta, \varphi)$ are the spherical harmonics. Substituting this expression for $\delta \phi$ in eq. (2.35) it reduces to a Schrödinger-like form

$$\left[ -\frac{d^2}{dr_*^2} + V_{\text{eff}}(r) \right] u(r) = \omega^2 u(r),$$

(2.37)

where $dr_* = \left(1 - \frac{2M}{r}\right)^{-1} dr$ is the tortoise coordinate and $V_{\text{eff}}(r)$ is the effective potential

$$V_{\text{eff}}(r) = \left(1 - \frac{2M}{r}\right) \left(\frac{2M}{r^3} + \frac{l(l+1)}{r^2} - \frac{48M^2}{r^6}\right).$$

(2.38)

Eq. (2.37) can now be treated as an eigenvalue problem for $\omega^2$. In particular we are interested in modes with imaginary $\omega$ since they can indicate the presence of unstable modes. In fact if $\omega = i \omega_I$ the exponent in (2.36) becomes real and for $\omega_I > 0$ the perturbation $\delta \phi$ grows exponentially and the mode is unstable. Pure imaginary modes are absent as long as $V_{\text{eff}}(r) \geq 0$ outside the horizon [50]. For $F[\phi] = \lambda \phi^2$ this condition holds for $\frac{\lambda}{M^2} < \frac{1}{6} \sim 0.167$ and the Schwarzschild BH is linearly stable under radial perturbations ($l = 0$) [48,50]. The same condition holds for $F[\phi] = \frac{1}{2} \left[1 - e^{-3\phi^2}\right]$, and in both cases the instability starts to appear for $\frac{\lambda}{M^2} > 0.363$ [48].

### 2.5.2 Stability of Scalarized Solutions

Now we are going to discuss the procedure and the results obtained in refs. [48–50] for the analysis of the stability of the scalarized solutions.

In this case the metric was written as [48]

$$ds^2 = \exp \left[2\Phi(r) + \epsilon F_\tau(r,t)\right] dt^2 + \exp \left[2\Lambda(r) + \epsilon F_\tau(r,t)\right] dr^2 + r^2 d\Omega^2,$$

(2.39)

where $d\Omega^2 = d\theta^2 + \sin^2 \theta d\varphi^2$, and $\epsilon$ is a bookkeeping parameter. The scalar field was expanded as [48]

$$\phi = \phi_0(r) + \epsilon \phi_1(r,t),$$

(2.40)

where $\phi_0$ is a nontrivial solution of eq. (2.26).

The scalarized BH solution must be regular at the horizon and must behave as the Schwarzschild solution at the infinity. Therefore at the horizon $r_h$ the conditions are [49,50]:

$$\exp \left[2\Phi(r)\right] = \alpha(r - r_h) + \mathcal{O}[(r - r_h)^2],$$

(2.41)

$$\exp \left[-2\Lambda(r)\right] = \beta(r - r_h) + \mathcal{O}[(r - r_h)^2],$$

(2.42)

$$\phi_0(r) = \phi_0(r_h) + \frac{d\phi_0}{dr}\bigg|_{r=r_h} (r - r_h) + \mathcal{O}[(r - r_h)^2],$$

(2.43)
where $\alpha$ and $\beta$ are constants. At spatial infinity the conditions to impose are \[49,50\]:

\[
\exp \left[ 2\Phi(r) \right] = 1 - \frac{2M}{r} + O\left(\frac{1}{r^2}\right),
\]

\[
\exp \left[ -2\Lambda(r) \right] = 1 - \frac{2M}{r} + O\left(\frac{1}{r^2}\right),
\]

\[
\phi_0(r) = \phi_0(r_\infty) + \frac{Q}{r} + O\left(\frac{1}{r^2}\right),
\]

where $M$ is the mass and $Q$ is the scalar charge. Using these conditions $M$ and $Q$ can be computed as \[50\]

\[
M = \lim_{r \to +\infty} \frac{r}{2} \left( 1 - \exp\left[ -2\Lambda(r) \right] \right),
\]

\[
Q = - \lim_{r \to +\infty} r^2 \frac{d\phi_0(r)}{dr}.
\]

From the field equations it can be obtained a second order differential equation which has the form \[48\]

\[
g^2(r) \frac{\partial^2 \phi_1}{\partial t^2} - \frac{\partial^2 \phi_1}{\partial r^2} + C_1(r) \frac{\partial \phi_1}{\partial r} + U(r) \phi_1 = 0.
\]

Then the perturbation of the scalar field is written as

\[
\phi_1(r, t) = \phi_1(r) e^{-i\omega t},
\]

and $\phi_1(r) = C_0(r) Z(r)$, where $C_0(r)$ satisfies the equation

\[
\frac{1}{C_0} \frac{dC_0}{dr} = C_1 - \frac{1}{g} \frac{dg}{dr}.
\]

The final equation in tortoise coordinates $dr_* = g \, dr$ can be written in a Schrödinger-like form as \[48\]

\[
\left[ -\frac{d^2}{dr_*^2} + V_{\text{eff}}(r_*) \right] Z = \omega^2 Z.
\]

The expressions of $g$, $U$, $C_0$ and $V_{\text{eff}}$ can be found in ref. \[48\], here we only showed the main passages contained in the paper, in order to summarize the procedure used to analyze the stability of the scalarized solutions.

Using the coupling function $F[\phi] = \frac{4}{3} \left( 1 - e^{-3\phi^2} \right)$ several scalarized solutions have been found in ref. \[48\], and they can be classified using the number of nodes $n$ and the scalar charge $Q$. The scalarized solutions with $n = 0$ nodes exist for $\frac{\lambda}{M^2} > 0.363$, where the Schwarzschild solution is unstable, while the branches with $n \geq 1$ nodes exist in some intervals of $\frac{\lambda}{M^2}$, and they extend from the Schwarzschild branch ($Q = 0$) up to finite values of the scalar charge symmetrically in positive

\[6\] In ref. \[48\] eq. (2.50) is written as $\phi_1(r, t) = \phi_1(r) e^{i\omega t}$. We used the minus sign at the exponent in order to maintain the convention of eq. (2.36).
and negative directions, due to the $\mathbb{Z}_2$-invariance of the action. Studying the frequencies it has been found (ref. [48]) that there are different sets of unstable Schwarzschild modes from which the unstable scalarized modes bifurcate. In particular each set starts from a bifurcation point with a scalarized solution with $\tilde{n}$ nodes and continues up to infinite values of $\frac{\lambda}{M^2}$, containing the bifurcations with the modes of the solutions with $n > \tilde{n}$ nodes. Moreover, analyzing the effective potential, Blázquez-Salcedo et al. (ref. [48]) found that the scalarized solutions with $n \geq 1$ nodes are unstable. Instead for the nodeless branch the authors observed that $V(r_*)$ is positive for $0.426 \lesssim \frac{\lambda}{M^2} \lesssim 1.54$, and the scalarized solutions are stable. They also found strong indications that the nodeless configurations can be stable for $\frac{\lambda}{M^2} \lesssim 4.27$.

In the same paper is also analyzed the case with $F[\phi] = \lambda \phi^2$ and the behavior of the scalarized solutions with $n \geq 1$ nodes is the same as with exponential coupling. The significant difference appears for the nodeless solutions: in this case the branch exists only in a finite interval of $\frac{\lambda}{M^2}$ and it is unstable.

A theory with a quartic coupling function $F[\phi] = \lambda \phi^2 + \gamma \phi^4$ was considered in [49, 50]. It has been shown in ref. [50] that for the scalarized configurations with $n \geq 1$ the effective potential is negative in some regions and the solutions are unstable against radial perturbations. For the nodeless branch the bifurcation point from the Schwarzschild solution is independent of $\gamma$ and it is at $\frac{\lambda}{M^2} = 0.363$, as for the other couplings. For $\alpha := \frac{\gamma}{\lambda} > 0$ the nodeless solutions are unstable, while for large negative values of $\alpha$ the effective potential becomes non-negative and the solutions are stable. These results are in agreement with ref. [49], in which the authors conclude that the nodeless configurations are stable for $\alpha < -0.8$.

According to ref. [49] the linear term in the equation for the scalar field affects the onset of the tachyonic instability, while the nonlinear terms can provide a quenching mechanism and some stable scalarized solutions can appear. The linear term in the equation is provided by $\lambda \phi^2$ in the coupling function, while $\gamma \phi^4$ contributes with a nonlinear term that can quench the instability. For this reason in the case of quartic coupling function there are stable scalarized solutions. On the other hand, when the coupling function is quadratic, there are not nonlinear terms in the equation for the scalar field and the scalarized configurations are unstable.
Chapter 3

Schwarzschild BHs in EsGB Gravity with Quadratic Coupling

In this chapter we will study the Schwarzschild BHs in Einstein-scalar-Gauss-Bonnet gravity with quadratic coupling using a perturbative approach. We will start by writing the equations that can be obtained from a perturbative expansion of the field equations in the scalar field around the Schwarzschild solution, then we will use a numerical integration to study the stability of the BH. Finally we will discuss about the possibility of analyzing the behavior of the eventual apparent horizon with perturbative methods.

3.1 Perturbative Approach in EsGB for a Schwarzschild BH

The conceptual scheme that we will use for deriving the equations of a perturbed Schwarzschild BH in EsGB is the following:

1. we will start from the field equations of EsGB gravity in a 1+1 formalism;

2. we will find the constant configuration of the scalar field that reduces the field equations to the Schwarzschild case;

3. we will expand perturbatively the field equations around the trivial configuration of the scalar field up to the second order, and reduce to a set of two equations and two constraints;

4. finally we will make a coordinate transformation to write the equations in tortoise coordinates.
3.1 Perturbative Approach in EsGB for a Schwarzchild BH

3.1.1 1+1 Decomposition and Schwarzschild Solution

The equation for the scalar field is

\[ E(\phi) := \nabla_\mu \nabla^\mu \phi + \frac{\delta F[\phi]}{\delta \phi} G = 0, \]  

(3.1)

while the equation for the metric is

\[ E^{(g)}_{\mu\nu} := R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \frac{1}{2} (\nabla \phi)^2 g_{\mu\nu} - (\nabla_\mu \phi)(\nabla_\nu \phi) + 2 \left( \nabla_\gamma \nabla^\alpha F[\phi] \right) \delta_{\alpha\beta\rho\sigma} R_{\kappa\lambda}^{\rho\sigma} \delta_{\mu}^{\kappa} \delta_{\nu}^{\lambda} g = 0. \]  

(3.2)

Eq. (3.2) can be rewritten in the standard form of the Einstein’s equations

\[ G_{\mu\nu} = T_{\mu\nu}, \]  

(3.3)

where \( G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R \) is the Einstein tensor, and the stress-energy tensor \( T_{\mu\nu} \) is given by

\[ T_{\mu\nu} = -\frac{1}{2} (\nabla \phi)^2 g_{\mu\nu} + (\nabla_\mu \phi)(\nabla_\nu \phi) - 2 \left( \nabla_\gamma \nabla^\alpha F[\phi] \right) \delta_{\alpha\beta\rho\sigma} R_{\kappa\lambda}^{\rho\sigma} \delta_{\mu}^{\kappa} \delta_{\nu}^{\lambda} g. \]  

(3.4)

Since we are interested in considering a system with spherical symmetry, we use a 1+1 decomposition writing the scalar field as a function of the radial and the time coordinates \( r \) and \( t \)

\[ \phi = \phi(r, t), \]  

(3.5)

and the metric tensor as

\[ g_{\mu\nu} = \begin{bmatrix} -A(r, t) & 0 & 0 & 0 \\ 0 & B(r, t) & 0 & 0 \\ 0 & 0 & r^2 & 0 \\ 0 & 0 & 0 & r^2 (\sin \theta)^2 \end{bmatrix}. \]  

(3.6)

The coupling function is \( F[\phi] = \lambda \phi^2 \), and therefore the condition in eq. (2.30) for a trivial configuration of the scalar field is given by

\[ 0 = \frac{\delta F[\phi]}{\delta \phi} \bigg|_{\phi = \phi_0} = 2 \lambda \phi_0, \]  

(3.7)

and therefore \( \phi_0 = 0 \).

3.1.2 Perturbative Expansion of the Scalar Field Around \( \phi_0 \)

Let us now write \( \phi \) as \( \phi(r, t) = \epsilon \phi_1(r, t) \), where \( \epsilon \) is a bookkeeping parameter, substitute it into the field equations, and expand up to the second order in \( \epsilon \).

We will proceed order by order.

\[ ^1 \text{See the appendix for the derivation.} \]
3.1 Perturbative Approach in EsGB for a Schwarzschild BH

Order 0 in Perturbation Theory

At the order 0 in perturbation theory $\phi(r, t) = \phi_0 + \mathcal{O}(\epsilon) = \mathcal{O}(\epsilon)$ and therefore the equation for the scalar field is trivially satisfied.

The equation for the metric is given by:

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R = \mathcal{O}(\epsilon). \quad (3.8)$$

Therefore the solution of eq. (3.8) is given by the Schwarzschild metric.

First Order in Perturbation Theory

Since the stress-energy tensor depends quadratically on the field, then $T_{\mu\nu} = \mathcal{O}(\epsilon^2)$ and hence the equation for the metric is

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R = \mathcal{O}(\epsilon^2). \quad (3.9)$$

Therefore the metric is given by the Schwarzschild solution, without corrections at the first order:

$$g_{\mu\nu} = \begin{pmatrix} -(1 - \frac{2M}{r}) & 0 & 0 & 0 \\ 0 & \frac{1 - \frac{2M}{r}}{r^2} & 0 & 0 \\ 0 & 0 & r^2 & 0 \\ 0 & 0 & 0 & r^2(\sin \theta)^2 \end{pmatrix} + \mathcal{O}(\epsilon^2), \quad (3.10)$$

where $M_0$ is the mass of the pure Schwarzschild solution.

Substituting the metric (3.10) in the Gauss-Bonnet invariant we obtain

$$\mathcal{G} = \frac{48M_0^2}{r^6} + \mathcal{O}(\epsilon^2). \quad (3.11)$$

The equation for the perturbation of the scalar field is given by

$$\epsilon \nabla_\mu \nabla^\mu \varphi_1 + 2\epsilon \lambda \mathcal{G} \varphi_1 = 0. \quad (3.12)$$

At the first order we have the perturbation of the scalar field around the trivial solution $\phi_0$ evolving on a Schwarzschild background. This is the case considered in refs. [42,44,50] for the study of the tachyonic instability of a Schwarzschild BH.

Substituting the metric (3.10) in eq. (3.12) we obtain

$$E(\phi) = \epsilon \left( \frac{96\lambda M_0^2 \varphi_1(r, t)}{r^6} + \frac{2(r - M_0)\varphi_1^{(1,0)}(r, t) + r(r - 2M_0)\varphi_1^{(2,0)}(r, t)}{r^2} + \frac{r \varphi_1^{(0,2)}(r, t)}{2M_0 - r} \right) + \mathcal{O}(\epsilon^2) = 0, \quad (3.13)$$

where with the notation $\varphi_1^{(i,j)}(r, t)$ we indicate the $i$-th derivative with respect to $r$ and the $j$-th derivative with respect to $t$

$$\varphi_1^{(i,j)}(r, t) = \partial_i \partial_j \varphi_1(r, t) = \frac{\partial^i}{\partial r^i} \frac{\partial^j}{\partial t^j} \varphi_1(r, t). \quad (3.14)$$
The equation for the scalar field at the first order has been obtained using Mathematica [57], however eq. (3.13) can also be derived with few passages, since at this order the terms in eq. (3.12) can be computed using the Schwarzschild metric.

The operator $\nabla_\mu \nabla^\mu$ can be expressed as [58]

$$\nabla_\mu \nabla^\mu = \frac{1}{\sqrt{|g|}} \partial_\mu \left( \frac{r^2}{\sin \theta} g^{\mu \nu} \partial_\nu \right). \quad (3.15)$$

For the Schwarzschild metric $\sqrt{|g|} = r^2 \sin \theta$ and eq. (3.15) can be rewritten as

$$\nabla_\mu \nabla^\mu = \sum_{\mu=0}^{3} \frac{1}{r^2 \sin \theta} \partial_\mu \left( r^2 \sin \theta g^{\mu \mu} \partial_\mu \right). \quad (3.16)$$

Since $\nabla_\mu \nabla^\mu$ is applied to $\varphi_1$, which depends only on $r$ and $t$, we obtain that

$$\nabla_\mu \nabla^\mu \varphi_1 = -\partial_t \left( \frac{1}{1 - \frac{2M_0}{r}} \partial_t \varphi_1 \right) + \frac{1}{r^2} \partial_r \left( r^2 \left( 1 - \frac{2M_0}{r} \right) \partial_r \varphi_1 \right) =$$

$$= - \frac{1}{1 - \frac{2M_0}{r}} \partial_t^2 \varphi_1 + \frac{2 (r - M_0)}{r^2} \partial_r \varphi_1 + \left( 1 - \frac{2M_0}{r} \right) \partial_r^2 \varphi_1 =$$

$$= \frac{r \partial_t^2 \varphi_1}{2M_0 - r} + \frac{2 (r - M_0)}{r^2} \partial_r \varphi_1 + \frac{r (r - 2M_0)}{r^2} \partial_r^2 \varphi_1. \quad (3.17)$$

Computing the Gauss-Bonnet term with the Schwarzschild metric (see eq. (3.11)) we can write $2\lambda G \varphi_1$ as

$$2\lambda G \varphi_1 = \frac{96 M_0^2}{r^6} \varphi_1. \quad (3.18)$$

Substituting (3.17) and (3.18) in the equation for the scalar field at the first order we obtain eq. (3.13).

**Second Order in Perturbation Theory**

In order to compute the second order corrections of the metric, we write the $tt$ and the $rr$ components of $g_{\mu \nu}$ in the following way:

$$\begin{align*}
    g_{tt} &= -A(r, t) = - \left( 1 - \frac{2M_0}{r} \right) + \epsilon^2 A_2(r, t) \\
    g_{rr} &= B(r, t) = \frac{1}{1 - \frac{2M_0}{r}}
\end{align*} \quad , \quad (3.19)$$

where $M(r, t) = M_0 + \epsilon^2 M_2(r, t)$ has the dimensions of a mass.

Expanding the field equation (3.1) up to the second order in $\epsilon$ we obtain

$$E^{(\varphi)} = \epsilon \left( \frac{96 \lambda M_0^2}{r^6} \varphi_1(r, t) \right) + \frac{2 (r - M_0) \varphi_1^{(1,0)}(r, t) + r (r - 2M_0) \varphi_1^{(2,0)}(r, t)}{r^2} +$$

$$+ \frac{r \varphi_1^{(0,2)}(r, t)}{2M_0 - r} + \mathcal{O} \left( \epsilon^3 \right) = 0. \quad (3.20)$$
This is the same equation obtained at the first order. This is due to the fact that the metric and the Gauss-Bonnet invariant have not first order corrections, and therefore when substituted in eq. (3.12) give a $O(\epsilon)$ term, which we considered before, plus a $O(\epsilon^3)$ term, which at this order is neglected.

Instead in the equations for the metric the stress-energy tensor has non-null components. In fact $T_{\mu\nu}$ is quadratic in the field and therefore it contributes with $O(\epsilon^2)$ terms in the equations. This means that at this order we are considering the back-reaction of the scalar field to the metric.

Performing the computations for the expansion of $E^{(g)}_{\mu\nu}$ up to the second order we obtain

$$E^{(g)}_{tt} = \frac{1}{2} \epsilon^2 \left( \frac{r - 2M_0}{r^6} \right) \left( r(2M_0 - r) \left( 64\lambda M_0 + r^3 \right) \varphi_1^{(1,0)}(r,t)^2 + 64\lambda M_0 \varphi_1(r,t) \left( (r - 3M_0)\varphi_1^{(1,0)}(r,t) + r(2M_0 - r)\varphi_1^{(2,0)}(r,t) \right) + 4r^3M_2^{(1,0)}(r,t) \right) - \varphi_1^{(0,1)}(r,t)^2 \right) + O\left( \epsilon^3 \right) = 0, \quad (3.21)$$

$$E^{(g)}_{tr} = \frac{\epsilon^2}{r^4(2M_0 - r)} \left( -32\lambda M_0 \varphi_1(r,t)\varphi_1^{(0,1)}(r,t) + r(r - 2M_0) \left( 32\lambda M_0 + r^3 \right) \varphi_1^{(0,1)}(r,t)\varphi_1^{(1,0)}(r,t) + 32\lambda M_0 \varphi_1(r,t)\varphi_1^{(1,1)}(r,t) - 2r^3M_2^{(0,1)}(r,t) \right) + O\left( \epsilon^3 \right) = 0, \quad (3.22)$$

$$E^{(g)}_{tg} = 0 = 0, \quad (3.23)$$

$$E^{(g)}_{t\phi} = 0 = 0, \quad (3.24)$$

$$E^{(g)}_{rr} = \epsilon^2 \left( \frac{A_2^{(1,0)}(r,t)}{r - 2M_0} - \frac{1}{2r(r - 2M_0)^2} \left( 4M_0 A_2(r,t) + 64\lambda M_0 + r^3 \right) \varphi_1^{(0,1)}(r,t)^2 + 64\lambda M_0 \varphi_1(r,t)\varphi_1^{(1,2)}(r,t) + 4M_2(r,t) \right) + \frac{32\lambda M_0(r - 3M_0)\varphi_1(r,t)\varphi_1^{(1,0)}(r,t)}{r^4(r - 2M_0)} - \frac{1}{2} \varphi_1^{(1,0)}(r,t)^2 \right) + O\left( \epsilon^3 \right) = 0, \quad (3.25)$$

$$E^{(g)}_{r\theta} = 0 = 0, \quad (3.26)$$

$$E^{(g)}_{r\phi} = 0 = 0, \quad (3.27)$$
Let us now manipulate these equations in order to obtain a system of two equations.

\[ E_{\theta \theta}^{(g)} = \frac{\epsilon^2}{2r^3(r - 2M_0)^2} \left( r^3 \left( (2M_0 - r) \left( r^2 (2M_0 - r) A_2^{(2,0)}(r, t) + 
          + r(5M_0 - 2r) A_2^{(1,0)}(r, t) + (4r - 6M_0) M_2^{(1,0)}(r, t) \right) + 
          + 2M_0^2 A_2(r, t) + 2M_0 M_2(r, t) - 2r^3 M_2^{(0,2)}(r, t) \right) + 
          - r^3 (2M_0 - r) \left( r A_2^{(1,0)}(r, t) - 2M_2^{(1,0)}(r, t) \right) + 
          + 2M_0 A_2(r, t) + 2M_2(r, t) \right) + 
          - 32\lambda M_0 (2M_0 - r) \left( \phi_1(r, t) \left( (2M_0 - r) \left( 6M_0 - 2r \right) \phi_1^{(1,0)}(r, t) + 
          + r \left( r - 2M_0 \right) \phi_1^{(2,0)}(r, t) \right) + r^3 \phi_1^{(0,2)}(r, t) \right) + 
          - r \left( r - 2M_0 \right)^2 \phi_1^{(1,0)}(r, t)^2 + r^3 \phi_1^{(0,1)}(r, t)^2 \right) + 
          + r^4 (2M_0 - r) \left( r^2 \phi_1^{(0,1)}(r, t)^2 - (r - 2M_0)^2 \phi_1^{(1,0)}(r, t)^2 \right) \right) + O \left( \epsilon^3 \right) = 0, \quad (3.28) \]

\[ E_{\theta \varphi}^{(g)} = 0 = 0, \quad (3.29) \]

\[ E_{\varphi \varphi}^{(g)} = \frac{\epsilon^2 \sin^2(\theta)}{2r^3(r - 2M_0)^2} \left( r^3 \left( (2M_0 - r) \left( r^2 (2M_0 - r) A_2^{(2,0)}(r, t) + 
          + r(5M_0 - 2r) A_2^{(1,0)}(r, t) + (4r - 6M_0) M_2^{(1,0)}(r, t) \right) + 
          + 2M_0^2 A_2(r, t) + 2M_0 M_2(r, t) - 2r^3 M_2^{(0,2)}(r, t) \right) + 
          - r^3 (2M_0 - r) \left( r A_2^{(1,0)}(r, t) - 2M_2^{(1,0)}(r, t) \right) + 2M_0 A_2(r, t) + 
          + 2M_2(r, t) \right) - 32\lambda M_0 (2M_0 - r) \left( \phi_1(r, t) \left( (2M_0 - r) \left( 6M_0 - 2r \right) \phi_1^{(1,0)}(r, t) + 
          + r \left( r - 2M_0 \right) \phi_1^{(2,0)}(r, t) \right) + r^3 \phi_1^{(0,2)}(r, t) \right) + 
          - r \left( r - 2M_0 \right)^2 \phi_1^{(1,0)}(r, t)^2 + r^3 \phi_1^{(0,1)}(r, t)^2 \right) + 
          + r^4 (2M_0 - r) \left( r^2 \phi_1^{(0,1)}(r, t)^2 - (r - 2M_0)^2 \phi_1^{(1,0)}(r, t)^2 \right) \right) + O \left( \epsilon^3 \right) = 0. \quad (3.30) \]

Let us now manipulate these equations in order to obtain a system of two equations and two constraints.

The equation for the scalar field can be rewritten as

\[ \phi_1^{(0,2)}(r, t) = -\frac{(2M_0 - r)}{r^2} \left( 96\lambda M_0^3 \phi_1(r, t) + 
          + r^4 \left( r \left( r - 2M_0 \right) \phi_1^{(2,0)}(r, t) - 2(M_0 - r) \phi_1^{(1,0)}(r, t) \right) \right). \quad (3.31) \]
Then we replace this expression for \( \varphi_1^{(0,2)}(r,t) \) in the equations for the metric and isolate \( M_2^{(0,1)}(r,t) \) in \( E_{tr}^{(g)} = 0 \), obtaining

\[
M_2^{(0,1)}(r,t) = \frac{1}{2r^3} \left( r(r - 2M_0) \left( 32\lambda M_0 + r^2 \right) \varphi_1^{(0,1)}(r,t) \varphi_1^{(1,0)}(r,t) + 
\right.
\]
\[
- 32\lambda M_0 \varphi_1(r,t) \left( M_0 \varphi_1^{(0,1)}(r,t) + r(2M_0 - r) \varphi_1^{(1,1)}(r,t) \right) \right) \right). \tag{3.32}
\]

We can now find two constraints.
The equation \( E_{tt}^{(g)} = 0 \) can be rewritten as

\[
M_2^{(1,0)}(r,t) = \frac{1}{4r^3(r - 2M_0)} \left( r^6 \varphi_1^{(0,1)}(r,t)^2 + 
\right.
\]
\[
+ (2M_0 - r) \left( r(2M_0 - r) \left( 64\lambda M_0 + r^3 \right) \varphi_1^{(1,0)}(r,t)^2 + 
\right.
\]
\[
+ 64\lambda M_0 \varphi_1(r,t) \left( (r - 3M_0) \varphi_1^{(1,0)}(r,t) + r(2M_0 - r) \varphi_1^{(2,0)}(r,t) \right) \right), \tag{3.33}
\]

while, isolating \( A_2^{(1,0)}(r,t) \) in the equation \( E_{rr}^{(g)} = 0 \), we obtain

\[
A_2^{(1,0)}(r,t) = \frac{1}{2} \left( r - 2M_0 \right) \left( \frac{1}{r(r - 2M_0)^2} \left( 4M_0 A_2(r,t) + 
\right.
\]
\[
- \frac{64}{r^4} \lambda M_0 (2M_0 - r) \varphi_1(r,t) \left( 96\lambda M_0^2 \varphi_1(r,t) + r^4(2r - M_0) \varphi_1^{(1,0)}(r,t) + 
\right.
\]
\[
+ r(r - 2M_0) \varphi_1^{(2,0)}(r,t) \right) + \left( 64\lambda M_0 + r^3 \right) \varphi_1^{(0,1)}(r,t)^2 + 4M_2(r,t) \right) + 
\]
\[
+ \frac{64\lambda M_0 (r - 3M_0) \varphi_1(r,t) \varphi_1^{(1,0)}(r,t)}{r^4(r - 2M_0)} + \varphi_1^{(1,0)}(r,t)^2 \right). \tag{3.34}
\]

To summarize, we obtained two equations for the evolution of \( \varphi_1 \) and \( M_2 \), and two constraints for \( M_2 \) and \( A_2 \).

### 3.1.3 Transformation into Tortoise Coordinates

Let us now perform a coordinate transformation to write the equations and the constraints in tortoise coordinates, which are defined by the relations \( \text{27} \)

\[
z[r,t] = r + 2M_0 \ln \left( \frac{r}{2M_0} - 1 \right), \tag{3.35}
\]
\[
r[z,t] = 2M_0 \left( 1 + W \left( e^\frac{z}{2M_0} - 1 \right) \right), \tag{3.36}
\]

where \( W \) is the Lambert W function.

Before doing the computations it is worth mentioning that, in order for \( r = 2M_0 \) to
be a coordinate singularity, the curvature invariants must be regular when \( r \to 2M_0 \) \[27\]. If we compute the Kretschmann scalar \( K = R^{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma} \) we obtain

\[
K = \frac{48 M_0^2}{r^6} + \frac{8 M_0 \epsilon^2}{r^{12}} \left( 9216 \lambda^2 M_0^4 \varphi_1 (r, t)^2 + r^4 \left( 12 r^2 M_2 (r, t) + \right. \right.
\]

\[
+ (r - 2M_0) \varphi_1^{(1,0)} (r, t) \left( r \left( r^3 - 96 \lambda M_0 \right) \varphi_1^{(1,0)} (r, t) + 384 \lambda M_0 \varphi_1 (r, t) + \right.
\]

\[
- \left. \left. \frac{(r^6 - 96 \lambda M_0 r^3) \varphi_1^{(0,1)} (r, t)^2}{r - 2M_0} \right) \right) + O (\epsilon^3). \quad (3.37)
\]

As expected \( K \) is formed by a zero order term, which is the Kretschmann scalar of the Schwarzschild metric, plus a second order contribution, which has a singularity at \( r = 2M_0 \) that comes from the term

\[
- \frac{8 M_0 \epsilon^2 \left( (r^6 - 96 \lambda M_0 r^3) \varphi_1^{(0,1)} (r, t)^2 \right)}{r - 2M_0}.
\]

However if we impose condition

\[
\lim_{r \to 2M_0} \partial_t \varphi_1 (r, t) = \lim_{r \to 2M_0} \left( 1 - \frac{2M_0}{r} \right) \partial_r \varphi_1 (r, t), \quad (3.39)
\]

then the Kretschmann scalar becomes regular at \( r = 2M_0 \). In tortoise coordinates the condition \( (3.39) \) is written as

\[
\lim_{z \to -\infty} \partial_t \varphi_1 (z, t) = \lim_{z \to -\infty} \partial_z \varphi_1 (z, t), \quad (3.40)
\]

which is an ingoing boundary condition for \( \varphi_1 \).

We can now rewrite the equations in tortoise coordinates obtaining

\[
\varphi_1^{(0,2)} (z, t) = - \frac{96 \lambda M_0^2 \varphi_1 (z, t) (2M_0 - r(z, t))}{r(z, t)^7} + \frac{2 \varphi_1^{(1,0)} (z, t) (r(z, t) - 2M_0)}{r(z, t)^2}, \quad (3.41)
\]

\[
M_2^{(0,1)} (z, t) = \frac{1}{2r(z, t)^3} \left( r(z, t)^2 \varphi_1^{(0,1)} (z, t) \varphi_1^{(1,0)} (z, t) \left( r(z, t)^3 + 32 \lambda M_0 \right) + r(z, t)^2 \varphi_1^{(1,1)} (z, t) \right), \quad (3.42)
\]

Instead for the constraints we obtain

\[
M_2^{(1,0)} (z, t) = \frac{1}{4r(z, t)^3} \left( 64 \lambda M_0^2 \varphi_1 (z, t) \varphi_1^{(1,0)} (z, t) + \right.
\]

\[
+ 64 \lambda M_0 r(z, t)^2 \left( \varphi_1^{(1,0)} (z, t)^2 + \varphi_1 (z, t) \varphi_1^{(2,0)} (z, t) \right) + \right.
\]

\[
- 64 \lambda M_0 r(z, t) \varphi_1 (z, t) \varphi_1^{(1,0)} (z, t) + r(z, t)^5 \left( \varphi_1^{(0,1)} (z, t)^2 + \varphi_1^{(1,0)} (z, t)^2 \right), \quad (3.43)
\]
3.2 Numerical Integration

We integrated the equations with the method of lines \[59\] in the following way: first we discretized the tortoise coordinate \(z\) fixing the boundaries of the domain and the number \(N\) of points, then we evolved \(\varphi_1\) and \(M^2\) in each discretized point using the 4th order Runge-Kutta method \[60\].

The spatial derivatives present in the equations were computed using second order accurate finite differences methods \[59–61\]:

\[
\frac{\partial_z u(z_n, t)}{\Delta z} = \frac{u(z_{n+1}, t) - u(z_{n-1}, t)}{2\Delta z},
\]

\[
\frac{\partial^2_z u(z_n, t)}{\Delta z^2} = \frac{u(z_{n+1}, t) - 2u(z_n, t) + u(z_{n-1}, t)}{(\Delta z)^2},
\]

where \(u(z, t)\) is a generic function of \(z\) and \(t\), \(z_n\) indicates the \(n\)-th spatial point and \(\Delta z\) is the spatial step of the grid.

For the integration we have imposed the following boundary conditions at the horizon:

\[
\begin{align*}
\partial_z \varphi_1(z_0, t) &= \partial_t \varphi_1(z_0, t) \\
M_2(z_0, t) &= 0
\end{align*}
\]

\(z_0\) represents the numerical inner boundary and the first condition is the ingoing boundary condition we discussed in the previous section.

The numerical scheme was the following:

1. we chose an initial profile for \(\varphi_1\) which satisfies the boundary conditions;

2. we integrated numerically eq. \(3.43\) with the Simpson rule \[60\] using the scalar field at \(t=0\) to obtain the initial profile of \(M^2\);

3. we integrated eq. \(3.41\) and \(3.42\) with the method of lines using the 4th order Runge-Kutta method for time evolution.

As a check we verified at each step that the numerical solution satisfies the constraint on the mass in eq. \(3.42\).

Numerically the ingoing boundary condition can be imposed by using the numerical time derivative of \(\varphi_1\) at \(z_0\), which we now call \(v_t\), in place of \(\partial_z \varphi_1(z_0, t)\). Instead
for the second spatial derivative at $z_0$ we can introduce the variable $\varphi_1(z-1,t)$ and use it to write numerically the ingoing boundary condition as
\[
v_t = \partial_z \varphi_1(z_0,t) = \frac{\varphi_1(z_1,t) - \varphi_1(z-1,t)}{2\Delta z}.
\] (3.48)

From (3.48) we can obtain an expression for $\varphi_1(z-1,t)$ that can be used to compute $\partial_z^2 \varphi_1(z_0,t)$ with the formula (3.46) as follows
\[
\partial_z^2 \varphi_1(z_0,t) = 2\frac{\varphi_1(z_1,t) - \varphi_1(z_0,t) - v_t \Delta z}{(\Delta z)^2}.
\] (3.49)

### 3.3 Stability Analysis

For the numerical integration we used a grid with 10000 points in a range for $z/M_0$ between $-34.84$ and $330.11$, so that the grid step is $\Delta z/M_0 = 0.036$. The time step is $\Delta t/M_0 = 0.001$. As initial profile for the scalar field we chose
\[
\varphi_1(z,t) = \begin{cases} 
0, & \text{if } \mu - 5\sigma < z < \mu + 5\sigma, \\
e^{-\frac{(z-\mu)^2}{\sigma^2}}, & \text{otherwise}
\end{cases}
\] (3.50)

where $\mu = 5 M_0$ and $\sigma = 4 M_0$.

With a null scalar field the constraint (3.43) reduces to
\[
M_2^{(1,0)}(z,t) = \frac{r(z,t)^2}{4} \varphi_1^{(0,1)}(z,t)^2,
\] (3.51)

and therefore the profile of $M_2$ at $t/M_0 = t_0/M_0 = 0$ does not depend on the coupling constant $\lambda$. The profiles of $\partial_t \varphi_1(z,t_0)$ and $M_2(z,t_0)$ are shown in fig. 3.1.
3.3 Stability Analysis

Before studying the stability of the Schwarzschild solution we checked the numerical stability of the code, by evaluating the violation of the constraint on the mass. Let us define $F(z,t)$ as the right hand side of (3.43), where we have substituted the profile of the scalar field obtained with the numerical integration. The constraint violation $V(z,t)$ can be computed as the absolute value of the difference between the numerical derivative of $M_2(z,t)$ and $F(z,t)$:

$$V(z,t) = |\partial_z M_2(z,t) - F(z,t)|.$$

(3.52)

Since the numerical derivatives that we used in the time evolution are second order accurate, we expected that $V(z,t)$ scales quadratically with $\Delta z$. We run the same simulation twice, using 10000 points the first time, and 50000 the second time. In this way in the first case $\Delta z_1 M_0 = 0.036$, while in the second $\Delta z_2 M_0 = 0.0365$, and we verified that the constraint violations $V_1(z,t)$ and $V_2(z,t)$, obtained respectively using $\Delta z_1$ and $\Delta z_2$, are related by

$$V_1(z,t) = \left(\frac{\Delta z_1}{\Delta z_2}\right)^2 V_2(z,t) = 25V_2(z,t).$$

(3.53)

In the computation of $V(z,t)$ we used fourth order accurate numerical derivatives, in order to neglect the numerical error introduced in the computation of $V(z,t)$, and to consider only the error that comes from the integration of the time evolution. The formulas which we used are [61]:

$$\partial_z u(z_n,t) = \frac{-u(z_{n+2},t) + 8u(z_{n+1},t) - 8u(z_{n-1},t) + u(z_{n-2},t)}{12 \Delta z}.$$  
(3.54)

$$\partial_z^2 u(z_n,t) = \frac{-u(z_{n+2},t) + 16u(z_{n+1},t) - 30u(z_n,t) + 16u(z_{n-1},t) - u(z_{n-2},t)}{12 (\Delta z)^2}.$$  
(3.55)

Fig. 3.2 shows the scaling of the constraint violations computed at $\frac{r}{M_0} = 100$, in the case of $\frac{\lambda}{M_0} = -0.5$, using $\Delta z_1$ (red) and $\Delta z_2$ (blue), where the second is rescaled according to eq. (3.53).

As we can see the constraint violation is sufficiently small and it scales quadratically as expected.

In order to study the stability of the solutions we integrated the equations for several values of $\lambda$ and we analyzed the evolution of $\varphi_1$ and $M_2$ at $z/M_0 = 10.01$ obtaining the results shown in fig. 3.3. As we can see the solution becomes unstable for a $\frac{\lambda}{M_0} > \frac{\tilde{\lambda}}{M_0} > 0$, and in order to estimate the value of $\tilde{\lambda}$ we integrated the equations with different values of $\lambda$, searching for the value at which the field starts to diverge for large $t$. In this way we found $0.3627 < \frac{\tilde{\lambda}}{M_0} < 0.3628$, as it can be seen in fig. 3.4. This result is consistent with refs. [48,49], where it has been found the critical value $\frac{\tilde{\lambda}}{M_0} = 0.363$.

As we can see from fig. 3.3 the instability appears at $\frac{r}{M_0} \sim 10$, when the exponential
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Figure 3.2. Constraint violation for two different choices of $\Delta z$. In red is represented $V_1(z,t)$, corresponding to $\Delta z_1 = 0.036$, and in blue the constraint violation for the case $\Delta z_2 = 0.036$, rescaled by $(\Delta z_1/\Delta z_2)^2 V_2(z,t) = 25 V_2(z,t)$.

growth starts. In order to characterize the behavior of the instability we fitted the scalar field at $\frac{z}{M_0}$ with the function

$$f(x) = \alpha e^{\tau x}. \tag{3.56}$$

The fit was made in the region with $\frac{1}{M_0} > 30$ and for values of the coupling constant in the range $0.37 \leq \frac{\lambda}{M_0} \leq 1202$. The behavior of the fit parameter $\tau$ with respect to the coupling constant is shown on the left panel of fig. 3.5.

We now want to compare our results with the one found by Blázquez-Salcedo et al. (ref. [48]), who used the procedure that we discussed in chapter 2, in which $\phi_1$ is written as

$$\phi_1(r,t) = \phi_1(r) e^{-i\omega t}, \tag{3.57}$$

and the $\omega$ are computed using an eigenvalue equation. With this decomposition the instability is characterized by pure imaginary frequencies $\omega = i\omega_I$ with positive imaginary part $\omega_I > 0$, since in this case the perturbation of the scalar field grows exponentially.

Relating the fit parameter $\tau$ to $\omega_I$ with the relation $\tau = \frac{1}{\omega_I}$, we reproduced the plot of $-\omega_I \frac{M_0^2}{\lambda_{BS}}$ vs $\frac{M_0}{\lambda_{BS}}$ contained in ref. [48], where $\lambda_{BS} = \sqrt{8\lambda}$ is the coupling constant used by Blázquez-Salcedo et al. in ref. [48]. The plot is in the right panel of fig. 3.5 and it reproduces the behavior of the first set of Schwarzschild unstable modes shown in ref. [48], which is the one that starts from the bifurcation point with the nodeless solutions.

---

We recall that we have chosen a different convention with respect to ref. [48] for the sign of $\omega$. 
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Figure 3.3. Time evolution of \( \varphi_1 \) (upper plot) and \( M_2 \) (lower plot) at \( z/M_0 = 10.01 \) for different values of \( \lambda/M_0^2 \) from \(-1\) to \(+1\).
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Figure 3.4. Time evolution of the $\varphi_1$ at $z/M_0 = 10.01$ for large values of $t$ with $\lambda \sim \tilde{\lambda}$.

Figure 3.5. (left) Behavior of the fit parameter $\tau$ with respect to the coupling constant $\lambda$. (right) Reproduction of the behavior of $-\omega_I \frac{M^2_0}{\lambda_{BS}}$ vs $\frac{M_0}{\lambda_{BS}}$ contained in ref. [48], using $\omega_I$ obtained from the fit parameter $\tau$. $\lambda_{BS} = \sqrt{8\lambda}$ is the coupling constant used by Blázquez-Salcedo et al. in ref. [48].
3.4 Study of the Apparent Horizon

In this section we want to study the behavior of the apparent horizon. In spherical symmetry the apparent horizons are defined by the condition (see ref. [62])

\[ \nabla_\alpha R \nabla^\alpha R = 0, \]  

(3.58)

where \( R \) is the areal radius of the horizon.

In the metric that we are using the areal radius is a coordinate and the equation for the horizon is given by [62]

\[ g^{rr} = 0. \]  

(3.59)

Hence at the second order in \( \epsilon \) we have to solve

\[ 1 - \frac{2\text{\( M_0 \)}}{r} - \epsilon^2 \frac{2\text{\( M_2 \)}}{r} = 0. \]  

(3.60)

Since the term \( M(r, t) \) is expanded as \( M(r, t) = M_0 + \epsilon^2 M_2(r, t) \), in order for the perturbative expansion to be valid, we imposed the condition

\[ \epsilon^2 M_2 < M_0. \]  

(3.61)

In the stable cases it is sufficient to set a value for \( \epsilon \) such that the condition is valid for every timestep, while in the unstable cases this cannot be done because of the growth of \( M_2 \), and therefore, once set the value of \( \epsilon \), the equation (3.60) can be solved only for timesteps in which the condition (3.61) is valid. In both cases we used \( \epsilon = 0.1 \).

Moreover, as it can be seen from eq. (3.42), the boundary condition \( M_2(z_0, t) \) can be imposed only when the scalar field is null at the numerical inner boundary, and therefore we computed the apparent horizon only for timesteps such that \( \phi_1(z_0, t) = 0 \). In order for this condition to be valid for as sufficiently large time, for the following results we used data obtained from simulations on a grid with 13000 points in a region that extends from \( \frac{z}{M_0} = -53.26 \) up to \( \frac{z}{M_0} = 330.11 \).

3.4.1 Behavior of the Apparent Horizon

The behaviors of the apparent horizon in the cases \( \frac{\lambda}{M_0} = 0, \frac{\lambda}{M_0} = -0.5 \) and \( \frac{\lambda}{M_0} = 0.5 \) are shown in fig. 3.6.

In the stable cases we could solve the eq. (3.60) only for \( \frac{r}{M_0} \lesssim 40 \) because for later timesteps the condition \( \phi_1(z_0, t) = 0 \) does not hold anymore. For \( \frac{\lambda}{M_0} = 0 \) the position of the apparent horizon increases with time and converges to \( \frac{r_{\text{AH}}}{M_0} = 2.21 \), while for \( \frac{\lambda}{M_0} = -0.5 \) it oscillates before stabilizing at \( \frac{r_{\text{AH}}}{M_0} = 2.13 \).

In the unstable case with \( \frac{\lambda}{M_0} = 0.5 \) the apparent horizon could be computed only for \( \frac{r}{M_0} \lesssim 25 \) in order for the condition (3.61) to be valid. In this case \( r_{\text{AH}} \) initially increases, reaches a maximum at \( \frac{r_{\text{AH}}}{M_0} = 2.27 \) and then decreases converging to \( r = 2M_0 \).
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(a) \( \frac{\lambda}{M_0} = 0 \)  
(b) \( \frac{\lambda}{M_0} = -0.5 \)  
(c) \( \frac{\lambda}{M_0} = 0.5 \)

Figure 3.6. Behavior of the apparent horizon for \( \frac{\lambda}{M_0} = 0 \) (upper left), \( \frac{\lambda}{M_0} = -0.5 \) (upper right) and \( \frac{\lambda}{M_0} = 0.5 \) (lower).
3.4.2 Null Energy Condition in a Perturbative Scheme

In order to understand the behaviors of the apparent horizon that appear in fig. 3.6 we want to check whether the Null Energy Condition (NEC) is satisfied or not. When the condition (3.62) is satisfied the position of the apparent horizon increases, while it could decrease when the NEC is violated [63]. The NEC requires that

\[ T^{\mu\nu} n_\mu n_\nu \geq 0, \]  

(3.62)

for any null vector \( n^\mu \) [27].

Since in the coordinates that we are using the definition of the apparent horizon (3.58) reduces to (3.59), then at \( r_{AH} \) the vector \( n_\mu = (0, 1, 0, 0) \) is null and the NEC reduces to

\[ T^{rr} \geq 0, \]  

(3.63)

where the \( T^{rr} \) is given by

\[
T^{rr} = \frac{\epsilon^2}{2 r^6} \left( -6144 \lambda^2 M_0^3 (2M_0 - r) \varphi_1 (r, t) \varphi_1 (r, t) + 64 \lambda M_0 r^3 (2M_0 - r) \varphi_1 (r, t) \left( 5M_0 - 3r \right) \varphi_1^{(1,0)} (r, t) + r (2M_0 - r) \varphi_1^{(2,0)} (r, t) \right) + \right. \\
+ r^7 \left( 64 \lambda M_0 + r^3 \right) \varphi_1^{(0,1)} (r, t) \varphi_1^{(0,1)} (r, t) + r (r - 2M_0) \varphi_1^{(1,0)} (r, t) \varphi_1^{(1,0)} (r, t) \Big) + O(\epsilon^3). \tag{3.64}
\]

Instead in a generic point of the spacetime we can start from a 4-vector of the form \( n_\mu = (n_t, 1, 0, 0) \) and impose that it is null:

\[ 0 = n_\mu n^\mu = g^{\mu\nu} n_\mu n_\nu = g^{tt} n_t^2 + g^{rr}. \]  

(3.65)

Using eq. (3.65) we can write \( n_t^2 \) as

\[ n_t^2 = - \frac{g^{rr}}{g^{tt}}, \]  

(3.66)

and the NEC is given by

\[
T^{tt} n_t^2 + T^{rr} = - \frac{g^{rr}}{g^{tt}} = - g^{rr} n_t T^{tt} + T^{rr} = \\
= - g^{rr} T_t^t + T^{rr} = - \left( 1 - \frac{2M_0}{r} \right) T_t^t + T^{rr} + O(\epsilon^4) \geq 0, \tag{3.67}
\]

where

\[
T_t^t = \frac{\epsilon^2}{2 r^5} \left( r^6 \varphi_1^{(0,1)} (r, t) \varphi_1^{(0,1)} (r, t) - r (r - 2M_0) \left( 64 \lambda M_0 + r^3 \right) \varphi_1^{(1,0)} (r, t) \varphi_1^{(1,0)} (r, t) + \right. \\
+ 64 \lambda M_0 \varphi_1 (r, t) \left( (r - 3M_0) \varphi_1^{(1,0)} (r, t) + r (2M_0 - r) \varphi_1^{(2,0)} (r, t) \right) + O(\epsilon^3). \tag{3.68}
\]
In eq. (3.67) we used the fact that \( T^t_t = O(\epsilon^2) \).

In principle at the apparent horizon (3.63) and (3.67) should coincide, since

\[
\left(1 - \frac{2M_0}{r}\right)T^t_t = \epsilon^2 \frac{2M_2}{r} T^t_t = O(\epsilon^4).
\]

(3.69)

However in numerical computations we found a notable difference between the two expression of the NEC at the apparent horizon.

In order to understand this aspect we checked that the perturbative expansion of the apparent horizon behaves correctly. In our scheme the position of the apparent horizon can be written as

\[
r_{AH} = 2M_0 \left(1 + \epsilon^2 \frac{M_2}{M_0}\right).
\]

(3.70)

We verified numerically that the term \( r_{AH} - 2M_0 \) scales quadratically in \( \epsilon \) obtaining the results shown in fig. 3.7. Therefore we conclude that at least in the stable cases \( r_{AH} \) behaves correctly in perturbation theory.

From the numerical computations of \( T^t_t \) we found that at the apparent horizon it does not scale with \( \epsilon^2 \). This behavior is related to the fact that

\[
T^t_t = \frac{\epsilon^2 r \varphi^{(0,1)}_1(r, t)^2}{2} + \ldots ,
\]

(3.71)

and since \( r_{AH} - 2M_0 = O(\epsilon^2) \), then at the apparent horizon \( T^t_t = O(1) \) and therefore \( \left(1 - \frac{2M_0}{r}\right)T^t_t \) scales with \( \epsilon^2 \).

The analysis we reported in this section has highlighted a criticality in studying the apparent horizon from a perturbative point of view. In fact in the stable cases, while \( r_{AH} \) shows the correct behavior in perturbation theory, the NEC cannot be computed with an expansion in \( \epsilon \), since near the apparent horizon the terms in \( \epsilon^4 \) are not negligible with respect to the terms in \( \epsilon^2 \).

This critical issue can be due to the fact that we are using Schwarzschild coordinates, which are not regular. A different choice of coordinates may allow to study the behavior of the apparent horizon in a perturbative framework.

However, it is possible to perform a perturbative analysis in Schwarzschild coordinates for timesteps in which the apparent horizon is absent, since in this case \( T^t_t \) scales correctly. Moreover, decreasing the value of \( \epsilon \), the energy of the field decreases, and the process of formation of the apparent horizon is slower (cf. fig. 3.7, the curves corresponding to smaller \( \epsilon \) start later). In this way it is possible to perform analysis in larger intervals of time, by setting sufficiently small values of \( \epsilon \).
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(a) $\frac{\lambda}{M_0} = 0$

(b) $\frac{\lambda}{M_0} = -0.5$

(c) $\frac{\lambda}{M_0} = 0.5$

Figure 3.7. Scaling of $r_{AH} - 2M_0$ renormalized by $M_0$ in the cases $\frac{\lambda}{M_0} = 0$ (upper left), $\frac{\lambda}{M_0} = -0.5$ (upper right) and $\frac{\lambda}{M_0} = 0.5$ (lower). The points in the plots represent the values of $\frac{r_{AH}}{M_0} - 2$ obtained from the computation of the apparent horizon using three different values of $\epsilon$, while the solid lines are obtained by rescaling quadratically in $\epsilon$ the values with the same color. In particular, the red solid line represents the values of $\frac{r_{AH}}{M_0} - 2$ computed with $\epsilon = 0.07$ and rescaled by $0.12^2$, while the blue solid line is obtained from a computation of the horizon with $\epsilon = 0.05$ with a rescaling of $0.07^2$. 
Chapter 4

Schwarzschild BHs in EsGB
Gravity with Quartic Coupling

In this chapter we are going to analyze the stability of a Schwarzschild BH in EsGB theory using a quartic coupling function $F[\phi] = \lambda \phi^2 + \gamma \phi^4$. We will start by describing the perturbative scheme we are going to use in this case, then we will derive the field equations in 1+1 variables at the first order around the Schwarzschild solution, and we will study the stability of the BH, with a focus on the case $\frac{\lambda}{\gamma} < 0$.

4.1 Quartic EsGB Gravity and Perturbative Scheme

EsGB gravity with quartic coupling function is particularly interesting since the Euler-Lagrange equation for the scalar field has a nonlinear term that can quench the tachyonic instability leading to the appearance of stable scalarized solutions [49]. However this cannot happen in a perturbative scheme where the scalar field is expanded around the Schwarzschild solution, since at the second order in $\epsilon$ the quartic term does not contribute in the equations. Therefore, since we are interested in treating the quadratic and the quartic term in the scalar field at the same order in perturbation theory, we decided to perform an expansion of the gravitational constant $G$ around 0.

4.1.1 Action and Field Equations

In order to use this perturbative scheme we rewrite the action as

$$S = \frac{1}{2} \int_{\Omega} d^4x \sqrt{-g} \left\{ R - G(\nabla \phi)^2 + 2G F[\phi] \right\}. \quad (4.1)$$

In eq. (4.1) and in the rest of the computations we have absorbed a factor $8\pi$ in the Newton’s constant.

The field equations obtained from the action (4.1) are

$$E^{(\phi)} := G \nabla_\mu \nabla^\mu \phi + G \frac{\delta F[\phi]}{\delta \phi} = 0, \quad (4.2)$$
The equations for the gravitational field $E_g^{(\phi)}$ can be rewritten as

$$G_{\mu\nu} = GT_{\mu\nu},$$

where $G_{\mu\nu}$ is the Einstein tensor, and the stress-energy tensor $T_{\mu\nu}$ has the same expression as in eq. (3.4)

$$T_{\mu\nu} = -\frac{1}{2} (\nabla \phi)^2 g_{\mu\nu} + (\nabla_{\mu} \phi)(\nabla_{\nu} \phi) - 2 \left( \nabla_\gamma \nabla_\alpha F[\phi] \right) \delta^{\gamma\delta}_{\alpha\beta} R^{\rho\sigma}_{\kappa\lambda} R_{\kappa\lambda} \delta^{\delta}_{\mu} g_{\nu\delta}. \quad (4.5)$$

The coupling function is written as $F[\phi] = \lambda \phi^2 + \gamma \phi^4$ and we define $\alpha = \frac{\gamma}{\lambda}$.

As we have done in the previous chapter we consider a system with spherical symmetry using a 1+1 formalism, therefore we write the scalar field as

$$\phi = \phi(r, t), \quad (4.6)$$

and the metric tensor as

$$g_{\mu\nu} = \begin{bmatrix} -A(r, t) & 0 & 0 & 0 \\ 0 & B(r, t) & 0 & 0 \\ 0 & 0 & r^2 & 0 \\ 0 & 0 & 0 & r^2 (\sin^2 \theta) \end{bmatrix}. \quad (4.7)$$

### 4.1.2 Perturbative Expansion of $G$ around 0

Now we are going to write the Newton’s constant as $G = \epsilon$ and expand the field equations perturbatively up to the first order.

#### Order 0 in Perturbation Theory

At the order 0 the gravitational constant is written as $G = 0 + \mathcal{O}(\epsilon)$. In this limit the action reduces to

$$S = \frac{1}{2} \int_\Omega d^4x \sqrt{-g} R + \mathcal{O}(\epsilon), \quad (4.8)$$

which is the action of GR in vacuum without a scalar field. Therefore the scalar field equation reduces to

$$E^{(\phi)} := \mathcal{O}(\epsilon) = 0. \quad (4.9)$$

For the metric tensor we have the equation

$$E^{(g)}_{\mu\nu} := R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \mathcal{O}(\epsilon) = 0. \quad (4.10)$$

In the system of coordinates that we are using this equation is solved by the metric

$$ds^2 = -\left( 1 - \frac{K}{r} \right) dt^2 + \frac{1}{1 - \frac{K}{r}} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \quad (4.11)$$
where $K$ is an integration constant, that can be determined imposing that in the weak-field limit

$$g_{tt} \sim -\left(1 - \frac{2GM}{c^2r}\right).$$

(4.12)

Therefore $K = \frac{2GM}{c^2}$.

If we impose only $G = 0$ we obtain $K = 0$ and a flat spacetime, which is consistent with the fact that for a vanishing Newton’s constant the gravitational force is absent. However, since we are interested in a perturbative expansion around the Schwarzschild metric, we impose the condition that the term $GM = M_0$ is constant and different from zero when $G \to 0$, and we obtain that the equation (4.10) is solved by the metric (4.11) with $K = 2M_0 \neq 0$.

Due to this requirement the perturbative approach that we are using is not fully mathematically consistent. In fact the assumption $\lim_{G \to 0} GM = M_0 \neq 0$ implies that the mass of the black hole diverges as $G \to 0$.

**First Order in Perturbation Theory**

At the first order in $\epsilon$ the Newton’s constant is expanded as $G = \epsilon + O(\epsilon^2)$ and the equation for the scalar field is given by

$$\epsilon \left[ \nabla_\mu \nabla_\nu \phi + 2\varphi \left( \lambda + 2\gamma \phi^2 \right) \right] + O(\epsilon^2) = 0.$$  

(4.13)

Since all the terms in eq. (4.13) are multiplied by $\epsilon$, the covariant derivatives and the Gauss-Bonnet term can be computed at the order 0 using the Schwarzschild metric, and the equation for the scalar field can be written as

$$E(\phi) = \epsilon \left( \frac{96M_0^2 \phi(r, t) (2\gamma \phi(r, t)^2 + \lambda)}{r^6} + \frac{r\phi(0,2)(r, t)}{2M_0 - r} + \right.$$  

$$+ \frac{2(r - M_0) \phi(1,0)(r, t) + r (r - 2M_0) \phi(2,0)(r, t)}{r^2} \right) + O(\epsilon^2) = 0.$$  

(4.14)

Instead for the metric tensor, using the same method as in previous chapter, we write the $tt$ and the $rr$ components of $g_{\mu\nu}$ as

$$\begin{align*}
g_{tt} &= -A(r, t) = -\left(1 - \frac{2M_0}{r} + \epsilon A_1(r, t) \right), \\
g_{rr} &= B(r, t) = \frac{1}{1 - 2M(r, t)},
\end{align*}$$

(4.15)

where $M(r, t) = M_0 + \epsilon M_1(r, t)$ has the dimensions of a mass.

At the first order in $\epsilon$ the equation for the metric tensor has the form

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2}g_{\mu\nu}R = \epsilon T_{\mu\nu} + O(\epsilon),$$

(4.16)
where the stress-energy tensor can be computed at the order zero. Expliciting the terms in (4.16) we obtain the following set of equations

$$E_{tt}^{(g)} = \epsilon \left[ -\frac{(2M_0 - r)}{2r^6} \left( \phi^{(1,0)}(r, t) \left( r (2M_0 - r) \phi^{(1,0)}(r, t) (384\gamma M_0 \phi(r, t)^2 + 
+ 64\lambda M_0 + r^3) - 64M_0 (3M_0 - r) \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right)
+ 4r^3 M_1^{(1,0)}(r, t) + 64M_0r (2M_0 - r) \phi(r, t) \phi^{(2,0)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right)
\right) + \mathcal{O} \left( \epsilon^2 \right) = 0, (4.17)$$

$$E_{tr}^{(g)} = \frac{\epsilon}{r^4 (2M_0 - r)} \left( \phi^{(0,1)}(r, t) \left( r (r - 2M_0) \phi^{(1,0)}(r, t) (192\gamma M_0 \phi(r, t)^2 + 
+ 32\lambda M_0 + r^3) - 32M_0^2 \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right)
- 32M_0r (2M_0 - r) \phi(r, t) \phi^{(1,1)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right) + \mathcal{O} \left( \epsilon^2 \right) = 0, (4.18)$$

$$E_{t\theta}^{(g)} = 0, \quad (4.19)$$
$$E_{t\varphi}^{(g)} = 0, \quad (4.20)$$

$$E_{rr}^{(g)} = \frac{1}{2} \epsilon \left[ -\frac{1}{r (r - 2M_0)^2} \left( 4 (M_0 A_1(r, t) + M_1(r, t)) + 
- 2r (r - 2M_0) A_1^{(1,0)}(r, t) + \phi^{(0,1)}(r, t)^2 \left( 384\gamma M_0 \phi(r, t)^2 + 64\lambda M_0 + r^3 \right) \right)
+ 64M_0 \phi(r, t) \phi^{(0,2)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) - \phi^{(1,0)}(r, t)^2 + 
- \frac{64M_0 (r - 3M_0) \phi(r, t) \phi^{(1,0)}(r, t) (2\gamma \phi(r, t)^2 + \lambda)}{r^4 (r - 2M_0)} \right] + \mathcal{O} \left( \epsilon^2 \right) = 0, (4.21)$$

$$E_{r\theta}^{(g)} = 0, \quad (4.22)$$
$$E_{r\varphi}^{(g)} = 0, \quad (4.23)$$
\[ E_{\theta \theta}^{(g)} = \frac{\epsilon}{2r^3 (r - 2M_0)^2} \left[ -r^3 (2M_0 - r) \left( 2M_0 A_1 (r, t) + \right. \right. \\
+ (2M_0 - r) \left( rA_1^{(1,0)}(r, t) - 2M_1^{(1,0)}(r, t) \right) + 2M_1(r, t) \bigg) + \\
+ r^3 \left( (2M_0 - r) \left( r^2 (2M_0 - r) A_1^{(2,0)}(r, t) + r (5M_0 - 2r) A_1^{(1,0)}(r, t) + \\
(4r - 6M_0) M_1^{(1,0)}(r, t) \right) + 2M_0^2 A_1(r, t) - 2r^3 M_1^{(0,2)}(r, t) + 2M_0 M_1(r, t) \bigg) + \\
+ r^4 (2M_0 - r) \left( r^2 \phi^{(0,1)}(r, t)^2 - (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \right) + \\
- 16M_0 (2M_0 - r) \left( 2r^3 \phi^{(0,1)}(r, t)^2 \left( 6\gamma \phi(r, t)^2 + \lambda \right) \right) + \\
- 2 \left( -2\gamma \phi(r, t)^3 (2M_0 - r) \left( (6M_0 - 2r) \phi^{(1,0)}(r, t) + r (r - 2M_0) \phi^{(2,0)}(r, t) \right) + \\
+ r^3 \phi^{(0,2)}(r, t) \right) + \lambda \phi(r, t) \left( -2 \left( -5M_0 r + 6M_0^2 + r^2 \right) \phi^{(1,0)}(r, t) + \\
+ r (r - 2M_0)^2 \phi^{(2,0)}(r, t) + r^3 \left( -\phi^{(0,2)}(r, t) \right) \right) + \\
+ 6\gamma r (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \phi(r, t)^2 + \lambda r (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \left] \right) + \mathcal{O}(\epsilon^2) = 0, \tag{4.24} \]

\[ E_{\varphi \varphi}^{(g)} = 0, \tag{4.25} \]

\[ E_{\varphi \theta}^{(g)} = \frac{\epsilon \sin^2(\theta)}{2r^3 (r - 2M_0)^2} \left[ -r^3 (2M_0 - r) \left( 2M_0 A_1 (r, t) + \right. \right. \\
+ (2M_0 - r) \left( rA_1^{(1,0)}(r, t) - 2M_1^{(1,0)}(r, t) \right) + 2M_1(r, t) \bigg) + \\
+ r^3 \left( (2M_0 - r) \left( r^2 (2M_0 - r) A_1^{(2,0)}(r, t) + r (5M_0 - 2r) A_1^{(1,0)}(r, t) + \\
(4r - 6M_0) M_1^{(1,0)}(r, t) \right) + 2M_0^2 A_1(r, t) - 2r^3 M_1^{(0,2)}(r, t) + 2M_0 M_1(r, t) \bigg) + \\
+ r^4 (2M_0 - r) \left( r^2 \phi^{(0,1)}(r, t)^2 - (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \right) + \\
- 16M_0 (2M_0 - r) \left( 2r^3 \phi^{(0,1)}(r, t)^2 \left( 6\gamma \phi(r, t)^2 + \lambda \right) \right) + \\
- 2 \left( -2\gamma \phi(r, t)^3 (2M_0 - r) \left( (6M_0 - 2r) \phi^{(1,0)}(r, t) + r (r - 2M_0) \phi^{(2,0)}(r, t) \right) + \\
+ r^3 \phi^{(0,2)}(r, t) \right) + \lambda \phi(r, t) \left( -2 \left( -5M_0 r + 6M_0^2 + r^2 \right) \phi^{(1,0)}(r, t) + \\
+ r (r - 2M_0)^2 \phi^{(2,0)}(r, t) + r^3 \left( -\phi^{(0,2)}(r, t) \right) \right) + \\
+ 6\gamma r (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \phi(r, t)^2 + \lambda r (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 \left] \right) + \mathcal{O}(\epsilon^2) = 0. \tag{4.26} \]
4.1 Quartic EsGB Gravity and Perturbative Scheme

From this system we obtain two equations and two constraints. The equations are

\[
\phi^{(0,2)}(r, t) = \frac{(r - 2M_0)}{r^7} \left( r^5 (r - 2M_0) \phi^{(2,0)}(r, t) + 2r^4 (r - M_0) \phi^{(1,0)}(r, t) + 96M_0^2 \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right), \tag{4.27}
\]

\[
M_1^{(0,1)}(r, t) = \frac{1}{2r^3} \left[ \phi^{(0,1)}(r, t) \left( r (r - 2M_0) \phi^{(1,0)}(r, t) \left( 32M_0 \left( 6\gamma \phi(r, t)^2 + \lambda \right) + r^3 \right) - 32M_0^2 \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right) + 32M_0 r (r - 2M_0) \phi(r, t) \phi^{(1,1)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right], \tag{4.28}
\]

The constraints are

\[
M_1^{(1,0)}(r, t) = \frac{1}{4r^3} \left[ r^6 \phi^{(0,1)}(r, t)^2 \right] + \phi^{(1,0)}(r, t) \left( r (r - 2M_0) \phi^{(1,0)}(r, t) \left( 64M_0 \left( 6\gamma \phi(r, t)^2 + \lambda \right) + r^3 \right) - 64M_0 (r - 3M_0) \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) + 64M_0 r (r - 2M_0) \phi(r, t) \phi^{(2,0)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right], \tag{4.29}
\]

\[
A_1^{(1,0)}(r, t) = \frac{1}{2r^4} \left[ 4 (M_0 A_1(r, t) + M_1(r, t)) + 64M_0 (r - 3M_0) \phi(r, t) \phi^{(1,0)}(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) + \frac{\phi^{(0,1)}(r, t)^2 \left( 64M_0 \left( 6\gamma \phi(r, t)^2 + \lambda \right) + r^3 \right)}{r (r - 2M_0)} + \frac{64M_0 \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right)}{r^4} \left( r^5 (r - 2M_0) \phi^{(2,0)}(r, t) \right) + 2r^4 (r - M_0) \phi^{(1,0)}(r, t) + 96M_0^2 \phi(r, t) \left( 2\gamma \phi(r, t)^2 + \lambda \right) \right] + (r - 2M_0) \phi^{(1,0)}(r, t)^2. \tag{4.30}
\]

We observe that when \( \gamma = 0 \) the equations are equivalent to the ones obtained in the previous chapter considering a perturbation in the scalar field and expanding up to the second order. In fact when the perturbative approach is applied to
quadratic EsGB gravity writing the scalar field as $\phi = \hat{\epsilon}\phi_1$, the stress-energy tensor is quadratic in the perturbation, and it can be written as $T_{\mu\nu} = \hat{\epsilon}^2\hat{T}_{\mu\nu}$, where

$$\hat{T}_{\mu\nu} = -\frac{1}{2} (\nabla \phi_1)^2 g_{\mu\nu} + (\nabla_{\mu}\phi_1)(\nabla_{\nu}\phi_1) - 2\lambda(\nabla_\gamma\nabla'^\alpha\phi_1^2)\delta^\gamma_\alpha\delta^\lambda_\beta R_{\alpha\beta\gamma\delta} \delta_\mu^\kappa \delta_\nu^\lambda g_{\kappa\delta}.$$  (4.31)

The equation for the metric tensor has the form

$$G_{\mu\nu} = T_{\mu\nu} = \hat{\epsilon}^2\hat{T}_{\mu\nu},$$  (4.32)

and it can equivalently be considered as the equation obtained from a perturbative expansion of the gravitational constant at the first order $G = \epsilon + O(\epsilon^2)$, with $\epsilon = \hat{\epsilon}^2$.

### 4.1.3 Equations in Tortoise Coordinates

Let us now change system of coordinates and write the equations and the constraints in tortoise coordinates.

Before performing the transformation, we compute the Kretschmann scalar $K = R^\mu\nu\rho\sigma R_{\mu\nu\rho\sigma}$ obtaining

$$K = \frac{48M_0^2}{r^6} + \frac{8M_0\epsilon}{r^{12}(r - 2M_0)} \left[r^7\phi^{(0,1)}(r, t)^2 \left(96M_0 \left(6\gamma\phi(r, t)^2 + \lambda\right) - r^3\right) + 12(r - 2M_0) \left(r^6M_1(r, t) + 768M_0^3\phi(r, t)^2 \left(2\gamma\phi(r, t)^2 + \lambda\right)^2\right) + 384M_0r^4(r - 2M_0)^2\phi(r, t)\phi^{(1,0)}(r, t) \left(2\gamma\phi(r, t)^2 + \lambda\right) + r^5(r - 2M_0)^2\phi^{(1,0)}(r, t)^2 \left(r^3 - 96M_0 \left(6\gamma\phi(r, t)^2 + \lambda\right)\right) + O(\epsilon^2)\right].$$  (4.33)

Analogously to the quadratic case that we analyzed with the expansion in the field, the singularity in $K$ for $r = 2M_0$ is absent if $\phi$ satisfies the condition

$$\lim_{r\to 2M_0} \partial_t\phi(r, t) = \lim_{r\to 2M_0} \left(1 - \frac{2M_0}{r}\right)\partial_t\phi(r, t).$$  (4.34)

We now proceed with the coordinate transformation obtaining

$$\phi^{(0,2)}(z, t) = \frac{2(r(z, t) - 2M_0)}{r(z, t)^2} \left(48M_0^2\phi(z, t) \left(2\gamma\phi(z, t)^2 + \lambda\right) + r(z, t)^5\phi^{(1,0)}(z, t)\right) + \phi^{(2,0)}(z, t),$$  (4.35)

$$M_1^{(0,1)}(z, t) = \frac{1}{2r(z, t)^4} \left[32M_0r(z, t)\phi(z, t)\phi^{(1,1)}(z, t) \left(2\gamma\phi(z, t)^2 + \lambda\right) + \phi^{(0,1)}(z, t)(r(z, t)^2\phi^{(1,0)}(z, t) \left(32M_0 \left(6\gamma\phi(z, t)^2 + \lambda\right) + r(z, t)^3\right) + 32M_0^2\phi(z, t) \left(2\gamma\phi(z, t)^2 + \lambda\right)\right]\right].$$  (4.36)
4.2 Stability of the Schwarzschild Solution

for the equations, and

\[
M_1^{(1,0)}(z, t) = \frac{1}{4r(z, t)^3} \left[ 64M_0r(z, t)^2 \left( \phi^{(1,0)}(z, t)^2 \left( 6\gamma \phi(z, t)^2 + \lambda \right) + \phi(z, t)\phi^{(2,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) \right) + \\
- 64M_0r(z, t)\phi(z, t)\phi^{(1,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) + \\
+ 64M_0^2\phi(z, t)\phi^{(1,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) + \\
+ r(z, t)^5 \left( \phi^{(0,1)}(z, t)^2 + \phi^{(1,0)}(z, t)^2 \right) \right], \quad (4.37)
\]

\[
A_1^{(1,0)}(z, t) = \frac{1}{2r(z, t)^9} \left[ 4r(z, t)^7 \left( M_0 \left( A_1(z, t) + \\
+ 16 \left( \phi^{(0,1)}(z, t)^2 \left( 6\gamma \phi(z, t)^2 + \lambda \right) + \phi(z, t)\phi^{(2,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) \right) \right) + \\
+ M_1(z, t) + 192M_0r(z, t)^6\phi(z, t)\phi^{(1,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) + \\
- 448M_0^2r(z, t)^5\phi(z, t)\phi^{(1,0)}(z, t) \left( 2\gamma \phi(z, t)^2 + \lambda \right) + \\
+ 6144M_0^3r(z, t)\phi(z, t)\phi^{(1,0)}(z, t)^2 \left( 2\gamma \phi(z, t)^2 + \lambda \right)^2 + \\
- 12288M_0^4\phi(z, t)\phi^{(0,1)}(z, t)^2 \left( 2\gamma \phi(z, t)^2 + \lambda \right)^2 + r(z, t)^{10} \left( \phi^{(0,1)}(z, t)^2 + \phi^{(1,0)}(z, t)^2 \right) \right], \quad (4.38)
\]

for the constraints.

4.2 Stability of the Schwarzschild Solution

The trivial configurations of the scalar field that satisfy the field equations are given by eq. (2.30), which for quartic EsGB gravity can be written as

\[
0 = \frac{\delta F[\phi]}{\delta \phi} \bigg|_{\phi=\phi_0} = 2\lambda \phi_0 + 4\gamma \phi_0^3 = 2\lambda \phi_0 \left( 1 + 2\frac{\gamma}{\lambda} \phi_0^2 \right) = 2\lambda \phi_0 \left( 1 + 2\phi_0^2 \right). \quad (4.39)
\]

Eq. (4.39) has three solutions which are \([49,50]\)

\[
\phi_0 = 0, \quad \phi_0^\pm = \pm \sqrt{-\frac{1}{2\alpha}}, \quad (4.40)
\]

where \(\phi_0^\pm\) exist only if \(\alpha < 0\). We considered only the solution \(\phi_0 = 0\).

We made a time-domain analysis of the stability of the Schwarzschild solution by integrating the field equations with a numerical method.
4.2 Stability of the Schwarzschild Solution

4.2.1 Numerical Integration

For the numerical integration of the equations we used the method of lines with the 4th order Runge-Kutta method for the time evolution.

We used the following boundary conditions at the horizon:

\[
\begin{aligned}
\frac{\partial z}{\partial t} \phi(z_0, t) &= \partial_t \phi(z_0, t) \\
M_1(z_0, t) &= 0
\end{aligned}
\]  

(4.41)

where \(z_0\) is the numerical inner boundary.

We used a spatial grid with 10000 points that extends from \(\frac{z}{M_0} = -34.84\) up to \(\frac{z}{M_0} = 330.11\), so that the grid step is \(\Delta z = 0.036\). The time step is \(\Delta t = 0.001\).

The procedure we used to analyze the stability of the Schwarzschild solution is the following:

1. we chose an initial profile for \(\phi\) which is a small perturbation of \(\phi_0\) and which satisfies the boundary conditions:

\[
\phi(z, t) = 0,
\]

\[
\partial_t \phi(z, t) = \begin{cases} 
N e^{-\frac{(z-\mu)^2}{\sigma^2}} & \text{if } \mu - 5\sigma < z < \mu + 5\sigma \\
0 & \text{otherwise}
\end{cases}
\]  

(4.42)

where \(N = 0.01\), \(\mu = 5 M_0\) and \(\sigma = 4 M_0\);

2. we integrated numerically eq. (4.37) with the Simpson rule using the scalar field at \(t=0\) to obtain the initial profile of \(M_1\);

3. we integrated eq. (4.35) and (4.36) with the method of lines using the 4th order Runge-Kutta method for time evolution, analyzing whether the scalar field converges to the Schwarzschild solution or diverges.

4.2.2 Stability Analysis

We integrated numerically the field equations for values of \(\frac{\lambda}{M_0^2}\) and \(\frac{\gamma}{M_0^2}\) between \(-1\) and \(1\), and we analyzed the evolution of \(\phi\) and \(M_1\) at fixed \(z\). First we checked that when \(\frac{\gamma}{M_0^2} = 0\) the code produced the same results as in the case of quadratic EsGB that we studied in the previous chapter and we obtained behaviors identical to those represented in fig. 3.3.

For \(\frac{\gamma}{M_0^2} \neq 0\) we obtained that the Schwarzschild solution is unstable when \(\frac{\lambda}{M_0^2} > \frac{3.63}{M_0}\) independently of the value of \(\frac{\gamma}{M_0^2}\). This is in agreement with ref. [50].

In the region with \(\frac{\lambda}{M_0^2} > 0.363\) and \(\frac{\gamma}{M_0^2} < 0\) we observed that the scalar field at \(\frac{z}{M_0} = 0.01\) converges to a constant value. In fig. 4.1 we have shown the plots of the evolution of \(\phi(z = 0.01 M_0, t)\) with three different choices of \(\lambda\) and \(\gamma\). The green curve represents a configuration where Schwarzschild solution is stable, and the others correspond to configurations where the Schwarzschild solution is unstable. In particular the red curve corresponds to a case with \(\frac{\gamma}{M_0^2} > 0\) and the scalar field
4.3 Scalarized Solutions

Figure 4.1. Evolution of the scalar field at $z/M_0 = 0.01$ in three different cases: a case in which $\lambda/M_0^2 = -0.5$ and $\gamma/M_0^2 = -0.5$, and the Schwarzschild solution is stable (green curve); a case in which $\lambda/M_0^2 = 0.5$ and $\gamma/M_0^2 = 0.5$, in which the Schwarzschild solution is unstable and the scalar field diverges (red curve); a case in which $\lambda/M_0^2 = 0.5$ and $\gamma/M_0^2 = -0.5$, in which the Schwarzschild solution is unstable and $\phi(z=0.01M_0,t)$ stabilize to a constant value (blue curve).

diverges, while the blue curve represents a case in which $\frac{\gamma}{M_0^2} < 0$ and the scalar field approaches a constant value.

In fig. 4.2 we show the evolution of the complete profile of the scalar field corresponding to the same cases shown in fig. 4.1. As we can see from the lower panel, in the case with $\frac{\lambda}{M_0^2} > 0.363$ and $\frac{\gamma}{M_0^2} < 0$ the scalar field approaches a nontrivial configuration, i.e., a scalarized BH solution. We are going to discuss these asymptotic solutions in the next section.

4.3 Scalarized Solutions

4.3.1 Characteristics and Scalar Charge

The scalarized BH solutions can be characterized with the number of nodes, which is zero for the solutions that we found, and with the scalar charge, which depends on the values of the parameters $\lambda$ and $\gamma$.

From a theoretical point of view the scalar charge can be computed as

$$Q = -\lim_{r \to +\infty} r^2 \frac{d\phi(r)}{dr}.$$

However we cannot use this formula since at finite time the pulse of the scalar field propagates, and $\phi$ at infinity is null. Therefore we integrated the equations until $t/M_0 = 575$ and with a spatial grid with 15000 points that extends from $z/M_0 = -34.84$ up to $z/M_0 = 631.42$, in such a way that the pulse reaches position sufficiently far
Figure 4.2. Evolutions of the profile of the scalar field. In the upper left panel we show an unstable case with $\frac{\lambda}{M_g^2} = 0.5$ and $\frac{\gamma}{M_g^2} = 0.5$, in the upper right panel we show a stable case with $\frac{\lambda}{M_g^2} = -0.5$ and $\frac{\gamma}{M_g^2} = -0.5$, and in the lower panel we show the case with $\frac{\lambda}{M_g^2} = 0.5$ and $\frac{\gamma}{M_g^2} = -0.5$, in which the scalar field approaches a nontrivial configuration.
4.3 Scalarized Solutions

Figure 4.3. Scalar charges obtained from the fit of the scalar field, classified by the value of $\alpha$, and shown in a plot of $Q^*\sqrt{\eta}$ vs $M_0\sqrt{\eta}$, where $\eta = 8\lambda$ and $Q^* = \sqrt{2}Q$ are respectively the coupling constant and the scalar charge used by Silva et al. in ref. [49] and by Minamitsuji and Ikeda in ref. [50]. In the plot on the left the axes are on a linear scale, while in the right panel the data are shown in a semi-log plot. The set of points corresponding to $\alpha = -0.2$ (red) is only shown in the plot on the right.

As we can see from the right panel of fig. 4.3 when $\alpha = -0.2$ the behavior of the scalar charge is analogous to the other cases, with $Q^*\sqrt{\eta}$ going to zero as $M_0\sqrt{\eta}$ goes to the critical value $M_0\sqrt{8\lambda} = 0.587$ from the left. This is different from what is shown in ref. [49] for $-0.8 < \alpha < 0$.

We identified two possible reasons for this discrepancy. Firstly, with our perturbative approach we can only find scalarized solutions whose scalar charge tends to zero, otherwise they cannot be considered as a perturbation of the Schwarzschild solution. On the other hand the expansion in the Newton’s constant is not fully mathematically consistent, as we discussed earlier in this chapter, and this could be another reason for the appearance of this stable scalarized modes different from those found by Silva et al.

In both cases the nodeless scalarized solutions found with our time-domain anal-
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Figure 4.4. Comparison of the profiles of the scalar field obtained with the procedure described in section 4.3.2 in the case of $\frac{\lambda}{M_0^2} = 0.5$ and $\frac{\gamma}{M_0^2} = -0.5$. In red it is shown the profile of the scalar field at $\frac{t}{M_0} = \frac{t_f}{M_0} = 200$ obtained integrating the field equations using the initial profile in (4.42). In blue the profile of the scalar field obtained by adding a perturbation in the profile at $\frac{t}{M_0} = 100$ and integrating for $\Delta \frac{t}{M_0} = 100$.

ysis could be an artifact of the perturbative approach, and it could be interesting to investigate in a future work whether these solutions can be found also with a nonperturbative analysis.

4.3.2 Stability of the Scalarized Solutions

To verify the stability of the scalarized asymptotic solutions we used the following procedure:

1. we started from the initial profile of the scalar field written in eq. (4.42), and we integrated the field equations until $\frac{t}{M_0} = 200$ with the numerical procedure described for the analysis of the stability of the Schwarzschild solution;

2. we considered the profile of the scalar field at $\frac{t}{M_0} = 100$ as an initial profile and we added to $\partial_t \phi$ a small perturbation which is the same as the initial profile (4.42);

3. we integrated eq. (4.37) with the Simpson rule using the boundary conditions (4.41) to obtain the profile of $M_1$;

4. we integrated eq. (4.35) and (4.36) with the method of lines using the 4th order Runge-Kutta method for time evolution, until $\frac{t}{M_0} = 100$;

5. we compared the profile of the field at $\frac{t}{M_0} = 100$ with the one obtained from the first integration until $\frac{t}{M_0} = 200$.

The results of this computation are shown in fig. 4.4 for the case of $\frac{\lambda}{M_0^2} = 0.5$ and $\frac{\gamma}{M_0^2} = -0.5$, where the red profile is the one obtained from the first integration until
$\frac{t}{M_0} = 200$, while the blue profile is the one obtained from the second integration, with a perturbation added in $\phi(z, t = 100M_0)$. As we can see the profile obtained with the second integration evolves in the same way as the scalarized profile obtained with the first integration except for a small perturbation, therefore we conclude that the nodeless scalarized solutions that we found in the region with $\frac{\lambda}{M_0} > 0.363$ and $\frac{\gamma}{M_0} < 0$ are stable.
Chapter 5

Schwarzschild BHs in EsGB Gravity with Exponential Coupling

In this chapter we are going to study the case of exponential coupling function $F[\phi] = \frac{1}{3} \left( 1 - e^{-3\phi^2} \right)$, using the perturbative scheme with the expansion in the Newton’s constant. As done for the other couplings, we will start by writing the field equations in tortoise coordinates, and then we will discuss the stability and the behavior of the scalar charge on the basis of the results of the numerical integration.

5.1 Field Equations for Exponential Coupling

The approach we will use is exactly the same that we used in the case of quartic coupling and therefore we are going to write the field equations at the first order, without repeating all the procedure and outlining only the main passages.

We consider a spherically symmetric system using a 1+1 decomposition:

$$\phi = \phi(r, t), \quad g_{\mu\nu} = \begin{bmatrix} -A(r, t) & 0 & 0 & 0 \\ 0 & B(r, t) & 0 & 0 \\ 0 & 0 & r^2 & 0 \\ 0 & 0 & 0 & r^2 (\sin \theta)^2 \end{bmatrix}.$$  \hspace{1cm} (5.1)

Then we write the Newton’s constant as $G = \epsilon + \mathcal{O}(\epsilon^2)$, and we expand in the field equations.

At the order zero we obtain the Schwarzschild solution, provided that $GM \to M_0 \neq 0$ when $G \to 0$. 

5.1 Field Equations for Exponential Coupling

5.1.1 Field Equations at the First Order in the Perturbative Expansion

At the first order the equation for the scalar field is
\[ \epsilon \left[ \nabla_{\mu} \nabla^{\mu} \phi + 2G \phi e^{-3\phi} \right] = 0. \] (5.2)

The explicit form of eq. (5.2) can be computed using the Schwarzschild metric obtaining
\[ E^{(\phi)} = \epsilon \left( \frac{96\lambda M_0^2 e^{-3\phi(r,t)^2}}{r^6} + \frac{r \phi^{(0,2)}(r,t)}{2M_0 - r} + \right. \]
\[ \left. + \frac{2}{r^2} (r - M_0) \phi^{(1,0)}(r,t) + r (r - 2M_0) \phi^{(2,0)}(r,t) \right) + O(\epsilon^2) = 0. \] (5.3)

For the metric tensor instead we write \( g_{tt} \) and \( g_{rr} \) as
\[
\begin{align*}
g_{tt} &= -A(r, t) = - \left(1 - \frac{2M_0}{r} + \epsilon A_1(r, t) \right) \\
g_{rr} &= B(r, t) = \frac{1}{1 - \frac{2M_0}{r}},
\end{align*}
\] (5.4)

where \( M(r, t) = M_0 + \epsilon M_1(r, t) \).

Substituting the expression (5.4) in
\[ E^{(g)}_{\mu \nu} := R_{\mu \nu} - \frac{1}{2} g_{\mu \nu} R + \epsilon \frac{1}{2} (\nabla \phi)^2 g_{\mu \nu} - \epsilon (\nabla_\mu \phi)(\nabla_\nu \phi) + \]
\[ + \frac{2}{3} \epsilon \left[ \nabla_\gamma \nabla_\alpha \left( 1 - e^{-3\phi} \right) \right] \delta_{\alpha \beta \rho \sigma} R^{\rho \sigma}_{\kappa \lambda} \delta^2_{\mu \nu} g_{\kappa \lambda} + O(\epsilon^2) = 0 \] (5.5)

and expanding up to the first order we obtain the set of equations
\[ E^{(g)}_{tt} = \frac{1}{2} \epsilon \left[ \frac{(r - 2M_0)}{r^6} \right] \left( 64\lambda M_0 \left( r (2M_0 - r) \phi(r, t) \phi^{(2,0)}(r, t) + \right. \right. \]
\[ \left. \left. + \phi^{(1,0)}(r, t) \left( r (r - 2M_0) \left( 6 \phi(r, t)^2 - 1 \right) \phi^{(1,0)}(r, t) + \right. \right. \right. \]
\[ \left. \left. \left. \left. + (r - 3M_0) \phi(r, t) \right) \right) - r^3 e^{3\phi(r,t)^2} \left( r (r - 2M_0) \phi^{(1,0)}(r, t)^2 + \right. \right. \]
\[ \left. \left. \left. \left. - 4M_1^{(1,0)}(r, t) \right) \right) - \phi^{(0,1)}(r, t)^2 \right] + O(\epsilon^2) = 0, \] (5.6)

\[ E^{(g)}_{tr} = \frac{\epsilon e^{-3\phi(r,t)^2}}{r^4 (2M_0 - r)} \left[ -2r^3 M_1^{(0,1)}(r, t) e^{3\phi(r,t)^2} - 32\lambda M_0^2 \phi(r, t) \phi^{(0,1)}(r, t) + \right. \]
\[ + r (r - 2M_0) \phi^{(0,1)}(r, t) \phi^{(1,0)}(r, t) \left( 32\lambda M_0 \left( 1 - 6 \phi(r, t)^2 \right) + r^3 e^{3\phi(r,t)^2} \right) + \]
\[ + 32\lambda M_0 \phi(r, t) \phi^{(1,1)}(r, t) \right] + O(\epsilon^2) = 0, \] (5.7)
\[ E^{(g)}_{\theta\theta} = 0 = 0, \quad (5.8) \]
\[ E^{(g)}_{\phi \phi} = 0 = 0, \quad (5.9) \]
\[ E^{(g)}_{r r} = \frac{\epsilon}{2 r^4 (r - 2 M_0)^2} \left[ 64 \lambda M_0 e^{-3\phi(r, t)} \left( r^3 (6\phi(r, t)^2 - 1) \phi^{(0,1)}(r, t)^2 + \phi(r, t) \left( - (r - 3 M_0) (r - 2 M_0) \phi^{(1,0)}(r, t) - r^3 \phi^{(0,2)}(r, t) \right) \right) + r^3 (2 M_0 - r) A_1^{(1,0)}(r, t) + r (r - 2 M_0)^2 \phi^{(1,0)}(r, t)^2 + 4 M_0 A_1(r, t) + 4 M_1(r, t) + r^3 \phi^{(0,1)}(r, t)^2 \right] + \mathcal{O}(\epsilon^2) = 0, \quad (5.10) \]
\[ E^{(g)}_{\theta r} = 0 = 0, \quad (5.11) \]
\[ E^{(g)}_{\phi r} = 0 = 0, \quad (5.12) \]
\[ E^{(g)}_{\phi \theta} = \frac{\epsilon}{2 r^4 (r - 2 M_0)^2} \left[ \frac{- r^3 (2 M_0 - r) \left( 2 M_0 A_1(r, t) + (2 M_0 - r) \left( r A_1^{(1,0)}(r, t) - 2 M_1^{(1,0)}(r, t) \right) + 2 M_1(r, t) \right) + r^3 (2 M_0 - r) \left( r^2 (2 M_0 - r) A_1^{(2,0)}(r, t) + r (5 M_0 - 2 r) A_1^{(1,0)}(r, t) \right) + (4 r - 6 M_0) M_1^{(1,0)}(r, t) \right) + 2 M_0^2 A_1(r, t) - 2 r^3 M_1^{(0,2)}(r, t) + 2 M_0 M_1(r, t) \right) + 32 \lambda M_0 (2 M_0 - r) e^{-3\phi(r, t)} \left( \phi(r, t) \left( (2 M_0 - r) \left( (6 M_0 - 2 r) \phi^{(1,0)}(r, t) + r \left( r - 2 M_0 \right)^2 \phi^{(1,0)}(r, t)^2 + 6 r \left( r - 2 M_0 \right)^2 \phi(r, t)^2 \phi^{(1,0)}(r, t)^2 + r^3 \left( 1 - 6 \phi(r, t)^2 \right) \phi^{(0,1)}(r, t)^2 \right) + r^4 \left( r^2 \phi^{(0,1)}(r, t)^2 - (r - 2 M_0)^2 \phi^{(1,0)}(r, t)^2 \right) \right] + \mathcal{O}(\epsilon^2) = 0, \quad (5.13) \]
\[ E^{(g)}_{\theta \phi} = 0 = 0, \quad (5.14) \]
\[
E^{(g)}_{rr} = \frac{\epsilon \sin^2(\theta)}{2r^3 (r - 2M_0)^2} \left[ -r^3 \left( 2M_0 - r \right) \left( 2M_0 A_1(r, t) + (2M_0 - r) \left( r A_1^{(1, 0)}(r, t) - 2M_1^{(1, 0)}(r, t) \right) + 2M_1(r, t) \right) + r^3 \left( 2M_0 - r \right) \left( 2M_0 - r \right) A_1^{(2, 0)}(r, t) + r \left( 5M_0 - 2r \right) A_1^{(1, 0)}(r, t) + (4r - 6M_0) M_1^{(1, 0)}(r, t) + 2M_0^2 A_1(r, t) - 2r^3 M_1^{(0, 2)}(r, t) + 2M_0 M_1(r, t) \right) + \frac{32\lambda M_0 \left( 2M_0 - r \right) e^{-3\phi(r, t)}}{r^7} \left( \phi(r, t) \left( 2M_0 - r \right) \left( 6M_0 - 2r \right) \phi^{(1, 0)}(r, t) + r \left( r - 2M_0 \right) \phi^{(2, 0)}(r, t) + r^3 \phi^{(0, 2)}(r, t) \right) - r \left( r - 2M_0 \right)^2 \phi^{(1, 0)}(r, t)^2 + 6r \left( r - 2M_0 \right)^2 \phi^{(2, 0)}(r, t)^2 + r^2 \phi^{(1, 0)}(r, t)^2 + r^{1} \frac{1}{2} \left( 1 - 6 \phi(r, t)^2 \right) \phi^{(0, 1)}(r, t)^2 \right] + \mathcal{O}(\epsilon^2) = 0. \quad (5.15)
\]

The equation \( E^{(\phi)} = 0 \) can be rewritten as
\[
\phi^{(0, 2)}(r, t) = \frac{(r - 2M_0) e^{-3\phi(r, t)}}{r^7} \left[ r^4 e^{3\phi(r, t)} \left( 2 \left( r - M_0 \right) \phi^{(1, 0)}(r, t) + r \left( r - 2M_0 \right) \phi^{(2, 0)}(r, t) \right) + 96\lambda M_0^2 \phi(r, t) \right]. \quad (5.16)
\]

After substituting the expression for \( \phi^{(0, 2)}(r, t) \) in the equations for the metric, we can isolate the term \( M_1^{(0, 1)}(r, t) \) in \( E^{(g)}_{r\tau} = 0 \), obtaining
\[
M_1^{(0, 1)}(r, t) = \frac{16\lambda M_0 e^{-3\phi(r, t)^2}}{r^3} \left[ \phi^{(0, 1)}(r, t) \left( -M_0 \phi(r, t) + r \left( r - 2M_0 \right) \left( 6 \phi(r, t)^2 - 1 \right) \phi^{(1, 0)}(r, t) \right) + r \left( r - 2M_0 \right) \phi(r, t) \phi^{(1, 1)}(r, t) \right] + \frac{1}{2} \left( r - 2M_0 \right) \phi^{(0, 1)}(r, t) \phi^{(1, 0)}(r, t). \quad (5.17)
\]

Isolating the terms \( M_1^{(1, 0)}(r, t) \) and \( A_1^{(1, 0)}(r, t) \) in the equations \( E^{(g)}_{tt} = 0 \) and \( E^{(g)}_{r\tau} = 0 \).
As in the previous cases, respectively we obtain the two constraints

\[ M_1^{(1,0)}(r, t) = -\frac{16\lambda M_0 e^{-3\phi(r, t)^2}}{r^3} \left[ \phi^{(1,0)}(r, t) \left( (r - 3M_0) \phi(r, t) + \ight. \right. \]
\[ + r (r - 2M_0) \left( 6\phi(r, t)^2 - 1 \right) \phi^{(1,0)}(r, t) \right] + \]
\[ + \frac{r^3 \phi^{(0,1)}(r, t)^2}{4r - 8M_0} + \frac{1}{4} r (r - 2M_0) \phi^{(1,0)}(r, t)^2, \tag{5.18} \]

\[ A_1^{(1,0)}(r, t) = \frac{1}{2r^8 (r - 2M_0)} \left[ 4M_0 r^7 A_1(r, t) + r^8 (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 + \right. \]
\[ + 4r^7 M_1(r, t) - 64\lambda M_0 e^{-6\phi(r, t)^2} \left( 96\lambda M_0^2 (2M_0 - r) \phi(r, t)^2 + \right. \]
\[ - r^4 e^{3\phi(r, t)^2} \left( (r - 2M_0) \phi(r, t) \left( 3r - 5M_0 \right) \phi^{(1,0)}(r, t) + \right. \]
\[ + r (r - 2M_0) \phi^{(2,0)}(r, t) \right] + r^3 \left( 1 - 6\phi(r, t)^2 \right) \phi^{(0,1)}(r, t)^2 \right) + \]
\[ + r^{10} \phi^{(0,1)}(r, t)^2 \right]. \tag{5.19} \]

To summarize, we obtained two equations for the time-evolution of the scalar field \( \phi \) and the correction to the mass \( M_1 \), and two constraints for \( M_1 \) and \( A_1 \).

### 5.1.2 Equations in Tortoise Coordinates

Before performing the transformation to tortoise coordinates, we compute the Kretschmann scalar \( K = R^{\mu\nu\rho\sigma} R_{\mu\nu\rho\sigma} \) obtaining

\[ K = \frac{48M_0^2}{r^6} + \frac{8M_0 \epsilon e^{-6\phi(r, t)^2}}{r^{12} (r - 2M_0)} \left[ r^6 e^{6\phi(r, t)^2} \left( r^2 (r - 2M_0)^2 \phi^{(1,0)}(r, t)^2 + \right. \right. \]
\[ + 12 (r - 2M_0) M_1(r, t) - r^4 \phi^{(0,1)}(r, t)^2 \right] + 9216\lambda^2 M_0^3 (r - 2M_0) \phi(r, t)^2 + \]
\[ + 96\lambda M_0 r^4 e^{3\phi(r, t)^2} \left( (r - 2M_0)^2 \phi^{(1,0)}(r, t) \right( r \left( 6\phi(r, t)^2 - 1 \right) \phi^{(1,0)}(r, t) + \right. \]
\[ + 4\phi(r, t) \right) + r^3 \left( 1 - 6\phi(r, t)^2 \right) \phi^{(0,1)}(r, t)^2 \right] + \mathcal{O} \left( e^2 \right). \tag{5.20} \]

As in the previous cases \( K \) is regular provided that the scalar field satisfies the condition

\[ \lim_{r\to 2M_0} \partial_r \phi(r, t) = \lim_{r\to 2M_0} \left( 1 - \frac{2M_0}{r} \right) \phi(r, t). \tag{5.21} \]
After the transformation in tortoise coordinates we obtain the equations

\[
\phi^{(0,2)}(z,t) = \frac{2\phi^{(1,0)}(z,t)(r(z,t) - 2M_0)}{r(z,t)^2} + \frac{96\lambda M_0^3 e^{-3\phi(z,t)^2}}{r(z,t)^3} \phi(z,t)(r(z,t) - 2M_0) + \phi^{(2,0)}(z,t), \quad (5.22)
\]

\[
M_1^{(0,1)}(z,t) = \frac{16\lambda M_0 e^{-3\phi(z,t)^2}}{r(z,t)^3} \left[ r(z,t)^2 \phi(z,t)\phi^{(1,1)}(z,t) + \phi^{(0,1)}(z,t) \left( r(z,t)^2 \left( 1 - 6\phi(z,t)^2 \right) \phi^{(1,0)}(z,t) - M_0 \phi(z,t) \right) + \frac{1}{2} r(z,t)^2 \phi^{(0,1)}(z,t)\phi^{(1,0)}(z,t) \right], \quad (5.23)
\]

and the constraints

\[
M_1^{(1,0)}(z,t) = \frac{16\lambda M_0 e^{-3\phi(z,t)^2}}{r(z,t)^3} \left[ \phi^{(1,0)}(z,t) \left( \phi(z,t) (M_0 - r(z,t)) + r(z,t)^2 (1 - 6\phi(z,t)^2) \phi^{(1,0)}(z,t) + r(z,t)^2 \phi(z,t)\phi^{(2,0)}(z,t) \right) + \frac{1}{4} r(z,t)^2 \left( \phi^{(0,1)}(z,t)^2 + \phi^{(1,0)}(z,t)^2 \right) \right], \quad (5.24)
\]

\[
A_1^{(1,0)}(z,t) = \frac{1}{2r(z,t)^3} \left[ r(z,t)^7 \left( 4M_0 A_1(z,t) + 4M_1(z,t) + r(z,t)^3 \left( \phi^{(0,1)}(z,t)^2 + \phi^{(1,0)}(z,t)^2 \right) + 6144\lambda^2 M_0^3 e^{-6\phi(z,t)^2} \phi(z,t)^2 (r(z,t) - 2M_0) + 64\lambda M_0 r(z,t)^5 e^{-3\phi(z,t)^2} \left( 7M_0 \phi(z,t)\phi^{(1,0)}(z,t) + r(z,t)^2 \left( 6\phi(z,t)^2 - 1 \right) \phi^{(0,1)}(z,t)^2 - \phi(z,t)\phi^{(2,0)}(z,t) \right) \right) - 3r(z,t)\phi(z,t)\phi^{(1,0)}(z,t) \right]. \quad (5.25)
\]
5.2 Stability of Schwarzschild Solution

The trivial configuration of the scalar field that corresponds to the Schwarzschild solution is $\phi_0 = 0$, since it satisfies the equation

$$0 = \delta F[\phi] \bigg|_{\phi=\phi_0} = 2\lambda \phi_0 e^{-3\phi^2}. \quad (5.26)$$

In order to analyze the stability of the Schwarzschild solution we performed a numerical integration, imposing the boundary conditions

$$\begin{cases}
\partial_z \phi(z_0, t) = \partial_t \phi(z_0, t) \\
M_1(z_0, t) = 0
\end{cases}, \quad (5.27)$$

and taking a small perturbation around $\phi_0$ as initial profile of the scalar field

$$\phi(z, t) = 0, \quad \partial_t \phi(z, t) = \begin{cases}
N e^{-\frac{(z-\mu)^2}{\sigma^2}} & \text{if } \mu - 5\sigma < z < \mu + 5\sigma \\
0 & \text{otherwise}
\end{cases}, \quad (5.28)$$

where $N = 0.01$, $\mu = 5 M_0$ and $\sigma = 4 M_0$.

For the numerical integration we used the same procedure as in the case of quartic coupling, using the Simpson rule on the constraint (5.24) to obtain the initial profile of $M_1$, and integrating the equations (5.22) and (5.23) using the method of lines with the Runge-Kutta method for time evolution. The spatial grid was made of 10000 points in the range $-34.84 \leq \frac{z}{M_0} \leq 330.11$, hence the grid step was $\Delta \frac{z}{M_0} = 0.036$. The timestep for the evolution was $\Delta \frac{t}{M_0} = 0.001$.

In fig. 5.1 we show the evolution of the profile of the scalar field and the mass correction at $\frac{z}{M_0} = 10.01$ for different values of $\lambda$. As we can see the Schwarzschild solution is stable below a threshold value of the coupling constant, that we estimated as $\frac{\lambda}{M_0^2} = 0.363$. This value is in agreement with the results of Blázquez-Salcedo (ref. [48]).

5.3 Stability of Scalarized Solutions

As we can see from fig. 5.1 when the Schwarzschild solution is unstable, a stable nontrivial solution appears. These scalarized solutions are nodeless and we computed their scalar charge fitting the profiles of the scalar field with the function

$$f(r) = a + \frac{b}{r} + \frac{c}{r^2} \quad (5.29)$$

in a region sufficiently far from the horizon and from the end of the pulse. The scalar charge was estimated as $Q = b$. 


5.3 Stability of Scalarized Solutions

Figure 5.1. Evolution of the scalar field and the mass correction at $\frac{\lambda}{\Lambda_{0}} = 10.01$ for different values of $\lambda$. When $\frac{\lambda}{\Lambda_{0}} > \frac{\tilde{\lambda}}{\Lambda_{0}} = 0.363$ the Schwarzschild solution is unstable and a nontrivial stable configuration appears.
5.3 Stability of Scalarized Solutions

The behavior of the scalar charge obtained with this procedure is shown in fig. 5.2 in a plot of $\frac{D}{\lambda_{BS}}$ vs $\frac{M_0}{\lambda_{BS}}$, where $D = \frac{Q}{\sqrt{2}}$ and $\lambda_{BS} = \sqrt{8\lambda}$ are respectively the scalar charge and the coupling constant used in ref. [48], in such a way that we can compare the results.

As expected, $\frac{D}{\lambda_{BS}}$ tends to zero as $\frac{M_0}{\lambda_{BS}}$ goes to the critical value $\frac{M_0}{\sqrt{8\lambda}} = 0.587$. The behavior of the scalar charge represented in fig. 5.2 is not in agreement with the one found by Blázquez-Salcedo et al. (ref. [48]), since we found stable nodeless scalarized solution for every value of $\frac{M_0}{\lambda_{BS}}$ such that the Schwarzschild solution is unstable.

Similarly to the case of quartic coupling, the reason for this discrepancy could be related to the fact that the perturbative approach we used is not fully mathematically consistent, and it could be interesting to clarify this point in a further study.

We performed numerical integrations until $\frac{t}{M_0} = 575$ on a grid with 15000 points that extends in the range $-34.84 \leq \frac{z}{M_0} \leq 631.42$, in such a way that we could consider an appropriate region in which execute the fit.

Figure 5.2. Scalar charge obtained from the fit of the profile of the scalar field at the end of the numerical integration. $\lambda_{BS} = \sqrt{8\lambda}$ and $D = \frac{Q}{\sqrt{2}}$ are respectively the coupling constant and the scalar charge used by Blázquez-Salcedo et al. in ref. [48].
Chapter 6

Conclusions

In this work we performed a time-domain analysis of Schwarzschild black holes in Einstein-scalar-Gauss-Bonnet gravity using a perturbative approach.

We started in chapter 2 by reviewing some possible modifications of General Relativity and some results obtained in the context of EsGB gravity. In the first part we followed the presentation in ref. [23] and we outlined some possible reasons to introduce modifications in GR, that come mainly from theoretical and cosmological arguments. Among the possible extensions of General Relativity, which can be classified on the basis of the violations of the hypotheses of the Lovelock’s theorem, we focused on scalar-tensor theories, in which a dynamical scalar field nonminimally coupled to the metric is considered.

In this context we considered two classes of theories: Horndeski theories and quadratic gravity. The first one contains theories whose field equations are of order two, and are free from the appearance of ghosts related to the Ostrogradsky instability. The second one contains theories that include in the action quadratic term in the curvature, and that can be considered as low-energy approximations of more general theories.

Then we introduced EsGB gravity, which is an Horndeski theory that contains quadratic terms in curvature, and therefore it combines the properties of these two classes of scalar-tensor theories. In this theories a no-hair theorem has been proven by Silva et al. in ref. [49], and the hypotheses are stationarity and asymptotic flatness of the solution, the stationarity of the scalar field, the existence of a constant $\phi_0$ such that $\frac{\delta F[\phi]}{\delta \phi} \bigg|_{\phi_0} = 0$ and the requirement that $\frac{\delta^2 F[\phi]}{\delta \phi^2} G < 0$. When the fourth condition is violated the GR black hole solution becomes unstable and a nontrivial stable configuration of the scalar field can appear, requiring the introduction of a scalar charge. This phenomenon is called spontaneous scalarization.

We reviewed some results obtained in refs. [42,44,48–50] performing a frequency-domain analysis with different choices of the coupling function: exponential $F[\phi] = \frac{\lambda}{\Lambda_0^2} \left(1 - e^{-3\phi^2}\right)$, quadratic $F[\phi] = \lambda \phi^2$, and quartic $F[\phi] = \lambda \phi^2 + \gamma \phi^4$. In all the cases the Schwarzschild solution is stable for $\frac{\lambda}{\Lambda_0^2} < 0.363$, and the nontrivial configurations of the scalar field with $n \geq 1$ nodes are unstable. The stability properties of the scalarized solutions with $n = 0$ nodes are different between the three coupling
functions. In the case of exponential coupling function the nodeless solution has been found to be stable only for \( \frac{\lambda}{M^2} \) smaller than a critical value, with a quartic coupling it is stable for negative values of \( \alpha = \frac{\gamma}{\lambda} \) that are below a critical value, while in the case of quadratic coupling there are not stable scalarized solutions.

In chapter 3 we analyzed the stability of Schwarzschild black hole in EsGB gravity with quadratic coupling function using a perturbative approach. To perform this analysis we started by writing the scalar field and the metric in 1+1 variables, and we wrote \( \phi \) as a small perturbation around the trivial solution of the equation for the scalar field, which is \( \phi_0 = 0 \), obtaining \( \phi = \epsilon \varphi_1 \). We then expanded the field equations obtaining at the order 0 the Schwarzschild solution, at the first order a nontrivial evolution of the scalar field on the Schwarzschild background, and at the second order the backreaction of the scalar field on the metric.

From the field equations at the second order in \( \epsilon \) we obtained a set of two equations and two constraints that we wrote in tortoise coordinates, and we integrated numerically with the method of lines using the Runge-Kutta method for time evolution. Analyzing the solutions obtained for different values of \( \frac{\lambda}{M^2} \) we observed that the Schwarzschild solution is unstable for \( \frac{\lambda}{M^2} \) higher than a threshold value that we estimated to be in the interval \( 0.3267 < \frac{\lambda}{M^2} < 0.3268 \), which is consistent with the results obtained in refs. [48,49]. In the unstable case we estimated the time constant of the exponential growth for different values of \( \frac{\lambda}{M^2} \) with a fit, and the results that we obtained are consistent with the frequencies of the Schwarzschild modes computed in ref. [48].

Then we computed the apparent horizon and the Null Energy Condition (NEC) to characterize its behavior. We observed that in the NEC there are \( \mathcal{O}(\epsilon^4) \) terms, that near the apparent horizon scale as \( \mathcal{O}(\epsilon^2) \) terms. This can be due to the fact that Schwarzschild coordinates are not regular and a different choice of coordinates may solve this critical issue.

In chapter 4 we considered a quartic coupling function \( F[\phi] = \lambda \phi^2 + \gamma \phi^4 \) and we analyzed the stability of the Schwarzschild solution using a different perturbative approach and expanding in the Newton’s constant. In this perturbative scheme the contributions that come from the quartic term are of the same order as the contributions that come from the quadratic term. The nonlinearities introduced in the equation for \( \phi \) can quench the instability of the Schwarzschild solution and a stable nontrivial configuration of the scalar field can appear.

We started by writing the scalar field and the metric in 1+1 variables, we expressed the Newton’s constant as \( G = \epsilon + \mathcal{O}(\epsilon^2) \) and we expanded in the field equations up to the first order in \( \epsilon \). At the order 0 we imposed that the term \( GM = M_0 \) is constant and different from zero, in such a way that the equations are solved by the Schwarzschild metric, instead of the flat one; however this assumption is not fully mathematically consistent since we are actually assuming that \( M \to \infty \) as \( G \to 0 \).

At the first order we obtained a nontrivial evolution of \( \phi \) and the backreaction of the scalar field on the metric.

We integrated numerically the equations in tortoise coordinates using a small per-
turbation around $\phi = 0$ as initial condition for the scalar field, and we observed that the Schwarzschild solution is unstable for $\frac{\lambda}{M_0^2} > 0.363$, independently of the value of $\frac{\lambda}{M_0^2}$.

In the unstable case we observed that when $\alpha = \frac{\gamma}{\lambda} < 0$ the scalar field approaches a stable nodeless nontrivial configuration. We computed the scalar charges for different values of $\frac{\lambda}{M_0^2}$ and $\alpha$, obtaining a behavior that is consistent with the results contained in refs. [49,50] in the cases with $\alpha < -0.8$. Nevertheless when $\alpha = -0.2$ we obtained stable nodeless scalarized solutions different from those found by Silva et al. in ref. [49], and this can be due to the use of a perturbative approach which is not fully mathematically consistent.

In chapter 5 we considered the exponential coupling $F[\phi] = \frac{\lambda}{3}(1 - e^{-3\phi^2})$ using the same perturbative approach as in the case of quartic coupling. We integrated the field equations at the first order using a small perturbation around $\phi_0 = 0$ as initial condition, and we obtained that the Schwarzschild solution is unstable for $\frac{\lambda}{M_0^2} > 0.363$, and in this case the scalar field reaches a nodeless nontrivial configuration. We computed the scalar charge of these scalarized solutions and we obtained a behavior different from the results of Blázquez-Salcedo et al. shown in ref. [48]. As in the previous case a possible reason for this discrepancy could be the inconsistency in the perturbative approach.

Concluding, with the time-domain analysis of EsGB gravity in a perturbative approach we found that the Schwarzschild solution is unstable when $\frac{\lambda}{M_0^2} > 0.363$ for all the three coupling functions analyzed. However there are some critical issues that have arisen during the analysis. Firstly, in the presence of the apparent horizon, the perturbative analysis is not applicable for the computation of $T^t_t$ and the Null Energy Condition using Schwarzschild coordinates; this issue may be overcome using different coordinates, which are regular at the horizon. Secondly, in the cases of quartic and exponential coupling, we found different stable nodeless scalarized solutions from what found in refs. [48,50]; it would be interesting to analyze in the future whether these solutions are an artifact of the perturbative approach or not. We hope to come back on these issues in future works.
Appendix A

Field Equations of Einstein-scalar-Gauss-Bonnet Gravity

In this section we will compute the field equations for EsGB gravity, using the stationary action principle. For this derivation we will follow the one contained in appendix A of ref. [34].

The action we are considering is written in the form of eq. (2.25):

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} \left( R - (\nabla \phi)^2 + 2 F(\phi) \mathcal{G} \right). \]  \hspace{1cm} (A.1)

We recall that the Gauss-Bonnet invariant is given by:

\[ \mathcal{G} = \frac{1}{4} \delta^{\alpha \beta \mu \nu}_{\rho \sigma \lambda \omega} R_{\rho \sigma}^{\alpha \beta} R_{\mu \nu}^{\lambda \omega} = R^2 - 4 R_{\mu \nu} R_{\mu \nu} + R_{\mu \nu ; \lambda \beta} R_{\mu \nu ; \lambda \beta}, \]  \hspace{1cm} (A.2)

where \( \delta^{\alpha \beta \mu \nu}_{\rho \sigma \lambda \omega} = \epsilon^{\alpha \beta \mu \nu} \epsilon_{\rho \sigma \lambda \omega} \) is the generalized Kronecker delta.

We start with the derivation of the equation for the scalar field and then we move to the equation for the metric.

A.1 Equation for the Scalar Field

In this case the field equation are given by the Euler-Lagrange equation in curved spacetime [27]:

\[ \nabla^\mu \frac{\delta L}{\delta (\nabla_\mu \phi)} - \frac{\delta L}{\delta \phi} = 0. \]  \hspace{1cm} (A.3)

Computing the derivatives we obtain

\[ \frac{\delta L}{\delta (\nabla_\mu \phi)} = -\sqrt{-g} \nabla^\mu \phi \quad \implies \quad \nabla^\mu \frac{\delta L}{\delta (\nabla_\mu \phi)} = -\sqrt{-g} \nabla^\mu \nabla_\mu \phi \]  \hspace{1cm} (A.4)

\[ \frac{\delta L}{\delta \phi} = \sqrt{-g} \frac{\delta F[\phi]}{\delta \phi} \mathcal{G}, \]  \hspace{1cm} (A.5)
hence the equation for the scalar field is:

\[ E(\phi) := \nabla_\mu \nabla^\mu \phi + \frac{\delta F[\phi]}{\delta \phi} G = 0. \quad (A.6) \]

### A.2 Equation for the Metric

Let us first consider Gauss-Bonnet term

\[ S_{GB} = \int \Omega \sqrt{-g} F[\phi] G = \frac{1}{4} \int \Omega \sqrt{-g} F[\phi] \delta^{\alpha\beta}_{\rho\sigma\lambda\omega} R^\rho_{\alpha\beta} R^\lambda_{\mu\nu}. \quad (A.7) \]

Varying the integrand we obtain

\[ \delta \left( \frac{1}{4} \sqrt{-g} F[\phi] \delta^{\alpha\beta}_{\rho\sigma\lambda\omega} R^\rho_{\alpha\beta} R^\lambda_{\mu\nu} \right) = \]

\[ = \frac{1}{4} F[\phi] \delta^{\alpha\beta}_{\rho\sigma\lambda\omega} \left( (\sqrt{-g}) R^\rho_{\alpha\beta} R^\lambda_{\mu\nu} + 2 \sqrt{-g} R^\rho_{\alpha\beta} \delta R^\lambda_{\mu\nu} \right) = \]

\[ = \frac{1}{4} F[\phi] \sqrt{-g} \delta^{\alpha\beta}_{\rho\sigma\lambda\omega} \left( -\frac{1}{2} R^\rho_{\alpha\beta} R^\lambda_{\gamma\delta} g_{\mu\nu} \delta g_{\mu\nu} + 2 R^\rho_{\alpha\beta} \delta R^\lambda_{\gamma\delta} \right), \quad (A.8) \]

where we used the relation [27]

\[ \delta \sqrt{-g} = -\frac{\sqrt{-g}}{2} g_{\mu\nu} \delta g^{\mu\nu}. \quad (A.9) \]

Now

\[ \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} = \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} R^\lambda_{\rho\kappa} \delta \left( g^{\omega\delta} R^\gamma_{\omega\alpha\beta} \right) = \]

\[ = \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} \left( R^\lambda_{\rho\kappa} R^\gamma_{\omega\alpha\beta} \delta g^{\omega\delta} + R^\lambda_{\rho\kappa} g^{\omega\delta} \delta R^\gamma_{\omega\alpha\beta} \right) = \]

\[ = \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} \left( R^\lambda_{\rho\kappa} R^\gamma_{\omega\alpha\beta} g_{\epsilon\omega} \delta g^{\epsilon\delta} + R^\lambda_{\rho\kappa} g^{\omega\delta} \delta R^\gamma_{\omega\alpha\beta} \right). \quad (A.10) \]

The tensor \( \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} g_{\epsilon\omega} \) is antisymmetric with respect to \( \lambda\sigma\gamma\delta \), and from it we can construct a tensor which is antisymmetric with respect to \( \lambda\sigma\gamma\delta \) in the following way [6]

\[ \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} g_{\epsilon\omega} = \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} g_{\epsilon\omega} + \delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} + \delta^{\rho\alpha\beta}_{\lambda\epsilon\gamma\delta} g_{\sigma\omega} + \delta^{\rho\alpha\beta}_{\lambda\sigma\epsilon\delta} g_{\gamma\omega} + \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\epsilon} g_{\delta\omega}. \quad (A.11) \]

Since this is an antisymmetric tensor with respect to 5 indices in a 4-dimensional space, it is equal to zero and so we have the identity

\[ \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\delta} g_{\epsilon\omega} = \delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} + \delta^{\rho\alpha\beta}_{\lambda\epsilon\gamma\delta} g_{\sigma\omega} + \delta^{\rho\alpha\beta}_{\lambda\sigma\epsilon\delta} g_{\gamma\omega} + \delta^{\rho\alpha\beta}_{\lambda\sigma\gamma\epsilon} g_{\delta\omega}. \quad (A.12) \]

Now

\[ \delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} R^\sigma_{\rho\kappa} R^\gamma_{\epsilon\alpha\beta} \delta g^{\epsilon\delta} = \delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} R^\sigma_{\rho\kappa} R^\gamma_{\epsilon\alpha\beta} \delta g^{\epsilon\delta} = \]

\[ = \delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} R^\sigma_{\rho\kappa} R^\gamma_{\epsilon\alpha\beta} \delta g^{\epsilon\delta} = -\delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\lambda\omega} R^\sigma_{\rho\kappa} R^\gamma_{\epsilon\alpha\beta} \delta g^{\epsilon\delta} = \]

\[ = -\delta^{\rho\alpha\beta}_{\epsilon\sigma\gamma\delta} g_{\epsilon\omega} R^\gamma_{\epsilon\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\epsilon\delta}. \quad (A.13) \]

\footnote{For this technique, see also the appendices of ref. [56].}
A.2 Equation for the Metric

Analogously we obtain

\[ \delta^{\rho\sigma\beta\gamma} g_{\sigma\psi} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\omega\delta} = -\delta^{\rho\kappa\alpha\beta} g_{\omega\psi} R^\gamma_{\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\omega\delta} \]  
(A.14)

\[ \delta^{\rho\kappa\alpha\beta} g_{\omega\kappa} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\omega\delta} = -\delta^{\rho\kappa\alpha\beta} g_{\omega\psi} R^\gamma_{\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\omega\delta} . \]  
(A.15)

Hence

\[ \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} g_{\omega\psi} \delta g^{\omega\delta} = \left( \delta^{\rho\kappa\alpha\beta} g_{\omega\psi} + \delta^{\rho\kappa\alpha\beta} g_{\omega\kappa} + \delta^{\rho\kappa\alpha\beta} g_{\psi\omega} + \delta^{\rho\kappa\alpha\beta} g_{\omega\kappa} \right) R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\omega\delta} = \]

\[ = \left( -\delta^{\rho\kappa\alpha\beta} g_{\omega\kappa} - \delta^{\rho\kappa\alpha\beta} g_{\omega\psi} - \delta^{\rho\kappa\alpha\beta} g_{\psi\omega} + \delta^{\rho\kappa\alpha\beta} g_{\omega\kappa} \right) R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\omega\delta} , \]  
(A.16)

which gives (see ref. [56])

\[ \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} g_{\omega\psi} \delta g^{\omega\delta} = \frac{1}{4} \delta^{\rho\kappa\alpha\beta} g_{\omega\psi} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\omega\delta} = \]

\[ = \frac{1}{4} \delta^{\rho\kappa\alpha\beta} g_{\mu\nu} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} \delta g^{\mu\nu} . \]  
(A.17)

Substituting this result in the variation of the Gauss-Bonnet term we obtain

\[ \delta S_{GB} = \int_{\Omega} d^4 x \left[ \frac{1}{4} F[\phi] \sqrt{-g} \left( 2 \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} R^\gamma_{\alpha\beta} - \frac{1}{2} \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} \right) - \frac{1}{2} \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} g_{\mu\nu} \delta g^{\mu\nu} \right] = \]

\[ = \int_{\Omega} d^4 x \left[ \frac{1}{4} F[\phi] \sqrt{-g} \left( 2 \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\omega\delta} R^\gamma_{\alpha\beta} + 2 \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} \delta g^{\omega\delta} + \frac{1}{2} \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} g_{\mu\nu} \delta g^{\mu\nu} \right) \right] = \]

\[ = \int_{\Omega} d^4 x \left[ \frac{1}{4} F[\phi] \sqrt{-g} \left( 2 \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\omega\delta} R^\gamma_{\alpha\beta} + \frac{1}{4} \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} g_{\mu\nu} \delta g^{\mu\nu} + \right. \right] \]

\[ \left. - \frac{1}{2} \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta R^\gamma_{\alpha\beta} g_{\mu\nu} \delta g^{\mu\nu} \right] = \]

\[ = \int_{\Omega} d^4 x \left[ \frac{1}{4} F[\phi] \sqrt{-g} \left( 2 \delta^{\rho\kappa\alpha\beta} R^\lambda_{\rho\kappa} \delta g^{\omega\delta} R^\gamma_{\alpha\beta} \right) \right] . \]  
(A.18)

Now we need to evaluate \( \delta R^\gamma_{\omega\alpha\beta} \), and to do this we use a procedure analogous to the one used in ref. [27] in the proof of the Palatini identity.

By definition the variation of the Riemann tensor is given by

\[ \delta R^\gamma_{\omega\alpha\beta} = \delta \left( \Gamma^\gamma_{\omega\beta\alpha} - \Gamma^\gamma_{\omega\alpha\beta} + \Gamma^\sigma_{\omega\beta} \Gamma^\alpha_{\sigma\alpha} - \Gamma^\sigma_{\alpha\beta} \Gamma^\alpha_{\omega} \right) = \]

\[ = \delta \Gamma^\gamma_{\omega\beta\alpha} - \delta \Gamma^\gamma_{\omega\alpha\beta} + \left( \delta \Gamma^\gamma_{\omega\beta} \right) \Gamma^\sigma_{\sigma\alpha} + \Gamma^\sigma_{\omega\alpha} \left( \delta \Gamma^\gamma_{\sigma\alpha} - \right. \]

\[ \left. \left( \delta \Gamma^\sigma_{\alpha\beta} \right) \Gamma^\gamma_{\omega\alpha} - \Gamma^\gamma_{\omega\beta} \right) . \]  
(A.19)
The variation of the Christoffel symbol

\[
\delta \Gamma^\lambda_{\mu \nu} = \frac{1}{2} g^{\lambda \rho} \left( \delta g_{\mu \rho \nu} + \delta g_{\nu \rho \mu} - \delta g_{\mu \nu ; \rho} \right)
\]  

(A.20)
is a tensor (see ref. [27]) and therefore

\[
(\delta \Gamma^\gamma_{\omega \alpha})_{; \beta} - (\delta \Gamma^\gamma_{\omega \alpha})_{; \beta} = (\delta \Gamma^\gamma_{\omega \beta})_{; \alpha} + \Gamma^\alpha_{\omega \beta} \delta \Gamma^\gamma_{\omega \beta} - \Gamma^\alpha_{\omega \beta} \delta \Gamma^\gamma_{\omega \beta} + \\
- \Gamma^\alpha_{\omega \beta} \delta \Gamma^\gamma_{\omega \beta} - \Gamma^\gamma_{\omega \alpha} + \Gamma^\alpha_{\omega \beta} \delta \Gamma^\gamma_{\omega \alpha} + \Gamma^\gamma_{\omega \beta} \delta \Gamma^\gamma_{\omega \alpha} + \Gamma^\gamma_{\omega \beta} \delta \Gamma^\gamma_{\omega \alpha} = \\
= \delta R^\gamma_{\omega \alpha \beta}.
\]  

(A.21)

Contracting with the generalized Kronecker delta we obtain

\[
\delta_{\lambda \sigma \gamma \delta} \delta R^\gamma_{\omega \alpha \beta} = \delta_{\lambda \sigma \gamma \delta} \left( (\delta \Gamma^\gamma_{\omega \beta})_{; \alpha} - (\delta \Gamma^\gamma_{\omega \alpha})_{; \beta} \right) = 2 \delta_{\lambda \sigma \gamma \delta} (\delta \Gamma^\gamma_{\omega \beta})_{; \alpha}.
\]  

(A.22)

Substituting eq. (A.20)

\[
\delta_{\lambda \sigma \gamma \delta} \delta R^\gamma_{\omega \alpha \beta} = \delta_{\lambda \sigma \gamma \delta} \delta g^{\rho \delta} \delta g_{\rho \epsilon \omega \alpha} + \delta g_{\rho \epsilon \omega \beta} - \delta g_{\rho \beta \epsilon \omega \alpha}.
\]  

(A.23)
The variation of the Gauss-Bonnet term contains also a \( g^{\omega \delta} \), so \( \delta_{\lambda \sigma \gamma \delta} g^{\sigma \gamma} g^{\omega \delta} \) is antisymmetric with respect to \( \omega \) and \( \epsilon \), and when contracted with \( \delta g_{\rho \epsilon \omega \beta} \) gives zero. The remaining terms give

\[
\delta_{\lambda \sigma \gamma \delta} g^{\rho \delta} \delta g_{\rho \epsilon \omega \alpha} = 2 \delta_{\lambda \sigma \gamma \delta} g^{\rho \delta} g^{\sigma \gamma} \delta g_{\rho \epsilon \omega \beta} = \\
= 2 \delta_{\lambda \sigma \gamma \delta} g^{\rho \delta} \delta g_{\rho \epsilon \omega \beta}.
\]  

(A.24)

Substituting in eq. (A.18) we obtain

\[
\delta S_{GB} = \int \Omega d^4 x \left( F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} R^{\lambda \sigma \rho} g^{\omega \delta} g^{\sigma \gamma} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta}.
\]  

(A.25)

Integrating by parts and using the fact that \( \delta g(\partial \Omega) = 0 \),

\[
\delta S_{GB} = - \int \Omega d^4 x \left( F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} \left( \nabla_{\epsilon} R^{\lambda \sigma} \right) g^{\rho \delta} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta} + \\
- \int \Omega d^4 x \left( \nabla_{\epsilon} F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} R^{\lambda \sigma} g^{\rho \delta} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta}.
\]  

(A.26)

For the second Bianchi identity \[27\]

\[
R_{\alpha \beta \mu \nu} \lambda + R_{\alpha \beta \nu \lambda} \mu + R_{\alpha \beta \lambda \mu} \nu = 0.
\]  

(A.27)

In the term \( \delta_{\lambda \sigma \gamma \delta} \nabla_{\epsilon} R^{\lambda \sigma} \rho \delta \), \( \rho \delta \sigma \gamma \delta R^{\lambda \sigma} \rho \delta \) the cyclic permutation of \( \rho \), \( \kappa \) and \( \alpha \) are summed and hence this term goes to zero for the second Bianchi identity, and in eq. (A.26) only the term which contains \( \nabla_{\epsilon} F[\phi] \) survives.

Integrating by parts once again

\[
\delta S_{GB} = \int \Omega d^4 x \left( \nabla_{\omega} \nabla_{\alpha} F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} R^{\lambda \sigma} g^{\rho \delta} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta} = \\
= \int \Omega d^4 x \left( \nabla_{\omega} \nabla_{\alpha} F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} R^{\lambda \sigma} g^{\rho \delta} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta} = \\
= \int \Omega d^4 x \left( \nabla_{\alpha} \nabla_{\delta} F[\phi] \right) \frac{1}{2} g^{\omega \delta} \delta \Gamma^\lambda_{\rho \sigma \delta} R^{\lambda \sigma} g^{\rho \delta} \Gamma^\gamma_{\omega \alpha} \Gamma^\alpha_{\omega \beta} \delta g_{\rho \beta}.
\]  

(A.28)
In the second line of eq. (A.28) we exchanged the two covariant derivatives applied to \( F[\phi] \). This can be done since \( F[\phi] \) is scalar and therefore

\[
\nabla_\omega \nabla_\alpha F[\phi] = \nabla_\omega \partial_\alpha F[\phi] = \partial_\omega \partial_\alpha F[\phi] - \Gamma^\gamma_{\omega\alpha} \partial_\gamma F[\phi] = \partial_\alpha \nabla_\omega F[\phi] - \Gamma^\gamma_{\alpha\omega} \partial_\gamma F[\phi] = \nabla_\alpha \nabla_\omega F[\phi]. \tag{A.29}
\]

Relabeling some indices in eq. (A.28) we obtain

\[
\delta S_{GB} = \int_\Omega d^4 x \left( \nabla_\gamma \nabla^\alpha F[\phi] \right) \sqrt{-g} \delta \gamma_{\beta\alpha\rho\sigma} R^{\rho\sigma}_{\kappa\lambda} \delta_{\delta\epsilon} = \int_\Omega d^4 x \left( \nabla_\gamma \nabla^\alpha F[\phi] \right) \sqrt{-g} \delta \gamma_{\beta\alpha\rho\sigma} R^{\rho\sigma}_{\kappa\lambda} \delta_{\beta\gamma} \delta_{\mu\nu} \delta_{\delta\epsilon}. \tag{A.30}
\]

Since \(^27\)

\[
g^{\mu\nu} \delta g_{\mu\nu} = -g_{\nu\delta} \delta g^{\mu\nu}, \tag{A.31}
\]

we finally obtain, for the Gauss-Bonnet term,

\[
\delta S_{GB} = - \int_\Omega d^4 x \left( \nabla_\gamma \nabla^\alpha F[\phi] \right) \sqrt{-g} \delta \gamma_{\beta\alpha\rho\sigma} R^{\rho\sigma}_{\kappa\lambda} \delta_{\beta\gamma} g_{\delta\epsilon} \delta g^{\mu\nu}. \tag{A.32}
\]

Instead for the field term

\[
\delta S_\phi = \delta \left( -\frac{1}{2} \int_\Omega d^4 x \sqrt{-g} (\nabla \phi)^2 \right) = \delta \left( -\frac{1}{2} \int_\Omega d^4 x \sqrt{-g} (\nabla_\mu \phi) (\nabla_\nu \phi) g^{\mu\nu} \right) = -\frac{1}{2} \int_\Omega d^4 x \sqrt{-g} \left( -\frac{1}{2} g^{\mu\nu} \right) (\nabla_\alpha \phi) (\nabla^\alpha \phi) \delta g^{\mu\nu} - \frac{1}{2} \int_\Omega d^4 x \sqrt{-g} (\nabla_\mu \phi) (\nabla_\nu \phi) \delta g^{\mu\nu}. \tag{A.33}
\]

Finally, for the Einstein-Hilbert term we use the derivation that can be found in ref. \(^27\), which consists in what follows. Varying the Einstein-Hilbert action we obtain

\[
\delta S_{EH} = \delta \left( \frac{1}{2} \int_\Omega d^4 x \sqrt{-g} R \right) = \delta \left( \frac{1}{2} \int_\Omega d^4 x \sqrt{-g} \mu_{\rho\sigma} g^{\rho\sigma} \right) = \frac{1}{2} \int_\Omega d^4 x \left( -\frac{\sqrt{-g}}{2} R g_{\mu\nu} \delta g^{\mu\nu} + \sqrt{-g} R_{\mu\nu} \delta g^{\mu\nu} + \sqrt{-g} \delta R_{\mu\nu} g^{\mu\nu} \right). \tag{A.34}
\]

For the Palatini identity

\[
\delta R_{\mu\nu} = \left( \delta \Gamma^\lambda_{\mu\nu} \right)_{,\lambda} - \left( \delta \Gamma^\lambda_{\mu\lambda} \right)_{,\nu}, \tag{A.35}
\]

hence

\[
\int_\Omega d^4 x \sqrt{-g} \delta R_{\mu\nu} g^{\mu\nu} = \int_\Omega d^4 x \sqrt{-g} \left[ \left( \delta \Gamma^\lambda_{\mu\nu} \right)_{,\lambda} - \left( \delta \Gamma^\lambda_{\mu\lambda} \right)_{,\nu} \right] g^{\mu\nu} = \int_\Omega d^4 x \sqrt{-g} \left[ \left( \delta \Gamma^\lambda_{\mu\nu} g^{\mu\nu} \right)_{,\lambda} - \left( \delta \Gamma^\lambda_{\mu\lambda} g^{\mu\nu} \right)_{,\nu} \right] = \int_{\partial\Omega} dS_\lambda \delta \Gamma^\lambda_{\mu\nu} g^{\mu\nu} - \int_{\partial\Omega} dS_\nu \delta \Gamma^\lambda_{\mu\lambda} g^{\mu\nu} = 0, \tag{A.36}
\]

\[\text{A.2 Equation for the Metric}\]
where in the first line we used the relation $g_{\mu\nu;\lambda} = 0$, in the second we used the Gauss’ theorem for curved spaces and in the final step the condition $\delta \Gamma(\partial\Omega) = 0$. Therefore for the Einstein-Hilbert term

$$\delta S_{EH} = \frac{1}{2} \int_{\Omega} d^4x \sqrt{-g} \left( R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R \right) \delta g^{\mu\nu}. \quad (A.37)$$

Summing the three contributions we obtain

$$\delta S = \delta S_{EH} + \delta S_{\phi} + \delta S_{GB} =$$

$$= \frac{1}{2} \int_{\Omega} d^4x \sqrt{-g} \left[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \frac{1}{2} (\nabla \phi)^2 g_{\mu\nu} - (\nabla_{\mu} \phi)(\nabla_{\nu} \phi) + 2(\nabla_{\gamma} \nabla^{\alpha} F[\phi]) \delta_{\beta\mu\nu} \delta_{\gamma\delta} \delta^{\lambda\kappa} R^{\rho\sigma}_{\kappa\lambda} \delta^{\beta}_{\mu} g_{\rho\sigma} \right] \delta g^{\mu\nu}, \quad (A.38)$$

from which, once exchanged $\alpha$ and $\beta$ in the generalized Kronecker delta, we obtain the field equation for the metric tensor

$$E^{(g)}_{\mu\nu} := R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \frac{1}{2} (\nabla \phi)^2 g_{\mu\nu} - (\nabla_{\mu} \phi)(\nabla_{\nu} \phi) + 2(\nabla_{\gamma} \nabla^{\alpha} F[\phi]) \delta_{\alpha\beta\mu\nu} \delta_{\gamma\delta} \delta^{\lambda\kappa} R^{\rho\sigma}_{\kappa\lambda} \delta^{\beta}_{\mu} g_{\rho\sigma} = 0. \quad (A.39)$$
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