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Abstract

The voltage-conductance kinetic model for the collective behavior of neurons has been studied by scientists and mathematicians for two decades, but the rigorous analysis of its solution structure has been only partially obtained in spite of plenty of numerical evidence in various scenarios. In this work, we consider a simplified voltage-conductance model in which the velocity field in the voltage variable is in a separable form. The long time behavior of the simplified model is fully investigated leading to the following dichotomy: either the density function converges to the global equilibrium, or the firing rate diverges as time goes to infinity. Besides, the fast conductance asymptotic limit is justified and analyzed, where the solution to the limit model either blows up in finite time, or globally exists leading to time periodic solutions. An important implication of these results is that the non-separable velocity field, or physically the leaky mechanism, is a key element for the emergence of periodic solutions in the original model based on the available numerical evidence.
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1 Introduction

Modeling the collective behavior of biological neurons via a mean-field description of the population density has been a successful approach, which leads to nonlinear partial differential equations or stochastic differential equations with new structures (e.g. [1, 4, 9, 17] and [18, Chapter 13]). While such mean-field equations have been shown to be useful in neuroscience, in their underlying mechanism there is still much to be understood. The novel structure of these equations brings unfamiliar challenges as well as intriguing phenomena, which are of both mathematical and scientific interest, and have attracted many mathematicians for diversified studies.

For example, blow-up of the firing rate which relates to the multi-firing event, has been studied from a PDE point of view [5, 10, 11, 30] and from a SDE point of view [7, 14, 15, 20]. Another fascinating phenomenon are periodic solutions, which reflect forced or self-sustained oscillations in neuron networks. Such oscillations widely appear and play crucial roles in many biological functions such as rhythmogenesis [2, 3, 19]. In the population density description, periodic solutions have been studied in time-elapsed models [26], mean-field SDE models [13], time-delayed integrate and fire models [22], etc. However, a general analysis framework is far from complete for such models, since the unique equation structure as well as the particular form of nonlinearity needs special investigation. Even on the convergence to a steady state, which appears to be a simpler issue, often only the weak interaction case can be treated [11, 12, 30], with a smallness assumption on the nonlinearity.

In this work, we focus on a voltage-conductance kinetic neuron model proposed in [8, 9]. In this model, a neuron is characterized by two variables, its voltage $v$ and conductance $g$. The ensemble of neurons are described by $p(t,v,g)$, a probability density function at time $t$ of finding a neuron with voltage $v$ and conductance $g$. $p(t,v,g)$ satisfies a nonlinear PDE, which is given by

\[ \partial_t p + \partial_v (J_v(v,g)p) + \partial_g ((g - g_{in}(t))p) + a(t)\partial_{gg}p, \quad t > 0, v \in (0,V_F), g > 0. \]  

(1.1)
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Here $J_v(v, g)$ denotes the velocity field in $v$ direction, which depends on both voltage $v$ and conductance $g$ as

$$J_v(v, g) = -g_L v + g(V_E - v), \quad (1.2)$$

where

$$g_L > 0, \quad V_E > V_F > 0.$$  

The velocity field in $v$ (1.2) consists of two terms. The first term $-g_L v$ models the leaky effect which derives a neuron to the resting potential $V_R$, set to be 0 here. And $g_L > 0$ is called the leaky conductance. The second term $g(V_E - v)$, derives the voltage to the firing potential $V_F$, and the strength of this velocity field is given by the conductance variable $g$ and $V_E$ is referred to as the excitatory reversal potential.

A unique mechanism of a typical neuron is that it spikes when its voltage arrives at the threshold $V_F$, which has two consequences. First, after the spike, the voltage of the spiking neuron is reset to a lower potential, which is also set to be 0, i.e., equal to the resting potential $V_R$. Note that a neuron can spike only if its conductance $g$ satisfy $J_v(V_F, g) > 0$ or equivalently $g > \frac{V_F - V_R}{L} =: g_F$. In this case, since the spiking neurons are instantaneously reset at $v = 0$ the following boundary condition for $v$ is imposed, matching the flux at $v = 0$ and $v = V_F$,

$$J_v(0, g)p(t, 0, g) = J_v(V_F, g)p(t, V_F, g), \quad g > g_F, t > 0. \quad (1.3)$$

While if $0 < g \leq g_F$, then $J_v(0, g) > 0$ and $J_v(V_F, g) \leq 0$ no neuron can spike therefore no neuron is reset at $v = 0$, which corresponds to the following Dirichlet boundary condition

$$p(t, 0, g) = p(t, V_F, g) = 0, \quad 0 < g \leq g_F, t > 0. \quad (1.4)$$

Thus we observe that the flux equality $J_v(0, g)p(t, 0, g) = J_v(V_F, g)p(t, V_F, g)$ holds for all $g > 0$.

The second consequence is that a spiking event of one neuron influences other neurons, which make all neurons coupled in an ensemble. At this macroscopic density description, such influence is measured by the firing rate $N(t)$, the number of spikes per unit time, given by the following boundary flux at $v = V_F$

$$N(t) = \int_0^{+\infty} J_v(V_F, g)p(t, V_F, g) dg = \int_0^{+\infty} (-g_L V_F + g(V_E - V_F)) p(t, V_F, g) dg. \quad (1.5)$$

The firing rate $N(t)$ is the source of the nonlinearity in this equation, because the coefficients $g_0(t)$ and $a(t)$ depend on $N(t)$ as

$$g_0(t) = g_0 + g_1 N(t), \quad a(t) = a_0 + a_1 N(t).$$

Here, we assume the parameters satisfy

$$g_0, g_1 > 0, \quad a_0, a_1 > 0,$$

and the interested readers may refer to [8, 27] for physical expressions and interpretations on these parameters. Given $g_0(t)$ and $a(t)$, in $g$ direction the equation looks like a Fokker-Planck equation for the Ornstein-Uhlenbeck process with the following no-flux boundary condition at $g = 0$

$$(g - g_0(t))p + a(t) \partial_g p = 0, \quad g = 0, v \in (0, V_F), t > 0. \quad (1.6)$$

This system is complemented with an initial data which is a probability density as follows,

$$p(0, v, g) = p_{\text{init}}(v, g), \quad p_{\text{init}}(v, g) \geq 0, \quad \int_0^{V_F} \int_0^{+\infty} p_{\text{init}}(v, g) dv dg = 1.$$  

This voltage-conductance model (1.1) resembles a classical kinetic Fokker-Planck equation. In particular, the voltage $v$ is reminiscent of the position variable, and the conductance $g$ is reminiscent of the velocity variable. For one thing, the “velocity field” in $v$ (1.2) is influenced by $g$. For another, the spike of other neurons first influences $g$ and then affects $v$ indirectly through $J_v(v, g)$, which is like that the force first influences the velocity through Newton’s second law, thereby influences the position. Besides, equation (1.1) also has the so-called “hypoelliptic” structure shared by kinetic equations, as is pointed out in [27]. In fact, the diffusion is in $g$ direction only, and to gain dissipation as well as regularity in $v$, one needs to exploit the interplay between the transport in $v$ and the diffusion in $g$, which resembles the hypocoercivity for the kinetic Fokker-Planck equations [32]. However, despite these similarities, the unique structure of equation (1.1) results in distinct solution structures from other kinetic models and correspondingly difficulties in analysis.

Remarkably, periodic solutions of (1.1) have been numerically observed in [6]. However, the understanding on such periodic solutions has been very limited. The first theoretical analysis on (1.1) is the pioneering work [27], in which the authors analyze the steady states as well as deriving several global bounds for the dynamical problem. On the long time behavior, they derive bounds for the firing rate $N(t)$, which excludes the finite time blow-up and study the convergence to the steady state in the linear case, which is recently improved to a stronger sense [16]. However, how a periodic solution arises in (1.1) is still not understood. Our knowledge on long time behavior of (1.1) is also very limited. Even
the convergence to equilibrium when the nonlinearity is weak has not been proved yet. Besides its similarities to the kinetic Fokker-Planck equation, (1.1) has its unique difficulties.

The first difficulty is that the firing rate \( N(t) \) depends only on the integral in \( g \) of the flux at \( v = V_F \) as in (1.5). This difficulty is essential, since it originates from the model assumption that neurons fire at a deterministic threshold \( V_F \). This singular dependence gives mathematical challenges which motivates modified models. Such a firing mechanism is relaxed by a random discharge rule in [23, 28] with the aim to derive and study the macroscopic models. The effect of this relaxation has been studied in [24] for a different but related model.

The second difficulty stems from the velocity field in \( v \), i.e., \( J_v(v, g) = -g_L v + g(V_K - v) \) as in (1.2). The velocity field can not be written in a separable form \( J_v(v, g) = f(v) h(g) \), in contrast to the velocity field for the position variable in classical kinetic models. This non-separable velocity field prohibits the use of many analysis tools. Moreover, it leads to the complicated boundary condition (1.3) and (1.4), which makes it difficult to analyze even in the steady state case [16]. In fact, it is not clear prior to this work whether the non-separable velocity field plays an essential role in the dynamics.

The third difficulty is that \( g \) lies in \( \mathbb{R}^+ \) instead of \( \mathbb{R} \), which gives a time-dependent boundary condition (1.6). This difficulty is more like a technical one, since typically the density near zero is negligible as in numerical simulations [6].

Our motivation is to understand self-organized oscillations in (1.1). Therefore, we make two simplifications on (1.1) to isolate the effect of each of these difficulties. First, to understand the consequences of a non-separable velocity field from a complementary side, we consider a simpler velocity field in \( v \) neglecting the leaky mechanism, \( J_v = g(V_K - v) \), which is further reduced to \( J_v = g \) for the sake of simplicity (see Section 2.5). Second, we extend the domain of \( g \) from \( \mathbb{R}^+ \) to \( \mathbb{R} \). Thus, the simplifications are designed to tackle the second and the third difficulties, while the issues resulting from the firing rate remain unaltered.

For the simplified voltage-conductance model to be presented in Section 2, we are able to show a clear characterization on its long time behavior. When \( 0 < g_1/V_F < 1 \), the density function converges to the unique global equilibrium, while when \( g_1/V_F \geq 1 \), the firing rate \( N(t) \) diverges to infinity as time \( t \) goes to infinity. In fact, as \( g_1/V_F \) approaches \( 1^- \), the steady state moves towards \( g = +\infty \) and thus loses tightness. In other words, the magnitude of the parameter \( g_1 \) with respect to that of \( V_F \) determines whether the positive feedback associated with the firing rate is weak or strong, and the precise description of these results are given in Theorem 2.4. Our proof is based on a series of model reductions which can be rigorously justified. The full simplified voltage-conductance model is shown to asymptotically approach its \( v \)-homogeneous reduced model, and the dynamics of the \( v \)-homogeneous problem is approximately dominated by its Gaussian solution. Surprisingly, the mean and variance of the Gaussian solution satisfy a closed ODE system, and the analysis for such special solutions lays the cornerstone for analyzing the full problem.

Moreover, we introduce a parameter \( \varepsilon > 0 \), which is the timescale ratio between the conductance \( g \) and the voltage \( v \). By considering the fast conductance limit \( \varepsilon \rightarrow 0^+ \), we derive a limit model governing the \( v \) marginal density, whose long time behavior can also be characterized clearly in Theorem 4.1. Depending on \( g_1 \) and the \( L^\infty \) norm of initial data, the solution either blows up in finite time or globally exists in the form of periodic solutions.

To summarize, in this work, we have fully clarified the long time behavior of a simplified voltage-conductance model and its fast conductance limit. We only find periodic solutions in the fast conductance limit showing that the other neglected difficulties might be relevant for the appearance of periodic solutions in the full model (1.1).

Let us elaborate more on this last point. In the limit model the profile of the periodic solution is totally determined by the initial data — there is no limit-cycle. Moreover, in our simplified model, there is no periodic solution for \( \varepsilon > 0 \), which is in contrast to the numerical observations in [6] for the original model (1.1). Therefore, there must be some nontrivial changes in the two simplifications. Since extending the domain of \( g \) from \( \mathbb{R}^+ \) is clearly technical, an important implication of our analysis is, that the parameter \( g_1 > 0 \) plays a crucial role for the emergence of periodic solutions in the original model (1.1). Our analysis indicates that the non-separable velocity field not only bring challenges at a technical level but also makes an essential contribution to more complicated dynamics. Whereas, the role of the leak conductance \( g_2 > 0 \) shall not be further explored in this work.

Finally, we remark that the model reduction procedure for the simplified voltage-conductance model (2.1), by which a kinetic equation is reduced to its Gaussian solutions, do not rely on the specific form of \( g_a(t) \) and \( a(t) \) in (2.4). Such a model reduction strategy can be used to analyze more general cases, such as nonlinear dependence on the firing rate \( N(t) \) in \( g_a \) and \( a \), or incorporating time-delay effects.

The rest of this paper is arranged as follows. In Section 2 we present the simplified model, its model reduction framework and summarize its long time behavior, but the proofs of the long time behavior results are given in Section 3. The fast conductance limit is derived and studied in Section 4.

2 Simplified models and long time behavior

In this section, we elaborate on the derivation of several simplified models with the objective of understanding their long time behaviors. Our main goal is to find conditions under which periodic solutions may appear. We start from a direct simplification from (1.1), and then consider two further reduced models.
2.1 A simplified voltage-conductance model

On the original model (1.1), we make the following two simplifications, as discussed in the introduction,

1. We assume that the velocity field in voltage v is given by \( J(v, g) = g \) instead of \( J(v, g) = -gLv + g(V_F - v) \).

2. We extend the domain of conductance \( g \) from \((0, \infty)\) to \((-\infty, +\infty)\).

Then we get the following equation:

\[
\partial_t p + g \partial_v p + \partial_g ((g_{\text{in}}(t) - g)p - a(t) \partial_g p) = 0, \quad v \in (0, V_F), \quad g \in \mathbb{R}, \quad t > 0,
\]

and the boundary condition in voltage \( v \) is simplified to

\[
p(t, V_F, g) - p(t, 0, g) = 0, \quad \forall t > 0, \quad g \in \mathbb{R}.
\]

For the conductance \( g \), we no longer need a boundary condition at \( g = 0 \) thanks to the extension of the domain. For the initial data, we assume it is a probability density function on \((0, V_F) \times (-\infty, +\infty)\), denoted as \( p_{\text{init}} \), so

\[
p(0, v, g) = p_{\text{init}}(v, g), \quad v \in (0, V_F), \quad g \in \mathbb{R}.
\]

The expressions of \( g_{\text{in}}(t) \) and \( a(t) \) depend on the firing rate \( N(t) \) in the same way as in the original model given by

\[
g_{\text{in}}(t) = g_0 + g_1 N(t), \quad a(t) = a_0 + a_1 N(t), \quad g_0, g_1, a_0, a_1 > 0.
\]

We define the firing rate \( N(t) \) in a similar manner as the integration of flux at voltage \( v = V_F \), over \( g > 0 \), i.e.,

\[
N(t) := \int_0^\infty g p(t, V_F, g) \, dg.
\]

Though simplified, this model (2.1) inherits the nonlinear mechanism of the original model (1.1) – dependence of \( g_{\text{in}}(t), a(t) \) on \( N(t) \). And the firing rate \( N(t) \) still depends on the flux at one voltage value \( v = V_F \) only.

Our two simplifications tackle two difficulties of (1.1), as discussed in the introduction.

Regarding the first simplification, our analysis applies to more general velocity fields \( J(v, g) = gf(v) \), as long as \( f(v) \) is a continuous and positive function on \([0, V_F]\). In fact, by a change of variable given in Section 2.5, we reduce the more general case to the case \( J_v(v, g) = g \). The essential difference is that in the original model (1.1), the velocity field \( J(v, g) = -gLv + g(V_F - v) \) (1.2) is not in a separable form \( h(g)f(v) \), which brings difficulties. However, prior to this work it is unclear whether such a non-separable velocity field also make an essential contribution to the dynamics. In our simplified model, the separable velocity field \( J_v(v, g) = gf(v) \) makes a simpler boundary condition in \( v \) (2.2), and allows a separation of variables between \( v \) and \( g \).

Our second modification, extending the domain of conductance \( g \) to \( \mathbb{R} \), is a technical one. It is numerically observed that these neural networks maintain high conductance values away from zero, see [6]. To be specific, in \( g \) direction, the typical profile of solutions is a Gaussian whose center is roughly \( g_{\text{in}}(t) \), which is positive and away from zero. This is the case both in the original model (1.1) and our simplified model (2.1). For such typical profiles, both the density at zero in the original model, and the density for \( g \leq 0 \) in our simplified model are small. Therefore intuitively this extension from \( \mathbb{R}^+ \) to \( \mathbb{R} \) should not make much difference to the behavior of solutions. Moreover, the no-flux boundary condition (1.6) imposed in the original model brings many technical difficulties, and in the present simplification they are avoided.

Throughout this work we assume the initial data \( p_{\text{init}} \) is a probability density function (2.3) and \( g_{\text{in}}(t), a(t) \) depends on \( N(t) \) in a linear form with \( g_0, g_1, a_0, a_1 > 0 \) as in (2.4).

2.2 Asymptotic simplification towards a \( \nu \)-homogeneous regime

Now we analyze the simplified model (2.1). Let us consider the Fourier expansion in \( v \) direction

\[
p(t, v, g) = \frac{1}{V_F} \sum_{k = -\infty}^{\infty} p_k(t, g) e^{ikv}, \quad \text{where}
\]

\[
p_k(t, g) := \int_0^{V_F} p(t, v, g) e^{-ikv}, \quad k \in \mathbb{Z}.
\]

Plugging the expansion (2.6) in (2.1), we get that each \( p_k \) solves the following equation,

\[
\partial_t p_k + 2\pi \frac{2\pi}{V_F} p_k = \partial_g ((-g_{\text{in}}(t) + g)p_k + a(t) \partial_g p_k), \quad g \in \mathbb{R}, \quad t > 0.
\]

Thanks to the simplification of the velocity field in \( v \), the Fourier modes are “separated”: In the equation for the \( k \)-th mode \( p_k \) (2.7), only \( p_k \) itself shows up explicitly, and different modes are coupled implicitly through the dependence of \( g_{\text{in}}(t), a(t) \) on \( N(t) \).
Our first result on the long time behavior is that inhomogeneous modes in \( v \), i.e., \( p_k \) with \( k \neq 0 \) in the expansion (2.6), diminish exponentially. To show this, we first derive semi-explicit formulas for (2.7), which reveals the solution structure.

Let us consider the Fourier transform in \( g \): \( \hat{p}_k(t, \xi) := \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-ig\xi} p_k(t, g) dg \). In terms of the Fourier transform \( \hat{p}_k \), (2.7) becomes

\[
\partial_t \hat{p}_k - k (\frac{2\pi}{V_F}) \partial_\xi \hat{p}_k = -ig_\alpha(t)\xi \hat{p}_k - \xi \partial_\xi \hat{p}_k - a(t)\xi^2 \hat{p}_k,
\]

which simplifies to

\[
\partial_t \hat{p}_k + [\xi - k (\frac{2\pi}{V_F})] \partial_\xi \hat{p}_k = -(a(t)\xi^2 + ig_\alpha(t)\xi) \hat{p}_k,
\]

which is a first order equation in \( \xi \) with the following characteristic

\[
\frac{d\xi(t)}{dt} = \xi(t) - k (\frac{2\pi}{V_F}),
\]

whose solution is

\[
[\xi(t) - k (\frac{2\pi}{V_F})] = e^{t-s}[\xi(s) - k (\frac{2\pi}{V_F})]
\]

Solving the equation (2.8) along its characteristic (2.9), we get

\[
\hat{p}_k(t, \xi(t)) = \hat{p}_k(0, \xi(0)) \exp \left( -\int_0^t [a(s)\xi(s)^2 + ig_\alpha(s)\xi(s)] ds \right).
\]

We can intuitively see why nonzero modes \( p_k (k \neq 0) \) decays from (2.10), by looking at the magnitude of \( \hat{p} \) at \( \xi = k \frac{2\pi}{V_F} \), which is the fixed point of characteristics of (2.9),

\[
|\hat{p}_k(t, k \frac{2\pi}{V_F})| = |\hat{p}_k(0, k \frac{2\pi}{V_F})| \exp \left( -(k \frac{2\pi}{V_F})^2 \int_0^t a(s) ds \right).
\]

When \( k = 0 \), the dissipation degenerates at \( \xi = 0 \) and \( |\hat{p}_0(0, 0)| \) does not change. While in the case \( k \neq 0 \), \( |\hat{p}_k(t, k \frac{2\pi}{V_F})| \) decays exponentially with a rate at least \( a_0 (k \frac{2\pi}{V_F})^2 > 0 \), since from (2.4) we have \( a(s) \geq a_0 > 0 \).

Applying the inverse transform on (2.10), we can derive the solution formulas in Lemma 2.1 below. The detailed calculation is given in Appendix A.

**Lemma 2.1.** The solution \( p_k(t, g) \) of the equation (2.7), the \( k \)-th mode of the Fourier expansion in \( v \) (2.6) for (2.1), is given by

\[
p_k(t, g) = e^{ik \frac{2\pi}{V_F} t} (p_{0,k} \ast G_{t,k})(g).
\]

Here \( p_{0,k} \) is a shrinkage of \( p_{0,k} \), which is the initial data for the \( k \)-th Fourier mode multiplied a shift in frequency:

\[
p_{0,k}(y) := e^{iky} p_{0,k}(e^{i k} y), \quad p_{0,k}(g) := e^{-ikg} \int_0^{V_F} p_{0,0}(v, g) e^{-ikv} dv.
\]

And \( G_{t,k} \) is a modified Gaussian with a phase factor and a decay factor, given by

\[
G_{t,k}(z) = \frac{1}{\sqrt{2\pi C(t)}} \exp \left( -\frac{(z - B(t))^2}{2C(t)} \right) \exp \left( ik \frac{2\pi}{V_F} \Theta(t, z) \right) \exp \left( -k^2 \frac{2\pi}{V_F} D(t) \right).
\]

Here the mean \( B(t) \) and the variance \( C(t) \) are given by:

\[
B(t) = \int_0^t e^{-(t-s)} g_\alpha(s) ds = \int_0^t e^{-(t-s)} (g_0 + g_1N(s)) ds,
\]

\[
C(t) = 2 \int_0^t e^{-2(t-s)} a(s) ds = 2 \int_0^t e^{-2(t-s)} (a_0 + a_1N(s)) ds.
\]

Moreover \( \Theta(t, z) \) and \( D(t) \) are given by

\[
\Theta(t, z) = -(z - B(t)) \int_0^t e^{-(t-s)} a(s) ds - \int_0^t g_\alpha(s) ds,
\]

and

\[
D(t) = \int_0^t a(s) ds - \left( \int_0^t e^{-(t-s)} a(s) ds \right)^2 \int_0^s e^{2(s-t)} a(s) ds \geq 0.
\]
One can see $D(t) \geq 0$, by Cauchy-Schwartz inequality ($\int_0^t a(s)ds \int_0^t e^{2(s-t)}a(s)ds \geq (\int_0^t e^{t-s}a(s)ds)^2$). Recall (2.4) $a(s) = a_0 + a_1N(s) > 0$, since $a_0,a_1 > 0$ and $N(s) \geq 0$.

We remark that here $B,C,\Theta,D$ are independent of $k$, therefore $G_{t,k}$ depends on $k$ only through two explicit coefficients before $\Theta,D$.

We denote the first two terms in (2.13) as $\tilde{G}_{t,k}$, whose $L^1$ norm is 1,

$$\tilde{G}_{t,k}(z) := \frac{1}{\sqrt{2\pi}C(t)} \exp \left(- \frac{(z - B(t))^2}{2C(t)} + ik \frac{2\pi}{V_F} \Theta(t,z) \right), \quad \|G_{t,k}(z)\|_{L^1(B)} = 1. \quad (2.17)$$

Then combing (2.6) and (2.11), we get a formula for the solution of (2.1)

$$p(t,v,g) = \int_0^{V_F} \sum_{k=\pm 1} \exp \left(-k^2 \frac{2\pi}{V_F} D(t) + i \frac{2\pi}{V_F} kv + \frac{2\pi}{V_F} \Theta \right)(p_{t,k} * G_{t,k})(g). \quad (2.18)$$

Decay of non-zero modes in $v$ emerges from (2.18). The $k$-th mode decays with the factor $\exp (-k^2 \frac{2\pi}{V_F} D(t))$, which comes from the diffusion in $g$ direction. Through the transport term $gDv\partial_g$, diffusion in $g$ direction is "passed to" $v$ direction, although there is no explicit diffusion in $v$. In literature such effect is called hypocoercivity, in view of the regularizing effect, or hypocoercitivity, in view of the convergence to a steady state [32]. We can also rewrite the formula (2.18) as the shrinkage of initial data in $g$ direction convoluting a "Green function":

$$p(t,v,g) = \int_0^{V_F} \int_{-\infty}^{\infty} e^{i\mu v(t)}(t,v,e^{i\theta}) \sum_{k=-\infty}^{\infty} \frac{1}{\sqrt{2\pi}C(t)} e^{-k^2 \frac{2\pi}{V_F} D(t) + i \frac{2\pi}{V_F} kv + \frac{2\pi}{V_F} \Theta} G_{t,k}(g - \tilde{g}) \, d\tilde{g}. \quad (2.19)$$

To gain exponential decay, we need a further estimate on $D(t)$ in the following Lemma.

**Lemma 2.2.** For $D(t)$ defined in (2.16), the following lower bound holds

$$D(t) \geq a_0(t - 2e^{t} - 1), \quad t \geq 0.$$

**Proof of Lemma 2.2.** Recalling $a(s) = a_0 + a_1N(s)$ in (2.4), we rewrite $D(t)$ in (2.16) as

$$D(t) = \int_0^t \left|a_0 + a_1N(s)\right| ds - \frac{\left(\int_0^t e^{-(t-s)}|a_0 + a_1N(s)| ds\right)^2}{\int_0^t e^{2(t-s)}|a_0 + a_1N(s)| ds}. \quad (2.19)$$

Note that $N(s) \geq 0$, and let us consider an extreme case first, if $\int_0^t e^{2(s-t)}a_1N(s)ds = 0$ then we also have $\int_0^t e^{2(s-t)}a_1N(s)ds = 0$. In this case, the desired inequality becomes an equality:

$$D(t) = \int_0^t a_0 ds - \frac{\left(\int_0^t e^{-(t-s)}a_0 ds\right)^2}{\int_0^t e^{2(t-s)}a_0 ds} = a_0(t - 2e^{t} - 1).$$

For the general case $\int_0^t e^{2(s-t)}a_1N(s)ds > 0$. We shall use the following elementary inequality: $\frac{b_1^2}{c_1} + \frac{b_2^2}{c_2} \geq \frac{b_1b_2}{c_1 + c_2}$ for $b_1, \Theta \in \mathbb{R}, c_1, c_2 > 0$, which is a consequence of using the Cauchy-Schwartz inequality on $\mathbb{R}^2$ for vectors $(\sqrt{c_1}, \sqrt{c_2})$ and $(\frac{b_1}{c_1}, \frac{b_2}{c_2})$, to get $(c_1 + c_2)(\frac{b_1^2}{c_1} + \frac{b_2^2}{c_2}) \geq (b_1 + \Theta)^2$. Taking $b_1 = \int_0^t e^{-(t-s)}a_0 ds, \Theta = \int_0^t e^{-(t-s)}a_1N(s)ds, c_1 = \int_0^t e^{2(s-t)}a_0 ds$ and $c_2 = \int_0^t e^{2(s-t)}a_1N(s)ds$, we apply the inequality to (2.19) and derive

$$D(t) \geq \int_0^t \left|a_0 + a_1N(s)\right| ds - \frac{\left(\int_0^t e^{-(t-s)}a_0 ds\right)^2}{\int_0^t e^{2(t-s)}a_0 ds} - \frac{\left(\int_0^t e^{-(t-s)}a_1N(s)ds\right)^2}{\int_0^t e^{2(t-s)}a_1N(s)ds}.$$

Therefore we have

$$D(t) \geq \int_0^t a_0 ds - \frac{\left(\int_0^t e^{-(t-s)}a_0 ds\right)^2}{\int_0^t e^{2(t-s)}a_0 ds} + \int_0^t a_1N(s)ds - \frac{\left(\int_0^t e^{-(t-s)}a_1N(s)ds\right)^2}{\int_0^t e^{2(t-s)}a_1N(s)ds} \geq a_0(t - 2e^{t} - 1).$$

In the second inequality above, we use the Cauchy-Schwartz inequality again to obtain $\left|\int_0^t a_1N(s)ds - \frac{\left(\int_0^t e^{-(t-s)}a_1N(s)ds\right)^2}{\int_0^t e^{2(t-s)}a_1N(s)ds}\right| \geq 0$. The proof is completed. \qed
Now we prove our first result on the long time behavior, the asymptotic simplification towards the $v$-homogeneous problem for (2.1). Precisely, the solution of (2.1) converges to its zeroth mode in the Fourier expansion in $v$ (2.6) as in the following theorem.

**Theorem 2.1.** Suppose $p(t,v,g)$ is a solution of (2.1) and $p_0(t,g)$ is the zeroth mode in $v$ defined in (2.6). Then $p(t,v,g)$ converges to the $v$-homogeneous mode $\frac{1}{V_F}p_0(t,g)$ exponentially. Precisely, we have
\[
\|p(t,v,g) - \frac{1}{V_F}p_0(t,g)\|_{L^1(0,V_F) \times \mathbb{R}} \leq 2\frac{e^{-\left(\frac{(d(t)}{V_F}\right)^2}e(t)}{1 - e^{-\left(\frac{d(t)}{V_F}\right)^2}e(t)},
\]
where $d(t)$ is given by
\[
d(t) := a_0(t - 2\frac{t}{e^{\frac{1}{2}} + 1}) > 0, \quad t > 0. \tag{2.20}
\]

Note that, defined in (2.20), $d(t) > 0$ when $t > 0$ and the leading order is $a_0t$ when $t$ goes to infinity, which implies the exponential convergence. While for $t$ goes to $0^+$, $d(t) = \frac{1}{V_F}a_0^3 + O(t^4)$.

**Proof of Theorem 2.1.** We work with the solution formula (2.18). The idea is just to utilize the decay from $e^{-\left(\frac{(d(t)}{V_F}\right)^2}e(t)$ with a uniform bound on $e^{\left(\frac{d(t)}{V_F}\right)^2}e(t)$. First we estimate the $L^1$ norm of each $k$-th order mode $\frac{1}{V_F}e^{\frac{ik \cdot 2\pi v}{V_F}}p_k(t,g)$,
\[
\|\frac{1}{V_F}e^{ik \cdot \frac{2\pi v}{V_F}}p_k(t,g)\|_{L^1(0,V_F) \times \mathbb{R}} \leq \int_0^{V_F} \frac{1}{V_F} |e^{ik \cdot \frac{2\pi v}{V_F}}| \left(\int_\mathbb{R} |p_k(t,g)| \, dg \right) \, dv = \|p_k(t,g)\|_{L^1(\mathbb{R})},
\]
And by the formula for $p_k$ (2.11) and Young’s convolution inequality, we obtain
\[
\|p_k(t,g)\|_{L^1(\mathbb{R})} = \|e^{ik \cdot \frac{2\pi v}{V_F}}(p_k \ast G_{t,k})(g)\|_{L^1(\mathbb{R})} \leq \|p_k(g)\|_{L^1(\mathbb{R})}\|G_{t,k}\|_{L^1(\mathbb{R})} = \|p_k(g)\|_{L^1(\mathbb{R})}e^{-k^2 \left(\frac{2\pi}{V_F}\right)^2 D(t)},
\]
In the last equality we use that $p_{t,k}(g) = e^t p_{0,k}(e^t g)$ in (2.12), and the formula for $G_{t,k}$ (2.13). Then by the second equation in (2.12) for $p_{0,k}(g)$, we get
\[
\|p_{0,k}(g)\|_{L^1(\mathbb{R})} \leq \int_\mathbb{R} |e^{-ik \cdot \frac{2\pi v}{V_F}}| \left(\int_0^{V_F} p_{0,v}(v,g) e^{ik \cdot \frac{2\pi v}{V_F}} \, dv \right) \, dg = \int_\mathbb{R} \int_0^{V_F} p_{0,v}(v,g) \, dv \, dg = 1,
\]
since the initial data is a probability density function. Therefore, we have an estimate for each mode
\[
\|\frac{1}{V_F}e^{ik \cdot \frac{2\pi v}{V_F}}p_k(t,g)\|_{L^1(0,V_F) \times \mathbb{R}} \leq e^{-k^2 \left(\frac{2\pi}{V_F}\right)^2 D(t)}.
\]
Then from the Fourier expansion in $v$ (2.6) we deduce
\[
\|p(t,v,g) - \frac{1}{V_F}p_0(t,g)\|_{L^1(0,V_F) \times \mathbb{R}} \leq \sum_{k \neq 0, k \in \mathbb{Z}} e^{-k^2 \left(\frac{2\pi}{V_F}\right)^2 D(t)} = 2 \sum_{k=1}^{\infty} e^{-k \left(\frac{2\pi}{V_F}\right)^2 D(t)} = 2 \frac{e^{-\left(\frac{d(t)}{V_F}\right)^2}e(t)}{1 - e^{-\left(\frac{d(t)}{V_F}\right)^2}e(t)},
\]
Finally by Lemma 2.2, $D(t) = a_0(t - 2\frac{t}{e^{\frac{1}{2}} + 1}) = d(t)$. With a direct calculation we get that $d(t) > 0$ for $t > 0$, and complete the proof.

Theorem 2.1 shows that, despite the nonlinearity in $g_{\alpha}(t)$ and $a(t)$, non-homogeneous modes in $v$ always decay. This relies on the separation of variables between $v$ and $g$, which is a consequence from the simplification of the velocity field in $v$. Actually in the original model (1.1), it is difficult if not impossible to perform such a separation of variables, since the velocity field $J_v(v,g) = -g \partial_v v + g \frac{\partial}{\partial_v} (V_F - v)$ (1.2) is not in a separable form $J_v(v,g) = h(g) f(v)$.

By Theorem 2.1, a solution of (2.1) tends to be homogeneous in $v$ as time evolves. Therefore if there is a periodic solution, the periodic dynamics should be in $g$ direction. This inspires us to consider a reduced model.
2.3 The \(v\)-homogeneous problem and its Gaussian solutions

By Theorem 2.1, for a solution of (2.1), the \(v\)-homogeneous mode \(\frac{1}{V_F}p_0(t, g)\) dominates in the long time. To further investigate (2.1), we consider the case when the solution is exactly \(v\)-homogeneous, i.e., there is only the zeroth mode in \(v\)

\[
p(t,v,g) = \frac{1}{V_F}p_0(t,g).
\]  

(2.21)

By the formula for each mode in Lemma 2.1, a solution is \(v\)-homogeneous if its initial data is \(v\)-homogeneous. From Theorem 2.1 we expect that the \(v\)-homogeneous case reflects the typical behavior of (2.1).

Now we investigate the behavior of \(p_0\) in this case (2.21). As in the general case, \(p_0\) satisfies the following PDE, which is the \(k = 0\) case in (2.7)

\[
\partial_t p_0 = \partial_g \left( (-g_{in}(t) + g)p_0 + a(t)\partial_g p_0 \right), \quad g \in \mathbb{R}, \ t > 0,
\]  

(2.22)

where \(g_{in}(t)\) and \(a(t)\) still given by (2.4)

\[
g_{in}(t) = g_0 + g_1 N(t), \ a(t) = a_0 + a_1 N(t), \ g_0, g_1, a_0, a_1 > 0.
\]

The difference is that in this \(v\)-homogeneous case, the firing rate \(N(t)\) is totally determined by \(p_0\), since there is no other mode,

\[
N(t) = \int_0^{+\infty} \rho(t,V_F, g)dg = \frac{1}{V_F} \int_0^{+\infty} g p_0(t, g)dg.
\]  

(2.23)

Therefore (2.4), (2.22) and (2.23) give a closed 1+1 dimensional PDE in \(g\) direction. Here the firing rate is measured as a “positive moment” in \(g\). And the nonlinearity comes from that the drift \(g_{in}(t)\) and the diffusion coefficient \(a(t)\) depends on the firing rate \(N(t)\), as in the full model (2.1).

Since we will investigate this \(v\)-homogeneous case as a reduced model from (2.1), in the following with abuse of notation, we denote

\[
p(t,g) := p_0(t,g).
\]

And we denote the initial data as \(p_{init}(g)\)

\[
p(0,g) = p_{init}(g), \quad g \in \mathbb{R},
\]

which is a probability density on \(\mathbb{R}\).

To make a further model reduction, we observe that the \(v\)-homogeneous system (2.22) admits a Gaussian type special solution, whose mean and variance solve an ODE system. Based on this, we further reduce the PDE model in conductance only (2.22) to an ODE system (2.25), defined in Proposition 2.1 below.

**Proposition 2.1.** The \(v\)-homogeneous system (2.22) admits the following Gaussian type solution

\[
p(t,g) = \frac{1}{\sqrt{2\pi c(t)}} \exp \left( -\frac{(g-b(t))^2}{2c(t)} \right),
\]  

(2.24)

where the mean \(b(t)\) and the variance \(c(t)\) satisfy the following autonomous ODE

\[
\frac{db(t)}{dt} = g_0 + g_1 N(b(t), c(t)) - b(t),
\]

\[
\frac{dc(t)}{dt} = 2a_0 + 2a_1 N(b(t), c(t)) - 2c(t).
\]  

(2.25)

Here \(N(b,c)\) is a function of \((b,c)\) which denotes the firing rate of such a Gaussian type solution:

\[
N(b,c) := \frac{1}{V_F} \int_0^{+\infty} g \frac{1}{\sqrt{2\pi c}} \exp \left( -\frac{(g-b)^2}{2c} \right) dg \geq 0, \quad b \in \mathbb{R}, \ c > 0.
\]  

(2.26)

**Proof of Proposition 2.1.** Let \(G_g(b; c) = \frac{1}{\sqrt{2\pi c}} e^{-\frac{(b-g)^2}{2c}}\) be the Gaussian with mean \(b \in \mathbb{R}\) and variance \(c > 0\). Then by direct calculation one obtains

\[
\partial_b G = \frac{b-g}{c} G = -\partial_b G, \quad \partial_{gg} G = \frac{(b-g)^2}{c^3} G = 2\partial_b G.
\]

Therefore for the ansatz \(p(t,g) = G_g(b(t); c(t))\) defined in (2.24) one writes

\[
(g - g_{in}(t))p + a(t)\partial_g p = (b(t) - g_{in}(t))p + (g - b(t))p + a(t)\partial_g p
\]

\[
= (b(t) - g_{in}(t))p - c(t)\partial_g p + a(t)\partial_g p.
\]
Position 

Hence, we have
\[
\begin{align*}
\partial_t[(g - g_n(t))p + a(t)\partial_p] &= \partial_t[(b(t) - g_n(t))p + (a(t) - c(t))\partial_p] \\
&= (g_n(t) - b(t))\partial_b G + 2(a(t) - c(t))\partial_c G.
\end{align*}
\]

On the other hand, by the chain rule we get
\[
\partial_p = \frac{db(t)}{dt}\partial_b G + \frac{dc(t)}{dt}\partial_c G.
\]

Compare this with (2.27), we get that \(p\) satisfies the equation (2.22) if \(\frac{db(t)}{dt} = g_n(t) - b(t)\) and \(\frac{dc(t)}{dt} = 2(a(t) - c(t))\).

Recall (2.4) \(g_n = g_0 + g_1N(t)\), \(a(t) = a_0 + a_1N(t)\), and note that when \(p(t, \cdot)\) is a Gaussian, the firing \(N(t)\) can be expressed as a function of its mean and variance as in (2.26), we deduce that when \((b(t), c(t))\) solves the ODE (2.25), \(p\) defined as (2.24) is a solution of (2.22).

In summary, we derive two reduced models from the 1+2 dimensional voltage-conductance PDE (2.1). First we consider the first moment \(g_n(t)\) in (2.22) and get a 1+1 dimensional PDE (2.22). Then from a Gaussian type special solution, we deduce an ODE system (2.25). As we will show through the long time behavior result in the next section, these reduced models indeed reflect typical behavior of (2.1).

2.4 Long time behavior: Main results

Our main result is a thorough study of the long time behavior of these three models (2.1), (2.22) and (2.25). When \(g_1/V_F \geq 1\), the firing \(N(t)\) diverges to infinity as \(t\) goes to infinity, while otherwise when \(0 < g_1/V_F < 1\), the solution converges to the unique steady state.

The divergence to infinity of the firing rate \(N(t)\) reflects a model for excitatory neuron networks with excessive feedback. In an excitatory network, one neuron’s firing excites other neurons. Larger firing rate \(N(t)\) results in a larger \(g_n(t)\), which may in turn make the firing rate larger. This is a positive feedback. And when \(g_1/V_F \geq 1\), this positive feedback is so strong that \(N(t)\) diverges to infinity as time evolves. At the level of the \(v\)-homogeneous model (2.22), we can prove the following proposition.

Proposition 2.2. When \(g_1/V_F \geq 1\), for a solution \(p(t, g)\) of the \(v\)-homogeneous problem (2.22), the firing rate diverges to infinity as time evolves, i.e.,
\[
N(t) \to +\infty, \quad \text{as} \quad t \to +\infty.
\]

Proof of Proposition 2.2. Without loss of generality we only need to consider the case \(V_F = 1\), otherwise we use \(g_1/V_F\) and \(a_1/V_F\) instead of \(g_1, a_1\). When \(V_F = 1\) we have \(g_1 \geq 1\).

Let’s consider the first moment \(M_1(t) := \int_{-\infty}^{+\infty} gp(t, g) dg\), which is less than the firing rate \(N(t)\):
\[
M_1(t) \leq \int_{0}^{+\infty} gp(t, g) dg = N(t).
\]

Then it suffices to show that \(M_1(t)\) goes to infinity as time evolves. We compute the time derivative of \(M_1(t)\) and integrate by parts,
\[
\begin{align*}
\frac{d}{dt}M_1(t) &= \int_{-\infty}^{+\infty} g\partial_p(p, g) dg = \int_{-\infty}^{+\infty} g[\partial_p ((-g_n(t) + g)p + a(t)\partial_p)] dg \\
&= \int_{-\infty}^{+\infty} [((g_n(t) - g)p - a(t)\partial_p)] dg \\
&= g_n(t) - M_1(t) = g_0 + g_1N(t) - M_1(t) \geq g_0 + (g_1 - 1)N(t).
\end{align*}
\]

In the last inequality we use \(N(t) \geq M_1(t)\). When \(g_1 \geq 1\), we deduce from (2.28)
\[
\frac{d}{dt}M_1(t) \geq g_0 > 0.
\]

Thus \(M_1(t)\) goes to infinity as time evolves.

Proposition 2.2 implies the same result for the ODE (2.25), since the ODE represents a special solution of (2.22). For the full model (2.1) the same result also holds (see Theorem 2.4), but is not straightforward, due to the singular dependence of \(N(t)\), i.e., \(N(t)\) depends only on the flux at one point \(v = V_F\).

When \(0 < g_1/V_F < 1\), the density function converges to the unique steady state. This case is more involved and we take a bottom-up approach. First we characterize the long time behavior for the ODE system (2.25).
Theorem 2.2. When $0 < g_1/V_F < 1$, the ODE system (2.25) has a unique steady state $(b^*, c^*)$, which is a global attractor. In other words, for any initial data $b(0) \in \mathbb{R}, c(0) > 0$, the solution $(b(t), c(t))$ converges to $(b^*, c^*)$ as time $t$ goes to infinity.

Theorem 2.2 lays the cornerstone for the analysis of the full simplified model. We naturally require $c(0) > 0$, since $c(t)$ represents the variance of the Gaussian special solution of (2.22). To link with the case $g_1/V_F \geq 1$, we show that $b^*$ goes to infinity as $g_1/V_F$ approaches $1^-$ in Corollary 3.1. This indicates that the steady state loses tightness towards $g = +\infty$ in such a limit, see Theorem 2.4 below.

Then, we show that a general solution of (2.22) converges to a time-varying Gaussian and that it eventually converges to the unique steady state, which is the Gaussian corresponding to the steady state of the ODE (2.25).

Theorem 2.3. When $0 < g_1/V_F < 1$, for initial data $p_{\text{init}}(g)$ with finite order moment $\int_0^{1 \pi} |g| p_{\text{init}}(g) dg < \infty$, as time evolves the solution of the $v$-homogeneous problem (2.22) converges to the unique steady state of (2.22)

$$p^*(g) := \frac{1}{\sqrt{2\pi c}} \exp \left( -\frac{(g - b^*)^2}{2c} \right),$$

in $L^1(\mathbb{R})$. Here $(b^*, c^*)$ is the steady state of (2.25).

With results on two reduced models, we manage to characterize the full model (2.1).

Theorem 2.4. For initial data $p_{\text{init}}(v, g)$ with finite order moment $\int_0^{1 \pi} \int_0^{1 \pi} |g| p_{\text{init}}(v, g) dv dg < \infty$, we have the following result on the long time behavior of the simplified voltage-conductance model (2.1).

1. When $g_1/V_F \geq 1$, the firing rate $N(t)$ goes to infinity as time evolves, i.e.,

$$N(t) \to +\infty, \text{ as } t \to +\infty.$$

2. When $0 < g_1/V_F < 1$, as time evolves the density function $p(t, v, g)$ converges to the unique steady state

$$p^*(v, g) := \frac{1}{V_F} \frac{1}{\sqrt{2\pi c}} \exp \left( -\frac{(g - b^*)^2}{2c} \right),$$

in $L^1((0, V_F) \times \mathbb{R})$. Here $(b^*, c^*)$ is the unique steady state of the ODE system (2.25).

3. When $g_1/V_F \to 1^-$, we have $b^* \to +\infty$, therefore the steady state (2.30) moves towards infinity and the system loses tightness.

The requirement of a finite first moment of the initial data in Theorem 2.3, 2.4 is natural, since we need to define the firing rate $N(t)$. We remark that part 2 of Theorem 2.4 is not a direct consequence of Theorem 2.1 and 2.3. Roughly speaking, the decay of non-zero mode from Theorem 2.1 is in the usual $L^1$ norm, which is not strong enough to control the contributions to the firing rate from these non-zero modes. Nevertheless, part 3 of Theorem 2.4 is only related with the ODE (2.25) and its proof is given in Corollary 3.1, Section 3.1.2.

Proofs of Theorem 2.2, 2.3 and 2.4 are presented in Section 3. In theory, we only need to prove Theorem 2.4 for (2.1), since the two reduced models are special cases of it. However, the investigations on reduced models are crucial for the analysis on the full model (2.1). Roughly speaking, such a global characterization is obtained by revealing that the long time behavior of the PDE (2.1) is indeed dominated by the ODE system (2.25), whose long time asymptotics can be fully characterized in Theorem 2.2.

With the clear characterization in Theorem 2.4, we confirm that there is no periodic solution in our simplified voltage-conductance model (2.1), in contrast to the numerical evidence for the original model [6]. Such a result, though disappointing at a first glance, clearly indicates that there is something significant in the two simplifications. Since our second simplification, extending the domain of $g$, is a technical one, the essential change is in the simplification of the velocity field. Therefore, our result reveals that the non-separable velocity field $J_*(v, g) = -g_L v + g(V_F - v)$ not only brings difficulties to analysis, but also makes an essential contribution to the dynamics. Its scientific implication is that the leaky conductance $g_L > 0$ plays a crucial role in the mechanism of self-sustained oscillations.

2.5 Extension to more general velocity fields

Now we explain how to generalize the results for (2.1) to the more general velocity field $gf(v)$ with a positive and continuous $f(v)$ on $[0, V_F]$, by a change of variable.

Precisely, we consider the following model

$$\partial_t p + g \partial_v (f(v)p) + \partial_g \left( (g_0(v) - g)p - a(t) \partial_g p \right) = 0, \quad v \in (0, V_F), \quad g \in \mathbb{R}, \quad t > 0,$$

with a boundary condition on flux in $v$, and we still define firing rate as an integration of flux at $V_F$ over $g > 0$,

$$f(V_F)p(t, V_F, g) - f(0)p(t, 0, g) = 0, \quad g \in \mathbb{R}, \quad t > 0, \quad N(t) := \int_0^\infty gf(V_F)p(t, V_F, g)dg.$$
Actually, we can reduce (2.31) to (2.1) by a change of variable. Multiplying (2.31) by \( f(v) \), we get
\[
\partial_t(f(v)p) + gf(v)\partial_v(f(v)p) + \partial_y(g_n(t) - g)(f(v)p) - a(t)\partial_y(f(v)p)) = 0, \quad v \in (0, V_F), \quad g \in \mathbb{R}, \quad t > 0,
\]
Let \( u(v) := \int_v^\infty \frac{1}{F(v)} dv \) and \( \tilde{p}(t, u(v), g) := f(v)p(t, v, g) \), we have
\[
\partial_t\tilde{p} + g\partial_v\tilde{p} + \partial_y(g_n(t) - g)\tilde{p} - a(t)\partial_y\tilde{p}) = 0, \quad u \in (0, U_F), \quad g \in \mathbb{R}, \quad t > 0,
\]
where \( U_F := \int_0^{V_F} \frac{1}{F(v)} dv \). And in new variables (2.32) becomes
\[
\tilde{p}(t, U_F, g) - \tilde{p}(t, 0, g) = 0, \quad g \in \mathbb{R}, t > 0, \quad N(t) = \int_0^\infty g\tilde{p}(t, U_F, g)dg.
\]
Moreover \( \tilde{p}(t, u, g) \) is still a probability density by the following calculation
\[
\int_{\mathbb{R}} dg \int_0^{U_F} du \tilde{p}(t, u, g) = \int_{\mathbb{R}} dg \int_0^{V_F} dv \frac{1}{f(v)} \tilde{p}(t, u(v), g) = \int_{\mathbb{R}} dg \int_0^{V_F} dcp(t, v, g) = 1.
\]
Therefore, all results for the system (2.1) holds for the more general model (2.31). We remark that if we choose
\[
f(v) = V_E - v, \quad \text{for some } V_E > V_F,
\]
then this can be seen as a special case of the original model (1.1) with \( g_L = 0 \).

3 Long time behavior: Proofs of main results

In this section, we characterize the long time behavior of models (2.25), (2.22) and (2.1) by proving Theorem 2.2, 2.3 and 2.4. The three models satisfy the same dichotomy: when \( g_1/V_F \geq 1 \), the firing rate \( N(t) \) diverges to infinity as time goes to infinity, while when \( g_1/V_F < 1 \), the solution converges to the unique steady state. The two scenarios are connected in Corollary 3.1 which shows that the steady state loses tightness as \( g_1/V_F \) approaches 1. In Section 3.1 we analyze the ODE (2.25), which lays the cornerstone for the analysis of the PDEs (2.22) and (2.1) in Section 3.2 and Section 3.3, respectively. Very loosely speaking, the proof strategy for the PDEs is to reduce the problem to an non-autonomous ODE, which can be viewed as a perturbation of (2.25). Of course, such reductions need investigations on the solution structure and careful estimates.

3.1 Long time behavior of the Gaussian solutions: Proof of Theorem 2.2

In this section, we analyze the ODE system (2.25)
\[
\frac{db(t)}{dt} = g_0 + g_1 N(b(t), c(t)) - b(t),
\]
\[
\frac{dc(t)}{dt} = 2a_0 + 2a_1 N(b(t), c(t)) - 2c(t),
\]
where \( N(b, c) \) is given by (2.26)
\[
N(b, c) = \frac{1}{V_F} \int_0^{+\infty} \frac{1}{\sqrt{2\pi c}} \exp \left( -\frac{(g - b)^2}{2c} \right) dg \geq 0, \quad b \in \mathbb{R}, c > 0.
\]

First we discuss elementary properties of the nonlinear function \( N(b, c) \) in Section 3.1.1. Then in Section 3.1.2, we give basic characterization of the dynamics (2.25) such as the boundedness, the existence of a unique steady state. With these preparations, in Section 3.1.3 we complete the proof of Theorem 2.2, showing the solution of such a system will converge to the unique steady state when \( 0 < g_1/V_F < 1 \). We recall from Proposition 2.2 otherwise when \( g_1/V_F \geq 1 \) the firing rate will diverge to infinity as time evolves. The two regimes are linked in Corollary 3.1, which shows that as \( g_1/V_F \) approaches 1, both components of the steady state \( b^* \) and \( c^* \) diverge to infinity, and that there is no steady state when \( g_1/V_F \geq 1 \).

Before we start, we recall that \( b(t), c(t) \) represents the mean and variance of a Gaussian special solution of (2.22). Therefore we shall only consider the case \( c > 0 \), since \( c \) denotes the variance, while we allow the mean \( b \in \mathbb{R} \). In fact, the function \( N(b, c) \) (2.26) is not defined for \( c \leq 0 \). The following lemma that shows \( c(t) > 0 \) for \( t > 0 \) can be ensured by that initially \( c(0) > 0 \).

**Lemma 3.1.** For the ODE system (2.25), if the initial data \( c(0) > 0 \) then \( c(t) > 0 \) for all \( t \geq 0 \).

**Proof of Lemma 3.1.** Since \( N(b, c) \geq 0 \), from (2.25) we derive \( \frac{dc(t)}{dt} \geq 2a_0 - 2c(t) \). Then the result follows from the standard comparison principle.

In the following discussion we are in the scenario that \( b \in \mathbb{R}, c > 0 \).
3.1.1 Basics properties for the nonlinearity \( N(b,c) \)

In this section we analyze the function \( N(b,c) \) in (2.26). It is helpful to rewrite \( N(b,c) \) in terms of standard normal variables as follows,

\[
V_F N(b,c) = \int_{\mathbb{R}} g_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{(x-b)^2}{2c^2}} dx = \int_{\mathbb{R}} (g+b)_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx. \tag{3.1}
\]

Here as usual, for \( x \in \mathbb{R} \), we denote its positive part as \( x_+ = \max(x,0) \).

First, we summarize basic facts on the derivatives of \( N \).

**Lemma 3.2.** For \( N(b,c) \) defined in (2.26), its derivatives are given by

\[
V_F \frac{\partial N}{\partial b} = \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx, \quad V_F \frac{\partial N}{\partial c} = \frac{1}{2\sqrt{c}\sqrt{2\pi}} e^{-\frac{x^2}{2c^2}}. \tag{3.2}
\]

And therefore we have the following bounds

\[
\frac{\partial N}{\partial b} \in (0, \frac{1}{V_F}), \quad \frac{\partial N}{\partial c} > 0. \tag{3.3}
\]

**Proof of Lemma 3.2.** From (3.1) we have \( V_F N(b,c) = \int_{\mathbb{R}} (g+b)_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx \), then we get

\[
V_F \frac{\partial N}{\partial b} = \int_{\mathbb{R}} \frac{\partial (g+b)_+}{\partial b} \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx = \int_{\mathbb{R}} (g+b)_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx = \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2c^2}} dx,
\]

since \( \frac{\partial (g+b)_+}{\partial b} = I_{g+b>0} \) almost everywhere.

Similarly from \( V_F N(b,c) = \int_{\mathbb{R}} \frac{\partial (\sqrt{c}g+b)_+}{\partial c} \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx \) in (3.1), we calculate

\[
V_F \frac{\partial N}{\partial c} = \int_{\mathbb{R}} \frac{\partial (\sqrt{c}g+b)_+}{\partial c} \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx = \frac{1}{2\sqrt{c}} \int_{\mathbb{R}} (\sqrt{c}g+b)_+ \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2c^2}} dx = \frac{1}{2\sqrt{c}} \left( \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2c^2}} dx \right),
\]

since \( \frac{\partial (\sqrt{c}g+b)_+}{\partial c} = \sqrt{c} I_{\sqrt{c}g+b>0} \) almost everywhere. Now (3.2) is proved and the bounds (3.3) follows directly.

Next, we give estimates on \( N(b,c) \) itself.

**Lemma 3.3.** For \( N(b,c) \) defined in (2.26), the following estimate holds

\[
0 \leq b_+ \leq V_F N(b,c) \leq b_+ + \sqrt{c}, \quad \forall b \in \mathbb{R}, c > 0.
\]

Here \( b_+ = \max(0,b) \) as stated before.

**Proof of Lemma 3.3.** By definition (2.26), \( V_F N(b,c) = \int_{\mathbb{R}} g_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{(x-b)^2}{2c^2}} dx \geq 0 \) and

\[
V_F N(b,c) - b = - \int_{-\infty}^{b} g_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{(x-b)^2}{2c^2}} dx \geq 0.
\]

Therefore \( V_F N \geq \max(b,0) = b_+ \geq 0 \).

For the upper bound we deduce from (3.1), since \( (b+g)_+ \leq b_+ + g_+ \),

\[
V_F N = \int_{\mathbb{R}} (b+g)_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx \leq \int_{\mathbb{R}} b_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx + \int_{\mathbb{R}} g_+ \frac{1}{\sqrt{2\pi}c} e^{-\frac{x^2}{2c^2}} dx \leq b_+ + \sqrt{c}.
\]

**\( \square \)**

Lemma 3.2 is crucial for the long time behavior of (2.25) because it implies that (2.25) is a cooperative system [21] (see Section 3.3).

Lemma 3.3 is useful for controlling \( N \) throughout Section 3.
3.1.2 Steady state: uniqueness and linear stability

In this section, we first prove the boundedness of solutions in Proposition 3.1. Then we prove that there exists a unique steady state which is linearly stable in Proposition 3.2. We focus on the case $0 < g_1/V_F < 1$ and study the behavior when $g_1/V_F$ approaches $1^-$ to link with the case $g_1/V_F \geq 1$ in Corollary 3.1.

**Proposition 3.1.** When $0 < g_1/V_F < 1$, every solution of (2.25) has positive lower bounds for large time. Precisely, given initial value $b(0) \in \mathbb{R}, c(0) > 0$, there exists time $T^* > 0$ such that

$$b(t) \geq \frac{1}{2}g_0 > 0, \quad c(t) \geq \frac{1}{2}a_0 > 0, \quad t \geq T^*.$$  \hspace{1cm} (3.4)

Furthermore, the solution is uniformly bounded in time, i.e.,

$$|b(t)| + |c(t)| < C_0, \quad \forall t \geq 0,$$

where the constant $C_0$ depends on the initial value and parameters.

**Proof of Proposition 3.1.** WLOG we consider the case $V_F = 1$, as in Proposition 2.2. Then in the following proof we can assume $0 < g_1 < 1$. We rewrite (2.25) as

$$\frac{db(t)}{dt} = g_0 + g_1N(b(t), c(t)) - b(t) = g_0 - (1 - g_1)b + g_1(N - b),$$

$$\frac{dc(t)}{dt} = 2a_0 + 2a_1N(b(t), c(t)) - 2c(t) = 2a_0 + 2a_1N - 2c.$$

First we consider the lower bounds (3.4). If $b(t) \leq \frac{1}{2}g_0$, we obtain $\frac{db(t)}{dt} \geq g_0 - (1 - g_1)b(t) \geq \frac{1}{2}g_0 > 0$, since Lemma 3.3 implies $N - b \geq 0$ when $V_F = 1$. Similarly if $c(t) \leq \frac{1}{2}a_0$ we obtain $\frac{dc(t)}{dt} \geq 2(a_0 - c(t)) \geq a_0 > 0$, since $N \geq 0$ also by Lemma 3.3. Therefore there exists $T^*$ such that for $t \geq T^*$, we have $b(t) \geq \frac{1}{2}g_0 > 0, c(t) \geq \frac{1}{2}a_0 > 0$.

The upper bound relies on the control $N \leq b_+ + \sqrt{c}$ in Lemma 3.3, and the bound $2\sqrt{c} \leq \delta + \frac{1}{4}$ for all $\delta > 0$ via Young’s inequality. We shall construct a Liapounov functional. Precisely we will prove that there exists some $\delta_0 > 0$ such that

$$\frac{d}{dt}\frac{1}{2}(b^2 + \delta_0c^2)) \leq C - C_1(b^2 + \delta_0c^2),$$  \hspace{1cm} (3.5)

with some $C, C_1 > 0$. Then by Gronwall inequality, $b^2 + \delta_0c^2$ will be uniformly bounded in time. In the following, $C$ denotes a positive constant which may vary from line to line as custom. Recall $N \leq b_+ + \sqrt{c}$ from Lemma 3.3, we compute

$$\frac{1}{2}\frac{d(b^2(t))}{dt} = b(g_0 + g_1N - b) \leq C|b| - (1 - g_1)b^2 + g_1|b|\sqrt{c},$$

$$\frac{1}{2}\frac{d(c^2(t))}{dt} = c(2a_0 + 2a_1N - 2c) \leq C|c| + 2a_1|bc| + 2a_1c\sqrt{c} - 2c^2.$$  \hspace{1cm} (3.6)

By Young’s inequality we have $g_1|b|\sqrt{c} \leq C|b| + g_1\delta_1|bc|$ for some $\delta_1 > 0$ to be determined and $2a_1c\sqrt{c} \leq C|c| + c^2$. Then from (3.6) we deduce

$$\frac{1}{2}\frac{d(b^2(t))}{dt} \leq C|b| - (1 - g_1)b^2 + g_1\delta_1|bc|,$$

$$\frac{1}{2}\frac{d(c^2(t))}{dt} \leq C|c| + 2a_1|bc| - c^2.$$

Then for $0 < \delta_0 < 1$ to be determined, we calculate

$$\frac{d}{dt}\frac{1}{2}(b^2 + \delta_0c^2)) \leq C(|b| + |c|) - (1 - g_1)b^2 + (g_1\delta_1 + 2a_1\delta_0)|bc| - \delta_0c^2.$$  \hspace{1cm} (3.7)

Now we choose $\delta_1$ such that $g_1\delta_1 = a_1\delta_0$. And we choose $\delta_0$ small enough such that

$$(g_1\delta_1 + 2a_1\delta_0)^2 = 9\delta_0^2\delta_0^2 < 4(1 - g_1)\delta_0,$$

which can be ensured by choosing $\delta_0 < \min(4(1 - g_1)/9a_1^2, 1)$. For such $\delta_0$ and $\delta_1$, by mean-value inequality there exists $\delta_2 > 0$ such that $(1 - g_1)b^2 - (g_1\delta_1 + 2a_1\delta_0)|bc| + \delta_0c^2 \geq \delta_2(b^2 + c^2)$. Then by (3.7) we get

$$\frac{d}{dt}\frac{1}{2}(b^2 + \delta_0c^2)) \leq C(|b| + |c|) - \delta_2(b^2 + c^2).$$

Again we use Young’s inequality to control the low order terms, $2|b| \leq \frac{1}{4} + \delta b^2, 2|c| \leq \frac{1}{4} + \delta c^2$. In this way we conclude

$$\frac{d}{dt}\frac{1}{2}(b^2 + \delta_0c^2)) \leq C - C_0(b^2 + c^2),$$  \hspace{1cm} (3.8)

for some $C, C_0 > 0$, which implies (3.5). Then the proof of the upper bound is complete. \hfill \Box
Next, we show that in the regime $0 < g_1/V_F < 1$ the system (2.25) has a unique steady state $(b^*, c^*)$ which is linearly stable. Moreover, we derive bounds on $(b^*, c^*)$ which allow us to see its behavior as $g_1/V_F$ approaches 1.°

**Proposition 3.2.** When $0 < g_1/V_F < 1$, then the ODE system (2.25) has a unique steady state $(b^*, c^*)$ in $\mathbb{R} \times \mathbb{R}^+$. And the steady state is linearly stable. Moreover, the following bounds hold

\[
\begin{align*}
    b^* &\geq \frac{g_0}{1 - g_1/V_F} > 0, \\
    c^* &\geq a_0 + \frac{a_1}{V_F} \frac{g_0}{1 - g_1/V_F} > 0.
\end{align*}
\]  

**(3.9)**

**Proof of Proposition 3.2.** WLOG we consider the case $V_F = 1$, otherwise we use $g_1/V_F, a_1/V_F$ instead of $g_1, a_1$. Then in the following we have $0 < g_1 < 1$.

Suppose $(b^*, c^*)$ is a steady state. From (2.25) we get

\[
\begin{align*}
    0 &= g_0 + g_1 N(b^*, c^*) - b^*, \\
    0 &= 2a_0 + 2a_1 N(b^*, c^*) - 2c^*.
\end{align*}
\]  

**(3.10)**

First, we suppose the steady state exists and derive the bound (3.9). Applying $N(b, c) \geq b_+ \geq b$ from Lemma 3.3, we derive from the first equation of (3.10)

\[
    b^* \geq g_0 b^* + g_0.
\]

Thus $b^* \geq \frac{g_0}{1 - g_1}$. Using Lemma 3.3 and this bound on $b^*$ in the second equation of (3.10), we deduce the bound of $c^*$

\[
    c^* \geq a_0 + a_1 b^* \geq a_0 + a_1 \frac{g_0}{1 - g_1}.
\]

Next, we solve (3.10) to find the steady state. One can eliminate the firing rate $N$ in (3.10) to obtain

\[
    a_1 b^* - g_1 c^* = a_1 g_0 - g_1 a_0.
\]  

**(3.11)**

We define a function $\beta(c) := g_0 + \frac{\alpha}{a_1} (c - a_0)$, then (3.11) is equivalent to

\[
    b^* = \frac{1}{a_1} (a_1 g_0 + g_1 (c^* - a_0)) = g_0 + \frac{\alpha}{a_1} (c^* - a_0) = \beta(c^*). 
\]  

**(3.12)**

Now we have represented $b^*$ as a function of $c^*$. Plugging (3.12) back to the second equation in (3.10), we get

\[
    a_0 + a_1 N(\beta(c^*), c^*) - c^* = 0.
\]

Therefore finding steady states reduces to finding zeros of the following nonlinear function

\[
    F(c) := a_0 + a_1 N(\beta(c), c) - c, \quad c \in [a_0, \infty)
\]  

**(3.13)**

Here we restrict the domain to $c \geq a_0$ because $F(c) \geq a_0 - c > 0$ if $c < a_0$, since $N \geq 0$ by Lemma 3.3. For later reference, we also note that at steady state $c^* \geq a_0$ implies

\[
    b^* = \beta(c^*) \geq g_0 > 0.
\]  

**(3.14)**

We observe that $F(a_0) = a_1 N(\beta(a_0), a_0) > 0$ and that from Lemma 3.3

\[
    F(c) \leq C + g_1 (c - a_0) + a_1 \sqrt{c} - c \leq C + a_1 \sqrt{c} - (1 - g_1) c.
\]

Therefore $F(c)$ goes to $-\infty$ as $c$ goes to infinity. As a result, there exists at least one zero of $F$ on $(a_0, +\infty)$, which implies the existence of a steady state.

If we can show whenever $c$ is a zero of $F$, we have $F'(c) < 0$, then we can conclude that $F(c)$ has exactly one zero on $(a_0, +\infty)$, which implies that the steady state is unique. We take the derivative of $F$

\[
    F'(c) = g_1 \frac{\partial N}{\partial b}(\beta(c), c) + a_1 \frac{\partial N}{\partial c}(\beta(c), c) - 1.
\]

The sign of $F'(c)$ for $F(c) = 0$ turns out to be related with the sign of the determinant of the linearized matrix at the steady state. Thus we postpone the proof of uniqueness after some preliminary discussion on linear stability.

Suppose $(b^*, c^*)$ is a steady state, we write down the linearized matrix of (2.25)

\[
    J = \begin{pmatrix}
    g_1 \frac{\partial N}{\partial b} & 1 \\
    2a_1 \frac{\partial N}{\partial b} - 2 & 2a_1 \frac{\partial N}{\partial c} - 2
    \end{pmatrix}.
\]
Let us first look at the trace of $J$. The first diagonal entry is negative since $g_1 \frac{\partial N}{\partial c} = g_1 \int_{\sqrt{2\pi}} e^{-\frac{g_2}{2}} dg < 1$ by Lemma 3.2 and our assumption $V_F = 1$. For the second diagonal entry, substituting $a_1 = \frac{c^*}{c} \sqrt{\frac{a_0}{c}}$ at a steady state, we get

$$a_1 \frac{\partial N}{\partial c} = \frac{c^* - a_0 c^* \frac{\partial N}{\partial c}}{c^*} \frac{\partial N}{\partial c} < \frac{c^* \frac{\partial N}{\partial c}}{N \frac{\partial c}{\partial c}}.$$  

(3.15)

To proceed, we introduce the notation $\lambda := \frac{c^*}{\sqrt{\frac{a_0}{c}}}$ which is positive by (3.14). Recall the formula of $\frac{\partial N}{\partial c}$ in Lemma 3.2

$$\frac{\sqrt{c^* \frac{\partial N}{\partial c}}}{\sqrt{\frac{a_0}{c}}} = \frac{1}{2\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right).$$  

(3.16)

And we rewrite the expression for $N$ from (3.1)

$$\frac{N}{\sqrt{c^*}} = \int_{\sqrt{2\pi}}^{\infty} \pi e^{-\frac{g_2}{2}} dg = \int_{-\infty}^{+\infty} (g + \lambda) \frac{1}{\sqrt{2\pi}} e^{-\frac{g_2}{2}} dg = \frac{1}{\sqrt{2\pi}} e^{-\lambda^2/2} + \lambda \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} e^{-g^2/2} dg.$$  

(3.17)

Plugging (3.16) and (3.17) into (3.15) we obtain

$$\frac{a_1}{\partial c} \frac{\partial N}{\partial c} < \frac{\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right)}{2 \sqrt{\frac{a_0}{c}}} \exp\left(-\frac{\lambda^2}{2}\right) + \frac{\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right) \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp\left(-g^2/2\right) dg}{\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right)} < \frac{1}{2} < 1.$$  

Therefore the second diagonal entry is also negative, which implies the trace of $J$ is negative. For linear stability, it remains to study the sign of the determinant, which is related with the sign of $F'(c^*)$ for $F$ in (3.13) as follows

$$\frac{1}{2} \det J = 1 - g_1 \frac{\partial N}{\partial b} - a_1 \frac{\partial N}{\partial c} = -F'(c^*).$$  

(3.18)

To prove linear stability, it remains to show that the determinant is positive. And if the determinant is positive, we have $F'(c^*) < 0$ whenever $c^*$ is a zero of $F$, which implies the uniqueness.

Therefore our problem reduces to show that $\det J > 0$. Following similar calculations for the diagonal entities, we rewrite the expression of $\det J$ (3.18) as follows.

$$\frac{1}{2} \det J = 1 - g_1 \frac{\partial N}{\partial b} - a_1 \frac{\partial N}{\partial c} = 1 - g_1 A_1 - \frac{c^* - a_0}{c^*} A_2.$$  

(3.19)

Here we define

$$A_1 := \int_{-\infty}^{\lambda} \frac{1}{\sqrt{2\pi}} \exp\left(-g^2/2\right) dg,$$

$$A_2 := \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right) + \frac{\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right) \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp\left(-g^2/2\right) dg}{\frac{1}{\sqrt{2\pi}} \exp\left(-\frac{\lambda^2}{2}\right)}.$$  

(3.20)

We need the following technical lemma.

**Lemma 3.4.** For all $\lambda \geq 0$, the following inequality holds

$$A_1 + A_2 \leq 1,$$  

(3.21)

where $A_1, A_2$ are defined as in (3.20).

We postpone the proof of Lemma 3.4 to the end of this section. Applying Lemma 3.4 to (3.19) with $\lambda = \frac{c^*}{\sqrt{\frac{a_0}{c}}} > 0$, we conclude

$$\frac{1}{2} \det J = 1 - g_1 A_1 - \frac{c^* - a_0}{c^*} A_2 > 1 - A_1 - A_2 \geq 0.$$  

Therefore both the linear stability and the uniqueness are proved.
The bound (3.9) in Proposition 3.1 implies that both $b^*$ and $c^*$ go to infinity as $g_1/V_F$ approaches $1^-$. This explains why there is no steady state of (2.25) when $g_1/V_F \geq 1$. Noting that $b^*$ represents the mean of a Gaussian solution of (2.22) and that $c^*$ is the variance, we interpret that the steady state loses tightness as $g_1/V_F$ approaches $1^-$. 

**Corollary 3.1.** When $0 < g_1/V_F < 1$, the unique steady state of (3.2) $(b^*, c^*)$ satisfy

$$b^* \to +\infty, c^* \to +\infty,$$

as $g_1/V_F$ approaches $1^-$. And when $g_1/V_F \geq 1$, there is no steady state of (2.25).

**Proof of Corollary 3.1.** The part when $0 < g_1/V_F < 1$ follows from the bound (3.9) in Proposition 3.1. Non-existence of a steady state when $g_1/V_F \geq 1$ is implied by Proposition 2.2. Indeed, since the ODE (2.25) represents the special Gaussian solution (2.24) of (2.22), Proposition 2.2 gives that when $g_1/V_F \geq 1$ for every solution $(b(t), c(t))$,

$$N(b(t), c(t)) \to +\infty, \quad as \ t \to +\infty,$$

which implies that there is no steady state. \qed

Now we complete this section by proving Lemma 3.4.

**Proof of Lemma 3.4.** For convenience we introduce the following notations for Gaussian density and Gaussian tail probability

$$\phi(\mu) = \frac{1}{\sqrt{2\pi}} \exp(-\frac{\mu^2}{2}), \Phi(\mu) = \int_{\mu}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp(-\frac{g^2}{2}) dg,$$

and rewrite (3.21) into

$$1 - \Phi(\lambda) + \frac{1}{2} \frac{\phi(\lambda)}{\phi(\mu)} \leq 1,$$

which is equivalent to

$$\frac{1}{2} \phi(\lambda) \leq \Phi(\lambda)(\phi(\lambda) + \lambda(1 - \Phi(\lambda))). \quad (3.22)$$

First we consider the case $\lambda \geq 1$. We rewrite (3.22) as

$$\frac{1}{2} \leq \Phi(\lambda) + (1 - \Phi(\lambda)) \frac{\Phi(\lambda)}{\phi(\lambda)}.$$

By the famous Gaussian tail probability inequality $\Phi(\lambda) \geq \frac{\phi(\lambda)}{\sqrt{2\pi} \phi(\lambda)} \geq \frac{1}{\sqrt{\lambda}}$, therefore

$$\Phi(\lambda) + (1 - \Phi(\lambda)) \frac{\Phi(\lambda)}{\phi(\lambda)} \geq \Phi(\lambda) + (1 - \Phi(\lambda)) \frac{\lambda}{1 + \lambda^2} = \frac{\lambda^2}{1 + \lambda^2} + \Phi(\lambda) = \frac{1}{\lambda^2 + 1} \geq \frac{1}{2}.$$

In the last inequality we use $\lambda \geq 1$.

It remains to deal with the case $\lambda \in [0, 1]$. In this case, we rewrite (3.22) as

$$H(\lambda) \geq 0, \quad \lambda \in [0, 1],$$

where $H(\lambda)$ is defined as

$$H(\lambda) := \Phi(\lambda)(\phi(\lambda) + \lambda(1 - \Phi(\lambda))) - \frac{1}{2} \phi(\lambda).$$

We claim that $H''(x) \leq 0$ for $x \in [0, 1]$. If this is true, we deduce for $\lambda \in [0, 1]$, $H(\lambda) \geq \min(H(0), H(1))$. And $\min(H(0), H(1)) = 0$ since $H(0) = 0$ and from the $\lambda \geq 1$ case we know $H(1) \geq 0$. Therefore our final task is to show the desired sign of $H''(x)$, actually one calculates

$$H''(x) = \frac{e^{-x^2}(2\sqrt{2\pi}e^{x^2/2}(x^2 - 3)\int_{0}^{x/\sqrt{2}} e^{-t^2} dt + 2x)}{4\pi}.$$

And by $\int_{0}^{x/\sqrt{2}} e^{-t^2} dt \geq \frac{\sqrt{2\pi}}{2\sqrt{2}} e^{-x^2/2}$, we deduce

$$2\sqrt{2\pi}e^{x^2/2}(x^2 - 3)\int_{0}^{x/\sqrt{2}} e^{-t^2} dt + 2x \leq 2\sqrt{2\pi}e^{x^2/2}(x^2 - 3)\frac{x}{\sqrt{2}} e^{-x^2/2} + 2x \leq 2x(x^2 - 3) + 2x \leq -4x + 2x \leq 0, \quad \forall x \in [0, 1].$$

Then the proof is complete. \qed
3.1.3  Proof of Theorem 2.2

With preparations in previous sections, now we prove Theorem 2.2, that all solutions of (2.25) converge to the unique steady state \((b^*, c^*)\) when \(g_1/V_F < 1\).

In Proposition 3.2 we show the linear stability, which implies local convergence in a neighborhood of \((b^*, c^*)\). For global convergence, the key observation is that the system (2.25) is a cooperative system [21] in the following sense: If we write the ODE system (2.25) as

\[
\begin{align*}
\frac{db}{dt} &= f_1(b, c), \\
\frac{dc}{dt} &= f_2(b, c),
\end{align*}
\]

then by Lemma 3.2 the following derivatives are both positive,

\[
\frac{\partial f_1}{\partial c} = g_1 \frac{\partial N}{\partial c} > 0, \quad \frac{\partial f_2}{\partial b} = a_1 \frac{\partial N}{\partial b} > 0.
\]

The long time behavior of cooperative systems, or in a more general framework called monotone systems, has been characterized extensively in literature. We refer to [21], in particular, its section 3.7 for ODE in \(\mathbb{R}^2\).

Proof of Theorem 2.2. Now we begin the proof of Theorem 2.2. By Proposition 3.1 the solution \((b(t), c(t))\) is uniformly bounded in \(\mathbb{R} \times \mathbb{R}^+\) for \(t > 0\), with a positive lower bound for \(c\). We shall use the following result on cooperative systems.

**Theorem** ([21, Theorem 3.21, Section 3.7], in a modified form). For a solution \(y(t) = (y_1(t), y_2(t)) \in \mathbb{R}^2, t > 0\), of a cooperative system, there exists \(t^*\) such that for \(t > t^*\), \(y_1(t)\) and \(y_2(t)\) are both monotone in time.

By this theorem, \(b(t)\) and \(c(t)\) will be eventually monotone in time, since (2.25) is a monotone system. Together with the upper and lower bounds, we deduce that \((b(t), c(t))\) will converge, monotonely in each component, to some point in \(\mathbb{R} \times \mathbb{R}^+\) as \(t\) goes to infinity. Then it is easy to verify that such point must be a steady state for (2.25). Therefore by uniqueness in Proposition 3.2, it is the unique steady state \((b^*, c^*)\).

An alternative approach to prove Theorem 2.2 is to use Theorem 3.22 in [21], which states that for a cooperative system on a domain \(D \subset \mathbb{R}^2\), the \(\omega\) limit set contains a single equilibrium if the trajectory has a compact closure in \(D\). In our case \(D = \mathbb{R} \times \mathbb{R}^+\), and Proposition 3.1 (bounds for \(b, c\) and positive lower bound for \(c\)) ensures that the closure of the trajectory is compact.

3.2  Long time behavior of the \(v\)-homogeneous problem: Proof of Theorem 2.3

With results on the ODE system (2.25), in this section we move on to prove Theorem 2.3 for the \(v\)-homogeneous PDE (2.22). Specifically, we aim to show that when \(g_1/V_F < 1\), as time evolves a solution of (2.22) converges to the unique steady state given by (2.29)

\[
p^*(g) = \frac{1}{\sqrt{2\pi c}} \exp \left( -\frac{(g - b^*)^2}{2c} \right),
\]

which is a Gaussian with mean \(b^*\) and variance \(c^*\). Here \((b^*, c^*)\) is the unique steady state of ODE (2.25).

We work with the solution formula in Lemma 2.1. First we observe that a general solution will converge to a time-varying Gaussian. Then we find an ODE structure for the solution of (2.22), which can be viewed as a perturbation of (2.25). Such a perturbation can be analyzed as an asymptotically autonomous system [31] (see also Appendix B).

And as aforementioned, we use the notation \(p(t, g) := p_{t,0}(t, g)\), since (2.22) is a reduced model for (2.1).

We start from the following semi-explicit solution formula of (2.22), which is the special case \(k = 0\) in Lemma 2.1, given by

\[
p(t, g) = (p_{t,0} * G_t)(g).
\]

Here as in (2.12), \(p_{t,0}\) is a shrinkage of the initial data \(p_{\text{init}}(g)\), which is a probability density on \(\mathbb{R}\),

\[
p_{t,0}(g) = e^t p_{\text{init}}(e^t g), \quad p(0, g) = p_{\text{init}}(g).
\]

Here in the case \(k = 0\), \(G_t\) is simply a Gaussian which depends on the solution implicitly,

\[
G_t(x) := \frac{1}{\sqrt{2\pi C(t)}} \exp \left( -\frac{(x - B(t))^2}{2C(t)} \right)
\]

And \(B(t)\) and \(C(t)\) depend on the firing rate as in (2.14)

\[
\begin{align*}
B(t) &= \int_0^t e^{-(t-s)} g_m(s) ds = \int_0^t e^{-(t-s)} (g_0 + g_1 N(s)) ds, \\
C(t) &= 2 \int_0^t e^{-2(t-s)} a(s) ds = 2 \int_0^t e^{-2(t-s)} (a_0 + a_1 N(s)) ds.
\end{align*}
\]

(3.25)
To see why we expect that a general solution converges to Gaussian, we can rewrite the solution formula (3.23) as
\[ p(t, g) = \int_{\mathbb{R}} \frac{1}{\sqrt{2\pi C(t)}} \exp \left( -\frac{(g - B(t) - y)^2}{2C(t)} \right) p_{t,0}(y)dy. \] (3.26)

This shows, at each time \( t \), the solution can be understood as a superposition of a sequence of Gaussian with a same variance \( C(t) \) and different means \( B(t) + y \). Furthermore, since \( p_{\text{mix}}(y) \) is a probability density function, one observes that \( p_{t,0}(y) = e^t p_{\text{mix}}(e^t y) \) converges to the Dirac measure under some mild condition. With suitable uniform in \( t \) bounds on \( G_t \), one can show
\[ \|p(t, \cdot) - G_t(\cdot)\| \to 0, \quad \text{as } t \to \infty, \]
in some norm. This indicates that a general solution of (2.22) can converge to a time-varying Gaussian.

Now we look into the dynamics of the mean and variance of \( G_t \), i.e., \( B(t), C(t) \). Differentiate (3.25) with respect to \( t \), and one obtains,
\[ \begin{aligned}
\frac{dB(t)}{dt} &= g_0 + g_1 N(t) - B(t), \\
\frac{dC(t)}{dt} &= 2(a_0 + a_1 N(t) - C(t)).
\end{aligned} \] (3.27)

This is very similar to the ODE system (2.25), except the determination of the firing rate \( N(t) \). While in system (2.25), derived from an exact Gaussian solution, the firing rate is solely determined by mean \( b(t), c(t) \) as a function \( N(b(t), c(t)) \), which is defined in (2.26). While in general case, we need to deal with a superposition of Gaussians with different means (3.26) as follows,
\[ N(t) = \int_{\mathbb{R}} g_g p(t, g)dg = \int_{\mathbb{R}} g_g dg \int_{\mathbb{R}} G_t(g - y)p_{t,0}(y)dy \\
= \int_{\mathbb{R}} p_{t,0}(y)dy \int_{\mathbb{R}} g_g G_t(g - y)dg \\
= \int_{\mathbb{R}} (N(B(t) + y, C(t)))p_{t,0}(y)dy. \] (3.28)

In the last line, we use that \( G_t(\cdot - y) \) is a Gaussian with variance \( C(t) \) and mean \( B(t) + y \). As mentioned, we expect that \( p_{t,0}(y) = e^t p_{\text{mix}}(e^t y) \) converges to the Dirac measure at zero, then from (3.28) we expect that \( N(t) \) will converge to \( N(B(t), C(t)) \) as time evolves. This inspires us to reformulate (3.27) as a perturbation of (2.25),
\[ \begin{aligned}
\frac{dB(t)}{dt} &= g_0 + g_1 N(B, C) - B(t) + g_1 \epsilon(t), \\
\frac{dC(t)}{dt} &= 2a_0 + 2a_1 N(B, C) - 2C(t) + 2a_1 \epsilon(t).
\end{aligned} \] (3.29)

Here \( \epsilon(t) = N(B(t), C(t)) - N(t) \) is the “error” from using the ODE system to approximate (3.27), which can be seen as a perturbation, and actually goes to zero as time evolves. Since by Lemma 3.2 we have \( \int_{\mathbb{R}} |\epsilon(t)| < \infty \), we estimate the error as follows,
\[ |\epsilon(t)| = |N(t) - N(B(t), C(t))| \leq \int_{\mathbb{R}} |N(B(t) + y, C(t)) - N(B(t), C(t))|p_{t,0}(y)dy \\
\leq \frac{1}{V_F} \int_{\mathbb{R}} |y|p_{t,0}(y)dy = \frac{1}{V_F} e^{-t} \int_{\mathbb{R}} |y|p_{\text{mix}}(y)dy. \]

We have assumed that the initial data has a finite first moment in Theorem 2.3. Therefore the perturbation \( \epsilon(t) \) exponentially decays
\[ |\epsilon(t)| \leq C e^{-t}, \] (3.30)
for some \( C > 0 \). As a perturbation from the ODE (2.25), the long time behavior of (3.29) can be analyzed in the framework of asymptotically autonomous system in literature [31]. For reader’s convenience, we summarize the precise definition and a property on asymptotically autonomous system in the Appendix B.

**Proof of Theorem 2.3.** Now we begin the proof of Theorem 2.3. We first show \( (B(t), C(t)) \) converges to \( (b^*, c^*) \), the unique steady state of (2.25). This is from analyzing the system (3.29) in the framework of asymptotically autonomous system. By Theorem B.1 in Appendix, we can prove that \( (B(t), C(t)) \) converge to the unique equilibrium of (2.25), if we can show that the solution is uniformly bounded in time.

For this boundedness of \( (B(t), C(t)) \), we adapt the proof of Proposition 3.1. Actually, one can calculate the same Liapounov functional as in (3.8) and find that
\[ \begin{aligned}
\frac{d}{dt} \left[ \frac{1}{2} (B^2 + \delta_0 C^2) \right] &\leq C - C_0 (B(t)^2 + C(t)^2) + Ce^{-t}(|B(t)| + |C(t)|) \\
&\leq C + Ce^{-t} - \frac{C_0}{2} (B(t)^2 + C(t)^2),
\end{aligned} \]

where \( C_0 = \max\{\delta_0/2, M_1, M_2\} \).
since by Young’s inequality $|B| \leq \frac{1}{2} + \delta |B|^2, |C| \leq \frac{1}{2} + \delta |C|^2$ for all $\delta > 0$. Then we derive that the solution is still uniformly bounded and therefore we deduce from Theorem B.1 that

$$(B(t), C(t)) \to (b^*, c^*), \quad \text{as } t \text{ goes to infinity.}$$

Then by the triangle inequality, we get

$$||p(t, \cdot) - p^*(\cdot)||_{L^1(\mathbb{R})} \leq ||p^*(\cdot) - G_t(\cdot)||_{L^1(\mathbb{R})} + ||G_t(\cdot) - p(t, \cdot)||_{L^1(\mathbb{R})}.$$ 

The first term is the difference between two Gaussians, and converges to zero as time evolves since $(B(t), C(t))$ converges to $(b^*, c^*)$. It remains to deal with the second term. Since $(B(t), C(t))$ converges to $(b^*, c^*)$ we can get uniform bounds on $||\partial_y G_t||_{L^1(\mathbb{R})}$,

$$||\partial_y G_t||_{L^1(\mathbb{R})} = \int_\mathbb{R} \frac{|g - B(t)|}{C(t)} \frac{1}{\sqrt{2\pi C(t)}} \exp \left( -\frac{(g - B(t))^2}{2C(t)} \right) dg \leq C < \infty,$$  \hspace{1cm} (3.31)

for $t$ large. Then by the formula (3.23), as a standard estimate for an approximation to the identity, we deduce

$$||p(t, \cdot) - G_t(\cdot)||_{L^1(\mathbb{R})} = ||(p_{t,0} * G_t)(\cdot) - G_t(\cdot)||_{L^1(\mathbb{R})}$$

$$\leq \int_\mathbb{R} \int_\mathbb{R} |G_t(g - y) - G_t(y)| |p_{t,0}(y)| dy dy \leq \int_\mathbb{R} \int_\mathbb{R} \left( \int_0^1 |\partial_y G_t(g - sy)| ds \right) |y| |p_{t,0}(y)| dy dy$$

$$= \int_\mathbb{R} \int_0^1 ds dy |p_{t,0}(y)| \int_\mathbb{R} |\partial_y G_t(g - sy)| dy = \left( \int_\mathbb{R} |y| |p_{t,0}(y)| dy \right) ||\partial_y G_t||_{L^1(\mathbb{R})}.$$ 

Finally, by the uniform bound on $||\partial_y G_t||_{L^1(\mathbb{R})}$ (3.31) and the definition of $p_{t,0}$ (3.24), we conclude

$$||p(t, \cdot) - G_t(\cdot)||_{L^1(\mathbb{R})} \leq \left( \int_\mathbb{R} |y| |p_{t,0}(y)| dy \right) ||\partial_y G_t||_{L^1(\mathbb{R})}$$

$$\leq Ce^{-t} \int_\mathbb{R} |y| |p_{\text{main}}(y)| dy \leq Ce^{-t}. \quad \square$$

### 3.3 Long time behavior of the full model: Proof of Theorem 2.4

In this section we characterize the long time behavior of the full model (2.1). Recall the Fourier expansion in $v$ (2.6)

$$p(t, v, g) = \frac{1}{V_F} \sum_{k=-\infty}^{+\infty} p_k(t, g) e^{ikv\frac{2\pi}{V_F}},$$

$$p_k(t, g) := \int_0^{V_F} p(t, v, g) e^{-ikv\frac{2\pi}{V_F}} dv, \quad k \in \mathbb{Z}.$$ 

We have shown that the solution $p(t, v, g)$ converges to its zeroth mode $\frac{1}{V_F} p_0(t, g)$ in Theorem 2.1. Then in Theorem 2.3 we give the long time asymptotics for the reduced model when there is only the zeroth mode. However, the long time behavior of the full model (2.1) is not a straightforward consequence. Here is the difficulty – we need to control the contributions to the firing rate $N(t)$ from non-zero modes, for which the convergence in Theorem 2.1 is not sufficient. This point will be elaborated throughout this section.

In terms of the Fourier modes in $v$, for $t > 0$, the firing rate $N(t)$ can be represented as

$$N(t) = \int_0^{+\infty} g p(t, V_F, g) dg = \frac{1}{V_F} \int_0^{+\infty} g \left( \sum_{k=-\infty}^{+\infty} p_k(t, g) \right) dg.$$ \hspace{1cm} (3.32)

$$= \sum_{k=-\infty}^{+\infty} \frac{1}{V_F} \int_0^{+\infty} g p_k(t, g) dg = \sum_{k=-\infty}^{+\infty} N_k(t), \quad \text{(3.33)}$$

where we define

$$N_k(t) := \frac{1}{V_F} \int_0^{+\infty} g p_k(t, g) dg, \quad k \in \mathbb{Z},$$

to be the contribution to the firing rate $N(t)$ from the $k$-th mode. Sufficient decay of $N_k(t)$ in $k$ will be shown later which justifies the exchange of sum and integral from (3.32) to (3.33).

We aim to control those extra $N_k$ terms and to adapt the framework in Section 3.2.

Let us recall the structure of solutions as in Lemma 2.1. We rewrite the formula for each mode (2.11), explicitly plugging out the decay factor,

$$p_k(t, g) = e^{-k^2(\frac{2\pi}{V_F})^2 \bar{D}(t)} e^{ik\frac{2\pi}{V_F}y} (p_{t,k} * \bar{G}_{t,k})(y).$$ \hspace{1cm} (3.34)
And recall that $\tilde{G}_{t,k}$ is a Gaussian multiplied by a phase factor (2.17),

$$
\tilde{G}_{t,k}(z) = \frac{1}{\sqrt{2\pi C(t)}} \exp\left( \frac{(z - B(t))^2}{2C(t)} + ik\frac{2\pi}{V_F}\Theta(t, z) \right)
$$

$$
= \frac{1}{\sqrt{2\pi C(t)}} \exp\left( \frac{(z - B(t))^2}{2C(t)} - ik\frac{2\pi}{V_F}\Theta(t, z) \right) e^{-ik\frac{2\pi}{V_F}\int_0^t a(s)ds},
$$

(3.35)

where we plug in (2.15), the definition of $\Theta$.

Then we examine the dynamics of $B(t), C(t)$, similarly to Section 3.2. Recall the definition of $B(t), C(t)$ (2.14)

$$
B(t) = \int_0^t e^{-(t-s)}g_1(s)ds = \int_0^t e^{-(t-s)}(g_0 + g_1 N(s))ds.
$$

$$
C(t) = 2\int_0^t e^{-2(t-s)a(s)ds} = 2\int_0^t e^{-2(t-s)}(a_0 + a_1 N(s))ds.
$$

And we take derivatives w.r.t $t$ to find that $B(t), C(t)$ satisfies a similar ODE system as in (3.27), which we can rewrite as a perturbation of (2.25),

$$
\frac{ dB(t) }{dt} = g_0 + g_1 N(t) - B(t) = g_0 + g_1 N(B(t), C(t) - B + g_1 \epsilon(t)),
$$

$$
\frac{ dC(t) }{dt} = 2(a_0 + a_1 N(t) - C(t)) = 2(a_0 + a_1 N(B(t), C(t)) + 2a_1 \epsilon(t),
$$

(3.36)

where $\epsilon(t)$ is defined as

$$
\epsilon(t) := N(t) - N(B(t), C(t)) = \sum_{k=-\infty}^{k=\infty} N_k(t) - N(B(t), C(t)).
$$

(3.37)

Here $N(B(t), C(t))$, defined in (2.26), is the firing rate of a Gaussian with mean $B(t)$ and variance $C(t)$.

The estimate of $\epsilon(t)$ is the key. Here the challenge is that it is difficult to show, at least directly, that $\epsilon(t)$ converges to zero as time evolves, in contrast to the exponential decay of (3.30) in Section 3.2. The trick, is to first derive a control involving the firing rate $N(B(t), C(t))$, which is stated in the following Proposition 3.3.

**Proposition 3.3.** For the voltage-conductance model (2.1), $\epsilon(t)$ defined in (3.37) satisfies the following estimate for $t \geq 1$,

$$
|\epsilon(t)| \leq Ce^{-d^* t}(1 + N(B(t), C(t))),
$$

where $d^* = \min(1, (2\pi/V_F)^2 a_0) > 0$.

Combine Proposition 3.3 with the dynamics of $(B(t), C(t))$ in (3.36), we can eventually show $\epsilon(t)$ goes to zero when $g_1/V_F < 1$. This is different from Section 3.2, where we prove the exponential decay of (3.30) without resorting to the dynamics of $(B(t), C(t))$. Actually, in that case $\epsilon(t)$ goes to zero even in the case $g_1/V_F \geq 1$, when the firing rate $N(t)$ itself diverges to infinity.

**Proof of Proposition 3.3.** We split $|\epsilon(t)|$ into two parts as follows,

$$
|\epsilon(t)| \leq |N_0(t) - N(B(t), C(t))| + \sum_{k=-\infty}^{k=\infty} |N_k(t)|.
$$

(3.38)

The estimate of the first term in (3.38), $|N_0(t) - N(B(t), C(t))|$ is similar to that in Section 3.2. Using the explicit formula (3.34), we write

$$
N_0(t) = \frac{1}{V_F} \int_{\mathbb{R}} g_+ p_0(t, y)dy = \frac{1}{V_F} \int_{\mathbb{R}} g_+ \int_{\mathbb{R}} p_{1,0}(y)\tilde{G}_{1,0}(g-y)dy
$$

$$
= \int_{\mathbb{R}} p_{1,0}(y)dy \int_{\mathbb{R}} \frac{1}{V_F} g_+ \tilde{G}_{1,0}(g-y)dy
$$

$$
= \int_{\mathbb{R}} p_{1,0}(y)N(B(t) + y, C(t))dy.
$$

In the last line, we use that $\tilde{G}_{1,0}(\cdot - y)$ is a Gaussian with variance $C(t)$ and mean $B(t) + y$ from the formula (3.35). On the other hand recall that (2.12) $p_{1,0}(y) = e^{y}p_{0,0}(e^y)$ is a shrinkage of $p_{0,0}(y)$, and note that $p_{0,0}$ is a probability density from

$$
\int_{\mathbb{R}} p_{0,0}(y)dy = \int_{\mathbb{R}} dy \int_0^{V_F} p_{\text{init}}(v, y)dv = 1.
$$
Therefore we also expect $p_{t,0}$ goes to the Dirac measure. We proceed to estimate $|N_0(t) - N(B(t), C(t))|$ following the strategy in Section 3.2:

$$|N_0(t) - N(B(t), C(t))| = \left| \int_{\mathbb{R}} (N(B(t) + y, C(t)) - N(B(t), C(t))p_{t,0}(y))dy \right|$$

$$\leq \int_{\mathbb{R}} |N(B(t) + y, C(t)) - N(B(t), C(t))|p_{t,0}(y)dy.$$

Using the estimate on $\frac{dN}{dt}$ in Lemma 3.2, we get

$$|N_0(t) - N(B(t), C(t))| \leq \frac{1}{V_F} \int_{\mathbb{R}} |y|p_{t,0}(y)dy = \frac{1}{V_F} \int_{\mathbb{R}} |y|p_{0,0}(y)dy$$

$$= \frac{1}{V_F} e^{-t} \int_{0}^{V_F} |y|p_{\text{max}}(v,y)dvdy \leq Ce^{-t} \tag{3.39}$$

Now it remains to estimate the second term $\sum_{k=-\infty}^{k=+\infty} \sum_{k \neq 0} |N_k(t)|$ in (3.38), and we shall use the decay of non-zero modes. First, by the explicit formula (3.34), we have

$$V_FN_k(t) = \int_{\mathbb{R}} g_kp_k(t, g)dg = e^{i\frac{2\pi}{V_F}k^2D(t)} \int_{\mathbb{R}} g_kdg \int_{\mathbb{R}} p_t,k(y)\overline{e^{i\frac{2\pi}{V_F}kD(t)}}g_{t,k}(g - y)dy$$

$$= e^{i\frac{2\pi}{V_F}k^2D(t)} \int_{\mathbb{R}} dyp_t,k(y) \int_{\mathbb{R}} e^{i\frac{2\pi}{V_F}kD(t)}g_{t,k}(g - y)dg.$$ 

Therefore

$$e^{i\frac{2\pi}{V_F}k^2D(t)}|V_FN_k(t)| \leq \int_{\mathbb{R}} dyp_t,k(y) \int_{\mathbb{R}} |e^{i\frac{2\pi}{V_F}kD(t)}g_{t,k}(g - y)|dg$$

$$= \int_{\mathbb{R}} dyp_t,k(y) \int_{\mathbb{R}} |g_{t,k}(g - y)|dg$$

$$= \int_{\mathbb{R}} dyp_t,k(y) \int_{\mathbb{R}} g_{t,k}(g - y)dg. \tag{3.40}$$

In the last line we use $|G_{t,k}| = \tilde{G}_{t,0}$ from (3.35). Now we can rewrite (3.40) in terms of $N(b, c)$ as our treatment with $N_0$,

$$e^{i\frac{2\pi}{V_F}k^2D(t)}|V_FN_k(t)| \leq \int_{\mathbb{R}} V_FN(B(t) + y, C(t))p_{t,0}(y)dy. \tag{3.41}$$

On the other hand, recall again (2.12) $p_{t,k}(y) = e^{t}p_{0,k}(e^{t}y)$, therefore $p_{t,k}$ and $p_{0,k}$ have a same $L^1$ norm, which we denote as $c_k$. By the definition of $p_{0,k}$ (2.12), $c_k$ is less than one:

$$c_k := \int_{\mathbb{R}} |p_{0,k}(y)|dy = \int_{\mathbb{R}} dy \left| e^{-t}g \int_{0}^{V_F} p_{\text{max}}(v,g)e^{-i\frac{2\pi}{V_F}vD(t)}dv \right|$$

$$\leq \int_{0}^{V_F} |p_{\text{max}}(v,g)|dv = 1.$$

Then we continue the estimate in (3.41), by comparing with $c_kN(B(t), C(t))$

$$e^{i\frac{2\pi}{V_F}k^2D(t)}|V_FN_k(t)| \leq \int_{\mathbb{R}} V_F[|N(B(t) + y, C(t)) - N(B(t), C(t))|p_{t,0}(y)]dy + c_kV_FN(B(t), C(t))$$

$$\leq \int_{\mathbb{R}} |yp_{t,k}(y)|dy + c_kV_FN(B(t), C(t)), \tag{3.42}$$

where we use Lemma 3.2 the bound on $\frac{dN}{dt}$ again. For the first term in (3.42), we estimate in the same way as for $N_0$ in (3.39),

$$\int_{\mathbb{R}} |yp_{t,k}(y)|dy = e^{-t} \int_{\mathbb{R}} |yp_{0,k}(y)|dy$$

$$\leq e^{-t} \int_{0}^{V_F} |y|p_{\text{max}}(v,y)dv.$$

Combine this with (3.42), we deduce

$$e^{i\frac{2\pi}{V_F}k^2D(t)}|V_FN_k(t)| \leq Ce^{-t} + c_kV_FN(B(t), C(t))$$

$$\leq C + c_kV_FN(B(t), C(t)).$$
Therefore we get

\[ |N_k(t)| \leq Ce^{-k^2(\frac{2}{VF})^2D(t)} (1 + N(B(t), C(t))). \] (3.43)

Sum (3.43) up for \( k \neq 0 \), we have

\[
\sum_{k=-\infty, k\neq 0}^{k=+\infty} |N_k(t)| \leq C \sum_{k=-\infty, k\neq 0}^{k=+\infty} e^{-k^2(\frac{2}{VF})^2D(t)} (1 + N(B(t), C(t)))
\]

\[
\leq C \sum_{k=1}^{k=+\infty} e^{-k^2(\frac{2}{VF})^2D(t)} (1 + N(B(t), C(t))). \] (3.44)

By \( D(t) \geq \alpha_0(t - \frac{\mu}{c_{B+C}}) \) in Lemma 2.2, we have \( D(t) \geq \alpha_0(1 - \frac{\mu}{c_{B+C}}) > 0 \) for \( t \geq 1 \). Therefore for \( t \geq 1 \) we obtain from (3.44)

\[
\sum_{k=-\infty, k\neq 0}^{k=+\infty} |N_k(t)| \leq C e^{-\frac{2}{VF}a_0t} (1 + N(B(t), C(t))), \quad t \geq 1.
\] (3.45)

Plugging (3.45) and the estimate for \( N_0 \) in (3.39) into (3.38), we finally conclude our estimate on \( \epsilon(t) \),

\[
|\epsilon(t)| \leq |N_0(t) - N(B(t), C(t))| + \sum_{k=-\infty, k\neq 0}^{k=+\infty} |N_k(t)|
\leq Ce^{-t} + Ce^{-\frac{2}{VF}a_0t} (1 + N(B(t), C(t)))
\leq Ce^{-d^*t}(1 + N(B(t), C(t))), \quad t \geq 1,
\]

where \( d^* = \min(1, (\frac{2}{VF})^2a_0) \).

Now we begin the proof of Theorem 2.4. First we prove that when \( 0 < g_1/V_F < 1 \), the solution converges to the unique steady state.

**Proof of Theorem 2.4.** Case \( 0 < g_1/V_F < 1 \). WLOG, we consider the case \( V_F = 1 \) and \( 0 < g_1 < 1 \), otherwise we rescale. As in Section 3.2, we shall first show that \( (B(t), C(t)) \) is uniformly bounded. Recall the dynamics of \( (B(t), C(t)) \) in (3.36)

\[
\frac{dB(t)}{dt} = g_0 + g_1 N(t) - B(t) = g_0 + g_1 N(B, C) - B + g_1 \epsilon(t),
\]

\[
\frac{dC(t)}{dt} = 2(a_0 + a_1 N(t) - C(t)) = 2(a_0 + a_1 N(B, C) - C(t)) + 2a_1 \epsilon(t).
\]

By Proposition 3.3 and \( 0 \leq N(h, c) \leq b_+ + \sqrt{c} \) in Lemma 3.3, we deduce for \( t \geq 1 \)

\[
|\epsilon(t)| \leq Ce^{-d^*t}(1 + N(B, C))
\leq Ce^{-d^*t}(1 + |B| + \sqrt{C}). \] (3.46)

Following the same calculation for Liapounov functional as in (3.8) we obtain

\[
\frac{d}{dt}\left[ \frac{1}{2} (B^2 + \delta_0 C^2) \right] \leq C - C_0 (B(t)^2 + C(t)^2) + C \epsilon(t)(|B(t)| + |C(t)|)
\] (3.47)

Using (3.46) and Young’s inequality we get for \( t \geq 1 \),

\[
\epsilon(t)(|B(t)| + |C(t)|) \leq Ce^{-d^*t}(1 + |B(t)| + \sqrt{C(t)}(|B(t)| + |C(t)|)
\leq Ce^{-d^*t} + Ce^{-d^*t}(B(t)^2 + C(t)^2).
\]

Plug this in (3.47), and we have

\[
\frac{d}{dt}\left[ \frac{1}{2} (B^2 + \delta_0 C^2) \right] \leq C - (C_0 - Ce^{-d^*t})(B(t)^2 + C(t)^2).
\]
Therefore we derive that \((B(t),C(t))\) is uniformly bounded in time. Then using (3.46) again, we get that \(\epsilon(t)\) goes to zero exponentially. Now applying Theorem B.1 to the asymptotically autonomous system (3.36), we conclude that 
\((B(t),C(t))\) converges to \((b^*,c^*)\) as time evolves.

Now we estimate the distance between the solution and the steady state. By triangle inequality we have
\[
\|p(t,v,g) - \frac{1}{V_F} \frac{1}{\sqrt{2\pi \epsilon}} e^{-\frac{\|v\|^2}{2\epsilon}}\|_{L^1((0, V_F) \times \mathbb{R})} \leq \|p(t,v,g) - \frac{1}{V_F} p_0(t,v,g)\|_{L^1((0, V_F) \times \mathbb{R})} + \frac{1}{V_F} \|G_{t,0}(g) - \frac{1}{V_F} p_0(t,g)\|_{L^1((0, V_F) \times \mathbb{R})} + \frac{1}{V_F} \|G_{t,0}(g) - \frac{1}{V_F} \sqrt{\frac{\pi}{\epsilon}} e^{-\frac{(v - b)^2}{2\epsilon}}\|_{L^1((0, V_F) \times \mathbb{R})}.
\]

The first terms goes to zero by Theorem 2.1, the last term goes to zero since we have shown the convergence of \((B(t),C(t))\) to \((b^*,c^*)\). For the middle term, it is the same as in the last step of the proof in Theorem 2.3. Actually recall (2.6) that the initial value of zero order mode
\[
p_0,0(g) = \int_{0}^{V_F} p_{01}(v,g)dv,
\]
is non-negative with unit mass \(\int_{\mathbb{R}} p_{0,0}(g)dg = \int_{\mathbb{R}} \int_{0}^{V_F} p_{01}(v,g)dv = 1\). Then we can estimate in the same way as Section 3.2
\[
\frac{1}{V_F} \|G_{t,0}(g) - \frac{1}{V_F} p_0(t,g)\|_{L^1((0, V_F) \times \mathbb{R})} = \|p(t,\cdot) - G_{t,0}(\cdot)\|_{L^1(\mathbb{R})}
\]
\[
= \|p_0,0 * G_{t,0}(\cdot) - G_{t,0}(\cdot)\|_{L^1(\mathbb{R})}
\]
\[
\leq \|\partial_x G_{t,0}\|_{L^1(\mathbb{R})} \int_{\mathbb{R}} \|p_0,0\|_{L^1(\mathbb{R})}dy + \|\partial_x G_{t,0}\|_{L^1(\mathbb{R})} \int_{\mathbb{R}} \|p_0,0\|_{L^1(\mathbb{R})}dy
\]
\[
\leq e^{-t} C.
\]

In the last inequality, we use a uniform bound on \(\|\partial_x G_{t,0}\|_{L^1(\mathbb{R})}\) implied by the convergence of \((B(t),C(t))\), as in the proof of Theorem 2.3.

Next, we treat the case \(g_1/V_F \geq 1\) and prove the firing rate \(N(t)\) of (2.1) diverges to infinity as time evolves. The key estimate is also Proposition 3.3.

Proof of Theorem 2.4. Case \(g_1/V_F \geq 1\). WLOG we consider the case \(V_F = 1\) and \(g_1 \geq 1\). By Proposition 3.3 for \(t \geq 1\) we have \(|N(t) - N(B,C)| \leq Ce^{-d't}(1 + N(B(t),C(t)))\), therefore
\[
N(t) \geq (1 - Ce^{-d't})N(B(t),C(t)) - Ce^{-d't}, \quad t \geq 1,
\]
and it suffices to show that \(N(B,C)\) goes to infinity. Since \(N(B(t),C(t)) \geq \frac{1}{V_F} B(t)\) by Lemma 3.3, it suffices to show that \(B(t)\) goes to infinity. Recall the dynamics of \(B(t)\) (3.36),
\[
\frac{dB(t)}{dt} = g_0 + g_1 N(B,C) - B(t) + \epsilon(t)
\]
\[
\geq g_0 + g_1 N(B,C) - B(t) - Ce^{-d't} - Ce^{-d't} N(B,C).
\]
If \(g_1 > 1\), then there exists \(T\) such that for \(t \geq T\), \(Ce^{-d't} < \frac{g_1 - 1}{2}\) and \(Ce^{-d't} < \frac{1}{2}\), then
\[
\frac{dB(t)}{dt} \geq \frac{1}{2} g_0 + \frac{g_1 - 1}{2} N(B,C) \geq \frac{1}{2} g_0 + \frac{g_1 - 1}{2} B(t),
\]
which implies \(B(t)\) goes exponentially to infinity by Gronwall’s inequality.

When \(g_1 = 1\) we shall follow the \(\epsilon-\delta\) definition of the limit. For every \(0 < r < \min(g_1, g_0)\), there exists \(T = T(r)\) such that \(Ce^{-d't} < r\) for \(t \geq T\). Therefore for \(t \geq T\)
\[
\frac{dB(t)}{dt} \geq (g_0 - r) + (1 - r) N(B,C) - B(t)
\]
\[
\geq (g_0 - r) - r B(t).
\]
Then we deduce that there exists \(T_1 = T_1(r)\) such that for all \(t \geq T_1(r)\), \(B(t) \geq \frac{g_0 - r}{2}\).

In summary, for every \(0 < r < \min(g_1, g_0)\) there exists \(T = T_1(r)\) such that \(B(t) \geq \frac{g_0 - r}{2}\) for \(t \geq T_1(r)\). Therefore by the \(\epsilon-\delta\) definition of the limit, we conclude
\[
\lim_{t \to \infty} B(t) = +\infty.
\]
4 The fast conductance limit

We introduce a timescale ratio parameter \( \varepsilon > 0 \) into the model (2.1), which is the ratio of the timescale of conductance with respect to the timescale of voltage. Precisely we consider the following model

\[
\partial_t p^\varepsilon + g \partial_x p^\varepsilon = \frac{1}{\varepsilon} (\partial_y ((-g_n^\varepsilon(t) + g) p^\varepsilon + a^\varepsilon(t) \partial_y p^\varepsilon)), \quad v \in (0, V_F), \ g \in \mathbb{R}, \ t > 0.
\]

(4.1)

whose boundary condition, initial value and definitions of \( a^\varepsilon(t), g_n^\varepsilon(t) \), \( N^\varepsilon(t) \) are the same as in (2.2), (2.3) and (2.4) for the simplified model (2.1). Here we just use the superscript \( \varepsilon \) to stress the dependence on \( \varepsilon \).

In this section, we study the effect of the time ratio parameter \( \varepsilon \) and the fast conductance limit \( \varepsilon \to 0^+ \). We derive a limit model and analyze its behavior. Our motivation is two fold. Physically, the timescale of conductance \( g \) is much smaller than that of the voltage \( v \), which implies that \( \varepsilon \) is very small. This motivates the study of the effect of a small \( \varepsilon \) and the limit \( \varepsilon \to 0^+ \). Moreover, the fast conductance limit links the kinetic model (2.1) to a “macro” model with describes the voltage \( v \) only. This provides an another way of model reduction, in contrast to our analysis in Section 2 and 3, where we reduce the dynamics to \( g \) direction only, motivated by the long time behavior – the convergence to \( v \)-homogeneous problem in Theorem 2.1. Such an alternative way of model reduction may provide new insights, especially on periodic solutions, of the original model (1.1).

Let’s derive the fast conductance limit model formally first. Consider \( \varepsilon \to 0^+ \) in (4.1). We collect the \( O(\frac{1}{\varepsilon}) \) terms and get the following “quasi-steady” equation in \( g \) direction

\[
\partial_t g((g - g_n(t))p - a(t) \partial_d p) = 0, \quad t > 0, v \in (0, V_F), g \in \mathbb{R}.
\]

(4.2)

Solving (4.2) we deduce that for every fixed \( v \), the profile in the \( g \) direction is a Gaussian whose mean is \( g_n(t) \) and variance is \( a(t) \). Therefore for some \( \rho(t,v) \) we writes

\[
\rho(t,v,g) = \rho(t,v)G(g; g_n(t), a(t)).
\]

(4.3)

Here we use the following notation for Gaussian: \( G(g; g_n(t), a(t)) = \frac{1}{\sqrt{2\pi a(t)}} e^{-\frac{(g-g_n(t))^2}{2a(t)}} \). Actually, \( \rho(t,v) \) is the marginal density in \( v \), and therefore a probability density on \([0, V_F]\), which can be checked by integrating (4.3) over \([0, V_F] \times \mathbb{R}\).

Then we plug (4.3) into \( O(1) \) terms of (4.1), and obtain

\[
\partial_t (\rho(t,v)G(g; g_n(t), a(t))) + (gG(g; g_n(t), a(t))) \partial_g \rho = 0.
\]

(4.4)

Integrating (4.4) in \( g \) on \( \mathbb{R} \), using the zeroth and first moment of \( G \)

\[
\int \mathbb{R} G(g; g_n(t), a(t))dg = 1, \quad \int \mathbb{R} gG(g; g_n(t), a(t))dg = g_n(t),
\]

we deduce a transport equation for \( \rho \)

\[
\partial_t \rho + g_n(t) \partial_g \rho = 0, \quad v \in (0, V_F), t > 0.
\]

(4.5)

For the boundary condition, we similarly integrate the boundary condition (2.2) in \( g \) and get

\[
\rho(t,0) = \rho(t, V_F), \quad t > 0.
\]

(4.6)

Finally we derive a formula of \( N(t) \) in terms of \( \rho \), by which we can represent \( g_n(t) \) in (4.5). Plugging (4.3) into the definition of firing rate (2.5), we obtain

\[
N(t) = \int_0^{+\infty} \rho(t,V_F,g)dg
\]

\[
= \rho(t,V_F) \int_0^{+\infty} gG(g; g_n(t), a(t))dg
\]

\[
= \rho(t,V_F) \mathcal{N}(g_n(t), a(t)),
\]

where the function \( \mathcal{N}(b, c) \) is defined as

\[
\mathcal{N}(b, c) := \int_0^{+\infty} gG(g; b, c)dg = \int_0^{+\infty} g \frac{1}{\sqrt{2\pi c}} e^{-\frac{(g-b)^2}{2c}} dg, \quad b \in \mathbb{R}, c > 0.
\]

(4.7)

Since \( g_n(t) \) and \( a(t) \) depend on \( N(t) \) (2.4), we actually have derived a nonlinear equation for \( N(t) \)

\[
N(t) = \rho(t,V_F) \mathcal{N}(g_0 + g_1 N(t), a_0 + a_1 N(t)).
\]

(4.8)
Now we have derived the fast conductance limit model, summarized as

\[
\begin{align*}
\partial_t \rho + g_{in}(t) \partial_x \rho &= 0, \quad v \in (0, V_F), t > 0, \\
\rho(t, 0) &= \rho(t, V_F), \quad t > 0, \\
N(t) &= \rho(t, V_F) \mathcal{N}(g_0 + g_1 N(t), a_0 + a_1 N(t)), \\
0 &\leq N(t) < \infty,
\end{align*}
\]

(4.9)

where \(g_{in}(t) = g_0 + g_1 N(t)\) as in (2.4).

The fast conductance limit model (4.9) is a nonlinear transport equation in \(v\). A key feature is that \(N(t)\) solves a nonlinear equation (4.8), which depends on the boundary value \(\rho(t, V_F)\). When \(0 \leq \rho(t, V_F) < 1/g_1\), (4.8) has a unique solution. But if \(\rho(t, V_F) \geq 1/g_1\), then there is no solution \(N(t) \in [0, +\infty)\) satisfying (4.8), which we interpret as the blow-up of \(N(t)\). Precisely we have the following lemma on the nonlinear equation (4.8).

**Lemma 4.1.** Consider the following equation in \(N^*\) with a parameter \(\bar{\rho} \geq 0\),

\[
N^* = \bar{\rho} \mathcal{N}(g_0 + g_1 N^*, a_0 + a_1 N^*),
\]

(4.10)

where \(\mathcal{N}\) is defined in (4.7). When \(\bar{\rho} \geq 1/g_1\), there is no solution \(N^*\) for (4.10). When \(0 \leq \bar{\rho} < 1/g_1\), there is a unique solution \(N^*\) for (4.10). Moreover, denote the solution in the latter case as \(N^*(\bar{\rho})\), and then we have

\[
\lim_{\bar{\rho} \to (1/g_1)^-} N^*(\bar{\rho}) = +\infty.
\]

In view of Lemma 4.1 we shall add a “physical” restriction on \(\rho(t, V_F)\)

\[
0 \leq \rho(t, V_F) < \frac{1}{g_1},
\]

(4.11)

which is crucial for the well-posedness of (4.9). By Lemma 4.1, under (4.11) we can uniquely solve \(N(t)\) from (4.8), otherwise the firing rate blows up. Before we give the proof of Lemma 4.1, let us present the arrangements of this section.

In Section 4.1, with some essential assumptions on the solution, we give a rigorous derivation of the fast conductance limit model (4.9). Through semi-explicit formulas similar to Lemma 2.1, we can see clearly the effect of \(\varepsilon\) as well as what happens to each Fourier mode when \(\varepsilon\) goes to zero.

Then in Section 4.2 we give a sharp characterization of the long time behavior of the fast conductance limit model (4.9): depending on the \(L^\infty\) norm of the initial value, either the firing rate \(N(t)\) blows up in finite time or the solution globally exists. In the latter case, the solution is periodic in time.

**Proof of Lemma 4.1.** The nonlinear function \(\mathcal{N}(b, c)\) defined in (4.7) has been studied in the context of the ODE (2.25) in Section 3.1. Actually \(\mathcal{N}(b, c) = V_F N(b, c)\), where \(N(b, c)\) is defined in (2.26). Then the equation (4.10) becomes finding a \(N^*\) such that

\[
N^* = \bar{\rho} V_F N(g_0 + g_1 N^*, a_0 + a_1 N^*) \geq 0.
\]

(4.12)

By Lemma 3.3, \(V_F N(b, c) \geq b\) we deduce from (4.12)

\[
N^* \geq g_0 \bar{\rho} + g_1 \bar{\rho} N^*.
\]

Therefore if \(g_1 \bar{\rho} \geq 1\), there is no solution \(N^* \geq 0\). While when \(g_1 \bar{\rho} < 1\),

\[
N^* \geq \frac{1}{1 - g_1 \bar{\rho}} g_0 \bar{\rho},
\]

which goes to \(+\infty\) as \(\bar{\rho}\) goes to \((1/g_1)^-\). Indeed, this argument is in analogy to Corollary 3.1.

It remains to check the existence and uniqueness of \(N^*\) when \(g_1 \bar{\rho} < 1\). We shall again use the result from the ODE system (2.25). Let \(b^* = g_0 + g_1 N^*, c^* = a_0 + a_1 N^*\) then (4.12) is equivalent to find \((b^*, c^*)\) such that

\[
\begin{align*}
0 &= g_1 \rho V_F N(b^*, c^*) - b^* = 0, \\
0 &= a_0 + (a_1 \rho V_F) N(b^*, c^*) - c^* = 0,
\end{align*}
\]

which is equivalent to finding a steady state of the ODE system (2.25), with \(g_1\) replaced by \(g_1 \rho V_F\) and \(a_1\) replaced by \(a_1 \rho V_F\). By Proposition 3.2, we get the existence and uniqueness by checking \((g_1 \rho V_F)/V_F = g_1 \rho < 1\). \(\square\)

If we define \(\mathcal{N}(b, c) := b\) instead of (4.7), i.e., extending the integral in \(g\) from \(\mathbb{R}^+\) to \(\mathbb{R}\), then the equation (4.10) becomes

\[
N^* = g_0 \bar{\rho} + g_1 \bar{\rho} N^*.
\]

Clearly in this case, we need \(0 \leq \bar{\rho} < 1/g_1\) to get a non-negative firing rate. Moreover, \(N^*(\bar{\rho}) = \frac{g_0 \bar{\rho}}{1 - g_1 \bar{\rho}}\) goes to infinity as \(\bar{\rho}\) goes to \((1/g_1)^-\). Lemma 4.1 extends these facts to the nonlinear function (4.7).
4.1 Convergence to the fast conductance limit

In this section we derive the fast conductance limit model (4.9) rigorously, under some essential assumptions on the solution.

First let’s derive the solution formulas for (4.1), like Lemma 2.1 for (2.1). We still consider the Fourier expansion in $v$:

$$p^v(t, v, g) = \frac{1}{V_F} \sum_{k = -\infty}^{\infty} p_k^v(t, g)e^{i k v \frac{2\pi}{V_F}},$$  \hspace{1cm} (4.13)

$$p_k^v(t, g) := \int_0^{V_F} p^v(t, v, g)e^{-i k v \frac{2\pi}{V_F}} dv, \quad k \in \mathbb{Z}.$$  \hspace{1cm} (4.14)

And similarly, plugging the expansion (4.13) in (4.1), we get that each $p_k^v$ satisfies

$$\varepsilon \partial_t p_k^v + i k \frac{2\pi}{V_F} g p_k^v = \partial_y ((-g_m(t) + g)p_k + a^v(t) \partial_y p_k^v), \quad g \in \mathbb{R}, \ t > 0.$$  \hspace{1cm} (4.15)

By the following change of variable

$$\tau = t/\varepsilon, \ u = v/\varepsilon, \ U_F := V_F/\varepsilon,$$  \hspace{1cm} (4.16)

we reduce (4.1) to the case $\varepsilon = 1$ (2.1), in new time variable $\tau$ and voltage variable $u$. Then adapting Lemma 2.1, we get solution formulas for (4.1) in Lemma 4.2 below.

**Lemma 4.2.** The solution $p_k^v(t, g)$ of the equation (4.14), the $k$-th mode of the Fourier expansion in $v$ (4.13) for (4.1), is given by

$$p_k^v(t, g) = e^{i k \frac{2\pi}{V_F} y} (p_{0, k}^v * G_{t, k}^v)(g).$$  \hspace{1cm} (4.17)

Here $p_{0, k}^v$ is a shrinkage of $p_{0, k}^v$, which is the initial data for the Fourier limit model multiplied a shift in frequency:

$$p_{0, k}^v(y) := e^{i k \frac{2\pi}{V_F} y}, \quad p_{0, k}^v(g) := e^{-i k \frac{2\pi}{V_F} y} \int_0^{V_F} p^v(t, v, g)e^{-i k v \frac{2\pi}{V_F}} dv.$$  \hspace{1cm} (4.18)

And $G_{t, k}^v$ is a modified Gaussian with a phase factor and a decay factor, given by

$$G_{t, k}^v(z) = \frac{1}{\sqrt{2\pi C^v(t)}} \exp \left( -\frac{(z - B^v(t))^2}{2C^v(t)} \right) \exp \left( ik \frac{2\pi}{V_F} \Theta^v(t, z) \right) \exp \left( -k^2 \frac{2\pi}{V_F} \frac{D^v(t)}{2} \right).$$  \hspace{1cm} (4.19)

Here the mean $B^v(t)$ and the variance $C^v(t)$ are given by

$$B^v(t) = \int_0^{t} e^{-(t-s)/\varepsilon} g_m(s)ds, \quad C^v(t) = \int_0^{t} e^{-(t-s)/\varepsilon} a^v(s)ds.$$  \hspace{1cm} (4.20)

Moreover $\Theta^v(t, z)$ and $D^v(t)$ are given by

$$\Theta^v(t, z) = -\varepsilon (z - B^v(t)) \int_0^{\varepsilon} e^{(s-t)/\varepsilon} a^v(s)ds - \frac{1}{2} \int_0^{t} g_m(s)ds,$$  \hspace{1cm} (4.21)

and

$$D^v(t) = \frac{1}{\varepsilon} \int_0^{t} a^v(s)ds - \frac{1}{2} \int_0^{t} e^{2(s-t)/\varepsilon} a^v(s)ds \geq 0.$$  \hspace{1cm} (4.22)

With Lemma 4.2, we can derive the fast conductance limit model under two assumptions. First we need an assumption on initial data as follows.

**Assumption 4.1.** (i) For different $\varepsilon > 0$ the initial data $p_{init}^v$ is the same, i.e.,

$$p_{init}^v(v, g) = p_{init}(v, g), \quad v \in [0, V_F], \ g \in \mathbb{R}, \ \varepsilon > 0.$$  \hspace{1cm} (4.23)

(ii) Let

$$p_k^v(t, g) := \int_0^{V_F} p_{init}(v, g)e^{-i k v \frac{2\pi}{V_F}} dv$$

be the $k$-th Fourier coefficient in $v$ of the initial data, then we assume

$$\sum_{k = -\infty}^{\infty} \| (1 + |g|) p_k^v(t, g) \|^2 \|_{L^1(\mathbb{R})} < \infty.$$  \hspace{1cm} (4.24)
Moreover, we impose an assumption on the solution, that is, we assume the firing rate \( N^\varepsilon(t) \) has a limit in \( C[0,T] \) for some \( T > 0 \), as stated in the following.

**Assumption 4.2.** For some \( T > 0 \), and \( N(t) \) in \( C[0,T] \), the firing rate \( N^\varepsilon(t) \geq 0 \) has the following limit

\[
N^\varepsilon(t) \to N(t), \quad \text{in } C[0,T],
\]

as \( \varepsilon \to 0^+ \).

Assumption 4.2 implies that \( N^\varepsilon(t) \) is uniformly bounded and the limit \( N(t) \geq 0 \). And as a consequence, we have well-defined limits for \( g^\varepsilon_m(t) \) and \( a^\varepsilon(t) \)

\[
g^\varepsilon_m(t) = g_0 + g_1 N^\varepsilon(t) \to g_0 + g_1 N(t) = g_m(t),
\]

\[
a^\varepsilon(t) = a_0 + a_1 N^\varepsilon(t) \to a_0 + a_1 N(t) = a(t),
\]

in \( C[0,T] \) as \( \varepsilon \) goes to zero.

Assumption 4.1-(i) can be relaxed to convergence of \( p^\varepsilon_{init} \) in the norm corresponding to Assumption 4.1-(ii). Here we assume the initial data for different \( \varepsilon > 0 \) is the same for simplicity and clarity. Assumption 4.1-(ii) gives the control on the regularity in \( v \) and the first moment in \( g \).

Assumption 4.2 is more essential, since it is imposed on the solution rather than on initial data. Actually we shall show in Theorem 4.1 that for the limit model, the firing rate can blow up in finite time. Therefore Assumption 4.2 does not always hold, since the limit firing rate may not be well-defined.

Now we can state the rigorous result on the fast conductance limit.

**Proposition 4.1.** With assumptions 4.1 and 4.2, as \( \varepsilon \) goes to zero, the solution \( p^\varepsilon(t,v,g) \) of (4.1) converges to a solution of the fast conductance limit model (4.9) in the following sense. For \( T > 0 \) in Assumption 4.2 and every \( 0 < T_0 < T \), as \( \varepsilon \to 0^+ \),

\[
p^\varepsilon(t,v,g) \to \rho(t,v) \frac{1}{\sqrt{2\pi a(t)}} \exp\left(-\frac{(g-g_m(t))^2}{2a(t)}\right), \quad \text{in } L^\infty((T_0,T);L^1((0,V_F) \times \mathbb{R})).
\]

Here \( \rho(t,v) \) is a solution of the fast conductance limit model (4.9) and it satisfies the bound (4.11).

**Proof of Proposition 4.1.** The idea is to pass the limit for each term in Lemma 4.2.

First we consider the limit of \( p^\varepsilon_{init}(t,g) \). Recall (4.17) \( p^\varepsilon_{init}(y) := e^{\varepsilon k/y} p^\varepsilon_{init}(\varepsilon k/y) \). Note that

\[
p^\varepsilon_{init}(y) = e^{-ik2\pi/v} \int_0^{V_F} p^\varepsilon_{init}(v,g) e^{-ik2\pi/v} dv \to \int_0^{V_F} p_{init}(v,g) e^{-ik2\pi/v} dv,
\]

in \( L^1(\mathbb{R}) \) as \( \varepsilon \to 0^+ \). Also note that for a function \( h(x) \) in \( L^1(\mathbb{R}) \), its shrinkage \( e^{\varepsilon k} h(x/\varepsilon) \) goes to \( (\int_0^1 h(y)dy) \delta(x) \), the Dirac measure at \( x = 0 \) multiplied by the integral of \( h \), as \( \varepsilon \to 0^+ \) (e.g. in the sense of distribution). Therefore for \( p^\varepsilon_{init} \), we have

\[
p^\varepsilon_{init} \to c_k \delta(0), \quad t > 0,
\]

as \( \varepsilon \) goes to \( 0^+ \). Here \( c_k \) is defined as

\[
c_k := \int_0^{V_F} \int_0^{V_F} p_{init}(v,g) e^{-ik2\pi/v} dv, \quad k \in \mathbb{Z}.
\]

Precisely, we shall use that for a \( L^1 \) function \( f \), as \( \varepsilon \) goes to \( 0^+ \)

\[
p^\varepsilon_{init} * f \to c_k f, \quad \text{in } L^1(\mathbb{R}),
\]

and that this convergence is uniform for a family of \( f \) with a uniform \( W^{1,1}(\mathbb{R}) \) bound. Recall (4.17) \( p^\varepsilon_{init}(y) := e^{\varepsilon k/y} p^\varepsilon_{init}(\varepsilon k/y) \), the "shrinkage factor" \( e^{\varepsilon k} \) is increasing w.r.t \( t \), therefore this convergence is uniform in \((T_0,T)\) for \( T_0 > 0 \).

Now we examine the limit for \( G^\varepsilon_{init} \). First we note that as \( \varepsilon \) approaches zero, the integral of \( \frac{4}{\varepsilon} e^{-(t-s)/\varepsilon} \) becomes more and more localized at \( s = t \). Then using Assumption 4.2 on the uniform convergence of \( N^\varepsilon \), we deduce

\[
B^\varepsilon(t) = \int_0^t \frac{1}{\varepsilon} e^{-(t-s)/\varepsilon} g_m(s) ds \to g_m(t) = g_0 + g_1 N(t),
\]

as \( \varepsilon \to 0^+ \). Similarly

\[
C^\varepsilon(t) = \int_0^t \frac{2}{\varepsilon} e^{-2(t-s)/\varepsilon} a_m^\varepsilon(s) ds \to a(t) = a_0 + a_1 N(t),
\]
as $\varepsilon \to 0^+$. Next we consider $\exp \left( i \varepsilon k \frac{2\pi}{V_F} \Theta_t(t, z) \right)$. From (4.18) we get

$$\varepsilon \Theta_t(t, z) = -\varepsilon (z - B_t(t)) \int_0^t \frac{e^{i(s-t)/\varepsilon}}{2\varepsilon s} \alpha^+(s) ds - \int_0^t g_{ia}(s) ds.$$  

With Assumption 4.2, the first term goes to zero, and the second term goes to $-\int_0^t g_{ia}(s) ds$. Therefore

$$\lim_{\varepsilon \to 0^+} \exp \left( i \varepsilon k \frac{2\pi}{V_F} \Theta_t(t, z) \right) = \exp \left( -ik \frac{2\pi}{V_F} \int_0^t g_{ia}(s) ds \right).$$

Finally we look at the decay factor $\exp \left( -k^2 \varepsilon^2 \left( \frac{2\pi}{V_F} \right)^2 D^t(t) \right)$. By the expression (4.19),

$$\varepsilon^2 D^t(t) = \varepsilon \int_0^t \alpha^+(s) ds - \varepsilon \left( \int_0^t \frac{e^{i(s-t)/\varepsilon}}{2\varepsilon s} \alpha^+(s) ds \right)^2.$$ 

which goes to zero as $\varepsilon$ goes to $0^+$ thanks to Assumption 4.2. Therefore we have the following limit

$$\lim_{\varepsilon \to 0^+} \exp \left( -k^2 \varepsilon^2 \left( \frac{2\pi}{V_F} \right)^2 D^t(t) \right) = 1.$$  

Combine (4.23),(4.24),(4.25) and (4.27), we get the limit of $G^\varepsilon_{i,k}$

$$G^\varepsilon_{i,k}(g) \to \exp \left( -ik \frac{2\pi}{V_F} \int_0^t g_{ia}(s) ds \right) \frac{1}{\sqrt{2\pi a(t)}} \exp \left( -\frac{(g-g_{ia}(t))^2}{2a(t)} \right), \quad \varepsilon \to 0^+.$$  

For a fixed $k$, thanks to the explicit expression, the convergence of $G^\varepsilon_{i,k}$ is uniformly in $L^1(\mathbb{R})$ for $t$ in $(T_0, T)$. Moreover, by checking the formula for the derivatives, we can similarly deduce the convergence in $W^{1,1}(\mathbb{R})$.

Combining the $W^{1,1}$ convergence of $G^\varepsilon_{i,k}$ (4.28) with (4.22), also noting that $e^{ik \frac{2\pi}{V_F} t} \to 1$ as $\varepsilon \to 0^+$, we deduce from the solution formula (4.16)

$$p^\varepsilon(t, v, g) = e^{ik \frac{2\pi}{V_F} t} (p_{i,k}^0 \ast G^\varepsilon_{i,k})$$

$$= e^{ik \frac{2\pi}{V_F} t} (p_{i,k}^0 \ast G^0_{i,k} + p_{i,k}^0 \ast (G^\varepsilon_{i,k} - G^0_{i,k}))$$

$$\to c_k \exp \left( -ik \frac{2\pi}{V_F} \int_0^t g_{ia}(s) ds \right) \frac{1}{\sqrt{2\pi a(t)}} \exp \left( -\frac{(g-g_{ia}(t))^2}{2a(t)} \right), \quad \varepsilon \to 0^+,$$  

in $L^1(\mathbb{R})$ and uniformly for $t$ in $(T_0, T)$. Apply the limit (4.29) to each Fourier mode, and exchange the sum and limit, which is ensured by Assumption 4.1-(ii) and $\|p_{i,k}^0(t, \cdot)\|_{L^1(\mathbb{R})} \leq \|p_{i,k,init}(\cdot)\|_{L^1(\mathbb{R})}$ from (4.16), and then we get

$$p^\varepsilon(t, v, g) \to p(t, v, g), \quad \varepsilon \to 0^+, \quad \text{in } L^\infty((T_0, T); L^1((0, V_F) \times \mathbb{R})).$$

where

$$p(t, v, g) := \left( \frac{1}{V_F} \sum_{k=-\infty}^{+\infty} c_k \exp \left( ik \frac{2\pi}{V_F} (v - \int_0^t g_{ia}(s) ds) \right) \frac{1}{\sqrt{2\pi a(t)}} \exp \left( -\frac{(g-g_{ia}(t))^2}{2a(t)} \right) \right),$$

where $c_k$ is defined in (4.21) and $g_{ia}(t), a(t)$ are still given by

$$g_{ia}(t) = g_0 + g_1 N(t), \quad a(t) = a_0 + a_1 N(t),$$

as in (4.20). We denote the marginal density in $v$ direction $\rho(t, v)$, as in our previous derivation,

$$\rho(t, v) := \frac{1}{V_F} \sum_{k=-\infty}^{+\infty} c_k \exp \left( ik \frac{2\pi}{V_F} (v - \int_0^t g_{ia}(s) ds) \right),$$

then

$$p(t, v, g) = \rho(t, v) \frac{1}{\sqrt{2\pi a(t)}} \exp \left( -\frac{(g-g_{ia}(t))^2}{2a(t)} \right).$$

Now we check that $\rho(t, v)$ indeed satisfies the fast conductance limit system (4.9). First we note that Assumption 4.1-(ii) ensure that

$$\sum_{k=-\infty}^{+\infty} |c_k| \leq \sum_{k=-\infty}^{+\infty} \|p_{i,k,init}\|_{L^1(\mathbb{R})} < \infty.$$
Therefore $\rho(t, v)$ defined in (4.30) is continuous, satisfies the boundary condition (4.6) and is a (weak) solution of the transport equation (4.5). We also note that $p(t, v) = \int_0^\infty p(t, v, g)dg$ is a probability density on $(0, V_F)$ for any fixed $t$.

It remains to check the limit of the firing rate $N(t)$. Recall (2.5) for $\varepsilon > 0$ the firing rate is defined by

$$ N'(t) = \int_0^{+\infty} g p'(t, v, g)dg. \tag{4.31} $$

We need to take limit in (4.31) and exchange the integral and limit in the right hand side. Thanks to Assumption 4.1-(iii), this can be justified by the control on firing rate similarly to (3.42) in the proof of Proposition 3.3. Then we deduce

$$ N(t) = \rho(t, V_F) \int_0^{+\infty} \frac{1}{\sqrt{2\pi a(t)}} \exp \left( -\frac{(g - g_n(t))^2}{2a(t)} \right) dg, $$

which is (4.8). Since we know by the Assumption 4.2 that $N(t) \in C[0,T]$, by Lemma 4.1 we deduce that $\rho$ satisfies the bound (4.11), i.e., $0 \leq \rho(t, V_F) < 1/g_1$.

\[ \square \]

4.2 Periodic solutions versus blow up

Now we analyze the fast conductance limit model (4.9). First we supply (4.9) with an initial data

$$ \rho(0, v) = \rho_{init}(v), \quad v \in [0, V_F]. $$

The initial data $\rho_{init}$ is also a probability density on $[0, V_F]$. We assume that the initial value $\rho_{init}$ is continuous and compatible with the boundary condition $\rho_{init}(0) = \rho_{init}(V_F)$. For the initial firing rate to be well-defined, in view of Lemma 4.1 we need $\rho_{init}(V_F) < 1/g_1$.

Depending on the $L^\infty$ norm of the initial value $\rho_{init}(v)$, the solution of the fast conductance limit model (4.9) either blows up in finite time or globally exists. In the latter case, the solution is periodic in time. These characterizations are given in the following theorem.

**Theorem 4.1.** Suppose the initial data $\rho_{init}$ is a continuous probability density on $[0, V_F]$. Moreover, it is compatible with the boundary condition: $\rho_{init}(0) = \rho_{init}(V_F)$ and satisfies $\rho_{init}(V_F) < 1/g_1$. Then we have the following results on the fast conductance limit system (4.9).

1. If $\max_{v \in [0,V_F]} \rho_{init}(v) < 1/g_1$, then the solution $\rho$ globally exists and is periodic in time.
2. Otherwise if $\max_{v \in [0,V_F]} \rho_{init}(v) \geq 1/g_1$. Then the firing rate $N(t)$ blows up in finite time. Precisely, there exists $T^* > 0$ such that the solution exists on $(0, T^*)$ but

$$ \lim_{t \to (T^*)^-} N(t) = +\infty. $$

Moreover, we have the following upper bound for the blow-up time

$$ 0 < T^* \leq V_F/g_0. $$

**Proof.** Suppose the solution exists, by a change of variable in time $\tau = \int_0^t g_n(s)ds$, i.e., $d\tau = g_n(t)dt$, we reduce (4.9) to a simple linear equation for $n(\tau, v) := \rho(\tau, v)$

$$ \partial_\tau n + \partial_v n = 0, \quad \tau > 0, v \in (0, V_F), $$

$$ n(\tau, 0) = n(\tau, V_F), \quad \tau > 0, \tag{4.32} $$

whose solution is

$$ n(\tau, v) = \rho_{init}(v - \tau), \tag{4.33} $$

where $v - \tau$ should be understood in mod $V_F$ sense (or considering the periodic extension of $\rho_{init}$).

In view of Lemma 4.1, as long as $n(\tau, V_F) < 1/g_1$, we can construct the firing rate $N(\tau)$ from the solution (4.33) of the linear transport equation (4.32). Then we can construct the solution $\rho$, by changing back from time variable $\tau$ to $t$.

In Case 1, we always have $n(\tau, V_F) \leq \max_{v \in [0,V_F]} \rho_{init}(v) < 1/g_1$. Therefore we can construct the firing rate $N(\tau)$ for all $\tau > 0$. Moreover, in time variable $\tau$ the solution $n(\tau, v)$ is periodic with the period $V_F$, which implies that $t = \int_0^\tau \frac{1}{g_n(\tau')} d\tau'$ goes to infinity as $\tau$ goes to infinity. Therefore changing back to the time variable $t$, we get a global solution $p(t, v)$ with the period $T := \int_0^{V_F} \frac{1}{g_n(\tau)} d\tau > 0$. Here we use $N(\tau), g_n(\tau)$ for $N$ and $g_n$ in the time variable $\tau$.

In Case 2, since $\rho_{init}(V_F) < 1/g_1$, we can find a unique $v^* \in (0, V_F)$ such that

$$ \rho_{init}(v^*) = 1/g_1, \quad \rho_{init}(v) < 1/g_1, \quad \forall v \in (v^*, V_F). $$
4 THE FAST CONDUCTANCE LIMIT

Then we can solve (4.32) for $\tau < \tau^* := V_F - v^*$ but at time $\tau^*$ the firing rate can not be defined. Transforming back to time $t$, we get a solution of (4.5) on the time interval $(0, T^*)$, where

$$T^* := \int_0^{V_F - v^*} \frac{1}{g_1(\tau)} \, d\tau \leq \frac{V_F - v^*}{g_0} < \frac{V_F}{g_0} < \infty.$$  

Since by continuity, $\lim_{t \to (T^*)^-} \rho(t, V_F) = 1/g_1$, from Lemma 4.1 we deduce that $\lim_{t \to (T^*)^-} N(t) = +\infty$.

Theorem 4.1 gives the long time behavior for different initial data under a fixed parameter $g_1$. We can also reformulate it by fixing the initial data and let $g_1$, which reflects the strength of the nonlinearity, vary.

**Corollary 4.1.** For a fixed initial data $\rho_{\text{init}}(v)$ which is a continuous probability density on $[0, V_F]$ and is compatible with the boundary condition (4.6) $\rho_{\text{init}}(0) = \rho_{\text{init}}(V_F)$. Then there exists a threshold

$$g_1^* := 1/\left(\max_{v \in [0, V_F]} \rho_{\text{init}}(v)\right).$$  

For $g_1 \geq g_1^*$, the solution of (4.9) blows up in finite time. While for $0 < g_1 < g_1^*$, the solution globally exists and is periodic.

Here if $\rho_{\text{init}}(V_F) \geq 1/g_1$, we say that the solution blows up at time $t = 0$. Corollary 4.1 is a direct consequence of Theorem 4.1.

We can also show that if $g_1$, the strength of the nonlinearity, is too large, then every solution, with a probability density initial data, blows up in finite time.

**Corollary 4.2.** If $g_1 \geq V_F$, then any solution of (4.9), with an initial data satisfying conditions in Corollary 4.1, blows up in finite time.

**Proof of Corollary 4.2.** Since $\rho_{\text{init}}$ is a probability density and continuous on $[0, V_F]$,

$$\max_{v \in [0, V_F]} \rho_{\text{init}}(v) \geq \int_0^{V_F} \rho_{\text{init}}(v) \, dv \geq \frac{1}{V_F} \geq \frac{1}{g_1}.$$  

Then the result follows from Theorem 4.1.

Corollary 4.2 is sharp in the following sense: if $g_1 < V_F$, then $\rho_\infty(v) \equiv 1/V_F$, the density of uniform distribution on $[0, V_F]$, is a steady state with a finite firing rate, therefore a global solution. Moreover, this threshold is consistent with Proposition 2.2, which can be extended to $\varepsilon > 0$ similarly using the change of variable (4.15). Indeed, one can show for the voltage-conductance simplified model (4.1) that the firing rate $N(t)$ goes to infinity as $t$ goes to infinity for any solution when $g_1 \geq V_F$.

In view of the limit process $\varepsilon \to 0^+$, we speculate that the finite time blow up of the limit model corresponds to that $N^\varepsilon(t)$ goes to infinity as $\varepsilon$ goes to $0^+$. A numerical simulation by adapting the scheme in [6] is given in Figure 1. We plot the firing rate $N^\varepsilon$ for various $\varepsilon$. As $\varepsilon$ goes to zero, the firing rate of the voltage-conductance simplified model (4.1) becomes larger and larger. And for the limit model (4.9), formally $\varepsilon = 0$, the firing rate blows up in finite time. This may reflect an intuition given in [27], which says that blow-up happens at a longer timescale than the timescale of the kinetic model.
Figure 1: Firing rate $N(t)$ in a log scale with respect to time for the voltage-conductance simplified model (4.1) with different $\epsilon$ versus the fast conductance limit model (4.9) for $\epsilon = 0$. Parameters: $g_0 = 10, g_1 = 1, a_0 = 2, a_1 = 0.1$. In this case, the limit solution blows up.

On the contrary, if we assume $N^\epsilon(t)$ uniformly converges to some $N(t)$ on $[0, T]$, then the limit solution exists on $[0, T]$ as shown in Proposition 4.1. From Theorem 2.1 we know that when $\epsilon > 0$ the solution of the kinetic voltage-conductance simplified model (2.1) converges to the homogeneous $v$ problem (2.22). However, Theorem 4.1 implies that this convergence does not hold in the fast conductance limit model (4.9) since all solutions are periodic. This apparent contradiction can be reconciled by (4.19) and (4.26) in Section 4.1, from which we can observe that the “decay factor” for non-constant modes is like $\exp(-\epsilon k^2 t)$, which vanishes as $\epsilon$ goes to zero. To illustrate this, we perform numerical simulations by adapting schemes developed in [6]. In Figure 2, we plot the firing rate $N(t)$ for different $\epsilon$, including the limit case $\epsilon = 0$. For the fast conductance limit model the firing rate is periodic, which is consistent with Theorem 4.1. While when $\epsilon > 0$, the solution shows damped oscillations, which last longer and longer as $\epsilon$ goes to zero.

We remark that results in this section can be directly extended to more general velocity fields $gf(v)$, using the change of variable in Section 2.5.
Figure 2: Firing rate $N(t)$ with respect to time for different $\varepsilon > 0$ of the voltage-conductance simplified model (4.1) versus the fast conductance limit model (4.9) for $\varepsilon = 0$. Parameters: $g_0 = 10, g_1 = 0.5, a_0 = 2, a_1 = 0.1$. In this case, the limit solution is periodic.
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Appendix A Derivation of the solution formula in Lemma 2.1

In this appendix we give detailed calculations for Lemma 2.1. Lemma 2.1 can be seen as an extension of the solution formula for the Fokker Planck equation associated with the OU process [29].

Recall (2.7),

$$\partial_t p_k + i k \frac{2\pi}{V_F} g p_k = \partial_g ((-g_a(t) + g)p_k + a(t)\partial_g p_k), \quad g \in \mathbb{R}, \ t > 0.$$  

To be concise, in the following we drop the subscript $k$ and introduce $\mu := k \frac{2\pi}{V_F}$. Then (2.7) becomes

$$\partial_t \hat{p} + i \mu \hat{g} \hat{p} = \partial_g ((-g_a(t) + g)\hat{p} + a(t)\partial_g \hat{p}), \quad g \in \mathbb{R}, \ t > 0, \quad (A.1)$$

We consider the Fourier transform in $g$

$$\hat{p}(t, \xi) := \mathcal{F}_g(p(t, g)) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-i\xi g} p(t, g) dg.$$  

Then we have

$$\hat{g} \hat{p} = i \xi \hat{p}, \quad \partial_g \hat{p} = i \xi \hat{p}, \quad \frac{1}{\sqrt{2\pi}} \hat{f}_1 \ast \hat{f}_2 = \hat{f}_1 \hat{f}_2.$$  

In terms of the Fourier transform $\hat{p}$, (A.1) becomes,

$$\partial_t \hat{p} - \mu \partial_{\xi} \hat{p} = -ig_a(t)\xi \hat{p} - \xi \partial_{\xi} \hat{p} - a(t)\xi^2 \hat{p},$$
which simplifies to
\[ \partial_t \hat{p} + (\xi - \mu) \partial_x \hat{p} = -(a(t)\xi^2 + ig\alpha(t)\xi) \hat{p}. \]  
This is a first order equation in \( \xi \) whose characteristic is given by
\[ \frac{d\xi(t)}{dt} = \xi(t) - \mu, \]  
whose solution is
\[ \xi(s) - \mu = e^{-s}(\xi(t) - \mu). \]  
Solving the equation (A.2) along characteristic (A.3), we get
\[ \hat{p}(t, \xi(t)) = \hat{p}(0, \xi(0)) \exp \left( - \int_0^t [a(s)\xi(s)^2 + ig\alpha(s)\xi(s)]ds \right). \]  
In view of (A.4), by identities \( x = x - \mu + \mu, x^2 = (x - \mu)^2 + 2\mu(x - \mu) + \mu^2 \), where \( x = \xi(s) \) in the following calculation, we get
\[ \int_0^t [a(s)\xi(s)^2 + ig\alpha(s)\xi(s)]ds = (\xi(t) - \mu)^2 \left[ \int_0^t e^{2(s-t)}a(s)ds \right] \]
\[ + (\xi(t) - \mu)[2\mu \int_0^t e^{(s-t)}a(s)ds + i \int_0^t e^{s-t}g\alpha(s)ds] \]
\[ + \mu^2 \int_0^t a(s)ds + i\mu \int_0^t g\alpha(s)ds. \]  
Therefore (A.5) becomes
\[ \hat{p}(t, \xi) = \hat{p}(0, e^{-t}(\xi - \mu) + \mu)e^{-H_t(\xi - \mu)}, \]  
where \( H_t(x) \) is the following quadratic function
\[ H_t(x) := x^2 - \int_0^t e^{2(s-t)}a(s)ds + \int_0^t e^{(s-t)}a(s)ds + i \int_0^t e^{s-t}g\alpha(s)ds \]
\[ + \mu^2 \int_0^t a(s)ds + i\mu \int_0^t g\alpha(s)ds. \]  
By the inverse Fourier transform \( F^{-1} \), we have
\[ p(t, g) = F^{-1}_\xi \left[ \hat{p}(0, e^{-t}(\xi - \mu) + \mu)e^{-H_t(\xi - \mu)} \right] \]
\[ = e^{i\mu g} F^{-1}_\xi \left[ \hat{p}(0, e^{-t}\xi + \mu)e^{-H_t(\xi)} \right] \]
\[ = e^{i\mu g} F^{-1}_\xi \left[ \hat{p}(0, e^{-t}\xi + \mu) \right] \ast \left( \frac{1}{\sqrt{2\pi}} F^{-1}_\xi e^{-H_t(\xi)} \right). \]  
For the first inverse transform, we calculate
\[ F^{-1}_\xi \left[ \hat{p}(0, e^{-t}\xi + \mu) \right] = F^{-1}_\xi \left[ \hat{p}(0, e^{-t}\xi) \right] e^{-i\mu e^t g} \]
\[ = e^{\mu g} (0, e^t g) e^{-i\mu e^t g}. \]  
For the second, we rewrite \( e^{-H_t(\xi)} \) in (A.6) as
\[ e^{-H_t(\xi)} = A(t)e^{-\frac{1}{2}C(t)\xi^2}e^{-\mu(2\alpha(t) + B(t))\xi}, \]  
where
\[ A(t) := e^{-\int_0^t a(s)ds - i\mu \int_0^t g\alpha(s)ds}, \quad C(t) := 2 \int_0^t e^{2(s-t)}a(s)ds, \]
\[ \alpha(t) := \mu \int_0^t e^{(s-t)}a(s)ds, \quad B(t) := \int_0^t e^{s-t}g\alpha(s)ds. \]  
Then the inverse Fourier transform of \( e^{-H_t(\xi)} \) reads
\[ F^{-1}_\xi \left[ e^{-H_t(\xi)} \right] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{i\xi} e^{-H_t(\xi)} d\xi \]
\[ = A(t) \left[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \exp \left( -\frac{1}{2} C\xi^2 - (2\alpha(t) + iB - ig)\xi \right) d\xi \right] \]
\[ = A(t) \left[ \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} \exp \left( -\frac{1}{2} \left[ C(\xi + \frac{2\alpha(t) + iB - ig}{C}) + (\frac{2\alpha(t) + iB - ig}{2C}) \right] \right) d\xi \right] \]
\[ = A(t) \frac{1}{\sqrt{C}} \exp \left( \frac{2\alpha(t)^2}{C} + i \frac{2\alpha(t)(B - g)}{C} - \frac{(B - g)^2}{2C} \right). \]
Together with (A.7) and (A.8), we get

\[ p(t, g) = e^{i\mu g} F^{-1}_\xi [\hat{p}(t, -e^{-i\mu t} + \mu)] * \left( \frac{1}{\sqrt{2\pi}} F^{-1}_\xi [e^{-H(t)}] \right) \]

\[ = e^{i\mu g} [e^{i\mu} p(t, e^{i\mu t})] * \left( \frac{1}{\sqrt{2\pi}} F^{-1}_\xi [e^{-H(t)}] \right). \]

Now we return to the notation \( p_k \) and substitute \( \mu = \left( \frac{2\pi}{F} \right) \), we get the formulas in Lemma 2.1

\[ p_k(t, g) = e^{ik \left( \frac{2\pi}{F} \right) y} (p_{n, k} \ast G_{t, k})(g). \]

Here \( p_{n, k} \) is a shrinkage of \( p_{0, k} \), which is the initial data for the \( k \)-th Fourier mode multiplied a shift in frequency,

\[ p_{n, k}(y) := e^{-i \left( \frac{2\pi}{F} \right) y} \int_0^F p_{\text{init}}(v, g) e^{-ikv \left( \frac{2\pi}{F} \right)} dv. \]

And \( G_{t, k} = \frac{1}{\sqrt{2\pi}} F^{-1}_\xi [e^{-H(t)}] \) is a modified Gaussian with a phase factor and a decay factor,

\[ G_{t, k}(z) = \frac{1}{\sqrt{2\pi C(t)}} \exp \left( -\frac{(z-B(t))^2}{2C(t)} \right) \exp \left( ik \left( \frac{2\pi}{F} \right) \Theta(t, z) \right) \exp \left( -k^2 \left( \frac{2\pi}{F} \right)^2 D(t) \right). \]

Here the mean \( B(t) \) and the variance \( C(t) \) are given by

\[ B(t) = \int_0^t e^{-(t-s)g_{1n}(s)} ds = \int_0^t e^{-(t-s)(g_0 + g_1 N(s))} ds. \]
\[ C(t) = 2 \int_0^t e^{-2(t-s)a(s)} ds = 2 \int_0^t e^{-2(t-s)(a_0 + a_1 N(s))} ds. \]

Moreover \( \Theta(t, z) \) and \( D(t) \) are given by

\[ \Theta(t, z) = -(z-B(t)) \int_0^t e^{z-s} a(s) ds - \int_0^t g_{1n}(s) ds, \]

and

\[ D(t) = \int_0^t a(s) ds - \left( \int_0^t e^{z-s} a(s) ds \right)^2 \int_0^t e^{2(z-s)} a(s) ds. \]

Appendix B  On the asymptotically autonomous system

For reader’s convenience here we recall the definition of the asymptotically autonomous system and a long time behavior result, taken from the introduction of [31].

We called an ODE

\[ \dot{x} = f(t, x), \quad x(t) \in \mathbb{R}^n, \]  (B.1)

asymptotically autonomous if there exists a limit equation

\[ \dot{y} = g(y), \quad y(t) \in \mathbb{R}^n, \]  (B.2)

such that

\[ f(t, x) \to g(x), \quad t \to \infty, \]  locally uniformly for \( x \in \mathbb{R}^n. \)  (B.3)

In the following we assume \( f(t, x) \) and \( g(x) \) are continuous function and locally Lipschitz in \( x. \)

We define the following \( \omega \)-limit set \( \omega(t_0, x_0) \) for a forward bounded solution \( x \) of (B.1) starting at \( x_0 \) when \( t = t_0. \)

\[ \omega(t_0, x_0) = \cap_{s \geq t_0} \{ x(t), t \geq s \}. \]

We shall use the following result on the asymptotically autonomous system, which is a direct combination of Theorem 1, 2 and 7 of Markus’s [25] (which are quoted as Theorem 1.1, 1.2 and 1.3 in [31])

**Theorem B.1.** Suppose the dimension \( n = 2 \) and the system (B.2) has exactly one equilibrium \( y_0 \) which is locally asymptotically stable and there is no periodic orbits. Suppose \( x \) is forward bounded solution of (B.1) then

\[ x(t) \to y_0, \quad as \quad t \to \infty. \]
Proof. By [31, Theorem 1.3] in 2D the $\omega$ limit set either contains equilibria or is the union of the periodic orbits of (B.2). In our case by the assumption on (B.2) we have

$$\omega(t_0, x_0) = \{y_0\}.$$ 

Since $y_0$ is a locally asymptotically stable steady state of (B.2), by [31, Theorem 1.2] we conclude that $x(t) \to y_0$, as $t \to \infty$. \hfill \qed

To apply Theorem B.1, besides the study of the limit system (B.2), we shall take care to prove the locally uniformly convergence (B.3) and to prove that the solution is bounded.
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