Chatter prediction for uncertain parameters
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Abstract The occurrence of chatter in milling processes was investigated in this study. The prediction of the stability lobes of metal cutting processes requires a model of the cutting force and a model of the dynamic machine tool behavior. Parameter uncertainties in the models may lead to significant differences between the predicted and measured stability behavior. One approach towards robust stability consists of running a large number of simulations with a random sample of uncertain parameters and determining the confidence levels for the chatter vibrations, which is a time-consuming task. In this paper, an efficient implementation of the multi frequency solution and the construction of an approximate solution is presented. The approximate solution requires the explicit calculation of the multi frequency solution only at a few parameter points, and the approximation error can be kept small. This study found that the calculation of the robust stability lobe diagram, which is based on the approximate solution, is significantly more efficient than an explicit calculation at all random parameter points. The numerically determined robust stability diagrams were in good agreement with the experimentally determined stability lobes.

Keywords Milling · Chatter · Uncertainties · Vibration · Stability

1 Introduction

Chatter vibration is one of the strongest limitations in maximizing the material removal rate of the metal cutting processes in industrial applications. Large amplitude chatter vibrations are undesired because they lead to bad surface finish, increased tool wear, and noise [1]. Particularly in milling processes, the stability lobe diagram (SLD) is a very powerful tool for the optimal selection of process parameters and cutting conditions. For example, the stability lobes specify the boundary between the chatter-free (stable) cutting and (unstable) chattering motion in the parameter space spanned by the spindle speed and depth of cut [1]. The SLD computation requires the modeling and parameterization of the process force and the dynamic machine tool behavior [2]. Moreover, the model parameters can be determined by measurements. However, any measurement procedure is subject to uncertainties [3, 4]. Additionally, the dynamic behavior of the real machine tool during the process is influenced by the current operating state and environmental conditions. Consequently, a repeated measurement to determine the SLD can provide different results and a repetition of the same machining operation may result in different stability behavior. Thus, for a robust process design, it is important to consider the parameter uncertainties during the calculation of the SLD.

Methods of robust stability prediction with respect to parameter uncertainties have already been reported by several authors. Kong et al. [3], Kong and Yu [4], Sims et al. [5] and Hamann et al. [6] have used fuzzy set theory to determine the confidence ranges of the computed stability diagrams. Sims et al. [5] reported that explicit fuzzy interval-based arithmetic is impractical in the analysis of machine tool vibrations. Instead, numerical methods with a specific sample of uncertain parameters have been used.
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[5, 6]. Park and Qin [7] have used the edge theorem combined with the zero exclusion method in robust stability analysis. This guarantees that stability transition does not exist in a polytope within a parameter space spanned by the boundary values of uncertain parameters. Totis [8] used a probabilistic approach to describe parameter uncertainties. Hajdu et al. [9] investigated the robust stability behavior of turning processes by considering the uncertainties directly in the frequency response function (FRF) of the machine tool structure, instead of considering the model parameter uncertainties. These studies revealed that a very significant numerical effort is required in robust stability analysis, and that the calculation time increases as the number of the uncertain parameters increases. A simplified model has been frequently used in the prediction of the SLD. Moreover, it is necessary to use very efficient numerical methods for the stability analysis (e.g., as in Refs. [5, 8]) and to select only a few representative sample points from the set of uncertain parameters [5, 7].

There are different methods of calculating the SLD, and they can be categorized into time domain and frequency domain methods [10]. Efficient time domain methods include the spectral element method [11] and the Chebychev collocation method [12]. On the other hand, the zeroth order approximation (ZOA) in the frequency domain is very fast [13]. However, in this approach, only the average time periodic coefficient matrix is considered, and this may result in significant deviations in the SLD calculated from the exact SLD [14]. An improvement is possible by considering multiple frequency components [15]. This so-called multi frequency solution (MFS) leads to results that are as accurate as those obtained by comparable time domain methods [14]. The main advantage of the frequency domain methods is that a large number of structural eigenmodes can be considered without a significant increase in the calculation time, because the FRFs are used as a model of structural dynamics. Consequently, for industrial applications that are often characterized by multiple dominant eigenmodes, the MFS is the most efficient and accurate approach towards computing the SLD.

In this study, we used an efficient implementation of the MFS to determine the confidence levels in the SLD. The effect of the uncertain parameters was investigated using the approach proposed for the ZOA [16]. In particular, in this approach, the dynamic behavior must be determined only for a small number of sample points in parameter space, and an approximate solution is used to characterize the dynamic behavior in the remaining parameter space. The approximate solution is then used for the efficient calculation of the robust stability behavior.

This paper is organized as follows. The basic concept of the chatter prediction for uncertain parameters is introduced in Sect. 2. The numerical method for the SLD calculation of a single point in parameter space is presented in Sect. 3. The details of the approximate solution and its benefit in comparison to the exact solution are presented in Sect. 4. The application of the proposed method to the cutting tests is described in Sect. 5 and the conclusions are presented in Sect. 6.

2 Basic concept of robust stability analysis

The proposed approach is based on the analysis of the dynamic behavior of the cutting process by an efficient implementation of the MFS, which is presented in detail in Sect. 3. The exact solution through the multi frequency approach is only calculated for an appropriate set of data points in the given parameter space, and the results are used to generate an approximate solution of the MFS. An optimal choice of data points and details regarding the interpolation scheme are described in Sect. 4.

Specifically, to predict the stability of metal cutting processes, the interactions within the closed loop of the coupled subsystems machine tool and process are relevant (see Fig. 1). The shape of the stability lobes, i.e., the limiting axial depth of cut $a_x$ versus the spindle speed, depends on the parameters of the dynamic model of the machine tool and on the process parameters. The typical parameters of the machine tool model are the mass, damping, and stiffness values of the dominant modes, while the process parameters include the cutting force coefficients, entry and exit angles of the cutting teeth, and geometric properties of the cutting tool. The first step is to select the relevant uncertain parameters and to quantitatively characterize their distribution. It is useful to consider only the most important uncertainties because each additional uncertain parameter increases the dimension of the parameter space by one, and the computing time for the robust stability analysis increases with the parameter space dimension.

Various analysis methods have been developed for the SLD computation at a single data point in the parameter space. The analysis in the frequency domain can be carried out by considering the transfer function $G_0$ of the open loop, which was reported in Refs. [2, 13]

$$G_0(\omega) = \frac{a_0(e^{-i\tau} - 1)}{AG(\omega)},$$

(1)

where $\omega$ is the angular frequency; $\tau$ is the time delay equivalent to the tooth passing period; matrix $A$ contains the directional factors, and $G$ is the transfer function of the machine tool model describing the dynamic displacements at the tool center point (TCP) in response to a force at the TCP. The term $(e^{-i\tau} - 1)$ represents the so-called regenerative effect, which appears because the dynamic chip thickness is equal to the difference between the dynamic
displacements at the previous cut at time \( t - \tau \), and the displacements at the present cut at time \( t \). The transfer function of the process is given by the product \( a_p(e^{-i\omega t} - 1)A \), where the cutting force coefficients and the transformations between the machine tool coordinates and process coordinates are summarized in matrix \( A \). For the stability analysis of the process the Nyquist criterion can be applied to the open loop transfer function \( G_0 \). For this purpose, the system coordinates must be decoupled by the eigenvalue decomposition of matrix \( G_0 \), and the stability lobes can be obtained from the individual eigenvalues of matrix \( G_0 \).

The calculation and eigenvalue decomposition of the open loop transfer function \( G_0 \) is responsible for the main part of the numerical effort. To save computing time, the basic idea is to calculate \( G_0 \) and its eigenvalues only at selected data points and use them for an approximate solution (see Fig. 2). The open loop transfer function \( G_0 \) is calculated at selected points of the parameter set and stored (left). A random set of points in parameter space is chosen and the stored data are used to approximate the stability lobes for each parameter point (top right). The confidence levels can be calculated from the probability of stable and unstable cuts at each spindle speed and depth of cut (bottom right). In a direct approach without approximation, the number of data points for a representative sample of the parameter space increases exponentially with its dimension [8]. In Sect. 4, we discuss how an accurate approximate solution can be constructed with significantly less sampling points by considering that the effect of many parameters on the dynamic behavior of the process is independent of each parameter. In other words, the change of the dynamic behavior for a variation of multiple parameters can be derived from the behavior wherein each parameter is varied separately. The approximate solution can then be used to determine the SLD in a very efficient way for a much larger number of parameter points without losing much accuracy. Therefore, the method is suitable to the calculation of a robust SLD with the confidence levels of the stability behavior.

3 Stability analysis

3.1 Computation of open loop transfer function

For the stability analysis of the metal cutting process at a single data point, the dynamic cutting force and dynamic displacements at the TCP are relevant. The dynamic components are considered to be small perturbations of the static or quasi-static displacements and forces; therefore, a linearized model was used in the stability analysis [17]. The dynamic cutting force in the machine tool coordinates can be given by the following equation:

\[
F(t) = a_pB(t)(x(t - \tau) - x(t)),
\]

where \( x(t - \tau) \) and \( x(t) \) specify the dynamic displacements of the tool at the previous and present cut, respectively. The
matrix $B(t)$ contains the cutting force coefficients and the directional factors related to the transformation between the machine tool and process coordinates (for details see Refs. [17, 19]). For the milling processes, these coefficients, and therefore the matrix $B(t)$, are time periodic with a tooth passing period $s$. Note that the force $F$ in Eq. (2) contains forces from all cutting teeth. Equation (2) is a time domain representation of the lower part of Fig. 1 including the transformations from the machine tool to the process coordinates and vice versa. Since the matrix $B(t)$ is generally time periodic, i.e., $B(t) = B(t + \tau)$, a transformation to the frequency domain is not straightforward. In fact, a multi frequency approach is necessary.

From the Floquet theory we know that the dynamic cutting force can be decomposed into a periodic part and a remaining exponential part, and expressed as follows [14, 18]

$$F(t) = (\cdots e^{-i\Omega t} 1 e^{i\Omega t} \cdots) \hat{F} e^{i\lambda t},$$

with $\hat{F} = \text{cols}(\cdots \hat{F}_0 \hat{F}_1 \cdots)$,  

$$\hat{F} = A p (e^{-i\omega t} - 1) A \hat{x},$$

where $\Omega = 2\pi/s$ is the tooth passing frequency, $\hat{F}_k$ the Fourier coefficients of the periodic part of the cutting force, and $\lambda$ the Floquet exponent specifying the exponential behavior of the perturbations. Similar statements hold for the dynamic displacements $x(t)$. We assume a vanishing real part of the Floquet exponent, i.e., $\lambda = i\omega_c$, which holds, among others, for the processes operating directly at the stability boundaries. The Fourier transformation of Eq. (2) contains a convolution, where only a discrete set of the frequency peaks appear. The discrete convolution can be constructed as a matrix multiplication and the frequency domain representation of Eq. (2) can be given by the following equation:

$$\hat{F} = A (e^{-i\omega t} - 1) A \hat{x},$$

where $A = \begin{pmatrix} \hat{B}_0 & \hat{B}_1 & \hat{B}_2 \\ \hat{B}_{-1} & \hat{B}_0 & \hat{B}_1 \\ \hat{B}_{-2} & \hat{B}_{-1} & \hat{B}_0 \end{pmatrix}$.

The vector $\hat{x}$ is defined similar to $\hat{F}$, i.e., it contains the Fourier coefficients of the periodic part of the dynamic displacements $x(t)$. $\hat{B}_k$ represents the Fourier coefficients of...
According to Eq. (3), Eq. (4) characterizes the components of the process force at the frequencies \( \omega = \omega_c + k\Omega \) with \( k = -\infty, \ldots, -1, 0, 1, \ldots, + \infty \). Consequently, we define the multi frequency transfer function \( G(\omega) \) for the frequency domain representation of the machine tool’s dynamic behavior [19].

\[
x = G(\omega) \mathbf{\hat{P}}, \quad \text{with } G(\omega) = \begin{pmatrix} \ddots & \ddots & \ddots \\
\hat{G}(\omega - \Omega) & \hat{G}(\omega) & \hat{G}(\omega + \Omega) \\
\hat{G}(\omega + \Omega) & \ddots & \hat{G}(\omega - \Omega) \\
\hat{G}(\omega - \Omega) & \hat{G}(\omega) & \hat{G}(\omega + \Omega) \\
\hat{G}(\omega + \Omega) & \hat{G}(\omega) & \ddots & \hat{G}(\omega - \Omega) \\
\ddots & \ddots & \ddots & \ddots \\
\end{pmatrix},
\]  

(5)

where \( \hat{G}(\omega) \) denotes the classical FRF at the TCP of a single frequency component. By incorporating Eq. (5) into Eq. (4), we obtain the following frequency domain representation for the following closed loop of the process machine interactions

\[
\mathbf{\hat{P}} = a_p (e^{-i\omega_c t} - 1) A G(\omega) \mathbf{\hat{F}},
\]  

(6)

with the open loop transfer function defined in Eq. (1).

### 3.2 Stability lobes and modal assurance criterion

At the stability boundary, the closed loop expressed by Eq. (6) is fulfilled, which means that at least one eigenvalue of the open loop transfer function \( G_0(\omega) \) is equal to 1. For a numerical implementation, the infinite dimensional matrices in Eq. (6) must be truncated. It is recommended that the dimension is chosen such that the entries in the multi frequency transfer function \( \hat{G}(\omega) \) cover all of the dominant eigenmodes of the structure. The numerical implementation details of the MFS have been provided in Refs. [18, 19]. Here, we define the eigenvalues \( A(\omega) = A_\Omega(\omega) + i A_I(\omega) \) of the truncated matrix function \( \hat{G}(\omega) \). First, the critical frequencies \( \omega_{\text{crit}} \) with \( A_I(\omega_{\text{crit}}) = 0 \) were determined. These were frequencies with a vanishing imaginary part of at least one of the eigenvalues. Because the metal cutting dynamics are characterized by a time delay system with a transcendental characteristic equation, there are infinitely many points in parameter space, where the real part of one Floquet exponent of the delay system vanishes, or equivalently, where \( A_I(\omega_{\text{crit}}) = 0 \) [18]. At the critical frequencies, Eq. (6) is simplified as follows:

\[
1 = a_p A_R(\omega_{\text{crit}}),
\]  

(7)

which means that the stability boundary, i.e., the lowest critical depth of the cut where Eq. (6) holds, is determined by the eigenvalue with the largest real part, namely, \( A_R(\omega_{\text{crit}}) \) [17]. This corresponds to the critical frequencies close to the eigenfrequency of one of the structure’s dominant modes. Thus, the resolution of the frequency grid must be specified according to the width of the dominant peaks of the FRFs at the TCP.

If only the average directional factors \( \bar{B}_d \) are considered, Eq. (6) is equivalent to the ZOA. In this case an analytical expression for the eigenvalues \( A(\omega) \) can be obtained [17]. However, for the MFS, the number of the higher harmonics and the dimension of the matrices increase. This results in longer computation time for the MFS, in comparison to the ZOA. On the other hand, the results of the MFS are more accurate than the ZOA, which is especially significant for the cutting processes with strong parametric excitations, such as the low radial immersion milling. Another problem is that, in the MFS, the analytical expressions of the \( A(\omega) \) eigenvalues are generally not available. Instead, the eigenvalues must be determined numerically, which leads to a problem with the identification of the critical frequencies \( \omega_{\text{crit}} \) by finding the crossings of the \( A(\omega) \) eigenvalues with the real axis. In particular, from a numerical eigenvalue decomposition, it is typically unclear which \( A(\omega_k) \) eigenvalue at the \( \omega_k \) frequency is associated with one \( A(\omega_{k+1}) \) eigenvalue at the next \( \omega_{k+1} \) frequency. This makes it impossible to identify the eigenvalue crossings with the real axis. We solved this problem using the modal assurance criterion (MAC) to relate the eigenvalues at one frequency to the correct ones at the next frequency. In particular, the eigenvector matrix \( V(\omega) \) was calculated along with the \( A(\omega) \) eigenvalues, where each column of the \( V(\omega) \) matrix contained one normalized eigenvector. The MAC matrix of the relationship between the \( V(\omega_k) \) and \( V(\omega_{k+1}) \) eigenvectors at the two frequencies of \( \omega_k \) and \( \omega_{k+1} \) is given by

\[
M = (V^*(\omega_k) V(\omega_{k+1})) \circ (V^*(\omega_k) V(\omega_{k+1})),
\]  

(8)

where \( * \) denotes the conjugate transpose and \( \circ \) denotes the elementwise product or the Hadamard product. By rounding the MAC values in the \( M \) matrix in the vicinity of one or zero, we obtain a permutation matrix, which can be used directly to accurately connect the numerically determined \( A(\omega_k) \) and \( A(\omega_{k+1}) \) eigenvalues from the two frequency steps. From the ordered eigenvalues, the identification of the critical frequencies is possible in the same way as for ZOA, and the stability lobes can be calculated by Eq. (7). The MAC matrix \( M \) with the MAC values was also used to identify the correct relationship between the \( A \) eigenvalues at different parameter points.
4 Robust stability analysis with approximate solution

In the robust stability analysis, it was necessary to determine the stability of the cutting process for a representative set of points in parameter space. To save computing time, we propose an approximate solution based on the exact stability result calculated by Eq. (7) at several selected data points only. The approximation required a continuous function for the varying parameters in the range of the considered values. However, this was not fulfilled for the axial depth of cut \( a_p \). For example, if the stability at the neighboring data points was determined by the different \( A(\omega) \) eigenvalues, an approximation based purely on the limiting axial depth of cut \( a_p \) at the neighboring points would result in inaccurate results. Therefore, we did not only use the values of \( a_p \) for the approximation, but rather used the full information regarding the \( A(\omega) \) eigenvalues as the basis of the approximation.

4.1 Construction of approximate solution

In this study, we focused on the parameter uncertainties of the machine tool’s dynamic behavior and did not consider the uncertainties of the force coefficients. The FRFs of the dynamic displacements at the TCP in the \( \hat{G}(\omega) \) matrix can be expressed as the superposition of the individual harmonic oscillator FRFs. Three parameters are required to describe a single oscillator. In particular, the \( \hat{G}_{ij} \) element of the FRF matrix can be given by

\[
\hat{G}_{ij}(\omega) = \sum_m N_m \frac{1 - \eta(\omega)^2 + 2jD_m\eta(\omega)}{\omega^2 - \omega_m^2}
\]

with the modal compliance \( N_m \), damping ratio \( D_m \), and tuning ratio \( \eta(\omega) = \omega/\omega_m \) between the frequency \( \omega \) and the eigenfrequency \( \omega_m \) of the \( m \)th oscillator. Thus, the variation of the modal parameters affects the elements of the machine tool structure’s transfer function and results in the change of the \( A(\omega) \) eigenvalues.

As mentioned above, the \( A(\omega) \) eigenvalues were calculated numerically, which meant that the effect of the parameter changes on the stability behavior could be calculated analytically. We defined the vector \( p \) and specified a point in parameter space. More precisely, the elements of \( p \) were a specific realization for all of the considered uncertain parameters \( p_i \). In other words, \( p \) contained the modal compliances, damping ratios, and eigenfrequencies of all dynamic machine tool model oscillators. The approximate solution was based on the interpolation and extrapolation of the \( A(\omega) \) eigenvalues of the open loop transfer function between and beyond a few selected sampling points. Here, one sampling point was specified by the parameter vector \( p_0 \), for which all individual parameters \( p_i \) adopted their expectation values \( p_i^0 \). The eigenvalues were calculated for the parameter point \( p_0 \). A variation \( \Delta p \) in the parameter space resulted in the change of the eigenvalues from \( A(\omega; p_0) \) to

\[
A(\omega; p_0 + \Delta p) = A(\omega; p_0)R(\Delta p),
\]

where \( R(\Delta p) \) specifies the relative changes of the eigenvalues depending on the parameter variation \( \Delta p \). The correct relationship between the eigenvalues \( A(\omega; p_0 + \Delta p) \) and \( A(\omega; p_0) \) was obtained from the MAC matrix, as described in Sect. 3.2. The relative changes of the eigenvalues depending on the parameter variation \( \Delta p \) were approximated by a second order polynomial, as follows

\[
R(\Delta p) = \prod_i R_i(\Delta p), \quad R_i(\Delta p) = 1 + \alpha_i\Delta p_i + \beta_i\Delta p_i^2.
\]

To calculate the polynomial coefficients, the \( A(\omega; p) \) eigenvalues were calculated at the two additional grid points \( p^+ \) and \( p^- \) for each dimension \( j \) of the parameter space. The additional grid points were selected according to the standard deviations \( \sigma_i \) of the \( i \)th parameter and could be specified by \( p^+ = p^0 + \sigma_i \) for \( i \neq j \) and \( p^- = p^0(1 \pm \sigma_j) \) for \( i = j \). A piecewise linear approach was also implemented as an alternative to the proposed second order approach. This provided slight advantages in terms of calculation time increased the approximation error. In principle, an extension to higher order or spline polynomials was possible.

The approach expressed by Eq. (11) did not consider any interaction between the individual parameters. For the examples considered here, the interaction between the parameters of the different modes could be largely neglected. This was based on the fact that the FRFs at the TCP in Eq. (9) were a superposition of the individual oscillator FRFs, even though the resulting \( A(\omega; p) \) eigenvalues may have depended nonlinearly on the \( \hat{G}_{ij} \) elements of the FRF matrix. Nevertheless, the interactions between the parameters of a single mode were relevant. This concerned the mixed variation of the natural frequency and the damping ratio of one oscillator in particular, while the effect of the corresponding modal compliance was independent of the changes in the other parameters. This was attributed to the fact that the compliance appeared only linearly as a proportional factor in Eq. (9). This was advantageous in defining the oscillators by means of mass, stiffness, and damping values, where more mixing terms appeared. To consider the effects of the mixing terms on the approximate solution, Eq. (11) was extended
\[ R(\Delta p) = \prod_i R_i(\Delta p) \prod_m R_{m,m+1}(\Delta p), \]  

(12)

where the index \( m \) in the second product adopts only values corresponding to the damping ratios and the index \( m + 1 \) corresponds to the eigenfrequency of the same oscillator. Thus, \( R_{m,m+1}(\Delta p) \) specified the relative changes of the eigenvalues, owing to the parameter interactions of the \( m \)th oscillator. These are given as

\[ R_{i,j}(\Delta p) = 1 + c_{1,i,j} \Delta p_i \Delta p_j + c_{2,i,j} \Delta p_i^2 \Delta p_j + c_{3,i,j} \Delta p_i \Delta p_j^2 + c_{4,i,j} \Delta p_i^2 \Delta p_j^2, \]  

(13)

To identify the four coefficients in Eq. (13), the eigenvalues had to be calculated explicitly at four additional parameter points with the method described in Sect. 4. For these four additional grid points, we used the four combinations that could be obtained by \( p_0 + p^m + p^{m+1} \). To determine all of the approximate solution coefficients, explicit calculations were necessary at the operating point \( p_0 \), the two grid points for each of the three individual parameters of one mode, and the interaction terms of four grid points per mode. Thus, the number \( Z \) of the explicit calculations that were required to determine the coefficients of the approximation solution is given as

\[ Z = 1 + M(2 \times 3 + 4) = 1 + 10M, \]  

(14)

where \( M \) is the total number of modes. Note that the dimension of the parameter space is \( D = 3M \). Because that many mixing terms are negligible, the number of the required calculations to determine an approximate solution in the \( 3M \) dimensional parameter space scaled only linearly with the dimension. In particular, for a large number of uncertain parameters, this was an extreme reduction in comparison to the \( 3^D \) number of the calculations that were required by the method proposed in Ref. [8], where three grid points were used for each parameter and all parameter interactions were considered. From Eq. (14) and the fact that the eigenvalues are typically complex, it follows that \( 20M \) parameters must be stored for a single eigenvalue at one spindle speed. This value must be multiplied by the number of eigenvalues and the dimension of the frequency grid because it was necessary to store the behavior of each \( A(\omega; p_0) \) eigenvalue of the open loop transfer function for each frequency point \( \omega_k \). A reduction in the required memory space would be possible if the approximate solution was not constructed for all eigenvalues, but rather for only a small part of the eigenvalues. The selection of the relevant eigenvalues could be carried out, for example, according to the real part of the eigenvalue at the operating point \( p_0 \), because only the eigenvalues with the smallest real part could determine the stability behavior, as discussed in Sect. 3.2.

4.2 SLD for uncertain parameters

To carry out a robust stability analysis it was necessary to analyze the stability behavior with respect to the parameter changes. For the calculation of the confidence levels in the stability chart, it was necessary to calculate the probability of a stable process for a fixed spindle speed and depth of cut. If a certain probability distribution was assigned to each uncertain parameter, this may have been possible through an analytical approach because the approximate solution was specified by a multivariate polynomial. The problem with the analytical integration was that the integration boundaries over the parameter space were not explicitly known. In particular, they were given implicitly, depending on the real part of the dominant eigenvalues.

Therefore, we used a Monte Carlo simulation for the calculation of an SLD with confidence levels. An adequate number of sampling points in parameter space was generated from the probability distribution of uncertain parameters. The real and imaginary parts of the eigenvalues were calculated from the approximate solution of each parameter point at each spindle speed. The limiting axial depth of cut \( a_p \) was determined for all parameter realizations with the method described in Sect. 3.2. A robust SLD could be obtained after sorting the resulting value of \( a_p \) for each spindle speed.

4.3 Computational time and approximation error

The linear approximate solution for the ZOA method has already been presented in Ref. [16], where it was applied to a process with a large number of uncertain parameters. The number of uncertain parameters was 162. In this study, the approximate solution was extended using the MFS for the explicit calculation of the stability boundary and a second order polynomial approach for the approximation. New numerical results were available for a reference process with a medium number of uncertain parameters. The number of uncertain parameters for this process was 24. The numerical effort of both methods and the two reference processes are discussed below. The reference processes with the medium and large number of uncertain parameters were labeled as M and L, respectively.

| Table 1 | Comparison of computational time and allocated memory, process L |
|---------|---------------------------------------------------------------|
|         | ZOA approximate | ZOA explicit |
| Relative computational time | 0.36             | 1           |
| Relative allocated memory    | \( \approx 541 \) | 1           |
Tables 1 and 2 summarize the results obtained by the ZOA method. The presented algorithms were implemented in Matlab. The explicit calculation of the SLD at a single parameter point using the ZOA method for the reference process L lasted 0.1 s (Intel Core i7 2 600 K, 3.4 GHz; 8 GB RAM). The advantage with regard to the computation time for the approximate solution was relatively low and decreased for a smaller number of uncertain parameters. Regarding the occurrence of an approximation error and the increased storage requirement, the approximate solution was not necessarily favorable in comparison to the explicit calculation.

For the MFS, the choice of the Fourier order was important with regard to the calculation time. The ZOA algorithm computed the eigenvalues of a two-dimensional matrix at each frequency. Moreover, the dimension increased for the MFS. The investigations regarding the influence of the Fourier order revealed that, for the considered cutting conditions, a Fourier order of $h_r = 6$ represents a good compromise between the accuracy and the calculation time. More details on the selection of the Fourier order for the MFS can be found in Sect. 3.3 of Ref. [18] and Fig. 3 in Ref. [19]. With a Fourier order of $h_r = 6$, the matrix of the transfer functions of the open loop had 26 dimensions. Thus, the approximate solutions for the 26 loci had to be determined. Tables 3 and 4 summarize the results of the numerical effort for the reference processes L and M, respectively. In comparison to the explicit calculation, the approximate solution reduced the calculation time to approximately 9% of the linear approach or to 14% of the polynomial approach. Generally, only some of the 26 loci exerted a potential effect on the stability limit. By considering only the six most important loci, the calculation time was further reduced with only slightly decreased accuracy. For the polynomial approach with only the six most important loci, the calculation time decreased to approximately 8% of the required computation time in the explicit solution. In contrast to the ZOA method, the advantage of the approximate solution was also significant in the reference process M with a medium number of uncertain parameters. This occurred because the calculation time for the MFS was essentially determined by the Fourier order and not by the number of uncertain parameters, owing to the fact that, for the MFS, the numerical eigenvalue decomposition was responsible for a large part of the computation. The computation time for the explicit calculation of an individual and randomly chosen realization of the parameter vector $p$ was only slightly different for the two models; namely, 4.8 s and 4.3 s for the reference processes L and M, respectively. According to Eq. (14), the numerical effort of the approximate solution decreased approximately linearly with the number of the model parameters. The best result could be obtained for the reference process M, where the calculation time with the approximate solution was reduced by up to 0.7% of the calculation time for the explicit solution. In comparison to the explicit calculation, the disadvantage of the approximate solution was the error of the stability result. Figure 3 shows the relative error of the approximate solution for the 1 000 parameter points of the randomly determined model parameters. For the reference process L, the calculations were performed with the MFS. As expected, the approximate solution that was implemented with a second order approach led to a lower error than that of the approximate solution with the linear approach. The maximum error of the second order polynomial approach was less than 4%.

### 5 Application and cutting tests

#### 5.1 Dynamic machine tool behavior

The measurements were carried out on a DMU 80 eVo linear (please kindly check it) (DMG / Mori Seiki). To compute the stability lobe diagrams, the dynamic behavior at the tool center point (TCP) was represented by an oscillator model. The modal parameters were identified by the measured FRFs. The modal parameters were identified by the measured FRFs. The maximum speed of the spindle was 18 000 r/min. It was found that the dynamic behavior of the spindle was speed dependent; therefore, the measurements were performed on the rotating spindle. An impact hammer carried out the excitation.

|          | Explicit | Approx linear | Approx polynom | Approx linear 6 Eigen values | Approx polynom 6 Eigen values |
|----------|----------|---------------|----------------|-----------------------------|------------------------------|
| Relative computational time | 1        | 0.09          | 0.14           | 0.04                        | 0.08                         |

Table 3 Calculation time for the MFS, process L.
During which, the frictional forces could have occurred in the contact zone owing to the relative movement between the rotating target and the hammer tip. Thus, transverse forces, which can influence the measurement result, may have been introduced. The measurements made here used a steel hammer tip. In previous investigations, it was shown that the frictional transverse forces under these conditions could be neglected \[20\]. However, the measurement of the displacement had to be carried out without contact between the sensor and the tool. Thus, capacitive sensors were used. A further limitation was that the measurement of the rotating spindle with the milling tool could not take place at the TCP. Therefore, a cylindrical dummy tool was used. For the non-rotating spindle, it was possible to measure the FRFs for the actual tool. Figure 4 shows the comparison of the measured FRFs for the dummy and original milling tool at zero spindle speed \(n = 0\). The figure also shows the cross FRFs for the dummy tool, for which two dominant eigenfrequencies occurred at approximately 2 900 Hz and 3 700 Hz. There also existed two dominant modes for the actual tool. However, the frequencies changed to 3 200 Hz and 4 100 Hz, respectively, and the resonance amplitudes also changed significantly. Therefore, using the speed of the dummy’s dependent modal parameters resulted in errors in the calculated stability limit.

The measuring of the rotating spindle with a dummy tool provided the speed dependent modal parameters, that is, the natural frequency \(f_{\text{dummy,m}}(n)\), damping ratio \(D_{\text{dummy,m}}(n)\), and resonance compliance \(N_{\text{dummy,m}}(n)\) (see Fig. 5). The measurement of the actual tool provided the corresponding parameters, but only for the spindle speed of \(n = 0\). Therefore, the speed dependent natural frequency of the tool, namely \(f_{\text{tool,m}}(n)\), became

\[
f_{\text{tool,m}}(n) = f_{\text{tool,m}}(n = 0) \cdot \frac{f_{\text{dummy,m}}(n)}{f_{\text{dummy,m}}(n = 0)}.
\]

The damping ratios \(D_{\text{tool,m}}(n)\) and resonance amplitudes \(N_{\text{tool,m}}(n)\) of the tool for the spindle speeds of \(n > 0\) were calculated in the same way. This simple approach towards determining the changing FRFs at the tool center point of the varying spindle speed was based on the following considerations. The dominant eigenfrequencies of the system with the original tool and dummy tool were close to each other (see Fig. 4). Therefore, it was assumed that the dominant mode shapes of the vibrating spindle-holder-tool system and the system with the dummy tool were comparable (see Fig. 6). Since the changing eigenfrequency of the rotating tools was mainly caused by the changing stiffness of the spindle bearings \[21, 22\], the authors concluded that the ratio of the eigenfrequency of one of the rotating spindle’s eigenmode to that of the static spindle did not significantly depend on the detailed geometry of the tool (actual tool or dummy tool).

In the stability analysis, only the two dominant modes were relevant. Therefore, the parameters of the two harmonic oscillators were chosen such that the FRFs of the oscillators approximated the measured FRFs around the resonant peaks. This procedure was carried out separately for the direct compliances \(G_{xx}\) and \(G_{yy}\) and for the cross compliances \(G_{xy}\) and \(G_{yx}\) because a separate fitting of the FRFs would result in more accurate results \[23\]. Consequently, the entire dynamic machine tool model consisted of eight oscillators with three parameters for each oscillator, which resulted in 24 uncertain parameters. This model corresponded to the reference process M that was mentioned in Sect. 4.3.

Because we are interested in the parameter uncertainties of the dynamic machine tool behavior, the FRFs were measured under different test conditions, and at least 10 measurements were carried out in each case. The investigated test conditions were as follows:

(i) Acceleration sensor applied with wax and impulse hammer excitation by hand;

(ii) Non-contact measuring, capacitive transducer, and impulse hammer excitation by hand;
(iii) Non-contact measuring, capacitive transducer, impulse hammer excitation by means of a device for the better reproducibility of the force pulse;

(iv) Non-contact measuring, capacitive transducer, automatic tool change between each individual measurement.

To determine the standard deviations of the modal parameters, only the direct FRFs in the $x$-direction were recorded. A total of 90 measured FRFs with various test conditions were measured and evaluated. The parameters of the oscillators were fitted for each FRF measurement. A normal distribution was assumed for the modal parameter uncertainties. The mean value and standard deviation were estimated for each individual parameter. The best reproducibility was obtained for the natural frequencies of the system, while the parameter distribution was much broader for the damping ratios and resonance amplitudes (see Fig. 7). The uncertainties represent measurement errors, errors of the parameter identification algorithm, and physical changes in the parameters of the actual structure.
5.2 Experimental set-up for cutting tests

The simulation and experimental determination of the SLDs was conducted for the up-milling of an aluminum AA7075 workpiece with a cylindrical end mill. The radial and tangential cutting force coefficients \( k_r \) and \( k_t \) were identified in preliminary cutting tests. The uncertainties of the cutting force coefficients were not investigated. The process parameters were: carbide endmill, tool diameter \( d = 12 \text{ mm} \), helix angle \( \eta = 30^\circ \), number of teeth \( Z_t = 4 \), workpiece aluminum AA7075, radial immersion \( a_e = 3 \text{ mm} \) (25%), tangential force coefficient \( k_t = 804 \text{ N/mm}^2 \), radial force coefficient \( k_r = 171 \text{ N/mm}^2 \).

To experimentally determine the SLD, the workpieces were clamped onto a three-channel Kistler Type 9257B dynamometer. As can be seen in Fig. 8, the pure peripheral milling was performed without the engagement of the secondary cutting edges. In other words, the workpiece width specified the axial depth of the cut. Moreover, the axial depths of the cut with a discretization of 0.5 mm and rotational speeds ranging from 11 500 r/min to 16 000 r/min with a spacing of 250 r/min, were investigated by cutting tests. At each spindle speed \( n \), the axial depth of the cut increased iteratively until the process behavior changed from stable to unstable. After each individual cutting test, an automatic tool change was performed. In particular, the used milling tool was placed in the tool magazine of the machine tool and was clamped again. All of the experiments were performed with the same tool. However, the wear of the tool was not investigated.

The process forces that were recorded during each machining test were used to identify the process stability. In the case of a stable process, the rotational frequency \( f_n \), tooth passing frequency \( f_{TP} \), and their harmonics, were found in the power spectra of the process forces. When an unstable process occurred, significant vibration components were observed at the chatter frequencies \( f_{chatter} \) and were identified by not being a multiple of the rotational frequency [24]. A process was declared as unstable when the ratio of the magnitude at the chatter frequency to the tooth passing frequency was \( \frac{\text{Mag}(f_{chatter})}{\text{Mag}(f_{TP})} > 0.005 \), which turned out to be a meaningful choice in the cutting tests (see Fig. 9).

5.3 Stability lobe diagrams

Figure 10 shows the results of an experimental SLD consisting of the stability result for each individual cut. Strictly speaking, it would not be very meaningful to present a stability boundary between the stable and unstable cuts because each individual experiment was subject to uncertainty. In fact, the objective of the cutting tests was to determine the occurrence probability of an unstable process. This could be obtained if various cutting tests were performed at each rotational speed and an axial depth of cut. In this study, four test series were carried out, but they were not sufficient for the calculation of a representative probability. Instead, a presentation through four stability boundaries was chosen, as shown in Fig. 11.

Each of the four cutting test series was carried out within one day. However, between the test series, several days or even several weeks passed and the experimental
setup was removed from the machine. In all experiments, the same tool and holder were used. To reproduce the overhang length as much as possible, the tool was always inserted into the tool holder with the smallest overhang length. In all cutting tests, dry machining was applied. For the considered cutting process, the calculation by the ZOA method already provided sufficiently accurate results. However, if the radial immersion or the helix angle of the mill was reduced, for example, the accuracy of the ZOA decreased and the MFS became more advantageous.

Figure 12 shows the confidence levels calculated with the ZOA method, and the four experimentally determined stability limits. The experimentally determined SLDs concerned most spindle speeds within the 95% confidence intervals of the numerical computation. For the spindle speeds of \( n \approx 15 \times 10^3 \) r/min, the experimental stability boundary was outside the 95% confidence intervals. A similar result was obtained only if the modal parameters of the non-rotating spindle were used in the calculation of the confidence levels (see Fig. 13). A robust process design from the robust SLD of the simplified model of the non-rotating spindle model shown in Fig. 13 resulted in the lower axial depths of the cut and, therefore, to lower productivity. Moreover, the agreement of the experimental results with the confidence levels of the speed-dependent machine tool model shown in Fig. 12 was better than the agreement with the confidence levels from the non-rotating spindle model shown in Fig. 13. This means that the approach towards determining the speed-dependent dynamic machine tool model parameters, which is expressed by Eq. (15), was reasonable. Figure 14 shows the calculated confidence levels for the MFS. As has already been noted above, the example process was not an actual low immersion milling. Therefore, in comparison to the ZOA calculations, the differences in the calculated confidence intervals were expected to be small. However, it was shown that the approximate solution presented here could also be successfully applied to the MFS.

6 Conclusions

The proposed method enables the efficient calculation of confidence levels for the stability behavior of metal cutting processes. The method was based on the stability analysis in the frequency domain. The main idea was the
development of an approximate solution, which required explicit stability calculations at only a small number of parameter points. The number of calculations that was required to construct the approximation increased only linearly with the space dimension of uncertain parameters.

This is a significant advantage in comparison to other robust stability analysis approaches. For the presented reference process, the maximum error between the approximation and the explicit calculation was kept below 4% using a second order polynomial approach for the
approximate solution. The method is particularly advantageous for a stability analysis with the MFS and for a large number of uncertain parameters.

The confidence levels could be calculated very efficiently from the approximate solution using the Monte Carlo method. The knowledge of the confidence levels allowed the robust design of milling processes. The standard deviations of the modal parameters, which were determined in a series of tests, resulted in a good representation of the actual cutting process uncertainties. However, it turns out that meaningful simulation results were only possible if all relevant test conditions in the cutting process were considered during the experimental determination of the probability distributions of the parameter uncertainties. In the case of high speed cutting, the speed dependent dynamic behavior of the spindle is one example of such changing conditions.

Another potential application of the robust stability analysis is the adjustment of the model parameters during machining operations. The dynamic machine tool behavior, and therefore the model parameters, exhibited variation because of tool wear, thermal behavior, and other effects. Owing to the necessary standstill of the machine, it was very costly to determine the changes in the dynamic machine behavior by explicitly conducting frequency response function measurements. Instead, the additional sensors and the evaluation of the control/machine data could continuously provide information without interrupting the machining operations. In general, this database was insufficient for reconstructing the modal parameters of the dynamic behavior. However, with the approximate solution of the robust stability analysis, the reconstruction of the modal parameters may be possible. In particular, a set of initial model parameters can be provided by conducting measurements. The sensor and machine data evaluations provide information about changing signals such as noise or process forces. With regard to process stability, fast algorithms can be applied to identify the parameter changes responsible for the changes in the measured signals. Moreover, the chatter stability can be reassessed based on the new parameter set, and this will enable the adjustment of technological parameters under changing conditions.

Acknowledgements Michael Löser would like to thank the German Research Foundation (DFG) for their financial support of the presented research project (Grant No. GR 1458/53-1). Andreas Otto acknowledges financial support from the German Research Foundation (DFG) (Grant No. 321138034).

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

1. Quintana G, Ciurana J (2011) Chatter in machining processes: a review. Int J Mach Tools Manuf 51:363–376
2. Altintas Y, Weck M (2004) Chatter stability of metal cutting and grinding. CIRP Ann 53(2):619–642
3. Kong F, Yu J, Zhou X (1999) Analysis of fuzzy dynamic characteristics of machine cutting process: fuzzy stability analysis in regenerative-type-chatter. Int J Mach Tools Manuf 39:1299–1309
4. Kong F, Yu J (2007) Study of fuzzy stochastic limited cutting width on chatter. Int J Adv Manuf Technol 33(7):677–683
5. Sims N, Manson G, Mann B (2010) Fuzzy stability analysis of regenerative chatter in milling. J Sound Vib 329:1025–1041
6. Hamann D, Walz NP, Fischer A et al (2018) Fuzzy arithmetical stability analysis of uncertain machining systems. Mech Syst Signal Proc 98:534–547
7. Park SS, Qin YM (2007) Robust regenerative chatter stability in machine tools. Int J Adv Manuf Technol 33:389–402
8. Totis G (2009) RCPFM—a new method for robust chatter prediction in milling. Int J Mach Tools Manuf 49:273–284
9. Hajdu D, Insperger T, Stepan G (2017) Robust stability analysis of machining operations. Int J Adv Manuf Technol 88:45–54
10. Insperger T, Lehotzky D, Stepan G (2015) Regenerative delay, parametric forcing and machine tool chatter: a review. IFAC-PapersOnLine 48(12):322–327
11. Lehotzky D, Insperger T, Khasawneh F et al (2017) Spectral element method for stability analysis of milling processes with discontinuous time-periodicity. Int J Adv Manuf Technol 89:2503–2514
12. Butcher EA, Bobrenkov OA, Bueler E et al (2009) Analysis of milling stability by the Chebychev collocation method: algorithm and optimal stable immersion levels. J Comput Nonlinear Dyn 4:031003
13. Budak E, Altintas Y (1998) Analytical prediction of chatter stability in milling—part I: general formulation. J Dyn Syst Meas Contr 120(1):22–30
14. Altintas Y, Stepan G, Merdol D et al (2008) Chatter stability of milling in frequency and discrete time domain. CIRP J Manuf Sci Technol 1:35–44
15. Merdol S, Altintas Y (2004) Multi frequency solution of chatter stability for low immersion milling. J Manuf Sci Eng 126:459–466
16. Löser M, Großmann K (2016) Influence of parameter uncertainties on the computation of stability lobe diagrams. Procedia CIRP 46:460–463
17. Otto A, Rauh S, Kolouch M et al (2014) Extension of Trusty’s law for the identification of chatter stability lobes in multi-dimensional cutting processes. Int J Mach Tools Manuf 82:50–58
18. Otto A, Radons G (2015) Stability analysis of machine-tool vibrations in the frequency domain. IFAC-PapersOnLine 48(12):328–333
19. Otto A, Rauh S, Ihlenfeldt S et al (2017) Stability of milling with non-uniform pitch and variable helix tools. Int J Adv Manuf Technol 89:2613–2625
20. Großmann K, Löser M, Peukert C (2012) Frequenzgangermittlung an einer rotierenden Spindel. ZWF Zeitschrift für wirtschaftlichen Fabrikbetrieb 107(4):240–243
21. Cao Y, Altintas Y (2007) Modeling of spindle-bearing and machine tool systems for virtual simulation of milling operations. Int J Mach Tools Manuf 47:1342–1350
22. Rantatalo M, Aidanpää JO, Göransson B et al (2007) Milling machine spindle analysis using FEM and non-contact spindle excitation and response measurement. Int J Mach Tools Manuf 47:1034–1045

23. Biermann D, Surmann T, Kehl G (2008) Oszillatormodell für Werkzeugmaschinen zur Simulation von Zerspanprozessen. wt-online 98(3):185–190

24. Insperger T, Stepan G, Bayly PV et al (2003) Multiple chatter frequencies in milling processes. J Sound Vib 262:333–345