LARGE CYCLES AND A FUNCTIONAL CENTRAL LIMIT THEOREM
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ABSTRACT. The objects of our interest are the so-called $A$-permutations, which are permutations whose cycle length lie in a fixed set $A$. They have been extensively studied with respect to the uniform or the Ewens measure. In this paper, we extend some classical results to a more general weighted probability measure which is a natural extension of the Ewens measure and which in particular allows to consider sets $A_n$ depending on the degree $n$ of the permutation. By means of complex analysis arguments and under reasonable conditions on generating functions we study the asymptotic behaviour of classical statistics. More precisely, we generalize results concerning large cycles of random permutations by Vershik, Shmidt and Kingman, namely the weak convergence of the size ordered cycle length to a Poisson-Dirichlet distribution. Furthermore, we apply our tools to the cycle counts and obtain a Brownian motion central limit theorem which extends results by DeLaurentis, Pittel and Hansen.
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1. Introduction

Permutations are classical objects that appear in many mathematics fields. A special class of permutations are the so-called $A$-permutations, where $A$ is a non-empty subset of $\mathbb{N}$. We call an element $\sigma$ of the symmetric group $S_n$ an $A$-permutation if $\sigma$ can be written as a product of disjoint cycles whose cycle-lengths are all in $A$. These permutations have been extensively studied over the past thirty years, a long list of references can be found for instance in [17]. It is well-known that with respect to the uniform measure the behaviour of $A$-permutations is similar to those of the whole permutation group. To give a single example, in [18] it was proved that for $n \to \infty$ the cycle counts $C_m$ (the number of cycles of length $m$ of $\sigma$) converge in distribution for $m \in A$ to independent Poisson distributed random variables $Y_m$ with expectation $1/m$. However, in all previous publications about $A$-permutations, one has only investigated its behaviour under the uniform measure and with $A$ being independent of $n$. Here, we consider the following more general $A_n$-weighted measure.

Definition 1.1. Let $A_n \subset \{1, \ldots, n\}$ and $\Theta = (\theta_m)_{m \geq 1}$ be given, with $\theta_m \geq 0$ for every $m \geq 1$. We define the $A_n$-weighted measure of $\sigma \in S_n$ as

$$P_\Theta^{(A_n)}[\sigma] := \frac{1}{h_n n!} \ell(\lambda) \prod_{m=1}^{\ell(\lambda)} \theta_{\lambda_m} 1_{\{\lambda_m \in A_n\}}$$

(1.1)

with $h_n = h_n(A_n)$ a normalization constant with $h_0 := 1$, $\lambda = (\lambda_1, \ldots, \lambda_\ell)$ the cycle-type of $\sigma$ and $\ell(\lambda) = \ell$ the length of $\lambda$ (see Section 2.7).

Define furthermore

$$D_n := \{1, \ldots, n\} \setminus A_n \quad \text{and} \quad d_n := \begin{cases} \max D_n & \text{if } D_n \neq \emptyset, \\ 1 & \text{otherwise.} \end{cases}$$

(1.2)

We investigate the behaviour of the measure $P_\Theta^{(A_n)}$ for $d_n = o(n)$, that is to say the cycle lengths not contained in $A_n$ grow slowly (the precise assumptions on $d_n$ can be found in Theorem 3.3). This assumption is motivated by a model in [12, Section 6] about mod-Poisson convergence for an analogue of the Erdös-Kac Theorem for polynomials over finite fields.

The uniform measure or the Ewens measure on $S_n$ are special cases of the $A_n$-weighted measure, obtained by choosing $A_n = \mathbb{N}$ and $\theta_m \equiv 1$ or $\theta_m \equiv \theta$. Both are classical probability measures and are well-studied, see for instance [1].

For $A_n = \mathbb{N}$, one obtains the weighted measure on $S_n$, which was recently investigated in [3, 4, 5, 6] (see also the extensive background bibliography therein). Our study extends the results in [5] about the cycle counts and the total cycle number to $P_\Theta^{(A_n)}$ and is based on similar argumentations as those in [5]. Furthermore, we apply our methods to objects which have so far not been considered for the weighted measure on $S_n$. More precisely, in Section 4.2 we show that the size ordered cycle lengths converge in law to a Poisson-Dirichlet-distribution.
This result agrees with those by Vershik and Schmidt [16] and Kingman [11], who studied the same asymptotic behaviour with respect to the Ewens measure. Furthermore, we consider in Section 5 the number of cycles in a permutation with lengths not exceeding \( n^x \) and show that this process converges, after proper normalisation, to a standard Brownian motion. This extends the results by Delaurentis and Pittel [6] (uniform measure) and Hansen [10] (Ewens measure) to the weighted measure and the \( A_n \)-weighted measure on \( S_n \). A great advantage of our argumentation is that it is much more flexible and one can obtain easily the behaviour under further restrictions, see Sections 5.2 and 5.3.

It is clear that the asymptotic behaviour of all random variables on the group \( S_n \) with respect to the measure \( P^{(A_n)}_\Theta \) strongly depend on the sequence \( \Theta = (\theta_m)_{m \geq 1} \) and it is thus necessary to impose appropriate assumptions on this sequence. More precisely, we will argue with generating functions, meaning that assumptions are imposed on the function

\[
g(t) = g_\Theta(t) := \sum_{n=1}^{\infty} \frac{\theta_n}{n} t^n. \tag{1.3}
\]

The link of \( g_\Theta(t) \) and the generating series of \( (h_n)_{n \geq 1} \) is the starting point of our study; for \( A_n = \{1, \ldots, n\} \) it is given by the well-known relation

\[
\sum_{n=1}^{\infty} h_n t^n = \exp(g_\Theta(t)).
\]

For general sets \( A \) their relation will be stated in Lemma 2.4. We will choose \( g_\Theta(t) \) in a way that allows us to apply the method of singularity analysis, see Definition 3.2. We give more details in Section 3, but a good description of the method of singularity analysis can be found for instance in the book [9] by Flajolet and Sedgewick.

The paper is organized as follows. In Section 2 some well known facts about the symmetric group \( S_n \) are presented and generating functions are introduced. In particular, we will recall the cycle index theorem, which will be used in computations throughout the whole paper. In Section 3 we determine the setting of our study, meaning that we properly define the assumptions on the functions \( g(t) \) under consideration. With complex analysis arguments we establish our main tool, Theorem 3.3, which enables us to investigate the large-\( n \) behaviour of coefficients of relevant functions. As a direct consequence, we deduce the asymptotic behavior of the normalization constant \( h_n \). In Section 4 we apply our methods to compute the characteristic functions of the cycle counts and of the total cycle number and we deduce a central limit theorem and a even stronger convergence result, namely mod-Poisson convergence. Further we investigate the behaviour of the large cycles and show that their asymptotic behaviour with respect to our general measure is the same as with respect to the Ewens measure. Finally, Section 5 is devoted to a functional central limit theorem giving the weak convergence of a certain functional of the cycle counts to the Brownian motion.
2. Combinatorics of $\mathfrak{S}_n$ and Generating Functions

This section is devoted to some basic facts about the symmetric group $\mathfrak{S}_n$, partitions and generating functions. Further, a useful lemma which identifies averages over $\mathfrak{S}_n$ with generating functions is recalled. We give only a short overview and refer to [1] and [13] for more details.

2.1. The symmetric group. All probability measures and functions considered in this paper are invariant under conjugation and it is well known that the conjugation classes of $\mathfrak{S}_n$ can be parametrized with partitions of $n$. This can be seen as follows: Let $\sigma \in \mathfrak{S}_n$ be an arbitrary permutation and write $\sigma = \sigma_1 \cdots \sigma_\ell$ with $\sigma_i$ disjoint cycles of length $\lambda_i$. Since disjoint cycles commute, we can assume that $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_\ell$. We call the partition $\lambda = (\lambda_1, \lambda_2, \cdots, \lambda_\ell)$ the cycle-type of $\sigma$ and $\ell = \ell(\lambda)$ its length. Then two elements $\sigma, \tau \in \mathfrak{S}_n$ are conjugate if and only if $\sigma$ and $\tau$ have the same cycle-type. Further details can be found for instance in [13]. For $\sigma \in \mathfrak{S}_n$ with cycle-type $\lambda$ we define $C_m$, the number of cycles of size $m$, and $T$, the total cycle number as

$$C_m := \# \{ i; \lambda_i = m \} \quad \text{and} \quad T := T_n := \sum_{m=1}^{n} C_m.$$  \hfill (2.1)

It will turn out that all expectations of interest have the form $\frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} u(\sigma)$ for a certain class function $u$. Since $u$ is constant on conjugacy classes, it is more natural to sum over all conjugacy classes. This is subject of the following lemma.

Lemma 2.1. Let $u : \mathfrak{S}_n \to \mathbb{C}$ be a class function. For $C_m = C_m(\lambda)$ as in (2.1) and $\mathcal{C}_\lambda$ the conjugacy class corresponding to the partition $\lambda$ we have

$$|\mathcal{C}_\lambda| = \frac{|\mathfrak{S}_n|}{z_\lambda} \quad \text{with} \quad z_\lambda := \prod_{m=1}^{n} \frac{m^{C_m} C_m!}{m^m}.$$ 

and

$$\frac{1}{n!} \sum_{\sigma \in \mathfrak{S}_n} u(\sigma) = \sum_{\lambda \vdash n} \frac{1}{z_\lambda} u(\mathcal{C}_\lambda).$$

2.2. Generating functions. Given a sequence $(a_n)_{n \in \mathbb{N}}$ of numbers, one can encode important information about this sequence into a formal power series called the generating series.

Definition 2.2. Let $(a_n)_{n \in \mathbb{N}}$ be a sequence of complex numbers. We then define the (ordinary) generating function of $(a_n)_{n \in \mathbb{N}}$ as the formal power series

$$G(t) = G(a_n, t) = \sum_{n=0}^{\infty} a_n t^n.$$ 

We define $[t^n] [G]$ to be the coefficient of $t^n$ of $G(t)$, that is $[t^n] [G] := a_n$. 

The reason why generating functions are powerful is the possibility of recognizing them without knowing the coefficients \(a_n\) explicitly. In this case one can try to use tools from analysis to extract information about \(a_n\), for large \(n\), from the generating function.

The following lemma goes back to Polya and is sometimes called cycle index theorem. It links generating functions and averages over \(S_n\).

**Lemma 2.3.** Let \((a_m)_{m \in \mathbb{N}}\) be a sequence of complex numbers. Then

\[
\sum_{\lambda} \frac{1}{z_{\lambda}} \left( \prod_{m=1}^{\ell(\lambda)} a_{\lambda_m} \right) t^{\left| \lambda \right|} = \sum_{\lambda} \frac{1}{z_{\lambda}} \left( \prod_{m=1}^{\infty} (a_m t^m)^{C_m} \right) = \exp \left( \sum_{m=1}^{\infty} \frac{1}{m} a_m t^m \right) \tag{2.2}
\]

with the same \(z_{\lambda}\) as in Lemma 2.1. If one of the sums in (2.2) is absolutely convergent then so are the others.

**Proof.** The proof can be found in [13] or can be directly verified using the definitions of \(z_{\lambda}\) and the exponential function. The last statement follows from the dominated convergence theorem. \(\square\)

The crucial tool for our study, the relation of \(g_\Theta(t)\) to the generating function of \(h_n(A)\) for \(A \subset \mathbb{N}\), can immediately be deduced from the previous lemma.

**Lemma 2.4.** Let \(A \subset \mathbb{N}\) and \(\Theta\) be given as in Definition 1.1 and define \(D := \mathbb{N} \setminus A\). We then have as formal power series

\[
\sum_{n=0}^{\infty} h_n(A) t^n = \exp \left( g_\Theta(t) - L_D(t) \right), \tag{2.3}
\]

where \(g_\Theta(t)\) is given by (1.3) and \(L_D(t)\) is the formal power series

\[
L_D(t) := \sum_{m \in D} \frac{\theta_m}{m} t^m.
\]

**Proof.** We combine the definition of \(h_n\), Lemma 2.1 and Lemma 2.2. We get

\[
h_n(A) = \frac{1}{n!} \sum_{\sigma \in S_n} \prod_{m=1}^{\ell(\lambda)} \left( \theta_{\lambda_m} \mathbb{1}_{\{\lambda_m \in A\}} \right) = \sum_{\lambda \vdash n} \frac{1}{z_{\lambda}} \prod_{m=1}^{\ell(\lambda)} \left( \theta_{\lambda_m} \mathbb{1}_{\{\lambda_m \in A\}} \right).
\]

It follows that

\[
\sum_{n=1}^{\infty} h_n(A) t^n = \exp \left( \sum_{m=1}^{\infty} \frac{\theta_m}{m} \mathbb{1}_{\{m \in A\}} t^m \right) = \exp \left( g_\Theta(t) - L_D(t) \right).
\]

\(\square\)
3. Singularity Analysis for Increasing Cycle Lengths

The main goal of this section is to provide by means of complex analysis arguments a tool, Theorem 3.3, that allows us to compute the large-$n$ behaviour of $h_n(A_n)$ and of other related quantities.

For this purpose, as mentioned in the introduction, we have to impose assumptions on the sequence $\Theta = (\theta_m)_{m \in \mathbb{N}}$. In view of Lemma 2.4, it is natural to impose them on the function

$$g(t) = g_\Theta(t) := \sum_{m=1}^{\infty} \frac{\theta_m}{m^r}.$$  \hfill (3.1)

We shall apply the method of singularity analysis to the function $g(t)$. A detailed description of singularity analysis can be found for instance in [9, Section VI]. First we need a preliminary definition.

**Definition 3.1.** Let $0 < r < R$ and $0 < \phi < \frac{\pi}{2}$ be given. We then define

$$\Delta_0 = \Delta_0(r, R, \phi) = \{z \in \mathbb{C}; |z| < R, z \neq r, |\arg(z - r)| > \phi\}.$$ \hfill (3.2)

![Illustration of $\Delta_0$](image)

**Figure 1.** Illustration of $\Delta_0$

Now we can introduce the family of functions we are interested in.

**Definition 3.2.** Let $r, \vartheta > 0$ and $K \in \mathbb{R}$ be given. We write $\mathcal{F}(r, \vartheta, K)$ for the set of all functions $g(t)$ satisfying

1. $g(t)$ is holomorphic in $\Delta_0(r, R, \phi)$ for some $R > r$ and $0 < \phi < \frac{\pi}{2}$ and
2. \hfill (\text{3.3})

$$g(t) = \vartheta \log \left( \frac{1}{1 - t/r} \right) + K + O(t - r) \text{ as } t \to r.$$
Notice that $\theta_m \equiv \vartheta$ leads to $g_0(t) = -\vartheta \log(1 - t) \in \mathcal{F}(1, \vartheta, 0)$ and thus the Ewens measure is covered by the family $\mathcal{F}(r, \vartheta, K)$. Also functions of the form $-\vartheta \log(1 - t) + f(t)$ with $f(t)$ holomorphic for $|t| < 1 + \epsilon$ are contained in $\mathcal{F}(1, \vartheta, f(1))$. In particular, the case $\theta_k \neq \vartheta$ for only finitely many $k$ is covered by the family $\mathcal{F}(1, \vartheta, \cdot)$.

**Remark.** From [4, Theorem VI.4] we deduce the following observation, which we will use frequently: if $g(t)$ is defined as in (3.1) and $g(t) \in \mathcal{F}(r, \vartheta, K)$, then there exists some $\epsilon_m$ such that

$$\theta_m r^m = \vartheta + \epsilon_m \quad \text{with} \quad \epsilon_m \to 0 \quad \text{and} \quad \sum_{m=1}^{\infty} \frac{|\epsilon_m|}{m} < \infty. \quad (3.4)$$

We are now ready to state the main theorem of this section.

**Theorem 3.3.** Let $g(t)$ in $\mathcal{F}(r, \vartheta, K)$ and $(D_n^{(j)})_{n \in \mathbb{N}}$ with $D_n^{(j)} \subset \{1, \ldots, n\}$ be given. We define

$$d_n^{(j)} := \begin{cases} \max D_n^{(j)} & \text{if } D_n^{(j)} \neq \emptyset, \\ 1 & \text{otherwise}, \end{cases} \quad \text{and} \quad \bar{d}_n := \max \{d_n^{(j)}\}. \quad (3.5)$$

Let further

$$G_n(t, w, v_1, \ldots, v_k) := \exp \left( w g(t) + \sum_{j=1}^{k} v_j L_{D_n^{(j)}}(t) \right) \quad (3.6)$$

with $w, v_1, \ldots, v_k \in \mathbb{C}$ and $L_{D_n^{(j)}}(t)$ as in Lemma 2.4. Suppose that for each $C \in \mathbb{R}$

$$C \log n - \frac{n}{d_n} \to -\infty \quad (3.7)$$

holds as $n \to \infty$. Then we have for any fixed $b \in \mathbb{N}$

$$[t^{n-b}] \left[ G_n(t, w, v_1, \ldots, v_k) \right] = e^{\frac{K w n^{w \vartheta - 1}}{r^{n-b}}} \exp \left( \sum_{j=1}^{k} v_j L_{D_n^{(j)}}(r) \right) \left( \frac{1}{\Gamma(w \vartheta)} + O \left( \frac{\bar{d}_n}{n} \right) \right) \quad (3.8)$$

uniformly for bounded $|w|, |v_1|, \ldots, |v_k| \leq \tilde{r}$ for some $\tilde{r} > 0$.

**Remark.** We have introduced in Theorem 3.3 more than one set $D_n$ since this will allow us to compute easily the finite dimensional distributions of the process $B_n(x)$ in Section 5.

**Remark.** Apparently assumption (3.7) is not fulfilled if $D_n^{(j)} = \{1, \ldots, n\}$ for some $j$. However, in this case

$$[t^n] \left[ \exp \left( v L_{D_n^{(j)}}(t) \right) \right] = [t^n] \left[ \exp (vg(t)) \right]$$
holds and we can thus handle $D_n^{(j)} = \{1, \ldots, n\}$ with Theorem 3.3 by replacing $L_{D_n^{(j)}}(t)$ with $g(t)$ in (3.6).

**Remark.** We will mostly use (3.8) with $b = 0$, except in Subsection 4.2 where we study the behaviour of the large cycles.

Before proving Theorem 4.2 we deduce the large-$n$ behaviour of $h_n$.

**Corollary 3.4.** Let $g_\Theta(t)$ in $\mathcal{F}(r, \vartheta, K)$ be given and let $(A_n)_{n \in \mathbb{N}}$ be the defining sets of the measures $\mathbb{P}(A_n)[\cdot]$ (see Definition 1.1). We set $D_n := \{1, \ldots, n\} \setminus A_n$ and define $d_n$ as in (1.2). If the sequence $d_n$ fulfils the assumption (3.7), then

$$h_n(A_n) = \exp \left( -L_{D_n}(r) \right) n^{d_n - e^K r} \left( 1 + O \left( \frac{d_n}{n} \right) \right).$$

In particular, (3.7) is fulfilled if $d_n \sim \log n$ or $d_n \sim n^\alpha$ for $0 < \alpha < 1$.

**Proof.** We know from Lemma 2.4 that

$$h_n(A) = [t^n] \left[ \exp \left( g_\Theta(t) - L_D(t) \right) \right]$$

holds for arbitrary sets $A \subset \mathbb{N}$. Thus the first part of the corollary follows immediately from Theorem 3.3. The second part is obvious.

**Proof of Theorem 3.3.** For simplicity, we assume $k = 1, b = 0$ and write $D_n := D_n^{(1)}$, $d_n := d_n^{(1)}$ and $v := v_1$. The proof of the general case is completely similar. We apply Cauchy’s integral formula to $G_n(t, w, v)$. This gives

$$[t^n] \left[ G_n(t, w, v) \right] = \frac{1}{2\pi i} \int_\gamma \exp \left( w g(t) + v L_{D_n}(t) \right) \frac{dt}{t^{n+1}} \quad (3.9)$$

for some curve $\gamma$. We follow the idea in [3, Section VI.3] and choose the curve $\gamma$ as in Figure 2(a). The main difference with [3] is that we let the radius of the large circle slowly tend to $r$ while it is fixed in [3]. More precisely, by assumption $g(t)$
is holomorphic in $\Delta_0(r, R, \phi)$ (see (3.2)) and continuous on $\Delta_0(r, R, \phi) \setminus \{r\}$. We then define the radius of the large circle as

$$R(n) := \min \{ r(1 + 1/d_n), R \}$$

and define further $\gamma$ as

$$
\begin{align*}
\gamma_1(\varphi) &:= R(n)e^{i\varphi} & \text{for } \varphi \in [-\pi + \alpha_n, \pi - \alpha_n] \\
\gamma_2(\varphi) &:= r \left( 1 - \frac{1}{n} e^{-i\varphi} \right) & \text{for } \varphi \in [-\pi + \phi, \pi - \phi] \\
\gamma_3(x) &:= r(1 + xe^{i\phi}) & \text{for } x \in [1/n, \hat{r}_n] \\
\gamma_4(x) &:= r(1 + (\hat{r}_n - x)e^{-i\phi}) & \text{for } x \in [0, \hat{r}_n - 1/n]
\end{align*}
$$

where $\alpha_n$ and $\hat{r}_n$ are chosen such that the curve $\gamma$ is closed, i.e. $r + \hat{r}_ne^{i\phi} = R(n)e^{i\alpha_n}$.

We first compute the integral over $\gamma_1$. If $\sup_n d_n = C < \infty$, we clearly have $R(n) \geq \hat{R} > r$ for some $\hat{R}$ independent of $n$. Thus all points of the curve $\gamma_1$ have at least a distance $|\hat{R} - r| > 0$ from $r$. Therefore $g(t)$ is uniformly bounded on $\gamma_1$. Furthermore $L_{D_n}(t)$ involves only $\theta_m$ with $m \leq C$ and is thus also uniformly bounded. We get

$$
\left| \frac{1}{2\pi i} \int_{\gamma_1} \exp(wg(t) + vL_{D_n}(t)) \frac{dt}{t^{n+1}} \right| = O(R^{-n}) = O\left( \frac{n^{\varepsilon} - 2}{r^{n}} e^{\varepsilon L_{D_n}(r)} \right).
$$

If $\sup_n d_n = \infty$ we have to be more careful. In this case

$$
\left| \frac{1}{2\pi i} \int_{\gamma_1} \exp(wg(t) + vL_{D_n}(t)) \frac{dt}{t^{n+1}} \right| \\
\leq \frac{1}{2\pi (\hat{R}(n))^n} \int_{-\pi + \alpha_n}^{\pi - \alpha_n} \left| \exp \left( wg(R(n)e^{i\varphi}) + vL_{D_n}(R(n)e^{i\varphi}) \right) \right| \, d\varphi \\
\leq \frac{1}{\hat{R}(n)^n} \exp \left( \max_{-\pi + \alpha_n \leq \varphi \leq \pi - \alpha_n} \left\{ \text{Re} \left[ wg(R(n)e^{i\varphi}) + vL_{D_n}(R(n)e^{i\varphi}) \right] \right\} \right) \\
\leq \frac{1}{\hat{R}(n)^n} \exp \left( \max_{-\pi + \alpha_n \leq \varphi \leq \pi - \alpha_n} \left\{ \text{Re} \left[ wg(R(n)e^{i\varphi}) + vL_{D_n}(R(n)e^{i\varphi}) \right] \right\} \right).
$$

Using that $g(t) \in \mathcal{F}(r, \vartheta, K)$ is continuous on $\Delta_0(r, R, \phi) \setminus \{r\}$ and the expansion of $g(t)$ around $r$, one immediately obtains

$$
\text{Re}(g(t)) \leq \vartheta \log \left| \frac{1}{1 - t/r} \right| + O(1) \quad \text{and} \quad \text{Im}(g(t)) = O(1) \quad \text{for all } t \in \Delta_0 \setminus \{r\}.
$$

This yields

$$
\text{Re}[wg(R(n)e^{i\varphi})] \leq |\text{Re}(w)| \vartheta \log \left| \frac{1}{1 - R(n)/r} \right| + O(1) = |\text{Re}(w)| \vartheta \log d_n + O(1).
$$
Furthermore, we get
\[
|L_{D_n}\left((1 + 1/d_n) r e^{i\varphi}\right)| \leq \sum_{m \in D_n} \frac{\theta_m}{m} r^m (1 + 1/d_n)^m
\]
\[
\leq \sum_{m \in D_n} \frac{\theta_m}{m} r^m (1 + O(m/d_n))
\]
\[
\leq L_{D_n}(r) + O(1) \leq \log d_n + O(1)
\]  
(3.10)
since \(m \leq d_n\) and \(\theta_m r^m \sim \vartheta\), see (3.4). We also have
\[
(R(n))^{-n} \leq r^{-n} (1 + 1/d_n)^{-n} = r^{-n} \exp(-n \log(1 + 1/d_n)) \leq r^{-n} \exp\left(-\frac{n}{2d_n}\right).
\]

Combining the above computations, we obtain
\[
\left|\frac{1}{2\pi i} \int_{c_1} e^{w\vartheta(t) + vL_{D_n}(r)} \frac{dt}{t^{n+1}}\right| = O\left(r^{-n} \exp\left(-\frac{n}{2d_n} + (|\Re(w)| + |v|) \vartheta \log d_n\right)\right).
\]

It remains to prove that this is \(O(n^{w\vartheta - 2} \exp(-vL_{D_n}(r)))\). This holds if
\[
-\frac{n}{2d_n} + (|\Re(w)| \vartheta + |v|) \log d_n \leq \Re(w\vartheta - 2) \log n - vL_{D_n}(r) + O(1)
\]
but this follows immediately from assumption (3.7) since
\[
L_{D_n}(r) \leq \log d_n \leq \log n.
\]

The computations of the integrals over \(\gamma_2, \gamma_3\) and \(\gamma_4\) are completely similar to the computations in the proof of Theorem VI.3 in [5] and we thus give only a short overview. A simple calculation gives
\[
L_{D_n}(\gamma_2(\varphi)) = L_{D_n}(r) + O\left(d_n/n\right) \quad \text{and} \quad L_{D_n}(\gamma_3(x)) = L_{D_n}(r) + O\left(d_n x\right).
\]  
(3.11)
This observations together with the computations in [5] then yields
\[
\frac{1}{2\pi i} \int_{\gamma_2 U \gamma_3 U \gamma_4} G_n(t, w, v) \frac{dt}{t^{n+1}} = \frac{1}{2\pi i} \frac{n^{w\vartheta - 1}}{r^n} \int_{\gamma'} z^{-w\vartheta} e^z dt \quad (1 + O(d_n/n))
\]
with \(\gamma'\) as in Figure 2(b). The variable substitution \(x = -z\) and a simple contour argument then gives
\[
\frac{1}{2\pi i} \frac{n^{w\vartheta - 1}}{r^n} \int_{\gamma'} z^{-w\vartheta} e^z dt = \frac{1}{2\pi i} \int_{\gamma''} (x)^{-w\vartheta} e^{-x} dx = \frac{1}{\Gamma(w\vartheta)}
\]
with \(\gamma''\) as in Figure 2(c). We have used in the second equality that that the integral is a well know expression for the inverse of \(\Gamma\)-function. Further details can be found for instance in [5, Section B.3].

To investigate the behaviour of the large cycles and a functional central limit theorem we have to consider in Section 4.2 and 5.1 expressions of the form
\[
[t^n] \left[f(t) \cdot \exp\left(g(t) + vL_{D_n}(t)\right)\right]
\]  
(3.12)
where the function $f(t)$ is either a polynomial depending on $n$ or it is independent of $n$ and behaves like a derivative of the logarithm near $r$. By suitable modifications of Theorem 3.3 we obtain in this case the following asymptotics.

**Corollary 3.5.** Let the assumptions of Theorem 3.3 be fulfilled with $k = 1$ and write $D_n := D_n^{(1)}$, $d_n := d_n^{(1)}$. If $f(t)$ is a holomorphic function in $\Delta_0$ and there exists a constant $\beta \geq 0$ such that

$$f(t) = (1 - t/r)^{-\beta}(1 + O(t - r)), \quad t \to r \quad \text{and} \quad t \in \Delta_0, \tag{3.13}$$

then

$$[t^n] \left[ f(t) \cdot \exp(g(t) + v L_{D_n}(t)) \right] = \frac{e^{K_1 n^{\theta + \beta - 1}}}{r^n} \exp(v L_{D_n}(r)) \left( \frac{1}{\Gamma(\theta + \beta)} + O\left(\frac{d_n}{n}\right) \right). \tag{3.14}$$

**Proof.** Since we have $g(t) \in \mathcal{F}(r, \vartheta, K)$, we get with (3.3) and (3.13)

$$\log f(t) + g(t) = - (\vartheta + \beta) \log(1 - t/r) + K + O(t - r) \quad \text{as} \quad t \to r.$$

We thus see that $\log f(t) + g(t) \in \mathcal{F}(r, \vartheta + \beta, K)$ and the corollary follows immediately from Theorem 3.3 with $g(t)$ replaced by $\log f(t) + g(t)$. \hfill \Box

**Corollary 3.6.** Let the assumptions of Theorem 3.3 be fulfilled with $k = 1$ and write $D_n := D_n^{(1)}$, $d_n := d_n^{(1)}$. Let further $P_n(t)$ be a sequence of polynomials with

$$P_n(t) = \sum_k p_{k,n} t^k, \quad \text{where} \quad p_{n,k} \geq 0,$$

such that $P_n(r(1 + 1/d_n)) = P_n(r)(1 + o(1))$. We then have for each $\nu \in \mathbb{R}$

$$[t^n] \left[ P_n(t) \cdot \exp(g(t) + v L_{D_n}(t)) \right] = P_n(r) n^{\vartheta - 1} \nu \exp(v L_{D_n}(r)) \left( \frac{1}{\Gamma(\nu \theta)} + o(1) \right). \tag{3.15}$$

**Proof.** Since the computations for this proof are very similar to those of the proof of Theorem 3.3, we only illustrate the estimate over $\gamma_1$ with $\gamma_1(v) = r(1 + 1/d_n)e^{i\varphi}$. We argue as in the first part of the proof of Theorem 3.3 and use that $P_n(t)$ has positive coefficients. We obtain

$$\left| \frac{1}{2\pi i} \int_{\gamma_1} P_n(t) \exp(g(t) + v L_{D_n}(t)) \frac{dt}{t^n} \right| \leq \frac{P_n(r(1 + 1/d_n))}{2\pi (R(n))^n} \int_{|v| - \alpha_n}^{\pi - \alpha_n} \left| \exp\left( w g(R(n)e^{i\varphi}) + v L_{D_n}(R(n)e^{i\varphi}) \right) \right| d\varphi$$

The latter integral is now the same as in the proof of Theorem 3.3. Using the estimate in the proof of Theorem 3.3 and the assumption on $P_n(t)$ then completes the proof. \hfill \Box
4. CYCLE COUNTS, TOTAL NUMBER OF CYCLES AND LARGE CYCLES

4.1. The cycle counts and the total number of cycles. We consider here the cycle counts $C_m$ and the total number of cycles $T$, defined in (2.1). First, we compute their generating functions and then deduce with Theorem 3.3 their asymptotic behaviour. As mentioned in the introduction, the required computations are quite similar to those in [15]. Therefore, we give here only a short overview and refer to [15] for more details.

Lemma 4.1. Let $A \subset \mathbb{N}$, $D := \mathbb{N} \setminus A$ be given. We then have for $w \in \mathbb{C}$ as formal power series

$$\sum_{n=1}^{\infty} h_n(A)E^{(A)}_\Theta [\exp(wT)] t^n = \exp \left( e^w g_\Theta(t) - e^w L_D(t) \right).$$

Let further $M = \{m_1, \ldots, m_d\} \subset A$ be given. We then have for $w_1, \ldots, w_d \in \mathbb{C}$ as formal power series

$$\sum_{n=1}^{\infty} h_n(A)E^{(A)}_\Theta \left[ \exp \left( \sum_{j=1}^{d} w_{m_j} C_m \right) \right] t^n = \exp \left( \sum_{j=1}^{d} \frac{\theta_{m_j}}{m_j} (e^{w_{m_j}} - 1) L_D(t) \right) \exp (g_\Theta(t) - L_D(t)).$$

We omit the proof since it is a simple application of Lemma 2.3 and the computations are similar to the proof of Lemma 2.4.

It follows with Lemma 4.1 that

$$h_n(A)E^{(A)}_\Theta [\exp(wT)] = [t^n] \left[ \exp (e^w g_\Theta(t) - e^w L_D(t)) \right]$$

(4.1)

with $A \subset \mathbb{N}$ arbitrary. We can thus replace $A$ in (4.1) by any $A_n$ depending on $n$. Note that this is not possible in Lemma 4.1. Now combine Theorem 3.3 and Lemma 4.1 to obtain the asymptotic behaviour of the cycle counts.

Theorem 4.2. Suppose that $g_\Theta(t)$ is in $\mathcal{F}(r, \vartheta, K)$. Let further $M = \{m_1, \ldots, m_d\}$ and $(A_n)_{n \in \mathbb{N}}$ with $A_n \subset \{1, \ldots, n\}$ be given and let $d_n$ be defined as in (1.2). Suppose that

1. $d_n$ fulfils the assumption (3.1) and
2. there exists $n_0 \in \mathbb{N}$ such that $M \subset A_n$ for all $n \geq n_0$.

Then

$$E^{(A_n)}_\Theta \left[ \exp \left( \sum_{j=1}^{d} w_{m_j} C_m \right) \right] = \exp \left( \sum_{j=1}^{d} \frac{\theta_{m_j}}{m_j} (e^{w_{m_j}} - 1) r_{m_j} \right) + O \left( \frac{d_n}{n} \right)$$

(4.2)
uniformly in $w_{m_1}, \ldots, w_{m_d}$ for bounded $\text{Re}(w_{m_1}), \ldots, \text{Re}(w_{m_d})$. In particular, the random variables $C_{m_j}, m_j \in M$ converge in law to independent Poisson distributed random variables $Y_{m_j}$ with $\mathbb{E}[Y_{m_j}] = \theta_{m_j} r^{m_j}/m_j$.

**Proof.** Equation (4.2) follows immediately from Lemma 4.1 and Theorem 3.3. The error is uniform for bounded $\text{Re}(w_{m_1}), \ldots, \text{Re}(w_{m_d})$ since all $C_{m_j} \in \mathbb{N}$ and thus the function on the left-hand side of (4.2) is periodic. □

The asymptotic behaviour of the total cycle number $T$ is computed analogously.

**Theorem 4.3.** Let $g_\vartheta(t), (A_n)_{n \in \mathbb{N}}$ and $d_n$ be defined as in Theorem 4.2. Then

$$
\mathbb{E}^{(A_n)}[\exp(isT)] = n^{\vartheta(is) - 1} e^{(K - L_{D_n}(r))(e^{is} - 1)} \left( \frac{\Gamma(\vartheta)}{\Gamma(e^{is}\vartheta)} + O \left( \frac{d_n}{n} \right) \right) \tag{4.3}
$$

uniformly in $s$ for bounded $\text{Re}(is)$.

We will not give the proof here since it is quite similar to that of the previous theorem. However, an analogue result, Theorem 5.1, is proved in Section 5.

Given the characteristic function of the total cycle number, one can show the following central limit theorem, in analogy to Theorem 4.2 in [15].

**Corollary 4.4.** Under the same assumptions as in Theorem 4.2, we have

$$
\frac{T - \vartheta \log n}{\sqrt{\vartheta \log n}} \overset{d}{\to} \mathcal{N}(0, 1),
$$

where $\overset{d}{\to}$ denotes convergence in distribution and $\mathcal{N}(0, 1)$ a standard normal random variable.

We will state and prove in Section 5 a similar result, see Corollary 5.4. We thus omit the proof here. In fact, still in analogy to [15], it follows immediately from equation (4.3) that $T$ converges in a stronger sense, namely it is mod-Poisson convergent.

**Corollary 4.5.** Under the same assumptions as in Theorem 4.2, the sequence $(T_n)_{n \in \mathbb{N}}$ converges in the strong mod-Poisson sense with parameter $K + \vartheta \log n - L_{D_n}(r)$ and limiting function $\Gamma(\vartheta)/\Gamma(e^{is}\vartheta)$.

As in [15] one can now approximate $T_n$ by a Poisson random variable with mean $K + \vartheta \log n - L_{D_n}(r)$ or compute large deviations estimates. But as all computations are completely similar and we thus omit them. However, in Section 5 we state and prove an analogue result, see Corollary 5.2.

4.2. **Behaviour of large cycles.** The goal of this section is to study the asymptotic behaviour of the large cycles. The main result, Theorem 4.6, yields the same asymptotic behaviour as in the Ewens case, see for instance Vershik and Shmidt [16] and Kingman [17].
Let \( \ell^{(1)}(\sigma) \) be the length of the longest cycle of \( \sigma \in \mathcal{S}_n \), \( \ell^{(2)}(\sigma) \) the length of the second longest cycle and so on. If \( \sigma \) has cycle type \( \lambda = (\lambda_1, \lambda_2, \ldots) \) this means that \( \ell^{(j)} = \lambda_j \) for \( j \in \mathbb{N} \).

**Theorem 4.6.** Let \( (A_n)_{n \in \mathbb{N}} \) be the defining sets of the measures \( \mathbb{P}^{(A_n)}_\Theta \) and define \( D_n := \{1, \ldots, n\} \backslash A_n \) and \( d_n \) as in (4.2). Suppose that \( g_\Theta(t) \in \mathcal{F}(r, \vartheta, K) \), \( d_n \) fulfills assumption \( [3.7] \) and that for all \( b \geq 0 \)

\[
\left( \frac{\partial}{\partial t} \right)^{b+1} g_\Theta(t) = \frac{\partial b!}{r^{b+1}(1 - t/r)^{b+1}(1 + O(t - r))} \quad (4.4)
\]
as \( t \to r \). We then have, as \( n \to \infty \),

\[
\left( \frac{\ell^{(1)}}{n}, \frac{\ell^{(2)}}{n}, \ldots \right) \xrightarrow{d} \mathcal{P}\mathcal{D}(\vartheta)
\]

where \( \mathcal{P}\mathcal{D}(\vartheta) \) denotes the Poisson-Dirichlet distribution with parameter \( \vartheta \) (see [4]).

**Proof.** Let \( \ell_1 = \ell_1(\sigma) \) be the length of the cycle containing 1, \( \ell_2 = \ell_2(\sigma) \) containing the least element not contained in the cycle containing 1 and so on. We prove that for each fixed \( m \in \mathbb{N} \), as \( n \to \infty \),

\[
\left( \frac{\ell_1}{n}, \frac{\ell_2}{n - \ell_1}, \ldots, \frac{\ell_m}{n - \sum_{j=1}^{m-1} \ell_j} \right) \xrightarrow{d} (B_1, \ldots, B_m)
\]
holds, where \( B_1, \ldots, B_m \) are independent beta random variables with parameter \((1, \vartheta)\). This result immediately implies the theorem, see for instance [4].

We start with the case \( m = 1 \). We first compute the distribution of \( \ell_1 \). If \( k \in A_n \) is given, then there are \((n - 1) \cdots (n - k + 1)\) possible cycles of length \( k \) containing the element 1, and the choice of such a cycle does not influence the cycle lengths of the remaining cycles. Using the definition of \( h_n(A_n) \) and a small computation then gives

\[
\mathbb{P}^{(A_n)}_\Theta [\ell_1 = k] = \frac{\theta_k}{n} \frac{h_{n-k}(A_n)}{h_n(A_n)} \mathbb{1}_{\{k \in A_n\}}.
\]

We use the Pochhammer symbol \((k)_b = k(k - 1) \cdots (k - b + 1)\) and get for \( b \geq 1 \)

\[
\mathbb{E}^{(A_n)}_\Theta [(\ell_1 - 1)_b] = \frac{1}{n} \sum_{k=b+1}^{n} (k - 1)_b \cdot \theta_k \mathbb{1}_{\{k \in A_n\}} \frac{h_{n-k}(A_n)}{h_n(A_n)}.
\]

On the other hand we have

\[
\left( \frac{\partial}{\partial t} \right)^{b+1} g_\Theta(t) = \sum_{k=b+1}^{\infty} (k - 1)_b \cdot \theta_k t^{k-b-1}.
\]

This together with the definition of \( L_{D_n}(t) \) and Lemma [2.4] gives

\[
h_n(A_n) \mathbb{P}^{(A_n)}_\Theta [(\ell_1 - 1)_b] = \left[ t^{n-b-1} \left( \frac{e g_\Theta(t) - L_{D_n}(t)}{n} \left( \frac{\partial}{\partial t} \right)^{b+1} (g_\Theta(t) - L_{D_n}(t)) \right) \right].
\]
We can now use Corollary 3.5 and 3.6 to compute the asymptotic behaviour of this expression. If follows with Corollary 3.5 and assumption (4.4) that

$$\left[ t^{n-b-1} \right] \exp \left( g_\varnothing(t) - L_{D_n}(t) \right) \left( \frac{\partial}{\partial t} \right)^{b+1} g_\varnothing(t)$$

$$= \vartheta b! \left[ \frac{n^{\vartheta+b} e^K}{r^n \Gamma(\vartheta + b + 1)} \right] \exp \left( -L_{D_n}(r) \right) \left( 1 + O(d_n/n) \right). \quad (4.6)$$

We show as next that the remaining part can be neglected with respect to (4.6).

We get with (3.4)

$$L_{D_n}(r) = \sum_{k=1}^{d_n} \theta_k r^k = O \left( \sum_{k=1}^{d_n} \frac{1}{k} \right) = O(\log d_n)$$

and

$$\left( \frac{\partial}{\partial t} \right)^{b+1} L_{D_n}(r) = \sum_{k=1}^{d_n} (k-1) b \theta_k r^{k-b-1} = O \left( \sum_{k=1}^{d_n} \left( \begin{array}{c} k-1 \\ b \end{array} \right) \right) = O \left( \left( \begin{array}{c} d_n \\ b+1 \end{array} \right) \right)$$

$$= O \left( (d_n)^{b+1} \right).$$

Using Corollary 3.6 together with this computations gives

$$\left[ t^{n-b-1} \right] e^\left( g_\varnothing(t) - L_{D_n}(t) \right) \left( \frac{\partial}{\partial t} \right)^{b+1} L_{D_n}(t) = O \left( \frac{n^{\vartheta-1}(d_n)^{b+1} \exp \left( -L_{D_n}(r) \right)}{r^m} \right)$$

Comparing this to (4.6), we see that we can neglect it since $d_n = o(n)$. Thus the leading term of $h_n(A_n)E_{\Theta}^{(A_n)} [(\ell_1 - 1)_b]$ comes from (4.6) and combined with the asymptotic behaviour of $h_n$, see Corollary 3.3, we obtain

$$E_{\Theta}^{(A_n)} [(\ell_1 - 1)_b] = \vartheta n^{b} \frac{b! \Gamma(\vartheta)}{\Gamma(\vartheta + b + 1)} \left( 1 + O \left( \frac{d_n}{n} \right) \right).$$

It follows that

$$E_{\Theta}^{(A_n)} \left[ \left( \frac{\ell_1}{n} \right)^b \right] = \frac{b! \Gamma(\vartheta + 1)}{\Gamma(\vartheta + b + 1)} = E \left[ B_1^b \right]$$

with $B_1$ a beta random variable with parameter $\vartheta$. This completes the proof in the case $m = 1$.

Equation (4.5) now can be proved for arbitrary $m$ by induction over $m$. The argumentation is (almost) the same as in the proof of Proposition 5.2 in [3]. One only has to check that

$$E_{\Theta, n}^{(A_n)} \left[ \frac{\ell_{m+1}}{n - \sum_{j=1}^{m} \ell_j} \leq a_{m+1} \middle| \ell = a_1, \ldots, \ell_n = a_m \right]$$

$$= E_{\Theta, n}^{(A_n)} \left[ \frac{\ell_{m+1}}{n - \sum_{j=1}^{m} a_j} \leq a_{m+1} \middle| \ell = a_1, \ldots, \ell_n = a_m \right].$$
5. A FUNCTIONAL CENTRAL LIMIT THEOREM

The object of this section is to prove that the number of cycles with length not exceeding $n^x$ converges, after normalisation, weakly to the standard Brownian motion with respect to the Skorohod topology. (Details about the Skorohod topology and weak convergence of processes can be found for instance in [5]). Formally, this means we consider the functional

$$B_n(x) := \sum_{m=1}^{\lfloor n^x \rfloor} C_m.$$  \hspace{1cm} (5.1)

It was first shown by DeLaurentis and Pittel [6], with respect to the uniform measure on $S_n$, that the process

$$\tilde{B}_n(x) := B_n(x) - x \log n \sqrt{\log n}$$  \hspace{1cm} (5.2)

converges weakly to the standard Brownian motion for $0 \leq x \leq 1$. A corresponding result for the Ewens measure ($\theta_j = \vartheta$ for all $j \geq 1$) was shown by Hansen [10] and Donelly, Kurtz and Tavaré [7]. For this, $\log n$ in (5.2) needs to be replaced by $\vartheta \log n$. By an appropriate rescaling, we will show in this section the validity of an analogue result for our more general measure $P_{\Theta}^{(A_n)}$ with the usual assumptions on the parameters $\theta_j$.

5.1. Without restriction. Throughout this subsection we assume no restrictions on the cycle lengths, that is $A_n = \{1, \ldots, n\}$ in Definition 1.1, and write $E_\Theta[\cdot]$ instead of $E_{\Theta}^{(A_n)}[\cdot]$, $P_\Theta$ instead of $P_{\Theta}^{(A_n)}$ and $h_n$ instead of $h_n(A_n)$. First, we compute the characteristic function of the process given by (5.1).

**Theorem 5.1.** Suppose that $g_\Theta(t)$ is in $F(r, \vartheta, K)$ and let $B_n(.)$ be defined as in (5.1). Then, for any fixed $x \in [0, 1)$, we have

$$E_\Theta[\exp(isB_n(x))] = \exp \left( (e^{is} - 1)L_{D_x}(r) \right) \left( 1 + O(n^{x-1}) \right),$$  \hspace{1cm} (5.3)

whith $D_x = \{1, \ldots, \lfloor n^x \rfloor \}$.

**Remark.** Note that $B_n(1) = T$, and thus Theorem 4.3 states a similar behaviour as in (5.3) for $x = 1$, except that the 1 on the right-hand side in (5.3) is replaced by the quotient $\Gamma(\vartheta)/\Gamma(e^{is}\vartheta)$.

**Proof.** Consider $B_b := \sum_{k=1}^{b} C_k$. By Lemma 2.1 we get

$$h_nE_\Theta[\exp(isB_b)] = \sum_{\lambda \vdash n} \frac{1}{z^\lambda} \exp \left( \sum_{k=1}^{b} C_k \right) \prod_{k=1}^{b} \theta_{\lambda_k}.$$
Now apply Lemma 2.3 to obtain
\[
\sum_{n=0}^{\infty} h_n \mathbb{E}_\Theta [\exp(isB_n)] t^n = \sum_{\lambda} \frac{1}{z_{\lambda}} \left( \prod_{k=1}^{b} (\theta_k e^{i\alpha})^{C_k} \right) \left( \prod_{k=b+1}^{\infty} \theta_k^{C_k} \right) t^{|\lambda|}
\]
\[
= \exp \left( \sum_{k=1}^{b} \frac{\theta_k e^{i\alpha}}{k} t^k + \sum_{k=b+1}^{\infty} \theta_k t^k \right)
\]
\[
= \exp \left( (e^{is} - 1) L_D_b(t) + g_\Theta(t) \right),
\]
where \( D_b = \{1, \ldots, b\} \). Then set \( b = \lfloor nx \rfloor \) and Theorem 3.3 gives the result. \( \square \)

**Corollary 5.2.** Let \( g_\Theta(t) \) and \( B_n(.) \) be as in Theorem 5.1. Then, for any fixed \( x \in [0, 1) \), the sequence \( (B_n(x))_{n \in \mathbb{N}} \) is strongly mod-Poisson convergent with limiting function 1 and parameter \( L_D_x(r) \).

This corollary follows immediately from (5.3). Note again that a similar result for \( x = 1 \) can be found in Corollary 4.5. For the definition and details of mod-convergence we refer to [2].

We obtain from (5.4) that
\[
L_{D_x}(r) = \sum_{m=1}^{\lfloor nx \rfloor} \frac{\theta_m}{m} + \sum_{m=1}^{\lfloor nx \rfloor} \frac{e_m}{m} = x \theta \log n + c + o(1)
\]
as \( n \to \infty \) with some \( c \in \mathbb{R} \). This shows that the mod-Poisson convergence in Corollary 5.3 does also hold with parameter \( x \theta \log n + c \). Given this, we can estimate the distance of \( B_n(x) \) and a Poisson random variable with mean \( x \theta \log n + c \), analogously to Lemma 4.6 in [15]. This is done in terms of the point metric \( d_{\text{loc}} \) and the Kolmogorov distance \( d_K \).

**Corollary 5.3.** Let \( g_\Theta(t) \) and \( B_n(.) \) be as in Theorem 5.1 and let \( P_\theta \) be a Poisson distributed random variable with mean \( x \theta \log n + c \). Then, for any fixed \( x \in [0, 1) \),
\[
d_{\text{loc}}(B_n(x), P_\theta) = O \left( \frac{n^{x-1}}{\log n} \right) \text{ and } d_K(B_n(x), P_\theta) = O \left( \frac{n^{x-1}}{\log n} \right).
\]

**Proof.** These estimates can be established with Proposition 3.1 and Corollary 3.2 in [4] with \( \chi(s) = \exp((e^{is} - 1)(x \theta \log n + \gamma + c)) \), \( \psi_{\nu}(s) = 1 \) and \( \psi_\mu(s) = 1 \). \( \square \)

Another consequence of Theorem 5.1 is the following central limit result.

**Corollary 5.4.** Let \( g_\Theta(t) \) and \( B_n(.) \) be as in Theorem 5.1. Then, for any fixed \( x \in [0, 1] \),
\[
\tilde{B}_n(x) := \frac{B_n(x) - x \theta \log n}{\sqrt{\theta \log n}} \xrightarrow{d} \mathcal{N}(0, x),
\]
where \( \xrightarrow{d} \) denotes convergence in distribution and \( \mathcal{N}(0, x) \) a centred Gaussian random variable with variance \( x \).
Proof. The case \( x = 1 \) follows immediately from Corollary 5.3 and we can thus assume \( x < 1 \). We know from (5.4) that \( L_{D_x}(r) = x \vartheta \log n + O(1) \), as \( n \to \infty \). We obtain with (5.5)
\[
\mathbb{E}_n \left[ \exp \left( \frac{is}{\vartheta \log n} B_n(x) \right) \right] = \exp \left( \left( e^{-is \log n} - 1 \right) x \vartheta \log n \right) (1 + o(1))
\[
= \exp \left( isx \frac{\sqrt{\vartheta \log n}}{2} - s^2 x \right) (1 + o(1))
\]
and the result follows. \( \square \)

We now turn to the main result of this section. As already mentioned in the beginning of this section, it was shown that the process \( \tilde{B}_n(\cdot) \) given in (5.4), considered with respect to the uniform measure (and with respect to the Ewens measure, when \( \tilde{B}_n(\cdot) \) is properly rescaled) converges weakly to the standard Brownian motion. In our setting, the analogue statement is the following.

**Theorem 5.5.** Suppose that \( g_{\vartheta}(t) \) is in \( \mathcal{F}(r, \vartheta, K) \) and define
\[
\tilde{B}_n(x) := \frac{B_n(x) - x \vartheta \log n}{\sqrt{\vartheta \log n}}.
\]
Then, as \( n \to \infty \) and for \( 0 \leq x \leq 1 \), \( \tilde{B}_n \) converges weakly to the standard Brownian motion \( \mathcal{W} \) on \([0, 1]\).

Proof. We will proof this statement following the arguments of Hansen [10]. We first define a process
\[
B_n^*(x) := \left( B_n(x) - L_{D_x}(r) \right) / \sqrt{\vartheta \log n} \tag{5.5}
\]
with \( D_x \) as in Theorem 5.1. It follows that
\[
|B_n(x) - B_n^*(x)| = |L_{D_x}(r) - x \vartheta \log n| / \sqrt{\vartheta \log n} = o(1), \quad \text{as} \quad n \to \infty
\]
with \( o(1) \) uniform in \( x \in [0, 1] \). Therefore, the distance between \( \tilde{B}_n(x) \) and \( B_n^*(x) \) is asymptotically vanishing with respect to the Skorohod topology on the space of right-continuous functions with left limits. It is thus sufficient to prove \( B_n^* \overset{d}{\rightarrow} \mathcal{W} \). We will proceed in two steps: first, we will show that the process \( B_n^*(x) \) converges to \( \mathcal{W}(\cdot) \) in terms of finite-dimensional distributions and then its tightness.

**Convergence of the finite dimensional distributions.** We have to show that for any \( k \in \mathbb{N} \) and \( 0 \leq x_1 < x_2 < \ldots < x_k \leq 1 \) the random vector \( \{B_n^*(x_j)\}_{j=1}^k \) converges in distribution to the vector \( \{\mathcal{N}(0, x_j)\}_{j=1}^k \) with independent increments. We know from Corollary 5.3 that \( B_n^*(x_j) \overset{d}{\rightarrow} \mathcal{N}(0, x_j) \) for all \( x_j \in [0, 1] \). It remains to show that the increments are independent. We define the sets \( D_{n,j}^{(j)} := \{n x_{j-1}, \ldots, n x_j\} \) with \( x_0 := 0 \) and a straightforward application of Lemma 2.3 gives
\[
h_n \mathbb{E}_n \left[ \exp \left( \sum_{j=1}^k (i \vartheta (B_n(x_j) - B_n(x_{j-1})) \right) \right] = \left[ \exp \left( g_{\vartheta}(t) + \sum_{j=1}^k (e^{i \vartheta j - 1}) L_{D_n}(t) \right) \right]. \tag{5.6}
\]
We can thus apply Theorem 3.3. The remaining computations are the same as in the proof of Corollary 5.4. Only the case \( x_k = 1 \) needs further explanation. This is because we have in this case \( D_n^{(k)} = \{ n^{x_k-1} + 1, \ldots, n \} \) and thus assumption (3.7) is not satisfied. However, we then have

\[
L_{D_n^{(k)}}(t) = g_{\Theta}(t) - L_{D_c}(t) + t^{n+1} f_n(t)
\]

with \( D_c := \{ 1, \ldots, |n^{x_k-1}| \} \) and \( f_n(t) \) a holomorphic function around the origin. Inserting this into (5.4), one can see that the term \( t^{n+1} f_n(t) \) can be neglected. Hence, Theorem 3.3 does also apply for \( x_k = 1 \).

**Tightness.** It remains to prove that process \( B_n^*(.) \) is tight. We use the moment condition given in [4, Theorem 15.6]. More precisely, we show that for any \( n \geq 0 \) and \( 0 \leq x_1 < x < x_2 \leq 1 \),

\[
E^B_{\Theta} := E_{\Theta} \left[ (B_n^*(x) - B_n^*(x_1))^2 (B_n^*(x_2) - B_n^*(x))^2 \right] = O((x_2 - x_1)^2).
\]  

(5.7)

We start with the identity

\[
h_n E^B_{\Theta} = \frac{[t^n]}{(\vartheta \log n)^2} \left[ L_{D_1}(t)L_{D_2}(t) e^{\vartheta \Theta(t)} \right],
\]  

(5.8)

where \( D_1 = \{ \lfloor n^{x_1} \rfloor + 1, \ldots, \lfloor n^x \rfloor \}, D_2 = \{ \lfloor n^x \rfloor + 1, \ldots, \lfloor n^{x_2} \rfloor \}. \) Before we prove (5.8), we complete the proof of the tightness. It follows with Corollary 5.6 that

\[
[t^n] \left[ L_{D_1}(t)L_{D_2}(t) e^{\vartheta \Theta(t)} \right] = O \left( L_{D_1}(r)L_{D_2}(r) \frac{n^{\vartheta-1}}{r^n} \right)
\]  

(5.9)

and therefore

\[
E^B_{\Theta} = O \left( \frac{L_{D_1}(r)L_{D_2}(r)}{(\log n)^2} \right).
\]  

(5.10)

Then, from equation (3.4) follows

\[
L_{D_1}(r) = O((x - x_1) \log n) \quad \text{and} \quad L_{D_2}(r) = O((x_2 - x) \log n).
\]  

(5.11)

Finally, this yields

\[
E^B_{\Theta} = O((x - x_1)(x_2 - x)) = O((x_2 - x_1)^2),
\]

which completes the proof of (5.7) and proves the tightness.

It remains to prove (5.8). One can try to proceed with Lemma 2.3, but the computations are rather technical. We prefer to follow the idea of Hansen [10]. Therefore, we consider for \( 0 < t < r \) a product space

\[
\Omega_t := \{ \{ (k_1, k_2, \ldots) \mid k_i \text{ is a non-negative integer} \}
\]

and a measure \( P^t_{\Theta} \) on \( \Omega_t \) given such that the \( m \)-th coordinate of \( \Omega_t \) is Poisson distributed with parameter \( \theta_m t^m / m \). Then, analogously to [10, Lemma 2.1], we have

\[
P^t_{\Theta}[\nu = n] = t^n h_n \exp(-g_{\Theta}(t)),
\]  

(5.12)
where \( v : \Omega_t \to \mathbb{N} \) is defined by \( v(k_1, k_2, \ldots) = \sum_{m=1}^{\infty} mk_m \). We omit the prove of (5.12) since it is line by line the same as the proof of [10, Lemma 2.1], one simply has to replace \( \theta \) by \( \theta_k \) and \((1-t)^{-\theta}\) by \( \exp(g_\theta(t))\).

We obtain the following identity between \( \mathbb{P}_\theta^t \) on \( \Omega_t \) and \( \mathbb{P}_\theta \) on \( \mathcal{S}_n \)

\[
\mathbb{P}_\theta^t[(k_1, k_2, \ldots)|v = n] = \mathbb{P}_\theta[C_1 = k_1, \ldots, C_n = k_n]. \tag{5.13}
\]

This gives in analogy to (2) in [10]

\[
e^{g_\theta(t)} \mathbb{P}_\theta^t[\Psi] = \sum_{n=1}^{\infty} h_n \mathbb{P}_\theta[\Psi_n] t^n + \Psi(0), \tag{5.14}
\]

where \( \Psi \) is a function on the space \( \Omega_t \) and \( \Psi_n : \mathcal{S}_n \to \mathbb{C} \) is defined as \( \Psi_n := \Psi(C_1, C_2, \ldots) \). Again, we omit the proofs of (5.13) and (5.14) since they are identical to those in [10].

The identity (5.14) is true for all \( 0 < t < r \) and thus remains valid as formal power series. Hence, we get with (5.3)

\[
h_n \mathbb{E}_\theta^U_n = [t^n] e^{g_\theta(t)} \mathbb{E}_\theta^U \left[ (B^*(x) - B^*(x_1))^2 (B^*(x_2) - B^*(x))^2 \right]
\]

and

\[
B^*(x)(k_1, k_2, \ldots) := \frac{1}{\sqrt{\vartheta \log n}} \sum_{m=1}^{\lfloor n^\alpha \rfloor} \left( k_m - \frac{\theta_m t^m}{m} \right).
\]

A small calculation using that the fact that the coordinates on \( \Omega_t \) are independent Poisson distributed completes the proof of (5.8).

\( \square \)

5.2. Restricted measure. In the last subsection we only considered the weak convergence of the process \( \tilde{B}_n(.) \) without restriction of the probability measure, meaning under the condition \( A_n = \{1, \ldots, n\} \). Verifying the proof in Subsection 5.1 carefully, one notices that our argumentation is based on the equations (5.6) and (5.8), but they require only minor modifications in case \( A_n \neq \{1, \ldots, n\} \). Thus, one can apply the proof of Subsection 5.1 for many possible restrictions \( A_n \) as long as the assumptions of Theorem 5.8 are satisfied. Since the argument for all the interesting cases are similar we restrict the investigation to \( A_n = \{\lfloor n^\alpha \rfloor, \ldots, n\} \) with \( 0 \leq \alpha < 1 \). In this case, the characteristic function of \( B_n(x) \) for \( 0 \leq x < 1 \) behaves like

\[
\mathbb{E}_\theta^{(A_n)}[\exp(isB_n(x))] = \exp \left( (e^{is} - 1)L_{M_n}(r) \right) \left( 1 + O \left( \frac{\max\{n^\alpha, n^x\}}{n} \right) \right),
\]

where \( M_n = A_n \cap \{1, \ldots, \lfloor n^x \rfloor\} = \{\lfloor n^\alpha \rfloor, \ldots, \lfloor n^x \rfloor\} \). We get with (3.4)

\[
L_{M_n}(r) = \sum_{m=1}^{\lfloor n^x \rfloor} \frac{\theta_m r^m}{m} = (x-a)\vartheta \log n \mathbbm{1}_{\{x \geq a\}} + O(1).
\]
One can now use the same argumentation as in Section 5.1 to show that
\[
\frac{B_n(x) - \max \{x - a, 0\}}{\sqrt{\vartheta \log n}} \xrightarrow{d} \mathcal{W}_a(x),
\]
(5.15)
where \( \mathcal{W}_a(x) \) is the continuous process on \([0, 1]\) with
\[
\mathcal{W}_a(x) = \begin{cases} \mathcal{N}(0, x-a) & \text{if } x \geq a, \\ 0 & \text{otherwise}. \end{cases}
\]
In other terms, for \( A_n = \{ \lceil n^a \rceil, \ldots, n \} \), the process defined on the left-hand side of (5.15) converges weakly to a Brownian motion started at \( x = a \).

5.3. Restriction to even and odd cycles. This subsection is devoted to the asymptotic behaviour of the processes
\[
B^{(ev)}_n(x) := \sum_{1 \leq m \leq n^x \atop m \text{ even}} C_m \quad \text{and} \quad B^{(odd)}_n(x) := \sum_{1 \leq m \leq n^x \atop m \text{ odd}} C_m.
\]
(5.16)
For simplicity we assume that we have no restrictions to the cycle lengths, that is \( A_n = \{1, \ldots, n\} \) in Definition 3.1. As for the process \( B_n(\cdot) \) in Subsection 5.1, we will find an appropriate rescaling for \( B_n^{(ev)}(\cdot) \) and \( B_n^{(odd)}(\cdot) \) in order to prove joint convergence to the Brownian motion, see Theorem 5.3.

First, we need to compute the characteristic function. For \( 0 \leq x_1, x_2 \leq 1 \) we have
\[
h_n \mathbb{E}_\Theta \left[ \exp \left( i s_1 B^{(ev)}_n(x_1) + i s_2 B^{(odd)}_n(x_2) \right) \right] = [t^n] \left[ \exp \left( g_\Theta(t) + (e^{is_1} - 1) L_{D^{(ev)}_n}(t) + (e^{is_2} - 1) L_{D^{(odd)}_n}(t) \right) \right]
\]
with \( D^{(ev)}_n = \{ m \leq n^x \mid m \text{ even} \} \) and \( D^{(odd)}_n = \{ m \leq n^x \mid m \text{ odd} \} \). This is proven by our usual argumentation. We now can apply Theorem 3.3 for \( 0 \leq x_1, x_2 < 1 \) and get
\[
\mathbb{E}_\Theta \left[ \exp \left( i s_1 B^{(ev)}_n(x_1) + i s_2 B^{(odd)}_n(x_2) \right) \right] = \exp \left( (e^{is_1} - 1) L_{D^{(ev)}_n}(r) \right) \exp \left( (e^{is_2} - 1) L_{D^{(odd)}_n}(r) \right) \left( 1 + O \left( \frac{1}{n} \right) \right).
\]
With (3.14) follows that
\[
L_{D^{(ev)}_n}(r) = x_1 \frac{\vartheta}{2} \log n + O(1) \quad \text{and} \quad L_{D^{(odd)}_n}(r) = x_2 \frac{\vartheta}{2} \log n + O(1)
\]
(5.18)
and therefore we define the rescaled processes
\[
\tilde{B}^{(ev)}_n(x) := \frac{B^{(ev)}_n(x) - x_1 \frac{\vartheta}{2} \log n}{\sqrt{\frac{2}{\vartheta} \log n}} \quad \text{and} \quad \tilde{B}^{(odd)}_n(x) := \frac{B^{(odd)}_n(x) - x_2 \frac{\vartheta}{2} \log n}{\sqrt{\frac{2}{\vartheta} \log n}}.
\]
(5.19)
Our aim is to prove the following theorem.
Theorem 5.6. The processes $\tilde{B}_{n}^{(ev)}(x)$ and $\tilde{B}_{n}^{(odd)}(x)$ converge, as $n \to \infty$, to two independent standard Brownian motions for $0 \leq x \leq 1$.

Proof. Using the same argumentation as in the proof of Corollary 5.4, we see that for $0 \leq x_{1}, x_{2} < 1$

$$\left(\tilde{B}_{n}^{(odd)}(x_{1}), \tilde{B}_{n}^{(odd)}(x_{2})\right) \overset{d}{\to} (\mathcal{N}_{1}, \mathcal{N}_{2}), \quad (5.20)$$

where $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are independent centered Gaussian random variables with variance $x_{1}$ and/or $x_{2}$, respectively. More interesting and difficult is the behaviour for $x_{1} = 1$ and/or $x_{2} = 1$. We have for $x_{1} = 1$

$$L_{B_{n}^{(ev)}(t)} = \sum_{1 \leq m \leq n \atop m \text{ even}} \frac{\theta m}{m} t^{m} = \frac{1}{2} g_{\Theta}(t) + \frac{1}{2} g_{\Theta}(-t) - t^{n+1} f_{n}(t)$$

where $f_{n}(t)$ is a holomorphic function around 0. We thus get

$$h_{n} E_{\Theta} \left[ \exp \left( i s_{1} B_{n}^{(ev)}(1) \right) \right] = [t^{n}] \left[ \exp \left( g_{\Theta}(t) + \frac{1}{2} (g_{\Theta}(t) + g_{\Theta}(-t)) \right) \right]. \quad (5.21)$$

By an analogue argumentation for $x_{1} = x_{2} = 1$ we obtain

$$h_{n} E_{\Theta} \left[ \exp \left( i s_{1} B_{n}^{(ev)}(1) + i s_{2} B_{n}^{(odd)}(1) \right) \right] = [t^{n}] \left[ \exp \left( g_{\Theta}(t) + \frac{e^{is_{1}} - 1}{2} (g_{\Theta}(t) + g_{\Theta}(-t)) + \frac{e^{is_{2}} - 1}{2} (g_{\Theta}(t) - g_{\Theta}(-t)) \right) \right] = [t^{n}] \left[ \exp \left( \frac{e^{is_{1}} + e^{is_{2}}}{2} g_{\Theta}(t) + \frac{e^{is_{1}} - e^{is_{2}}}{2} g_{\Theta}(-t) \right) \right]. \quad (5.22)$$

We cannot apply Theorem 3.3 for (5.21) and (5.22) since the functions in these equations have singularities at the points $r$ and $-r$. However, a modification of Theorem 3.3 applies to this situation, one simply has to replace the curve $\gamma$ in Figure 2(a) by the curve in Figure 3.
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**Figure 3.** The curve $\gamma$ for two singularities
This gives Theorem 5.7 see below, which we apply for (5.22) if \(|s_1|, |s_2| \leq \pi/4\) and obtain
\[
\mathbb{E}_\Theta \left[ \exp \left( is_1 B_n^{(ev)}(1) + is_2 B_n^{(odd)}(1) \right) \right] = n^{(\frac{1}{2} + \frac{is_1 + is_2}{2} - 1)} \left( F(s_1, s_2) + \frac{d_n}{n} \right)
\]
with \(F(s_1, s_2)\) a holomorphic function in a neighbourhood of the origin with \(F(0, 0) = 1\). Then, the same computation as in the proof of Corollary 5.4 shows that
\[
\left( \tilde{B}_n^{(odd)}(1), \tilde{B}_n^{(odd)}(1) \right) \xrightarrow{d} (\mathcal{N}_1, \mathcal{N}_2)
\]
with \(\mathcal{N}_1, \mathcal{N}_2\) two independent standard Gaussian random variables.

Finally, it remains to prove that the increments of \(\tilde{B}_n^{(ev)}(.)\) and \(\tilde{B}_n^{(odd)}(.)\) are independent and the tightness of both processes. This argumentations are completely similar to those in Section 5.1, see (5.6) and (5.8), and we thus omit them. \(\square\)

**Theorem 5.7.** Let \(g(t)\) in \(\mathcal{F}(r, \vartheta, K)\) be given and \(D_n^{(j)}, d_n^{(j)}\) and \(\tilde{d}_n\) be as in Theorem 3.3. We define
\[
G_n(t, w_1, w_2, v_1, \ldots, v_k) := \exp \left( w_1 g(t) + w_2 g(-t) + \sum_{j=1}^{k} v_j L_{D_n^{(j)}}(t) \right)
\]
with \(w_1, w_2, v_1, \ldots, v_k \in \mathbb{C}\) and \(L_{D_n^{(j)}}(t)\) as in Lemma 2.4. Suppose further that \(\tilde{d}_n\) fulfils the assumption (5.4). We then have for each \(b \in \mathbb{N}\) fix
\[
[t^{n-b}] \left[ G_n(t, w_1, w_2, v_1, \ldots, v_k) \right]
\]
\[
eq e^{Kw_1w_2\vartheta^{b-1}} \frac{\exp \left( \sum_{j=1}^{k} v_j L_{D_n^{(j)}}(r) \right) \left( \frac{1}{\Gamma(w_1\vartheta)} + O \left( \frac{\tilde{d}_n}{n} \right) \right)}{r^{n-b}} + O \left( n^{\max \{ \text{Re}(w_2), 0 \}} - 1 \right)
\]
uniformly for bounded \(|w_1|, |w_2|, |v_1|, \ldots, |v_k|\) and \(\text{Re}(w_1) \geq 0\).
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