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1 Abstract

The purpose of this licentiate thesis is to present Bukhgeim’s result of 2007, which solves the inverse boundary value problem of the Schrödinger equation in the plane. The thesis is mainly based on Bukhgeim’s paper [B] and Kari Astala’s seminar talk, which he gave the 11th and 18th September of 2008 at the University of Helsinki.

Section 3 is devoted to the history and past results concerning some related problems: notably the inverse problem of the Schrödinger and conductivity equations in different settings. We also describe why some of the past methods do not work in the general case in a plane domain.

Section 4 outlines Bukhgeim’s result and sketches out the proof. This proof is a streamlined version of the one in [B] with the stationary phase method based on Kari Astala’s presentation. In the following section we prove all the needed lemmas which are combined in section 6 to prove the solvability of the inverse problem.

The idea of the proof is simple. Given two Schrödinger equations with the same boundary data we get an orthogonality relation for the solutions of the two equations. Then we show the existence of certain oscillating solutions and insert these into the orthogonality relation. Then by a stationary phase argument we see that the two Schrödinger equations are the same.

In the last section we contemplate an unclear detail in [B] which Kari Astala pointed out in his seminar talk: without an extra argument Bukhgeim’s proof shows the solvability of the inverse problem only for differentiable potentials instead of ones in $L^p(\Omega)$. But the special oscillating solutions exist even for $L^p(\Omega)$ potentials.
2 Notation

We use the following notation related to sets, functions and differential operators. We identify $\mathbb{R}^2$ and $\mathbb{C}$.

- $\Omega$ denotes the open unit disc centered at the origin of $\mathbb{R}^2$.
- If $X \subset \mathbb{R}^2$ then $\partial X$ is its boundary.
- $R = (z - z_0)^2 + (\overline{z} - \overline{z_0})^2$, where $z, z_0 \in \mathbb{C}$ are clear from the context.
- $\partial_j$ denotes differentiation with respect to the variable $x_j$.
- $\partial_n$ denotes the normal derivative on some boundary.
- $\partial = \frac{1}{2} (\partial_1 - i\partial_2)$ and $\overline{\partial} = \frac{1}{2} (\partial_1 + i\partial_2)$ denote the two complex derivatives.
- $\Delta = \partial^2_1 + \partial^2_2 = 4\partial \overline{\partial}$ is the Laplacian.

Definition (Function spaces). We will need the following few function spaces. The notation is standard except for the space of piecewise $W^{1,p}$ functions, which we denote by $W^{1,p}_{\boxplus}$.

- $L^p(X), 1 \le p \le \infty$, denotes the space of measurable functions $f$ such that $|f|^p$ is integrable when $p < \infty$ or such that $|f|$ is essentially bounded when $p = \infty$. Sometimes we write $L^p(X, z)$ to denote that the variable of $f$ is $z$. We use the norms
  \[
  \|f\|_{L^p(X)} = \left( \int_X |f(z)|^p \, dm(z) \right)^{1/p}, \quad p < \infty, \\
  \|f\|_{L^\infty(X)} = \text{ess sup}_{z \in X} |f(z)|.
  \] (1)

- $C^\alpha(X), 0 < \alpha < 1$, denotes the H"older space of continuous functions $f : X \to \mathbb{C}$ for which the H"older norm
  \[
  \|f\|_{C^\alpha(X)} = \sup_{z \in X} |f(z)| + \sup_{z_0 \neq z_1} \frac{|f(z_0) - f(z_1)|}{|z_0 - z_1|^\alpha}
  \] (2)
  is finite. If $\alpha = 1$ we denote the space by $Lip(X)$ instead of $C^1(X)$. This is only used in one of the lemmas in the appendix.

- $C^k(X)$ with $k \in \mathbb{N}$ denotes the space of $k$ times continuously differentiable functions $X \to \mathbb{C}$. If $d$ is the dimension of the space, the norm is
  \[
  \|f\|_{C^k(X)} = \sum_{m_1 + \cdots + m_d \le k} \sup_{z \in X} |\partial_1^{m_1} \cdots \partial_d^{m_d} f(z)|.
  \] (3)
• $W^{k,p}(X)$, $k \in \mathbb{N}$, $1 \leq p \leq \infty$, denotes the Sobolev space consisting of $L^p(X)$ functions $f$ whose distribution derivates up to order $k$ also belong to $L^p(X)$. The norm is defined by

$$\|f\|_{W^{k,p}(X)} = \left( \sum_{|\alpha| \leq k} \|\partial^\alpha f\|_{L^p(X)}^p \right)^{1/p}, p < \infty,$$

$$\|f\|_{W^{k,\infty}(X)} = \max_{|\alpha| \leq k} \|\partial^\alpha f\|_{L^\infty(X)}.$$

• $W^{k,p}_{\oplus}(\Omega)$, $k \in \mathbb{N}$, $1 \leq p \leq \infty$, denotes the space of piecewise $W^{k,p}$ functions. More precisely $W^{k,p}_{\oplus}(\Omega)$ is the set of those $f \in L^p(\Omega)$ for which there exist finitely many pairwise disjoint open sets $\Omega_j$ with Lipschitz boundary such that $f|_{\Omega_j} \in W^{k,p}(\Omega_j)$ and $\Omega = \bigcup \Omega_j$. For the norm we define $\|f\|_{W^{k,p}_{\oplus}(\Omega)} = \left( \sum_j \|f|_{\Omega_j}\|_{W^{k,p}(\Omega_j)}^p \right)^{1/p}$ if $p < \infty$ and $\|f\|_{W^{k,\infty}_{\oplus}(\Omega)} = \max_j \|f|_{\Omega_j}\|_{W^{k,\infty}(\Omega_j)}$. Note that this definition of the norms does not depend on the choice of the sets $\Omega_j$.

**Definition.** Given $s \in [0, \infty]$ we denote by $\|\cdot\|_s$ either the $L^s(\Omega)$ or the $C^s(\overline{\Omega})$ Hölder norm. The $L^s(\Omega)$ norm is chosen when $s \geq 1$ and the Hölder norm when $0 < s < 1$. 
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3 History

This small review of results concerning the inverse boundary value problems for the conductivity and Schrödinger equations is based on introductions in [A, P] and [Na]. The inverse problem for the conductivity equation can be reduced to that of the Schrödinger equation. To transform the conductivity equation $\nabla \cdot (\gamma \nabla u) = 0$ into the Schrödinger equation $\Delta v + q v = 0$ it is enough to do the change of variables $u = \gamma^{-\frac{1}{2}} v$, $q = -\gamma^{-\frac{1}{2}} \Delta \gamma^\frac{1}{2}$. The Dirichlet-to-Neumann map for the new equation can be recovered from the boundary data of the old one: $\Lambda_q = \gamma^{-\frac{1}{2}} (\Lambda_\gamma + \frac{1}{2} \frac{\partial \gamma}{\partial n}) \gamma^{-\frac{1}{2}}$. The majority of the results cited below were proven for the conductivity equation or the Schrödinger equation having a potential of the conductivity type.

One of the early important papers on inverse boundary value problems is the famous paper of Calderón [C]. He considered an isotropic body $\Omega$ from which one would like to deduce the electrical conductivity $\gamma$ by doing electrical measurements on the boundary. If we keep the voltage $u$ fixed as $f$ on the boundary, then $u$ solves the boundary value problem

$$\nabla \cdot (\gamma \nabla u) = 0, \quad \Omega$$
$$u = f, \quad \partial \Omega. \quad (5)$$

The weighted normal derivative $\gamma \partial_n u$ is the current flux going out of $\Omega$. Calderón asked whether the knowledge of the Dirichlet-to-Neumann map $\Lambda_\gamma : f \mapsto \gamma \partial_n u|_{\partial \Omega}$ determines the conductivity $\gamma$ inside the whole domain $\Omega$. He was only able to show the injectivity of a linearized problem near $\gamma \equiv 1$.

Sylvester and Uhlmann solved the problem in dimensions $d \geq 3$ for smooth conductivities bounded away from zero [S,U]. They constructed solutions of the form $u_j = e^{x \cdot \zeta_j} (1 + O(\frac{1}{|\zeta_j|}))$, where the complex vectors $\zeta_j$ satisfy

$$\zeta_1 = i(k + m) + l,$$
$$\zeta_2 = i(k - m) - l, \quad (6)$$

where $l, k, m \in \mathbb{R}^d$ are perpendicular vectors satisfying $|l|^2 = |k|^2 + |m|^2$. Using a well-known orthogonality relation for the potentials $q_1$ and $q_2$ they got

$$0 = \int (q_1 - q_2) u_1 u_2 dx = \int (q_1 - q_2) e^{2ix \cdot k} (1 + O(\frac{1}{|m|})) dx, \quad (7)$$

and after taking $|m| \to \infty$ they saw that the Fourier transforms of $q_1$ and $q_2$ are the same, so the potentials are too. Note that the only part that requires $d \geq 3$ in this solution is the existence of the three vectors $l, k, m$. 
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Some papers solve the Calderón problem in dimension two with various assumptions. Namely Kohn and Vogelius [K-V I] [K-V II], Alessandrini [Al], Nachman [Na] and finally Astala and Päivärinta [A, P]. Of these the first three require the conductivity to be piecewise analytic. Nachman required two derivatives to convert the conductivity equation into the Schrödinger equation. The paper of Astala and Päivärinta solved Calderón’s problem most generally: there were no requirements on the smoothness of the conductivity. It just had to be bounded away from zero and infinity, which is physically realistic.

There are also some results for the inverse boundary value problem of the Schrödinger equation whose potential is not assumed to be of the conductivity type. Jerison and Kenig proved in [J, K] that if \( q \in L^p(\Omega), \ p > \frac{d}{2}, \ d \geq 3, \) then the Dirichlet-to-Neumann map \( \Lambda_q \) determines the potential \( q \) uniquely. The case \( d = 2 \) was open until the paper of Bukhgeim. He introduced new kinds of solutions to the Schrödinger equation, which allow the use of stationary phase. This led to the elegant solution of this long standing open problem. There is a point in the reasoning that is difficult to understand unless one assumes some differentiability for the potentials. In this thesis we try to clarify that point.

After [B] the new results in two dimensions have concerned the case of partial data i.e. whether or not the boundary data given only on a subset of the boundary determines the potential. The two best results are from Imanuvilov, Uhlmann, Yamamoto [I,U,Y] and Guillarmou and Tzou [G, T]. In the first paper the authors consider the Schrödinger equation in a plane domain and in the second one on a Riemann surface with boundary. The results of both papers state that knowing the Cauchy data on any open subset on the boundary determines the potential uniquely if it is smooth enough.
4 Summary

In this licentiate thesis we present a streamlined proof of Bukhgeim’s theorem, which is the uniqueness result for the inverse problem of the Schrödinger equation in a plane domain. The thesis is mainly based on two sources. The first one is Bukhgeim’s paper [B] presenting his result. The second one is a talk given by Kari Astala in a seminar of functional analysis at the University of Helsinki the 11th and 18th of September in 2008. He presented Bukhgeim’s proof and pointed out a problem in the density argument.

4.1 The result

Bukhgeim’s theorem claims that if $q \in L^p(\Omega), p > 2$ then the boundary data $C_q$ for the Schrödinger equation $\Delta u + qu = 0$ in the unit disc on the plane determines $q$ uniquely. Because of an unclarity described in section 7 we will only prove the theorem for piecewise $W^{1,p}$ potentials.

**Theorem.** If $q_1, q_2 \in W_\oplus^{1,p}(\Omega), p > 2$ and $C_{q_1} = C_{q_2}$, then $q_1 = q_2$.

4.2 Sketch of the proof

The proof is divided into three independent steps. First we see that if $q_1$ and $q_2$ are two potentials giving the same boundary measurements then

$$\int_{\Omega} (q_1 - q_2)u_1u_2 dm = 0 \quad (8)$$

for solutions $u_j$ of the Schrödinger equations $\Delta u_j + q_ju_j = 0$. The idea for this kind of orthogonality relation first appeared in Calderón’s paper [C].

The next step is to show the existence of solutions $u_j$ which could give information about $q_1 - q_2$ when plugged into the orthogonality relation (8). One idea would be to create solutions such that $u_1u_2$ would be localized near some given point. Unfortunately because of maximum principles these kinds of solutions do not work for a large class of potentials $q_j$.

A more fruitful approach is to use the stationary phase method, i.e. to create solutions that oscillate wildly everywhere except near a given point $z_0 \in \Omega$. Thus the solution is zero in the mean everywhere except at $z_0$. These solutions with the relation (8) would tell us that $q_1(z_0) = q_2(z_0)$. The last step consists of proving this claim.

The technical details are a bit more involved. Bukhgeim’s ingenuity was to look for solutions of the form $u_1 = e^{in(z-z_0)^2(1+r)}$, $u_2 = e^{in(z-\pi)^2(1+s)}$. To
show the existence he used methods from [V]. With the help of an auxiliary function \( g \) he does the reduction

\[
\Delta(e^{in(z-z_0)^2} f) + qe^{in(z-z_0)^2} f = 0 \iff \begin{cases} 2\overline{\partial}f = e^{-inR}g \\ 2\partial g = -qe^{inR}f \end{cases},
\]

where \( R = (z - z_0)^2 + (\overline{z} - \overline{z_0})^2 \). Then he transforms this into an integral equations by using the Cauchy operator \( \mathcal{C} \) to get

\[
f = 1 - \frac{1}{4} \mathcal{C}(e^{-inR\mathcal{C}(e^{inR}qf)}).
\]

To prove the existence of the solutions it remains to show that this operator is a contraction in a suitable Banach space when \( n \) is large.

The last step of the whole proof is to show that the stationary phase method really works. After plugging the solutions gotten before into the orthogonality relation (8) we get

\[
\int_\Omega e^{inR}(q_1 - q_2)(1 + r_n)dm = 0,
\]

where the Hölder norm of \( r_n \) tends to zero. This step has two stages. First we show that \( \int_\Omega \frac{2n}{\pi} e^{inR}f dm \) tends to \( f \) when \( n \) grows. Then it remains to show that the remainder term \( r_n \) causes no problems.

Bukhgeim showed that if \( a \) is differentiable then

\[
\int_\Omega \frac{2n}{\pi} e^{inR}a dm \rightarrow a(z_0)
\]

and that the term with \( r_n \) tends to zero. Unfortunately this does not imply the same for \( a = q_1 - q_2 \in L^p(\Omega) \) even though \( C^1(\overline{\Omega}) \) is dense in \( L^p(\Omega) \). For a more in-depth analysis of this unclarity see section 7.

By assuming \( q_1 \) and \( q_2 \) to be piecewise in \( W^{1,p}(\Omega), p > 2 \) and it is possible to see that the stationary phase method works here. Basically it meant cleaning up Bukhgeim’s paper of redundant argumentations and proving norm estimates for the stationary phase instead of using pointwise limits. Note that when \( p > 2 \) the Sobolev space \( W^{1,p}(\Omega) \) embeds into the Hölder space \( C^{1-\frac{2}{p}}(\overline{\Omega}) \), so the case of singular potentials remains open.
5 Three steps

This section contains the three main theorems used to prove the solvability of the inverse problem for the Schrödinger equation. First we show an $L^2$ orthogonality relation between solutions of the Schrödinger equations corresponding to potentials giving the same boundary data. The goal of the second subsection is to prove norm estimates guaranteeing that the stationary phase method works. The last subsection is devoted to proving the existence of suitably oscillating solutions to the Schrödinger equation.

5.1 Orthogonality

In this part we will define the set of boundary data corresponding to a potential $q$ and show that there is an orthogonality relation between solutions of Schrödinger equations having the same boundary data. The approach is well known now. According to an overview on inverse boundary value problems written by Sylvester [S] a variation of this relation first appeared in [C] and its modern form appeared in [Al].

First we define the boundary values and normal derivative of a $W^{2,p}(\Omega)$ function. This is needed only to define the boundary data of the Schrödinger equation, so we may use quite sloppy norm estimates. The continuity of the trace mapping $\text{Tr} : u \mapsto u_{|\partial\Omega}$ is proved in [E, ch. 5.5, thm 1]. Because $\Omega$ is the unit disc we may define the normal derivative $\partial_n u$ explicitly.

**Lemma 5.1.1.** The differential operator $\partial_n : W^{2,p}(\Omega) \to L^p(\partial\Omega)$ mapping $u$ to its normal derivative on the boundary $\partial_n u(z) = \sum_{j=1}^2 z_j \text{Tr} \partial_j u(z)$ is bounded when $1 \leq p \leq \infty$.

**Proof.** The trace mapping $\text{Tr} : W^{1,p}(\Omega) \to L^p(\partial\Omega)$ is bounded [E, ch. 5.5, thm 1] and so are the partial derivatives $\partial_j : W^{2,p}(\Omega) \to W^{1,p}(\Omega)$. The functions $z \mapsto z_j$ from $\partial\Omega$ to $\mathbb{R}$ are bounded, so the multiplication operator $m_j : u \mapsto z_j u$ is bounded in $L^p(\partial\Omega)$. Thus $\partial_n$ is bounded as a sum of the bounded maps $m_j \circ \text{Tr} \circ \partial_j : W^{2,p}(\Omega) \to L^p(\partial\Omega)$.

Now we can define the boundary data for the Schrödinger equation. By defining the set of boundary data instead of the Dirichlet-to-Neumann map we avoid problems arising from the possible nonuniqueness of the Cauchy problem $\Delta u + qu = 0$, $\text{Tr} u = f$.

**Definition 5.1.2.** Given a measurable function $q : \Omega \to \mathbb{C}$, we define by

$$C_q = \{ (\text{Tr} u, \partial_n u) \mid u \in W^{2,p}(\Omega), \Delta u + qu = 0 \}$$

the Cauchy data or boundary data given by the potential $q$. 
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Our next task is to prove the orthogonality relation. The idea is to first transform \( \int_\Omega (q_1 - q_2)u_1u_2 \) into an integral over the boundary \( \partial \Omega \). Then we show an integration by parts formula on the boundary. To finish we use the fact that the boundary data for both Schrödinger equations are the same. This will cancel out the boundary integral.

**Lemma 5.1.3.** Let \( q_1 \) and \( q_2 \) be measurable functions \( \Omega \to \mathbb{C} \). If \( u_1, u_2 \in W^{2, p}(\Omega), 2 \leq p \leq \infty \) satisfy the equations
\[
\begin{align*}
\Delta u_1 + q_1 u_1 &= 0, \\
\Delta u_2 + q_2 u_2 &= 0,
\end{align*}
\tag{14}
\]
then
\[
\int_\Omega (q_1 - q_2)u_1u_2 \, dm(z) = \int_{\partial \Omega} u_1 \partial_n u_2 - u_2 \partial_n u_1 \, d\sigma(z). 
\tag{15}
\]

**Proof.** Note that \( (q_1 - q_2)u_1u_2 = u_1\Delta u_2 - u_2\Delta u_1 \) and \( \Delta = \partial_1^2 + \partial_2^2 \). Because \( u_1, u_2 \in W^{2, p}(\Omega), p \geq 2 \) we have \( u_1, u_2, \partial_k u_1, \partial_k u_2 \in W^{1, 2}(\Omega) \). Using integration by parts (lemma 8.2) to the function pairs \((u_1, \partial_1 u_2), (u_1, \partial_2 u_2), (\partial_1 u_1, u_2)\) and \((\partial_2 u_1, u_2)\) we get
\[
\int_\Omega (q_1 - q_2)u_1u_2 \, dm = \int_\Omega (u_1\Delta u_2 - u_2\Delta u_1) \, dm \\
= \sum_{k=1}^2 \int_{\partial \Omega} n_k (u_1\partial_k u_2 - u_2\partial_k u_1) \, d\sigma - \sum_{k=1}^2 \int_\Omega (\partial_k u_1\partial_k u_2 - \partial_k u_2\partial_k u_1) \, dm \\
= \int_{\partial \Omega} (u_1n \cdot \nabla u_2 - u_2n \cdot \nabla u_1) \, d\sigma = \int_{\partial \Omega} (u_1\partial_n u_2 - u_2\partial_n u_1) \, d\sigma. 
\tag{16}
\]

**Corollary 5.1.4.** If \( q : \Omega \to \mathbb{C} \) is measurable and the functions \( u, v \in W^{2, p}(\Omega), 2 \leq p \leq \infty \), satisfy \( \Delta u + qu = 0 \) and \( \Delta v + qv = 0 \), then
\[
\int_{\partial \Omega} u \partial_n v \, d\sigma(z) = \int_{\partial \Omega} v \partial_n u \, d\sigma(z). 
\tag{17}
\]

**Proof.** Choose \( q_1 = q_2 = q \) in the previous lemma.

**Theorem 5.1.5.** Let \( q_1, q_2 : \Omega \to \mathbb{C} \) be two measurable potentials such that \( C_{q_1} = C_{q_2} \). Then if \( u_1, u_2 \in W^{2, p}(\Omega), 2 \leq p \leq \infty \), satisfy \( \Delta u_1 + q_1 u_1 = 0 \) and \( \Delta u_2 + q_2 u_2 = 0 \), they also satisfy
\[
\int_\Omega (q_1 - q_2)u_1u_2 \, dm(z) = 0. 
\tag{18}
\]
Proof. By lemma 5.1.3 \( \int_{\Omega} (q_1 - q_2) u_1 u_2 \, dm(z) = \int_{\partial \Omega} u_1 \partial_n u_2 - u_2 \partial_n u_1 \, d\sigma(z) \).

Now let \( U_2 \in W^{2,p}(\Omega) \) be a solution to the Cauchy problem

\[
\begin{cases}
\Delta U_2 + q_2 U_2 = 0 \\
U_2 |_{\partial \Omega} = u_1 |_{\partial \Omega} \\
\partial_n U_2 = \partial_n u_1
\end{cases}
\] (19)

We know that \((u_1 |_{\partial \Omega}, \partial_n u_1) \in C_{q_1}\) so it is also in \(C_{q_2}\). Thus \(U_2\) exists.

By \(U_2 |_{\partial \Omega} = u_1 |_{\partial \Omega}\) and corollary 5.1.4 we have

\[
\int_{\partial \Omega} u_1 \partial_n u_2 \, d\sigma(z) = \int_{\partial \Omega} U_2 \partial_n u_2 \, d\sigma(z) = \int_{\partial \Omega} u_2 \partial_n U_2 \, d\sigma(z).
\] (20)

All in all

\[
\int_{\Omega} (q_1 - q_2) u_1 u_2 \, dm(z) = \int_{\partial \Omega} u_2 \partial_n U_2 - u_2 \partial_n u_1 \, d\sigma(z) = 0,
\] (21)

because \(U_2\) was chosen such that \(\partial_n U_2 = \partial_n u_1\). \(\square\)
5.2 Stationary phase method

The purpose of this part is to show that the stationary phase method works in this setting. In the previous section we proved the orthogonality relation \( \int (q_1 - q_2) u_1 u_2 = 0 \). In section 5.3 we will show the existence of solutions of the form \( u_1 = e^{i n(z - z_0)^2 (1 + r)} \), \( u_2 = e^{i n(z - z_0)^2 (1 + s)} \) with the remainder terms \( r \) and \( s \) depending on \( z_0 \) and \( n \). Thus in this section we need to study oscillatory integral operators of the form \( f \mapsto \int e^{i n R(z, z_0)} f(z) g_n(z, z_0) \, dm(z) \), with \( R = (z - z_0)^2 + (\bar{z} - \bar{z}_0)^2 \).

The main idea is to note that \( e^{i n R} \) is a Gaussian kernel. The Fourier transform of a Gaussian is also a Gaussian and the convolution operator transforms into multiplication. The \( L^2 \) theory of Fourier multipliers is trivial because of Parseval’s theorem. Thus Fourier analysis describes completely the behaviour of the main term \( \int e^{i n R(q_1 - q_2)} \, dm \).

Problems arise from the remainder term. The remaining part of the oscillating solution decays like \( n^{-\beta} \), \( \beta \in ]0, 1[ \). Unfortunately the main part has to be multiplied by \( n \) to give information about the potentials. This prevents the use of the triangle inequality naively because the remaining integral would grow to infinity. Also, the remainder depends on \( z_0 \) and \( n \) so it could cancel out oscillations of the kernel \( e^{i n R} \). To solve these issues we need to assume some smoothness for the potentials. Then we may integrate by parts to get rid of the factor \( n \).

Handling the remainder term is the only place where the potentials need to have some smoothness. If one would like to solve the inverse problem more generally using methods based on Bukhgeim’s proof, one only needs to prove a better estimate instead of theorem 5.2.6.

In the first part of this section we prove that the Fourier transform of a two-dimensional complex Gaussian kernel is also a complex Gaussian kernel. To do this we need the Fourier transform of a one-dimensional Gaussian and the Cauchy integral theorem. We assume that the reader knows some basic facts about analytic functions and Fourier transforms of tempered distributions. We choose the following form for the transform:

Definition 5.2.1. The Fourier transform and its inverse \( \mathcal{F}, \mathcal{F}^{-1} \), mapping \( L^2(\mathbb{R}^d) \) to itself, are defined by the formulae

\[
\mathcal{F} f(\xi) = \hat{f}(\xi) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-i(\xi z_1 + \ldots + \xi z_d)} f(z) \, dm(z),
\]

\[
\mathcal{F}^{-1} g(z) = \check{g}(z) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{i(\xi z_1 + \ldots + \xi z_d)} g(\xi) \, dm(\xi),
\]

where \( d \) is the dimension of the space. These are well defined. For proofs and other properties we will use see [E, Section 4.3.1. thms 1, 2].
Lemma 5.2.2. If $c > 0$ then the Fourier transform of $t \mapsto e^{-ct^2/2}$ is the mapping $\xi \mapsto \frac{1}{\sqrt{c}} e^{-\xi^2/(2c)}$.

Proof. This is a direct calculation using Cauchy’s integral theorem. Let $c > 0$ and $\xi \in \mathbb{R}$. Then

\[
(e^{-ct^2})^\wedge(\xi) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{ct^2}{2} - i\xi t} dt = \frac{1}{\sqrt{2\pi}} e^{-\frac{c}{2c}} \int_{-\infty}^{\infty} e^{-\left(\sqrt{\frac{t^2}{2} + \frac{i\xi}{2c}}\right)^2} dt
\]

\[
= \frac{1}{\pi c} e^{-\frac{\xi^2}{2c}} \int_{-\infty}^{\infty} e^{-\left(s + \frac{i\xi}{2\sqrt{c}}\right)^2} ds = \frac{1}{\sqrt{\pi c}} e^{-\frac{\xi^2}{2c}} \int_{-\infty}^{\infty} e^{-u^2} du \quad (23)
\]

by Cauchy’s integral theorem. This is justified because the function given by $z \mapsto e^{-z^2}$ is analytic and for any $A \in \mathbb{R}$ we have

\[
\left| \int_{s}^{s+iA} e^{-z^2} dz \right| \leq \int_{s}^{s+iA} |e^{-z^2}| d\sigma(z) = \int_{s}^{s+iA} e^{A^2-s^2} d\sigma(z) = |A| e^{A^2-s^2} \quad (24)
\]

which tends to zero when $s \to \infty$ or $s \to -\infty$ along the real line.

Lemma 5.2.3. For each nonzero $n \in \mathbb{R}$ the function $\kappa_n : \mathbb{C} \to \mathbb{C}$, given by $\kappa_n(z) = \frac{2i n}{\pi} e^{in(z^2 + \pi^2)}$, is a tempered distribution and

\[
\widehat{\kappa_n}(\xi) = \text{sgn}(n) \frac{2\pi n}{2\pi} e^{-i\frac{\xi^2}{16n}}. \quad (25)
\]

Proof. The function $\kappa_n$ is bounded and measurable so it is a tempered distribution. Let $\varphi \in \mathcal{S}(\mathbb{R})$ be a Schwartz test function. Note that by the previous lemma (5.2.2) if $c > 0$ then

\[
\int_{\mathbb{R}} e^{-c^2 \pi^2} \varphi(t) dt = \int_{\mathbb{R}} \frac{1}{\sqrt{c}} e^{-\frac{\xi^2}{2c}} \varphi(\xi) d\xi. \quad (26)
\]

Let us choose a branch of the square root in the complex plane such that $\arg \sqrt{z} \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right]$. Now both sides of the previous equation are analytic functions of $c$ in the right half-plane $\Re(c) > 0$. Thus they are also equal in the right half-plane.

Let $\phi, \psi \in \mathcal{S}(\mathbb{R})$ be two Schwartz test functions. By Fubini’s theorem
and dominated convergence
\[
\int_{\mathbb{C}} e^{in(z^2 + \bar{z}^2)} (\phi(\xi_1)\psi(\xi_2)) \wedge (z) \, dm(z) = \int_{\mathbb{R}^2} e^{i2n(x^2 - y^2)} \hat{\phi}(x) \hat{\psi}(y) \, dm(x, y)
\]
\[
= \int_{-\infty}^{\infty} e^{i2nx^2} \hat{\phi}(x) \, dx \int_{-\infty}^{\infty} e^{-i2ny^2} \hat{\psi}(y) \, dy
\]
\[
= \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} e^{-(2\epsilon - i4n)\frac{x^2}{2}} \hat{\phi}(x) \, dx \int_{-\infty}^{\infty} e^{-(2\epsilon + i4n)y^2} \hat{\psi}(y) \, dy
\]
\[
= \frac{1}{\sqrt{2\pi - i4n}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \hat{\phi}(x) \, dx \int_{-\infty}^{\infty} e^{\frac{x^2}{2}} \hat{\psi}(y) \, dy
\]
\[
= \frac{1}{\sqrt{4n}} e^{i\frac{n}{2} \text{sgn}(n)} \frac{1}{\sqrt{4n}} e^{-i\frac{n}{2} \text{sgn}(n)} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} \hat{\phi}(\xi_1) \, d\xi_1 \int_{-\infty}^{\infty} e^{\frac{x^2}{2}} \hat{\psi}(\xi_2) \, d\xi_2
\]
\[
= \frac{1}{4n} \int_{\mathbb{C}} e^{-i\frac{12\xi^2}{16n}} \hat{\phi}(\xi_1) \hat{\psi}(\xi_2) \, d\xi
\]
so \( \mathcal{F} \left\{ \frac{2n}{\pi} e^{in(z^2 + \bar{z}^2)} \right\}(\xi) = \frac{\text{sgn}(n)}{2\pi} e^{-i\frac{12\xi^2}{16n}} \).

Now we have all the ingredients to study the oscillatory integral operator \( f \mapsto \int ne^{in} \hat{f}(z) \, dm. \) When applied to \( (q_1 - q_2)(1 + r)(1 + s) \) we must use different methods to the principal term \( (q_1 - q_2) \) and the remainder terms \( (q_1 - q_2)(r + s + rs) \) because the latter depends on both variables of the kernel \( e^{in} \).

**Theorem 5.2.4.** Let \( n > 0 \). Then the operator defined by
\[
T_n f(z_0) = \int_{\Omega} \frac{2n}{\pi} e^{in((z - z_0)^2 + (\bar{z} - \bar{z}_0)^2)} f(z) \, dm(z)
\]
(28)
maps \( L^2(\Omega) \) to \( L^2(\mathbb{C}) \) isometrically and its Fourier transform is given by \( \mathcal{F} \{ T_n f \}(\xi) = e^{-i\frac{12\xi^2}{16n}} \hat{f}(\xi) \), where \( f \) is extended as zero outside of \( \Omega \).

**Proof.** We expand \( f \) to \( \mathbb{C} \) by choosing \( f = 0 \) in \( \mathbb{C} \setminus \Omega \). Now we can interpret \( T_n f \) as the convolution \( \kappa_n \ast f \). Because \( f \) is compactly supported the convolution gives a tempered distribution whose Fourier transform is \( \mathcal{F} \{ T_n f \}(\xi) = 2\pi \kappa_n \hat{f}(\xi) = e^{-i\frac{12\xi^2}{16n}} \hat{f}(\xi) \) by lemma 5.2.3.

By Parseval’s theorem and the fact that \( \xi^2 + \bar{\xi}^2 \in \mathbb{R} \) we get
\[
\| T_n f \|_{L^2(\mathbb{C})} = \| \mathcal{F} \{ T_n f \} \|_{L^2(\mathbb{C})} = \| e^{-i\frac{12\xi^2}{16n}} \hat{f}(\xi) \|_{L^2(\mathbb{C})} = \| \hat{f}(\xi) \|_{L^2(\mathbb{C})}
\]
\[
= \| f \|_{L^2(\mathbb{C})} = \| f \|_{L^2(\Omega)},
\]
(29)
because \( \text{supp } f \subset \Omega \). \( \square \)
The next theorem shows that the stationary phase method works for $L^2$ potentials. The argumentation is similar to the one in the previous theorem. These two theorems describe completely the behaviour of the principal term of the oscillatory integral.

**Theorem 5.2.5.** Let $f \in L^p(\Omega)$, $p \geq 2$. Then

$$T_n f(z_0) = \int_{\Omega} \frac{2n}{\pi} e^{in((z-z_0)^2 + (\tau-\tau_0)^2)} f(z) \, dm(z) \to f(z_0)$$

in $L^2(\Omega)$ when $n \to \infty$.

**Proof.** Because $\Omega$ is bounded $f$ is in $L^2(\Omega)$. The previous theorem gives $T_n f|_{\Omega} \in L^2(\Omega)$. By continuing $f$ as zero outside $\Omega$ we may interpret $T_n f$ as the convolution $\kappa_n * f$. By Parseval’s theorem and dominated convergence

$$\|f - T_n f\|_{L^2(\Omega)}^2 = \|f - \kappa_n * f\|_{L^2(\Omega)}^2 \leq \|f - \kappa_n * f\|_{L^2(\mathbb{C})}^2$$

$$= \|\widehat{f} - e^{-i\frac{e^{2n\tau_0}}{16n}} \widehat{f}\|_{L^2(\mathbb{C})}^2 = \int_{\mathbb{C}} |1 - e^{-i\frac{e^{2n\tau_0}}{16n}}|^2 |\widehat{f}(\xi)|^2 \, dm(\xi) \to 0$$

when $n \to \infty$. \qed

The last theorem of this section is the most technical. In it we prove that the remaining terms of the oscillatory integral cause no problems. Note that this theorem is the only place in this thesis where we must assume some smoothness on the potentials $q_j$ of the Schrödinger equations $\Delta u + q_j u = 0$. The reason to require smoothness is to be able to integrate by parts to get rid of the growing factor $n$.

The proof contains some of the ideas of Bukhgeim’s lemma 3.4, which is the most difficult one in his paper [B]. The rest is in lemma 5.3.12 where we show that the Sobolev norms of the remainder terms tend to zero.

**Theorem 5.2.6.** Let $2 < p \leq \infty$, $q \in W^{1,p}_{\#}(\Omega)$ and let $\{g_{z_0} \in W^{1,p}(\Omega) \mid z_0 \in \Omega\}$ be a family of functions measurable in $(z, z_0)$. Then

$$\left\| \int_{\Omega} \frac{2n}{\pi} e^{in((z-z_0)^2 + (\tau-\tau_0)^2)} q(z) g_{z_0}(z) \, dm(z) \right\|_{L^2(\Omega, z_0)} \leq P \|q\|_{W^{1,p}_{\#}(\Omega)} \text{ess sup}_{z_0 \in \Omega} \|g_{z_0}\|_{W^{1,p}(\Omega)},$$

where $P$ is a polynomial function of the lengths of the boundaries $\partial \Omega_j$ and the Sobolev embedding\(^\dag\) constants in $\|f\|_{C^{1-2/p}(\Omega_j)} \leq E_{p,j} \|f\|_{W^{1,p}(\Omega_j)}$. Here we denoted by $\Omega_j$ the Lipschitz pieces where $q$ is $W^{1,p}$ smooth.

\(^\dag\)See [Gr, thms 1.4.3.1, 1.4.4.1].
Proof. Because $\Omega$ is bounded we may assume that $p < \infty$. Denote $R = (z - z_0)^2 + (\tau - \tau_0)^2$ and $\alpha = 1 - \frac{2}{p} \in [0, 1]$. Take a finite number of pairwise disjoint open sets $\Omega_j \subset \Omega$ with Lipschitz boundary such that $q_j = q|_{\Omega_j} \in W^{1,p}(\Omega_j)$ and $\overline{\Omega} = \bigcup \overline{\Omega}_j$. First we get

$$
\int_{\Omega} \frac{2n}{\pi} e^{inR} q(z) g_{z\circ}(z) dm(z) = \int_{\Omega} \frac{2n}{\pi} e^{inR} q(z) (g_{z\circ}(z) - g_{z\circ}(z_0)) dm(z) + g_{z\circ}(z_0) \int_{\Omega} \frac{2n}{\pi} e^{inR} q(z) dm(z).
$$

The second term is easy. By theorem 5.2.4 we get

$$
\left\| g_{z\circ}(z_0) \int_{\Omega} \frac{2n}{\pi} e^{inR} q(z) dm(z) \right\|_2 \leq \text{ess sup}_{z_0 \in \Omega} \| g_{z\circ} \|_\infty \left\| \int_{\Omega} \frac{2n}{\pi} e^{inR} q dm \right\|_2
$$

$$
\leq \text{ess sup}_{z_0 \in \Omega} \| g_{z\circ} \|_\alpha \| q \|_2 \leq \pi^{\frac{1}{2} - \frac{1}{p}} \| q \|_p \text{ ess sup}_{z_0 \in \Omega} \| g_{z\circ} \|_\alpha
$$

We wish to integrate the first term by parts. Note that $2\pi e^{inR} = (z - z_0)^{-1} \partial e^{inR}$ and $e^{inR} \in W^{1,\infty}(\Omega)$. To be able to integrate by parts (lemma 8.2) we need to show that $q_j(z) \frac{g_{z\circ}(z) - g_{z\circ}(z_0)}{z - z_0}$ is in $W^{1,1+\epsilon}(\Omega_j)$ for some $\epsilon > 0$ given $z_0$. Denote $F = \frac{g_{z\circ}(z) - g_{z\circ}(z_0)}{z - z_0}$ and note that $g_{z\circ} \in W^{1,p}(\Omega) \subset C^\alpha(\Omega)$ by Sobolev embedding. Now in the distributional sense

$$
F = \frac{g_{z\circ}(z) - g_{z\circ}(z_0)}{z - z_0} \in L^a(\Omega) \text{ for } 1 \leq a < \frac{2}{1 - \alpha} = p,
$$

$$
\partial F = -\frac{g_{z\circ}(z)}{z - z_0} - \frac{g_{z\circ}(z) - g_{z\circ}(z_0)}{(z - z_0)^2} \in L^a(\Omega) \text{ for } 1 \leq a < \frac{2}{2 - \alpha} = \frac{2p}{p + 2},
$$

$$
\overline{\partial} F = \frac{\partial g_{z\circ}(z)}{z - z_0} \in L^a(\Omega) \text{ for } 1 \leq a < \left( \frac{1}{p} + \frac{1}{2} \right)^{-1} = \frac{2p}{p + 2},
$$

so $F \in L^a(\Omega)$ for $1 \leq a_1 < p$, $\partial F \in L^a(\Omega)$ for $1 \leq a_2 < \frac{2p}{p + 2}$ and $q_j \in W^{1,p}(\Omega_j) \subset L^\infty(\Omega_j)$ by Sobolev embedding (see [Gr, thms 1.4.3.1, 1.4.4.1]). Thus $q_j F \in L^a(\Omega_j)$ for $1 \leq a_1 < p$ and $\partial_k (gF) = (\partial_k g) F + g \partial_k F \in L^r(\Omega_j)$ for $r$ such that $\frac{1}{r} \geq \frac{1}{p} + \frac{1}{a_1}$ and $r \leq a_2$. Taking $r < \frac{p}{2}$ satisfies the first condition. Because $p > 2$ it is possible to choose $1 \leq r < \min(\frac{p}{2}, a_2)$. Thus $q_j F \in W^{1,r}(\Omega_j)$ for some $r > 1$ and we may integrate by parts.

In the next estimate we split the area of integration into pieces where $q$ is $W^{1,p}$ smooth, integrate by parts in each piece, and then use Hölder inequalities to get $g_{z\circ}, q_j$ and $\partial q_j$ out of the integral. The second to last term
requires $p > 2$: the function $|z - z_0|^{(\alpha - 1)p'}$ is integrable if and only if $p > 2$.

\[ \left\| \int \frac{2n}{\pi} e^{inR} q(z)(g_{z_0}(z) - g_{z_0}(z_0)) \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ \leq \sum_{j=1}^{m} \left\| \int \frac{2n}{\pi} e^{inR} q_j(z)(g_{z_0}(z) - g_{z_0}(z_0)) \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ = \sum_{j=1}^{m} \left\| \frac{1}{\pi i} \int_{\Omega_j} (\partial e^{inR}) q_j(z) \frac{g_{z_0}(z) - g_{z_0}(z_0)}{i(z - z_0)} \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ \leq \sum_{j=1}^{m} \left\| \frac{1}{\pi i} \int_{\Omega_j} e^{inR} q_j(z) \frac{g_{z_0}(z) - g_{z_0}(z_0)}{z - z_0} \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ + \sum_{j=1}^{m} \left\| \frac{1}{\pi i} \int_{\Omega_j} e^{inR} \partial q_j(z) \frac{g_{z_0}(z) - g_{z_0}(z_0)}{z - z_0} \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ + \sum_{j=1}^{m} \left\| \frac{1}{\pi i} \int_{\Omega_j} e^{inR} q_j(z) \frac{\partial g_{z_0}(z)}{z - z_0} \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ \leq \sum_{j=1}^{m} \operatorname{ess sup}_{z_0 \in \Omega} \left\| g_{z_0} \right\|_\alpha \left\| q_j \right\|_\infty \left\| \frac{1}{2\pi} \int_{\partial \Omega_j} |z - z_0|^{\alpha - 1} \, d\sigma(z) \right\|_{L^2(\Omega, z_0)} \]
\[ + \sum_{j=1}^{m} \operatorname{ess sup}_{z_0 \in \Omega} \left\| g_{z_0} \right\|_\alpha \left\| q_j \right\|_\infty \left\| \frac{1}{\pi} \int_{\Omega_j} |z - z_0|^{\alpha - 2} \, dm(z) \right\|_{L^2(\Omega, z_0)} \]
\[ + \sum_{j=1}^{m} \operatorname{ess sup}_{z_0 \in \Omega} \left\| g_{z_0} \right\|_\alpha \left\| \partial q_j \right\|_p \left\| \frac{1}{\pi} \left( \int_{\Omega_j} |z - z_0|^{(\alpha - 1)p'} \, dm(z) \right)^{1/p'} \right\|_{L^2(\Omega, z_0)} \]
\[ + \sum_{j=1}^{m} \operatorname{ess sup}_{z_0 \in \Omega} \left\| \partial g_{z_0} \right\|_p \left\| q_j \right\|_\infty \left\| \frac{1}{\pi} \left( \int_{\Omega_j} |z - z_0|^{-p'} \, dm(z) \right)^{1/p'} \right\|_{L^2(\Omega, z_0)} \]
where \( p^{-1} + p'^{-1} = 1 \). By lemma 8.4 and some simple arithmetic

\[
\left\| \frac{1}{2\pi} \int_{\partial\Omega_j} |z - z_0|^{\alpha-1} d\sigma(z) \right\|_{L^2(\Omega, z_0)} \leq \frac{1}{2\pi} \sqrt{\frac{\pi}{\alpha}} \sigma(\partial\Omega_j),
\]

\[
\left\| \frac{1}{\pi} \int_{\Omega_j} |z - z_0|^{\alpha-2} dm(z) \right\|_{L^2(\Omega, z_0)} \leq \frac{2\sqrt{\pi}}{\alpha},
\]

\[
\left\| \frac{1}{\pi} \left( \int_{\Omega_j} |z - z_0|^{(\alpha-1)p'} dm(z) \right)^{1/p'} \right\|_{L^2(\Omega, z_0)} \leq \sqrt{\pi},
\]

\[
\left\| \frac{1}{\pi} \left( \int_{\Omega_j} |z - z_0|^{-p'} dm(z) \right)^{1/p'} \right\|_{L^2(\Omega, z_0)} \leq \sqrt{\pi} \frac{1}{1 + \frac{1}{\alpha}}.
\]

To finish we use the inequalities \( \|q_j\|_p, \|\partial q_j\|_p \leq \|q\|_{W^{1,p}(\Omega)} \) and Sobolev embedding to get \( \|q_j\|_\infty \leq \|q_j\|_{C^{\alpha}(\Omega_j)} \leq E_{p,j} \|q_j\|_{W^{1,p}(\Omega_j)} \leq E_{p,j} \|q\|_{W^{1,p}(\Omega)} \) and \( \|g_{z_0}\|_\alpha, \|\partial g_{z_0}\|_p, \|\partial g_{z_0}\|_p \leq E_p \|g_{z_0}\|_{W^{1,p}(\Omega)} \). \qed
5.3 Existence of suitable solutions

Next we will show that the Schrödinger equation has special kinds of oscillating solutions. The main point is to find solutions which, when plugged into the orthogonality relation (18), give the convolution kernel $\kappa_n$, which was studied in lemma 5.2.3 and theorem 5.2.4, and some error terms.

To find the special solutions we factor the Laplacian and transform the Schrödinger equation into an integral equation. In the plane the Laplacian factors into $\Delta = 4\partial_1^2 \partial_2^2$. This gives a hint that the kernel $K_n \approx u_1 u_2$ of the integral operator $T_n$ should also be factored into a holomorphic and an antiholomorphic part. Thus following Bukhgeim’s idea we seek solutions of the forms $u_1 \approx e^{in(z-z_0)^2}$ and $u_2 \approx e^{in(z-z_0)^2}$.

The integral equation will have the form of a fixed point equation. To prove that it has a solution we will show that for big $n$ the operator is a contraction in the Hölder space $C^\alpha(\Omega)$, $\alpha = 1 - \frac{2}{p}$. To show this we will integrate by parts inside a Cauchy operator. Its kernel has a singularity which we must remove using a suitable cut-off function. We start by constructing it and calculating some norm bounds.

**Lemma 5.3.1.** Define $\gamma : \mathbb{R} \to \mathbb{R}$ as

$$\gamma(x) = \frac{g(2-x)}{g(2-x) + g(x-1)}, \quad \text{where} \quad g(x) = \begin{cases} 0, & \text{when } x \leq 0 \\ e^{-\frac{1}{x}}, & \text{when } x > 0 \end{cases}. \quad (38)$$

Then $g$ and $\gamma$ are in $C^\infty(\mathbb{R})$. Moreover

1. $0 \leq \gamma \leq 1$,
2. $\gamma(x) = 1 \iff x \leq 1$,
3. $\gamma(x) = 0 \iff x \geq 2$,
4. $\|\gamma\|_{L^\infty(\mathbb{R})} = 1$ and $\|\gamma'\|_{L^\infty(\mathbb{R})} \leq 8e$.

\[ ^2 \text{A function } u \text{ is holomorphic if } \partial u = 0 \text{ and antiholomorphic if } \partial u = 0. \]
Proof. We take it as a well known fact that $g$ is smooth. Thus $\gamma$ is smooth if the denominator is never zero. Let us find a lower bound for $g(2-x)+g(x-1)$.

The function $g$ is always non-negative. Thus $g(2-x) + g(x-1) \geq \max\{g(2-x), g(x-1)\}$. Because $g$ is increasing, $g(2-x)$ is decreasing and $g(x-1)$ increasing. We have $g(2-x) \geq g(x-1) \Leftrightarrow x \leq \frac{3}{2}$ and thus $\max\{g(2-x), g(x-1)\} \geq g(2-\frac{3}{2}) = g(\frac{1}{2}) = e^{-2}$. This implies the smoothness of $\gamma$.

Because $g(x) \geq 0$ for all $x \in \mathbb{R}$, we have either $\gamma(x) = 0$, or $\gamma(x) = (1 + g(x-1)/g(2-x))^{-1} \leq 1$, so property 1 holds. Also $\gamma(x) = 1$ if and only if $g(x-1) = 0$ which means that $x \leq 1$. Moreover $\gamma(x) = 0$ if and only if $g(2-x) = 0$ so $x \geq 2$. Thus properties 2 and 3 hold.

Properties 1 and 2 imply $\|\gamma\|_{L^\infty(\mathbb{R})} = 1$. Clearly $\gamma'(x) = 0$ if $x \not\in [1, 2]$. If $1 < x < 2$, then

\[
|\gamma'(x)| = \left|\frac{-g'(2-x)g(x-1) - g(2-x)g'(x-1)}{(g(2-x) + g(x-1))^2}\right| \\
\leq \frac{2\|g\|_{L^\infty([0,1])}\|g'\|_{L^\infty([0,1])}}{\min (g(2-x) + g(x-1))^2} = \frac{2 \cdot e^{-1} \cdot 4e^{-2}}{e^{-4}} = 8e.
\]

Next we build the cut-off function. The integral operator whose fixed point we wish to find will have weights of the form $(z-z_0)^{-1}$ after integration by parts. Thus we will also need some norm estimates for $h(z-z_0)^{-1}$ and its derivative, where $h$ is the cut-off function. We will use a mean value inequality of the form "if $\Omega$ is convex and $f \in C^1(\Omega, \mathbb{C})$ then $|f(x) - f(y)| \leq \|\nabla f\|_\infty |x-y|^\alpha$", which is easily reduced to the case of a real function on an interval.

**Lemma 5.3.2.** Let $z_0 \in \Omega$ and $1 > \delta > 0$. Then there exists a test function $h \in C^\infty_0(\Omega)$ which has the properties

1. $0 \leq h \leq 1,$
2. $h(z) = 0$ when $|z-z_0| < \frac{\delta}{2},$
3. $h(z) = 1$ when $\delta \leq |z-z_0|$ and $|z| \leq 1 - \delta,$
4. If $\mathcal{U} := \{z \in \Omega \mid h(z) \neq 1\}$, then $m(\mathcal{U}) \leq 2\pi\delta.$
5. $\|h\|_{L^\infty(\mathbb{R})}, \|h\|_{L^\infty(\Omega)} \leq \frac{2}{\delta}, \|h\|_{C^1(\Omega)}, \|h\|_{C^1(\Omega)} \leq \frac{200}{\delta^2}.$

**Proof.** Take $\gamma$ as in the previous lemma.
Define $\gamma_S(z) = 1 - \gamma \left( 2\frac{\delta}{\delta^2} |z - z_0| \right)$.
Now $0 \leq \gamma_S \leq 1$, $\gamma_S(z) = 0$ when $|z - z_0| < \frac{\delta}{2}$ and $\gamma_S(z) = 1$ when $|z - z_0| \geq \delta$.

To get $h$ compactly supported take $\gamma_B(z) = \gamma \left( \frac{2}{\delta^2} (|z| - (1 - \delta)) + 1 \right)$.
Now $0 \leq \gamma_B \leq 1$, $\gamma_B(z) = 0$ when $|z| \geq 1 - \frac{\delta}{2}$ and $\gamma_B(z) = 1$ when $|z| \leq 1 - \delta$.

Finally we define

$$h(z) = \gamma_S(z)\gamma_B(z).$$ \hfill (40)

Properties 1, 2 and 3 are now satisfied and $h \in C_0^\infty(\Omega)$. Moreover $m(\partial) \leq \pi - \pi (1 - \delta)^2 + \pi \delta^2 = 2\pi \delta$.

To prove the last claim we need to calculate the norms of $h$. This is done using the two-dimensional chain rule and the estimates of the previous lemma for $\gamma$.

$$\|h\|_\infty \leq \|\gamma_S\|_\infty \|\gamma_B\|_\infty = 1$$
$$|\nabla h| = |\gamma_B \nabla \gamma_S + \gamma_S \nabla \gamma_B| \leq |\nabla \gamma_S| + |\nabla \gamma_B|$$
$$= \left| \nabla \gamma \left( 2\frac{\delta}{\delta^2} |z - z_0| \right) \right| + \left| \nabla \gamma \left( \frac{2}{\delta^2} (|z| - (1 - \delta)) + 1 \right) \right|$$
$$= \left| \frac{2(x - x_0, y - y_0)}{|z - z_0|} \gamma' \left( \frac{2}{\delta^2} |z - z_0| \right) \right|$$
$$+ \left| \frac{2(x, y)}{|z|} \gamma' \left( \frac{2}{\delta} (|z| - (1 - \delta)) + 1 \right) \right|$$
$$\leq \frac{4}{\delta} \|\gamma'\|_\infty \leq \frac{32e}{\delta} \leq \frac{96}{\delta}. \hfill (41)$$

To calculate the Lipschitz norms of $h(z - z_0)^{-1}$ we will use the mean value inequality. Note that $h(z) = 0$ when $|z - z_0| < \delta/2$. This gives us the
estimates

\[ \left\| \frac{h}{z-z_0} \right\|_{L^\infty(\Omega,B(z_0,\delta/2))} = \frac{2}{\delta}, \]

\[ \left\| \frac{h}{z-z_0} \right\|_{C^1(\Omega)} \leq \left\| \frac{h}{z-z_0} \right\|_{L^\infty(\Omega)} + \sup_{z_1,z_2 \in \Omega} \left| \frac{h(z_1)}{z_1-z_0} - \frac{h(z_2)}{z_2-z_0} \right| \]

\[ \leq \frac{2}{\delta} + \sup_{z \in \Omega} \left| \nabla \frac{h(z)}{z-z_0} \right| \leq \frac{2}{\delta} \]

\[ + \|h\|_{L^\infty} \sup_{z \in \Omega} \left( \left| \frac{1}{(z-z_0)^2} \right| \left| \frac{-i}{(z-z_0)^2} \right| \right) + \sup_{z \in \Omega} \left| \frac{1}{z-z_0} \right| |\nabla h(z)| \]

\[ \leq \frac{2}{\delta} + \frac{4\sqrt{2}}{\delta^2} + \frac{2}{\delta} \cdot \frac{96}{\delta} \leq \frac{200}{\delta^2}. \] (42)

The estimate for the Lipschitz norm of \( h(z-z_0)^{-1} \) is deduced similarly. \( \square \)

How to reduce the Schrödinger equation \( \Delta u + qu = 0 \) into an integral equation? In fact we want to solve for the remainder terms \( f \) and \( g \) in the equations \( \Delta u_1 + q_1 u_1 = 0, u_1 = e^{i(n(z-z_0)^2(1+f)} \) and \( \Delta u_2 + q_2 u_2 = 0, u_2 = e^{i(n(z-z_0)^2(1+g)} \). We will consider the first equation with a generic potential \( q \) and later on, starting in theorem 5.3.9, we take \( q_1, q_2 \) and the complex conjugate in the exponential into account.

Write \( \psi = (z-z_0)^2, u = e^{i\psi} w \) and plug it into \( \Delta u + qu = 0 \). In the plane we have the formula \( \Delta = 4\partial \bar{\partial} \), so we get \( 4\partial(e^{i\psi}\partial w) + qe^{i\psi}w = 0 \). If we denote \( V = e^{i\psi}\partial w \) we get a system of first order equations

\[ \begin{cases} \overline{\partial w} = e^{-i\psi} V \\ \partial V = -\frac{1}{4} qe^{i\psi} w. \end{cases} \] (43)

The problem here is that \( |e^{\pm i\psi}| \) grows too fast when \( n \to \infty \). This can be solved by choosing \( V = e^{-i\psi} w \) to get

\[ \begin{cases} \overline{\partial w} = e^{-in\psi} V \\ \partial V = -\frac{1}{4} qe^{in\psi} w. \end{cases} \] (44)

Remember that we denote \( R = (z-z_0)^2 + (\overline{z}-\overline{z_0})^2 = \psi^2 + \overline{\psi}^2 \). To solve this pair of equations we need the Cauchy operators.
**Definition 5.3.3.** The *Cauchy operators* \( C, \overline{C} \) map a given function \( f \) to the functions

\[
C f(z) = \frac{1}{\pi} \int_{\Omega} \frac{f(\xi)}{z - \xi} \, dm(\xi), \quad \overline{C} f(z) = \frac{1}{\pi} \int_{\Omega} \frac{f(\xi)}{\overline{z} - \xi} \, dm(\xi),
\]

(45)
defined on the points where the integrals converge. Also, the *Beurling operators* \( \Pi, \overline{\Pi} \) are defined as the principal value integrals

\[
\Pi f(z) = -\frac{1}{\pi} \text{ p. v.} \int_{\Omega} \frac{f(\xi)}{(z - \xi)^2} \, dm(\xi), \quad \overline{\Pi} f(z) = -\frac{1}{\pi} \text{ p. v.} \int_{\Omega} \frac{f(\xi)}{(\overline{z} - \xi)^2} \, dm(\xi).
\]

(46)

**Theorem 5.3.4.** The operators \( C, \overline{C}, \Pi, \overline{\Pi} \) have the following properties (all differentiations are done weakly):

1. If \( f \in L^1(\Omega) \) then \( \partial C f = \overline{C} f = f \).
2. If \( f \in C(\overline{\Omega}) \), \( f_{|\partial\Omega} = 0 \) and \( \overline{\partial} f \in L^p(\Omega) \) or \( \partial f \in L^p(\Omega) \), \( 2 < p \leq \infty \), then respectively \( \overline{C} \partial f = f \) or \( C \partial f = f \).
3. If \( f \in L^p(\Omega) \), \( p > 1 \), then \( \partial C f = \Pi f \) and \( \overline{C} f = \overline{\Pi} f \).
4. The operators \( C, \overline{C}, \Pi \) and \( \overline{\Pi} \) are bounded in \( L^p(\Omega) \), \( 1 < p < \infty \). If \( 2 < p < \infty \), \( \alpha = 1 - \frac{2}{p} \), then \( C, \overline{C} : L^p(\Omega) \to C^\alpha(\overline{\Omega}) \) are bounded.
5. If \( 2 < p < \infty \), \( \alpha = 1 - \frac{2}{p} \) then

\[
\| C f \|_p, \| \overline{C} f \|_p \leq C_p \| f \|_p, \\
\| C f \|_\alpha, \| \overline{C} f \|_\alpha \leq C_\alpha \| f \|_p, \\
\| \Pi f \|_p, \| \overline{\Pi} f \|_p \leq B_p \| f \|_p,
\]

(47)

for some \( C_\alpha, C_p, B_p < \infty \).

**Remark 5.3.5.** Note that the \( C^\alpha \) and \( L^p \) norms are taken only in \( \overline{\Omega} \) unless otherwise specified.

**Proof.** The results follow from theorems 1.14, 1.19, the remark after 1.20, theorem 1.35 and chapter I, section 9 in [V]. \( \square \)

Using property 1 we can solve the pair of equations (44). It is easily seen that \( \overline{\partial} f = g \) is equivalent to \( f = g_0 + C g \) for some holomorphic \( g_0 \). If we wanted to find all the solutions of the system, we would need to express \( g_0 \)
with the help of boundary values of $f$. This is not needed since we are only interested in finding some solutions. Thus we may choose $g_0$ as we wish.

For $\overline{\partial}v = -\frac{1}{4}qe^{inR}w$ we take the solution $v = -\frac{1}{4}C(e^{inR}qw)$ and for $\partial w = e^{-inR}v$ we choose the solution $w = 1 + \overline{C}(e^{-inR}v)$. By combining these two we get an integral equation for $w$ of the form

$$w = 1 - \frac{1}{4}C(e^{-inR}C(e^{inR}qw)).$$

We will show that the operator on the right hand side is a contraction in a suitable Hölder space. To prove that, we need to have an estimate for the Hölder norm of $e^{inR}$. We will also need to integrate by parts at some point to take advantage of the oscillations of $e^{inR}$. Note that the operator is composition of operators of the form $C(e^{\pm inR} \cdot)$. We will prove an integration by parts formula for those.

Lemma 5.3.6. If $n > 1$, $z_0 \in \Omega$ and $\alpha \in ]0,1[$ then

$$\|e^{inR}\|_\alpha \leq 11n^\alpha.$$ (49)

Proof. For positive $r$ the inequality $r \leq cr^\alpha$ holds if and only if $r \leq c\frac{1}{1-\alpha}$, so $|z_1 - z_2| \leq n^{-1}|z_1 - z_2|^\alpha$ when $|z_1 - z_2| < n^{-1}$. By a two dimensional mean value inequality we get

$$\sup_{z_1, z_2 \in \Omega} \frac{|e^{inR(z_1)} - e^{inR(z_2)}|}{|z_1 - z_2|^\alpha} \leq \sup_{|z_1 - z_2| < n^{-1}} \frac{|e^{inR(z_1)} - e^{inR(z_2)}|}{|z_1 - z_2|^\alpha} + \sup_{|z_1 - z_2| \geq n^{-1}} \frac{|e^{inR(z_1)} - e^{inR(z_2)}|}{|z_1 - z_2|^\alpha}$$

$$\leq \sup_{z_1, z_2 \in \Omega \atop |z_1 - z_2| < n^{-1}} \|4in(z - z_0)e^{inR(z)}\|_{L^\infty(\Omega)} \frac{|z_1 - z_2|}{|z_1 - z_2|^\alpha} + \sup_{z_1, z_2 \in \Omega \atop |z_1 - z_2| \geq n^{-1}} \frac{2}{|z_1 - z_2|^\alpha}$$

$$\leq 8nn^{-1} + 2n^\alpha = 10n^\alpha.$$ (50)

Note that $R(z) \in \mathbb{R}$. Thus

$$\|e^{inR(z)}\|_\alpha \leq \|e^{inR(z)}\|_{L^\infty} + 10n^\alpha = 1 + 10n^\alpha \leq 11n^\alpha.$$ (51)
Lemma 5.3.7. If \( n > 0, g \in C(\Omega), g_{|\partial\Omega} = 0, z_{0} \in \Omega \setminus \text{supp\ }g \) and \( \partial g \in L^{p}(\Omega) \) or \( \partial g \in L^{p}(\Omega), 2 < p \leq \infty \), then respectively

\[
\mathcal{C}(e^{\pm inR}g) = \frac{\pm 1}{2in} \left( e^{\pm inR} \frac{g}{z - z_{0}} - \mathcal{C}(e^{\pm inR}\partial_{z}g) \right) \quad \text{or} \\
\mathcal{C}(e^{\pm inR}g) = \frac{\pm 1}{2in} \left( e^{\pm inR} \frac{g}{z - z_{0}} - \mathcal{C}(e^{\pm inR}\partial_{z}g) \right).
\]

(52)

Proof. Let’s prove the case \( \partial g \in L^{p}(\Omega) \). Because \( z_{0} \notin \text{supp\ }g \) we may differentiate weakly to get

\[
\partial (e^{\pm inR}g) = \pm 2ine^{\pm inR}g + e^{\pm inR}\partial_{z}g.
\]

(53)

Because \( z_{0} \notin \text{supp\ }g, g \in C(\Omega) \) and \( \partial g \in L^{p}(\Omega) \) the last two terms are in \( L^{p}(\Omega) \), and thus also the first one. We may use the Cauchy operator. Note that \( e^{\pm inR}g/(z - z_{0}) \) is continuous and vanishes at the boundary. We get the formula

\[
\mathcal{C}(e^{\pm inR}g) = \frac{\pm 1}{2in} \left( e^{\pm inR} \frac{g}{z - z_{0}} - \mathcal{C}(e^{\pm inR}\partial_{z}g) \right)
\]

(54)

by property 2 in 5.3.4. The case \( \partial g \in L^{p}(\Omega) \) can be proven similarly. \( \square \)

Our next task is to prove that the integral operator of the fixed point equation (48) is a contraction in \( C^{\alpha}(\Omega) \), where \( \alpha = 1 - \frac{2}{p} \). The next lemma is the non-trivial part of the proof. It is basically an integration by parts argument combined with the use of the cut-off function we constructed earlier.

Lemma 5.3.8. Let \( 2 < p < \infty, \alpha = 1 - \frac{2}{p}, z_{0} \in \Omega \) and \( n > 1 \). If \( g \in C^{\alpha}(\Omega) \) and \( \partial g \in L^{p}(\Omega) \) or \( \partial g \in L^{p}(\Omega) \), then respectively

\[
\left\| \mathcal{C}(e^{-inR}g) \right\|_{\alpha} \leq 400(C_{\alpha} + 11)n^{-\frac{2}{p(p+1)}} \left( \|g\|_{\alpha} + \|\partial g\|_{p} \right), \quad \text{or} \\
\left\| \mathcal{C}(e^{-inR}g) \right\|_{\alpha} \leq 400(C_{\alpha} + 11)n^{-\frac{2}{p(p+1)}} \left( \|g\|_{\alpha} + \|\partial g\|_{p} \right).
\]

(55)

Proof. Let us prove the case \( \partial g \in L^{p}(\Omega) \) first. Let \( 0 < \delta < 1 \) and take \( h \) as given by lemma 5.3.2. Now \( z_{0} \notin \text{supp}\,(hg), hg \in C(\Omega) \), it vanishes on \( \partial\Omega \) and \( \partial(hg) \in L^{p}(\Omega) \) so by lemma 5.3.7 we can integrate by parts to get

\[
\mathcal{C}(e^{-inR}g) = \mathcal{C}(e^{inR}(1 - h)g) + \mathcal{C}(e^{-inR}hg) = \mathcal{C}(e^{-inR}(1 - h)g) - \frac{1}{2in} \left( e^{-inR} \frac{h}{z - z_{0}}g - \mathcal{C}(e^{-inR}\partial_{z}g) \frac{h}{z - z_{0}}g \right) - \mathcal{C}(e^{-inR}\frac{h}{z - z_{0}}g).
\]

(56)
Next we will use the inequalities on the right and the fact that \( \|e^{-inR}\|_\alpha \leq 11n^\alpha \). The terms involving \( h \) are estimated using lemma 5.3.2. Note that \( n^{-1} < n^{-2/p} \) and \( \delta^{-1} < \delta^{-2} \) because \( p > 2 \) and \( \delta < 1 \), so

\[
\| \mathcal{C}(e^{-inR}g) \|_\alpha \leq C_\alpha \|(1-h)g\|_p + \frac{1}{2n}\left(\|e^{-inR}\|_\alpha \left\| \frac{h}{z-z_0} \right\|_\alpha \|g\|_\alpha \right.
\]

\[
\left. + C_\alpha \left\| \frac{\partial h}{\partial g} \right\|_\alpha \|g\|_p + C_\alpha \left\| \frac{h}{z-z_0} \right\|_\infty \|\partial g\|_p \right).
\]

\[
\leq C_\alpha (m(\Omega))^{1/p} \|g\|_\alpha + \frac{1}{2n}(11n^\alpha \cdot 2 \cdot \frac{200}{\delta^2} \|g\|_\alpha
\]

\[
+ C_\alpha \frac{200}{\delta^2} \frac{\pi}{\delta^1/2} \|g\|_\alpha + C_\alpha \frac{2}{\delta} \|\partial g\|_p \right)
\]

\[
\leq C_\alpha (2\pi)^{1/p}\delta^{1/p} \|g\|_\alpha + 200(C_\alpha + 11)\delta^{-2}n^{-2/p}(\|g\|_\alpha + \|\partial g\|_p)
\]

\[
\leq 200(C_\alpha + 11)(\delta^{1/p} + \delta^{-2}n^{-2/p})(\|g\|_\alpha + \|\partial g\|_p).
\]

Because \( n > 1 \) we may choose \( \delta = n^{-\frac{2}{p+1}} \) and get

\[
\| \mathcal{C}(e^{-inR}g) \|_\alpha \leq 400(C_\alpha + 11)n^{-\frac{2}{p+1}}(\|g\|_\alpha + \|\partial g\|_p).
\]

The estimate for the case \( \partial g \in L^p(\Omega) \) is deduced similarly.

\[\square\]

**Theorem 5.3.9.** Let \( 2 < p < \infty, \alpha = 1 - \frac{2}{p}, z_0 \in \Omega, n > 1 \) and \( q_1, q_2 \in L^p(\Omega) \). Then for \( f \in C^\alpha(\Omega) \) we have

\[
\| \mathcal{C}(e^{-inR}e^{inRq_1f}) - \mathcal{C}(e^{-inR}e^{inRq_2f}) \|_\alpha \leq Cn^{-\frac{2}{p+1}}\|f\|_\infty,
\]

where \( C = 400(C_\alpha + 11)(C_\alpha + B_p) \max(\|q_1\|_p, \|q_2\|_p) \).

**Proof.** By the properties of the Cauchy and Beurling operators (theorem 5.3.4) we know that \( \mathcal{C}(e^{inR}q_1f) \) and \( \mathcal{C}(e^{inR}q_2f) \) are in \( C^\alpha(\Omega) \). Moreover \( \partial \mathcal{C}(e^{inR}q_1f) = \Pi(e^{inR}q_1f) \in L^p(\Omega) \) and \( \partial \mathcal{C}(e^{inR}q_2f) = \Pi(e^{inR}q_2f) \in L^p(\Omega) \).

Thus we may use lemma 5.3.8 and get

\[
\| \mathcal{C}(e^{-inR}e^{inRq_1f}) \|_\alpha \leq 400(C_\alpha + 11)n^{-\frac{2}{p+1}}(\|\mathcal{C}(e^{inR}q_1f)\|_\alpha
\]

\[
+ \|\Pi(e^{inR}q_1f)\|_p \leq 400(C_\alpha + 11)n^{-\frac{2}{p+1}}(C_\alpha + B_p)\|q_1\|_p\|f\|_\infty.
\]

The estimate for \( \mathcal{C}(e^{-inR}e^{inRq_2f}) \) is deduced similarly. \[\square\]
Definition 5.3.10. Let $2 < p < \infty$, $\alpha = 1 - \frac{2}{p}$ and $q_1, q_2 \in L^p(\Omega)$ be the two potentials that we wish to prove equal. Let $z_0 \in \Omega$ and $n > \max\left(1, \left(\frac{1}{2}C^{(2p+1)}\right)^{-\frac{2}{2p}}\right) = n_0$. We define the operators $S_{n,z_0}, \overline{S}_{n,z_0}$ mapping $C^\alpha(\Omega)$ to itself by

$$S_{n,z_0}f = -\frac{1}{4}C\left(\overline{e^{-inR}}(e^{inR}q_1f)\right),$$
$$\overline{S}_{n,z_0}f = -\frac{1}{4}C\left(\overline{e^{-inR}}(e^{inR}q_2f)\right).$$

By theorem 5.3.9 and the inequality $\|f\|_\infty \leq \|f\|_\alpha$ we have the norm estimates $\|S_{n,z_0}\|_\alpha, \|\overline{S}_{n,z_0}\|_\alpha \leq Cn^{-\frac{2}{2p}} < \frac{1}{2}$. The operators are thus contractions. It is also easily seen that the operators $g \mapsto \overline{C}(e^{inR}q_jg)$, $g \mapsto C(e^{-inR}q_jg)$ from $L^\infty(\Omega)$ to $C^\alpha(\Omega)$ are uniformly Lipschitz\(^3\) with respect to $z_0$. This implies the same property for $S_{n,z_0}$ and $\overline{S}_{n,z_0}$.

Our next goal is to solve the integral equations $f = 1 + Sf$ and $g = 1 + \overline{S}g$ and get some estimate for the remainder terms $Sf$ and $\overline{S}g$. In the end we will also prove that using these $f$ and $g$ we get the right kind of solutions to the original equations $\Delta u + q_j u = 0$. The next lemma shows that although we looked for solutions in a Hölder space, the solutions are in fact smoother.

Lemma 5.3.11. If $2 < p < \infty$, $\alpha = 1 - \frac{2}{p}$, $z_0 \in \Omega$ and $n > n_0$ the equations

$$f = 1 + S_{n,z_0}f$$
$$g = 1 + \overline{S}_{n,z_0}g$$

have a unique solution in $C^\alpha(\Omega)$ which depends continuously on $z_0$. Moreover these functions are in $W^{2,p}(\Omega)$.

Proof. The operators $1 + S_{n,z_0}$ and $1 + \overline{S}_{n,z_0}$ are contractions in $C^\alpha(\Omega)$ that depend continuously on $z_0$. By Banach’s fixed point theorem (62) has a unique solution depending continuously on $z_0$.

Next we prove that $f \in W^{2,p}(\Omega)$. The proof for $g$ is similar. We have the

\(^3\)We mean that the operator norm of the difference is bounded by the difference of their respective values of $z_0$.  
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equalities

\[ f = 1 - \frac{1}{4} \mathcal{C}(e^{-inR} \overline{\mathcal{C}}(e^{inR} q_1 f)), \]
\[ \overline{\partial f} = -\frac{1}{4} e^{-inR} \partial \overline{\mathcal{C}}(e^{inR} q_1 f), \]
\[ \partial f = -\frac{1}{4} \Pi(e^{-inR} \mathcal{C}(e^{inR} q_1 f)), \]
\[ \partial \overline{\partial f} = \frac{1}{2} \text{i}(z - z_0) e^{-inR} \mathcal{C}(e^{inR} q_1 f) - \frac{1}{4} q_1 f, \]
\[ \overline{\partial \partial f} = \frac{1}{2} \text{i}(\overline{z} - \overline{z_0}) e^{-inR} \overline{\mathcal{C}}(e^{inR} q_1 f) - \frac{1}{4} e^{-inR} \Pi(e^{inR} q_1 f), \]
\[ \partial \partial f = \frac{1}{2} \Pi(\text{i}(z - z_0) e^{-inR} \mathcal{C}(e^{inR} q_1 f)) - \frac{1}{4} \Pi(q_1 f), \]
\[ \overline{\partial \partial f} = \frac{1}{2} \Pi(\text{i}(\overline{z} - \overline{z_0}) e^{-inR} \overline{\mathcal{C}}(e^{inR} q_1 f)) - \frac{1}{4} \Pi(e^{-inR} \Pi(e^{inR} q_1 f)). \]

Note that \( f \in L^\infty(\Omega) \) and so \( q_1 f \in L^p(\Omega) \). The operators \( \mathcal{C}, \overline{\mathcal{C}}, \Pi, \overline{\Pi} \) are bounded in \( L^p(\Omega) \), so \( \|f\|_{W^{2,p}(\Omega)} \leq 1 + cn\|f\|_{L^\infty(\Omega)} < \infty \) for some \( c \in \mathbb{R} \). \( \square \)

Next we will prove the most technical lemma. It tells us that the Sobolev \( W^{1,p} \) norms of the remainder terms tend to zero when \( n \) grows. The convergence is uniform in \( z_0 \). The proof contains in principle half of the ideas of the proof of lemma 3.4 in [B]. The other half is in theorem 5.2.6. The argumentation is basically the same but here we avoid some redundancy.

**Lemma 5.3.12.** Let \( 2 < p < \infty, \alpha = 1 - \frac{2}{p} \) and \( n > n_0 \). For \( z_0 \in \Omega \) let \( f = 1 + S_{n,z_0} f \) and \( g = 1 + \overline{S}_{n,z_0} g \) be the functions given in lemma 5.3.11. Then

\[ \sup_{z_0 \in \Omega} \|S_{n,z_0} f\|_\alpha \to 0, \quad \sup_{z_0 \in \Omega} \|\overline{S}_{n,z_0} g\|_\alpha \to 0, \]
\[ \sup_{z_0 \in \Omega} \|\partial S_{n,z_0} f\|_\infty \to 0, \quad \sup_{z_0 \in \Omega} \|\partial \overline{S}_{n,z_0} g\|_\infty \to 0, \]
\[ \sup_{z_0 \in \Omega} \|\partial S_{n,z_0} f\|_p \to 0, \quad \sup_{z_0 \in \Omega} \|\partial \overline{S}_{n,z_0} g\|_p \to 0, \]
when \( n \to \infty \).

**Proof.** We will prove the claim for \( f \). The one for \( g \) is proven identically. Note that \( f \in C^\alpha(\overline{\Omega}) \). Because \( n > n_0 \) we have \( \|S_{n,z_0}\|_\alpha \leq \frac{1}{2} \). Thus \( \|f\|_\alpha \leq 1 + \|S_{n,z_0}f\|_\alpha \leq 1 + \frac{1}{2}\|f\|_\alpha \) so \( \|f\|_\alpha \leq 2 \) for every \( n > n_0 \). This implies
\[ \|S_{n,z_0} f\|_\alpha \leq Cn^{-\frac{2}{p(2p+1)}} \|f\|_\alpha \leq 2Cn^{-\frac{2}{p(2p+1)}} \to 0. \] (65)

Note that \( C \) and \( n_0 \) do not depend on \( z_0 \).
The other limits are not so trivial. We will first prove that \( \Vert \partial S_{n, z_0} f \Vert_p \) tends to zero. For each \( z_0 \in \Omega \) and \( \epsilon > 0 \) choose \( q_{\epsilon, z_0} \in C_0^\infty(\Omega) \) such that \( \Vert q_1 - q_{\epsilon, z_0} \Vert_p < \min \left( \epsilon, \frac{2\epsilon}{B_0 C_p} \right) \), \( z_0 \notin \text{supp} q_{\epsilon, z_0} \) and it satisfies the bounds uniform in \( z_0 \) given explicitly in lemma 8.5. By the properties of the Cauchy and Beurling operators (thm 5.3.4) we get

\[
\partial S_{n, z_0} f = -\frac{1}{4} \Pi \left( e^{-inR} \overline{\mathcal{C}}(e^{inR}(q_1 - q_{\epsilon, z_0}) f) \right) - \frac{1}{4} \Pi \left( e^{-inR} \overline{\mathcal{C}}(e^{inR} q_{\epsilon, z_0} f) \right).
\]

Note that

\[
\| \Pi \left( e^{-inR} \overline{\mathcal{C}}(e^{inR} Q f) \right) \|_p \leq B_p \| \overline{\mathcal{C}}(e^{inR} Q f) \|_p \leq 2B_p C_p \| Q \|_p
\]

for every \( Q \in L^p(\Omega) \). Using this, the formula for the derivative and integration by parts (thm 5.3.7) we get

\[
\| \partial S_{n, z_0} f \|_p \leq \frac{1}{2} B_p C_p \| q_1 - q_{\epsilon, z_0} \|_p + \frac{1}{2} B_p \| \overline{\mathcal{C}}(e^{inR} q_{\epsilon, z_0} f) \|_p \\
\leq \epsilon + \frac{B_p}{8n} \left\| e^{inR} \frac{q_{\epsilon, z_0}}{z - z_0} f - \overline{\mathcal{C}}(e^{inR} \partial q_{\epsilon, z_0} \overline{f} \frac{z - z_0}{z_0}) \right\|_p \\
\leq \epsilon + \frac{B_p}{8n} \left\| \frac{q_{\epsilon, z_0}}{z - z_0} \right\|_p \| f \|_\infty + \frac{B_p C_p}{8n} \left\| \partial q_{\epsilon, z_0} \frac{z - z_0}{z_0} \right\|_p \| f \|_\infty \\
+ \frac{B_p C_p}{8n} \left\| \frac{q_{\epsilon, z_0}}{z - z_0} \right\|_\infty \| \partial f \|_p.
\]

Next note that \( \| \partial f \|_p = \frac{1}{4} \| \Pi \left( e^{-inR} \overline{\mathcal{C}}(e^{inR} q_1 f) \right) \|_p \leq \frac{1}{4} B_p C_p \| q_1 \|_p \| f \|_\infty \). By \( \| f \|_\infty \leq 2 \) we get the estimate

\[
\sup_{z_0 \in \Omega} \| \partial S_{n, z_0} f \|_p \leq \epsilon + \frac{B_p}{4n} \sup_{z_0 \in \Omega} \left\| \frac{q_{\epsilon, z_0}}{z - z_0} \right\|_p + \frac{B_p C_p}{4n} \sup_{z_0 \in \Omega} \left\| \partial q_{\epsilon, z_0} \frac{z - z_0}{z_0} \right\|_p \\
+ \frac{B_p C_p}{16n} \sup_{z_0 \in \Omega} \left\| \frac{q_{\epsilon, z_0}}{z - z_0} \right\|_\infty \| q_1 \|_p.
\]

This tends to \( \epsilon \) when \( n \) grows because of the bounds given by lemma 8.5 for \( q_{\epsilon, z_0} \). Since \( \epsilon \) was arbitrary, the limit is zero.

The limit for \( \overline{\partial S}_{n, z_0} f \) follows quite similarly. By taking a smooth potential \( q_{\epsilon, z_0} \) near \( q_1 \) we get the same estimate as in (69) for \( \| \overline{\partial S}_{n, z_0} f \|_{\infty} \), except for different constants and that in the second term we have the \( L^\infty \) norm instead of the \( L^p \) norm. \( \square \)
Theorem 5.3.13. Assume that $q_1, q_2 \in L^p(\Omega)$, $2 < p < \infty$, $n > n_0$ and $z_0 \in \Omega$. Then there are solutions $u_j \in W^{2,p}(\Omega)$ to the Schrödinger equations
$$
\Delta u_j + q_j u_j = 0
$$
which have the form
$$
\begin{align*}
\Delta u_1 &= e^{in(z-z_0)^2} (1 + r_{n,z_0}), \\
\Delta u_2 &= e^{in(\tau - \pi)^2} (1 + s_{n,z_0}),
\end{align*}
$$
where
$$
\lim_{n \to \infty} \sup_{z_0 \in \Omega} \|r_{n,z_0}\|_{W^{1,p}(\Omega)} = \lim_{n \to \infty} \sup_{z_0 \in \Omega} \|s_{n,z_0}\|_{W^{1,p}(\Omega)} = 0.
$$

Proof. Choose $f$ and $g$ as in lemma 5.3.11 and set $u_1 = e^{in(z-z_0)^2} f$, $u_2 = e^{in(\tau - \pi)^2} g$. Now $r_{n,z_0} = S_{n,z_0} f$ and $s_{n,z_0} = \overline{S_{n,z_0}} g$ satisfy the estimate (71) by lemma 5.3.12.

It is a direct calculation to see that the functions $u_j$ satisfy the Schrödinger equation:

$$
\begin{align*}
\Delta u &= 4\partial \overline{\partial} (e^{in(z-z_0)^2} f) = 4\partial \left( e^{in(z-z_0)^2} \overline{\partial} \left( 1 - \frac{1}{4} \mathcal{C} (e^{-inR} \mathcal{C}(e^{inR} q_1 f)) \right) \right) \\
&= -\partial (e^{-in(\tau - \pi)^2} \mathcal{C}(e^{inR} q_1 f)) = -e^{in(z-z_0)^2} q_1 f = -q_1 u, \\
\Delta v &= 4\partial \overline{\partial} (e^{in(\tau - \pi)^2} g) = 4\overline{\partial} \left( e^{in(z-z_0)^2} \partial \left( 1 - \frac{1}{4} \mathcal{C} (e^{-inR} \mathcal{C}(e^{inR} q_2 g)) \right) \right) \\
&= -\overline{\partial} (e^{-in(\tau - \pi)^2} \mathcal{C}(e^{inR} q_2 g)) = -e^{in(\tau - \pi)^2} q_2 g = -q_2 v.
\end{align*}
$$

We know that $f, g \in W^{2,p}(\Omega)$ and $e^{in(z-z_0)^2}, e^{in(\tau - \pi)^2} \in \mathbb{C}^\infty(\Omega)$, so $u$ and $v$ are in $W^{2,p}(\Omega)$. \hfill \Box
6 The proof

All the ingredients for the main theorem are ready. The proof is very short since all the nontrivial lemmas were proven in the previous sections. Basically we plug the special oscillating solutions constructed in section 5.3 into the orthogonality relation $0 = \int (q_1 - q_2)u_1 u_2$ proven in section 5.1. Then we use the stationary phase method which was proven in section 5.2 to get $q_1 = q_2$.

**Theorem 6.1.** Let $2 < p \leq \infty$, $q_1, q_2 \in W^{1,p}(\Omega)$ and $C_{q_1} = C_{q_2}$. Then $q_1 = q_2$.

**Proof.** Because $\Omega$ is bounded we may assume that $p < \infty$. Take $n_0$ as in definition 5.3.10. Then for each $n > n_0$ and $z_0 \in \Omega$ take the solutions $u, v \in W^{2,p}(\Omega)$ of the Schrödinger equations as in theorem 5.3.13. This is possible because $q_1, q_2 \in W^{1,p}(\Omega) \subset L^p(\Omega)$. By the orthogonality relation of theorem 5.1.5 we know that

$$0 = \frac{2n}{\pi} \int_{\Omega} (q_1 - q_2)uvdm = \int_{\Omega} \frac{2n}{\pi} e^{inR}(q_1 - q_2)(1 + r_{n,z_0})(1 + s_{n,z_0})dm, \quad (73)$$

for every $n > n_0$ and $z_0 \in \Omega$.

Note that $r_{n,z_0} = f - 1$ and $s_{n,z_0} = g - 1$ are continuous with respect to $z_0$ by lemma 5.3.11. Denote $\varepsilon_{n,z_0} = r_{n,z_0} + s_{n,z_0} + r_{n,z_0}s_{n,z_0}$. By the Sobolev embedding $W^{1,p}(\Omega) \to L^\infty(\Omega)$ we see that $\sup_{z_0 \in \Omega} \|\varepsilon_{n,z_0}\|_{W^{1,p}(\Omega)} \to 0$ when $n$ grows because the same was true for $r_{n,z_0}$ and $s_{n,z_0}$ by theorem 5.3.13.

Next we use the stationary phase method theorems 5.2.5, 5.2.6 and the orthogonality relation proven in 5.1.5 to get

$$\|q_1 - q_2\|_2 = \lim_{n \to \infty} \| \int_{\Omega} \frac{2n}{\pi} e^{inR}(q_1 - q_2)dm \|_{L^2(\Omega,z_0)}$$

$$= \lim_{n \to \infty} \| - \int_{\Omega} \frac{2n}{\pi} e^{inR}(q_1 - q_2)\varepsilon_{n,z_0}dm \|_{L^2(\Omega,z_0)} \quad (74)$$

$$\leq \lim_{n \to \infty} P\|q_1 - q_2\|_{W^{1,p}(\Omega)} \sup_{z_0 \in \Omega} \|\varepsilon_{n,z_0}\|_{W^{1,p}(\Omega)} = 0.$$

Thus $q_1 = q_2$. \qed

32
7 A closer look at Bukhgeim’s paper

We discuss an unclear argument in [B], namely is it enough to prove his formula [B, (3.34)] to get the result for potentials in \( L^p(\Omega) \)? We could only prove that the boundary data determines the potential uniquely if \( q \) is piecewise in \( W^{1,p}, p > 2 \). We remark that before [B], even for \( C^\infty \) potentials, there were no global uniqueness results for the inverse problem of the 2D Schrödinger equation. After Bukhgeim’s paper, recent results in 2D use his idea of having solutions whose phase functions are analytic with nondegenerate critical points. See for example [I, U, Y] and [G, T].

Claim (Bukhgeim 3.4.). The set

\[
G = \{ u_1u_2 \mid u_j \text{ given by lemma 5.3.13} \} \tag{75}
\]

is dense in \( L^q(\Omega) \) for \( 1 \leq q < \infty \).

Next we will outline his proof. First he notes that

\[
u_1u_2 = e^{in\pi}(1 + r_{n,z_0} + s_{n,z_0} + r_{n,z_0}s_{n,z_0}), \tag{76}
\]

where \( r_{n,z_0} = S_{n,z_0}f = \sum_{k=1}^\infty S_{n,z_0}^k 1 \) and \( s_{n,z_0} = \overline{S_{n,z_0}g} = \sum_{k=1}^\infty \overline{S_{n,z_0}^k} 1 \). Next he tells that because \( C^1(\overline{\Omega}) \) is dense in \( L^q \) it is enough to show that if \( a \in C^1(\overline{\Omega}) \)

\[
\int_\Omega au_1u_2 \, dm = 0 \tag{77}
\]

for every \( u_1u_2 \in G \) then \( a = 0 \). After that he proves that if \( a \) is continuously differentiable, then

\[
\lim_{n \to \infty} \int_\Omega \frac{2n}{\pi} au_1u_2 \, dm = a(z_0). \tag{78}
\]

This he does by first showing that \( \int_\Omega 2ne^{in\pi}a \, dm \to \pi a(z_0) \). Then he integrates by parts to show that the remaining terms tend to zero when \( n \) grows.

The ideas of this last part have been the basis of lemma 5.3.12 and theorem 5.2.6.

It is unclear why it would be enough to assume that \( a \) is continuously differentiable. He does prove that \( C^1(\overline{\Omega}) \cap G^\perp = \{0\} \). But this does not imply that \( G \) is dense in \( L^2 \) unless some other properties of \( G \) are used. For example if \( \phi \) is some discontinuous \( L^2(\Omega) \) function and

\[
G = \left\{ h \in L^2(\Omega) \mid \int_\Omega h\phi \, dm = 0 \right\} = (\text{span}\{\phi\})^\perp \tag{79}
\]

then \( G^\perp = ((\text{span}\{\phi\})^\perp)^\perp = \text{span}\{\phi\} \) because the latter is closed as a one dimensional subspace. Thus \( C^1(\overline{\Omega}) \cap G^\perp = \{0\} \) but \( \overline{G} = G \neq L^2(\Omega) \).
8 Appendix

Note that in the next theorems the domain is not necessarily the unit disc $\Omega$ but any bounded Lipschitz domain in $\mathbb{R}^2$. We use the definitions of [Gr] for Sobolev spaces on Lipschitz domains. The following is well defined according to [Ga].

**Definition 8.1.** Let $X \subset \mathbb{R}^2$ be a bounded Lipschitz domain and let $1 < p < \infty$. Then the mapping $\text{Tr} : \text{Lip}(X) \to L^p(\partial X)$, $\text{Tr} u = u_{|\partial X}$ has a unique continuous extension from $W^{1,p}(X)$ to $L^p(X)$. It is called the trace operator of $W^{1,p}(X)$.

**Theorem 8.2** (Integration by parts). Let $X \subset \mathbb{R}^2$ be a bounded Lipschitz domain. Given $u \in W^{1,p}(X)$, $v \in W^{1,q}(X)$ with $1 < p, q < \infty$, $p^{-1} + q^{-1} = 1$ and $k \in \{1, 2\}$, we have the integration by parts formula

$$
\int_X u \partial_k v \, dm = \int_{\partial X} n_k \text{Tr} u \text{Tr} v \, d\sigma - \int_X v \partial_k u \, dm,
$$

(80)

where $n_k$ is the component number $k$ of the outwards pointing unit normal vector of $\partial X$ defined almost everywhere and $\text{Tr}$ is the trace operator defined in 8.1.

**Proof.** According to [Gr, thm 1.5.3.1] the proof is in [Ne, chp 3, thm 1.1]. Note that Grisvard did not tell if the claim holds for $p, q \in \{1, \infty\}$. \qed

**Theorem 8.3** (Sobolev embedding). Let $X \subset \mathbb{R}^2$ be a bounded Lipschitz domain, $2 < p < \infty$ and $\alpha = 1 - \frac{2}{p}$. Then we have the continuous embedding $W^{1,p}(X) \subset C^\alpha(X)$,

$$
\|u\|_{C^\alpha(X)} \leq E_p \|u\|_{W^{1,p}(X)},
$$

(81)

**Proof.** This is a consequence of theorems 1.4.4.1 and 1.4.3.1 in [Gr]. \qed

The next lemma is used only in the end of the proof of theorem 5.2.6.

**Lemma 8.4.** Let $X \subset \Omega$ be a Lipschitz domain, $z_0 \in \Omega$ and $\beta > 0$. Then

$$
\int_\Omega |z - z_0|^{-\beta} \, dm(z) \leq \int_\Omega |z|^{-\beta} \, dm(z) = \frac{2\pi}{2 - \beta}, \quad \text{if } \beta < 2,
$$

(82)

and

$$
\left( \int_\Omega \int_{\partial X} |z - z_0|^{-\beta} \, d\sigma(z) \right)^{1/2} \, dm(z_0) \leq \sigma(\partial X) \sqrt{\frac{\pi}{1 - \beta}}, \quad \text{if } \beta < 1.
$$

(83)
Proof. First note that \( \int_\Omega |z - z_0|^{-\beta} dm(z) = \int_{B(z_0,1)} |z|^{-\beta} dm(z) \). Define \( A = \Omega \cap B(z_0,1) \), \( A_1 = \Omega \setminus B(z_0,1) \) and \( A_2 = B(z_0,1) \setminus \Omega \). If \( z \in A_1 \) then \(|z| < 1\) so \(|z|^{-\beta} \geq 1\). If \( z \in A_2 \) then \(|z| \geq 1\) so \(|z|^{-\beta} \leq 1\). Moreover \( m(A_1) = m(A_2) \). Thus \( \int_{A_2} |z|^{-\beta} dm(z) \leq \int_{A_1} |z|^{-\beta} dm(z) \) and so

\[
\int_{B(z_0,1)} |z|^{-\beta} dm(z) = \int_{A} |z|^{-\beta} dm(z) + \int_{A_2} |z|^{-\beta} dm(z)
\leq \int_{A} |z|^{-\beta} dm(z) + \int_{A_2} |z|^{-\beta} dm(z) = \int_{\Omega} |z|^{-\beta} dm(z). \quad (84)
\]

Also \( \int_\Omega |z|^{-\beta} dm(z) = \int_{\partial \Omega} |z - z_0|^{-\beta} dm(z_0) = \frac{2\pi}{2 - \beta} \).

The second claim follows from Minkowski’s integral inequality and the first claim:

\[
\left( \int_{\partial \Omega} \left| \int_{z_0} z - z_0 |^{-\beta} d\sigma(z) \right|^2 dm(z_0) \right)^{1/2} \leq \int_{\partial \Omega} \left( \int_{\Omega} |z - z_0|^{-2\beta} dm(z_0) \right)^{1/2} d\sigma(z)
\leq \int_{\partial \Omega} \sqrt{\frac{2\pi}{2 - 2\beta}} d\sigma(z) = \sigma(\partial \Omega') \sqrt{\frac{\pi}{1 - \beta}},
\]

because \( 2\beta < 2 \).

This lemma is needed only in the proof of lemma 5.3.12.

**Lemma 8.5.** Let \( 1 \leq p < \infty \), \( q \in L^p(\Omega) \), \( z_0 \in \Omega \) and \( \epsilon > 0 \). Now there is a test function \( q_{\epsilon, z_0} \in C_0^\infty(\Omega) \) satisfying \( \|q - q_{\epsilon, z_0}\|_p < \epsilon \), \( z_0 \notin \text{supp} q_{\epsilon, z_0} \) and

\[
\sup_{z_0 \in \Omega} \left\| \frac{q_{\epsilon, z_0}}{z - z_0} \right\|_{\infty}, \sup_{z_0 \in \Omega} \left\| \frac{\partial q_{\epsilon, z_0}}{z - z_0} \right\|_{\infty}, \sup_{z_0 \in \Omega} \left\| \frac{\partial^2 q_{\epsilon, z_0}}{z - z_0} \right\|_{\infty} < \infty. \quad (86)
\]

**Proof.** Let \( q_\epsilon \in C_0^\infty(\Omega) \) be such that \( \|q - q_\epsilon\|_p < \frac{\epsilon}{2} \) and \( q_\epsilon \neq 0 \). Denote \( \delta = \left( \frac{\epsilon}{2\pi \|q_\epsilon\|_{\infty}} \right)^{\frac{1}{2}} \). Let \( \varphi \in C_0^\infty(\mathbb{C}) \) be such that \( \varphi(z) = 0 \) when \( |z| < \frac{\delta}{2} \) and \( \varphi(z) = 1 \) when \( |z| > \delta \). This can be constructed using the smooth step function of lemma 5.3.1.

Now choose \( q_{\epsilon, z_0}(z) = q_\epsilon(z) \varphi(z - z_0) \). Then

\[
\|q - q_{\epsilon, z_0}\|_p \leq \|q - q_\epsilon\|_p + \|q_\epsilon(1 - \varphi)\|_p < \frac{\epsilon}{2} + \|q_\epsilon\|_{\infty}\|\chi_{\text{supp}(1 - \varphi)}\|_p
\leq \frac{\epsilon}{2} + \|q_\epsilon\|_{\infty}\pi^{1/p}\delta^{2/p} = \epsilon.
\]

The three norm estimates are easy. It is enough to note that \( q_{\epsilon, z_0}(z) = 0 \) if \( |z - z_0| < \frac{\delta}{2} \) and \( \delta \) does not depend on \( z_0 \). The only thing \( z_0 \) does is to shift the factor \( \varphi \). Thus we get uniform bounds for the norms involving \( \varphi \) or its derivatives. \( \square \)
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