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A quantitative connection of experimental and simulated folding landscapes by vibrational spectroscopy†

Caitlin M. Davis,‡a,b Laura Zanetti-Polzi,‡c Martin Gruebele, ad Andrea Amadei, e R. Brian Dyer ‡k,b and Isabella Daidone ‡l,c

For small molecule reaction kinetics, computed reaction coordinates often mimic experimentally measured observables quite accurately. Although nowadays simulated and measured biomolecule kinetics can be compared on the same time scale, a gap between computed and experimental observables remains. Here we directly compared temperature-jump experiments and molecular dynamics simulations of protein folding dynamics using the same observable: the time-dependent infrared spectrum. We first measured the stability and folding kinetics of the fastest-folding β-protein, the GTT35 WW domain, using its structurally specific infrared spectrum. The relaxation dynamics of the peptide backbone, β-sheets, turn, and random coil were measured independently by probing the amide I region at different frequencies. Next, the amide I spectra along folding/unfolding molecular dynamics trajectories were simulated by accurate mixed quantum/classical calculations. The simulated time dependence and spectral amplitudes at the exact experimental probe frequencies provided relaxation and folding rates in agreement with experimental observations. The calculations validated by experiment yield direct structural evidence for a rate-limiting reaction step where an intermediate state with either the first or second hairpin is formed. We show how folding switches from a more homogeneous (apparent two-state) process at high temperature to a more heterogeneous process at low temperature, where different parts of the WW domain fold at different rates.

Meanwhile, sub-millisecond ensemble or single-molecule experiments often report on a single parameter, for example fluorescence lifetime of tryptophan residues or Förster resonance energy transfer (FRET) efficiency. Yet the connection between experimental and computational observables remains limited: while the computed solvent-accessible surface area of tryptophan4 or interatomic distances5,6 can serve as proxies for fluorescence or FRET, they are just rough approximations of real fluorescence spectra and quenching. Furthermore, multiple experimental probes are necessary to even begin to capture the full complexity of the protein folding energy landscape.3,5,7–10

Infrared spectroscopy (IR) offers a label-free multiple-probe approach for monitoring protein structure and dynamics.11 The amide I mode of the peptide backbone is sensitive to secondary structure; characteristic infrared bands can be assigned to solvated and buried β-helices, β-sheets, turns and random coil structures. Time-resolved infrared spectroscopy of these bands has been successfully employed to identify complexities in the folding landscape that are hidden to single-probe experiments. Differences in the folding order and times of β-sheets and turns in β-proteins have been identified,7–9,12,13 the order of helix packing in α-helical proteins44 has been identified, and secondary structure formation has been

Introduction

Our understanding of how protein dynamics regulate folding and function has made great strides thanks to parallel developments in experiment, theory, and computation. Protein folding simulations have extended to the millisecond timescale, providing extensive sampling of fast folding proteins and atomistic-level structural prediction of folding mechanisms.1,2
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distinguished from formation of the local tryptophan environment.\textsuperscript{7,10}

Calculations that accurately reconstruct the time-resolved experimental IR spectra could solve the conundrum of not comparing the exact same computed and measured observables. However, most computational IR approaches\textsuperscript{15–19} suffer from insufficient configurational sampling due to the computational expense of modeling many interconverting structures over a wide range of time scales. Our approach addresses these challenges using a mixed quantum mechanics/molecular dynamics (QM/MD) computational methodology based on the Perturbed Matrix Method (PMM), called MD-PMM.\textsuperscript{20} Differently from other hybrid methods, MD-PMM makes use of classical MD simulations to provide configurational sampling of the whole system. This enables statistically relevant sampling of the quantum-center and environment configurations, which is required for accurate IR spectra calculations of proteins. This method has been calibrated recently with static IR spectra of amyloids,\textsuperscript{21} unfolded protein states,\textsuperscript{22,23} and equilibrium protein folding,\textsuperscript{24,25} as well as by calculating reduction potentials\textsuperscript{26,27} and electron transfer processes\textsuperscript{28,29} in proteins.

Here we directly compare measurements and quantitative modeling of the time-resolved amide I’ IR spectrum of one of the most widely studied fast-folding β-proteins, the WW domain. The WW domain family consists of an antiparallel and highly twisted three-stranded β-sheet structure with a small hydrophobic core and two conserved tryptophan residues.\textsuperscript{30–32} WW domains have been the focus of extensive computational and experimental studies because of their fast folding rates and simple structure.\textsuperscript{7,8,12,24–34} Most models predict folding through an intermediate where predominantly the first hairpin is formed.\textsuperscript{7,12,24,30} Recently, a multi-path model has emerged where folding can proceed in a concerted fashion, or via intermediate states that have either the first or second hairpin formed.\textsuperscript{24,39} These different pathways are difficult to unravel with a single observable such as tryptophan fluorescence.

We directly compare measured and calculated time-resolved IR spectra at multiple frequencies for the fast-folding WW domain, GTT35 (Fig. 1). GTT35 relaxes in approximately 4 μs in response to a laser-induced temperature jump (T-jump).\textsuperscript{40} T-jump experiments probed by time-resolved IR spectroscopy independently monitored β-sheets, turns, and random coil by looking at different wavelengths of the amide I’ IR spectrum. Three kinetics time scales, corresponding to at least four states were revealed. Above 55 °C the time scales converge and there is little difference in the observed kinetics at different frequencies. Below 55 °C, the dynamics of the turn are faster than the β-sheets, consistent with a zipping folding mechanism.

To structurally characterize the kinetic folding intermediates, we computed the time-dependent amide I’ IR signal of the backbone for four independent folding/unfolding MD simulations of GTT35 previously performed on the ANTON supercomputer.\textsuperscript{40,47} Three kinetic states are identified (fully folded, unfolded, and intermediate with either one of the hairpins formed) and the time evolution of the probability of each state is used to develop a three-state kinetic model. The time-resolved frequency-dependent IR signal is calculated at the same frequencies as the experiments at high temperature. There is excellent agreement between the slow phase of the experiments and the calculated IR signals. Furthermore, these calculations reveal that the IR signal is consistent with folding through intermediates where either hairpin 1 or hairpin 2 is formed first. Such an atomistic level interpretation of the experimental results was possible due to the quantitative comparison between the same computed and experimental observable. This demonstrates how high-fidelity computation of actual experimental observables can provide a deep understanding of the dynamics of complex molecules, and at the same time validate the mechanisms found in simulations.

Results and discussion

Temperature-dependent FTIR spectra

The FTIR spectra of GTT35 provide evidence for non-two-state folding behavior: pre-melting of the β-sheets prior to the main transition. The thermal unfolding of GTT35 was studied over the range from 9 to 88 °C in 5 °C intervals using FTIR spectroscopy monitored in the amide I’ region (Fig. 2A), the amide I region of peptides in D$_2$O. The amide I’ absorbance arises from C$\equiv$O stretching vibrations of the polypeptide backbone carbylons and is an established indicator of secondary structure.\textsuperscript{48–50} This relatively broad band contains contributions from the entire polypeptide backbone, which in the case of GTT35 includes β-sheet, β-turn, and random coil structure. Although signals due to amino acid side chains may overlap with the amide I mode, there are many more amide I vibrations and the extinction coefficient of the amide I mode is an order of magnitude larger than that of the amino acid side chains in the amide I region.\textsuperscript{51} Interstrand coupling between hydrogen bonds in the β-sheets will further enhance vibrations in the amide I mode. Therefore, the side chain resonances do not strongly influence the IR spectra and were not included in the calculations.
The changes in structure with temperature are highlighted by the difference spectra (Fig. 2B). The difference spectra are generated using the spectrum at 56°C as a reference. Negative peaks correspond to specific structures or interactions present at low temperature, and positive peaks correspond to new interactions at higher temperature. Both below and above the reference temperature, the spectra exhibit similar spectral changes associated with the loss of folded population as the temperature is raised.

Although structure is lost continuously with temperature, states that are structurally intermediate between the folded state and the heat-denatured state are clearly populated. The isosbestic point shifts from 1645 cm\(^{-1}\) to 1652 cm\(^{-1}\) in the IR spectrum (Fig. 2A), and there is no clear isosbestic point when the lowest temperature spectrum is used as the basis for generating the difference spectra (Fig. 2B and S1†).

The second derivative spectra at 9°C, 56°C, and 88°C further demonstrate differences between folded, intermediate, and denatured structures (Fig. 2C). At 9°C there are three major peaks in the amide I’ region centered at 1613 cm\(^{-1}\), 1637 cm\(^{-1}\), and 1681 cm\(^{-1}\). These peaks have previously been observed in other WW domains.

The peak at \(\approx 1611\) cm\(^{-1}\) has been assigned to an amide C=O group in the turn of \(\beta\)-hairpins, typically involved in multiple hydrogen bonds with side chain or backbone donors. IR bands at 1634 and 1681 cm\(^{-1}\) are well-established indicators of antiparallel \(\beta\)-sheets. The peak at 1634 cm\(^{-1}\) arises from out-of-phase and the peak at 1681 cm\(^{-1}\) from in-phase carbonyl vibrations in the sheet. Intersstrand coupling between multiple or longer \(\beta\)-sheets increases the intensity and decreases the frequency of the lower frequency peak.

The same three peaks observed at 9°C are also observed in the intermediate temperature spectrum at 56°C: 1612, 1640 and 1680 cm\(^{-1}\). The shift of the band at 1634 cm\(^{-1}\) to 1640 cm\(^{-1}\) is indicative of melting of the \(\beta\)-sheets in the intermediate state. A peak at 1713 cm\(^{-1}\) present in the low temperature melt (56-T) is absent in the high temperature melt (T-56). This vibrational mode was also observed in FiP35, the parent of GTT35, and was assigned to hydrogen bonding between the carbonyl of the protonated aspartic acid side chain and the hydroxyl of the serine in the first turn. Hence, there are distinct structural rearrangements in both the turn and \(\beta\)-sheets of the WW domain at intermediate temperature.

Finally, at the highest temperature tested, 88°C, there is a peak at 1612 and a broad peak centered at 1660 cm\(^{-1}\). The broad peak at 1660 cm\(^{-1}\) is characteristic of disordered polypeptides, as GTT35 mostly unfolds at high temperature. That the 1612 cm\(^{-1}\) peak is unchanged at 88°C suggests that the WW domain is not completely unfolded yet.

A similar pattern of non-two-state folding emerges from singular value decomposition (SVD) of the spectra, with addition of a clearly identifiable cold-denatured state (see ESI, Fig. S2 and S3†). While a cold-denatured state of GTT35 has not been previously reported, such a state was previously postulated to exist. The SVD analysis, together with the IR difference spectra (Fig. 2B) and a global fitting of the thermal melts (Fig. S4†), supports the population of at least two thermodynamic states below the main thermal transition, one of which could be a folding intermediate, and the other cold denatured.

**Temperature-jump relaxation kinetics**

The relaxation kinetics of GTT35 WW domain following a laser-induced temperature jump were probed using time-resolved infrared spectroscopy (Fig. 3). Structure-specific measurements were made using the amide I’ frequency for the turns (1613 cm\(^{-1}\)), residues involved in interstrand coupling of the sheets (1637 and 1681 cm\(^{-1}\)), and disordered polypeptide (1660 cm\(^{-1}\)). The fits of the data in Fig. 3 are reported in Table 1. The complete relaxation kinetics for each frequency is reported in the ESI (Tables S1–S4†). The magnitude of the jump was kept constant while varying the final temperature. Similar to FiP35 and other WW domains, at low temperatures the relaxation kinetics in the amide I’ region are best fit by a triple exponential (eqn (1), see Experimental). Multiple exponentials are observed due to overlap between the bands. It is also likely that the spectral response is coupled, so that formation of one structure affects others.
Arrhenius plots of the observed kinetics (Fig. S5†) highlight additional complexity in the folding of GTT35. For all frequencies probed, >80% of the absorbance change occurs in the slowest phase (Fig. 3, Tables S1–S4†), so the slowest phase is assigned primarily to the global folding transition. If the WW domain were to follow a simple two-state transition, an Arrhenius plot of the natural log of the measured rate constants versus 1/T for temperatures below the melting temperature would be linear and identical at all probe frequencies, assuming no heat capacity change upon folding.

Our key experimental result here is that an Arrhenius plot of the slowest phase below the global T_m of ≈78 °C shows two distinct regions (Fig. 4). Above 55 °C, all frequencies probed have the same slope within measurement uncertainty, consistent with an apparent two-state behavior. At 55 °C and below (not far from the intermediate transition temperature of 52 °C in the SVD model of Fig. S3 and S4†), the Arrhenius plot shows differences in the apparent barrier to folding depending on the spectral region being probed: 1619, 1634, 1680, or 1661 cm⁻¹. (The barriers are apparent because the Arrhenius analysis does not account for the temperature dependence of the viscosity of the solution.)

The turn (1619 cm⁻¹) exhibits faster relaxation rates and an apparent activation energy near zero. The barrier for turn formation must be negligible and mostly entropic, a consequence of the search to find stabilizing contacts and the correct alignment of the turn. Activation energies near zero as the temperature is lowered are commonly found in ultrafast folders like GTT35,⁹ indicating that a particular structure can fold ‘downhill’ under optimal temperature conditions.

The β-sheets (1634 and 1680 cm⁻¹) have slower relaxation rates and a small but non-zero activation energy. The apparent enthalpic barrier to β-sheet formation is likely due to the rearrangement of the hydrophobic interactions in the core of the

As anticipated, there is good agreement between the kinetics of the slow phase (τ₃) measured at 1634 and 1680 cm⁻¹, which are both probes of the β-sheets. The intermediate (τ₂) and slow (τ₁) kinetics measured at 1634 cm⁻¹ and 1660 cm⁻¹ also agree, but with opposite signal change (Fig. 3A). This is consistent with the main absorbance changes arising from loss of β-sheet and the gain of disordered polypeptide at higher temperature. In general, the dynamics measured at 1634, 1661, and 1680 cm⁻¹ matched across all temperatures tested (Tables S2–S4†). The fastest phase (τ₁) was not resolved at any temperature at 1680 cm⁻¹, either because of the overall smaller absorbance, or because the fast phase observed at 1634 cm⁻¹ is a result of overlap with the faster forming turn at 1619 cm⁻¹. Supporting the latter hypothesis, the dynamics measured at the turn, 1619 cm⁻¹ (Fig. 3B, Tables 1 and S1†), was faster than that measured at the other frequencies. This suggests that like other WW domains,⁷,¹² the turn(s) of GTT35 forms prior to the β-sheets of the WW domain. In this model, the intermediate phase is assigned to formation of one of the β-hairpins and the final phase is folding of the second β-hairpin.

![Fig. 3](representative Ir T-jump relaxation kinetics of 2.0 mM GTT35 in 20 mM potassium phosphate buffer pH 7.0 monitored in the amide I’ spectral area at 1619, 1634, 1660, and 1680 cm⁻¹ following a T-jump from 30–45 °C. A triple exponential fit is overlaid on the 1634 cm⁻¹ kinetic trace, a double exponential fit is overlaid on the 1661 and 1619 cm⁻¹ kinetic traces, and a single exponential fit is overlaid on the 1680 cm⁻¹ kinetic trace (eqn (1)).]

![Fig. 4](Arrhenius plot of the slowest relaxation kinetics of GTT35 in the folding branch (below T_m). The values of T used for the (1/T) axis are the final temperatures reached during the jump. Jumps were collected with final temperatures between 35 and 75 °C. k is the value obtained from a fit (eqn (1)) of the T-jump transient probed by infrared at the 1619 cm⁻¹ (turn, c), 1634 cm⁻¹ (β-sheets, c), 1661 cm⁻¹ (disordered polypeptide, c), or 1680 cm⁻¹ (β-sheets, c). Error bars are standard deviation of the fit. Lines are a result of fitting individual frequencies 1619 and 1634 cm⁻¹ below 55 °C and 1661 cm⁻¹ across all temperatures.)

**Table 1** Relaxation kinetics following a T-jump to 45 °C

| Wavelength | τ₁ (μs) | τ₂ (μs) | τ₃ (μs) |
|------------|---------|---------|---------|
| 1619 cm⁻¹  | —       | 1.9 ± 0.6 | 54.0 ± 0.7 |
| 1634 cm⁻¹  | 1.8 ± 0.3 | 12.5 ± 0.4 | 83.2 ± 0.3 |
| 1661 cm⁻¹  | —       | 15.1 ± 0.7 | 84 ± 1 |
| 1680 cm⁻¹  | —       | —       | 90.0 ± 0.7 |
WW domain. This assignment is supported by past combined fluorescence and infrared T-jump studies of β-peptides that show fluorescence measurements, which are sensitive to hydrophobic packing of the tryptophan sidechains, occur on the same timescale as IR measurements of the β-sheets.7,9

Finally, the disordered region (1661 cm⁻¹) has a slope that extrapolates from the high temperature slope, indicating that it is associated with a larger barrier, likely the main barrier for the protein’s unfolding reaction.

Taken together, these results imply that fast rearrangement of the turn provides a template for subsequent β-sheet extension and packing of the hydrophobic core, similar to the zipper mechanism of β-hairpin formation.28

Above 55 °C, the observed activation energy is the same regardless of probed frequency. Since both the turn and β-sheet experience the same apparent activation energy, we conclude that this is the apparent global two-state transition that follows initial rapid structure formation.

**MD-PMM calculations of time-dependent IR signal**

Infrared spectra are highly structure-sensitive. To better understand the structural origin of the multi-exponential behavior of GTT33, we investigated its folding kinetics along four independent molecular dynamics trajectories previously performed on the supercomputer ANTON with a total simulation time of ≈600 μs at 122 °C (ESI†). In order to directly compare with experimental results, the MD-PMM methodology was used to calculate the time-dependent intensity of the IR signal (see Methods section).

Firstly, a full kinetic model for the folding process was obtained by analyzing the time-evolution of the probability of four conformational states identified in the trajectories: the folded state (F), the state in which the first hairpin formed (H1F), the state in which the second hairpin is formed (H2F), and the unfolded state (U) (additional information in the ESI, Fig. S6†). These states were defined based on previous experimental8 and computational24 studies of the FIP35 WW domain.

To follow the folding process, we selected twenty-four 13 μs-long subtrajectories with starting points having spectral intensities representative of either the folded or the unfolded state in a suitable proportion to simulate a folding jump (i.e. from a lower to a higher population of the folded state). 70% of the trajectories (17 out of 24) were selected with starting points with a spectral intensity representative of U. 30% of the trajectories (7 out of 24) were selected with starting points with a spectral intensity representative of F (additional information in the ESI, Fig. S7†). The equilibrium folded population at the end of the simulated jump is 67% (Fig. 5A).

The time evolution of the probabilities of the four conformational states was binned into 40 ns intervals along each subtrajectory, and subsequently averaged across the 24 subtrajectories. Fig. 5A shows that there are three kinetically relevant states: the F state, the U state, and an intermediate state (I) comprised of both H1F and H2F. H1F and H2F are combined into a single I state because of their similar behavior. The I state can be approximated as a stationary state in the folding process. After an initial phase corresponding to 0.8 μs (Fig. 5A), the probability of the I state builds up to a low steady-state value (≈12% on average) and there is no net flux from I to F or U. During the initial 0.8 μs phase, the U state concentration is approximately constant and there is an exchange between I and F. Once the stationary state is established, an increase in F corresponds to a decrease in U. Close inspection of the 24 subtrajectories also reveals that folding always proceeds via the I state, either through H1F (70%) or H2F (30%).

Keeping I stationary, the change in probability of F and U with time can be fit by eqn (11) and (12) (see Experimental). This

![Fig. 5](https://example.com/fig5.png)

Fig. 5  (A) Time evolution of the probability of the F state (black), H1F state (red), H2F state (blue), U state (green), intermediate state (I, magenta). P(I) = P(H1F) + P(H2F) averaged over the twenty-four 13 μs sub-trajectories at 122 °C. The curves obtained by fitting the F and U probabilities with eqn (11) and (12), respectively, are overlaid on the data. The dashed line highlights the region of the graph at times lower than 0.8 μs. (B) Schematic representation of the kinetics of the folding process: folding from U to F occurs via the I state with the kinetic constants reported in the scheme together with the values of the corresponding lifetimes. A representative structure of GTT in each of the four states is reported. In each structure, the residues belonging to hairpin 1 (8–22) are highlighted in red and the ones belonging to hairpin 2 (19–30) are highlighted in blue.
yields a relaxation time of $\tau = 3.66 \mu$s, a folding time $\tau_f = 4.63 \mu$s and an unfolding time $\tau_u = 17.45 \mu$s. This agrees well with previous fluorescence T-jump experiments that reported a relaxation time $\tau = 3.7 \mu$s for GTT35 and a folding time (assuming a two-state model) of $\tau_f = 5.7 \mu$s following a jump from 80 to 90 °C. The computed relaxation time also agrees well with our infrared T-jump experiments to 90 °C (Fig. 6) that show relaxation times of $\approx 5 \mu$s. From the stationary state, it is possible to calculate the rate constants of the $U \leftrightarrow I$ and $I \leftrightarrow F$ processes (see ESI†). The lifetimes associated to the calculated constants are reported in Fig. 5B.

The time-dependent IR signal at specific IR frequencies of interest calculated by the MD-PMM method can be directly compared to time-resolved IR experiments because the calculated and experimental observables are matched. First, the 24 sub-trajectories were divided into segments of 40 ns, and the average amide I spectrum for each 40 ns segment was calculated by the MD-PMM approach (see Experimental). Then transients were generated at specific frequencies corresponding to each secondary structure element: turn ($\approx 1619$ cm$^{-1}$), $\beta$-sheet ($\approx 1634$ cm$^{-1}$), and disordered ($\approx 1660$ cm$^{-1}$). Finally, the time evolution of the intensity ($\Delta$Absorbance) was averaged across the 24 sub-trajectories, corresponding to an equilibration from 30% F to 67% F.

The calculated and experimental transients at 1619, 1634, and 1661 cm$^{-1}$ are compared in Fig. 6. The decreased signal/noise ratio at 1619 cm$^{-1}$ is due to the reduced signal, which is less than half the intensity of the other frequencies. The calculated transients at 122 °C are compared to experimental measurements following a T-jump to 90 °C. It is well known that classical force fields used in MD simulations overestimate protein stability by ca. 30–40 °C, so we are comparing corresponding states in Fig. 6. The calculation monitors a folding jump (starting at 30% F and ending at 67% F), while the experiment monitors an unfolding jump, so we inverted the sign of $\Delta$Absorbance in Fig. 6. Sufficiently small jumps (here: 15 °C) to the same final temperature should exhibit the same relaxation times irrespective of initial conditions.

The calculated relaxation times (Table 2) and relative intensities (Fig. 6) can be compared to the experimental transients at 90 °C. Calculated transients were fit by a single exponential starting at $t = 0.8 \mu$s, following establishment of the stationary state. The good agreement between the calculated relaxation times at 1634 and 1661 cm$^{-1}$ (3.9, 3.8 μs) and the one obtained by fitting the time evolution of the probabilities (3.7 μs) validates the three-state model used to describe the folding kinetics of GTT35. In addition, such an agreement also confirms that the change in IR absorbance along time is mainly due to the conformational changes associated with the folding process. Most importantly, the relative intensities (Fig. 6) and frequency-dependent lifetimes obtained from the fit of the calculated transients are similar to the corresponding slowest experimental ones ($\tau_a$, 5.4 and 4.9 μs in Table 2).

The faster experimental phases occur within the time necessary to establish the stationary state identified in the simulated data (0.8 μs in Fig. 6). These phases ($\tau_1$ and $\tau_2$) are most consistently resolved in the data collected at 1634 cm$^{-1}$ at 45 °C (1.8 and 12 μs in Table 1), but still seen at higher temperature (0.45 μs in Table 2). Because they make up only $\approx 20\%$ of the total signal, the lower signals in the experiment and reduced sampling in the calculations preclude a fully quantitative comparison. In this and past experimental studies of WW domains the fast sub-microsecond time is assigned to turn formation and the intermediate microsecond phase is assigned to formation of an intermediate with one hairpin formed. These assignments are consistent with establishment of the stationary state identified in the simulations, which also occurs in hundreds of nanoseconds and involves relaxation within the unfolded state and fast turn-structuring processes.

At the high temperatures where simulation and experiment can be compared, a three-state model, with a stationary kinetic intermediate, is compatible with the time-dependent IR signals. IR T-jump measurements have been able to identify WW

![Figure 6](https://example.com/figure6.png)

**Table 2** Frequency dependent relaxation kinetics derived from calculations or experimental T-jump to 90 °C. ± shows standard errors

| Wavelength | Calculated $\tau$ (μs) | Experimental $\tau_1$ (μs) | Experimental $\tau_2$ (μs) |
|------------|----------------------|-----------------------------|-----------------------------|
| 1619 cm$^{-1}$ | 5.5 ± 0.7 | — | 7.3 ± 0.2 |
| 1634 cm$^{-1}$ | 3.9 ± 0.5 | 0.45 ± 0.06 | 5.4 ± 0.5 |
| 1661 cm$^{-1}$ | 3.8 ± 0.7 | — | 4.90 ± 0.04 |
domain folding via the H1F intermediate using either unique aspartic acid or hydrogen bond interactions in the first turn.\(^{5,12}\) Identification of the H2F intermediate is more difficult, because, according to previously computed spectra, it has a partially formed three-stranded core that would have a nearly identical spectrum to the fully folded state.\(^{24}\) Kinetic experiments should be able to distinguish this state, because the intensity of the peak associated with H2F would increase as the protein folds. However, this is challenging because the total population of the H2F intermediate is only \(\approx 4\%\) (30\% of the total population of the intermediate state) and overlaps with many bands. One possibility would be to use \(^{13}\text{C}\) labeling of the intermediate state and overlaps with many bands. One possibility would be to use \(^{13}\text{C}\) isotopic substitutions to shift interactions in the second turn to a lower congested spectral region.\(^{41}\) Vibrational coupling between labeled cross-strand amides in the second hairpin would enhance and shift the \(^{11}\text{C}=:^{18}\text{O}\) labeled bands, which could be used to confirm the H2F intermediate.\(^{42}\)

While evidence for an intermediate state was observed by both T-jumps and P-jumps of FiP35 WW domain detected by tryptophan fluorescence,\(^{39}\) we now have direct structural information from equilibrium and time-resolved infrared measurements to support a folding model through at least one hairpin intermediate. It is worth noting that while fast pressure jumps detected by fluorescence showed evidence for ‘slow’ (10–20 \(\mu\)s) formation of H1F/H2F states in FiP35 WW domain, T-jumps showed a faster phase interpreted as incipient downhill folding.\(^{39}\) Our structural analysis based on IR spectroscopy is more nuanced, showing two distinct folding mechanisms at low and high temperatures.

Conclusions

We have directly compared well-matched experimental and simulated time-dependent IR observables of the fastest folding WW domain, GTT35. IR experiments reveal a new thermodynamic intermediate and two kinetic intermediates that were not directly assigned by previous fluorescence studies. Time-resolved measurements of the turn and \(\beta\)-sheets show that the folding mechanism at lower temperatures is a combination of activated and downhill folding, and as the temperature increases the rates converge towards an apparent two-state behavior. The MD-PMM calculations provide atomic resolution of the second kinetic intermediate, and show that GTT35 folds through at least two pathways where either one of the two hairpins is fully formed in the intermediate state. In conclusion, time-dependent IR calculations along molecular dynamics simulations reproduce the time dependence of the IR signal and the relative amplitude changes at each frequency. The reproduction of experimental observables from molecular dynamics simulations provides an atomic level of detail that is not accessible by experiments, while validating the mechanisms observed in simulations. Since it is now possible to simulate and measure biomolecule kinetics on the same timescale, methods that quantitatively compare computed and experimental observables provide the highest possible resolution of the dynamics of complex molecules.

Experimental

Protein synthesis and purification

GTT35 WW domain, sequence GSKLPPGWEKRMSRDGR-VYYFNH1GTQFEPSPG, was synthesized via standard 9-fluorenylmethoxycarbonyl (Fmoc) based solid-phase chemistry on a Liberty1 microwave peptide-synthesizer (CEM, Matthews, NC). Fmoc-PAL-PS resin (Applied Biosystems, Foster City, CA) was used to form a peptide amide. The peptide was purified by reverse-phase chromatography (C18 column) using a water/acetonitrile gradient with 0.1% trifluoroacetic acid (TFA) as the counter ion. TFA interferes in the amide-I IR region at 1672 cm\(^{-1}\), so the peptide was dissolved in 2 mM HCl to allow exchange of the TFA counter-ion for HCl.\(^{43}\) The identity of the peptide was confirmed by matrix-assisted laser desorption time-of-flight mass spectrometry. The peptide was lyophilized and dissolved in \(\text{D}_2\text{O}\) to allow deuterium-hydrogen exchange of the amide protons. The peptide was lyophilized a second time and resuspended in \(\text{D}_2\text{O}\) buffer with 20 mM potassium phosphate buffer at \(\text{pD}^*\ 7.0\)  (\(\text{pD}^*\) refers to uncorrected pH meter reading). Circular dichroism confirmed the secondary structure of the WW domain (ESI, Fig. S8†). Sample concentrations between 0.5–2.0 mM were prepared for IR measurements.

FTIR spectroscopy

The equilibrium melting behavior was monitored on a Varian Excalibur 3100 FTIR spectrometer (Varian Inc., Palo Alto, CA) using a temperature-controlled IR cell. The IR cell consists of two CaF\(_2\) windows separated by a 100 \(\mu\)m Teflon spacer split into two compartments, a sample and a reference. The reference is comprised of a solution of 20 mM potassium phosphate buffer at \(\text{pD}^*\ 7.0\) in \(\text{D}_2\text{O}\), the same conditions as the sample solution but without protein. Using this design, reference data can be collected under nearly identical conditions as the sample data. The same cells are used for equilibrium FTIR and T-jump experiments. No aggregation was observed in the infrared at reported concentrations. All spectra shown at a specific temperature are obtained from the ratio of the single beam spectra of sample solution with protein to the reference buffer solution without protein. The temperature-dependent difference spectra were then generated by subtracting the spectrum at the lowest temperature from the spectra at higher temperatures. The second derivative spectra were computed in IGOR PRO (WaveMetrics, Lake Oswego, OR) after smoothing the data with a sixth order binomial algorithm to remove any residual water vapor.

Time-resolved temperature jump (T-jump) relaxation measurements

The principle of T-jump and the IR T-jump apparatus has been described previously.\(^{53}\) Pulsed laser excitation is used to rapidly perturb the folding equilibrium on a timescale faster than the molecular dynamics of interest. Time-resolved infrared spectroscopy is then used to probe the reaction. A Q-switched GCR-4 Nd:YAG laser (Spectra Physics, Mountain View, CA)
fundamental at 1064 nm is Raman shifted (one stokes shift in 200 psi H₂ gas) to produce a 10 ns pulse at 2 μm. The magnitude of the T-jump is calculated using the change in reference absorbance with temperature (ESI, Fig. S9 and S10†). Absorbance changes at the reference frequency are due only to changes in D₂O absorbance, which is used as an internal thermometer.† IR T-jump experiments were conducted at multiple concentrations between 0.5 and 2.0 mM of GTT35.

The change in signal induced by the T-jump is probed in real time by a continuous laser with a frequency in the amide I band of the IR. Jumps were performed slightly off the peak centers to maximize the transient absorbance signal. The mid IR probe beam is generated by a continuous wave quantum cascade laser (Daylight Solutions Inc., San Diego, CA) with a tunable output range of 1570–1730 cm⁻¹. The transient transmission of the probe beam through the sample is measured using a fast, 100 MHz, photovoltaic MCT IR detector/preamplifier (Kolmar Technologies, Newburyport, MA). Transient signals are digitized and signal averaged (100 shots) using a Tektronics digitizer (7612D, Beaverton, OR). Instrument control and data collection are controlled using a LabView (National Instruments, Austin, TX) computer program.

Analysis of kinetic data

GTT35 relaxation kinetics must be deconvolved from the observed kinetics. Accurate deconvolution is possible as the instrument response is determined from the reference measurement under the exact conditions of the sample measurements. In order to minimize detector artifacts, the reference is scaled prior to subtraction from the sample. The decay function is a multi-exponential decay with the formula:

\[ A = A_0 + \sum A_n \exp \left( \frac{-(x - x_0)}{\tau_n} \right), \]

where \( A_0 \) is an offset, \( n \) is the number of exponentials to fit, \( A_n \) is a preexponential factor, \( \tau_n \) is the relaxation lifetime of the sample and \( x_0 \) is the time offset. Low absorbance signals at 1619 and 1680 cm⁻¹ or T-jump artifacts at early time made it impossible to fit the triple exponential at every frequency and temperature. In such cases data are fit to the minimum number of exponentials with uniquely determined relaxation lifetimes.

The data were fit over the interval from 380 ns to an order of magnitude outside the slowest exponential. The data analysis was performed in IGOR PRO.

IR spectra calculation with the MD-PMM approach

The method used to reconstruct amide I infrared spectra has been previously described.44,45 Briefly, similar to other mixed quantum-classical procedures,46–48 a portion of the system to be treated at the electronic level is pre-defined (the quantum center QC). The rest of the system (i.e. the environment) is described at a classical atomistic level and exerts an electrostatic effect on the QC electronic states, typically obtained by the environment atomistic charge distribution at each frame of the MD simulation and evaluated in QC center of mass. The phase space sampling of the whole system (the QC and the environment) is provided by fully classical MD simulations and thus the MD-PMM approach can be applied to a very large set of molecular configurations, providing the dynamic coupling of electronic properties with classical degrees of freedom. The statistically relevant sampling of the system configurations is the main strength of the MD-PMM approach, as it ensures accurate calculation of the spectra of complex systems.

For the calculation of amide I IR spectra, the trans-N-methylacetamide (NMA) moiety is chosen as the QC for each peptide backbone unit. The mass-weighted Hessian eigenvectors of the isolated trans-NMA molecule, calculated quantum chemically, provide the gas-phase vibrational modes of each peptide backbone unit, including the amide I frequency and eigenvector. Along such an eigenvector, a set of atomic configurations of the trans-NMA model were generated, and, for each of these structures, an orthonormal set of unperturbed (gas-phase) electronic Hamiltonian eigenfunctions were initially evaluated (see Unperturbed Quantum Chemical Calculations section in the ESI†). For each MD frame and for each IR chromophore (i.e. each of the N backbone peptide units), the electrostatic perturbation of the environment is included and the perturbed electronic ground state energy is calculated as a function of the mode coordinate. This perturbed energy curve is modeled by a Morse potential, yielding the vibrational frequency of the perturbed mode. The perturbing environment at each MD frame is defined as the side chain of the considered peptide group, the N-1 residues, and the solvent. Changes in secondary structure and/or hydrogen bonding networks provide different perturbing environments to the peptide backbone unit, making the perturbed energy curve sensitive to the instantaneous conformation of the environment. Local solvation effects also affect the spectral lineshape upon folding/unfolding.44

Mode coupling effects, due to interacting vibration centers (i.e. excitonic effects), at each MD frame are included by constructing the excitonic coupling matrix describing the coupling among the quantum center modes by means of the transition dipole coupling (TDC) approximation. With this approach only mode coupling effects due to interacting fundamental excitations are considered, while the couplings involving overtones, which typically provide higher order effects on the spectral lineshape, are neglected. Diagonalization of the excitonic coupling matrix provides the instantaneous vibrational eigenstates and eigenvalues (now including vibrational mode coupling), and yields the perturbed vibrational frequencies and corresponding transition dipoles of the whole peptide. The perturbed excitation frequencies and the corresponding transition dipoles are used to reconstruct the complete vibrational spectrum. The distribution of perturbed frequencies and transition dipoles obtained over all of the MD frames are binned in frequency space to generate the vibrational spectrum. Thus, the band width and line shape of the calculated spectra are obtained from the distribution of the perturbed frequencies as calculated via the MD-PMM approach at each MD frame and for each peptide group, avoiding the use of any empirical or adjustable parameter.
Kinetic model

The kinetic model uses three states: the folded state (F), the unfolded state (U) and the intermediate state (I), which corresponds to either one of the hairpins formed. The differential rate laws for the reaction scheme can be written:

\[ \dot{P}_F = k_2 P_I - k_{-2} P_F, \]  
(2)

\[ \dot{P}_I = k_1 P_U - (k_{-1} + k_2) P_I + k_{-2} P_F, \]  
(3)

\[ \dot{P}_U = -k_1 P_U + k_{-1} P_I, \]  
(4)

where \( P_U, P_I \), and \( P_F \) are the time dependent probabilities for the U, I, and F conformational states, respectively. From the time evolution of \( P_I \) and considering the limited configurational subspace corresponding to the I state, we can safely assume a stationary condition for the I state beyond 0.8 \( \mu s \), (see Results section) hence:

\[ \dot{P}_I = k_1 P_U - (k_{-1} + k_2) P_I + k_{-2} P_F \approx 0, \]  
(5)

implying \( k_1, k_{-2} \ll (k_{-1} + k_2) \). Solving (5) for \( P_I \) gives:

\[ P_I = \frac{k_1}{k_{-1} + k_2} P_U + \frac{k_{-2}}{k_{-1} + k_2} P_F. \]  
(6)

This can be used to redefine \( \dot{P}_F \) and \( \dot{P}_U \):

\[ \dot{P}_F \approx k_F P_U - k_{-2} P_F, \]  
(7)

\[ \dot{P}_U \approx -k_F P_U + k_{-2} P_F. \]  
(8)

where \( k_F \) and \( k_U \) are the folding and unfolding reaction rates, respectively, given by:

\[ k_F = \frac{k_1 k_2}{k_{-1} + k_2}, \]  
(9)

\[ k_U = \frac{k_{-1} k_{-2}}{k_{-1} + k_{-2}}. \]  
(10)

Considering the region where I has reached a steady state \( (t \approx 0.8 \mu s) \), we fix the probability of I to its mean value, \( P_I \equiv P_I \) and solve for the integrated rate laws:

\[ P_F(t) \equiv \frac{k_F}{k} (1 - P_I) + \left[ \frac{k_U}{k} (1 - P_I) - P_U(0) \right] e^{k t}, \]  
(11)

\[ P_U(t) \equiv \frac{k_U}{k} (1 - P_I) + \left[ \frac{k_{-1} k_{-2}}{k_{-1} + k_{-2}} (1 - P_I) - P_U(0) \right] e^{k t}, \]  
(12)

where \( k = k_F + k_U \). The observed relaxation time \( \tau = 1/k \), \( k_F \), \( k_U \), and \( P_U(0) \) (the value of \( P_U \) at the beginning of the stationary state condition) can be obtained by fitting the time evolution of \( P_F \) or \( P_U \). The reported relaxation times are the average of the values obtained by fitting the change in probability of F and U with time separately to eqn (11) and (12).

The other rate constants characterizing the kinetic model can be obtained as reported in the ESL.$^*$
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