Classical decay rates of oscillons
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Abstract. Oscillons are extremely long-lived, spatially-localized field configurations in real-valued scalar field theories that slowly lose energy via radiation of scalar waves. Before their eventual demise, oscillons can pass through (one or more) exceptionally stable field configurations where their decay rate is highly suppressed. We provide an improved calculation of the non-trivial behavior of the decay rates, and lifetimes of oscillons. In particular, our calculation correctly captures the existence (or absence) of the exceptionally long-lived states for large amplitude oscillons in a broad class of potentials, including non-polynomial potentials that flatten at large field values. The key underlying reason for the improved (by many orders of magnitude in some cases) calculation is the systematic inclusion of a spacetime-dependent effective mass term in the equation describing the radiation emitted by oscillons (in addition to a source term). Our results for the exceptionally stable configurations, decay rates, and lifetime of large amplitude oscillons (in some cases \( \gtrsim 10^8 \) oscillations) in such flattened potentials might be relevant for cosmological applications.

Keywords: axions, Cosmic strings, domain walls, monopoles, dark matter theory, physics of the early universe

ArXiv ePrint: 2004.01202
1 Introduction

Exceptionally long-lived, spatially-localized and oscillatory field configurations, called oscillons, exist in real-valued scalar field theories with attractive self-interactions [1–5]. Oscillons emerge naturally from rather generic initial conditions making them relevant for wide ranging physical contexts including reheating after inflation [6–11] and other phase transitions [12–14], moduli field dynamics in the early universe [15], and structure formation in scalar field dark matter [16–19]. Oscillons can have gravitational implications in the form of clustering [20], gravitational waves [21–25] and even formation of primordial black holes [26, 27]. They can also have non-gravitational implications, for example in the generation of matter-antimatter asymmetry [28]. Besides single scalar fields with canonical kinetic terms, oscillons can be
found in theories with non-canonical kinetic terms [29, 30] as well as multi-field systems beyond scalar fields [31–33].

The longevity, and decay rates of oscillons has long been a subject of interest. A decade after the discovery of oscillons (initially called “pulsons” [1]), Kruskal and Segur provided an estimate of their exceptionally suppressed decay rates in the small amplitude limit [45] (also see, [46–48]). However, oscillons of interest in cosmology do not have small amplitudes because there exists a long-wavelength instability in small amplitude oscillons in 3+1 dimensions, whereas larger amplitude ones are safe from such long-wavelength instabilities (see, for example [5]). Moreover, for many potentials relevant for cosmology, polynomial approximations to the potential are not-sufficient (for example, in the context of inflationary physics [8]). The characteristics of the radiation from oscillons in non-polynomial, flattened potentials was explored numerically in [50].

Recently, systematic, semi-analytic studies have been undertaken to understand the longevity of oscillons by taking advantage of an observation that oscillons are (partially) analogous to Q-balls [4] in that they have an approximately conserved charge in the non-relativistic limit [51–53]. While not strictly a small amplitude analysis, a small amplitude is often assumed in practice. In particular, an effective mass term in the equations of motion related to radiation is ignored [51–53], and usually a low order polynomial is used for the scalar field potential when comparing with numerics [51, 52]. In the context of lower order polynomial potentials, this technique elegantly captured non-monotonic behavior of the decay rate with the approximate “charge” of the oscillon — thus explaining the step-like behavior of adiabatic invariants associated with the oscillons as a function of time [51, 52].

What was not clear to us is whether such techniques successfully capture the decay rates of large amplitude oscillons in general potentials. Evidence exists that the above mentioned techniques can fail in a particular case [54]. Motivated by, and building upon earlier works, in this paper we provide an improved calculation of the decay rate of oscillons in 3+1 dimensions. Our technique is applicable to large amplitude oscillons in polynomial and non-polynomial potentials. Crucially, by including the effects of a spacetime dependent effective mass, we are able to capture the decay rates accurately — an improvement by many orders of magnitude in certain cases compared to earlier techniques. Our results match well with detailed numerical simulations.

We capture the existence of deep dips in the decay rate as a function of oscillon parameters. Such dips, when present, account for most of the lifetime of the oscillons. We find that such dips are linked with unusual suppression of the radiation at the lowest kinematically allowed frequency. In the cases we have explored, for certain models, oscillons can last for upwards of $10^8$ oscillations. We also find agreement of our analytic results with some numerical results for exceptionally long lifetimes quoted in the literature [17], and are also

---

1When gravity is more important than scalar-field self-interactions, oscillons are called “oscillatons” [34–36]. Oscillons are also intimately connected with Q-balls [37, 38], and boson stars [39, 40] which are related configurations in complex valued fields (without and with gravity respectively). Oscillons also have non-relativistic analogs in Bose-Einstein condensates [41], as well as in the non-relativistic, and weak field gravity regime in astrophysical contexts [42–44].

2For shorter wavelength instabilities in the small amplitude limit, which are related to quantum instabilities, see for example, [49].

3In [55], the authors proposed an analytical theory of oscillon lifetime based on the assumption that the radiation is predominantly emitted at frequencies just above the mass threshold. This turned out to be incorrect, as shown in [50] — the radiation is actually dominated by the first non-zero multiple of fundamental frequency, namely $3\omega$ in symmetric potentials and $2\omega$ in asymmetric ones.
consistent with fact that 3+1 dimensional oscillons in the sine-gordon model last for less than $10^3$ oscillations.

The rest of the paper is organized as follows. In section 2, we provide the general theoretical setup of our calculation. In section 3 we provide an algorithm for calculating the single frequency oscillon profile, as well as discuss conditions for existence, uniqueness and (long-wavelength) stability of such configurations. In section 4, we derive and solve the equation of motion for the radiation modes including a spacetime-dependent effective mass. We provide expressions for the classical decay rates in section 5. We then discuss the numerical setup for evolving the oscillon field configurations, and their decay rates in section 6. In section 7 we compare the numerical and analytical results for a large class of models. In section 8 we discuss the limitations of our approach and future directions, before finally summarizing our work in section 9. In the appendix we collect results regarding mathematical details related to the radiation modes.

2 Theoretical setup

We begin with an action for a real-valued scalar field:\footnote{We use the $+---$ signature, and use units with $\hbar = c = 1$.}

$$S = \int d^4x \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi) \right).$$

(2.1)

Unless otherwise stated, we will assume that $V(\phi) = V(-\phi)$, with a single global minimum at $\phi = 0$. The potential $V(\phi)$ is assumed to have a quadratic minimum, and for most of the cases considered in this paper, $V(\phi)$ will asymptote to some power law $\phi^\alpha$ with $\alpha < 2$ at large field values.\footnote{This will not be true when we consider low order polynomial potentials of the form $V(\phi) = (1/2)m^2 \phi^2 - (\lambda/4)\phi^4 + (g/6)\phi^6$ to connect with earlier literature.} The transition between the quadratic minimum and shallower than quadratic asymptotic behavior is determined by a scale $\phi \sim M$. Typically, we will be interested in the field amplitudes $\phi \lesssim \text{few} \times M$. Examples of such potentials are shown in figure 1.

---

**Figure 1.** A sample of profiles that can support long-lived oscillons. We show potentials that open up away from the minimum, with the dashed curve showing the quadratic potential for reference. The solid lines represent potentials with quadratic minima which asymptote to different power laws of the field at large field values. The scale $M$ sets the transition from quadratic to non-quadratic behavior.
It is useful to write the potential $V(\phi)$ as

$$V(\phi) = \frac{1}{2} m^2 \phi^2 + V_{nl}(\phi),$$

where we do not make any assumptions regarding the relative size of the two terms. The equation of motion for the field is

$$[\Box + m^2] \phi = -V'_{nl}(\phi),$$

where $\Box \equiv \partial_t^2 - \nabla^2$. We are interested in the radiating tail of oscillons (see figure 2). With this in mind, we split the solution of eq. (2.3) into a spatially-localized, time-periodic and spherically symmetric $\phi_{osc}(t, r)$, and a perturbation $\xi(t, x)$:

$$\phi(t, x) = \phi_{osc}(t, r) + \xi(t, x).$$

For our purposes, “spatially localized” means that the solution dies faster than $1/r$ at spatial infinity. Plugging eq. (2.4) into eq. (2.3) and expanding to leading order in $\xi$ we have

$$[\Box + m^2] \phi_{osc} + V'_{nl}(\phi_{osc}) + [\Box + m^2 + V''_{nl}(\phi_{osc})] \xi = O(\xi^2).$$

We will discuss how to obtain $\phi_{osc}(t, r)$ and $\xi(t, x)$ separately in the sections that follow. For a clutter-free discussion in those sections, we end this section with a collections of useful expansions and definitions. Their relevance will be more apparent in the subsequent sections.

We will assume (and justify) that a good approximation to $\phi_{osc}$ is provided by the single frequency solution:

$$\phi_{osc}(t, r) \approx \Phi(r) \cos \omega t,$$

where $\Phi(r)$ is the spatially localized profile. We will discuss the conditions of the validity of this ansatz and the requirement for the existence of localized profiles $\Phi(r)$ in the next section. With the single frequency ansatz, $V_{nl}$, $V'_{nl}$ and $V''_{nl}$ can all be expanded as a Fourier
series in time as follows:

\[
V_{nl}(\Phi \cos \omega t) = -\frac{1}{2} U_0(\Phi) - \sum_{j=1}^{\infty} U_j(\Phi) \cos(j \omega t), \quad U_j(\Phi) = -\frac{\omega}{\pi} \int_{-\pi/\omega}^{\pi/\omega} dt' \cos(j \omega t') V_{nl}(\Phi \cos \omega t'),
\]

\[
V_{nl}'(\Phi \cos \omega t) = -\frac{1}{2} S_0(\Phi) - \sum_{j=1}^{\infty} S_j(\Phi) \cos(j \omega t), \quad S_j(\Phi) = -\frac{\omega}{\pi} \int_{-\pi/\omega}^{\pi/\omega} dt' \cos(j \omega t') V_{nl}'(\Phi \cos \omega t'),
\]

\[
V_{nl}''(\Phi \cos \omega t) = \frac{1}{2} E_0(\Phi) + \sum_{j=1}^{\infty} E_j(\Phi) \cos(j \omega t), \quad E_j(\Phi) = \frac{\omega}{\pi} \int_{-\pi/\omega}^{\pi/\omega} dt' \cos(j \omega t') V_{nl}''(\Phi \cos \omega t').
\]  

(2.7)

Since \( V_{nl}(\phi) = V_{nl}(-\phi), U_j = E_j = 0 \) when \( j \) is odd. Similarly, \( S_j = 0 \) when \( j \) is even. As we will see below, it is useful to define a \( U_{nl}(\Phi) \):

\[
U_{nl}(\Phi) = -\frac{1}{2} U_0(\Phi) = -\langle V_{nl}(\Phi \cos \omega t') \rangle_T, \quad \text{and}
\]

\[
U_{nl}'(\Phi) = S_1(\Phi)/2 = -\langle \cos(\omega t') V_{nl}'(\Phi \cos \omega t') \rangle_T. \tag{2.8}
\]

The above expansions rely on periodicity in time, but do not rely on having a convergent Taylor series expansion of the potential \( V_{nl}(\phi) \). In contrast to earlier work, these expansions will allow us to access amplitudes beyond the radius of convergence of the Taylor series (around \( \phi = 0 \)) — these expansions generalize the technique described in [51, 56], and allow us to obtain the profile \( \Phi(r) \) for a given \( \omega \) at large amplitudes. We turn to the task of obtaining the profile \( \Phi(r) \) in the next section.

3 Oscillon profile

In this section, we provide the equation and algorithm to solve for the profile, \( \Phi(r) \), of the spatially-localized, single-frequency solution. We will also provide conditions for the existence, and uniqueness of \( \Phi(r) \) for a given \( \omega \), as well as the stability of \( \phi_{osc} \) (against long wavelength perturbations).

To obtain an equation for the profile \( \Phi(r) \), we first substitute the single frequency solution \( \phi_{osc} = \Phi \cos \omega t \) and the cosine series expansions of \( V_{nl}' \) from (2.7) into eq. (2.5). We now multiply eq. (2.5) by \( \cos(\omega t) \) and integrate over a period \( (2\pi/\omega) \). At 0-th order in \( \xi \), we obtain the profile equation:

\[
\nabla^2 \Phi - (m^2 - \omega^2) \Phi + 2U_{nl}'(\Phi) = 0,
\]  

(3.1)

where \( \nabla^2 = \partial_r^2 + (2/r) \partial_r \) and \( U_{nl} \) was defined in eq. (2.8). We solve for \( \Phi(r) \) as follows. For a given \( \omega \), we look for a \( \Phi(r = 0) \) such that \( \Phi(r) \) is spatially localized, regular at the origin, and has no-nodes — a typical “shooting” problem. Note that \( \omega \) is restricted to some critical value \( \omega_{crit} \) depending on the form of \( U_{nl} \).

Once such a spatially localized solution is found, its (time-averaged) energy can be calculated as follows:

\[
E_{osc} = \int_0^\infty dr 4\pi r^2 \left\{ \frac{1}{4} \left( \partial_t \phi_{osc} \right)^2 + \frac{1}{2} \left( \partial_r \phi_{osc} \right)^2 + \frac{1}{2} m^2 \phi_{osc}^2 + V_{nl}(\phi_{osc}) \right\}_T
\]

\[= \int_0^\infty dr 4\pi r^2 \left[ \frac{1}{4} (\omega^2 + m^2) \Phi^2 + \frac{1}{4} (\partial_\Phi)^2 - U_{nl}(\Phi) \right]_T, \tag{3.2}
\]

\[
\text{where } \langle \cdot \cdot \rangle_T = \frac{\omega}{\pi} \int_{-\pi/\omega}^{\pi/\omega} dt (\cdot \cdot) \text{ denotes time-averaging over a period.}
\]
Figure 3. The shape of the effective potential $U_{\text{eff}}(\Phi)$ for $V(\phi)$ potentials that open up away from the minimum. The profile solution can be obtained by thinking about $\Phi(r)$ as the spatial coordinate of a ball rolling down the $U_{\text{eff}}(\Phi)$ in the presence of friction $(2/r)\partial_r \Phi(r)$. Note that $r$ plays the role of the time coordinate.

### 3.1 Condition for spatially localized profiles and their uniqueness

Not all forms of $U_{nl}$ (and $\omega$) allow spatially localized, nodeless solutions. The necessary condition for such solutions to exist are:

$$\frac{4U_{nl}(\Phi)}{\Phi^2} > m^2 - \omega^2 > 0.$$  \tag{3.4}

To understand why $U_{nl}(\Phi)/\Phi^2 > (1/4)(m^2 - \omega^2)$ is necessary, note that eq. (3.1) can be regarded as an equation of motion for a particle with $r$ playing the role of a time variable. Explicitly,

$$\partial_r^2 \Phi + \frac{2}{r} \partial_r \Phi = -U'_{\text{eff}}(\Phi).$$  \tag{3.5}

where

$$U_{\text{eff}}(\Phi) \equiv \frac{-1}{2}(m^2 - \omega^2)\Phi^2 + 2U_{nl}(\Phi).$$  \tag{3.6}

We think of $(2/r)\partial_r \Phi$ as a friction term. We would like a monotonic solution with $\Phi|_{r=0} \neq 0$, $\partial_r \Phi|_{r=0} = 0$ and $\Phi, \partial_r \Phi|_{r \to \infty} \to 0$. If $U_{nl}(0) = 0$, then the final effective energy at $r \to \infty$ is 0. Now, since there is friction in the system, we must have the “initial energy” at $r = 0$ satisfy $U_{\text{eff}}(\Phi(r = 0)) > 0$. That is, for some $\Phi \neq 0$, we must have $U_{nl}(\Phi) > (m^2 - \omega^2)\Phi^2/4$. This effective potential is shown in figure 3.

To understand the second inequality, $m^2 - \omega^2 > 0$, note that for large $r$, eq. (3.5) has solutions of the form $\Phi|_{r \to \infty} \sim e^{\pm i\sqrt{\omega^2 - m^2} r}/r$ (assuming we can ignore $U_{nl}$ at large $r$ since $\Phi$ will be small). Hence, if we want localized solutions, we need $m^2 > \omega^2$.

**Uniqueness of the profile.** For $V(\phi)$ that have quadratic minima, and flatten to shallower than quadratic power laws at larger field values, $U_{\text{eff}}(\Phi)$ will be negative for small $\Phi$ and positive and monotonic for large $\Phi$ (for any $\omega < m$). Following our ball-rolling on a hill analogy with $r$ as the time coordinate, it is clear that there will be a unique initial condition $\Phi|_{r=0} \neq 0$, $\partial_r \Phi|_{r=0} = 0$, where $U_{\text{eff}}(\Phi|_{r=0}) > 0$ for which $\Phi(r)$ will be localized.
We note that for polynomial potentials, $U_{\text{eff}}(\Phi)$ can have a positive local maximum at some $\Phi \neq 0$. For the case of the $\phi^6$ potential, such local maxima indicate the existence of “flat-top” oscillons [5].

Multiple studies have shown that oscillons tend to be attractors in the space of solutions (see for example [57]). The existence of a unique profile for each $\omega$ allows for some freedom in setting up initial conditions for the profiles numerically. Once an approximate initial profile is set up at some sufficiently small $\omega < m$, the oscillons radiate energy quickly, and latch on to an oscillon configuration. This oscillon configuration then adiabatically passes through a unique set of subsequent oscillon configurations with slowly increasing $\omega$. The configurations continue to evolve adiabatically, emitting a small amount of radiation, until they collapse at $\omega_{\text{crit}}$ (discussed next).

3.2 Long-wavelength stability

An approximately “conserved charge”, defined as

$$N = \frac{\omega}{2} \int_0^\infty dr 4\pi r^2 \Phi^2(r),$$

is useful in determining a critical frequency above which oscillons are unstable to long-wavelength perturbations. For oscillons to be stable against long wavelength perturbations, we need

$$\frac{dN(\omega)}{d\omega} < 0, \quad \text{with} \quad \frac{dN(\omega_{\text{crit}})}{d\omega} = 0.$$  (3.8)

This is the well known Vakhitov and Kolokolov [58] stability condition. This quantity is related to the approximately conserved number of “particles” in the oscillon or the “charge”. Also see [38, 59].

Caveats about the single-frequency profile. A few words regarding the single frequency assumption are in order. We assumed that a good approximation to $\phi_{\text{osc}}$ is provided by the single frequency solution as shown in eq. (2.6). More generally, $\phi_{\text{osc}}(t, r) = \sum_{j=0}^\infty \Phi_j(r) \cos(j\omega t + \theta_j)$ can be used. For small amplitude oscillons, the profiles can be solved order by order [47]. For the models (and large amplitudes) considered here, we have checked numerically that the Fourier Transform of oscillons in the temporal domain show a rich structure in other frequencies (also see [50]), including frequencies other than multiples of $\omega$. Nevertheless, there is typically a single dominant frequency, and the single frequency solution remains a good approximation up to moderately large field amplitudes. We use this check to justify our single frequency approximation. The dropping of higher harmonics, however, might have consequences in the form of a somewhat larger than expected amplitude for the radiation modes $\xi$. Also recall that even with the single-frequency assumption, we have ignored contributions from $\xi$ in the profile equation (see eq. (3.1)).

4 Radiative perturbations

In this section, we will explicitly derive the perturbation equations and decay rate, and introduce a trick to include the impact of a spacetime-dependent source and a spacetime dependent effective mass term together.

6Heuristically, this could be because we have transferred these higher multipoles to the radiation sector in our calculation.
4.1 Equations of motion

To obtain the equation of motion for $\xi$, we begin by substituting the solution of eq. (3.1) into eq. (2.5), to obtain

$$\left[\partial_{t}^{2} - \nabla^{2} + m^{2} + \mathcal{E}(t,r)\right]\xi(t,r) = S(t,r),$$

(4.1)

where we have assumed spherical symmetry for the solutions, and defined the “effective mass term” and the “source term”:

$$\mathcal{E}(t,r) \equiv V_{nl}''(\Phi \cos \omega t) = \frac{1}{2} E_{0}(r) + \sum_{j=2}^{\infty} E_{j}(\Phi) \cos(j\omega t)|_{j=\text{even}},$$

$$S(t,r) \equiv -V_{nl}'(\Phi \cos \omega t) + S_{1}(\Phi) \cos \omega t = -\sum_{j=3}^{\infty} S_{j}(\Phi) \cos(j\omega t)|_{j=\text{odd}}.$$  

(4.2)

Recall that $\Phi = \Phi(r)$ is the single frequency profile obtained in the previous section, and the inverse Fourier transforms $\mathcal{E}_{j}(\Phi)$ and $S_{j}(\Phi)$ were defined in eq. (2.7). The fact that the effective mass contains only even multiples, and the source contains only odd multiples of $\omega$ is a consequence of our assumption that $V_{nl}(\phi) = V_{nl}(-\phi)$.

Note that we do not include $S_{1}(\Phi) \cos(\omega t)$ term in $S(t,r)$ since that term was included in the profile equation. Similarly, we implicitly ignore any term on the l.h.s. of eq. (4.1) that is proportional to $\cos(\omega t)$ since that is also in principle included in the profile equation (although we ignored these $\xi$ corrections in the calculation of the profile).

We are interested in solutions $\xi(t,r)$ of eq. (4.1) that represent outgoing radiation at spatial infinity. In absence of the effective mass term, $\mathcal{E}(t,r) = V_{nl}''(\phi_{osc})$, it is possible to write down a general solution using a retarded Green’s function of the free Klein-Gordon operator $(\Box + m^{2})$ convolved with the source. This is essentially what is done in [51, 52]. However, if the space-time dependent effective mass is non-negligible compared to $m^{2}$, there is no simple Green’s function solution. For the flattened potentials we consider, and moderately large amplitudes ($\Phi(r = 0) \sim M$), the spacetime dependent effective mass $V_{nl}''(M \cos \omega t)$ is of the same order as the bare mass term: $m^{2}$. Hence, it is not obvious that we can ignore the effective mass term. As we will see, if we want $\xi$ solutions to agree well with the numerics even qualitatively, inclusion of the effective mass term is essential.

4.2 Separable series expansion

To make progress, given the even and odd structure of the expansions of $\mathcal{E}(t,r)$ and $S(t,r)$ in eq. (4.1), it is tempting to expand the solution in terms of a (separable) series in multiples of $\omega$:

$$\xi(t,r) = \sum_{j=3}^{\infty} \xi_{j}(r) \cos(j\omega t)|_{j=\text{odd}}.$$  

(4.3)

Because of the separable nature, we will be able to solve for $\xi_{j}(r)$. Nevertheless, the above solutions are obviously standing waves, and not the outgoing radiation modes we are after. We will extract the outgoing wave solutions from this standing wave solution as follows. At large radii, we expect the standing wave solutions $\xi_{j}(r) \cos(j\omega t)$ for each $j$ will naturally split into incoming wave part $\sim r^{-1} \cos(\kappa_{j}r + j\omega t)$ and an outgoing wave part $\sim r^{-1} \cos(\kappa_{j}r - j\omega t)$ with wavenumbers

$$\kappa_{j} \equiv \sqrt{(j\omega)^{2} - m^{2}}.$$  

(4.4)
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The outgoing wave solution at large radii is obtained by simply ignoring the incoming wave part and then doubling the remaining result. Subtleties and details related to this procedure are discussed further in the appendix A.\footnote{This standing wave expansion is related to the small amplitude, quasi-breather expansion considered in \cite{47}, where the amplitude of outgoing waves is related to a minimization procedure. We do not carry out this minimization procedure here.}

Note that we do not include $j = 1$ term in the solution for $\xi$, since at large radii, a free-traveling wave solution with frequency $j\omega = \omega < m$ does not exist (the wavenumber $\kappa = \sqrt{\omega^2 - m^2}$ is imaginary). It corresponds to a localized mode.

4.3 Perturbation solutions

We now proceed to solve for $\xi_j(r)$ by substituting eq. (4.3) in eq. (4.1) and collecting coefficients of $\cos(j\omega t)$. This procedure yields

$$\left[\nabla^2 + \kappa_j^2\right] \xi_j = -S_j + \frac{1}{2} \sum_{l=-\infty}^{\infty} (\xi_{j+l} + \xi_{j-l}) \xi_l \equiv -S_j .$$ (4.5)

If we ignore the effective mass terms, $S_j = S_j$, then we can derive a solution using the Green’s function of the Helmholtz operator $$(\nabla^2 + \kappa_j^2).$$ Even without ignoring the effective mass terms, a formal (implicit) solution to this equation using the same Green’s function can be obtained (see appendix A, or as can be checked by direct substitution)

$$\xi_j(r) = \cos(\kappa_j r) \int_0^r dr' S_j(r') r' \sin(\kappa_j r') + \frac{\sin(\kappa_j r)}{\kappa_j r} \int_r^\infty dr' S_j(r') r' \cos(\kappa_j r') ,$$ (4.6)

where we have ignored the homogeneous solutions of $(\nabla^2 + \kappa^2)$. It is worth noting that since both $S_j$ and $\xi_j$ are constructed out of profiles $\Phi(r)$ then, since $\Phi(r)$ is exponentially localized, we expect that the integrals in the expressions for $\xi_j$ converge rapidly at large $r$.

At $r = 0$, we have

$$\xi_j(0) = \int_0^\infty dr' S_j(r') r' \cos(\kappa_j r') .$$ (4.7)

This equation proves extremely useful in solving for the $\xi_j(r)$ numerically.

First, if we assume $|\xi_j| \gg |\xi_{j+1}|$ and set $\xi_j = 0$ beyond some fixed $j = N$, we have a finite set of coupled ordinary differential equations (4.5).\footnote{We will see this in our numerical results (apart from certain special circumstances), and it was also observed by the authors in \cite{50}.} Naively solving eq. (4.6) with two initial conditions at the origin will include a combination of the homogeneous and inhomogeneous solutions. To avoid the homogeneous solution, we use the following procedure.

To solve for $\xi_j(r)$ we start by constructing a trial solution by solving the $N$ coupled radial ODE equations with the initial conditions given by $\partial_r \xi_j|_{r=0} = 0$ and $\xi_j|_{r=0} = \xi_j, 0$ for each $j \leq N$. We then plug this solution into eq. (4.7) to see if the integral on the r.h.s. matches our initial input of $\xi_j|_{r=0} = \xi_j, 0$ on the l.h.s. If it does not, we start the process again using the result of the r.h.s. of eq. (4.7) as our new $\xi_j|_{r=0}$. In practice, we find that this process converges quite rapidly, and we find the unique numerical solution to eq. (4.5).
4.4 Perturbations in the large $r$ limit

Once the solutions $\xi_j(r)$ have been found, we can plug them into the formal expression for the solution (4.6). In the limit that $r$ is large compared to the width of the profile, eq. (4.6) yields

$$\xi_j(r) \approx \frac{\cos(\kappa_j r)}{\kappa_j r} \int_0^\infty dr' \ S_j(r') \ r' \sin(\kappa_j r') , \quad (4.8)$$

where in the first line we replaced the limits of integration by $r \to \infty$ in eq. (4.6) but kept the $r$ dependence in the coefficients. Note that we use the numerically solved $\xi_j(r')$ in $S_j(r')$ on the r.h.s.

The integral on the r.h.s. of eq. (4.8) is simply the Fourier Transform of $S_j(r)$ evaluated at $k = \kappa_j$. That is,

$$\xi_j(r) \approx \frac{1}{4\pi r} \sum_{j=3}^N \tilde{S}_j(\kappa_j) \cos(\kappa_j r - j\omega t) + \frac{1}{4\pi r} \sum_{j=3}^N \tilde{S}_j(\kappa_j) \cos(\kappa_j r + j\omega t) . \quad (4.9)$$

This form of $\xi_j(r)$ can be substituted into eq. (4.3) to get the following general solution at large $r$:

$$\xi(t,r) \approx \frac{1}{8\pi r} \sum_{j=3}^N \tilde{S}_j(\kappa_j) \cos(\kappa_j r - j\omega t) + \frac{1}{8\pi r} \sum_{j=3}^N \tilde{S}_j(\kappa_j) \cos(\kappa_j r + j\omega t) . \quad (4.11)$$

We now ignore the incoming wave part, and double the result of the outgoing waves to get

$$\xi_{\text{rad}}(t,r) \approx \frac{1}{4\pi r} \sum_{j=3}^N \tilde{S}_j(\kappa_j) \cos(\kappa_j r - j\omega t) , \quad (4.12)$$

where $j$ is odd and recall that $\kappa_j = \sqrt{(j\omega)^2 - m^2}$. Note that this solution is consistent (in the limit of vanishing effective mass) with the one obtained using the retarded Green’s function of the Klein-Gordon operator ($\Box + m^2$), only after we double the result. Also see the appendix.

5 Classical decay rate

Given our solution (4.12) for outgoing radiation at large radii (large compared to the width of the profile $\Phi(r)$), we can calculate the time-averaged outgoing flux as follows:

$$\langle T_{0r} \rangle_T = \langle \partial_t \xi_{\text{rad}}(t,r) \partial_r \xi_{\text{rad}}(t,r) \rangle_T = -\frac{1}{32\pi^2 r^2} \sum_{j=3}^N [\tilde{S}_j(\kappa_j)]^2 \omega_j \kappa_j . \quad (5.1)$$

The decay rate of oscillons is then given by

$$\Gamma(N) \equiv \frac{1}{E_{\text{osc}}} \langle 4\pi r^2 T_{0r} \rangle_T = -\frac{1}{8\pi E_{\text{osc}}} \sum_{j=3}^N [\tilde{S}_j(\kappa_j)]^2 \omega_j \kappa_j = \sum_{j=3}^N \Gamma_j . \quad (5.2)$$
Recall that $\tilde{S}_j(\kappa_j)$ is a Fourier transform of a function $S_j(r)$ constructed out of the spatially localized profile $\Phi(r)$ with a width $w \sim \text{few} m^{-1}$ (both via the source and effective mass terms). The width of the Fourier transform $\tilde{S}(\kappa)$ will be $\lesssim w^{-1}$, with an exponentially suppressed amplitude for $\kappa \gtrsim w^{-1}$. As $\kappa_j \gtrsim m \gtrsim w^{-1}$, we expect $\tilde{S}_j(\kappa_j)$ to have an exponential suppression. It is this suppression that is responsible for the small decay rate of oscillons.

Furthermore, note that we generally expect $[\tilde{S}_j(\kappa_j)]^2 \gg [\tilde{S}_j(\kappa_j + 1)]^2$ because $\tilde{S}_j(\kappa_j + 1)$ is evaluated at a higher momentum $\kappa_j + 1$. However, this hierarchy can be violated if some $\tilde{S}_j(\kappa_j)$ were to vanish accidentally for some particular situation. That is, there might be an oscillon profile (specified by $\omega$) for which $\tilde{S}_j(\kappa_j) = 0$ for some particular $j$. We will see that such situations do arise when considering moderate amplitude oscillons.

We note that it is highly unlikely that $\tilde{S}_j(\kappa_j)$ vanish for all $j$, hence the total decay rate is always expected to be finite. Our present analysis does not lend support to conjectures of infinite lifetimes [60–62] in asymmetric double-well potentials.

6 Numerical setup

We apply the following numerical strategy to verify our analytical results. The main goal is to solve the nonlinear Klein-Gordon equation (2.3) and obtain a decay rate as a function of time. Since at each instant in time we are passing adiabatically through different oscillon configurations (specified by an $\omega(t)$), these results can be directly compared to the analytically obtained decay rates from the previous sections.

We solve the nonlinear Klein-Gordon equation (2.3) (assuming spherical symmetry) using a Verlet method (a 2nd-order symplectic method) while the spatial derivative is characterized by centered difference. The simulations are performed on a box of size $r_{\text{max}} = 60 m^{-1}$ with $dt = dr/5 = 0.005 m^{-1}$. We have checked that changing the box size or the spatial/temporal step size does not change our results qualitatively. The size of the box is much larger than the typical width of the oscillon profile which is $< O[10] m^{-1}$.

At the boundary $r \to r_{\text{max}}$ we impose the absorbing boundary condition [50], i.e.

$$\partial_t^2 \phi + \partial_r \partial_r \phi + \frac{1}{r} \partial_r \phi + \frac{1}{2} m^2 \phi = 0,$$

which uses a backward-in-time, and centered-in-space discretization. This boundary condition provides an alternative approach to remove the dispersive waves from the lattice, requiring no extra lattice sites for its operation.

We begin with spatial profile $\phi(t, r)|_{t=0}$ and $\partial_t \phi(t, r)|_{t=0}$ which is smooth at the origin $r = 0$. After picking an $\omega$, we find the profile using the shooting algorithm discussed in section 3. Once set up in this way, the system evolves primarily via radiation of scalar modes which are approximately removed at $r = r_{\text{max}}$. Typically the characteristic $\omega$ of the solution (near $r = 0$) increases with time, and the oscillon undergoes an adiabatic evolution, passing through many oscillon configurations with increasing $\omega$. The frequency $\omega$ is measured using the interval between the field maxima at $r = 0$.

The decay rate of the oscillons is numerically calculated using

$$\Gamma(t) = \frac{1}{T_{\text{ave}}} \int_{t - T_{\text{ave}}/2}^{t + T_{\text{ave}}/2} \frac{1}{E_{\text{osc}}(t')} \frac{dE_{\text{osc}}(t')}{dt'} dt',$$

(6.2)
where we use $T_{\text{ave}} = 200\, m^{-1}$ for convenience. The time-dependent, but slowly decreasing energy $E_{\text{osc}}(t)$ of the oscillon is calculated using

$$E_{\text{osc}}(t) = \int_0^{r_{\text{max}}/2} dr\, 4\pi r^2 \left[ \frac{1}{2} \left( \partial_t \phi \right)^2 + \frac{1}{2} \left( \partial_r \phi \right)^2 + \frac{1}{2} m^2 \phi^2 + V_{\text{nl}}(\phi_{\text{osc}}) \right].$$

(6.3)

Our choice of bounding radius $r_{\text{max}}/2$ is arbitrary. However, as long as the bounding radius is $\gtrsim O[10]\, m^{-1}$, the decay rate is approximately independent of this choice.

We also keep track of the time averaged frequency, central amplitude, energy and decay rates of oscillons obtained by an average over a time period $T_{\text{ave}} = 200\, m^{-1}$ unless otherwise stated.

To get a more refined picture of the frequency content of the oscillons and the radiation, we calculate Fourier Transform of the time dependence of the field at $r = 0$ and $r = r_{\text{rad}} = 50\, m^{-1}$ respectively. Such Fourier Transforms are calculated over a time interval of $T_{\text{fourier}} = 5000\, m^{-1}$.

We have confirmed that a slight change of parameters ($r_{\text{max}}, dt, T_{\text{ave}}, T_{\text{fourier}}$) will not affect the results significantly.

7 A comparison between analytical and numerical results

In this section we compare the analytic and numerical results for the decay rates of oscillons for several different models (potentials).

Models. We consider potentials of the form [8] (motivated by Axion-Monodromy models [63, 64]):

$$V(\phi) = \frac{m^2 M^2}{q} \left[ \left( 1 + \frac{\phi^2}{M^2} \right)^{q/2} - 1 \right].$$

(7.1)

The smooth transition from a quadratic potential, to some shallower than quadratic region will be parametrized by a scale $M$, so that for $\phi \ll M$ we have a quadratic potential, whereas for $\phi \gg M$, the potential asymptotes to a shallower than quadratic form:

$$V(\phi) = \begin{cases} 
\frac{1}{2} m^2 \phi^2 & |\phi| \ll M, \\
\frac{m^2 M^2}{q} \left( \frac{\phi^2}{M^2} \right)^{q/2} & |\phi| \gg M \text{ and } 0 < q < 2, \\
-\frac{m^2 M^2}{q} & |\phi| \gg M \text{ and } q < 0.
\end{cases}$$

(7.2)

Other examples of potentials we consider, include

$$V(\phi) = \frac{m^2 M^2}{2} \tanh^2 \frac{\phi}{M} \quad \text{and} \quad V(\phi) = m^2 M^2 \left[ 1 - \cos \frac{\phi}{M} \right].$$

(7.3)

The $\tanh^2$ potential is part of the $\alpha$-attractor models of inflation [10, 65], whereas the cosine potential is characteristic of "usual" axions. For the cosine potential we limit ourselves to $|\phi| < \pi M$. Some examples of the types of potentials we consider are shown in figure 1.
Analytics. Within each model, we obtain a decay rate as a function of ω from the analytic calculation (where ω parametrizes a continuous set of oscillon profiles). This analytically calculated decay rate can be further broken down into the contributions from radiation at different multiples of ω, with the total decay rate defined in (5.2), \( \Gamma_N = \sum_{j=3}^{N} \Gamma_j \). The upper limit \( N \) denotes the highest multiples of ω to be included. For example \( \Gamma_3 \) only includes radiation with frequency 3ω, whereas \( \Gamma_5 \) includes radiation at 3ω and 5ω. Also recall that for any \( N \), \( \Gamma_N \) includes the contribution for the effective mass since, from (4.5) we have

\[
\xi_j(r) = \frac{1}{2} \sum_{l=3}^{N} (E_j + E_{j-l}) \xi_l \quad \text{(in position space, where} \ E_j \text{arise from the effective mass term)}.
\]

For comparison, if we ignore the effective mass terms, then we will use the notation \( \Gamma_{\text{old}}(N) \).

For ease of reference, we write down the decay rates for \( N = 3 \) and 5 explicitly below:

\[
\begin{align*}
\Gamma_3 &= \frac{1}{8\pi E_{\text{osc}}} [\hat{S}(\kappa_3)]^2 (3\omega)\kappa_3, \\
\Gamma_5 &= \Gamma_3 + \Gamma_5 = \frac{1}{8\pi E_{\text{osc}}} [\hat{S}(\kappa_3)]^2 (3\omega)\kappa_3 - \frac{1}{8\pi E_{\text{osc}}} [\hat{S}(\kappa_5)]^2 (5\omega)\kappa_5.
\end{align*}
\]

Numerics. We numerically evolve the nonlinear Klein-Gordon equation (2.3) (assuming spherical symmetry) and calculate the decay rate as a function of time. This time dependence of the decay rate is translated to an ω dependence since the solution evolves slowly, and continuously through different oscillon configurations (characterized by an adiabatically changing \( \omega(t) \)).

We typically start the calculation by evolving the nonlinear Klein-Gordon equation (2.3) with field configurations corresponding to ω that are smaller than the ones shown in the upcoming plots. Regardless of the starting points, we always end up on the same \( \Gamma - \omega \) trajectory numerically. This is a consequence of oscillons being attractors in the space of solutions, and the fact that there is a unique oscillon profile for each ω.

7.1 The hyperbolic tangent potential

As our first example, we consider a \( \alpha \)-attractor T-model from conformal chaotic inflation [65], i.e.

\[
V(\phi) = \frac{m^2 M^2}{2} \tanh^2 \frac{\phi}{M}.
\]

The numerical and analytical results for the field amplitude, energy and decay rate as a function of ω are presented in figure 4.

Amplitude and energy. In the left panel of figure 4, we show the central amplitude and total energy of the oscillon configurations as a function of ω. Note that the amplitudes \( \Phi(r = 0)/M \gtrsim O[1] \). The upper-limit of the frequency corresponds to \( \omega_{\text{crit}} \), above which the oscillons are unstable against long-wavelength perturbations. The black dots indicate the numerically obtained energies and amplitudes as the configurations evolve from low to high ω. The agreement between the colored lines (analytic) and the black dots (numerical) indicates that our single frequency ansatz works reasonably well in the range displayed — conservatively, it is consistent with the numerical solutions at a few % level.

\[^{9}\text{Note that when referring to analytic results, we allow for numerical solutions of the profile } \Phi(r) \text{ and the } \xi_j(r), \text{ which are obtained via shooting.}\]
Figure 4. $V(\phi) = (1/2)m^2 M^2 \tanh^2(\phi/M)$: Left: analytical (colored) and numerical (black) calculations for the oscillon amplitude and energy as a function of the fundamental oscillon frequency $\omega$. The numerical calculation includes time evolution (moving from left to right), whereas the analytical one assumes a stationary configuration for each $\omega$. Right: decay rate of oscillons as a function of $\omega$. Black dots show the numerical evolution of the decay rate (with time flowing from left to right, the oscillons disappear quickly after $\omega_{\text{crit}} \approx 0.964 m$, where $\omega_{\text{crit}}$ is defined in (3.4)). The orange and green curves show the analytic expectation for the decay rate at each quasi-stable oscillon configuration. The orange curve includes the $3\omega$ radiation contribution, whereas the green includes the $3\omega$ and $5\omega$ modes. For comparison, the blue curve ignores the contribution from the effective mass — and provides a much poorer estimate. A significantly improved magnitude of the decay rate, including the dip where the $3\omega$ radiation is vanishing, is correctly provided by our calculations. Finally, the red line shows that the oscillon spends most of its lifetime near the dip at $\omega_{\ast} \approx 0.82 m$.

Decay rate. In the right panel of figure 4, we show the numerically calculated decay rate (black dots) as the oscillon evolves with time (from low to high $\omega$) until its eventual demise at $\omega = \omega_{\text{crit}}$ at the right edge of the panel. Notice the significant “dip” in decay rate around $\omega_{\ast} \approx 0.82 m$. The solid red line shows that most of the lifetime of the oscillons is spent in the dip. We compare these numerically obtained results with the analytic expectation of our calculations.

Note that $\Gamma_{(3)}$ (orange curve), where radiation modes with frequency $3\omega$ were included, beautifully captures the location of the dip in $\Gamma$ as a function of $\omega$. In particular, $\tilde{S}_3(\kappa_3) = 0$ at $\omega_{\ast} \approx 0.82 m$ (and hence $\Gamma_{(3)} = \Gamma_3 = 0$). The $\Gamma_{(5)} = \Gamma_3 + \Gamma_5$ calculation (green) barely corrects the $\Gamma_{(3)}$ anywhere, except in the dip, making the decay rate small but finite there. This is to be expected. As we discussed in section 5, we expect $[\tilde{S}_3(\kappa_3)]^2 \gg [\tilde{S}_5(\kappa_5)]^2$, except when $[\tilde{S}_3(\kappa_3)]^2$ vanishes.

For comparison, we also show $\Gamma_{(5)}^{\text{old}}$ (blue curve) where the effective mass is ignored. Our calculated $\Gamma_{(5)}$ (green) is a significant improvement (by orders of magnitude) compared to $\Gamma_{(5)}^{\text{old}}$, and we correctly capture the dip in the decay rate. We note, however, that even our calculation overestimates the numerically obtained decay rates.

Frequency content. It is useful to calculate frequency content of the oscillon as well as the radiation — this calculation allows us to verify some of the assumptions inherent in our analytic calculation. We take the Fourier transform of $\phi(t, r = 0)$ and $\phi(t, r = r_{\text{rad}})$. We
Figure 5. Fourier analysis of the field amplitude at the centre of the oscillon \( r = 0 \, m^{-1} \) (blue) and far from the center where radiation dominates (orange) [units are arbitrary on the vertical axes]. For both panels, note that the frequency content of the oscillon is dominated by a single fundamental frequency \( \omega \), although higher harmonics of \( \omega \) are present (blue curves). For the left panel, we have chosen \( \omega = 0.938 \, m \). In this case the radiation content (orange) is dominated by the \( 3\omega \) mode as expected, with subdominant content in higher multiples of \( \omega \). In contrast, we chose \( \omega = \omega_* \approx 0.82 \, m \) for the right panel which is the location of the dip in the decay rate in figure 4. As expected, in this case, the \( 3\omega \) mode is subdominant in the radiation, with the \( 5\omega \) mode determining the decay rate. These plots provide a verification of our underlying assumptions and confirm the results of our analytic calculation.

provide these Fourier transforms for \( \omega = 0.938m \) as well as \( \omega = \omega_* \approx 0.82m \) in figure 5. Consistent with our assumptions, note that a single frequency does dominate the profile near the origin (blue). Similarly, for the radiation (orange), there is a clear hierarchy of power in multiples of \( \omega \). This hierarchy is broken at the dip for the \( \omega_* \approx 0.82m \) case, with \( 5\omega \) contribution becoming larger than the \( 3\omega \) one. We caution that given the finite window for the Fourier transform and numerical uncertainties, the absolute amplitude of the peaks are not quite robust, however, the trends can be trusted.

7.2 The logarithmic potential

If we take the limit \( q \to 0 \) in the general potential (7.1), we have

\[
V(\phi) = \frac{m^2 M^2}{2} \ln \left( 1 + \frac{\phi^2}{M^2} \right).
\]  

(7.6)

In figure 6, we show the comparison between the analytical and numerical results for this potential. Apart from the excellent match between theory and numerics, it is worth noting that the numerics does not show any non-monotonic behavior in the decay rate. Our analytics agree with this behavior (green and orange curves). However, ignoring the effective mass incorrectly predicts the existence of a dip, and provides a poor match for the numerics in general even at large \( \omega \). Note that we did not simulate the eventual demise of these oscillons — their lifetime is longer than \( 3 \times 10^7 \, m^{-1} \), and could be longer (but finite).
Figure 6. \( V(\phi) = (1/2)m^2M^2 \ln(1 + \phi^2/M^2) \): for a general description, see the caption of figure 4. Note that the numerics and our analytic calculation match exceptionally well both for the decay rates (right panel) as well as the amplitude and energy (left panel) of oscillons. Note that ignoring the effective mass (blue curve, right panel) incorrectly predicts a dip in the decay rate which is not observed in the numerical calculation (and is in general a bad estimate of the numerics). Also note that the lifetime of this oscillon is larger than our maximum programming time, i.e. \( t_{\text{max}} = 3 \times 10^7 \text{ m}^{-1} \).

We expect the oscillon to collapse after it reaches \( \omega_{\text{crit}} \approx 0.974 \text{ m} \).

7.3 The axion-monodromy potential

If we take \( q = 1 \) in the general potential (7.1), we have

\[
V(\phi) = m^2M^2 \left[ \sqrt{1 + \frac{\phi^2}{M^2}} - 1 \right].
\]  

(7.7)

In figure 7, we show the comparison between the analytical and numerical results for this potential. Apart from the excellent match between theory and numerics, it is worth noting that the numerics do not show any non-monotonic behavior in the decay rate. Our analytics agree with this behavior (green and orange curves). Note that, ignoring the effective mass is a poorer fit to the numerical data. Also note that we did not simulate the eventual demise of these oscillons. Their lifetime is longer than \( 10^8 \text{ m}^{-1} \) [8, 17].

7.4 The \( q = -1 \) potential

If we take \( q = -1 \) in the general potential (7.1), we have

\[
V(\phi) = m^2M^2 \left[ 1 - \frac{1}{\sqrt{1 + \phi^2/M^2}} \right].
\]  

(7.8)

Note that similar to the hyperbolic tangent potential, this potential asymptotes to a constant \( m^2M^2 \) when \( \phi/M \gg 1 \). Using \( \tilde{S}(\kappa_3) = 0 \), we can predict that there is a dip in the decay rate at \( \omega_* \approx 0.929 \text{ m} \). This corresponds to a central oscillon amplitude of \( \Phi(r = 0) \approx 1.401 M \). A comparison with the numerical results shown of ref. [17], shows excellent agreement between our analytic estimates for the amplitude of the oscillon in the dip and its frequency, and their numerical results. The authors in [17] showed that the lifetimes are \( \gtrsim 6 \times 10^8 \text{ m}^{-1} \). We do not repeat their numerical analysis here.
### 7.5 The $\phi^6$ potential

To connect with earlier work, we also investigated

$$V(\phi) = \frac{1}{2} m^2 \phi^2 - \frac{\lambda}{4} \phi^4 + \frac{g}{6} \phi^6,$$

(7.9)

where $\lambda, g > 0$. This potential supports stable oscillons within a finite range of amplitudes (and frequencies), including flat-top oscillons [5]. Unlike the other cases considered in this paper, this potential is steeper than quadratic asymptotically, and leads to some simplifications in the calculations since the potential is a low-order polynomial.

Analytical and numerical results confirm that the decay rate is non-monotonic, and shows multiple dips indicating the existing of multiple, long-lived oscillon configurations. In this case, our analytical calculations do not show an improvement compared to the case where the effective mass is ignored (it shifts the dips around the numerically obtained values). Since this case (ignoring the effective mass) has been explored in detail in [51, 52], we do not repeat the analysis here, however it was the analysis in those publications that has motivated our present work.

### 7.6 The cosine potential

Oscillons in the cosine potential

$$V(\phi) = m^2 M^2 \left[ 1 - \cos \left( \frac{\phi}{M} \right) \right],$$

(7.10)
might be of particular interest, since such a potential appears in many systems with a discrete shift symmetry, including QCD axions. Stable oscillon solutions exist for this potential in 1+1 spatial dimensions, however, the situation is different in 3 + 1 dimensions. With our techniques, we find that the lifetime of oscillons in the cosine potential is quite short: \( \lesssim \mathcal{O}[10^3] \text{m}^{-1} \). Such relatively short lifetimes are consistent with earlier studies (see, for example, [66]). Note that longer lifetimes can be found when including gravitational effects in certain limits, which we discuss further in the next session.

8 Unresolved issues and future directions

**Decay rate over-estimate.** For all the cases we have considered, we have found that our analytic predictions for the decay rate typically over-estimates the numerically calculated decay rate at large amplitudes. Including radiation at additional multiples of \( \omega \) in the decay rate calculation does not help, since they are all positive definite (and small) contributions. A way to improve our calculation would be to include multiple frequencies in the profile itself; this could potentially bring the analytical results in even better agreement with the numerics.

We note that the over-estimate in the ‘dips’ in \( \Gamma \) prevents us from obtaining accurate lifetime estimates in cases where such dips exist.

**Discrepancies at large amplitudes.** In most of the cases we have considered, our decay rates deviate more and more from the numerical ones at sufficiently large amplitude (\( \Phi(0) \gtrsim \text{few} \times M \)). This is likely due to the presence of multiple frequencies (not necessarily multiples of the fundamental frequency) in the oscillon, as well as a breakdown of the hierarchy between lower and higher frequency modes of the radiation. We are unable to provide a systematic criterion for the amplitude or frequency at which we should stop trusting our approach (or a bound on the errors) beyond the rough guide that our approach works well when \( \Phi(0) \lesssim \text{few} \times M \). The energy of the oscillon calculated using the single frequency assumption continues to provide a reasonably good approximation to the numerically evaluated energy even at large central amplitudes, however, the decay rate becomes less reliable.\(^\text{10}\)

These concerns are less critical than one might imagine since oscillons that form from cosmological initial conditions typically have amplitude \( \sim \text{few} \times M \). Properties of such oscillons are correctly captured by our calculational framework.

**Asymmetric potentials.** We have focused on \( V(\phi) = V(-\phi) \) potentials in this paper. However, lifetimes of oscillons in potentials with \( V(\phi) \neq V(-\phi) \), for example, \( V(\phi) = (1/2)\phi^2 + (\lambda_3/3)\phi^3 + (\lambda_4/4)\phi^4 \) have been of interest from the early papers [2, 3] (and recently, see for example [61, 67]). We found that our techniques can be applied in principle to these potentials, however the application is complicated because to capture the background profile, we require more than one mode [68]. This complication feeds in to the radiation calculation. These types of potential appear naturally in spontaneous symmetry breaking contexts, and are worth exploring further.

Infinite lifetimes for such potentials were conjectured in [60, 61] based on intriguing spikes in lifetimes as a function of the initial radius of a Gaussian profile (with a fixed initial

\(^{10}\)We also note that at large amplitudes, a very low momentum mode with frequency \( \Omega = (1 + \epsilon)m \) with \( 0 < \epsilon \ll 1 \) appears in a Fourier analysis. These might be related to low momentum, free particles which are neither part of the oscillon, nor of the outgoing radiation. These are typically seen to be created when an initial field configuration is settling down to an oscillon configuration.
amplitude).\textsuperscript{11} As discussed in section 5, our analysis of classical decay rates in symmetric potentials does not lend support to the idea of infinite lifetimes. We found that even when radiation of a given frequency vanishes for some special oscillon configuration, it does not do so for higher multiples of that frequency. Nevertheless, it would be useful, though non-trivial, to investigate asymmetric double-well potentials using our techniques.

**Quantum effects/ short-wavelength stability analysis.** We have carried out a calculation of the classical decay rate. As discussed in [49, 69] (also see [70]), the presence of quantum fluctuations might reduce the lifetime. Heuristically, the exponential suppression in the decay rates arising from $[\tilde{S}_j(\kappa_j)]^2$ might be absent when one includes quantum fluctuations — although the analysis in our large/moderate amplitude limit remains to be done carefully.

If we include fluctuations (mimicking zero-point fluctuations) only in the initial state, then the above analysis is intimately related to analysing the stability of oscillons to short wavelength fluctuations. This calculation is feasible using a Floquet-type analysis with coupled Fourier modes [49]. We carried out such a linear instability analysis for the spatially inhomogeneous oscillon background in a limited number of cases and found that short-wavelength instabilities do exist analytically (but without significant features at the dips in decay rates). However, when exploring their impact numerically, their fate in the nonlinear regime is not completely clear. We leave the detailed study of such instabilities for future work.

**Gravitational effects.** We have ignored gravity in our calculations. Aspects of gravitational effects on the decay rates were considered in (for example) [53, 71–76] in the weak field limit, with a number of authors focussing on the cosine potential relevant for axions. For the cases we have considered here, it is quite plausible that inclusion of gravitational effects will allow for even longer-lived configurations. However, it is also possible that in some cases gravity will destabilize the oscillons, making them collapse or disperse quickly. For recent numerical relativity studies of the fate of oscillons in the strong field gravity regime, see [77, 78]. We leave a detailed analytic calculation of gravitational effects on the decay rates for future work.

9 Summary

Oscillons have been known to have exceptionally long lifetimes in spite of the fact that there is no strictly conserved charge (unlike Q-balls). In this paper, we have provided an improved framework for calculating the small decay rates of oscillons. The key reason for the improvement is the inclusion of a spacetime dependent effective mass in the equations of motion of the radiation modes.

Our calculations are based on two important assumptions: (1) The oscillon is dominated by a single temporal frequency $\omega$. (2) The radiation modes are excited at multiples of $\omega$, with a lower frequency radiation typically dominating over higher frequency radiation (apart from some exceptionally long-lived configurations discussed further below). For practical reasons, we only included finite number of radiation modes. We checked these assumptions a-posteriori from our numerical simulations.

\textsuperscript{11}Numerically, the authors in [61] found that the lifetime for these “resonant” configurations was found to be larger by $\sim 10\%$ compared to the non-resonant ones (with the maximum total lifetime observed being $\sim 10^4$ oscillations).
The main improvements in the framework and corresponding results are as follows:

1. By systematically including the spacetime-dependent effective mass in the equations describing outgoing scalar radiation, we demonstrated that its inclusion is essential for understanding the presence or absence of critical features in the decay rate as a function of oscillon parameters. We showed that these critical features arise because for certain oscillon configurations, the $3\omega$ radiation mode that typically determines the decay rate is unusually suppressed. This leads to exceptionally long-lived configurations. Their lifetimes are still finite since radiation at higher frequencies does not typically vanish for these configurations. In the absence of such features, we find that the decay rate is monotonically decreasing with the fundamental frequency of the oscillon. The decay rate can still become extremely small before a rapid dissipation of the oscillon near $\omega_{\text{crit}}$.

2. We compared our numerical simulations and analytic results for the decay rates. For the numerical simulations, we started with a large amplitude (low frequency) oscillon and allowed it to evolve by emitting scalar radiation. The energy of the configuration decreases, and the field passes through different oscillon configurations with the frequency always increasing with time. The analytic comparison is done with these numerical results, treating the field configurations as quasi-stationary.

3. The improved decay rate estimates provided in this paper are in better agreement with the full numerical simulations, resulting an improvement (compared to existing techniques) by many orders of magnitude (for example, see figure 4 and figure 6).

4. We emphasize that we are able to capture the salient features of the oscillon profiles and decay rates for large amplitude oscillons, and in flattened potentials, which are particularly relevant in cosmological applications. Most of the earlier literature is focused on small amplitude oscillons, or on models with potentials that are well approximated by a low-order polynomial. We also studied polynomial potentials ($\phi^6$ potentials) for comparison with earlier work [51, 52], but did not find any significant improvement over those results when we included the effective mass term in the analysis.

We discussed some of the shortcomings of our approach including typical over-estimates of the decay rates. In addition, we ignored the impact of quantum fluctuations on the decay rates (which will likely reduce lifetimes) as well as the impact of gravity (which might potentially increase lifetimes). We also pointed to some difficulties of our approach when dealing with asymmetric potentials. Given the present success of our approach, we hope that it will be worthwhile for others (and us) to build on our formalism and take on these challenges.
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A Solution of perturbations

Ignoring the $\mathcal{E}_j$ terms in (4.5), the perturbation equations become

$$\left(\kappa_j^2 + \nabla^2\right)\xi_j(x) = -S_j(x),$$  \hspace{1cm} (A.1)

which is the Helmholtz equation. It is easier to solve it in Fourier space, i.e.

$$\tilde{\xi}_j(k) = \frac{\tilde{S}_j(k)}{k^2 - \kappa_j^2},$$  \hspace{1cm} (A.2)

then assuming the spherical symmetry, the solution in coordinate space becomes

$$\xi_j(r) = -\frac{1}{8\pi^2 r} \int_{-\infty}^{\infty} dk \frac{k \tilde{S}_j(k)}{k^2 - \kappa_j^2} \left( e^{ikr} - e^{-ikr} \right)$$

where in the first equal sign we have doubled the domain of integration based on the fact that the integral is even in $k$. In the second equal sign we have plugged the Fourier transform of $\tilde{S}_j(k)$. In the third line we have evaluated the integrals using:

$$\int_{-\infty}^{\infty} f(x) dx = \pm 2\pi i \sum_{j=1}^{n} \text{Res} f(z_j) \pm \pi i \sum_{j=1}^{m} \text{Res} f(\alpha_j),$$  \hspace{1cm} (A.4)

where $z_j$ are singularities on upper(+)/lower(-) half of the complex plane and $\alpha_j$ are singularities on the real axis. Note that this result is called Cauchy principal value and is independent of the choice contour.

If $r \to \infty$, our solution reaches a simple form

$$\xi_j(r) = \frac{1}{4\pi r} \tilde{S}_j(\kappa_j) \cos(\kappa_j r).$$  \hspace{1cm} (A.5)

Including the time part and ignoring the contributions of ingoing waves, we obtain

$$\xi(t, r) = \frac{1}{8\pi r} \sum_j \tilde{S}_j(\kappa_j) \cos(\kappa_j r - \omega_j t).$$  \hspace{1cm} (A.6)

This differs from the expression used in eq. (4.12) by a factor of 2.

Instead of the above approach, we could have used a retarded Green’s function of the Klein-Gordon operator to solve (4.1) (with an associated $i\epsilon$ prescription). This approach would have avoided the seemingly unreasonable expansion of perturbations in standing cosine series (4.3). The final results of these two methods simply differ by a factor of 2. The use of the Cauchy principal value in our standing wave approach leads to half the value since no $i\epsilon$ prescription was chosen \cite{79,80}. 
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