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Abstract—Swept Volume (SV), the volume displaced by an object when it is moving along a trajectory, is considered a useful metric for motion planning. First, SV has been used to identify collisions along a trajectory, because it directly measures the amount of space required for an object to move. Second, in sampling-based motion planning, SV is an ideal distance metric, because it correlates to the likelihood of success of the expensive local planning step between two sampled configurations. However, in both of these applications, traditional SV algorithms are too computationally expensive for efficient motion planning. In this work, we train Deep Neural Networks (DNNs) to learn the size of SV for specific robot geometries. Results for two robots, a 6 degree of freedom (DOF) rigid body and a 7 DOF fixed-based manipulator, indicate that the network estimations are very close to the true size of SV and is more than 1500 times faster than a state of the art SV estimation algorithm.

I. INTRODUCTION

Swept Volume (SV) is the volume displaced by an object when it is moving along a trajectory [3], [1]. Essentially, it is the union of the volumes of all configurations of the object along a trajectory. Computing SV requires computing a complex geometry in an often high-dimensional configuration space (C-space), where each point in this space completely describes the robot geometry. SV is useful in many applications such as geometric modeling [6], robot workspace analysis [2], collision avoidance [11] and motion planning [16].

SV has been identified as being particularly useful for robot motion planning since the performance of sampling-based motion planners, such as probabilistic roadmap (PRM) [10] and rapidly exploring random tree (RRT) [14], depends greatly on a distance metric that returns an estimated distance between two sampled configurations [4]. The distance metric determines the configuration pairs that are selected for the expensive local planning operation that makes roadmap connections in a PRM or tree extensions in RRT. Intuitively, a good metric should limit the connect or extend operations to those that are most likely to succeed, i.e., free of collision [4].

The size of SV between configurations has been identified as an ideal distance metric since it is related to the probability of collision between two points in C-space [13].

Computation of exact SVs is intractable, and all practical SV algorithms focus on generating an approximate SV [12]. Common approaches for computing approximate SVs include occupation grid-based and boundary-based methods. Occupation grid-based approaches decompose the workspace, e.g., into voxels, in order to record the robot’s workspace occupation as it executes a trajectory [8], [17]. The resulting approximation of SV has a resolution-tunable accuracy and is conservative, which can be critical for applications such as collision avoidance [15]. The boundary-based methods identify and record the polygons contributing to the outer most boundary of the SV. These polygons are then used to extract the boundary surface [5], [12], [3]. Despite advances in approximate SV computation, SV is still considered too expensive to be used as the distance metric in sampling-based motion planners [13].

In this paper, Deep Neural Networks (DNNs) learn the complex and nonlinear relationship between trajectories in C-space and the corresponding size of SV for a variety of robot geometries. The trained DNNs can quickly return the estimated size of SV between any pair of configurations. To train the networks, we generate training data by randomly sampling pairs of configurations and computing the approximate SV between each pair using an occupation grid-based method [17]. The DNNs are then trained to infer the size of SV in a supervised manner.

To evaluate the quality of SV learning, we trained and evaluated two DNNs for two robot types, a six degree of freedom (DOF) rigid body and a 7 DOF fixed-based manipulator. While each DNN was trained independently, the two DNNs were trained using the same hyper-parameters, e.g., structure of hidden layers, training batch size, learning rate and number of epochs. Results indicate that these networks can accurately estimate the size of SV and are more than 1500 times faster than a state of the art approximate SV computation algorithm.

II. METHOD

The size of SV for a trajectory in C-space can be described by a function $SV(c_1, c_2)$, where $c_1$ and $c_2$ are the start and end configurations. In this work, we assume the trajectory between $c_1$ and $c_2$ is a straight line in C-Space. $SV(c_1, c_2)$ can be highly complex and nonlinear due to rotational degrees of freedoms, especially in cases where the robot has an articulated body. To approximate this complex function, we utilize a simple fully-connected feedforward DNN, which has been shown to be able to approximate any continuous bounded function [9]. Training data is generated with an octree occupation grid-based method. We explain the DNN and training data generation below.
A. Generating Training Data

The training data is composed of many pairs of $c_1$ and $c_2$ and the corresponding $SV(c_1, c_2)$. Each pair of $c_1$ and $c_2$ is randomly sampled from C-space. To compute $SV(c_1, c_2)$, we implemented a state of the art octree-based SV algorithm [17], where the trajectory of the robot is represented by $N$ intermediate C-space configurations. Since we only consider straight line C-space trajectories, the $n^{th}$ intermediate configuration is

$$c_n = (1 - n/N)c_1 + n/Nc_2. \tag{1}$$

Next, the forward kinematics of the robot maps each $c_n$ to the workspace occupancy of the robot

$$G_n(x, y, z) = \begin{cases} 1, & \text{robot overlaps with point } (x, y, z) \\ 0, & \text{otherwise.} \end{cases} \tag{2}$$

The SV can be approximated by taking the union of all $G_n$. The occupancy and the union operation can be approximated by an octree decomposition of workspace up to a resolution, $\Delta$, in order to speed up computation compared to an uniformly distributed voxel grid. Lastly, $SV(c_1, c_2)$ can be computed by adding the volume of all occupied cubes in the octree.

B. Learning SV

We use a simple fully-connected feedforward DNN (Figure 2) to approximate $SV(c_1, c_2)$. Our network has $2M$ input neurons where $M$ is the dimension of the C-space. The first $M$ input neurons have activations equal to the components of $c_1$ while the second $M$ equals to the components of $c_2$. The input layer is connected to the hidden layers of $k$ layers each with $N_i$ neurons using the ReLu [7] activation function. The output layer has one neuron and the amount of activation is the estimated size of SV $SV(c_1, c_2)$.

The goal of the network is to learn $SV(c_1, c_2)$. Therefore, we define the loss function as

$$\text{Loss} = (SV'(c_1, c_2) - SV(c_1, c_2))^2. \tag{3}$$

Stochastic gradient descent-based back-propagation algorithms can be used to adjust network parameters to minimize the loss function over a batch of training data.

Fig. 2: The feedforward DNN used to compute $SV'(c_1, c_2)$. $c_1$ and $c_2$ are the start and end configurations of the trajectory, respectively. Neurons in the hidden layers use the ReLu activation function represented by the blue curves.

III. Results

To evaluate the quality of SV learning, we trained a DNN to learn $SV$ for each robot. The performance of the network was evaluated by an evaluation data set. This data set was generated in the same fashion as the training data, but it was previously unseen by the network.

The two networks share the same hyper-parameters. These include: the number of hidden layers $k = 3$, the number of neurons in the hidden layers $= [1024, 512, 256]$, learning rate $= 0.1$, training batch size $= 100$ and the number of training epochs $= 500$ (the number of times the network...
Fig. 3: The size of SV ($SV(c_1, c_2)$) of an L-shaped robot (a) and a Kuka LBR IIWA 14 R820 (d). The size of SV estimated by the DNN ($SV'(c_1, c_2)$) for the two robots are shown in (b) and (e). The difference between $SV'(c_1, c_2)$ and $SV(c_1, c_2)$ are shown in (c) and (f).

utilizes the entire training data set during training). One hundred thousand training samples and ten thousand evaluation samples were generated for each robot. $N = 100$ intermediate configurations are generated between $c_1$ and $c_2$. The octree resolution was $\Delta = 0.025m$.

The DNNs are implemented with Tensorflow in Python on an Intel i7-6820HQ at 2.7GHz with 16GB of RAM. The training data generation is implemented within the open-source V-REP robot simulator platform.

The robots are shown in Figure 1. The first is a 6 DOF L-shaped rigid body of size 40cm, 60cm, 10cm (width, height, depth) (shown in Figure 1 (a)). A configuration of the robot is described by the center of mass position and the yaw, pitch and roll of the robot. The second robot is a fixed-based Kuka LBR IIWA 14 R820 (shown in Figure 1 (d)). The seven joint angles describe a configuration of the robot. Configurations are uniform-randomly sampled from [-1.5m, 1.5m] for position axes and [-π, π] for rotation axes.

Figures 3 (a) and 3 (d) show the distribution of $SV(c_1, c_2)$ of ten thousand pairs of $c_1$ and $c_2$ for the evaluation data. Note the differences in distribution between the robot geometries. Figures 3 (b) and 3 (e) show $SV'(c_1, c_2)$ for the same data as estimated by DNNs. Across robot geometries, there are striking similarities between $SV'(c_1, c_2)$ and $SV(c_1, c_2)$ indicating successful learning. In addition, Figure 3 (c) and (f) shows the estimation error ($SV'(c_1, c_2) - SV(c_1, c_2)$) which is small, symmetric and centered around zero.

We further explored the predictions of the DNNs by comparing $SV(c_1, c_2)$ against $SV'(c_1, c_2)$ and the Euclidean distance (Figure 4). The blue diamonds in Figure 4 show $SV'(c_1, c_2)$. They closely track $SV(c_1, c_2)$. For comparison, the green circles show the Euclidean distance between $c_1$ and $c_2$, a commonly used distance metric for sampling-based planners [4]. In order to represent $SV(c_1, c_2)$, we scale the value such that the average Euclidean distance matches the average $SV(c_1, c_2)$ of the evaluation data. It is clear that the Euclidean distance does not correlate to $SV(c_1, c_2)$ well, especially when $SV(c_1, c_2)$ is large. Since larger $SV(c_1, c_2)$ implies a higher probability of collision between $c_1$ and $c_2$, an overestimation of $SV(c_1, c_2)$ misses opportunities to make connections that are likely to succeed. In the opposite case of underestimation, the planner can waste computation attempting connections that are unlikely to succeed.

![Fig. 4: The size of SV ($SV(c_1, c_2)$) and the distance measure estimated by the DNN (blue diamonds) and Euclidean C-space distance (green circles) for a L-shaped robot (a) and a Kuka LBR IIWA 14 R820 (b).](image)

| Robot   | Training Sample | DNN Training | $SV'(c_1, c_2)$ with DNN |
|---------|-----------------|--------------|--------------------------|
| L-Shaped | 0.46s           | 3751.03s     | 297.33±6.67µs            |
| Kuka LBR | 4.06s           | 4023.35s     | 276.97±8.15µs            |

Table I: Computation time costs for generating a training data sample, training the DNNs, and estimating $SV'(c_1, c_2)$ via DNNs.
then compute the size of SV. This takes about half a second for the simpler rigid-body geometry and about 4 seconds for the more complex manipulator geometry. This further demonstrates the infeasibility of state of the art SV computation methods as a distance metric for motion planning. On the other hand, estimating the size of SV by DNN is extremely fast. While about 44 times slower than computing the euclidean distance, it is more than 1500 times faster than the state of the art approximated SV.

IV. CONCLUSIONS AND FUTURE WORK

We demonstrated that a simple DNN can be trained to estimate the size of SV well. In addition, estimating the size of SV from the network is very fast. These facts suggest that a trained DNN for SV can be used as a distance measure for sampling-based motion planners.

We plan to extend our experiments to include more robot types such as mobile manipulators. In addition, we will integrate our method with sampling-based motion planners such as RRT and PRM in order to evaluate the performance gain of using \( SV'(c_1, c_2) \) as a distance metric.
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