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**Abstract**—Deep reinforcement learning (DRL) is one of the most popular algorithms to realize an autonomous driving (AD) system. The key success factor of DRL is that it embraces the perception capability of deep neural networks which, however, have been proved vulnerable to Trojan attacks. Trojan attacks have been widely explored in supervised learning (SL) tasks (e.g., image classification), but rarely in sequential decision-making tasks solved by DRL. Hence, in this paper, we explore Trojan attacks on DRL for AD tasks. First, we propose a spatio-temporal DRL algorithm based on the recurrent neural network and attention mechanism to prove that capturing spatio-temporal traffic features is the key factor to the effectiveness and safety of a DRL-augment AD system. We then design a spatial-temporal Trojan attack on DRL policies, where the trigger is hidden in a sequence of spatial and temporal traffic features, rather than a single instant state used in existing Trojan on SL and DRL tasks. With our Trojan, the adversary acts as a surrounding normal vehicle and can trigger attacks via specific spatial-temporal driving behaviors, rather than physical or wireless access. Through extensive experiments, we show that while capturing spatio-temporal traffic features can improve the performance of DRL for different AD tasks, they suffer from Trojan attacks since our designed Trojan shows high stealthy (various spatio-temporal trigger patterns), effective (less than 3.1% performance variance rate and more than 98.5% attack success rate), and sustainable to existing advanced defenses.
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**I. INTRODUCTION**

Autonomous driving (AD) is a long-researched area and a number of novel motion planning algorithms for AD have been proposed. Nevertheless, AD remains a major challenge. Traditional motion planning algorithms concentrate on the rule- or optimization-based methods [1], [2]. However, these rules or models are designed manually with potentially inaccurate assumptions and thus, cannot scale to different real and complex scenarios, e.g., overtaking, roundabouts, interactions, and merging. This drawback has prompted communities to turn to learning-based approaches, which bear the promise of leveraging data to automatically learn complex driving policies. Among these approaches, deep reinforcement learning (DRL), embracing the perception capability of the deep neural network (DNN) and the decision-making capability of reinforcement learning (RL), has been widely investigated for AD tasks [3], [4].

DRL has been successfully used to address many sequential decision-making issues [3], [5]–[7]. Given different requirements of driving (e.g., speed, safety, and comfort), an DRL-augment AD system takes behaviors of the autonomous vehicle (AV) and surrounding human driving vehicles (HDVs) and the knowledge about road networks as input, and outputs vehicle control commands, e.g., steering, torque, and brake. The success of DRL depends on a large amount of training data and computing resources. However, the cost of human driving data collection at a large scale can be prohibitive. This dilemma can lead to the fact that, the DRL model is still not only prone to unexpected behavior in out-of-sample scenarios [8], [9], but also may be injected with malicious backdoors (also called “neural Trojan”, or “Trojan attack”) [10], [11].

In this paper, we focus on the backdoor threat to DRL-augment AD through manipulating its training stage. Many existing neural Trojans can be injected into AV’s capacities of vision perception [10], [12], e.g., image classification, object recognition and tracking. A backdoored DNN model behaves normally on benign samples, but can produce malicious results once an attacker-specified trigger is presented in the input (images or other sensor data). Unlike these supervised learning, DRL is required to address sequential decision-making problems according to long-term rewards instead of supervision on immediate rewards. Backdoors on DRL are more challenging since the backdoored agent needs to disrupt the sequential decisions rather than isolated decision while maintaining good performance in absence of backdoor triggers [13]. Hence, until now, there are still a few of related works. Kiourti et al. [13] use image patterns as the backdoor trigger and manipulate the corresponding action and reward when the trigger is present. Ashcraft et al. [14] studied a DRL backdoor that uses the action trajectory presented in the image observation as the trigger. [11] is the only work that studied backdoors to DRL-based AD, in which, the authors used the combinations of vehicles’ speeds and positions as the trigger and studied congestion and insurance attacks in the circuit scenario. These backdoor triggers are useful for DRL-based AD and motivate us to investigate stealthier and more practice backdoors that can be easy to be activated by real-world attackers.

The DRL agent learns its optimal policy through interaction with the environment. Most DRL methods assumes that the state of the environment is fully observable for the agent. However, due to occlusions and noisy sensors of AV, the DRL agent can only glimpse a part of the system state. A partially
observable Markov decision process (POMDP) \[15\] can better capture the dynamics of the AD environment, but finding an optimal policy for POMDP is notoriously difficult \[16\], \[17\]. A popular solution is to aggregate histories of observations over time by integrating a recurrent neural network (RNN) \[16\] or a generative model \[17\] to find hidden states for optimal policy generation. The partial observability can make better hackers \[18\] and hence, motivate us that hiding a backdoor trigger in unobservable states can be stealthier.

In this paper, we aim to hide backdoor triggers into spatio-temporal traffic features which are the key factor to ensure the performance of AD \[19\]. First, based on the gate recurrent unit (GRU) and attention mechanism, we design a spatio-temporal DNN model for DRL to capture spatio-temporal features from observations. Through our extensive evaluations, we can find that these features can significantly improve the efficiency and safety of DRL algorithms for different AD tasks. Then, we study the security of these features by designing a novel backdoor trigger in the form of the temporal and spatial relevance of a sequence of states, rather than in a single observation used in existing neural backdoors, and proposing a spatio-temporal-pattern stealthy Trojan attack on DRL-augmented AD systems. With this backdoor, the attacker can drive a vehicle in the AV’s visual range, and control the spatial and temporal dependencies between the AV and her vehicle via specific driving behaviors in a short period (i.e., the spatio-temporal-pattern trigger) to activate the backdoor. After the trigger is present, the AV will be controlled by backdoor neurons which uses malicious rewards to generate actions. To ensure a stealthy attack, we keep the value of malicious rewards similar to the one of original genuine rewards. Compared to existing works \[11\], \[13\], \[14\], hiding backdoor triggers into spatio-temporal dependencies further ensures its stealthy, and using temporal driving behaviors ensures the practicality of attacks. To the best of our knowledge, this is the first work that explores backdoor attacks to DRL both in the space and time domain. To evaluate our backdoor attacks, we compare our DRL algorithms with state-of-the-art (SOTA) DRL algorithms proposed for AD tasks. We evaluate their performance in several both clean and poisoned (with different triggers) driving scenarios. Our experimental results demonstrate that the performance variance rate (PVR) of backdoored models is not more than 3.1%, and the attack success rate (ASR) is more than 98.5%, respectively. Besides, our experiments demonstrate that SOTA defense mechanisms for DNN Trojans fail to detect our backdoor. We summarize our contributions as follows:

- A spatio-temporal DRL algorithm using RNN and the attention mechanism for AD tasks;
- A stealthy Trojan attack on DRL algorithms using spatial and temporal features of vehicle driving;
- Extensive experiments with three different driving scenarios to evaluate the performance of clean and backdoored DRL models.

The remainder of the paper is organized as follows. We discuss the related work in §II. §III provides the detailed design of our DRL algorithm for AD tasks. We then present our proposed backdoor attacks in §IV. §V describes the experimental design and the performance evaluation results, and provides analytical insights. Lastly, we conclude the paper and outline our future work in §VI.

II. RELATED WORK

A. DRL for Autonomous Driving

An AD system is mainly composed of two parts: scene understanding and decision making & planning \[3\]. The former perceives physical driving dynamics by different sensors to provide sensor agnostic representations of the environment. The latter performs actions of steering, acceleration and braking according to routing and motion planning policies. Given the representations and routing planning, DRL is one of the most popular approaches to generate motion planning policies \[3\], \[4\]. It is important to design appropriate state and action spaces and rewards for DRL. While many existing methods directly use raw sensor data, (e.g., camera images, LiDAR, radar) which provides the benefit of finer contextual information, condensed abstracted data has been validated to reduce the complexity of the state space. Generally, the action space should be continuous for AD systems, including steering angle, throttle, and brake, which, however, is complex for DRL. Discretizing them uniformly by dividing the range of continuous actions into equalized bins is a feasible solution to simplify the action space \[3\].

Considering complex spatio-temporal correlations of urban traffic \[19\], researchers involve RNN and attention mechanisms to design DNN models to implement AD systems. Mo et al. \[8\] combined deep recurrent Q-learning (DRQN) \[16\] and Monte Carlo tree search to implement a safe DRL for AD. For continuous controlling AV, Chen et al. \[20\] introduced a spatial attention network to process features extracted by CNN and output to a LSTM layer, and add temporal attention over the output of the LSTM layer. Seong et al. \[21\] also used a similar network architecture (spatial attention $\rightarrow$ LSTM $\rightarrow$ temporal attention), but its input is condensed abstracted data, rather than camera images. Since a general self-attention mechanisms cannot guarantee vehicle-to-vehicle attention, Leurent et al. \[22\] proposed a multi-head social attention mechanism into deep Q-learning (DQN), which decomposes the state space into the individual state of each observable vehicle and sends a single query generated from the AV state to the attention network. This mechanism enables the DRL agent to capture more vehicle-to-ego dependencies. Ma et al. \[23\] focused on the effect of surrounding drivers’ latent state and spatio-temporal relationships on the AD system. They provide a LSTM layer for each observable vehicle, embed these LSTM output by a graphsage convolution, and infer AV control and surrounding drivers’ latent states which are merged into the next MDP state. In this paper, we also use social attention and RNN to design a DNN to capture spatio-temporal correlations for decision making in DRL. But different from existing works, we include state, last action, and reward as input to extract more hidden temporal features by a GRU layer and feed these temporal features into the attention network to capture spatio-temporal vehicle-to-ego dependencies.
TABLE I: Comparison of existing backdoor attacks on DRL. I-T: Instant trigger. S-T: Spatial trigger. T-T: Temporal trigger. ST-T: Spatio-temporal trigger

| Reference          | I-T | S-T | T-T | ST-T | Action generation | Attack duration controlling | Training |
|--------------------|-----|-----|-----|------|-------------------|----------------------------|----------|
| Kiourti et al. [13]| ✓   | ✓   | ✓   | ✓    | Fixed or Random   | Instant                    | Single environment |
| Yang et al. [24]   | ✓   | ✓   | ✓   | ✓    | Reverse reward    | Persistent                 | Two opposed environments |
| Ashcraft et al. [14]| X | ✓   | ✓   | ✓    | Reverse reward    | Instant                    | Two opposed environments |
| Wang et al. [25]   | X   | ✓   | ✓   | ✓    | Reverse reward    | Persistent                 | Two opposed environments |
| Wang et al. [11]   | ✓   | ✓   | ✓   | ✓    | Specific reward   | Persistent                 | Single environment    |
| Yu et al. [26]     | ✓   | ✓   | ✓   | ✓    | Reverse reward    | Controllable               | Single environment    |
| Our work           | ✓   | ✓   | ✓   | ✓    | Specific reward   | Controllable               | Single environment    |

B. Trojans on DRL and DRL-Augment AD

Backdoors on DNN have been widely studied in the domain of supervised learning [10], [12], where triggers can be an image patch, a physical accessory, or invisible noise. These backdoors can be applied to attack AV’s vision perception capacities. For example, several invisible triggers (style transfer based [27], residual maps based [28], warping based [29]) are applied to a traffic sign recognition benchmark (GTSRB [30]). These backdoors will lead to wrong recognition of traffic signs, and then produce wrong control commands. Our work focuses on DRL-based AD. While these experiences can be applied to DRL, DRL aims to solve sequential decision-making problems which are quite different from classification tasks.

Currently, there are only few works that have studied backdoors on DRL. We compare these works in Table I. Kiourti et al. [13] specify image patterns as the trigger and train a DRL model which can output fixed or random actions or reward when the trigger is present. [11] is the only work that studied backdoor attacks on DRL-based AV controllers. The authors used a specific set of combinations of positions and speeds of vehicles in the observation as the trigger. When the trigger is present, the backdoored DRL model could generate malicious decelerations to cause a physical crash or traffic congestion. We call these two backdoors “instant backdoors”, similar to the one in supervised learning, because their triggers and actions do not involve sequential dependencies.

Since the state space of many real-world environments including AD is partial observable, introducing RNN into DRL networks to capture temporal dependencies is an efficient solution to improve the performance and tractability of DRL. But, RNN can introduce new security threats to DRL. Similar to [13], Yang et al. [24] used image patches as the trigger, but they examined the persistent effect of backdoors on DRL equipped with LSTM by jointly training the backdoored model with a clean and a Trojan environment. Ashcraft et al. [14] also studied backdoors on a network similar to the one in [24], but the trigger they used is a sequence of actions following a specific pattern, and their attacks are instant. Wang et al. [25] studied backdoors on DRL controlled two-player competitive games. They also used a sequence of actions as the fast-failing trigger, trained two different policies (clean and poisoned), and hard-encoded them to generate the backdoored trajectories. Then, they used imitation learning to train a DNN model to mimic the behavior of generated trajectories. Our previous work [26] proposed a temporal-pattern backdoor attack on DRL, which uses the temporal constraints among a sequence of states (which are not controllable by the DRL agent) to encode its trigger. In this paper, we design a new backdoor attack on DRL by hiding triggers in spatio-temporal features, which are the key success factor of DRL-based AD systems, and train the backdoored model in the same environment, rather than two individual environments. Besides, different from existing backdoors, the attack duration after the trigger is present is controllable during the training process, which balances the low low poisoning rate of training buffers and high attack success rate.

C. Defense

Most existing DNN backdoor defense mechanisms are geared towards classification networks [10], [12]. Tran et al. [31] studied how to filter poisoned samples from the training set and demonstrated that poisoned samples tend to contain detectable traces in their feature covariance spectrum. STRIP [32] can detect whether an input contains Trojan trigger by adding strong perturbation to the input. Neural Cleanse [33] identifies backdoored DNN models through reversing engineers for each image input, so that all inputs stamped with the pattern are classified to the same label. DeepInspect [34] learns the probability distribution of potential triggers from the queried model and retrieves the footprint of backdoors. These defense mechanisms are designed for isolated inputs rather than sequential inputs. Recently, Guo et al. [35] proposed a backdoor detection method in competitive DRL [25] by training a separate policy with a reversed reward function given by the Trojan agent. Since our backdoor triggers are hidden in a series of sequential inputs, rather than a single input, retraining models is more hard to cover the trigger pattern. More sophisticated defense methods for DRL backdoor are desired to develop.

III. SPATIO-TEMPORAL DRL-AUGMENT AD

The task of lane change decision making and speed controlling for AV can be formulated as a Markov decision process (MDP). However, due to occlusions and noisy sensors, the AV can only glimpse a part of the surrounding state. Hence, we build AD tasks as a POMDP. Considering the spatio-temporal traffic features, we design a deep spatio-temporal reinforcement learning algorithm for autonomous driving.

A. Partially-Observable Markov Decision Process

Formally, a POMDP can be described as a 5-tuple $(S, A, O, P, R)$, where $S, A, O, R$ are the state space, action space, observation space, and rewards. In general, at each epoch $t$, the DRL agent observes a state $s_t \in S$ including...
the features of driving information about the AV and HDV, and then selects an action \( a_t \in A \) (i.e., control signal) to the AV. After performing \( a_t \), the AV will return a reward \( r_t \in \mathbb{R}(s_t, a_t) \) to the agent. After, the agent obtains the next state \( s_{t+1} \) following the transition function \( \mathcal{P}(s_{t+1}|s_t, a_t) \). Due to partial observability, the agent actually can only observe the partial state, i.e., \( s_t \in \mathbb{O} \), where \( \mathbb{O} \) is the partial observation space.

**State Space:** In general, the features of a vehicle driving can be represented by its continuous position, velocity, and heading. In this paper, we assume there are \( I = 1 \) observable HDVs in the vicinity of the AV, and use a modified kinematic bicycle model [36] to describe the features of the AV and other observable HDVs as follows:

\[
s_t = (s_i)_{i \in \{0, I\}}, \quad \text{where} \quad s_i = \left[ p \quad x_i \quad y_i \quad v_{i}^x \quad v_{i}^y \quad \cos \psi_i \quad \sin \psi_i \right]^T.
\]

For the AV (i.e., \( i = 0 \)), \( x_i \) and \( y_i \) are the longitudinal and lateral position of \( i \) in the road, respectively; \( v_{i}^x \) and \( v_{i}^y \) are the longitudinal and lateral speed of \( i \), respectively; and \( \cos \psi_i \) and \( \sin \psi_i \) are the cosine and sine of heading \( \psi_i \) of \( i \), respectively. For other HDVs (i.e., \( i > 0 \)), these variables of position \( (x_i \text{ and } y_i) \) and velocity \( (v_{i}^x \text{ and } v_{i}^y) \) are relative to the AV, e.g., \( v_{i}^x = v_{i}^x - v_{0}^x \). Besides, we introduce a binary variable \( p \) for each vehicle that indicates whether it is observable in the vicinity of the AV. This representation uses the smallest quantity of information necessary to represent the scene and has been proved to be efficient for AD tasks [22], [37], [38].

**Action Space:** The DRL agent aims to take suitable actions for motion planning, including lane keeping, navigation, simple racing, overtaking, or maneuvering tasks. These tasks can be completed by longitudinal (speed changes) and lateral (steering control) actions. Hence, we use five high-level control decisions, including turn left, cruising, turn right, speed up, and slow down, to construct the action space following the designs in [22], [39]. A high-level action is then translated into the corresponding steering and throttle control signals to maneuver the AV by the lower-level vehicle controller.

**Reward:** The reward function is used to optimize the DRL policy and composed of three terms:

- **Collision evaluation** \( r_c \): if the AV is crashed, \( r_c \) is set to -1, otherwise \( r_c = 0 \);
- **Stable-speed evaluation** \( r_s \): \( r_s \) is used to reward faster speed \( v_t \) within the speed limit \([v_{\text{min}}, v_{\text{max}}]\):
  \[
r_s = \min\left\{ \frac{v_t - v_{\text{min}}}{v_{\text{max}} - v_{\text{min}}}, 1 \right\}.
  \]
  The speed limit may vary in different roads, e.g., highways in China has the limit \([22 \text{ m/s}, 33 \text{ m/s}]\), and the speed range observed in the Next Generation Simulation (NGSIM) dataset is \([6 \text{ m/s}, 17 \text{ m/s}]\). Hence, we set the pair of \( v_{\text{max}} \) and \( v_{\text{min}} \) according to the road.
- **Time-headway evaluation** \( r_h \): to further prioritize safety, we evaluate the time headway of the AV as:
  \[
r_h = \log \frac{d_h}{t_h v_t},
  \]
  where \( d_h \) is the distance headway; and \( t_h \) is a time headway threshold and is set to 1.2 s as suggested in [40]. With \( r_h \), the AV will get rewarded when \( d_h \) is greater than \( t_h v_t \), otherwise get penalized.

Given these metrics, we combine them as a single objective for training the DRL policy at time step \( t \) as follows:

\[
r_t = w_c r_c + w_s r_s + w_h r_h,
\]

where \( w_c, w_s, \) and \( w_h \) are positive weighting scalars.

### B. Deep Reinforcement Learning

Given the POMDP, we envisage the agent with the goal of maximizing the expectation of the long-term rewards. Starting at an initial state \( s_i \), the agent would learn a policy \( \pi(a|s) \), which maps each state \( s \) to an action \( a \) so that the selected action can maximize the expected rewards of all consecutive steps after \( s_i \). The policy can be evaluated by its action-value function, also referred as Q-function:

\[
Q(s, a) = \mathbb{E}_\pi \left[ \sum_{k=0}^{\infty} \gamma^k R\left(s^{(t+k)}, \pi\left(s^{(t+k)}\right)\right) \mid s^{(t)} = s_i \right],
\]

where \( \gamma \in [0, 1] \) is the discount factor and specifies the importance between future rewards and the current reward, i.e., \( \gamma = 0 \) represents a “myopic” agent only concerned with its immediate reward, while \( \gamma = 1 \) denotes an agent striving for a long-term higher reward. Using the Bellman equation and temporal difference, we can simplify the Q-function for policy learning as:

\[
Q_t(s, a) = Q_{t-1}(s, a) + \alpha \left( r + \gamma^t \max_{a'} Q_{t-1}(s', a') - Q_{t-1}(s, a) \right),
\]

where \( \gamma \) is the learning rate; \( a' \) maximizes all possible \( Q(s', a') \). So we can take the previous \( Q_{t-1}(s, a) \) and add on the temporal difference times \( \gamma \) to get the new \( Q_t(s, a) \).

With the Q-function, we can learn the policy \( \pi \) by the DQN algorithm. But since the AD environment is partially observable, finding an optimal policy for POMDP is notoriously difficult. Integrating recurrent neural networks (RNN) to find hidden state over time is an efficient solution for

1https://ops.fhwa.dot.gov/trafficanalysistools/ngsim.htm
addressing POMDP problems [16]. Existing literature [19] has shown that traffic models and their changing patterns have high spatio-temporal correlations. Hence, in this paper, based RNN and attention mechanism, we design a spatio-temporal DNN for learning the DRL policy, as shown in Fig. 2. With this network, we call our DQN algorithm DAGQ and introduce this network in detail as follows.

First, the historical driving patterns of different vehicles and the dynamic changes of traffic conditions ahead over time are very critical for reasonable motion decision making [3]. We use RNN to aggregate histories of observations over time and very critical for reasonable motion decision making [3]. We use RNN to aggregate histories of observations over time and identify these temporal features for optimal policy generation. As studied in [41], inputting more running information (e.g., observation, action, and reward) into RNN can yield a policy with better performance. Hence, the inputs of our DAGQ contain current observation $s_t$, previous executed action $a_{t-1}$ and obtained reward $r_{t-1}$. We concatenate features extracted from $s_t$, $a_{t-1}$, and $r_{t-1}$ into one dimensional tensors $f_c$. Besides, similar to the soft attention proposed in [42], we further add the feature extracted from previous hidden state $h_{t-1}$ to $f_c$ for capturing more historical information. Finally, a gated recurrent unit (GRU) layer is used to capture temporal information. The calculation process of this part is formulated as follows:

$$f_c = \langle F^1_a(s_t), F^1_o(a_{t-1}), F^1_r(r_{t-1})$$
$$f_g, h_t = \text{GRU}(\tanh(F^2_c(f_c) + W_h * h_{t-1}), h_{t-1})$$
$$f_g = F^3_g(f_g)$$

where $\langle \rangle$ means concatenation; $F^m$ is a full connected network (FCN) with $n$-layer linear networks, each of which is an affine transformation with weights matrix $W$ and bias $b$; the bias of $F^m_k$ is set to be 0, i.e., $F^m_k(h_{t-1}) = W_k * h_{t-1}$; besides $F^m_k$, all linear layers are followed by a relu activation function. The output temporal feature $f_g$ is input by a linear layer $F^3_g$ and a relu activation function.

Second, spatial positions of vehicles and their interaction behaviors are another type of information for motion planning. To tackle these spatial features, filtering out relevant spatial information from them and capturing vehicle-to-ego dependencies is necessary for efficient decision making. Hence, DAGQ uses a multi-head social attention mechanism to enforce the agent to pay more attention to these HDVs which affect the planned route of the AV. In the attention network, we first split $s_t$ into individual state $s_t^i$ of each AV and HDV, and then extract the feature from them by linear layers $(F^1_{ee}$ for AV and $F^1_{de}$ for other HDVs) and concatenate the feature with extracted temporal features $f_g$. Then, we encode these individual features into the embedding with the size $d_e$ by linear layers $F^1_{ed}$ and $F^1_{od}$, and feed them to an ego-attention layer proposed by [22]. In the ego-attention layer, the AV emits a single query $Q = [q_1] \in \mathbb{R}^{1 \times d_k}$ by a linear projection $L_q \in \mathbb{R}^{d_e \times d_k}$, and all vehicles emit a key set $K = [k_1, \ldots, k_t] \in \mathbb{R}^{t \times d_k}$ and a value set $V = [v_1, \ldots, v_t] \in \mathbb{R}^{t \times d_k}$ by two linear projections $L_k \in \mathbb{R}^{d_k \times d_k}$ and $L_v \in \mathbb{R}^{d_k \times d_k}$, respectively. In each head, the query is compared to each key $k_i$ by their dot product $q_1 k_i^T$, scaled by the inverse-square-root-dimension $1/\sqrt{d_k}$, normalized with a softmax function $\sigma$ across vehicles, and finally is used to gather the value $v_i$. The outputs from all heads are combined with a linear layer as the final Q value. The calculation process for attention computation is formulated as follows:

$$f_t = F^1_{ed}(\langle F^1_{ee}(s_t^i), f_g^i \rangle)$$
$$f_t = F^1_{od}(\langle F^1_{oe}(s_t^i), f_g^i \rangle), i > 1$$
$$Q = [L_q(f_i)], K = L_k(f_1, \ldots, f_t), V = L_v(f_1, \ldots, f_t)$$
$$output = \sigma\left(\frac{Q K^T}{\sqrt{d_k}}\right) V$$
$$Q = F^2_o(output)$$

A. Threat model

**Attacker’s Capacities.** Similar to existing DNN backdoors [11], [13], [14], we consider the outsourcing scenario, in which the large scale model training is outsourced to a third party due to lack of computational resources or AD environments. In this scenario, attackers are allowed to poison some training data, control the training process, and manipulate rewards to poisoned states. This security threat exists in many DNN-based applications, including DRL-augment AD [12], [43].

**Attacker’s Goals.** With these above capacities, backdoor attackers aim to embed hidden backdoors into DRL policies. In particular, these inserted backdoors should have effectiveness, stealthiness, and sustainability [12]. The effectiveness requires that the backdoored model can perform no different from a normally-trained model in absence of backdoor triggers and generate desired malicious actions when the trigger is present; the stealthiness requires that backdoor triggers should be concealed and have a small poisoning rate; the sustainability requires that the attack should still be effective under some common backdoor defenses.

B. Spatio-Temporal-Pattern Trigger

The AD system is a typically input-driven system that not all observations is controllable for DRL decisions and even may be not observable, e.g., surrounding drivers’ latent behaviors [23]. These states may be possible to be manipulated by malicious users or attackers. For example, the attacker drives a HDV with a specific behavior which follows the predefined backdoor trigger to the DRL-based AV controlling system in
the AV. In this paper, we aim to design a backdoor attack on the DRL-based AV, whose triggers are hidden in these states both from the spatial and temporal forms, we called spatio-temporal-pattern trigger. Such a backdoor attack is stealthy and realistic since the attacker only need to drive a HDV around the AV. Here, we define the trigger of this backdoor attack as follows:

The state space defined in Section III-A can be divided into two parts: the states of the AV are controllable for the DRL agent; the states of neighboring vehicles are uncontrollable. For reality, we assume the attacker drives a HDV neighboring the AV, and we embed backdoor triggers both in the spatial dependencies between the attacker’s HDV and the AV and in the temporal behaviors of the attacker’s HDV. In our previous work [26], we defined a temporal trigger in the form of temporal logic formula over a sequence of time series states. While the spatio-temporal trigger can be defined in the formula, this formula lacks of intuitiveness of attack implementation. Hence, we formulate its spatial dependencies (including velocity, position, and heading) in the logic formula, but its temporal behavior in the form of a set of vehicle controlling commands. Given a state $s_e$ of the AV and $s_a$ of the attacker’s vehicle, we define a formula $\varphi := f(s_e, s_a) \sim c$ to describe a constraint over $s_e$ and $s_a$, where $f$ is a binary operation (e.g., $+, -, \times, \div$), $\sim \in \{=, \neq, >, \geq, <, \leq\}$, and $c \in \mathbb{R}$ is constant. The syntax of a spatio-temporal-pattern trigger is defined as follows:

**Definition 1.** Given a set $S$ of states over the period length $\mathbb{N}^a$ ending at timestep $t$, a spatio-temporal-pattern trigger $\tau := (\phi, \xi)$ is defined by a logic formula $\phi$ over spatial constraints $\Psi$ of these states and a set $\xi$ of controlling commands:

$$\phi := \varphi_{(i,j)}[\varphi_{(i,j)} \otimes \varphi_{(k,s)}] \wedge \varphi_{(p,q)}[\varphi_{(i,j)} \otimes \varphi_{(k,s)} \otimes \varphi_{(p,q)}], \quad \xi := (a_i \sim n_i + 1, a_i \sim n_s + 2, \cdots, a_i),$$

where $\varphi_{(i,j)}$, $\varphi_{(k,s)}$, $\varphi_{(p,q)} \in \Psi$, $i, k, p \in \mathbb{N}$, and $j, s, q$ are the features of vehicle-to-ego; $\otimes$ is a Boolean operator, including disjunction $\lor$ ("or") and conjunction $\land$ ("and"); $\varphi_{(i,j)}$ denotes $\phi_{(i,j)}$-assignment, e.g., $\phi := \varphi_{(i,j)} \varphi_{(k,s)} \varphi_{(p,q)}$ means if $\varphi_1$ is true, $\phi := \varphi_2$; otherwise $\phi := \varphi_3, a$ is an action in the action space performed in the attacker’s vehicle. With the formula, attackers can define a backdoor trigger over a set of states in a period $\mathbb{N}$ and drive following the specified behavior.

**Example 1.** For instance, given a trigger ($\mathbb{N}^a = 4$): $\phi := \varphi_{(t-3,p)} \land \varphi_{(t-3,l)} \land \varphi_{(t-2,v)} \land \varphi_{(t-2,0)} \land \varphi_{(t-1,v)} \land \varphi_{(t-1,l)} \land \varphi_{(t,v)} \land \varphi_{(t,l)}, \quad \xi := (a_{t-3}, a_{t-2}, a_{t-1}),$ where $\varphi_{(t-3,p)} := p_{t-3}^2 - p_{t-3}^3 > 30$ and $p_{t-3}^2 - p_{t-3}^3 < 60$, $\varphi_{(t-3,l)} := l_{t-3}^2 - l_{t-3}^3 = 1, \varphi_{(t-2,v)} := v_{t-2}^2 < 24.5$ and $v_{t-2}^2 < 25.5$, $\varphi_{(t-2,0)} := l_{t-2}^2 - l_{t-2}^3 = 0, \varphi_{(t-1,v)} := v_{t-1}^2 > 24$, $\varphi_{(t-1,l)} := l_{t-1}^2 - l_{t-1}^3 = 0, \varphi_{(t,v)} := v_{t}^2 < 20.5$ and $v_{t}^2 > 19.5$, $\varphi_{(t,l)} := l_{t}^2 - l_{t}^3 = 1, a_{t-2}$ includes turning to left lane and accelerating to 25 m/s, $a_{t-1}$ is to cruise, and $a_{t-1}$ includes turning to right lane and decelerating to 20 m/s. $p$ means the position on the lane, $l$ is the lane index, and $v$ is the velocity of a vehicle. $l^2 - l^3 = 1$ means the attacker’s vehicle is on the right lane of AV and $l^2 - l^3 = 0$ means they are on the same lane.

**Algorithm 1:** Spatio-Temporal-Pattern Backdoored DAGQN.

1. Initialize replay memory $D$ to capacity $M$, temporal-pattern trigger $\tau(\phi, \xi)$, backdoor duration $L$, poisoning rate $\lambda$;
2. Initialize Q-Network $Q$, Target-Network $\hat{Q} = Q$;
3. for episode $= 1$ to max training steps do
4. With probability $\lambda$ enable the malicious vehicle injection; $\text{poisonDur} = 0$;
5. for $t = 1$ to $N$ do
6. With probability $\epsilon$ select a random action $a_t$, otherwise select $a_t = \text{max}_{a_t} Q(s_t, a_t)$;
7. Execute action $a_t$ and observe reward $r_t$, new state $s_{t+1}$, and terminal signal $d_t$;
8. if $t$ is active and $t$ is the ending step of $\mathbb{N}^a$ then $\text{poisonDur} = L$;
9. if $\text{poisonDur} > 0$ then $r_t = r_t^d$;
10. $\text{poisonDur} = \text{poisonDur} - 1$;
11. Store $(s_t, a_t, r_t, d_t, s_{t+1})$ into $D$;
12. Sample sequential batches $(s_i, a_i, r_i, d_i, s_{i+1})$ from $D$;
13. Calculate target $y_t = r_t + \gamma \text{max}_{a'} Q(s_{t+1}, a')$;
14. Do a gradient descent step with loss $\|y_t - Q(s_t, a_t)\|^2$;
15. Every $C$ steps reset $\hat{Q} = Q$;

In this example, the attack’s HDV is on the front right lane ($\varphi_{(t-3,j)}$) of AV with the distance defined by $\varphi_{(t-3,p)}$. Then, the attack’s HDV turns left and accelerate to 25 m/s. After getting in the same lane of the AV, it cruises for a timestep. Finally, it turns right and decelerates to 20 m/s. After observing such a specific driving behavior, the AV will be controlled by the backdoored neurons.

**C. Backdoored Model Training**

Our attack aims to cause the AV to crash into the attacker’s HDV or other HDVs with the goal of making traffic congestion or insurance claims. This attack can be accomplished by inducing the AV to perform malicious actions, e.g., accelerate if it is close to its leader. Wang et al. [11] proposed an insurance attack for driving on a circular track, in which the AV crash can be implemented by tricking the AV to keep acceleration since the objective of the attack is to crash the AV into its front HDV. Our goal is more general that we aim to crash into any possible HDVs within a shorter time. We implement our backdoor attack using the guidance of designed malicious rewards. In this section, we present how to train the backdoored DRL model for AD tasks.

First, the attacker specifies a spatio-temporal-pattern trigger $\tau := (\phi, \xi)$ with a trigger period $\mathbb{N}^a$. Note that although with GRU, the DRL model can have long memory effects, GRU is not that ideal and require more complex neurons and longer training time for memorizing longer historical features [44]. Solutions, like [17], [44], can address this limitation and thereby, make our backdoor attacks have longer effects, but are out of our scope. Hence, we keep only $\mathbb{N}^a$ no more than 10 time steps. To generate malicious actions after the trigger is present, we design a backdoor reward $r^d$ to replace the original reward. It is composed of two terms: (1) Collision evaluation
A. Experiment Settings

To evaluate driving algorithms and our backdoor attacks, we use three typical autonomous driving scenarios: highway, two-lane overtaking, and roundabout (see Fig. 3). In the highway scenario shown in Fig. 3 (a), we set four lanes in one direction, the road length to be 10000m, the allowed speed range to be 20 to 30m/s. The initial speed \(v_0\) of all vehicles is randomly chosen between 21 to 27 m/s. We randomly generate 40 HDVs and 1 AV along the road by choosing random lane ID (\(l^{ID}\)) from [0, 3] and longitudinal position gap between their initial spawn positions from a uniform distribution \([0.9 \ast (12 + v_0)e^{-n^{lane}/8}, 1.1 \ast (12 + v_0)e^{-n^{lane}/8}]\), where \(n^{lane}\) is the number of lanes. In the two-way scenario shown in Fig. 3 (b), we set the road length to be 1500m and the speed limit to be 16m/s. In the following (\(l^{ID} = 0\)) and incoming \(l^{ID} = 1\) lane, we both generate 10 random HDVs, but their initial speed range is [6, 10]m/s and [4, 12]m/s, respectively, and they have a different spacing parameter \(sp^0 = 5\) and \(sp^1 = 7\) for spawn position generation from \([0.9 \ast sp \ast (12 + v_0)e^{-n^{lane}/8}, 1.1 \ast sp \ast (12 + v_0)e^{-n^{lane}/8}]\). The AV in the following lane needs to overtake the front HDVs with consideration of the driving conditions of HDVs in the incoming lane. In the roundabout scenario shown in Fig. 3 (c), we have two circular lanes with radius 60m (\(l^{ID} = 0\)) and 64m (\(l^{ID} = 1\)), respectively. In the four directions of east, west, north and south, there is one entrance and exit lane, respectively, connecting to the lane \(l^{ID} = 1\). In each entrance lane, we randomly generate 3 HDVs with the space gap distribution [10, 60]m. In the circular lanes, we randomly generate 6 HDVs with a spacing parameters \(sp = 2\). The initial speed range of HDVs in entrance and circular lanes is [9, 15] and [7, 13]m/s, respectively.

We modify the gym-based highway-env simulator [45] to

\[ r^a = w^a_c r^a_c + w^a_h r^a_h. \] (10)

To achieve a stealthy attack, we keep the malicious reward function having values similar to the genuine one by setting suitable \(w^a_c\) and \(w^a_h\), but it can guide the agent to generate malicious actions.

Given the backdoor reward \(r^a\), the DAGQN model can be trained to contain backdoored neurons. However, keeping \(r^a\) persistent will make the replay memory used in the training process poisoned excessively, so that a low PVR of the backdoored model cannot be guaranteed. Besides, persistent \(r^a\) may make the backdoor detection relatively easy. Hence, to ensure the stealthy \(i.e.,\) low poison rate) of our backdoor attacks, we introduce an attack duration \(L\) to control the period of generating malicious actions after the trigger is present.

With the designed \(\tau(\phi, \xi)\), \(L\), and \(r^a\), we train the backdoored DAGQN model for AD tasks following the algorithm 1. To keep the balance between PVR and ASR of the backdoored model, we set a poisoning probability \(\lambda < 1\) for each training iteration. During each training iteration, the DRL agent is trained in the off policy manner, that it selects an action at each timestep using the \(\epsilon\)-greedy method (Line 7), stores interactions (Line 8 and 14), and updates the network with a MSE loss \(\| y_i - Q(s_i, a_i) \|^2\) (Line 14-18). For an iteration that contains a malicious HDV, once the HDV meets with these spatial constraints of the first timestep of \(\phi\), it will drive following the \(\xi\). At the end of \(N\) iteration, we change the reward function from the one defined in Equ. (4) to \(r^a\). This setting will lead the network to being updated in the objective of crashing the AV, thereby is undesired. Considering our backdoor trigger is spatio-temporal, to update the network, randomly sampling batches from the memory \(D\) will break original sequential features. Hence, we sample a sequential batch from the memory \(D\) to help the DRL model learn more sequential features and also ensure the ASR of our backdoor attacks.

V. Evaluation

In this section, we first compare the performance of our proposed algorithm to SOTA in terms of driving safety \(i.e.,\) collision rate and efficiency \(i.e.,\) velocity). Then, we evaluate the PVR and ASR of our backdoor attacks to these algorithms in different driving scenarios.

A. Experiment Settings

The proposed algorithm to SOTA in terms of driving safety \(i.e.,\) two-lane overtaking, and roundabout (see Fig. 3). In the highway scenario shown in Fig. 3 (a), we set four lanes in

\[ r^a_h = \frac{d^{max} - \text{clip}(d_h, 0, d^{max})}{d^{max}}, \] (9)

where \(d^{max} = 60m\). With two positive weighting scalars \(w^a_c\) and \(w^a_h\), the backdoor reward is as follows:

\[ r^a = w^a_c r^a_c + w^a_h r^a_h. \] (10)

The reward function from the one defined in Equ. (4) to \(r^a\). This setting will lead the network to being updated in the objective of crashing the AV, thereby is undesired. Considering our backdoor trigger is spatio-temporal, to update the network, randomly sampling batches from the memory \(D\) will break original sequential features. Hence, we sample a sequential batch from the memory \(D\) to help the DRL model learn more sequential features and also ensure the ASR of our backdoor attacks.

\[ \text{Headway evaluation} \] is used to reward the smaller distance between the AV and its front:

\[ r^a_h = \frac{d^{max} - \text{clip}(d_h, 0, d^{max})}{d^{max}}, \] (9)

where \(d^{max} = 60m\). With two positive weighting scalars \(w^a_c\) and \(w^a_h\), the backdoor reward is as follows:

\[ r^a = w^a_c r^a_c + w^a_h r^a_h. \] (10)

To achieve a stealthy attack, we keep the malicious reward function having values similar to the genuine one by setting suitable \(w^a_c\) and \(w^a_h\), but it can guide the agent to generate malicious actions.

Given the backdoor reward \(r^a\), the DAGQN model can be trained to contain backdoored neurons. However, keeping \(r^a\) persistent will make the replay memory used in the training process poisoned excessively, so that a low PVR of the backdoored model cannot be guaranteed. Besides, persistent \(r^a\) may make the backdoor detection relatively easy. Hence, to ensure the stealthy \(i.e.,\) low poison rate) of our backdoor attacks, we introduce an attack duration \(L\) to control the period of generating malicious actions after the trigger is present.

With the designed \(\tau(\phi, \xi)\), \(L\), and \(r^a\), we train the backdoored DAGQN model for AD tasks following the algorithm 1. To keep the balance between PVR and ASR of the backdoored model, we set a poisoning probability \(\lambda < 1\) for each training iteration. During each training iteration, the DRL agent is trained in the off policy manner, that it selects an action at each timestep using the \(\epsilon\)-greedy method (Line 7), stores interactions (Line 8 and 14), and updates the network with a MSE loss \(\| y_i - Q(s_i, a_i) \|^2\) (Line 14-18). For an iteration that contains a malicious HDV, once the HDV meets with these spatial constraints of the first timestep of \(\phi\), it will drive following the \(\xi\). At the end of \(N\) iteration, we change the reward function from the one defined in Equ. (4) to \(r^a\). This setting will lead the network to being updated in the objective of crashing the AV, thereby is undesired. Considering our backdoor trigger is spatio-temporal, to update the network, randomly sampling batches from the memory \(D\) will break original sequential features. Hence, we sample a sequential batch from the memory \(D\) to help the DRL model learn more sequential features and also ensure the ASR of our backdoor attacks.
simulate the environment for these above driving scenarios. We use the default parameters of the IDM and MOBIL used in the highway-env simulator to implement longitudinal and lateral controlling of HDVs. The control sampling frequency both of HDVs is 5 Hz, i.e., a HDV takes an action every 0.2 seconds. We set that there are 6 front HDV observable for the AV, i.e., $I = 7$. For the DRL model, we have the following network size settings: $F_0^1 = 7I ightarrow 64$, $F_a^1 = F_0^1 = 1 ightarrow 8$, $F_c^1 = 80 ightarrow 128$, $F_h^1 = F_0^1 = 128 ightarrow 128$, $F_1^1 = F_a^1 = 7 ightarrow 64$, $F_{cd} = F_0^{cd} = 192 ightarrow 128$, and $F_2^2 = 128 ightarrow 128 ightarrow 5$.

To train the model, we set the replay capacity $M = 60000$, the size of batch 4 for sequential batches, the sequential length of each batch less than 30, discount factor $\gamma = 0.9$, and steps of updating target network $C = 50$, and the learning rate of $\alpha = 0.001$. The coefficient $w_c$, $w_s$, $w_h$, $w_a^1$, and $w_a^2$ for the reward function are set as 1.2, 0.4, 0.4, 2.5, and 0.4, respectively. Besides, we set $\epsilon$ to be decreased from 0.9 by 0.002 during network training.

To train the DRL model with backdoors, besides using the trigger defined in Example 1 as $\tau_b^1$ for highway scenario, we further specify the following spatio-temporal triggers for different driving scenarios:

- For highway scenario, $\tau_b^2 := (\phi_2, \xi_2^b)$, where $\phi_2^b (N_o^a = 5) := \varphi(t-4,p) \land \varphi(t-4.4) \land \varphi(t-4.8) \land \varphi(t-3.5) \land \varphi(t-2.9) \land \varphi(t-2.9) \land \varphi(t-2.2) \land \varphi(t-1.6) \land \varphi(t-0.8) \land \varphi(t-0.2) \land \varphi(t+0.2) \land \varphi(t+0.8) \land \varphi(t+1.6) \land \varphi(t+2.2) \land \varphi(t+2.9) \land \varphi(t+3.5) \land \varphi(t+4.2)$,

- For two-way scenario, $\tau^1 := (\phi^l, \xi^l)$, where $\phi^l (N_o^a = 4) := \varphi(t-3.5) \land \varphi(t-1.6) \land \varphi(t-0.2) \land \varphi(t+0.2) \land \varphi(t+1.6) \land \varphi(t+3.5)$,

- For roundabout scenario, $\tau^r := (\phi^r, \xi^r)$, where $\phi^r (N_o^a = 4) := \varphi(t-3.5) \land \varphi(t-0.1) \land \varphi(t+0.1) \land \varphi(t+3.5)$.

Fig. 4: The episode average rewards and durations of training clean and backdoored models (higher is better). P.* means the backdoored algorithm trained following Algorithm 1.

decelerating to 9 m/s.

Given one $\phi(N_o^a)$ of these above triggers, we set a backdoor injection rate to be 0.3. That is each running episode has 0.3 probability to be enabled to inject a backdoor. Once the injection is enabled, our simulator will search if there is a HDV that satisfies with constraints in the first epoch of $\phi$ relative to the AV and has available spatial space for performing the temporal behaviors defined in $\phi$. If found, our simulator will take control of the HDV to drive following these temporal behaviors, and after $N_o^a$, release its control to the IDM and MOBIL model.

Our experiments are conducted on a machine with an Intel i9-10900K CPU and an Nvidia GTX 3090 GPU. General metrics to evaluate neural backdoors includes the clean data accuracy (CDA) and ASR. In classification tasks, CDA represents the accuracy rate of the backdoored models for clean datasets. Different from classification tasks, DRL uses the long-term reward to evaluate its performance. Hence, we use the PVR $((R_{backdoored} - R_{normal})/R_{normal})$ to evaluate our backdoors, which represents the gap between the performance $R_{backdoored}$ of the backdoored model and that $R_{normal}$ of a clean model for solving clean AD tasks. ASR $(N_{present}/N_{true})$ is the percentage that the AV is crashed within the designed backdoor attack duration $L$ $(N_{present})$ after the trigger is present $(N_{true})$.

B. Algorithm Performance

To evaluate the performance of our proposed algorithm, we compare it with DQN, DRQN [16], and DQN with the ego
Fig. 5: Performance of benign and backdoored model in different driving scenarios.

We train our DAGQN with and without designed backdoors for three driving scenarios and run the model to drive our simulator for 100 seconds. Fig. 5 depicts the performance of the benign and poisonous model in three scenarios. These figures show the longitudinal and lateral positions of AV.

C. Backdoor Attacks

We train our DAGQN with and without designed backdoors for three driving scenarios and run the model to drive our simulator for 100 seconds. Fig. 5 depicts the performance of the benign and poisonous model in three scenarios. These figures show the longitudinal and lateral positions of AV and DAGQN during training backdoored models using trigger $\phi_1^b$ (i.e., P-DRQN, P-EADQN, and P-DAGQN). We can find that since P-DRQN and P-DAGQN use RNN to memorize hidden temporal states, they can capture our defined trigger more accurately than P-EADQN and make the AV crash before the duration times out. Since the backdoor reward $r^a$ has higher value than the clean reward $r$, P-DRQN and P-DAGQN can achieve higher average rewards than DRQN and DAGQN, respectively. Since the return function is changed after the trigger present and P-DRQN does not coverage, at the early episodes, P-DRQN has longer running duration than DRQN. But after around 8000 episodes, their running durations tend to be similar. Since P-EADQN has no capability of temporal memory, P-EADQN may fail to capture spatio-temporal traffic features including our triggers, and to crash the AV after the trigger is present. Hence, P-EADQN achieves lower rewards than EADQN and its running durations are similar to EADQN. Our P-DAGQN can effectively capture both spatial and temporal states and thus, can obtain higher average rewards and shorter running durations than DAGQN. That means once the trigger is present, P-DAGQN can quickly crash the AV in a shorter duration and achieve $r^a$ which is higher than $r$.

We can find that DQN converges at around 6000 episodes. Although DQN can obtain higher running duration than DRQN and EADQN, the reward of DQN is the lowest one. Hence, the AV controlled by the trained DQN policy can only arrive at the destination at a lower speed. Both DRQN and EADQN can obtain higher rewards than DQN, and they still do not converge after 10000 episodes. Hence, both RNN and attention mechanisms can improve the performance of DRL for AD tasks. The convergence rate of DRQN is lower than EADQN since the attention of vehicle-to-ego dependencies can provide more effective information for optimizing the neural network. But the learning curve of DRQN is more stable than EADQN. We can find that our DAGQN achieves the best performance both in average rewards and running durations since DAGQN integrates the advantages of RNN and attention mechanisms. For example, before 500 episodes, EADQN can learn better rewards and running durations than DAGQN. But after that, DAGQN still can continue to increase and coverage at around 8000 episodes.

We further evaluate the performance of DRQN, EADQN, and DAGQN during training backdoored models using trigger $\phi_1^b$ (i.e., P-DRQN, P-EADQN, and P-DAGQN). We can find that since P-DRQN and P-DAGQN use RNN to memorize hidden temporal states, they can capture our defined trigger more accurately than P-EADQN and make the AV crash before the duration times out. Since the backdoor reward $r^a$ has higher value than the clean reward $r$, P-DRQN and P-DAGQN can achieve higher average rewards than DRQN and DAGQN, respectively. Since the return function is changed after the trigger present and P-DRQN does not coverage, at the early episodes, P-DRQN has longer running duration than DRQN. But after around 8000 episodes, their running durations tend to be similar. Since P-EADQN has no capability of temporal memory, P-EADQN may fail to capture spatio-temporal traffic features including our triggers, and to crash the AV after the trigger is present. Hence, P-EADQN achieves lower rewards than EADQN and its running durations are similar to EADQN. Our P-DAGQN can effectively capture both spatial and temporal states and thus, can obtain higher average rewards and shorter running durations than DAGQN. That means once the trigger is present, P-DAGQN can quickly crash the AV in a shorter duration and achieve $r^a$ which is higher than $r$.

We further evaluate the performance of DRQN, EADQN, and DAGQN during training backdoored models using trigger $\phi_1^b$ (i.e., P-DRQN, P-EADQN, and P-DAGQN). We can find that since P-DRQN and P-DAGQN use RNN to memorize hidden temporal states, they can capture our defined trigger more accurately than P-EADQN and make the AV crash before the duration times out. Since the backdoor reward $r^a$ has higher value than the clean reward $r$, P-DRQN and P-DAGQN can achieve higher average rewards than DRQN and DAGQN, respectively. Since the return function is changed after the trigger present and P-DRQN does not coverage, at the early episodes, P-DRQN has longer running duration than DRQN. But after around 8000 episodes, their running durations tend to be similar. Since P-EADQN has no capability of temporal memory, P-EADQN may fail to capture spatio-temporal traffic features including our triggers, and to crash the AV after the trigger is present. Hence, P-EADQN achieves lower rewards than EADQN and its running durations are similar to EADQN. Our P-DAGQN can effectively capture both spatial and temporal states and thus, can obtain higher average rewards and shorter running durations than DAGQN. That means once the trigger is present, P-DAGQN can quickly crash the AV in a shorter duration and achieve $r^a$ which is higher than $r$.
TABLE II: Evaluation of the policies trained by different algorithms in three driving scenarios without backdoors. CR = collision rate, AS = AV speed, ER = episode rewards, RD = running durations, LDD = longitudinal driving distance.

| Alg.  | CR | AS(m/s)↓ | ER↑ | RD(s)↓ | LDD(m)↓ |
|-------|----|---------|-----|--------|---------|
| H     | DQN 0.06 | 24.30±1.5 | 5.74±2.3 | 38.84±4.3 | 942.92±104.5 |
|       | DRQN 0.14 | 28.84±1.3 | 11.45±4.1 | 37.04±8.1 | 1067.5±236.5 |
|       | EADQN 0.06 | 29.59±0.72 | 13.67±3.7 | 38.68±6.3 | 1143.8±891.0 |
|       | DAGQN 0.04 | 29.75±0.4 | 14.06±2.3 | 39.04±4.7 | 1159.5±92.53 |

TABLE III: Evaluation of the policies trained by different algorithms in three driving scenarios under different backdoors. CCR = clean collision rate, CAS = clean AV speed, CER = clean episode reward, ASR = attack success rate, DC = durations to crash.

| Alg. | CCR↓ | CAS(m/s)↑ | CER↑ | ASR↑ | DC↓ |
|------|------|---------|-----|------|-----|
|     | H    | P-DRQN | 0.16 | 28.89±1.2 | 11.38±4.6 | 0.39 | 3.50±2.5 |
|     |     | P-EADQN | 0.07 | 29.64±0.53 | 12.67±2.3 | 0.04 | 3.80±2.6 |
|     |     | P-DAGQN | 0.04 | 29.30±0.3 | 14.46±12.1 | 1.0 | 2.63±1.3 |
|     | T    | P-DRQN | 0.18 | 28.72±1.3 | 11.12±2.4 | 0.33 | 4.25±2.2 |
|     |     | P-EADQN | 0.06 | 29.7±0.5 | 12.81±4.5 | 0.05 | 5.62±2.5 |
|     |     | P-DAGQN | 0.02 | 29.77±0.3 | 14.71±1.9 | 1.0 | 2.33±0.7 |
|     | R    | P-DRQN | 0.16 | 10.86±2.1 | 3.24±1.6 | 0.64 | 4.70±1.7 |
|     |     | P-EADQN | 0.07 | 8.46±1.3 | 3.48±0.4 | 0.0 | / |
|     |     | P-DAGQN | 0.04 | 12.33±1.5 | 4.25±1.8 | 1.0 | 4.37±1.6 |

We further evaluate the overall safety (collision rate) and efficiency (average speed) of our DAGQN and SOTA algorithms and their PVR and ASR without and with backdoors in different driving scenarios. To evaluate the clean data accurate of backdoored DRL models, we compare the performance (including CCR, CAS, and CER) of backdoored DRL models in the clean environment without attackers. We can find that the model of DAGQN is better than P-DRQN and P-EADQN in the roundabout scenario is destination oriented, the lower RD to the destination is better. DQN and DRQN have the CR higher than DAGQN. Through comprehensive consideration of CR, AS, and LDD, the RD achieved by DAGQN is better than others.

The roundabout scenario is more complex than highway and twoway: it contains a routing destination and multi-vehicles interaction from different types of lanes. As studied in [46], continuous action space with short action time is more suitable for this scenario, rather than our discrete action, and more state information about routing planning (e.g., the relative longitudinal distance and lane between the AV and its expected exit). From Table III, we can see that all algorithms suffer from high collision rates. But, among them, our DAGQN still can achieve a relative high performance. Note that since the roundabout scenario is destination oriented, the lower RD to the destination is better. DQN and DRQN have the CR higher than DAGQN. In most cases, the AV controlled by DQN and DRQN cannot reach to its destination. That is the reason why their RD is lower than DAGQN. Through comprehensive consideration of CR, AS, and LDD, the RD achieved by DAGQN is better than others.

Table III illustrates the performance of DRL policies (P-DRQN, P-EADQN, and P-DAGQN) trained with backdoors. To evaluate the clean data accurate of backdoored DRL models, we compare the performance (including CCR, CAS, and CER) of backdoored DRL models in the clean environment without attackers. We can find that the model of P-DAGQN has about 7% performance degradation relative to the clean one of EADQN. The models of P-DRQN and P-DAGQN obtain the performance that is comparable to that of their clean models. Among four training cases in Table III, the worst PVR of DRQN and DAGQN without and with backdoors is 4.4% and 3.1%, respectively. Hence, the backdoored DAGQN model is better than P-DRQN and P-EADQN and is comparable to its clean model. In Table III, by randomly injecting malicious driving behaviors following triggers, we compare the ASR and durations to crash (DC) of these backdoored models after these
In this paper, we study the security threats to DRL-augment AD systems using spatio-temporal traffic features. We first propose a spatio-temporal DNN model based on GRU and attention mechanism for training DQN-based policies for AD tasks. Then, we design a novel stealthy and practice backdoor attack on DRL-augment AD systems that hides its trigger into the spatial and temporal relevances of a sequence of states. Our P-DAGQN can achieve better stealthiness in terms of poison rate and can crash the AV more quickly. That is the reason why P-DAGQN has higher average rewards and lower running durations than DAGQN as shown in Fig. 4.

In summary, DRQN can capture temporal driving features by RNN and EADQN can capture vehicle-to-ego features by the attention mechanism. Hence, DRQN and EADQN have the capacity of capturing spatial and temporal features over sequential states, rather than individual state.

VI. CONCLUSIONS AND FUTURE

In this paper, we study the security threats to DRL-augment AD systems using spatio-temporal traffic features. We first propose a spatio-temporal DNN model based on GRU and attention mechanism for training DQN-based policies for AD tasks. Then, we design a novel stealthy and practice backdoor attack on DRL-augment AD systems that hides its trigger into the spatial and temporal relevances of a sequence of states rather than a single state like existing DNN backdoor.
numerous experiments, we show that while capturing spatio-temporal traffic features can improve the efficiency and safety of the DRL-augment AD system, it suffer from backdoor threats for AD tasks. Our experiments show that our designed backdoor attacks on AD tasks have low performance degradation and high attack success rate, and are sustainable under SOTA backdoor defenses. Hence, in the future, we aim to design defense mechanisms suitable for DRL backdoors.
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