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Abstract—The problem of string reconstruction from substring information has found many applications due to its relevance in DNA- and polymer-based data storage. One practically important and challenging paradigm requires reconstructing mixtures of strings based on the union of compositions of their prefixes and suffixes, generated by mass spectrometry readouts. We describe new coding methods that allow for unique joint reconstruction of subsets of strings selected from a code and provide matching upper and lower bounds on the asymptotic rate of the underlying codebooks. Under certain mild constraints on the problem parameters, one can show that the largest possible rate of a codebook that allows for all subcollections of \( \leq h \) codestrings to be uniquely reconstructable from the prefix-suffix information equals \( 1/h \).

Index Terms—sequences, polymer-based data storage, unique string reconstruction.

I. INTRODUCTION

Modern digital data storage systems are facing fundamental storage density limits and to address the emerging needs for large data volume archiving, it is of great importance to identify new nanoscale recording media. Recently proposed molecular storage paradigms [1]–[6] offer storage densities that are order of magnitudes higher than those of flash and optical recorders but the systems often come with a prohibitively high cost and slow and error-prone read/write platforms. Polymer-based storage systems [1], [6] are particularly attractive due to their low cost and read latency [1]. In such platforms, two molecules that significantly differ in their masses represent the bits 0 and 1, respectively, and are used as building blocks in the process of synthesizing user-defined information content. The synthetic polymers are read by tandem mass (MS/MS) spectrometers. A mass spectrometer breaks multiple copies of the polymer uniformly at random, thereby creating prefixes and suffixes of the string of various lengths. The masses of these prefixes and suffixes are reported as the output of the system. If the masses of all prefixes from a single string are accounted for, reconstruction is straightforward. But if multiple strings are read simultaneously and the masses of prefixes and suffixes of the same length are confusable, the problem becomes significantly more complicated. It is currently not known which combinations of coded binary strings can be distinguished from each other based on prefix-suffix masses and for which code rates it is possible to perform unique multistring reconstruction.

The work was funded by the DARPA Molecular Informatics, the NSF/SRC SemiSynBio program and the NSF grant CIF 2008125.

In a related research direction, the problem of reconstructing a string from its MS/MS output was considered in [7], under the name of string reconstruction from its substring composition multiset. The composition of any binary string is the number of 0s and the number of 1s in the string. For example, the composition of 0011 equals 0211, indicating that 001 contains two 0s and one 1, without revealing the order of the bits. The substring composition multiset, \( C(s) \) of a string \( s \) is the multiset of compositions of all possible substrings of the string \( s \). As an illustration, the set of all substrings of 001 is \{0, 0, 0, 0, 1, 0, 01, 001\}, and the substring composition multiset of 001 equals \{1^2, 0^1, 1^1, 0^2, 0^1 1^1, 0^2 1^1\}. Two modeling assumptions are used in [7] and subsequent works [8]–[10]: a) Using MS/MS measurements, one can uniquely infer the composition of a polymer substring from its mass; and b) When a polymer is broken down for mass spectrometry analysis, the masses of all its substrings are observed with identical frequency.

Under the above modeling assumptions, the authors of [7] established that strings are uniquely reconstructable up to reversal provided that the length of the strings \( n \) is one less than a prime or twice a prime, or \( n \leq 7 \). The work [8]–[10] demonstrated that logarithmic code redundancy can ensure unique reconstruction of single strings drawn from codebooks based on Bertrand-Catalan paths or Reed-Solomon-like constructions.

However, the assumption that MS/MS output measurements contain the mass of all substrings is often not true in practice, as breaking the string in one rather than two position is easier to perform. In the former case, one is presented with masses of the prefixes and suffixes. Thus, for the string 001, one would observe the multiset \{0^1, 0^2, 1^1, 0^2, 0^1 1^1, 0^2 1^1\}. Furthermore, in practice the content of multiple strings are often read simultaneously, which complicates the matter even further as it is not known a priori know which prefixes and suffixes are associated with a given string.

The problem addressed in this work may be stated as follows. We seek the size of the largest code \( C(h) \) of binary strings of a fixed length with a \( h \)-unique reconstruction property described next. For any subcollection \( s_1, s_2, \ldots, s_{h'} \) of \( h' \leq h \) strings from \( C(h) \), one is presented with the union \( \mathcal{M}(s_1) \cup \mathcal{M}(s_2) \cup \cdots \cup \mathcal{M}(s_{h'}) \) of the prefix-suffix composition multisets \( \mathcal{M}(s_i), i = 1, \ldots, h' \), of the individual strings \( s_i, i = 1, \ldots, h \). The prefix-suffix composition multiset \( \mathcal{M}(s) \) of a string \( s \) captures the weights of prefixes and
suffixes of the string $s$ of all lengths. Unique reconstruction refers to the property of being able to distinguish all possible $h$-unions and nonambiguously determine the identity of the strings in the collection. Our main result establishes that asymptotically and under some mild parameter constraints, the rate of the code $C(h)$ equals $1/h$. The proofs of our results and the code constructions rely on the use of binary $B_h$ strings, for which we establish additional results previously unreported in the literature.

The paper is organized as follows. Section II introduces the problem, the relevant terminology and notation. Section III describes the code constructions and the corresponding lower-bound analysis for the code rate. Upper bounds are presented in Section IV. Due to space limitations, some of the proofs are relegated to the full version of the paper.

II. Problem Statement and Preliminaries

We start by introducing the relevant notation. Let $s = s_1 \ldots s_n \in \{0,1\}^n$ be binary string of length $n$ and let $M(s)$ denote the composition multiset of all prefixes and suffixes of $s$. For example, if $s = 011011$, then

$$M(s) = \{0,01,012,021,012,013,013\}.$$  

We denote the set of prefix and suffix compositions of $s$ as $M_p(s)$ and $M_s(s)$, respectively. For the above string, $M_p(s) = \{0,01,012,021\}$ and $M_s(s) = \{0,012,013,013\}$.

We seek to design a binary codebook $C(n) \subseteq \{0,1\}^n$ so that for any collection of distinct strings $\{s_1,s_2,\ldots,s_h\} \in C(n) \cup h$, with $h \leq h$, the multiset

$$M(s_1) \cup M(s_2) \cup \cdots \cup M(s_h)$$

uniquely determines the individual strings in the collection. We refer to a code that satisfies this as an $h$-multicomposition code, or an $h$-MC code for short. For simplicity of notation, we sometimes use $M(S)$ to describe the multi-composition set for $S = \{s_1,s_2,\ldots,s_h\}$. We also say that $C_p(n,h) \subseteq \{0,1\}^n$ is an $h$-prefix code if for any two distinct sets of size $\leq h$, say $S_1,S_2 \subseteq C_p$, $M_p(S_1) \neq M_p(S_2)$.

The next claim establishes a useful connection between our problem setup and one related to determining sums of binary strings.

Claim 1. Given $M_p(s_1) \cup M_p(s_2) \cup \cdots \cup M_p(s_h)$, we can determine $s_1 + s_2 + \cdots + s_h$.

Proof: We prove the result for the case when $h = 2$, as the generalization is straightforward. Suppose that $s_1,s_2 \in \{0,1\}^n$. Then, for given $M_p(s_1) \cup M_p(s_2)$, let $c_i$ denote the total number of ones in all compositions of length $i$ in the given multiset. It is straightforward to see that for $s_1 + s_2 = t_1 t_2 \ldots t_n$, one has $t_i = c_i - c_{i-1}$, with $c_0 = 0$.

In light of the previous claim, it is straightforward to see that if we can recover $M_p(s_1) \cup M_p(s_1)$ from $M(s_1) \cup M(s_2)$ then we can uniquely determine the positions where $s_1$ and $s_2$ agree. The more challenging task is to determine the values of $s_1$ and $s_2$ at positions where $s_1$ and $s_2$ differ. The next example illustrates a setup where a pair of codestrings is confusable with another pair, and it highlights some of the challenges associated with the aforementioned problem.

Example 2. Suppose that $s_1 = 0101101$ and $s_2 = 0110001$.

Then

$$M_p(s_1) \cup M_p(s_2) = \{0,0,01,0101,012,012,021,021,021,021,013,013,013\}.$$}

Suppose we wish to recover $\{s_1,s_2\}$ from $M_p(s_1) \cup M_p(s_2)$. We can determine the first 4 bits of both strings by inspection. At that point, we have that the strings $\{s_1,s_2\}$ restricted to the first four positions equal $0101,0110$.

From $M_p(s_1) \cup M_p(s_2)$, we see that we need to either (i) append 0 to 0101 and 1 to 0110, or (ii) append 1 to 0101 and 0 to 0110. Thus, we cannot tell if the pair of strings lies in $\{0101001,0110101\}$ or in $\{0101101,0101101\}$.

A binary $B_h$ sequence is a set $S_h(n)$ of binary strings of fixed length $n$ such that for any two distinct subsets of strings in $S_h(n)$, say $S = \{s_1,s_2,\ldots,s_h\}$, we also say that $C_p(n,h) \subseteq \{0,1\}^n$ is an $h$-prefix code if for any two distinct sets of size $\leq h$, say $S_1,S_2 \subseteq C_p$, $M_p(S_1) \neq M_p(S_2)$.

The next claim establishes two sufficient conditions for a set of strings to be an $h$-MC code:

1. One can recover $M_p(s_1) \cup \cdots \cup M_p(s_h)$ from $M(s_1) \cup \cdots \cup M(s_h)$ for any $h$ distinct codestrings $s_1,\ldots,s_h$.

2. The codestrings belong to a binary $B_h$ sequence $S_h(n)$.

These observations will be used to construct $h$-MC codes in Section III. Note that the condition that the codestrings in an MC code belong to a $B_h$-sequences is not necessary. For example, consider the case $s_1 = 011, s_2 = 000, t_1 = 001, t_2 = 010$. Then, $s_1 + s_2 = 011 + t_1 + t_2$, but $011 \in M(s_1) \cup M(s_2)$ and $011 \notin M(t_1) \cup M(t_2)$, so that $\{s_1,s_2\}$ and $\{t_1,t_2\}$ are not confusable. However, a direct consequence of Claim 1 is that the maximum size of any $B_h$ sequence is at most the maximum size of an $h$-prefix code.

We show next that for sufficiently large code lengths, the maximum rate of an $h$-MC code is at least $1/h$. Furthermore, when $h$ is a power of two, we show in Section IV that the maximum rate of an $h$-MC code is at most $1/h$. Note that from the earlier exposition, this implies that the maximum rate of a $B_h$ sequence is at most $1/2$, which improves upon the best currently known bound on $B_2$ sequence which is $0.5733\ldots$ for $h > 2$, the authors are unaware of any known upper bounds on the size of binary $B_h$ sequences other than the ones presented in this work.
III. A LOWER BOUND ON h-MC CODES

We start with a binary $B_h$ sequence and introduce redundancy into the underlying strings to ensure that given the multi-composition set of at most $h$ sequences, one can separate the prefixes from the suffixes. Then, given the set of prefixes, one can use the same idea in Claim 1 to recover the sum of the $u$ codestreams and hence the codestreams themselves.

Let $S_h(n) \subseteq \mathbb{F}_2^n$ be a $B_h$ sequence over $\mathbb{F}_2$. It is well-known that $S_h(n)$ can be constructed using the columns of a parity-check matrix of a code with minimum Hamming distance $\geq 2h + 1$. Using this construction, we have that the rate of the resulting code for $n \to \infty$ satisfies

$$\frac{1}{n} \log |S_h(n)| = \frac{1}{h}.$$

For our construction, we will also make use of the notion of a Dyck path: A string $s \in \mathbb{F}_2^N$ is a Dyck path if $wt(s) = \frac{N}{2}$ and for $i \in [N-1]$, $wt(s_i s_{i+1} \ldots s_j) \geq \left\lfloor \frac{j}{2} \right\rfloor + 1$. (3)

Our approach is to start with the set of strings $S_h(n)$ and generate the set $C(N, h) \subseteq \mathbb{F}_2^N$ from $S_h(n)$ so that the following two properties hold:
1) The set $C(N, h)$ is a $B_h$ sequence over $\mathbb{F}_2^N$, and
2) A string $s \in C(N, h)$ is a Dyck path.

The next claim establishes that if the code $C(N, h)$ satisfies these two properties, then it is an $h$-MC code.

Claim 3. Suppose that $C(N, h)$ is a $B_h$ sequence where for any $s \in C(N, h)$, (3) holds. Then, $C(N, h)$ is an $h$-MC code.

To accomplish our goal, we perform a simple “balancing procedure” on each codestring $s \in S_h(n)$ and then append $O(\sqrt{n})$ bits of redundancy to the beginning and end of $s$ so that the resulting string has length $N = n + O(\sqrt{n})$. Note that under this setup, it follows that for any $h$, we have

$$\frac{1}{N} \log |C(N, h)| = \frac{1}{n + \kappa \sqrt{n}} \log |S_h(n)| = \frac{1}{h} - \epsilon,$$

where $\kappa$ is a constant, and $\epsilon > 0$ can be made arbitrarily small for $n$ sufficiently large.

Rather than work directly with the weights of strings as described in (3), we use the running digital sums (RDSs). For a string $s \in \mathbb{F}_2^m$, the RDS up to coordinate $i$ is defined as $R(s)_i = 2wt(s_1 s_2 \ldots s_i) - i$. If the subscript $i$ is omitted, then $R(s) = 2wt(s) - |s|$, where $|s|$ denotes the length of $s$. Note that using the running digital sum, (3) can be rewritten as $wt(s) = \frac{N}{2}$ and $R(s)_i > 0$, for any $i \in [N-1]$.

The balancing procedure operates as follows: Let $s \in S_h(n)$, and for simplicity, assume that $\sqrt{n}$ is an even integer. We begin by dividing up $s$ into blocks of length $\sqrt{n}$ so that $s = s_1 s_2 \ldots s_{\sqrt{n}} \in \mathbb{F}_2^\sqrt{n}$, and $s_j \in \mathbb{F}_2^\sqrt{n}$. We introduce an auxiliary string $u = u_1 \ldots u_{\sqrt{n}} \in \mathbb{F}_2^\sqrt{n}$ that is “approximately” balanced following an idea similar to Knuth’s balancing. Initialize $u_1 = s_1$. For $s \in \mathbb{F}_2^m$, let $\bar{s} = s + 1 \ldots 1 \in \mathbb{F}_2^m$ denote the result of flipping all the bits in $s$. Then, for $j \in \{2, 3, \ldots, \sqrt{n}\}$, we define $u_j \in \mathbb{F}_2^\sqrt{n}$ as

$$u_j = \begin{cases} s_j, & \text{if } R(u_1 \ldots u_{j-1}) < 0, \text{ and } R(s_j) \geq 0, \\ \bar{s}_j, & \text{if } R(u_1 \ldots u_{j-1}) < 0, \text{ and } R(s_j) < 0, \end{cases}$$

(4)

The first claim immediately follows from (4).

Claim 4. For any $j \in \{\sqrt{n}\}$, $|R(u_1 \ldots u_j)| \leq \sqrt{n}$. We also have the following lemma.

Lemma 5. For any $i \in [n]$, $|R(u_i)| \leq \frac{3}{2} \sqrt{n}$.

We now describe our encoder. Let $u \in \{0, 1\}^n$ be the string which is the result of the procedure described in (4), and suppose that $r \in \{0, 1\}^\sqrt{n}$ is such that for any $j \in \{\sqrt{n}\}$:

$$r_j = \begin{cases} 1, & \text{if } u_j \neq s_j, \\ 0, & \text{if } u_j = s_j. \end{cases}$$

(5)

From $r$, we form a string $s \in C(N, h)$, where $N = n + \frac{17}{2} \sqrt{n} + 6$, and henceforth assume for simplicity that $N$ is an even integer. The following claim is used in our subsequent derivations.

Claim 6. Let $v = 1^{5/2 \sqrt{n} + 1} ru \in \{0, 1\}^{n + 7/2 \sqrt{n} + 1}$. Then, for any $i \in [n + 7/2 \sqrt{n} + 1]$, $|R(v)_i| \leq 5 \sqrt{n} + 1$. Furthermore, for any $i \in [n + 7/2 \sqrt{n} + 1]$, $R(v)_i > 0$.

We now append redundant bits to the string $v$ described in Claim 6 in order to get a string $s \in C(N, h)$ which is a Dyck path. This results in the following claim.

Claim 7. Let $N = n + \frac{17}{2} \sqrt{n} + 2$ be an even integer and let $v = 1^{5/2 \sqrt{n} + 1} ru \in \{0, 1\}^{n + 7/2 \sqrt{n} + 1}$ be as defined in Claim 6. Suppose that $w = wt(v)$. Then, the string $s = v 1^{\frac{n}{2} - \frac{5}{2} \sqrt{n} - (|v| - w)}$ is a Dyck path.

Now, assume that $C(N, h) \subseteq \mathbb{F}_2^N$ is constructed according to the procedure leading to Claim 7 and once again assume that $N = n + \frac{17}{2} \sqrt{n} + 2$ is an even integer. The next theorem is the main result of this section and it establishes the correctness of our construction through the description of a simple decoding algorithm.

Theorem 8. Suppose that $s_1, s_2, \ldots, s_h \in C(N, h)$, where $C(N, h)$ is constructed according to the $B_h$ and balancing procedure. Then, given $\mathcal{M}(s_1) \cup \mathcal{M}(s_2) \cup \cdots \cup \mathcal{M}(s_h)$, we can uniquely determine $\{s_1, s_2, \ldots, s_h\}$. Furthermore, for any $\epsilon > 0$, there exists $n_\epsilon > 0$ such that for all $N \geq n_\epsilon$, $\frac{1}{N} \log |C(N, h)| \geq \frac{1}{h} - \epsilon$.

Proof: For simplicity, we prove the result for $h = 2$, but the extension for general values $h$ is straightforward. According to Claims 3 and 7, we can recover $\mathcal{M}_p(s_1) \cup \mathcal{M}_p(s_2)$.
from $\mathcal{M}(s_1) \cup \mathcal{M}(s_2)$ since $s_1, s_2$ are Dyck paths. From $\mathcal{M}_p(s_1) \cup \mathcal{M}_p(s_2)$, we can recover $s_1 + s_2$ according to Claim $[1]$. Given that $s_1 = 152 \sqrt{\pi + 1} r_1 u_1 1^{n-1-w_1} 0^{w_1} - (v_1-w_1)$ and $s_2 = 152 \sqrt{\pi + 1} r_2 u_2 1^{n-1-w_2} 0^{w_2} - (v_2-w_2)$, from the first $n + \frac{7}{2} \sqrt{n} + 1$ coordinates of $s_1 + s_2$ we can recover
\[(r_1 + r_2, u_1 + u_2) \mod 2.\]
Next, for shorthand, write $u = u_1 + u_2 \mod 2 = u_1 u_2 \ldots u_\sqrt{n}$ and $r = r_1 + r_2 \mod 2 = r_1 \ldots r_\sqrt{n}$. Define $\bar{u} = \bar{u}_1 \ldots \bar{u}_\sqrt{n}$ so that for $j \in [\sqrt{n}]$,
\[\bar{u}_j = \begin{cases} u_j, & \text{if } r_j = 0, \\ \bar{w}_j, & \text{if } r_j = 1. \end{cases}\]

It is straightforward to verify from (4) that $\bar{u} = s_1 + s_2 \mod 2$. Since $s_1, s_2 \in \mathcal{S}_2(n)$ are $B_2$ strings over $\mathbb{F}_2^* \mathbb{F}_2$, we can recover $s_1$ and $s_2$ from $\bar{u}$, which concludes the proof.

IV. UPPER BOUND ON $h$-MC CODES

Next, we derive an upper bound on the maximum rate of an $h$-MC code. To this end, recall that $C_p \subseteq \{0, 1\}^n$ is an $h$-prefix code if for any two subsets of sizes $\hat{h} \leq h$, say $S_1, S_2 \subseteq C_p$, $\mathcal{M}_p(S_1) \neq \mathcal{M}_p(S_2)$.

Let $C_h^{(MC)}(n)$ be the largest possible $h$-MC code of length $n$ and suppose that $C_h^{(u)}(n)$ is the largest possible $h$-prefix code of length $n$. Formally, we use $R_h^{(MC)}$ to denote the capacity or the maximum asymptotic rate of an $h$-MC code,
\[R_h^{(MC)} = \lim_{n \to \infty} \sup \frac{1}{n} \log |C_h^{(MC)}(n)|.\]

We now show that when $h$ is a power of two, $R_h^{(MC)} \leq \frac{1}{h}$. Once again, for simplicity of exposition, we focus on the case $h = 2$; a detailed treatment of the general is deferred to the full version of the manuscript.

The next lemma states that in order to derive an upper bound on the quantity $R_h^{(MC)}$, we can limit our attention to prefix codes. The result follows since the set of all suffixes is a function of the set of all prefixes provided the total number of ones in each codeword is the same and known beforehand.

**Lemma 9.** For any $\epsilon > 0$, there exists an $n_\epsilon > 0$ such that for all $n \geq n_\epsilon$, one has
\[\frac{1}{n} \log |C_h^{(MC)}(n)| \leq \frac{1}{n} \log |C_h^{(u)}(n)| + \epsilon.\]

In what follows, we make use of a special type of $h$-prefix code, $C_{h,\ell}^{(r)}(n) \in \{0, 1\}^n$, which we show in Lemma $[10]$ has the same asymptotic rate as an $h$-prefix code. The code $C_{h,\ell}^{(r)}(n)$ may be viewed as a “restricted” $h$-prefix code with the special property that we can partition the codestring of $C_{h,\ell}^{(r)}(n) \in \{0, 1\}^n$ into $\ell$ blocks of equal length $\frac{n}{\ell}$ and each codestring $s \in C_{h,\ell}^{(r)}(n)$ can be written as
\[s = s_1 s_2 s_3 \ldots s_\ell,\]
where $s_1, \ldots, s_\ell$ are codewords from a shorter, “unrestricted” $h$-prefix code of length $\frac{n}{\ell}$, denoted by $C_{h}^{(u)}(\frac{n}{\ell}) \subseteq \{0, 1\}^{\frac{n}{\ell}}$. The code $C_{h}^{(u)}(\frac{n}{\ell})$ is assumed to be a code of maximal rate. The following lemma establishes a connection between the rate of $C_{h,\ell}^{(r)}(n)$ and $C_{h}^{(u)}(n)$.

**Lemma 10.** Let $C_{h,\ell}^{(r)}(n)$ denote the largest possible restricted $h$-prefix code of length $n$, and let $\ell = O(1)$. For any $\epsilon > 0$, there exists a $n_\epsilon > 0$, such that for all code lengths $n \geq n_\epsilon$,
\[\frac{1}{n/\ell} \log |C_{h}^{(u)}(n/\ell)| \leq \frac{1}{\ell \cdot n} \log |C_{h,\ell}^{(r)}(n)| + \epsilon.\]

**Proof:** Under this setup, strings in $C_{h,\ell}^{(r)}(n)$ are represented by a set of $\ell$ codewords from $C_{h}^{(u)}(\frac{n}{\ell}) \subseteq \{0, 1\}^{\frac{n}{\ell}}$, where $C_{h}^{(u)}$ is an $h$-prefix code of length $\frac{n}{\ell}$ and maximal cardinality. In particular, the encoding for the code $C_{h,\ell}^{(r)}(n)$ works by representating our information as sets of $\ell$ codewords $\{s_1, \ldots, s_\ell\}$ from the code $C_{h}^{(u)}(\frac{n}{\ell})$. Using this representation, there are $|C_{h}^{(u)}(\frac{n}{\ell})|^\ell$ choices for a codestring in $C_{h,\ell}^{(r)}(n)$. Therefore,
\[\frac{1}{n} \log |C_{h,\ell}^{(r)}(n)| = \frac{1}{\ell \cdot n} \log |C_{h}^{(u)}(n/\ell)| \geq \frac{\ell \log |C_{h}^{(u)}(n/\ell)|}{\ell \cdot n/\ell} - \frac{\ell}{\ell \cdot n/\ell} = \frac{\log |C_{h}^{(u)}(n/\ell)|}{n/\ell} - \epsilon\]
provided that $n$ is large enough. □

**Corollary 11.** The capacity of an $h$-MC code is at most the capacity of a restricted $h$-prefix code.

As a consequence of the previous result, we can now turn our attention to deriving upper bounds on the capacity of restricted $h$-prefix codes $C_{h,\ell}^{(r)}(n) \subseteq \{0, 1\}^n$. Again, we prove our claims for the case $h = 2$ and defer the extension for $h > 2$ to the full manuscript.

A. An Upper Bound on 2-prefix Codes

Our approach makes use of a partitioning idea similar to the one first described by Lindstrom $[12]$ in the context of $B_2$ sequences. The main difference between our approach detailed and the one in $[12]$ is that we make use of Lemmas $[9]$ and $[10]$ to recursively improve our bound in the proof of Theorem $[13]$.

Once again, let $C_{2,\ell}^{(r)}(n)$ be a restricted 2-prefix code of maximal size. For any $s \in C_{2,\ell}^{(r)}(n)$, we write $s$ as $s = ab \in C_{2,\ell}^{(r)}(n)$, where $a \in \{0, 1\}^{\frac{n}{\ell}}$ comprises the first $a$ blocks of $s$ and $b$ comprises the last $b = \ell - a$ blocks of $s$. Let
\[B_a = \{b \in \{0, 1\}^{\frac{n}{\ell}} : ab \in C_{2,\ell}^{(r)}(n)\},\]
\[A = \{a \in \{0, 1\}^{\frac{n}{\ell}} : \exists b \in \{0, 1\}^{\frac{n}{\ell}} \text{ s.t. } ab \in C_{2,\ell}^{(r)}(n)\}.\]

The next two results will be used in the proof of Theorem $[13]$. 
Lemma 12. Suppose that $\mathbf{a}, \mathbf{a}' \in \mathcal{A}$, $\mathbf{a} \neq \mathbf{a}'$, and that $wt(\mathbf{a}) = wt(\mathbf{a}')$. Then,
$$|B_{\mathbf{a}} \cap B_{\mathbf{a}'}| \leq 1.$$ 

Proof: Suppose, on the contrary, that $|B_{\mathbf{a}} \cap B_{\mathbf{a}'}| \geq 2$ and that $B_{\mathbf{a}} \cap B_{\mathbf{a}'} \supseteq \{\mathbf{b}_1, \mathbf{b}_2\}$. In this case, we have
$$\mathcal{M}_p(\mathbf{a}_1) \cup \mathcal{M}_p(\mathbf{a}_2) = \mathcal{M}_p(\mathbf{a}_2) \cup \mathcal{M}_p(\mathbf{a}_1).$$

To verify the above equality, note that all prefixes of length $a^p$ have to be the same since $\mathcal{M}_p(a \cup a') = \mathcal{M}_p(a \cup a')$. Furthermore, since $wt(\mathbf{a}) = wt(\mathbf{a}')$, it follows that all prefixes of length greater than $a^n$ have to be the same.

Next, let $A_w = \{\mathbf{a} \in \mathcal{A} : wt(\mathbf{a}) = w\}$ be the strings in $\mathcal{A}$ that have weight $w \in [a^n + 1]$ (here, the notation $[x]$ is used for the set $\{0, 1, \ldots, x\}$).

Claim 13. For any $w \in [a^n + 1]$,
$$\sum_{\mathbf{a} \in A_w} |B_{\mathbf{a}} \cap B_{\mathbf{a}'}| \leq \left| C_2^{(u)}(n/\ell) \right|^{2a}.$$ 

Proof: By construction, each element of $\mathcal{A}$ corresponds to the truncation of a costring in $C_2^{(r)}(n)$ with respect to its first $a^p$ coordinates. In particular, each element $a \in \mathcal{A}$ can be written as:
$$a = a_1 a_2 \ldots a_x \in \{0, 1\}^{a^n},$$
where $a_i \in C_2^{(u)}(n/\ell)$. Thus,
$$\sum_{\{\mathbf{a}, \mathbf{a}'\} \subseteq A} |B_{\mathbf{a}} \cap B_{\mathbf{a}'}| \leq \sum_{\{\mathbf{a}, \mathbf{a}'\} \subseteq A} 1 = \left(\begin{array}{c} |A| \\ 2 \end{array}\right) \leq \left(\begin{array}{c} |C_2^{(u)}(n/\ell)| \\ 2 \end{array}\right),$$
as desired. We are now ready to prove our bound for $h = 2$.

Theorem 14. For any $\epsilon > 0$, there exists an $n_\epsilon > 0$ such that for all $n \geq n_\epsilon$ one has $
\frac{1}{n} \log |C_2^{(u)}(n)| \leq \frac{1}{2} + \epsilon.$

Proof: Recall that $A_w = \{\mathbf{a} \in \mathcal{A} : wt(\mathbf{a}) = w\}$ is the set of elements from $\mathcal{A}$ that have weight $w \in [a^n + 1]$ and let
$$C_2^{(r)}(n) = \left\{ \begin{array}{c} \mathbf{a} \in C_2^{(r)}(n) : \mathbf{a} \in A_w \end{array}\right\}$$
denote the set of codewords from $C_2^{(r)}(n)$ that have $w$ ones in the first $a^p$ coordinates. We first bound $|C_2^{(r)}(n)|$. It follows from the pigeonhole principle that there exists a $w^* \in [a^n + 1]$ such that
$$|C_2^{(r)}(w^*)| \geq \frac{1}{a^p + 1} |C_2^{(r)}(n)|.$$ 

Thus, $
\frac{1}{n} \log |C_2^{(r)}(n)| \approx \frac{1}{n} \log |C_2^{(w^*)}|$ for $n$ sufficiently large. Invoking Claim 13 we have
$$|C_2^{(r)}(w^*)| = \sum_{\mathbf{a} \in A} |B_{\mathbf{a}}| \leq \sum_{\mathbf{a} \in A} |B_{\mathbf{a}} \cap B_{\mathbf{a}'}| \leq 2^{a^p} + \left| C_2^{(u)}(n/\ell) \right|^{2a}. \quad (7)$$

Using the straightforward bound $|C_2^{(u)}(n/\ell)|^{2a} \leq 2^{2a}$ and setting $\frac{1}{n} \log |C_2^{(r)}(n)| \leq \frac{1}{2} + \epsilon$ shows that $\frac{1}{n} \log |C_2^{(r)}(n)| \leq \frac{1}{2}$ for $n$ large enough; as a result, $\frac{1}{n} \log |C_2^{(r)}(n)| \leq \frac{1}{2}$, which implies $\frac{1}{n} \log |C_2^{(u)}(n)| \leq \frac{1}{2} + \epsilon$ for any $\epsilon > 0$ and $m$ large enough (see Lemma 10).

Next, we apply the same approach as above except that rather than using the weak bound $|C_2^{(u)}(n/\ell)|^{2a} \leq 2^{2a+\epsilon}$, we now use the fact that $\frac{1}{m} \log |C_2^{(u)}(m)| \leq \frac{1}{2}$ for $m$ large enough. This allows us to write $\frac{1}{n} \log |C_2^{(u)}(n/\ell)|^{2a} \leq 2^{2\epsilon+3}$. In this case, based on (7), we set $\frac{1}{n} \log |C_2^{(u)}(m)| \leq \frac{1}{2} + \epsilon$ for any $\epsilon > 0$ and $n$ large enough. Repeating this process, at each iteration we arrive at a smaller upper bound for $\frac{1}{n} \log |C_2^{(u)}(n)|$ from Lemma 9. Therefore we show that $\frac{1}{n} \log |C_2^{(u)}(n)| = \frac{1}{2} + \epsilon$ is a fixed point of the iterative process.

The next corollary follows from the previous theorem and Lemma 9.

Corollary 15. $R_2^{(MC)} \leq \frac{1}{2}$. 
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