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Abstract

It is shown that $PU(1, n)$, for $n \geq 2$, does not admit non-elementary representations into the group of isometries of an infinite-dimensional real hyperbolic space.

Introduction

The principal contribution of this article is the following.

Theorem. If $n \geq 2$, the group of holomorphic isometries of $H^n_C$, the complex hyperbolic space of dimension $n$, does not admit non-elementary representations into the group of isometries of $H^n_R$, a separable infinite-dimensional real hyperbolic space.

Contrary to the finite-dimensional case, this statement is not an instance of a general principle such as the Mostow-Karpelevich theorem. Indeed, there do exist exotic non-elementary representations of the group of holomorphic isometries of $H^n_C$, for every $n \geq 1$, on the infinite-dimensional complex hyperbolic space (see for example Theorem 1.15 in [21]) and likewise from real hyperbolic to real hyperbolic (see for example Theorem B in [22]).

The main idea used to prove this appears in [8] and [11]: the existence of smooth harmonic maps $H^n_C \rightarrow H^n_R$ associated to a uniform lattice and a non-elementary representation of the group of isometries of the domain, together with the strong restrictions on the rank of such maps (see [25]).

This paper is a follow up of [21] and [22]. In the first paper the author studies general representations of groups into groups of isometries of hyperbolic spaces. In the second one, among other results, the authors classify the non-elementary representations of $PO(n, 1)$ into the group of isometries of an infinite-dimensional real hyperbolic space. In the process of trying to unify the two different perspectives of the aforementioned articles, the main question addressed here arises naturally.
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1 Preliminaries and notations.

Suppose \( F = \mathbb{R}, \mathbb{C} \) and let \( B \) be a non-degenerate bilinear form, \( F \)-linear in the first argument and \( F \)-antilinear in the second, defined on \( H \), a Hilbert space over \( F \). Following [4], the form \( B \) is called strongly non-degenerate of signature \((1, n)\), with \( n \in \mathbb{N} \cup \infty \), if \( H \) admits a \( B \)-orthogonal decomposition \( F \oplus H' \), with \( \text{dim}_F(H') = n \) and where \( B \) restricted to \( F \) is the usual inner product and \((H', -B|_H') \) is a Hilbert space.

Let \( (H, B) \) be a Hilbert space over \( F \) and let \( B \) be a strongly non-degenerate bilinear form of signature \((1, n)\). For \( v \in H \), define \([v] = Fv\). The \( n \)-dimensional hyperbolic space over \( F \), associated to \( (H, B) \), is defined as \( H^n_F = \{ [v] \mid B(v, v) > 0 \} \), provided with the metric,

\[
\cosh(d([v], [w])) = \frac{|B(v, w)|}{B(v, v)^{1/2}B(w, w)^{1/2}}.
\]

For further reading about hyperbolic spaces of infinite dimensions see [10] and [4].

Let \( X \) be a metric space. Given three points \( x, y, z \in X \) define the Gromov product of \( y \) and \( z \) with respect to \( x \) as,

\[
(y, z)_x = \frac{1}{2} \left( d(y, x) + d(z, x) - d(y, z) \right).
\]

A sequence \((x_i)\) in \( X \) is called a Gromov sequence if for \( z_0 \) a (any) base point,

\[
\lim_{n,m \to \infty} (x_n, x_m)_{z_0} = \infty.
\]

Two Gromov sequences, \((x_i)\) and \((y_i)\), are called equivalent if for \( z_0 \) a (any) base point,

\[
\lim_{n,m \to \infty} (x_n, y_m)_{z_0} = \infty.
\]

The relation defined above in the set of Gromov sequences is an equivalence relation. Denote \( \partial_g X \) the set of equivalence classes of Gromov sequences in \( X \). The set \( \partial_g X \) will be called the boundary at infinity of \( X \).

In this work CAT(-1) spaces will always be considered complete. For definitions and an extensive study of these spaces and the definition of Gromov hyperbolicity see [3].

Every CAT(-1) space is hyperbolic in the sense of Gromov (Proposition 3.3.4 in [10]). Therefore there are two natural ways to define and topologize a boundary at infinity for a complete CAT(-1) space. The first one is considering \( X \) as a Gromov hyperbolic space and taking \( \partial_g X \). The second is considering \( X \) as a CAT(0) space and defining the boundary at infinity as the set of equivalence classes of asymptotic geodesic rays. It is a classical result that for a CAT(-1) space these two notions are equivalent. A sketch of proof will be given later due to the author’s lack of knowledge of a reference in the literature.

This is Lemma 3.4.10 in [10].
Lemma 1.1. Let $X$ be a CAT(−1) space and suppose $\xi, \eta \in \partial g X$ and $z, w \in X$. If $(x_i) \in \xi$ and $(y_i) \in \eta$, the limits

$$(\xi, \eta)_z = \lim_{n,m \to \infty} (x_n, y_m)_z$$

and

$$(\xi, w)_z = \lim_{n \to \infty} (x_n, w)_z$$

exist and do not depend on the choice of representatives.

Define $T_g$ as the unique topology on $X \cup \partial g X$ such that for $S \subset X \cup \partial g X$, $S$ is open if, and only if, $S \cap X$ is open for the metric topology and for every $\xi \in S \cap \partial g X$, there exists $t \geq 0$ such that $N_t(\xi) \subset S$, where

$N_t(\xi) = \{ y \in X \cup \partial g X \mid (y, \xi)_x > t \}$.

The following is Lemma 3.4.22 in [10].

Proposition 1.2. Let $X$ be a CAT(-1) space. Suppose $(z_n)$ is a sequence in $X$ and suppose $(x_n)$ and $(y_n)$ are sequences in $X \cup \partial g X$ converging with the topology $T_g$ to $z \in X$ and $x, y \in X \cup \partial g X$, respectively. Therefore

$$\lim_{n \to \infty} (x_n, y_n)_z = (x, y)_z.$$  

Let $X$ be a complete CAT(0) space and $x_0 \in X$ a base point. Given to geodesic rays $\sigma$ and $\tau$ issuing from $x_0$, the map $t \mapsto d(\sigma(t), \tau(t))$ is a convex non-negative function that vanishes at 0, therefore if it is bounded, then it has to be constant. This observation gives sense to the following definitions.

For $s > r$ there is a projection

$$B(x_0, s) \overset{p_r}{\to} B(x_0, r).$$

This defines and inverse system of topological spaces indexed by the positive numbers. Let

$$\overline{X} = \{ [0, \infty) \to X \mid \sigma(0) = x_0 \text{ and } \sigma \text{ is a generalized geodesic ray} \}$$

be the inverse limit associated to this inverse system. Here a generalized geodesic is either a geodesic ray issuing from $x_0$ or a geodesic segment issuing from $x_0$ defined in an interval $[0, r]$, which is considered constant in $[r, \infty)$.

The topology of inverse limit in $\overline{X}$ (the subspace topology of the product $X^{\mathbb{R}_{\geq 0}}$) is the same as the topology of uniform convergence in compact sets. This topology on $\overline{X}$, often called the cone topology, and here denoted as $T_c$, restricts to the metric topology on $X$ and it does not depend on the choice of the base point $x_0$ (see II.8.8 in [3]). Denote as $\partial_c X$ the set of geodesic (infinite) rays with base point in $x_0$ with the topology of subspace of the cone topology.

For every $r > 0$ let

$$\overline{X} \overset{p_r}{\to} B(x_0, r)$$

be the function that is the identity in $B(x_0, r)$ and $p_r(\sigma) = \sigma(r)$, for any $\sigma$ generalized geodesic ray that is not constant on $[r, \infty)$.  

3
Given a geodesic ray $\xi$, let $U(\xi, R, \epsilon)$ be the set of generalized rays $\tau$ such that $\tau|_{[R, \infty)}$ is not constant and $d(p_R(\tau), p_R(\xi)) < \epsilon$. Observe that given a geodesic ray $\xi$, the sets $U(\xi, R, \epsilon)$ are a neighborhood basis for the cone topology.

The following result is often called the finite approximation Lemma, see for example Theorem 1 in Chapter 8 of [9].

**Lemma 1.3.** Suppose $(X, x_0)$ is a $\delta$-hyperbolic geodesic space and consider

$$\{x_1, \ldots, x_n\} \subset X \cup \partial X.$$ 

Here a point at infinity is understood as the limit of a geodesic ray. Define $Y$ as the union of the geodesic segments or geodesic rays $[x_0, x_i]$. If $2n \leq 2^k + 1$, there exists a simplicial tree $Tr(Y)$ and a map $Y \rightarrow Tr(Y)$ with the following properties:

1. For every $i$, the restriction of $f$ to $[x_0, x_i]$ is an isometry.
2. For every $x, y \in Y$,

$$d(x, y) - 2k\delta \leq d(f(x), f(y)) \leq d(x, y).$$

When $n = 2$ the tree of the finite approximation Lemma is a tripod where the extremes are $f(x_i)$, with $i = 0, 1, 2$ (see Proposition 3.1 of Chapter 1 in [9]).

As it was mentioned before, the following theorem is a classic result for which the author could not find a reference in the literature for non-proper spaces.

**Theorem 1.4.** Let $X$ be a CAT(-1) space. There is a natural homeomorphism

$$((X, \partial X), T_0) \xrightarrow{\Psi} ((X, \partial gX), T_g).$$

**Proof.** Fix a base point $z_0 \in X$. Observe that for every geodesic ray $\tau$ with $\tau(0) = z_0$, the sequence $(\tau(t_n))$ is a Gromov sequence for any sequence $(t_n) \to \infty$ and the class of equivalence of this Gromov sequence does not depend on the choice of the sequence $(t_n)$. Therefore for every geodesic ray $\tau$ with starting point at $z_0$ there is a well defined Gromov sequence $[\tau]$. Let $\Psi$ be the map such that $\partial_0 X \to \partial gX$ is defined by $\Psi(\sigma) = [\sigma]$ and the identity in $X$. In Proposition 4 of Chapter 7 in [15] the authors showed, for proper CAT(-1) spaces, that $\Psi|_{\partial_0 X}$ is a bijection. The same proof can be applied in this context if convergence arguments of Arzelà-Ascoli type are exchanged by properties of convergence of Gromov sequences and applications of the finite approximation Lemma.

The claim now is that $\Psi$ is a homeomorphism. Fix $N_l([\sigma])$ for $t > 0$ and a geodesic ray $\sigma$ issuing from $z_0$. Call $C$ the general constant error coming from the tree approximation for 3 points. Fix $R, \epsilon > 0$ such that $R - \epsilon - C > t + 1$. Let $\tau \neq \sigma$ be a geodesic ray from $x_0$ such that $d(\tau(R), \sigma(R)) < \epsilon$ and consider any $s > R$. If $((\sigma(s), \tau(s)))_{z_0} > t + 1$, then $\sigma(s) \in N_l([\sigma])$. If this is not the case, then $R > (\sigma(s), \tau(s))_{z_0}$ and from the tripod approximation for the points $\{z_0, \sigma(s), \tau(s)\}$,

$$|(\sigma(s), \tau(s))_{z_0} - (\sigma(R), \tau(R))_{z_0}| < C.$$ 

But $(\sigma(R), \tau(R))_{z_0} > R - \frac{1}{2}$, therefore $(\sigma(s), \tau(s))_{z_0} > t + 1$, which is a contradic-
tion. This shows that $(\sigma(s), \tau(s))_{x_0} > t + 1$ and that

$$(\tau, [\sigma])_{x_0} = \lim_{s \to \infty} (\sigma(s), \tau(s))_{x_0} \geq t + 1,$$

or in other words, that $[\tau] \in N_t([\sigma])$. To finish just observe that for every $r > 0$,

$$(\sigma(s + r), \tau(s))_{x_0} = \frac{1}{2}(2s + r - d(\sigma(s + r), \tau(s))) \geq \frac{1}{2}(2s - d(\sigma(s), \tau(s))) = (\sigma(s), \tau(s))_{x_0}.$$

This implies that

$$\lim_{r \to \infty} (\sigma(s + r), \tau(s))_{x_0} = ([\tau], [\sigma])_{x_0} \geq t + 1,$$

that shows $\Psi(U(\sigma, R, \epsilon)) \subset N_t([\sigma])$.

Fix $R, \epsilon > 0$ and consider $U(\sigma, R, \epsilon)$. Suppose that for every $t > 0$

$$N_t([\sigma]) \not\subset U(\sigma, R, \epsilon).$$

Thus, for every $n \in \mathbb{N}$ there exists $x_n \in N_n([\sigma]) \setminus U(\sigma, R, \epsilon)$. This means that for every $n$, $(x_n, [\sigma])_{x_0} \geq n$. Choose $s_n$ such that for every $r \geq s_n$,

$$(x_n, \sigma(r))_{x_0} \geq n.$$

Without lost of generality, suppose that $(s_n)_n$ and $(d(x_n, x_0))_n$ are increasing sequences. Using the finite approximation lemma for

$$\{z_0, x_n, x_{n+r}, \sigma(s_{n+r})\},$$

it is possible to show that $(x_n)$ is a Gromov sequence. If $\sigma_n$ is the geodesic segment that connects $z_0$ to $x_n$, then

$$\gamma(t) = \lim_{n \to \infty} \sigma_n(t)$$

is a geodesic, in fact $\gamma$ is such that $\Psi(\gamma) = ([x_n])$. Here an abuse of notation is made because only for $n$ bigger than $t$ it is possible to assume that $\sigma_n(t)$ is defined. By construction $d(\gamma(R), \sigma(R)) \geq \epsilon$, therefore $\gamma \neq \sigma$, but this is a contradiction because $(x_n)$ belongs to $[\gamma]$ and $[\sigma]$. Therefore there exists $t > 0$ such that

$$N_t([\sigma]) \subset U(\sigma, R, \epsilon).$$

**Lemma 1.5.** If $X$ is a CAT(-1) space there exists a constant $C > 0$ such that for every $x, y, z \in X$,

$$|d(x, [y, z]) - (x, y)_z| < C.$$

**Proof.** This is just an application of Lemma 1.3 for $w, x, y, z \in X$ where $w \in [y, z]$ is the point that minimizes the distance between $x$ and the geodesic segment connecting $y$ and $z$. 

In Theorem 1.1 of [6] the authors proved the main statement of the following
lemma in a more general setting. Also in Proposition 2.1 of [1] there is a similar result for locally compact CAT(0) spaces, using the idea of that proof, here an elementary argument is given.

**Lemma 1.6.** Let $X$ be a CAT(-1) space and let $\mathcal{C} = \{C_i\}_{i \in \mathbb{N}}$ be a family of non-empty, closed and convex subsets of $X$ such that for every $n$, $C_{n+1} \subset C_n$. Suppose that for some (any) $z_0 \in X$, $\lim_{n \to \infty} d(z_0, C_n) = \infty$, then there exists $\xi \in \partial X$ such that,

$$\{\xi\} = \bigcap_n \partial C_n.$$  

In particular if there is a group $G$ acting by isometries on $X$ and permuting the elements of $\mathcal{C}$, then $\xi$ is a $G$-fixed point.

**Proof.** For every $n$ there is $x_n \in C_n$ such that $d(z_0, x_n) = d(z_0, C_n)$. There is a constant $C > 0$ coming from the finite approximation lemma such that for every $n, m \in \mathbb{N}$,

$$|d(z_0, [x_n, x_m]) - (x_n, x_m)_{z_0}| < C.$$  

If $m$ is bigger than $n$, $d(z_0, [x_n, x_m]) \geq d(z_0, x_n)$, therefore $(x_n)$ is a Gromov sequence. If $\xi$ is its equivalence class, then $\xi \in \bigcap_n \partial C_n$.  

Suppose there is $\eta \neq \xi$ such that $\eta \in \bigcap_n \partial C_n$. If $\tau$ is the unique geodesic connecting $\eta$ and $\xi$ (see Proposition 4.4.4 of [10]), then the image of $\tau$ is contained in every $C_n$, this is a contradiction because $\bigcap_n C_n = \emptyset$.  

The last claim of the Lemma follows from the fact that $G$ also permutes the elements of $\{\partial C_n\}_n$.  

Let $G$ be a group acting on a space $X$. A function $X \rightarrow \mathbb{R}$ is called quasi-invariant if for every $g$ there exists a constant $c(g)$ such that for every $x \in X$,

$$f(gx) - f(x) = c(g).$$

Observe that the map $c$ in the previous definition has to be a homomorphism. The statement of the next lemma, but in the context of proper CAT(0) spaces, appears in Section 2 of [1]. The arguments there work also for CAT(-1) spaces given the statement of Lemma 1.6 and the following observation. Let $\{C_i\}_{i \in \mathbb{N}}$ be a family of non-empty, convex and closed sets in a complete CAT(0) space $X$ such that for every $n$, $C_{n+1} \subset C_n$. Therefore, $\bigcap_n C_n = \emptyset$ if, and only if, for every $x_0 \in X$, $\lim_{n \to \infty} d(x_0, C_n) = \infty$ (see Proposition 1.2 of [19]).

**Lemma 1.7.** Let a group $G$ act by isometries on a CAT(-1) space $X$. If the action does not have fixed points in $X \cup \partial X$, then every quasi-invariant convex function defined on $X$ is $G$-invariant, has a lower bound and the non-empty sublevel sets of it are $G$-invariant and unbounded.

Let $G$ be a topological group and let $X$ be a topological space. An action of $G$ on $X$ is called orbitally continuous if for every $x \in X$, the map $g \mapsto g \cdot x$ is continuous. If $X$ is a CAT(-1) space an orbitally continuous representation $G \to Isom(X)$ is called non-elementary if it does not have finite orbits in $X \cup \partial X$. From now on all the representations will be considered orbitally continuous.
If \( X \) is CAT\((-1)\) space, \( x_0 \) is a base of point of \( X \) and \( \xi \in \partial X \), the *Busemann function* based on \( \xi \) and normalized in \( x_0 \) is defined as follows. If \( \sigma \) is the geodesic ray that starts at \( x_0 \) and points towards \( \xi \),
\[
 b_{\xi,x_0}(y) = \lim_{t \to \infty} d(y, \sigma(t)) - t.
\]
Observe that
\[
 b_{\xi,x_0}(y) + 2(y, \xi)_{x_0} = \lim_{t \to \infty} (d(y, \sigma(t)) - t) + \lim_{t \to \infty} (d(y, x_0) + t - d(y, \sigma(t))) = d(y, x_0).
\]

The following lemma is well known but a reference in the literature is unknown to the author.

**Lemma 1.8.** Let \( X \) be a CAT\((-1)\) space. A representation \( G \xrightarrow{\rho} \text{Isom}(X) \) is non-elementary if, and only if, it does not fix a point in \( X \cup \partial X \) and it does not preserve a geodesic.

**Proof.** Suppose that \( \rho \) does not have fixed points in \( X \cup \partial X \) and that it does not preserve a geodesic. If \( \rho \) has a finite orbit in \( X \), then it has a fixed point in \( X \) (see Corollary II.2.7 of [3]). Suppose that there is \( \{\xi_1, \ldots, \xi_l\} \) a \( G \)-invariant set in \( \partial X \) with \( n \geq 3 \). Fix a base point \( x_0 \in X \) and consider the function \( f = \sum_{i=1}^n b_{\xi_i,x_0} \).

Observe that \( b_{\xi,x_0}(gy) = b_{g^{-1}g^{-1}x_0}(y) \). As the set \( \{\xi_1, \ldots, \xi_l\} \) is invariant, there is a permutation of \( \{1, \ldots, l\} \) defined by \( g^{-1}\xi_i = \xi_{\varphi(i)} \). Therefore
\[
 b_{\xi,x_0}(gy) = b_{g^{-1}g^{-1}x_0}(y) = b_{\xi_{\varphi(i)},x_0}(y) = b_{\xi_{\varphi(i)},x_0}(y) - b_{\xi_{\varphi(i)},x_0}(g^{-1}x_0).
\]

As a consequence, the convex function \( f \) is quasi-invariant because
\[
 f(gy) = \sum_{i=1}^n b_{\xi_i,x_0}(gy) = \sum_{i=1}^n b_{\xi_i,x_0}(y) - \sum_{i=1}^n b_{\xi_i,x_0}(g^{-1}x_0).
\]

By Lemma 1.7, any non-empty sublevel set of \( f \) is unbounded. Fix one non-empty sublevel set \( C_r \) and let \( (y_n) \in C_r \) be an unbounded sequence. Up to taking a subsequence, we can suppose that \( (y_n) \) converges to at most one point at infinity \( \eta \). Observe that for every \( \xi_i \),
\[
 b_{\xi_i,x_0}(y_n) = d(y_n, x_0) - 2(y_n, \xi_i)_{x_0},
\]
therefore if \( \eta \neq \xi_1, \ldots, \xi_l \), there exists \( C > 0 \) such that for every \( n \),
\[
 |f(y_n) - l d(y_n, x_0)| < C.
\]
This is a contradiction because \( \min(f) \leq f(y_n) \leq r \) and \( \lim d(y_n, x_0) = \infty \).

Now suppose that \( (y_n) \) converges to \( \eta = \xi_1 \). Observe that \( b_{\xi_1,x_0}(y) \geq -d(y, x_0) \)
and that there exists $C' > 0$ such that for every $y_n$,
\[
    f(y_n) = b_{\xi_1,x_0}(y_n) + b_{\xi_2,x_0}(y_n) + \cdots + b_{\xi_l,x_0}(y_n)
\geq -d(y_n,x_0) + (l-1)d(y_n,x_0) - C'
\geq (l-2)d(y_n,x_0) - C'.
\]
Therefore $\{d(y_n,x_0)\}_n$ is bounded, which is a contradiction. \qed

# 2 The main result.

Let $G$ be a (Hausdorff) locally compact group. A discrete subgroup $\Gamma$ is called a lattice if the space $G/H$ admits a non-zero finite $G$-invariant Radon measure.

The next proposition appears in Proposition 2.1 of [7] in the context of proper CAT(0) spaces. The ideas in that article can be used with slight modifications for the case of CAT(-1) spaces.

**Proposition 2.1.** Suppose that $G$ is a locally compact and $\sigma$-compact group, $\Gamma \leq G$ is a lattice and $X$ is a CAT(-1) space. If $G \xrightarrow{\rho} Isom(X)$ is a non-elementary representation and $\rho|_{\Gamma}$ does not have fixed points in $X$, then $\rho|_{\Gamma}$ is a non-elementary representation.

**Proof.** The proof will be by contradiction. Suppose that there exists $\eta \in \partial X$ fixed by the action of $\Gamma$. Using the continuous map $G/\Gamma \to \partial X$, induced by the orbit map $g \mapsto g\eta$, it is possible to define a $G$-invariant probability measure $\mu$ in $\partial X$. Fix a point $x_0 \in X$ and consider the function
\[
    F(y) = \int_{\partial X} b_{\xi,x_0}(y)d\mu(\xi) = \int_{G/\Gamma} b_{g\eta,x_0}(y)d\nu(g\Gamma),
\]
where $\nu$ is the $G$-invariant probability measure in $G/\Gamma$. The function $\xi \mapsto b_{\xi,x_0}(y)$ is continuous (see Lemma 3.4.22 in [10]) and for every $\xi \in \partial X$, $|b_{\xi,x_0}(y)| \leq d(y,x_0)$. This shows that the integral makes sense.

Every function $b_{\xi,x_0}$ is convex, therefore $F$ is convex too. Moreover, for every $g \in G$,
\[
    F(g^{-1}y) = \int_{\partial X} b_{\xi,x_0}(g^{-1}y)d\mu(\xi) = \int_{\partial X} b_{g\xi,gx_0}(y)d\mu(\xi)
\geq \int_{\partial X} \left(b_{g\xi,x_0}(y) - b_{g\xi,gx_0}(x_0)\right)d\mu(\xi)
\geq \int_{\partial X} \left(b_{g\xi,x_0}(y) - b_{\xi,x_0}(g^{-1}x_0)\right)d\mu(\xi)
\geq F(y) - F(g^{-1}x_0),
\]
where the last equality holds because the measure $\mu$ is $G$-invariant. Therefore $F$ is quasi-invariant, and by Lemma [1,7] it is a $G$-invariant function.

Notice that $x_0 \in C_0$, the sublevel set of $F$ associated to 0. Observe that for every $n \in \mathbb{N}$ there exists $x_n \in C_0$ such that $d(x_0,x_n) > n$. Up to taking a subsequence, it is possible to suppose that $(x_n)$ converges at most to $\xi_0 \in \partial X$. The claim is that $F(x_n) \to \infty$, which would be a contradiction. The proof for this statement will follow the ideas of Lemma 2.4 in [5].

By Lemma [1,8] the orbit of every $\eta \in \partial X$ is infinite, hence $\mu$ is a non-atomic
Therefore for every $x \in G$, an elementary representation on a CAT(-1) space $\partial X$ preserves a point at infinity. A finite index subgroup of a lattice is a lattice (see for example Lemma 1.6 in [24]), thus this assumption leads to a contradiction.

Thus $\mathbb{F}(x, m) \leq \min\{d(y, x_0), d(z, x_0)\}$, thus for every $\eta \in \partial X$, $(y, \eta)_{x_0} \leq d(y, x_0)$. Therefore, for every $y \in X$ and $\eta \in \partial X$,

$$b_{\eta, x_0}(y) = d(y, x_0) - 2(y, \eta)_{x_0} \geq -d(y, x_0).$$

Define for every $n \in \mathbb{N}$ the measurable set

$$V(n) = \{\eta \in \partial X \mid \sup_{m \in \mathbb{N}} \{2(x_m, \eta)_{x_0} \leq n\}.$$

The sequence $(x_m)$ belongs to at most $\xi_0$, therefore

$$\partial X \setminus \xi_0 \subset \bigcup_{n} V(n).$$

For every $n$, $V(n) \subset V(n + 1)$, thus there exists some $n_0$ such that $\mu(V(n_0)) > \frac{1}{2}$. Therefore for every $x_m$,

$$F(x_m) = \int_{V(n_0) \setminus \xi_0} b_{\xi, x_0}(x_m) d\mu(\xi) + \int_{(\partial X \setminus \xi_0) \setminus V(n_0)} b_{\xi, x_0}(x_m) d\mu(\xi)$$

$$\geq (d(x_m, x_0) - n_0)\mu(V(n_0)) - (1 - \mu(V(n_0)))d(x_m, x_0)$$

$$= (2\mu(V(n_0)) - 1)d(x_m, x_0) - n_0\mu(V(n_0)).$$

Thus $F(x_m) \to \infty$, which is a contradiction.

If $\rho|\Gamma$ permutes two points at infinity there is an index two subgroup of $\Gamma$ that preserves a point at infinity. A finite index subgroup of a lattice is a lattice (see for example Lemma 1.6 in [24]), thus this assumption leads to a contradiction.

If $\Gamma$ has a fixed point $x \in X$, the orbit map $g \mapsto g \cdot x$ induces in $X$ a $G$-invariant probability measure $\mu$. Consider a nested family of compact sets $\{K_i\}_{i \in \mathbb{N}}$ such that $\bigcup_i K_i = G$. There exists $i$ such that $\mu(K_i \cdot x) > 1/2$, therefore for every $g \in G$,

$$gK_i \cdot x \cap K_i \cdot x \neq \emptyset,$$

or in other words, there are $k_1, k_2 \in K_i$ such that $gk_1 \cdot x = k_2 \cdot x$. Observe that

$$d(g \cdot x, x) \leq d(g \cdot x, gk_1 \cdot x) + d(k_2 \cdot x, x).$$

This shows that $x$ has a bounded orbit, but this is a contradiction because $G$ does not fix any point in $X.$ \hfill \square

Observe that the arguments in the previous proof show that if $G$ has a non-elementary representation on a CAT(-1) space $X$, then neither $\partial X$ nor $X$ admit a $G$-invariant probability measure. This property characterizes the non-elementary representations.

**Proposition 2.2.** Let $G$ be a locally compact and $\sigma$-compact group and let $X$ be a CAT(-1) space. If $G \xrightarrow{\rho} \text{Isom}(X)$ is a representation, then $\rho$ is non-elementary.
if, and only if, neither $X$ nor $\partial X$ admit a $G$-invariant probability measure.

Proof. The implication that has not been discussed can be proved by considering Dirac masses.

**Lemma 2.3.** Let $\Gamma_1$ and $\Gamma_2$ be two uniform lattices of a locally compact group $G$ and let $X \xrightarrow{f_i} Y$, $i = 1, 2$ be two continuous functions between $X$ a topological space and $Y$ a metric space. Suppose $G$ acts transitively on $X$ with compact stabilizers, by isometries on $Y$ and orbitally continuously on both. If $f_i$ is $\Gamma_i$-equivariant, then there exists $C > 0$ such that for every $x \in X$, $d(f_1(x), f_2(x)) < C$.

Proof. There exist compact sets $K_i \subset G$ such that $\Gamma_i K_i = G$ (see for example Lemma 2.46 in [13]). Fix $x_0 \in X$ and take $y \in X$. There exist $\gamma_i \in \Gamma_i$ and $k_i \in K_i$, such that $\gamma_i k_i x_0 = y$. Therefore,

$$d(f_1(y), f_2(y)) = d(\gamma_1 f_1(k_1 x_0), \gamma_2 f_2(k_2 x_0)) = d(\gamma_2^{-1} \gamma_1 f_1(k_1 x_0), f_2(k_2 x_0)) \leq \sup \{ d(z f_1(l_1 x_0), f_2(l_2 x_0)) \mid z \in K_2 \text{Stab}(x_0) K_1^{-1}, l_i \in K_i \}.$$ 

**Lemma 2.4.** Let $\{H_n\}_{n \in \mathbb{N}_{\geq 1}}$ be a sequence of finite-dimensional hyperbolic spaces embedded in $\mathbb{H}_R^{\infty}$, where for $n \geq 2$, $H_n$ is isometric to $\mathbb{H}_R^n$ and $H_1$ is a geodesic. Suppose that for every $n \geq 1$, $H_n \subset H_{n+1}$ and

$$\bigcup_{n \geq 1} H_n = \mathbb{H}_R^{\infty}. $$

Therefore, for every $n \geq 2$ and $y_1, y_2 \in H_n^\infty$, there exists $\varphi \in \text{Isom}(\mathbb{H}_R^n)$ such that, $\varphi|_{H_n} = 1d$ and $\varphi(\{y_1, y_2\}) \subset H_{n+2}$.

Proof. Given $H_n \subset H_{n+2}$ and $y_1, y_2 \in H_n^\infty$, there exists $m \geq n + 2$ and $H$ isometric to $\mathbb{H}_R^m$ such that $y_i \in H$ and $H_{n+2} \subset \mathbb{H}$. Observe that every isometry of $H$ can be extended to an isometry of $\mathbb{H}_R^\infty$. Therefore the problem can be reduced to a statement about $\mathbb{H}_R^m$, where the claim is clear.

Let $M$ be a Riemannian manifold and let $U \subset M$ be an open set contained in a chart $(V, \phi)$. Suppose that $\overline{U} \subset V$ and $\phi^{-1}(U) = B(p, r) \subset \mathbb{R}^m$. For every $\varphi \in C^0(\partial U)$, there exists a unique $h_\varphi \in C^0(\overline{U}) \cap C^2(U)$ which solves the Dirichlet problem, in other words, $h_\varphi$ is harmonic in $U$ ($\Delta h_\varphi|_U = 0$) and $h_\varphi|_{\partial U} = \varphi|_{\partial U}$ (see Lemma 6.10 in [16]). For references about harmonic maps in the Riemannian setting see [23] and for harmonic maps with a CAT(0) codomain see [18] and [19].

For every $x \in U$, the claim is that the map

$$C^0(\partial U) \to \mathbb{R} \quad \varphi \mapsto h_\varphi(x)$$

is a positive linear functional, in other words, it defines a probability measure $p_x^U$ in $\partial U$. Indeed, in every $U$ as above, a harmonic map defined on $\overline{U}$ achieves its maximum (minimum) in $\partial U$ and if there exists $u \in U$ such that the maximum
(minimum) of $h$ is achieved in $u$, then $h$ is constant in $\overline{U}$ (see Theorem 3.1 in [16]). Thus

$$h_\varphi \leq \max_{y \in \partial U} h_\varphi(y) = \max_{y \in \partial U} \varphi(y),$$

therefore the linear map $\varphi \mapsto h_\varphi(x)$ is positive and continuous for every $x \in U$.

A continuous function $M \to \mathbb{R}$ is called subharmonic if for every $U$ as above and every $x \in U$,

$$\varphi(x) \leq \int_{\partial U} \varphi dp_x^U.$$

If $\varphi \in C^2(M)$, then $\varphi$ is subharmonic if, and only if, $\Delta \varphi \geq 0$ (see page 103 of [16]).

Observe that every non-constant subharmonic function $\varphi$ defined on $\overline{U}$ satisfies a maximum principle: the maximum of $\varphi$ is achieved only in the boundary.

**Lemma 2.5.** Let $M$ be a Riemannian manifold and let $(\varphi_n)$ be a sequence of subharmonic functions defined in $M$. If $(\varphi_n) \to \varphi$ uniformly on compact sets, then $\varphi$ is subharmonic.

The proof of the next lemma follows some of the ideas in Theorem 2.3 in [20].

**Lemma 2.6.** Let $X$ be a homogeneous and complete Riemannian manifold and let

$$u, v : X \to H_\mathbb{R}^\infty$$

be two harmonic and Lipschitz continuous functions of class $C^2$. If there exists $C > 0$ such that for every $x \in X$, $d(u(x), v(x)) < C$, then either $f = g$ or the images of $f$ and $g$ are contained in one geodesic.

**Proof.** Suppose that $K > 0$ is a Lipschitz constant for $u$ and $v$. Let $\{y_i\}_{i \in \mathbb{N}} \subset H_\mathbb{R}^\infty$ be such that if for every $n \geq 1$, $H_n$ is the smallest hyperbolic space that contains $\{y_0, \ldots, y_n\}$, then the family $\{H_n\}_{n \geq 1}$ satisfies the hypothesis of Lemma 2.3.

Let $(x_n)_{n \geq 1}$ be a sequence in $X$ such that

$$d(u, v) = \sup_{x \in X} \{d(u(x), v(x))\} = \lim_{n \to \infty} d(u(x_n), v(x_n)).$$

Fix $x_0 \in X$ and for every $i$ choose $\varphi_i \in \text{Isom}(H_\mathbb{R}^\infty)$ such that $\varphi_i(x_0) = x_i$. Define $u_i = u \circ \varphi_i$ and $v_i = v \circ \varphi_i$. For every $i$ there exist an isometry $T_i^1$ such that $T_i^1 \circ u_i(x_0) = y_0$ and $T_i^1 \circ v_i(x_0) \in H_1$. Observe that for every $i$,

$$d(T_i^1 \circ u_i(x_0), T_i^1 \circ v_i(x_0)) \leq d(u, v).$$

$H_1$ is locally compact, therefore there exists a subsequence $(T_i^1 \circ v_i(x_0))_{i \in \mathbb{N}}$ of $(T_i^1 \circ v_i(x_0))_{i \in \mathbb{N}}$ which is convergent.

Let $\{z_i\}_{i \in \mathbb{N} \geq 1}$ be a dense subset of $X$. Observe that for every $i$, there exists an isometry $T_i^2$ such that $T_i^2|_{H_i} = Id$ and

$$\{T_i^2 \circ T_i^1 \circ u_{1,i}(z_1), T_i^2 \circ T_i^1 \circ v_{1,i}(z_1)\} \subset H_3.$$

Notice that for every $i$,

$$d \left( T_i^2 \circ T_i^1 \circ u_{1,i}(z_1), T_i^2 \circ T_i^1 \circ u_{1,i}(x_0) \right) \leq Kd(z_1, x_0),$$
but
\[ T^2_i \circ T^1_{1,i} \circ u_{1,i}(x_0) = T^1_{1,i} \circ u_{1,i}(x_0) = y_0. \]

Therefore
\[ \left( T^2_i \circ T^1_{1,i} \circ u_{1,i}(z_1) \right)_{i \in \mathbb{N}_{\geq 1}} \]
is a bounded sequence in \( H_3 \). Also, for every \( i \),
\[ d\left( T^2_i \circ T^1_{1,i} \circ u_{1,i}(z_1), T^2_i \circ T^1_{1,i} \circ v_{1,i}(z_1) \right) \leq d(u, v). \]

Thus,
\[ \left( T^2_i \circ T^1_{1,i} \circ v_{1,i}(z_1) \right)_{i \geq 1} \]
is again a bounded sequence in \( H_3 \). So it is possible to chose respective subsequences,
\[ \left( T^2_{2,i} \circ T^1_{2,i} \circ u_{2,i}(z_1) \right)_{i \geq 1} \]
and
\[ \left( T^2_{2,i} \circ T^1_{2,i} \circ v_{2,i}(z_1) \right)_{i \geq 1} \]
that are convergent.

By induction on \( n \), suppose that for every for every \( 2 \leq m \leq n \) and for every \( i \geq 1 \) there are isometries \( T^m_{n,i} \), and \( T^1_{n,i} \) such that
\begin{enumerate}
  \item \( T^1_{n,i} \circ u_i(x_0) = y_0 \) and \( (T^1_{n,i} \circ v_i(x_0))_{i \geq 1} \) is a convergent sequence in \( H_1 \).
  \item \( T^m_{n,i}|_{H_{1+2(n-2)}} = Id. \)
  \item \( (T^m_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(z_{m-1}))_{i \geq 1} \) and \( (T^m_{n,i} \circ \cdots \circ T^1_{n,i} \circ v_{n,i}(z_{m-1}))_{i \geq 1} \) are converging sequences in \( H_{1+2(n-1)} \).
\end{enumerate}

For every \( i \geq 1 \), let \( T^{m+1}_{n,i} \) be an isometry with the following properties,
\begin{enumerate}
  \item \( T^{m+1}_{n,i}|_{H_{1+2(n+1-2)}} = Id. \)
  \item \( T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(z_n) \) and \( T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ v_{n,i}(z_n) \) are elements of \( H_{1+2(n+1-1)} \).
\end{enumerate}

Observe that
\[ \left( T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(z_n) \right)_{i \geq 1} \]
is a bounded sequence in \( H_{1+2(n+1-1)} \), indeed
\[ d\left( T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(z_n), T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(x_0) \right) \leq K d(z_n, x_0), \]
but
\[ T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(x_0) = y_0. \]
Moreover, for every \( i \),
\[ d\left( T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ u_{n,i}(z_n), T^{m+1}_{n,i} \circ \cdots \circ T^1_{n,i} \circ v_{n,i}(z_n) \right) \leq d(u, v). \]
Therefore
\[
\left( T_{n+1}^{m+1} \circ \cdots \circ T_{1}^{1} \circ u_{n,i}(z_{n}) \right)_{i \geq 1}
\]
and
\[
\left( T_{n+1}^{m+1} \circ \cdots \circ T_{1}^{1} \circ v_{n,i}(z_{n}) \right)_{i \geq 1}
\]
are bounded sequences in \( H_{1+2(n+1-1)} \). Hence it is possible to choose convergent subsequences
\[
\left( T_{n+1}^{n+1} \circ \cdots \circ T_{1}^{1} \circ u_{n+1,i}(z_{n}) \right)_{i \geq 1}
\]
and
\[
\left( T_{n+1}^{n+1} \circ \cdots \circ T_{1}^{1} \circ v_{n+1,i}(z_{n}) \right)_{i \geq 1}.
\]
Define now,
\[
U(z_{n}) = \lim_{i \to \infty} T_{i,i}^{i} \circ \cdots \circ T_{1}^{1} \circ u_{i,i}(z_{n})
\]
and
\[
V(z_{n}) = \lim_{i \to \infty} T_{i,i}^{i} \circ \cdots \circ T_{1}^{1} \circ v_{i,i}(z_{n}).
\]
Observe that there exists \( M > 0 \) such that,
\[
U(z_{n}) = \lim_{i \to \infty} T_{i,i}^{i} \circ \cdots \circ T_{1}^{1} \circ u_{i,i}(z_{n})
\]
\[
= \lim_{i \to \infty} T_{i,i}^{M} \circ \cdots \circ T_{1}^{1} \circ u_{i,i}(z_{n})
\]
\[
= \lim_{i \to \infty} T_{M,i}^{M} \circ \cdots \circ T_{1}^{1} \circ u_{M,i}(z_{n})
\]
and
\[
V(z_{n}) = \lim_{i \to \infty} T_{M,i}^{M} \circ \cdots \circ T_{1}^{1} \circ v_{M,i}(z_{n}).
\]
Given \( z_{n} \) and \( z_{m} \), there exists \( M' > 0 \) such that
\[
d(U(z_{n}), U(z_{m})) = \lim_{i \to \infty} d(u \circ \varphi_{M',i}(z_{n}), u \circ \varphi_{M',i}(z_{m}))
\]
\[
\leq Kd(z_{n}, z_{m}),
\]
and with the same reasoning,
\[
d(V(z_{n}), V(z_{m})) \leq Kd(z_{n}, z_{m}).
\]
Therefore \( U \) and \( V \) can be extended to \( X \).

For every \( m \geq 1 \), define
\[
R_{m} = T_{m,m}^{m} \circ \cdots \circ T_{1}^{1} \circ u_{m,m}
\]
and
\[
S_{m} = T_{m,m}^{m} \circ \cdots \circ T_{1}^{1} \circ v_{m,m}.
\]
Observe that for every \( m \), \( R_{m} \) and \( S_{m} \) are Lipschitz continuous functions with Lipschitz constant smaller or equal than \( K \). Therefore \( \{R_{n}\}_{n} \) and \( \{S_{n}\}_{n} \) are equicontinuous families. If the function \( L_{n} \) is defined as \( L_{n}(z) = d(R_{n}(z), S_{n}(z)) \), then the family \( \{L_{n}\}_{n} \) is equicontinuous and pointwise convergent to \( z \mapsto d(U(z), V(z)) \), thus by Arzelà-Ascoli Theorem, the convergence is uniform on compact sets.

The functions \( u \) and \( v \) are \( C^{2} \), and for every \( i \), \( \varphi_{i} \) is an isometry, therefore \( u_{i} \)
and \(v_i\) are harmonic functions (see for example Proposition 2.2 in [17]). Moreover, for every \(i, j\), the map \(T_{i,j}\) is an isometry, therefore for every \(m\), the functions \(R_m\) and \(S_m\) defined above are harmonic. For one reference for the last statement see the corollary at the end of page 131 of [12].

The distance function \(H^\infty_R \times H^\infty_R \to \mathbb{R}\) is a (geodesically) convex function and for every \(m\), the map \(x \mapsto d(R_m(x), S_m(x))\) is harmonic (see the second example in page 133 of [12]). Therefore, for every \(m\) the function \(L_m\) is subharmonic (see Theorem 3.4 in [17]) and by Lemma 2.5, the map \(z \mapsto d(U(z), V(z))\) is subharmonic.

Notice that for every \(z \in X\),
\[
d(U(x), V(x)) = \lim_{m} d(T_{m}(x_0), S_{m}(x_0)) = \lim_{m} d(u_{m,m}(x_0), v_{m,m}(x_0)) = \lim_{m} d(u(x_{m,m}), v(x_{m,m})) = d(u, v).
\]
Therefore \(d(U(z), V(z))\) is constant as a consequence of the maximum principle for subharmonic maps. By construction, for every \(z\),
\[
d(U(z), V(z)) = d(u(z), v(z)),
\]
hence, by Lemma 2.2 in [20], either \(u = v\) or the images of \(u\) and \(v\) are contained in a geodesic.

\begin{lemma}
If \(\Gamma\) is a torsion free uniform lattice of \(SU(1,n)\), then the following hold:
\begin{enumerate}
\item All the non-trivial elements act as hyperbolic isometries of \(H^n_C\).
\item If \(l(g)\) is the translation length of \(g\) acting as an isometry of \(H^n_C\), then \(\inf \{l(\gamma) \mid \gamma \in \Gamma \setminus e\} > 0\).
\item There exists \(g \in SU(1,n)\) such that \(g\Gamma g^{-1}\) and \(\Gamma\) are non-commensurable.
\end{enumerate}
\end{lemma}

\begin{proof}
For 1) and 2) see Proposition II.6.10 in [3] and observe that if \(g \in \Gamma \setminus e\) acts as an elliptic isometry, then it is contained in a compact (finite) subgroup of \(\Gamma\) and this cannot be the case.

For 3) observe that every \(\gamma \in \Gamma \setminus e\) preserves a unique axis in \(H^n_C\) and that \(\Gamma\) is finitely generated (see Theorem 6.15 and Remark 6.18 in [24]). Define
\[
X = \{\xi \in \partial H^n_C \mid \gamma \cdot \xi = \xi \text{ for some } \gamma \in \Gamma\}.
\]
Let \(x \in X\) and \(g \in SU(1,n)\) be such that \(g \cdot x \notin X\). This is possible because \(X\) is countable. The claim is that \(g\Gamma g^{-1}\) and \(\Gamma\) are not commensurable. Indeed, \(g \cdot x\) is fixed by some \(\theta \in g\Gamma g^{-1}\), but for every \(n\), \(\theta\) and \(\theta^n\) share the axis, therefore the two lattices cannot be commensurable.
\end{proof}

The existence of uniform lattices in connected, non compact and semisimple groups is due to Borel, for one reference see Chapter XIV in [24]. Any of these lattices is finitely generated and as a consequence of Selberg’s Lemma (see [2]) they are also virtually torsion free. This two facts together with the previous
observations show that there exist $\Gamma_1$ and $\Gamma_2$, non-commensurable uniform lattices in $SU(1,n)$.

Following [14], a pair $(G,H)$ is called a Borel pair if $G$ does not admit non-trivial homomorphisms to a compact group, $H$ is a closed subgroup and $G/H$ admits a finite $G$-invariant measure. In this article the author showed that if $(G,H)$ is a Borel pair, where $G$ is a connected real algebraic group, then $H$ is Zariski dense in $G$ (see Corollary 4 in [14]).

**Lemma 2.8.** Given two non-commensurable lattices $\Gamma_1$ and $\Gamma_2$ of $SU(1,n)$ (or any connected real semisimple linear algebraic group without compact factors), the group $H$ generated by $\Gamma_1 \cup \Gamma_2$ is dense in $SU(1,n)$.

**Proof.** Observe that $\overline{H}$, the closure of $H$ for the usual topology, is Zariski dense in $SU(1,n)$. Consider $\mathfrak{h}$ the Lie subalgebra of $\mathfrak{h}$. This space is invariant under the action of $H$, therefore it is $SU(1,n)$-invariant because the action is Zariski continuous. This means that $\overline{H}_0$ is a normal subgroup of $SU(1,n)$, but $SU(1,n)$ is simple. Suppose $\overline{H}_0$ is the trivial group. Observe that $\overline{H}/\Gamma_i$ carries a finite invariant measure (see Lemma 1.6 in [24]), therefore $\Gamma_1$ and $\Gamma_2$ have finite index in $\overline{H}$. This implies that $\Gamma_1$ and $\Gamma_2$ are commensurable, which is a contradiction. $\square$

Let $SU(1,n) \overset{\phi}{\rightarrow} Isom(H^e_C)$ be the projectivization map. This is a surjective homomorphism onto $Isom_C(H^e_C)$, the group of holomorphic isometries of $H_C^e$. The map $\phi$ has finite kernel, therefore if $\Gamma_1$ and $\Gamma_2$ are as above, $\phi(\Gamma_1)$ and $\phi(\Gamma_2)$ are two uniform non-commensurable lattices of $Isom_C(H^e_C)$. Indeed, observe that $\Gamma_i \cdot \ker(\phi)$ is closed and countable (discrete), therefore there is $U$ an open subset of $SU(1,n)$ such that $U \cap (\Gamma_i \cdot \ker(\phi)) = \{e\}$. This shows that $\phi(\Gamma_i)$ is a discrete subgroup of $Isom_C(H^e_C)$. For the existence of a finite $\phi(SU(1,n))$-invariant measure observe that there is a natural continuous $G$-equivariant bijection

$$SU(1,n)/\Gamma_i \rightarrow \phi(SU(1,n))/\phi(\Gamma_i)$$

where the domain is compact. The lattices $\phi(\Gamma_1)$ and $\phi(\Gamma_2)$ are not commensurable because $\ker(\phi)$ is finite. The group generated by $\phi(\Gamma_1)$ and $\phi(\Gamma_2)$ is dense because $\Gamma_1$ and $\Gamma_2$ generate a dense subgroup of $SU(1,n)$.

**Theorem 2.9.** For $n \geq 2$, the group of holomorphic isometries of the complex hyperbolic space of dimension $n$, $Isom_C(H^e_C)$, does not admit non-elementary representations into $Isom(H^\infty_R)$, the group of isometries of the infinite-dimensional real hyperbolic space.

**Proof.** Let $\rho$ is a non-elementary representation, given a uniform lattice $\Gamma$ of $Isom_C(H^e_C)$, the restriction of $\rho$ to $\Gamma$ is non-elementary. Therefore there exists a $\Gamma$-equivariant, harmonic and Lipschitz continuous map $H^e_C \overset{u}{\rightarrow} H^\infty_R$ (see Theorem 2.3.1 of [19]). In Section 3.2 of [11], the authors showed that this map is $C^\infty$.

Given $\Gamma_1$ and $\Gamma_2$ two non-commensurable and uniform lattices of $Isom_C(H^e_C)$, there are $C^2$, harmonic, Lipschitz and $\Gamma_i$-equivariant functions, $H^e_C \overset{u_1}{\rightarrow} H^\infty_R$. Therefore it follows from Lemmas [23] and [26] that $u_1 = u_2$. This implies that the function $u = u_1$ is $Isom_C(H^e_C)$-equivariant. In Proposition 8 of [11], the authors showed that the real rank of $u$ is at most 2. The arguments used there go back to the work of Sampson (see [25]). If $x \in H^e_C$, the kernel of $df_x$ is nontrivial.
The group $\text{Stab}(x)$ acts transitively in spheres of the tangent space of $x$ and $u$ is $\text{Isom}_C(H_n^C)$-equivariant, therefore $u$ is constant, but this is a contradiction.
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