Collective mode excitations and simulated \(L\)-edge resonant-inelastic x-ray scattering spectra in antiferromagnetic \(\text{Ca}_2\text{RuO}_4\)
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Using the three-orbital Hubbard model, we investigate the low-energy excitation spectra in the antiferromagnetic phase of \(\text{Ca}_2\text{RuO}_4\). We calculate the dynamical susceptibilities in the low-energy region by the random phase approximation and find that the anisotropic dispersion of the transverse mode is in good agreement with the spectra recently reported by inelastic neutron scattering experiments. By the fast-collision approximation, we simulate the resonant inelastic x-ray scattering (RIXS) spectra of the Ru \(L_3\) edge from the dynamical susceptibilities. We show that the dispersion of the transverse mode is clearly observed in the calculated RIXS spectra and that the polarization dependence of the incident x rays enables one to distinguish between the excitations of the in-plane transverse mode and out-of-plane transverse mode.

I. INTRODUCTION

In several 4\(d\) or 5\(d\) electron transition-metal compounds, the spin-orbit coupling (SOC) and electron correlation produce unique quantum states [1, 2]. In materials with \(t_{2g}\) orbitals formed by a cubic crystal field, one electron has an effective orbital angular momentum of \(\ell = 1\), leading to various magnetic properties. In \(t_{2g}^2\) electron systems, for example, a layered perovskite \(\text{Sr}_2\text{IrO}_4\) is a weak Mott insulator with a half-filled narrow isospin \(j = 1/2\) based band in the square lattice [3, 4].

The influence of SOC on \(t_{2g}^4\) electron configuration systems has recently attracted much attention. In SOC-dominated materials, the local spin \(S = 1\) and effective orbital angular momentum \(L = 1\) align antiparallel, resulting in a nonmagnetic state with total angular momentum \(J = 0\). In the region where the crystal field due to distortion of octahedra and/or superexchange are sufficiently strong, the system may become magnetic. The layered perovskite \(\text{Ca}_2\text{RuO}_4\) that we focus on is in such a region, where a metal-insulator transition with a shortened \(c\)-axis occurs at \(T_{\text{MI}} \approx 360\) K and an antiferromagnetic (AFM) transition occurs at \(T_N \approx 110\) K [5–7]. The low-temperature phase of \(\text{Ca}_2\text{RuO}_4\) is considered to be either an \(S = 1\) Heisenberg antiferromagnet, in which the electronic configuration is \(d^{10}d^{10}_x, d^{10}_y, d^{10}_z\) [8–11], or an excitonic magnet, in which the triplons condense between \(J = 0\) and \(J = 1\) [12–18].

Study of collective mode excitations is essential to understand properties of materials with long-range order. In \(\text{Sr}_2\text{IrO}_4\), for example, \(L\)-edge resonant inelastic x-ray scattering (RIXS) spectra show the dispersion of magnons with energy transfer \(\omega = 0\) at momentum transfer \(q = (0,0)\) [19, 20], which is similar to that of well-known Heisenberg antiferromagnets such as \(\text{La}_2\text{CuO}_4\) [21]. In the AFM phase of \(\text{Ca}_2\text{RuO}_4\), inelastic neutron scattering (INS) spectra show a gap in the spectrum at momentum transfer \(q = (\pi, \pi)\) and a dispersion maximum at \(q = (0,0)\) [8, 9, 22], which is different from the spectrum expected from the magnon dispersion of a simple Heisenberg antiferromagnet. Theoretical explanations made in previous studies include a Heisenberg-model description for \(S = 1\), which incorporates single-ion anisotropy due to spin-orbit coupling [8–11] and triplon condensation [12, 13, 22]. These studies are based on the effective strong-coupling model. However, more detailed models based on realistic electronic states of the system are needed to understand what kind of excitation structure is present in this material. Recently, O \(K\)-edge [23, 24] and Ru \(L_3\)-edge [25] RIXS has also been used to investigate the excitation spectra, which makes it possible to verify the collective excitation structure from various angles.

Using the three-orbital Hubbard model obtained by the band-structure calculation and applying mean-field approximation and random-phase approximation (RPA), we investigate the low-energy excitation spectra in the AFM phase of \(\text{Ca}_2\text{RuO}_4\). We note that \(\text{Ca}_2\text{RuO}_4\) is known as a Mott insulator, in which we expect that the electronic correlation effect plays an important role. However, while the approximations used in this study ignore a large part of the correlation effect, we confirm that the calculated dispersion of the transverse mode is in good agreement with the spectra obtained by INS experiments. Previous studies of \(\text{Ca}_2\text{RuO}_4\) within the mean-field approximation are also found in Refs. [26, 27]. By the fast-collision approximation, we simulate the RIXS spectra of the Ru \(L_3\) edge from the dynamical susceptibility. Indeed, preceding studies have shown that the RIXS spectra of low-energy excitations of AFM ground states in Mott insulators can be reproduced by the mean-field approximation plus RPA [28–30]. We will show that in the calculated RIXS spectra, the dispersion of transverse mode is clearly observed. We will also show that the polarization dependence of incident x rays enable one to distinguish between the excitations of the in-plane transverse mode and out-of-plane transverse mode. We will also confirm that the high-energy RIXS intensity corresponding to excitations between the \(d_{yz/zx}\) and \(d_{xy}\) orbitals are significantly dependent on the angle of incidence, in agreement with previous studies [25].

The rest of this paper is organized as follows. In Sec. II, the three-orbital Hubbard model with SOC is introduced as a phenomenological model for describing \(\text{Ca}_2\text{RuO}_4\), together with the mean-field approximation. We also introduce the RPA and analyze the dynamical magnetic susceptibility corresponding to INS spectra in this approximation. In Sec. III, RIXS spectra tuned for the Ru \(L_3\) edge are calculated based on the fast-collision approximation. The spectral characters in both low- and high-energy regions are discussed. We summarize our results in Sec. IV.
II. MODEL AND METHOD

We introduce the three-orbital Hubbard model, including the SOC term as an effective model for Ca$_2$RuO$_4$. By applying the mean-field approximation, we obtain the AFM ground state of the system. The dynamical magnetic susceptibility is calculated in the RPA.

A. Three-orbital model and mean-field approximation

We consider the three-orbital Hubbard model on the square lattice with periodic boundary condition for modeling the $t_{2g}$ electrons of Ca$_2$RuO$_4$. We define that the $x$ and $y$ axes are parallel to the Ru bonds while the $z$ axis is perpendicular to the square lattice. The lattice constant is set to be unity. The Hamiltonian is written by $H = H_0 + H_{\text{SOC}} + H_{\text{int}}$, where $H_0$ is the kinetic-energy term, $H_{\text{SOC}}$ is the SOC term, and $H_{\text{int}}$ is the interaction term.

The kinetic-energy term reads

$$H_0 = \sum_{k, \sigma, \nu} \epsilon_{\mu, \nu}(k)c_{k, \mu, \sigma}^\dagger c_{k, \nu, \sigma},$$

where $c_{k, \mu, \sigma}^\dagger$ is the creation operator of an electron with wave vector $k$, orbital $\mu (= yz, xz, xy)$, and spin $\sigma (= \uparrow, \downarrow)$. This term is estimated from the first-principles calculations. First, we obtain the band structure, using the QuantumESPRESSO package [34, 35]. The plane-wave cut-off energy is set to 60 Ry, and the $k$-point mesh on the $5 \times 5 \times 2$ Monkhorst-Pack grid [36] is used. We use the crystal structure of Ca$_2$RuO$_4$ at 90 K [37]. Then, we construct the maximally localized Wannier functions [38] for the energy window of $-1.9 \text{ eV} < E - E_F < 0.6 \text{ eV}$.

We consider only the nearest- and the next-nearest-neighbor hopping integrals. The band structure is qualitatively the same as the original one. The orbital-diagonal terms of $\epsilon_{\mu, \nu}(k)$ are given by

$$\epsilon_{xy, xy}(k) = -2t_{xy}^{\text{NN}} \cos k_x + \cos k_y$$
$$- 4t_{xy}^{\text{NNN}} \cos k_x \cos k_y - \Delta,$$ (2)

$$\epsilon_{xz, xz}(k) = -2t_{xz}^{\text{NN}} \cos k_x,$$ (3)

$$\epsilon_{yz, yz}(k) = -2t_{yz}^{\text{NN}} \cos k_y$$

whereas the orbital-off-diagonal terms are given by

$$\epsilon_{xz, xy}(k) = -2t_{xz}^{\text{NN}} \cos k_x,$$
$$\epsilon_{xy, yz}(k) = -2t_{xy}^{\text{NN}} \cos k_y,$$
$$\epsilon_{xz, xz}(k) = -2t_{xz}^{\text{NN}} \cos k_x,$$
$$\epsilon_{yz, yz}(k) = -2t_{yz}^{\text{NN}} \cos k_y$$

$\Delta$ arises from the energy splitting due to compression of RuO$_6$ octahedra, and $t'$ arises from the rotation and tilt of the RuO$_6$ octahedra. The values of the parameters are $t_{xy}^{\text{NN}} = 0.211 \text{ eV}$, $t_{xz}^{\text{NN}} = t_{yz}^{\text{NN}} = 0.158 \text{ eV}$, $t_{xy}^{\text{NNN}} = 0.087 \text{ eV}$, $t' = 0.052 \text{ eV}$, and $\Delta = 0.240 \text{ eV}$.

The effect of SOC and electron-electron interactions at each atomic site $i$ cannot be ignored in Ca$_2$RuO$_4$. The SOC term is given by

$$H_{\text{SOC}} = \zeta \sum_i t_{\mu, \nu} s_{\sigma, \sigma'} c_{i, \mu, \sigma}^\dagger c_{i, \nu, \sigma'},$$

where $\zeta$ is the strength of SOC, $s = \sigma/2$ is the spin angular momentum with Pauli matrix $\sigma$, and

$$\epsilon^x = \begin{pmatrix} 0 & 0 & 0 \\ 0 & i & 0 \\ 0 & 0 & i \end{pmatrix}, \quad \epsilon^y = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix},$$ (6)

$\epsilon^z = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$

is the orbital angular momentum for $t_{2g}$ electrons [39].

The on-site interaction term is given by

$$H_{\text{int}} = \frac{U}{2} \sum_{i, \mu, \sigma} c_{i, \mu, \sigma}^\dagger c_{i, \mu, \sigma} c_{i, \mu, \sigma}^\dagger c_{i, \mu, \sigma}$$
$$+ \frac{U'}{2} \sum_{i, \mu, \sigma, \sigma'} \sum_{\nu \neq \nu'} c_{i, \mu, \sigma}^\dagger c_{i, \nu, \sigma'} c_{i, \nu', \sigma'}^\dagger c_{i, \nu, \sigma'},$$
$$- \frac{J}{2} \sum_{i, \mu, \sigma, \sigma'} \sum_{\nu \neq \nu'} c_{i, \mu, \sigma}^\dagger c_{i, \nu, \sigma'} c_{i, \nu', \sigma'}^\dagger c_{i, \nu, \sigma'},$$
$$+ \frac{J'}{2} \sum_{i, \mu, \sigma \neq \nu, \sigma'} c_{i, \mu, \sigma}^\dagger c_{i, \mu, \sigma} c_{i, \nu, \sigma'}^\dagger c_{i, \nu, \sigma'},$$ (7)

where $U$, $U'$, $J$, and $J'$ are the intraorbital Coulomb interaction, interorbital one, Hund’s rule coupling, and pair-hopping interaction, respectively. We define $\uparrow = \downarrow$ and $\downarrow = \uparrow$. We assume $J' = J$ and $U' = U - 2J$, which are satisfied in an isolated ion [40].

We apply the mean-field approximation to the interaction terms to obtain the ground state. We define the mean fields $\sum_{k_0} c_{k_0, \mu, \sigma}^\dagger c_{k_0 + \mathbf{Q}, \nu, \sigma'}$ with ordering vector $\mathbf{Q}$ for all combinations about orbital and spin, where $k_0$ is the wave vector in the reduced Brillouin zone and $m$ is an integer. In this paper, we assume a checkerboard-type order, i.e., $\mathbf{Q} = (\pi, \pi)$ and $m = 0, 1$. The diagonalized mean-field Hamiltonian is written as

$$H_{\text{MF}} = \sum_{k_0, \epsilon} E_{k_0, \epsilon} \gamma_{k_0, \epsilon}^\dagger \gamma_{k_0, \epsilon},$$ (8)

where $\gamma_{k_0, \epsilon}$ is the canonical transformation of annihilation operator satisfying $c_{k_0 + m\mathbf{Q}, \mu, \sigma} = \sum_{\mu, \sigma, m, \epsilon} \gamma_{k_0, \epsilon}^\dagger c_{k_0 + m\mathbf{Q}, \mu, \sigma}$, and $E_{k_0, \epsilon}$ is the single-particle energy with band index $\epsilon$. In this paper, we assume the absolute zero temperature and determine the Fermi energy $E_F$ from the constraint that the number of particles per site equals to 4. Using $100 \times 100$ meshes in the reduced Brillouin zone, we solved the mean-field equations self-consistently to calculate the order parameters, as discussed below.
B. Magnetic moment

The magnetic moment is obtained from the sum of the spin and orbital angular momentum, i.e.,

$$M^\alpha = 2S^\alpha + L^\alpha,$$

(9)

where $L^\alpha = \ell^\alpha \otimes I_2$ and $S^\alpha = I_1 \otimes s^\alpha$, and $I_n$ is the identity matrix of size $n$. Using the creation and annihilation operators of electrons, the corresponding magnetic-moment operator with momentum $\mathbf{q}$ along $\alpha$ direction is expressed by

$$\hat{M}_q^\alpha = 2\hat{S}_q^\alpha + \hat{L}_q^\alpha = \sum_k \mathbf{c}_k^\dagger M^\alpha \mathbf{c}_{k+q},$$

(10)

where $\mathbf{c}_k = (c_{k,xz,1}, c_{k,xy,1}, c_{k,zy,1}, c_{k,xy,2}, c_{k,zy,2}, c_{k,xy,3})^T$.

We calculate the average value of the magnetic moment by setting $\zeta = 0.15 \text{ eV}$, $U = 2.0 \text{ eV}$ and $J = 0.47 \text{ eV}$, which are comparable to the ones used in previous theoretical studies [18, 41, 42]. We find that, under the mean-field approximation, the AFM order with ordering vector $\mathbf{Q}$ is stable, and the spin moment and orbital moment are parallel. The expectation value of each component is

$$\langle \hat{S}_{Qq}^b \rangle = 0.956 \mu_B, \quad \langle \hat{S}_{Qq}^b \rangle = 0.103 \mu_B, \quad \langle \hat{L}_{Qq}^b \rangle = 0.620 \mu_B, \quad \langle \hat{L}_{Qq}^b \rangle = 0.072 \mu_B,$$

and the components along $a$ axis are zero, where $a$ and $b$ axes are along $(1, -1)$ and $(1, 1)$ directions, respectively. Thus, the magnetic moment lies in the plane nearly parallel to the $b$ axis. The calculated magnetic moment 2.55 $\mu_B$ is higher than the experimental value 1.3 $\mu_B$ [6]. This is due to the fact that angular momentum fluctuations are neglected in the mean-field approximation; a similar overestimation is also found in the previous studies using the mean-field approximation [41].

Figure 1(a) shows the energy dispersion without the interaction term ($U = J = 0$). Without the SOC ($\zeta = 0$, dotted red lines), the upper four bands, which are degenerate at $(\pi/2, \pi/2)$, come from the $d_{x^2-y^2}$ orbitals. These bands are lifted by introducing the SOC term ($\zeta = 0.15 \text{ eV}$, solid black lines). Introducing the interaction term ($U = 2.0 \text{ eV}$ and $J = 0.47 \text{ eV}$) and assuming the AFM order in the mean-field approximation, the system becomes fully insulating, as shown in Fig. 1(b). There is one slow-dispersed band around $-0.5 \text{ eV}$, two slow-dispersed bands around $-2.0 \text{ eV}$, and one fast-dispersed band extended between $-2.5 \text{ eV}$ and $-1.2 \text{ eV}$, which are consistent with the angle-resolved photoemission spectroscopy experiment [43].

C. Random-phase approximation

The dynamical susceptibility of a multiorbital system is in general written as

$$\chi_{\alpha\alpha'}(\mathbf{q}_1, \mathbf{q}_2, \omega) = \frac{i}{N} \sum_{k,k',\mathbf{q}} \int_0^\infty \frac{dt}{e^{i\omega t}}$$

$$\times \left\{ \left[ c_{k',k+\mathbf{q}_1}^\dagger \alpha_1(t) c_{k_1,\alpha_1}^\dagger(t) c_{k_2+\mathbf{q}_2,\alpha_2}^\dagger(0) c_{k_2,\alpha_2}(0) \right] \right\},$$

(11)

where $N$ is the number of $k$ points in the Brillouin zone, and $c_{\mathbf{k},\mu,\sigma}(t)$ is the Heisenberg representation of $c_{\mathbf{k},\mu,\sigma}$. We define $u = (k, \sigma_1, \lambda, \sigma_2)$ and $v = (\mu, \sigma_3, \nu, \sigma_3)$. Hereafter, we consider the case $\mathbf{q}_1 = \mathbf{q} + l_1 \mathbf{Q}$ and $\mathbf{q}_2 = \mathbf{q} + l_2 \mathbf{Q}$. The bare susceptibility is given by

$$\chi_{0,\alpha}(\mathbf{q} + l_1 \mathbf{Q}, \mathbf{q} + l_2 \mathbf{Q}, \omega)$$

$$= \frac{1}{N} \sum_{p_0,m,n,e,e'} \frac{f(E_{p_0+\mathbf{q},e}) - f(E_{p_0,e'})}{E_{p_0+\mathbf{q},e} - E_{p_0,e'} - (\omega + i\eta)}$$

$$\times \psi_{\lambda,\alpha_1,\lambda_1;\nu,\alpha_2}(p_0 + q) \psi_{\mu_1,\alpha_2;\nu_1,\alpha_3}^*(p_0 + q)$$

$$\times \psi_{\nu,\alpha_3,\nu_1;\lambda_1,\alpha_1}(p_0) \psi_{\mu_1,\alpha_2;\nu_1,\alpha_3}^*(p_0),$$

(12)

where $f(E)$ is the Fermi distribution function and the summation with respect to $p_0$ runs over the reduced Brillouin zone. We calculate the dynamical susceptibility in the multi-orbital
TABLE I. Nonzero elements of $V_{\sigma,\sigma'}$.

| $\sigma_1 = \sigma_2 = \sigma_3 = \sigma_4$ | $\sigma_1 = \sigma_2 \neq \sigma_3 = \sigma_4$ | $\sigma_1 = \sigma_4 \neq \sigma_2 = \sigma_3$ |
|------------------------------------------|------------------------------------------|------------------------------------------|
| $\mu = \nu = \kappa = \lambda$          | $-U$                                    | $U$                                      |
| $\mu = \kappa \neq \nu = \lambda$      | $-J$                                    | $J$                                      |
| $\mu = \nu \neq \kappa = \lambda$      | $-U + 3J$                               | $-U + 2J$                                |
| $\mu = \lambda \neq \nu = \kappa$      | $U - 3J$                                | $U - 2J$                                 |


Before calculating the RIXS spectra, we investigate the dynamical magnetic susceptibility, whose imaginary part directly corresponds to the excitation spectra observed in INS experiments. The $\alpha$ component of the dynamical magnetic susceptibility is given by

$$\chi^{\alpha\alpha}(q, \omega) = \frac{i}{N} \int_0^\infty dt e^{i\omega t} \langle \left\{ M_q^{\alpha}(t), M_q^{\alpha}(0) \right\} \rangle,$$

where the magnetic moment is defined in Eq. (10).

We carry out the calculation of the dynamical susceptibility with $N = 50 \times 50$ meshes for $k$-space integration. Figure 2 shows the imaginary part of the total dynamical magnetic susceptibility $\Im \chi(q, \omega) = \Im \sum_{\alpha} \chi^{\alpha\alpha}(q, \omega)$. In Fig. 2(a), we consider the case where the SOC term in the Hamiltonian is neglected, i.e., $\zeta = 0$. In this case, we observe the strong intensity at $q = (\pi, \pi)$, which corresponds to the transverse-mode excitation. Since the system is free from the SOC, the quantization axis of the antiferromagnetically ordered spins can be chosen in an arbitrary direction, and therefore the excitation gap of the spin-transverse mode closes at $q = (\pi, \pi)$. Also, the peak position of the excitation goes to $\omega = 0$ at $q = (0, 0)$. This behavior is the same as the spin-wave dispersion of the AF Heisenberg model [22] or the single-band Hubbard model at half-filling in the AF state [45]. Thus, the excitation spectra can be interpreted to be the usual spin-wave dispersion of the AF state when the SOC is absent.

Now, we turn on the SOC term. The magnitude of the SOC is set to be $\zeta = 0.15$ eV. The imaginary part of the dynamical susceptibility, in this case, is shown in Fig. 2(b). We find that the strong intensity appears at $q = (\pi, \pi)$, as in the case of $\zeta = 0$, but the peak position locates at finite frequency; i.e., the collective excitation is gapped at this point. This is because the finite $\zeta$ and $\tau'$ in the Hamiltonian cooperatively introduce the magnetic anisotropy to the system. Apart from the case without the SOC, the dispersion of the collective excitation reaches a maximum at $q = (0, 0)$. This behavior resembles the spin-wave dispersion in a typical XY model [22]. By decomposing the dynamical magnetic susceptibility according to the direction of magnetization, we find that this excitation dispersion originates from the in-plane transverse component. The out-of-plane transverse component shows a maximum at $q = (\pi, \pi)$ and a minimum at $q = (0, 0)$, which can be seen as a comparably weak intensity in Fig. 2(b). The in-plane and out-of-plane transverse modes are degenerate along $q = (\pi, 0)$ to $(0, 0)$.

The characteristic behaviors of the calculated dynamical susceptibility mentioned above are qualitatively consistent with the spectra observed in the previous INS experiments [8, 9, 22], except for the longitudinal mode. This longitudinal mode is also observed in Raman scattering experiment.

FIG. 2. Calculated imaginary part of the dynamical magnetic susceptibility (a) without SOC ($\zeta = 0$) and (b) with SOC ($\zeta = 0.15$ eV). We set the broadening parameter $\eta = 3$ meV.
atoms to the conduction band. Next, the electron in the conduction band interacts with the electrons in the valence band. Finally, the electron in the valence band falls into the hole of the core-level 2p orbital, simultaneously emitting photons. Since the incident photon and emitted photon have a different energy, this scattering process is inelastic.

We now introduce the dipole transition operator $D_{k,e}$ ($D_{k,e}^\dagger$), which describes the x-ray absorption (emission) as

$$D_{k,e} = \sum_{k',j,j',\mu,\sigma} c_{\mu,\sigma}^{j,j'}(\omega)e_{k',j,j',\mu,\sigma}p_{k',j,j'};$$  \hspace{1cm} (15)$$

where $k$ and $e$ are the wave vector and polarization vector of the x-ray, respectively, and $p_{k',j,j'}$ is the annihilation operator of an electron in the core-level Ru 2p-orbital with total angular momentum $j$, whose $z$ component is $j_z$. The matrix element of the dipole operator is given by

$$c_{\mu,\sigma}^{j,j'}(\omega) = \langle 4d, \mu, \sigma | \epsilon | 2p, j, j' \rangle,$$  \hspace{1cm} (16)$$

where $\langle 4d, \mu, \sigma | 2p, j, j' \rangle$ is the states with 4d and 2p orbitals in Ru. The matrix elements are listed in Appendix A. From the resonance terms of the second-order response of the external field, the scattering intensity of resonant x-ray is given by

$$I_{\text{RIXS}}(q) = \sum_{f} \left| \langle f | D_{k_{\text{out}},e_{\text{out}}}^{\dagger} | \omega_{\text{in}} + \omega_{\text{out}} - E_{f} - i\Gamma \rangle \right|^2 \delta(\omega - E_{f}),$$  \hspace{1cm} (17)$$

where $E_{f}$ is the energy of the initial (final) state, $E_{\text{in}}$ is the energy of the intermediate state, $e_{\text{in}}$ ($e_{\text{out}}$) is polarization vector of incoming (outgoing) x-ray, and $1/\Gamma$ represents the lifetime of the intermediate state. Hereafter, we consider the Ru $L_3$-edge x-ray absorption, i.e., $f = 3/2$. Furthermore, to calculate the RIXS intensity, we apply the fast-collision approximation; i.e., the lifetime of the intermediate state is assumed to be sufficiently short compared to the scale of the electron motion, so that we neglect the dynamics in the intermediate state. With this approximation, Eq. (17) is simplified as

$$I_{\text{RIXS}}(q, \omega, e_{\text{in}}, e_{\text{out}}) \propto \frac{\chi_{uv}^{\text{in}}(q, \omega)}{\sum_{j_z} c_{\mu,\sigma}^{j,j_z}(e_{\text{out}})}c_{\nu,\sigma}^{j,j_z}(e_{\text{in}}) c_{\nu,\sigma}^{j,j_z}(e_{\text{in}}) \times \delta(\omega - E_{f}),$$  \hspace{1cm} (18)$$

We assume that the polarization of the outgoing x-rays is not taken into account, i.e., the intensity of RIXS spectral is calculated as a sum of the spectra with $\sigma$- and $\pi$-polarized $e_{\text{out}}$.

Figure 4 illustrates the scattering geometry assumed in the calculation of the RIXS spectra. $k_{\text{in}}$ ($k_{\text{out}}$) is the wave vector of the incident (scattered) x-ray, and we assume that the angle...
between \( \mathbf{k}_{\text{in}} \) and \( \mathbf{k}_{\text{out}} \) is equal to \( \pi/2 \), and the scattering plane is perpendicular to the square lattice. We denote the angle between the \( xy \)-plane and \( \mathbf{k}_{\text{in}} \) as \( \theta \). Since we consider the two-dimensional system, the momentum transfer \( \mathbf{q} \) is equal to \( \mathbf{k}_{\text{in}} - \mathbf{k}_{\text{out}} \) projected onto the \( xy \)-plane. The energy of the dipole-active \( L_3 \) edge of Ru atom is about 2838.5 eV [25], which corresponds to \( | \mathbf{k}_{\text{in}} | \approx | \mathbf{k}_{\text{out}} | \approx 1.76 \pi \). Therefore, by varying the angle of the incident x-ray, the momentum transfer can sweep the entire Brillouin zone. We investigate the RIXS spectra in both low-energy and high-energy regions.

B. Simulated RIXS spectra

The RIXS spectra of \( \sigma \) and \( \pi \) polarization for \( \mathbf{q} = ( -\pi, 0 ) \) to \( ( \pi, 0 ) \) with \( \mathbf{k}_{\text{in}} \) and \( \mathbf{k}_{\text{out}} \) in the \( ( k_y = 0 ) \) plane are plotted in Figs. 5(a) and 5(b). In this case, the angle of incident light is taken from \( \theta = 0.382 \pi \) to \( 0.118 \pi \). The results show that when the incident light is \( \sigma \) polarized, the strong intensity originating from the in-plane transverse mode appears at \( ( -\pi, 0 ) \). On the other hand, when the incident light is \( \pi \) polarized, the strong intensity appears at \( ( \pi, 0 ) \). We also investigate the RIXS spectra of \( \sigma \) and \( \pi \) polarization for \( \mathbf{q} = ( -\pi, -\pi ) \) to \( ( \pi, \pi ) \) with \( \mathbf{k}_{\text{in}} \) and \( \mathbf{k}_{\text{out}} \) in the \( ( k_x = k_y ) \) plane, which are plotted in Figs. 5(c) and 5(d). In this case, the angle of incident light is taken from \( \theta = 0.442 \pi \) to \( 0.058 \pi \). We find that only the out-of-plane transverse mode is observed in the \( \sigma \) polarization, while the in-plane transverse mode is observed in the \( \pi \) polarization.

Finally, we investigate the RIXS spectra in the high-energy region. Figure 6 shows the RIXS spectra obtained by varying the angle \( \theta \) with \( \mathbf{k}_{\text{in}} \) and \( \mathbf{k}_{\text{out}} \) in the \( ( k_y = 0 ) \) plane; the results for \( \sigma \) (\( \pi \)) polarization are shown in Fig. 6(a) (Fig. 6(b)). We find three peaks around 50 meV, 200 meV, and 500 meV. The 50meV peak corresponds to the collective excitation of the transverse mode discussed in Sec. II.D. The 200 (500) meV peak originates from the excitation from the \( d_{xy} \) orbital to \( d_{yz/zx} \) orbital with spin conservation (spin flipping) (see Appendix B). We find that the intensity of the RIXS spectra in the \( \pi \) polarization is much larger than that in the \( \sigma \) polarization. In particular, the 200 and 500 meV peaks for \( \pi \) polarization show significant intensity at \( \theta = 0 \), which gradually decrease by increasing \( \theta \) from zero to \( \pi/2 \); the result is consistent with the \( \theta \) dependence of the asymmetric peak at 320 meV observed in the experiment [25].

Therefore, using RIXS, we can selectively observe the collective mode excitations of \( \text{Ca}_2\text{RuO}_4 \) by changing the polarization of the incident light. In other words, the measurement by RIXS has the potential to distinguish a particular kind of collective mode from the excitation spectra.

IV. CONCLUSION

We have analyzed the collective excitations in \( \text{Ca}_2\text{RuO}_4 \) by the itinerant electron approach. We have introduced the three-orbital Hubbard model with SOC, which is an effective model of \( \text{Ca}_2\text{RuO}_4 \). We have applied the mean-field approximation to the model and have obtained the AFM ground state. Using this state, we have calculated the dynamical magnetic susceptibility by RPA and have obtained the excitation spectra of in-plane and out-of-plane transverse modes. We thus found that the excitation spectra are consistent with the spectra observed in the previous INS experiments, which confirms the validity of this model.

To calculate the RIXS spectra, we have applied the fast-collision approximation. Using the dynamical susceptibility calculated in the RPA, we have obtained the Ru \( L_3 \)-edge RIXS spectra of \( \text{Ca}_2\text{RuO}_4 \). We have found that the RIXS spectra are quite asymmetric concerning momentum transfer \( \mathbf{k} \) and \( -\mathbf{k} \) and that the in-plane and out-of-plane transverse modes can be distinguished by varying the polarization of incident light.

The results obtained in this paper are consistent with the experimental results, except for the longitudinal mode observed in the INS spectra. This may be due to the fact that the mean-field approximation overestimates the magnitude of AFM order, so that the peak position of the longitudinal-mode excitation appears higher in energy than expected. To obtain the longitudinal mode with appropriate excitation energy in the itinerant electron approach, it is necessary to go beyond the mean-field approximation and RPA, incorporating the quantum fluctuations driven by electron-electron correlations more accurately. However, we stress that our results properly reproduce the excitation spectra of the transverse mode and that the predicted RIXS spectra can advance our understanding of this material, which we hope will lead to a better understanding of the character of collective excitations in strong SOC materials in general. We expect that the selective behavior for the polarization of incident light in the RIXS spectra will be observed experimentally in the future.
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Appendix A: List of matrix elements of dipole operator

To obtain the intensity of the RIXS spectra, we should calculate the matrix elements of the dipolar operator given in Eq. (16). If we write the polarization vector as \( \mathbf{e} = (\varepsilon_x, \varepsilon_y, \varepsilon_z) \), then the matrix element in \( |n, l, m\rangle \) basis, where \( n, l, \) and \( m \) are principal, azimuthal, and magnetic quantum numbers, is given by

\[
\langle n', l', m' | \mathbf{e} \cdot \mathbf{r} | n, l, m \rangle = \sqrt{\frac{4\pi}{3}} \int_0^\infty dr r^3 R^*_{n'l'}(r) R_{nl}(r) \times \left[ \frac{-\varepsilon_x + i\varepsilon_y}{\sqrt{2}} c^1(l', m + 1; l, m) \delta_{m', m+1} + \frac{\varepsilon_x + i\varepsilon_y}{\sqrt{2}} c^1(l', m - 1; l, m) \delta_{m', m-1} + \varepsilon_z c^1(l', m; l, m) \delta_{m', m} \right],
\]

where \( R_{nl}(r) \) is the radial wave functions of a hydrogen atom and \( c^1(l', m'; l, m) \) is the Gaunt coefficient defined as the integral over three spherical harmonics. To obtain the \( L \) edge scattering amplitude for Ru atoms, we have to calculate the dipole matrix element between \( 2p \) and \( t_{2g} \) of \( 4d \) orbitals. By transforming the basis of Eq. (A1), we can obtain such matrix elements as

\[
\langle \mu, \sigma | \mathbf{e}_a \cdot \mathbf{r}_a | j, j_z \rangle,
\]
TABLE II. \( \varepsilon_{\mu, \sigma}^{j, l}(\mathbf{r}_2 \mathbf{g}) \) of the \( \tau_2 \mathbf{g} \) basis with \( j = 3/2 \) and 1/2.

| \( \alpha \) (\( \mu, \sigma \)) \( j = 3/2 \) | \( j = 1/2 \) |
|---|---|---|---|---|---|
| \( x \) (\( xz, \uparrow \)) | - | - | - | - | - |
| \( xz, \downarrow \) | - | - | - | - |- |
| \( xy, \uparrow \) | - | - | - | - | - |
| \( xy, \downarrow \) | - | - | - | - | - |
| \( yz, \uparrow \) | - | - | - | - | - |
| \( yz, \downarrow \) | - | - | - | - | - |
| \( xz, \uparrow \) | - | - | - | - | - |
| \( xz, \downarrow \) | - | - | - | - | - |

FIG. 7. Calculated susceptibilities at \( \mathbf{q} = (0, 0) \) and \( \mathbf{q} = (\pi, \pi) \). (a) Total magnetic susceptibility. (b) Spin-flip susceptibility in \( d_{yz} \) orbital. (c) Spin-flip susceptibility between \( d_{xz} \) and \( d_{yz} \) orbitals. (d) Spin-conservation susceptibility between \( d_{xz} \) and \( d_{xy} \) orbitals. (e) Spin-flip susceptibility between \( d_{yz} \) and \( d_{xy} \) orbitals. We set the broadening parameter \( \eta = 30 \) meV.

whose specific values are listed in Table II.

Appendix B: Spin-orbital resolved susceptibility

We investigated the spin-orbital resolved susceptibility to interpret the excitation spectra. Figure 7(a) shows the total magnetic susceptibility, showing the low-energy (< 50 meV) peaks originating from the transverse mode and high-energy (~200 meV) peaks. Next, we calculated spin-orbital resolved susceptibility, which is given by

\[
\chi(\mathbf{q}, \omega) = \frac{i}{N} \int_0^\infty dt \, e^{i \omega t} \left\langle \left[ O_3^\dagger(t), O_q(0) \right] \rightangle, \tag{B1}
\]

with

\[
O_q = \sum_k c_k^\dagger (O_3 \otimes O_2) c_{k+q}, \tag{B2}
\]

where \( O_3(2) \) is a matrix in orbital (spin) space.

Figure 7(b) shows the spin-flip susceptibility in the \( d_{yz} \) orbital with

\[
O_3 \otimes O_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & i \exp(i \frac{\pi}{4}) \\ i \exp(-i \frac{\pi}{4}) & -1 \end{pmatrix}. \tag{B3}
\]

This susceptibility contributes to transverse mode (< 50 meV).

Figure 7(c) shows the spin-flip susceptibility between the \( d_{xz} \) and \( d_{xy} \) orbital with

\[
O_3 \otimes O_2 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & i \exp(i \frac{\pi}{4}) \\ i \exp(-i \frac{\pi}{4}) & -1 \end{pmatrix}. \tag{B4}
\]

This susceptibility does not contribute to the low-energy excitation.

Figure 7(d) shows the spin-conservation susceptibility between the \( d_{yz} \) and \( d_{xy} \) orbitals with

\[
O_3 \otimes O_2 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{B5}
\]

This susceptibility has a peak at 200 meV.

Figure 7(e) shows the spin-flip susceptibility between the \( d_{yz} \) and \( d_{xy} \) orbitals with

\[
O_3 \otimes O_2 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & i \exp(i \frac{\pi}{4}) \\ i \exp(-i \frac{\pi}{4}) & -1 \end{pmatrix}. \tag{B6}
\]

This susceptibility has a peak at 500 meV, which does not contribute to the INS spectrum, but contributes to the RIXS spectrum (see Fig. 6).
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