RED: Deep Recurrent Neural Networks for Sleep EEG Event Detection
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Abstract—The brain electrical activity presents several short events during sleep that can be observed as distinctive microstructures in the electroencephalogram (EEG), such as sleep spindles and K-complexes. These events have been associated with biological processes and neurological disorders, making them a research topic in sleep medicine. However, manual detection limits their study because it is time-consuming and affected by significant inter-expert variability, motivating automatic approaches. We propose a deep learning approach based on convolutional and recurrent neural networks for sleep EEG event detection called Recurrent Event Detector (RED). RED uses one of two input representations: a) the time-domain EEG signal, or b) a complex spectrogram of the signal obtained with the Continuous Wavelet Transform (CWT). Unlike previous approaches, a fixed time window is avoided and temporal context is integrated to better emulate the visual criteria of experts. When evaluated on the MASS dataset, our detectors outperform the state of the art in both sleep spindle and K-complex detection with a mean F1-score of at least 80.9% and 82.6%, respectively. Although the CWT-domain model obtained a similar performance than its time-domain counterpart, the former allows in principle a more interpretable input representation due to the use of a spectrogram. The proposed approach is event-agnostic and can be used directly to detect other types of sleep events.

I. INTRODUCTION

Sleep research plays a key role in the study of healthy brain functioning and development. Typically, a set of physiological signals called polysomnogram (PSG) is recorded, among which the electroencephalogram (EEG), i.e., the measurement of the brain electrical activity, stands out. The PSG allows experts to recognize sleep stages and short events caused by biological processes. According to the official manual of the American Academy of Sleep Medicine (AASM), sleep is divided into five stages called W, R, N1, N2 and N3 [1], where W, R and N stand for Wake, REM and Non-REM, respectively.

Half of sleep is spent in stage N2, which is dominated by low-amplitude background activity of 4-7 Hz and by two landmark events called sleep spindles and K-complexes. Fig. 1a shows an EEG segment in stage N2 where both types of events can be observed. Sleep spindles are bursts of oscillatory activity, typically of 0.5-2 s and 11-16 Hz (sigma band) in adults [1], which have been associated with learning [2], memory consolidation [2], and schizophrenia [3]. K-complexes are high-amplitude biphasic waves, typically of 0.5-1.5 s and 0.5-2 Hz [1], which have been associated with internal and external stimulus processing [4], sleep maintenance [4], epilepsy [5], obstructive sleep apnea [6], and restless leg syndrome [7].

The automatic detection of these EEG events is desirable for the following reasons. Manual detection is time-consuming because experts visually inspect the PSG in segments of 20 s or 30 s, called epochs. Furthermore, there is low inter-expert agreement because of subjective definitions [8]. Conversely, automatic algorithms offer consistent and fast detections. However, most algorithms show a high false-discovery rate [2]. Recently, deep learning methods [9], [10] have been applied, achieving state-of-the-art performances.

The AASM manual describes sleep spindles and K-complexes as salient patterns in the EEG, implying a concept of context. Additionally, the long-term temporal structure provides useful information for detection, such as compatible surrounding activity and signal artifacts.

Our hypothesis is that modeling long-term temporal context can improve detection performance. In this paper we propose a deep learning approach called Recurrent Event Detector (RED) based on convolutional layers for local feature extraction and recurrent layers for long-term temporal modeling. We propose two variants of RED with different input representations: RED-Time, that uses the 1D time-domain EEG signal, and RED-CWT, that uses a 2D spectrogram obtained with the Continuous Wavelet Transform (CWT) [11].

The main contributions of this work are the following: a) to propose a detection method with better context modeling and without arbitrary input partitions, b) to compare the performance of the time-domain and the CWT-domain input representations, and c) to assess the proposed models and the baselines using a common evaluation framework.

II. RELATED WORK

Several methods have been proposed for sleep spindle and K-complex detection. They use a variety of processing techniques, either only in the time-domain [9], [12]–[14] or...
in combination with the frequency-domain [10], [15]–[20]. Traditional methods assign a label by sliding a window of fixed width or by thresholding one or more time-varying features. The former approach is limited by the window width because a large window allows more information to be used but decreases the temporal resolution; and the latter approach depends strongly on the designed features and the generalization capability of the thresholds to different subjects. In addition, traditional methods usually produce a high number of false positives due to the biological variability in- and intra-subjects as well as a subjective human scoring that makes the knowledge transfer from sleep experts to an algorithm a difficult task. Moreover, hand-crafted features are event-specific so they do not generalize to other types of events. As an alternative, deep learning methods can automatically learn features from data that can generalize to unseen recordings.

DOSED [9] is an event-agnostic approach based on a convolutional neural network that processes the time-domain EEG signal in segments of 20 s. After the convolutional feature extraction, the prediction is done using a single convolutional layer with valid padding whose kernel size is equal to the previous feature map size. This results in a fully-connected layer applied to the entire EEG segment to take into account the temporal context of events. Default centers with a default duration are evenly placed on the segment, and DOSED predicts whether there is an event at each location or not and the corresponding deviations from the default values.

DOSED has two main limitations. The first one is that the default duration and the spacing between default centers are two hyperparameters that need to be adjusted considering domain knowledge for the event of interest. The second one is a low capacity to model temporal context. The whole segment is combined only at the last layer, implying that long-term temporal dependencies are restricted to be linear. Additionally, even though the theoretical receptive field is large at the last convolutional layer, the effective receptive field could be much smaller [21], restricting how much of the local context is used.

Another deep learning method is SpindleNet [10], which is specific to sleep spindles. First, a window of 250 ms is extracted from the EEG and band-pass filtered in the sigma band. Two neural networks, each of them composed of convolutional and recurrent layers, process the original signal and the envelope of the filtered signal, respectively. The outputs are concatenated with power features computed on the same window to predict whether it belongs to a sleep spindle or not using fully-connected layers. By sliding the window through the signal, predictions are made in the entire EEG.

The main limitation of SpindleNet is that it cannot model temporal context outside the small window of EEG. In addition, it is event-specific, and the right window width has to be selected, which affects both the temporal resolution and the maximum context used by the model. Moreover, the sliding-window approach is inefficient for offline detection due to redundant computations.

III. RECURRENT EVENT DETECTOR

In this section, we describe our proposed model called the Recurrent Event Detector (RED), a deep learning approach that does not suffer from the limitations described above for DOSED and SpindleNet. First, we describe the EEG preprocessing and the CWT [11] that is used to transform the 1D time-domain signal to a 2D time-frequency representation. Next, we introduce two variants of RED: RED-Time, that uses the time-domain signal directly, and RED-CWT, that uses the CWT spectrogram as input. Finally, we describe the training process and the postprocessing of predictions.

A. Preprocessing

EEG signals are filtered with a 0.3–35 Hz band-pass filter following standard procedures [1] and resampled to 200 Hz. Each signal is divided by the standard deviation computed from the entire non-testing set, and values below –10 or above 10 were clipped. No artifact removal procedure was conducted.

B. Continuous Wavelet Transform

An alternative input representation is obtained by transforming the time-domain signal into a complex time-frequency representation. There are several methods available to achieve this, e.g., the Short-Time Fourier Transform (STFT). In this work, we use the Continuous Wavelet Transform (CWT) [11], which has optimum time-frequency resolution trade-off thanks to its adaptive window size at each central frequency, as opposed to the fixed-window approach of the STFT. In this way, higher frequencies are extracted using smaller windows, implying higher temporal resolution at the expense of lower frequency resolution. This characteristic makes the CWT suitable to capture transient events in the EEG.
The CWT at scale \( s \) of an input signal \( x(t) \) is computed by convolving \( x(t) \) with a scaled wavelet \( \psi_s(t) \) as

\[
\text{CWT}[x](s,t) = \int x(\tau)\psi_s^*(t-\tau)d\tau.
\]  

For simplicity, we use the complex Morlet wavelet to capture both amplitude and phase:

\[
\psi_s(t) = \frac{1}{Z(s,\beta)} \exp\left(\frac{2\pi t}{s}\right) \exp\left(-\frac{t^2}{\beta s^2}\right).
\]

The wavelet width \( \beta \) controls the time-frequency resolution trade-off. The larger its value, the higher the frequency resolution and the lower the temporal resolution. The normalization constant \( Z(s,\beta) \) is generally chosen to have unit energy.

The central frequency from which each \( \psi_s(t) \) extracts power is determined by the scale \( s \), where lower frequencies are associated with larger scales. We choose a geometric progression of scales, the recommended spacing, to span \( N_f \) frequencies between \( f_{\min} \) and \( f_{\max} \). Motivated by the set of frequency bands used in sleep medicine [1], we set \( f_{\min} \) and \( f_{\max} \) to 0.5 Hz and 30 Hz, respectively. Fig. 1b shows the magnitude of the CWT of the EEG segment shown in Fig. 1a, for \( N_f = 32 \) and \( \beta = 0.5 \). For visualization purposes, \( Z(s,\beta) \) was chosen to have unity gain at each central frequency.

Theoretically, \( \psi_s(t) \) in (2) has infinite support, but a finite support is used in practice. For the function \( \exp(-x^2/(2\sigma^2)) \), a common heuristic is to truncate it to \([-3\sigma, 3\sigma]\) because 99.7% of its mass lies within this interval. Following this heuristic, we truncate each wavelet to \([-\eta s\sqrt{4.5}, \eta s\sqrt{4.5}]\), where \( \eta \geq 1 \) can be adjusted for a wider interval if desired.

For lower frequencies, \( \psi_s(t) \) stretches significantly, resulting in pronounced border effects. To ensure an accurate representation, a padding of \( T_B \) samples from the EEG is used to compute the CWT. The value of \( T_B \) has to be sufficiently large to ensure that there are no border effects inside the segment of interest. After obtaining the CWT, the additional samples are dropped. In Fig. 1b, the CWT was obtained using 5 s of additional samples at each side of the segment, which implies \( T_B = 1000 \) at 200 Hz sampling frequency.

### C. Architectures of the Proposed Models

Fig. 2 illustrates our proposed time-domain and CWT-domain models, called RED-Time and RED-CWT, respectively. The input is a preprocessed signal segment of \( T \) samples and \( C \) channels. A padding of \( T_B \) samples is used for RED-CWT (see Sec. III-B). In this work, we study the single-channel case only (\( C = 1 \)). Additionally, we set \( T = 4000 \) and \( T_B = 1000 \), equivalent to 20 s and 5 s at 200 Hz sampling rate, respectively. Both models are composed of three main parts: local feature extraction, temporal context modeling, and by-sample classification.

The local feature extraction consists of a stack of convolutional layers with an initial number of filters \( N_f \), a kernel of size 3, zero-padding, ReLU activation, and batch-normalization [22] after each convolution and before ReLU. Downsampling is performed after two convolutions using a pooling layer of size 2, and the number of filters is doubled after pooling. Batch-normalization is also applied before the first convolutional layer. This helps to randomly scale the input during training, introducing regularization. In RED-Time, the 1D convolutional layers are applied directly to the time-domain input. On the other hand, in RED-CWT the 2D convolutional layers are applied to the CWT spectrogram of the input. The CWT is computed using a complex Morlet wavelet of width \( \beta \) and \( N_f \) scales. The real and imaginary parts for each input channel are concatenated in the channel axis, and a pooling layer is applied only in the time axis.

In this case, the first batch-normalization layer normalizes across the frequency axis, which allows the model to learn a frequency-specific normalization. For this reason, we simply set \( Z(s,\beta) = 1 \). We let the model learn the width \( \beta \). Because each wavelet size is determined at the initialization, we set \( \eta = 1.5 \) to allow the width to increase if necessary. At the end of this stage, the output of both RED-Time and RED-CWT is a multivariate time series of length \( T/8 \). Following this first stage of local feature extraction, both models have the same architecture.

Temporal context modeling is achieved using Long Short-Term Memory (LSTM) layers [23], a class of recurrent layers that can learn long-term dependencies thanks to a gating mechanism designed to alleviate the vanishing gradient problem of...
vanilla recurrent layers. Two LSTM layers are concatenated to form a Bidirectional LSTM (BLSTM) layer [24], which processes the input in the forward and backward directions. In this way, each hidden state has left and right contexts. We use two BLSTM layers with $N_1$ units per direction to process the time series of extracted local features. Dropout [25] is applied to the input of each BLSTM layer with dropout rates $\rho_1$ and $\rho_2$, respectively.

By-sample classification is achieved by two 1D convolutional layers with kernels of size 1. They are effectively two fully-connected layers with weights shared across time. The first layer has $N_2$ filters and ReLU activation, whereas the last layer has 2 filters and softmax activation. Dropout is applied to the input of the first layer with dropout rate $\rho_2$. The classification stage maps each time step to the probability of belonging to the background (class 0) or to an event of interest (class 1). The final output has a temporal resolution of 0.1 s and the median value to balance the batches. At each iteration, we sample $T/2$ random centers to extract the segments extracted sequentially with stride $T$. Then, within each prediction, the low-pass filtered signal with 4 Hz cut-off is used to find negative peaks. To avoid border artifacts, we ignore peaks closer than 0.05 s to the start of the prediction or closer than 0.2 s to the end. Next, peaks without a zero-crossing in between are averaged, so that each K-complex candidate is represented by a single negative peak. If more than one peak is left after this procedure, we split the prediction by the middle point between those peaks.

D. Training and Inference

The models are trained to minimize the cross-entropy loss with respect to the binary sequence of expert labels representing the existence of an event at each time step. We use the Adam optimizer [26] with learning rate $\alpha$, default exponential decay rates, and batch size $M$. The learning rate is halved when the validation loss has not improved for $I_{tr}$ iterations, and training is stopped after $N_{tr} = 4$ halving steps. For recurrent architectures, it is recommended to clip the gradient to avoid exploding gradients during training [27]. Therefore, the gradient is restricted to a maximum global norm $g_{max} = 1$.

The extraction of EEG segments at training and inference times is different. To augment the number of available segments and to improve the robustness to temporal translations, we randomly crop the recordings at training time. At each iteration, we sample $M$ epochs from the training set and we randomly choose a center inside each epoch. Finally, those random centers are used to extract the $M$ segments of size $T$. At inference time we are interested in avoiding border effects. Therefore, predictions are made in each recording using segments extracted sequentially with stride $T/2$. Then, the central $T/2$ samples of each prediction are kept.

In practice, events such as sleep spindles and K-complexes are rare compared to the background EEG activity. For this reason, we count the number of samples belonging to an event inside each epoch of 20 s in the training set and compute the median value to balance the batches. At each iteration, $M/2$ examples are extracted from epochs below the median and the other $M/2$ examples from epochs above the median.

To return the final detection at inference time, the probability output of a recording is linearly upsampled by eight to achieve the original sampling rate. Then, each sample is assigned to the class 1 if the probability of class 1 exceeds an output threshold $\mu$, and to the class 0 otherwise. Finally, this binary sequence is transformed to a list of start and end time steps representing the locations of the predicted events.

E. Postprocessing

Event-specific postprocessing is applied to the predicted events. For sleep spindle detection, following standard procedures [1], we combine predictions that are closer than 0.3 s and remove predictions shorter than 0.3 s. In practice, sleep spindles are rarely longer than 3 s [8], so we remove predictions longer than 5 s, and predictions between 3 s and 5 s are cropped to keep the central 3 s. On the other hand, K-complexes should last at least 0.5 s according to [1], so we remove predictions shorter than 0.3 s to allow some prediction error. Because multiple K-complexes could be predicted as a single event due to no minimum separation, we apply a splitting procedure inspired by [17]. Within each prediction, the low-pass filtered signal with 4 Hz cut-off is used to find negative peaks. To avoid border artifacts, we ignore peaks closer than 0.05 s to the start of the prediction or closer than 0.2 s to the end. Next, peaks without a zero-crossing in between are averaged, so that each K-complex candidate is represented by a single negative peak. If more than one peak is left after this procedure, we split the prediction by the middle point between those peaks.

IV. EXPERIMENTS

In this section, we describe the experiments used to evaluate our models and the dataset. Next, we describe the evaluation framework based on the Intersection over Union (IoU) metric that is applied to our models and selected baselines when solving the tasks of sleep spindle and K-complex detection.

A. Data: The Montreal Archive of Sleep Studies

The publicly available Montreal Archive of Sleep Studies (MASS) dataset [28], subset 2 (SS2), consists of 19 annotated whole-night PSG sampled at 256 Hz of young healthy adults between 18 and 33 years old. Each PSG corresponds to a different subject. Annotations of sleep stages followed the R&K manual using epochs of 20 s. Following standard practice, stage 2 of R&K is considered to be equivalent to stage N2 of AASM. K-complex and sleep spindle annotations were provided by two experts E1 and E2 on N2 epochs of the C3-CLE EEG channel. Both events were annotated by E1 in all recordings, whereas E2 only annotated sleep spindles in 15 recordings. Furthermore, E1 used standard guidelines whereas E2 had access to the sigma filtered EEG signal and did not use a minimum duration, departing from standard guidelines.

Because the filtered signal allowed E2 to see spindle activity that is obscured in the original signal, E2 annotated twice as many spindles as E1 and most E1 annotations are contained in longer E2 annotations. As a consequence, using the union of experts is practically the same as using E2 alone, and using the intersection of experts is practically the same as using E1 alone. For this reason, we did not combine the expert annotations.
The 15 recordings that have annotations from both experts were used. Because E2 did not impose a minimum duration for sleep spindles, annotations shorter than 0.3 s were removed as in [8]. N2 epochs from the C3-CLE EEG channel were used because annotated sleep events are available only for this sleep stage and channel. On average, each recording has 720 ± 93 N2 epochs (240.02 ± 30.91 min), 663 ± 318 sleep spindles according to E1 (9.35 ± 4.67 min), 1446 ± 467 sleep spindles according to E2 (29.41 ± 10.99 min), and 575 ± 227 K-complexes (7.08 ± 2.98 min).

We selected a representative testing set consisting of the recordings 2, 6, 12, and 13, leaving 11 recordings for training and validation (see the Appendix for details). Testing recordings are fixed throughout all experiments. Therefore, the evaluation is made using data from subjects not seen during training and validation.

B. Evaluation Framework

Cross-validation with 10 different splits of the 11 non-testing recordings is used for evaluation purposes. The splits are generated by randomly selecting 3 validation and 8 training recordings, and they are fixed throughout all experiments. After training, we measure the test performance and report the average performance across splits. To obtain the performance of a subset, we average the performance obtained in each recording so that they are equally important. To assess the significance of the results, we use a Welch’s t-test [29] with a significance level of 0.05. Given the annotations available in MASS, we use three tasks: sleep spindle detection according to expert E1 (SS-E1), sleep spindle detection according to expert E2 (SS-E2), and K-complex detection (KC).

For the evaluation metrics, we follow the by-event analysis of [8] where a True Positive (TP) is credited using the Intersection over Union (IoU) between a real event and a prediction, defined as

\[ \text{IoU}(A, B) = \frac{|A \cap B|}{|A \cup B|}, \]  

with an ideal value of 1. First, a matching that maximizes the IoU is found between expert annotations and detections. Each of the paired events constitutes a TP-candidate. Next, IoU of matchings above a defined threshold are labeled as TPs. The remaining real events are labeled as False Negatives (FN) and the remaining detections are labeled as False Positives (FP). Unmatched real events and predictions are by definition FN and FP, respectively. Using this framework, we report the following metrics:

\[ \text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}, \]  
\[ \text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}, \]  
\[ \text{F1-score} = 2 \left( \frac{1}{\text{Recall}} + \frac{1}{\text{Precision}} \right)^{-1}. \]

Metrics with an IoU threshold of 0.2 are reported as in [8], but we also analyze the robustness of the metrics by computing an F1-score versus IoU threshold curve. We propose to measure the area under this curve, here called Average F1-score (AF1), to summarize the performance at different levels of agreement. With a perfect match, the AF1 is maximum and equal to 1. All hyperparameters and design choices for RED-Time and RED-CWT are chosen to maximize the average validation AF1 across the three tasks. The same model configuration is fixed for all tasks. The selected hyperparameters are shown in Sec. IV-B, considering the overall performance on the three detection tasks: sleep spindle detection according to expert E1 (SS-E1), sleep spindle detection according to expert E2 (SS-E2), and K-complex detection (KC).

A. Selected Hyperparameters

The best combination of hyperparameters were found by maximizing the average AF1 in the validation set (see Sec. IV-B), considering the overall performance on the three detection tasks. In Table I, we summarize the values obtained for the hyperparameters. All experiments use the same configuration for our models. When using this configuration on a single GPU (NVIDIA GeForce GTX 1080 Ti), RED-Time and RED-CWT spend 208 ± 5 and 352 ± 7 seconds per 1000 iterations, respectively. Training stops at 7700 ± 900 iterations for both models.

C. Selected Baselines

For a fair comparison, we selected strong baselines with available open-source implementations to assess them using the same evaluation setting and the same postprocessing described in the previous sections. For sleep spindle detection, we use DOSED [9] and A7 [15], where the latter is a signal processing method specific to sleep spindles. SpindleNet [10] was not evaluated in this common framework because it is not open-source. For completeness, we add the reported results for the union of experts in the task SS-E2 (see Sec. IV-A for an explanation), but they are not directly comparable. For K-complex detection, we use DOSED and Spinky [17], where the latter is a signal processing method to detect both K-complexes and sleep spindles. We did not use Spinky for sleep spindle detection because its performance in MASS is poor. Spinky provides only the location of the negative peak of the K-complex so we assume that it starts 0.1 s before and ends 1.3 s after this peak as in [17]. We adjusted the single threshold of Spinky and the four thresholds of A7 with a grid search to maximize the AF1 in the training set. The output threshold of DOSED was adjusted after training using the same procedure used in our models because it produces better results.
TABLE I

OPTIMIZED HYPERPARAMETERS FOR OUR MODELS.

| Hyperparameter          | Value |
|-------------------------|-------|
| Initial wavelet width $\beta$ | 0.5   |
| Number of scales $N_u$   | 32    |
| Initial number of filters $N_f$ (RED-CWT) | 32   |
| Initial number of filters $N_f$ (RED-Time) | 64   |
| Type of pooling          | avg-pool |
| LSTM size $N_1$          | 256   |
| Classifier hidden size $N_2$ | 128 |
| Dropout rate $p_1$       | 0.2   |
| Dropout rate $p_2$       | 0.5   |
| Batch size $M$           | 32    |
| Initial learning rate $\alpha$ | 0.0001 |
| Learning rate halving patience $I_l$ | 1000  |

TABLE II

DETECTION PERFORMANCE OF THE PROPOSED MODELS AND THE BASILINES USING AN IOU THRESHOLD OF 0.2.

| Task   | Method   | F1-score | Recall | Precision |
|--------|----------|----------|--------|-----------|
| SS-E1  | RED-CWT  | 80.9 ± 0.4 | 81.5 ± 1.6 | 81.2 ± 1.2 |
|        | RED-Time | 81.2 ± 0.5 $^b$ | 81.7 ± 2.2 | 81.8 ± 1.8 |
|        | DOSED [9] | 78.4 ± 0.8 $^c$ | 78.3 ± 2.0 | 80.0 ± 1.9 |
|        | A7 [15]  | 71.4 ± 0.3 $^c$ | 75.3 ± 0.4 | 69.3 ± 0.8 |
| SS-E2  | RED-CWT  | 84.7 ± 0.4 | 82.6 ± 1.2 | 88.1 ± 1.1 |
|        | RED-Time | 84.5 ± 0.3 $^b$ | 82.9 ± 1.0 | 87.4 ± 1.1 |
|        | DOSED [9] | 82.0 ± 0.6 $^c$ | 79.2 ± 1.3 | 87.0 ± 0.7 |
|        | A7 [15]  | 73.9 ± 0.4 $^c$ | 82.5 ± 2.0 | 68.0 ± 1.0 |
| KC     | RED-CWT  | 82.8 ± 0.4 | 81.7 ± 1.1 | 84.9 ± 0.4 |
|        | RED-Time | 82.6 ± 0.4 $^b$ | 82.1 ± 1.3 | 83.9 ± 0.8 |
|        | DOSED [9] | 77.1 ± 0.8 $^c$ | 76.5 ± 1.2 | 78.6 ± 1.8 |
|        | Spinky [7] | 64.9 ± 0.1 $^c$ | 62.6 ± 0.5 | 68.7 ± 0.6 |

$^a$ As reported in [10]. Recall was computed from the mean values of the reported F1-score and precision. See Sec. IV-C for details.

$^b$ $P = 0.15$ for SS-E1, $P = 0.35$ for SS-E2, and $P = 0.20$ for KC, compared to RED-CWT using Welch’s t-test (not significant).

$^c$ $P < 0.001$ compared to RED-CWT using Welch’s t-test (significant).

B. Detection Performance

Table II summarizes the F1-score, recall, and precision for all models and tasks. RED-CWT and RED-Time outperform baselines on all the tasks as measured by the F1-scores, but they show no significant differences between them. The F1-score is increased by at least 2.5% for sleep spindle detection and up to 5.7% for K-complex detection compared with DOSED. Not only the F1-score is higher, but the gap between precision and recall for our models is generally small, which means a more balanced trade-off between FPs and FNs. Compared with the reported result of SpindleNet, the F1-score is increased by 1.7% for SS-E2. Subsequent analysis is focused on RED-CWT, but similar findings apply to RED-Time.

The operating point in Table II offers the maximum F1-score. Figs. 3a-c show precision-recall curves generated by evaluating a range of output thresholds $\mu$ from 0.1 to 0.9. For all tasks, the proposed model Pareto-dominates the operating points for the baselines shown in Table II.

To observe how the results shown in Table II are affected by the IoU threshold, we show the F1-score as a function of this threshold in Figs. 3d-f, and the histogram of the IoU values of all matchings or TP-candidates in Figs. 3g-i. In general, the F1-score is mostly unchanged until a threshold of 0.2, which is explained by the negligible number of TP-candidates that are discarded when using this threshold. Therefore, the results shown in Table II are mostly insensitive to intersection agreement. This dimension of performance is analyzed using the results shown in Figs. 3j-l. The proposed model outperforms baselines for all IoU thresholds, obtaining a higher AF1. Moreover, the performance of our model is more robust to the IoU threshold because it decreases more slowly than the baselines as shown in Figs. 3d-f. This is better explained when the histograms in Figs. 3g-i are observed because our model has higher IoU values than baselines on average.

The intersection agreement is better in the proposed models for all tasks. In sleep spindle detection, our models and the baselines have a very small portion of IoU values below 0.5. However, our models has a higher mean IoU for TP-candidates. The IoU values are more spread when using the expert E2 instead of E1 for all models. In this case, the increase in intersection agreement is still significant but smaller than in the case of using E1. The intersection agreement of our models is remarkably better in K-complex detection. It achieves a mean IoU of 0.9, and TP-candidates are mostly unaffected up to a threshold of 0.7. On the other hand, DOSED has a mean IoU slightly greater than 0.7 with a larger dispersion. In this task, low intersection agreement is obtained with Spinky, which is expected due to its fixed duration assumption.

For K-complex detection, the context needed around the event to accurately determine the start and end times is larger than for sleep spindle detection, where a recognition of presence or absence of oscillatory activity might be enough. The difference in performance is notably large in K-complex detection even when DOSED processes segments of equal length, which suggests that RED makes a better use of context.

We can further analyze the false positives in sleep spindle detection using the two available experts. After training with E1’s annotations and assigning TPs using IoU > 0.8, more than 90% of FPs have positive intersection with E2’s annotations. Hence, most FPs with respect to E1 criterion are at least reasonable predictions according to E2. However, when E1 and E2 agree on the existence of a sleep spindle, E2 annotated a longer event in general, resulting in a mean IoU of 0.6 between experts. Therefore, a low IoU between the model and E2 is expected as well because the model learned E1’s preferences regarding the duration of the events (see Fig. 4).

VI. CONCLUSIONS

We have proposed RED, a deep learning approach for sleep EEG event detection. Thanks to the recurrent layers applied across the entire EEG segment input, the method has more capacity to model long-term temporal context than those of previous works using deep learning methods for detecting sleep-spindles and K-complexes. As hypothesized, this capability improved the detection performance, measured as intersection agreement. By predicting a dense segmentation,
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Fig. 3. RED-CWT outperforms baselines in the tasks of sleep spindle detection according to expert E1 (first column), sleep spindle detection according to expert E2 (second column), and K-complex detection (third column). (a)-(c) Recall and precision when IoU ≥ 0.2. In addition, a curve was obtained for our model by varying its output threshold $\mu$. (d)-(f) F1-score as a function of the IoU threshold. (g)-(i) Histograms of the IoU of matchings (TP-candidates).

Fig. 4. (a) A testing EEG segment with sleep spindle annotations from experts E1 and E2. (b) Model output (solid red line), output threshold (solid gray line), and final predictions (shaded rectangles) after training on E1’s annotations. The figure shows an FP and a TP case, where the former matches partially an E2’s annotation.

RED does not define an arbitrary partition in the input segment. Moreover, it does not define a context window because the recurrent layers learn how much context is needed at each time step. These characteristics make the approach simpler so that it is more likely to generalize to different sleep EEG events. Using the same model, we achieved state-of-the-art performance both in sleep spindle and K-complex detection.

A drawback of deep learning models is the lack of explanation as a result of behaving like black boxes. Conversely, the predictions of traditional methods can be explained by inspecting their features. This has been widely recognized as an important factor in areas like medicine [30]. The results obtained show that RED-CWT and RED-Time have a similar performance, but we conjecture that RED-CWT might offer better interpretability because relevant inputs at different time instants and different frequency bands could be highlighted in the spectrogram. Testing this conjecture is left for future work.

The deep learning model can learn the specific expert bias contained in the annotated dataset. Therefore, the model could be made more useful in the clinical practice by adopting one of two paths. The first one is to train on a high-quality annotated dataset using the consensus of a group of experts as in [8] so that the learned model predicts in a standardized way. The second one is to adapt a trained model to each expert’s preferences. This problem is left as future work.

APPENDIX

We partitioned the set of 15 recordings from MASS into 4 testing recordings and 11 non-testing recordings, so that the testing set is representative of the non-testing set. To achieve this, we visually checked the projection of the FFT of the EEG signals. First, each N2 epoch of the C3-CLE EEG channel is collected from all recordings. For each epoch $x_i$, its FFT is computed. Five frequency bands $B_j$ with frequencies $f$
between $f_j^L$ and $f_j^U$ are determined based on bands used in sleep medicine $[1]$, leading to

$$
(f_j^L, f_j^U) \in \{(1, 4), (4, 8), (8, 12), (12, 15), (15, 30)\} \text{ Hz.} \quad (7)
$$

Next, the average power within each band is computed as

$$
\hat{b}_{ij} = \log \left( \frac{1}{|B_j|} \sum_{f \in B_j} \left| \text{FFT}[x_i](f) \right|^2 \right). \quad (8)
$$

These features are standardized and projected in 2D using Kernel PCA $[31]$ with RBF kernel. The kernel coefficient $\gamma$ is chosen from $\gamma \in \{0.01, 0.1, 1, 10\}$ for a good visualization, leading to $\gamma = 0.1$. In this projected space, a 2D Gaussian distribution is fitted to each set of epochs belonging to the same recording. Next, we randomly generate testing sets and visually judge whether the combined distribution of the testing set is representative of the non-testing set. We achieved a representative testing set with the recordings 2, 6, 12, and 13 as illustrated in Fig. 5, where the Gaussian distributions are shown with their mean and their 95% confidence ellipses.
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