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Abstract

Objectives: The essential requirement for a successful hashing method involves two distinct stages projection and quantization. In general, the projection stage is given much importance than the quantization stage. This stage has been concentrated in this paper which has equal importance as projection stage. Methods/Analysis: The using of Manhattan Distance method has been proposed in this paper instead of the widely used Hamming Distance, since it destroys the neighbourhood structure while measuring the similarity between points in the hashcode space. Findings: The problem of destroying the neighbourhood structure that existed in Hamming Distance is overcome by Manhattan hashing. Novelty/Improvement: The outperformance of Manhattan distance compared with Hamming distance has been shown and also, this paper has made an attempt to implement them in our Biocryptosystem to show its efficiency.
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1. Introduction

Human beings possess unique physical attributes that helps them to differentiate between each other. This feature has given a helping hand to the entry of the field of Biometrics. Analyzing human biological characteristics is known as the science of biometrics. The most common of these attributes are the fingerprint, hand, eye, face, and voice¹.

Biometrics is a field that recognizes individuals depending upon their behavioral or biological traits. Different types of biometrics involve DNA Matching (Chemical), Ears, Eyes (iris), Face Recognition, Fingerprint, Finger Geometry, Gait, Signature Recognition, Vein, Voice etc.

DNA Matching identifies a person based on the segments from DNA. Ear Biometrics uses the ear shape. Eye Biometrics uses the features of iris. Also Eye- Retina type uses patterns of veins at the eye back. Face Biometrics analyses using the facial recognition. They use eigenfaces in most of the systems or local feature analysis. Fingerprint which is most commonly used uses minutiae which can be found on the finger. Finger Geometry uses the finger’s 3D geometry. Gait which comes under behavioral biometrics uses the style of walking or any other gait. Signature Recognition uses the style of the handwriting of the individual. This Signature recognition are of two types, Static one and a Dynamic one. Static involves comparing the scanned signature with another scanned signature. Many algorithms are used to check their validity. Dynamic is much in fame as data is captured with different coordinates of the person who signs from the signing device. The data got from this kind is made lawful and used widely using the digital forensic tools for examination.

Vein identification biometrics uses the patterns of

* Author for correspondence
veins in a human body. Voice recognition\(^2\) uses the voice of the person who speaks. Finally, Multimodal biometrics involves two or more of the biological traits for enhanced security reasons.

1.1 An Introduction to Biocryptosystem
A Biometric template is a physical or behavioral snapshot captured from an individual. From the perspective on human behavior and its connection to society as a whole there is a need to protect Biometric Templates. Also from a perspective based on technology, there is also a need for the security of Biometric Templates.

This Biometric template can be one of the images of finger print, iris, etc. Unique features are taken from this template, and transformed into another file. Since such a file has the most essential credential information of a person it is also prone to hacking, failures, theft etc\(^3\).

The most risky areas where Biometric Templates are as follows:

- After template creation
- The biometric templates database.
- Transferring from the system where biometric template is stored to the server.

Cryptography paves a way to enhance the protection of Biometric Templates. Cryptography is the science that process data into an unintelligible form and reversing without data loss. Applying this process into Biometric has become feasible and is referred as “Bio-Cryptography”.

1.2 Security in Biocryptosystem
A recent study shows almost fortyone percentage of US customers prefer using any of their biometric data i.e. fingerprint or iris for logging in their credentials. It also says that today consumers are more conscious towards security and privacy than in the previous years, and the survey results show that people are taking steps to protect their personal information\(^4\). Hence we come to know that a growing number of people are towards the acceptance of a secured system.

A system using biometrics highly relies on the precision of the similarity measure functions. In the paper, by Yampolskiy et al.\(^5\) the authors have done the job of combining similarity measure functions for behavioural biometric systems which depends on the background knowledge of the data at the feature level.

In J. Zhe et al.\(^6\) paper, they have proposed a method for finger print template protection by using Randomized Graph-based Hamming Embedding. The binary template obtained here is secured against the problem of inversion. Angandi et al. in\(^7\), got the proposal of signature recognition system offline. The overall recognition precision obtained using this method ranges from 90% to 100%.

Here Belguechi et al.\(^8\), analyses the problem based on privacy in the current architecture of e-Passports for the storing and transferring of biometric data. A solution was proposed by using cryptographic protocols and cancelable biometrics. The Locality Sensitive Hashing (LSH)\(^9,10\) is included in representative data-independent methods its extensions\(^11–14\) generates hash data by applying a shifted cosine function. Hash data is generated by Shift invariant kernel hashing (SIKH) by using a shifted cosine function.

2. Distance Measures on Biocryptosystems

2.1 Similarity Distance Measure Functions
To measure how close a sample data resembles a template data a fresh sample has to be taken. A characteristic based on statistics of the data distribution is taken into account by a good similarity measure function\(^15\). Some of the well-established measures are, Euclidean Distance, Mahalanobis Distance, and Manhattan Distance.

2.1.1 Euclidean Distance
It is a known and a famous similarity distance function. It is the sum of the squared distances of two vector values \((x, y)\)\(^16\).

\[
E_{\text{iiid}}(x, y) = \sqrt{\sum_{i=1}^{n}(x_i - y_i)^2}
\]

Euclidean Distance is a variant to the dimensionality of the vectors\(^17\).

2.1.2 Mahalanobis Distance
It can be given as:

\[
D_{\text{m}}(x) = \sqrt{(x - \mu)^T \Sigma^{-1} (x - \mu)}
\]

with \(\mu = (\mu_1, \mu_2, \mu_3, .., \mu_n)\) representing mean and \(\Sigma\) for covariance matrix for a multivariate vector \(x = (x_1, x_2, x_3, ..)\).
Mahalanobis distance is also a measure of dissimilarity between two random vectors of the same distribution with the covariance matrix \( \Sigma \):

\[
d(x, y) = \sqrt{(x - y)^T \Sigma^{-1} (x - y)}
\]

(3)

If the covariance matrix is the identity matrix, then it is the same as Euclidean distance. If the covariance matrix is diagonal, then it is called normalized Euclidean distance:

\[
d_{xy} = \frac{\sum_{i=1}^{p} (x_i - y_i)^2}{\sigma_i^2}
\]

(4)

where, \( \sigma_i \) is the standard deviation of the \( x_i \) over the sample set. Mahalanobis distance is not dependent on the scale of measurements.

### 2.1.3 Manhattan Distance

It is the sum of the lengths of the projections of the line segment between the points onto the coordinate axes. Also, Manhattan distance is the sum of the absolute differences of the two vector values \((x, y)\).

\[
d_m = \sum_{i=1}^{n} |x_i - y_i|
\]

(5)

### 3. Proposed System

Most of the hashing methods available focus on the projection stage rather than the quantization stage. Here we concentrate on the effect of quantization. Quantization stage has equal importance like the projection stage. Manhattan Hashing is based on Manhattan distance that calculates the nearest neighbour search in the hash code space between points. The neighbourhood structure is preserved using MH in order to achieve the goal of hashing.

#### 3.1 Manhattan Distance based Quantization

In Hierarchical Quantization (HQ) neighbourhood structure is not preserved based on Hamming Distance. This drawback can be solved using Manhattan distance with natural binary code.

In order to use Manhattan distance for hashing, a q-bit quantization method is adopted. Once the real valued projection functions are learned, it is divided into 2q regions with each projected dimension.

When q value is 1, the output computed with Manhattan distance is almost same with Hamming distance. The Manhattan Quantization for Manhattan Hashing preserves the neighbourhood structure between points better comparatively with other methods.

### 3.2 Evaluation Metrics

The methodology has been widely used in 19–26. More specifically, Euclidean neighbours are defined using which recall, precision and the mean Average Precision (mAP) can be calculated. They are defined as follows:

\[
\text{Precision} = \frac{\text{the number of retrieved relevant points}}{\text{the number of all retrieved points}}
\]

\[
\text{mAP} = \frac{1}{|Q|} \sum_{i=1}^{|Q|} \sum_{k=1}^{R} \text{Precision}(R_{ik})
\]

where, \( q_i \in Q \) is a query, and the number of points relevant to \( q_i \) in the data set is \( n_i \), the related values are ordered as \( \{x_1, x_2, ..., x_{n_i}\} \), \( R_{ik} \) represents the set of ranked retrieval results.

### 4. Experimental Results

In this paper, experiments were made with sample fingerprint images as shown in Figure 1. We experimented initially with Hamming Distance and have got the output as given in Figure 2. First the sample fingerprint image was given as input and it was encrypted using the SHA-256 algorithm and thus we got the biocryptic template. Like this we took nearly 40 to 50 images and stored all of its corresponding biocryptic templates. A fresh input image after the conversion was compared against the stored templates using Hamming Distance Method. The image which matched the input image returned the value of 0, showing that the image matches it completely and exactly without showing 1 or 2 or any other value. This experiment has been done successfully for Hamming Distance method. The aim of showing it using Manhattan Distance focusing on quantization stage is under experimentation. The idea of using Manhattan Distance Method which can perform comparatively better was got from 27, which is referenced in Table 1.

![Figure 1. Extract features from an arbitrary fingerprint.](image-url)
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From this we have got the output based on Hamming Distance. Based on Table 1.

Table 1. Comparison of Manhattan with other methods

| Method | SBQ | HQ  | 2-MQ | 3-MQ | 4-MQ |
|--------|-----|-----|------|------|------|
| ITQ    | 0.2771 | 0.3166 | 0.3537 | 0.286 | 0.27 |
| SIKH   | 0.0487 | 0.0512 | 0.0722 | 0.0457 | 0.0339 |
| LSH    | 0.1563 | 0.121 | 0.1382 | 0.0961 | 0.0684 |
| SH     | 0.0802 | 0.154 | 0.2207 | 0.2103 | 0.2026 |
| PCA    | 0.0503 | 0.1414 | 0.1913 | 0.2064 | 0.2092 |

From Figure 3 we can see that Manhattan hashing using Manhattan distance can outperform the other methods. This method is used in our biocryptosystem.

5. Conclusion

Most of the hashing methods do not concentrate on the quantization stage. As we have stated before, this paper has experimentally studied the results with Hamming Distance and have made an attempt to prove that Manhattan based Hashing can perform better in quantization stage. Hamming Distance as given in the results gives a solution, but it destroys the neighbourhood structure. The results have shown that Manhattan Distance provides a comparatively good result than the other distances methods and proves that it does not destroy the neighbourhood structure. This paper tries to give a novel solution, by applying Manhattan distance based hashing in biometric cryptosystem. Once the experiments which we are currently doing with Manhattan are done with, we will show its better working results in our upcoming work.
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