1. Introduction

The increasingly complex technological capabilities of autonomous underwater vehicles (AUVs) have allowed them to become important tools for various types of missions in aquatic and marine environments. Namely, AUVs provide new opportunities in applications including bathymetry (Ma, Li, Wang, Cong and Gong (2018); Caress, Thomas, Kirkwood, McEwen, Henthorn, Clague, Paull, Paduan, Maier, Reynolds et al. (2008); Henthorn, Caress, Thomas, McEwen, Kirkwood, Paull and Keaten (2006)), archaeology (Tsiogkas, Papadimitriou, Saigol and Lane (2014); Bingham, Foley, Singh, Camilli, Delaporta, Eustice, Mallios, Mindell, Roman and Sakellariou (2010)), oceanographic exploration (Kunz, Murphy, Camilli, Singh, Bailey, Eustice, Jakuba, Nakamura, Roman, Sato et al. (2008); McPhail, Furlong, Pebody, Perrett, Stevenson, Webb and White (2009)), underwater maintenance and infrastructure monitoring (Palomer, Ridao and Ribas (2019); Kim and Eustice (2013)), and defense (Williams (2010); Djic and Nad (2010); Munafó, Ferri, LePage and Goldhahn (2017)). In order to successfully accomplish these missions, it is often important for the AUV to operate in conditions that are inherently hazardous to the vehicle. This provides an interesting problem from a control perspective because it requires the design of a controller with known performance bounds that can be used to avoid collisions with obstacles and interaction with the surface.

In order for AUVs to complete mission objectives, it is important that they are capable of following desired spatial trajectories that avoid obstacles and navigate them to specified points of interest. Known strategies used for the motion control of AUVs include waypoint tracking, trajectory tracking, and path following. Waypoint tracking (see, for example, Wang, Wang, Wang, Tang, Tan et al. (2018); Rout and Subudhi (2016)) achieves motion control by directing the AUV through a series of target points distributed throughout the environment. Trajectory tracking (e.g., Elmokadem, Zribi and Youcef-Toumi (01 Jan. 2017); Shen, Shi and Buckham (2017); Guerrero, Torres, Creuze and Chemori (15 Jan. 2019)) allows the vehicle to more precisely track a 3D trajectory parameterized by time. Finally, path following (see Abdurahman, Savvari and Tsoourd (2017); Peng and Wang (2017); Paliotta, Lefeber, Pettersen, Pinto, Costa et al. (2018); Encarnacao and Pascoal (2000); Lapiere, Soetanto and Pascoal (2003)), which is used in this work, is similar to trajectory tracking, but gives an additional degree of freedom by introducing a path-following parameter that enables the vehicle to track a virtual target on the path. The progression of the virtual target can be determined on-line via a control law, thus allowing the vehicle to track a reference which is dependant on its position and velocity, as opposed to a reference which simply progresses with mission time, as is the case with trajectory tracking.

The guidance strategy used in this paper is a path-following technique borrowing from work initially done in Micaelli and Samson (1993), which solves the path-following problem for wheeled robots. This is done by attaching a Frenet-Serret frame to a target point, referred to as the virtual target, which moves along the path and provides a desired position and orientation. This idea was then expanded to 3D and implemented on unmanned aerial (see Kaminer, Pascoal, Hallberg and Silvestre (1998)) and underwater vehicles (see Silvestre (2000)). The method of placing the virtual target along the path was then improved upon by Lapiere, Soetanto and Pascoal (2006), which uses the vehicle’s linear and angular velocities to determine the rate of progression of the virtual target and reduce the path-following error to zero. Finally, in Lee, Leok and McClamroch (2010), the authors use a coordinate-free approach to avoid the singularity problems associated with using local vehicle coordinates. Techniques from these previous works were used to develop the path-following algorithm outlined in Cichella, Kaminer, Dobrokhodov, Xargay, Hovakimyan and Pascoal (2011a); Kaminer, Pascoal, Xargay, Hovakimyan, Cichella and Dobrokhodov (2017); Cichella, Naldi, Dobrokhodov, Kaminer and Marconi (2011b); Cichella, Choe, Mehdi, Xargay, Hovakimyan, Kaminer and
Dobrokhodov (2013), which constitute the high-level motion-control algorithm used in here.

While control strategies for underwater vehicles range from direct position tracking, see Silvestre and Pascoal (2007), to multi-layer path-following methodologies (Rober, Cichella, Ezequiel Martin, Kim and Carrica (2021)), each strategy employs a vehicle autopilot which is tasked with controlling vehicle dynamics to track a desired reference. Some of the early work on autopilot design for underwater vehicles used sliding-mode control methods to confine the vehicle’s behavior to a set of sliding surfaces with desired properties (see, for example, Yoerger and Slotine (1985); Cristi, Papoulias and Healey (1990); Healey and Lienard (1993)). Sliding-mode control is still a common option for autopilot design and recent studies have sought to reduce the chattering phenomenon, which is a common problem encountered when employing this control strategy, see Cui, Zhang and Cui (2016); Wang, Gu, Gao and Zhu (2016); Bessa, Dutra and Kreuzer (2008). Proportional-integral-derivative (PID) control strategies have also been used for tracking control, and while their performance can be inferior to other strategies and they take time to properly tune, they are relatively simple to implement (Jalving (1994); Martin and Whitcomb (2017)). Additionally, with the development of artificial intelligence and its increasing prevalence in controls-related applications, learning-based algorithms have been the subject of recent investigation by, for example, Aras, Abdullah, Rahman, Hasim, Azis, Teck and Nor (2015); Cui, Yang, Li and Sharma (2017); Wu, Song, You and Wu (2018).

The strategy used to develop the autopilot controller in this paper is based on the $\mathcal{L}_1$ adaptive control architecture presented in Hovakimyan and Cao (2010). $\mathcal{L}_1$ control decouples robustness and adaptation, thus allowing for fast and robust adaptation in the presence of system uncertainty and external disturbances. Moreover, while $\mathcal{L}_1$ control schemes can be used directly to control a system (see Gregory, Cao, Xargay, Hovakimyan and Zou (2009)), they can also be used to augment a system with an existing autopilot to improve its performance, such as in Kaminer, Pascoal, Xargay, Hovakimyan, Cao and Dobrokhodov (2010). This control-augmentation strategy can be especially helpful when considering that many commercially available systems have built-in autopilots that are not easily modified (Girard, Sousa and Silva (2007)). In these cases, $\mathcal{L}_1$ control can be used to augment the existing autopilot by feeding it an adaptive reference that is used to give the system desired properties.

Additionally, the ability to augment an existing controller to improve its performance comes with a relatively low cost during the design phase of the control algorithm: once the desired properties of the closed-loop system are determined, there is typically very little tuning required for $\mathcal{L}_1$ control design. Finally, the robustness properties of the $\mathcal{L}_1$ control formulation, along the fact that its boundedness properties can be used in conjunction with those of the path-following controller to provide an overall bound on the performance of the combined controller, make the $\mathcal{L}_1$ controller an excellent choice for inner-loop control of a path-following strategy. Thus the inner-loop controller formulated in this paper uses $\mathcal{L}_1$ control to augment an autopilot and allow the generic underwater vehicle model Joubert BB2 introduced in Carrica, Kim and Martin (01 July 2019) to track reference steering commands from a path-following controller.

This paper extends previous work by applying the sampled-data $\mathcal{L}_1$ adaptive control structure introduced in Jafarnejadsani (2018) in conjunction with the path-following guidance algorithm proposed in Rober et al. (2021). We present the stability and performance bounds for each control algorithm, which can be combined to give an overall performance bound for the vehicle’s motion controller as a whole. Finally, we demonstrate the control algorithm and its improvements over a commercial autopilot by presenting numerical results with and without adaptation employing a recently-developed physics-based Simulink model introduced in Kim (2021).

The organization of this paper is as follows. In Section 2 we formulate and solve the problems associated with path-following. Section 3 then introduces a sampled-data adaptive controller and provides analysis of its performance. Next, Section 4 demonstrates the controller performance through a series of numerical simulations which highlight how the control strategy performs in a variety of simulations. Finally, Section 5 gives concluding remarks and outlines goals for future work.

2. Path-Following Problem

Fig. 1 first shows a high-level visualization of the overall control strategy, highlighting the two components addressed in this paper: the path-following algorithm and the adaptive control scheme. In this section we outline the formulation for the path-following problem and subsequently provide the solution that gives steering commands for the vehicle to converge to and follow a generic 3D path. As a preliminary to the introduction of the path-following algorithm, we define the hat map $\left(\cdot\right)^\wedge : \mathbb{R}^3 \rightarrow \mathfrak{so}(3)$ as

$$\left(\xi\right)^\wedge = \begin{bmatrix} 0 & -\xi_3 & \xi_2 \\ \xi_3 & 0 & -\xi_1 \\ -\xi_2 & \xi_1 & 0 \end{bmatrix}$$

for $\xi = [\xi_1, \xi_2, \xi_3]^T \in \mathbb{R}^3$, where $\mathfrak{so}(3)$ defines the set of skew symmetric matrices defined over $\mathbb{R}$. The vee map $\left(\cdot\right)^\vee :$
so(3) → ℜ³ is the inverse of the hat map. A property of the hat and vee maps used in this paper is given below:

\[
\text{tr}[(\mathbf{x})^\wedge T] = \text{tr}[T(\mathbf{x})^\vee] = \frac{1}{2} \text{tr}[(\mathbf{x})^\wedge (T - T^\top)] = -\mathbf{x} \cdot (T - T^\top)^\vee
\]

for any \( \mathbf{x} \in \mathbb{R}^3 \), and \( T \in \mathbb{R}^{3 \times 3} \), where tr(·) is the trace of a matrix (see Chichella et al. (2011a)).

### 2.1. Path-Following Problem Formulation

First, Fig. 2 depicts the geometry of the path-following problem, showing important vectors used to determine the path-following error. We first introduce \( \mathcal{I} \) as the inertial reference frame and let \( \mathbf{p}_d : [0, T_f] \rightarrow \mathbb{R}^3 \) be the desired geometric path defined in this frame. To enable path-following, \( \mathbf{p}_d \) is parametrized by the variable \( \gamma : \mathbb{R}^+ \rightarrow [0, T_f] \) which is referred to as virtual time and allows the control law to shift the desired point on the path, referred to as the virtual target, as a function of the vehicle’s state. Thus, for a given value of \( \gamma(t) \), the virtual target is represented by \( \mathbf{p}_d(\gamma(t)) \). Hereafter, we omit the use of “(t)” except where it is necessary for clarity. Next we construct a parallel transport frame (see Kaminer et al. (2017) and references therein) which defines the orientation of the virtual target, namely the target frame \( \mathcal{T} \). The \( \mathcal{T} \) frame has its origin at \( \mathbf{p}_d(\gamma) \) and its orientation with respect to \( \mathcal{I} \) frame is represented by the rotation matrix \( \mathbf{R}_d^T(\gamma) \triangleq [\mathbf{i}_1(\gamma), \mathbf{i}_2(\gamma), \mathbf{i}_3(\gamma)] \), where \( \mathbf{i}_1(\cdot) \) is the unit vector tangential to the path and thus aligned with the velocity of the virtual target, i.e.,

\[
\mathbf{i}_1(\gamma) = \frac{\mathbf{p}'_d(\gamma)}{\|\mathbf{p}'_d(\gamma)\|},
\]

with \( \mathbf{p}'_d(\gamma) = \frac{d\mathbf{p}_d(\gamma)}{d\gamma} \). To construct \( \mathbf{R}_d^T(\gamma) \), the unit vectors \( \mathbf{i}_2(\gamma) \) and \( \mathbf{i}_3(\gamma) \) are made to be orthonormal to \( \mathbf{i}_1(\gamma) \) and are found using the following relationships:

\[
\mathbf{i}_2(\gamma) = k_1(\gamma)\mathbf{h}_2(\gamma) + k_2(\gamma)\mathbf{h}_3(\gamma)
\]

\[
\mathbf{i}_3(\gamma) = -k_1(\gamma)\mathbf{h}_1(\gamma)
\]

\[
\kappa(\gamma) = \sqrt{(k_1^2(\gamma) + k_3^2(\gamma))}
\]

\[
\tau(\gamma) = -\frac{d}{d\gamma} \tan^{-1} \left( \frac{k_3(\gamma)}{k_1(\gamma)} \right)
\]

where \( \kappa(\gamma) \) and \( \tau(\gamma) \) are the curvature and torsion of the path at \( \gamma \). The angular velocity of \( \mathcal{T} \) with respect to \( \mathcal{I} \) resolved in \( \mathcal{T} \), i.e., \( \omega_T \), is computed using the above relationship as

\[
\omega_T = [0, -k_2(\gamma)\dot{\gamma}, k_1(\gamma)\dot{\gamma}]^\top
\]

The geometric path can be constrained to satisfy the speed and angular rate limits given by

\[
0 < v_{T,\text{min}} \leq \|\mathbf{p}'_d(\gamma)\| \leq v_{T,\text{max}}
\]

\[
\|\omega_T(\gamma)\| = \sqrt{k_1^2(\gamma) + k_2^2(\gamma)} \leq \omega_{T,\text{max}}
\]

and can be generated off-line by a path-generation algorithm as is done in Chichella, Kaminer, Walton, Hovakimyan and Pascoal (2019). In contrast, the position of the virtual target can be determined on-line by controlling the derivative of virtual time \( \dot{\gamma} \) as will be discussed later. This allows the vehicle to target a point on the path that is dependent on the vehicle’s position and velocity relative to the path.

Next we introduce the flow frame \( \mathcal{W} \) which has its origin \( \mathbf{p} \triangleq [x_w, y_w, z_w] : \mathbb{R}^+ \rightarrow \mathbb{R}^3 \) at the center of mass of the vehicle. Its orientation is given by \( \mathbf{R}_w^T \triangleq [\mathbf{w}_1, \mathbf{w}_2, \mathbf{w}_3] \) and is configured such that its x-axis is aligned with the vehicle’s velocity, i.e., \( \mathbf{v}_w = [v, 0, 0]^\top \), where \( v \in \mathbb{R}^+ \) is the vehicle’s speed. The angular velocity of \( \mathcal{W} \) with respect to \( \mathcal{I} \) resolved in \( \mathcal{W} \) is then denoted by \( \omega_w \triangleq [p, q, r]^\top \).

Having developed reference frames corresponding to the virtual target and the vehicle, we can now introduce the path-following position error, resolved in the \( \mathcal{T} \) frame, as:

\[
\mathbf{p}_T = \mathbf{R}_d^T(\mathbf{p} - \mathbf{p}_d(\gamma)) \triangleq [x_T, y_T, z_T]^\top
\]

From the dynamics of the virtual target and the vehicle, the position error dynamics can be derived as

\[
\dot{\mathbf{p}}_T = \dot{\mathbf{R}}_d^T(\mathbf{p} - \mathbf{p}_d(\gamma)) + \mathbf{R}_w^T \dot{\mathbf{p}} - \mathbf{R}_d^T \dot{\mathbf{p}}_d
\]

\[
= -\omega_T \times \mathbf{p}_T + \mathbf{R}_w^T \begin{bmatrix} 0 & \|\mathbf{p}'_d(\gamma)\| \dot{\gamma}^-1 \|\mathbf{p}'_d(\gamma)\| & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

Next, to complete the formulation of the path-following problem, we derive the path-following attitude error. This is done by introducing a desired frame \( \mathcal{D} \) attached to the vehicle’s center of mass and specifies the desired orientation of the vehicle’s flow frame. The orientation of \( \mathcal{D} \) is represented by the rotation matrix from \( \mathcal{D} \) to \( \mathcal{I} \) \( \mathbf{R}_d^D \triangleq [\mathbf{b}_{1D}, \mathbf{b}_{2D}, \mathbf{b}_{3D}] \) with the basis vectors given by

\[
\mathbf{b}_{1D} \triangleq \frac{\mathbf{d}_1 - y_2 \mathbf{i}_2 - z_2 \mathbf{i}_3}{(d^2 + y_2^2 + z_2^2)^{\frac{1}{2}}}
\]

\[
\mathbf{b}_{2D} \triangleq \frac{y_2 \mathbf{i}_1 + d z_2}{(d^2 + y_2^2 + z_2^2)^{\frac{1}{2}}}
\]
and \( \hat{b}_{3D} = \hat{b}_{1D} \times \hat{b}_{2D} \). The characteristic distance \( d > 0 \) is a constant design parameter which influences the approach behavior of the path-following algorithm. As will be discussed in depth later, one of the objectives of the path-following controller is to align the vehicle’s velocity with the desired direction by aligning \( \hat{u}_1 \) with \( \hat{b}_{1D} \). Thus, as \( d \) is increased, \( \hat{b}_{1D} \) is directed to align more closely with \( \hat{t}_1 \). Conversely, as \( d \) is decreased, the \( y_T \) and \( z_T \) error components, collectively referred to as the cross-track error, have a larger influence on the desired direction, causing the vehicle to more aggressively approach the path.

The orientation of \( D \) with respect to \( T \) can then be constructed from the definitions \( \hat{b}_{1D}, \hat{b}_{2D} \) and \( \hat{b}_{3D} \) and is written as

\[
R^T_D = \begin{bmatrix}
\frac{d}{(d^2+y_T^2+z_T^2)^{\frac{1}{2}}} & \frac{y_T}{(d^2+y_T^2+z_T^2)^{\frac{1}{2}}} & \frac{z_T}{(d^2+y_T^2+z_T^2)^{\frac{1}{2}}}
\end{bmatrix}
\]

Notice that while \( R^T_D \) does not contain \( x_T \), this error term will be regulated with a control law for the rate of progression of the virtual target along the path. Having established \( R^T_D \), we next define \( \hat{R} \) as the orientation of the \( D \) frame with respect to \( W \), i.e.,

\[
\hat{R} \triangleq R^T_W = R^T_D R^T_W = (R^T_D)^T R^T_W
\]

We observe that for the vehicle’s velocity to be aligned with \( \hat{b}_{1D} \), the \((1,1)\) entry of \( \hat{R}_{11} \), i.e., \( \hat{R}_{11} \), must be equal to 1. From this, we can define the orientation error as

\[
\Psi(\hat{R}) \triangleq \frac{1}{2}(1 - \hat{R}_{11}) = \frac{1}{2} tr[(\mathbf{I}_3 - \Pi_R^T \Pi_R) (\mathbf{I}_3 - \hat{R})]
\]

where \( \Pi_R = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \). As it is shown in Cichella et al. (2011a); Lee et al. (2010), the dynamics of \( \Psi(\hat{R}) \) are given by

\[
\dot{\Psi}(\hat{R}) = e^T_T \left( \begin{bmatrix} q \\ r \end{bmatrix} - \Pi_R^T \hat{R} \right) (\mathbf{R}_D^T \omega_T + \omega_D^T)
\]

where \( \omega_D^T \) is the angular rate of frame \( D \) with respect to frame \( T \) resolved in \( D \), which is determined by

\[
(\omega_D^T)^\top = (R^T_D)^T \hat{R}_D^T
\]

and

\[
e_R \triangleq \frac{1}{2} \Pi_R \left( (\mathbf{I}_3 - \Pi_R^T \Pi_R) \hat{R} - \hat{R}^T \left( \mathbf{I}_3 - \Pi_R^T \Pi_R \right) \right)^\top
\]

\[
= \frac{1}{2} \left( \hat{R}_{13} - \hat{R}_{12} \right)^\top
\]

\[\lambda < \frac{\nu_{\min}}{c^2 + \epsilon^2 c_1}, \quad 0 < \delta_\lambda < 1\]

The main result is summarized in the following theorem.

Assumption 1. The vehicle is equipped with an inner-loop controller that provides tracking capabilities of feasible pitch- and yaw-rate commands, i.e., \( q_c(t) \) and \( r_c(t) \), respectively. In other words,

\[
\begin{bmatrix} q_c(t) - q(t) \\ r_c(t) - r(t) \end{bmatrix} \leq \delta_\omega, \quad \forall t \geq 0
\]

if \( q_c(t) \) and \( r_c(t) \) satisfy

\[
\begin{bmatrix} q_c(t) \\ r_c(t) \end{bmatrix} \leq \omega_{c,\max}, \quad \forall t \geq 0
\]

for some \( \omega_{c,\max} > 0 \).

With this setup, the path-following problem is stated as follows.

Problem 1. Derive control laws for \( q_c(t) \), \( r_c(t) \), and for the rate of progression of the virtual time, \( \dot{y}(t) \), such that the path-following error \( e_{PF}(t) = [p^T_T(t), \Psi(\hat{R}(t))]^T \) converges to a neighborhood of the origin.

2.2. Path-Following Solution

To address the path-following problem we let the dynamics of the virtual time be governed by the following control law

\[
\dot{\gamma} = \left[ v\hat{u}_1 + k_c(p - p_d(y)) \right]^T \hat{t}_1(y)
\]

and let the pitch- and yaw-rate commands be given by

\[
\omega_c \triangleq \begin{bmatrix} q_c \\ r_c \end{bmatrix} = \Pi_R^T (\mathbf{R}_D^T \omega_T + \omega_D^T) - 2k_R e_R
\]

where \( k_c > 0 \) and \( k_R > 0 \) are control gains.

For given angular-rate command constraint \( \omega_{c,\max} \) introduced in (11), the angular rates \( \omega_T \) and \( \omega_D^T \) defined in (2) and (8) satisfy

\[
\omega_{c,\max} - \omega_{T,\max} \dot{\gamma} - \sup_{r \geq 0} \left\| \omega_D^T \right\| > 0
\]

Satisfaction of the above inequality can be ensured by making \( \omega_{c,\max} \) and \( \sup_{r \geq 0} \left\| \omega_D^T \right\| \) arbitrarily small. This can be obtained by tuning the trajectory generation algorithm (see Equation (3)) and by increasing the desired distance \( \bar{d} \) (see Equation (8)), respectively. For more details on the satisfaction of the above inequality, see Rober et al. (2021). Furthermore, let

\[
c < \min \left\{ \frac{1}{\sqrt{2}} \frac{1}{2k_R} \left( \omega_{c,\max} - \omega_{T,\max} \dot{\gamma} - \sup_{r \geq 0} \left\| \omega_D^T \right\| \right) \right\}
\]

\[
c_1 > 0
\]

\[
\lambda < \frac{\nu_{\min}}{c^2 + \epsilon^2 c_1}, \quad 0 < \delta_\lambda < 1
\]
Theorem 1. Consider a vehicle moving with speed $v$ satisfying

$$0 < v_{\text{min}} \leq v \leq v_{\text{max}}$$

(16)

Assume that the vehicle is equipped with an inner-loop autopilot satisfying Assumption 1 with

$$\delta_w < 2\lambda\delta_c$$

(17)

There exist control parameters $d$, $k_r$, and $k_R$ such that, for any initial state $e_{PF}(0) \in \Omega_{PF}$, with

$$\Omega_{PF} = \left\{ e_{PF} : \Psi(\tilde{R}) + \frac{1}{c_1^i} \left\| P_T(0) \right\|^2 \leq c^2 \right\}$$

(18)

the rate of progression of the virtual time (12) and the angular-rate commands (13) ensure that the path-following error $e_{PF}(t)$ is locally uniformly ultimately bounded, and the following bounds hold:

$$\Psi(\tilde{R}(t)) + \frac{1}{c_1^i} \left\| P_T(t) \right\|^2 \leq e^{-2\lambda(1-\delta_c)t} \Psi(\tilde{R}(0)) + \frac{1}{c_1^i} \left\| P_T(0) \right\|^2$$

(19)

for all $0 \leq t < T_b$

$$\Psi(\tilde{R}(t)) + \frac{1}{c_1^i} \left\| P_T(t) \right\|^2 \leq \frac{\delta_w^i}{2\lambda \delta_c}, \quad \text{for all} \quad t \geq T_b$$

(20)

Proof: The proof of Theorem 1 is given in Rober et al. (2021).

3. Inner-Loop Problem

Having addressed the problem of determining angular-rate commands to allow the vehicle to follow a desired path, we next formulate the inner-loop control problem with the goal of finding a system input which allows the vehicle to track the angular-rate commands given by the path-following controller. Namely, we make use of a control strategy similar to the one used in Kaminer et al. (2010) in which an $L_1$ control algorithm is used to determine the input to a commercial autopilot, shown in Fig. 3, that is capable of stabilizing the vehicle and providing basic tracking commands.

Assumption 2. The vehicle is equipped with an autopilot capable of stabilizing the vehicle and providing tracking capabilities for the vehicle’s pitch- and yaw-rates.

This augmented control architecture improves the autopilot by providing guaranteed performance bounds and behaving more consistently in a variety of situations. These points will be discussed in more detail later.

As a preliminary to the formulation of the inner loop controller, we must first introduce the $L_1$ and $L_\infty$ norms as follows:

$$\| G(s) \|_{L_1} = \int_0^\infty |g(t)| dt, \quad \| \xi \|_{L_\infty} = \max_{i=1..n} \left( \sup_{r \geq 0} |\xi_i(r)| \right)$$
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![Fig. 3: Internals of the system to be controlled: the vehicle packaged with a commercial autopilot](image)

Also note that we make use of the right pseudo-inverse of a full row-rank matrix $T \in \mathbb{R}^{m \times n}$, which is denoted by $T^T$ and is calculated as $T^T = T^T \left( TT^T \right)^{-1}$, thus giving $TT^T = I_m$. 

3.1. Inner-Loop Problem Formulation

To begin mathematically formulating the inner-loop control structure, we first introduce the autopilot-vehicle system as multi-input multi-output system:

$$G_p(s) \begin{cases} \dot{x}(t) = A_p x(t) + B_p(u_{ad}(t) + f(t, x(t))), & x(0) = x_0 \\ y(t) = C_p x(t) \end{cases}$$

(21)

where $u_{ad}(t) \in \mathbb{R}^2$ is the input consisting of pitch- and yaw-rate reference signals, i.e., $u_{ad} \triangleq [q_{ad}, r_{ad}]^T$, $y(t) \in \mathbb{R}^2$ is the output containing the vehicle’s actual pitch- and yaw-rates, i.e., $y \triangleq [q(t), r(t)]^T$, and $f(t, x(t)) \in \mathbb{R}^2$ represents the time-varying uncertainties and nonlinearities associated with the system. \{ $A_p \in \mathbb{R}^{n_p \times n_p}, B_p \in \mathbb{R}^{n_p \times 2}, C_p \in \mathbb{R}^{2 \times n_p}$ \} is a known controllable-observable triple with the unknown initial condition $x_0 \in \mathbb{R}^{n_p}$ which is assumed to be inside the arbitrarily large set $\|x_0\|_\infty < \rho_0 < \infty$ for some known $\rho_0 > 0$.

Remark 1. Note that the triple \{ $A_p, B_p, C_p$ \} is assumed to be known only in the context of the theoretical formulation of performance bounds. It is not used in the formulation or implementation of the controller.

Next we introduce the desired systems $M(s)$ with

\{ $A_m \in \mathbb{R}^{n_m \times n_m}, B_m \in \mathbb{R}^{n_m \times 2}, C_m \in \mathbb{R}^{2 \times n_m}$ \}

i.e.,

$$M(s) \triangleq C_m \left( sI - A_m \right)^{-1} B_m$$

$M(s)$ is a design parameter of the $L_1$ controller and specifies $y_m \triangleq [q_m, r_m]^T$ where $q_m$ and $r_m$ are the desired pitch- and yaw-rate behaviors in response to the commands $q_c$ and $r_c$. The triple \{ $A_m, B_m, C_m$ \} must be selected such that $A_m$ is Hurwitz, $C_mB_m$ is nonsingular, and $M(s)$ does not
have a non-minimum-phase transmission zero. The desired dynamics are given by the Laplace transform
\[ y_m(s) = M(s)K_g \omega_e(s), \quad K_g = -(C_mA_m^{-1}B_m)^{-1} \quad (22) \]
where \( \omega_e(s) \) is the Laplace transform of the angular-rate command given in Eq. (13). Thus, the problem becomes a matter of designing a control law for \( u_{ad} \) such that the output \( y \) of system (21) tracks the desired output \( y_m \) given in Eq. (22).

To aid in the solution of this problem, we first introduce the following series of assumptions.

**Assumption 3.** The reference signal \( \omega_e(t) \) given by the path-following algorithm is bounded such that
\[ \| \omega_e(t) \|_\infty \leq M_\omega \quad (23) \]
for some known constant \( M_\omega > 0 \).

Notice that Assumption 3 differs from the bound given in Eq. (11) of Assumption 1 which uses the Euclidean norm.

**Assumption 4.** For any \( \delta > 0 \) there exists \( F_\delta \) and \( L_0 \) such that
\[ \| f(t, x_2) - f(t, x_1) \|_\infty \leq F_\delta \| x_2 - x_1 \|_\infty, \]
\[ \| f(t, 0) \|_\infty \leq L_0 \]
hold uniformly for all \( \| x_i \|_\infty < \delta, i \in \{1, 2\}, t \geq 0 \).

With these assumptions in place, we formally state the problem of developing the inner-loop autopilot augmentation algorithm below.

**Problem 2.** Find a control law for \( u_{ad}(t) \) such that the pitch- and roll-rate of the vehicle’s flow frame, packaged into \( y(t) \), exhibits the desired behavior given by Eq. (22).

### 3.2. Inner-Loop Structure

To determine the input \( u_{ad}(t) \) which controls the system given in Eq. (21) to behave like the desired system given by Eq. (22), we use a set of discrete functions comprising of (i) an adaptation law that estimates the value of \( f(t, x) \), (ii) an output predictor that uses the estimate from (i) and the previous value of \( u_{ad} \) to predict the value of \( y \), and (iii) a control law that uses the estimate from (i) with the commands from the path-following controller to determine the value of \( u_{ad} \) that solves Problem 2. A block diagram of this structure is shown in Fig. 4.

![Block Diagram of L1 Augmentation Loop](image)

**Fig. 4:** Structure of \( L_1 \) augmentation loop, adapted from Kaminer et al. (2010)

Then, given the vector \( C_m \sqrt{P}^{-1} \), let \( D \) be the \((n_m - 1) \times n_m\) nullspace of \( C_m \sqrt{P}^{-1} \), i.e.,
\[ D \left(C_m \sqrt{P}^{-1}\right)^T = 0 \]
Define \( \Lambda \) as
\[ \Lambda \triangleq \begin{bmatrix} C_m \\ D \sqrt{P} \end{bmatrix} \in \mathbb{R}^{n_m \times n_m} \]
The purpose of the adaptation law is to provide a discrete-time estimate \( \hat{\sigma}(i) \) of the desired-system nonlinearity term \( f(t, x(i)) \). To formulate this, we write
\[ \hat{\sigma}(i) = \hat{\sigma}(i) \quad t \in [i T_s, (i + 1) T_s), \quad i \in \mathbb{Z}_{\geq 0} \]
The discrete-time nonlinearity estimate at a given time step is determined by
\[ \hat{\sigma}(i) = -\Phi^{-1}(T_s) e^{\Lambda M_\Lambda^{-1}T_s} 1_{n_m^2} \hat{y}(i) \quad (24) \]
where \( 1_{n_m^2} \triangleq \begin{bmatrix} 1_{n_m} \ 0_{2 \times (n_m - 2)} \end{bmatrix} \in \mathbb{R}^{n_m \times 2} \), \( \hat{y}(i) \) is the sampled output i.e., \( \hat{y}(i) = y(iT_s) \), \( \hat{y}(i) \) is the discrete output estimate given by the output predictor, and \( \Phi(T_s) \) is an \((n_m \times n_m)\) matrix given by
\[ \Phi(T_s) = \int_0^{T_s} e^{\Lambda M_\Lambda^{-1} \tau} \Lambda d\tau \]
Note that \( \sigma(i) \) is determined with a \( T_s \)-dependent constant multiplied by the error in the output measurement. This means that \( T_s \) is the only factor determining the speed of the adaptation law and that it can be made arbitrarily fast by sufficiently reducing \( T_s \).
3.2.2. Output Predictor

We employ the discrete output predictor given by

\[\hat{x}_d[i+1] = e^{A_m T_s} \hat{x}_d[i] + A_m^{-1} \left( e^{A_m T_s} - I \right) \left( B_m u_d[i] + \hat{\sigma}_d[i] \right),\]

\[\hat{y}_d[i] = C_m \hat{x}_d[i], \quad y_d[0] = C^\dagger y_0\]

(25)

where \(\hat{x}_d[i] \in \mathbb{R}^{n_m}\) is the state, \(u_d[i] \in \mathbb{R}\) is the input determined by the control law, and \(y_d = y(0)\) is the known initial output value. Note that the output predictor replicates the desired closed-loop dynamics, but substitutes the unknown function \(f(t, x(t))\) with \(\hat{\sigma}_d[i]\).

3.2.3. Control Law

The system input \(u_{ad}\) is first discretized as

\[u_{ad}(t) = u_d[i], \quad t \in [iT_s, (i+1)T_s), \quad i \in \mathbb{Z}_{\geq 0}\]

where \(u_d[i]\) is determined by

\[x_u[i+1] = e^{A_o T_s} x_u[i] + A_o^{-1} \left( e^{A_o T_s} - I \right) \left( B_o e^{-A_o T_s} \hat{\sigma}_d[i] \right),\]

\[u_d[i] = K_g \omega_c[i] - C_o x_u[i], \quad x_u[0] = 0\]

(26)

where \(K_g\) and \(\omega_c[i]\) were introduced in Eqs. (22) and (23), and \((A_o, B_o, C_o) \in \mathbb{R}^{n_o \times n_o \times 2}, (B_o, C_o) \in \mathbb{R}^{n_o \times n_x}\) is the minimal state-space realization of the transfer function

\[O(s) = C(s)M^{-1}(s)C_m \left( sI_{n_o} - A_m \right)^{-1}\]

(27)

and \(C(s)\) is a strictly proper stable transfer function such that \(C(0) = I_2\).

In summary, the inner-loop control algorithm is comprised of Eqs. (24–27). To analyze the stability of the given controller, it is necessary to introduce a series of terms that will help to define stability conditions and set requirements for the controller’s design:

\[P(s) \equiv C_p \left( sI_{n_p} - A_p + B_p K \right)^{-1} B_p\]

\[H_0(s) \equiv \left( sI_{n_p} - A_p + B_p K \right)^{-1} B_p\]

\[H_0(s) \equiv \left( sI_{n_p} - A_p + B_p K \right)^{-1} B_p\]

\[H_0(s) \equiv \left( sI_{n_p} - A_p + B_p K \right)^{-1} B_p\]

\[H_2(s) \equiv H_0(s) - H_0(s)C(s)H_1(s) \left( M^{-1}(s)P(s) - I_2 \right)\]

\[H_3(s) \equiv H_2(s)M^{-1}(s)P(s)\]

\[H_4(s) \equiv H_3(s)M^{-1}(s)P(s) - I_2\]

\[H_5(s) \equiv H_0(s)C(s)H_1(s)M^{-1}(s)\]

\[G(s) \equiv H_0(s) - H_5(s)P(s)\]

\[H_{in}(s) \equiv C_p \left( sI_{n_p} - A_p + B_p K \right)^{-1}\]

\[- C_m \left( sI_{n_m} - A_m \right)^{-1} C_m^\dagger C_p\]

where \(K \in \mathbb{R}^{2 \times n_p}\) is selected such that \(A_p - B_p K\) is Hurwitz. With these definitions in place, we reiterate that \(C(s)\) must be strictly proper with \(C(0) = I_2\) and add that \(C(s)\) must be chosen such that

\[H_1(s)\text{ is stable}\]

(29)

\[C(s)M^{-1}(s)\text{ is proper}\]

(30)

and for some \(\rho_0\) there exists \(\rho > \rho_0\) satisfying

\[\|G(s)\|_{\mathcal{L}_1} < \frac{\rho - \rho_1 - \rho_2}{\rho_0}\]

(31)

where

\[\rho_1 \equiv \| s \left( sI_{n_p} - A_p + B_p K \right)^{-1} - sH_g(s)H_{in}(s) \|_{\mathcal{L}_1}\]

(32)

\[\rho_2 \equiv \| H_2(s)K_g \|_{\mathcal{L}_1} M_{\omega}\]

(33)

and

\[L_{\rho_2} \equiv \frac{\tilde{\rho}_1 + \rho_r}{\rho_r} \left( F(\tilde{\rho}_1) + \| K \|_{\infty} \right)\]

(34)

where \(\tilde{\rho}_1\) is a small constant and \(F_\theta\) was introduced in Assumption 4.

Next we introduce the reference system

\[\dot{x}_{ref}(t) = A_p x_{ref}(t) + B_p \left( u_{ref}(t) + f(t, x_{ref}(t)) \right)\]

\[u_{ref}(s) = K_g \omega_c(s) - C(s)\sigma_{ref}(s)\]

\[y_{ref}(t) = C_p x_{ref}(t), \quad x_{ref}(0) = x_0\]

where

\[\sigma_{ref}(s) \equiv \left( ((P(s) - M(s)) C(s) + M(s))^{-1} (P(s) - M(s)) K_g \omega_c(s) \right)\]

\[+ \left( ((P(s) - M(s)) C(s) + M(s))^{-1} (P(s) v_{ref}(s) + H_{in}(s) x_0) \right)\]

(35)

and \(v_{ref}(s)\) is the Laplace transform of

\[v_{ref}(t) = K x_{ref}(t) + f(t, x_{ref}(t))\]

(36)

Notice that the output from Eq. (35) can be reformulated to show that

\[y_{ref}(s) = M(s) K_g \omega_c(s) + M(s) (I_2 - C(s)) \sigma_{ref}(s)\]

\[+ C_m (sI_2 - A_m)^{-1} C_m^\dagger y_0\]

(37)
which highlights the fact that the uncertainty $\sigma_{\text{ref}}(t)$ can only be reduced within the bandwidth of $C(s)$. Additionally, because $C(0) = E_2$, the Final Value Theorem applied to Eq. (38) implies that the reference output follows the desired output given by Eq. (22). The reference system given by Eq. (35) serves as the ideal form of the system given by Eq. (21) controlled by Eqs. (24-27) which is obtained as $T_s$ approaches 0 and serves to provide a measurement of the performance of the real system. Thus, the next lemma establishes the stability and performance bounds of the reference system, which will later be used to define the real system’s performance.

**Lemma 1.** Consider the closed-loop reference system given in (35) subject to conditions (29-30). If $\|x_0\|_\infty \leq \rho_0$, then
\[
\|x_{\text{ref}}\|_{L_1} < \rho_r
\]
\[
\|u_{\text{ref}}\|_{L_1} < \rho_{ur}
\]
where $\rho_{ur}$ is given by
\[
\rho_{ur} \equiv \left\| C(s)H_3(s) \right\|_{L_1} \left( L_p \rho_r + L_0 \right)
\]  
\[
+ \left\| sC(s)H_1(s)M^{-1}(s)H_{\text{in}}(s) \right\|_{L_1} \rho_0
\]  
\[
+ \left\| (I_s - C(s)H_4(s))K_s \right\|_{L_1} M_{\infty}
\]

The proof for Lemma 1 can be found in Jafarnejadsani (2018).

Finally, in Theorem 2, we define the performance bounds of the control structure given by Eqs. (24-27) applied to the closed-loop autopilot system given by Eq. (21) relative to the reference system in Eq. (35).

**Theorem 2.** Consider the system given in Eq. (21) with the control laws given by Eqs. (24-27) subject to conditions (29), (30), and (31). If $\|x_0\|_\infty < \rho_0$, then
\[
\|x_{\text{ref}}(t) - x(t)\|_\infty \leq \gamma_x
\]
and
\[
\|u_{\text{ref}}(t) - u_{ad}(t)\|_\infty \leq \gamma_{u_{ad}}
\]
with
\[
\lim_{T_s \to 0} \gamma_x = \lim_{T_s \to 0} \gamma_{u_{ad}} = 0
\]

The proof for Theorem 2 and more detail on the definitions of $\gamma_x$ and $\gamma_{u_{ad}}$ can be found in Jafarnejadsani (2018).

Theorem 2 implies that the behavior of the system given by Eq. (21) can be made arbitrarily close to the behavior of the reference system given by Eq. (35) by reducing the sampling rate $T_s$. Moreover, as is shown by Eq. (38), $y_{\text{ref}}$ tracks the desired output $y_{\text{m}}$. Thus, from Theorem 2, it can be concluded that the output $y$ tracks the desired output $y_{\text{m}}$ uniformly in transient and steady state with performance bounds that can be decreased through the selection of $T_s$ and $C(s)$.

The sampling time $T_s$ acts as an adaptation gain, and while it’s not necessary that it matches the CPU clock cycle time, the lowest possible $T_s$ is desirable as it tightens the error bounds between the reference system and the actual system as specified by Theorem 2. The control parameter $C(s)$ acts as a low-pass filter which attenuates the high-frequency components of the adaptation law. It thus acts as a design variable which can be used to tune the balance between the sensitivity of the adaptation law to disturbances and the robustness of the controller. Further discussion on the selection of $C(s)$ can be found in Hovakimyan and Cao (2010) and Jafarnejadsani (2018).

**Remark 2.** As previously stated, use of the Final Value Theorem on Eq. (38) shows that $y_{\text{m}} \to y_{\text{ref}}$ as $T_s \to 0$. Combining this with the result from Theorem 2, it can be shown that $\|y_{\text{m}} - y\|_\infty$ is bounded. Moreover, because $M(s)$ is bounded-input, bounded-output stable, it follows that $\|y_{\text{m}} - y\|_\infty$ is bounded. This result can be applied to Assumption 1 to find path-following error bounds as they relate to the inner-loop control parameters.

4. Simulation Results

In this section we provide numerical results demonstrating the previously described control scheme on an underwater vehicle modeled in Simulink. The Simulink model used is a reduced-order hydrodynamic model which uses coefficients from a series of CFD experiments to model the inertial forces and hydrodynamic loads experienced by the Joubert BB2 underwater vehicle introduced in Carrica et al. (01 July 2019). The hydrodynamic forces captured by this model include surface effects, i.e., the hydrodynamic forces caused by motion of a body near the free surface or the sea floor, which can cause a significant change in the hydrodynamic load throughout a maneuver which experiences a change in depth. The development of this Simulink model is documented in Kim (2021) along with specific details on the model’s properties. We will present three sets of maneuvers: (1) a depth-change, (2) a combined depth- and $y_W$-position-change, and (3) a canyon-traversal.

Each of the maneuvers employs Bernstein polynomials (BPs) as the basis for the desired path. Thus, $p_d$ takes the form
\[
P_d(y(t)) = \sum_{j=0}^{N} \hat{p}_j b_{j,N}(y(t))
\]
where $\hat{p}_0, \ldots, \hat{p}_N \in \mathbb{R}^3$ are the Bernstein coefficients, and
\[
b_{j,n}(y(t)) = \binom{N}{j} \frac{\gamma(t) - \gamma(t - \Delta t)^{N-j}}{\Delta t^{N-j}}
\]
is the Bernstein polynomial basis with
\[
\binom{N}{j} = \frac{N!}{j!(N-j)!}.
\]
Selecting BPs as the basis for $p_d$ provides two advantages: (i) BPs are continuous, ensuring the satisfaction of the path-following condition described by Eq. (11), and (ii) optimization techniques can
be used to generate approximately optimal trajectories as is demonstrated in Cichella et al. (2019). For the purpose of this paper, they allow us to select Bernstein coefficients to create arbitrary paths.

In order to satisfy Assumption 2, we must design an autopilot controller capable of stabilizing the vehicle and tracking some reference command. The x-shaped configuration of the vehicle’s stern planes, shown in Fig. 5, requires that each control surface has a unique command to allow the submarine to maneuver in 3D space. Determination of each control surface command is given by

\[
\delta_i = \begin{cases} 
\delta_i - \delta_{\text{min}} & \delta_{\text{min}} \leq \delta_i \leq \delta_{\text{max}} \\
\delta_{\text{min}} & \delta_{\text{min}} \leq \delta_i \leq \delta_{\text{max}} \\
\delta_{\text{max}} & \delta_{\text{max}} \leq \delta_i \geq \delta_{\text{min}} 
\end{cases}
\]

where \(\delta_{\text{max}} = -\delta_{\text{min}} = 30 \) degrees, and \(\delta_i, i \in \{1, 2, 3, 4, 5\}\) is given by

\[
\delta_1 = -\delta_i + \delta_h \\
\delta_2 = -\delta_i - \delta_h \\
\delta_3 = \delta_i - \delta_h \\
\delta_4 = \delta_i + \delta_h \\
\delta_5 = \delta_i
\]

with \(\delta_i\) and \(\delta_h\) given by the PI control laws

\[
\dot{\delta}_i = K_{P_i} (\bar{u}_q - q) + K_{I_i} \int_0^t (\bar{u}_q - q) dt
\]

\[
\dot{\delta}_h = K_{P_h} (\bar{u}_r - r) + K_{I_h} \int_0^t (\bar{u}_r - r) dt
\]

with control gains \(K_{P_i} = K_{P_h} = 3000\) and \(K_{I_i} = K_{I_h} = 50\) and \([\bar{u}_q, \bar{u}_r, \bar{u}_q, \bar{u}_r]^{\top} = \bar{u}_{\text{ad}}\) for cases labeled “Adaptation On” and \([\bar{u}_q, \bar{u}_r]^{\top} = \bar{u}_{\text{ad}}\) for cases labeled “Adaptation Off”. The control parameters used to obtain the results in this section were selected so that the vehicle would quickly converge to the desired path without being overly aggressive. The path-following gains are given by

\[
k_{I} = 1 \text{ [1/s]} \quad k_{I} = 0.1 \text{ [1/s]} \quad d = 250 \text{ [m]}
\]

The adaptive parameters, i.e., the desired system \(M(s)\) and the low-pass filter \(C(s)\), were designed to be

\[
M(s) = \begin{bmatrix} 0.1 & 0 \\ \frac{1}{s+0.1} & \frac{1}{s+0.1} \end{bmatrix}
\]

\[
C(s) = \begin{bmatrix} 0.1 & 0 \\ \frac{1}{(s+0.1)^2} & \frac{0.01}{(s+0.1)^2} \end{bmatrix}
\]

These must be designed while considering the dynamics of the system and the nature of the disturbances it may experience. Thus, using insight gained from Kim (2021) about the speed of the pitch and yaw dynamics, \(M(s)\) was designed with moderately fast dynamics. \(C(s)\) was designed to balance robustness and adaptation such that the pitch-channel is able to more quickly adapt to disturbances such as waves and surface interactions. We set \(T_s = 0.05\) except where noted.

First, we present a simple depth-change maneuver to set a baseline for the controller’s performance and compare the adaptive and non-adaptive autopilot performances at both 2 and 5 m/s. The desired path for the maneuver is defined by a BP with control points stepping from 50 m to 45 m in depth, thus providing a smooth step function. The results for this maneuver are shown in Fig. 6. The maximum overshoot values without adaptation were 0.35m and 0.02m for 2 and 5 m/s respectively, while the corresponding values with adaptation were approximately 0.02m for both maneuvers. Notice that with only the autopilot, the vehicle still performs well at 5 m/s where it has more control authority. However, in the 2 m/s case, the control surfaces’ ability to pitch the vehicle is diminished, resulting in a larger maximum overshoot. In contrast, the adaptive controller is able to estimate the vehicle’s dynamics at both 2 and 5 m/s, and controls it in a way that is consistent for both speeds.

As stated in Theorem 2, the vehicle’s behavior approaches the desired behavior as \(T_s\) approaches 0. In Fig. 7, we compare the tracking error \(q_m - q\) for a slow \(T_s = 0.05\) case (already shown in Fig. 6), and fast \(T_s = 0.005\) case. Notice that as \(T_s\) is reduced, the maximum error between \(q_m\) and \(q\) is reduced. While some points on the error curve for the slow case are smaller than those of the fast curve, the \(\mathcal{L}_\infty\)-norm condition in Theorem 2 only requires that the maximum error is reduced. Fig. 7 confirms this with the fast case showing a 19.9% reduction in the maximum error compared to the slow case.

Next we show a more challenging lane-change maneuver in which the vehicle is commanded to perform a depth change maneuver executed with adaptation off and on at 2 m/s and 5 m/s.
change from 50 to 15 m in depth and simultaneously change its $y_W$ position from 0 to 35 m. This maneuver brings the vehicle closer to the free surface where surface effects introduce an additional suction force, thus adding an environmental disturbance the controller must contend with. To increase the difficulty, this maneuver was executed at a commanded forward speed of 2 m/s. Fig. 8 shows the results of this maneuver. The results in Fig. 8a show that, in addition to the tracking error during the transient period, the suction forces from the surface effects cause a greater maximum overshoot for the non-adaptive case (3.02 m for the non-adaptive case vs 0.61 m for the adaptive case). This is notable because the vehicle’s sail breaks the surface when its CG is at a depth of 11 m. Breaking the surface is detrimental for stealth operations, thus demonstrating what could be considered a safety-critical maneuver where it is important to have a controller with guaranteed performance bounds. Fig. 8b shows that a similar effect does not appear in the $y_W$-position change because the suction forces only affect the vertical plane. Note that the lack of righting moment and comparatively simple horizontal dynamics result in very similar results between the adaptive and non-adaptive cases, demonstrating the shifted balance toward robustness given by the more restrictive filter for the $r$-channel in Eq. (42).

To help quantify the magnitude of the disturbance caused by the suction force due to hydrodynamic interaction between the vehicle and the free surface, Fig. 9 shows the vertical hydrodynamic force on the hull of the vehicle during the "Adaptation On" simulation from Fig. 8. Notice that when the vehicle is at a depth of 50 m ($t = 0$ to $t = 1000$), there are no hydrodynamic forces on the vehicle (forces due to hydrostatic pressure are not included). This is in contrast with when the vehicle reaches steady state at 15 m ($t = 2000$ and on) and the vertical force on the hull is a constant 1000 kN. The ability of the controller with adaptive augmentation to quickly adapt to this additional disturbance and reach steady state is again highlighted by Fig. 10. While the non-adaptive controller is also able to reach steady state due to the inclusion of an integral gain in the PID controller, the adaptive controller is able to converge several hundred seconds faster.
Finally, in Fig 11, we demonstrate the capabilities of the controller in a scenario where the vehicle is commanded to traverse a segment of the Scripps canyon near San Diego, California. This is another example of a safety-critical maneuver where guaranteed performance bounds are important to ensure the vehicle will not collide with the canyon walls. The desired path was generated by arbitrarily placing the Bernstein control points such that the path maintained a safe distance from the canyon walls, thus showcasing the ease with which this controller can be used to execute complex maneuvers. Additionally, future work could make use of path-generation techniques such as those used in Cichella et al. (2019) to autonomously generate a safe and feasible path.

Additional information for the canyon traversal maneuver is provided in Fig. 12 which displays the magnitude of the position error vector $p_T$ in Fig. 12a and the components of desired angular rate $y_m$ in Fig. 12b. Note that the largest position error corresponds to the sharp turn into the narrower valley. Fig. 12b explains this error by showing that the vehicle is being commanded to track relatively large angular rate commands. For context, the vehicle is capable of briefly peaking at 0.05 rad/s in diving maneuvers, but this cannot be maintained for a sustained period of time. Thus, Fig. 12b shows that the desired path is not feasible for this vehicle. However, despite this problem, the vehicle is able to reconverge to the path. Additionally, path-generation techniques can be used to avoid this type of issue by considering the vehicle’s dynamic constraints when creating the desired path.

5. Conclusion

This paper has presented a formulation for a multi-layer control scheme for underwater vehicles consisting of a path-following outer-loop controller and an adaptive inner-loop controller. The path-following controller is coordinate-free and determines an angular-rate command to converge to a 3D path. The angular-rate command is passed to the inner-loop controller, which consists of an $L_1$ augmentation loop that alters the angular-rate command before it is received by an autopilot controller, which are commonly included in commercial vehicles. Performance bounds for both the outer- and inner-loop controllers are derived and presented. Finally, numerical results from a physics-based Simulink model are shown, showcasing the properties of the controller and demonstrating its performance under different conditions. Future work for this project includes implementation of this controller in a lab setting, as well as the addition of design considerations to handle disturbances in the form of waves and changes in dynamics for operation at extreme low speeds.
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