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Abstract—In high mobility applications of millimeter wave (mmWave) communications, e.g., vehicle-to-everything communication and next-generation cellular communication, frequent link configuration can be a source of significant overhead. We use the sub-6 GHz channel covariance as an out-of-band side information for mmWave link configuration. Assuming: 1) a fully digital architecture at sub-6 GHz and 2) a hybrid analog–digital architecture at mmWave, we propose an out-of-band covariance translation approach and an out-of-band aided compressed covariance estimation approach. For covariance translation, we estimate the parameters of sub-6 GHz covariance and use them in theoretical expressions of covariance matrices to predict the mmWave covariance. For out-of-band aided covariance estimation, we use weighted sparse signal recovery to incorporate out-of-band information in compressed covariance estimation. The out-of-band covariance translation eliminates the in-band training completely, whereas out-of-band aided covariance estimation relies on in-band as well as out-of-band training. We also analyze the loss in the signal-to-noise ratio due to an imperfect estimate of the covariance. The simulation results show that the proposed covariance estimation strategies can reduce the training overhead compared to the in-band only covariance estimation.

Index Terms—Covariance estimation, out-of-band information, hybrid analog–digital precoding, millimeter-wave communications, subspace perturbation analysis.

I. INTRODUCTION

The hybrid precoders/combiners for millimeter wave (mmWave) MIMO systems are typically designed based on either instantaneous channel state information (CSI) [2] or statistical CSI [3]. Obtaining channel information at mmWave is, however, challenging due to: (i) the large dimension of the arrays used at mmWave, (ii) the hardware constraints (e.g., a limited number of RF-chains [2], [3], and/or low-resolution analog-to-digital converters (ADCs) [4]), and (iii) low pre-beamforming signal-to-noise ratio (SNR). The reasons for low pre-beamforming SNR at mmWave are twofold: (i) the antenna size is small which in turn means less received power, and (ii) the thermal noise is high due to large bandwidth. We exploit out-of-band information extracted from sub-6 GHz channels to configure the mmWave links. The use of sub-6 GHz information for mmWave is enticing as mmWave systems will likely be used in conjunction with sub-6 GHz systems for multi-band communications and/or to provide wide area control signals [5]–[7].

Using out-of-band information can positively impact several applications of mmWave communications. In mmWave cellular [8], [9], the base-station user-equipment separation can be large (e.g., on cell edges). In such scenarios, link configuration is challenging due to poor pre-beamforming SNR and user mobility. The pre-beamforming SNR is more favorable at sub-6 GHz due to lower bandwidth. Therefore, reliable out-of-band information from sub-6 GHz can be used to aid the mmWave link establishment. Similarly, frequent reconfiguration will be required in highly dynamic channels experienced in mmWave vehicular communications (see e.g., [10] and the references therein). The out-of-band information (coming e.g., from dedicated short-range communication (DSRC) channels [11]) can play an important role in unlocking the potential of mmWave vehicular communications.

A. Contributions

The main contributions of this paper are as follows:

• We propose an out-of-band covariance translation strategy for MIMO systems. The proposed translation approach is based on a parametric estimation of the mean angle and angle spread (AS) of all clusters at sub-6 GHz. The estimated parameters are then used in the theoretical expressions of the spatial covariance at mmWave to complete the translation.

• We formulate the problem of covariance estimation for mmWave hybrid MIMO systems as a compressed signal recovery problem. To incorporate out-of-band information in the proposed formulation, we introduce the concept of weighted compressed covariance estimation (similar to weighted sparse signal recovery [12]).
The weights in the proposed approach are chosen based on the out-of-band information.

- We use tools from singular vector perturbation theory [13] to quantify the loss in received post-processing SNR due to the use of imperfect covariance estimates. The singular vector perturbation theory has been used for robust bit-allocation [14] and robust block-diagonalization [15] in MIMO systems. For SNR degradation analysis, we consider a single path channel and find an upper and lower bound on the loss in SNR. The resulting expressions permit a simple and intuitive explanation of the loss in terms of the mismatch between the true and estimated covariance.

B. Prior Work

We propose two mmWave covariance estimation strategies. The first strategy is covariance translation from sub-6 GHz to mmWave, while the second strategy is out-of-band aided compressed covariance estimation. In this section, we review the prior work relevant to each approach.

Most of the prior work on covariance translation was tailored towards frequency division duplex (FDD) systems [16]–[20]. The prior work includes least-squares based [16], minimum variance distortionless response based [17], and [20] projection based strategies. In [18], a spatio-temporal covariance translation strategy was proposed based on two-dimensional interpolation. In [19], a training based covariance translation approach was presented. Unlike [16]–[18], the translation approach in [19] requires training specifically for translation but does not assume any knowledge of the array geometry. The uplink (UL) information has also been used in estimating the instantaneous downlink (DL) channel [21], [22]. In [21], the multi-paths in the UL channel were separated and subsequently used in the estimation of the DL channel. The UL measurements were used to obtain weights for the compressed sensing based DL channel estimation in [22].

In FDD systems, the number of antennas in the UL and DL array is typically the same, and simple correction for the differences in array response due to slightly different wavelengths can translate the UL covariance to DL. MmWave systems, however, will use a larger number of antennas in comparison with sub-6 GHz, and conventional translation strategies (as in [16]–[22]) are not applicable. Further, the frequency separation between UL and DL is typically small (e.g., there is 9.82% frequency separation between 1935 MHz UL and 2125 MHz DL [23]) and spatial information is congruent. We consider channels that can have frequency separation of several hundred percents, and hence some degree of spatial disagreement is expected.

To our knowledge, there is no prior work that uses the out-of-band information to aid the in-band mmWave covariance estimation. Some other out-of-band aided mmWave communication methodologies, however, have been proposed. In [24], coarse angle estimation at sub-6 GHz followed by refinement at mmWave was proposed. In [25], the legacy WiFi measurements were used to configure the 60 GHz WiFi links. The measurement results presented in [25] demonstrated the benefits and practicality of using out-of-band information for mmWave communications. In [26], the sub-6 GHz channel information was used to aid the beam-selection in analog mmWave systems. In [7], a scheduling strategy for joint sub-6 GHz-mmWave communication system was introduced to maximize the delay-constrained throughput of the mmWave system. In [27], radar aided mmWave communication was introduced. Specifically, the mmWave radar covariance was used directly to configure mmWave communication beams.

The algorithms in [7], [24], [26] were designed specifically for analog architectures. We consider a more general hybrid analog-digital architecture. Only LOS channels were considered in [25], whereas the methodologies proposed in this paper are applicable to NLOS channels. Radar information (coming from a band adjacent to the mmWave communication band) is used in [27]. We, however, use information from a sub-6 GHz communication band as out-of-band information.

The analysis in the paper uses singular vector perturbation theory [13] to quantify the loss in received SNR when the covariance estimate is imperfect. The prior work on mmWave covariance estimation in [28]–[30] is based on compressed sensing, and the analysis is based on mutual coherence of the sensing matrices [30]. We analyze SNR degradation using singular vector perturbation theory as the analysis generalizes to both mmWave covariance estimation strategies proposed in this paper.

In [1], we provided preliminary results of covariance translation for SIMO narrowband systems and a single-cluster channel. In this paper, we extend [1] to consider multiple antennas at the transmitter (TX) and receiver (RX), multi-cluster frequency-selective wideband channels, and OFDM transmission, for both sub-6 GHz and mmWave. Moreover, the preliminary results in [1] were obtained assuming a fully digital architecture at mmWave. We now consider a more practical hybrid analog-digital architecture. Finally, [1] did not include the out-of-band aided compressed covariance estimation strategy and the analytical bounds on the loss in received post-processing SNR.

The rest of the paper is organized as follows. In Section II, we provide the system and channel models for sub-6 GHz and mmWave. We present the out-of-band covariance translation in Section III and out-of-band aided compressed covariance estimation in Section IV. In Section V, we analyze the SNR degradation. We present the simulation results in Section VI, and in Section VII, we compare the proposed covariance estimation strategies. Finally, the conclusions are presented in Section VIII.

Notation: We use the following notation throughout the paper. Bold lowercase \( x \) is used for column vectors, bold uppercase \( X \) is used for matrices, non-bold letters \( x \), \( X \) are used for scalars. \( [X]_{i,j} \), \( [X]_{i,j} \), \( [X]_{i,j} \), and \( [X]_{i,j} \) denote \( i \)th entry of \( x \), entry at the \( i \)th row and \( j \)th column of \( X \), \( i \)th row of \( X \), and \( j \)th column of \( X \), respectively. We use serif font, e.g., \( x \), for the frequency-domain variables. Superscript \( T \), \( * \) and \( \dagger \) represent the transpose, conjugate transpose and pseudo inverse, respectively. \( 0 \) and \( I \) denote the zero vector and identity matrix respectively. \( \CN(x, \Sigma) \) denotes a complex circularly symmetric Gaussian random vector with mean \( x \).
and covariance \( \mathbf{X} \). We use \( \mathbb{E} [ \cdot ] \), \( \| \cdot \|_p \), and \( \| \cdot \|_F \) to denote expectation, \( p \) norm and Frobenius norm, respectively. The sub-6 GHz variables are underlined, as \( \underline{\mathbf{x}} \), to distinguish them from mmWave.

II. SYSTEM, CHANNEL AND, COVARIANCE MODELS

We consider a single-user multi-band MIMO system, shown in Fig. 1, where the sub-6 GHz and mmWave systems operate simultaneously. We consider uniform linear arrays (ULAs) of isotropic point-sources at the TX and the RX. The strategies proposed in this work can be extended to other array geometries with suitable modifications. The sub-6 GHz and mmWave arrays are co-located, aligned, and have comparable apertures.

A. Millimeter Wave System Model

The mmWave system is shown in Fig. 2. The TX has \( N_{TX} \) antennas and \( M_{TX} \leq N_{TX} \) RF-chains, whereas the RX has \( N_{RX} \) antennas and \( M_{RX} \leq N_{RX} \) RF-chains. We assume that \( N_s \leq \min\{M_{TX}, M_{RX}\} \) data-streams are transmitted. We consider OFDM transmission with \( K \) sub-carriers. The transmission symbols on sub-carrier \( k \) are denoted as \( s[k] \in \mathbb{C}^{N_s \times 1} \), and follow \( \mathbb{E}[s[k]s^*[k]] = \frac{1}{K} \mathbf{I}_{N_s} \), where \( P \) is the total average transmitted power. The data-symbols \( s[k] \) are first precoded using the baseband-precoder \( \mathbf{F}_{BB}[k] \in \mathbb{C}^{M_{TX} \times N_s} \), then converted to time-domain using \( M_{TX} \) \( K \)-point IDFTs. Cyclic-prefixes (CPs) are then prepended to the time-domain samples before applying the RF-precoder \( \mathbf{F}_{RF} \in \mathbb{C}^{N_{TX} \times M_{TX}} \). Since the RF-precoder is implemented using analog phase-shifters, it has constant modulus entries i.e., \( \| \mathbf{F}_{RF} \|_{ij} = 1 \). Further, we assume that the angles of the analog phase-shifters are quantized and have a finite set of possible values. With these assumptions, \( \| \mathbf{F}_{RF} \|_{F}^2 = \frac{N_s}{M_{TX}} \)

We assume perfect time and frequency synchronization at the receiver. The received signals are first combined using the RF-combiner \( \mathbf{W}_{RF} \in \mathbb{C}^{N_{RX} \times M_{RX}} \). The CPs are then removed and the time-domain samples are converted back to frequency-domain using \( \mathbf{W}_{BB}[k] \in \mathbb{C}^{M_{RX} \times N_s} \). If \( \mathbf{H}[k] \) denotes the frequency-domain \( N_{RX} \times N_{TX} \) mmWave channel on sub-carrier \( k \), then the post-processing received signal on sub-carrier \( K \) can be represented as

\[
\mathbf{y}[k] = \mathbf{W}_{BB}^*[k] \mathbf{W}_{RF}^* \mathbf{H}[k] \mathbf{F}_{RF} \mathbf{F}_{BB}[k] \mathbf{s}[k] + \mathbf{W}_{BB}^*[k] \mathbf{W}_{RF}^* \mathbf{n}[k],
\]

where \( \mathbf{F}[k] = \mathbf{F}_{RF} \mathbf{F}_{BB}[k] \in \mathbb{C}^{N_{TX} \times N_s} \) is the precoder, and \( \mathbf{W}[k] = \mathbf{W}_{RF} \mathbf{W}_{BB}[k] \in \mathbb{C}^{N_{RX} \times N_s} \) is the combiner. Finally, \( \mathbf{n} \sim \mathcal{C}\mathcal{N}(0, \sigma_n^2 \mathbf{I}) \) is the additive white Gaussian noise.

B. Sub-6 GHz System Model

The sub-6 GHz system is shown in Fig. 3. We underline all sub-6 GHz variables to distinguish them from the mmWave variables. Though hybrid analog-digital architectures are also interesting for sub-6 GHz systems [31], we consider a fully digital sub-6 GHz system, i.e., one RF-chain per antenna. As such, fully digital precoding is possible at sub-6 GHz. The \( N_s \) data-streams are communicated by the TX with \( N_{TX} \) antennas to the receiver with \( N_{RX} \) antennas as shown in Fig. 3. The sub-6 GHz OFDM system has \( K \) sub-carriers.

C. Channel Model

We present the channel model for mmWave, i.e., using non-underlined notation. The sub-6 GHz channel follows the same model. We adopt a wideband geometric channel model with \( C \) clusters. Each cluster has a mean time-delay \( \tau_c \in \mathbb{R} \), mean physical angle-of-arrival (AoA) and angle-of-departure (AoD) \( \{\theta_c, \phi_c\} \in [0, 2\pi) \). Each cluster is further assumed to contribute \( R_c \) rays/paths between the TX and the RX. Each ray \( r_c \in [R_c] \) has a relative time-delay \( \tau_{rc} \), relative angle \( \{\theta_{rc}, \phi_{rc}\} \), and complex path coefficient \( \alpha_{rc} \) (including pathloss). Further, \( p(\tau) \) denotes the combined effects of analog filtering and pulse shaping filter evaluated at point \( \tau \). Under this model, the delay-\( d \) MIMO channel matrix \( \mathbf{H}[d] \) can be written as [32]

\[
\mathbf{H}[d] = \sqrt{N_{RX}N_{TX}} \sum_{c=1}^{C} \sum_{r_c=1}^{R_c} \alpha_{rc} p(dT_s - \tau_c - \tau_{rc}) \mathbf{a}_{TX}(\theta_c + \varphi_{r_c})^\dagger \mathbf{a}_{RX}(\theta_c + \varphi_{r_c}),
\]

where \( T_s \) is the time-spacing between the TX and the RX, \( \mathbf{a}_{RX}^{\dagger}(\theta) \) and \( \mathbf{a}_{TX}^{\dagger}(\theta) \) are the antenna array response vectors of the RX and the TX, respectively. The array response vector of the TX is

\[
\mathbf{a}_{TX}(\theta) = \frac{1}{\sqrt{N_{RX}}} [1, e^{j2\pi \Delta \sin(\theta)}, \ldots, e^{j(N_{RX}-1)2\pi \Delta \sin(\theta)}]^\dagger,
\]

where \( \Delta \) is the inter-element spacing normalized by the wavelength. The array response vector of the TX is defined in a similar manner. With the delay-\( d \) MIMO channel matrix given in (2), the channel at sub-carrier \( k \), \( \mathbf{H}[k] \) can be expressed as [32]

\[
\mathbf{H}[k] = \sum_{d=0}^{D-1} \mathbf{H}[d] e^{-j\frac{2\pi k}{K} d},
\]
Finally, we define
\[
R_{RX}[k] = N_{RX} \hat{A}_{RX}^{\dagger} \hat{A}_{RX} = \frac{1}{N_{RX}} \mathbb{E}[\hat{H}[k] \hat{H}^\dagger[k]]
\]
where \( D \) is the number of delay-taps in the mmWave channel.

\section*{D. Covariance Model}

We simplify (4) before discussing the channel covariance model. First, we plug in the definition of \( H[d] \) from (2) in (4), change the order of summation, and re-arrange terms to write (4) as
\[
H[k] = \sqrt{N_{RX} N_{TX}} \sum_{c=1}^{C} \sum_{r_c=1}^{R_c} \sum_{d=0}^{D-1} \alpha_{r_c} p(d T_c - \tau_e - \tau_{r_c}) e^{-j \frac{2 \pi k d}{\lambda}}
\]
\[
\times a_{RX}(\theta_e + \theta_{r_c}) a_{TX}^*(\phi_c + \varphi_{r_c}).
\]  
(5)

Second, we define \( \bar{\alpha}_{r_c,k} := \sum_{d=0}^{D-1} \alpha_{r_c} p(d T_c - \tau_e - \tau_{r_c}) e^{-j \frac{2 \pi k d}{\lambda}} \) to rewrite (5) as
\[
H[k] = \sqrt{N_{RX} N_{TX}} \sum_{c=1}^{C} \sum_{r_c=1}^{R_c} \bar{\alpha}_{r_c,k} k A_{RX}(\theta_{e} + \theta_{r_c}) A_{TX}^*(\phi_{c} + \varphi_{r_c}).
\]  
(6)

Finally, we define \( \hat{\alpha}_k := [\hat{\alpha}_{11,k}, \ldots, \hat{\alpha}_{1r_1,k}, \ldots, \hat{\alpha}_{C_k,k}]^\top \), \( A_{RX} = [a_{RX}(\theta_1 + \theta_1), \ldots, a_{RX}(\theta_{R_c} + \theta_{R_c})] \), and \( A_{TX} = [a_{TX}(\phi_c + \varphi_{11}), \ldots, a_{TX}(\phi_{C} + \varphi_{R_c})] \), to compactly write (6) as
\[
H[k] = \sqrt{N_{RX} N_{TX}} A_{RX} \text{diag}(\hat{\alpha}_k) A_{TX}^*.
\]  
(7)

The transmit covariance of the channel on sub-carrier \( k \) is defined as \( R_{TX}[k] = \frac{1}{N_{RX}} \mathbb{E}[H[k]H^\dagger[k]] \) while the receive covariance is \( R_{RX}[k] = \frac{1}{N_{RX}} \mathbb{E}[\hat{H}[k] \hat{H}^\dagger[k]] \). For the development of the proposed strategies, we make the typical assumption that the channel taps are uncorrelated, with this assumption, the covariances across all sub-carriers are identical [33]. In practice, the channel delay-taps have some correlation and the covariances on all sub-carriers, though similar, are not identical. In Section VI, we will test the robustness of the proposed strategies to the practical correlated delay-taps case. The uncorrelated taps assumption implies that (for a given \( k \)), the coefficients \( \hat{\alpha}_{r_c,k} \) are uncorrelated i.e., \( \mathbb{E}[\hat{\alpha}_{i,k} \hat{\alpha}_{j,k}^*] = 0, \forall i \neq j \). Let us denote the variance of coefficient \( \hat{\alpha}_{r_c,k} \) as \( \sigma^2_{\hat{\alpha}_{r_c,k}} \). Then, under the uncorrelated gains simplification, the transmit covariance for fixed AoDs can be written as \( R_{TX}[k] = N_{TX} A_{TX} R_{\alpha} A_{TX}^* \), and similarly \( R_{RX}[k] = N_{RX} A_{RX} R_{\alpha} A_{RX}^* \), where \( R_{\alpha} = \mathbb{E}[\hat{\alpha}_k \hat{\alpha}_k^*] = \text{diag}(\sigma_{\hat{\alpha}_{11}}^2, \ldots, \sigma_{\hat{\alpha}_{R_c}}^2) \). We denote the transmit covariance averaged across the sub-carriers simply as \( R_{TX} = \frac{1}{K} \sum_{k=1}^{K} R_{TX}[k] \), and the averaged receive covariance as \( R_{RX} = \frac{1}{K} \sum_{k=1}^{K} R_{RX}[k] \).

\section*{III. OUT-OF-BAND COVARIANCE TRANSLATION}

In this section, we address the problem of obtaining an estimate of the mmWave covariance directly from the sub-6 GHz covariance with no in-band training. We continue the exposition assuming the receive covariance is translated (the transmit covariance is translated using the same procedure). To simplify notation, we remove the subscript RX from the receive covariance in subsequent exposition. Hence, we seek to estimate \( \hat{R} \in \mathbb{C}^{N_{RX} \times N_{RX}} \) from \( \hat{R} \in \mathbb{C}^{N_{RX} \times N_{RX}} \). We assume that the estimate of the sub-6 GHz covariance \( \hat{R} \) is available. With no hardware constraints at sub-6 GHz and a small number of antennas, empirical estimation of \( \hat{R} \) is easy [34]. Further, the CSI at sub-6 GHz is required for the operation of the sub-6 GHz system itself. Therefore, obtaining
the out-of-band information (i.e., the sub-6 GHz covariance) for mmWave covariance estimation does not incur any additional training overhead.

In the parametric covariance translation proposed in this work, the parameters of the covariance matrix are estimated at sub-6 GHz. Subsequently, these parameters are used in the theoretical expressions of covariance matrices to generate mmWave covariance. To give a concrete example, consider a single-cluster channel. Assume a mean AoA $\theta$ and AS $\sigma_\theta$, and a power azimuth spectrum (PAS) with characteristic function $\Phi(x)$ corresponding to $\sigma_\theta = 1$. Then, under the small AS assumption, the covariance can be written as [35]

$$[R]_{i,j} = e^{j(i-j)2\pi\sigma_\theta \sin(\theta)} \Phi((i-j)2\pi\cos(\theta)\sigma_\theta).$$

(8)

To get a closed form expression for the covariance, (8) is evaluated for a specific PAS. The resulting expressions for Truncated Laplacian, Truncated Gaussian, and Uniform distribution are summarized in Table I. For a single-cluster channel, the mean AoA and AS of the cluster (i.e., only two parameters) are estimated at sub-6 GHz and subsequently used in one of the expressions (in Table I) to obtain the mmWave covariance [1]. This is possible, as under the assumption of the same mean AoA and AS at sub-6 GHz and mmWave, the theoretical expressions for sub-6 GHz covariance and mmWave covariance are parameterized by the same parameters and differ only in the size. For channels with multiple-clusters, the parametric covariance translation is complicated as the number of unknown parameters is typically higher. As an example, for only a two-cluster channel, 6 parameters need to be estimated. The 6 parameters are the AoA and AS of both clusters (i.e., 4 parameters), and the power contribution of each cluster in the covariance (i.e., 2 additional parameters). The estimation procedure is further complicated by the fact that the number of clusters is unknown, and needs to be estimated. In the following, we outline a parametric covariance translation procedure for multi-cluster channels.

For clarity in exposition, we consider the covariance translation to be a four-step procedure and explain each step separately. In the first three steps, the parameters are estimated from sub-6 GHz covariance. These parameters are: (i) the number of clusters, (ii) the AoA and AS of each cluster, and (iii) the power contribution of each cluster in the covariance. In the fourth step, the estimated parameters are used in covariance expressions - given in Table I and evaluated for the number of antennas in the mmWave system - to complete the translation.

1) Estimating the Number of Clusters: The first step in the parametric translation is to estimate the number of clusters in the channel. Enumerating the number of signals impinging on an array is a fundamental problem known as model order selection. The most common solution is to use information theoretic criteria e.g., minimum description length (MDL) [37] or Akaike information criterion (AIC) [38]. The model order selection algorithms estimate the number of point-sources and do not directly give the number of clusters (i.e., distributed/scattered sources). To obtain the number of clusters, we make the following observation. The dimension of the channel subspace of a two-point-source channel is 2. In addition, it was shown in [35] that, the dimension of the channel subspace of a channel with a single-cluster and small AS is also 2. With this observation, the model order selection algorithms can be used for estimating the number of clusters. Specifically, if the number of point-sources estimated by a model order selection algorithm is $\hat{PS}$, we consider the channel to have $C = \max\{\lfloor\frac{\hat{PS}}{2}\rfloor, 1\}$ clusters. The term $\lfloor\frac{\hat{PS}}{2}\rfloor$ equates the number of clusters to half the point-sources (exactly for even number of point-sources, and approximately for odd). To deal with the case of a single source with very small AS, we set the minimum number of clusters to 1.

2) Estimating Angle-of-Arrival and Angle Spread: Prior work has considered the specific problem of estimating both the AoA and the AS jointly from an empirically estimated spatial covariance matrix. In this work, we use spread root-MUSIC algorithm [35], due to its low computational complexity and straightforward extension for multiple-clusters. We refer the interested reader to [35] for the details of the spread root-MUSIC algorithm. Here, we focus instead on a robustification necessary for the success of the proposed strategy.

If the channel has a single-cluster and the AS is very small, the spread root-MUSIC algorithm can fail [35]. In this case, the algorithm returns an arbitrary AoA and an unusually large AS. This failure can be detected by setting a threshold on AS. Specifically, if the estimated AS is larger than the threshold value, AoA only estimation (e.g., using root-MUSIC [39]) is performed and the AS is set to zero. In addition, the AoA only estimation should also be performed when only a single point-source is detected while estimating the number of clusters.

3) Estimating the Power Contribution of Each Cluster: We denote the covariance due to the $c$th cluster as $R(\theta_c, \sigma_{\theta, c})$. This covariance is calculated using the expressions in Table I.
Specifically, the AoA and AS estimated from the second step are used, and the covariance expressions are evaluated for the number of antennas in the sub-6 GHz system. Further, we denote the power contribution of the $c$th cluster as $\xi_c$. Now, under the assumption of uncorrelated clusters, the total covariance can be written as

$$
\mathbf{R} = \sum_{c=1}^{C} \xi_c \mathbf{R}(\theta_c, \sigma_\theta^2_c) + \sigma_\mathbf{N}^2 \mathbf{I}.
$$

(9)

Introducing the vectorized notation $\mathbf{r} = \text{vec}(\mathbf{R})$ for the covariance matrix, we re-write (9) as

$$
\mathbf{r} = \left[ \mathbf{r}(\theta_1, \sigma_\theta^2_1), \cdots, \mathbf{r}(\theta_C, \sigma_\theta^2_C) \right], \text{vec}(\mathbf{I}) \left[ \xi_1, \cdots, \xi_C, \sigma_\mathbf{N}^2 \right]^T.
$$

(10)

The system of equations (10) can be solved (e.g., using non-negative least-squares) to obtain the power contributions of the clusters.

4) Obtaining the mmWave Covariance: The mmWave covariance corresponding to the $c$th cluster is denoted as $\mathbf{R}(\theta_c, \sigma_\theta^2_c)$. Similar to sub-6 GHz covariance $\mathbf{R}(\theta_c, \sigma_\theta^2_c)$, the mmWave covariance $\mathbf{R}(\theta_c, \sigma_\theta^2_c)$ is also calculated using the expressions in Table I. The covariance expressions, however, are now evaluated for the number of antennas in the mmWave system. With this, we have the mmWave covariances corresponding to all $C$ clusters. Further, we have estimates of the cluster power contributions $\xi_c$ from step three. We now use the mmWave analog of (9) to obtain the mmWave covariance, i.e.,

$$
\mathbf{R} = \sum_{c=1}^{C} \xi_c \mathbf{R}(\theta_c, \sigma_\theta^2_c).
$$

(11)

We have purposely ignored the contribution of white noise in (11). Though it is possible to estimate the noise variance at mmWave, it is not necessary for our application. This is because the hybrid precoders/combiners are designed to approximate the dominant singular vectors of the channel covariance matrix [3]. As the singular vectors of a covariance matrix do not change with the addition of a scaled identity matrix, the addition is inconsequential.

IV. OUT-OF-BAND AIDED COMPRESSED COVARIANCE ESTIMATION

Compressed covariance estimation is a process of recovering the covariance information of a signal from its low-dimensional projections [40]. This problem has been studied for different covariance matrix structures e.g., Toeplitz, sparse and low-rank [40], [41]. There is some prior work on covariance estimation in hybrid mmWave systems, see e.g., [28], [29]. In [29], the Hermitian symmetry of the covariance matrix and the limited scattering of the mmWave channel are exploited. By exploiting Hermitian symmetry, [29] outperforms the methods that only use sparsity e.g., [28]. We closely follow the framework of [29] for compressed covariance estimation. As only SIMO systems were considered in [29], we extend [29] to MIMO systems. Subsequently, we use the concept of weighted sparse signal recovery to aid the in-band compressed covariance estimation with out-of-band information.

A. Problem Formulation

We start with an implicit understanding that the formulation is per sub-carrier, but do not explicitly mention $k$ in the equations to reduce the notation overhead. We assume a single stream transmission in the training phase without loss of generality. With $N_\mathbf{s} = 1$, the post RF-combining received signal can be written as

$$
y_t = \mathbf{W}^*_\mathbf{RF},t \mathbf{H}_t \mathbf{f}_t + \mathbf{W}^*_\mathbf{RF},t \mathbf{n}_{t,1},
$$

(12)

where we have introduced a discrete time index $t$. The time index $t$ denotes a snapshot. We assume that the channel remains fixed inside a snapshot. Further, we have used vector notation for the precoder to highlight the single stream case and have made a simplistic choice $s_t = 1$ for ease of exposition.

First, we outline a strategy to synthesize an omni-directional precoder. Note that, a single active antenna based omni-directional precoding is not feasible in large antenna systems due to per-antenna power constraint [42]. In this work, we utilize two successive transmissions to synthesize an omni-directional precoder. Thus, a single snapshot consists of two consecutive OFDM training frames. An example is that in the first training frame, we use $\mathbf{f}_1 = \sqrt{\frac{1}{N_\mathbf{TX}}} [1, \cdots, 1]^T$, and in the second we use $\mathbf{f}_2 = \sqrt{\frac{1}{N_\mathbf{TX}}} [-1, -1, \cdots, -1]^T$. To see how these precoders can give omni-directional transmission, we write the received signal in the first transmission of the $t$th snapshot as

$$
y_{t,1} = \mathbf{W}^*_\mathbf{RF},t \mathbf{H}_t \mathbf{f}_1 + \mathbf{W}^*_\mathbf{RF},t \mathbf{n}_{t,1},
$$

(13)

where $\mathbf{n}_{t,1} \sim \mathcal{C}\mathcal{N}(0, \sigma_\mathbf{N}^2 \mathbf{I})$, and the received signal in the second transmission of the $t$th snapshot as

$$
y_{t,2} = \mathbf{W}^*_\mathbf{RF},t \mathbf{H}_t \mathbf{f}_2 + \mathbf{W}^*_\mathbf{RF},t \mathbf{n}_{t,2}.
$$

(14)

Now we consider the received signal (12) in the $t$th snapshot, as the sum of the two individual transmissions, i.e.,

$$
y_t = y_{t,1} + y_{t,2} = \mathbf{W}^*_\mathbf{RF},t \mathbf{H}_t (\mathbf{f}_1 + \mathbf{f}_2) + \mathbf{W}^*_\mathbf{RF},t (\mathbf{n}_{t,1} + \mathbf{n}_{t,2}),
$$

$$
= \frac{2}{\sqrt{N_\mathbf{TX}}} \mathbf{W}^*_\mathbf{RF},t \mathbf{H}_t [1, 0, \cdots, 0]^T + \mathbf{W}^*_\mathbf{RF},t (\mathbf{n}_{t,1} + \mathbf{n}_{t,2}).
$$

(15)

Thus effectively, combined over two transmissions, the precoder behaves as an omni-directional precoder, and effectively reduces a MIMO system to a SIMO system. The factor $\frac{2}{\sqrt{N_\mathbf{TX}}}$ in (15) denotes the power lost in trying to achieve omni-directional transmission. Similarly, as two independent transmissions are summed up, we have $\mathbf{n}_t \sim \mathcal{C}\mathcal{N}(0, 2\sigma_\mathbf{N}^2 \mathbf{I})$. Depending on the scenario, this SNR loss (due to low received power and increased noise variance) may be tolerated or compensated by repeated transmission. Assuming that the path angles do not change during the $T$ snapshots, the MIMO channel (7) can be written as

$$
\mathbf{H}_t = \sqrt{N_\mathbf{RX}N_\mathbf{TX}} \mathbf{A}_\mathbf{RX} \text{diag}(\alpha_t) \mathbf{A}^*_\mathbf{TX}, \quad t = 1, 2, \cdots, T,
$$

(16)
where the vector $\alpha_t$ represents the complex coefficients in the $t$th snapshot. Further, note that

$$H_t[1,0,\ldots,0]^T = \sqrt{N_{RX}}A_{RX}\alpha_t.$$  
(17)

Now, the received signal (12) can be re-written as

$$y_t = W_{RF,t}^*A_{RX}g_t + W_{RF,t}^*n_t,$$  
(18)

where we have introduced $g_t = 2\sqrt{N_{RX}/N_{TX}}\alpha_t$. After which, the covariance of the received signal $y_t$ is

$$R_y = E[yy^*] = W_{RF}^*A_{RX}g_t A_{RX}^*W_{RF} + 2\sigma_n^2W_{RF}^*W_{RF},$$  
(19)

where the expectation is over snapshots and $R_g = E[gg^*]$. By the definition of $g_t$, we have

$$R_g = 4\frac{N_{RX}}{N_{TX}}E[\alpha\alpha^*] = 4\frac{N_{RX}}{N_{TX}}R_{\alpha}.$$  
(20)

As the RX covariance can be written as $R_{RX} = N_{RX}A_{RX}R_{\alpha}A_{RX}^*$, once $R_g$ and the AoAs are estimated, the receive covariance can be obtained. Hence, the main problem is to recover $R_g$ and the AoAs from $R_y$. We re-write (18) as

$$y_t \approx W_{RF,t}^*\tilde{A}_{RX}g_t + W_{RF,t}^*n_t,$$  
(21)

where $\tilde{A}_{RX}$ is an $N_{RX} \times B_{RX}$ dictionary matrix whose columns are composed of the array response vector evaluated at a predefined set of AoAs, and $g_t$ is a $B_{RX} \times 1$ vector. The received signal (18) can only be approximated as (21) because the true AoAs in the channel are not confined to the predefined set. Further, though there are several paths in the channel, the AoAs are spaced closely due to clustered behavior. Therefore, the number of coefficients with significant magnitude in $g_t$ is $L \ll B_{RX}$.

Due to limited scattering of the channel, the matrix, $g_t\tilde{g}_t^*$, has a Hermitian sparse structure. This structure can be exploited in the estimation of $R_g$ via the algorithm called covariance OMP (COMP) [29]. The performance of the COMP algorithm, however, is limited by the number of RF-chains used in the systems. This limitation can be somewhat circumvented by using time-varying RF-combiners $W_{RF,t}$ [29], [43]. Specifically, we use a distinct RF-combiner in each snapshot. The modification of COMP that uses time-varying RF-combiners is called dynamic covariance OMP (DCOMP) [29].

**Remark:** Our extension of [29] (from SIMO to MIMO systems) is based on omnidirectional precoding to reduce the MIMO system to a SIMO system. Another possible extension of [29] to MIMO systems was outlined in [30]. Specifically, the full MIMO covariance $R_{full} = E[vec(H)vec(H)^*]$ was estimated in [30], though with high computational complexity. To understand this, consider $N_{TX} = N_{RX} = 64$ antennas and $4\times$ oversampled dictionaries i.e., $B_{RX} = B_{TX} = 256$. These are modest system parameters for mmWave communication and were used in [30]. With these parameters, the full covariance estimation requires support search over a $B_{RX}B_{TX} \times B_{RX}B_{TX} = 65536 \times 65536$ dimensional Hermitian-sparse unknown. In comparison, our approach requires the recovery of a $B_{RX} \times B_{RX}$ unknown and a $B_{TX} \times B_{TX}$ unknown, i.e., two $256 \times 256$ dimensional Hermitian-sparse unknowns. Furthermore, in mmWave systems, the precoders and combiners are designed based on transmit and receive covariances separately. Therefore, we believe our approach is more reasonable than [30].

**B. Weighted Compressed Covariance Estimation**

The compressed covariance estimation algorithm divides the AoA range into $B_{RX}$ intervals using the dictionary $A_{RX}$ and assumes that the prior probability of the support is uniform, i.e., the active path angles on the grid have the same probability $p$ throughout the AoA range. This is a reasonable assumption under no prior information about the AoAs. If some prior information about the non-uniformity in the support is available, the compressed covariance estimation algorithms can be modified to incorporate this prior information. Note that the DCOMP algorithm is an extension of the OMP algorithm to the covariance estimation problem. In [12] a modified OMP algorithm called logit weighted - OMP (LW-OMP) was proposed for non-uniform prior probabilities. Here we use logit weighting in compressed covariance estimation via DCOMP algorithm. Assume that $\rho \in \mathbb{R}^{B_{RX} \times 1}$ is the vector of prior probabilities $0 \leq |\rho|_i \leq 1$. Then we introduce an additive weighting function $w(|\rho|_i)$ to weight the DCOMP algorithm according to prior probabilities. The authors refer the interested reader to [12] for the details of logit weighting and the selection of $w(|\rho|_i)$. The general form of $w(|\rho|_i)$, however, can be given as $w(|\rho|_i) = J_w \log \frac{|\rho|_i}{1 - |\rho|_i}$, where $J_w$ is a constant that depends on the number of active coefficients in $R_g$, the amplitude of the unknown coefficients, and the noise level [12]. We present the logit weighted - DCOMP (LW-DCOMP) in Algorithm 1. In the absence of prior information, LW-DCOMP can be used with uniform probability $\rho = \varepsilon 1$, where $0 < \varepsilon \leq 1$, which is equivalent to DCOMP.

**Algorithm 1 Logit Weighted - Dynamic Covariance OMP (LW-DCOMP)**

**Input:** $W_{RF,t}\forall T$, $y_t\forall T$, $A_{RX}$, $\sigma_n^2$, $p$

**Initialization:** $V_i = y_iy_i^T, S = \emptyset, i = 0$

1: while $\left(\sum_t \|V_t\|_F > 2\sigma_n^2\sum_t \|W_{RF,t}^*W_{RF,t}\|_F \text{ and } i < M_{RX}\right)$ do
2: $j = \arg \max_{y_t} \sum_t \|W_{RF,t}^*A_{RX},t\|_2^2, y_t^T[W_{RF,t}^*A_{RX},t]y_t^T + w(|\rho|_i)$
3: $S = S \cup \{j\}$
4: $R_{g,t} = [W_{RF,t}^*A_{RX},t]_{S}\varepsilon(y_iy_i^T)\varepsilon(W_{RF,t}^*A_{RX},t)_{S}^T, \forall t$
5: $V_i = R_{g,t} - [W_{RF,t}^*A_{RX},t]_{S}R_{g,t}W_{RF,t}^*A_{RX},t_{S}, \forall V$
6: $i = i + 1$

7: end while

**Output:** $S, R_g = \frac{1}{T} \sum_{t=1}^{T} R_{g,t}$

The spatial information from sub-6 GHz can be used to obtain a proxy for $\rho$. Specifically, let us define an $N_{RX} \times B_{RX}$ dictionary matrix $A_{RX}$, which is obtained by evaluating the
sub-6 GHz array response vector at the same $B_{\text{RX}}$ angles that were used to obtain the mmWave dictionary matrix $\mathbf{A}_{\text{RX}}$. Then, a simple proxy of the probability vector based on the sub-6 GHz covariance is

$$\rho = J_p \frac{\frac{1}{P_{\text{RX}}} \sum_{b=1}^{B_{\text{RX}}} [\mathbf{A}_{\text{RX}}^* \mathbf{R} \mathbf{A}_{\text{RX}}];b}{\max \left| \frac{1}{P_{\text{RX}}} \sum_{b=1}^{B_{\text{RX}}} [\mathbf{A}_{\text{RX}}^* \mathbf{R} \mathbf{A}_{\text{RX}}];b \right|},$$

(22)

where the matrix $\mathbf{A}_{\text{RX}}^* \mathbf{R} \mathbf{A}_{\text{RX}}$ is the extended virtual channel covariance [44]. We average across the columns of the extended virtual channel covariance matrix to obtain a vector, and normalize by the largest entry in this vector to ensure that $0 \leq |\rho|_1 \leq 1$. Finally, we scale by an appropriately chosen constant $J_p$ that captures the reliability of the out-of-band information. The reliability is a function of the sub-6 GHz and mmWave spatial congruence, and operating SNR. A higher value for $J_p$ should be used for highly reliable information. For the results in Section VI, we optimized for $J_p$ by testing a few values and choosing the one that gave the best performance.

V. SNR DEGRADATION DUE TO COVARIANCE MISMATCH

We start by providing the preliminaries required for analyzing the loss in received post-processing SNR due to imperfections in channel covariance estimates. We perform the analysis for a single path channel and as such single stream transmission suffices. This can be considered an extreme case where the AS is zero, and as such the only AoA is the mean AoA $\theta$. For the channel model presented in Section II, this implies that the receive covariance can be written as $\mathbf{R}_{\text{RX}} = N_{\text{RX}} \sigma^2 \mathbf{a}_{\text{RX}}(\theta) \mathbf{a}_{\text{RX}}^*(\theta)$. Similarly, the transmit covariance can be written as $\mathbf{R}_{\text{TX}} = N_{\text{TX}} \sigma^2 \mathbf{a}_{\text{TX}}(\phi) \mathbf{a}_{\text{TX}}^*(\phi)$. The subspace decomposition of the receive covariance matrix is

$$\mathbf{R}_{\text{RX}} = \mathbf{U}_{\text{RX}} \Sigma \mathbf{U}_{\text{RX}}^* = \mathbf{u}_{\text{RX},s} \sigma_s \mathbf{u}_{\text{RX},s}^* + \mathbf{U}_{\text{RX},n} \Sigma_n \mathbf{U}_{\text{RX},n}^*,$$

(23)

where the columns of $\mathbf{U}_{\text{RX}}$ are the singular vectors and the diagonal entries of $\Sigma$ are the singular values. The vector $\mathbf{u}_{\text{RX},s}$ spans the channel subspace, and the columns of $\mathbf{U}_{\text{RX},n}$ span the noise subspace. The transmit covariance $\mathbf{R}_{\text{TX}}$ has a similar subspace decomposition. The statistical digital precoding/combing is based on the channel subspace. For a single path channel, the array response vector evaluated at AoA $\theta$ spans the channel subspace. As such, the received signal with digital precoding/combing based on channel subspace can be written as

$$y = \mathbf{u}_{\text{RX},s}^* \mathbf{H} \mathbf{u}_{\text{TX},s} + \mathbf{u}_{\text{RX},s}^* \mathbf{n},$$

(24)

From (24), the average received SNR with perfect covariance knowledge is

$$\text{SNR}_R = \frac{N_{\text{RX}} N_{\text{TX}} \mathbb{E}[\|\alpha\|^2] \mathbb{E}[|s|^2]}{\mathbb{E}[(\mathbf{a}_{\text{RX}}^*(\theta)\mathbf{n})^2]}.\quad (25)$$

Recall from Section II that the variance of channel paths is $\mathbb{E}[|\alpha|^2] = \sigma^2$, and the transmit symbol power is $\mathbb{E}[|s|^2] = \frac{P}{K}$. Further, with noise $\mathbf{n} \sim \mathcal{CN}(0, \sigma^2_n \mathbf{I})$, we have $\mathbb{E}[(\mathbf{a}_{\text{RX}}^*(\theta)\mathbf{n})^2] = \sigma^2_n$. Therefore, we re-write (25) as

$$\text{SNR}_R = \frac{N_{\text{RX}} N_{\text{TX}} P \sigma^2}{K \sigma^2_n}.\quad (26)$$

We model the error in the estimated covariance as additive, i.e., the true covariance matrix and the estimated covariance matrix differ by a perturbation $\Delta \mathbf{R}$ such that $\mathbf{R}_{\text{RX}} = \mathbf{R}_{\text{RX}} + \Delta \mathbf{R}_{\text{RX}}$ and $\mathbf{R}_{\text{TX}} = \mathbf{R}_{\text{TX}} + \Delta \mathbf{R}_{\text{TX}}$. For out-of-band covariance translation presented in Section III, the perturbation embodies the error in sub-6 GHz parameter estimation and subsequent translation to mmWave. For out-of-band aided compressed covariance estimation presented in Section IV, the perturbation embodies the errors in sparse support recovery and subsequent estimation of the coefficients on the recovered support set. Now, a decomposition of the estimated covariance matrix $\hat{\mathbf{R}}_{\text{RX}}$ (similar to (23)) is

$$\hat{\mathbf{R}}_{\text{RX}} = \hat{\mathbf{U}}_{\text{RX}} \hat{\Sigma} \hat{\mathbf{U}}_{\text{RX}}^* = \hat{\mathbf{u}}_{\text{RX},s} \sigma_s \hat{\mathbf{u}}_{\text{RX},s}^* + \hat{\mathbf{U}}_{\text{RX},n} \hat{\Sigma}_n \hat{\mathbf{U}}_{\text{RX},n}^*.$$

(27)

The vector $\hat{\mathbf{u}}_{\text{RX},s}$ can be written as a sum of two vectors $\hat{\mathbf{u}}_{\text{RX},s}$ and $\Delta \hat{\mathbf{u}}_{\text{RX},s}$. Hence, the vector $\hat{\mathbf{u}}_{\text{RX},s}$ will typically not meet the normalization $\|\hat{\mathbf{u}}_{\text{RX},s}\|^2 = 1$ assumed in the system model. We ensure that the power constraint on the precoders/combiners is met by using a normalized version. Hence, the received signal with digital precoding/combing based on the imperfect covariance is

$$y = \frac{\hat{\mathbf{u}}_{\text{RX},s}^* \mathbf{H} \mathbf{u}_{\text{TX},s} + \hat{\mathbf{u}}_{\text{RX},s}^* \mathbf{n}}{\|\hat{\mathbf{u}}_{\text{RX},s}\|} + \frac{\hat{\mathbf{u}}_{\text{RX},s}^* \mathbf{n}}{\|\mathbf{u}_{\text{RX},s}\|}.$$

(28)

Now we quantify the averaged receive SNR with imperfect covariance in the following theorem.

**Theorem 1:** For the received signal $y$ in (28), the precoder that follows the model $\hat{\mathbf{u}}_{\text{TX},s} = \mathbf{u}_{\text{TX},s} + \Delta \mathbf{u}_{\text{TX},s}$, and the combiner that follows the model $\hat{\mathbf{u}}_{\text{RX},s} = \mathbf{u}_{\text{RX},s} + \Delta \mathbf{u}_{\text{RX},s}$, the averaged received SNR is

$$\text{SNR}_R = \frac{N_{\text{RX}} N_{\text{TX}} P \sigma^2}{K \sigma^2_n} \left(1 + \frac{\|\Delta \mathbf{R}_{\text{RX}} \mathbf{u}_{\text{RX},s}\|^2}{N_{\text{RX}} \sigma^2_\alpha}ight) \left(1 + \frac{\|\Delta \mathbf{R}_{\text{TX}} \mathbf{u}_{\text{TX},s}\|^2}{N_{\text{TX}} \sigma^2_\alpha} \right).$$

(29)

**Proof:** See Appendix A.

Now given the SNR with perfect covariance (26) and the SNR with imperfect covariance (29), the loss in the SNR, $\gamma$ is

$$\gamma = \frac{\text{SNR}_R}{\text{SNR}_{\text{R}}} = \|\hat{\mathbf{u}}_{\text{RX},s}\|^2 \|\mathbf{u}_{\text{TX},s}\|^2.$$  

(30)

The SNR loss (30) is given in terms of the vectors that span the estimated channel subspace. In the following theorem, we give the loss explicitly in terms of the perturbations $\Delta \mathbf{R}_{\text{RX}}$ and $\Delta \mathbf{R}_{\text{TX}}$.

**Theorem 2:** The loss in the SNR $\gamma$ can be written approximately as

$$\gamma \approx \left(1 + \frac{\|\Delta \mathbf{R}_{\text{RX}} \mathbf{u}_{\text{RX},s}\|^2}{N_{\text{RX}} \sigma^2_\alpha}ight) \left(1 + \frac{\|\Delta \mathbf{R}_{\text{TX}} \mathbf{u}_{\text{TX},s}\|^2}{N_{\text{TX}} \sigma^2_\alpha} \right),$$

(31)

and can be bounded as

$$\gamma \lesssim \left(1 + \frac{\sigma^2_\max(\Delta \mathbf{R}_{\text{RX}})}{N_{\text{RX}} \sigma^2_\alpha}ight) \left(1 + \frac{\sigma^2_\max(\Delta \mathbf{R}_{\text{TX}})}{N_{\text{TX}} \sigma^2_\alpha} \right).$$

(32)
We test the performance of the proposed covariance estimation strategies using two metrics. The first metric is the efficiency metric $\eta$ [45] that captures the similarity in the channel subspace of the true covariance and the estimated covariance. This metric is relevant in the current setup as the precoders/combiners are designed using the singular vectors that span the channel subspace. The efficiency metric is given as

$$\eta(R, \hat{R}) = \frac{\text{tr}(U_{N_s}^* R U_{N_s})}{\text{tr}(U_{N_s}^* \hat{R} U_{N_s})}, \quad (34)$$

where $U_{N_s}$ ($\hat{U}_{N_s}$) are the $N_s$ singular vectors of the matrix $R$ ($\hat{R}$) corresponding to the largest $N_s$ singular values. Note that $0 \leq \eta \leq 1$ and it is desirable to make $\eta$ as close to 1 as possible.

The second metric is the achievable rate using the hybrid precoders/combiners designed from the covariance information. We assume that the channel covariance is constant over $T_{\text{stat}}$, OFDM blocks. Here, the subscript $\text{stat}$ signifies that the interval $T_{\text{stat}}$ is the time for which the statistics remain unchanged, and not the coherence time of the channel. In fact, the statistics vary slowly and typically $T_{\text{stat}}$ is much larger than the channel coherence time. If $T_{\text{train}}$ out of the $T_{\text{stat}}$ blocks are used in covariance estimation, $(1 - \frac{T_{\text{train}}}{T_{\text{stat}}})$ is the fraction of blocks left for data transmission. With this, the effective achievable rate is estimated as [2], [32]

$$R = \max \left(0, 1 - \frac{T_{\text{train}}}{T_{\text{stat}}} \right) \frac{1}{K} \sum_{k=1}^{K} \log_2 |I_{N_s} +$$

$$\frac{P}{KN_{\text{n}}}[R_{a}[k] - 1] W_{BB}[k] W_{RF}^* H[k] F_{RF} F_{BB}[k] \times$$

$$F_{BB}[k] F_{RF}^* H^*[k] W_{RF} W_{BB}[k]|,$$

where $R_{a}[k] = \sigma_n^2 W_{BB}[k] W_{RF}^* W_{RF} W_{BB}[k]$ is the noise covariance matrix after combining.

The main simulation parameters are summarized in Table II. The path-loss coefficient at sub-6 GHz and mmWave is 3 and the complex path coefficients of the channels are IID complex Normal. The CP length is one less than the number of delay-taps. A raised cosine filter with a roll-off factor of 1 is used for pulse shaping. The number of streams is $N_s = 4$. The ML algorithm [37] is used to estimate the number of clusters for covariance translation. A 2x over-complete DFT basis, i.e., $B_{\text{RX}} = 2N_{\text{RX}}$ and $B_{\text{TX}} = 2N_{\text{TX}}$ is used for compressed covariance estimation. Two-bit phase-shifters based analog precoders/combiners are used. All results are obtained by ensemble averaging over 1000 independent trials.

We start by considering a simple two-cluster channel, where each cluster contributes 100 rays. We assume that all the rays

| Parameter | Sub-6 GHz system | MmWave system |
|-----------|------------------|---------------|
| Operating frequency | 3.5GHz | 28GHz |
| Bandwidth | 150MHz | 850MHz |
| Transmit antennas and RF-chains | $N_{TX} = M_{TX} = 4$ | $N_{TX} = 32$, $M_{TX} = 8$ |
| Receive antennas and RF-chains | $N_{RX} = M_{RX} = 8$ | $N_{RX} = 64$, $M_{RX} = 16$ |
| Inter-element spacing in wavelength | $\Delta = 1/2$ | $\Delta = 1/2$ |
| Transmission power | $P = 30$ dBm per 25 MHz [46] | $P = 43$ dBm [47] |
| Sub-carriers | $K = 32$ | $K = 128$ |
| Delay-taps | $D = 9$ | $D = 33$ |

and

$$\gamma \geq \left(1 + \frac{\sigma_{\text{min}}^2(\Delta R_{\text{RX}})}{N_{\text{RX}}^2 \sigma_{\alpha}^4} \right) \left(1 + \frac{\sigma_{\text{min}}^2(\Delta R_{\text{TX}})}{N_{\text{TX}}^2 \sigma_{\alpha}^4} \right), \quad (33)$$

where $\sigma_{\text{max}}(\cdot)$ and $\sigma_{\text{min}}(\cdot)$ represent the largest and smallest singular value of the argument.

Proof: See Appendix B.

The SNR loss expression (31) admits a simple explanation. The loss is proportional to the alignment of the true channel subspace to the column space of the perturbation matrix. If the true channel subspace is orthogonal to the column space of the perturbation matrix, then there is no loss in the SNR due to the perturbation, which makes intuitive sense. Further, the results (32) and (33) give the bounds on SNR loss explicitly in the form of the singular values of the perturbation matrices $\Delta R_{\text{RX}}$ and $\Delta R_{\text{TX}}$.

### VI. Simulation Results

In this section, we present simulation results to test the effectiveness of the proposed covariance estimation strategies and validate the SNR loss analysis. First, we test the performance of the proposed covariance estimation strategies in simpler channels, assuming that the parameters governing the sub-6 GHz and mmWave channels are consistent. This is to say that the cluster in the sub-6 GHz and mmWave channel has the same AoA, AoD, arrival AS, and departure AS. Subsequently, we study the performance of the proposed covariance estimation strategies in realistic channels when the parameters of the sub-6 GHz and mmWave channels do not match. Finally, we validate the SNR loss analysis. To show the benefit of the out-of-band information in comparison with in-band only training, we compare the proposed strategies with the DCOMP algorithm [29]. For covariance estimation, the DCOMP algorithm was shown to perform better than several well-known sparse recovery algorithms [29].
within a cluster arrive at the same time. We use Gaussian PAS with 3° AS. To calculate the efficiency metric (34), we use the theoretical expressions of the covariance matrix with Gaussian PAS (see Table I) in (11) as the true covariance. The TX-RX distance is 90 m and the number of snapshots for sub-6 GHz covariance estimation is 30.

We present the results of covariance translation as a function of the separation between the mean AoA of the clusters. Specifically, the mean AoA of one cluster is fixed at 5° and the mean AoA of the second cluster is varied from 5° to 20°. The difference between the mean AoAs of the clusters is the separation in degrees. We assume that the power contribution of the clusters is the same i.e., $\epsilon_1 = \epsilon_2 = 0.5$. The time of arrival of the cluster at 5° is fixed at 0. For the other cluster, the time of arrival is chosen uniformly at random between 0 to 10 ns. We plot the number of clusters estimated in the proposed translation strategy versus mean AoA separation in Fig. 4. Note that due to the robustification discussed earlier, it is possible that the final number of estimated clusters be different than the estimate provided by MDL. We are plotting the final number of estimated clusters. For small separations, effectively the channel has a single-cluster, and hence a single-cluster is estimated. As the separation increased, the algorithm can detect one or two clusters. With large enough separation, the algorithm successfully determines two clusters. Fig. 5 shows the efficiency metric of the proposed strategy versus separation. When separation is below 8°, and two clusters are detected, their AoA and AS estimation is erroneous due to small separation and the efficiency is low. As the separation increases, the AoA and AS estimation improves and with it the efficiency of the covariance translation approach.

We test the performance of the proposed LW-DCOMP algorithm as a function of TX-RX distance. The number of snapshots is 30. We fix the clusters at 5° and 45°, and the cluster powers at $\epsilon_1 = \epsilon_2 = 0.5$. The time of arrival of the cluster at 5° is fixed at 0, and the time of arrival of the cluster at 45° is chosen uniformly at random between 0 to 10 ns. The results of this experiment are shown in Fig. 6. We see that as the TX-RX separation increases - and the SNR decreases - the benefit of using out-of-band information in compressed covariance estimation becomes clear.

So far we did not consider the spatial discrepancy in the sub-6 GHz and mmWave channels. We now test the performance of the proposed strategies in more realistic channels, i.e., where sub-6 GHz and mmWave systems have a mismatch. Specifically, we generate the channels according to the methodology proposed in [26]. We refer the interested reader to [26] for the details of the method to generate sub-6 GHz and
mmWave channels. Here, we only give the channel parameters. The sub-6 GHz and mmWave channels have $C = 10$ and $C = 5$ clusters respectively, each contributing $R_{\text{L}} = R_{\text{c}} = 20$ rays. The mean angles of the clusters are limited to $[-\frac{\pi}{3}, \frac{\pi}{3}]$. The relative angle shifts come from a wrapped Gaussian distribution with AS $\sigma_{\theta_{\text{L}}}, \sigma_{\theta_{\text{c}}} = 4^\circ$ and $\sigma_{\theta_{\text{L}}}, \sigma_{\theta_{\text{c}}} = 2^\circ$. As the delay spread of sub-6 GHz channel is expected to be larger than the delay spread of mmWave [48]–[51], we choose $\tau_{\text{RMS}} \approx 3.8$ ns and $\tau_{\text{RMS}} \approx 2.7$ ns. The relative time delays of the paths within the clusters are drawn from zero mean Normal distributions with RMS $\sigma_{\tau_{\text{L}}} = \frac{\tau_{\text{RMS}}}{10}$ and $\sigma_{\tau_{\text{c}}} = \frac{1}{10} \tau_{\text{RMS}}$. The powers of the clusters are drawn from exponential distributions. Specifically, the exponential distribution with parameter $\mu$ is defined as $f(x|\mu) = \frac{1}{\mu}e^{-\frac{x}{\mu}}$. The parameter for sub-6 GHz was chosen as $\mu = 0.2$ and for mmWave $\mu = 0.1$. This implies that the power in late arriving multi-paths for mmWave will decline more rapidly than sub-6 GHz. The system parameters are identical to the previously explained setup. The hybrid precoders/combiners are designed using the greedy algorithm given in [3]. The effective achievable rate results are shown in Fig. 7. For compressed covariance estimation and weighted compressed covariance estimation, we assume that $T_{\text{stat}} = 2048$. The number of training OFDM blocks is $T_{\text{train}} = 2 \times 2 \times T$. Here, $T$ is the number of snapshots. A factor of 2 appears as we use 2 OFDM blocks to create omnidirectional transmission, i.e., one snapshot. Another factor of 2 appears as the training is performed for the transmit and the receive covariance estimation. The ideal case - i.e., sample covariance based on perfect channel knowledge - is also plotted. The rate for the ideal case is calculated assuming no overhead. The observations about the benefit of using out-of-band information in mmWave covariance estimation also hold in this experiment. Note that, the achievable rate drops with increasing TX-RX distance due to decreasing SNR. Further, this experiment validates the robustness of the designed covariance estimation strategies to the correlated channel taps case.

We now compare the overhead of the proposed LW-DCOMP approach to the DCOMP approach. We use $T_{\text{train}} = 2 \times 2 \times T$ for rate calculations. In Fig. 8, we plot the effective achievable rate versus the number of snapshots $T$ for three different values of $T_{\text{stat}}$. For dynamic channels, i.e., with $T_{\text{stat}} = 1024$ or $T_{\text{stat}} = 2048$, the effective rate of both LW-DCOMP and DCOMP increases with snapshots, but as we keep on increasing $T$, the rate starts to decrease. This is because, though the channel estimation quality increases, a significant fraction of the $T_{\text{stat}}$ is spent training and the thus there is less time to use the channel for data transmission. Taking $T_{\text{stat}} = 2048$ as an example, the highest rate of DCOMP algorithm is 7.16 b/s/Hz and is achieved with 45 snapshots. In comparison, the optimal rate of the LW-DCOMP algorithm is 7.46 b/s/Hz and is achieved with only 25 snapshots. The LW-DCOMP achieves a rate better than the highest rate of DCOMP algorithm (7.16 b/s/Hz) with less than 15 snapshots. Thus, the LW-DCOMP can reduce the training overhead of DCOMP by over 3x.

Now we verify the SNR loss analysis outlined in Section V. For this purpose, we consider two mmWave systems with $N_{\text{TX}} = N_{\text{RX}} = 64$ and $N_{\text{TX}} = N_{\text{RX}} = 16$ antennas. The number of RF-chains in both cases is $M_{\text{TX}} = M_{\text{RX}} = \sqrt{N_{\text{TX}}} = \sqrt{N_{\text{RX}}}$. We plot the loss in SNR $\gamma$ as a function of the SNR per-subcarrier i.e., $\text{SNR}_k = \frac{P}{\sigma^2 K}$. We assume that $[\Delta R_{\text{RX}}]_{i,j} = \frac{\Delta R_{\text{TX}}}{\text{SNR}_k} \sim \mathcal{N}(0, \frac{1}{\text{SNR}_k^2})$. The smallest singular value of the Gaussian matrices vanishes as the dimensions increase [52], and the analytical lower bound (33) becomes trivial. As such, we only show the analytical upper bound (32) in Fig. 9. We compare the upper bound on SNR loss (32) and the empirical difference in the average SNR of the mmWave systems based on true covariance and the perturbed covariance. The empirical difference is plotted for the case when the singular vectors are used as precoder/combiner (i.e., assuming fully digital precoding/combining) and also for the case when hybrid precoders/combiners are used. From the results, we can
The out-of-band covariance translation relies completely on sub-6 GHz information. As such, the out-of-band covariance translation may perform poorly if the mmWave and sub-6 GHz channels are spatially incongruent. The out-of-band aided compressed covariance estimation relies on in-band as well as out-of-band information. The reliance on in-band information makes it more robust to spatial incongruence between sub-6 GHz and mmWave channels.

D. Inherent Limitations

The out-of-band covariance translation is based on parametric estimation. The number of point sources that can be estimated at the receiver are $\hat{N}_{RX} - 1$. This translates to $\hat{C} = \max\{\frac{N_{RX} - 1}{2}, 1\}$ estimated clusters. As such, the translated mmWave covariance is also limited to $\hat{C}$ clusters. The out-of-band aided compressed covariance strategy assumes limited scattering of the mmWave channel. Further, the covariance recovery is limited by the number of RF-chains in the mmWave system. Specifically, it is required that the number of coefficients with significant magnitude be $L \leq M_{RX}$.

E. Favorable Operating Conditions

If the TX-RX separation is small, i.e., the SNR is high, the out-of-band aided compressed covariance estimation performs better than out-of-band covariance translation (see Fig. 8). As the TX-RX distance increases, however, the out-of-band covariance translation starts to perform better. This result informs that depending on the TX-RX separation (or the SNR), the out-of-band aided compressed covariance estimation or the out-of-band covariance translation may be preferred.
APPENDIX A
PROOF OF THEOREM 1
The received signal (28) can be written as
\[ y = \frac{u_{RX,s}^* H u_{TX,s}}{||u_{RX,s}||^2 ||u_{TX,s}||^2} s + \frac{\Delta u_{RX,s}^* H u_{TX,s}}{||u_{RX,s}||^2 ||u_{TX,s}||^2} s + \frac{u_{RX,s}^* n}{u_{TX,s}}. \]  
(36)

The numerator of the first term on the RHS is identical to the first term in (24) and can be simplified as
\[ \frac{u_{RX,s}^* H u_{TX,s}}{||u_{RX,s}||^2 ||u_{TX,s}||^2} s = \sqrt{N_{RX} N_{TX}} \frac{\Delta u_{RX,s}^* u_{TX,s}}{||u_{RX,s}||^2 ||u_{TX,s}||^2} s. \]  
(37)

Now using the channel representation in form of the signal subspace \( H = \sqrt{N_{RX} N_{TX}} a u_{RX,s} u_{TX,s}^T \), the second term can be written as
\[ \Delta u_{RX,s}^* H u_{TX,s} = \frac{U_{RX,n} U_{RX,n}^* \Delta R_{RX} u_{RX,s}}{\sigma_n^2 N_{RX}}, \]  
(39)

and further
\[ \Delta u_{RX,s}^* u_{RX,s} = \frac{u_{RX,s}^* \Delta R_{RX} u_{RX,s}}{\sigma_n^2 N_{RX}}. \]  
(40)

In (40), \( U_{RX,n}^* u_{RX,s} = 0 \), and hence the second term in (36) is zero. The third term and the fourth term in (36) vanish by the same argument. Hence the received signal can be simply written as
\[ y = \frac{\sqrt{N_{RX} N_{TX}} \Delta u_{RX,s}^* u_{TX,s}}{||u_{RX,s}||^2 ||u_{TX,s}||^2} s + \frac{u_{RX,s}^* n}{u_{TX,s}}, \]  
(41)

from which SNR expression (29) can be obtained.

APPENDIX B
PROOF OF THEOREM 2
We work solely on simplifying \( \hat{u}_{RX,s} \) on the RHS of (30) as the simplification of \( \hat{u}_{TX,s} \) is analogous. We can write
\[ \frac{\hat{u}_{RX,s}^2}{(a)} = \frac{\|u_{RX,s} + \Delta u_{RX,s}\|^2}{\|u_{RX,s}\|^2 + \|\Delta u_{RX,s}\|^2} \]
\[ = 1 + \frac{1}{\sigma_n^2 N_{RX}} \left\| U_{RX,n} U_{RX,n}^* \Delta R_{RX} u_{RX,s} \right\|^2, \]
\[ = 1 + \frac{1}{\sigma_n^2 N_{RX}} \left\| \Delta R_{RX} u_{RX,s} \right\|^2, \]  
(42)

where (a) comes from the definition of \( \hat{u}_{RX,s} \) and (b) comes from the assumption that the phase of the perturbation is adjusted to have the true signal subspace and the perturbation signal subspace orthogonal [13]. In (c) the first term simplifies to 1 as the norm of the singular vector and the second term comes from the definition of \( \Delta u_{RX,s} \) in (39). Finally in (d) we use the approximation \( U_{RX,n}^* U_{RX,n} \approx I \). Note that for a single path channel, the channel subspace is one dimensional and \( \|U_{RX,n}^* U_{RX,n} - I_{RX}\|^2 = 1/N_{RX} \). Hence \( \|U_{RX,n}^* U_{RX,n} - I_{RX}\|^2 \rightarrow 0 \) as \( N_{RX} \rightarrow \infty \) and the approximation is exact in the limit. For mmWave systems where the number of antennas is typically large, the approximation is fair. Following an analogous derivation for \( \hat{u}_{TX,s} \), we get (31).

To obtain the upper and lower bounds, note the following about the norm of a matrix-vector product \( Ax \):
\[ \max_{\|x\|_2 = 1} \|Ax\|^2 = \sigma_{\max} \] and \( \min_{\|x\|_2 = 1} \|Ax\|^2 = \sigma_{\min} \), where \( \sigma_{\max} \) and \( \sigma_{\min} \) is the largest and smallest singular value of the matrix \( A \). As in (31), \( u_{RX,s} \) is a singular vector with unit norm, we can bound \( \sigma_{\min}(\Delta R_{RX}) \leq \|\Delta R_{RX} u_{RX,s}\| \leq \sigma_{\max}(\Delta R_{RX}) \). Using this result in (31), we get (32) and (33).
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