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Abstract
In recent years, location-based augmented reality games have become popular globally. Consequently, the risk of collisions or accidents while walking with mobile devices has increased. Using smartphones while walking can distract pedestrians and can lead to negative consequences for traffic safety. In addition, a survey of visually impaired people revealed that they found border recognition inconvenient due to the lowered jaws between the driveway and sidewalks. In this study, an accident prevention system is proposed based on a convolutional neural network by segregating the walking environments into four classes (sidewalks, driveways, crosswalks, and braille blocks). A total of 3,200 datasets (3,000 for training and 200 for test) were used in our study. We show that the proposed system has the accuracy of 90% for validation data, and the recognition rate of 90% or above for test data.
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1. Introduction
Mobile devices, including smartphones, have made our life easier. We spend a considerable amount of time using them. However, the use of smart mobile devices has led to a noticeable increment in the number of accidents owing to distraction caused by these devices [1]. Furthermore, in recent years, location-based augmented reality mobile games have become very popular globally. This increases the risk of a person being involved in a crash or an accident while walking with their mobile devices [2]. There are also other problems experienced by pedestrians who are visually impaired. According to them, it is difficult to recognize the boundary between sidewalks and driveways [3].

The purpose of this study is to investigate four different classes of frequently used roads, such as sidewalks, driveways, crosswalks, and braille blocks. A model based on convolutional neural network (CNN) is proposed to prevent distraction-related accidents caused by the use of mobile devices, and to provide better pedestrian infrastructure for people who are visually impaired. CNN is a neural network that excels in a number of applications based primarily on image recognition [4]. A neural network is advantageous to image learning [5].

Section 2 describes the dataset acquisition and simulation environment. Section 3 presents the CNN-based neural network design. Section 4 displays several results of the computer simulation. Finally, Section 5 presents the concluding remarks.

1.1 Related Works
In related works, Phubber [6] introduced safety applications, which exhibited an accuracy of 74.19% with low computing resources of six classes (driveway, sidewalk, blind road, stairs, manhole covers, and car barrier) [7]. The perception of a stop line and crosswalk in the neighboring environment of the road increased the accuracy to 80% [8]. In [9], a support vector machine (SVM)-based application was introduced, in which they used RGBD (red, green, blue, and depth) cameras to detect staircases and crosswalks for the blind. This application displayed an average recognition accuracy of 93.7% [9].

2. Simulation Environment and Dataset

2.1 Simulation Environment

The simulation environments used in this study are as follows: CPU i5-3230M, 8 GB RAM, Windows OS, Python (Anaconda 4.7.11), TensorFlow 1.14.0 framework, and OpenCV 4.1.0.25 imaging processing.

2.2 Image Preprocessing

Datasets were captured through the rear camera of a Galaxy 9S+ smartphone. After filming the video, a total of 3,200 copies of 3,000 training data points (750 per class) and 200 test data points (50 per class) were obtained through frame extraction. The extracted images consist of a colored square image of size (1440) * length. Figure 1 presents the sample images.

2.3 Image Preprocessing

In this study, only a CPU is used for simulation of the experiment. The image size of the dataset is reshaped to 50 × 50 × 1 (grayscale) OpenCV and stored as a varnish file with the NumPy format (.npy).

3. CNN-based Design of Artificial Neural Networks

The neural network design consists of five convolutional layers and two fully connected layers. Five convolutional layers perform the convolutional calculation and max-pooling using the activation function ReLU (Rectified Linear Unit). Figure 2 depicts the design of the proposed model based on CNN.

In the fully-connected layer, dropout prevents overfitting and a softmax function is used to separate the four classes in the last layer.

3.1 Conv (convolutional)

Conv (convolutional) is an operator that multiplies two functions by a reversal of the moving values and integrates the section to obtain a new function. For images, it is a two-dimensional plane (height, width) and consists of pixels. When one function moves to another function, the weight of the filter is updated through an operation that calculates the sum of multiplication for each element. Fourier transforms and Laplace transforms are closely related and are often used in signal processing [4].

It can be represented by Σ. Typically, pixel images \((i, j)\) expressed in matrices are calculated by the convolution of the original image \(f\) and filter \(g\). The formula for this is as follows Eq. (1).

\[
(f * g)(i, j) = \sum_{x=0}^{h-1} \sum_{y=0}^{w-1} f(x, y)g(i - x, j - y). 
\]

However, the Conv layer uses cross-correlation instead of convolution because, for operation, the filter must be inverted prior to application. As Conv aims to learn the values of filters, there is no difference when cross-correlation is applied. However, filters should be constant in the learning and reasoning phases. For this reason, the TensorFlow and other deep learning frameworks are implemented in cross-correlations rather than
3.2 ReLU

In the deep learning network, the input values for the node are not directly passed to the next layer. Instead, they pass through nonlinear functions. The function used at this time is called the activation function. In this study, the ReLU function was used. ReLU is a function that shows the output as it is if the input exceeds 0, but displays 0 if it is less than 0. It is widely used because it solves the problem of vanishing gradient in the existing sigmoid function [4]. The formula is as follows Eq. (3).

\[
y = \begin{cases} 
  x & (x > 0), \\
  0 & (x \leq 0), 
\end{cases}
\]

(3)

Although it may vary depending on the architecture of existing neural networks, faster learning has been observed in neural networks using ReLU than neural networks with extreme activation values [5].

3.3 Filter

In the Conv function, the receptive field is called a filter or kernel. The filter corresponds to the weight parameter in Conv, and it is trained to find an appropriate filter in the learning phase. By applying the input data filter, it outputs the feature map that emphasizes the area of the image similar to the filter and delivers it to the next layer [4].

3.4 Max Pooling

There are two types of pooling: maximum value pooling and average value pooling. However, in the field of image recognition, the maximum value pooling is primarily used. The result of the pooling does not change well because it shows that the same value is obtained as output even when the input data shift to the right by one space [4].

3.5 Dropout

Dropout is a method in which learning occurs by the arbitrary deletion of neurons. During the learning process, neurons in the hidden layer are randomly selected and deleted to prevent overfitting [4].
4.2 Recognition Result

The total recognition rate of the test data is higher than 90%. The detailed results are presented in Table 1.

The recognition rate for both driveways and crosswalks is 96%, which is very high. In addition, the recognition rates for sidewalks and braille blocks are 90% and 78%, respectively. Braille blocks have a somewhat lower recognition rate than other environments. This seems to be because they are composed of more complicated patterns than other environments.

After processing by the neural network, the test data are classified with the labels (walk, drive, cross, and block), which are placed on top of the image. Figure 5 presents 12 images of the test data that were recognized by the proposed system.

Figure 6 presents the unrecognized images. It seems that recognition failure is due to external environmental factors, such as excessive angle, sunlight, shadow, etc.

5. Concluding Remarks

With the development of advanced mobile technology, the use of smart devices has increased significantly while walking, thereby increasing the risk of accidents. In this study, we presented the results of a few methods that recognize four types of walking environments: roads, sidewalks, pedestrian crossings, and braille blocks. It is very useful to prevent accidents and distractions caused by carelessness of smart device users or visually impaired persons while walking. A CNN-based neural network technique was used for recognizing the four types of walking environments. In previous similar studies, the recognition rates for the walking environment were “73.19%” and “80%”. However, the proposed method showed a high recognition rate of “over 90%” using a test of 200 datasets. Increasing the dataset will further improve the recognition rate, which is left as a future work. Development of the proposed recognition system can provide pedestrians with information, such as display, warning sounds, and vibrations, thereby exhibiting potential to be a competitive product in the market.
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