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Abstract—The Internet of Intelligence is conceived as an emerging networking paradigm, which will make intelligence as easy to obtain as information. This paper provides an overview of the Internet of Intelligence, focusing on motivations, architecture, enabling technologies, applications, and existing challenges. This can provide a good foundation for those who are interested to gain insights into the concept of the Internet of Intelligence and the key enablers of this emerging networking paradigm. Specifically, this paper starts by investigating the evolution of networking paradigms and artificial intelligence (AI), based on which we present the motivations of the Internet of Intelligence by demonstrating that networking needs intelligence and intelligence needs networking. We then present the layered architecture to characterize the Internet of Intelligence systems and discuss the enabling technologies of each layer. Moreover, we discuss the critical applications and their integration with the Internet of Intelligence paradigm. Finally, some technical challenges and open issues are summarized to fully exploit the benefits of the Internet of Intelligence.
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I. INTRODUCTION

With decades of research and development, the Internet has become an essential information infrastructure in today’s world to facilitate economic development and social progress. According to Cisco’s white paper, by 2023, the total number of Internet users will reach 5.3 billion, and networked devices will exceed 29.3 billion [1]. Through enabling information networking among people and machines, the Internet can instantly transmit information to people thousands of miles away, realizing global informatization. Despite these benefits, there are still some new challenges in the post-Internet era: i) Information explosion: information overload may occur due to the ever-increasing information in the Internet, which will lead to difficulty in decision-making [2]; ii) Fake information: more and more fake information and other lousy information spread rapidly and widely through the Internet, which destroys the harmonious environment of the Internet and harms the economy and society [3]; iii) Human-in-the-loop: the explosive trend of the Internet has brought unprecedented challenges of scale, complexity, dynamics and cost to the current “human-in-the-loop” network operation and management [4]; iv) Limitation: the Internet exhibits limitations in solving existing challenges, including developing reliable, cost-effective autonomous systems (for example, autonomous driving).

To cope with these challenges, networking issues need to be considered in a larger timescale. Networking is for obtaining not just information but also matter and energy. Reviewing the development history of human society, we can find that cooperation is the heart. As a social species, human beings rely on cooperation to achieve survival and prosperity. Consequently, in modern history, to promote human cooperation in the socio-economic system, humans have developed technologies to enable networking for matter (grid of transportation), for energy (grid of energy), and for information (the Internet) [5]. In every evolution of the networking paradigm, we can move “something” (such as matter, energy, or information) to reduce the disparity of “something”, thereby facilitating human cooperation through sharing “something”. In such a large time scale, we can observe the evolution pattern of networking paradigm: the new networking paradigm is based on the existing paradigm, but provides a higher level of abstraction.

The future networking paradigm is inseparable from intelligence to solve the problems existing in the current information networking paradigm. Fig. 1 shows a conceptual relationship among data, information, and intelligence. Intelligence is the further abstraction and concentration of information [6]. Although much progress has been made in developing artificial intelligence (AI) [7]–[9], it is far from human learning, which requires much fewer data sets and is more flexible in adapting to new environments. According to the Big History Project [10], a decisive feature of human learning is collective learning. Through collective learning, human beings can
preserve intelligence, share it with each other, and pass it on to the next generation. This feature enables humans to adapt to the new environment by sharing ideas about dealing with the surrounding environment, thus allowing them to play a leading role in the biosphere. It is difficult to do this in the current AI systems. As a result, the future development of intelligence is also inseparable from networking. Through intelligence networking, distributed intelligence, intelligence storage, and intelligence sharing can be realized, further blurring the boundary between AI and human intelligence, significantly improving training efficiency, and more effectively simulating the real-world environment. Therefore, the future networking needs to shift from an information-based architecture to an intelligence-based architecture [11], [12]. The Internet of Intelligence (intelligence networking) is conceived as an emerging networking paradigm, making intelligence easy to obtain, such as matter, energy, and information.

The Internet of Intelligence has attracted great attention from both industry and academia [13]–[15]. To enable researchers to have a more straightforward and deeper understanding of intelligence networking paradigm and to deliver insightful guidelines to fully exploit the profound benefits of the Internet of Intelligence, a systematic and comprehensive survey of the Internet of Intelligence is provided in this paper. To the best of our knowledge, this paper is the first survey on the Internet of Intelligence that covers the motivations, architecture, enabling technologies, applications, and challenges. The key contributions of this paper can be summarized as follows:

- We investigate the networking paradigm evolution and the artificial intelligence evolution, based on which we present the motivations of the Internet of Intelligence by demonstrating that networking needs intelligence and intelligence needs networking.
- We propose the layered architecture of the Internet of Intelligence, and recent advances of the enabling technologies in each layer are discussed to enable researchers to quickly get up to speed with the key enablers of the Internet of Intelligence.
- We provide an overview of the critical applications and their integration with the Internet of Intelligence paradigm.
- Some technical challenges and open research issues that need to be discussed for future research are summarized to fully exploit the benefits of the Internet of Intelligence.

The paper organization is as follows. Section II provides a review of the related work. In Section III, we briefly introduce the evolution of networking paradigms and artificial intelligence, and then present the motivations of the Internet of Intelligence. Section IV provides the overall architecture of the Internet of Intelligence, which is composed of five different layers: physical resources layer, resources virtualization layer, information layer, intelligence layer, and application layer. Section V focuses on the enabling technologies in each of the five layers mentioned above in the presented architecture. In Section VI, we present the critical applications of the Internet of Intelligence, and Section VII summarizes some technical challenges and open research issues. Finally, the paper is concluded in Section VIII. To facilitate reading, the roadmap of this paper is visualized as Fig. 2.

II. RELATED WORK

In this section, we summarize some recent surveys related to our work to help readers explore related fields.

AI has gained unprecedented attention from academia and industry. Due to its universality, researchers have started to apply related methods in various fields, such as computer/communication networks, smart cities, transportation, healthcare, industry, grid/energy, etc. Sun et al. in [16] discussed the protection of privacy in sixth-generation (6G) by secure machine learning (ML) structures on the one hand, and analyzed the potential for privacy violations in 6G due to attacks or misuse of ML on the other hand. Feriani and Hossain in [17] outlined the application of model-free, model-based single-agent reinforcement learning, and cooperative multi-agent reinforcement learning frameworks and algorithms for wireless communications. In [18], Magaia et al. investigated how deep learning techniques can be used to enhance the efficiency of the industrial Internet of Things (IIoT) and achieve more privacy and security in smart cities. In [19], Rigas et al. presented a systematic survey to study AI technologies for energy-efficient electric vehicle routing and charging point selection, as well as for integrating electric vehicles into the smart grid. In [20], Wan et al. provided a survey to explore the impact of AI on the field of custom smart manufacturing and discussed the challenges associated with smart manufacturing devices due to the introduction of AI. In [21], Tang et al. studied the unique challenges of existing vehicular communication, networking and security, and outlined the corresponding ML-based solutions. Qadri et al. in [22] surveyed the application of ML in the healthcare Internet of Things (H-IoT) to provide personalized healthcare.

To further enhance the performance of AI, many advanced technologies, such as software-defined networking (SDN), network slicing, edge computing, blockchain, various immersive technologies, etc., can be used to enable AI. Xie et al. in [23] investigated how SDN can make the application of ML easier by taking advantage of its centralized control of logic, global view of the network, software-based traffic analysis, and dynamic updating of forwarding rules. In [24], Li et al. examined how network slicing can be used to jointly manage data and general network resources for AI services.
Considering the higher data upload latency and cost as well as the reliability and privacy issues due to AI training in the cloud, Wang et al. in [25] investigated the realization of edge intelligence through the adoption of edge computing and surveyed the application, inference, training and optimization methods for edge intelligence. Liu et al. in [26] analyzed how blockchain can benefit ML, including data and model sharing, security and privacy, and trusted decision-making. Alsamhi et al. in [27] focused on the synergy of federated learning (FL) and blockchain for green sustainable edge intelligence. The survey in [28] proposed to use blockchain to enhance the security of decentralized FL in terms of privacy protection and tamper-proof data. In [29], Kim and Shim surveyed the application of augmented reality (AR) technology in AI education for non-engineering majors.

However, there are no comprehensive surveys that study AI from the perspective of networking. While there are some works on distributed learning [25]–[28], most of them focus on distributed architecture design or optimal algorithm design rather than intelligence networking in a comprehensive way. By networking the intelligence, distributed intelligence, intelligence storage and intelligence sharing can be realized, thus further blurring the boundary between AI and human intelligence, greatly improving the efficiency of training and simulating the real environment more effectively. This motivates us to present a systematic survey on the Internet of Intelligence, so we review it from multiple perspectives, including motivations, architecture, enabling technologies, applications, and challenges to provide insightful guidelines and up-to-date viewpoints for researchers.

III. Motivations

In this section, we look back on the networking paradigm evolution and the artificial intelligence evolution. On this basis, we present the motivations of the Internet of Intelligence.

A. Networking Paradigm Evolution

To explore the motivations of the Internet of Intelligence, we need to take a look at the development of human society on a larger time scale. It can be observed that cooperation is at the core of human society. As a social species, human beings rely on cooperation to achieve survival and prosperity [30]. It is believed that the reason why humans can dominate the world is because we are the only animals that can cooperate flexibly in large numbers. In modern history, to facilitate cooperation in socio-economic systems, humans invented technologies enabling networking for matter (grid of transportation), for energy (grid of energy), and for information (the Internet), as shown in Fig. 3. In the following, we will briefly review these three networking technologies.

1) Grid of Transportation: Transportation technologies are essential to facilitate human cooperation. The development and survival of human beings and other organisms are inseparable from matter and energy. The primary motivation for transportation is to move matter from one location to another, which is...
matter networking. In the initial stage of the grid of transportation, humans transport on foot. Later, they used animals and build transport ships. In the 18th and 19th centuries, plenty of innovative transportation technologies were invented, such as bicycles, cars, trains and trams. Nowadays, airplanes, high-speed rails, maglev trains, spacecraft, etc., are all powerful transportation technologies.

2) **Grid of Energy:** The grid of energy is another disruptive technology, which is the foundation of human survival and the cornerstone of human prosperity. Through the grid of energy, electric energy is able to be transmitted from power plants to families and enterprises so that people can easily obtain energy to power appliances, light buildings, and cool houses [31].

Energy is a measure of the system’s ability to cause changes in the energy grid. According to the first law of thermodynamics, energy is conserved and can neither be created nor disappear. It can be transferred from one location to another or from one form to another. During the transfer process, the sum of energy does not change. There is a close relationship between energy and matter. For instance, kinetic energy, which describes the energy of an object due to its mechanical motion, is an important category of energy. The theorem of kinetic energy can be expressed as: $0.5mv^2 = 0.5m(d/t)^2$, where $m$ is the mass, $v$ is speed, $d$ is distance, and $t$ is time. Accordingly, kinetic energy can be considered as the speed of matter moving in a process.

3) **The Internet of Information:** The invention of the Internet (of information) aims to move information from one location to another to reduce the disparity in information. Through the realization of information networking, human cooperation has been promoted to a new level. The connection between information and energy was first mentioned in the “demon” experiment led by Maxwell in 1867, which reduced the system’s entropy by converting information (i.e., the position and velocity of each particle) into energy. This experiment inspired discussion about the relationship between thermodynamics and information theory [32]. In 1948, Shannon proposed the concept of “information entropy”, which solved the quantitative measurement of information and obtained the entropy formula in the same form as in thermodynamics [33]. Thermodynamic entropy is a state parameter describing the spontaneous diffusion process of energy. It can be expressed by $dS = \partial Q/T$, where $dS$ is the change in entropy, $\partial Q$ is the transferred energy, and $T$ is the temperature. Similarly, information entropy measures the state of information, which means the minimum energy required for information to move from one state to another.

**B. Artificial Intelligence Evolution**

As a branch of computer science, AI has undergone more than 70 years of development since its birth. Fig. 4 illustrates a schematic diagram of the development process of AI. In the past decades, it has made a lot of progress and achievements but also experienced setbacks and frustrations. Even if the current AI is closer to the level of human intelligence than at any period in history, this automation is still far from human intelligence in the strict sense. In the following, we describe several stages of AI evolution.

1) **1940-1970:** At this stage, research work focuses on traditional AI problems, such as methodological inference based mainly on logic and heuristic algorithms [34]. Specifically, in 1943, W. McCulloch and W. Pitts exploited mathematical and computer models of biological neurons. N. Wiener pioneered cybernetics in 1948 to study the control and communication in animals and machines. At the beginning of 1950, the architecture of modern computers was developed by J. Von Neumann and A. Turing. Moreover, Turing, in the same year, predicted the development of thinking machines. In 1956, J. McCarthy of Stanford University, M. Minsky of Massachusetts Institute of Technology, and other scholars first created the concept of “artificial intelligence” at Dartmouth College in the United States. AI is defined as the ability of machines to think and learn in a manner similar to human beings. The following two decades are the golden age of AI. A successful case was the Eliza computer program developed by J. Weizenbaum in 1966, a natural language processing tool that can simulate a conversation with human beings. Another example was the General Problem Solver program developed by H. Simon et al., which can automatically solve certain types of problems, such as the Tower of Hanoi. Thanks to these inspiring success stories, AI has gained unprecedented attention. However, since the large amount of capital and workforce investment did not receive the expected results, AI ushered in its first winter from 1974 to 1980. In particular, due to Minsky’s strong criticism of perceptrons, the connectionism (or neural networks) faction has been depressed for almost a decade.

2) **1980-1990:** With the emergence of the first batch of microprocessors in the late 1970s, AI once again attracted attention and was closely related to expert systems [35]. Expert systems refer to systems built for specific purposes in which intelligence is embedded in tools and knowledge about its operations is publicly available in the system specifications. Expert systems are widely applied in industrial fields. A well-known case is that IBM’s Deep Blue chess program defeated world champion G. Kasparov in 1997. Expert systems are most suitable for static problems but not for real-time dynamic issues. An expert system defines intelligence in a narrow sense as abstract reasoning, which is far from the ability to simulate the world’s complexity. Moreover, its development and maintenance are complicated. In the 1990s, with the failure...
of the development of Japanese intelligent (fifth-generation) computers and the decline of Cyc, an encyclopedia of human knowledge led by Stanford University, AI entered the cold winter again.

3) Since 2010: Since 2010, AI has taken off again due to major public successes. For example, in 2011, IBM’s Watson defeated two champions in Jeopardy and won the competition. In 2016, Google’s AlphaGo vanquished world champion Lee Sedol, and her predecessor AlphaGo Zero. In 2020, AlphaFold successfully predicted the shape of proteins so that they can perform life’s tasks. Different from the expert system paradigm, in today’s wave of AI, the critical element is the learning ability of the system. Two of these technologies play an essential role, i.e., neural networks and deep learning [36]. The purpose of the neural network is to build a model similar to the structure of the human brain structure and calculation. Neural networks use rules based on “what-if” and teach the network through examples (supervised learning) to learn the nonlinear dependencies between variables. Deep learning originated from the work of G. Hinton in the 1980s. Its learning algorithms are based on nonlinear statistics, and the learning data is organized in multilayer neural networks. The neural network is the cornerstone of deep learning algorithms, and the “deep” in deep learning refers to the depth of the layers in a neural network. Today, neural networks and deep learning form the basis of most AI applications, such as image recognition algorithms used by Facebook, speech recognition algorithms for autonomous driving, etc. However, there is still plenty of challenges to be solved for deep learning [37]. For example, deep learning systems require massive amounts of data to obtain powerful learning performance. However, in practice, due to privacy and resource constraints, the system may not be able to obtain high-quality training data. Besides, integration with prior knowledge, interpretability and explainability are also critical issues in deep learning.

C. Motivations of the Internet of Intelligence

1) Networking Needs Intelligence: As the most crucial information infrastructure, the Internet has experienced leaps and bounds in the past few decades. It becomes jam-packed with billions of websites, active users, and connected devices [38]. This explosive trend of the Internet has brought challenges such as information overload, fake information, “human-in-the-loop”, and the design of trustworthy, cost-effective autonomous systems. Therefore, networking needs intelligence. Intelligence is the further abstraction and concentration of information. Intelligence technologies such as AI are usually used to extract intelligence in the network environment from various information sources. By injecting intelligence into the network, useful information can be effectively extracted from the massive amount of Internet information. The intelligence can be stored, transmitted and shared, thereby alleviating information redundancy in the network [39]. The adoption of blockchain technology can also effectively enhance network security and privacy issues, thereby facilitating intelligence sharing, decentralized intelligence, collective learning, and decision-making trust [11], [15]. “Human-on-the-loop” network operation is expected to enhance the robustness of the network and achieve rapid response to network events and dynamics [4]. In addition, the network will have the ability of self-configuration, self-organization, and self-adaptation, thus effectively supporting the development of reliable and cost-effective autonomous systems such as autonomous driving [5], [14]. Intelligence is not only necessary for technologies but also essential for changing daily life. Disruption begins with the adaptive nature of technologies that ensure the quality of social and economic services and will directly affect human lives. The big data generated by the Internet can be used to predict and formulate solutions to intelligently handle real-time situations.

2) Intelligence Needs Networking: Most existing AI works focus their works on single-agent training, which relies heavily on a great quantity of predefined data sets with the local environment. With the rapid growth of data in the Internet, this centralized AI architecture is constrained by local computing capability and storage capacity, and the generalization ability of the trained model needs to be improved. In order to address these problems, AI algorithms need to explore high-quality data sources to better train models. In addition, many
systems in actual scenarios are either too complex to be modeled correctly in a fixed, predefined environment or varied dynamically [40]. The concept of AI is defined as the science that enables computers to perform tasks that require intelligence like humans. However, at present, it is far from human learning, which requires much fewer data sets and is more flexible in adapting to the new environment. According to the Big History Project, a decisive feature of human learning is collective learning. Through collective learning, intelligence can be preserved, shared and passed on by humans [30]. That is, collective learning is the ability to efficiently share intelligence so that individual ideas can be stored in the community’s collective memory and passed on from generation to generation. This feature of collective learning allows humans to adapt to the new environment by sharing ideas about how to deal with the surrounding environment, thus allowing them to play a leading role in the biosphere. It is difficult for the current AI systems to do this. Therefore, the future development of intelligence is also inseparable from networking. Through networking, distributed intelligence, intelligence storage and intelligence sharing can be realized, further blurring the boundary between AI and human intelligence, significantly improving training efficiency, and more effectively simulating the real-world environment.

3) The Internet of Intelligence: From the evolution of the networking paradigm, it can be observed that the three major networking paradigms mentioned enabled us to move “something” (such as matter, energy, or information) to reduce the disparity of “something”, thereby facilitating human cooperation through sharing “something”. Moreover, the evolution pattern of networking paradigms can also be concluded: the new networking paradigm builds on the existing ones but provides a higher level of abstraction. For instance, energy measures the speed at which matter moves, while information measures the degree of energy transmission.

The Internet of Intelligence (intelligence networking) is conceived as an emerging networking paradigm, making intelligence easy to obtain, such as matter, energy, and information. Intelligence is not equivalent to information, but a higher level of abstraction and concentration of information. It describes the general patterns and relationships obtained by analyzing information sets. Intelligence can be algorithms that aggregate information into intelligent fragments, i.e., intelligence models, or abstract information obtained through application models, i.e., intelligence samples [6]. For example, a trained ML model is a kind of intelligence that can return synthetic intelligence from input information [41]. The intelligence extracted by advanced technologies can be further utilized by the intelligence combination method, in which existing intelligence is further analyzed/organized to generate new intelligence. The Internet of Intelligence is expected to effectively help solve the challenges in the current socio-economic system and significantly affect human daily life, just like the previous three networking paradigms.

D. Lessons Learned: Summary and Insights

In this section, we illustrate the motivation for the Internet of Intelligence in terms of networking need intelligence and intelligence need networking, respectively. The explosive growth of the Internet has led to challenges such as information overload, fake information, human-in-the-loop, and limitations. To meet these challenges, networking needs intelligence. The introduction of AI in the network can effectively extract useful information from the massive Internet information, thereby alleviating the redundancy of information in the network and making the network self-configuring, self-organizing and self-adaptive. The adoption of blockchain effectively enhances the security, privacy, reliability and robustness of the network. Despite the remarkable progress AI has made over the decades, it still falls far short of human learning. The reason for this phenomenon is the lack of cooperation in current AI systems, which is a defining feature of human learning. Therefore, the future development of intelligence is also inseparable from networking. Through networking, distributed intelligence, intelligence storage and intelligence sharing can be realized, thus enabling AI to further approach human intelligence.

A review of the past three networking paradigms reveals that the new networking paradigm builds on the existing networking paradigms and allows us to share “something” to facilitate cooperation. Intelligence provides a higher level abstraction of information. As a result, it is envisioned that the next networking paradigm may be the Internet of Intelligence, which will make intelligence easily accessible and effectively address the challenges in current socio-economic systems.

IV. ARCHITECTURE OF INTERNET OF INTELLIGENCE

In this section, we first introduce the existing layered architecture of the Internet and describe it in detail. Afterwards, we discuss the architecture of the Internet of Intelligence and provide a brief summary and insights at the end of this section.

A. Existing Architecture

The general principle of layering is widely considered to be one of the key factors in the great success of the Internet [42]. In a layered structure, each layer controls a set of decision variables to achieve a specific function by observing parameters from itself and other layers. Each layer serves the layers above and hides the complexity of the layers below. Layering has the following advantages [39]:

- Simplicity: Complex tasks are decomposed into discrete subtasks and localized in each layer to simplify the design.
- Modularity: Each layer is a module that is designed, developed, optimized, managed and maintained independently.
- Abstract functionality: Each layer can be adjusted without affecting other layers.
- Reuse: The functionality of each layer can be reused.

The Internet connects countless computer networks. The current five-layer architecture of computer networks includes physical layer, data link layer, network layer, transport layer, and application layer [43]–[45].

- Application layer is designed to complete specific network applications through the interaction between application processes. The application layer protocol
defines rules for communication and interaction of messages between application processes. There are many application layer protocols in the Internet, such as domain name system (DNS), hyper text transfer protocol (HTTP), simple mail transfer protocol (SMTP), and so forth.

- **Transport layer** is responsible for end-to-end data transmission and data flow. This layer consists of two main protocols: 1) Transmission control protocol (TCP) provides connection-oriented and reliable data transmission services, and 2) User datagram protocol (UDP) provides connectionless and best-effort data transmission services.

- **Network layer** aims to select appropriate inter-network routing and switching nodes to ensure timely delivery of data. When sending data, the network layer encapsulates TCP segments or UDP datagrams generated by the transport layer into packets for transmission. The network layer protocol used by the Internet is the connectionless Internet protocol (IP) and many routing protocols.

- **Data link layer** assembles the IP packets passed down from the network layer into frames and transmits them over the link. Each frame includes data and necessary control information (such as synchronization information, address information, error control, etc.).

- **Physical layer** aims to achieve transparent transmission of bit streams between adjacent computer nodes, shielding the differences between specific transmission media and physical devices as much as possible.

### B. Architecture of Internet of Intelligence

Consistent with the design concept of the existing architecture, we also adopt a layered structure to design the Internet.
of Intelligence architecture. As illustrated in Fig. 5, the architecture consists of five different layers: physical resources layer, resources virtualization layer, information layer, intelligence layer, and application layer. The physical resources layer includes various underlying physical resources of the Internet of Intelligence, such as communication resources, caching resources, computing resources and sensing resources. With the latest advances in technologies such as network virtualization, SDN, and so forth, network cloudification is an important development trend for future networks, which also provides multiple benefits for the implementation of the Internet of Intelligence. Driven by this trend, the data transmission of the underlying infrastructure is no longer the focus but the utilization of resources [46]. Therefore, above the physical resources layer is the resources virtualization layer, which abstracts physical infrastructure resources into logical resources for flexible scheduling through various virtualization technologies. The information layer corresponds to the network layer in the existing architecture, which supports intelligent data processing to extract useful information and transfers it to the intelligence layer. The intelligence layer then merges the information and develops comprehensive intelligence using technologies such as AI, blockchain and big data analytics. The application layer implements dynamic deployment and management of applications through various standardized interfaces. The details of the architecture are summarized as follows.

1) Physical Resources Layer: The physical resources layer is mainly composed of various infrastructure resources of the Internet of Intelligence, including communication resources, caching resources, computing resources, and sensing resources. For instance, communication resources include various communication and network resources from radio access networks (RANs), transmission networks, core networks, and so forth. The caching resources and computing resources are composed of various types of entities that support content storage and data computing, such as smart devices, edge computing servers, base stations (BSs), and data centers. Sensing resources consist of various sensing devices that sense the surrounding environment and collect data in real time. These resources from distributed infrastructure are usually ubiquitous and heterogeneous. Therefore, it is necessary to abstract the physical infrastructure resources into logical resources through various virtualization technologies at the resources virtualization layer to form a shared resources pool to provide support for different applications of the Internet of Intelligence [47].

2) Resources Virtualization Layer: In this layer, heterogeneous and ubiquitous communication, caching, computing and sensing resources are abstracted and pooled. Resources virtualization is the abstraction of resources using appropriate technologies. Resource abstraction is to represent resources based on attributes that match pre-defined selection criteria while hiding or ignoring aspects that are not related to such criteria, trying to simplify the use and management of the resources in a helpful way. The resources to be virtualized can be physical or virtualized, which support recursive modes with different abstraction layers. Through the introduction of the pooling hypervisor, various physical resources can be perceived from the physical resource layer, and the scattered resources can be aggregated into communication pools, caching pools, computing pools and sensing pools [11]. Some advanced technologies such as SDN, NFV and containerization can be effectively adopted to realize resource virtualization and provide on-demand virtual resources for various applications. Virtualized resources can customize services on demand through slicing technology to achieve effective resource sharing.

3) Information Layer: The primary responsibilities of the information layer are to process and analyze the massive raw data generated from various devices in the Internet of Intelligence, and infer useful information from it to pass to the intelligence layer. In recent years, this layer has attracted a lot of attention since it facilitates the development and integration of services. A large amount of duplicate and redundant content and inefficient transmission in the information layer pose challenges to the current TCP/IP-based network architecture. Therefore, information-centric networking (ICN) is emerging as an alternative network architecture for this layer. It is characterized by name-based data retrieval and in-network data caching, allowing users to retrieve data from nearby copystores. ICN separates the content from the location and provides services such as storage and multi-party communication through the publish/subscribe paradigm, so that people’s attention has shifted to the rapid acquisition of information regardless of the location of information storage [48]–[50]. By converting raw data into useful information, this layer introduces self-awareness to the physical components of the Internet of Intelligence systems.

4) Intelligence Layer: Intelligence is an essential characteristic of the future networking paradigm. The Internet of Intelligence is driven by intelligence to achieve self-configuration, self-optimization, self-organization and self-repair, ultimately improving feasibility. Therefore, the intelligence layer is expected to convert the information from the information layer into intelligence and provide intelligent and adaptive management and control on the Internet of Intelligence through intelligent decision-making. Using technologies such as big data analytics and AI, functional modules such as intelligence discovery, intelligence sharing, intelligence storage, intelligence delivery, and intelligent service application programming interfaces (APIs) are implemented at the service level. At the data level, the intelligence layer performs further intelligence processing on the valuable information from the information layer to realize networked intelligence computing. At the control level, it dynamically configures various resources according to the real-time situation of the network and provides customized services for upper-layer applications. As an intermediate layer, based on technologies such as blockchain, the intelligence layer can simultaneously provide authentication, authorization, and accounting (AAA) services for users who subscribe to smart services to ensure their privacy.

5) Application Layer: The application layer aims to provide application-specific services to users according to their diverse requirements and to evaluate the provided services before feeding back the evaluation results to the intelligence process.
Intelligent programming and management can be realized to support higher-level smart applications such as smart cities, smart industries, smart transportations, smart grids and smart healthcare, and achieve overall management of them. This layer also manages all activities of smart devices and infrastructures in the Internet of Intelligence through intelligent technologies to achieve network self-organization capabilities. In addition, this layer is responsible for evaluating service performance, which may involve many considerations and factors, such as the quality of service (QoS), the quality of experience (QoE), the quality of collected data, and the quality of acquiring intelligence. The cost dimension measures of resource efficiency, such as computing efficiency, energy efficiency and storage efficiency, also need to be taken into consideration to improve intelligent resource management and smart service provisioning.

C. Lessons Learned: Summary and Insights

The contribution of this section is to present the general architecture of the Internet of Intelligence. Layered architectures offer the advantages of simplification, modularity, abstract functionality, and reuse. Driven by these advantages, the Internet is implemented based on the 5-layer architecture of TCP/IP, including the physical layer, data link layer, network layer, transport layer, and application layer. Due to the consistency with the design concept of the existing architecture, the architecture of the Internet of Intelligence is also designed based on layering, which consists of five layers: physical resources layer, resources virtualization layer, information layer, intelligence layer, and application layer. However, there are still many issues to be dealt with in the proposed architecture if it is to be actually applied in practice. For example, how to integrate the proposed architecture with other existing protocols and standards, and how to evaluate the intelligence correctly and efficiently. Besides, in practice, the total number of networks, devices, tasks and users is increasing dramatically, which poses a great challenge for optimization. Only when these issues are reasonably addressed can the proposed architecture of the Internet of Intelligence be implemented and applied in a practical environment. The authors hope that this section will inspire readers to contribute more to the development of the Internet of Intelligence.

V. Enabling Technologies in Different Layers

The realization of the Internet of Intelligence largely depends on a variety of enabling technologies. Therefore, this section focuses on the enabling technologies of each of the five layers of the above architecture to help in-depth understand the functionalities of the Internet of Intelligence.

A. Physical Resources Layer

The physical resources layer is mainly composed of various infrastructure resources of the Internet of Intelligence, including communication resources, caching resources, computing resources, and sensing resources. In the following, a brief overview of the current communication, caching, computing, and sensing technologies that support the Internet of Intelligence is given.

1) Communication: The communication and networking technology of the fifth-generation (5G) network is a key driving enabler of the Internet of Intelligence, which can bring users with high service quality and experience such as enhanced mobile broadband (eMBB), ultra-reliable and low-latency communications (uRLLC), and massive machine type communications (mMTC) [51], [52]. One of the significant advancements in 5G comes from the ability to virtualize and redistribute network functions. Dynamic network slicing dramatically improves the flexibility, data rate, and delay performance of the network, thereby providing support for the emergence of various Internet of Intelligence services [53]. SDN and NFV technologies can further increase the flexibility of slicing [54].

In 5G, to provide better services and reduce capital expenditures and operating expenses, cloud radio access network (C-RAN) with the characteristics of centralized processing, collaborative wireless, real-time cloud computing and energy-saving infrastructure has attracted widespread attention. Meanwhile, to improve network coverage and link capacity to cope with explosive data traffic growth, heterogeneous network (HetNet) architecture with different types of cells has been proposed as a promising technology [55]. Long term evolution-advanced (LTE-A) band below 6 GHz is too crowded for 5G. An effective way to achieve a higher data rate is to use massive frequency resources available in the millimeter wave (mmWave) range (30 - 300 GHz) [56]. To tackle the issue of high propagation loss in mmWave communication, a practical solution is to use the short wavelength of millimeter wave to design a smaller but more compact large-scale multiple-input multiple-output (MIMO) [57]. MmWave communication assisted by MIMO plays an important role in fundamentally solving the problem of 5G spectrum congestion and supporting high data rates.

Improving the efficiency of spectrum utilization is another feasible method to address the scarcity of spectrum. Device-to-device (D2D) communication enables two devices to transmit data directly and can flexibly reuse radio resources, thereby improving spectrum efficiency and reducing the workload of core network data processing [58]. Besides, ICN is also a candidate technology worth considering [59]. Due to the widespread distribution of mobile devices and the ever-increasing storage capacity, the caching capability prevalent in mobile devices should not be ignored.

To better satisfy the strict requirements of the Internet of Intelligence, such as ultra-high data rate, ultra-low latency, ultra-high reliability, and seamless connection, the next 6G network is conceived by industry and academia [60]. A simple architecture of 6G-enabled Internet of Intelligence is illustrated in Fig. 6. The architecture of the 6G will be implemented mainly under the support of the 5G architecture, such as the architectures of SDN, NFV, and network slicing. However, compared with 5G, the development of 6G is capable of the characteristics of large dimension, high complexity, dynamics, and heterogeneity.
AI has powerful learning ability, reasoning ability, as well as intelligent recognition ability and can realize completely autonomous services that execute human intelligence [61]. The application of AI in 6G enables its architecture to perform adaptive learning without manual intervention, thereby effectively supporting various Internet of Intelligence services [62]. Ubiquitous AI services are provided from the core of 6G to terminals, such as network management, resource scheduling, network maintenance, etc.

The design of the three-dimensional (3D) communication infrastructure that combines terrestrial, aerial radio access points and mobile edge hosts enables 6G to provide cloud functions on demand [63]. This idea can provide cloud capabilities under controllable delay constraints by managing large aerial platforms. When the request changes greatly over time and space, this strategy is more cost-effective than current methods that rely on a fixed infrastructure.

The endless pursuit of higher data rates has led to the exploration of higher frequency bands and corresponding communication solutions in 6G. The terahertz (THz) frequency band (0.1-10 THz) has been promoted as a key technology to meet this requirement. Due to the huge unallocated bandwidth, it can support data transmission rates above 10 Gbps, and has better confidentiality and anti-interference capabilities. Consequently, the use of terahertz can effectively alleviate the increasingly tight spectrum resources and the current capacity limitations of communication systems [64].

The exchange of large amounts of data, information and intelligence in the Internet of Intelligence poses considerable challenges to communication networks in terms of security, privacy, trust, and multitude. Innovative cryptographic technologies are used in 6G to achieve effective integration between AI and privacy. Moreover, decentralized authentication is another critical problem in the Internet of Intelligence. Technologies like distributed ledgers in blockchain are expected to play an important role in distributed authentication [65].

2) Caching: With the development of the Internet of Intelligence, the amount of data exchanged within the network will increase significantly, and the backhaul may become a bottleneck. By storing the content of the Internet of Intelligence at infrastructures such as access points and edge computing servers, caching techniques can achieve the reuse of cached content, thus effectively reducing the use of backhaul. The caching paradigm’s requirements for content distribution and retrieval-based usage patterns will lead to challenges in network mobility, availability, and scalability. Toward this end, content delivery networks (CDNs) and peer-to-peer networks (P2P) have been proposed to endow the network with content distribution and retrieval capabilities by using existing storage and computing infrastructures [66].

In CDN, multiple service locations (service nodes) cache content in local storage. The load balancer optimally distributes user requests to these service nodes and provides users with a duplicate of the content cached in these service nodes. Generally, when assigning backup content source locations, requests will be redirected to the nearest service nodes through the domain name server of the CDN to improve the response speed [67]. The selection of service nodes to cache the content replication will be determined based on continuous monitoring of data traffic and load balancing in the network [68].

P2P networks eliminate the need to use central servers, allowing all users to communicate and share content. Each user can act as a cache node/server in P2P networks. In a P2P network, a single server (also called a seeder) distributes a large content to a large number of interested peers through the Internet. Instead of uploading the content to each peer, the seeder first divides the content into data packets called blocks and then intelligently distributes these blocks so that the participating peers can exchange them with each other [69]. P2P-based content distribution dramatically reduces the download time of each peer and reduces the pressure on a single server.

Besides, information-centric networking (ICN) can also effectively realize information distribution and content retrieval by running common protocols at the network layer [70]. According to the caching location, caching mechanisms of ICN can be classified into two categories: i) on-path caching: On-path caching involves the transmission path, so it is usually aggregated with the ICN forwarding mechanism; ii) Off-path caching: off-path caching only cares about content storage and delivery, and does not consider the delivery path.

3) Computing: The development of applications such as autonomous driving, smart cities, and energy Internet poses huge challenges to the computing capabilities of the Internet of...
Intelligence. Due to limitations of size and battery life, smart mobile devices are often unable to meet such demands [71]. By offloading those applications to powerful cloud centers, cloud computing is an effective approach to solve the above challenges [72].

However, since cloud centers are usually built far away from smart mobile devices, the low-latency requirements of some delay-sensitive applications in the Internet of Intelligence may not be satisfied by cloud computing. Besides, it is sometimes not feasible and economical to migrate masses of computation tasks over long distances. To cope with such problem, edge computing has been proposed to enable users to be served by proximity servers with abundant computing resources [73]. Edge computing aims to migrate cloud computing platforms (including computing, storage, and network resources) to the network edge, and strive to achieve the deep integration among traditional mobile communication networks, the Internet and the Internet of Intelligence, thereby exploiting the inherent abilities of the network, reducing the end-to-end latency, and improving the user experience [74], [75]. Fig. 7 shows the computing technologies that enable the Internet of Intelligence.

Currently, the concept of edge computing first appeared in the form of Cloudlets, which enabled users to have superior computing and storage performance, and later paved the way for more complex fog computing and multi-access edge computing (MEC) [76].

Cloudlet is originally proposed by the open edge computing (OEC) project initiated by Carnegie Mellon University [77]. It can be regarded as a node with trusted Internet connection and rich resources, providing computing, storage and access services for neighboring users. The instantiation of cloudlet is based on the soft state that depends on virtual machines (VMs). Using VMs, cloudlet offers a temporary environment isolated from another host software for individual users. As a micro data center in a box, cloudlet provides end-users with access to deploy and manage their own VMs via Wi-Fi [78].

Fog computing was first proposed by Cisco in 2012 [79]. It is a distributed computing paradigm in which network entities with heterogeneous computing and storage capabilities are placed in the vicinity of the RAN to connect users to the cloud or Internet. Fog computing is a supplement to cloud computing rather than a substitute. The main purpose of fog computing is to offer low-latency services in response to real-time applications [73], [80], [81]. When involving applications that require massive computation or permanent storage, fog merely acts as a gateway or router to redirect data to the cloud center.

MEC was proposed by the European telecommunications standards institute (ETSI) in 2014 [82]. It gathers service providers, mobile operators, over-the-top (OTT) participants and subscribers to provide them with a sustainable business model. The gist of MEC is to offer cloud capabilities within the RAN in proximity to mobile users [83]. Exactly as the objective of other edge computing methods, MEC provides accelerated content and services by improving the responsiveness of the edge.

Fog computing and MEC conceive an open platform that provides similar functionalities. Fog computing focuses on applications (mainly the IoT) utilize the platform set that collectively assists users, while MEC concentrates on application-related enhancements in information computing and caching. Moreover, cloudlets or Fog nodes are mainly managed by individuals and can be deployed in any suitable location, but the MEC server is owned by the mobile operator and requires to be placed in the vicinity of BSs to offer access to users through the RAN.

4) Sensing: In the Internet of Intelligence era, a wide variety of sensing devices are deployed to provide meaningful sensing data records, such as environmental sensing devices, color sensing devices, flame sensing devices, motion sensing devices, cameras, etc. With the help of identification, positioning, detection, imaging and other technologies, these sensing devices can sense the environment in real-time, thus enabling pervasive sensing and providing intelligent decision support for the Internet of Intelligence [84], [85].

Radio frequency identification (RFID) is a non-contact sensing technology that can effectively identify and track objects in a non-contact manner. It is developed from radar technology in the 1940s and obtains relevant information about physical objects through radio frequency signals. In RFID, electronic tags are used to mark an entity object, and the data of the entity object is received through RFID readers [86]. RFID has a strong anti-interference ability so that it can not only identify solid objects moving at high speed but also identify the target of each solid object simultaneously. RFID offers many advantages over other technologies, including fast scanning, non-contact reading, reusability, large storage, low cost, and security [87], [88]. Due to these advantages, RFID can be effectively applied in the Internet of Intelligence for identifying and tracking objects and exchanging information.

On the other hand, to sense real-world physical parameters related to the surrounding environment, wireless sensor networks (WSNs) play a vital role in the Internet of Intelligence [89]. WSNs can monitor and track the status of devices and transmit the status data to control centers or receiver nodes via multiple hops [90]. Therefore, WSNs can be considered a further bridge between the real world and the cyber world [91]. Compared to other technologies, WSNs
offer advantages such as dynamic reconfiguration, scalability, reliability, low power consumption, low cost, and small size [92]. All these benefits facilitate the integration of WSNs into various domains with different requirements.

With the rapid development of the Internet of Intelligence, the popularity of various smart devices makes their built-in sensing devices (such as accelerometers, cameras, microphones, etc.) attract much attention, and the data collected by these sensing devices can be analyzed to extract a great deal of useful intelligence [93]. Crowdsensing, which combines the idea of crowdsourcing and the sensing ability of smart devices, is a new mode for data acquisition [94]. In this model, large-scale users collect sensing data through their own smart devices and upload them to the server. The service provider records and processes the sensing data and uses the collected data to provide daily services to users. Due to the prevalence of smart devices and the flexibility of user movement, crowdsensing effectively solves the problems of high maintenance costs and limited coverage of traditional sensing networks [95]. Therefore, it can be widely used in the Internet of Intelligence.

B. Resources Virtualization Layer

The resources virtualization layer aims to virtualize the heterogeneous and ubiquitous communication, caching, computing and sensing resources in the Internet of Intelligence to fully utilize these resources. The following will introduce four supporting resources virtualization layer technologies: SDN, NFV, network slicing, and containerization.

1) Software-Defined Networking: The considerable growth of network scale and diversity has created the heterogeneity of the network and has generated massive data that need to be analyzed, extracted and processed. Consequently, the Internet of Intelligence will face challenges in flexibility, interoperability, and reconfiguration. To meet these challenges, SDN can effectively simplify the network performance by separating the control plane from the data plane, and play an essential role in network management, network virtualization, resource utilization and security [96]–[98].

As shown in Fig. 8, the architecture of SDN in the Internet of Intelligence includes three planes, i.e., sensing plane, data plane, and control plane [99]. The sensing plane comprises heterogeneous intelligent devices in the Internet of Intelligence, which are mainly used to sense large amounts of data. The data plane adopts distributed working mode and transmits data by following a flow table. In the Internet of Intelligence, routers, switches, circuits, etc., are equipped with flow tables for data transmission. The control plane is a centralized unit that mainly configures the network according to the requirements of the Internet of Intelligence applications, such as network paths, routing protocols, and network policies. In SDN, OpenFlow has become a standard protocol for communication between applications and controllers and the communication between controllers and network devices, respectively. SDN also provides two types of horizontal APIs, eastbound API and westbound API, to support the communication between SDN controllers. In addition, SDN offers hardware reusability through reconfigurable features, updates the software of various modules and fixes errors through policy updates, and provides a quality-aware framework for the Internet of Intelligence by implementing network logic, thus further expanding network capacity and coverage.

In this way, SDN has excellent flexibility and a high degree of programmability, which can support the cost-effective and dynamic network configuration of the Internet of Intelligence and provide a basis for the service customization of Internet of Intelligence applications. Besides, efficient capacity sharing, secure routing and mobility management can also be realized by the introduction of SDN into the Internet of Intelligence.

2) Network Functions Virtualization: NFV is a network concept that uses virtualization technology to manage core network functions through software-based methods [101]. Therefore, in the resources virtualization layer, NFV has gradually become one of the critical drivers for the Internet of Intelligence to improve computing capabilities to meet the growing network demands. As shown in Fig. 9, the NFV
architecture and orchestration framework is composed of three key components, namely virtualized network functions (VNF), NFV infrastructure (NFVI), and NFV management and orchestration (NFV MANO) [102]. VNF is the software implementation of network functions. NFVI includes hardware and software components that provide the network environment for deploying VNF, such as central processing unit (CPU), storage, virtualization, etc. NFV MANO is responsible for managing and orchestrating the physical and virtual resources of NFVI and the life cycle management of VNFs. By integrating network functions into the cloud platform, NFV can greatly reduce network operating costs. In addition, it also provides flexibility in both the data plane and the control plane by allocating resources on-demand according to service requirements. Specifically, VNFs allow multiple instances to be collocated on the same hardware or the same virtualized environment (such as VM) [101].

In the Internet of Intelligence, NFV is a key enabling for handling virtualized instances related to specific services and shows good performance in achieving service migration, flexibility and scalability. For example, by adding additional specific resources or software instances, resources can be easily expanded for popular applications in the Internet of Intelligence. The Internet of Intelligence services can benefit from the dynamic characteristics of NFV: i) support the deployment of portable functions on an operable distributed virtual network; ii) migrate independent blocks of services to different cloud environments in various networks; iii) slice the virtual network resources of specific applications, and iv) share configurable resource pools for on-demand access [103].

SDN and NFV are developing towards network virtualization and automation, which are two closely related technologies [104]–[106]. Accordingly, combining NFV with SDN to jointly optimize network functions and resources is an increasing trend. On the one hand, SDN can assist NFV in managing dynamic resource management and orchestrating intelligent functions. On the other hand, SDN can dynamically create virtual environments for specific service chains by implementing NFV [107]. With the aid of SDN and NFV, the Internet of Intelligence can realize the dynamic scheduling, management, and utilization of communication, cache and computing resources to improve the system performance.

3) Network Slicing: The Internet of Intelligence enables various types of connections and services, which need performance and security guarantees. Moreover, different Internet of Intelligence applications have different requirements for services. For instance, smart factory applications need to ensure a packet loss rate of less than $10^{-9}$ and an end-to-end delay range of 250 μs to 10 ms. Smart vehicular applications require a reliability level of more than 99.99% and an end-to-end delay of less than 1 ms [108]. Network slicing can effectively meet such diverse requirements of different Internet of Intelligence applications by creating multiple logical network segments on a common shared physical infrastructure [109]. A multi-tenant environment is introduced in network slicing to support flexible provisioning of network resources and dynamic allocation of network functions [110]. Fig. 10 illustrates the use of network slicing in the Internet of Intelligence.

Network slicing improves resource utilization efficiency by dynamically adjusting network resources between slices. The autonomous system is a feasible way to achieve such dynamic adjustment and enhance the scalability of Internet of Intelligence applications [111]. The rapid growth in intelligent devices has also attracted many attackers into the Internet of Intelligence. Intelligent devices in the Internet of Intelligence are vulnerable to attack due to their limited resources, which will cause them to generate distributed denial of service (DDoS) attacks on the network [112]. By using network slicing to isolate various applications, the severity of such attacks can be minimized, and the high security and privacy of the Internet of Intelligence can be achieved. In addition, the dynamic allocation of idle resources to the attacked slices can also guarantee the QoS during the attack to a certain extent.

To meet the differentiated service requirements of various applications of the Internet of Intelligence and realize service customization, the combination of network slicing with NFV and SDN is essential [113]–[115]. Tight coordination for VNF allocation and service provisioning can be supported at the edge/cloud, thus realizing
flexible service control and enabling service differentiation customization.

4) Containerization: Containers provide a lightweight virtualization solution for the portable operation of the Internet of Intelligence services. Due to its advantages of being quickly packaged and deployed to various interconnected intelligent platforms, the Internet of Intelligence can benefit from containers. In traditional computing platform virtualization, the creation of VMs provides the effect of physical resources running its own operating system (OS). Hardware virtualization occurs on the host, and the VM is the guest machine. In contrast, the abstraction in containers occurs at the OS level [103]. Containers partition the resources of physical machines to create multiple isolated instances smaller than VMs [116], [117]. As a result, multiple containers can run in a single OS, which can be quickly deployed on CPU, memory, and disk with performance close to the native machine [118].

Containers have additional advantages over VMs in the context of the Internet of Intelligence: i) Containers build and create an application through image layering and expansion, and then store it as an image in a repository, which helps achieve packaging, delivery, coordination, and rapid deployment; ii) Container APIs provide the lifecycle management of containers, such as creating, defining, composing, distributing, and running containers; iii) Networking performed through port mapping simplifies the linking of containers; iv) Data storage support is provided by connecting one or more containers to the ongoing service. The superiority of the container is more obvious in mobile environments. In contrast, VMs can support heavier applications or bundled applications associated with specific third parties to ensure higher security. Docker is an outstanding container solution in edge environments [119]. Containers, particularly Docker containers, are drinkable and can efficiently run inside a VM. They can be ported from one VM to another VM or even to bare metal without spending a lot of effort to facilitate the migration [120].

C. Information Layer

The information layer aims to process the massive raw data in the Internet of Intelligence, analyze the valuable information, and transfer it to the intelligence layer. In this layer, the information itself is more valuable than its source since it describes intelligent events. ICN can build an information/content-centric information layer architecture based on the requirements of the Internet of Intelligence. ICN mainly includes two types of packets: information packets and data packets [121]. Information packets are used to record the path of the user’s request to facilitate the content publisher to return response data, and data packets are the content that the publisher responds to the user’s request. Both the information packet and the data packet contain three tables: content store (CS), pending interest table (PIT), and forwarding information base (FIB) [122], [123]. CS is used as a temporary cache of content to meet future requests for stored content. PIT tracks unmet interests (more precisely, interests that have been reposted but have not yet received data). Finally, FIB maintains a record of each suitable interface that can access the name prefix.

Fig. 11 shows the ICN model. Unlike the IP architecture, the main focus of ICN is to disseminate, find, and deliver information, instead of concentrating on the accessibility of end hosts and maintaining the conversation between them. Users in ICN can request content without knowing where the content is located. The communication follows the receiver-driven principle, and the data follows the reverse path [124]. Therefore, the connection establishment in ICN is determined by matching the requested content rather than the endpoint providing the content.

In this subsection, we mainly introduce the key enabling technologies of the information layer supported by ICN, including naming, routing, caching, transport, and identity resolution.

1) Naming: ICN decouples information from location and uses content-based names rather than locations to route ICN nodes. Therefore, information naming is a critical issue in ICN because it is the foundation of caching and replication in the network. During network transmission, the same value can be used to access and retrieve naming information. In addition, the value of the name’s aggregation and verifiability varies in different ICN designs. There are two primary naming schemes for ICN: flat naming and hierarchical naming [49].

Flat naming is mainly adopted by ICN architectures like MobilityFirst [125], DONA [126], and NetInf [127]. Flat names are generated by the encrypted hash of the content or its subcomponents or its attributes. Such a naming process ensures location independence, global uniqueness and application independence. Flat naming can effectively avoid location identification binding, so the information data is more dynamic. However, this approach has encountered difficulties in supporting the scalability of network routing. In addition, flat names may encounter bottlenecks in readability, and thus an additional system is needed to classify readable and unreadable names.

The hierarchical naming is utilized in the two well-known ICN architectures, named data networking (NDN) [128] and
content centric networking (CCN) [129]. It uses a hierarchical structure to assign content names in a human-readable way. The aggregate information name can easily match the uniform resource locator (URL) and can be deployed in the current network environment. Hierarchical naming can realize the aggregation of data and the compatibility of the current system. Moreover, it minimizes routing information by aggregating file names and improving the backbone network’s core routing performance. However, the variable component name length may make the content name difficult to remember [130].

In the information layer of the Internet of Intelligence, to effectively realize the collection and analysis of information, the content naming mechanism needs to support: location independence, global unique information retrieval, human readability, push support, and security. Naming content through a hybrid naming scheme that combines the characteristics of the above two naming schemes is a feasible solution [131]. Specifically, it adds a sub-name in the content name to push and pull communication modes. Meanwhile, the hash value of the content is appended to enhance security and ensure the integrity of the content and its provider. Furthermore, some intelligence layer technologies, such as AI, can be introduced to solve the scalability problem in the naming scheme [132].

2) Routing, Caching and Transport: In addition to the naming mechanism, some other vital technologies that ICN supports for the Internet of Intelligence are its routing, caching, and transport mechanisms. ICN has a more straightforward mechanism of content discovery and data transmission than the current IP-based network, which can effectively improve content acquisition and distribution in the Internet of Intelligence. Since the inter-network caching in the ICN can satisfy requests from users, session-based communication and continuous/timely availability are not necessary. ICN uses name-based routing, where the content name is adopted to forward requests in a hop-by-hop manner to discover content along the way and pass data back to the requester [133]. Different physical interfaces can be supported simultaneously, such as cellular, WiFi, short-distance, which can effectively achieve load balancing [134]. In addition, by aggregating the same interests in the PIT, ICN can improve content retrieval for multiple users, track future data delivery, and support multicast data delivery locally.

Since the content in ICN is decoupled from the location, in-network caching can be applied to retrieve content from the most convenient cache node to improve content retrieval and availability [70]. Efficient cache replacement strategies are needed for cache nodes to cache popular and most commonly used content to improve caching performance and network resource utilization. Due to the application of in-network caching, the user’s request for certain content may be fulfilled at the CS of the intermediate nodes. This request may not be forwarded to other nodes in such cases, which effectively reduces data waiting time and decreases network costs [135]. The content can be cached in any cache node to serve subsequent requests. In addition, large content can be divided into packet-sized blocks. The cache node can cache part of the content or the entire content.

The transport issue is an important issue that affects the resource allocation of the Internet of Intelligence. It directly affects the transmission efficiency of ICN and indirectly affects the performance of the Internet of Intelligence. In the traditional end-to-end network congestion control mechanisms, the network can be considered as a “black box”, and the congestion control is completed by the end-user. The congestion control in ICN is based on the user-driven transmission model, which is mainly implemented by controlling the rate at which the requester sends interest [136]. Each routing node on the path can preserve data locally and return the data to requesters. In small and medium-sized Internet of Intelligence networks, internal information sharing can effectively achieve load balancing. Besides, some ML algorithms can be used to predict delay and dynamically select forwarding paths to effectively improve congestion control performance [137].

3) Identity Resolution: Identity resolution is a key technique in the information layer of the Internet of Intelligence. Similar to the domain name system (DNS) in the Internet, it plays the role of entrance in the Internet of Intelligence. DNS maps domain names and IP addresses to each other, allowing people to access the Internet more conveniently without having to remember complex IP addresses. The input of DNS is the domain name, and the output is its IP address. In contrast, the input of identity resolution is the identifier, and the output is the mapping information of the identifier. Through the identity resolution system, scattered intelligence can be associated, as shown in Fig. 12. The user only needs to provide a unique identifier to obtain the traceability information of intelligence.

The construction of an identity resolution system can bring plenty of benefits to the Internet of Intelligence. Firstly, a unified method for object recognition, addressing, and understanding for applications can be provided by the identity resolution system to meet the data homogeneity requirements in big data analytics [138], [139]. Secondly, the procedure of service providers can be simplified by the construction of the identity protocol layer. The absence of the identity protocol layer will shift the responsibility of identity verification to service providers, leading to inefficiency. Thirdly, the identity resolution system can achieve better management of various network devices [140]. It can identify various subjects such
as terminals, network equipment, service resources and data, thus realizing the joint optimization of multiple systems and the unified scheduling of resources. Fourthly, the identity resolution can also facilitate intercommunication between multiple isolated systems [141].

A large amount of information will be generated with the further application of identity resolution in the Internet of Intelligence. The analysis of this information can improve the performance of Internet of Intelligence services. Therefore, such information will then be transmitted to the intelligence layer and further processed by intelligent technologies such as AI to extract its intelligence through continuous learning, thereby improving the performance of specific systems and making the Internet of Intelligence services smarter.

D. Intelligence Layer

In the intelligence layer, the intelligence behind the massive information needs to be analyzed and extracted. Some state-of-the-art technologies such as AI, blockchain and big data analytics fit well in this goal.

1) Artificial Intelligence: In the Internet of Intelligence, AI is a powerful technology used to extract valuable intelligence from a large amount of information. AI can be divided into two categories according to the method of modeling high-level cognitive processes such as human decision-making, i.e., symbolic AI approach and connectionist AI approach. We have already introduced the evolution history of AI in Section II. In this subsection, we will discuss the classification and realization of current AI in more depth and make an outlook on the development of AI in the future.

- Symbolic AI Approach: Symbolic AI is the general term for all advanced symbolic representation methods based on deductive reasoning, logical inference and search algorithms in AI research [142]. In symbolic AI, knowledge about environments is not obtained from mathematical models through optimization techniques but is hard-coded through formal languages [143]. Symbol processing uses the rules or operations on the symbol set to encode comprehension. This set of rules is called an expert system, which uses a series of “if-then” statements to follow a top-down approach to formalize and reconstruct human intelligence. Symbolic AI acquires skills through education and uses logical inference to solve problems [144]. The reasoning process is open and transparent and can be read and understood by people. All the knowledge learned by AI comes from human experience and logic, and this process does not require a lot of data. The modern implementation of symbolic AI is represented by ontologies, domain conceptualized formal representations and knowledge graphs (KG), large-scale network representations of entities, and relationships related to specific domains [145]. By integrating and linking data from various types of representations, KGs are exploited to capture knowledge within domains [146], [147]. Compared with deep learning models, the KG is less flexible and robust, but it is developed to be interpretable.

Since it does not entirely rely on massive data, the advantage of symbolic AI is that it can train AI models on a single event, and logical inference can avoid problems caused by omissions or errors in data. Furthermore, symbolic AI can provide a transparent and understandable audit trail. Humans can understand using AI to solve problems step by step and know how AI obtains the final result. However, the symbolic AI system has the drawbacks of weak generalization and poor robustness. It is limited to a system built for one task and cannot be easily generalized to other tasks due to the artificial environment of fixed symbols and rule sets. In addition, the system may fail if one hypothesis or rule does not hold since it may break all other rules.

- Connectionist AI Approach: The purpose of connectionist AI is to model intelligence by simulating neural networks in our brains. These computational neural networks construct the path between input and output through a series of interconnected units. ML forms the core of contemporary connectionist AI [148]. The basis of ML is data. It uses algorithms to analyze large amounts of data, explores the mathematical and logical relationship between input and output through continuous learning, and then judges and predicts what is happening in the environment to make it intelligent [23]. In a broader sense, ML methods can be divided into the following categories [149]: (i) Supervised learning: In such algorithms, a labeled data set containing inputs and known outputs is provided for training optimal models based on the relationships contained in the data set; (ii) Unsupervised learning: In contrast to the above-mentioned supervised learning approaches, this kind of algorithm is realized through unlabeled training data. The algorithm is designed to learn or search for hidden insights in unlabeled data; (iii) Deep neural networks (DNN): DNN performs complex calculations and processes high-dimensional input data through multiple hidden layers. Compared with the traditional iterative optimization method, deep learning algorithms can better approach the optimal solution while significantly reducing the complexity; (iv) Reinforcement learning: Agents in reinforcement learning perform some actions and learn from the feedback after interacting with the environment. The trade-off between exploitation and exploitation is a unique feature that distinguishes it from other types of learning algorithms; (v) Transfer learning: Transfer learning focuses on storing the knowledge acquired in solving a problem and applying it to different but related issues. It improves the learning process through the knowledge transfer between the source domain and the target domain.

A series of algorithms based on connectionist AI can well learn from examples, and perform much better than symbolic AI in many fields. For instance, AlphaGo is an implementation of connectionist AI. The system finds out the corresponding logic and abstract concepts on its own through a large number of chess records and then predicts the placement of human chess pieces and their corresponding strategies when playing against humans. The connectionist AI system is robust to change. Even if one neuron or calculation is removed, the system can still work normally due to all other neurons. In addition, the neural network has a stronger generalization ability to different problems. However, they often lack interpretability. Humans cannot understand how the system obtains a decision and why the system believes that this decision is the best path. The computing process of connectionist AI is
TABLE I
COMPARISON OF DIFFERENT AI APPROACHES

| Approach          | Driving Factors | Required Data | Training/Learning | Calculation Process | Advantages                                      | Disadvantages                                      |
|-------------------|-----------------|---------------|-------------------|--------------------|------------------------------------------------|---------------------------------------------------|
| Symbolic AI       | Knowledge-driven| Large         | Human knowledge and experience; Logical inference | Transparent and understandable audit trail | High interpretable; Fast detection speed.       | Weak generalization; Poor robustness; Low accuracy. |
| Connectionist AI  | Data-driven     | Small         | Machine learning; Deep learning | “Black box”          | Strong generalization; High accuracy; Strong robustness. | High computational complexity; Poor interpretability; Over-reliance on data. |
| Hybrid AI         | Combining knowledge-driven and data-driven methods | Medium       | Combining the advantages of symbolic and connectionist AI | Understandable for humans | High interpretable; Strong robustness.        | Potential privacy and trust issues.                 |

Fig. 13. Some good features of blockchain that can enable the Internet of Intelligence.

a “black box” for humans. Another disadvantage of connectionist AI is that it relies too much on large amounts of data. Without the collection of preliminary data, it is difficult for connectionist AIs to acquire capabilities through training.

- **Hybrid AI Approach**: As mentioned above, symbolic AI is based on creating explicit (symbolic) models, while connectionist AI is based on learning implicit models. In the real world, humans seem to combine implicit and explicit models when solving problems. For example, when humans throw snowballs, we generally use the learned implicit model to predict where the snowballs will fall, consistent with the connectionist AI. In contrast, when we play chess, we use explicit symbol (language) models to reason about our possible sequence of actions, which is consistent with symbolic AI. Therefore, future AI for the Internet of Intelligence should be a combination of symbolic and connectionist AI. It can not only find out the internal laws based on large amounts of data but also need to learn human experience, professional knowledge and logical reasoning ability. In addition, the process and results of its calculations should be interpreted to establish a high degree of trust relationship with humans. Even if the data is missing or the information has errors, the AI system can solve the problem smoothly.

Such a hybrid approach can perceive the image as a fixed symbol through connectionist approaches, and the upper-level reasoning constructs the rule operation through the symbol [150]. For example, how to deliver and share intelligence is a major challenge for the Internet of Intelligence. Currently, the network model learned through ML is very large, which leads to the low efficiency of intelligence delivery. Therefore, we can leverage the KG technique to simplify knowledge into symbols, which can greatly improve the efficiency of intelligence delivery and better enable the Internet of Intelligence. Although the current two frameworks have their advantages and disadvantages, combining the two makes it possible to realize true AI for future Internet of Intelligence. Table I summarizes these three types of AI approaches.

2) **Blockchain**: With the large-scale application and deployment of the Internet of Intelligence in the future, many data sensing and intelligence sharing records (transactions) will be generated in a distributed manner. A critical challenge on the Internet of Intelligence is the management of transaction records and equipment. Besides, due to the trust and privacy issues, the trustworthiness of data and intelligence sharing is a bottleneck for the Internet of Intelligence. As a universal, secure and verifiable distributed ledger technology, blockchain is also a vital enabler of the intelligence layer to cope with the low efficiency of intelligence sharing effectively [22]. The incentive mechanism embedded in blockchain can encourage distributed parties to share intelligence. In Fig. 13, the good features of blockchain that can enable the Internet of Intelligence are illustrated, including intelligence sharing, security and privacy, decentralized intelligence, collective learning and trust issues for decision-making. Thanks to these features of blockchain, provenance can be enabled on the Internet of Intelligence, and the trustworthiness of the network can be improved [5].

The key mechanism for the blockchain to realize the secure data management in the Internet of Intelligence is that each participant in the network can hold a copy of the blockchain as a ledger to record all transactions (such as intelligence sharing, data sensing, etc.) among the Internet of Intelligence devices. Every transaction on the blockchain is verified according to one-way encrypted hash functions and stored in a distributed ledger [151]. Any Internet of Intelligence participants cannot arbitrarily change this ledger, and they must reach an
into the Internet of Intelligence system. The deployment of blockchain needs to consider the unique characteristics of the Internet of Intelligence. Blockchain needs to offer differentiated data management services for various Internet of Intelligence devices [156]. Accordingly, it is unrealistic to deploy the blockchain functionalities on each device. Besides, the blockchain and non-blockchain sub-networks should be strategically organized by the blockchain-enabled Internet of Intelligence system. The architecture and deployment of blockchain as a ledger need to take into account the integration with other enabling technologies in the Internet of Intelligence. For instance, edge/cloud computing resources can be leveraged to execute blockchain consensus tasks for resource-constrained devices in the Internet of Intelligence through computation offloading. In such cases, some issues such as the availability of edge/cloud resources and the security of edge/cloud environments need to be considered.

3) Big Data Analytics: Big data analytics can be effectively used to extract the knowledge behind the massive information, and is becoming a key contributor to enriching the intelligence of the Internet of Intelligence. Big data usually refers to data sets that are larger than the commonly used software tools can capture, manage, and process in a tolerable time [157]. The defining characteristics of big data are the 5Vs, i.e., volume, velocity, variety, value and veracity. Specifically, volume refers to the vastness of data, velocity describes the speed and method of data arrival, variety is the diversity of data sources and types, value describes the low value density of the data, and veracity refers to quality of big data.

Specific technologies and analysis methods are needed to transform the information assets represented by big data into value [158]. Big data in the Internet of Intelligence requires better knowledge representation, more profound domain knowledge, and more explicit analysis of system functions to support more informed decision-making [159], [160]. Traditional big data analytics technologies may not meet the requirements of the Internet of Intelligence. Fig. 15 illustrates the big data analytics in the Internet of Intelligence, and the main data processing steps are discussed in the following.

- Data Acquisition and Preprocessing: Appropriate data is essential because the analysis cannot be performed without data. At this stage, a large amount of data is collected through masses of sensors and actuators deployed in cities, transportation, energy, hospitals, factories and other departments in the Internet of Intelligence. Then, data cleaning and preprocessing are applied to improve data quality and extract important features.

- Data Transmission and Security: The security and reliability of data transmission need to be ensured during data transmission to prevent data from being sniffed by third parties. Many encryption methods such as advanced encryption standard (AES), data encryption standard (DES), escrowed encryption standard (EES), and authentication methods such as Kerberos authentication protocol [161] can be applied to solve insecure communication problems in the Internet of Intelligence.

- Data Storage: The extracted feature needed to be stored as data sets. The final and intermediate results of the Internet of Intelligence big data and indexes can be stored.
Fig. 15. Big data analytics in the Internet of Intelligence.

based on NoSQL databases such as MongoDB, Neo4j, FlockDB, etc [162]. In addition, various storage mechanisms (including HDFS, HBase, and Hive) can be used to store and maintain processing results [163]. This is also based on a NoSQL database.

- Data Analysis: Up to the minute analytical tools such as stochastic modeling, data mining and ML can be used for big data analysis in the Internet of Intelligence. For example, estimating the intensity of content requests requires cluster analysis and probabilistic preference inference on social-related data [164].

- Data Prediction: The prediction needs to refer to human intelligence, which establishes meaningful connections between different data sets for specific purposes based on the results obtained from the original data.

E. Application Layer

Digital twins and various immersive technologies such as VR, AR, and mixed reality (MR) are effective enabling technologies at the application layer of the Internet of Intelligence.

1) Digital Twin: The digital twin has become an expected enabling technology at the application layer to promote the digital conversion and intelligent evolution of the Internet of Intelligence. Digital twins build high-fidelity digital-virtual models of physical objects to simulate their behaviors and describe their operating states, thereby providing a solution for realizing cyber-physical integration [165], [166]. Advanced computing and analysis functions in cyberspace have also opened up a bright perspective for it.

The basic principle of the digital twin is illustrated in Fig. 16. In the physical space, sensors and monitors collect data from physical objects in real time and store it in the database. Through data mining and various fusion processing, useful information can be extracted, and deeper intelligence can be exploited to dynamically construct virtual models in digital space. The interaction between reality and virtuality is realized by forwarding mapping to the virtual and backward reactions to physical objects. Virtual models will generate the corresponding target results according to the different requirements of various applications and then feedback the matching policies to the physical space [167].

Digital twin technology has three main characteristics:

i) Full life cycle: the digital twin should run through the entire life cycle of the physical object, and can even go beyond its life cycle persist in the digital space; ii) Real-time/quasi-real-time: the physical object and the twin are not completely independent, and a completely real-time or quasi-real-time mapping relationship should be established; iii) Bidirectional: the data flow between entity object and twin is bidirectional.

Based on the idea of digital twin, a series of successful applications in the Internet of Intelligence have been demonstrated in areas such as smart cities, manufacturing, and electric power. It has implemented various services, including 3D visualization, intelligent manufacturing, life cycle management, state prediction, and so forth [168]–[170]. In general, through the digital twin technology, the Internet of Intelligence can obtain massive data and build a powerful digital twin, thereby simulating the operation rules of entity objects and helping to put them into practice in the real world. Furthermore, the digital twin can also be integrated with other application layer technologies to better serve human beings.

2) Immersive Technology: Immersive technologies such as VR, AR, and MR allow people to experience remote scenes immersively without leaving home, which have become critical enablers in the application layer of the Internet of Intelligence. VR can present ultra-high-resolution video content through a display close to human eyes or arrange a multi-projection environment in specially designed rooms to provide users with immersive scene feeling [171]. Moreover, by detecting the user’s posture and movement combined with wearable sensors or external sensors, real-time interaction between human and virtual worlds can be realized by VR to obtain deep immersion [172].
AR technology is dedicated to integrating the digital world into people’s perception of the real world. Reality is the main focus in AR. Virtual information is presented in reality, and real and virtual objects are combined and run simultaneously [173]–[175]. The synchronized actions of real and virtual objects can provide users with an appropriate depth of perception. For example, displaying text and image information on special lenses helps users obtain current environmental information in a timely manner. Furthermore, in addition to visual information, it can also provide perceptual information such as hearing, touch, and smell.

MR combines VR and AR to allow people to interact more naturally with the virtual world depend on the information collected by the Internet of Intelligence [176]. In general, the ability of VR creates the next generation of immersive experiences, while MR and AR are expected to improve the user experience. The essential difference between VR, AR, and MR lies in the proportion of mixing digital content with reality [177]. AR focuses on real elements, while MR pays more attention to virtual elements. AR or MR devices do not need to cover the surrounding world but will cover the digital layer to the user’s current view. Moreover, to “feel real”, 3D models of the environment need to be constructed by AR or MR systems to place the virtual object in the correct position and deal with the occlusion. In contrast, VR refers to a complete virtual simulation experience. The only connection with the external real world in VR is the input from the VR system to the user’s senses, which helps to increase the credibility of the illusion living in the virtual replicated location.

Immersive technologies with the Internet of Intelligence provide great contributions to facilitate indispensable services such as smart education, telemedicine, and entertainment activities. Besides, with the expansion of the Internet of Intelligence, immersive technologies will become destructive technologies and can be used in more interesting ways to improve the interaction between humans and machines in smart environments.

F. Lessons Learned: Summary and Insights

This section discusses some of the enabling technologies that support the Internet of Intelligence. These enabling technologies are briefly summarized in Table II. Key lessons learned from the discussion are as follows.

- Enabling technologies for the physical resources layer include various communication, caching, computing, and sensing technologies. In terms of communication, 5G/6G can support high QoS, high QoE and high reliability of communication and networking of the Internet of Intelligence. In terms of caching, CDN and P2P can be applied to effectively improve content distribution and retrieval capabilities of the Internet of Intelligence. In terms of computing, cloud computing and edge computing technologies such as cloudlets, fog computing, and MEC are effective enablers to respond to the intensive computing challenges posed by diverse Internet of Intelligence services. In terms of sensing, RFID, WSN and crowdsensing can be used to achieve pervasive sensing through identification, positioning, detection and imaging, providing data support for the Internet of Intelligence.

- Enabling technologies for the resources virtualization layer include SDN, NFV, network slicing and containerization, which enable the flexible utilization of heterogeneous and ubiquitous multidimensional resources in the Internet of Intelligence. SDN can effectively support cost-effective dynamic network configuration for the Internet of Intelligence thanks to its high flexibility and programmability. NFV demonstrates excellent performance in achieving service flexibility, scalability and migration for the Internet of Intelligence through a software-based approach to managing core network functions. In combination with SDN and NFV, network slicing enables service customization by dynamically adjusting network resources between slices. Besides, the use of containers provides a lightweight virtualization solution for the portable operation of Internet of Intelligence services.

- The information layer iners useful information from massive data and moves it to the intelligence layer. In this layer, the information itself is more valuable than its source because it describes intelligent events. ICN can help build an information/content-centric architecture for this layer. Naming, routing, caching and transport are key technologies for the information layer based on ICN. AI-assisted approaches can be applied to further improve their performance. Another core technology of this layer is identity resolution. By constructing identity resolution systems, the convenient management of the network can be effectively achieved, and the interconnection of the Internet of Intelligence can be promoted.

- Key enabling technologies for the intelligence layer include AI, blockchain and big data analytics that can be used to extract the intelligence behind massive information. AI for the Internet of Intelligence combines current symbolic and connectionist AI approaches to make AI computing interpretable, highly generalizable, and robust. Blockchain can effectively realize the good characteristics of intelligence networking, thereby providing efficient and reliable guarantees for the large-scale application and deployment of the Internet of Intelligence. Big data analytics is promising to extract the knowledge behind the collected information. Big data in the Internet of Intelligence requires better knowledge representation, more profound domain knowledge, and more explicit analysis of system functions to support more informed decisions.

- Effective enabling technologies for the application layer include digital twins and various immersive technologies to provide higher quality services for diverse Internet of Intelligence applications. Digital twin provides solutions to enable cyber-physical convergence, facilitating digital transformation and intelligence for the Internet of Intelligence. Immersive technologies such as AR, VR and MR improve human-machine interaction in the Internet of Intelligence environment in a more interesting way.
TABLE II
SUMMARY OF ENABLING TECHNOLOGIES FOR THE INTERNET OF INTELLIGENCE

| Layer                      | Technology       | Description                      | Advantages                                                                 | Potential role in the Internet of intelligence                                      | References |
|----------------------------|------------------|----------------------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------------------|------------|
| Physical resources layer   | Communication    | 5G; 6G                           | • Ultra-high data rate  
• Ultra-low latency  
• Ultra-high reliability  
• Seamless connection | Provide ultra-high QoS and QoE for communication services                     | [51]-[65]  |
|                            | Caching          | CDN; P2P; ICN                    | • Data traffic reduction  
• Low backhaul usage  
• Low latency  
• Load balancing | Achieve the reuse of cached content; Provide information distribution and content retrieval capabilities | [66]-[70]  |
|                            | Computing        | Cloud computing;  
Cloudlet; Fog computing; MEC | • Real-time computation  
• Energy efficiency  
• High QoS | Provide rich and nearby computing resources to the Internet of intelligence | [71]-[83]  |
|                            | Sensing          | RFID; WSNs; Crowdsensing         | • Real-time and pervasive sensing  
• High efficiency and accuracy  
• Low cost | Enable real-time and pervasive sensing of the Internet of intelligence environment | [84]-[95]  |
| Resources virtualization   | Software-defined networking | -                               | • Control and data plane isolation  
• Great flexibility  
• High programmability | Support cost-effective and dynamic network configurations                     | [96]-[100] |
|                            | Network slicing  | -                               | • High service flexibility  
• Strong scalability  
• Flexible migration | Provide dynamic management and orchestration; Optimize network functions and resources | [101]-[107] |
| Information layer          | Containerization | -                               | • Lightweight  
• Rapid deployment  
• High security | Provide a lightweight virtualization solution for the portable operation of services | [103], [116]-[120] |
|                            | Naming           | -                               | • Location independence  
• Unique retrieval | Provide content-based names instead of locations to route nodes | [49], [125]-[132] |
|                            | Routing, caching and transport | Routing mechanism;  
Caching mechanism; Transport mechanism | • Location independence  
• High efficiency | Provide efficient routing, caching and transport for information | [133]-[137] |
|                            | Identity resolution | -                               | • Efficient management  
• Convenience | Provide unified identification, addressing and understanding for intelligence | [138]-[141] |
| Intelligence layer         | Artificial intelligence | Symbolic AI;  
Connectionist AI; Hybrid AI | • Intelligent computing  
• High efficiency  
• Labor saving | Extract intelligence from various information sources | [142]-[150] |
|                            | Blockchain       | -                               | • Decentralized intelligence  
• Trusted decision-making  
• Incentives | Provide a secure and reliable intelligence transaction guarantee for intelligent participants | [5], [22], [151]-[156] |
|                            | Big data analytics | -                               | • Massive data processing and analysis | Extract the knowledge behind the collected information | [157]-[164] |
| Application layer          | Digital twin     | -                               | • Digitization  
• Efficiency improvement | Achieve cyber-physical integration and promote digital transformation | [165]-[170] |
|                            | Immersive technologies | VR; AR; MR | • High QoE  
• Convenience | Improve the interaction between humans and machines in intelligent environments | [171]-[177] |

VI. APPLICATIONS SCENARIOS

In this section, we provide an overview of the primary application scenarios and their integration with the Internet of Intelligence paradigm.

A. Smart Computer/Communication Network

As already introduced in Section V, computing and communication are key enabling technologies for the physical resources layer of the Internet of Intelligence. As the Internet of Intelligence flourishes, it will in turn support the development of 5G/6G and the future Internet, promoting intelligence in computer/communication networks. By distributing intelligence and federated learning at the edge of smart computer/communication networks, the Internet of Intelligence can break through the limitations of users and data in a single network node or a single domain to improve the versatility and scalability of intelligence models [178]. Meanwhile, the paradigm of intelligence networking can also enable intelligence to be effectively stored, delivered, and shared, thus
effectively alleviating information redundancy within the smart computer/communication network. In addition, the security and privacy issues of smart computer/communication networks can also be effectively enhanced through the application of blockchain technology, thus facilitating intelligence sharing, decentralized intelligence, and trust in decision-making [5]. The smart computer/communication network with the Internet of Intelligence has the following characteristics.

1) Joint Optimized Computing Efficiency and Accuracy: In smart computer/communication networks, users inevitably generate similar ML tasks that may require the same type of data and even expect the same training results [179]. Since the computing resources of smart computer/communication networks are limited, these large numbers of repeated model training lead to a large number of redundant computations in the network and cause a significant waste of resources. In addition, the small sample size of data also causes overfitting of the model. As a result, ineffective and meaningless model training is prevalent, leading to low training efficiency and training accuracy. Currently, many works have proposed solutions to efficiently utilize the limited resources of smart computer/communication networks to further improve model training efficiency or QoS, such as data sharing [180], [181], gradient compression [182], [183], adaptive global aggregation [184], and so forth. Data sharing can effectively improve the training accuracy of the model and thus providing better QoS. However, it requires the computation of a large number of data samples, and the transmission of shared data also incurs high transmission costs. Gradient compression and adaptive global aggregation can be effective in ensuring learning efficiency but at the expense of training accuracy. Innovative solutions to jointly optimize these two metrics are urgently needed. Fortunately, the Internet of Intelligence can provide an effective alternative solution. Distributed computing nodes in smart computer/communication networks can efficiently use their computing resources for various types of model training and share intelligence through the Internet of Intelligence during the training process. In this way, training efficiency and training accuracy can be effectively improved without sampling and training a large amount of data, thereby reducing information redundancy in the network.

2) Global Domain Intelligence: Recent advances in ML algorithms have accelerated the deployment of AI in smart computer/communication networks [21], [185], [186], yet most of them use AI techniques to solve specific network problems or to optimize single-user or limited-scale systems. The rapid growth of smart computer/communication networks requires AI to permeate every corner of the network, from network management to network services [187]. This is extremely challenging because smart computer/communication networks will be highly heterogeneous, with network nodes having different communication, computing, caching and sensing resources. Meanwhile, network dynamics, such as time-varying channel conditions and spatio-temporal service requirements between network nodes, further complicate decision-making problems [178]. Internet of Intelligence will effectively help solve these challenges through intelligence networking. For network problems with different characteristics and different decision time scales in smart computer/communication networks, appropriate AI techniques can be selected to solve them. Besides, the cooperation between intelligent modules is important for the efficient and flexible implementation of smart computer/communication networks. The Internet of Intelligence enables cooperative decision-making and network control by networking the intelligence among intelligent modules. In this way, AI models and network resources located at the edge of the network are connected through a distributed architecture that connects AI algorithms to support an ever-expanding AI services, thereby effectively realizing global domain intelligence and global domain network optimization of smart computer/communication networks.

3) Improved Network Security and User Privacy: AI is already an integral part of smart computer/communication networks for analyzing large amounts of data. Massive data collection makes the privacy issues worthy of attention. Moreover, AI algorithms lack fairness and transparency. The large amount of training data and its own vulnerabilities make it a prime target for attackers seeking to violate privacy in the age of smart computer/communication networks. The Internet of Intelligence can effectively improve network security and user privacy [16]. Using distributed computing technologies such as edge computing, the Internet of Intelligence can sink the computation and training of AI models from the centralized cloud to the edge of smart computer/communication networks, thereby effectively reducing the risk of cloud leakage and providing a degree of privacy protection through local data storage [188], [189]. In the distributed computing framework, FL has attracted widespread interest in computer/communication fields, which effectively mitigate data privacy breaches by avoiding data uploads during centralized training [75], [190], [191]. Meanwhile, through the application of blockchain technology, the Internet of Intelligence can also make the specific process of ML decision-making more transparent. The blockchain and its ledger can record all data and variables in the ML process and track the reasons for ML decisions, thus improving the credibility of ML decisions. In addition, blockchain not only facilitates the development of ML in terms of data collection, but also plays an important role in security and privacy protection. Chen et al. in [192] develop a decentralized blockchain-based privacy-preserving and secure ML system. Shen et al. in [193] propose a privacy-preserving IoT data training scheme that ensures the privacy of data providers and the confidentiality of ML models by using support vector machines (SVM), blockchain, and homomorphic encryption.

B. Smart Transportation/Autonomous Driving

Smart transportation integrates people, vehicles and road infrastructure into a large and rigorous system that manages urban traffic by collecting real-time vehicle and road information and controls vehicle driving mode through end-to-end joint decision-making. The Internet of Intelligence can accelerate the transition of smart transportation from connected vehicles to fully automated driving [194]. Autonomous
driving is a technology that integrates AI, visual computing, radar, monitoring equipment, and positioning systems [195]. It not only relies on efficient and real-time data computing but also requires real-time access to road infrastructure and Internet data. Consequently, autonomous driving relies on the entire network to coordinate all vehicles and road infrastructure, rather than being limited by the computing and sensing capabilities of any single vehicle. In autonomous driving, simple information processing and forwarding mechanisms are no longer sufficient. The decision model is based on the environment and is constructed from a larger set of vehicular information. In such cases, the model may reduce the load and delay of autonomous driving since the key content is extracted from a larger set of input information. Therefore, the Internet of Intelligence plays a vital role in autonomous driving to obtain intelligence by processing, analyzing and understanding the collected information. Moreover, intelligence sharing between vehicles can provide more accurate location awareness and higher communication efficiency. Following we provide several fields of autonomous driving systems that can be benefited from the Internet of Intelligence.

1) Vehicular Collective Learning: In recent years, the application of AI technology to autonomous driving has attracted extensive attention from academia and industry. In an AI-enabled autonomous driving system, the accuracy and efficiency of ML models directly affect the performance of CAVs. To obtain more accurate ML models, CAVs need to collect a large amount of data from onboard sensors [196]. However, with the increasing complexity of the onboard sensor system, its security is still unable to be absolutely guaranteed. For example, fatal accidents occurred in Tesla and Uber’s CAVs [197]. Currently, there are three approaches to realize AI-enabled autonomous driving, i.e., single-vehicle intelligence approach, centralized approach, and distributed approach (federated learning) [198], [199]. Due to the characteristics of ML, current autonomous driving systems based on these three approaches face challenges in terms of a single model, independent learning, and privacy and security issues. The major reason for such challenges is “the lack of trust mechanism and collective intelligence”. Toward this end, a blockchain-based collective learning (BCL) framework based on the Internet of Intelligence is presented in [14]. Inspired by the idea of collective intelligence, each autonomous vehicle can share the learned local model as intelligence to improve the efficiency and accuracy of ML. Moreover, adopting the blockchain system can make the intelligence sharing process in collective learning secure, automatic, and transparent. The comparison between the BCL approach and the traditional approaches is shown in Fig. 17.

2) Consumer-Centric Experience: By analyzing drivers’ characteristics and behaviors, such as age, gender, driving style, driving experience, and accident history, the Internet of Intelligence can help the autonomous driving system better understand different driving modes and provide a customized experience for drivers. The customization of CAVs is highly dependent on the intelligence of human behavior [200]. For instance, the speed of driving is closely related to human characteristics such as age, gender, preference, and emotion. Young drivers tend to drive faster than older ones, and female drivers usually drive more carefully than male drivers. Moreover, some people like to drive on less busy roads, even if it takes longer to reach the destination. Autonomous driving should be able to be customized for different drivers for various scenarios [201]–[203]. The Internet of Intelligence will pave the way for passenger-centric autonomous driving applications. The intelligence model will be trained based on a large amount
of onboard preference information, such as the passenger’s background and preferences for speed, in-car entertainment, risk level, etc. The trained intelligence models can be stored in vehicular users, updated in real-time, and shared with other users through the Internet of Intelligence. Driven by the Internet of Intelligence, human characteristics and motivation will play significant roles in the driving experience.

3) Vehicular Security and Privacy: The dynamic vehicle-to-vehicle (V2V) communication in untrusted vehicle environments and the dependence on centralized network authorization pose security challenges for autonomous driving. The Internet of Intelligence can help build a secure, trustworthy, and decentralized autonomous driving ecosystem. Blockchain with high security can enhance the security and service quality in autonomous driving [204]. First, the blockchain can create a secure P2P network to achieve seamless communication between ubiquitous vehicles for model sharing, collaborative trust, and service management [205]. A blockchain-enabled model sharing approach is recently proposed to improve the cross-domain adaptive object detection performance of autonomous driving [206]. Based on blockchain and MEC, a domain-adaptive you-only-look-once (YOLOv2) model is trained across nodes to significantly reduce the domain difference of different object categories, and smart contracts are developed to efficiently perform data storage and model sharing. In addition, due to the time-varying, delayed and location-related characteristics of autonomous driving, it is a considerable challenge to motivate CAVs to spread intelligence in the Internet of Intelligence. Meanwhile, attackers may not only spread false information to confuse the network, but may also bring security vulnerabilities and privacy issues to CAVs. The immutable ledger, cryptocurrency, and asymmetric encryption of the blockchain also promote secure vehicular services and play an essential role in ensuring the security of intelligence transactions and reputation values. For instance, the authors in [207] proposed a blockchain framework for the security and incentives of vehicular content delivery. The reputation model is designed to assess the credibility of CAVs and road side units (RSUs) while incentivizing participants to act honestly.

C. Smart Industry

Smart industry refers to the integration of intelligence into the manufacturing process, which is an application of the Internet of Intelligence in the manufacturing field. The Internet of Intelligence integrates many advanced communication and automation technologies in smart industry, such as AI, machine-to-machine (M2M) communication and big data analytics, in order to improve its intelligence and connectivity [208], [209]. For example, the Internet of Intelligence can connect all industrial information and processes on the factory floor and forward them to the industrial cloud data center. Then, decision makers can utilize this information to create an intelligent and accurate view of the manufacturing process, thereby enhancing their ability to make smarter decisions. The Internet of Intelligence also helps to develop and implement novel smart technologies to accelerate the innovation and transformation of the factory workforce [210]. For example, the way of intelligence networking can make industrial machines have higher precision, higher efficiency and continuous working ability, thereby saving the cost of the manufacturing process [211]. Therefore, the Internet of Intelligence has significant potential in improving overall efficiency, quality control and sustainability. Then, we introduced several Internet of Intelligence implementation cases in the smart industry.

1) Industry 4.0: Industry 4.0 is a new concept in the industrial revolution, which aims to facilitate the automation of manufacturing and industrial operations [212]. Distributed intelligent Industry 4.0 systems can be effectively supported by the Internet of Intelligence. For example, a new type of intrusion detection system based on the Internet of Things (IoT) Industry 4.0 collaborative learning model was proposed in [213]. This model allows the smart filter installed at the IoT gateway to learn information from others by exchanging trained models, significantly improving the accuracy of detecting intrusions and reducing network traffic and information leakage. In addition, blockchain can also be applied in the Industry 4.0 to provide security for the implementation of intelligence learning. The authors in [214] jointly use FL and blockchain to develop a new type of direct-to-consumer (D2C) platform to improve the computational processing efficiency of Industry 4.0 smart manufacturing. FL can effectively solve the privacy and efficiency issues of Industry 4.0, and blockchain promotes FL for poisoning attack functions by adopting advanced selection methods.

2) Robotics: Robotic can handle manufacturing tasks through automation and programmable capabilities and is an important component of industrial systems. Nowadays, a lot of work has been done on robotics in smart factories. The feasibility of robotics in collecting and processing sensor data of autonomous vehicle navigation systems in the industrial environment is discussed in [215]–[217]. The ubiquitous product management, customer maintenance and material handling in the smart factory also adopt this concept. One of the critical challenges of the smart industry is the real-time data processing and data privacy of robotic systems. The Internet of Intelligence can effectively cope with these challenges by distributing intelligence to robotic equipment without relying on remote servers for data processing. Robots can perform AI training locally. Then, each robot only need to upload gradient parameters to construct a shared model in the cloud without sharing its raw data based on differential privacy technology, thereby effectively reducing network transmission delay. For instance, a federated imitation learning scheme for cloud robotics is proposed in [218], [219]. Each robot uploads the model parameters to the cloud for intelligent fusion, and then the fused parameters are returned to the robot for the next round of training. Through the rounds of training, the cloud can accumulate the vital intelligence of different robots and build accurate intelligence models, and the robots can also benefit from the exchanged intelligence.

3) Smart Manufacturing: Smart manufacturing is a broad manufacturing category that benefits the manufacturing industry by adopting cloud manufacturing, IoT technologies, and
service-oriented manufacturing. Currently, smart manufac-
turing is facing challenges in centralized industrial networks and
third-party-based permissions, such as flexibility, efficiency,
and security. With the support of distributed AI, blockchain,
and edge/cloud computing, the Internet of Intelligence has
the potential to cope with these challenges in manufactur-
ing systems [220]. The Internet of Intelligence can effectively
enhance and optimize the manufacturing process and realize
intelligent information analysis. Recently, the authors in [221]
developed a knowledge graph-based digital twin model, which
can infer intelligence from large-scale production line data and
improve manufacturing process management through semantic
relational reasoning. Based on the blockchain, the authors
in [222] proposed ManuChain, which is a new iterative
bi-level hybrid intelligence model named, to eliminate the
imbalance/inconsistency between overall planning and local
execution in a personalized manufacturing system.

4) Customized Production: Advanced industrial intelli-
gence service embodies the integration of automation and
intelligent technologies, which can create an intelligence-
oriented end-to-end production process to fulfill the require-
ments of different enterprises and customers [20]. The
Internet of Intelligence can realize networked, intelligent
and customized industrial design, production and circulation.
Employees, design agencies, factories, warehouses and supply
chains are integrated into an intelligence networking system,
thereby reducing logistics and management costs, and improv-
ing industrial production efficiency and profits. As shown in
Fig. 18, with the support of the Internet of Intelligence, the
interconnection between people and machines, machines and
machines, and services and services can be formed to achieve a
high degree of horizontal, vertical, and end-to-end integration
to meet the personalized customization needs of users.

D. Smart Cities

Smart cities have become a new paradigm, which can
dynamically exploit resources in cities from ubiquitous devices
to provide citizens with a wide range of services [223]. Smart
cities involve various components, including ubiquitous intelli-
gent devices, a variety of heterogeneous networks, and data
centers with large-scale storage and powerful computing capa-
bilities. Despite the potential vision of smart cities, how to
provide intelligent, secure and efficient services for smart
cities is still a challenging issue [224]. In such cases, by

using attractive technologies such as AI, blockchain, digital
twin and so forth, the Internet of Intelligence can become
a promising candidate for empowering smart city services.
The Internet of Intelligence allows intelligence transmission
rather than information transmission in smart cities, thereby
providing safer and more effective services and making smart
cities smarter. Compared with traditional smart cities, smart
cities with the Internet of Intelligence has the following
characteristics:

1) Efficient Data Analytics: Hundreds of millions of intel-
ligent devices and sensors in every corner of cities can
automatically collect and monitor various data in real-time,
including traffic, weather, energy, water consumption, shop-
ing information, air quality, and so on [225]. Through data
aggregation, transmission, storage, organization, and analysis,
what is happening and what may happen in the future can
be understood. However, to cope with such a huge amount
of data, the current data processing of smart cities is of poor
efficiency. In such a city-scale deployment of smart services,
data is generated at a high rate, and only a small part of this
massive data is typically used to improve the lives of urban
residents [226]. Compared with the traditional information
networking smart cities, the data processing efficiency can
be greatly improved in intelligence networking smart cities
through intelligence sharing. Here, we take the way of dress-
ing as an example. When people migrate from one city to
another, new ways of dressing need to be established accord-
ing to the local weather. For traditional smart cities, ML may
be used to learn the new environment. Based on the collected
weather and dressing data, a new way of dressing can be
established through a lot of learning and training. Humans
are different from machines. When migrating to a new city,
they will quickly obtain the correct way of dressing through
the experience shared by others rather than random attempts.
Therefore, as illustrated in Fig. 19, in a smart city driven by the
Internet of Intelligence, it is no longer to spend a lot of time,
material and financial resources to re-training, but to refer to
the way of human intelligence and establish the correct way of

Fig. 18. Customized production driven by the Internet of Intelligence.

Fig. 19. Smart city driven by the Internet of Intelligence.
dressing through the intelligence sharing between intelligent agents.

2) Improved Quality of Experience: The Internet of Intelligence plays a key role in improving the QoE of users in the digital and physical world of smart cities. Smart cities driven by the Internet of Intelligence can connect and integrate physical environment and real-time events into a virtual system based on AI. Based on digital twins and various immersive technologies, the Internet of Intelligence can integrate the physical world with the digital world, map the real subject to the virtual space, and gather all online and offline participants, so as to provide technical support for the construction of smart digital city scenes such as smart community, smart building and smart work area. The realization of such a smart city system faces many challenges in terms of computing, storage and communication [13]. The Internet of Intelligence can make full use of intelligence to coordinate computing, caching, and transmission systems to achieve a ubiquitous immersive experience. The access network is built into the Internet of Intelligence, and various big data analytics and intelligent algorithms will be deployed at the edge of the smart city network to provide users with a real-time and high-quality experience.

3) Enhanced Security: Ubiquitous data services have brought security challenges such as privacy, integrity, and trust to smart cities [227]. The Internet of Intelligence integrates blockchain to provide advanced security services, thus playing an important role in realizing secure and high-performance smart city scenarios. By constructing a decentralized security architecture, blockchain has the potential to provide authenticity, confidentiality, integrity and non-repudiation for smart cities [228]. Moreover, with its high security, the blockchain proves the high efficiency of the Internet of Intelligence in controlling the operation of smart cities in a distributed security way.

E. Smart Healthcare

Healthcare is another field that benefits from the Internet of Intelligence. In terms of medical services, the Internet of Intelligence can effectively integrate doctors, patients, hospitals and regulatory agencies to provide reliable customized and precise health management services. Medical and health services can continue to provide high-quality services throughout their life cycle. Under the premise of satisfying privacy protection, the Internet of Intelligence can store, protect, retrieve, analyze and share intelligence from patients, doctors, medical equipment, etc. Medical resources can also be shared between doctors and hospitals. Doctors or medical equipment can check patients remotely, and all shared intelligence can be retrieved from local or remote servers. As a result, the boundaries between hospitals and hospitals, and between regions and regions can be effectively eliminated, realizing the sharing of medical resources. To sum up, in medical and health services enabled by the Internet of Intelligence, the physical boundaries of hospitals and the geographic boundaries of cities can be eliminated, and the work efficiency of doctors and hospitals can be significantly improved, thereby helping to change health management, treatment and hospital management. Some application domains in smart healthcare that can benefit from the Internet of Intelligence technologies are summarized as follows.

1) Doctor Recommendation: Adopting medical appointment platforms in hospitals may pose challenges for patients in choosing the right doctor online. Specifically, people may not be able to understand who is the right doctor to solve their health problems without professional knowledge and experience [229], [230]. A smarter doctor recommendation system can be constructed based on the Internet of Intelligence to cope with such issues. Patients can share the evaluations of the doctors they make appointments on the doctor recommendation system. Driven by the Internet of Intelligence, the smart doctor recommendation system converts information collected from patients, doctor appointment platforms, patient comments, etc. into intelligence, and presents it to patients to achieve efficient doctor recommendations.

2) Personalized Diagnosis: Based on the collected medical data and personalized physiological indicators, the Internet of Intelligence can use various ML and cognitive computing algorithms to establish personalized diagnosis plans, so as to provide patients with personalized treatments to prevent and treat diseases [231]. Taking diabetes as an example, through the collection, storage and analysis of personal diabetes information, the Internet of Intelligence can extract the intelligence from the information and adjust treatment strategies in time according to changes in the patient's condition, as shown in Fig. 20. In addition, effective intelligence sharing among patients, relatives, friends, personal health consultants, and doctors is established through the Internet of Intelligence to maintain sustainability in diagnosing and treating intelligence-driven diabetes [232]. Particularly, the Internet of Intelligence mainly provides personalized diagnosis to patients in two ways. On the one hand, the Internet of Intelligence enables patients to maintain a healthy lifestyle to prevent them from suffering from the disease at an early stage. On the other hand, the Internet of Intelligence promotes out-of-hospital treatment, which can effectively reduce the cost of long-term hospitalization for patients.

3) Epidemic Prediction: A significant challenge for the current epidemic monitoring and control system is the need for a large amount of pathological, radiographic, genetic and other types of epidemic-related information to be absorbed, stored and processed. In the event of a sudden outbreak of an epidemic, such as COVID-19, it is challenging to conduct many tests manually on each test object due to time constraints [233]. The Internet of Intelligence will play an important role in such crises. In the Internet of Intelligence, the hospital data center acts as an intelligent agent to train and establish a smart prediction system according to different types of physiological signals and hospital test signals, including chest X-ray images, computed tomography (CT) scanning images, protease sequences, eye surface images, cough sounds, body temperature, blood pressure, etc [234]. Then, hospital data centers can extract intelligence about COVID-19 from the trained model, preserve the intelligence and share it with other
hospital data centers. In this way, the Internet of Intelligence can effectively process massive epidemic data and predict real-time epidemic crises. Fig. 21 illustrates the process of the Internet of Intelligence to combat COVID-19-like pandemics. Furthermore, the Internet of Intelligence can help healthcare providers manage patients remotely. By allowing professionals outside the shock center to diagnose patients remotely, the tremendous pressure on front-line nursing staff can be reduced.

F. Smart Education

Traditional education requires more resources in terms of educational space, schedule, and human resources, making it easy to fail even with minor changes in conditions. For example, under unusual circumstances, such as the COVID-19 outbreak or natural disasters, traditional education may stagnate [235]. Therefore, emerging alternatives are inevitable. Enabling smart education is one of the most valuable values of the Internet of Intelligence relative to education. The Internet of Intelligence integrates students, teachers, schools, training institutions, universities, libraries and all learning resources, and has the potential for a revolutionary transformation from traditional education to modern concepts. Furthermore, by adapting to each learner’s unique characteristics and expectations, such as background, goals, personality and talents, it greatly enhances the quality of education in several aspects. Fig. 22 shows the baseline ecosystem of intelligence-empowered smart education. Several application domains of smart education can be benefited, as summarized below.

1) Personalized Education: Personalized education aims to design a compelling knowledge acquisition trajectory to achieve learners’ expected goals by matching their strengths and bypassing their weaknesses [236]. The Internet of Intelligence introduces new perspectives and enhances personalized education by integrating advanced technologies such as AI and big data analytics technologies into smart education. Leveraging the advantages of online tools and personal tutoring, a new and more flexible type of learning technology has been created to adapt to students’ learning and allocate resources on demand. As shown in Fig. 23, smart education supported by the Internet of Intelligence consists of a great quantity of decision-making strategies, which map available data and personal characteristics to various personalized educational materials and suggestions in the form of intelligence.

2) Lifelong Learning: There is a significant gap between the curriculum provided by schools and the job requirements. For example, soft skills such as communication and teamwork may be more important than some technical skills. Future
research on lifelong learning may fill this gap. However, there are also some challenges that need to be resolved [237]: i) Large decision-making space that increases as the number of courses increases; ii) The situation of attending multiple courses at the same time brings excellent flexibility; iii) Any static course is not the best because the knowledge, experience and performance of students are constantly developing and evolving during the learning process; iv) The backgrounds, knowledge and goals of students vary greatly. The Internet of Intelligence can effectively combine the student’s school records with possible long-term tracking of future employment results and other data sources (such as course outlines and job postings). Then, from the above educational information set, intelligence can be extracted, stored, shared and recreated to identify key skills that extend from the classroom to the profession. Educators can use this intelligence to dynamically adjust school courses and activities, so as to make fuller preparations for students’ future.

3) Diversity and Fairness Promotion: In smart education, AI-driven personalization, such as student evaluation, feedback, and content recommendation, can effectively improve comprehensive learning achievement. However, the bias in the training data may lead to an imbalance in training results [238]. This imbalance will jeopardize those underserved students since they usually do not have access to advanced digital education systems and rarely appear in the data sets collected by these systems [239]. Intelligence can be extracted from the fairness characteristics between learners of different backgrounds by the Internet of Intelligence, making smart education more inclusive for future generations. Furthermore, an intelligence-driven education ecosystem can be built, and a set of regulations can be formulated around intelligence ownership, sharing, continuous performance monitoring and verification issues to ensure the quality and diversity of the collected information. Meanwhile, algorithms with performance guarantees across different educational environments should be developed to identify misuse and implement fail-safe mechanisms.

G. Smart Grid/Energy

Smart grids are replacing traditional grids to provide consumers with reliable and efficient energy services. Smart grids introduced distributed energy generators to improve the utilization of distributed energy, introduced smart meters and two-way communication networks to realize customers and utility providers, and introduced electric vehicles to improve energy storage capacity and reduce carbon dioxide emissions. In this way, smart grids have demonstrated outstanding reliability, efficiency, security and interactivity [240], [241]. The Internet of Intelligence can effectively help smart grids achieve better performance in predictive dispatch, fault diagnosis, and network attack detection. Load forecasting is an important achievement of smart grid system. It forecasts the short-term, medium-term and long-term demand for electricity. By identifying better power distribution among consumers or customers (homes, industries, and corporate offices), power distribution companies will particularly benefit from smart grids. Currently, different power utilization data is gathered together. Deep learning can use these data for load forecasting so that power distributors can predict the power demand of users for power distribution. However, the vast amount of data poses a challenge to the calculation time of deep learning. Through distributed intelligent sharing, the Internet of Intelligence can effectively reduce ML training and computing time and improve feature selection. For example, in [242], the authors proposed a distributed intelligent learning model for smart grid, which uses Hilbert Schmidt independence criterion (HSIC) bottleneck technology to provide higher precision learning, thus reducing the calculation time and cost in the case of limited data. In addition, the Internet of Intelligence can effectively manage its load scheduling while protecting the privacy of residents. Inspired by FL, the authors in [243] proposed a distributed deep reinforcement learning approach, in which the action network is located in the distributed household, and the critic network is located in the aggregator from the trusted third party. The security of smart grids under network attacks has aroused widespread concern. In order to improve the security of smart grids, the Internet of Intelligence can detect DDoS attacks by analyzing the patterns of network data. Through the automatic analysis and detection method, it can respond in time, take preventive measures, greatly reduce the damage, and improve prediction accuracy.

In the energy field, the Internet of Intelligence energy services can effectively complete the integration of power grids, thermal power grids and fuel grids, and realize the integration and complementarity of wind, solar and other energy sources. Energy Internet (also referred to as Smart grid 2.0) aims to become a smart grid with ultra-high voltage (UHV) grid as the backbone, variable clean energy transmission as the leader, and interconnection as the main feature [244]. Through the integration of the energy industry and intelligent technologies, comprehensive management of energy production, storage, transmission and consumption can be effectively realized [245]. The Internet of Intelligence can transform the traditional centralized AI into large-scale distributed intelligence networking systems, realizing self-organization, self-evolution and real-time intelligence. Distributed AI provides more accurate online real-time data training models to achieve smarter scheduling and control. Deterministic low latency and flexible network resource configuration guarantee a more real-time system response. Meanwhile, the Internet of Intelligence can effectively deal with energy inefficiency or energy failures in the energy Internet. For instance, by connecting the energy market and consumers, the Internet of Intelligence can realize smart management of hybrid power energy consumption and production. When consumers have their own production capacity, the Internet of Intelligence realizes two-way power transactions based on real-time electricity prices. That is, consumers sell their surplus electricity to the energy market at a satisfactory price during the peak period of electricity consumption, and they can buy the electricity in the market at a lower price during the low period of electricity consumption. This will not only reduce energy waste and promote the prosperity of the free energy trading market but also help promote clean energy to replace traditional energy.
H. Smart Agriculture

Under the influence of variable climate and other environmental driving factors, traditional agriculture faces the challenge of producing, storing and distributing nutritious and safe food from local to a global scale with higher efficiency. The Internet of Intelligence has the potential to transform agriculture and help meet these challenges. Smart agriculture in the Internet of Intelligence can integrate various emerging technologies to realize precision agriculture, visual management and intelligent decision-making in agricultural production. In addition, by connecting consumers, agricultural experts, farmers, distributors and other parties together, the efficiency and accuracy of agricultural production and circulation are greatly improved. One of the challenging tasks for agriculture is to estimate the number of crops that will be produced in various regions before actual production. Changes in climate, weather or extreme events can have a negative impact on crop yields and lead to unpredictable losses and yields [246]. AI can help agriculture provide accurate and effective methods for crop nutrient management under these variable conditions and help capture the downstream effects of runoff and nutrient loss [247], [248]. Data on climate, soil and biological variables represent key processes in agroecosystems distributed across many geographic areas. Through AI and other analysis tools, large data sets can be integrated and analyzed in a long time and large space to obtain useful agriculture information and new insights [249]. However, the use of AI technology also brings challenges of uncertainty, because the drivers of the local agroecosystem and the agroecosystem dynamics themselves may not reflect the past drivers. These drivers exhibit intra- and inter-annual changes and changes in direction over time, and they can also interact with the food system that has its own feedback. Through intelligence sharing between agricultural enterprises, various agricultural information can be fully utilized or integrated, and local, farm or ranch-scale information can be connected with regional to global Internet of Intelligence. Then, the global Internet of Intelligence integrates AI technologies with transdisciplinary expert knowledge and harmonized information of diverse variables across large, spatially heterogeneous areas through time to address these complex agroecosystem problems.

I. Smart Military

Millions of sensors deployed on multiple military applications are used to provide services for command, control, communications, intelligence, surveillance, and reconnaissance systems [110]. The situational awareness obtained through these sensors can help commanders conduct command and control, and help warfighters conduct strategic battles [250]. These data collected from sensors cannot be used directly but need to be manipulated, processed, and analyzed to obtain useful military information from them, bringing great challenges to the current military network. Manual analysis or even semi-automatic analysis to extract strategic knowledge is no longer a feasible solution since it requires a lot of human resources [251]. Nowadays, the scale of threats is huge, and different hybrid security solutions are needed. Integrating the Internet of Intelligence with technologies such as M2M communications, embedded systems, wireless sensor networks, edge/cloud computing, and mobile applications opened a new perspective for providing such solutions with human-grade intelligence and accuracy. In the smart military scenario, the collected military information needs to be processed and analyzed before the military intelligence can be extracted [252]. Military intelligence can be used to visualize the battlefield situation, grasp the enemy’s intentions and capabilities, identify the enemy’s center, and support accurate future predictions to successfully execute military operations. The training was carried out both on public information and on specially developed information. Moreover, by constructing distributed smart military network systems in different military regions, real-time intelligence can be realized to provide more accurate online real-time training models. In general, the Internet of Intelligence can effectively promote smart military by effectively utilizing military data, increasing decision-making speed, improving cyber defense, and reducing labor and costs.

J. Lessons Learned: Summary and Insights

This section is dedicated to providing a vision of the Internet of Intelligence and discusses in detail the huge market potential of the Internet of Intelligence in various applications, thus laying the foundation for its application in a wide range of fields. Table III provides a brief summary of Internet of Intelligence-based solutions for these applications. Key lessons learned are as follows.

- Computing/communication technologies can effectively enable the Internet of Intelligence, and in turn the development of the Internet of Intelligence can promote further intelligence in computer/communication networks. The Internet of Intelligence can jointly optimize computing efficiency and accuracy through direct intelligence sharing. Moreover, by networking the decentralized intelligence and resources among intelligent modules, it can effectively achieve global domain intelligence in smart computer/communication networks. The application of technologies such as edge computing and blockchain also makes ML decisions in smart computer/communication networks more decentralized and transparent, significantly improving network security and user privacy.
- The Internet of Intelligence plays a vital role in CAV systems. First, on-board collective learning will effectively improve the efficiency, accuracy, and security of ML. Second, human characteristics and motivation are taken into account in the Internet of Intelligence-driven CAVs to achieve the ultimate consumer-centric experience. Third, the Internet of Intelligence has the potential to help build a secure, trustworthy and decentralized CAV ecosystem, thereby enhancing the security of vehicular communication and the QoS of vehicular services.
- The Internet of Intelligence greatly enhances the intelligence and connectivity of industrial production, and can be widely used in many fields of the smart industry.
TABLE III

| Application                  | Use Case                              | Internet of Intelligence-based Solution                                                                 | Advantages                                                                 | References          |
|------------------------------|---------------------------------------|------------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------|---------------------|
| Smart computer /communication network | Joint optimized computing efficiency and accuracy | Intelligencesharing effectively improves the training efficiency and training accuracy without sampling and training large amounts of data | Improved efficiency and accuracy of ML; Reduced information redundancy   | [179]-[184]        |
|                              | Global domain intelligence            | Distributed intelligence and resources of intelligent modules are networked to enable global domain intelligence | Cooperative decision making; Global network optimization                   | [21], [178], [185]-[187] |
|                              | Improved network security and user privacy | Edge computing, blockchain and other technologies make ML decisions more decentralized and transparent to improve network security and user privacy | Decentralized and transparent decision making; Enhanced security          | [161], [75], [188]-[193] |
| Smart transportation /autonomous driving | Vehicular collective learning     | The BCL framework is adopted so that each autonomous vehicle can share the learned local model as intelligence, and the blockchain is used to ensure the sharing process | Improved efficiency and accuracy of ML; Secure, automatic and transparent information sharing process | [14], [196]-[199]   |
|                              | Consumer-centric experience          | Human characteristics are considered in the training, and the trained model can be stored, updated, and shared | High efficiency; Customized in-vehicle experience                         | [200]-[203]        |
|                              | Vehicular security and privacy       | The blockchain is used to create a secure P2P network to achieve seamless communication between vehicles for service management, model sharing, and collaborative trust | Secure, trustworthy and decentralized decision making; High service quality | [204]-[207]        |
| Smart industry                | Industry 4.0                         | Collaborative learning and blockchain can be used to improve the efficiency and security of Industry 4.0 systems | High efficiency; Enhanced privacy                                         | [212]-[214]        |
|                              | Robotics                             | Intelligence is assigned to robots instead of relying on remote servers for data processing                | Strong security; High efficiency                                         | [215]-[219]        |
|                              | Smart manufacturing                  | Distributed intelligence optimizes the manufacturing process and realizes intelligent information analysis | Reduced cost; Real-time decisions; Enhanced privacy                      | [220]-[222]        |
|                              | Customized production                | The intelligence-oriented end-to-end production process is built to meet the needs of different companies and customers | Satisfied customization needs; Connected industrial production           | [20]                |
| Smart cities                  | Efficient data analytics             | Intelligent agents quickly acquire intelligence through intelligence sharing without training and learning large amounts of data | Efficient processing of massive data; High accuracy; Less required data   | [225], [226]       |
|                              | Improved quality of experience       | Intelligence is used to coordinate computing, caching, and transmission to achieve ubiquitous immersive experiences | Real-time and high-quality user experience                               | [13]                |
|                              | Enhanced security                    | Blockchain is used to build decentralized security architectures for smart cities                           | High security; High efficiency                                           | [227], [228]       |
| Smart healthcare              | Doctor recommendation                 | Smart doctor recommendation systems are constructed to convert information collected from patients, doctor appointment platforms, etc. into intelligence | Intelligent recommendation; High convenience; High efficiency             | [229], [230]       |
|                              | Personalized diagnosis               | Personalized diagnosis plan is established through intelligence sharing of social networks                  | Disease prevention; Personalized diagnosis                               | [231], [232]       |
|                              | Epidemic prediction                  | Intelligence is extracted by the hospital from the massive epidemic disease information, and can be saved and shared with other hospitals | Remote diagnosis; Relieved pressure on medical staff; Less required data | [233], [234]       |
| Smart education               | Personalized education               | Educational data and personal characteristics will be mapped into personalized education suggestions in the form of intelligence | Personalized education; On-demand resource allocation                    | [236]              |
|                              | Lifelong learning                    | Educational information can be extracted as intelligence for long-term storage and recreation                | Optimized decision-making; Adaptive education strategy adjustment        | [237]              |
|                              | Promoting diversity and fairness     | The fairness characteristics between learners of different backgrounds will be considered as intelligence by the education ecosystem | Increased educational diversity; High QoS                                 | [238], [239]       |
| Smart grid /energy            | Smart grid                           | Distributed intelligence sharing improves ML training and enhances feature selection                          | Reliable ML; High efficiency; High accuracy                              | [240]-[243]        |
|                              | Smart energy                         | Intelligent system realizes self-organization, self-evolution and real-time intelligence of the smart energy | Green energy; Improved energy utilization                                | [244], [245]       |
|                              | Smart agriculture                    | Advanced intelligent technologies are combined with interdisciplinary expert knowledge and agricultural information across time and spatially heterogeneous regions | High resource utilization; High efficiency; Intelligent decision          | [246]-[249]        |
|                              | Smart military                       | Distributed and intelligent military is constructed to realize real-time military intelligence               | Efficient use of data; Improved cyber defense                           | [110], [250]-[252] |

First, the Internet of Intelligence can effectively support the construction of distributed and intelligent industry 4.0 systems. Second, by distributing intelligence to robotic devices, the Internet of Intelligence can alleviate the robotics industry’s reliance on remote servers. Third, the Internet of Intelligence can enhance and optimize the
manufacturing process, enabling intelligent information analysis. Fourth, the personalized customization needs of users can be met through the intelligence interconnection between people and machines, machines and machines, and services and services.

- The Internet of Intelligence can greatly improve the analysis efficiency of massive data in smart cities through intelligence sharing. In addition, the Internet of Intelligence integrates the physical world with the digital world, thus supporting the construction of smart digital cities. By building access networks into the Internet of Intelligence, various big data analysis and intelligent algorithms will be deployed at the edge of smart cities to provide users with a real-time and high-quality experience. The application of technologies such as blockchain can also enhance the security of smart cities to provide trusted services.

- In healthcare, the Internet of Intelligence can transform the information collected from patients, doctors, and doctor appointment platforms into intelligence and present it to patients for efficient doctor recommendations. Based on the collected medical data and personalized physiological indicators, the Internet of Intelligence can build personalized diagnosis plans for patients through various ML and cognitive computing algorithms. Besides, the intelligence networking paradigm can interconnect medical intelligence to efficiently process massive epidemic data and predict epidemic crises in real time.

- In the field of education, the Internet of Intelligence can significantly improve the quality of education by integrating learning resources including students, teachers and schools. First, the Internet of Intelligence personalizes education by mapping personal characteristics to various educational materials and recommendations in the form of intelligence. Second, the Internet of Intelligence combines students’ school records with possible future employment results and extracts valid intelligence from them to determine progress from the classroom to the profession. Third, the Internet of Intelligence takes into account fairness characteristics among different learners as intelligence when training for education, thus making education more inclusive for future generations.

- In the grid/energy field, on the one hand, the Internet of Intelligence can help smart grid achieve better performance in predictive scheduling, fault diagnosis and network attack detection through intelligence networking and trusted sharing. On the other hand, it can transform the traditional centralized AI into a large-scale distributed and intelligent network system for self-organization, self-evolution and real-time intelligence of smart energy.

- In agriculture, the Internet of Intelligence can integrate various emerging agricultural technologies to enable precision agriculture, visual management and smart decision-making in agricultural production. By connecting local, farm or ranch-scale data to a regional to global Internet of Intelligence, it can also integrate a variety of agricultural data, thereby greatly improving the efficiency and accuracy of agricultural production and distribution.

- The Internet of Intelligence integrates with technologies such as WSNs, embedded systems, M2M communications to enable secure and efficient processing and analysis of large-scale military data to extract military intelligence with human-level intelligence and accuracy. Besides, it can support the construction of distributed and intelligent military network systems to achieve online and real-time intelligence.

VII. RESEARCH CHALLENGES AND OPEN ISSUES

Despite the potential prospects of the Internet of Intelligence, some remaining challenges and open issues need to be resolved before its widespread deployment, including modeling intelligence, incentives for intelligence sharing, intelligence discovery, protocol designs, massive data, scalability, and security and privacy. In this section, we summarize these research challenges and open issues to fully exploit the benefits of the Internet of Intelligence.

A. Modeling Intelligence

It is essential to model the “things” that are networked in each networking paradigm. For instance, information modeling and energy modeling play key roles in the Internet and grid of energy, respectively. In particular, Shannon’s information theory proposes that the use of “entropy” to quantify information is of vital importance to the success of the Internet. Therefore, intelligence modeling plays an essential role in the success of the Internet of Intelligence. Turing test is widely used to test the ability of machines to perform identical or indistinguishable intelligent behaviors as humans [253]. However, the Turing test does not have a quantitative measure of intelligence. How to model intelligence is still an open issue. It is worth pondering and studying whether it is possible to use a measure similar to entropy to quantify intelligence.

It can be seen from the evolution of networking paradigms that a higher level of networking paradigm provides a higher level of abstraction. For instance, energy can be quantified as the speed of matter moving, and information can be quantified as the degree of energy spreading. Similarly, intelligence can be quantified to measure the amount of information distributed over time in the learning process. The mathematical equation can be expressed as: \( \frac{\partial L}{\partial R} = \frac{\partial S}{\partial R} \), where \( \frac{\partial L}{\partial R} \) is the change of intelligence, \( \frac{\partial S}{\partial R} \) is the similarity between the current order and the expected order, and \( \frac{\partial R}{\partial R} \) is a parameter in the general sense (such as time, data volume, etc.) [5]. This kind of quantitative intelligence measurement can effectively describe how wide the spread of information after learning compared to its previous state, and is of significant importance to the development of the Internet of Intelligence.

B. Incentives for Intelligence Sharing

The Internet of Intelligence can reduce costs, improve resource utilization, and build a new foundation for socio-economic systems through trusted intelligence interaction. Tracing back to the successful development of the Internet, its most striking feature is spontaneity [11]. Platform
providers such as Amazon, Google are moving towards better performance platforms. The demand for various software promotes the development of software providers such as Oracle and Microsoft. Transmission pipelines put forward demands on network operators. We can observe that incentive mechanisms and business models are the main drivers for the development of the Internet. Therefore, the Internet of Intelligence must provide appropriate incentives to promote practical collective intelligence between networks.

We always expect all participants in the Internet of Intelligence to voluntarily contribute and share their intelligence and use their training data stored locally. However, in real-world scenarios, participants will not be interested in participating in the training of collective intelligence unless they can obtain satisfactory rewards. For example, due to concerns about privacy leakage and consumption of physical resources, participants in the Internet of Intelligence may be unwilling to participate in the sharing of intelligence. In addition, for Internet of Intelligence services, participants can be service consumers and data generators at the same time. How to cleverly price and reasonably distribute income among the participants of the Internet of Intelligence ecosystem based on the amount of intelligence contributed is a problem worthy of research. Accordingly, we need to ponder why participants are willing to contribute and share their intelligence, which is the essential shift from information networking to intelligence networking. Stimulating the driving force behind intelligence sharing and exchanges is the inner motivation for the Internet of Intelligence.

Currently, much work has been done on motivating participants to contribute their own resources [254]–[256], data [257]–[259], information [260], [261], etc. Game theory [254], auction theory [255], contract theory [256] and reputation mechanism [261] are all commonly used optimization methods. Blockchain has also been widely adopted to guarantee reliable and trustworthy incentives [259], [262], [263]. The incentive mechanism design for the Internet of Intelligence has not been well studied. Intelligence is a further abstraction of information and has different characteristics. Therefore, on the basis of referring to the existing schemes, it is still challenging to build an efficient and secure incentive system with in-depth consideration of the modeling and quantification of intelligence.

C. Intelligence Discovery

In the Internet of Intelligence, some operations such as distributed intelligence, intelligence sharing, etc., can only be carried out on the premise of understanding the distributed information of intelligence. For instance, the participants in the Internet of Intelligence may not know which services are available in the network they are connected to. Besides, there are many participants in the Internet of Intelligence, and they may not know with which participants they should be networked or share intelligence with. Therefore, intelligence discovery is another challenge in the Internet of Intelligence. Since intelligent entities are distributed in different geographic locations of the Internet of Intelligence, effective intelligence discovery mechanisms are of great significance for identifying and locating intelligence.

What exactly needs to be discovered in the Internet of Intelligence? The participants need to discover the following information: i) the availability of the intelligence and ii) the naming conventions used for invoking intelligence. The first piece of information enables participants to discover the intelligence that provides the functionality they need along with intelligence-related metadata (e.g., intelligence description, version, complexity). The second one defines how participants can invoke the intelligence, for example, what are the input parameters of the intelligence, and what are the components required to form the name of the intelligence.

The publish-subscribe mechanism derived from ICN may be able to help the implementation of intelligence discovery [264]. In this mechanism, intelligence publishers are only responsible for publishing intelligence, and intelligence subscribers can subscribe to intelligence published by multiple publishers without knowing the valid sources of the intelligence. Such a mode effectively eliminates dependencies among participants, thereby enhancing the scalability of the network and enabling the communication infrastructure to adapt well to asynchronous and distributed environments [265]. Currently, publish-subscribe mechanisms have been widely used in resource discovery [266]–[268] and service discovery [269], [270]. However, existing solutions are not suitable for publishing/subscribing based on intelligence changes in the Internet of Intelligence. It is challenging to improve and extend the existing solutions to enable intelligence discovery in the Internet of Intelligence.

D. Protocol Designs

Designing new protocols for the Internet of Intelligence to meet its service requirements is another crucial challenge. The Internet of information has gone through the design paradigm of layering, cross-layer and cross-system [39]. When designing the Internet of Intelligence, should we follow similar procedures or consider cross-system first? In the era of the Internet of information, the Internet is realized based on TCP/IP, where IP is the core of the entire TCP/IP protocol suite and the foundation of the Internet [271]. The successful “thin waist” hourglass architecture of the Internet is centered on the universal network layer (i.e., IP), which realizes the major functionality of the information networking. Such an architecture enables the independent development of technologies at all layers, successfully driving the dramatic growth of the Internet of Information. Referring to the protocol design of the Internet of information, we can also conceive a “thin waist” hourglass architecture for the Internet of Intelligence, which requires further study in the future.

E. Massive Data

The Internet of Intelligence involves a great quantity of model learning and training that relies on generous and high-quality data to realize stable and good performance, leading to some challenges in the data aspect [272]. Generally, the data
sets for the Internet of Intelligence are scarce. It is challenging to generate synthetic data sets that can train models. Besides, the availability of these data sets is subject to laws, environments, and data owners’ consent. To address these issues, one possible approach is to use public data sets [23], which is a common solution in several popular AI-enabled applications, such as image recognition [273]. There is also a strong need to launch campaigns to encourage the publication of data sets in the Internet of Intelligence.

Meanwhile, due to the large-scale and heterogeneous nature of the Internet of Intelligence, the generated data has multiple dimensions [274]. Some data analysis models are needed to extract useful information and features from the data. A popular solution is multimodal learning, which aims to build a model from multiple modalities to process and correlate the information of multiple modalities and narrow the heterogeneity gap [275], [276]. In such learning frameworks, how to represent, transform, align, fuse, and collaboratively learn the data considering the morphological characteristics of heterogeneous data in the Internet of Intelligence is still challenging for future research. Moreover, the data generated in the Internet of Intelligence can be used for various purposes according to different application scenarios. In some scenarios, such as smart healthcare, smart military, etc., data privacy is important, and these data must be anonymized before being used for training [277], [278]. Therefore, the context is also of great significance in the collection of data from different domains.

F. Scalability

As supporting technologies for the Internet of Intelligence, blockchain and AI systems are designed for special applications. It is difficult to achieve interoperability among these systems. For example, since the blockchain was initially designed for cryptocurrency, many important problems in the current blockchain system make it unable to be adopted as a universal platform for different services worldwide.

Blockchain offers the advantages of decentralization, security, and fault tolerance, but it sacrifices scalability. Especially in the Internet of Intelligence, blockchain is still beyond devices with limited computing, storage, and network capabilities. Recently, a lot of approaches have been exploited to enhance the scalability of the blockchain, from SegWit for the Bitcoin blockchain to the sharding technology proposed by Ethereum [279]. In addition, moving the processing and storage load out of the blockchain [280], [281], limiting the consensus scope of different components of the blockchain, and exploring communication for connecting multiple blockchains [282] are also promising solutions.

For AI systems, specific algorithms are suitable for specific applications [283]. Moreover, deep-structured ML algorithms have been shown to be more powerful than shallow-structured ML in smart networks [209], [284], [285]. High-complexity ML requires high computing capability, yet ML algorithms based on large-scale matrix operations may be limited by CPU-based hardware. This also leads to the scalability problem in applying AI to the Internet of Intelligence. In terms of expanding the scalability of AI systems, how to effectively expand the storage space to include the training data of AI systems is an arduous challenge. The adoption of graphics processing unit (GPU)-accelerated hardware, such as scalable GPU servers [286] and GPU-embedded soft-defined routers (SDRs) [287], may be a viable solution. Besides, distributed AI learning requires large training data sets, which need extensive storage in the Internet of Intelligence. The high-speed storage area network (SAN) framework may be promising, which can offer access to relevant data sets to train AI systems while moving unnecessary data sets to backup archive storage [36].

Therefore, considering the heterogeneous structure and dynamic topology of the Internet of Intelligence, in the future, researchers need to design effective solutions to address the above scalability issues to meet the requirements of the Internet of Intelligence services.

G. Security and Privacy

Due to security and privacy issues, users may have concerns when sharing intelligence. Therefore, security and privacy are critical issues in the Internet of Intelligence. These issues are more essential in the Internet of Intelligence compared to existing networking paradigms, because an action is usually involved intelligence and incorrect actions may cause more damage than incorrect information.

A large amount of data and model training are involved in the Internet of Intelligence. The data collected from various sensors and smart devices in the Internet of Intelligence are trained to build a model to take actions for the applications involved, such as user selection, resource allocation, and behavior prediction. Attackers can inject false data or counter-sample input, thereby making the learning of the Internet of Intelligence invalid. They can also manipulate the collected data, distort the model and change the output [288]. For example, an attacker can tamper with the learning environment to incorrectly perceive the input information. Besides, by changing hardware settings or reconfiguring system learning parameters, an attacker can manipulate the implementation hardware [85]. In these cases, ensuring the high security of the Internet of Intelligence system is of great importance.

Privacy is another issue of increasing concern for Internet of Intelligence systems. The distributed intelligence and intelligence sharing of the Internet of Intelligence may cause serious privacy leakage of participants, making them unwilling to share their intelligence with others. Besides, in the context of big data, ubiquitous users and organizations can easily access large data sets and computing resources (such as GPU), which brings severe privacy issues to the Internet of Intelligence, such as data loss or parameter tampering [289]. Ensuring a high degree of privacy protection without affecting training performance is critical to be considered in the Internet of Intelligence.

In this paper, we mentioned that blockchain could be adopted to cope with these issues. Much work has already been done using blockchain to enhance security and privacy in the ML process. In [290], Rathore et al. develop an ML and blockchain-driven security framework for 5G-enabled
smart IoT to provide intelligent data and secure operations. Liu et al. in [291] study a blockchain-enabled secure data sharing framework in MEC systems and propose an adaptive privacy protection mechanism based on this framework to protect the identity privacy of users in data sharing. Chen et al. in [292] propose a blockchain-based decentralized privacy-preserving deep learning model for vehicle-based self-organizing networks (VANETs) to guarantee the privacy and data security during network transmission and data analysis. However, since blockchain was initially developed for cryptocurrency, some critical issues, including interoperability, scalability, and other performance indicators, need to be discussed to apply it to the Internet of Intelligence.

H. Lessons Learned: Summary and Insights

In this section, we provide some research challenges and open issues in the Internet of Intelligence to motivate researchers in related research fields. A review of the past three networking paradigms reveals that the modeling of the “things” in networking paradigms is critical to their success. Therefore, the foremost problem that needs to be solved before the widespread implementation and application of the Internet of Intelligence is how to model intelligence and design appropriate protocols to meet the demand for Internet of Intelligence services. On this basis, how to design efficient incentives and intelligence discovery mechanisms to motivate intelligence holders to share their intelligence and help requesters to discover intelligence is an open issue. Besides, due to the adoption of enabling technologies such as AI and blockchain of the Internet of Intelligence, challenges such as massive data, system scalability, security and privacy also need to be addressed. The authors summarize and briefly outline these research challenges and open issues with a view to enlightening researchers for related research areas of the Internet of Intelligence. Actually, the Internet of Intelligence involves the fusion of all knowledge and the intersection of multiple disciplines. Using multidisciplinary knowledge to conduct research alternately is conducive to promoting the construction of the Internet of Intelligence.

VIII. Conclusion

The current information networking paradigm (the Internet) is facing challenges such as information explosion, fake information, “human-in-the-loop” and the design of trustworthy, cost effective autonomous systems. The Internet of Intelligence is expected to effectively address these challenges and have a significant impact on socio-economic systems and human daily life.

In this survey, we provided an overview of the Internet of Intelligence with emphasis on motivations, architecture, enabling technologies, applications, and challenges. We first reviewed the evolution of networking paradigms and AI, based on which we discussed the motivations of the Internet of Intelligence by demonstrating that networking needs intelligence and intelligence needs networking. We then proposed the designed layered architecture of the Internet of Intelligence, and recent advances of the enabling technologies in each layer are discussed. In addition, we introduced primary application scenarios of the Internet of Intelligence to explain how the integration of Internet of Intelligence technologies will change traditional industries such as transportation, cities, healthcare, industrial, energy, and so on. Finally, we put forward some research challenges and open issues, including intelligence modeling, incentives for intelligence sharing, intelligent discovery, protocol designs, massive data, scalability, security and privacy, to fully exploit the potential of future Internet of Intelligence.

Currently, the research on the Internet of Intelligence in industry and academia is still in its infancy. This survey expects to provide a systematic and comprehensive manual to enable researchers to have a more straightforward and deeper understanding of intelligence networking paradigm and to deliver insightful guidelines to fully exploit the profound benefits of the Internet of Intelligence.
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