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Abstract

While regexp matching is a powerful mechanism for finding patterns in data streams, regexp engines in general only find matches that do not overlap. Moreover, different forms of nondeterministic exploration, where symbols read are processed more than once, are often used, which can be costly in real-time matching. We present an algorithm that constructs from any regexp a Mealy machine that finds all matches and while reading each input symbol only once. The machine computed can also detect and distinguish different patterns or sub-patterns inside patterns. Additionally, we show how to compute a minimal Mealy machine via a variation of DFA minimization, by formalizing Mealy machines in terms of regular languages.

1 Introduction

Regular-expression (regexp) matching is a powerful mechanism with a wide variety of applications, such as lexical analysis by a compiler [10], pattern matching in text files [20], network intrusion detection [3, 4], pattern detection in time-series data [18], etc. There are many powerful regexp engines available and today most programming languages also support some form of regexp matching. However, engines in general do not find all matches (also known as instances) of the regexp in a given string, even when reporting to do so. More precisely, engines commonly only find instances that do not overlap, which can happen (1) when the last symbols of an instance in the sequence are at the same time the first symbols of the next instance found of the same pattern, or (2) when the regexp encodes more than one pattern to be detected and some instances of one pattern overlap with (or are even entirely contained in) instances of another pattern.
There are several real-world applications where supporting (1) and (2) is important, with (1) being necessary in some cases. For a simple example of (1), consider the digital-triggering problem of detecting pulse waves in an input signal. A pulse is a rectangular waveform in which the amplitude alternates between fixed low and high values, where the period from the low-to-high transition to the high-to-low transition can be counted as one pulse. If we encode each time point in the signal’s waveform as a symbol representing its amplitude (l for low and h for high), then detecting pulses becomes a problem of looking for matches of the expression lh+ in the signal’s encoding (i.e., a low sample followed by 1 or more high samples and then a low sample). When analysing waveforms like the square wave (lhlhlh...), regexp engines in general only find half of the instances, and support for (1) is needed to find the other half.

| Pattern regexp | Outputting condition |
|----------------|---------------------|
| e₁ = a(b + c)⁺d(α) | Output α after any string with one a (at the start), one d (at the end) and one or more b’s or c’s in between. |
| e₂ = d((a⁺b⁺⁺b⁺)c)⁺d(β) | Output β after any string with two d’s (one at the start and one at the end) where every sequence of a’s is followed by a b and every sequence of b’s is followed by a c. |
| e₃ = e₁ + e₂ | Produce any outputs according to e₁ or e₂. |

Table 1: Examples of patterns that can be detected by FSMs.

For a more elaborate example of (1), and also of (2), consider the patterns defined by the regexps e₁ and e₂ from Table 1. We distinguish between occurrences of the two patterns by using different output symbols (α and β) that are to be emitted when matches of one or the other are detected. These output symbols are specified in e₁ and e₂ after the corresponding input symbols and surrounded by ‘⟨’ and ’⟩’. Now consider the example matching trace s = abd(α)bcabcbc(α, β)cdbd(β), where both e₁ and e₂ occur twice (each instance is individually underlined/overlined for ease of readability). Consider now that matches must be identified as early as possible and efficiency overall is critical, such as in real-time triggering, where the option to cache input for later processing is limited. For this reason, we need a model that detects all matches of e₁ and e₂ (which we call complete matching) on any input and while processing each input symbol only once, thus enabling us to process input data at the same rate it is read.

Traditionally, regexp engines perform the matching by first converting the regexp to an equivalent finite-state machine (FSM, such as a DFA that reads an input symbol at a time and either accepts or rejects the input read so far if it matches exactly the given expression) and then running the FSM against the desired input stream (in some cases the FSM computation is skipped and the matching is done against the regexp directly, but this distinction is not relevant here). In this report we consider Mealy machines,
which are commonly used in the field of natural-language processing \cite{11,17} and differ from DFA in that they react to the input read by producing (or not producing) output symbols. With more than one output symbol, such as $\alpha$ and $\beta$, we can discriminate amongst different patterns detected. Next we will present two possible attempts at solving the present problem that could be carried out with standard regexp engines, as we know them, and the limitations they have.

As a first attempt at complete matching of $e_1$ and $e_2$, we could convert each regexp to its corresponding FSM and then run both of them, in parallel, against the same input. However, there would be problems in both the correctness and the efficiency of this solution:

- As already mentioned, regexp engines in general will not detect matches that overlap. In particular, the second match of $e_2$ in $s$ would be overlooked since it overlaps with the first one.

- We could achieve complete matching of $e_2$ based on its FSM by forcing the engine to repeat the search from every index in the input string, including backtracking to an earlier index when a match ending in a later one has been found. For example, in trace $s$, the engine would have to attempt a match 13 times (one for every symbol), including backtracking to the 4th index after the first match of $e_2$ (which lasts from the 3rd index to the 11th) has been processed. This would come with an efficiency cost, as backtracking is often considered to be the major cause of inefficiency in regexp tools.

- Backtracking restricted to the outside of matches would suffice when finding only non-overlapping matches (and this probably approximates the behaviour of most regexp engines), but in the case of real-time triggering, where each input symbol is to be read, ideally, only once, this is still undesirable, if at all affordable.

- Another aspect in which the efficiency of this attempt falls short is the fact that, in general, computing FSMs from multiple regexps individually often produces more states (and never fewer) altogether than computing a single FSM where each regexp is a sub-pattern of a larger regexp. If we write $e_1$ and $e_2$ as two sub-patterns of regexp $e_3$ (see Table \ref{table}), we can then compute a single FSM $M$ containing 8 states (see Figure \ref{figure}) as opposed to the 10 states in total from the two FSMs.

To accommodate the last point made, we could re-attempt complete matching but this time using just $M$. This, however, would create new problems:

- Note that now even detecting non-overlapping instances of the sub-patterns given is not guaranteed to work: in trace $s$, both instances of
$e_2$ overlap with a previous instance of $e_1$ (and therefore of $e_3$), making both of them go undetected by a common regexp engine.

- As above, this could be resolved by repeating the exploration from every index in the input, but this time the efficiency cost would be even greater, since each exploration would now be on a larger FSM.

The unified machine $M$ brings us closer to the solution we will present, but as we have just seen it still does not allow us to find all matches in arbitrary sequences while reading each symbol only once. An FSM capable of doing so would need to, at least, have transitions for all symbols from every state (i.e., be complete). However, as we will see, there is no way of making $M$ complete that could possibly solve the problem.

Finally, we are interested in working with FSMs in their smallest representations possible (for instance, when constructed from regexps, FSMs in general are not minimal). We will show a variation of Hopcroft’s minimization algorithm for DFA that reduces Mealy machines to the fewest states possible. We also consider a different minimization algorithm proposed for Mealy machines [19], which we show is not complete.

**Report outline.** We start by visiting in Section 2 the foundational concepts of regular expressions and languages, automata and transducers. In Section 3.1 we define a grammar for writing regexps representing patterns with input and output symbols, as well as their equivalent representations in the form of non-deterministic transducers. Section 3.2 shows how to determinize transducers into Mealy machines, and we show in Section 3.3 how any Mealy machine can be minimized to its (unique) minimal equivalent machine by an indirect application of a DFA minimization algorithm. In Section 3.4 we construct our theoretical model for complete regexp matching while processing input symbols only once. Appendix A contains a counter-example showing that the minimization algorithm from [19] does not apply all re-
ductions possible. Appendix B provides additional figures referenced in the report.

2 Preliminaries

We briefly present some fundamental notions of regular expressions and languages, automata and transducers.

Let the finite set $A$ be an alphabet. Any finite sequence of letters is called a word over $A$ and the empty word is denoted by $\varepsilon$. Let $A^*$ be the set of all words over $A$. A language over $A$ is a subset of $A^*$. The set of regular expressions (regexps) over $A$, $E_A$, is defined by $e \in E_A := \varepsilon | \tau \in A | e' \cdot e'' | e' + e'' | e'^*$, where $e', e'' \in E_A$.

The operator $\cdot$ (concatenation) is often omitted. For every $e$, its language can be defined inductively as $L(\varepsilon) = \{\varepsilon\}$, $L(\tau) = \{\tau\}$ for $\tau \in A$, $L(e' + e'') = L(e') \cup L(e'')$, $L(e' \cdot e'') = L(e') \cdot L(e'')$ and $L(e'^*) = L(e')^*$.

Regular languages can also be represented by automata. A Nondeterministic Finite-Word Automaton (NFA) is defined by a 5-tuple $(Q, \Sigma, \delta, I, F)$, where $Q$ is a finite set of states, $\Sigma$ an input alphabet, $\delta \subseteq Q \times (\Sigma \cup \{\varepsilon\}) \times Q$ a transition relation, $I \subseteq Q$ a set of initial states and $F \subseteq Q$ a set of final states. A word $w \in \Sigma^*$ is in the language of state $p$, $L(p)$, if and only if it can be read from $p$ and ending in a final state by taking transitions that follow the symbols in $w$. Transitions labeled with $\varepsilon$ do not read any symbol and can always be taken. The union of the languages of all initial states gives the language of the NFA. For every expression $e \in E_A$, an NFA accepting the same language can be computed by applying Thompson’s construction [14].

A Deterministic Finite-Word Automaton (DFA) is given by $(Q, \Sigma, \Delta, i, F)$, where $Q$, $\Sigma$ and $F$ are defined as above, $\Delta : Q \times \Sigma \rightarrow Q$ is a (partial) transition function and $i$ is the initial state. We treat DFA as complete only if $\Delta$ is total. Every NFA $(Q, \Sigma, \delta, I, F)$ can be converted to a DFA $(Q', \Sigma, \Delta, i, F')$ accepting the same language by applying the subset construction [1]. The algorithm first sets $i$ to $\varepsilon(I)$ and then constructs $\Delta(i, \sigma) = \varepsilon(move(i, \sigma))$, for all $\sigma \in \Sigma$, where $move(S, \sigma)$ is the set of states that can be reached by $\sigma$ from states in $S$. The same process is iterated over all new subsets of $Q$ until all subsets constructed have been processed. At the end, all subsets constructed are stored in $Q' \subseteq P(Q)$ and $F'$ is set to $\{S \in Q' | F \cap S \neq \emptyset\}$.

As a consequence of the Myhill–Nerode theorem, for every DFA there is a minimal (with the fewest possible states) equivalent DFA and it is unique [9]. Computing the minimal DFA is known as minimization and different algorithms exist, like Hopcroft’s algorithm [8] [3], which has the best worst-case complexity known ($O(kn \log n)$, for $n$ the number of states and $k$ the size of the alphabet), and Moore’s algorithm ($O(kn^2)$ [5]. Both algorithms are based on partition refinement: partitioning the states into
equivalence classes based on their behaviour (the words they can read) and merging all states in a class into a macrostate in the minimal automaton.

A Finite-State Transducer (FST) is a nondeterministic machine with two memory tapes, an input tape and an output tape [2, 7]. It can be seen as an NFA that reads and writes symbols. Formally, an FST is a 6-tuple $(Q, \Sigma, I, F, \delta)$, where $Q$, $\Sigma$, $I$ and $F$ are defined as in NFA, $\Gamma$ is an output alphabet and $\delta \subseteq Q \times (\Sigma \cup \{\varepsilon\}) \times (\Gamma \cup \{\varepsilon\}) \times Q$ a transition relation. A transition $(p, \sigma, \gamma, q) \in \delta$ reads from $p$ we may read $\sigma$ and move to $q$, in which case $\gamma$ is emitted, and we call $p$ and $q$ the departing and arriving states, respectively. Transitions may be by the empty word ($\sigma = \varepsilon$) or have no output ($\gamma = \varepsilon$). In NFA and FST, the $\varepsilon$-closure of $p$ (here denoted by $\varepsilon(p)$) is the set of states reachable from $p$ by $\varepsilon$-transitions, and we always have $p \xrightarrow{\varepsilon} p$. The closure operation can be lifted to sets of states.

A Mealy machine [15, 16], also known as a deterministic FST, is a 6-tuple $(Q, \Sigma, \Lambda, i, T, G)$, where $Q$, $\Sigma$ and $i$ are defined as for DFA, $\Lambda$ is an output alphabet, and $T : Q \times \Sigma \rightarrow Q$ and $G : Q \times \Sigma \rightarrow \Lambda \cup \{\varepsilon\}$ are transition functions that map a departing state and an input symbol to an arriving state and either the output symbol emitted or the empty word, respectively. We treat $T$ and $G$ as partial functions (with the same domain) and only if they are total do we say the Mealy machine is complete. In FST and Mealy machines we sometimes write transitions as $p \xrightarrow{\sigma} q$. When the output (if it exists) need not be specified, we can just write $p \xrightarrow{\sigma} q$, and also $p \xrightarrow{A} q$ when $p \xrightarrow{\sigma} q$ for every symbol $\sigma \in A \subseteq \Sigma$. When $q$ is reachable by taking transitions that follow the symbols in $w \in \Sigma^*$ we write $p \xrightarrow{w} q$ and $p \xrightarrow{w\varepsilon\ast} q$ if before and after the symbol transitions there may be 1 or more $\varepsilon$-transitions.

3 From Pattern Regexps to Complete Matching

In this section we show how to convert any regexp $e$ with input and output symbols into the smallest Mealy machine performing complete matching of $e$ on any input sequence of arbitrary length. As we will see, the regexp may encode any number of patterns (and sub-patterns inside a pattern) and the computed machine is able to discriminate amongst them upon a match.

3.1 Pattern Regexps and Finite-State Transducers

Let $\Sigma$ and $\Gamma$ be respectively input and output alphabets. We define a pattern regexp as a regexp in $E_U$, where $U = \Sigma \times (\Gamma \cup \{\varepsilon\})$ unifies input and output symbols to naturally capture the notion that outputs are produced as reactions to the input read, e.g., $(a, \alpha)$ (output $\alpha$ on reading $a$), but not all symbols read cause output symbols to be emitted, e.g., $(a, \varepsilon)$. We represent
pairs \((\sigma, \gamma)\) as \(\sigma \langle \gamma \rangle\) and, for simplicity, pairs with no output \((\sigma, \varepsilon)\) as simply \(\sigma\). We can see all expressions in Table 1 (Section 1) are pattern regexps.

While regexps are nondeterministic models, the notion that output is produced as a reaction to the input read requires treating the output symbols deterministically. This can be captured by a notion of behaviour of a pattern regexp. While language defines the set of words that match a given regexp, we define the behaviour of a pattern regexp as the function that maps input words after which an output is produced to the symbols they emit. This is formally defined based on the corresponding language and using the auxiliary notation \(w|_\Sigma\) that denotes the sequence of input symbols in a string \(w \in U^*\), such that \(\varepsilon|_\Sigma = \varepsilon\) and \((\sigma, o) \cdot w'|_\Sigma = \sigma \cdot w'|_\Sigma\).

**Definition 3.1.** The behaviour of a regexp \(e \in E_U\) is the partial function \(B(e) : \Sigma^* \rightarrow \mathcal{P}(\Gamma)\) where \(B(e)(\varepsilon) = \{ \gamma \in \Gamma \mid (\varepsilon, \gamma) \in \mathcal{L}(e)\}\) and \(\forall w \in \Sigma^* \forall \sigma \in \Sigma \cdot B(e)(w\sigma) = \{ \gamma \in \Gamma \mid \exists u \in U^* \cdot u|_\Sigma = w \land u \cdot (\sigma, \gamma) \in \mathcal{L}(e)\}\).

It is easy to see that expressions in \(E_U\) may have different languages but the same behaviour (e.g. \(a(\alpha)\) and \(a + a(\alpha)\)) but not vice-versa. From a pattern regexp we can then compute a corresponding FST, by first computing an NFA via Thompson’s construction and then modifying all transitions of the form \(\sigma\langle \gamma \rangle\) to \(\rightarrow_{\sigma}^\gamma\). The FST computed via this construction for expression \(e_3\) from Section 1 can be seen in Appendix B (Figure 6).

While in NFA and DFA a word \(w\) is in the language of a state \(p\) if a final state can be reached by reading \(w\) from \(p\), in a transducer the behaviour of \(p\) maps \(w\) to a set of symbols if they can be emitted after reading \(w\) from \(p\). Definition 3.2 captures the notion that the symbols may be emitted by a transition reading the last symbol in \(w\) or by any \(\varepsilon\)-transition that follows.

**Definition 3.2.** The behaviour of a state \(p\) in a transducer is the partial function \(B(p) : \Sigma^* \rightarrow \mathcal{P}(\Gamma)\), where \(B(p)(\varepsilon) = \{ \gamma \in \Gamma \mid \exists q,r \in \varepsilon(p) \cdot q \xrightarrow{\varepsilon} r\}\) and \(\forall w \in \Sigma^* \forall \sigma \in \Sigma \cdot B(p)(w\sigma) = \{ \gamma \in \Gamma \mid \exists \gamma' \in \Gamma \cup \{\varepsilon\} \exists q,r \in Q \cdot p \xrightarrow{w} q \xrightarrow{\sigma} r \land (\gamma = \gamma' \lor \gamma \in B(r)(\varepsilon))\}\).

Since the output produced defines how a transducer (or regexp) reacts or does not react to a given input, we make no distinction between transducers (or regexps) that differ only for inputs for which no output is produced. Thus, we speak of the outputting behaviour (or simply output) of a state (or regexp) as the partial function \(B_T(p) : \Sigma^* \rightarrow \mathcal{P}(\Gamma)\) such that \(B_T(p)(w)\) is defined and is equal to \(B(p)(w)\) if and only if \(B(p)(w) \neq \emptyset\). Pattern regexps may then have different behaviours but the same output (e.g. \(a(\alpha)\) and \(a(\alpha)\cdot \varepsilon\)).

The output of a transducer \(\mathcal{M}\) can then be defined by that of its initial states: \(\forall w \in \Sigma^* \cdot B_T(\mathcal{M})(w) = \{ \gamma \mid \exists i \in I \cdot \gamma \in B_T(i)(w)\}\). In a Mealy machine, the mapping is into singleton sets of symbols in \(\Lambda\). We say two transducers \(\mathcal{M}\) and \(\mathcal{M}'\) are equivalent if and only if \(B_T(\mathcal{M}) = B_T(\mathcal{M}')\).
3.2 From Finite-State Transducers to Mealy Machines

In this section we consider the problem of determinizing transducers. Note that FSTs that emit output symbols before any input is read do not have an equivalent deterministic transducer. For all other FSTs, we obtain an equivalent Mealy machine by adapting the subset construction for NFA.

Given an FST \((Q, \Sigma, \Gamma, I, F, \delta)\), let us denote by \texttt{subsetT} the algorithm that constructs the Mealy machine \((Q', \Sigma, \Lambda, i, T, G)\), where \(Q' \subseteq P(Q)\), \(\Lambda \subseteq P(\Gamma)\) and \(i = \varepsilon(I)\). The transition function \(T\) maps a state \(S \subseteq Q\) and an input symbol \(\sigma \in \Sigma\) to \(T(S, \sigma) = \varepsilon(\{q \mid \exists_p \in S \cdot p \xrightarrow{\sigma} q\})\), the set of all states that can be reached from states in \(S\) by a transition by \(\sigma\) followed by 0 or more transitions by \(\varepsilon\). The transition function \(G\) maps a state \(S\) and a symbol \(\sigma\) to the set \(G(S, \sigma) = G_\sigma(S) \cup G_\varepsilon(T(S, \sigma))\), where \(G_\sigma(S) = \{\gamma \in \Gamma \mid \exists_{q, r \in S : q' \in Q \cdot q \xrightarrow{\sigma}(\gamma)} q'\}\) contains all output symbols emitted by transitions by \(\sigma\) from states in \(S\), and \(G_\varepsilon(T(S, \sigma)) = \{\gamma \in \Gamma \mid \exists_{p, q \in T(S, \sigma) : p \xrightarrow{\varepsilon}(\gamma)} q\}\) contains all output symbols that are emitted without reading any input after \(\sigma\) is read from \(S\). The \texttt{subsetT} construction iterates over all subsets constructed as in the case of an NFA: first it computes \(i\) and all its outgoing transitions using \(T\) (and \(G\)), and then the same process is repeated for the new subsets of \(Q\) until all subsets constructed have been processed. Finally, \(Q'\) contains \(i\) and all subsets computed by \(T\) during the construction, and \(\Lambda\) contains all non-empty sets of symbols computed by \(G\), while the empty set is encoded as \(\varepsilon\). Figure 2 shows the Mealy machine for \(\varepsilon_3\) (Section 3) computed by \texttt{subsetT} from the FST in Appendix B (Figure 6). Proposition 3.1 states the correctness of \texttt{subsetT}.

**Proposition 3.1.** For any FST \(\mathcal{M} = (Q, \Sigma, \Gamma, I, F, \delta)\), \(B_T(\mathcal{M}) = B_T(\mathcal{M}')\), for \(\mathcal{M}' = (Q', \Sigma, \Lambda, i, T, G)\) the Mealy machine such that \(\mathcal{M}' = \texttt{subsetT}(\mathcal{M})\).

**Proof.** We will show \(B(\mathcal{M}) = B(\mathcal{M}')\), which implies \(B_T(\mathcal{M}) = B_T(\mathcal{M}')\).

We start by lifting \(B\) to sets of states as follows: \(\forall_{S \subseteq Q} \forall_{w \in \Sigma^*} B(S)(w) = \bigcup_{s \in S} B(s)(w)\). Let us now show that the behaviour of every subset of states computed by \texttt{subsetT} (i.e., every state in the resulting Mealy machine) is the behaviour of all FST states in the subset taken together. We will first show that the behaviour is preserved for words of one symbol, by showing 1) \(\forall_{S \subseteq Q} \forall_{\sigma, \sigma' \in \Sigma} B(T(S, \sigma))(\sigma') = \bigcup_{s \in S} \bigcup_{p \in \{r | s \to \sigma r p\}} B(p)(\sigma')\). By the \texttt{subsetT} construction, the behaviour of \(T(S, \sigma)\) is given by function \(G\), such that \(B(T(S, \sigma))(\sigma') = G_\sigma(T(S, \sigma)) \cup G_\varepsilon(T(T(S, \sigma), \sigma'))\). By the definition of \(G\), we have 2) \(G_\sigma(T(S, \sigma)) = \{\gamma \in \Gamma \mid \exists_{q \in T(S, \sigma)} \exists_{r \in Q} : q \xrightarrow{\sigma}(\gamma) r\}\), which, by the definition of \(T(S, \sigma)\), can be rewritten as \(\{\gamma \in \Gamma \mid \exists_{s \in S} \exists_{p, q, r \in Q} : s \xrightarrow{\sigma} p \xrightarrow{\varepsilon} q \xrightarrow{\sigma} r\}\). And knowing that \(T(T(S, \sigma), \sigma') = T(\varepsilon(\{q' \mid \exists_{p' \in S} : p' \xrightarrow{\sigma} q'\}), \sigma') = \varepsilon(\{q'' \mid \exists_{q''} \text{some conditions}\})\).
∃p'' ∈ ((q' | ∃p' ∈ S | p' ↼ q') · p'' ↼ q''), we can show that 3) \( G_e(T(T(S, \sigma), \sigma')) = \{ \gamma \in \Gamma | ∃p,q ∈ T(T(S, \sigma), \sigma') : p \overset{\epsilon}{\rightarrow} q \} = \{ \gamma \in \Gamma | ∃p' ∈ S : p \overset{\therefore}{\rightarrow} q' \rightarrow \gamma \rightarrow e \rightarrow \epsilon \rightarrow \gamma' \}. \)

\( p'' \overset{\sigma'}{\rightarrow} q'' \rightarrow r \rightarrow b \rightarrow \gamma \in B(q'')(\epsilon) \), from which we can obtain, by variable renaming, \( ∃p' ∈ S : p \overset{\epsilon}{\rightarrow} q \rightarrow r \rightarrow b \rightarrow \gamma \in B(r)(\epsilon) \). We finalize the proof of 1) as follows: \( ∃\gamma ∈ \Gamma : p \overset{\epsilon}{\rightarrow} q \rightarrow r \rightarrow b \rightarrow \gamma \). By Definition 3.2, this is equivalent to \( ∃p' ∈ S : p \overset{\epsilon}{\rightarrow} q \rightarrow r \rightarrow b \rightarrow \gamma \). From which, applying 2) and 3), we obtain \( G_{\sigma'}(T(S, \sigma)) \cup G_e(T(T(S, \sigma), \sigma')) = B(T(S, \sigma))(\sigma') \).

Since, for a given \( w \in \Sigma^+ \), each symbol is read from a state, from 1) it follows 4) \( ∃w ∈ Σ^* : B(T(S, \sigma))(w) = \{ \gamma ∈ \Gamma | ∃p ∈ \Sigma^+ : B(p)(w) \}. \)

A proof along the same lines as the proof above can be built for 5) \( B(i)(\sigma) = ∃w ∈ Σ^* : B(i)(w) \). And since \( M \) does not produce outputs before any input is read, we have 6) \( B(I)(\epsilon) = B(I)(\epsilon) = ∅ \). From 4), 5) and 6) we obtain \( ∃w ∈ Σ^* : B(i)(w) = ∃w ∈ Σ^* : B(s)(w) \), and consequently \( B(M') = B(M) \).

![Figure 2: A Mealy machine for \( e_3 = a(b + c)^+d(\alpha) + d((a*b + b^*)c)^+d(\beta) \).](image)

As in the case of DFA, the Mealy machines computed by the subset construction, in general, are not minimal. In the next section we address the problem of minimization.
3.3 Minimizing Mealy Machines

In this section we consider the problem of reducing a Mealy machine to the smallest possible number of states while retaining its behaviour, also known as the minimization of a Mealy machine. We will consider different possible approaches and their disadvantages, and we will present one, based on indirect DFA minimization, that computes a Mealy machine that is at the same time minimal and complete. When using Hopcroft’s algorithm for DFA minimization, the solution here presented becomes the most efficient one to the best of our knowledge, and we provide a worst-case complexity analysis.

The subject of minimization has been more extensively studied for DFA than for Mealy machines. A well-known algorithm for minimizing DFA is Moore’s algorithm, originally defined for Moore machines with one output symbol. Moore machines are state machines where the outputs are determined by the current state, as opposed to the transitions taken as in Mealy machines. Moore and Mealy machines are equally expressive and it is not difficult to translate one into the other. It would thus be possible to convert a Mealy machine to a Moore machine, apply an extension of Moore’s algorithm that deals with any number of output symbols and translate it back to a Mealy machine, but this would come with two disadvantages. First, Moore machines are, in general, larger than Mealy machines: every state in a Mealy machine would result in one or more new states in a Moore machine, one for each different output (or no output) in the incoming transitions of that state (for example, the Mealy machine with 9 states in Figure 3 would require 3 new states, and 12 new transitions, as a Moore machine). Second, Moore’s algorithm performs worse in the worst case \(O(kn^2)\), for \(n\) states and \(k\) input symbols [5] than other DFA minimization algorithms known, such as Hopcroft’s algorithm, and so better alternatives exist.

A minimization algorithm for Mealy machines has been presented in [19], applying different state-merging techniques (also followed in [12] and more recently in [13]). However, we present a counter-example (see Appendix A) showing that, contrary to the claim, these techniques are not complete.

Below, we present a solution for minimizing a Mealy machines to its unique, equivalent machine that is minimal and complete:

\[
\text{minComp}(M = Q, \Sigma, \Lambda, i, T, G):
\]

1. Make \(M\) complete by adding an absorbing state \(\bot\) to \(Q\) and transitions \(T(p, \sigma) = (\varepsilon, \bot)\) for all \(\sigma \in \Sigma\) and all \(p \in Q\) with no transition by \(\sigma\).

2. Let \(A = (Q, U, \Delta, i, F)\), with \(F = Q\), be the DFA translated from \(M\), where \(U = \Sigma \times (\Lambda \cup \{\varepsilon\})\) and \(\Delta\) joins \(T\) with \(G\).

3. Make \(A\) complete by adding a non-final state \(\bot'\) and transitions \(\Delta(p, u) = \bot'\) for all \(u \in U\) and all \(p\) with no transition by \(u\).
4. Compute the minimal DFA \( A' = (Q', U, \Delta', i', F') \) of \( A \).

5. Remove from \( A' \) the subset with \( \bot' \) and all its incoming transitions.

6. Return the machine \( M' = (Q', \Sigma, \Lambda, i', T, G) \) translated from \( A' \).

An implementation can perform all steps in the input machine (translations are only implicit).

**Proposition 3.2.** For any Mealy machine \( M \), \( \text{minComp}(M) \) computes the unique minimal complete Mealy machine \( M' \) such that \( B_{\Gamma}(M) = B_{\Gamma}(M') \).

**Proof.** We start by defining the auxiliary function \( O(p, s) \) that gives the output symbol \( o \in \Lambda \cup \{\varepsilon\} \) emitted by the Mealy machine after reading the input string \( s \in \Sigma^* \) from state \( p \).

In [1] we start by adding input-only transitions to \( M \), which preserves the behaviour and, in [2] we translate it to the DFA \( A \). Let us show that (i) for every mapping in \( B(p) \) there corresponds one string in \( L(p) \) and (ii) vice-versa. To show i), since \( M \) is complete, we know that for any \( p \in Q \) in \( M \) and any non-empty \( s \in \Sigma^* \), \( O(p, s) \) is defined and is equal to some \( o \in \Lambda \cup \{\varepsilon\} \). Let \( s' \) and \( \sigma \) be such that \( s = s' \cdot \sigma \). Since \( A \) is a translation of \( M \), it then follows that there is some \( w \in U^* \), such that \( w|_{\Sigma} = s' \), and some \( q, r \in Q \) such that \( p \xrightarrow{w} q \xrightarrow{(\sigma,o)} r \) in \( A \), and \( w \) is unique since \( M \) is deterministic. Since all states are final in \( A \), \( w \cdot (\sigma, o) \in L(p) \), which shows (i). Conversely, for any \( w \in U^* \) and any \( \sigma \in \Sigma \) such that \( w \cdot (\sigma, o) \in L(p) \), for some \( o \in \Lambda \cup \{\varepsilon\} \), there exists one \( s = w|_{\Sigma} \cdot \sigma \) such that \( O(p, s) = o \), which shows (ii).

In [3] \( A \) is made complete, a language-preserving step required before applying a DFA minimization algorithm. In [4] \( A \) is minimized, which yields \( A' \). In [5] we remove the macrostate containing \( \bot' \) and all its incoming transitions, which preserves the language of \( A' \) since from \( \bot' \) no final state is reachable. In [6] \( A' \) is translated to Mealy machine \( M' \). Next, we will show that \( M' \) is the minimal complete Mealy machine such that \( B_{\Gamma}(M') = B_{\Gamma}(M) \) by showing that the states in \( M' \) cannot be merged any further.

Let us assume that \( M' \) is not the smallest possible complete Mealy machine for \( B_{\Gamma}(M) \) and derive an absurd. By hypothesis, there are two different states \( p \) and \( q \) in \( M' \) such that \( B_{\Gamma}(p) = B_{\Gamma}(q) \). Since \( p \) and \( q \) have not been merged together in [4] we have \( L(p) \neq L(q) \), and by (i) and (ii) this implies \( B(p) \neq B(q) \). Then, there is some \( w \in \Sigma^* \) and some \( \sigma \in \Sigma \) such that (iii) \( w \cdot \sigma \) is a differentiator between \( B(p) \) and \( B(q) \) but \( w \) is not. Since \( M' \) is complete, we know there are \( p', p'', q', q'' \) such that \( p \xrightarrow{w} p' \xrightarrow{\sigma} p'' \) and \( q \xrightarrow{w} q' \xrightarrow{\sigma} q'' \), for some \( o \) and \( o' \) in \( \Gamma \cup \{\varepsilon\} \). From (iii), we have \( o \neq o' \), which results in an absurd as it contradicts the hypothesis \( B_{\Gamma}(p) = B_{\Gamma}(q) \).
Therefore, we conclude that $M'$ is the smallest possible complete Mealy machine for $B_G(M)$. The uniqueness comes from the fact that the minimization performed in step 4 produces the unique minimal machine for $L(A)$ (or $B(M)$) and from the fact that $M'$ is complete.

The Mealy machine with 10 states for $e_3$ (Figure 2) can be minimized with the present algorithm to obtain the minimal Mealy machine with 8 states (see Figure 1 from Section 1).

### 3.4 Achieving Complete Regexp Matching

In this section we show how to, given a pattern regexp, build a Mealy machine that finds all matches (including those that overlap) in any input sequence of arbitrary length. We say such a machine performs complete regexp matching. Additionally, the given regexp may encode multiple patterns and sub-patterns and, as we will see, the computed machine is able to signal, upon a match, which of the patterns has been matched by producing an identifying output. We will start by giving a formal definition of complete regexp matching and then we will present a solution for the example we saw in Section 1, which we then build up to obtain a general solution.

Let us note that, given a pattern expression and an input string, detecting all matches of the expression in the string (including overlaps) can be formulated as being able to find matches of the expression starting from any position in the string. Therefore, and as captured in Definition 3.3, an arbitrary input string should signal a match, when processed by a Mealy machine, for all its suffixes that correspond to matches of the expression.

**Definition 3.3.** Given alphabets $\Sigma$, $\Gamma$ and $U := \Sigma \times P(\Gamma)$, a regexp $e \in E_U$ and a Mealy machine $M$, $M$ performs complete regexp matching of $e$ if and only if $\forall w \in \Sigma^* \cdot B(M)(w) = \{ \gamma \in \Gamma \mid \exists w', w'' \in \Sigma^* \cdot w = w'w'' \land \gamma \in B(e)(w'') \}$.

Recall the pattern expression $e_3$ from Section 1 and the example matching trace $s = ab\langle\alpha\rangle d\langle\beta\rangle bcabcbc\langle\alpha, \beta\rangle cd\langle\beta\rangle$ given. The Mealy machine in Figure 1 is the minimal machine for $e_3$, matching exact instances of either $e_1$ or $e_2$, and for that reason it does not perform complete regexp matching of $e_3$. A necessary condition needed for complete matching is the ability to read arbitrary input sequences. Thus, let us start by making the machine complete, by adding all non-existing transitions to state 0 in an attempt to restart the regexp matching whenever there is a fail. We denote the resulting machine by $M$.

We will now give an illustration of how we can perform complete regexp matching of $e_3$ by having at our disposal multiple copies of $M$ that can run in parallel. Consider we have $M_1$, $M_2$ and $M_3$, three copies of $M$ which are all at the initial state (0) before any input is read. Table 2 summarizes how each machine will behave for each symbol of $s$ read. The first symbol is read...
by a machine at our choice (in this case \( M_1 \)) while all other machines stay at 0. After reading the first three symbols \((abc)\), \( M_1 \) is left at state 7 after producing the output symbol \( \alpha \), as defined in \( e_3 \). We then read \( d \), which makes \( M_1 \) return to 0. However, \( d \) itself is a possible prefix of instances of \( e_3 \), and so we capture this by starting \( M_2 \), which is left at state 3 after reading \( d \). Since \( M_2 \) would not have read the prefix \( ab \) any differently than \( M_1 \) did, it did not need be started until now. Moving on, reading \( b \) causes \( M_2 \) to move to state 5 while \( M_1 \) stays at 0, and then \( ca \) leaves \( M_2 \) at 6 and \( M_1 \) at 1. Then, on reading \( bcbc \), \( M_1 \) ends up at 2 and \( M_2 \) at 4. Looking ahead, and since at this point neither \( M_1 \) nor \( M_2 \) are at state 0, none of them will capture the following \( d \) as a possible prefix of a new instance. Therefore, we make use of \( M_3 \). As before, since \( M_3 \) could only have read the symbols so far as either \( M_1 \) or \( M_2 \) did, we did not need to start it until now. And so, on reading \( d \), \( M_3 \) moves to 3, \( M_1 \) moves to 7 while emitting \( \alpha \), and \( M_2 \) also moves to 7 but emitting \( \beta \). At this point there are two machines at the same state, 7, from where they could only duplicate each other for the remaining of the input, and so we move one of them (we choose \( M_2 \)) to 0. Finally, on reading \( cd \), \( M_1 \) ends at state 3 and \( M_3 \) arrives at state 7 while producing \( \beta \).

|   | a | b | d | b | c | a | b | c | b | c | d | c | d |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( M_1 \) | 1 | 2 | 7(\( \alpha \)) | 0 | 0 | 1 | 2 | 2 | 2 | 2 | 7(\( \alpha \)) | 0 | 3 |
| \( M_2 \) | 0 | 0 | 3 | 5 | 4 | 6 | 5 | 4 | 5 | 4 | 0(\( \beta \)) | 0 | 0 |
| \( M_3 \) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 4 | 7(\( \beta \)) |

Table 2: Three copies of the machine \( M \) for \( e_3 \) working in parallel achieve complete regexp matching.

The correctness of the mechanism we illustrated for complete regexp matching of \( e_3 \) in \( s \) can be argued in two main points. On one hand, since every output produced resulted from following the transitions in one of the copies of \( M \), starting from its initial state, we can know that all matches signalled are true positives. On the other hand, since every symbol read caused all machines (on different states) to move and since, at every moment, there was at least one machine at state 0 ready to start moving to capture the next match, we know no match has been missed (i.e., there were no false negatives). This solution can be generalized to any expression (and any input sequence) by simply making sure that, with every symbol read that causes all existing machine copies to not be in the initial state, a new copy of the machine is added and is set to its initial state.

We will now abstract the same reasoning presented above to compute a solution that performs complete regexp matching in a single Mealy machine. As we saw, it is meaningless for the outcome produced by the mechanism to have copies of the machine at the same state, for which reason,
at each step, the number of machines used may be pruned to keep only
machines at distinct states. Moreover, the order of the states the machines
are at does not matter (e.g., $M_1$ being at state 1 and $M_2$ at 0 has the
same effect as $M_2$ being at 1 and $M_1$ at 0). Therefore, at each step, the
states of all machines together can be represented by a macrostate of $M$.
The trace constructed in Table 2 can then be written as transitions be-
tween macrostates:

\[
\begin{align*}
\{0\} & \xrightarrow{a} \{0,1\} \\
\{0,2\} & \xrightarrow{b} \{0,3,7\} \\
\{0,5\} & \xrightarrow{c} \{0,4\} \\
\{0,2,5\} & \xrightarrow{c} \{0,2,4\} \\
\{0,2,4\} & \xrightarrow{d} \{0,3,7\}
\end{align*}
\]

We can now see our reasoning effectively follows a variation of the subset construction on $M$ where state 0 is added
to every macrostate constructed. Computing a macrostate from $\{0\}$, for ev-
every alphabet symbol, and then repeating the same construction over every
macrostate constructed until all macrostates constructed have been pro-
cessed, as is done by subsetT, results in a single machine that performs
complete pattern regexp of $e_3$. Generalizing to any Mealy machine, we ob-
tain an algorithm for complete regexp matching for any pattern regexp.

Finally, note that since the initial state is added to every macrostate
created, the initial machine ($M$ in our example) need not be complete.
Moreover, since the solution extends the subset construction, the machine
need not be deterministic either, and thus the computation can be done in
a single step from an FST. The algorithm then becomes subsetTC, which
differs from algorithm subsetT from Section 3.2 in that $T(S,\sigma)$ is replaced
by $T'(S,\sigma) = \varepsilon(\{q \mid \exists p \in S \cdot p \xrightarrow{\sigma} q\}) \cup \{i\}$. The Mealy machine performing
complete regexp matching of $e_3$, computed with subsetTC from the FST
of $e_3$ (Appendix B, Figure 6) and minimized with algorithm minComp (Sec-

A note on languages over $\Sigma$. In the case of languages over a finite
input alphabet $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$, we can speak of complete matching of
a regexp $e \in E_\Sigma$ by a DFA $A$ by adapting Definition 3.3 to the language
of $e$: $\forall w \in \Sigma^* \cdot (w \in L(A) \iff \exists w', w'' \in \Sigma^* \cdot w = w'w'' \land w'' \in L(e))$, or, in
other words, $L(A) = \{w'w'' \in \Sigma^* \mid w'' \in L(e)\} = \Sigma^* \cdot L(e)$. Therefore, if
we denote by $NFA(e)$ an arbitrary NFA accepting $L(e)$, then computing
subsetTC($NFA(e)$) becomes tantamount to computing subset($NFA(e')$)
where $e' = (\sigma_1 + \ldots + \sigma_n)^* \cdot e$. Indeed, the $NFA(e')$ in Figure 4 illustrates the
idea introduced above of preserving the initial state throughout the subset
construction: since 0 contains a transition to itself by any symbol, it will be
present in every macrostate constructed.
Figure 3: The minimal Mealy machine performing complete regexp matching of $e_3 = a(b + c)^+d\langle \alpha \rangle + d((a^*b^* + b^*)c)^+d\langle \beta \rangle$.

Figure 4: For an input-only expression $e$ over $\Sigma = \{\sigma_1, \ldots, \sigma_n\}$, computing \texttt{subset}($NFA(e)$) is equivalent to computing \texttt{subset} on the NFA shown.
Appendix A:

In this appendix we provide a counter-example to the state-merging techniques presented in [19] for minimizing a Mealy machine. The authors present a set of conditions as necessary and sufficient for merging two states in a Mealy machine while preserving its behaviour. As we will show, when applied to the machine in Figure 5, the techniques fail to merge any states (thus making the rules not necessary).

The authors consider the more general case of Mealy machines where transitions may be initiated by multiple input symbols that must be read at the same time, and by possibly more than one combination of symbols. For a transition from state $a_i$ to state $a_j$, the authors encode the transition rule as a ternary vector $X(a_i, a_j)$ of input variables initiating the given transition. Each position in this vector corresponds to a symbol in the alphabet and it will contain ‘1’ if the transition can only be taken when the corresponding symbol is read, ‘0’ if it can only be taken when the symbol is not read or ‘−’ if the transition can be taken whether that symbol is read or not. Thus, the Mealy machines we consider in the our report are the particular case where every transition rule contains 1 in the position of the one symbol initiating that transition while all other positions contain 0. For example, in the Mealy machine with just one symbol shown in Figure 5, $X(p, q) = X(q, r) = X(r, p) = 1$. Moreover, two transitions such that, in some position, one contains 0 and the other 1 are said to be orthogonal.

For a given transition rule $X(a_i, a_j)$, the set of output symbols emitted is denoted by $Y(a_i, a_j)$.

The authors represent the set of states corresponding to transitions from $a_i$ as $A(a_i)$, and divide the cases in which $a_i$ and $a_j$ can be merged into three possible situations:

1. $A(a_i) \cap A(a_j) = \emptyset$,
2. $A(a_i) = A(a_j)$, and
3. $A(a_i) \neq A(a_j)$ and $A(a_i) \cap A(a_j) = \emptyset$.

For i), the condition presented as necessary and sufficient to merge $a_i$ and $a_j$ is that for every $X(a_i, a_h)$ and every $X(a_j, a_t)$, where $a_h$ and $a_t$ are arbitrary states in the machine, $X(a_i, a_h)$ and $X(a_j, a_t)$ must be orthogonal.

In the machine in Figure 5, we can see that, while condition i) is satisfied by every two states, all three transition rules are the same and thus not orthogonal, and so no merging would occur. However, it is easy to see there is an equivalent minimal machine with just one state and a transition to itself, which is obtained by merging the three states into one since they have the same behaviour. Therefore, the orthogonality condition given for situation i) is not a necessary condition.
Figure 5: All states are indistinguishable and therefore should be merged.

B Appendix B:

Figure 6: An FST for $e_3 = e_1 + e_2 = a(b + c)^+d\langle\alpha\rangle + d((a^*b^* + b^*)c)^+d\langle\beta\rangle$. 
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