(p, N)—Choquard logarithmic equation involving a nonlinearity with exponential critical growth: existence and multiplicity *

Eduardo de S. Böer †and Olímpio H. Miyagaki §
Department of Mathematics, Federal University of São Carlos,
13565-905 São Carlos, SP - Brazil
May 25, 2021

Abstract: The present work is concerned with the following version of Choquard Logarithmic equations

\[-\Delta_p u - \Delta_N u + a|u|^{p-2}u + b|u|^{N-2}u + \lambda(\ln | \cdot | * G(u))g(u) = f(u) \text{ in } \mathbb{R}^N,\]

where \(a, b, \lambda > 0\), \(\max\{\frac{N}{2}, 2\} < p < N\), \(f, g : \mathbb{R} \rightarrow \mathbb{R}\) are continuous functions that behave like \(\exp(\alpha |u|^{\frac{N}{N-1}})\) at infinity, for \(\alpha > 0\), and that has polynomial growth, respectively, and \(G(s) = \int_0^s g(\tau)d\tau\). We prove the existence of a nontrivial solution at the mountain pass level and a nontrivial ground state solution. Also, using a version of the Symmetric Mountain-Pass Theorem, we get infinitely many solutions.
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1 Introduction

In the present paper we are interested in the existence and multiplicity of solutions for \((p, N)\)—Choquard logarithmic equations, with a nonlinearity of Moser-Trudinger type,

\[-\Delta_p u - \Delta_N u + a|u|^{p-2}u + b|u|^{N-2}u + \lambda(\ln | \cdot | * G(u))g(u) = f(u) \text{ in } \mathbb{R}^N,\]

with \(a \equiv 1\), \(\lambda \equiv 1\), \(N \geq 3\), \(\max\{\frac{N}{2}, 2\} < p < N\), \(g : \mathbb{R} \rightarrow \mathbb{R}\) a continuous function with polynomial growth and \(f : \mathbb{R} \rightarrow \mathbb{R}\) a continuous function that behaves like \(\exp(\alpha |u|^{N'})\) at infinity, where \(N' = \frac{N}{N-1}\) and whose primitives are given by \(F(s) = \int_0^s f(\tau)d\tau\) and \(G(s) = \int_0^s g(\tau)d\tau\), respectively.

We begin providing a quick overview of literature, focusing especially in works involving the logarithmic kernel. The reader also should pay attention that some topics have a really vast quantity of results, so we choose only some of them to mention in our introduction. We start mentioning that Choquard equations have been extensively studied, without \(N\)-Laplacian operator, in the case \(N \geq 3\), \(p = 2\) and \(f(u) = b|u|^{p-2}u\), it occurred mostly because such equations have many important applications in physics. Also, the kernel in this case presents an easier behaviour to deal with. We can cite as
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examples [15, 21, 23, 24, 28], in which the authors treated many variations of Choquard equation.

On the other hand, when dealing with logarithmic forms of Choquard equations, there are few references addressing the topic. We can cite some recent works [9–11, 13] where the authors have established the results on existence and multiplicity of solutions for equations with polynomial nonlinearity. Moreover, in [4], the authors have dealt with equation (1.1) considering a nonlinearity with exponential critical growth. They have proved the existence of a ground state. Finally, in [8], the authors have proved existence and multiplicity results for the p—fractional Laplacian operator. We would like to say that, while dealing with exponential nonlinearities, some additional difficulties arise what makes necessary to consider some stronger conditions over the nonlinearity.

To finish this overview, we cite some authors that study PDEs involving $N$—Laplacian with exponential critical nonlinearities, e.g. [12, 17, 29], and some that dealt with $(p, q)$—Laplacian equations with exponential behaviour problems, for instance, [2, 6, 16, 27]. It is important to say that, in order to work with an exponential nonlinearity, we need to take $q = N$ in the operator, where $N$ stands for the dimension of the euclidian space. The work that inspired us to study such problem was [14].

The present work intend to extend or complement the results found in the above mentioned papers, combining the critical exponential growth with the $(p, N)$—Laplacian logarithmic Choquard equation. Moreover, it is the first result considering a more general nonlinearity in the convolution with the logarithm, which increases significantly the difficulties to obtain the results and the scope of equations solved.

A great difficulty in our work, as mentioned in the previous works that deal with Choquard logarithmic equations is to guarantee that the Cerami sequences are bounded in the space $X$, which norm is not invariant under translations. They have proved that it happens module translation. However, it makes difficult to apply multiplicity theorems since we do not have a Cerami condition being satisfied. In [10], the boundedness is obtained considering radial functions and prescribed norm, while in [11] they have used subgroups of $O(2)$. In this sense, in our work we provide a new technical result that allow us to get multiplicity for problem (1.1), Lemma 3.9, in which we provide an argument that guarantee, up to a subsequence, the boundedness of Cerami sequences.

We recall that a sequence $(u_n) \subset X$ is said to be a Palais-Smale sequence for the functional $I$ in the level $c$, $(PS)_c$, if it satisfies

$$I(u_n) \to c \quad {\text{and}} \quad ||I'(u_n)||_{X'} \to 0, \quad {\text{as}} \quad n \to +\infty,$$

and $(u_n)$ is said to be a Cerami sequence for the functional $I$ in the level $c$, $(PS)_c$, if it verifies

$$I(u_n) \to c \quad {\text{and}} \quad ||I'(u_n)||_{X'}(1 + ||u_n||_X) \to 0, \quad {\text{as}} \quad n \to +\infty.$$

Clearly, any $(PS)$ sequence is a $(PS)_c$ sequence.

In order to simplify some calculations and make the notation more concise, we will write

$$R(\alpha, s) = \exp(\alpha|s|^{N-2}) - S_{N-2}(\alpha, s) = \sum_{k=1}^{+\infty} \frac{\alpha^k}{k!} |s|^{N-1}k^k,$$

where $S_{N-2}(\alpha_0, s) = \sum_{k=0}^{N-2} \frac{\alpha_0^k}{k!} |s|^{N-1}k^k$.

We recall that a funcion $h$ is said to have subcritical exponential growth at $+\infty$, if

$$\lim_{s \to +\infty} \frac{h(s)}{R(\alpha, s)} = 0, \quad {\text{for all}} \quad \alpha > 0,$$
and we say that $h$ has $\alpha_0$-critical exponential growth at $+\infty$, if

$$
\lim_{s \to +\infty} \frac{h(s)}{R(\alpha, s)} = \begin{cases} 
0, & \forall \alpha > \alpha_0 \\
+\infty, & \forall \alpha < \alpha_0
\end{cases}.
$$

We list below the hypotheses assumed over $g$ and $f$, respectively. Then, we make a brief explanation why any of them are needed. The conditions over $f$ are usual in works involving Moser-Trudinger inequalities, such as [12, 17, 29], and, in this case, are majorly based in [8, 14].

\begin{align*}
\text{(g1)} & \quad g \in C(\mathbb{R}, \mathbb{R}), g(0) = 0, g \text{ is odd and } G(s) \geq 0, \text{ for all } s \in \mathbb{R}. \\
\text{(g2)} & \quad \text{Given } \varepsilon > 0, \text{ for some } \sigma \in (p, \sigma_0), \text{ where } \sigma_0 = \frac{N}{p} + 1, \text{ there exists a constant } b_1 = b_1(\varepsilon, \sigma) > 0 \text{ such that } |g(s)| \leq \varepsilon |s|^{p-1} + b_1 |s|^{\sigma - 1}, \forall s \in \mathbb{R}. \\
\text{(g3)} & \quad \text{There exist } \theta_1 \geq \frac{N}{2} \text{ such that } g(s)s = \theta_1 G(s), \text{ for all } s \in \mathbb{R}. \\
\text{(g4)} & \quad \text{There exist constants } b_2, b_4 > 0 \text{ such that } G(s) \geq b_2 |s|^N + b_4 |s|^p, \forall s \in \mathbb{R}. \\
\text{(g5)} & \quad \text{For some constant } \nu > 0, G(s - \tau) \leq \nu (g(s) - g(\tau))(s - \tau), \forall s, \tau \in \mathbb{R}.
\end{align*}

A prototype of function satisfying conditions (g1) – (g5) is given by the odd extension of $g : [0, +\infty) \to [0, +\infty)$ defined as $g(s) = (\beta + 1)|s|^\beta$, for $s \geq 0$, with $\beta \in (p - 1, \sigma_0 - 1)$. For $f$, we ask

\begin{align*}
\text{(f1)} & \quad f \in C(\mathbb{R}, \mathbb{R}), f(0) = 0, \text{ has critical exponential growth and } F(t) \geq 0, \text{ for all } t \in \mathbb{R}. \\
\text{(f2)} & \quad \lim_{s \to 0} \frac{f(s)}{s^{N-1}} = 0. \\
\text{(f3)} & \quad \text{there exists } \theta_2 \geq 2\theta_1 \text{ such that } f(s)s \geq \theta_2 F(s) > 0, \forall s > 0. \\
\text{(f4)} & \quad \text{there are } q > 2N \text{ and } C_q \geq \frac{K_{10}^{N-1}}{\rho_0^{N-1}} \text{ such that } F(s) \geq C_q |s|^q, \forall s > 0,
\end{align*}

where $K_{10} = K_{10}(q, p, N) > 0, \beta_1$ and $\rho_0 > 0$ will be defined in Corollary 3.2.

We start defining a functional $J_t : L^t(\mathbb{R}^N) \to [0, +\infty]$ by

$$
J_t(u) = \int_{\mathbb{R}^N} \ln(1 + |x|) |u(x)|^t \, dx.
$$

In the cases $t = p$ and $t = N$ we will denote, respectively, by $J_p(u) = ||u||^p_{s,p}$ and $J_N(u) = ||u||^N_{s,N}$.
because, as we will see, they will be norms in the spaces treated. Hence, inspired by [26], we define the spaces

$$X_p = \{ u \in W^{1,p}(\mathbb{R}^N) : ||u||_{*,p} < +\infty \} \quad \text{and} \quad X_N = \{ u \in W^{1,N}(\mathbb{R}^N) : ||u||_{*,N} < +\infty \} ,$$

endowed with the norms $|| \cdot ||_{X_p} = || \cdot ||_{1,p}^{p} + || \cdot ||_{*,p}$ and $|| \cdot ||_{X_N} = || \cdot ||_{1,N}^{N} + || \cdot ||_{*,N}^{N}$, respectively, where $|| \cdot ||_{1,t}$ stands for the usual norm of $W^{1,t}(\mathbb{R}^N)$, $t > 1$. Set $X = X_p \cap X_N$ with the norm $|| \cdot || = || \cdot ||_{X_p} + || \cdot ||_{X_N}$ and $W = W^{1,p}(\mathbb{R}^N) \cap W^{1,N}(\mathbb{R}^N)$ with the norm $|| \cdot || = || \cdot ||_{1,p} + || \cdot ||_{1,N}$.

Sometimes, for simplicity, we will denote $|| \cdot ||_t := || \cdot ||_{p,t} + || \cdot ||_{*,t}$.

The usual condition $(g_1)$ is considered as an inequality instead of the equality. This is imposed in order to get the boundedness of Cerami sequences, Lemma 3.5, in which appears the logarithmic term, that can changes sign. Moreover, we also need an Ambrosetti-Rabinowitz-type condition over $f$, $(f_3)$, to guarantee that the desired sequences are bounded. The arguments made in [10, 11, 13] can not adapt immediately, because we need a bit more information about $|| \nabla \cdot ||_N$ in order to get the boundedness of the integral involving the exponential term.

Condition $(g_4)$ is needed to obtain Lemma 3.1, which makes possible to obtain boundedness and convergence inside the space $X$.

Finally, condition $(g_5)$ makes possible to obtain the key Proposition to prove Theorem 1.1, Proposition 4.1, since the logarithmic changes sign and we need a way to control this term in order to get strong convergence in $W$ and $X$.

Now we are ready to enunciate our first main result, which guarantees the existence of a ground state solution and a Mountain-Pass solution for (1.1).

**Theorem 1.1.** Assume $(f_1) - (f_4)$, $(g_1) - (g_5)$, $q > 2N$ and that $C_q > 0$ is sufficiently large. Then,

(i) problem (1.1) has a solution $u \in X \setminus \{0\}$ verifying $I(u) = c_{mp}$, where

$$c_{mp} = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I(\gamma(t)), \quad (1.2)$$

with $\Gamma = \{ \gamma \in C([0,1], X) : \gamma(0) = 0 \ , \ I(\gamma(t)) < 0 \}$. 

(ii) Problem (1.1) has a nontrivial ground state solution, i.e there exists $u \in X \setminus \{0\}$ such that $I(u) = c_g = \inf \{ I(v) : v \in X \setminus \{0\} \}$ is a solution of (1.1).

For the second main result, we are concerned with multiplicity of solutions. To do so, we will apply a version of the Symmetric Mountain-Pass Theorem, due to Rabinowitz [1]. For this purpose, we need the functional $I$ to be even, so we replace the condition $(f_1)$ by the condition below.

$$(f'_1) \quad f \in C(\mathbb{R}, \mathbb{R}) \ , \ f \text{ is odd, has critical exponential growth and } F(s) \geq 0, \text{ for all } s \in \mathbb{R}.$$ 

It is interesting to observe that the idea used in [8] to obtain multiplicity cannot be applied to this, since we do not have the desired geometry, for instance, the homogeneity, even considering more growth conditions over $f$ and $g$.

Hence, we are able to enunciate the second main result.

**Theorem 1.2.** Suppose $(f'_1) - (f_4)$, $(g_1) - (g_5)$, $q > 2N$ and that $C_q > 0$ is sufficiently large. Then, problem (1.1) has infinitely many solutions.

Throughout this paper, we fix the values $r_1, r_2 > 1$, with $r_1 \sim 1$ and $\frac{1}{r_1} + \frac{1}{r_2} = 1$, and we will use the following notations: $L^1(\mathbb{R}^N)$ denotes the usual Lebesgue space with norm $|| \cdot ||_t$; $X'$ denotes the...
dual space of $X$; $B_r(x)$ is the ball centred in $x$ with radius $r > 0$; $K_1, K_2, \ldots$ denotes constants that appears in important estimatives; $C, C_1, C_2, \ldots$ will denote different positive constants that appear inside the calculations and whose exact values are not essential; $\mapsto$ stands for compact embeddings.

The paper is organized as follows: in Section 2 we present the framework necessary to study problem (1.1), the spaces involved and the regularity of the associated functional. Section 3 is devoted to get some technical results, concerning boundedness and convergence of sequences in the spaces of interest, and the geometry of the associated functional. In Section 4, we finish the proof of the first main result, while in Section 5 we prove the second main result. Finally, Section 6 consists in the discuss of related problems using the techniques applied in this work.

### 2 Framework for problem (1.1)

In this section, we will present some properties of the spaces $W$ and $X$ and provide some technical results that guarantee that the associated functional is well-defined and of class $C^1$ over $X$.

Before we start providing the results, we call attention to the fact that, once $\frac{N}{2} < p, N < p^*$, where $p^* = \frac{Np}{N-p}$ is the Sobolev critical exponent.

**Proposition 2.1.** Concerning the space $X$ we have the following embeddings:

(a) $X \hookrightarrow W^{1, p} (\mathbb{R}^N)$, $X \hookrightarrow W^{1, N} (\mathbb{R}^N)$, $X \hookrightarrow W$ and $X \hookrightarrow L^1 (\mathbb{R}^N)$, for all $t \geq p$.

(b) $X \hookrightarrow L^t (\mathbb{R}^N)$, for all $t \geq p$.

**Proof.** For item (a) one only needs to be reminded that $W^{1, p} (\mathbb{R}^N) \hookrightarrow L^t (\mathbb{R}^N)$, for all $t \in [p, p^*]$, and $W^{1, N} (\mathbb{R}^N) \hookrightarrow L^t (\mathbb{R}^N)$, for all $t \geq N$. From this, the definition of $d(\cdot)$ and the fact that $N < p^*$, the assertion follows. For item (b), we use the fact that $\ln (1 + |x|)$ is coercive, the interpolation inequality for $L^t (\mathbb{R}^N)$ spaces, the fact that $N < p^*$ and a diagonal argument. \hfill \Box

We say that $u \in X$ is a weak solution for (1.1) if it verifies

$$
\int_{\mathbb{R}^N} |\nabla u|^{p-2} \nabla u \nabla \varphi + |u|^{p-2} u \varphi \, dx + \int_{\mathbb{R}^N} |\nabla u|^{N-2} \nabla u \nabla \varphi + |u|^{N-2} u \varphi \, dx
$$

$$
+ \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln(|x - y|) G(u(x)) g(u(y)) \varphi(y) \, dxdy - \int_{\mathbb{R}^N} f(u) \varphi \, dx = 0, \quad \forall \varphi \in X.
$$

In this sense, we seek for an associated functional with (1.1). First of all, inspired by [11], we define three auxiliary functionals, $V_1 : W \to [0, \infty)$, $V_2 : Y \to [0, \infty)$ and $V_0 : W \to \mathbb{R} \cup \{\infty\}$, given by

$$
u \mapsto V_1 (u) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln (1 + |x - y|) G(u(x)) G(u(y)) \, dxdy,$$

$$
u \mapsto V_2 (u, v) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln \left(1 + \frac{1}{|x - y|} \right) G(u(x)) G(u(y)) \, dxdy,$$

$$
u \mapsto V_0 (u, v) = V_1 (u, v) - V_2 (u, v) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln (|x - y|) G(u(x)) G(u(y)) \, dxdy.
$$

These definitions are understood to being over measurable function $u, v : \mathbb{R}^N \to \mathbb{R}$, such that the integrals are defined in the Lebesgue sense, where $Y := L^{\frac{2N}{p}} (\mathbb{R}^N) \cap L^{\frac{2N}{N-p'}} (\mathbb{R}^N) \cap L^{\frac{2N}{N-(\sigma-1)p'}} (\mathbb{R}^N)$,
with \( \sigma \in (p, \sigma_0) \), where \( \sigma_0 = \frac{N}{p'} + 1 \). Then, we consider the Euler-Lagrange functional associated with (1.1), \( I : X \to \mathbb{R} \), given by

\[
I(u) = \frac{1}{p}||u||_{1,p}^p + \frac{1}{N}||u||_{1,N}^N + \frac{1}{2}V_0(u) - \int_{\mathbb{R}^N} F(u)dx.
\]

The aim of the following results in this section is to guarantee that \( I \) is well-defined for all \( u \in X \) and that \( I \in C^1(X, \mathbb{R}) \). We start focusing in the term involving the logarithm.

**Lemma 2.1.** Let \( r \in (p, N) \). Then, \( J_r(u) \leq ||u||_{p,r}^p + ||u||_{s,N}^N < +\infty \), for all \( u \in X \).

**Proof.** Consider the set \( \Omega_1 = \{ x \in \mathbb{R}^N : |u(x)| < 1 \} \) and \( \Omega_2 = \{ x \in \mathbb{R}^N : |u(x)| \geq 1 \} \). Since \( r \in (p, N) \), we have \( |u(x)|^r \leq |u(x)|^p \), for all \( x \in \Omega_1 \), and \( |u(x)|^r \leq |u(x)|^N \), for all \( x \in \Omega_2 \). Then,

\[
J_r(u) \leq ||u||_{p,r}^p + ||u||_{s,N}^N < +\infty, \forall u \in X.
\]

\[\square\]

**Remark 2.1.**

1. From condition \((g_2)\), we obtain that \( \sigma \in (p, N) \) and \( (\sigma - 1)p' \in (p, N) \). Hence, Lemma 2.1 is applicable to these values.

2. Given \( \varepsilon > 0 \), for some \( \sigma \in (p, \sigma_0) \), from conditions \((g_2)\) and \((g_4)\), there exists a constant \( b_3 = b_3(\varepsilon, \sigma) > 0 \) such that

\[
b_2|s|^N + b_4|s|^p \leq G(s) \leq \varepsilon|s|^p + b_3|s|^\sigma, \forall s \in \mathbb{R}.
\]

3. Let \( u \in W \). Then, from Lemma 2.1 and \((g_2)\), there exists a constant \( K_1 = K_1(p, \sigma) > 0 \), such that

\[
\int_{\mathbb{R}^N} \ln(1 + |x|)g(u)||u||dx \leq K_1(||u||_{p,r}^p + ||u||_{s,N}^N)^{q-1}, \forall u \in W.
\]

4. We also recall that, for \( r > 0 \), \( \ln(1 + r) \leq r \) and

\[
\ln(1 + |x - y|) \leq \ln(1 + |x|) + \ln(1 + |y|), \forall x, y \in \mathbb{R}^N.
\]

**Lemma 2.2.** We have the following estimatives:

(a) There exists a constant \( K_2 = K_2(p, N, \sigma) > 0 \) such that

\[
V_2(u) \leq K_2 \left(||u||_{2N-p}^{2p-2N} + ||u||_{2N-\sigma}^{2N-\sigma}\right), \forall u \in L^{\frac{2N}{2N-p}}(\mathbb{R}^N) \cap L^{\frac{2N}{2N-\sigma}}(\mathbb{R}^N).
\]

(b) There exists a constant \( K_3 = K_3(p, N, \sigma) > 0 \) such that

\[
V_1(u) \leq K_3(||u||_X^{2p} + ||u||_{X+N}^{p+N} + ||u||_{X,N}^{p+\sigma} + ||u||_{X,N}^{\sigma+N}), \forall u \in X.
\]

**Proof.** For item (a), we use equation (2.1), the Hardy-Littlewood-Sobolev inequality (HLS)(found in [19]), with \( \alpha = \beta = 0, \lambda = 1 \) and a natural choice for \( q \) and \( t \), that is \( q = t = \frac{2N}{2N-p} \), and standard arguments. In the other hand, we have item (b) combining equations (2.1) and (2.3) and Lemma 2.1 with \( r = \sigma \).
Remark 2.2. From Lemma 2.2, the functionals $V_1, V_2$ and $V_0$ are well-defined over $X$. Moreover, the functional $V_2$ is well-defined over $L^{\frac{2N}{2N-1}}(\mathbb{R}^N) \cap L^{\frac{2N}{2N-\sigma}}(\mathbb{R}^N)$.

The next two lemmas are technical results needed to prove that $V_1$ and $V_2$ are of $C^1$ classes.

Lemma 2.3. Let $(\varphi_n) \subset X$ and $\varphi \in X$. Then,

(a) If $\varphi_n \to \varphi$ in $W$ or $\varphi_n \to \varphi$ in $X$, then there exists a subsequence $(\varphi_{n_k}) \subset (\varphi_n)$ and a function $h \in W$ such that $\varphi_{n_k}(x) \to \varphi(x)$ a.e. in $\mathbb{R}^N$ and $|\varphi_{n_k}(x)| \leq h(x)$, for all $k \in \mathbb{N}$ and a.e. in $\mathbb{R}^N$.

(b) If $\varphi_n \to \varphi$ in $X$, then there exists a subsequence $(\varphi_{n_k}) \subset (\varphi_n)$ and a function $h \in X$ such that $\varphi_{n_k}(x) \to \varphi(x)$ a.e. in $\mathbb{R}^N$ and $|\varphi_{n_k}(x)| \leq h(x)$, for all $k \in \mathbb{N}$ and a.e. in $\mathbb{R}^N$.

Proof. The proof is a consequence of [8, Lemma 2.1] and can be done similarly.

Lemma 2.4. Let $u_n \to u$ in $X$. Then, up to a subsequence, we have

$$\int_{\mathbb{R}^N} \ln(1 + |x|)|G(u_n) - G(u)|dx \to 0 \quad \text{and} \quad \int_{\mathbb{R}^N} \ln(1 + |x|)|g(u_n) - g(u)|^p \, dx \to 0.$$

Proof. The proof follows from Lemma 2.3, equation (2.1), condition (g2), the Dominated Convergence Theorem and by standard arguments.

Then, we are ready to guarantee that $V_1$ and $V_2$ are of $C^1$ classes. In order to make the paper concise, we only sketchy the proof. Remember that $Y := L^{\frac{2N}{2N-1}}(\mathbb{R}^N) \cap L^{\frac{2N}{2N-\sigma}}(\mathbb{R}^N) \cap L^{\frac{2N}{2N-(\sigma-1)p'}}(\mathbb{R}^N)$.

Lemma 2.5. (a) Let $u, v \in X$. Then, the Gateaux derivative of $V_1$ is given by

$$V'_1(u)(v) = 2 \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln(1 + |x - y|)G(u(x))g(u(y))v(y) \, dx \, dy.$$ 

Moreover, $V_1 \in C^1(X, \mathbb{R})$.

(b) Let $u, v \in Y$. Then, the Gateaux derivative of $V_2$ is given by

$$V'_2(u)(v) = 2 \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln \left(1 + \frac{1}{|x - y|}\right)G(u(x))g(u(y))v(y) \, dx \, dy.$$ 

Moreover, $V_2 \in C^1(Y \cap L^{\frac{2N}{2N-1}}(\mathbb{R}^N), \mathbb{R})$.

Proof. (a) We apply standard arguments, making use of the Mean Value Theorem, condition (g2), equation (2.1), Hölder inequality, Lemma 2.1, the Dominated Convergence Theorem, Lemma 2.4 and equation (2.2). Moreover, we get that

$$||V'_1(u)||_Y \leq K_4(||u||^p_X + ||u||^{2p-1}_X), \quad \forall \, u \in X,$$

where $K_4 = K_4(p, \sigma, N) > 0$.

(b) In light of Remark 2.1-(4), we use the Mean Value Theorem, the HLS inequality repeatedly, equation (2.1), condition (g2), the Dominated Convergence Theorem and standard arguments. Moreover, we obtain

$$||V'_2(u)||_Y \leq K_5(||u||^3_{Y^*} + ||u||^{2p+\sigma-1}_Y), \quad \forall \, u \in Y,$$
where \( K_5 = K_5(p, \sigma, N) > 0 \). The reader should observe that the intersection \( Y \cap L^{2N}\langle R^N \rangle \) is needed only to guarantee that \( V'_2 \) is continuous, since it will be necessary get some convergence related to \( L^{2N}\langle R^N \rangle \).

\[ \text{Remark 2.3.} \quad (1) \text{ From condition } (g_3), V'_2(u)(u) = \theta_1 V_2(u), \text{ for all } u \in Y. \text{ Hence, from Lemma 2.2-(a), we conclude that there exists a constant } K_6 = \theta_1 K_2 > 0 \text{ such that } \\
V'_2(u)(u) \leq K_6 \left( ||u||^{2p}_{\frac{2N}{N-1}} + ||u||^{2\sigma}_{\frac{2N}{N-\sigma}} \right), \forall u \in Y. \\
(2) \text{ From condition } (g_3), V'_1(u)(u) = \theta_1 V_1(u), \text{ for all } u \in X. \text{ Therefore, from Lemma 2.2-(b), there exists a constant } K_7 = \theta_1 K_3 > 0 \text{ such that } \\
V'_1(u)(u) \leq K_7 (||u||^p_X + ||u||^{p+N}_{X} + ||u||^{\alpha+N}_{X}), \forall u \in X. \]

**Corollary 2.1.** The functionals \( V_1, V_2 \) and \( V_0 \) belongs to \( C^1(X, R) \).

Next, we will focus on the term involving the nonlinearity \( f \). We start remembering the reader the famous Moser-Trudinger lemma, which makes possible to study such type of nonlinearities.

**Lemma 2.6.** (Moser-Trudinger Lemma [12, 22]) Let \( N \geq 2, \alpha > 0 \) and \( u \in W^{1,N}(R^N) \). Then,

\[ \int_{\mathbb{R}^N} [\exp(\alpha |u|^N) - S_{N-2}(\alpha, u)] dx < \infty, \]

where \( S_{N-2}(\alpha, u) = \sum_{k=0}^{N-2} \frac{\alpha^k}{k!} |u|^{N+k} \). Moreover, if \( ||\nabla u||^N_N \leq 1, ||u||_N \leq M < \infty \) and \( \alpha < \alpha_N = N \omega_{N-1} \), where \( \omega_{N-1} \) is the \((N-1)\)-dimensional measure of \((N-1)\)-sphere, then there exists a constant \( C_0 = C(\alpha, N, M) \) such that

\[ \int_{\mathbb{R}^N} [\exp(\alpha |u|^N) - S_{N-2}(\alpha, u)] dx \leq C(\alpha, N, M) = C_0. \]

The next technical lemma allow us to conclude that \( R(\alpha, u)^l \in L^1(\mathbb{R}^N) \), for \( \alpha > 0, u \in X, l \geq 1. \)

**Lemma 2.7.** ([18, Lemma 2.3]) Let \( \alpha > 0 \) and \( r > 1 \). Then, for every \( \beta > r \), there exists a constant \( C_\beta = C(\beta) > 0 \) such that

\[ (\exp(\alpha |t|^p) - S_{N-2}(\alpha, t))^r \leq C_\beta (\exp(\beta \alpha |t|^p) - S_{N-2}(\beta \alpha, t)), \]

with \( \frac{1}{p} + \frac{1}{p'} = 1. \)

**Corollary 2.2.** Let \( \alpha > 0 \). Then, \( R(\alpha, u)^l \in L^1(\mathbb{R}^N) \), for all \( u \in W^{1,N}(\mathbb{R}^N) \) and \( l \geq 1. \) In particular, it holds for all \( u \in X. \)

**Corollary 2.3.** Let \( u \in W^{1,N}(\mathbb{R}^N) \), \( r > N, l \geq 1, \beta > 0 \) and \( ||u||_{1,N} \leq M, \) for \( M > 0 \) sufficiently small. Then, there exists a constant \( K_8 = K_8(\beta, N, M, l) > 0 \) such that

\[ \int_{\mathbb{R}^N} |u|^r R(\beta, u)^l dx \leq K_8 ||u||^r_\alpha, \]
for some $t_0 > N$. Moreover, there exists a constant $K_9 = K_9(\beta, N, M, l) > 0$ such that

$$
\int_{\mathbb{R}^N} |u|^r R(\beta, u)^l \, dx \leq K_9 \|u\|_X^r.
$$

The reader should observe that Corollary 2.3 asserts that it is possible to obtain the estimates either controlling the norm $\|\cdot\|_{1,N}$, as we presented, or controlling the exponent $\beta$ instead. Both forms are equally important inside of the work. In the sequence, we present two useful inequalities for the nonlinearity $f$ and its primitive, both are valid for $r > N$ although we will use it majorly for $r = q > 2N$.

**Remark 2.4.** Given $\varepsilon > 0$, $r > N$ and $\alpha > \alpha_0$, from $(f_2)$ and $(f_1)$, for all $u \in W$, there exists a constant $b_5 = b_5(\varepsilon, \alpha, r) > 0$ such that

$$
|f(u)| \leq \varepsilon |u|^{N-1} + b_5 |u|^{r-1} R(\alpha, u) \tag{2.4}
$$

Similarly, there exists a constant $b_6 = b_6(\varepsilon, \alpha, r) > 0$ satisfying

$$
|F(u)| \leq \varepsilon |u|^N + b_6 |u|^r R(\alpha, u). \tag{2.5}
$$

In order to see that the term involving $F$ and $f$ in the functional and in its derivative, respectively, are continuous, we need the following lemma. Its proof can be done similarly as in [8, Lemma 2.5], so we omit it here.

**Lemma 2.8.** Let $(u_n) \subset X$ and $u \in X$ such that $u_n \to u$ on $W$. Then, we have

$$
\int_{\mathbb{R}^N} F(u_n) \to \int_{\mathbb{R}^N} F(u) \quad \int_{\mathbb{R}^N} f(u_n)u_n \to \int_{\mathbb{R}^N} f(u)u \quad \text{and} \quad \int_{\mathbb{R}^N} f(u_n)v \to \int_{\mathbb{R}^N} f(u)v, \quad \forall v \in X.
$$

Therefore, the results of this section guarantee that $I$ is well-defined for all functions $u \in X$ and that $I \in C^1(X, \mathbb{R})$.

## 3 Preliminary results and geometry of $I$

We start this section providing some technical results concerning the boundedness and convergence of sequences in $X$. Then, we verify that $I$ has the mountain pass geometry and finish this section guaranteeing that certain sequence is bounded in $W$ and under what conditions we can control the term involving $f, F$, for this sequence.

**Lemma 3.1.** Let $u \in (L^p(\mathbb{R}^N) \cap L^N(\mathbb{R}^N)) \setminus \{0\}$ such that $u_n(x) \to u(x)$ a.e. in $\mathbb{R}^N$ and $(v_n) \subset L^p(\mathbb{R}^N) \cap L^N(\mathbb{R}^N)$ bounded. Set

$$
\omega_n = \int_{\mathbb{R}^N \times \mathbb{R}^N} \ln(1 + |x-y|)G(u_n(x))G(v_n(y)) \, dx dy, \quad \forall n \in \mathbb{N}.
$$

If $\sup_{n \in \mathbb{N}} \omega_n < +\infty$, then $\|v_n\|_*$ is bounded. Moreover, if $\omega_n \to 0$ and $\|v_n\|_{L^p(\mathbb{R}^N) \cap L^N(\mathbb{R}^N)} \to 0$, as $n \to +\infty$, then $\|v_n\|_* \to 0$.

**Proof.** First of all, from the Ergorov’s Theorem, there exists $R \in \mathbb{N}$, $\delta > 0$, $n_0 \in \mathbb{N}$ and $A \subset B_R$, such that $A$ is measurable, $\mu(A) > 0$ and $u_n(x) > \delta$, for all $x \in A$ and for all $n \geq n_0$. From this and (2.1),
with \( \varepsilon = 1 \), together with \( \ln \) properties, we have

\[
\omega_n \geq \frac{b_2 \delta^N \mu(A)}{2} \int_{B_2^R} \ln(1 + |y|)|v_n(y)|^N \, dy + \frac{b_2 b_3 \delta^N \mu(A)}{2} \int_{B_2^R} \ln(1 + |y|)|v_n(y)|^p \, dy
\]

\[
+ \frac{b_2 b_4 \delta^p \mu(A)}{2} \int_{B_2^R} \ln(1 + |y|)|v_n(y)|^p \, dy + \frac{b_2^2 \delta^p \mu(A)}{2} \int_{B_2^R} \ln(1 + |y|)|v_n(y)|^p \, dy
\]

\[
\geq C_1(\|v_n\|_{L^p([0,1])}^p - \ln(1 + 2R)\|v_n\|_{L^p}^p + \|v_n\|_{L^p}^N - \ln(1 + 2R)\|v_n\|_{L^N}^N), \quad \forall n \geq n_0,
\]

where \( C_1 = \frac{1}{2} \min \left\{ \frac{b_2^2 \delta^N \mu(A)}{2}, \frac{b_2 b_3 \delta^N \mu(A)}{2}, \frac{b_2 b_4 \delta^p \mu(A)}{2}, \frac{b_2^2 \delta^p \mu(A)}{2} \right\} \). Thus, \( \|v_n\| \) is bounded. Moreover, from the above inequality, if \( \omega_n \to 0 \) and \( \|v_n\|_{L^p([0,1])} \to 0 \), we conclude that \( \|v_n\| \to 0 \).

**Lemma 3.2.** Let \( (u_n) \subset X \) such that \( u_n \rightarrow u \) in \( X \). Then,

\[
\lim_{n \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \ln(1 + |x - y|)G(u_n(x))g(u(y))(u_n(y) - u(y)) \, dx \, dy = 0.
\]

**Proof.** We basically use condition \((g_2)\) and equation \((2.1)\). The only term that appears in the calculations and we need to be careful is

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \ln(1 + |y|)|u_n(x)|^\sigma |u(y)|^{\sigma - 1}|u_n(y) - u(y)| \, dx \, dy.
\]

But it can be dealt analogously as [8, Lemma 3.1].

**Lemma 3.3.** There exists \( \rho > 0 \) satisfying

\[
m_{\beta} = \inf \{I(u) : u \in X, \|u\| = \beta\}, \text{ for all } \beta \in (0, \rho)
\]

and

\[
n_{\beta} = \inf \{I'(u)(u) : u \in X, \|u\| = \beta\}, \text{ for all } \beta \in (0, \rho).
\]

**Proof.** Let \( u \in X \setminus \{0\}, \alpha > \alpha_0 \) and \( r_1, r_2 > 1 \), with \( r_1 \sim 1 \) and \( \frac{1}{r_1} + \frac{1}{r_2} = 1 \), such that \( r_1 \alpha \|u\|_{L^N} < \alpha \). Then, from equation \((2.5)\), Lemma 2.2-(a) and Lemma 2.6, we have

\[
I(u) \geq \frac{1}{N}\|u\|_{L^1}^N + \frac{1}{N}\|u\|_{L^2}^N - \frac{K_2}{2}\|u\|_{L^p}^{2p - N} - \frac{K_2}{2}\|u\|_{L^\sigma}^{2\sigma - N} - \varepsilon\|u\|_{L^N}^N - b_0 K_{\alpha}\|u\|_{L^2}^\alpha
\]

\[
\geq \|u\|_{L^N}^N \left[ 1 - \varepsilon C_1 - C_2\|u\|^{2p - N} - C_3\|u\|^{2\sigma - N} - C_4\|u\|^{\sigma - N} \right].
\]

Observe that, since \( \frac{N}{2} < p < \sigma \) and \( q > 2N, 2p - N > 0, 2\sigma - N > 0 \) and \( q - N > 0 \). Thus, for \( \varepsilon, \rho > 0 \) sufficiently small, we have \( I(u) > 0 \). On the other hand, from equation \((2.5)\), Remark 2.3-(1) and Lemma 2.6, follows that

\[
I'(u)(u) \geq \|u\|_{L^N}^N \left[ 1 - \varepsilon C_5 - C_6\|u\|^{2p - N} - C_7\|u\|^{2\sigma - N} - C_8\|u\|^{\sigma - N} \right].
\]

Hence, for \( \varepsilon, \rho > 0 \) sufficiently small, we conclude that \( I'(u)(u) > 0 \).
Lemma 3.4. Let \( u \in X \setminus \{0\}, t > 0 \) and \( q > 2N \). Then,

\[
\lim_{t \to 0} I(tu) = 0, \quad \sup_{t > 0} I(tu) < +\infty \text{ and } I(tu) \to -\infty, \; \text{as } t \to +\infty.
\]

Proof. Let \( u \in X \setminus \{0\}, t > 0 \) and \( q > 2N \). From \((f_4)\) and Lemma 2.2-(b), we have

\[
I(tu) \leq \frac{t^p}{p} ||u||_p^p + \frac{t^N}{N} ||u||_N^N + K_3t^{2p}||u||_X^{2p} + K_3t^{p+q}||u||_X^{p+q} + K_3t^{p+q}||u||_X^{p+q}
\]

Now, consider \( t > 0 \) such that \( r_1 \alpha t^N ||u||_1^N < \alpha N \). Then, from (2.5) and Lemma 2.6, we obtain that

\[
\int_{\mathbb{R}^N} F(tu)dx \to 0.
\]

From Lemma 2.2, \( V_0(tu) \to 0 \) as well. Therefore, \( I(tu) \to 0 \) as \( t \to 0 \). Finally, from the fact that \( I \) is \( C^1 \), we conclude that \( \sup_{t > 0} I(tu) < +\infty. \)

\( \square \)

Remark 3.1. From Lemmas 3.3 and 3.4, we conclude that \( I \) has the mountain pass geometry. Thus, the value \( c_{mp} \), defined in (1.2), is well-defined and satisfies \( 0 < m_\rho \leq c_{mp} < +\infty \). Moreover, there exists a Cerami sequence for \( I \) in level \( c_{mp}. \)

Consider a sequence \((u_n) \subset X\) satisfying

\[
\exists \; d > 0 \; \text{s.t.} \; I(u_n) \leq d, \; \forall \; n \in \mathbb{N} \; \text{and} \; ||I'(u_n)||_{X'}(1 + ||u_n||_X) \to 0, \; \text{as} \; n \to +\infty. \quad (3.3)
\]

Lemma 3.5. Let \((u_n) \subset X\) satisfying (3.3). Then, \((u_n)\) is bounded in \( W \).

Proof. From (3.3), \((f_3)\) and \((g_3)\), we have

\[
d + o(1) \geq I(u_n) - \frac{1}{2\theta_1} I'(u_n)(u_n) \geq \left( \frac{1}{p} - \frac{1}{2\theta_1} \right) ||u_n||_1^p + \left( \frac{1}{N} - \frac{1}{2\theta_1} \right) ||u_n||_1^N, \; \forall \; n \in \mathbb{N}.
\]

Then,

\[
\left[ \left( \frac{1}{N} - \frac{1}{2\theta_1} \right) d \right]^\frac{N}{N-1} + \left[ \left( \frac{1}{p} - \frac{1}{2\theta_1} \right) d \right]^\frac{1}{p} + o(1) \geq ||u_n||_1, \; \forall \; n \in \mathbb{N}.
\]

Therefore, \((u_n)\) is bounded in \( W \).

\( \square \)

Remark 3.2. From Lemma 3.5, for a sequence satisfying (3.3), with \( d = c_{mp} \), or a Cerami sequence in the level \( c_{mp} \), we conclude that

\[
||u_n||_1^N \leq o(1) + \left( \frac{1}{N} - \frac{1}{2\theta_1} \right) \frac{N}{N-1} \frac{c_{mp}}{c_{mp}} \leq \left( \frac{1}{N} \right) \frac{N-1}{N} c_{mp}, \; \forall \; n \in \mathbb{N}.
\]

Thus, up to a subsequence, we obtain \( ||u_n||_1^N \leq \left( \frac{1}{N} \right) \frac{N-1}{N} c_{mp}, \) for all \( n \in \mathbb{N} \).

Lemma 3.6. There exists a constant \( K_{10} = K_{10}(q,p,N) > 0 \) such that \( c_{mp} \leq \frac{K_{10}}{c_{mp}^q} \), where \( \beta_1 = \frac{p}{q-p} \).

Proof. First of all, define the set \( \mathcal{A} = \{ u \in X : u \neq 0 \text{ and } V_0(u) \leq 0 \}. \) We need to verify that \( \mathcal{A} \neq \emptyset \). In order to do so, we define the set \( \Omega = \{(x,y) \in \mathbb{R}^N \times \mathbb{R}^N : |x-y| \geq 1\} \subset \mathbb{R}^N \times \mathbb{R}^N \) and, for \( t > 0 \), define \( u_t(x) = t^2 u(tx) \), for all \( x \in \mathbb{R}^N \). Moreover, to make the notation concise, set

\[
\varphi_{s,r}(u) := \iint_{\Omega} \ln(|x-y|) |u(x)|^s |u(y)|^r \, dx \, dy, \; \forall \; u \in X.
\]
Then, from (2.1) and change of variables, we have
\[
V_0(u) \leq \iint_{\Omega} \ln(|x-y|)G(u(x))G(u(y))\,dx\,dy \\
\leq [1 - \ln t]t^{4\sigma-2}\varphi_{p,p}(u) + 2b_3[1 - \ln t]t^{2\sigma+2\sigma-2}\varphi_{p,\sigma}(u) + b_0^2[1 - \ln t]t^{4\sigma-2}\varphi_{\sigma,\sigma}(u) \to -\infty,
\]
as \( t \to +\infty \). Hence, \( A \neq \emptyset \). Now, from [14, Lemma 2.1], there exists a constant \( C = C(p, q, N) > 0 \) such that \( ||u|| \geq C||u||_q \). Thus, for any \( v \neq 0 \), makes sense to define
\[
S_q(v) = \frac{||v||_q}{||v||_q} \geq C \quad \text{and} \quad S_q = \inf_{v \in A} S_q(v) \geq \inf_{v \in W \setminus \{0\}} S_q(v) > 0.
\]
From Lemma 3.4, for \( v \in A \) and \( T > 0 \) sufficiently large, we have \( I(Tv) < 0 \). Consider \( \gamma : [0, 1] \to X \) given by \( \gamma(t) = tTv \). Then, \( \gamma \in \Gamma \) and \( c_{mp} \leq \max_{t \geq 0} I(tv) \). Hence, for \( \psi \in A \), we obtain
\[
c_{mp} \leq \max_{t \geq 0} \left\{ \frac{S_q(\psi)^p}{p} \psi^p ||\psi||_q^p + \frac{S_q(\psi)^N}{p} t^N ||\psi||_q^N - C_q t^q ||\psi||_q^q \right\} \\
= \max_{s \geq 0} \left\{ \frac{S_q(\psi)^p}{p} s^p + \frac{S_q(\psi)^N}{p} s^N - C_q s^q \right\} \\
\leq \max_{s \geq 0} h_1(s) + \max_{s \geq 0} h_2(s),
\]
where \( h_1, h_2 : [0, +\infty) \to \mathbb{R} \) are given, respectively, by
\[
h_1(s) = \frac{S_q(\psi)^p + S_q(\psi)^N}{p} s^p - C_q s^q \quad \text{and} \quad h_2(s) = \frac{S_q(\psi)^p + S_q(\psi)^N}{p} s^N - C_q s^q
\]
Through some calculations and taking the infimum over all \( \psi \in A \), one can find two constants \( C_1 = C_1(p, q, N) > 0 \) and \( C_2 = C_2(p, q, N) > 0 \) such that \( \max_{s \geq 0} h_1(s) \leq \frac{C_1}{c_{mp}} \) and \( \max_{s \geq 0} h_2(s) \leq \frac{C_2}{c_{mp}} \).

Therefore, considering \( K_{10} = 2 \max\{C_1, C_2\} \), we get the result. \( \square \)

The next corollary is an immediate consequence of Lemma 3.6 and Remark 3.2. It will allow us to apply the Moser-Trudinger Lemma for sequences under those hypotheses, once we can make \( \rho_0 \) as small as we need.

**Corollary 3.1.** Let \((u_n) \subset X\) satisfying (3.3), for \( d \in (0, c_{mp})\), or being a Cerami sequence for \( I \) at level \( c_{mp}, q > 2N \) and \( C_q > 0 \) sufficiently large. Then, we can find \( \rho_0 \) sufficiently small, such that
\[
\limsup_n ||u_n||_1^{N'} \leq \rho_0^{N'}.
\]

**Lemma 3.7.** Let \((u_n) \subset X\) be bounded in \( W \) such that
\[
\liminf_{y \in \mathbb{Z}^N} \sup_{x \in B_2(y)} |u_n(x)|^p \,dx > 0.
\]
Then, there exists \( u \in W \setminus \{0\} \) and \((y_n) \subset \mathbb{Z}^N\) such that, up to a subsequence, \( y_n * u_n = \bar{u}_n \to u \) in \( W \).

**Proof.** From (3.4) and \( \liminf \) properties, there exists a constant \( C_1 > 0 \) such that, passing to a subse-
Hence, \( L_\infty \) is continuous, we have that

\[
\| \cdot \|_u \leq C \| \cdot \|_N,
\]

Thus, for each \( n \in \mathbb{N} \), from \( \sup \) definition, there exists a sequence \( (y_n^k) \subset \mathbb{Z}^N \) satisfying

\[
\lim_{k \to +\infty} \int_{B_2(y_n^k)} |u_n(x)|^p \, dx = \sup_{y \in \mathbb{Z}^N} \int_{B_2(y)} |u_n(x)|^p \, dx > C_1.
\]

Then, for each \( n \in \mathbb{N} \), there exists \( k_0^n \in \mathbb{N} \) verifying

\[
\int_{B_2(y_{k_0}^n)} |u_n(x)|^p \, dx > C_1.
\]

Moreover, since \( (u_n) \) is bounded in \( W \), there exists \( C_2 > 0 \) such that

\[
C_2 > \|u\|^p \geq \|u_n\|^p \geq \int_{B_2(y_{k_0}^n)} |u_n(x)|^p \, dx > C_1.
\]

Hence, we obtain a sequence indexed in \( n \in \mathbb{N} \) satisfying

\[
\left( \int_{B_2(y_{k_0}^n)} |u_n(x)|^p \, dx \right) \subset [C_2, C_1]. \tag{3.5}
\]

Consider \( (u_n) \) and \( (y_n) \) the subsequences obtained by the above construction. Let \( \tilde{u}_n = y_n * u_n \). So, as \( \| \cdot \| \) is \( \mathbb{Z}^N \)-invariant, \( (\tilde{u}_n) \) is bounded in \( W \). Therefore, there exists \( u \in W \) such that \( \tilde{u}_n \rightharpoonup u \) in \( W \).

As a consequence, without loss of generality, we can assume that \( \tilde{u}_n(x) \to u(x) \) a.e. in \( \mathbb{R}^N \). Let us show that \( u \neq 0 \) in \( W \).

To begin with, since \( W^{1,p}(\mathbb{R}^N) \hookrightarrow W \) and the restriction operator from \( W^{1,p}(\mathbb{R}^N) \) to \( W^{1,p}(B_2) \) is continuous, we have that \( \tilde{u}_n \rightharpoonup u \) in \( W^{1,p}(B_2) \). Then, from Rellich-Kondrakov, \( \tilde{u}_n \to u \) in \( L^p(B_2) \). Thus,

\[
C_1 < \int_{B_2} |\tilde{u}_n|^p \, dx = \int_{B_2} |\tilde{u}_n|^p \, dx \to \int_{B_2} |u|^p \, dx \leq \|u\|^p.
\]

Hence, \( \|u\|^p > C_1 \) which implies \( u \neq 0 \) in \( W \).

\( \square \)

**Lemma 3.8.** Let \( (u_n) \subset X \) be a sequence satisfying either (3.3), with \( d \in (0, c_{mp}) \), or being a Cerami sequence for \( I \) at level \( c_{mp} \), and that does not verify \( \|u_n\| \to 0 \) and \( I(u_n) \to 0 \), \( q > 2N \). Then,

\[
\liminf_{y \in \mathbb{Z}^N} \sup_{B_2(y)} |u_n(x)|^p \, dx > 0.
\]

**Proof.** Suppose, by contradiction, that

\[
\liminf_{y \in \mathbb{Z}^N} \sup_{B_2(y)} |u_n(x)|^p \, dx = 0.
\]
Then, by Lion’s Lemma [20], \( u_n \to 0 \) in \( L^t(\mathbb{R}^N) \), for all \( t \in (p, p^*) \). In particular, for \( t = N \). Then,

\[
\liminf_{y \in \mathbb{Z}^N} \sup_{B_2(y)} |u_n(x)|^N dx = 0
\]

and, once more by Lion’s Lemma, we obtain \( u_n \to 0 \) in \( L^t(\mathbb{R}^N) \), for all \( t \geq N \). Thus, from (2.4) and Remark 2.3-(1),

\[
\|u_n\|_{L^p} + \|u_n\|_{L^N} + V_1'(u_n)(u_n) = I'(u_n)(u_n) + V_2'(u_n)(u_n) + \int_{\mathbb{R}^N} f(u_n)u_n dx \leq o(1) + \varepsilon C.
\]

Hence, \( \|u_n\|_{L^p} + \|u_n\|_{L^N} + V_1'(u_n)(u_n) \to 0 \), as \( n \to +\infty, \varepsilon \to 0 \). Consequently, \( \|u_n\| \to 0 \) and, from Remark 2.3-(2), \( V_1(u_n) \to 0 \).

Therefore, from the continuous embedding and (2.5), we conclude that \( I(u_n) \to 0 \), which contradicts the hypotheses, finishing the proof.

**Corollary 3.2.** Let \( (u_n) \subset X \) under the hypotheses given in Lemma 3.8. Then, \( (\tilde{u}_n) \subset X \) is bounded.

**Proof.** From Lemma 3.8, \( \liminf_{y \in \mathbb{Z}^N} \sup_{B_2(y)} |u_n(x)|^p dx > 0 \). Then, from Lemma 3.7, there exists a sequence of points \( (y_n) \subset \mathbb{Z}^N \) such that, up to a subsequence, \( \tilde{u}_n \to u \in W \setminus \{0\} \). From Lemma 3.5 and the invariance of \( \| \cdot \| \), \( (\tilde{u}_n) \) is bounded in \( W \) and, by the continuous embeddings, \( (\tilde{u}_n) \) is bounded in \( L^t(\mathbb{R}^N) \), for all \( t \geq p \). Moreover, we can assume, without loss of generality, that \( \tilde{u}_n(x) \to u(x) \) a.e. in \( \mathbb{R}^N \).

Consequently, from the invariance of \( V_1, V_1', (3.3) \), Remark 2.3, (2.4) and Corollary 2.3,

\[
\theta_1 V_1(\tilde{u}_n) = V_1'(u_n)(u_n) \leq I'(u_n)(u_n) + V_2'(u_n)(u_n) + \int_{\mathbb{R}^N} f(u_n)u_n dx \leq C, \quad \forall n \in \mathbb{N}.
\]

Therefore, \( \sup_{n \in \mathbb{N}} V_1(\tilde{u}_n) < +\infty \) and, from Lemma 3.1, we conclude that \( (\tilde{u}_n) \) is bounded in \( X \).

The next technical lemma is the key to obtain the multiplicity of solutions, Theorem 1.2, since it makes possible to verify the condition \( (PSC) \) in some suitable levels. It is the first work dealing with logarithmic Choquard equations presenting a boundedness result for a subsequence of the original sequence, \( (u_n) \), in the space \( X \).

**Lemma 3.9.** Let \( (u_n) \subset X \) under the hypotheses given in Lemma 3.8. Then, up to a subsequence, \( (u_n) \) is bounded in \( X \).

**Proof.** First of all, from Lemma 3.5 \( (u_n) \) is bounded in \( W \) and from Lemma 3.7, passing to a subsequence if necessary, there exists \( (y_n) \subset \mathbb{Z}^N \) such that, up to a subsequence, \( \tilde{u}_n \to u \) in \( W \setminus \{0\} \) and \( \tilde{u}_n(x) \to u(x) \) pointwise a.e. in \( \mathbb{R}^N \). Moreover, from \( W \hookrightarrow W^{1,p}(\mathbb{R}^N) \) and \( W \hookrightarrow W^{1,N}(\mathbb{R}^N) \), \( \tilde{u}_n \to u \) in \( W^{1,p}(\mathbb{R}^N) \) and in \( W^{1,N}(\mathbb{R}^N) \) and, from the proof of Lemma 3.7, one can see that \( u \neq 0 \) in both spaces \( L^p(\mathbb{R}^N) \) and \( L^N(\mathbb{R}^N) \). We will make the proof only for \( p \), since for \( N \) will be very similar. Let’s split the proof into two cases.

**Case 1:** \( |y_n| \to +\infty \).

Observe that, if \( |y_n| \to +\infty, |x + y_n| \to +\infty \), for all \( x \in \mathbb{R}^N \), and

\[
\frac{1 + |y_n|}{1 + |x + y_n|} - 1 \leq \frac{|y_n| - |x + y_n|}{1 + |x + y_n|} \leq \frac{|x + y_n - y_n|}{1 + |x + y_n|} = \frac{|x|}{1 + |x + y_n|} \to 0.
\]
Then, for \( x \in \mathbb{R}^N \),

\[
\ln(1 + |y_n|) - \ln(1 + |x + y_n|) = \ln \left( \frac{1 + |y_n|}{1 + |x + y_n|} \right) \to 0, \; n \to +\infty.
\]

So, for \( \varepsilon > 0 \) sufficiently small, once \( \ln(1 + |x + y_n|) \to +\infty \) as \( n \to +\infty \), there exists \( n_0 \in \mathbb{N} \) and \( C > 0 \) such that \( \varepsilon \leq C \ln(1 + |x + y_n|) \) and

\[
\ln(1 + |y_n|) - \ln(1 + |x + y_n|) \leq \varepsilon \Rightarrow \ln(1 + |y_n|) \leq \varepsilon + \ln(1 + |x + y_n|) \leq (1 + C) \ln(1 + |x + y_n|),
\]

for all \( n \geq n_0 \). Then, passing to a subsequence if necessary, there exists a constant \( C_1 > 0 \) such that

\[
\ln(1 + |x + y_n|) \geq C_1 \ln(1 + |y_n|),
\]

and

\[
\|\tilde{u}_n\|^p_{L^p} = \int_{\mathbb{R}^N} \ln(1 + |x|)|u_n(x - y_n)|^p \, dx = \int_{\mathbb{R}^N} \ln(1 + |x + y_n|)|u_n(x)|^p \, dx \geq C_1 \|u_n\|^p_{L^p} \ln(1 + |y_n|),
\]

for all \( n \in \mathbb{N} \). Now, since \( \tilde{u}_n \to u \) in \( L^p(\mathbb{R}^N) \setminus \{0\} \) and \( \| \cdot \|_p \) is \( \mathbb{Z}^N \)-invariant, if \( \|u_n\|_p \to \|u\|_p > 0 \). Hence, considering a subsequence if necessary, \( \|u_n\|^p_{L^p} \geq C_2 > 0 \), for all \( n \in \mathbb{N} \) and we obtain that

\[
\|\tilde{u}_n\|^p_{L^p} \geq C_2 \ln(1 + |y_n|), \; \forall \; n \in \mathbb{N}.
\]

**Case 2:** Suppose that \( (y_n) \subset \mathbb{Z}^N \) converges to \( y_0 \in \mathbb{Z}^N \).

If \( y_0 = 0 \), \( \tilde{u}_n = u_n \), nothing remains to be proved. So, we suppose that \( y_0 \neq 0 \). Then, up to a subsequence, \( y_n \equiv y_0 \). Observe that, given any \( \varphi \in C_0^\infty(\mathbb{R}^N) \), \( y_0 \ast \varphi \in C_0^\infty(\mathbb{R}^N) \). For change of variables and \( y_n \equiv y_0 \), for each \( n \in \mathbb{N} \),

\[
\int_{\mathbb{R}^N} u_n(x) \varphi(x) \, dx = \int_{\mathbb{R}^N} u_n(x - y_n) \varphi(x - y_n) \, dx = \int_{\mathbb{R}^N} \tilde{u}_n(x) \varphi(x - y_0) \, dx = \int_{\mathbb{R}^N} \tilde{u}_n(x)(y_0 \ast \varphi)(x) \, dx
\]

and

\[
\int_{\mathbb{R}^N} u(x)(y_0 \ast \varphi)(x) \, dx = \int_{\mathbb{R}^N} u(x) \varphi(x - y_0) = \int_{\mathbb{R}^N} u(x + y_0) \varphi(x) \, dx = \int_{\mathbb{R}^N} ((-y_0) \ast u) \varphi(x) \, dx
\]

Thus, since \( \tilde{u}_n \to u \) in \( W^{1,p}(\mathbb{R}^N) \setminus \{0\} \),

\[
\int_{\mathbb{R}^N} u_n \varphi \, dx = \int_{\mathbb{R}^N} \tilde{u}_n(y_0 \ast \varphi) \, dx \to \int_{\mathbb{R}^N} u(y_0 \ast \varphi) \, dx = \int_{\mathbb{R}^N} ((-y_0) \ast u) \varphi \, dx.
\]

Similarly, we obtain

\[
\int_{\mathbb{R}^N} |\nabla u_n|^{p-2} \nabla u_n \nabla \varphi \, dx \to \int_{\mathbb{R}^N} |\nabla ((-y_0) \ast u)|^{p-2} \nabla ((-y_0) \ast u) \nabla \varphi \, dx.
\]

Hence, \( u_n \to ((-y_0) \ast u) := u_0 \) and, since \( u \neq 0 \) in \( W^{1,p}(\mathbb{R}^N) \), \( u_0 \neq 0 \) in \( W^{1,p}(\mathbb{R}^N) \). Moreover, we can assume, without loss of generality, that \( u_n(x) \to u_0(x) \) pointwise a.e. in \( \mathbb{R}^N \).

Next, we will construct a suitable subset of \( \mathbb{R}^N \).

Consider \( r \) the line passing through the origin and \( y_0 \). Then, define \( \Omega_0 \) as the open connected region between \( r \) and one of the axis, such that the angle between \( r \) and the axis is \( \leq \frac{\pi}{2} \). Since \( \Omega_0 \) is open, we can fix a point \( x_1 \in \Omega_0 \) and consider the domain \( \Omega = B_{\delta}(x_1) \subset \Omega_0 \), for \( \delta > 0 \).
Claim: There exists a constant $C_3 > 0$ and $n_0 \in \mathbb{N}$ such that $||u_n||^p_{p,\Omega} \geq C_3 > 0$, for all $n \geq n_0$.

Once $X \hookrightarrow L^p(\mathbb{R}^N)$ and $\tilde{u}_n \to u$ in $X$, $\tilde{u}_n \to u$ in $L^p(\mathbb{R}^N)$. Consequently, $\tilde{u}_n \to u$ in $L^p(\Omega)$ which implies $||\tilde{u}_n||^p_{p,\Omega} \to ||u||^p_{p,\Omega}$. Since $|| \cdot ||_p$ is $\mathbb{R}^N$ invariant we have that $||u_n||^p_{p,\Omega} \to ||u_0||^p_{p,\Omega}$ and, from a classical result, $u_n \to u_0$ in $L^p(\Omega)$.

Therefore, since $u_0 \in L^p(\mathbb{R}^N) \setminus \{0\}$, $||u_0||_{p,\Omega} > 0$ and there exists a constant $C_3 > 0$ and $n_0 \in \mathbb{N}$ such that $||u_n||^p_{p,\Omega} \geq C_3 > 0$, for all $n \geq n_0$, proving the claim.

Observe that, for $x \in \Omega$, we have $|x + y_0| > |y_0|$, once the size of the diagonal of the parallelogram will be greater than its side $|y_0|$.

Hence, from Claim 1, $y_n \equiv y_0$ and $\ln(1 + |x + y_0|) \geq \ln(1 + |y_0|)$, for all $x \in \Omega$, we have

$$||\tilde{u}_n||^p_{s,p} = \int_{\mathbb{R}^N} \ln(1 + |x + y_n|) |u_n(x)|^p dx \geq \ln(1 + |y_0|) ||u_n||^p_{p,\Omega} \geq C_3 \ln(1 + |y_n|), \forall n \geq n_0.$$  \hspace{1cm} (3.6)

From cases 1 and 2, we conclude that, up to a subsequence, there exists a constant $C_4 > 0$ such that

$$||\tilde{u}_n||^p_{s,p} = \int_{\mathbb{R}^N} \ln(1 + |x + y_n|) |u_n(x)|^p dx \geq C_4 \ln(1 + |y_n|), \forall n \in \mathbb{N}. \hspace{1cm} (3.6)$$

On the other hand, once $\ln(1 + |x + y_n|) \leq \ln(1 + |x|) + \ln(1 + |y_n|)$, for all $n \in \mathbb{N}$, we have

$$||u_n||^p_{s,p} = \int_{\mathbb{R}^N} \ln(1 + |x + y_n|) \tilde{u}_n^2(x) dx \leq ||\tilde{u}_n||^p_{s,p} + \ln(1 + |y_n|)||\tilde{u}_n||^p_{s,p}. \hspace{1cm} (3.7)$$

From (3.6) and the fact that $(\tilde{u}_n)$ is bounded in $X$, we have

$$\ln(1 + |y_n|)||\tilde{u}_n||^p_{s,p} \leq C_4^{-1} ||\tilde{u}_n||^p_{s,p} ||\tilde{u}_n||^p_{s,p} \leq C_5,$$

for some constant $C_5 > 0$. Therefore, returning to (3.7), we obtain $||u_n||^p_{s,p} \leq C_6$, for some constant $C_6 > 0$. Analogously, there exists a constant $C_7 > 0$ such that $||u_n||^p_{s,N} \leq C_7$, for all $n \in \mathbb{N}$.

Hence, since $(u_n)$ is already bounded in $W$, we conclude that $(u_n)$ is bounded in $X$. \hfill \square

4 Proof of Theorems 1.1

In this section we present the proof of the existence theorem. We begin proving a key proposition that gives us the conditions to existence of nontrivial critical points for $I$ is $X$.

**Proposition 4.1.** Let $q \geq 2N$ and $(u_n) \subset X$ a sequence either satisfying (3.3), with $d \in (0, c_{mp}]$ or being a Cerami sequence for $I$ at level $c_{mp}$. Then, passing to a subsequence, if necessary, only one between the alternatives below occurs:

(a) $||u_n|| \to 0$ and $I(u_n) \to 0$.

(b) There exists a function $u \in X \setminus \{0\}$ such that $u_n \to u$ in $X$, for a non-trivial critical point $u \in X$ of $I$.

**Proof.** Suppose that item (a) does not happen. Then, from Lemma 3.5, $(u_n)$ is bounded in $W$. Also, from Lemmas 3.7 and 3.8 and Corollary 3.2, there exist a sequence $(y_n) \subset \mathbb{Z}^N$ and $u_0 \in W \setminus \{0\}$ such that, up to a subsequence, $\tilde{u}_n \to u_0$ in $W \setminus \{0\}$, $(\tilde{u}_n)$ is bounded in $X$ and $\tilde{u}_n \to u_0$ in $X \setminus \{0\}$. Moreover, from Proposition 2.1, $\tilde{u}_n \to u_0$ in $L^1(\mathbb{R}^N)$, for all $t \geq p$.

Hence, from Lemma 3.9, up to a subsequence, $(u_n)$ is bounded in $X$ and $u_n \to u$ in $X$. Once more, from Proposition 2.1, $u_n \to u$ in $L^1(\mathbb{R}^N)$, for all $t \geq p$. If $u = 0$ in $X$, then $u = 0$ in $L^p(\mathbb{R}^N)$ and from
the $\mathbb{Z}^N$-invariance of $|| \cdot ||_p$, we obtain that $||u_0||_p = 0$, which is a contradiction. Then, $u \in X \setminus \{0\}$.

Now, observe that,

$$|I'(u_n)(u_n - u)| \leq ||I'(u_n)||_{X'} ||u_n - u||_X \leq C_1 ||I'(u_n)||_{X'} \to 0, \text{ as } n \to +\infty.$$ 

One can easily verify, similarly as [8, Proposition 4.1], that

$$\int_{\mathbb{R}^N} f(u_n)(u_n - u)dx \to 0, \quad V'_2(u_n)(u_n - u) \to 0 \quad \text{and} \quad \int_{\mathbb{R}^N} |u_n|^{\beta-2}u_n(u_n - u)dx \to 0,$$

as $n \to +\infty$, with $\beta = p, N$. Moreover, from condition $(g_4)$, for all $n \in N$, we get

$$V'_1(u_n)(u_n - u) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln(1 + |x - y|)G(u_n(x))g(u_n(y))(u_n(y) - u(y))dxdy$$

$$\geq \frac{1}{\nu} \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln(1 + |x - y|)G(u_n(x))G(u_n(y) - u(y))dxdy$$

$$+ \iint_{\mathbb{R}^N \times \mathbb{R}^N} \ln(1 + |x - y|)G(u_n(x))g(u(y))(u_n(y) - u(y))dxdy = A + B.$$

From $(g_1)$, $A \geq 0$ and, from Lemma 3.2, $B \to 0$, as $n \to +\infty$. Hence, $V'_1(u_n)(u_n - u) \geq o(1)$. As a consequence,

$$o(1) = I'(u_n)(u_n - u)$$

$$\geq \int_{\mathbb{R}^N} |\nabla u_n|^{p-2}\nabla u_n \nabla(u_n - u)d + \int_{\mathbb{R}^N} |\nabla u_n|^{N-2}\nabla u_n \nabla(u_n - u)d + V'_1(u_n)(u_n - u) + o(1) \geq o(1).$$

Therefore, one can see that $u_n \to u$ in $W$ and $V'_1(u_n)(u_n - u) \to 0$. From Remark 2.3-(2) and Lemma 3.1, $u_n \to u$ in $X \setminus \{0\}$.

Finally, it remains to prove that $u$ is a critical point of $I$. Let $v \in X$. Then,

$$|I'(u)(v)| = \lim |I'(u_n)(v)| \leq ||v|| \lim ||I'(u_n)||_{X'} = 0.$$ 

\[ \square \]

**Proof of Theorem 1.1.** Item (a) follows from Lemma 3.3 and Proposition 4.1. For item (b), we define the set $K = \{v \in X \setminus \{0\} : I'(v) = 0\}$, which is non-empty, since $u$ obtained in item (a) belongs to $K$. Thus, we can consider a sequence $(u_n) \subset K$ satisfying $I(u_n) \to c_g = \inf_{v \in K} I'(v)$.

Now, observe that $c_g \in [-\infty, c_{mp}]$. If $c_g = c_{mp}$, the proof is done. Otherwise, if $c_g < c_{mp}$, from the definition of $K$ and Proposition 4.1 there exists a function $u_1$ in $X$ that is a non-trivial critical point of $I$ in $X$. Then, we conclude that $u \in K$ and $I(u) = c_g$. Particularly, we see that $c_g > -\infty$. \[ \square \]

## 5 Proof of Theorem 1.2

This section is devoted to prove Theorem 1.2. To do so, we will apply a version of Symmetric Mountain-Pass Theorem, due to Rabinowitz [5] (see also [7, 25]).

**Theorem 5.1.** ([1, Theorem 4.1]) Let $E = E_1 \oplus E_2$, where $E$ is a real Banach space and $E_1$ is finite dimensional. Suppose that $J \in C^1(E, \mathbb{R})$ is even, $J(0) = 0$, and that it verifies
(J₁) there exists \( \tau, r > 0 \) such that \( J(u) \geq \tau \) if \( \|u\|_E = r, u \in E_2 \).

(J₂) there exists a finite-dimensional subspace \( F \subset E \), with \( \dim E_1 < \dim F \), and a constant \( B > 0 \) such that \( \max_{u \in F} J(u) \leq B \).

(J₃) \( J \) satisfies the \((PS)\) condition for all \( c \in (0, \mathcal{B}) \).

Then, \( J \) possess at least \( \dim F - \dim E_1 \) pairs of nontrivial critical points.

One should observe that, under conditions \((f'_1) - (f_4)\) and \((g_1) - (g_3)\), we already have that \( I \in C^1(X, \mathbb{R}) \), is even, \( I(0) = 0 \) and, from Lemma 3.3, \( I \) verifies \((J_1)\). It remains to prove that \( I \) also verifies \((J_2)\) and \((J_3)\).

Let \( k \in \mathbb{N} \), arbitrary but fixed, and \( Z \subset X \) a subspace of dimension \( k \), with norm \( \| \cdot \|_Z \), which can be constructed by standard arguments.

**Lemma 5.1.** There exists \( R > 0 \) such that \( I(u) \leq 0 \) for all \( \|u\|_Z \geq R \).

**Proof.** Since \( \dim Z < +\infty \) and from condition \((f_4)\) and Lemma 2.2-(b), we have

\[
I(u) \leq C_1\|u\|^p_Z + C_2\|u\|^\frac{q}{N} + C_3\|u\|^2_Z + C_4\|u\|^{p+N}_Z + C_5\|u\|^{p+\sigma}_Z + C_6\|u\|^{\sigma+N}_Z - C_7\|u\|^q_Z \rightarrow -\infty,
\]

as \( \|u\|_Z \rightarrow +\infty \), since \( q > 2N \).

**Lemma 5.2.** There exists \( \eta > 0 \), sufficiently small, such that \( \max_{u \in Z} I(u) \leq \eta \) and \( r_1 \alpha \left( \frac{1}{N-1} \right)^{N-1} \eta^{\frac{1}{N-1}} < \alpha_N \).

**Proof.** Let \( u \in Z \setminus \{0\} \). Then, from \( \dim Z < +\infty \), condition \((f_4)\), Lemma 2.2-(b) and Lemma 5.1, one can find constants \( a_1 = a_1(p, N, \sigma), a_2 = a_2(p, N, \sigma) > 0 \) such that

\[
I(u) \leq a_1\|u\|^p_Z + a_2\|u\|^{\sigma+N}_Z - 2C_7M_4\|u\|^q_Z,
\]

where \( \|u\|_q \geq M_4\|u\|_Z \). Thus, we obtain a constant \( a_3 = a_3(p, N, \sigma) > 0 \)

\[
\max_{u \in Z} I(u) \leq \frac{a_3}{(C_7 M_4)^{\frac{1}{p-q}}}.
\]

Therefore, taking \( C_q > 0 \) sufficiently large we find a value \( \eta > 0 \) sufficiently small satisfying the desired conditions.

In the next lemma we guarantee that \( I \) satisfies the \((PSC)_d\) condition for all \( d \in (0, \eta) \). Once the proof is very similar to the proof of Proposition 4.1, we omit it here. We highlight that the validity of following lemma is possible only in virtue of Lemma 3.9.

**Lemma 5.3.** The functional \( I \) satisfies condition \((PSC)_d\) for all \( d \in (0, \eta) \).

**Proof of Theorem 1.2.** From Lemmas 3.3, 5.2 and 5.3 and an immediate application of Theorem 5.1, with \( E = X, E_1 = \{0\}, F = Z, J = I, \tau = m_\rho, r = \rho \) and \( \mathcal{B} = \eta \), we get that \( I \) possess at least \( k \) nontrivial critical points. Therefore, as we can make \( k \) as large as we want, we conclude that (1.1) has infinitely many solutions.
6 Related Problems

In this final section we briefly discuss some similar problems that can be solved by these approach. One can consider the following equations

\[-\Delta_p u - \Delta_N u + |u|^{p-2} u + |u|^{N-2} u + \lambda (\ln \cdot | * | u^N) |u|^{N-2} u = f(u) \text{ in } \mathbb{R}^N,\]

for \(2 \leq p < N\) and

\[-\Delta_p u - \Delta_N u + a |u|^{p-2} u + b |u|^{N-2} u + \lambda (\ln \cdot | * | u^p) |u|^{p-2} u = f(u) \text{ in } \mathbb{R}^N,\]

for \(\max\{2, \frac{N}{2}\} < p < N\). The reader should observe that the boundedness for \(p\) in this case is needed in order to obtain the equivalent of Lemma 3.5. It is interesting that, in the particular case of equations (6.1) and (6.2), one can obtain multiplicity results using genus theory, as in [8], which does not work for the general case (1.1) since, even though considering additional growth conditions over \(g\), we do not have the desired geometry.

On the other hand, in light of the same mentioned lemma, Lemma 3.5, one can observe that this approach cannot be applied to an equation of the form

\[-\Delta_p u - \Delta_N u + |u|^{p-2} u + |u|^{N-2} u + \lambda (\ln \cdot | * | u^p) |u|^{p-2} u + \gamma (\ln \cdot | * | u^p) |u|^{p-2} u = f(u) \text{ in } \mathbb{R}^N,\]

since, in this case, we are not able to get rid of the logarithm term.

Finally, we can solve versions of equations (1.1), (6.1) and (6.2) considering two continuous potentials \(a, b : \mathbb{R}^N \rightarrow \mathbb{R}\) satisfying the following conditions

\((c_0)\) \(a, b : \mathbb{R}^N \rightarrow \mathbb{R}\) are continuous, \(\mathbb{Z}^N\)-periodic, \(a, b \in L^\infty(\mathbb{R}^N),\)

\[\inf_{x \in \mathbb{R}^N} a(x) = a_0 > 0 \text{ and } \inf_{x \in \mathbb{R}^N} b(x) = b_0 > 0.\]

One also one could try investigate the case where one, or both, the potentials \(a, b\) are not invariant under \(\mathbb{Z}^N\) translations but are asymptotically \(\mathbb{Z}^N\)-periodic functions, that is, there exists a \(\mathbb{Z}^N\)-periodic potential \(a_p : \mathbb{R}^N \rightarrow \mathbb{R}\) such that \(a_p\) satisfies \((c_0),\)

\[(c_1)\] \[0 < \inf_{x \in \mathbb{R}^N} a(x) \leq a_p(x), \quad \forall x \in \mathbb{R}^N\]

and

\[(c_2)\] \[\lim_{|x| \rightarrow +\infty} |a(x) - a_p(x)| = 0.\]

The same for \(b\). To do that, one can combine the ideas presented here and in [3].
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