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Abstract

Fake news’s quick propagation on social media brings severe social ramifications and economic damage. Previous fake news detection usually learn semantic and structural patterns within a single target propagation tree. However, they are usually limited in narrow signals since they do not consider latent information cross other propagation trees. Motivated by a common phenomenon that most fake news is published around a specific hot event/topic, this paper develops a new concept of propagation forest to naturally combine propagation trees in a semantic-aware clustering. We propose a novel Unified Propagation Forest-based framework (UniPF) to fully explore latent correlations between propagation trees to improve fake news detection. Besides, we design a root-induced training strategy, which encourages representations of propagation trees to be closer to their prototypical root nodes. Extensive experiments on four benchmarks consistently suggest the effectiveness and scalability of UniPF.

1 Introduction

Recently, social media platforms have facilitated information dissemination greatly. Nevertheless, they quicken the proliferation of fake news as well due to the lack of authoritative regulators (Zhou et al., 2021). Its extensive dissemination would trigger great panic in society and severely impair the public and individuals (Difonzo and Bordia, 2007; Jin et al., 2017; Jankowski et al., 2020). To keep social media a healthy environment, it is desirable and socially beneficial to detect fake news.

Among previous works on automatic fake news detection, textual news material is utilized by almost all extant studies on fake news detection (Ma et al., 2016; Ruchansky et al., 2017; Popat, 2017; Potthast et al., 2018; Zhou et al., 2020). However, because fake news is purposefully designed to deceive readers by imitating actual news, detecting and distinguishing them solely from news material is challenging (Afroz et al., 2012; Shu et al., 2020a). Hence, an increasing number of works (Ma et al., 2016; Bian et al., 2020; Hu et al., 2021; Song et al., 2021; Wei et al., 2021) have been devoted to learning potential propagation patterns by investigating relationships among tweets for each news article.

However, most approaches usually consider that propagation trees are independent and ignore latent correlations across different propagation trees, which are supportive for identifying fake news for two-fold reason. 1) Most fake news is usually published deliberately around a specific hot event/topic and then widely disseminated in reality (Friggeri et al., 2014; Nourbakhsh et al., 2015). Hence, potential semantical connections may exist across them. 2) Some spreaders were social bots that are manipulated by a malicious group (Shu et al., 2020a). These deliberate and organized behaviors during propagation may lead to similar structural patterns across two propagation trees. We believe that capturing these vital semantic and structural characteristics across propagation trees is beneficial to understanding the target propagation tree, accordingly to make more accurate detection.

Yuan et al. (2019) built a global user-tweet heterogeneous graph according to similar participants but ignored semantic relations. Huang et al. (2020) introduced word nodes and constructed a user-tweet-word graph to capture fine-grained semantic relations between source news. However, these fine-grained (e.g., word-level) correlations between news contents may compensate for semantic information to some extent since some fine-grained words may suffer from the polysemy problem (Neelakantan et al., 2014). Given two examples, the real news is Donald Trump: …Senate I believe really wants to get something done because Obamacare is dead…Obamacare is absolutely dead; the fake news is Donald Trump was pronounced dead this morning following what some are describing as a violent heart attack…
Both Donald Trump and dead were mentioned in both news, but sentence-level semantics are obviously different. The former news shows Donald Trump saying that Obamacare is abolished. But the latter falsely reported Donald Trump was pronounced dead. Thus, there still lacks a unified coarse-grained paradigm that considers effective semantic and structural correlations cross propagation trees simultaneously for detection.

In this paper, we develop a new concept of Propagation Forest that combines all propagation trees to explore latent semantic and structural correlations between propagation trees. Under the propagation forest, we propose a general Unified Propagation Forest-based framework (UniPF) to enhance target sample’s embedding by exploring latent semantic and structural correlations between propagation trees. Root nodes in the propagation forest are generated according to prototypes (Snell et al., 2017) in a clustering manner. A prototype is a typical embedding for a cluster of related propagation trees. These root nodes can be interpreted as coarse-grained topics or events on social media in reality. Through aggregating neighbor features in the propagation forest, potential patterns implied in similar sub-propagation trees can be captured by performing a high-level transformation of the propagation forest. Besides, a new root-induced training strategy is designed to enhance the quality of the propagation forest by modeling the consistency of generated prototypical root nodes and observed propagation trees. UniPF is of great scalability and can easily be extended in any propagation-based or content-based approaches. We conduct experiments on four benchmarks to assess our framework. The results consistently suggest that UniPF can successfully strengthen fake news detection performance whilst being scalable.

The following are main contributions: 1) We develop a novel concept of Propagation Forest that bridges all propagation trees in a semantic-clustering manner. 2) We propose a general UniPF, to enhance fake news detection by fully exploring latent both semantic and structural correlations between similar propagation trees in the generated propagation forest. 3) We devise a root-induced training strategy to guarantee high-quality of prototypical roots in propagation forest. 4) Experiments on four benchmarks consistently demonstrate the scalability and effectiveness of UniPF.

2 Problem Statement
Let \( D = \{(x_i, G_i^{\text{tree}})\}_{i=1}^{|D|} \) be fake news detection dataset with \(|D|\) samples. Each sample includes a specific source news \( x_i \) and its unique propagation tree \( G_i^{\text{tree}} \). Text-based fake news detection techniques mainly use \( x \); while propagation-based techniques use \( x \) and \( G_i^{\text{tree}} \), \( G_i^{\text{tree}} = (V_i^{\text{tree}}, E_i^{\text{tree}}) \) refers to the corresponding propagation tree of \( i \)-th source news. \( V_i^{\text{tree}} = \{x_i\} \cup C_i \) is a set of nodes representing the source news \( x_i \) and comments \( C_i \). \( E_i^{\text{tree}} \) refers to a set of directed edges based on anonymous propagation behaviors, e.g., retweet or comment. Define the embedding of the source news \( x_i \) as \( x_i \in \mathbb{R}^{d_0} \), and that of a comment \( c_{ij} \in C_i \) as \( c_{ij} \in \mathbb{R}^{d_0} \), where \( d_0 \) is the dimensionality of textual features. Each sample is annotated with a ground-truth label \( y_i \in \{0, 1\} \). We formulate the fake news detection problem as a binary classification problem, i.e., each sample can be real \((y_i = 0)\) or fake \((y_i = 1)\), and learn a classifier \( f \) from the labeled set, i.e., \( f : D \to \mathcal{Y} \).

3 Methodology
This section offers Unified Propagation Forest-based (UniPF) framework to boost fake news detec-
tion by examining latent correlations across propagation trees in a semantic-clustering manner. Figure 1 depicts an overview of UniPF framework. It consists of three key components, propagation forest construction, prototype-aware embedding enhancement, and root-induced training strategy.

3.1 Propagation Forest Construction Based on Cluster-Prototype

Given training samples, we perform semantic-aware prototype clustering to generate root nodes, which are ancestors for propagation subtrees and are representative for propagation trees with a similar structure as well as semantics. According to pseudo labels of clustering, a propagation forest is developed to combine all propagation trees.

3.1.1 Prototype Generation

Since most fake news is published around a specific event or hot topic and is widely disseminated, it is intuitive to find root nodes via clustering. The goal of this module is to group the entire propagation trees to generate prototypical root nodes of the propagation forest in a clustering manner. Inspired by K-Means (Arthur and Vassilvitskii, 2007), we perform semantic clustering to find several prototypes. The number of clusters $K$ is the only parameter required by the algorithm.

The workflow of constructing a propagation forest based on the input is shown in Figure 2. Specifically, at the preliminary stage, each source news of the propagation tree is projected into a unified semantic space. Then, we exploit the clustering tool to process the semantic representations of samples and obtain their pseudo clustering labels to build the propagation forest.

Given the textual embedding $X = [x_1, ..., x_D]$ of samples, we find $K$ prototypes and assign propagation trees to a prototype so as to minimize the potential function $\phi$. And $K$ prototypes can be denoted as $\{m_1, m_2, ..., m_K\}$.

$$\phi = \frac{1}{Z} \log(Z + \beta),$$

where $m \in \mathbb{R}^{d_0}$ refers to a prototype. $\beta$ is a smooth variable that prohibits minor clusters from receiving an excessively high $\phi$. $Z$ is the number of data points covered by each prototype. We minimize the function in two distinct principles: 1) summation of squared distance between a target propagation tree and a cluster’s nucleus (i.e., prototype) is minimal; 2) each cluster covers more key-points, namely a higher value of $Z$. Within clusters, the less variance there is, the more uniform the data points are.

3.1.2 Propagation Forest Construction

Based on the above generated prototypes and propagation trees, we build a propagation forest to combine propagation trees. The propagation forest is formulated as an undirected graph structure, denoted as $G_{Forest} = (V_{Forest}, E_{Forest})$, where $V_{Forest}$ indicates a node set in $G_{Forest}$ and $E_{Forest}$ refers to a undirected edge set in $G_{Forest}$.

**Nodes.** There are three node types in propagation forest graph. $V_{Forest} = V^S \cup V^R \cup V^C$, where 1) source news nodes represent the source news of a propagation tree, denoted as $V^S = \{x_1, ..., x_N\}$; 2) root nodes represent prototypes, which can be interpreted as latent topics or events on social media, denoted as $V^R = \{m_1, ..., m_K\}$; 3) comment nodes refer to subsequent retweets given the source news, $V^C = \{C_i\}_{i=1}^N$, where $C_i$ is the set of comment nodes of the $i$-th propagation tree.

**Edges.** There are two types of edges in the propagation forest graph. 1) For connections between source news nodes and root nodes, we define undirected edges based on pseudo cluster labels, i.e., each propagation tree is connected with the subordinate cluster. The edge weights are defined as the probability that the source news is assigned to the root node. 2) For connections between source
We transform the propagation forest using a differ-
entiable message passing method to explore rich correlations between propagation trees. Motivated by graph convolutional networks (Kipf and Welling, 2017), $v_i^{(1)}$ was calculated for source news node $v_i$ in the first layer by aggregating neighborhood information (i.e., neighbors indicated by the subordinate prototype root nodes) using the transformation,

$$v_i^{(1)} = \sigma(\sum_{j \in N_i} a_{ij} W_{(1)} v_j^{(0)} + a_{ii} W_0^{(1)} v_i^{(0)}),$$

for $i = 1, ..., N + K$,  

where $v^{(0)}$ is initialized with $m$ for root nodes and $x$ for other nodes. $W^{(1)}$ and $W_0^{(1)}$ are trainable parameters. $\sigma$ is ReLU activation function. $N_i$ denotes neighbouring indices of node $v_i$.

Based on the output, another neighborhood-based transformation is applied on source news nodes to integrate shared features from the root nodes. The computations can be defined as,

$$v_i^{(2)} = \sigma(\sum_{j \in N_i} a_{ij} W^{(2)} v_j^{(1)} + a_{ii} W_0^{(2)} v_i^{(1)}),$$

for $i = 1, ..., N + K$,  

where $W^{(2)}$ and $W_0^{(2)}$ are learnable parameters. This stack of transformations effectively accumulates a normalized sum of information from similar propagation trees in the propagation forest.

In this way, latent correlations can be captured by extracting and aggregating effective information from the node’s neighbors. These root nodes can not only transmit semantic and structural features of adjacent samples, but also further integrate features of similar clusters.

### 3.2.2 Improving Fake News Detection

Next, we exploit the embedding of source news $v_i^{(2)}$ learned by the above network to enhance the embedding in the target propagation tree. To highlight the impact of the source news during propagation, we make a concatenation and apply a fully connected layer to compute the enhanced embedding of source news $x'_i$ and comments $C' = [c'_1, c'_2, ..., c'_N]$.

$$x'_i = W_c [x_i; v_i^{(2)}] + b_e,$$

$$c'_{ij} = W_c [c_{ij}; v_i^{(2)}] + b_e,$$

where $W_c$ denotes the transform matrix and $b_e$ denotes the bias term. The representation of the $i$-th propagation tree can be further encoded by the existing fake news detection models.

$$u_i = \text{Model}(x'_i, C'; C'_i^\text{tree}),$$

where Model(·) refers to a base detection model, given textual content and its propagation tree. Then, the label probability $\hat{y}$ is computed as:

$$\hat{y}_i = \text{Softmax}(W_u u_i + b_u),$$

where $W_u$ and $b_u$ are learnable parameter matrices.

### 3.3 Root-induced Training Strategy

To guarantee the quality of generated root hubs, we design the root-induced training strategy to constraint the consistency of the representation of the target propagation tree to its prototypical root node in the propagation forest. The strategy can take the “confident” clustering assignments as soft labels, and be assist to guide the optimizing procedure.

### 3.3.1 Supervised Classification Loss

We minimize the fake news classification loss calculated by the Cross-entropy criterion. That is,

$$\mathcal{L}_\text{FND} = -y \log(\hat{y}) - (1 - y) \log(1 - \hat{y}),$$

where $y$ indicates the ground-truth label and $\hat{y}$ represents the prediction label.
3.3.2 Unsupervised Consistency Loss

To improve the embedding of prototypes, inspired by Xie et al. (2016), we examine the similarity between propagation tree representation \( \mathbf{u} \) and prototype \( \mathbf{m} \) via a Student’s \( t \)-distribution.

\[
q_{ik} = \frac{(1 + \| \mathbf{u}_i - \mathbf{m}_k \|^2 / \alpha)^{-\frac{\alpha + 1}{2}}}{\sum_k (1 + \| \mathbf{u}_i - \mathbf{m}_k \|^2 / \alpha)^{-\frac{\alpha + 1}{2}}},
\]

where \( \alpha \) are degrees of freedom of Student’s \( t \)-distribution and \( q_{ik} \) can be interpreted as the probability of assigning the \( i \)-th sample to prototype \( m_k \), which is a soft assignment. This option can accommodate a variety of scaled clusters while still being computationally efficient.

Then, leveraging propagation tree nodes, we progressively update root nodes by gaining knowledge from high confidence predictions. As a consequence, we outline our goal as a Kullback-Leibler divergence between smooth assignments \( q \) and accessory distribution \( p \):

\[
L_{\text{clus}} = \text{KL}(P \| Q) = \sum_i \sum_k p_{ik} \log \frac{p_{ik}}{q_{ik}}. \tag{9}
\]

Considering \( q \) are smooth assignments, using softer probabilistic objectives \( p \) appears more natural and adaptable. The auxiliary distribution \( p \) possesses three attributes: 1) improve the purity of center clusters; 2) concentrate on highly relevant propagation trees; 3) standardize contribution of each centroid to reduce potential negative risk that larger-scale clusters may obfuscate latent feature space. By increasing \( q_{ik} \) to the second power and then standardizing by cluster size, \( p_{ik} \) is derived:

\[
p_{ik} = \frac{q_{ik}^2 / \sum_{i'} q_{ik}^2 / \sum_{i'} q_{ik'}}{\sum_k q_{ik}^2 / \sum_{i'} q_{ik'}}. \tag{10}
\]

3.3.3 Joint Training Procedure

To recap, we optimize UniPF framework during training through reducing supervised cross-entropy objective of labeled data \( L_{\text{FND}} \) and unsupervised consistency objective of unlabeled root nodes \( L_{\text{clus}} \),

\[
\Theta^* = \arg \min_{\Theta} L_{\text{FND}} + \lambda L_{\text{clus}}, \tag{11}
\]

where \( \lambda \) is a trade-off hyper-parameter. \( \Theta \) is all trainable parameters of the model.

4 Experiments

In this section, we experimentally evaluate the performance of our proposed UniPF.

| Dataset      | Total | # Real News | # Fake News |
|--------------|-------|-------------|-------------|
| PolitiFact   | 314   | 157         | 157         |
| GossipCop    | 5,464 | 2,732       | 2,732       |
| Twitter15    | 712   | 372         | 370         |
| Twitter16    | 410   | 205         | 205         |

Table 1: The statistics of four public datasets.

4.1 Experimental Setup

Datasets We conduct experiments on four public benchmarks. The dataset statistics are shown in Table 1. PolitiFact and GossipCop are released by FakeNewsNet (Shu et al., 2020a). Samples are collected from PolitiFact\(^1\) and GossipCop\(^2\), which are two websites for fact-checking political and celebrity news, respectively. Each sample contains text content of source news and comments, and diffusion relations between anonymous posts. The ground truth label is obtained according to journalists and domain experts. We follow Shu et al. (2019a) and randomly select 75% of news as training data and the remaining as test data. Twitter15 and Twitter16, released by Ma et al. (2017), contain a collection of source news on Twitter\(^3\) in 2015 (Liu et al., 2015) and 2016 (Ma et al., 2016), respectively. Each sample contains text content of source news and comments, and diffusion relations between comments. Each sample is tagged as non-rumor, false rumor, true rumor, or unverified rumor based on veracity tags in rumor debunking websites. Following Lu and Li (2020), we choose only “true” and “fake” labels as the ground truth. Following Bian et al. (2020); Wei et al. (2021), we conduct 5-fold cross validation for the two datasets.

Comparison Methods Text-based fake news detection methods include: mGRU (Ma et al., 2016) uses an recurrent neural network to capture sequential features from user comments. CSI (Ruchansky et al., 2017) learns the sequential retweet features by employing an LSTM network. Propagation-based fake news detection methods include: GCNFN (Monti et al., 2019) models the propagation tree as a graph and uses GCN to encode propagation graphs. BiGCN (Bian et al., 2020) employs two distinct GCNs to model propagation directed graph and dispersion directed graph, respectively. RumorGCN (Hu et al., 2021) learns multi-relational dependencies from the propagation.

\(^1\)https://www.politifact.com/
\(^2\)https://www.gossipcop.com/
\(^3\)https://twitter.com/
Table 2: Model performance for fake news detection on PolitiFact and GossipCop datasets. “↑” marks superior results compared to the corresponding base model, which are significant at level $p < 0.05$ based on t-test.

Table 3: Model performance for fake news detection on Twitter15 and Twitter16 datasets. “↑” marks superior results compared to the corresponding base model, which are significant at level $p < 0.05$ based on t-test.

tree by using relational GCNs. EBGCN (Wei et al., 2021), a graph-based model to learn propagation uncertainty in a probability manner, encodes propagation tree with edge-enhanced Bayesian networks.

Evaluation Metrics Since fake news detection is formulated as a classification problem, we evaluate models with four commonly used metrics: Accuracy (Acc), Precision (P), Recall (R), and F1 scores.

Implementation All experiments are conducted on a single GeForce RTX 3080Ti. For PolitiFact and GossipCop, we follow Dou et al. (2021) and consider 300-dimensional word2vec vectors (Mikolov et al., 2013) to initialize word embeddings, which are pretrained on a large corpus with 680k words by spaCy (Honnibal and Montani, 2017). For Twitter15 and Twitter16, following Ma et al. (2018); Bian et al. (2020), we consider TF-IDF features as a text encoder. We train models via back-propagation and Adam optimizer (Kingma and Ba, 2015). When validation loss stops reducing by 10 epochs, the training will be stopped earlier (Yuan et al., 2007). The maximum value of iterations is 200.

4.2 Results of Fake News Detection

Table 2 and Table 3 show the results of fake news detection on four datasets. Through employing UniPF, the performance of all baselines is improved to different extents, which shows the effectiveness of the framework. Several conclusions can be drawn as follows:

1) Propagation-based methods are often superior to those only using text information. This indicates the importance of learning structural features for fake news detection. As fake news publishers may
deliberately rub off on the heated topic or disguise themselves by imitating other users, it is challenging to learn informative indicators from noisy texts.

2) In text-based fake news detection methods, UniPF significantly boosts existing models’ performance in terms of most metrics. It suggests that fully exploiting deep semantic correlations between similar propagation trees can provide positive auxiliary information to detect fake news. UniPF formulates propagation forest as graph and retrieves semantic-related patterns from textual contents of other propagation trees. These patterns can purify noisy fine-grained correlations obtained by original base model and accordingly learn more easily discernible semantic features for detection.

3) In propagation-based fake news detection models, UniPF framework can also consistently improve the corresponding base models. These base models only capture structural features from the target propagation tree. UniPF effectively explores semantic-structural correlations between propagation trees with the guidance of prototypical root nodes in the propagation forest, thus more discriminative patterns are injected into the representation of the target sample.

4.3 Ablation Study
We perform ablation studies by comparing with: w/o SC-G refers to removing the graph-based transformations and learning embedding of root nodes with a simple fully-connected layer. w/o RT refers to Root-induced Training strategy is removed in the training process. UniPF performs Randomly-Sampling to generate root nodes and apply Graph-based transformations to explore deep correlations in the propagation forest.

The results are shown in Table 4 and Table 5. The full UniPF consistently yields the best performance, which shows the effectiveness of the proposed framework for enhancing the detection performance.

1) UniPF w/o SC-G removing graph-based transformations is inferior to UniPF. It shows the embedding of the target sample can be enhanced by explicitly modeling latent correlations in the propagation forest.

2) After removing the root-induced unsupervised clustering loss, results of both UniPF w/o RT and UniPF-RS-G w/o RT are reduced. Both variants generate prototypical root nodes in a semantic-clustering or random-sampling way. It implies the efficacy of our training strategy, which ensures the quality of prototypical root nodes. Accordingly, more effective semantic-structural features can be injected to boost the detection performance.

3) UniPF-RS-G ignoring semantic-aware clustering achieves poor performance on four datasets, which shows the effectiveness of semantic clustering in our model. The fact reveals more beneficial correlations can be explored between semantically similar propagation trees.

4.4 Parameter Analysis
Figure 3 shows the performance against different numbers of root nodes $K$ in the propagation forest. From results, UniPF is influenced by the number of

| Method                  | PolitiFact | GossipCop |
|-------------------------|------------|-----------|
|                         | Acc        | P         | R         | F1         | Acc        | P         | R         | F1         |
| UniPF-BiGCN             | 0.906      | 0.901     | 0.906     | 0.904      | 0.968      | 0.968     | 0.969     | 0.968      |
| - w/o SC-G              | 0.868      | 0.864     | 0.867     | 0.866      | 0.963      | 0.959     | 0.968     | 0.963      |
| - w/o RT                | 0.889      | 0.869     | 0.913     | 0.886      | 0.967      | 0.968     | 0.967     | 0.966      |
| UniPF-RS-G-BiGCN        | 0.871      | 0.871     | 0.871     | 0.869      | 0.963      | 0.964     | 0.964     | 0.963      |
| - w/o RT                | 0.868      | 0.866     | 0.857     | 0.865      | 0.951      | 0.944     | 0.956     | 0.951      |

Table 4: The ablation study results on PolitiFact and GossipCop datasets.

| Method                  | Twitter15 | Twitter16 |
|-------------------------|-----------|-----------|
|                         | Acc        | P         | R         | F1         | Acc        | P         | R         | F1         |
| UniPF-BiGCN             | 0.952      | 0.959     | 0.945     | 0.952      | 0.955      | 0.962     | 0.951     | 0.955      |
| - w/o SC-G              | 0.951      | 0.952     | 0.951     | 0.950      | 0.947      | 0.953     | 0.942     | 0.946      |
| - w/o RT                | 0.949      | 0.956     | 0.942     | 0.949      | 0.952      | 0.956     | 0.948     | 0.951      |
| UniPF-RS-G-BiGCN        | 0.945      | 0.950     | 0.939     | 0.945      | 0.951      | 0.930     | 0.976     | 0.951      |
| - w/o RT                | 0.939      | 0.945     | 0.934     | 0.939      | 0.949      | 0.951     | 0.951     | 0.950      |

Table 5: The ablation study results on Twitter15 and Twitter16 datasets.
root nodes since these root nodes act as propagation tree’s ancestor in the forest and play a pivot role to incorporate correlations between similar propagation trees. Under too smaller number of root nodes, some redundant or noisy features may be introduced at the same time; while a larger number of root nodes also hurts the performance since assigning more root nodes means propagation trees are independent. The optimal value is 4, 15, 25, and 20 on PolitiFact, GossipCop, Twitter15 and Twitter16 datasets, respectively.

Figure 4 reports the performance against different values of $\lambda$, a trade-off hyper-parameter of the unsupervised node-induced clustering loss in the root-induced training strategy. Performance first gets better with the increase of $\lambda$. The improvements demonstrate the effectiveness of the root-induced training strategy, which can further ensure high-quality root nodes in the propagation forest. The best setting of 0.5, 0.5, 1, and 1 on PolitiFact, GossipCop, Twitter15 and Twitter16 datasets, respectively. However, performance declines when applying a large value of $\lambda$. Because the model with too large $\lambda$ would pay more attention to semantic clustering based on all propagation trees and cannot effectively exploit structural information of individual propagation trees.

4.5 Feature Analysis

BERT (Devlin et al., 2019) has shown powerful ability to encode textual features and been applied in many NLP tasks (Hu et al., 2022a,b). To investigate the robustness and universality of UniPF, we follow Dou et al. (2021) and evaluate the performance against different feature extractors to explore that given different textual features, whether UniPF can still fully explore latent correlations between propagation trees. Figure 5 shows the fake news detection performance using two different textual features, i.e., Word2Vec (Mikolov et al., 2013) and BERT (Devlin et al., 2019).

From the results, the proposed framework can effectively boost the performance of the baseline model whether BERT or Word2Vec is used to initialize textual features, which reveals the robustness and effectiveness of the proposed UniPF framework. Besides, textual features extracted by BERT are better than Word2Vec. The fact shows contextual features can be captured by the pre-trained model from a large corpus.

4.6 Efficiency Analysis

As shown in Table 6, after employing UniPF, the number of model parameters is 34.5% more than that of BiGCN. The time difference is about 0.12s. Although UniPF would introduce a small number of parameters, the average spent time of each epoch is similar to the base model. We argue it is worthwhile to cost a very small amount of computing resources to provide better results.

| Model       | Number of Parameters | Average Time |
|-------------|----------------------|--------------|
| BiGCN       | 427.5k               | 2.35s        |
| UniPF-BiGCN | 575.2k               | 2.47s        |

Table 6: Efficiency analysis on the PolitiFact dataset.
5 Related Work

Some works exploit user information to detect fake news such as user credibility (Yuan et al., 2020), user profiles (Shu et al., 2019b) and user social relations (Shu et al., 2019a). However, due to user privacy protection, user’s information is not allowed recorded on social media. This paper focuses on detecting fake news based on anonymous propagation. We review related works in two groups: content- and propagation-based detection methods.

5.1 Content-based Detection Methods

Content-based detection approaches investigate the truthfulness of news content by extracting its textual features. Early works (Castillo et al., 2011; Zhao et al., 2015; Popat, 2017; Potthast et al., 2018; Ajao et al., 2019) rely on feature engineering to capture textual attributes. After the emergence of deep learning, many works (Ma et al., 2016; Ruchansky et al., 2017; Shu et al., 2019a; Zhou et al., 2020; Kaliyar et al., 2021) apply various neural networks to automatically learn semantic features from source content and its comments to detect fake news. In reality, fake news is usually published around a specific event/topic, leading to potentially similar semantic characteristics. However, most of them usually extract fine-grained features from words but may suffer from polysemy problem and are not effective to learn shared semantic features. This paper explores potential semantics via generating cluster-prototype and integrating information under the propagation forest, fully exploring shared and identifiable semantic features to boost detection.

Understanding complicated dissemination patterns from propagation trees is also critical since this gives valuable hints into the discovery of fake news. Prior studies (Castillo et al., 2011; Vosoughi et al., 2018; Zhao et al., 2021) focus on several propagation-related criteria such as total number of nodes in a propagation tree, propagation tree depth and breadth. Within a deep learning framework, (Ma et al., 2016; Shu et al., 2020b; Khoo et al., 2020) learn the representation of the target propagation tree with neural networks to capture geometrical spreading patterns. More recently, many mainstream studies (Hu et al., 2019; Dong et al., 2019; Nguyen et al., 2020; Bian et al., 2020; Hu et al., 2021; Silva et al., 2020; Wei et al., 2021, 2022; Silva et al., 2021) regard the propagation tree as a graph structure and apply various graph-based techniques to learn richer structural features. Although obtaining promising results to some extent, they usually assume propagation trees are independent and ignore vital high-level correlations among propagation. To alleviate this issue, we develop the propagation forest and propose a generic framework to fully explore latent semantic and structural correlations across propagation.

6 Conclusion

In this paper, we investigate deep correlations between propagation trees and propose a generic framework UniPF for improving fake news detection. UniPF builds a propagation forest to naturally combine propagation trees in a semantic-clustering manner. The representation of the target sample is enhanced with shared patterns from similar propagation trees and prototypical root nodes. Besides, a node-induced training strategy is designed for guaranteeing the consistency of the representation of propagation trees and newly prototypical root nodes. Experiments on four datasets consistently prove the scalability and effectiveness of UniPF.

For future work, we will explore more available information (such as images) for perfecting propagation forest to enhance detection.
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