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Abstract—For safe and reliable deployment in the real world, autonomous agents must elicit appropriate levels of trust from human users. One method to build trust is to have agents assess and communicate their own competencies for performing given tasks. Competency depends on the uncertainties affecting the agent, making accurate uncertainty quantification vital for competency assessment. In this work, we show how ensembles of deep generative models can be used to quantify the agent’s aleatoric and epistemic uncertainties when forecasting task outcomes as part of competency assessment.

I. INTRODUCTION

While real world deployment of autonomous robotic agents will greatly benefit humans, the challenge lies in establishing appropriate levels of trust that lead to proper usage of and reliance on the autonomy [10], [12]. Trust is impacted by the human belief in the safety and reliability of the autonomous agents. One method of establishing trust is to have the autonomous robot report its own competency by providing self-assessment of its capability to perform the given tasks under varying environmental and dynamical factors [2], [6]. Our approach to competency assessment relies on the autonomous agent performing accurate long-horizon forecasting of task outcomes [1]. A critical component of this, particularly for deep reinforcement learning (RL) based autonomous agents, is uncertainty quantification.

The uncertainties encountered by a deep RL autonomous agent can be categorized as aleatoric or epistemic [5], [7]. Aleatoric uncertainty is an irreducible form of uncertainty reflected in the training data of the deep learning model. Its sources include process/measurement noise and any unobserved or partially observed variables. Epistemic uncertainty is a reducible form of uncertainty that reflects uncertainty in the model parameters. Its sources include insufficient or out-of-distribution data and any modelling errors. Both types of uncertainties are encountered in the real world when operating in an inherently stochastic environment and/or when the agent is tasked in scenarios outside of its training data distribution. Thus, quantification of both uncertainties is vital for the agent’s competency assessment.

In this work, we show preliminary methods to quantify aleatoric and epistemic uncertainties for a deep model-based RL autonomous agent using an ensemble of deep generative models. We present our results for three environmental variations (deterministic, stochastic and out-of-distribution) and show how the two types of uncertainties evolve in each. By presenting the uncertainty quantification results alongside the autonomous agent’s task outcome forecast, we show how an informative competency assessment can be generated.

II. METHODS

A. Deep Generative Models for Aleatoric Uncertainty

Generative models can approximate the joint probability distribution underlying training data. We use a conditional VAE that uses the latent space to capture the stochasticity of the data [8], [13]. By adding a recurrent structure to the VAE, the temporal correlations of the data can also be captured. This is an important feature to learn the dynamics of model-based RL agents, which allows long-horizon forecasting of task outcomes for competency assessment. Given a trajectory of the form \( T = \{s_0, a_0, s_1, a_1, s_2, a_2, \ldots\} \), where \( s_t \) and \( a_t \) represent the state and action at time \( t \), the recurrent conditional VAE learns \( p_\theta(s_{1:T} | s_0, a_{0:T-1}) \), which is an approximate distribution under model parameters \( \theta \) of states up to time horizon \( T \) given only the initial state and sequence of actions. Since aleatoric uncertainty emerges from the training data distribution, the distribution learned by the VAE represents an approximation to true aleatoric uncertainty \( p(s_{0:T} | s_0, a_{0:T-1}) \).

B. Deep Ensembles for Epistemic Uncertainty

The deep generative model from Section II-A is trained to learn model parameters \( \theta^* \) such that

\[
\theta^* = \arg\max_\theta \prod_{i=1}^n p_\theta(s_{1:T} | s_0^i, a_{0:T-1}^i)
\]

where \( n \) is the number of training samples. Uncertainties associated with the learned parameters \( \theta \), which also impact the approximation of aleatoric uncertainty, are accounted for using epistemic uncertainty. Epistemic uncertainty reflects the amount of training a model has and increases for out-of-distribution data. In our case, this occurs when the trained model is queried with initial state \( s_0 \) and/or sequence of actions \( a_{0:T-1} \) that are out of its training data distribution. Quantification of epistemic uncertainty relies on having a posterior distribution over the model parameters, which we achieve by training an ensemble of recurrent VAEs [9].

C. Uncertainty Quantification

Given that we are working with a conditional generative model, existing methods for quantifying predictive uncertainty can be used for quantifying and decomposing the two forms of uncertainty [4], [11]. Following these methods, the
where \( H \) represents the entropy function and \( \mathbb{E}_{p(\theta|D)} \) represents the expectation under the posterior distribution of the model parameters \( \theta \) given the training data \( D \).

III. PRELIMINARY RESULTS

In this section, we present preliminary results for the Pusher robot, a modified OpenAI gym [3] Reacher environment with a ball added to induce interesting agent behavior. In addition to the standard deterministic environment, we add complexity during training and testing in two ways:

- **Stochastic training:** Gaussian noise is injected into the system via the actions, and the model is trained on this uncertain environment.

- **Out-of-distribution testing:** Trained model is queried using states that are out of range from the training distribution for the standard deterministic environment.

The uncertainty entropies over time, calculated from Monte Carlo runs using all available ensemble models, are shown in Figure 1 for three selected state dimensions. In general, epistemic uncertainty value tends to be higher than aleatoric, regardless of environmental condition. As expected, epistemic uncertainty is highest for out-of-distribution condition and aleatoric uncertainty is highest for the stochastic condition. For the out-of-distribution case, since we maintain deterministic conditions, the aleatoric uncertainty is comparable to that of the deterministic environment. We also present corresponding numerical entropy values averaged over time in Table I which shows the type of uncertainty that dominates in each scenario.

To demonstrate the implications of uncertainty on competency assessment, we also present the agent’s forecasted performance. In particular, we plan to study how the two uncertainty types on the agent’s performance. In particular, we plan to study how the two uncertainty types on the agent’s performance. Additionally, we will also explore better metrics to more informatively communicate the uncertainties as part of competency assessment.

IV. CONCLUSIONS AND FUTURE WORK

In this work, preliminary results for performing uncertainty quantification for the purpose of competency assessment are presented. We use ensembles of conditional recurrent VAEs to capture and decompose aleatoric and epistemic uncertainties. The results are presented on three different environmental variations to demonstrate the benefits of quantifying the uncertainties in this way.

We will be expanding this work further by closely studying the ties between the uncertainty types and the agent’s performance. In particular, we plan to analyze a wider variety of tasks to understand the general impact of the two uncertainty types on the agent’s forecasted performance.

| Uncertainty Type | Total Epistemic (Bits) | Total Aleatoric (Bits) | Total Deterministic (Bits) | Probability of Success |
|------------------|------------------------|------------------------|---------------------------|------------------------|
| Deterministic    | 0.505                  | 0.129                  | 0.376                     | 99.6%                  |
| Stochastic       | 0.794                  | 0.286                  | 0.508                     | 75.2%                  |
| Out-of-distribution | 0.843              | 0.153                  | 0.690                     | 84.3%                  |
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