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Abstract—This work examines the hypothesis that partially observable Markov decision process (POMDP) planning with human driver internal states can significantly improve both safety and efficiency in autonomous freeway driving. We evaluate this hypothesis in a simulated scenario where an autonomous car must safely perform three lane changes in rapid succession. Approximate POMDP solutions are obtained through the partially observable Monte Carlo planning with observation widening (POMCPow) algorithm. This approach outperforms over-confident and conservative MDP baselines and matches or outperforms QMDP. Relative to the MDP baselines, POMCPOW typically cuts the rate of unsafe situations in half or increases the success rate by 50%.
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I. INTRODUCTION

There are many criteria that an autonomous vehicle may be judged by, but two of the most important are safety and efficiency. Unfortunately, safety and efficiency often oppose one another. Our hypothesis is that planning techniques that consider internal states such as intentions and dispositions of other drivers can simultaneously improve safety and efficiency. An important concept for investigating this hypothesis is the distinction between epistemic uncertainty that can be reduced with Bayesian reasoning about observations and aleatoric uncertainty that is fundamentally random. This work evaluates the benefit of modeling internal states with an epistemic uncertainty framework.

The partially observable Markov decision process (POMDP) framework provides a way to formulate a planning problem that considers both epistemic uncertainty in the form of incomplete knowledge of the state and aleatoric uncertainty in the form of noise in individual state transition and observation outcomes [1]. Many researchers have explored human behavior POMDPs in autonomous driving scenarios (e.g. [2]–[6]). This work aims to provide insight into the following questions in the context of a challenging freeway multiple lane change scenario (Fig. 1):

1) Can POMDP planning significantly improve safety and efficiency? While there are many impressive qualitative results in the literature [2]–[4], [6], these studies often do not include systematic quantitative evidence that a POMDP approach can significantly outperform a simpler MDP approach, even in an idealized simulation environment. This work isolates the uncertainty model as the experimental variable, comparing state-uncertainty-aware POMDP solution methods to similar MDP methods that consider all uncertainty to be aleatoric.

2) Can useful POMDP solutions be found in real time? Several researchers have demonstrated that useful POMDP solutions are readily computable [7], but this work demonstrates this on larger problems with a variable number of vehicles that may be encountered on a multilane highway.

3) How are the performance advantages of POMDP planning related to the distribution of driver behaviors? This work shows that correlation between different aspects of driving behavior within individual drivers has a large effect on the relative performance of different planning methods.

4) How quickly does performance degrade when the POMDP model used for planning does not match the real world? Since it is difficult to guarantee that models, especially human models, match the dynamics of the world exactly, it is important to understand the effects of model mismatch. This work characterizes performance when the parameters of the world simulation model do not match the planning model.

The paper proceeds as follows: Section II gives a short introduction to multi-objective optimization and POMDP planning. Section III gives a detailed problem description, and solution approaches are described in Section IV. Finally, Section V addresses the questions above with numerical results.

II. BACKGROUND

This section introduces some concepts and techniques used for planning in autonomous driving.

A. Objectives for Automated Driving

Autonomous vehicles are designed for multiple objectives. Two of the most important are safety and efficiency.

Safety is often defined as a guarantee that a certain set of negative outcomes will never occur, that is, unsafe states are unreachable even under worst-case disturbances. However, this notion of safety is clearly unattainable in many cases because other vehicles may easily force collisions if they take adversarial actions. Thus, autonomous vehicle engineers must...
pursue a more modest objective: minimizing the likelihood of reaching unsafe states.

Efficiency is accomplishing a goal with minimum resource use. This can take a variety of forms in different contexts, for instance maximizing the throughput of cars on a highway or reducing energy consumption or emissions. One of the most valuable resources that autonomous vehicles will manage is time; they must be judicious in their use of time to reach a destination. In the particular scenario studied in this work, efficiency corresponds to the vehicle’s ability to make several lane changes in a fixed distance.

Safety and efficiency have a complex relationship. Usually they are opposed to one another. For example, maintaining slower speeds and yielding to other drivers is typically safer but is also less efficient. At first, it may seem that safety is a strictly higher priority than efficiency, but consumers will pursue a more modest objective: minimizing the likelihood of reaching unsafe states.

Fig. 1. Planning with human internal states using POMCPOW. The green car is the ego vehicle. The color of the other cars indicates the average value of their true internal parameters: redder drivers are more aggressive and bluer drivers more timid. The lines indicate the predicted trajectories of the vehicles in the tree, including rollouts. These trajectories are plotted in a frame moving at the ego’s current speed, so trajectories going backwards indicate slower future movement. White lines are the ego vehicle trajectories; colored lines indicate trajectories of other vehicles with the color indicating the sampled parameter values for that vehicle in the tree. Small circles ranging from red to green indicate the estimated value at action nodes on the ego trajectories. The absence of action nodes far from the vehicle indicates that the tree only needs a few steps of depth for planning and the majority of each trajectory occurs in rollouts.

C. POMDPs

The partially observable Markov decision process (POMDP) is a mathematical formalism that can represent a wide range of sequential decision making problems [12], [13]. In a Markov decision process (MDP), an agent takes actions that affect the state of the system with the goal of maximizing a reward collected by visiting certain states. In a POMDP, this task is made much more difficult because the agent only gains information about the state through noisy observations.

A POMDP is defined by the tuple \((\mathcal{S}, \mathcal{A}, T, R, O, Z, \gamma)\). \(\mathcal{S}\) is the state space, and \(\mathcal{A}\) is the action space. The transition model, \(T(s' | s, a)\), encodes the probability of transitioning to state \(s'\) given that action \(a\) is taken in state \(s\). The reward function, \(R(s, a, s')\), specifies the reward for transitioning from \(s\) to \(s'\) when action \(a\) is taken. \(O\) is the observation space, and \(Z\) is the observation model, where \(Z(o | s)\) is the probability or probability density of receiving observation \(o\) in state \(s\) [13], [14]. Finally, \(\gamma \in [0, 1]\) governs how reward is discounted in the future (see Eq. (2)).

Since an agent acting in a partially observable environment does not have perfect access to the state, it must make decisions based only on the history of observations that it has received. Bayes rule can be used to calculate the probability that the system is in each state conditioned on the previous observations. This distribution contains sufficient information to choose optimal actions [13], [14], and is known as the belief; \(B\) is the space of all possible beliefs. Choosing actions based on the belief is often more straightforward than choosing based on the history, and the discussion in this work will be constrained to approaches that make decisions based on belief.

The objective in a POMDP is to find a policy, \(\pi\), that maps a belief to an action maximizing the value function, the expected
sum of all future rewards, denoted with
\[ V^\pi(b) \equiv E \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, \pi(b), s_{t+1}) \bigg| b_0 = b \right], \quad (2) \]
where subscript \( t \) denotes the time step. The discussion in this work will also refer to the belief-action value function, \( Q \). The \( Q \) value is the value of taking action \( a \) at the current step and then executing a specified policy at future steps,
\[ Q^\pi(b, a) \equiv E \left[ R(s, a) + \gamma V^\pi(b') \bigg| b \right] \quad (3) \]
The value function is important because it provides a basis for dynamic programming solutions, and a POMDP optimization problem can be written as
\[ \max_{\pi: B \rightarrow A} V^\pi(b). \quad (4) \]
When the superscript \( \pi \) is omitted, \( V \) refers to the optimal value or an estimate of the optimal value.

In some cases, the solution to the underlying fully observable MDP corresponding to a POMDP is useful [15]. For a POMDP \((S, A, T, R, O, Z, \gamma)\), the underlying MDP is \((S, A, T, R, \gamma)\). The optimal state-action value function for this MDP will be denoted with
\[ Q_{\text{MDP}}(s, a) = R(s, a) + \max_{\pi: S \rightarrow A} E \left[ \sum_{t=1}^{\infty} \gamma^t R(s_t, \pi(s_t)) \bigg| s_0 = s \right]. \quad (5) \]

D. Monte Carlo Tree Search

Though POMDPs are very powerful in terms of expression, even the class of finite-horizon POMDPs is PSPACE-complete, indicating that it is unlikely that efficient general exact algorithms for large problems will be discovered [16]. Because of this, approximations are used. In this work, five different approximate POMDP solution methods, described in detail in Section IV-A, are considered. All of these approaches use variants of Monte Carlo tree search (MCTS) [17] with double progressive widening (DPW) [18], but each makes a different set of assumptions.

Given an initial state (or belief in the POMDP case), a policy may be represented by a tree with alternating layers of state and action nodes in the MDP case or observation and action nodes in the POMDP case (see Fig. 2 for depictions of several approximate versions of such a tree). MCTS uses Monte Carlo simulations to incrementally construct and search only important parts of this tree.

This technique reduces computation compared to an exact offline (PO)MDP solution (which is impossible for a problem as large as this) in several ways. First, by computing actions online starting from the current state, the solver must only consider states that are likely to be visited in the near future. Second, by estimating the value function \( Q(s, a) \) (or \( Q(b, a) \) in the POMDP case) at each action node and running more simulations for actions that are promising according to an upper confidence bound [17], it limits computation wasted on parts of the tree that are not likely to be in the optimal policy.

Double progressive widening further focuses computation by considering only a limited, but gradually increasing, number of sampled states or observations. In this way, the solver is able to search deeper into the tree, that is, further into the future, than algorithms that consider more states.

In some of the approaches used in this work, MCTS is directly applicable because they involve solving an MDP that approximates the true POMDP. However, in the full POMDP formulation, the state is not directly observed and planning must be conducted in the belief space. Since full Bayesian belief updates are computationally expensive, the POMCP algorithm extends MCTS to include approximate beliefs represented by weighted particle collections that are gradually improved as the tree is searched [19]. Though the particle weighting scheme has been shown to be sound [20], a proof that POMCP converges to the optimal POMDP solution has not yet been given. The large number of trajectories that POMCP algorithm is able to consider using its weighted particle approach are shown in Fig. 1.

E. Related Work

Significant effort has been invested in identifying accurate human driver models for planning. Specific thrusts include learning these models from data [21], [22], representing these models efficiently [23], [24], recognizing the intent of other drivers online [25], using game-theoretic approaches to model interaction [26], [27], and predicting motion with models that respect kinematics and inferred constraints [28].

Though sensors accurately measure much of the physical state of other vehicles, the internal state (e.g., intentions and aggressiveness) of other road users can only be indirectly inferred [7], [25], [28]–[31]. This fact is central to the hypothesis explored in this work: that inferring and planning with an estimate of the internal states of the traffic participants will improve safety and efficiency.

POMDPs are particularly well suited for modeling decisions for autonomous vehicles because they explicitly capture limitations of the vehicle’s sensors in measuring relevant state variables. Some research focuses on physical variables that are hidden because of occlusions or other sensor limitations [6], [32]–[35]. Other research focuses on latent states internal to human drivers [2], [5], [29], [36], [37] or pedestrians [7], [38].

In addition to MDP and POMDP planning, there are many other methods for planning lane changes [39]. The experiments presented here are not meant to compare fundamentally different planning methods, but rather to contrast similar tree search methods using POMDP models that consider internal states and MDP models that do not.

III. Problem Formulation

The hypothesis is tested in a freeway driving scenario (Fig. 1). A vehicle must navigate from the rightmost to the leftmost lane of a four lane freeway within a specified distance while maintaining safety and comfort.

The driver models used in this work are collision-free, that is, all human-driven and autonomous vehicles will stop or slow in time to avoid a collision. The decision to adopt collision-free models was made because no suitable model for the interactions of human-driven vehicles leading up to a collision was found. Thus instead of counting collisions to evaluate the safety of the system, any situation in which any human-driven or autonomous vehicle has to break hard
to avoid a collision is marked unsafe. The following sections describe the mathematical details of the simulation model.

A. POMDP Formulation

The freeway driving scenario is formulated as a POMDP with the following elements:

- State space, $S$: A system state, $s = (q_0, q_1, \theta_1, \ldots, q_N, \theta_N) \in S \subset \mathbb{R}^{124}$, consists of the physical state of the ego vehicle ($q_0$), and physical state and behavior model for each of the $N$ other cars in the scene. A physical state, $q_i = (x_i, y_i, \dot{x}_i, \dot{y}_i) \in \mathbb{R}^4$, consists of the car's longitudinal and lateral position and velocity. An internal state, $\theta_i \in \mathbb{R}^8$, consists of values for the behavior parameters listed in Table I. Since the number of vehicles on the road is limited to $N_{\text{max}} = 10$, the full state including the ego physical state can have up to 124 dimensions.
- Action space, $A$: An action, $a = (\delta x, \delta y) \in A$, consists of the longitudinal acceleration and lateral velocity of the ego vehicle. The action space is discrete and pruned to prevent crashes (see Section III-D).
- State transition model, $T$: The state transition distribution is implicitly defined by a generative model that consists of a state transition function, $F(\cdot)$, and a stochastic noise process (see Section III-C).
- Reward model, $R$: The reward function, defined in Section III-E, rewards reaching the left lane within the distance limit and penalizes unsafe actions.
- Observation space, $O$: An observation, $o \in O$ consists of the physical states of all of the vehicles, that is $o = (q_1, \ldots, q_N)$. No information about the internal state is directly included in the observation.
- Observation model, $Z$: In these experiments the observation is a perfect measurement of the physical state, though the solution methods below can be used with noisy observations.

The remainder of this section elaborates on this model.

B. Driver Modeling

The driver models for each car have two components: an acceleration model that governs the longitudinal motion and a lane change model that determines the lateral motion. In this work, the acceleration model is the Intelligent Driver Model (IDM) [40], and the lane change model is the “Minimizing Overall Braking Induced by Lane change” (MOBIL) model [41]. Both have a small number of parameters that determine the behavior of the drivers. The distribution of these parameters in the population of vehicles will be denoted $\Theta$.

The IDM Model was developed as a simple model for “microscopic” simulations of traffic flows and is able to reproduce some phenomena observed in real-world traffic flows [40]. It determines the longitudinal acceleration for a human-driven car, $\ddot{x}$, based on the desired distance gap to the preceding car, $g$, the absolute velocity, $\dot{x}$, and the velocity relative to the preceding car $\Delta \dot{x}$. The longitudinal acceleration is governed by the following equation:

$$\ddot{x}_{\text{IDM}} = \ddot{a} \left [ 1 - \left ( \frac{\dot{x}}{\dot{x}_0} \right )^\delta - \left ( \frac{g^* (\dot{x}, \Delta \dot{x})}{g} \right )^2 \right ],$$

where $g^*$ is the desired gap given by

$$g^*(\dot{x}, \Delta \dot{x}) = g_0 + T \dot{x} + \frac{\dot{x} \Delta \dot{x}}{2 \sqrt{a_b}}$$

The MOBIL model makes the decision to change lanes based on maximizing the acceleration for the vehicle and its neighbors. When considering a lane change, MOBIL first ensures that the safety criterion $\ddot{x}_n \geq -b_{\text{safe}}$, where $\ddot{x}_n$ will be the acceleration of the following car if the lane change is made and $b_{\text{safe}}$ is the safe braking limit. It then makes the lane change if the following condition is met

$$\ddot{x}_c - \ddot{x}_c + p \left ( \ddot{x}_n - \ddot{x}_n + \ddot{x}_o - \ddot{x}_o \right ) > \Delta a_{\text{th}}$$

C. Physical Dynamics

The physical dynamics assume time is divided into discrete steps of length $\Delta t$. The dynamics assume constant longitudinal acceleration and constant lateral velocity over a time step.

There is a physical limit to the braking acceleration, $b_{\text{max}}$. Lateral velocity is allowed to change instantly because cars on a freeway can achieve the lateral lane change velocities in time much shorter than $\Delta t$ by steering. If MOBIL determines that a lane change should be made, the lateral velocity, $\dot{y}$, is set to $\dot{y}_{\text{lc}}$. Lane changes may not reverse; once a lane change has begun, $\dot{y}$ remains constant until it is complete (this is the reason that $\dot{y}$ is part of the state). When a vehicle reaches the midpoint
of a lane, lateral movement stops so that lane changes always end at lane centers.

Since MOBIL only considers adjacent lanes, there must be a coordination mechanism so that two cars do not converge into the same lane simultaneously. If two cars begin changing into the same lane simultaneously and the front vehicle is within $g^*$ of the rear vehicle, the rear vehicle’s lane change is canceled.

Because vehicles far from the ego are less relevant, the scene is limited to 50 m in front of and behind the ego vehicle. Thus, if there are fewer than $N_{\text{max}}$ vehicles on the road, a new vehicle is generated. First, a behavior for the new vehicle is drawn from $\Theta$ with initial speed $\chi_0 + \sigma_{\text{vel}}w_0$, where $\chi_0$ is the desired speed from the behavior model and $w_0$ is a zero-mean, unit-variance, Gaussian random variable independent for each car. If this speed is greater than the ego’s speed, the new vehicle will appear at the back of the road section; if it is less, it will appear at the front. For each lane, $g^*$ is calculated, either for the new vehicle if the appearance is at the back or for the nearest following vehicle if the appearance is at the front. The new vehicle appears in the lane with the largest clearance. If no clearance is greater than $g^*$, the new vehicle does not appear. Once the ego reaches the target lane ($y = y_{\text{target}}$) or passes the distance limit ($x \geq L$), the problem terminates.

Throughout this paper, the behavior described so far will be denoted compactly by the state transition function

$$s' = F(s, u, w).$$

### D. Action Space for Crash-Free Driving

At each time step, the planner for the ego must choose the longitudinal acceleration and lateral speed. For simplicity, the vehicle chooses from up to ten discrete actions. The vehicle may make an incremental decrease or increase in speed or maintain speed, and it may begin a left or right lane change or maintain the current lane. The combination of these adjustments make up nine of the actions. The final action is a braking action determined dynamically based on the speed and position of the vehicle ahead. In most cases, the acceleration for this action is a nominal value, $-b_{\text{nominal}}$, but this is sometimes overridden. At each time step, the maximum permitted acceleration, $a_{\text{max}}$, is the maximum acceleration that the ego could take such that, if the vehicle ahead immediately begins braking at the physical limit, $b_{\text{max}}$, to a stop, the ego will still be able to stop before hitting it without exceeding physical braking limits itself. The braking action is $(\bar{x}_e, \bar{y}_e) = (\min\{a_{\text{max}}, -b_{\text{nominal}}\}, 0)$.

The dynamic braking action guarantees that there will always be an action available to the ego to avoid a crash. At each step, the action space is pruned so that if $\bar{x}_e > a_{\text{max}}$ or if a lane change leads to a crash, that action is not considered. Since the IDM and MOBIL models are both crash-free [42], and actions that lead to crashes for the ego are not considered, no crashes occur in the simulation. Eliminating crashes is justifiable because it is likely that an actual autonomous vehicle would have a low-level crash prevention system to increase safety and facilitate certification. In addition, modeling driver behavior in the extraordinary case of a crash is difficult.

### E. Reward Function and Objectives

The broad goals of efficiency and safety manifest as two concrete objectives in the lane change problem: reaching the target lane within a specified distance, $L$, (efficiency) and maintain the comfort and safety of both the ego and the other nearby vehicles (safety). Thus, the following two metrics are used to evaluate planning performance: 1) the fraction of episodes in which the ego reaches the target lane, and 2) the fraction of episodes in which any vehicle operates unsafely.

For this work, hard braking and unusually slow velocity are considered unsafe. A hard braking maneuver is defined as $\ddot{x} < -b_{\text{hard}}$ and slow velocity as $\dot{x} < \dot{x}_{\text{slow}}$, where $b_{\text{hard}}$ and $\dot{x}_{\text{slow}}$ are chosen to be uncomfortably abrupt deceleration or slow travel that might result in an accident in real conditions (see Table II). In addition to quantifying safety, hard braking also serves as a proxy for comfort.

In order to encourage the planner to maximize these metrics, the reward function for the POMDP is defined as follows:

$$R(s, a, s') = \text{in}_\text{goal}(s') - \lambda \left(\text{any}_\text{hard}_\text{brakes}(s, s') - \text{any}_\text{too}_\text{slow}(s')\right)$$

where

$$\text{in}_\text{goal}(s') = \mathds{1}(y' = y_{\text{target}}, x' \leq L),$$

$$\text{any}_\text{hard}_\text{brakes}(s, s') = \max_{i \in \{1, \ldots, N\}} \{1(\dot{x}'_i - \dot{x}_i < -b_{\text{hard}}\Delta t)\},$$

$$\text{any}_\text{too}_\text{slow}(s') = \max_{i \in \{1, \ldots, N\}} \{1(\dot{x}'_i \leq \dot{x}_{\text{slow}})\}.$$

That is, there is a positive reward for reaching the target lane within the distance limit, and hard brakes and slow velocity for any car are penalized. The weight $\lambda$ balances the competing goals and can be used to create an approximate Pareto frontier.

---

1. There are many safety surrogate measures that could be used in this context. We expect the broad conclusions of this study should hold for a variety of safety measures, and these metrics are often closely related. For example, there is a special relationship to the commonly used time-to-collision metric. In particular, if the time-to-collision under assuming $\ddot{x} = -b_{\text{hard}}$ is less than one time step, the vehicle will be forced to brake hard.

### Table II

| Parameter | Symbol | Value |
|-----------|--------|-------|
| Simulation time step | $\Delta t$ | 0.75 s |
| Max other vehicles on road | $N_{\text{max}}$ | 10 |
| Lane change rate | $y_c$ | 0.67 lanes/s |
| Distance limit | $L$ | 1000 m |
| Velocity noise standard deviation | $\sigma_{\text{vel}}$ | 0.5 m/s |
| Physical braking limit | $b_{\text{max}}$ | 8.0 m/s |
| Penalized hard braking limit | $b_{\text{hard}}$ | 4.0 m/s |
| Penalized minimum speed | $\dot{x}_{\text{slow}}$ | 15 m/s |
| UCT exploration parameter | $c$ | 8 |
| DPW linear parameter | $k$ | 4.5 |
| DPW exponential parameter | $\alpha$ | 0.1 |
| MCTS search depth | | 40 |
| MCTS iterations per step | | 1000 |
| Particle filter wrong lane factor | $\gamma_{\text{lane}}$ | 0.05 |
| Number of Particles (Joint Parameter Filter) | $M$ | 5000 |
| Number of Particles (Aggressiveness Filter) | $M$ | 2000 |
| Reward ratio for Pareto points | $\lambda$ | 0.5, 1, 2, 4, 8 |
IV. SOLUTION APPROACHES

The planning approaches investigated in this work all involve approximate planning with variations of MCTS-DPW (Section II-D). These variations are enumerated and described below. For some of these variations, a belief over the internal states of other drivers is maintained with a particle filter which is described in detail in Section IV-B.

A. Approximate Planning Approaches

Five approximate planning variations were used. They are enumerated below and illustrated in Fig. 2.

1) **Assume normal behavior**: The first approach uses MCTS-DPW to solve an MDP assuming that all drivers act with identical “normal” internal state (see Table I).

2) **Model all uncertainty as aleatoric uncertainty (Naive MDP)**: This approach uses MCTS-DPW to plan as if all uncertainty is simply aleatoric uncertainty, that is, as if the problem were an MDP with a state consisting only of the physical state and the internal states were random variables, independent at each timestep, distributed according to the internal state distribution $\Theta$. This model would be the result of fitting a Markov model with only the physical state based on data from all drivers.

3) **Mean state MDP (MSM)**: In this approach, a particle filter is used to maintain a belief distribution over the driver internal states. At each timestep MCTS-DPW is used to solve the fully observable MDP using the mean internal state values $E_{s\sim\theta}[s]$. This approach is sometimes called certainty equivalence control [43]. Here MCTS approximates the policy

$$\pi_{\text{MSM}}(b) = \arg\max_a Q_{\text{MDP}}(E_{s\sim\theta}[s], a). \quad (12)$$

4) **QMDP**: The QMDP approximation is based on an algorithm proposed by [15] that uses value iteration to find the $Q_{\text{MDP}}$ values (Eq. (5)) for a POMDP and then takes the action that maximizes the expected $Q_{\text{MDP}}$ value for the belief. In this work, the $Q_{\text{MDP}}$ values are estimated through MCTS-DPW instead of value iteration. The expected $Q_{\text{MDP}}$ value for a belief action pair is

$$Q_{\text{MDP}}(b, a) = E_{s\sim\theta}[Q_{\text{MDP}}(s, a)]$$

$$= \int_{s \in S} Q_{\text{MDP}}(s, a) b(s) \, ds, \quad (14)$$

and MCTS-DPW seeks to find the policy

$$\pi_{\text{QMDP}}(b) = \arg\max_a E_{s\sim\theta}[Q_{\text{MDP}}(s, a)]. \quad (15)$$

Since it chooses the action that maximizes this value, it is easy to see that the QMDP approximation is the optimal solution to a hypothetical problem with partial observability on the current step, but that subsequently becomes fully observable.

5) **POMCPOW**: This approach uses the POMCPOW algorithm [19] that leverages weighted particle filtering as described in Section II-D to find an approximate solution to the POMDP. Figure 1 showcases this technique.

The first two approaches are baselines, representing ways to force the epistemic uncertainty in the POMDP into an aleatoric-only MDP formulation. The first optimistically assumes that it knows the internal states of other drivers, making it an overconfident baseline. The second, on the other hand, is a conservative baseline; it plans pessimistically assuming it can learn nothing new about the drivers.

The MLMDP and QMDP methods passively learn online using particle filtering. However, during planning, they assume that all information about the state of the problem is known (MLMDP) or will become known after one step (QMDP). This makes these planners overly optimistic and thus systematically suboptimal. Moreover, because of this optimistic assumption about knowledge during planning, there is no incentive for learning about the state, and hence these policies will not take costly actions for active learning, even if such actions are part of the optimal solution to the POMDP. Nevertheless, these approximations are useful in many domains.

POMCPOW is the closest approximation to the exact POMDP solution [19], [20]. It considers epistemic state uncertainty at deeper levels of the tree, and is thus able to find the best policies for this problem.

All of these MCTS planning methods are limited to 1000 iterations, which takes approximately 0.5 s on a single core CPU, allowing the algorithms to run faster than real time with $\Delta t = 0.5$ s. The computational load scales linearly with the number of vehicles, so the algorithm could be used for moderately larger scenarios and slightly modified versions could be further scaled with parallelization. The value at new leaf nodes is estimated with a simple rollout policy that moves toward the goal lane if a lane change is safe and otherwise accelerates or decelerates depending on whether there is more distance to the front or rear.

B. Internal State Filtering

In the MLMDP, QMDP, and POMCPOW approaches, online estimation of $\theta$ is accomplished with a particle filter [44]. Filtering is independent for each car, but all of the
behavior parameters for a given car are estimated jointly. There are two versions of the filter. In the first, a particle, \( \hat{\theta} \), consists of values of all model parameters. In the second, all parameters are assumed perfectly correlated (see Section V-A), so a particle consists of only a single value, the “aggressiveness”.

The belief at a given time consists of the exactly known physical state, \( q \), and a collection of \( M \) particles, \( \{ \hat{\theta}^k \}_{k=1}^M \), along with associated weights, \( \{ W^k \}_{k=1}^M \). To update the belief when action \( u \) is taken, \( M \) new particles are sampled with probability proportional to the weights, and sampled noise values \( \{ \hat{\omega}^k \}_{k=1}^M \) are used to generate new states according to \( \hat{x}^k = F(q, \hat{\theta}^k, u, \hat{\omega}^k) \). The new weights are determined by approximating the conditional probability of the particle given the observation:

\[
W^k' = \begin{cases} 
\max \left\{ 0, \frac{\alpha - 2 \hat{x}' - \hat{\omega}'}{\alpha} \right\} & \text{if } y' = \hat{y}' \\
\gamma_{\text{lane}} \max \left\{ 0, \frac{\alpha - 2 \hat{x}' - \hat{\omega}'}{\alpha} \right\} & \text{o.w.}
\end{cases}
\]

\[ \propto \Pr \left( \hat{\theta}^k \mid o \right) \]

where \( \hat{x}' \) and \( y' \) are from the observation, \( \hat{\omega}' \) and \( \hat{y}' \) are from \( \hat{x}' \), the max expression is proportional to the density of the acceleration noise triangular distribution, and \( \gamma_{\text{lane}} \in [0, 1] \) is a hand-tuned penalty for incorrect lane changes (see Table II).

V. RESULTS

The computational results from this study are designed to meet the two goals of 1) quantifying the size of the gap between the baseline control algorithm and the maximum potential lane change performance and 2) showing which cases internal state estimation and POMDP planning can approach the upper bound on performance.

Experiments are carried out in three scenarios, each with a different distribution of internal states. In each of these scenarios, each of the approaches described in Section IV are compared with an approximate upper performance bound obtained by planning with perfect knowledge of the behavior models. Initial scenes for the simulations are generated by beginning a simulation with only the ego on the road section and then simulating 200 steps to allow other vehicles to accumulate. The open source code for these experiments can be found at https://github.com/sisl/Multilane.jl/tree/master/thesis.

A. Driver Model Distribution Scenarios

For the numerical testing, three internal state distribution scenarios are considered. In all of these scenarios, drivers behave according to the models presented in Section III-B, however the IDM and MOBIL parameter values are distributed differently in each scenario.

The values are drawn from a continuous joint distribution, but Table I shows typical parameter values for aggressive, timid, and normal drivers. The values are taken from [42], but some have been adjusted slightly so that the normal driver parameters are exactly half way between the timid and aggressive values. In all three of the scenarios, the marginal distributions of the parameters are uniformly distributed between the aggressive and timid values.

The difference between the scenarios is in the correlation of the parameter values. In this context, “correlation” does not refer to correlation between different drivers in the population, i.e. correlation between \( \theta_i \) and \( \theta_j \) where \( j \neq i \). Rather, it refers to correlation between different parameters within individual driver models, i.e. correlation between the parameters such as \( T \) and \( x_0 \) within a driver model \( \theta_i \). Each driver model, \( \theta_i \), is sampled independently from a joint parameter distribution, \( \Theta \), that is identical across all drivers, but we study various levels of correlation between the individual parameters. Intuitively, a distribution with high correlation corresponds to the assumption that nearly all polite drivers (high \( \rho \)) also prefer slower speed (low \( x_0 \)) and timid values for all parameters in Table I. Conversely, low correlation corresponds to the assumption that polite lane changers prefer a range of speeds and other parameter values.

In order to maintain consistent marginal distributions while varying the correlation, copulas are used. A copula is a multivariate distribution with uniform marginal distributions but a joint distribution with correlation between the variables [45]. An \( n \)-dimensional Gaussian copula is defined by a correlation matrix, \( \Sigma \), and has the cumulative distribution function (CDF)

\[
F_{GC}(x) = \Phi_{\Sigma}(\Phi^{-1}(x_1), \ldots, \Phi^{-1}(x_n)),
\]

where \( \Phi_\Sigma \) is the CDF for a multivariate Gaussian distribution with covariance \( \Sigma \), and \( \Phi^{-1} \) is the inverse CDF for a univariate Gaussian distribution. If random vector \( X \) has CDF \( F_{GC} \), then for any \( i \neq j \), the correlation between \( X_i \) and \( X_j \) is \( \Sigma_{ij} \).

In Scenario 1, all of the parameters are independently distributed. In Scenario 2, all of the parameters are perfectly correlated so that all parameters are deterministic functions of a single uniformly-distributed random variable, the “aggressiveness” of the driver. In Scenario 3, the distribution is correlated between these two extremes. Specifically, it is a Gaussian copula with a covariance matrix with 1 along the diagonal and correlation parameter \( \rho \) elsewhere. The values drawn from this distribution are scaled and translated to lie between the aggressive and normal limits.

For Scenario 3, the value of \( \rho \) is 0.75, and Scenarios 1 and 2 can be thought of as limiting cases where \( \rho \) approaches 0 and 1, respectively. In Scenarios 1 and 3, the first version of the particle filter, which estimates all of the model parameters jointly, is used, whereas in Scenario 2, the second version of the particle filter that assumes fully correlated parameters is used, that is, it only estimates a single “aggressiveness” parameter for each car. The mean state MDP planner uses this “aggressiveness” parameter for each car. The mean state MDP planner performs as expected. The baseline planner that assumes all vehicles act with normal behavior parameters creates over-confident plans.

B. Pareto Front Comparison

Figure 3 shows approximate Pareto fronts illustrating the performance in terms of safety and efficiency of each of the approaches described in Section IV. Each of the points on the curve shows the result of 5000 independent simulations of the scenario with a particular safety-efficiency tradeoff weight, \( \lambda \).

The baseline and upper bound approaches perform as expected. The baseline planner that assumes all vehicles act with normal behavior parameters creates over-confident plans.
That is, it is able to reach the goal a large proportion of the time, but it causes many safety violations. On the other hand, the naive MDP approximation is over-cautious. That is, it can attain a high level of safety, but it is never able to meet the goal more than 80% of the time. The omniscient upper bound planner achieves performance equal to or greater than all other approaches.

As expected, better plans are attained as uncertainty is modeled more accurately. The mean state MDP approach usually performs better than the baselines because it dynamically estimates the model parameters, but it is still overconfident (achieving a high success rate, but sacrificing safety) because it plans without any internal state uncertainty. QMDP performs better than mean state MDP because it considers samples from the entire estimated internal state distribution when planning. Since the vehicle does not have to take costly information-gathering actions to accomplish its goal, POMCPOW only outperforms QMDP in certain cases.

One immediate concern that should be raised about the approximate Pareto frontiers in Fig. 3 is that they are not all convex. The Pareto-optimal points generated by solving optimization problems of the form in (1) must lie on the convex hull of the true Pareto front. Thus, approximate Pareto fronts plotted by connecting particular solutions with straight lines as in Fig. 3 should be convex. Particularly egregious violations of convexity can be found in the mean state MDP curve in Fig. 3, Scenario 1, and the normal behavior assumption curve in Fig. 3, Scenario 3, where there are “kinks” at the third point from the top ($\lambda = 2$) that prevent these curves from even being monotonic. The lack of convexity may be due to some combination of the following reasons:

1) The performance objectives plotted in the graphs do not exactly match the stage-wise reward function (11). For example, the planner observes a larger penalty if there are multiple safety violations, but this is not reflected in the plots.

2) The MCTS-DPW solution method is itself stochastic and has no guarantees of convergence in finite time.

3) Even given infinite computing time, the solvers will converge to inaccurate approximations of the true POMDP solution (except, perhaps, for POMCPOW).

One compelling explanation for the kinks mentioned above is that, as $\lambda$ is increased, since the planner is penalized more severely for unsafe actions, it plans a more conservative trajectory and stays on the road longer. The longer time on the road gives more chances for unsafe events to occur which are difficult for the planner to avoid because of its inaccurate model. This explanation is corroborated by the results in Fig. 4. In both places where there were previously kinks, the number of hard brakes per kilometer decreases as $\lambda$ increases.

**C. Correlation Comparison**

It is also interesting to consider the effect that the correlation between model parameters described in Section V-A has on the relative effectiveness of the control approaches. Figure 3, Scenario 1, shows that when there is no correlation, QMDP offers a significant advantage over mean state MDP, and POMCPOW offers a further significant advantage over QMDP. In this case, since the parameters are uncorrelated, there is a large amount of uncertainty in them even when some...
Fig. 4. Average hard braking frequency and success rate.

(e.g. $\dot{x}_0$) are easy to observe, and since POMCPOW is able to plan into the future considering this uncertainty, it performs better. On the other hand, when the parameters are fully correlated as shown in Fig. 3, Scenario 2, all of the parameters are easy to estimate by observing only a few, so there is not a significant performance gap between MSM, QMDP, and POMCPOW; all are able to close the gap and achieve nearly the same performance as the upper bound. Fig. 3, Scenario 3, shows the expected behavior between the extremes.

Figure 5 shows the performance gaps at more points between $\rho = 0$ and 1. As the correlation increases, the approximate POMDP planning approaches get steadily closer to closing the performance gap with the upper bound. These results have significant implications for the real world. It suggests that if most human driver behavior is correlated with easily measurable quantities, near-optimal performance can be achieved by simpler approaches like MSM. If there is little correlation, more advanced planners that carry the uncertainty further into the future are needed.

**D. Robustness**

In the experiments above, internal parameter distribution is assumed to be known exactly. Because there will be differences between any model used in planning and the way human drivers actually behave, it is important to test robustness. This section contains tests in which the parameter distribution for planning differs from the true distribution.

1) **Parameter Correlation Robustness:** The first robustness test examines the effect of correlation inaccuracy. POMCPOW and QMDP planners that assume no correlation and full correlation are tested against simulation models with varying levels of correlation. Figure 6 shows the results. Performance does not degrade abruptly when the correlation model is inaccurate, though there is an advantage to planning with a correlated model when the true parameters are fully correlated.

2) **Parameter Domain Robustness:** In the second robustness test, the domain from which the parameters are drawn is expanded by a variable factor. Specifically, in the new test...
distribution, the “Normal” values from Table II are still used as the midpoints of the distribution, but the distance to the extremes is multiplied by the expansion factor. For example, if the expansion factor is 2, the marginal distribution of the desired time gap, $T$, is uniform between 0.5 s and 2.5 s. Distributions that contain physically nonsensical values such as a negative jam distance, $g_0$, are truncated. The planner always uses the distribution defined by values from Table II.

Figure 7 shows the results of tests with expansion factor values between 0.2 and 2.0. All approaches have significantly more success when the expansion factor is less than 1, indicating that the problem is easier in this case, even with an inaccurate model. There is significant performance degradation at higher expansion factors, both in absolute terms and relative to the omniscient upper bound. However, this degradation is one-sided; there is little performance lost due to planning with distribution domains that are larger than the true distribution domain. This one-sidedness suggests that, in practice, prior distributions should be chosen conservatively (i.e. with a larger domain than that of the true distribution) so that the planner can handle situations with both higher- and lower-than-expected levels of uncertainty.

VI. CONCLUSION

This study compared POMDP and MDP planning for autonomous lane changing. By using the same basic algorithm, MCTS-DPW, for both POMDP and MDP planning, we have isolated the effects of modeling different types of uncertainty. In particular, the performance of the planners is linked to the degree with which they treat internal state uncertainty as epistemic uncertainty. The MDP planners ignore epistemic uncertainty and perform the worst. The POMDP planners are able to consider both aleatoric and epistemic uncertainty and the closer they are able to approximate an optimal POMDP solution, the better they perform.

Though the advantage of the POMDP approaches is clear in all tests, the relative effectiveness of different POMDP approaches depends on the correlation of the distributions of the internal states. If the internal states are highly correlated, simply estimating them with a particle filter and planning assuming certainty equivalence is adequate to nearly match the upper performance bound. On the other hand, when the parameters are uncorrelated, the QMDP planner performs much better than the certainty equivalence planner, and POMCPOW performs much better than QMDP. Moreover, in this uncorrelated case, there is a significant gap between all approaches and the upper bound.

Experiments also characterize the robustness of the algorithms to incorrect parameter distributions. POMCPOW and QMDP do not suffer significant performance degradation when the parameter correlation is not correct. Robustness to inaccuracy in the parameter domain is one-sided: when the true domain is larger than that assumed by the planners, performance is adversely affected, but when the true domain is smaller, there is no degradation.

The primary weakness of this investigation is the model of the other drivers. Since the IDM and MOBIL models were developed to simulate large scale traffic flow [40], [41], simulations with these models may not be accurate. Incorporating models learned from data would further validate the conclusions drawn here. The model used here also neglects dynamic intentions of other drivers. Planning based on the possible intentions of other drivers would likely be even more powerful than the approach investigated here because it would enable sophisticated interaction and communication between the autonomous cars and humans.
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