Tracking Control for Piezoelectric Actuators with Advanced Feed-Forward Compensation Combined with PI Control †
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Abstract: Piezoelectric Actuators (PEAs) are devices that can support large actuation forces compared to their small size and are widely used in high-precision applications where micro- and nano-positioning are required. Nonetheless, these actuators have undeniable non-linearities, the well-known ones being creep, vibration dynamics, and hysteresis. The latter originate from a combination of mechanical strain and electric field action; as a consequence, these can affect the PEA tracking performance and even reach instability. The scope of this paper is to reduce the hysteresis effect using and comparing different control strategies like feedback with a Feed-Forward (FF) structure, which is often used to compensate the non-linearities and diminish the errors due to uncertainties. In this research, black-box models are analyzed; subsequently, a classic feedback control like Proportional-Integral (PI) control is combined with the FF methods proposed separately and embedded into a dSpace platform to perform real-time experiments. Results are analyzed in-depth in terms of the error, the control signal, and the Integral of the Absolute Error (IAE). It is found that with the proposed methods, the hysteresis effect could be diminished to acceptable ranges for high-precision tracking with a satisfactory control signal.
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1. Introduction

PEAs are high-precision positioning systems with a wide range of usage such as active vibration systems for vehicles [1], sensing [2], energy recovery [3], and stick-slip motors [4]. These devices not only are accurate, but also possess a broad stiffness in comparison to their size [5]. Despite the advantages, these actuators have hysteresis, which is a significant non-linearity effect that downgrades the performance. This feature occurs as a combination between the electric field and material and mechanical strain [6], which results in the PEAs having a position-error of up to 22% [7].

Over the years, the hysteresis has been reduced provided that proper control was well designed. Due to the simplicity and robustness, Sliding Mode Control (SMC) is a successful and widely used tool for PEAs [8]; for example, the authors of [9] presented an SMC with a PID-type sliding surface,
which was implemented in real-time. In their study, the authors used a PEA with an asymmetrical hysteresis, and they designed the controller based on a state observer with a conventional Bouc–Wen (BW) model (which is inflexible for asymmetry [10]). Even though the accuracy was increased, SMC is naturally known for the chattering effect. Other model-based control strategies could have more accurate models like Prandtl–Ishlinskii or Preisach for state observation, but these are widely complex to implement due to the inverse calculation. For instance, a Prandtl–Ishlinskii model was used in [11], the calculation of which is purely mathematical and lacks practicality.

Authors from [12] suggested that a feedback controller can handle errors in positioning, as well as the reduction of unknown effects; also, the addition of an FF amplifies the nonlinearity compensation. Black-Box (BB) models are commonly used for FF compensation due to the mapping ability for unknown dynamic systems [13], where the common structures are Artificial Neural Networks (ANNs), Hammerstein–Wiener (HW), etc. In [14], a sophisticated FF with feedback control was used: a linear approximation was done, and it was compared with an ANN, which was used for mapping; additionally, a conventional PI and a neural PID were embedded for the whole combination. The outcomes showed that a neural PID with an FF-ANN could improve accuracy. Even though ANNs could give satisfactory results for mapping, other BB strategies could be used. HW is an approach that uses both authors’ theories to identify non-linear dynamic models [15], where the structure consists of non-linear peripheral blocks and a central linear one. An application with an HW was implemented in [16], where the author used the HW block to model the non-linearities of a piezoelectric pad, which was combined with a Kalman filter to estimate the position that was controlled by a fuzzy-PID. The results showed an increment in the accuracy due to the complex structure.

In this research, we use a PI controller whose parameters are optimized by the reduction of the IAE; moreover, an ANN and HW are designed in MATLAB/Simulink, contrasted, and tested individually in a control architecture with a PI. In Section 2, the hardware configuration is explained within the PEA specifications followed by a shallow description of the hysteresis and the control structures used during the experiments. Section 3 provides the results of the hysteresis fitting that the ANN and HW provide; also, the errors and actuation signals are interpreted for the control architectures. Finally, Section 4 provides a summarize of the whole research and which future strategies could be analyzed.

2. Methods

2.1. Hardware Description

This study was based on commercial hardware from Thorlabs, which was used for the experiments. The PEA PK4FYC2 is a discrete stack actuator where the measurement is done by a full-bridge Wheatstone circuit. A technical description is provided in Table 1.

| Properties                  | Values   | Units |
|-----------------------------|----------|-------|
| Physical dimensions         | 7.3 × 7.3 × 36 | mm   |
| Nominal max displacement    | 38.5     | µm   |
| Max force                   | 1000     | N    |
| Drive voltage range         | 0–150    | V    |
| Error due to hysteresis     | 15       | %    |

Figure 1 shows the hardware architectures in which the control strategies were embedded in a dSpace DSPI104 that provided a 0–10 V signal, which is sent to the PEA driver cube (KPZ101 by Thorlabs); this hardware amplifies the signal of 0–150 V straight into the PEA. The measurement is done in two steps: the strain gauge measurement is augmented in a pre-amplifier AMP002 and linked to a strain gauge reader KPZ101 by Thorlabs. The latter provides a 0–10 V measurement signal, which is used in the DSPI104 hardware for control purposes.
2.2. PEA Hysteresis

The hysteresis was obtained through a triangle wave as the input voltage; also, mathematically, it represents the sum of infinite harmonics, which implies that any proposed controller needs to grant high performance to tracking [17]. According to [14], the PEA used reflects a prominent hysteresis effect at the maximum driving voltage, so for the tests and to avoid damage, it was configured at 145 V, and the period was set at 1 second. The sampling time was configured at 1 kHz, which reflects a suitable balance between acquisition and hardware limitation.

Figure 2 is the PK4FY2 PEA hysteresis graph for two cycles at the start. Usually, the hysteresis tends to converge the loop between (2) and (3) since the position only begins at zero whenever calibration is done before any operation.

2.3. ANN Configuration

The first architecture used for mapping the PEA non-linearity was a Time Delay Neural Network (TDNN), which is a recurrent ANN [18] type. The structure implies that the predicted output depends on the past values of the input (which was set as 5 by default) and merged with a non-linear function $f$,
as shown in Equation (1). The function $f$ was approximated by a non-linear combination of a hidden and output layer with its activation functions and weights. Figure 3 displays the architecture of the TDNN where both layers have different weights and biases (in terms of $i$ and $j$). The configuration of the ANN was disposed as the one used by the author in [14] where the number of neurons in the hidden layer was 22. The training information was set as 10 seconds of triangle waves, which reflected the PEA displacement and voltage as the input and output, respectively. Furthermore, the data were divided into 70% for training, 15% for validation, and the rest for testing. The training algorithm used was Levenberg–Marquardt (LM) as the MATLAB ANN Toolbox suggests; the calculation was carried until acceptable values of the Mean Squared Error (MSE) were achieved.

$$y(t) = f(u(t-1), \ldots, u(t-5))$$ (1)

![Figure 3. TDNN explicit architecture.](image)

2.4. Hammerstein–Wiener Configuration

As Figure 4 shows, HW consists of three blocks in series where the outer ones are used to map the input and output non-linearities, whereas the middle block is a linear function (Equation (2)) in terms of the time shift operator $q^{-1}$, such that $q^{-1}u(t) = u(t-T)$. The parameters $n_b$, $n_f$, and $n_d$ represent the degree of B, F, and the delay, respectively.

$$\frac{B}{F} = q^{-n_d} \frac{\sum_{i=1}^{n_b} b_i q^{-i+1}}{1 + \sum_{j=1}^{n_f} b_j q^{-j}}$$ (2)

The parameters of the HW block were estimated with the MATLAB System Identification Toolbox, which uses a loss function based on the error reduction between the model output and the measured response as a metric. The approximation algorithm was set to the automatic choice according to the toolbox criterion. The non-linear blocks can be estimated with different functions (such as piece-wise functions, polynomial, wavelet, etc) where the criterion used to determine which could suit it best was the fit percent, which defines the quality of the model likeness to the measured data.

![Figure 4. HW architecture.](image)

2.5. Control Structure

The experiments were done with two control structures that had the same PI, but with an FF-ANN and an FF-HW (Figure 5). The PI tuning was based on the IAE (Equation (3)) in real time and aiming
to reach the best performance. For a fair comparison, the constants $K_p$ and $K_i$ were the same in both architectures.

$$IAE = \int_0^\infty |e(t)|dt$$

\[F(x) = c(1)x^n + c(1)x^{n-1} + \cdots + c(n)x + c(n+1)\]

Figure 5. Control architectures where (a) uses an FF-ANN and (b) an FF-HW.

3. Results and Discussion

3.1. Hysteresis Fitting Results

Before testing the control structures, the accuracy of each FF block was tested and contrasted. The ANN provided a satisfactory MSE during the training; the HW fitting architecture chosen was a sixth-degree polynomial input-output (Equation (4)) to represent the non-linearities since it contributes the best fit percent in comparison with the other methods.

Figure 6a shows the hysteresis graph with the interpolation of the ANN and HW, which overlap, and for that reason, Figure 6b displays the error in terms of voltage so that the comparison can be appreciated. The ANN behaves significantly better than HW, which has enough distortion. At the peak moment (which occurs at 0.5 s), HW has a sudden behavior that resembles a sign change; this is expected due to the radical change of slope at the peaks. On the other side, the ANN could manage to fit the hysteresis with only a slight noise during the peak, but it can be seen that the error stands on average around the null value.

3.2. Guidance Control Results

Despite that HW provided a low-grade hysteresis fit, an objective contrast needs to be made with a control loop so that the control signal can be a metric as well. The PI parameters were tuned to $K_p$ and $K_i$ equal to 10 and 100, respectively. The IAE showed values of 0.0384 and 0.0486, which belong to the FF-ANN and FF-HW (both with PI control), respectively. This resembles the difference being 26% higher when the ANN was used; however, the in-depth analysis is presented in the following section.

Figure 7a is the error contrast between the models: the control loop with the FF-HW resulted in less accurate results where the main differences could be seen in special places of the graph. During the first rise, both models managed to behave with a modest difference, but at the first peak where the slope shifts, a soaring error increment for FF-HW was provoked. During the decline, the framework with FF-HW compensated the error faster, although it had more overshoot and a later undulation. The lower peak at one second behaved reciprocally for both models where the one compensated with the ANN had more noise.
Figure 6. Hysteresis fitting accuracy where (a) corresponds to both models in the fitting and (b) is the error for both models.

Figure 7. Error comparison and control signal architectures with PI combined with FF-ANN and FF-HW. (a) Error; (b) control signal; (c) control signal at the lower peak; (d) control signal at the top peak.
Although the control signal from Figure 7b looks similar in both cases, Figure 7c,d displays an amplified view during both peaks. Even if the FF-HW model was less accurate, during the control signal, it showed an improvement since the variation was less than the FF-ANN. During the rise, the control signal of the framework with HW had a lower amplitude compared to the ANN, and the same happened after the descent.

4. Conclusions

In this research, we analyze different mapping alternatives to be used in a feedback FF control architecture. It is found that the hysteresis is an undesirable effect and complex to model with conventional tools due to the asymmetry (which was present in the PEA used), and thus, alternative solutions such as a BB can deal with this problem.

The PEA hysteresis is obtained with a triangle wave, which is a complex signal and implies that the control design has to be robust enough. Therefore, a comparison between HW and the ANN is done to verify the mapping accuracy. HW shows low performance in comparison with the ANN since the error has more fluctuation and could carry the peak with certain difficulties. The ANN has an increment in the accuracy that is near the null value of error on average.

However, the control tests show a different situation, since the architecture with the FF-HW has an advantage compared to the FF-ANN. The latter achieves a lower error (which is reflected in the IAE) and performs better than the FF-HW. However, the one with FF-HW shows that the control signal is superior: the signal has less undulation and is smoother as well. This implies that the actuation effort is less, so that the life-span of the PEA could increase even though the accuracy is lower. Therefore, with this research, the designer has two options to choose, which have pros and cons depending on the requirements.

Regarding the options for future research, several combinations can be made. For instance, the PI controller can be replaced with a Fractional-Proportional-Derivative-Integral (FPID) so that the complexity is higher. Another option is the usage of a neural PID with advance learning rules. In terms of the FF block, different ANN architectures can be used like Long-Short-Term Memory (LSTM); also an optimization of the HW block can be done by a study using a Hammerstein or a Wiener block so that the calculation is reduced, as well as the complexity.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- **PEA** Piezoelectric Actuator
- **FF** Feed-Forward
- **PI** Proportional-Integral
- **IAE** Integral of the Absolute Error
- **SMC** Sliding Mode Control
- **BW** Bouc–Wen
- **BB** Black-box
- **ANN** Artificial Neural Networks
- **HW** Hammerstein–Wiener
TDNN  Time Delay Neural Network
LM   Levenberg–Marquardt
MSE  Mean Squared Error
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