1. INTRODUCTION

Most coal mines in China are gas-bearing mines, and gas accidents occur frequently, which seriously threatens the safety of coal production.13 The monitoring and forecasting of gas concentrations is of great significance for preventing gas accidents and ensuring coal mine production safety. At present, coal companies have installed safety monitoring systems to monitor gas concentrations, but the functions performed by these systems are primarily disaster identification and response. The value of these monitoring data has not been fully exploited, resulting in an insufficient ability to predict and warn about gas accidents.

To improve the forecasting accuracy of coal mine gas concentrations, scholars around the world have performed a great deal of research. In general, gas concentration forecasting methods in recent years can be classified into two categories: methods based on traditional machine learning and methods based on deep learning. The methods based on traditional machine learning are as follows: He et al. proposed a gas content forecasting model based on linear quadratic exponential smoothing;3 Guo et al., Zhao et al., Ren, and Wang et al. proposed gas concentration forecasting methods based on the autoregressive integrated moving average model;4−7 Yao and Qiu proposed a mine gas concentration forecasting algorithm based on an improved back-propagation neural network;8 Zhou et al. proposed a differential gray model and radial basis function forecasting model for the gas content of deep coal seams;9 Li et al. and K. J. Wang and J. Y. Wang proposed a gas concentration forecasting model for a fully mechanized coal mining face based on a support vector machine;10,11 Gong and Li proposed a forecasting model for underground gas concentrations based on data fusion;12 Jia and Deng proposed a combined forecasting model for mine gas concentrations based on a pan-average calculation;13 and Zhang et al. proposed a dynamic gas concentration forecasting model.14 These studies have made certain contributions to the construction and optimization of mine gas forecasting models. However, the data sets targeted by these studies are relatively small. With the continuous increase in the amount of data in monitoring systems, building a model for big data to improve the accuracy and stability of forecasting gas concentrations is still an urgent problem to be solved.15

At present, the most effective type of method for processing big data is deep learning. Since the Hinton team won the ImageNet competition using a deep learning method in 2012,16 an increasing number of scholars have begun to pay attention to deep learning and apply it. In natural language processing,17,18 speech recognition,19 machine translation,20 image understanding,21 and other fields, breakthrough results have been achieved. In the view of the advantages of deep learning, some scholars have also applied it in the field of gas concentration forecasting. Li et al. preliminarily discussed the application of long short-term memory (LSTM) in coal mine gas forecasting and warning systems,22 which confirmed the effectiveness of LSTM in gas concentration forecasting. Sun et al. also performed dynamic forecasting of the
gas concentration in a mining face based on LSTM.\textsuperscript{23} Li et al., Ma et al., and Jia et al. predicted the gas concentration in a coal mining face based on recurrent neural network (RNN) and gated recurrent unit (GRU) models.\textsuperscript{24–26} These studies initially verified the effectiveness of deep learning models in the field of gas concentration forecasting. However, LSTM has many parameters and a complicated structure, which is prone to overfitting problems. As a variant of LSTM, a GRU has a simple structure, fewer parameters, and a short training time, which is more advantageous than LSTM. However, a GRU only considers the forward information in a sequence and does not consider the reverse information. In most cases, considering the reverse information can improve the forecasting accuracy of the model. The forward information implements the “consider the above information” function by adding the results of the previous operation to the current operation. The reverse information is the addition of the reverse operation to the GRU. It can be understood as reversing the input sequence and calculating the output in the way of GRU again. The final result is a simple stack of the result of forward GRU and reverse GRU.

Thus, the author proposes a forecasting model of gas concentration based on Adamax-BiGRU. First, the mine gas monitoring data are preprocessed, and then the Laida criterion\textsuperscript{27} and Lagrange interpolation method\textsuperscript{28} are applied to preprocess the outliers and missing values in the monitoring data; next, the monitoring data are spatially reconstructed to obtain the input of the GRU training sample. Second, based on the GRU model, the mean-square error (MSE) is used as the loss function, and the Adamax optimization algorithm is used to construct a two-way GRU learning model suitable for gas concentration time series and to determine the GRU model parameters for learning.

Finally, the gas concentration data of a coal mine working face are used for the test. The results show that compared with other deep learning models and optimization algorithms, the use of Adamax-BiGRU for gas concentration forecasting achieves good application results.

2. THEORY AND MODELING

2.1. Data Preprocessing. The Laida criterion and Lagrange interpolation method are applied to preprocess the outliers and missing values in the coal mine safety monitoring data.

2.1.1. Laida Criterion. Suppose that the measured value is measured with equal accuracy, and \( x_0, x_1, \ldots, x_n \) are obtained independently, and the arithmetic mean \( x \) and residual error \( \sigma = x_i - x \) \((i = 1, 2, \ldots, n)\) are calculated. The standard deviation \( \sigma \) is calculated according to Bessel’s formula, if the residual error \( |x_i| = x_i - x \leq 3\sigma \), it is considered that \( x_i \) is a bad value with a gross error, and therefore should be eliminated.

2.1.2. Lagrange Interpolation. In general, if the function value \( y_0, y_1, \ldots, y_n \) of \( y = f(x) \) at different \( n + 1 \) points \( x_0, x_1, \ldots, x_n \) is known, then one can consider constructing a polynomial whose degree does not exceed \( n \) through these \( n + 1 \) points to satisfy the formula

\[
P(x_k) = y_k, \quad k = 0, 1, \ldots, n
\]

To estimate any point \( x \neq x_k \), \( k = 0, 1, \ldots, n \), you can use the value of \( P_n(x) \) as the approximate value of the exact value \( f(x) \). This method is called "interpolation".

The formula \( 1 \) is the interpolation condition (criteria), including the minimum interval \( [a, b] \) of \( x_i \) \((i = 0, 1, \ldots, n)\), where

\[a = \min\{x_0, x_1, \ldots, x_n\}, \quad b = \max\{x_0, x_1, \ldots, x_n\}.
\]

2.2. Bidirectional Gated Circulation Unit. A GRU is a variant of an RNN. An RNN has a “memory” function for processing sequence data. It adopts a chain structure, taking the “memory” of the previous moment and the state of the current moment as the input information, and enters a loop structure to obtain a new output. Because an RNN repeats the same operation at each time point, it has a very deep calculation graph. Therefore, similar to multilayer neural networks, RNNs face the problems of gradient explosion, gradient disappearance, and long-term dependence. To solve these problems for RNNs, Hochreiter and Schmidhuber proposed LSTM in 1997.\textsuperscript{29} Like an RNN, an LSTM neural network also has a chain structure, but compared with the simple layer of neurons in the RNN, the LSTM neuron cycle module has more parameters, its structure is more complicated, and it is not easy for it to converge. To overcome the shortcomings of LSTM, Cho proposed the LSTM variant GRU in 2014.\textsuperscript{30} The GRU simplifies LSTM, so its calculation speed is much faster than that of LSTM.

The classic GRU structure uses unidirectional propagation along the sequence transfer direction, and each time \( t \) is only related to past times. However, in some cases, when building a model, if the feedback of a future sequence value at a certain moment is considered, the model can be modified with this future information. Therefore, a two-way GRU model is built, as shown in Figure 1. Its basic idea is as follows: for each training sequence, two RNN models are established in the forward and backward directions, and the hidden-layer nodes of the two models are connected to the same output layer. This data processing method can provide complete historical and future information for each time point in the input sequence of the output layer.

In Figure 1, each GRU neural unit is processed in two directions: GRU\(^1\) is a forward GRU, and its internal structure is shown in Figure 2; GRU\(^2\) is a reverse GRU, and its internal structure is shown in Figure 3.

The forward calculation in Figure 2 proceeds as follows:

Suppose \( \vec{z}_t \) is the reset gate of the positive input GRU at time \( t \). The formula is as follows

\[
\vec{z}_t = \sigma(\vec{W}_t \vec{x}_t + \vec{U}_t \vec{h}_{t-1})
\]

In the formula, \( \sigma \) is the sigmoid function; \( \vec{x}_t \) and \( \vec{h}_{t-1} \) are the current input value and the last activation value, respectively; \( \vec{W}_t \) is the input weight matrix; and \( \vec{U}_t \) is the weight matrix for cyclic connections.

Similarly, suppose \( \tilde{z}_t \) is the update gate of the forward GRU at time \( t \); the formula is as follows

\[
\tilde{z}_t = \sigma(\vec{W}_t \vec{x}_t + \vec{U}_t \vec{h}_{t-1})
\]
Suppose $\vec{h}_t$ is the activation value of the positive input GRU at time $t$, which is a compromise between the last activation value $\vec{h}_{t-1}$ and the candidate activation value $\vec{h}_{\tilde{t}-1}$.

$$\vec{h}_t = (1 - \vec{z}_t) \vec{h}_{t-1} + \vec{z}_t \vec{h}_{\tilde{t}}$$  \hspace{1cm} (4)

The formula for $\vec{h}_{\tilde{t}}$ is as follows

$$\vec{h}_{\tilde{t}} = \tanh (\vec{W}_h \vec{x}_t + \vec{r}_t \vec{U}_h \vec{h}_{t-1})$$  \hspace{1cm} (5)

In the above formula, $\cdot$ is the Hadamard product.

When the reset gate $\vec{r}_t$ is closed, that is, its value is close to 0, the GRU ignores the previous activation value $\vec{h}_{t-1}$ and is only affected by the current input $\vec{x}_t$. This allows $\vec{h}_t$ to discard irrelevant information.

On the other hand, the update gate $\vec{z}_t$ controls how much information in $\vec{h}_{t-1}$ can be passed to the current $\vec{h}_t$. This is the key to the design of the results of this unit. Its function is similar to that of the memory unit in LSTM, which can help the GRU remember long-term information.

Similarly, the reverse GRU calculation formula in Figure 3 is shown in formulas 6-9.

$$\vec{r}_t = \sigma (\vec{W}_e \vec{x}_t + \vec{U}_e \vec{h}_{t+1})$$  \hspace{1cm} (6)

$$\vec{z}_t = \sigma (\vec{W}_g \vec{x}_t + \vec{U}_g \vec{h}_{t+1})$$  \hspace{1cm} (7)

$$\vec{h}_{t+1} = (1 - \vec{z}_t) \vec{h}_{t+1} + \vec{z}_t \vec{h}_t$$  \hspace{1cm} (8)

$$\vec{h}_{\tilde{t}+1} = \tanh (\vec{W}_h \vec{x}_t + \vec{r}_t \vec{U}_h \vec{h}_{t+1})$$  \hspace{1cm} (9)

The results of the two directions are averaged to obtain the final output $h_r$.

$$h_t = (\vec{h}_t + \vec{h}_{\tilde{t}})/2$$  \hspace{1cm} (10)

2.3. Forecasting Model Structure of the Gas Concentration. The change in the mine gas concentration monitoring data is time-varying and nonlinear and cannot be predicted by a simple linear relationship. A neural network has obvious advantages in predicting complex nonlinear time-varying sequences. Therefore, a gas concentration forecasting model based on a BiGRU is constructed to predict the trend of the mine gas concentration.

For a mine gas concentration time series $X$, the structure of the forecasting model based on an optimized BiGRU is designed as shown in Figure 4.

Among them, the input is the gas concentration time series, the learning parameters are learned through BiGRU, and the output is the predicted gas data.

3. MODEL OPTIMIZATION

Deep learning is a highly iterative process, and training takes a long time. To shorten the model convergence time, researchers have proposed a variety of optimization algorithms. The most commonly used deep learning optimization algorithm is the gradient descent method and its variants, including batch gradient descent, stochastic gradient descent (SGD), gradient descent with momentum (GDM), adaptive gradient descent (AdaGrad), adaptive delta gradient descent (AdaDelta), Nesterov accelerated gradient (NAG) descent, and other methods. However, the gradient descent method has the disadvantages that it is difficult to choose a suitable learning rate, it easily converges to a local optimum, and the convergence process produces fluctuations. Therefore, some scholars have proposed algorithms such as root-mean-square-prop (RMSProp), adaptive moment estimation (Adam), and adaptive moment estimation max (Adamax); the Adam algorithm in particular has achieved good results. Because Adam is an RMSProp with a momentum term, it is good at handling nonstationary targets and has low memory requirements. It can calculate different adaptive learning rates for different parameters. Adamax is an improved version of Adam and often achieves better results than Adam. Therefore, the Adamax algorithm is employed in this study. The results of this study are more stable and accurate.
is proposed to optimize the gas concentration BiGRU forecasting model.

3.1. Optimization Framework for a Deep Neural Network. The parameter to be optimized in the DNN is $\omega$, and the objective function is $f(\omega)$. The optimization problem in deep learning can be described as finding a suitable set of parameters $\omega$ to minimize the loss function. To find this set of parameters more quickly, we often update the parameters by calculating the gradient of the objective function with respect to the current parameters.

The optimization framework of DNNs can be described as follows: the initial learning rate is set to $w$, and then iterative optimization begins. In the $t$-th training cycle (epoch), the update parameters are calculated using the following steps:

1. Calculate the gradient $g_t$ of the objective function with respect to the current parameters:

   $$g_t = \nabla f(\omega)$$

2. Calculate the first-order momentum $m_t$ and second-order momentum $V_t$, based on the historical gradient, different optimization algorithms use different formulas:

   (a) SGD: The characteristic is that it does not use momentum, converges slowly, and easily falls into local extremes, so its gradient update $m_t$ directly equals $g_t$.

   $$m_t = g_t$$  \hspace{1cm} (12)

   $$\eta_t = \alpha \cdot m_t$$  \hspace{1cm} (13)

   (b) SGD with momentum: uses the momentum of the gradient and converges faster than SGD.

   $$m_t = \beta \cdot m_{t-1} + (1 - \beta) \cdot g_t$$  \hspace{1cm} (14)

   $$\eta_t = \alpha \cdot m_t$$  \hspace{1cm} (15)

   (c) Adagrad: The second-order momentum is used, and the step size can be adjusted adaptively, but its second-order momentum accumulates the entire history, and the learning may be stopped early.

   $$v_t = \sum_{i=1}^{t} g_i^2$$  \hspace{1cm} (16)

   (d) AdaDelta/RMSProp: Second-order momentum is used, but its update method is different from Adagrad. AdaGrad accumulates all historical second-order momentum, and AdaDelta accumulates part of it. It can avoid ending the study early.

   $$v_t = \beta \cdot v_{t-1} + (1 - \beta) \cdot g_t^2$$  \hspace{1cm} (17)

   (e) Adam: Adam combines the first-order momentum with the second-order momentum, which greatly accelerates the convergence rate. Its first-order momentum update method is the same as SGD with momentum; the second-order momentum update method is the same as AdaGrad.

   $$m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t$$  \hspace{1cm} (18)

   $$v_t = \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g_t^2$$  \hspace{1cm} (19)

   (f) Adamax: Adamax is a variant of Adam. This method provides a simpler range formula change on the upper limit of the learning rate.

   $$\eta_t = \max(\nu \times |\eta_{t-1}|, |g_t|)$$  \hspace{1cm} (20)

3. Calculate the descending gradient $\eta_t$ at the current moment:

   $$\eta_t = \alpha \cdot m_t/\sqrt{V_t}$$  \hspace{1cm} (21)

4. Update $\omega$ according to the descending gradient:

   $$\omega_{t+1} = \omega_t - \eta_t$$  \hspace{1cm} (22)

The difference between the different optimization algorithms is reflected in the different calculation methods of $g_t$, $m_t$, and $V_t$, in steps (1) and (2).

3.2. Adamax Optimization Algorithm. The Adamax algorithm is a variant of Adam, and it sets a simpler range for the upper limit of the learning rate. In Adamax, the gradient of formula 11 is calculated using formula 23:

   $$g_t = \nabla^2 f(\omega_{t-1})$$  \hspace{1cm} (23)

The first-order momentum is calculated using formula 24:

   $$m_t = \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t$$  \hspace{1cm} (24)

The second-order momentum is calculated using formula 25:

   $$V_t = \max(\beta_2 \cdot V_{t-1}, |g_t|)$$  \hspace{1cm} (25)

Among these variables, $\beta_1$ and $\beta_2$ are hyperparameters that control the first-order momentum and second-order momentum, respectively. Its value is determined by optimization algorithm.

Formula 23 is substituted into formulas 24 and 25, and then formulas 24 and 25 are substituted into formulas 21 and 22 to update the parameter $\omega$.

4. EXPERIMENT

4.1. Experimental Data. A total of 103,598 monitoring data points obtained from a comprehensive coal mining face from 16:25:00 on January 2, 2019, to 23:50:00 on December 31, 2019, at a sampling interval of 5 min were used as the experimental data. Because of the partial absence of the original data, 1142 data points were missing. The original data were preprocessed by applying the Laida criterion and Lagrange interpolation method, and the number of processed data points was 104,740. The average value of the preprocessed data was 0.143033; the standard deviation was 0.083732; the minimum value was 0; and the maximum value was 0.984. The data were divided into a training set and a test set according to the ratio 9:1, and there were no missing or imputed data in the test set.

4.2. Evaluation Index. To test the effectiveness of the gas concentration forecasting method based on Adamx-BiGRU, a certain index must be used to comprehensively measure and evaluate the forecasting effect. Here, the MSE is used to evaluate the model.

Models using an RNN and LSTM are compared, as well as optimization algorithms using SGD, SGDM, NAG, RMSProp, AdaGrad, AdaDelta, and Adam.

4.3. Experimental Steps. The experiment is performed with the following steps:

   Step 1: Data preprocessing. First, the Laida criterion is applied to address the noise in the gas concentration monitoring data.

   Second, the Lagrange interpolation method is used to interpolate the missing values of the monitoring data to obtain the processed monitoring data.

   Finally, the values of the application data set are normalized to $[0, 1]$.
Step 2: The gas concentration time series monitoring data are spatially reconstructed, and input samples are constructed for training the Adamax-BiGRU model.

Step 3: The structure of the BiGRU neural network is determined—that is, the number of hidden layers of the BiGRU, the number of neurons in each layer, and the value of the epoch.

Step 4: In order to update and calculate the network parameters that affect the training and output of the BiGRU model, make it approximate or reach the optimal value, thereby minimizing the loss function. The Adamax optimization algorithm is applied to optimize the BiGRU model and establish a forecasting model.

Step 5: The model forecasting effect on the test set is verified, and the forecasting data is denormalized to visualize the forecasting result with MSE.

The MSE is the expected value of the square of the difference between the estimated value of the parameter $\hat{y}_t$ and the true value of the parameter $y_t$. The calculation formula is as follows:

$$\text{MSE} = \mathbb{E}[(\hat{y}_t - y_t)^2]$$

Figure 5. Error of the training set in the BiGRU with different epochs.

Figure 6. Prediction effect of the RNN model on the test set. (a) All data of the test set. (b) 6000th to the 6500th data of the test set.

Figure 7. Prediction effect of the LSTM model on the test set. (a) All data of the test set. (b) 6000th to the 6500th data of the test set.
Through the above five steps, gas concentration forecasting based on the Adamax-BiGRU model can be performed.

5. RESULTS AND DISCUSSION

5.1. Determination of the Model Parameters. To determine the parameters of the Adamax-BiGRU model, the convergence of the MSE on the training set is compared for different parameter values to select the optimal number of hidden layers, the number of nodes in the hidden layers and the number of iterations. The following parameters are determined by comparison: the number of hidden layers is 2; the number of neurons is 32; the value of the batch size is 20; the learning rate is 0.01; and the number of iterations is 5.

First, the number of training rounds is preset to epochs = 100; then, the error of the BiGRU on the training set for each round is shown in Figure 5. It can be seen from Figure 5 that after epochs = 40, the training error and verification error are basically stable. Therefore, setting epochs = 40 can meet the training requirements.

5.2. Comparison of Different Models. The same structure is constructed based on the RNN, LSTM, GRU, and BiGRU gas concentration forecasting models, and the optimization algorithm uses Adam. The experimental results of the RNN, LSTM, GRU, and BiGRU models on the test set are shown in Figures 6–9. All data are shown in subgraph (a), and the 6000th to the 6500th data of the test set.

\[
\text{MSE} = \frac{1}{m} \sum_{i=1}^{m} (\hat{y}_i - \hat{\hat{y}}_i)^2
\]  \hspace{1cm} (26)

Figure 8. Prediction effect of the GRU model on the test set. (a) All data of the test set. (b) 6000th to the 6500th data of the test set.

Figure 9. Prediction effect of the BiGRU model on the test set. (a) All data of the test set. (b) 6000th to the 6500th data of the test set.
are shown in Subgraph (b). The data comparison of the experimental results is shown in Table 1.

From Figures 6−9, it can be seen that the forecasting effect of the RNN is poor, followed by LSTM, and the forecasting effect of the GRU and BiGRU models is good.

As seen from Table 1, the running time of the BiGRU is the same as that of the RNN, but the error of the training and test sets is reduced by 18.97 and 25.58%, respectively; compared to LSTM, the running time of the BiGRU is reduced by 25%, and the error of the training set and test set is reduced by 11.61 and 12.53%, respectively. Compared with the unidirectional GRU model, the running time is consistent, but the error of the training set and test set is reduced by 4.19 and 3.01%, respectively. Taken together, the BiGRU achieves the best forecasting results.

5.3. Comparison of the Different Optimization Algorithms. To further improve the forecasting effect of the BiGRU model, the GRU model is optimized. The experimental results of different optimization algorithms based on the GRU model are shown in Table 2, and the experimental results of different optimization algorithms based on the BiGRU model are shown in Table 3.

As seen in Tables 2 and 3, compared with other optimization algorithms, Adamax achieves the best forecasting effect on both the training set and the test set. Compared with the Adamax-GRU model and the Adamax-BiGRU model, the Adamax-BiGRU model achieves better forecasting results.

6. CONCLUSIONS AND THE FUTURE WORK

(1) A gas concentration forecasting algorithm based on Adamax-BiGRU is proposed, which forecasts gas concentration time series. (2) By comparing optimization algorithms, such as SGD, SGDM, NAG, RMSProp, AdaGrad, AdaDelta, Adam, and Adamax, the optimization algorithm for the BiGRU model that is most suitable for mine gas concentration data forecasting is determined to be Adamax. (3) The application to an actual data set shows that compared with the RNN and LSTM models, the Adamax-BiGRU model achieves better forecasting results with a lower time complexity and has greater practical application value. (4) In future work, the internal network structure of the BiGRU model will be further studied and optimized to achieve faster convergence speed and prediction accuracy.
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