Expression of the peak time for time-domain boundary measurements in diffuse light
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Light propagation through diffusive media can be described by the diffusion equation in a space-time domain. Further, fluorescence can be described by a system of coupled diffusion equations. This paper analyzes time-domain measurements, which measure the temporal point-spread function (TPSF), at a boundary of such diffusive media with a given source and detector. We focus on the temporal position of the TPSF maximum, which we refer to as the peak time. Although some unique properties of solutions of this system have been numerically studied, we give a mathematical analysis of peak time, providing proof of the existence, uniqueness, and the explicit expression of the peak time. We clearly show the relationship between the peak time and the object position in a medium.

I. INTRODUCTION

Light propagation in highly scattering medium, such as biological tissue, is dominated by multiple scattering. The propagation can be described by an initial-boundary value problem for a diffusion equation in a space-time domain given as

\[
\begin{align*}
\left(\frac{1}{c^2} \frac{\partial}{\partial t} - \nabla \cdot D \nabla + \mu_e \right) u_e &= 0, \quad (x,t) \in \Omega_T := \Omega \times (0,T), \\
\nabla \cdot u_e + \beta u_e &= \delta(x-x_0) \delta(t), \quad x \in \partial \Omega, \quad t \in (0,T), \\
u_e(x,0) &= 0, \quad x \in \Omega,
\end{align*}
\]

where \(\Omega \subset \mathbb{R}^3\) represents the specified background medium with boundary \(\partial \Omega\), \(u_e(x,t)\) is the photon density of light, \(v\) is the unit outward normal, \(c\) is the speed of light in the medium, \(D = D(x) > 0\) is the photon diffusion coefficient and \(\mu_e = \mu_e(x) > 0\) is the absorption coefficient of medium. \(x_0\) is the point of source and \(\beta\) is a parameter given by

\[
\beta = \frac{1}{2D} \frac{1}{1 + \int_0^\infty \mathcal{R}(\mu) \mu \, d\mu}
\]

with the Fresnel reflectance \(\mathcal{R}(\mu)\), which depends on the refractive index ratio between the medium and the free space. The initial-boundary value problem (1) is usually used for the light propagation in highly scattering media, such as biological tissues and is applied for the quantitative analysis of the optical properties of the medium. This kind of analysis is called diffuse optical spectroscopy (DOS) or more sophisticated one, diffuse optical tomography (DOT). The DOS or DOT is to identify the unknown absorption coefficient \(\mu_e(x)\) and diffusion coefficient \(D(x)\) from the time-domain (TD) measurements at the boundary

\[
u_e(x,t;x_0), \quad x, x_0 \in \partial \Omega, \quad t \in (0,T),
\]

which depend on both of the space and time.

On the other hand, fluorescence in highly scattering medium is also very important in the applications and can be quantified by a similar initial-boundary value problem. In case of the fluorescence, two physical processes are coupled, namely excitation and fluorescence (emission). First, the excitation light injected from the boundary propagate in the medium as (1) and then absorbed by the fluorophores. Next, fluorescence emitted from the fluorophores propagate in the medium and is finally detected by a detector on the boundary described by

\[
\begin{align*}
\left(\frac{1}{c^2} \frac{\partial}{\partial t} - \nabla \cdot D \nabla + \mu_f \right) U_f &= S[\mu_f,u_e](x,t;\tau), \quad (x,t) \in \Omega_T, \\
\nabla \cdot U_f + \beta U_f &= 0, \quad (x,t) \in \partial \Omega \times (0,T), \\
U_f(x,0) &= 0, \quad x \in \Omega.
\end{align*}
\]

In general, \(D\) and \(\mu_e\) here are not the same as the excitation ones in (1). We assume these are the same in this paper, corresponding to a case when the excitation and emission wavelengths are close and \(\mu_f \ll \mu_e\). The source term \(S\) for \(U_f\) on the right-hand side of (3) contains the excitation field \(u_e\) and is specified by

\[
S[\mu_f,u_e](x,t;\tau) = \frac{\mu_f(x)}{\tau} \int_0^\tau e^{-\frac{s}{\tau}} u_e(x,s;x_0) \, ds,
\]

where \(\tau > 0\) is the fluorescence lifetime and \(\mu_f(x) > 0\) is the absorption coefficient of fluorophores. Here we assume the optical parameters for fluorescence are same to those for the
expression and the absorption of the fluorophores is sufficiently smaller than the absorption of the medium. The inverse problem to identify the unknown absorption coefficient \( \mu_f(x) \) from the TD boundary measurements

\[
U_m(x,t; x_s), \quad x, x_s \in \partial \Omega, \ t \in (0, T)
\]

is referred to as the TD fluorescence diffuse optical tomography (FDOT)\textsuperscript{2–11}.

For above inverse problems of DOS and FDOT, other two types of the measurements, continuous wave (CW)\textsuperscript{12,13} and frequency domain (FD)\textsuperscript{14–16}, are also used. Among above three types of measurements, the TD measurements measure the temporal point-spread function (TPSF) and will provide the most fruitful information. Even though this advantage, it is believed that the effective choice of TPSF data is needed to extract important information about the unknown target. The possible choices of the TPSF data and the relative robustness of the different sets of data to noise are considered\textsuperscript{17}.

The depth estimation permits recovery of the fluorophore concentration. The peak time is independent of the fluorophore concentration. For instance, there is a scheme using continuous wavelet transforms\textsuperscript{18.19}. We tried in this paper to derive the peak time and unknown important information in the related inverse problems.

In this paper, we denote the temporal position of the maximum of TPSF as peak time \( t_{\text{peak}} \) and assume \( t_{\text{peak}} < T \). One has demonstrated direct depth estimation of a localized fluorescent object from the peak time by numerical experiments\textsuperscript{18}. The depth estimation permits recovery of the fluorophore concentration, which is a robust and efficient approach since the peak time is independent of the fluorophore concentration. However, the rigorous mathematical analysis of the peak time has not been provided yet as far as we know. In case of \( u_c \), one can find an explicit expression of the peak time of TD boundary measurements\textsuperscript{2,10} but for the Dirichlet boundary condition case (\( \beta \rightarrow \infty \)). We will give the explicit expressions of peak time for the TD boundary measurements\textsuperscript{2,10}, by which we can construct the connection between the peak time and unknown important information in the related inverse problems.

A mathematically well known hot spots problem is to extract which spatial point is the hottest point\textsuperscript{20–22}, whereas the peak time problem in this paper is to extract the time point at which the photon density of TD boundary measurements is strongest. Both of them are the problems of studying the evolution of solution’s maximum value. Searching general schemes to identify a profile with peaks for convolutions of functions has been studied in signal processing\textsuperscript{21,22}. For instance, there is a scheme using continuous wavelet transform\textsuperscript{23}. We tried in this paper to derive the peak time by using an asymptotic analysis.

The rest of this paper is organized as follows. In section II, under some simple assumptions, we show the asymptotic behavior of TD boundary measurements. Section III shows the explicit expressions of the peak time for the boundary excitation measurements\textsuperscript{2} and the boundary emission measurements\textsuperscript{5}, respectively. The unique existence of peak time is also considered in this section. Finally, section IV is devoted to conclusion and remark.

II. ASYMPTOTIC BEHAVIOR OF THE BOUNDARY MEASUREMENTS

In the measurement setup of DOT or FDOT, the source and detection optical fibers are placed on the boundary surface \( \partial \Omega \). We are here considering measurements, which are a set of source and detector pair on the same surface of biological tissue, and the distance between source and detector is very small rather than the tissue size. In this case, we can assume the half space for the modeling of tissue. Hence we can model \( \Omega \) as

\[
\Omega := \mathbb{R}^2_+ = \{ x = (x_1, x_2, x_3) : (x_1, x_2) \in \mathbb{R}^2, x_3 > 0 \}
\]

with the boundary \( \partial \Omega := \{ x = (x_1, x_2, 0) : (x_1, x_2) \in \mathbb{R}^2 \} \). On the other hand, we assume that the absorption coefficient \( \mu_a \) and the diffusion coefficient \( D \) are constants everywhere in the medium. In this paper we consider the zero-lifetime case of model\textsuperscript{3}, i.e., the lifetime in the source term \( S[\mu_f, u_c](x,t; \tau) \) is \( \tau = 0 \). Furthermore, we assume the size of fluorescence target in\textsuperscript{3} is very small such that it can be approximated by

\[
\mu_f(x) = \delta(x-x_c),
\]

where \( x_c = (x_{c1}, x_{c2}, x_{c3}) \in \Omega \) is the location of point target.

Under above assumptions, we are going to obtain the analytical expressions of excitation light and zero-lifetime emission light. Let \( K(x,y;t) \) be the Green function, which satisfies

\[
\begin{aligned}
\left\{ \left. \frac{1}{c} \frac{\partial}{\partial t} - D \Delta + \mu_a \right\} K &= \delta(x-y)\delta(t), \quad (x,t) \in \Omega_T, \\
K &= 0, \quad x \in \Omega, \ t = 0, \\
v \cdot \nabla K + \beta K &= 0, \quad (x,t) \in \partial \Omega \times (0, T)
\end{aligned}
\]

for a given point source located at \( y \in \Omega \). One can obtain the analytical expression of \( K(x,y;t) \) by the functional solution of heat equation\textsuperscript{20}, which has been investigated extensively in the scientific community. That is

\[
K(x,y;t) = \frac{ce^{-\beta \theta d}}{(4\pi cDt)^{3/2}} e^{-\frac{(x_1-y_1)^2+(x_2-y_2)^2}{4cD}} K_3(x_3,y_3;t),
\]

where

\[
K_3(x_3,y_3;t) = e^{-\frac{(y_3-x_3)^2}{4cDt}} + e^{-\frac{(x_3-y_3)^2}{4cDt}} - 2\beta \sqrt{\pi cDt} e^{\beta(x_3+y_3)+\beta^2 cDt} \text{erfc} \left( \frac{x_3+y_3+2\beta cDt}{\sqrt{4cDt}} \right)
\]

with the complementary error function

\[
\text{erfc}(\xi) = \frac{2}{\sqrt{\pi}} \int_{\xi}^{\infty} e^{-t^2} dt, \xi \in \mathbb{R}
\]

Then, by the general theory of partial differential equations, we have the following expression for \( u_c \) as

\[
u_c(x,t; x_s) = D \times K(x,x_s;t), \quad (x,t) \in \Omega \times (0, T).
\]
Next, we consider the analytical solution of zero-lifetime emission light. Let \( u_m \) be the photon density of zero-lifetime emission light. For \( t \in (0, T) \), integrating by parts with respect to \( s \) gives
\[
S[\mu_f, u_e](x, t; \tau) = \frac{\mu_f(x)}{\tau} \int_0^t e^{-(t-s)/\tau} u_e(x, s; x_s) \, ds
\]
\[
= \mu_f(x) \left\{ u_e(x, t; x_s) - u_e(x, 0; x_s) e^{-\tau} \right\}
\]
\[
- \int_0^t \frac{\partial u_e(x, s; x_s)}{\partial s} e^{-\tau} \, ds
\]
Since \( x_s \in \partial \Omega \),
\[
u_s \cdot \partial u_e(x, s; x_s) = 0 \quad \text{for} \quad s \in (0, T) \quad \text{Hence there exists a constant} \ M > 0 \text{ depending on } x \text{ such that}
\[
\int_0^t \frac{\partial u_e(x, s; x_s)}{\partial s} e^{-\tau} \, ds \leq M \tau \quad \text{for} \quad t \in (0, T). \quad \text{Together with this and} \lim_{\tau \to 0^+} e^{-\tau} = 0, \text{ we immediately have for} \ t > 0 \text{ that}
\[
\lim_{\tau \to 0^+} S[\mu_f, u_e](x, t; \tau) = \mu_f(x) u_e(x, t; x_s), \quad (x, t) \in \Omega \times \Omega_T.
\]
Hence the photon density of zero-lifetime emission light \( u_m \) satisfies the following initial-boundary value problem
\[
\left\{
\begin{array}{l}
\frac{1}{2} \partial_t - D\Delta + \mu_a \right) u_m = \mu_f(x) u_e(x, t; x_s), \quad (x, t) \in \Omega_T, \\
u_m(x, 0) = 0, \quad x \in \Omega, \\
\nu \cdot \nabla u_m + \beta u_m = 0, \quad (x, t) \in \partial \Omega \times (0, T),
\end{array}
\right.
\] (9)
which implies the solution \( U_m(x, t; x_s) \) to initial-boundary value problem (5) is the convolution of zero-lifetime emission \( u_m(x, t; x_s) \) with the lifetime function \( \frac{1}{\tau} e^{-\tau} \), \( \tau > 0 \), i.e.,
\[
U_m(x, t; x_s) = \int_0^t \frac{1}{\tau} e^{-s/\tau} u_m(x, t - s; x_s) \, ds, \quad (x, t) \in \Omega \times [0, T].
\]
Now, by using the Green function and the expression of \( u_e \) as in (8), we have the following analytical expression for \( u_m \) as
\[
u \cdot \nabla u_m + \beta u_m = 0, \quad (x, t) \in \partial \Omega \times (0, T),
\]
In particular, for any given \( x, x_s \in \partial \Omega \), we have by (7), (8) and (10) that
\[
u_u(t) = \frac{e^{-cD_\beta t}}{4\pi^{3/2} \sqrt{Dc}} e^{-\frac{|x - x_s|^2}{4cD\tau}} K_3(0, 0; t),
\] (11)
and
\[
u_u(t) = \frac{e^{-cD_\beta t}}{16\pi D^2 c} \int_0^t \frac{1}{(t-s)^{3/2}} e^{-\frac{|x - x_s|^2}{4cD(t-s)}} e^{-\frac{|x - x_s|^2}{4cDs}}
\times K_3(0, x_s; t - s) K_3(x_s, 0; s) \, ds,
\] (12)
where
\[
\bar{K}_3(x_3, y_3; t) := 1 - \beta \sqrt{\pi cD\tau} \exp \left( \frac{(x_3 + y_3 + 2\beta cD\tau)^2}{4cD\tau} \right)
\]
\times \operatorname{erfc} \left( \frac{x_3 + y_3 + 2\beta cD\tau}{\sqrt{4cD\tau}} \right).
\]
In what follows, if there is no specification, we will define
\[
C(t) := e^{-cD_\beta t}, \quad A := \|x - x_s\|^2 / 4cD, \quad B := \|x - x_s\|^2 / 4cD,
\] (13)
where \( \|\xi\| \) is the Euclidean norm of any three dimensional vector \( \xi \). Then, by (13), we can write \( u_m \) of (12) as
\[
u_u(t) = C(t) \int_0^t f_{A, B}(t - s) f_{B, B}(s) \, ds, \quad t > 0,
\] (14)
where
\[
u_{f_{A, B}}(s) := s^{-\frac{\beta}{2}} e^{-\frac{\beta}{2} H_{B}(s)}, \quad f_{B, B}(s) := s^{-\frac{\beta}{2}} e^{-\frac{\beta}{2} H_{B}(s)},
\] (15)
with
\[
H_{B}(s) := 1 - \beta \sqrt{\pi cDse^{s^2}} \operatorname{erfc} (\xi), \quad \xi := \frac{x_3 + 2\beta cD\tau}{\sqrt{4cD\tau}} > 0
\] (16)
for \( 0 < s < t \). We will consider the peak time for (14). More precisely, we will consider the explicit expressions of approximate peak time for (14) in three cases where \( \beta \) in the boundary condition is really small, large and general value, respectively. This implies that we need to construct the connections between (14) with the TD boundary measurements corresponding to Neumann boundary condition and Dirichlet boundary condition, respectively. We do that by analyzing the asymptotic behavior of TD boundary measurements for \( \beta \) as follows.

**Lemma 1** Corresponding to the case of \( \beta = 0 \), we set
\[
u_{u_m}(t) = C(t) \int_0^t f_{A, 0}(t - s) f_{B, 0}(s) \, ds,
\] (17)
which is the boundary measurements of (9) corresponding to Neumann boundary condition. Then, there holds the following asymptotic behavior
\[
u_{u_m}(t) - 1 = O \left( \frac{\beta cD}{x_c} \right), \quad \frac{\beta cD}{x_c} \to 0.
\] (18)

**Proof:** By applying the integration by parts for the complementary error function, we have
\[
\operatorname{erfc} (\xi) = \frac{2}{\sqrt{\pi}} \int_\xi^\infty e^{-s^2} \, ds
\]
\[
= e^{-\xi^2} \left[ 1 - \xi e^{\xi^2} \int_\xi^\infty s^{-2} e^{-s^2} \, ds \right]
\]
and
\[
\sqrt{\pi \xi} \xi e^{\xi^2} \operatorname{erfc} (\xi) \leq 1.
\]
for $\xi > 0$. This together with (16) implies
\[
|H_B(s) - 1| \leq \beta \sqrt{C} c D s e^{-\frac{\xi^2}{2}} \operatorname{erfc}(\xi)
\]
\[
\leq \frac{2\beta c D s}{\chi_3 + 2\beta c D s} \leq \delta t
\]
for $0 < s < t < T$, where $\delta = \frac{2\beta c D}{\chi_3}$. Then by (15) we obtain
\[
|f_{A,B}(s) - f_{A,0}(s)| = s^{-\frac{3}{2}} e^{-\frac{\xi^2}{2}} |H_B(s) - 1|
\]
\[
\leq \delta f_{A,0}(s)
\]
(19)
for $0 < s < t < T$. Similarly we have $|f_{B,B}(s) - f_{B,0}(s)| \leq \delta f_{B,0}(s)$ for $0 < s < t < T$.

Note the definition of $\bar{u}_m(t)$ as in (17). By (14), (17) and (19), we obtain the estimation
\[
|u_m(t) - \bar{u}_m(t)|
\]
\[
\leq C\int_0^t |f_{A,B}(t-s) f_{B,B}(s) - f_{A,0}(t-s) f_{B,0}(s)| ds
\]
\[
\leq C\int_0^t |f_{A,B}(t-s) - f_{A,0}(t-s)| \cdot |f_{B,B}(s)| ds
\]
\[
+ C\int_0^t |f_{A,0}(t-s) | \cdot |f_{B,B}(s) - f_{B,0}(s)| ds
\]
\[
\leq 2\delta t \bar{u}_m(t)
\]
for $0 < t < T$, implying the asymptotic behavior as in (18).

The proof is complete.

**Lemma 2** Corresponding to the case of $\beta = +\infty$, we set
\[
\tilde{w}_m(t) = \delta^{-2} C\int_0^t \frac{f_{A,0}(t-s) f_{B,0}(s)}{t-s} ds, \quad \delta = \frac{2\beta c D}{\chi_3},
\]
(20)
which is the boundary measurements of (9) corresponding to the Dirichlet boundary condition. Then, there holds the following asymptotic behavior
\[
|u_m(t) - \tilde{w}_m(t)| = O(\beta^{-3}), \quad \beta \to +\infty.
\]
(21)

**Proof:** Since
\[
\sqrt{\pi} e^{-\frac{\xi^2}{2}} \operatorname{erfc}(\xi) = \xi^{-1} + O(\xi^{-3}) \quad \text{as} \quad \xi \to +\infty,
\]
this together with (16) implies
\[
|H_B(s) - 1/2| \leq \frac{1 - \beta \sqrt{C} c D s \xi^{-1}}{2\beta c D s} + C \beta \sqrt{C} c D s \xi^{-3}
\]
\[
\leq \frac{x_3}{\chi_3 + 2\beta c D s} + C \beta (c D s)^2 \frac{\chi_3}{(\chi_3 + 2\beta c D s)^3}
\]
\[
\leq \frac{x_3^2 (2\beta c D s)^2}{(\chi_3 + 2\beta c D s)^3} + C \beta (c D s)^2 \frac{\chi_3}{(\chi_3 + 2\beta c D s)^3}
\]
\[
\leq C \beta^{-2} \left( \frac{1}{s^2} + \frac{1}{s} \right)
\]
for $s > 0$, where $C > 0$ is independent of $s > 0$ and $\beta > 0$. Here constants $C$ may have different values also within the same line. We remark $\xi \to \infty$ as $\beta \to \infty$. Then by (15)
\[
\left| f_{A,B}(s) - 1 - \frac{f_{A,0}(s)}{s} \right| = \frac{s^{-\frac{3}{2}} e^{-\frac{\xi^2}{2}}}{s^2} |H_B(s) - 1/2|
\]
\[
\leq C \beta^{-2} \left( \frac{1}{s^2} + \frac{1}{s} \right) f_{A,0}(s),
\]
and
\[
\left| f_{B,B}(s) - 1 - \frac{f_{B,0}(s)}{s} \right| = \frac{s^{-\frac{3}{2}} e^{-\frac{\xi^2}{2}}}{s^2} |H_B(s) - 1/2|
\]
\[
\leq C \beta^{-2} \left( \frac{1}{s^2} + \frac{1}{s} \right) f_{B,0}(s)
\]
for $0 < s < t < T$. Then this together with (14), (20) and (22) implies that
\[
|u_m(t) - \tilde{w}_m(t)|
\]
\[
\leq C\int_0^t \left| f_{A,B}(t-s) f_{B,B}(s) - \frac{f_{A,0}(t-s)}{t-s} f_{B,0}(s) \right| ds
\]
\[
\leq C\int_0^t \left| f_{A,B}(t-s) - \frac{f_{A,0}(t-s)}{t-s} \right| \cdot |f_{B,B}(s)| ds
\]
\[
+ C\int_0^t \delta^{-1} \left| f_{A,0}(t-s) \right| \cdot \left| f_{B,B}(s) - \frac{f_{B,0}(s)}{s} \right| ds
\]
\[
= O(\beta^{-3})
\]
as $\beta \to +\infty$.

Since
\[
\tilde{w}_m(t) = O(\beta^{-2}) \quad \text{as} \quad \beta \to +\infty,
\]
we obtain
\[
u_m(t) \sim \tilde{w}_m(t) \quad \text{as} \quad \beta \to +\infty,
\]
where $\tilde{w}_m$ is as in (20). The proof is complete.

### III. THE PEAK TIME OF BOUNDARY MEASUREMENTS

In this section, we will show the expressions of the approximate peak time for TD boundary measurements (11) and (14), respectively.

#### A. The expression of peak time for $u_r$

We consider the expression of peak time for TD boundary measurements $u_r$ as in (11). Likewise Lemma (1) we first investigate the asymptotic behavior of $u_r$ in the following two limiting cases:
\[
\beta \sqrt{c D t} \ll 1
\]
and
\[
\beta \sqrt{c D t} \gg 1.
\]

Then, based on the asymptotic expansion of $u_e$, we are able to present the expression of the approximate peak time for $u_e$. By the expression of $u_e$ as in (11), we have

$$u_e(t) = \bar{C}(t) t^{-2} e^{-\tilde{\xi}^2 t / 4} \bar{K}_3(t),$$

where

$$\bar{C}(t) := \frac{e^{-c\mu_a t}}{4\pi^{3/2} \sqrt{Dc}}, \quad \bar{A} := \frac{||x-x_s||^2}{4cD},$$

and

$$\bar{K}_3(t) := \bar{K}_3(0,0; t) = 2 \left(1 - \sqrt{\pi} \tilde{\xi} e^{\tilde{\xi}^2} \text{erfc}(\tilde{\xi})\right)$$

with $\tilde{\xi} := \tilde{\xi}(t) = \beta \sqrt{cDt}$. We have the asymptotic behavior for $\bar{K}_3(t)$ that

$$\bar{K}_3(t) = 2 + O(\tilde{\xi})$$

as $\tilde{\xi} \to 0$, and

$$\bar{K}_3(t) = 2 \left(1 - \sqrt{\pi} \tilde{\xi} e^{\tilde{\xi}^2} \text{erfc}(\tilde{\xi})\right)$$

for $\tilde{\xi} \to \infty$. Now we are ready to give the expression of approximate peak time of $u_e(t)$ as follows.

**Theorem 3** (1) If $\beta \sqrt{cDT} \ll 1$, the TD boundary measurements $u_e(t)$ uniquely attains the maximum approximately at

$$t_{\text{peak}} = \frac{1}{4c\mu_a - \beta^2 cD} \left(-3 + \sqrt{9 + 16\bar{A} [c\mu_a - \beta^2 cD]}\right).$$

(2) If $\beta \sqrt{cDT} \gg 1$, then $u_e(t)$ uniquely attains the maximum approximately at

$$t_{\text{peak}} = \frac{1}{4c\mu_a} \left(-5 + \sqrt{25 + 16\bar{A}c\mu_a}\right).$$

**Proof:** Since

$$\frac{d\bar{K}_3}{dt} = \left(\frac{1}{2} r^{-1} t^{-1} \tilde{\xi}^2\right) \tilde{\xi} (t) - t^{-1},$$

we obtain

$$\frac{d\bar{K}_3}{dt} \sim \begin{cases} \beta^2 cD \tilde{\xi} (t) & \text{if } \tilde{\xi} \ll 1, \\ -t^{-1} \tilde{\xi} (t) & \text{if } \tilde{\xi} \gg 1, \end{cases}$$

by using (24) and (25). This together with the expression of the derivative of $u_e$

$$\frac{du_e}{dt} = \left[-c\mu_a - \frac{3}{2} r^{-1} + \bar{A} r^{-2}\right] u_e + \bar{C}(t) r^{-2} e^{-\tilde{\xi}^2 / 4} \frac{d\bar{K}_3}{dt}$$

implies that

$$\frac{du_e}{dt} \sim \begin{cases} \left[-c\mu_a - \frac{3}{2} r^{-1} + \bar{A} r^{-2} \right] u_e & \text{if } \tilde{\xi} \ll 1, \\ \left[-c\mu_a - \frac{3}{2} r^{-1} + \bar{A} r^{-2} \right] u_e & \text{if } \tilde{\xi} \gg 1. \end{cases}$$

Finally, computing $\frac{du_e}{dt} = 0$ yields that $u_e(t)$ attains the maximum approximately at $t = t_{\text{peak}}$ as in (26) and (27) with respect to the cases $\beta \sqrt{cD} t_{\text{peak}} \ll 1$ and $\beta \sqrt{cD} t_{\text{peak}} \gg 1$. Further, it is clear that the peak time is unique. The proof is complete.

**B. The Neumann boundary condition**

We consider the Neumann boundary condition, i.e., $\beta = 0$ in (11) and (9). Then we investigate the peak time for TD boundary measurements (i.e., $\bar{u}_m$ as in (17)). We first consider the existence of peak time for $\bar{u}_m$, which is to prove that there exists one time point such that $\frac{d\bar{u}_m}{dt}(t) = 0$. The precise statement is given by the following theorem.

**Theorem 4** There exist $0 < t_1 < t_2$ such that

$$\frac{d\bar{u}_m}{dt} > 0 \quad \text{for} \quad t < t_1,$$

and

$$\frac{d\bar{u}_m}{dt} < 0 \quad \text{for} \quad t > t_2.$$
That is
\[ t_A := -3 + \sqrt{9 + 16c \mu_A \frac{A}{4c \mu_a}}. \]

Let \( t_B \) be the positive solution of
\[ -\frac{3}{2} t^{-1} + B t^{-2} = c \mu_a. \]

We take \( t_1 := \min\{t_A, t_B\} > 0 \). Then by (32) we have
\[ \frac{d\tilde{u}_m}{dt} > 0 \quad \text{for} \quad 0 < t < t_1, \]
implying (28) is established.

On the other hand, for \( t/2 > 2A/3 \), we have
\[ \eta_A(t - s) < 0, \quad f_A(t - s) > f_A(t) \]
for \( 0 < s < t/2 \). This implies
\[ \frac{1}{2} \int_0^t \left( \eta_A(t - s) - c \mu_a \right) f_A(t - s) f_B(s) \, ds + \frac{1}{2} f_A \left( \frac{t}{2} \right) f_B \left( \frac{t}{2} \right) < c \mu_a \int_0^t f_B(s) \, ds + \sqrt{\frac{2}{3} f_B \left( \frac{t}{2} \right)} \]
for \( t > 4A/3 \). Since
\[ \int_0^t f_B(s) \, ds = \int_0^t f_B(s) \, ds - \int_\frac{t}{2}^t f_B(s) \, ds \geq m_B - \int_\frac{t}{2}^t s^{-\frac{3}{2}} \, ds = m_B - 2\sqrt{2} t^{-\frac{1}{2}} \]
with \( m_B = \int_0^\infty f_B(s) \, ds = \sqrt{\pi \beta} \) for \( t > 0 \), we obtain
\[ -c \mu_a \int_0^t f_B(s) \, ds + \sqrt{\frac{2}{3} f_B \left( \frac{t}{2} \right)} < -c \mu_a \left( m_B - 2\sqrt{2} t^{-\frac{1}{2}} \right) + 4r^{-\frac{3}{2}} \]
\[ < -c \mu_a m_B t^{-\frac{3}{2}} \left( 2\sqrt{2c \mu_a + \frac{3}{B}} \right) < 0 \]
for \( t > \max \left\{ \frac{4B}{3}, \left( \frac{2\sqrt{2c \mu_a + \frac{3}{B}}}{c \mu_a m_B} \right)^2 \right\} \).

Set
\[ t_2 := \max \left\{ \frac{4A}{3}, \frac{4B}{3}, \left( \frac{2\sqrt{2c \mu_a + \frac{3}{B}}}{c \mu_a m_B} \right)^2, \left( \frac{2\sqrt{2c \mu_a + \frac{3}{B}}}{c \mu_a m_B} \right)^2 \right\} \]
with \( m_A = \int_0^\infty f_A(s) \, ds = \sqrt{\frac{\pi}{A}} \). Then by (32), (34) and (35) we have
\[ \frac{d\tilde{u}_m}{dt} < 0 \quad \text{for} \quad t > t_2, \]
implying (29) is established. The proof is complete.

In Theorem 4 we only proved the existence of peak time of \( \tilde{u}_m \) for general \( A > 0 \) and \( B > 0 \), without giving its uniqueness. However, for the case of \( A = B \), we are able to show the uniqueness of peak time and present its explicit formula.

**Theorem 5** Suppose \( A = B \). Then there holds
\[ \tilde{u}_m(t) = 2C(t) \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) t^{-\frac{3}{2}}, \]  
where \( C(t) \) and \( A \) are as in (13). Further, \( \tilde{u}_m \) admits the unique peak time
\[ t_{\text{peak}} = \frac{1}{4c \mu_a} \left( -3 + \sqrt{9 + 64c \mu_a} \right). \]

**Proof:** By (30), we have
\[ \tilde{u}_m(t) = C(t) \int_0^t \left[ (s - t)^2 \right] \exp \left( \frac{-t}{s - t} \right) s \, ds = C(t)(I_1 + I_2), \]
where
\[ I_1 = I_1(t) := \int_0^t \left[ (s - t)^2 \right] \exp \left( \frac{-t}{z - t} \right) s \, ds, \]
\[ I_2 = I_2(t) := \int_0^t \left[ (s - t)^2 \right] \exp \left( \frac{-t}{z - t} \right) s \, ds. \]
Since \( A = B \), it is easy to see that
\[ I_1 = I_2 = \int_0^t \left[ (s - t)^2 \right] \exp \left( \frac{-t}{z - t} \right) s \, ds. \]
By the change of variable \( \sigma = s/t \), there holds
\[ I_1 = t^{-2} \int_0^{1/2} \left[ (1 - \sigma)^{-\frac{3}{2}} \right] e^{-\frac{\sigma}{\sqrt{\sigma - \sigma^2}}} \, d\sigma. \]
We transform the integration variable \( \sigma \) to \( z = (1 - \sigma)^{-1} \) which transforms \( 0 < \sigma < 1/2 \) to \( 0 < z < \infty \), and \( \sigma \) is given as \( \sigma = (1 - \sqrt{1 - 4z})/2 \). Then, further transforming \( z \) to \( \zeta = z - 4 \), which yields the following
\[ I_1 = \exp \left( -\frac{4A}{t} \right) t^{-2} \int_0^{\infty} \zeta^{-1/2} e^{-\zeta t^{-1}} \zeta \, d\zeta. \]
By straight computation, we have
\[ I_1 = I_2 = \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) t^{-\frac{3}{2}}. \]
This together with (39) implies
\[ \tilde{u}_m(t) = 2C(t) \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) t^{-\frac{3}{2}}, \]
and
\[ \frac{d\tilde{u}_m}{dt} = \tilde{u}_m(t) \left[ -c \mu_a - \frac{3}{2} t^{-1} + 4A t^{-2} \right]. \]
Then, by computing \( \frac{d\tilde{u}_m}{dt} = 0 \) we can see that \( \tilde{u}_m(t) \) attains the maximum at the time \( t_{\text{peak}} \) as in (38).

The proof is complete.
We next consider the peak time of $\tilde{u}_m(t)$ for the case $A \neq B$ but $|A - B|$ is small enough. Set

$$\tilde{v}_m(t) := C(t) \left( \sqrt{\frac{A}{A}} + \sqrt{\frac{B}{B}} \right) \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}}.$$  \hspace{1cm} (41)

We will prove $\tilde{u}_m \sim \tilde{v}_m$ as $|A - B| / t \to 0$ and give the expression of approximate peak time for $\tilde{u}_m$ with respect to the case $|A - B|$ is very small, which is stated as the following theorem.

**Theorem 6** Let $\tilde{u}_m$ and $\tilde{v}_m$ be as in (17) and (41), respectively. Then

$$\frac{|\tilde{u}_m(t) - \tilde{v}_m(t)|}{|\tilde{v}_m(t)|} = O \left( \frac{|A - B|}{t} \right), \quad |A - B| / t \to 0. \hspace{1cm} (42)$$

Further, if $|A - B| / t_{\text{peak}} \ll 1$, the peak time of $\tilde{u}_m(t)$ can be approximated by

$$t_{\text{peak}} \approx \frac{1}{4c \mu_t} \left( -3 + \sqrt{9 + 32c \mu_t (A + B)} \right). \hspace{1cm} (43)$$

**Proof:** By denoting $\gamma := (A - B)^{-1}$ and a transformation of integration variable for (39) and (40), we have

$$I_1 = t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} e^{-\frac{A}{t} \sigma} d\sigma, \hspace{1cm} (44)$$

$$I_2 = t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} e^{-\gamma \sigma} d\sigma. \hspace{1cm} (45)$$

Note that

$$t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} e^{-2\gamma \sigma} d\sigma \hspace{1cm} = \sqrt{\frac{\pi}{B}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}},$$

and

$$t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} e^{\gamma \sigma^2} d\sigma \hspace{1cm} = \sqrt{\frac{\pi}{A}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}}.$$

Now we are ready to show the asymptotic behavior as in (42). By the mean value theorem for $e^{-\frac{t}{\sigma(1 - \sigma)}}$ between $\sigma$ and $\frac{\gamma}{2}$, there exists $\sigma < \theta < \frac{\gamma}{2}$ such that

$$\left| e^{-\frac{t}{\sigma(1 - \sigma)}} - e^{-2\gamma} \right| = e^{-\frac{t}{\sigma(1 - \sigma)}} \left| \frac{\gamma}{(1 - \theta)^2} \sigma - \frac{1}{2} \right| \leq 4 \left| \gamma \right| \left| \sigma - \frac{1}{2} \right| \max \{ e^{-\gamma}, e^{-2\gamma} \}$$

for $0 < \sigma < \frac{1}{2}$. This together with (44) implies

$$\left| I_1(t) - \sqrt{\frac{\pi}{B}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}} \right| = \left| I_1(t) - t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} e^{-2\gamma} d\sigma \right| \leq 4 \left| \gamma \right| \max \{ e^{-\gamma}, e^{-2\gamma} \} \times \left( t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} \left| \sigma - \frac{1}{2} \right| d\sigma \right) \leq 2 \left| \gamma \right| \max \{ e^{-\gamma}, e^{-2\gamma} \} \left( t^{-2} \int_0^\frac{\gamma}{2} \left( \sigma (1 - \sigma) \right)^{-\frac{1}{2}} e^{-\frac{t}{\sigma(1 - \sigma)}} \sigma d\sigma \right) \leq 2 \left| \gamma \right| \max \{ 1, e^\gamma \} \sqrt{\frac{\pi}{B}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}}. \hspace{1cm} (46)$$

Similarly, we have the estimation for $I_2(t)$ that

$$\left| I_2(t) - \sqrt{\frac{\pi}{A}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}} \right| \leq 2 \left| \gamma \right| \max \{ 1, e^\gamma \} \sqrt{\frac{\pi}{A}} \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}}. \hspace{1cm} (47)$$

Then, by (46) and (47) we immediately have the estimation

$$\left| I_1 + I_2 - \left( \sqrt{\frac{\pi}{A}} + \sqrt{\frac{\pi}{B}} \right) \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}} \right| \leq 2 \left| \gamma \right| \max \{ 1, e^\gamma \} \left( \sqrt{\frac{\pi}{A}} + \sqrt{\frac{\pi}{B}} \right) \exp \left( - \frac{2A + 2B}{t} \right) t^{-\frac{3}{2}},$$

implying that

$$|\tilde{u}_m(t) - \tilde{v}_m(t)| = \tilde{v}_m(t) O \left( \left| \gamma e^\gamma \right| \right)$$

as $\gamma \to 0$. By the expression of $\tilde{v}_m$ as in (41), we obtain

$$\frac{d\tilde{v}_m}{dt} = \tilde{v}_m(t) \left[ -c \frac{\mu_t}{2} \sigma - \frac{3}{2} (1 - \gamma) + 2(A + B) t^{-2} \right].$$

Finally, by computing $\frac{d\tilde{v}_m}{dt} = 0$ we can see that $\tilde{v}_m$ attains the maximum at the time as in (43).

The proof is complete.

**Remark 7** Based on the asymptotic behavior of $u_m$ in above Lemma 7, the peak time of $u_m$ as in (13) can be approximated by (45) if $\beta c D_{\text{peak}} / x_{\text{e5}} \ll 1$ and $|A - B| / t_{\text{peak}} \ll 1$.

C. The Dirichlet boundary condition

Here we consider the Dirichlet boundary condition, i.e., $\beta = +\gamma$ in (1) and (9). Then we study the peak time of TD boundary measurements (i.e., $\tilde{w}_m$ as in (20)). By the similar arguments as in Theorem 5 and Theorem 6 we will show the expression of peak time for $\tilde{w}_m(t)$.
Theorem 8 Suppose $A = B$. Then there holds
\[
\tilde{w}_m(t) = 2^\delta C(t) \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) \left( 4r^{-\frac{7}{2}} + \frac{1}{2A} r^{-\frac{3}{2}} \right),
\]
where $C(t)$ and $A$ are as in (13). Further, $\tilde{w}_m$ admits unique peak time
\[
t_{\text{peak}} = \frac{1}{6c \mu_a} \left\{ -5 - 16c \mu_a A + \frac{M(A)}{|N(A)|^{1/3}} - |N(A)|^{1/3} \right\},
\]
where
\[
M(A) := -25 + 128 \rho_A - 256 \rho_A^2,
\]
and
\[
N(A) := 125 - 960 \rho_A - 6528 \rho_A^2 + 4096 \rho_A^3 + 1752 \rho_A^4 + 1248 \rho_A^5 - 2048 \rho_A^6
\]
with $\rho_A := c \mu_a A$.

Proof: By (20), we have
\[
\tilde{w}_m(t) = \delta^{-2} C(t) \int_0^t [(t-s)s]^{-\frac{1}{2}} e^{\frac{-\rho_A}{t}} e^{-\frac{s}{t}} ds
= \delta^{-2} C(t) (\tilde{I}_1 + \tilde{I}_2),
\]
where
\[
\tilde{I}_1 = \tilde{I}_1(t) := \int_0^t [(t-s)s]^{-\frac{1}{2}} e^{\frac{-\rho_A}{t}} e^{-\frac{s}{t}} ds, \quad \tilde{I}_2 = \tilde{I}_2(t) := \int_0^t [(t-s)s]^{-\frac{1}{2}} e^{\frac{-\rho_A}{t}} e^{-\frac{s}{t}} ds.
\]
Likewise Theorem 5 we have by $A = B$ that
\[
\tilde{I}_1 = \tilde{I}_2 = \int_0^t [(t-s)s]^{-\frac{1}{2}} e^{\frac{-\rho_A}{t}} e^{-\frac{s}{t}} ds.
\]
This together with (50) implies (48) and
\[
\frac{d\tilde{w}_m}{dt} = 2^\delta C(t) \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) \left( -\frac{c \mu_a}{2A^3} - \frac{4c \mu_a + 5}{4A} r^2 - 12r + 16A \right).
\]

Remark 9 If $t/A \ll 1$, by (48) we have
\[
\tilde{w}_m(t) \sim 8^\delta C(t) \sqrt{\frac{\pi}{A}} \exp \left( -\frac{4A}{t} \right) r^{-\frac{7}{2}},
\]
This yields that $\tilde{w}_m$ admits unique approximate peak time
\[
t_{\text{peak}} \sim \frac{1}{4c \mu_a} \left( -7 + \sqrt{49 + 64c \mu_a A} \right)
\]
under the condition $t_{\text{peak}}/A \ll 1$.

We next consider the peak time of $\tilde{w}_m(t)$ for the case $A \neq B$ but $|A - B|$ is small enough. Set
\[
\check{z}_m(t) := \delta^{-2} C(t) \exp \left( -\frac{4A + 2B}{t} \right)
\]
\[
\times \left( 4 \left[ \sqrt{\frac{\pi}{A}} + \sqrt{\frac{\pi}{B}} \right] r^{-\frac{7}{2}} + \frac{1}{2A} \sqrt{\frac{\pi}{A}} + \frac{1}{2B} \sqrt{\frac{\pi}{B}} r^{-\frac{3}{2}} \right).
\]
Likewise Theorem 6 we can have the asymptotic behavior of $\tilde{w}_m$. Then we arrive at the expression of peak time for $\tilde{w}_m$ under the condition $|A - B|$ is small enough. Since the same argument in Theorem 6 still works in our setting, we will state the following conclusion and omit the proof here.

Theorem 10 There holds
\[
\left| \frac{\tilde{w}_m(t)}{\check{z}_m(t)} - 1 \right| = O \left( \frac{|A - B|}{t} \right), \quad \frac{|A - B|}{t} \to 0.
\]
Then, if $A \neq B$ but $|A - B|/t \ll 1$, the expression of peak time for $\tilde{w}_m(t)$ can be approximately given as in (49) by replacing $A$ by $(A + B)/2$.

We will give a remark before closing this subsection.

Remark 11 Together Remark 9, Theorem 10 with the asymptotic behavior of $u_m$ in Lemma 2, we can approximate the peak time of $u_m$ as in (14) by
\[
t_{\text{peak}} \sim \frac{1}{4c \mu_a} \left( -7 + \sqrt{49 + 32c \mu_a (A + B)} \right)
\]
if $B \to \infty$ provided that $t_{\text{peak}}/A \ll 1$ and $|A - B|/t_{\text{peak}} \ll 1$.

D. The Robin boundary condition

Now we consider the Robin boundary condition, i.e., $\beta$ is a positive constant in (1) and (9). Then we consider the peak time for $u_m(t)$ as in (14). We do that basically based on the asymptotic expansion of the complementary error function given as
\[
\sqrt{\frac{\pi}{\xi}} e^{\xi^2} \text{erfc}(\xi) \sim 1, \quad \xi \to \infty.
\]
Lemma 12 Suppose
\[ \xi = \xi(t) = \frac{x_{c3} + 2\beta cDt}{\sqrt{4\pi cDt}} \gg 1, \quad 0 < t < T, \quad (59) \]
and
\[ A + B \gg |A - B|. \quad (60) \]
Then, there holds
\[ u_m \sim \frac{2C(t)}{(1 + \delta t)^2} e^{\frac{2(A + B)}{\xi c_3}} \times \left[ \sqrt{\pi} \alpha^{-1/2} + \pi(4 - \gamma)\gamma^{-1/2} e^{\alpha\gamma} \text{erfc}(\sqrt{\alpha\gamma}) \right], \]
where \( \delta = \frac{2\beta cD}{x_{c3}} \) and \( \gamma \) is given as (62).

Proof: With the assumption (59), we have the asymptotic expansion (55) for any \( 0 < t \leq T \). With the assumption (60), there holds
\[ e^{-\frac{a}{t}} e^{-\frac{B}{t}} = \exp \left[ -\frac{t}{2(t - s)} s \right] \left( A + B - (A - B) \left( 1 - \frac{2s}{t} \right) \right). \]
Then, by (14), we can express \( u_m(t) \) as
\[ u_m(t) \sim u_{m,as}(t). \quad (61) \]

Here,
\[ u_{m,as}(t) = \frac{C(t)}{2 + \delta t} \int_0^t e^{\frac{2(A + B)}{\xi c_3}} \left( 1 + \frac{1}{1 + \delta(t - s)} + \frac{1}{1 + \delta s} \right) ds. \]

By changing variables as \( \sigma = s/t, z = 1/|\sigma(1 - \sigma)| \), and then \( \zeta = z - 4 \), we arrive at
\[ u_{m,as}(t) = \frac{2C(t)}{(1 + \delta t)^2} \int_0^\infty e^{-\alpha \zeta} \zeta^{-1/2} \frac{4}{\xi + \gamma} d\zeta, \]
where
\[ \alpha = \alpha(t) = \frac{A + B}{2t} > 0, \quad \gamma = \gamma(t) = 4 + \frac{(\delta t)^2}{1 + \delta t} > 0. \quad (62) \]
By straight computations, we have
\[ \int_0^\infty e^{-\alpha \zeta} \zeta^{-1/2} \frac{4}{\xi + \gamma} d\zeta = \int_0^\infty e^{-\alpha \zeta} \zeta^{-1/2} d\zeta + (4 - \gamma) \int_0^\infty e^{-\alpha \zeta} \zeta^{1/2} d\zeta = \sqrt{\pi} \alpha^{-1/2} + (4 - \gamma)\gamma^{-1/2} e^{-\alpha\gamma} J(\alpha\gamma), \]
where
\[ J(a) := \int_{-\infty}^\infty \frac{e^{-a(s^2 + 1)}}{s^2 + 1} ds, \quad a > 0. \]

We note that \( J(\infty) = 0 \) and \( J'(a) = -e^{-a} \sqrt{\pi/a} \). Thus,
\[ \int_a^\infty J'(u) du = -J(a) = -\sqrt{\pi} \int_a^\infty e^{-a} u^{-1/2} du = -\pi \text{erfc}(\sqrt{a}). \]

Therefore,
\[ u_{m,as}(t) = \frac{2C(t)}{(1 + \delta t)^2} e^{\frac{2(A + B)}{\xi c_3}} \times \left[ \sqrt{\pi} \alpha^{-1/2} + \pi(4 - \gamma)\gamma^{-1/2} e^{\alpha\gamma} \text{erfc}(\sqrt{\alpha\gamma}) \right]. \]

The proof is complete.

Now we give the expression of approximate peak time for \( u_m(t) \), which is stated as the following theorem.

Theorem 13 Suppose \( \frac{2\beta cD_{\text{peak}}}{x_{c3}} \gg 1, \quad \frac{\alpha + B}{\gamma_{\text{peak}}} \gg 1 \) and the conditions in Lemma 12 are established. Then, \( u_m(t) \) admits the approximate peak time
\[ \tau_{\text{peak}} \sim \frac{1}{4c\mu_d} \left( -7 + \sqrt{49 + 32c\mu_d(A + B)} \right). \]

Proof: By the assumptions
\[ \frac{2\beta cD_{\text{peak}}}{x_{c3}} = \delta_{\text{peak}} \gg 1, \quad \alpha(t_{\text{peak}}) = \frac{A + B}{2\tau_{\text{peak}}} \gg 1, \]
we have
\[ \gamma(t_{\text{peak}}) \sim \delta_{\text{peak}}^{1/2}, \quad \sqrt{\alpha(t_{\text{peak}})} \gamma(t_{\text{peak}}) \gg 1. \quad (63) \]
Since \( \sqrt{\alpha\gamma} \) is large, there holds \( e^{\alpha\gamma} \text{erfc}(\sqrt{\alpha\gamma}) \sim 1/\sqrt{\pi\alpha\gamma} \). Then, at \( t \approx \tau_{\text{peak}} \), by Lemma 12, we have
\[ u_m(t) \sim \frac{2\beta cD_{\text{peak}}}{x_{c3}} \frac{8\sqrt{\pi} C(t)}{\delta t^3} e^{-\frac{2(A + B)}{\xi c_3}} \alpha^{-1/2} \gamma^{-1} \]
\[ \sim \frac{x_{c3}^2}{4\sqrt{2}\pi^{3/2}} \frac{11}{\beta^2 D^4 c^3} \sqrt{A + B} \]
\[ \times e^{-c\mu_d t} e^{\frac{2(A + B)}{t}}. \]

Hence,
\[ \frac{d}{dt} u_m(t) \sim \frac{-x_{c3}^2}{4\sqrt{2}\pi^{3/2}} \frac{11}{\beta^2 D^4 c^3} \sqrt{A + B} \]
\[ \times \left( c\mu_d t^2 + \frac{7}{2} t - 2(A + B) \right). \]

By computing \( \frac{d}{dt} u_m(t) = 0 \), we obtain
\[ \tau_{\text{peak}} \sim \frac{1}{4c\mu_d} \left( -7 + \sqrt{49 + 32c\mu_d(A + B)} \right), \quad (64) \]
which is the unique positive solution of following equation
\[ c\mu_d t^2 + \frac{7}{2} t - 2(A + B) = 0. \]

The proof is complete.

In Theorem 13, under some assumptions for physical parameters, we showed the expression of approximate time for TD boundary measurements with Robin boundary condition. Here we give a remark to show the limiting assumptions in above theorem are not strict in practice.
Remark 14 The assumption \([59]\) can be achieved for typical physiological parameters. For example, we set

\[ D \sim \frac{1}{3} \text{mm}, \quad c \sim 200 \text{mm/ns}, \quad \beta \sim 0.5 \text{mm}^{-1}, \quad (65) \]

which are typical values of biological tissues. Hereafter the unit of length is mm. In this case, there holds

\[ \xi = \xi(t) = \frac{x_3 + 2\beta c D t}{4 \alpha c D t} - x_3 \sim 1, \quad 0 < t < T \]

for \(x_3 \sim 10\). Further, if we set \(x = (-20, -20, 0)\), \(x_3 = (20, 20, 0)\) and \(x_c = (0, 0, 10)\), the assumption \(\alpha(t_{\text{peak}}) \gg 1\) can be satisfied. In this case, we have

\[
\begin{align*}
\alpha(t_{\text{peak}}) &= \frac{A + B}{2 t_{\text{peak}}} = \frac{\|x - x_c\|^2 + \|x_s - x_c\|^2}{225} = \frac{c D t_{\text{peak}}}{8 D t_{\text{peak}}} = \frac{\sqrt{\alpha(t_{\text{peak}}) \gamma(t_{\text{peak}})}}{\sqrt{\beta}} \approx 4.7.
\end{align*}
\]

IV. CONCLUSION AND REMARK

In this paper, we considered the TD boundary measurements, which means that the measured data for each given source and detector is a TPSF. One can expect that the TPSF corresponding to a single point target always admits a unique maximum from the physics intuition. We have mathematically investigated this physical phenomenon in this paper. By analyzing the asymptotic behavior of the TPSF, we proved the unique existence of the peak time for TD boundary measurements.

The peak time is an important property of TPSF. The local data types around the peak time are more robust to noise than other data types, and should provide enhanced information to the related inverse problems such as DOT and FDOT. Further, the recovery of unknown information from the measured data around peak time is a robust and efficient approach. However, the explicit relations between the peak time and the unknowns have not been discussed yet. In this paper, we explicitly give an approximate expression of the peak time for both the boundary excitation measurements \(u_e\) as in [11] and the boundary emission measurements \(u_m\) as in [12]. The expression of approximate peak time for \(u_e\) clearly shows the relationship between the peak time and the important information of medium such as the absorption coefficient \(\mu_a\) and the diffusion coefficient \(D\). The expression of approximate peak time for \(u_m\) shows not only the dependence of peak time on \((\mu_a, D)\) but also the connection between the peak time and the position of an unknown point target. The above identities connecting the peak time of measurements and the unknowns in related inverse problems provide the possibility of constructing an effective and fast inversion scheme for the inverse problems. We will study the inverse problem of DOT and FDOT, and discuss an inversion scheme based on the explicit expression of the peak time in the forthcoming paper.

We remark that the expressions of peak time in this paper are obtained under some assumptions for the physical parameters and the object. We assume the size of fluorescence target is very small such that it can be approximated by the Dirac \( \delta \)-function. However, we can still provide the prior information for general FDOT from the expression of peak time by assuming a point target.
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