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Abstract

The scattering and transmission of harmonic acoustic waves at a penetrable material are commonly modelled by a set of Helmholtz equations. This system of partial differential equations can be rewritten into boundary integral equations defined at the surface of the objects and solved with the boundary element method (BEM). High frequencies or geometrical details require a fine surface mesh, which increases the number of degrees of freedom in the weak formulation. Then, matrix compression techniques need to be combined with iterative linear solvers to limit the computational footprint. Moreover, the convergence of the iterative linear solvers often depends on the frequency of the wave field and the objects’ characteristic size. Here, the robust PMCHWT formulation is used to solve the acoustic transmission problem. An operator preconditioner based on on-surface radiation conditions (OSRC) is designed that yields frequency-robust convergence characteristics. Computational benchmarks compare the
performance of this novel preconditioned formulation with other preconditioners and boundary integral formulations. The OSRC preconditioned PMCHWT formulation effectively simulates large-scale problems of engineering interest, such as focused ultrasound treatment of osteoid osteoma.

1 Introduction

The simulation of scattering and transmission of harmonic acoustic waves at penetrable objects is of great interest to a wide range of engineering problems, such as biomedical ultrasound, underwater surveillance, and auralisation, among others [1]. These physical phenomena, and many more, can be modelled with the Helmholtz equation in the volume and boundary conditions at the material interfaces. A wide range of numerical algorithms is available to approximate the solution of the boundary value problem directly, including the finite element and finite difference method [2]. Another approach is to consider integral formulations of the boundary value problem and solve it with volume integral equations [3] or boundary integral equations [4].

When scattering into an unbounded exterior domain is considered, the boundary element method (BEM) is often the preferred methodology [5, 6, 7]. Volumetric discretisation techniques, such as the finite element method, require artificial boundary conditions to limit the volumetric space under consideration. Techniques for the approximation of the outgoing waves include perfectly matched layers [8], absorbing boundary conditions [9], and infinite elements [10], among others. Differently, boundary integral formulations automatically satisfy the Sommerfeld radiation condition that models outgoing waves. Hence, no artificial boundary conditions are necessary, and fields can be evaluated at any point in space through Green’s function and representation formulas for the surface potentials [11].

For acoustic transmission into penetrable materials, transmission conditions couple exterior with interior fields and guarantee continuity of the pressure field and normal particle velocity. Boundary integral formulations can model transmission through different material regions when each is homogeneous. However, when a subdomain has heterogeneous material parameters, no Green’s functions are available anymore. In that case, volumetric solvers should be used and coupled to the boundary integral formulations for the homogeneous subdomains [12]. Here, we will consider homogeneous materials
and use BEM-BEM coupling at the interfaces.

The BEM has several numerical properties that make it an efficient algorithm for acoustic wave propagation. Firstly, since Green's functions are explicitly used, the numerical algorithm is practically devoid of dispersion and dissipation errors, and a fixed number of elements per wavelength suffice for accurate results [13, 14]. Secondly, only interfaces need to be meshed, simplifying the often cumbersome mesh generation procedure at large-scale geometries. Thirdly, the number of degrees of freedom does not depend on the white space between multiple scatterers [15]. These characteristics yield a quadratic scaling of the number of degrees of freedom with respect to the characteristic sizes of the scatterers.

A drawback of the BEM is that Green's functions lead to global operators and dense matrix arithmetic. In contrast, volumetric methods use sparse arithmetic. Therefore, the standard BEM has a computational complexity of $O(n^2)$ with $n$ the number of degrees of freedom. Large-scale simulations are only feasible when accelerators are used, such as the fast-multipole method [16], hierarchical matrix compression [17] or fast-Fourier transforms [18]. Most of these algorithms have a computational complexity of $O(n \log(n))$. Furthermore, high-level open-source implementations of the BEM are available, such as BEMPP [19].

The driving frequency strongly influences the computational efficiency of the BEM. The number of degrees of freedom scales quadratically with the frequency since a fixed number of elements per wavelength is sufficient to obtain accurate results with the BEM. Furthermore, most acceleration algorithms such as fast-multipole and hierarchical matrix compression techniques have frequency-dependent performance [20]. Moreover, the dense matrix equation is typically solved with iterative linear solvers [21], whose convergence often deteriorates when increasing the frequency [22] or material contrast [23]. The actual convergence of the linear solvers depends on the choice of boundary integral formulation and the design of the preconditioner [24]. One of the most widely used formulations for penetrable objects is the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formulation [25]. For rigid scatterers, the OSRC preconditioner is very efficient at high frequencies [26, 27]. Here, we will design an OSRC preconditioner for the PMCHWT formulation for multiple penetrable objects.

Preconditioning of the dense set of linear equations is often necessary to perform large-scale simulations with the BEM. Among the many preconditioners, one can distinguish between algebraic and operator precondition-
ing. The algebraic preconditioners use properties of the discretisation matrix and include incomplete LU decompositions [28] and the sparse approximate inverse [29], among others. Differently, the operator preconditioners consider the characteristics of the continuous formulation [30, 31], such as mapping properties and Calderón projection formulas [32]. Examples are mass, Calderón and OSRC preconditioners. Since operator preconditioners take the specific characteristics of boundary integral formulations into account, they often outperform algebraic preconditioners [33]. Furthermore, they do not require access to the discretisation matrix and are, therefore, feasible combinations with any matrix compression technique [26]. The OSRC preconditioner is one of the most effective techniques for large-scale simulations at high frequencies [27].

The OSRC operators are approximations of the Dirichlet-to-Neumann (DtN) map that links Dirichlet and Neumann traces of the acoustic field [34]. Since OSRC operators are local approximations of the DtN map, they are much quicker to solve than full boundary integral equations, but at the expense of inaccuracies in the solution [35]. Many different OSRC operators have been designed, based on wave decoupling techniques [36], absorbing boundary conditions [37], and pseudo-differential operators [38], among others. Furthermore, OSRC operators serve different purposes. Firstly, they are artificial boundary conditions that truncate exterior domains for the finite element and finite difference method [39]. Secondly, they approximate scattering at objects [40]. Thirdly, they are efficient coupling operators in combined field integral equations such as the Burton-Miller and Brakhage-Werner formulations [41]. The latter is a preconditioning technique since an OSRC coupling operator results in well-conditioned discretisation matrices of the BEM [42, 43]. Finally, OSRC operators are also available for electromagnetics [44, 45] and elastodynamics [46, 47].

The OSRC operators approximate outgoing waves and, therefore, only model direct reflection and no multiple scattering [34]. This model limitation complicates the simulation of non-convex surfaces, multiple objects, and transmission. Nevertheless, in practice, OSRC preconditioning works well for objects with cavities [26]. For multiple scattering between objects, separate OSRC operators work well as preconditioner [27]. However, when used to solve scattering phenomena directly, the OSRC approximations at each surface need to be coupled into a global system of equations [48, 49]. In the case of penetrable domains, OSRC operators have been designed for generalized impedance boundary conditions for thin coatings [50], as a weak coupling
between FEM and BEM [51] but not yet for BEM-BEM coupling.

In this study, we use OSRC operators as left preconditioners of the boundary integral formulation. This approach is different to the standard OSRC preconditioning, where the OSRC operator is a coupling parameter in a combined field integral equation. We apply OSRC preconditioning to transmission and multiple scattering and show its effectiveness in computational benchmarks. To the best of the authors' knowledge, the only application of OSRC preconditioning to the BEM for multiple scattering and transmission problems is in our previous work, where it was applied to the simulation of high-intensity focused ultrasound [52] and as part of a large benchmarking exercise [53]. Here, we will provide the mathematical foundation of this technique and convergence studies compared to other formulations.

The numerical benchmarks show that solving the BEM system with the GMRES algorithm requires more iterations when frequency increases. The OSRC preconditioner slows down this efficiency deterioration and is robust at high frequency ranges. Here, we define a preconditioner to be frequency-robust when the speedup gain of preconditioning improves with frequency increase. The speedup gain is defined as the time to solve the preconditioned formulation divided by the solution time for the standard (mass-matrix preconditioned) PMCHWT formulation.

The formulation of the BEM and the OSRC preconditioner will be derived in Section 2. Computational benchmarks with different formulations and preconditioners will be presented in Section 3.

2 Formulation

This study considers harmonic acoustic scattering and transmission at multiple penetrable homogeneous objects. This can be modelled by a set of Helmholtz equations in the homogeneous domains and boundary conditions at the interfaces of the materials. Then, boundary integral formulations are designed and solved with the BEM. The computational performance of the iterative linear method will be improved with preconditioning.

2.1 Helmholtz equations

Let us consider multiple homogeneous domains denoted by $\Omega_m$ with $m = 1, 2, \ldots, \ell$. These three-dimensional objects are all bounded and embedded
in an unbounded exterior domain denoted by $\Omega_0$, as depicted in Figure 1. The boundaries of the interior domains are denoted by $\Gamma_m$ for $m = 1, 2, \ldots, \ell$ and $\Gamma_0$ is the union of all interfaces. The interfaces are assumed to be piecewise smooth such that unique normal vectors can be defined, which are denoted by $\hat{n}_m$, have unit length, are directed towards the exterior domain, and correspond to interface $\Gamma_m$ for $m = 1, 2, \ldots, \ell$, respectively.

The incident wave is given by a plane wave field with frequency $f$, unit amplitude and direction $\hat{d}$. In the absence of scatterers, the acoustic field would be given by the incident wave field denoted by $u_{\text{inc}}$. The presence of objects generates a scattered field denoted by $u_{\text{sca}}$ and the total field is given by $u_{\text{tot}} = u_{\text{inc}} + u_{\text{sca}}$. For the design of the boundary integral formulations, it is convenient to decompose the total field into separate fields associated to each subdomain. For this purpose, let us consider

$$u_0(x) = \begin{cases} u_{\text{sca}}(x) & \text{for } x \in \Omega_0, \\ -u_{\text{inc}}(x) & \text{for } x \notin \Omega_0 \end{cases}$$

(1)

the field associated to the exterior domain and

$$u_m(x) = \begin{cases} u_{\text{tot}}(x) & \text{for } x \in \Omega_m, \\ 0 & \text{for } x \notin \Omega_m \end{cases}$$

(2)

for $m = 1, 2, \ldots, \ell$ the fields associated to the different objects.

The equations of motion for the acoustic field are given by

$$\begin{cases} -\Delta u_j - k_j u_j = 0 & \text{in } \Omega_j \text{ for } j = 0, 1, 2, \ldots, \ell; \\ \gamma_{D,m}^+ (u_0 + u_{\text{inc}}) = \gamma_{D,m}^- u_m & \text{at } \Gamma_m \text{ for } m = 1, 2, \ldots, \ell; \\ \frac{1}{\rho_0} \gamma_{N,m}^+ (u_0 + u_{\text{inc}}) = \frac{1}{\rho_m} \gamma_{N,m}^- u_m & \text{at } \Gamma_m \text{ for } m = 1, 2, \ldots, \ell; \\ \lim_{r \to \infty} |r| (\varphi_{j} u_0 - i k_0 u_0) = 0. \end{cases}$$

(3)
The first equation corresponds to the Helmholtz equation inside each sub-domain where \( k_j \) denotes the wavenumber. The second and third equations are interface conditions that model the continuity of the pressure field and normal particle velocity, respectively, where \( \rho_j \) denotes the density of the material in \( \Omega_j \). The fourth equation is the Sommerfeld radiation condition that states that the scattered field radiates outward at infinity. Here, the trace operators are defined as

\[
\gamma^+_{D,m} f(x) = \lim_{y \to x} f(y) \quad \text{for } x \in \Gamma_m \text{ and } y \in \Omega_0, \tag{4}
\]

\[
\gamma^-_{D,m} f(x) = \lim_{y \to x} f(y) \quad \text{for } x \in \Gamma_m \text{ and } y \in \Omega_m, \tag{5}
\]

\[
\gamma^+_N f(x) = \lim_{y \to x} \nabla_y f(y) \cdot \hat{n}_m(x) \quad \text{for } x \in \Gamma_m \text{ and } y \in \Omega_0, \tag{6}
\]

\[
\gamma^-_N f(x) = \lim_{y \to x} \nabla_y f(y) \cdot \hat{n}_m(x) \quad \text{for } x \in \Gamma_m \text{ and } y \in \Omega_m \tag{7}
\]

for \( m = 1, 2, \ldots, \ell \) where the subindices \( D \) and \( N \) denote Dirichlet and Neumann traces, respectively; the subindex \( m \) denotes the respective subdomain; and the superindices + and – denote exterior and interior traces, respectively. The operator \( \nabla_y \) denotes the gradient with respect to the variable \( y \). Notice that the normals are always pointing towards the exterior, regardless of the type of trace.

### 2.2 Boundary integral formulations

The Helmholtz system (3) is defined as a volumetric problem. Inside each subdomain, Green’s functions are available:

\[
G_m(x, y) = \frac{e^{ik_m|x-y|}}{4\pi|x-y|} \quad \text{for } x, y \in \Omega_m \text{ and } x \neq y \tag{8}
\]

for \( m = 0, 1, 2, \ldots, \ell \) where \( i \) denotes the imaginary unit. Hence, the field inside each subdomain can be defined by representation formulas [6] as

\[
u_0 = \sum_{n=1}^\ell \left( V_{0,n} \psi^+_n - K_{0,n} \phi^+_n \right), \tag{9}\]

\[
u_m = V_m \psi_m - K_m \phi_m \quad \text{for } m = 1, 2, \ldots, \ell; \tag{10}\]
where the single-layer and double-layer potential integral operators are given by

\[
[V_{0,m}\psi](x) = \int_{\Gamma_m} G_0(x,y)\psi(y) \, dy \quad \text{for } x \notin \Gamma_m, \quad (11)
\]

\[
[K_{0,m}\phi](x) = \int_{\Gamma_m} \hat{n}_m \cdot \nabla_y G_0(x,y)\phi(y) \, dy \quad \text{for } x \notin \Gamma_m, \quad (12)
\]

\[
[V_m\psi](x) = \int_{\Gamma_m} G_m(x,y)\psi(y) \, dy \quad \text{for } x \notin \Gamma_m, \quad (13)
\]

\[
[K_m\phi](x) = \int_{\Gamma_m} \hat{n}_m \cdot \nabla_y G_m(x,y)\phi(y) \, dy \quad \text{for } x \notin \Gamma_m, \quad (14)
\]

for \( m = 1, 2, \ldots, \ell \). Taking traces of the representation formulas yields

\[
\gamma^+_{D,m} u_0 = \sum_{n=1}^{\ell} V_{0,mn} \tilde{\psi}^+_n - \frac{1}{2} \tilde{\phi}^+_m - \sum_{n=1}^{\ell} K_{0,mn} \tilde{\phi}^-_n, \quad (15)
\]

\[
\gamma^+_{N,m} u_0 = -\frac{1}{2} \psi^+_m + \sum_{n=1}^{\ell} T_{0,mn} \tilde{\psi}^+_n + \sum_{n=1}^{\ell} D_{0,mn} \tilde{\phi}^+_n, \quad (16)
\]

\[
\gamma^-_{D,m} u_m = V_m \tilde{\psi}^-_m + \frac{1}{2} \tilde{\phi}^-_m - K_m \tilde{\phi}^-_m, \quad (17)
\]

\[
\gamma^-_{N,m} u_m = \frac{1}{2} \psi^-_m + T_m \tilde{\psi}^-_m + D_m \tilde{\phi}^-_m, \quad (18)
\]

for \( m = 1, 2, \ldots, \ell \), where

\[
V_m : H^{-\frac{1}{2}}(\Gamma_m) \to H^\frac{1}{2}(\Gamma_m)
\]

\[
\psi \mapsto \int_{\Gamma_m} G_m(\cdot,y)\psi(y) \, dy, \quad (19)
\]

\[
K_m : H^\frac{1}{2}(\Gamma_m) \to H^\frac{1}{2}(\Gamma_m)
\]

\[
\phi \mapsto \int_{\Gamma_m} \hat{n}_m \cdot \nabla_y G_m(\cdot,y)\phi(y) \, dy, \quad (20)
\]

\[
T_m : H^{-\frac{1}{2}}(\Gamma_m) \to H^{-\frac{1}{2}}(\Gamma_m)
\]

\[
\psi \mapsto \hat{n}_m \cdot \nabla \int_{\Gamma_m} G_m(\cdot,y)\psi(y) \, dy, \quad (21)
\]

\[
D_m : H^{\frac{1}{2}}(\Gamma_m) \to H^{-\frac{1}{2}}(\Gamma_m)
\]

\[
\phi \mapsto -\hat{n}_m \cdot \nabla \int_{\Gamma_m} \hat{n}_m \cdot \nabla_y G_m(\cdot,y)\phi(y) \, dy, \quad (22)
\]
denote the single-layer, double-layer, adjoint double-layer, and hypersingular boundary integral operator, respectively; and

\[ V_{0,mn} : H^{-\frac{1}{2}}(\Gamma_n) \to H^{\frac{1}{2}}(\Gamma_m) \]
\[ \psi \mapsto \iint_{\Gamma_n} G_0(\cdot, y)\psi(y) \, dy, \]  
\[ K_{0,mn} : H^{\frac{1}{2}}(\Gamma_n) \to H^{\frac{1}{2}}(\Gamma_m) \]
\[ \phi \mapsto \iint_{\Gamma_n} \hat{n}_n \cdot \nabla_y G_0(\cdot, y)\phi(y) \, dy, \]
\[ T_{0,mn} : H^{-\frac{1}{2}}(\Gamma_n) \to H^{-\frac{1}{2}}(\Gamma_m) \]
\[ \psi \mapsto \hat{n}_m \cdot \nabla \iint_{\Gamma_n} G_0(\cdot, y)\psi(y) \, dy, \]
\[ D_{0,mn} : H^{\frac{1}{2}}(\Gamma_n) \to H^{-\frac{1}{2}}(\Gamma_m) \]
\[ \phi \mapsto -\hat{n}_m \cdot \nabla \iint_{\Gamma_n} \hat{n}_n \cdot \nabla_y G_0(\cdot, y)\phi(y) \, dy, \]

the boundary integral operators for the cross scattering in the exterior. The surface potentials are traces of the total field [6], specifically,

\[ \tilde{\phi}_m^+ = -\gamma_{D,m} u_{tot}, \]  
\[ \tilde{\phi}_m^- = \gamma_{D,m} u_{tot}, \]  
\[ \tilde{\psi}_m^+ = -\gamma_{N,m} u_{tot}, \]  
\[ \tilde{\psi}_m^- = \gamma_{N,m} u_{tot} \]

for \( m = 1, 2, \ldots, \ell \). Hence, the boundary integral equations satisfy

\[ \begin{pmatrix} \frac{1}{2} \bar{I}_m + A_{0,mm} \end{pmatrix} \begin{bmatrix} \gamma_{D,m}^+ u_{tot} \\ \gamma_{N,m}^+ u_{tot} \end{bmatrix} + \sum_{n=1,n\neq m}^{\ell} A_{0,mn} \begin{bmatrix} \gamma_{D,n}^+ u_{tot} \\ \gamma_{N,n}^+ u_{tot} \end{bmatrix} = \begin{bmatrix} \gamma_{D,m}^+ u_{inc} \\ \gamma_{N,m}^+ u_{inc} \end{bmatrix}, \]  
\[ \begin{pmatrix} -\frac{1}{2} \bar{I}_m + A_{m} \end{pmatrix} \begin{bmatrix} \gamma_{D,m}^+ u_{tot} \\ \gamma_{N,m}^+ u_{tot} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

for \( m = 1, 2, \ldots, \ell \) where \( \bar{I}_m = \begin{bmatrix} I_m & 0 \\ 0 & I_m \end{bmatrix} \) with \( I_m \) the identity operator at interface \( m \), and

\[ A_m = \begin{bmatrix} -K_m & V_m \\ D_m & T_m \end{bmatrix} \]  

for \( m = 1, 2, \ldots, \ell \).
denotes the Calderón boundary integral operator.

Now, let us define a unique pair of traces at each interface as

\[
\begin{align*}
\phi_m &= \gamma^{+}_{D,m}u_{\text{tot}} = \gamma^{+}_{D,m}u_{\text{inc}}, \\
\psi_m &= \gamma^{+}_{N,m}u_{\text{tot}} = \frac{\rho_{0}}{\rho_m} \gamma^{-}_{N,m}u_{\text{tot}}.
\end{align*}
\]

(34)

(35)

Then,

\[
\left(\frac{1}{2}I_m + A_{0,mm}\right) \begin{bmatrix} \phi_m \\ \psi_m \end{bmatrix} + \sum_{n=1, n \neq m}^{\ell} A_{0, mn} \begin{bmatrix} \phi_n \\ \psi_n \end{bmatrix} = \begin{bmatrix} \gamma^{+}_{D,m}u_{\text{inc}} \\ \gamma^{-}_{N,m}u_{\text{inc}} \end{bmatrix}
\]

(36)

\[
\left(\frac{1}{2}I_m + \hat{A}_m\right) \begin{bmatrix} \phi_m \\ \psi_m \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

(37)

for \( m = 1, 2, \ldots, \ell \) where

\[
\hat{A}_m = \begin{bmatrix} -K_m & \rho_m V_m \\ \rho_m D_m & T_m \end{bmatrix}.
\]

(38)

Finally, unique boundary integral formulations can be obtained by taking linear combinations of the boundary integral equations \([54]\). For example, taking the sum of Eqns. (36) and (37) yields

\[
\left( A_{0, mn} + \hat{A}_m \right) \begin{bmatrix} \phi_m \\ \psi_m \end{bmatrix} + \sum_{n=1, n \neq m}^{\ell} A_{0, mn} \begin{bmatrix} \phi_n \\ \psi_n \end{bmatrix} = \begin{bmatrix} \gamma^{+}_{D,m}u_{\text{inc}} \\ \gamma^{-}_{N,m}u_{\text{inc}} \end{bmatrix}
\]

(39)

for \( m = 1, 2, \ldots, \ell \) which is the PMCHWT formulation \([25, 55, 56]\). Alternatively, taking the difference of Eqns. (36) and (37) yields

\[
\left(I_m + A_{0, mm} - \hat{A}_m\right) \begin{bmatrix} \phi_m \\ \psi_m \end{bmatrix} + \sum_{n=1, n \neq m}^{\ell} A_{0, mn} \begin{bmatrix} \phi_n \\ \psi_n \end{bmatrix} = \begin{bmatrix} \gamma^{+}_{D,m}u_{\text{inc}} \\ \gamma^{-}_{N,m}u_{\text{inc}} \end{bmatrix}
\]

(40)

for \( m = 1, 2, \ldots, \ell \) which is the Müller formulation \([57]\). The PMCHWT formulation is a first-kind boundary integral equation and the Müller formulation is of second-kind.
2.3 Boundary element method

The weak form of the boundary integral equations are discretised with a Galerkin method [7]. At the material interfaces, a triangular surface mesh will be used. The discrete function space for $H^{\frac{1}{2}}(\Gamma_m)$ will be piecewise linear functions (P1) associated to the vertices in the mesh. For $H^{-\frac{1}{2}}(\Gamma_m)$, one can use either piecewise constant functions (P0) associated to the triangles in the mesh, piecewise constant functions on the dual mesh (that is, node-based patches on the barycentric refined mesh [58]), or P1 functions. Here, P1 functions will always be used.

2.4 Mass preconditioning

Let us write the discrete set of equations as

$$Bx = f$$

(41)

where $B$ denotes the discretisation matrix, $x$ the unknown coefficients of the basis functions, and $f$ the traces of the incident wave field. Alternatively, mass preconditioning yields the strong form

$$M^{-1}Bx = M^{-1}f$$

(42)

that maps the domain space to the range space when $M$ is the identity operator mapping the range space to the dual-to-range space [59]. Notice that when a combination of P0 and P1 elements is used, this mapping is not well-defined. In that case, either dual functions or P1 functions need to be used.

2.5 Calderón preconditioning

The Calderón operator is a projection [6], that is, $A_m^2 = I_m$ for $m = 0, 1, 2, \ldots, \ell$. This property can be used to create operator preconditioners for the PMCHWT formulation in the form of

$$M_2^{-1}CM_1^{-1}Bx = M_2^{-1}CM_1^{-1}f.$$  

(43)

Here, we will consider the block-diagonal Calderón preconditioner

$$C = \begin{bmatrix} A_{0,11} + \hat{A}_1 & \emptyset & \cdots & \emptyset \\ \cdots & \ddots & \ddots & \cdots \\ \emptyset & \cdots & A_{0,\ell\ell} + \hat{A}_\ell \end{bmatrix}.$$  

(44)
Notice that other versions can be designed as well \cite{60, 61, 53}. This preconditioner does not require any additional assembly time since the operators are already available in the model. In each GMRES iteration, the preconditioner step involves the matrix-vector multiplication of \( C \), which has \( 2\ell \) Calderón operators.

### 2.6 OSRC preconditioning

The Neumann-to-Dirichlet (NtD) and Dirichlet-to-Neumann (DtN) maps, also known as Steklov-Poincaré and Poincaré-Steklov operators \cite{7}, are implicitly defined as

\[
\Lambda_{\text{NtD},m}^\pm : H^{-\frac{1}{2}}(\Gamma_m) \to H^\frac{1}{2}(\Gamma_m)
\]

\[
\gamma^\pm_{N,m} \mathbf{u}_{\text{tot}} \mapsto \gamma^\pm_{D,m} \mathbf{u}_{\text{tot}}, \quad (45)
\]

\[
\Lambda_{\text{DtN},m}^\pm : H^\frac{1}{2}(\Gamma_m) \to H^{-\frac{1}{2}}(\Gamma_m)
\]

\[
\gamma^\pm_{D,m} \mathbf{u}_{\text{tot}} \mapsto \gamma^\pm_{N,m} \mathbf{u}_{\text{tot}}, \quad (46)
\]

where the superscript \( \pm \) denotes the exterior and interior versions, respectively. Notice that these maps involve inverse boundary integral operators. Hence, no closed-form expressions are available for general surfaces and numerical approximations involve the solution of a system of boundary integral operators. This solution procedure is too expensive for the direct application of NtD and DtN maps in boundary integral formulations. Instead, accurate approximations of these maps can be obtained with on-surface radiation conditions. Among the many different definitions of OSRC operators, the ones based on pseudo-differential equations are among the most accurate for general convex objects \cite{34, 49}, which are defined as

\[
L_{\text{NtD},m}^+ = \frac{1}{ik_0} \left( I_m + \frac{\Delta \Gamma_m}{k^2_{\epsilon,0}} \right)^{-\frac{1}{2}}, \quad (47)
\]

\[
L_{\text{NtD},m}^- = \frac{1}{ik_m} \left( I_m + \frac{\Delta \Gamma_m}{k^2_{\epsilon,m}} \right)^{-\frac{1}{2}}, \quad (48)
\]

\[
L_{\text{DtN},m}^+ = ik_0 \left( I_m + \frac{\Delta \Gamma_m}{k^2_{\epsilon,0}} \right)^{\frac{1}{2}}, \quad (49)
\]

\[
L_{\text{DtN},m}^- = ik_m \left( I_m + \frac{\Delta \Gamma_m}{k^2_{\epsilon,m}} \right)^{\frac{1}{2}}, \quad (50)
\]
where $\Delta_{\Gamma_m}$ denotes the Laplace-Beltrami operator on surface $\Gamma_m$. Furthermore,

\[
L_{NtD}^\pm : H^{-\frac{1}{2}}(\Gamma) \to H^{\frac{1}{2}}(\Gamma), \\
L_{DtN}^\pm : H^{\frac{1}{2}}(\Gamma) \to H^{-\frac{1}{2}}(\Gamma).
\]

Singularities are avoided by using a damped wavenumber $k_{\epsilon,0,m} \neq k_0$ and $k_{\epsilon,m} \neq k_m$ for $m = 1, 2, \ldots, \ell$. This artificial damping actually improves its accuracy at high frequencies [62, 50]. In practice, a rule of thumb for choosing the damping is $k_{\epsilon,0,m} = k_0(1 + 0.4i(k_0R_m)^{-\frac{7}{6}})$ and $k_{\epsilon,m} = k_m(1 + 0.4i(k_mR_m)^{-\frac{7}{6}})$ where $R_m$ denotes the radius of the object $\Omega_m$. This choice is optimal for a sphere [42] and extensions exist that use the local curvature of the surface [34]. For simplicity, this study uses the default expression.

In the case of a single scatterer, one has

\[
\Lambda_{NtD}^\pm : H^{\frac{1}{2}}(\Gamma) \to H^{\frac{3}{2}}(\Gamma), \\
D^\pm \gamma_D^\pm u^\pm \mapsto (\mp \frac{1}{2} I - K^\pm) \gamma_D^\pm u^\pm, \tag{51}
\]

\[
\Lambda_{DtN}^\pm : H^{-\frac{1}{2}}(\Gamma) \to H^{-\frac{3}{2}}(\Gamma), \\
V^\pm \gamma_N^\pm u^\pm \mapsto (\mp \frac{1}{2} I + T^\pm) \gamma_N^\pm u^\pm \tag{52}
\]

for any interior solution $u^-$ and radiating solution $u^+$ of the Helmholtz equation [6]. In the case of the Helmholtz transmission system (3), the interior Calderón system (32) yields an equivalent result, that is,

\[
(\Lambda_{NtD}^- D_m) \gamma_{D,m}^- u_{tot} = (\frac{1}{2} I_m - K_m) \gamma_{D,m}^- u_{tot}, \tag{53}
\]

\[
(\Lambda_{DtN}^- V_m) \gamma_{N,m}^- u_{tot} = (\frac{1}{2} I_m + T_m) \gamma_{N,m}^- u_{tot} \tag{54}
\]

for $m = 1, 2, \ldots, \ell$. This shows that using the NtD and DtN operators are good preconditioners of the hypersingular and single-layer operators, respectively, since the right-hand side consists of second-kind boundary integral operators that are well-conditioned. In practice, the OSRC operators are used instead of the NtD and DtN operators. Still, the operator product will be well-conditioned since this change only adds a compact perturbation to the right-hand side [26]. For the exterior domain, the situation is more complicated due to the presence of the incident wave field as well as the multiple reflections of the scattered field. Exterior OSRC operators for multiple scattering can be designed [48, 49] but require explicit cross-interactions.
between objects and, therefore, require more computational overhead. For this reason, we will consider independent OSRC operators at each surface. Even though multiple scattering is not included in these operators, computational experiments show an excellent performance for preconditioning at rigid scatterers [27] and the benchmarks in this study confirm its effectiveness for transmission problems as well.

2.7 The OSRC preconditioned PMCHWT formulation

The PMCHWT formulation (39) has single-layer and hypersingular operators on the off-diagonal blocks of the discretisation matrix. Hence, a permuted version will be used and combined with the OSRC preconditioner as follows

\[
\begin{bmatrix}
L_{DN,m} & 0 \\
0 & L_{NtD,m}
\end{bmatrix}
\begin{bmatrix}
V_{0,11} + \frac{\rho}{\rho_0} V_1 & -K_{0,11} - K_1 \\
T_{0,11} + T_1 & D_{0,11} + \frac{\rho}{\rho_1} D_1
\end{bmatrix}
\begin{bmatrix}
\psi_1 \\
\phi_1
\end{bmatrix}
= 
\begin{bmatrix}
\gamma_{D,m}^{+} u_{inc} \\
\gamma_{N,m}^{+} u_{inc}
\end{bmatrix}
\] (55)

in the case of a single scatterer. The preconditioning can readily be extended to multiple scattering as

\[
\begin{bmatrix}
L_1 & 0 & \cdots & 0 \\
0 & L_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & L_m
\end{bmatrix}
\begin{bmatrix}
A_{0,11}^{*} + \hat{A}_{1}^{*} & A_{0,12}^{*} & \cdots & A_{0,1\ell}^{*} \\
A_{0,21}^{*} & A_{0,22}^{*} + \hat{A}_{2}^{*} & \cdots & A_{0,2\ell}^{*} \\
\vdots & \vdots & \ddots & \vdots \\
A_{0,\ell 1}^{*} & A_{0,\ell 2}^{*} & \cdots & A_{0,\ell\ell}^{*} + \hat{A}_{\ell}^{*}
\end{bmatrix}
\begin{bmatrix}
\varphi_1 \\
\varphi_2 \\
\vdots \\
\varphi_{\ell}
\end{bmatrix}
= 
\begin{bmatrix}
f_1 \\
f_2 \\
\vdots \\
f_{\ell}
\end{bmatrix}
\] (56)

with

\[
L_m = \begin{bmatrix}
L_{DN,m} & 0 \\
0 & L_{NtD,m}
\end{bmatrix}, \quad \varphi_m = \begin{bmatrix}
\psi_m \\
\phi_m
\end{bmatrix}, \quad f_m = \begin{bmatrix}
\gamma_{D,m}^{+} u_{inc} \\
\gamma_{N,m}^{+} u_{inc}
\end{bmatrix},
\]

and where the stars denote permutation, that is,

\[
A_m^{*} = \begin{bmatrix}
V_m & -K_m \\
T_m & D_m
\end{bmatrix}
\] (57)
the permuted Calderón operator. Notice that one could also use a block OSRC preconditioner given by

\[
L^*_m = \begin{bmatrix}
0 & L_{NtD,m} \\
L_{DtN,m} & 0
\end{bmatrix}
\]  

(58)

for the original (non-permuted) PMCHWT formulation.

The preconditioned formulation (56) uses a single OSRC operator for the sum of the exterior and interior single-layer and hypersingular operators. Hence, either the interior or the exterior wavenumber can be used for the OSRC preconditioner. In fact, any wavenumber could be used and the choice can be different at each interface. Taking a different wavenumber for the OSRC operator than for the Calderón operator is not an issue since a change in wavenumber results in a compact perturbation of the boundary integral operators [33, 63, 64].

The square-root in the OSRC operator needs to be localised for efficiency purposes [36]. Here, a truncated Padé series expansion of \( N_{\text{Padé}} \) terms and a branch cut with an angle \( \theta \) is used [34]. This results in a coupled set of \( N_{\text{Padé}} \) equations each involving a surface Helmholtz equation with different complex-valued wavenumbers. The weak formulation of these equations can readily be solved by the Galerkin method with P1 elements as test and basis functions. Hence, at each surface two sets of \( N_{\text{Padé}} \) linear equations need to be solved at each iteration of the linear solver. Since all these systems are sparse, a sparse LU decomposition is calculated once at the start of the linear solver and used in each iteration.

\section{3 Results}

The novel application of OSRC preconditioning to the PMCHWT formulation promises to be a frequency-robust solver for transmission problems. In this section, the results of computational benchmarks will be shown, as well as the performance of the preconditioned formulation at large-scale geometries.

\subsection{3.1 Benchmark framework}

The benchmarks will consider the following boundary integral formulations:

1. The PMCHWT formulation (39).
2. The Müller formulation (40).

3. The PMCHWT formulation with the block-diagonal Calderón preconditioner (44).

4. The PMCHWT formulation with the OSRC preconditioner (56).

The strong form of all operators will be considered, in other words, mass preconditioning (42) is applied by default. The discretisation of the formulations is given by a Galerkin method with P1 elements for all test and basis functions.

For the OSRC operators, the parameters are chosen, if not stated otherwise, as \( N_{\text{Padé}} = 4 \) and \( \theta = \pi/3 \). The parameter \( R_m \) in the damped wavenumber normally denotes the radius of the object. However, computational experience suggests that taking \( R_m \) to be one tenth of the radius improves the effectiveness of OSRC preconditioning for transmission problems. The wavenumber for the OSRC preconditioner is either the interior or exterior wavenumber at each surface.

Version 4.3 of the library Gmsh [65] was used to generate the triangular surface meshes at the interfaces, with a mesh width of \( h \). That is, each triangular element has a characteristic length smaller than \( h \). The mesh width at interface \( m \) was chosen as

\[
h_m = \frac{\min\{\lambda_0, \lambda_m\}}{n_h}
\]

for \( m = 1, 2, \ldots, \ell \) where \( \lambda_m \) is the wavelength in \( \Omega_m \). In other words, there are at least \( n_h \) elements per wavelength at both sides of each interface.

The discrete operators will be assembled with hierarchical matrix compression, with a tolerance of \( 10^{-5} \). As iterative linear solver, the GMRES algorithm is used, with a tolerance of \( 10^{-7} \) for the preconditioned residual and without restart.

The boundary integral formulations have been implemented with version 3 of the BEMPP library [19, 66]. The GMRES solver comes from the library SciPy version 1.2.1 [67]. All simulations have been performed with hyperthreading activated, on a workstation with 16 processor cores (Intel® Xeon(R) CPU E5-2683 v4@2.10 GHz) and 512 GB RAM of shared memory.
Different material types will be used in the benchmarking with a frequency power law model for attenuation \cite{68}. That is,

$$k_m = \frac{2\pi f}{c_m} + i\alpha_m (f \cdot 10^{-6})^b_m$$ \hspace{1cm} (60)

where $\alpha$ denotes the attenuation coefficient in Np m$^{-1}$ Hz$^{-1}$ and $b$ an exponent. See Table 1 for characteristic values of materials commonly found in acoustical engineering.

Table 1: Physical parameters of the scattering media \cite{69, 70}.

| material | $\rho$ | $c$ | $\alpha$ | $b$ |
|----------|--------|-----|----------|-----|
| water    | 1000   | 1500| 0.015    | 2   |
| fat      | 917    | 1412| 9.334    | 1   |
| bone     | 1912   | 4080| 47.20    | 1   |

### 3.2 Model accuracy

Let us first test the accuracy of the formulations at a single spherical object, for which analytical solutions are available in the form of a series expansion in spherical harmonics. The pressure field obtained from the BEM has been calculated in the interior and exterior of the sphere, where the exterior has acoustic parameters resembling water and the interior models either fat or bone material. Figure 2 presents the error of the field relative to the analytical solution. The preconditioned versions of the PMCHWT did not have noticeable differences in error measure compared to the PMCHWT formulation itself. The accuracy of the fields improves exponentially with the mesh density and six elements per wavelength is sufficient to obtain an accuracy of 10% for the Müller formulation and 2% for the preconditioned PMCHWT formulations.
Figure 2: The error of the BEM relative to the analytical solution at a penetrable sphere, with respect to the mesh density. The error is measured in the $\ell_2$ norm of the amplitude of the pressure field evaluated on a grid of $101 \times 101$ points uniformly located on a square of size $3 \times 3$ cm in the $x$-$y$ plane and centered in the global origin. The incident wave field is a plane wave with frequency of 1 MHz.

3.3 Frequency dependency

The frequency of the wave field has a profound influence on the computational performance of the BEM. The OSRC preconditioner is a sparse operator based on high-frequency approximation and is, therefore, expected to work well at high frequencies. To validate the computational efficiency, let us consider the same geometry as before: a sphere with radius 5 mm and a mesh with six elements per wavelength. This leads to a number of 1805, 7088, 15823, 27237, and 42619 nodes in the triangular surface mesh for 500 kHZ, 1 MHz, 1.5 MHz, 2 MHz, and 2.5 MHz, respectively.

Figure 3 presents the convergence of the GMRES algorithm for increasing frequency. In the case of a water-fat interface, there is a low contrast in density and wavespeed between the materials. The PMCHWT and Müller formulations already converge very quickly for this situation and OSRC pre-
conditioning does not reduce the number of GMRES iterations. Remember that the OSRC preconditioner is applied to the permuted PMCHWT formulation, not to the standard PMCHWT formulation. For this reason, the OSRC-PMCHWT formulation can be worse conditioned than the PMCHWT formulation. The tendency is a deterioration of efficiency for the (Calderón preconditioned) PMCHWT and Müller formulations while the number of GMRES iterations for the OSRC preconditioned PMCHWT remains constant with frequency. The situation is different for the water-bone interface, where higher material contrasts are present and the system is worse conditioned. The PMCHWT and Müller formulations require a large number of GMRES iterations, which can be reduced considerably with Calderón and OSRC preconditioning. The OSRC preconditioner with a wavenumber taken from the interior material performs best.

The computation time to assemble the matrices is the same for all formulations, since all of them require the interior and exterior Calderón operators. The computational overhead of creating the OSRC operators is always less than 0.5% of the time to build the model matrix. Concerning the time for the GMRES algorithm, the most expensive part in each iteration is the matrix-vector multiplication of the system matrix, stored in compressed format. The other expensive operation for GMRES is the preconditioner step. Calderón preconditioning doubles the timing since the square of the matrix is being used. OSRC preconditioning requires the solution of a set of $N_{\text{Padé}}$ (chosen to be four) surface Helmholtz system, for which the sparse LU factorisation was calculated during the matrix assembly. This has little overhead and the OSRC preconditioned PMCHWT formulation is the best performing formulation for the challenging configurations with high frequencies and material contrasts, as can be seen in Figures 4 and 5.
Figure 3: The number of GMRES iterations with respect to the frequency. The geometry is a penetrable sphere with radius 5 mm.
Figure 4: The computation time (wall-clock time) per GMRES iteration with respect to the frequency. The geometry is a penetrable sphere with radius 5 mm.
Figure 5: The total time (wall-clock time) for the GMRES algorithm with respect to the frequency. The geometry is a penetrable sphere with radius 5 mm.

(a) Exterior water, interior fat material.

(b) Exterior water, interior bone material.
3.4 Domains with corners

The OSRC operators are accurate at smooth domains [26] and the benchmark on a sphere confirmed the efficiency of OSRC preconditioners for the PMCHWT formulation. To test the feasibility of OSRC preconditioning on nonsmooth domains, let us consider a Menger sponge, which is a fractal volume with increasingly small inclusions. The outer dimension of the cube is 10 mm for each edge and two levels of fractal divisions are considered, see Fig. 6. The GMRES convergence and compute time are measured at the frequencies 500 kHz, 1 MHz, 1.5 MHz, and 2 MHz with at least six mesh elements per wavelength, resulting in surface grids with 13,568, 34,975, 62,291, and 103,987 nodes, respectively. The computational results are presented in Fig. 7. The OSRC preconditioned PMCHWT formulation significantly outperforms the Müller, PMCHWT, and Calderón preconditioned PMCHWT in terms of GMRES convergence and solution time. For example, the OSRC preconditioner with interior wavenumber is more than three times faster than any of the standard formulations at 2 MHz. Furthermore, the speedup gained with OSRC preconditioning of the PMCHWT formulation improves with frequency. Comparing the 1 MHz with 2 MHz simulations, the speedup factor increases from 1.5 to 2.5 for exterior OSRC preconditioning and from 2.5 to 3.6 for interior OSRC, respectively. Hence, the OSRC preconditioner scales favorably with respect to frequency, compared to the other formulations. This computational benchmark corroborates the robustness of the OSRC preconditioner for challenging simulations that involve high-frequency wave fields and geometries with corners and inclusions.
Figure 6: The acoustic pressure at the surface of a Menger sponge of level 2 with edges of 10 mm and the materials resemble water and bone for the exterior and interior domains, respectively. The incident wave field is a plane wave travelling towards the left face of the cube, with unit amplitude, and a frequency of 2 MHz.
Figure 7: The computational performance with respect to the frequency. The geometry is a Menger sponge of level 2 with edges of 10 mm and the materials resemble water and bone for the exterior and interior domains, respectively.
3.5 Multiple scattering

All boundary integral formulations and preconditioners considered in this study can be applied to multiple scattering at disjoint penetrable objects. Let us consider a configuration of four spheres with radius 5 mm with centers at locations \((\pm 15, \pm 7.5, 0)\) mm. Two of which resemble fat material and the other two bone. The surface mesh has six elements per wavelength, yielding a number of 6823, 26 801, 59 758, and 102 549 nodes for a frequency of 500 kHz, 1 MHz, 1.5 MHz, and 2 MHz, respectively.

The convergence behaviour presented in Figure 8 indicates that the OSRC preconditioner with interior wavenumber outperforms the version with exterior parameters. That is, the wavenumber of the OSRC is based on the parameters of bone and fat at the corresponding interfaces. The Calderón preconditioner requires around half the number of iterations of the PMCHWT formulation. Since a diagonal version of the Calderón preconditioner for multiple scattering is used, the preconditioner consists of self-interaction only and the computational overhead in each GMRES iteration is only half the time for the PMCHWT formulation. The OSRC preconditioners also involve additional computation time in each GMRES iteration but because of their sparsity, the total time to solve the system is very low. The calculation time also confirms the frequency-robustness of OSRC preconditioning. That is, while Calderón preconditioning speeds up the PMCHWT formulation with a factor of 1.3 at 500 kHz and 1.4 at 2 MHz, the interior OSRC preconditioning has a speedup factor of 1.1 at 500 kHz and 3.5 at 2 MHz. Hence, the gain in efficiency improvement with OSRC preconditioning increases with frequency.
(a) The number of GMRES iterations.

(b) The computation time (wall-clock time) per GMRES iteration.

(c) The total time (wall-clock time) for the GMRES algorithm.

Figure 8: Performance characteristics of the benchmark with four spheres.
3.6 Large-scale acoustic scattering

The OSRC preconditioned PMCHWT formulation is designed for high frequency acoustic scattering by penetrable objects and the computational benchmarks confirm its superior efficiency over standard boundary integral formulations when high frequencies are considered. Let us consider a large-scale problem of biomedical engineering interest to showcase the performance of the OSRC preconditioner, based on a scenario involving the treatment of an osteoid osteoma in leg bone.

An osteoid osteoma is a benign bone tumour that usually develops in the long bones of the body, such as the femur (thighbone) and tibia (shinbone). Although osteoid osteomas do not spread throughout the body, they can cause pain and discomfort. Osteoid osteomas can affect people of all ages, but they occur more frequently in children and young adults. Magnetic Resonance (MR) guided focused ultrasound has recently become one of the gold standard treatments for managing osteoid osteomas [71]. The region on the bone to be ablated is destroyed using a focused ultrasound field, enabling the osteoid osteoma to be treated without invasive surgery. The high acoustic contrast between soft tissue and bone can lead to unwanted reflections and scattering of the focused ultrasound at the interface between soft tissue and bone. The clinical challenges ensuing from this may be addressed as part of a treatment planning stage using numerical modelling techniques such as BEM [52].

The acoustic source modelled consists of a transducer based on the one found in the Philips Sonalleve MR-guided focused ultrasound treatment platform (Royal Philips, Amsterdam, the Netherlands). The source is in effect a 256-element array transducer, with a 140 mm geometric focal length and 140 mm diameter and can be operated at a frequency of 1.2 MHz [72]. The elements of the array are positioned along the surface of a spherical bowl in a pseudo-random fashion.

For the purpose of the BEM simulation, the transducer incident field was modelled as an array of plane circular pistons, rigidly vibrating with uniform phase and amplitude. The piston normal velocities were determined so that the array would radiate an acoustic power of 30 W in water. This resulted in a normal velocity of 0.678 m/s for each piston.

An STL file describing the femur, tibia, patella and fibula of a female right leg was obtained from GrabCAD [73]. The transducer was positioned so that its focus coincided with the outer surface of the upper right side of the tibia.
Given the highly focused nature of the ultrasound beam (1 mm × 1 mm × 7 mm) [74], it is unnecessary to produce a mesh of the whole of the right leg for the purpose of the BEM simulation. Instead, a mesh was generated for only the upper section of the tibia. After editing the original STL file in Meshmixer [75], a mesh of triangular elements was generated using Gmsh, with the following mesh statistics: 145 338 nodes, 0.132 mm minimum element edge length, 0.501 mm maximum element edge length, and 0.295 mm average element edge length. For the purpose of this large-scale problem, the bone and transducer were immersed in water. The acoustic properties of the acoustic media are displayed in Table 1. The mesh density of the tibia section corresponds to just over four elements per wavelength of the exterior medium at a frequency of 1.2 MHz. The system matrix was compressed in a hierarchical matrix format with a tolerance of $10^{-5}$. The OSRC preconditioner uses $N_{\text{Padé}} = 8$, $R_{\epsilon} = 10^{-5}$ and the wavenumber corresponding to the interior bone material.

The system of equations was solved with GMRES in 958 iterations with an average time of 16.4 s per iteration. Figure 9 shows the position of the array transducer relative to the female right leg. The acoustic pressure in the transducer focal plane was obtained. The acoustic pressure map on the surface of the tibia section is shown in the same figure. A logarithmic colour map was used to better visualise the details of the field.

The total acoustic pressure in the focal plane is displayed in Figure 10. The colour map is now linear. The focus of the transducer is positioned at $x = 140$ mm and $y = 270$ mm. Scattering by the bone is clearly visible, as is interference between the incident and reflected fields.
Figure 9: Acoustic pressure in focal plane and on surface of computational domain. The tibia, patella, femur and fibula are shown in bone colour. The elements of the ultrasonic transducer are shown in magenta.
Figure 10: Acoustic pressure in the focal plane. The outer boundary of the tibia is highlighted with the black contour line.
4 Conclusions

Preconditioning is necessary to reduce the computational footprint of acoustic scattering at large-scale geometries with the BEM. This work introduced a preconditioner based on OSRC operators that effectively improves the conditioning of the PMCHWT formulation and is robust with frequency. Computational benchmarks confirm the efficiency of the frequency-robust OSRC preconditioning at canonical test cases and multiple scattering at penetrable objects. The OSRC preconditioned PMCHWT formulation can accurately simulate osteoid osteoma at a realistic model of a human knee joint at operating frequencies of ultrasound therapy.
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