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Abstract

We study the tensor-on-tensor regression, where the goal is to connect tensor responses to tensor covariates with a low Tucker rank parameter tensor/matrix without the prior knowledge of its intrinsic rank. We propose the Riemannian gradient descent (RGD) and Riemannian Gauss-Newton (RGN) methods and cope with the challenge of unknown rank by studying the effect of rank over-parameterization. We provide the first convergence guarantee for the general tensor-on-tensor regression by showing that RGD and RGN respectively converge linearly and quadratically to a statistically optimal estimate in both rank correctly-parameterized and over-parameterized settings. Our theory reveals an intriguing phenomenon: Riemannian optimization methods naturally adapt to over-parameterization without modifications to their implementation. We also prove the statistical-computational gap in scalar-on-tensor regression by a direct low-degree polynomial argument. Our theory demonstrates a “blessing of statistical-computational gap” phenomenon: in a wide range of scenarios in tensor-on-tensor regression for tensors of order three or higher, the computationally required sample size matches what is needed by moderate rank over-parameterization when considering computationally feasible estimators, while there are no such benefits in the matrix settings. This shows moderate rank over-parameterization is essentially “cost-free” in terms of sample size in tensor-on-tensor regression of order three or higher. Finally, we conduct simulation studies to show the advantages of our proposed methods and to corroborate our theoretical findings.
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1 Introduction

The analysis of tensor or multiway array data has emerged as a very active topic of research in statistics, applied mathematics, machine learning, and signal processing (Kolda and Bader, 2009), along with many important applications, such as neuroimaging analysis (Zhou et al., 2013), latent variable models (Anandkumar et al., 2014), and collaborative filtering (Bi et al., 2018). This paper studies a general class of problems termed tensor-on-tensor regression, which aims to characterize the relationship between covariates and responses in the form of scalars, vectors, matrices, or high-order tensors:

\[ Y_i = \langle \mathbf{A}_i, \mathbf{X}^* \rangle + \mathbf{E}_i, \quad i = 1, \ldots, n. \]  

(1)

Here, \( \mathbf{A}_i \in \mathbb{R}^{p_1 \times \cdots \times p_d}, i = 1, \ldots, n \) are the known order-\( d \) (or \( d \)-way) tensor covariates. \( Y_i, E_i \in \mathbb{R}^{p_{d+1} \times \cdots \times p_{d+m}} \) are both order-\( m \) tensors and are observations and unknown noise, respectively. \( \mathbf{X}^* \in \mathbb{R}^{p_1 \times \cdots \times p_d \times p_{d+1} \times \cdots \times p_{d+m}} \) is an order-(\( d + m \)) tensor parameter of interest. \( \langle \cdot, \cdot \rangle_\# \) is the contracted tensor inner product defined as

\[ \langle \mathbf{A}_i, \mathbf{X}^* \rangle = \sum_{k_l=1}^{p_l} \mathbf{A}_i[k_1, \ldots, k_d] \mathbf{X}^*[k_1, \ldots, k_d, j_1, \ldots, j_m]. \]

We also stack all responses and errors to \( \mathbf{Y}, \mathbf{E} \in \mathbb{R}^{n \times p_{d+1} \times \cdots \times p_{d+m}} \), where \( \mathbf{Y}[i, \ldots, :] = Y_i \) and \( \mathbf{E}[i, \ldots, :] = E_i \). Then the tensor-on-tensor regression model can be written succinctly as \( \mathbf{Y} = \mathcal{A}(\mathbf{X}^*) + \mathbf{E} \), where \( \mathcal{A}: \mathbb{R}^{p_{d+1} \times \cdots \times p_{d+m}} \rightarrow \mathbb{R}^{n \times p_{d+1} \times \cdots \times p_{d+m}} \) is a linear map such that

\[ \mathcal{A}(\mathbf{X}^*)[i, \ldots, :] = \langle \mathbf{A}_i, \mathbf{X}^* \rangle_\# \quad \text{for} \quad i = 1, \ldots, n. \]  

(2)

Our goal is to estimate \( \mathbf{X}^* \) based on \( (\mathbf{Y}, \mathcal{A}) \).

Tensor-on-tensor regression model was proposed and studied in Raskutti et al. (2019); Lock (2018). The generic tensor-on-tensor regression covers many special tensor regression models in literature, such as

- Scalar-on-tensor regression (Zhou et al., 2013; Mu et al., 2014): \( m = 0 \);
- Tensor-on-vector regression (Li and Zhang, 2017; Sun and Li, 2017): \( d = 1 \);
- Scalar-on-matrix regression (or matrix trace regression) (Recht et al., 2010): \( m = 0, d = 2 \).
There is a great surge of interest in tensor-on-tensor regression for its applications (Lock, 2018; Gahrooei et al., 2021; Llosa and Maitra, 2022). Specific examples include:

- **Neuroimaging Data Analysis.** Studies in neuroscience are greatly facilitated by a variety of neuroimaging technologies. Tensor-on-tensor regression provides interpretable analysis of such datasets (Zhou et al., 2013; Li and Zhang, 2017). For example, tensor-on-vector regression has been applied to compare MRI scans across different autism spectrum disorder groups (Sun and Li, 2017), which has helped evaluate the effectiveness of a potential drug. Scalar-on-tensor regression has been used to predict neurological diseases, such as attention deficit hyperactivity disorder, and reveal regions of interest in the brain that affects the progression of diseases (Zhou et al., 2013).

- **Facial Image Data Analysis.** Attributes prediction from facial images is popular in social data analysis. Oftentimes, each facial image is labeled only with the name of the individual, often a celebrity, while people are interested in inferring more features from that. Tensor-on-tensor regression and tensor-variate analysis of variance have been proposed to predict describable attributes from a facial image (Lock, 2018) and distinguish facial characteristics related to ethnic origin, age group, and gender (Llosa and Maitra, 2022).

- **Longitudinal Relational Data Analysis.** Longitudinal relational data among a set of objects can be represented as a time series of matrices, where each entry of the matrices represents a directed relationship involving pairs of objects at a given time. The relation between one pair of objects may have an effect on the relation between members of another pair, an effective tensor-on-tensor regression model has been developed to estimate such effects (Hoff, 2015).

Meanwhile, tensor datasets are often high-dimensional, i.e., the ambient data dimension is substantially bigger than the sample size. It is thus crucial to exploit the hidden low-dimensional structures from the datasets to facilitate the follow-up analyses. In tensor data analysis, low-rankness is among the most commonly considered structural assumptions. In this paper, we assume the target parameter $\mathbf{X}^*$ has an intrinsic low Tucker (or multilinear) rank $r^* = (r_1^*, ..., r_d^*, r_{d+1}^*, ..., r_{d+m}^*)$, i.e., all fibers\(^1\) of $\mathbf{X}^*$ along mode-$k$ lie in a $r_k^*$ dimensional subspace of $\mathbb{R}^{p_k}$ for $k = 1, \ldots, d + m$.\(^2\)

### 1.1 Central Questions

A natural question on low-rank tensor-on-tensor regression is

| 1. Can we develop fast and statistically optimal solutions for the general low-rank tensor-on-tensor regression? |

Various algorithms were proposed in the literature to solve specific instances of tensor-on-tensor regression with provable guarantees, such as variants of gradient descent methods (Rahul et al., 2017; Yu and Liu, 2016; Chen et al., 2019; Ahmed et al., 2020; Han et al., 2022; Hao et al., 2020; Tong et al., 2021), alternating minimization (Zhou et al., 2013), Bayesian Markov chain Monte Carlo (Guhaniyogi et al., 2017), and Riemannian optimization methods (Kressner et al., 2016; Luo and Zhang, 2021) for scalar-on-tensor regression; regularized rank constrained least squares (Rabusseau and Kadri, 2016), alternating minimization (Sun and Li, 2017) and envelope method (Li and Zhang, 2017) for tensor-on-vector regression. The theoretical guarantees of these methods were developed case-by-case under the assumption that the intrinsic tensor rank is known. In addition, Hoff (2015) proposed a Bayesian approach to solve the tensor-on-tensor regression when the mode numbers of

\(^1\)Fibers are bar-shaped vectors and are counterpart of matrix columns and rows in a tensors (Kolda and Bader, 2009).

\(^2\)
the predictor and the response are equal. Lock (2018); Liu et al. (2020) proposed alternating least squares procedures for solving the general tensor-on-tensor regression, and a numerical study on the effect of rank misspecification was performed in Lock (2018) without theoretical exploration. Asymptotic analysis for the computationally intensive maximum likelihood estimator is provided in Llosa and Maitra (2022) for different low-rank tensor formats with known intrinsic ranks. The convex relaxation methods for tensor-on-tensor regression, including the computationally infeasible tensor nuclear norm relaxation, were studied in Raskutti et al. (2019). In summary, despite a great amount of efforts in the literature, a general, fast, and statistical optimal framework for tensor-on-tensor regression is still underdeveloped.

Moreover, the intrinsic rank \( r \) is usually unknown in practice, while tuning rank is even more challenging for tensors than matrices as \((d + m)\) parameter values need to be tuned simultaneously. Thus, an important question is:

| 2. Can we solve tensor-on-tensor regression robustly without knowing the intrinsic rank? |

To this end, we adopt a rank over-parameterization scheme: we introduce a conservative guess of rank \( r := (r_1, \ldots, r_{d+m}) \) and solve the following tensor-on-tensor regression under the possibly over-parameterized regime:

\[
\hat{X}_{\text{opt}} = \arg \min_{X \in \mathbb{R}^{p_1 \times \cdots \times p_d \times m}} f(X) := \frac{1}{2} ||Y - A(X)||_F^2, \tag{3}
\]

subject to \( \text{Tucrank}(X) \leq r. \)

Here, Tucrank(\( X \)) is the Tucker rank of \( X \) (see formal definition in the Notation and Preliminaries Section). In most of the aforementioned literature, the ranks were assumed to be correctly specified and the results do not directly apply to the possibly over-parameterized scenario in (3). We will illustrate later that Riemannian optimization is an ideal scheme to treat rank-constrained optimization like (3). However, under the over-parameterized regime, the classic convergence theory of Riemannian optimization does not apply since the true parameter \( X^* \) is merely a boundary point of the Riemannian manifold consisting of tensors with incorrectly specified rank.

In addition, tensor problems often exhibit statistical-computational gaps (Hillar and Lim, 2013; Richard and Montanari, 2014). For example, in scalar-on-tensor regression, i.e., \( m = 0 \), and suppose \( p_1 = \cdots = p_d = p \) and \( r_1 = \cdots = r_d = r^* \) is known and the design is Gaussian ensemble (to be formally introduced in Section 3), it has been shown that rank minimization recovers \( X^* \) with \( \Omega(pr^* + r^*d) \) samples; but the rank minimization is generally NP-hard to compute (Hillar and Lim, 2013). On the other hand, all existing polynomial-time algorithms require at least \( \Omega(p^{d/2}r^* + r^*d) \) samples to guarantee recovery (Han et al., 2022). So when \( d \geq 3 \), there exists a significant gap on the sample complexities between what can be achieved information theoretically and by existing polynomial-time algorithms. Intriguingly, this gap seems to close when \( d = 2 \), i.e., in the matrix case, since \( p^{d/2}r^* + r^*d = pr^* + r^*d \). So we ask:

| 3. Is there a statistical-computational gap in tensor-on-tensor regression? What is the difference between tensor and matrix settings? |

In the era of big data, Riemannian optimization and over-parameterization have become a common remedy for nonconvexity in high-dimensional statistics and machine learning, where the statistical-computational gap is a prevalent phenomenon. As these ingredients nicely gather in tensor-on-tensor regression, a more open-ended question is

| 4. Is there any interplay among Riemannian optimization, over-parameterization, and statistical-computational gap? |
1.2 Our Contributions

We aim to answer the four questions above. Our specific contributions include:

(Over-parameterization, algorithms, convergence theory, and statistical optimality) We address the unknown intrinsic rank through the rank over-parameterization scheme in (3). We introduce the Riemannian gradient descent (RGD) and Riemannian Gauss-Newton (RGN) algorithms for tensor-on-tensor regression and develop the corresponding convergence guarantees. We specifically show with proper initialization, RGD and RGN respectively converge linearly and quadratically to the true parameter $\mathbf{X}^*$ up to some statistical error. Especially in the noiseless setting, i.e., $\mathcal{E} = 0$, RGD and RGN respectively converge linearly and quadratically to the exact parameter $\mathbf{X}^*$. Our convergence theory for over-parameterized Riemannian optimization algorithms is novel, covers the rank under-parameterized cases as well, and cannot be inferred from the standard convergence theories in the Riemannian optimization literature, since the true parameter $\mathbf{X}^*$ only lies on the boundary of the working Riemannian manifold consisting of tensors with incorrectly specified rank. We further show the estimation error achieved by RGD and RGN matches the minimax risk lower bound under the Gaussian ensemble design. To our best knowledge, this is the first algorithmic convergence result for tensor-on-tensor regression with optimal statistical error guarantees. In the specific over-parameterized matrix trace regression setting, our results yield the first linear/quadratic convergence guarantee for RGD/RGN. Compared to the existing results on factorized GD in the over-parameterized matrix trace regression (Zhuo et al., 2021; Zhang et al., 2021), our second-order algorithm RGN and the corresponding theory are novel, which improve the results in literature in many ways.

Our convergence theory reveals an intriguing phenomenon: in tensor-on-tensor regression, Riemannian optimization algorithms adapt to over-parameterized scenarios without modifications. This is significantly different from the classic factorized gradient descent algorithm where preconditioning is needed. Table 1 compares our results with the existing ones on over-parameterized matrix trace regression.

| Algorithm                  | statistical error rate | convergence rate | require tuning | parameter matrix type |
|----------------------------|------------------------|------------------|----------------|-----------------------|
| RGD (this work)            | optimal                | linear           | no             | general               |
| RGN (this work)            | optimal                | quadratic        | no             | general               |
| Factorized GD (Zhuo et al., 2021) | optimal              | sublinear        | yes            | PSD                   |
| Preconditioned Factorized GD (Zhang et al., 2021) | suboptimal            | linear           | yes            | PSD                   |

Table 1: Riemannian gradient descent (RGD), Riemannian Gauss-Newton (RGN) versus factorized gradient descent (Factorized GD), preconditioned factorized GD for over-parameterized matrix trace regression.

Although developing proper initialization for all cases of tensor-on-tensor regression is difficult, we introduce spectral methods that yield adequate initializations for both RGD and RGN in three prominent instances, scalar-on-tensor regression, tensor-on-vector regression, and matrix trace regression under Gaussian ensemble design.

(Statistical-computational gap and sample size requirement) In this paper, we establish
the rigorous evidence on the statistical-computational gap in scalar-on-tensor regression via low-degree polynomials methods. Our argument shows \( n = \Omega(p^{d/2}) \) samples are necessary for any polynomial-time method to succeed. Existing hardness evidence from low-degree polynomials is often established for statistical problems with the simple “signal+noise” structure. Such a structure enables the decoupling of signal and noise that simplifies the analysis. To our best knowledge, our low-degree hardness evidence is the first one for problems with complex correlated structures.

Based on the computational lower bounds and algorithmic upper bounds developed in this paper, we draw Figure 1 to illustrate the sample size requirements in over-parameterized matrix trace regression with \( d = 2 \) (Panel (a)) and scalar-on-tensor regression, a prominent instance of tensor-on-tensor regression, with \( d \geq 3 \) (Panel (b)). When the input rank \( r \) is greater than \( \sqrt{p} \), i.e., in the heavily over-parameterized regime, we show that an extra sample complexity is needed for RGD and RGN to converge in both regressions. When the input rank \( r \) is between \( r^* \) and \( \sqrt{p} \), i.e., in the moderately over-parameterized regime, extra sample complexity is still required in matrix trace regression (Figure 1(a)). On the other hand, in scalar-on-tensor regression (Figure 1(b)), no larger sample size is required to account for the inflated input rank, as the red line is flat in the “no extra cost” regime in Figure 1(b).

This alludes to an important message, moderate rank over-parameterization is cost-free in terms of sample size for a computationally feasible optimal estimator in scalar-on-tensor regression. The computational barrier, although being a tough scenario and is often referred to as the “curse of computability,” becomes a “blessing” to over-parameterization here, as no extra samples are required if this large but essential sample size condition is met to guarantee that the computationally feasible estimator is achievable!

![Figure 1: Comparison of sample size requirements in over-parameterized matrix trace (Panel (a)) and scalar-on-tensor regressions (Panel (b)) under Gaussian ensemble design. Here the red line denotes the sample size \((n)\) requirements for the RGD and RGN to succeed with input rank \( r \) and spectral initialization and black line \((n_{\text{comp}})\) is the sample complexity of the computational limit, i.e. the minimum sample size requirement for any efficient algorithms. For simplicity, we assume \( p_1 = \ldots = p_d = p, r_1 = \ldots = r_d = r, r_1^* = \ldots = r_d^* = r^* \), \( d \) and \( r^* \) are some fixed constants, \( \mathcal{E} = 0 \) and \( \mathcal{X}^* \) is well-conditioned.](image)

**(New technical tools)** We introduce a series of technical tools for theory development in this paper, including a tangent space projection error bound, a tensor decomposition perturbation bound under the over-parameterized setting, and a simple formula for computing expected values of Hermite polynomials on correlated multivariate Gaussian random variables while developing low-degree polynomials lower bounds. See Section 6 for a summary of our technical contributions.

**(Implementation details and numerical experiments)** Finally, we discuss the implementation
details of RGD and RGN for tensor-on-tensor regression in Section 7. We specifically find a reduction from computing RGN update to solving \((m+1)\) separate least squares. This reduction yields a fast implementation of RGN. We conduct numerical studies to show the convergence and required sample size of our proposed algorithms match our theoretical findings. We also compare the numerical performance of our algorithms with existing ones. The results show the proposed algorithms have significant advantages in both rank correctly-specified and overspecified tensor-on-tensor regression.

1.3 Related Prior Work

This work is related to several lines of research on over-parameterization, Riemannian optimization, and computational barriers in tensor problems.

First, over-parameterization has attracted much attention in modern data science due to the great success of deep learning. The concept of over-parameterization generally refers to the scenario when learning problems include more model parameters than necessary. Recent studies show that over-parameterization brings both computational and statistical benefits when solving complex problems (Soltanolkotabi et al., 2018; Bartlett et al., 2020; Belkin et al., 2019). There is a vast amount of literature on studying the role of over-parameterization to demystify deep learning (Bartlett et al., 2021; Belkin, 2021). This paper focuses on the effect of over-parameterization specifically in the rank-constrained tensor-on-tensor regression problem. In particular, we consider a special type of over-parameterization where the input rank to the model is overspecified.

Second, Riemannian manifold optimization methods have been powerful in solving optimization problems with geometric constraints (Absil et al., 2009). Many progresses in this topic were made for the low-rank matrix estimation (Keshavan et al., 2009; Boumal and Absil, 2011; Wei et al., 2016; Meyer et al., 2011; Mishra et al., 2014; Vandereycken, 2013; Huang and Hand, 2018; Luo et al., 2020; Hou et al., 2020). Moreover, Riemannian manifold optimization methods under various Riemannian geometries have been explored in many tensor problems, such as tensor decomposition (Eldén and Savas, 2009; Savas and Lim, 2010; Ishteva et al., 2009; Breiding and Vandereycken, 2018), scalar-on-tensor regression (Kressner et al., 2016; Luo and Zhang, 2021), tensor completion (Kasai and Mishra, 2016; Dong et al., 2021; Kressner et al., 2014; Heidel and Schulz, 2018; Xia and Yuan, 2017; Steinlechner, 2016; Wang et al., 2021; Cai et al., 2021), and robust tensor PCA (Cai et al., 2022).

Third, many high-dimensional tensor problems exhibit the statistical-computational gaps, i.e. the gap between different signal-to-noise ratio thresholds that make the problem information-theoretically solvable versus polynomial-time solvable. Rigorous evidence for such gaps have been provided to tensor completion (Barak and Moitra, 2016), tensor PCA/SVD (Zhang and Xia, 2018; Brennan and Bresler, 2020; Dudeja and Hsu, 2021; Choo and d’Orsi, 2021), tensor clustering (Luo and Zhang, 2022; Han et al., 2020) and tensor-on-tensor association detection (Diakonikolas et al., 2022). This work provides a rigorous piece of evidence for the statistical-computational gap in scalar-on-tensor regression under the low-degree polynomials framework.

Finally, a special case of our setting, over-parameterized matrix trace regression, attracts much attention recently. The results along this line include two categories: (1) \(r \geq r^*\) and \(n = O((p_1 + p_2)r^*)\): the problem is over-parameterized and identifiable Zhuo et al. (2021); Zhang et al. (2021); Ding et al. (2021a); (2) \(r \geq r^*\) and \(n = O((p_1 + p_2)r^*)\): as the sample size is smaller than the number of free parameters in the model, there can be infinitely many solutions to (3) and the model is unidentifiable. One important finding in Category (2) is that with small magnitude initialization, vanilla gradient descent under the factorization formulation tends to implicitly bias towards a low-rank solution (Gunasekar et al., 2017; Li et al., 2018, 2020; Fan et al., 2022; Stöger and Soltanolkotabi, 2021; Ma and Fattahi, 2022; Jiang et al., 2022). Our work provides a unified
simple Riemannian optimization framework to solve the general tensor-on-tensor regression problem under the setting in Category (1). The implication of our results in over-parameterized matrix trace regression are further discussed in Remarks 6 and 8.

1.4 Organization of the Paper

After a brief introduction of notation and preliminaries in Section 1.5, we introduce our main algorithms, Riemannian gradient descent and Riemannian Gauss-Newton in Section 2. The convergence results of RGD and RGN in the general tensor-on-tensor regression and applications in specific examples are discussed in Sections 3 and 4, respectively. Computational limits are discussed in Section 5. Technical contributions are summarized in Section 6. Implementation details of RGD/RGN and numerical studies are presented in Sections 7 and 8, respectively. Conclusion and future work are given in Section 9. Additional algorithms, numerical studies and all technical proofs are collected in Supplements A-I.

1.5 Notation and Preliminaries

Let \( r = \{1, \ldots, r\} \) for any positive integer \( r \). Lowercase letters (e.g., \( a \)), lowercase boldface letters (e.g., \( u \)), uppercase boldface letters (e.g., \( U \)), and boldface calligraphic letters (e.g., \( \mathcal{A} \)) denote scalars, vectors, matrices, and order-3-or-higher tensors, respectively. We use bracket subscripts to denote sub-vectors, sub-matrices, and sub-tensors. For any matrix \( D \in \mathbb{R}^{p \times q} \), let \( \sigma_k(D) \) be the \( k \)th largest singular value of \( D \). We also denote \( \text{SVD}_r(D) = [u_1 \cdots u_r] \) and \( \text{QR}(D) \) as the subspace composed of the leading \( r \) left singular vectors and the Q part of the QR decomposition of \( D \), respectively. \( I_r \) represents the \( r \)-by-\( r \) identity matrix. Let \( \mathcal{O}_{p,r} = \{ U \in \mathbb{R}^{p \times r} : U^\top U = I_r \} \) and for any \( U \in \mathcal{O}_{p,r} \), denote \( P_U = UU^\top \). The matricization operation \( \mathcal{M}_k(\cdot) \) unfolds an order- \( d \) tensor along mode- \( k \) to a matrix, say \( \mathcal{A} \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) to \( \mathcal{M}_k(\mathcal{A}) \in \mathbb{R}^{p_k \times p_{-k}} \), where \( p_{-k} = \prod_{j \neq k} p_j \) and its detailed definition is provided in Supplement B. The Frobenius norm of tensor \( \mathcal{A} \) is defined as \( \|\mathcal{A}\|_F = \left( \sum_{i_1,\ldots,i_d} \mathcal{A}^2_{i_1,\ldots,i_d} \right)^{1/2} \). The Tucker rank of an order- \( d \) tensor \( \mathcal{A} \), denoted by \( \text{Tucrank}(\mathcal{A}) \), is defined as a \( d \)-tuple \( r := (r_1, \ldots, r_d) \), where \( r_k = \text{rank}(\mathcal{M}_k(\mathcal{A})) \). Any Tucker rank- \( (r_1, \ldots, r_d) \) tensor \( \mathcal{A} \) admits the following Tucker decomposition (Tucker, 1966): \( \mathcal{A} = [S; U_1, \ldots, U_d] := S \times_1 U_1 \times \cdots \times_d U_d \), where \( S \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) is the core tensor and \( U_k = \text{SVD}_r(\mathcal{M}_k(\mathcal{A})) \) is the mode- \( k \)-top \( r_k \) left singular vectors. Here, the mode- \( k \) product of \( \mathcal{A} \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) with a matrix \( B \in \mathbb{R}^{r_k \times p_k} \), denoted by \( \mathcal{A} \times_k B \), is a \( p_1 \times \cdots \times p_{k-1} \times r_k \times p_{k+1} \times \cdots \times p_d \)-dimensional tensor, and its definition is provided in Supplement B. The following abbreviations are used to denote the tensor-matrix product along multiple modes: \( \mathcal{A} \times_{k=1}^d U_k := \mathcal{A} \times_1 U_1 \times \cdots \times_d U_d \); \( \mathcal{A} \times_{k \neq l} U_l := \mathcal{A} \times_1 U_1 \times \cdots \times_k U_k \times_{k+1} \cdots \times_d U_d \). For any order- \( d \) tensor \( Z \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) and a \( d \)-tuple \( r = (r_1, \ldots, r_d) \), let \( \mathcal{Z}_{\text{max}}(r) := Z \times_{k=1}^d P_k \) be the best Tucker rank \( r \) approximation of \( Z \) in terms of Frobenius norm, where \( (\hat{U}_1, \ldots, \hat{U}_d) \) is the solution to \( \max_{U_k \in \mathcal{O}_{p_k,r_k}} \| Z \times_{k=1}^d P_k U_k \|_F \) (De Lathauwer et al., 2000b, Theorem 4.2). Throughout the paper, let \( c(d) \) be a constant that depends on \( d \) only, whose actual value varies from line to line; \( c_1(m), c_2(d,m) \) are noted similarly. Finally, we denote \( \mathcal{A}^\perp \) as the adjoint of the linear operator \( \mathcal{A} \).

2 Riemannian Optimization for Tensor-on-Tensor Regression

Riemannian optimization concerns optimizing a real-valued function \( f \) whose domain is a Riemannian manifold \( M \) (Absil et al., 2009). The continuous optimization on the Riemannian manifold
Figure 2: Pictorial illustration of steps in Riemannian optimization

often requires calculations on the tangent space due to its common non-linearity. A typical procedure of a Riemannian optimization method includes three steps per iteration: 1. find the tangent space of \( \mathbb{M} \); 2. update the point on the tangent space; 3. map the point from the tangent space back to the manifold, i.e., retraction. A pictorial illustration for the three steps in Riemannian optimization is presented in Figure 2. The readers are also referred to Absil et al. (2009) and Boumal (2020) for more discussions on Riemannian optimization.

2.1 Geometry of Low Tucker Rank Tensor Manifolds

Denote the collection of \((p_1, \ldots, p_d, p_{d+1}, \ldots, p_{d+m})\)-dimensional tensors of Tucker rank \( r := (r_1, \ldots, r_d, r_{d+1}, \ldots, r_{d+m}) \) by \( \mathbb{M}_r = \{ \mathbf{X} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}, \text{Tucrank}(\mathbf{X}) = r \} \). Then \( \mathbb{M}_r \) forms a \( \left\{ \prod_{j=1}^{d+m} r_j P_{r_j} \right\} \)-dimensional smooth submanifold embedded in \( \mathbb{R}^{p_1 \times \cdots \times p_{d+m}} \) (Uschmajew and Vandereycken, 2013). Recall in the general over-parameterized scenario, \( r \) may be different from \( r^* \), the actual rank of tensor of interest. Suppose \( \mathbf{X} \in \mathbb{M}_r \) has Tucker decomposition \( [\mathbf{S}; \mathbf{U}_1, \ldots, \mathbf{U}_d, \mathbf{U}_{d+1}, \ldots, \mathbf{U}_{d+m}] \). Define \( \mathbf{V}_k = QR(M_k(S)^T) \), which corresponds to the row space of \( M_k(S) \), and for \( k = 1, \ldots, d + m \), define

\[
\mathbf{W}_k := (\mathbf{U}_{d+m} \otimes \cdots \otimes \mathbf{U}_{k+1} \otimes \mathbf{U}_{k-1} \otimes \cdots \otimes \mathbf{U}_1) \mathbf{V}_k \in \mathbb{O}_{p_{-k}, r_k},
\]

where \( p_{-k} = \prod_{j=1,j \neq k}^{d+m} p_j \). By the tensor matricization formula provided in Supplement B, \( \mathbf{U}_k, \mathbf{W}_k \) correspond to the subspaces of the column and row spans of \( M_k(S) \), respectively. Koch and Lubich (2010) provided the explicit formulas for the tangent space of \( \mathbb{M}_r \) at \( \mathbf{X} \), denoted by \( T_{\mathbf{X}} \mathbb{M}_r \) (see Supplement B for the expression). We equip \( \mathbb{M}_r \) with the Riemannian metric induced by the natural Euclidean inner product \( \langle \cdot, \cdot \rangle \). Under this metric, the following operator \( T_{\mathbf{X}} \mathbb{M}_r \) projects any tensor \( \mathbf{Z} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}} \) onto the tangent space \( T_{\mathbf{X}} \mathbb{M}_r \),

\[
P_{T_{\mathbf{X}}}(\mathbf{Z}) := \mathbf{Z} \times_{k=1}^{d+m} P_{U_k} + \sum_{k=1}^{d+m} T_k(P_{U_k} M_k(\mathbf{Z}) P_{\mathbf{W}_k}),
\]

where \( T_k(\cdot) \) denotes the mode-\( k \) tensorization, i.e., the reverse operator of \( M_k(\cdot) \).

2.2 Riemannian Gradient Descent and Gauss-Newton for Tensor-on-Tensor Regression

The Riemannian gradient of a smooth function \( f : \mathbb{M}_r \rightarrow \mathbb{R} \) at \( \mathbf{X} \in \mathbb{M}_r \) is defined as the unique tangent vector \( \text{grad} f(\mathbf{X}) \in T_{\mathbf{X}} \mathbb{M}_r \) such that \( \langle \text{grad} f(\mathbf{X}), \mathbf{Z} \rangle = D f(\mathbf{X})[\mathbf{Z}], \forall \mathbf{Z} \in T_{\mathbf{X}} \mathbb{M}_r \), where
\(Df(\mathbf{x})[\mathbf{z}]\) denotes the directional derivative of \(f\) at point \(\mathbf{x}\) along direction \(\mathbf{z}\). We can calculate the Riemannian gradient for the tensor-on-tensor regression as follows.

**Lemma 1** (Riemannian gradient). For \(f(\mathbf{x})\) in (3), \(\text{grad} f(\mathbf{x}) = P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\mathbf{x}) - \mathbf{y}))\), where \(\mathcal{A}^*\) is the adjoint operator of \(\mathcal{A}\).

By Lemma 1, a natural idea of RGD update is \(\mathbf{x}^{t+0.5} = \mathbf{x}^t - \alpha_t P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\mathbf{x}^t) - \mathbf{y}))\), where the stepsize \(\alpha_t\) is chosen as the local steepest descent direction with a closed form as

\[
\alpha_t := \arg \min_{\alpha \in \mathbb{R}} \frac{1}{2} \| \mathbf{y} - \mathcal{A} (\mathbf{x}^t - \alpha P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\mathbf{x}^t) - \mathbf{y}))) \|_F^2 - \frac{\| P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\mathbf{x}^t) - \mathbf{y})) \|_F^2}{\| \mathcal{A} P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\mathbf{x}^t) - \mathbf{y})) \|_F^2}.
\]

(6)

As illustrated in Figure 2, the updated iterate \(\mathbf{x}^{t+0.5}\) may not be on the Riemannian manifold \(\mathbb{M}_r\). We can apply two types of computationally efficient retractions to bring \(\mathbf{x}^{t+0.5}\) back to \(\mathbb{M}_r\): truncated high-order singular value decomposition (T-HOSVD) (De Lathauwer et al., 2000a) or sequentially truncated high-order singular value decomposition (ST-HOSVD) (Vannieuwenhoven et al., 2012). The pseudocode of T-HOSVD and ST-HOSVD are given in Algorithms 5 and 6 in Supplement A, respectively.

Moreover, the first-order methods, such as RGD described above, can suffer from slow convergence and low precision in large-scale settings. A natural remedy is to apply second-order methods, such as the Newton algorithm. For tensor-on-tensor regression, the Riemannian Newton relies on the construction and inversion of Riemannian Hessian, which is analytically difficult to develop and computationally intensive. Alternatively, the following Riemannian Gauss-Newton update is a nice approximation of the Riemannian Newton for the nonlinear least squares objective (Absil et al., 2009, Section 8.4.1):

\[- \text{grad} f(\mathbf{x}^t) = P_{\mathbf{x}t} (\mathcal{A}^*(\mathcal{A}(\eta)))\], where \(\eta \in T_{\mathbf{x}t} \mathbb{M}_r\).

(7)

Gauss-Newton has a similar per-iteration complexity as first-order methods but requires much fewer iterations to converge in several other tensor decomposition problems (Sorber et al., 2013). The direct calculation of (7) is still complicated. Surprisingly, we can show the Gauss-Newton equation (7) for tensor-on-tensor regression is equivalent to the following least squares equation.

**Lemma 2.** For \(f(\mathbf{x})\) in (3), suppose the current iterate is \(\mathbf{x}^t\). Then the Riemannian Gauss-Newton update is \(\eta^{\text{RGN}} = \arg \min_{\eta \in T_{\mathbf{x}t} \mathbb{M}_r} \frac{1}{2} \| \mathbf{y} - \mathcal{A} P_{\mathbf{x}t} (\mathbf{x}^t + \eta) \|_F^2\).

As we will discuss in Section 7 that under some mild condition on \(\mathcal{A}\), the least squares problem in (8) has a unique solution and can be implemented and solved efficiently via solving \((m + 1)\) separate least squares based on Lemma 2. The pseudocode of the overall RGD and RGN procedures are summarized in Algorithm 1.

**Remark 1** (Riemannian Optimization for Bounded Rank Constraint). The classic RGD/RGN methods are designed to optimize on smooth manifolds. This corresponds to minimizing the objective function in (3) with the fixed Tucker rank constraint \(\text{Tucrank}(\mathbf{x}) = r\) since \(\mathbb{M}_r\) is a smooth manifold. Note that \(\{\mathbf{x} : \text{Tucrank}(\mathbf{x}) \leq r\}\) is not a smooth manifold while such bounded rank constraint is essential to handle over-parameterization, the classic theory no longer applies. Regardless, we propose to continue using Algorithm 1 even with the bounded rank constraint.
3 Theory of RGD/RGN in Tensor-on-Tensor Regression

For technical convenience in convergence analysis of RGD and RGN, we first introduce the Tensor Restricted Isometry Property (TRIP).

**Definition 1** (Tensor Restricted Isometry Property (TRIP)). Let \( \mathcal{A} : \mathbb{R}^{p_1 \times \ldots \times p_d} \to \mathbb{R}^{n \times p_{d+1} \times \ldots \times p_{d+m}} \) be a linear map. For a fixed \((d+m)\)-tuple \( r = (r_1, \ldots, r_{d+m}) \) with \( 1 \leq r_k \leq p_k \), define the \( r \)-tensor restricted isometry constant to be the smallest number \( R_r \) such that \((1 - R_r) \| Z \|_F \leq \| \mathcal{A}(Z) \|_F \leq (1 + R_r) \| Z \|_F \) holds for all \( Z \) of Tucker rank at most \( r \). If \( 0 \leq R_r < 1 \), we say \( \mathcal{A} \) satisfies \( r \)-tensor restricted isometry property (\( r \)-TRIP).

TRIP can be seen as a tensor generalization of the popular restricted isometry property (RIP) (Candès and Plan, 2011). TRIP was used in various tensor inverse problems (Rauhut et al., 2017).

The next Proposition 1 shows \( \mathcal{A} \) satisfies TRIP with high probability when \( \mathcal{A} \) is generated from a sufficient number of sub-Gaussian measurements.

**Proposition 1** (TRIP Under sub-Gaussian). Suppose \( \mathcal{A} \) is defined as (2) and each entry of \( \mathcal{A}_i \) is independently drawn from mean zero variance \( 1/n \) sub-Gaussian distributions. There exists universal constants \( C, c > 0 \) such that for any Tucker rank \( r = (r_1, \ldots, r_{d+m}) \) and \( 0 \leq R_r < 1 \), as long as \( n \geq C(\sum_{i=1}^{d}(p_i - r_i)r_i + \prod_{i=1}^{d} r_i) \log(d)/R_r^2 \), \( \mathcal{A} \) satisfies the TRIP with \( r \)-TRIP constant \( R_r \) with probability at least \( 1 - \exp(-c(\sum_{i=1}^{d} p_i)) \).

Now, we are ready to present the convergence theories for RGD and RGN.

**Theorem 1** (Convergence of RGD). Assume the tensor rank of \( \mathcal{X}^* \) is \( r^* \) and the input rank to Algorithm 1 is \( r \geq r^* \). Suppose \( \mathcal{A} \) satisfies \( 2r \)-TRIP, and the initialization \( \mathcal{X}^0 \) satisfies \( \| \mathcal{X}^0 - \mathcal{X}^* \|_F \leq 1/\lambda \) where \( \lambda = \min_{k=1,\ldots,d+m} \sigma_k(\mathcal{X}^*) \) is the minimum of least singular values at each matricization of \( \mathcal{X}^* \). In addition, we assume \( R_{2r} \leq \frac{1}{8(\sqrt{d}+m)+1} \) and \( \Delta \geq \frac{2(1+R_{2r+r^*}-R_{2r})(\sqrt{d}+m+1)(d+m)}{R_{2r}(1-R_{2r})} \). Then for all \( t \geq 0 \),

\[
\| \mathcal{X}^t - \mathcal{X}^* \|_F \leq 2^{-t} \| \mathcal{X}^0 - \mathcal{X}^* \|_F + \frac{2(\sqrt{d}+m+1)}{1-R_{2r}} \| (\mathcal{A}^*(\mathcal{E}))_{\max(2r)} \|_F.
\]
Recall $(\mathcal{A}^*(\mathcal{E}))_{\max(2r)}$ denotes the best Tucker rank $2r$ approximation of the tensor $\mathcal{A}^*(\mathcal{E})$.

Especially if $\mathcal{E} = 0$, $\{\mathcal{X}^t\}$ converges linearly to $\mathcal{X}^*$:

$$\|\mathcal{X}^t - \mathcal{X}^*\|_F \leq 2^{-t}\|\mathcal{X}^0 - \mathcal{X}^*\|_F, \quad \forall t \geq 0.$$  

**Theorem 2** (Convergence of RGN). Assume the tensor rank of $\mathcal{X}^*$ is $r^*$ and the input rank to Algorithm 1 is $r \geq r^*$. Suppose $\mathcal{A}$ satisfies $2r$-TRIP and the initialization $\mathcal{X}^0$ satisfies $\|\mathcal{X}^0 - \mathcal{X}^*\|_F \leq \frac{1}{4(d+m)(\sqrt{d+m}+1)(1+R_{2r,s}+R_{2r})}\lambda$. Then for all $t \geq 0$,

$$\|\mathcal{X}^t - \mathcal{X}^*\|_F \leq 2^{-2^t}\|\mathcal{X}^0 - \mathcal{X}^*\|_F + \frac{2(\sqrt{d} + m + 1)}{1 - R_{2r}}\|((\mathcal{A}^*(\mathcal{E}))_{\max(2r)}\|_F.$$  

Especially if $\mathcal{E} = 0$, $\{\mathcal{X}^t\}$ converges quadratically to $\mathcal{X}^*$:

$$\|\mathcal{X}^t - \mathcal{X}^*\|_F \leq 2^{-2^t}\|\mathcal{X}^0 - \mathcal{X}^*\|_F, \quad \forall t \geq 0.$$  

Theorems 1 and 2 show that with proper assumptions on $\mathcal{A}$ and initialization, iterates of RGD and RGN converge linearly and quadratically to the ball of center $\mathcal{X}^*$ and radius $O(\|((\mathcal{A}^*(\mathcal{E}))_{\max(2r)}\|_F)$, respectively. If $\mathcal{E} = 0$, i.e., in the noiseless case, $\mathcal{X}^t$ generated by RGD/RGN converges linearly/quadratically to the exact $\mathcal{X}^*$. These results show the convergence of RGD and RGN are both robust against rank over-parameterization.

**Remark 2** (General Input Rank and Under-parameterization). Suppose $r$ is a general input rank (possibly under-parameterized, e.g., $r_k < r^*_k$ for some $k$), we can rewrite (1) into $\mathcal{Y}_i = \langle \mathcal{A}_i, \mathcal{X}^0 \rangle + \mathcal{E}'_i$, where $\mathcal{X}^0$ is the best rank $r$ approximation of $\mathcal{X}^*$. Assume $\mathcal{E}'_i = \mathcal{E}_i + \langle \mathcal{A}_i, \mathcal{X}^* - \mathcal{X}^0 \rangle$. Similar results to Theorems 1 and 2 hold if $\mathcal{E}_i$ is replaced by $\mathcal{E}'_i$. We have the following contraction error bounds for RGD and RGN for general input rank and under-parameterized cases:

$$\|\mathcal{X}^t - \mathcal{X}'\|_F \leq \frac{\|\mathcal{X}^0 - \mathcal{X}'\|_F}{2^t} + \frac{2(\sqrt{d} + m + 1)}{1 - R_{2r}}\|((\mathcal{A}^*(\mathcal{E}'))_{\max(2r)}\|_F,$$  

$$\|\mathcal{X}^t - \mathcal{X}'\|_F \leq \frac{\|\mathcal{X}^0 - \mathcal{X}'\|_F}{2^t} + \frac{2(\sqrt{d} + m + 1)}{1 - R_{2r}}\|((\mathcal{A}^*(\mathcal{E}'))_{\max(2r)}\|_F.$$  

**Remark 3** (Convergence Guarantees Under Over-Parameterized Scenario Compared with Literature). When $\mathcal{E} = 0$, the convergent point $\mathcal{X}^*$ of RGD and RGN has Tucker rank $r^*$, which falls out of the manifold $\mathbb{M}_r$ when $r > r^*$, i.e., the over-parameterized scenario. Because of this, the standard convergence theory of RGD/RGN does not imply the convergence results in Theorems 1 and 2 to our best knowledge. Especially in the low-rank matrix trace regression setting, (Barber and Ha, 2018, Theorem 4.1) established a local convergence result of RGD with a bounded rank constraint for a general objective $f$ satisfying restricted strong convexity and smoothness. However, the local convergence radius implied by their theory shrinks to 0 in our setting and does not directly apply. Also see more discussions on the convergence of various Riemannian optimization algorithms with bounded rank constraints in Schneider and Uschmajew (2015); Levin et al. (2021); Olikier et al. (2022).

**Remark 4** (Conditions). We impose the mild condition $\Lambda \geq \Omega(\|((\mathcal{A}^*(\mathcal{E}))_{\max(2r)}\|_F)$ while analyzing RGD. Since the forthcoming Theorem 4 shows $\Omega(\|((\mathcal{A}^*(\mathcal{E}))_{\max(2r)}\|_F)$ is the essential statistical error, $\Lambda \leq O(\|((\mathcal{A}^*(\mathcal{E}))_{\max(2r)}\|_F)$ can be a trivial case from a statistical perspective because the initialization $\mathcal{X}^0$ is already optimal and no further refinement is needed in such the scenario. Another key condition on initialization will be discussed in Section 4.
Next, we show in two ways that the statistical error $O\left(\|\mathcal{A}^*(\mathcal{E})\|_{\max(2r)}\|_F\right)$ achieved by RGD and RGN is essential. First, in Theorem 3, we show the estimators with small loss, such as the global minimizer of the loss function (3), achieve the same error rate.

**Theorem 3 (Upper Bound for Estimators with Small Loss and Global Minimizers).** Suppose $\mathcal{A}$ satisfies 2r-TRIP with TRIP constant $R_{2r}$ (Definition 1). Let $\hat{\mathbf{X}}$ be any estimator such that $\text{Tucrank}(\hat{\mathbf{X}}) \leq r$ and $\|\mathbf{Y} - \mathcal{A}(\hat{\mathbf{X}})\|_F^2 \leq \|\mathbf{Y} - \mathcal{A}(\mathbf{X}^*)\|_F^2$, i.e., the loss function value of $\hat{\mathbf{X}}$ is no bigger than $\mathbf{X}^*$. Then $\|\hat{\mathbf{X}} - \mathbf{X}^*\|_F \leq \frac{2}{1-R_{2r}}\|\mathcal{A}^*(\mathcal{E})\|_{\max(2r)}\|_F$.

Second, we focus on the Gaussian ensemble design, which has been widely considered as a benchmark-setting in the literature on compressed sensing, and matrix/tensor regression (Candès and Plan, 2011; Raskutti et al., 2019). In Theorem 4, we establish the minimax estimation error rate under Gaussian ensemble design, which demonstrates the statistical optimality of RGD and RGN.

**Definition 2 (Tensor-on-tensor Regression Under Gaussian Ensemble Design).** We say the tensor-on-tensor regression (1) is generated from the Gaussian ensemble design if $\{\mathcal{A}_i\}_{i=1}^n$ and $\{\mathcal{E}_i\}_{i=1}^n$ are generated independently, $\mathcal{A}_i$ has i.i.d. $N(0,1/n)$ entries, and $\mathcal{E}_i$ has i.i.d. $N(0,\sigma^2/n)$ entries.

**Theorem 4 (Error Bound Under Gaussian Ensemble and Minimax Risk Upper and Lower Bounds).** Consider the tensor-on-tensor regression problem (1) under Gaussian ensemble design (Definition 2) and let $df = \sum_{i=1}^{d+m} r_i (p_i - r_i) + \prod_{i=1}^{d+m} r_i$.

- **(Upper bound)** When $n \geq C(\sum_{i=1}^{d} (p_i - r_i) r_i + \prod_{i=1}^{d} r_i) \log(d)$ for some large positive constant $C$, with probability at least $1 - \exp(-c_1(d,m)p)\|\mathcal{A}^*(\mathcal{E})\|_{\max(2r)}\|_F \leq c_2(d,m)\sigma\sqrt{\frac{df}{n}}$ for some $c_1(d,m), c_2(d,m) > 0$, where $p := \min_j p_j$. Furthermore, for $\hat{\mathbf{X}}$ in Theorem 3, we have $\mathbb{E}\|\hat{\mathbf{X}} - \mathbf{X}\|_F \leq C_2(d,m)\sigma\sqrt{\frac{df}{n}}$.

- **(Lower bound)** Consider the parameter space of all $p_1 \times \cdots \times p_{d+m}$-dimensional tensors of Tucker rank at most $r = (r_1, \ldots, r_{d+m})$:
  
  $$\mathcal{F}_{p,r} := \{ \mathbf{X} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}, \text{Tucrank}(\mathbf{X}) \leq r \}.$$  

  Suppose $\min_k r_k \geq C'$ for some absolute constant $C'$. Then there exists a absolute constant $c > 0$ that does not depend on $r$ and $p$ such that $\inf_{\hat{\mathbf{X}}} \sup_{\mathbf{X} \in \mathcal{F}_{p,r}} \mathbb{E}\|\hat{\mathbf{X}} - \mathbf{X}\|_F \geq c\sigma\sqrt{\frac{df}{n}}$.

4 Applications, Initialization, and Guarantees in Specific Scenarios

The convergence theory in Theorems 1 and 2 rely on a good initialization. As it is challenging to develop a universal initialization algorithm that handles all settings of tensor-on-tensor regression with provable guarantees, we focus on the three most representative cases appearing in applications and literature, scalar-on-tensor regression, tensor-on-vector regression, and matrix trace regression, to show various spectral methods yield adequate initializations.

4.1 Scalar-on-tensor Regression

The scalar-on-tensor regression corresponds to the general tensor-on-tensor regression model (1) with $m = 0$. It can be written as

$$\mathbf{y} = \mathcal{A}(\mathbf{X}^*) + \mathbf{\varepsilon}, \text{ or } \mathbf{y}_i = \langle \mathcal{A}_i, \mathbf{X}^* \rangle + \mathbf{\varepsilon}_i, \text{ } i \in [n].$$  

(10)
Here, $y$ are observations, $\varepsilon \in \mathbb{R}^n$ are unknown noise, and $X^* \in \mathbb{R}^{p_1 \times \cdots \times p_d}$ is an order-$d$ Tucker rank $r^*$ tensor that links response $y_i$ to tensor covariates $A_i$, which is the parameter of interest. $\mathcal{A}(X^*) = \langle \langle A_1, X^* \rangle, \ldots, \langle A_n, X^* \rangle \rangle^\top$. We propose the following Algorithm 2 on initialization.

**Algorithm 2** Initialization for (Over-parameterized) Scalar-on-tensor Regression

**Input:** $y_i \in \mathbb{R}$, $A_i \in \mathbb{R}^{p_1 \times \cdots \times p_d}$ for $i = 1, \ldots, n$ and input Tucker rank $r = (r_1, \ldots, r_d)$.

1. Calculate $\tilde{U}^0_k = \text{SVD}_{r_k}(M_k(\mathcal{A}^*(y))), k = 1, \ldots, d$.
2. For $k = 1$ to $d$, apply one-iteration HOOI, i.e., calculate

   $$\tilde{U}^1_k = \text{SVD}_{r_k}(M_k(\mathcal{A}^*(y)) \times_{j<k} (\tilde{U}^0_j) \times_{j>k} (\tilde{U}^0_j)^\top)$$

Recall SVD$_{r}()$ returns the matrix composed of the leading $r$ left singular vectors of matrix $\mathcal{A}$.

**Output:** $X^0 = \mathcal{A}^*(y) \times_{k=1}^d \tilde{U}^1_k (\tilde{U}^1_k)^\top$.

**Theorem 5** (Initialization and Overall Guarantees in Scalar-on-tensor Regression). Consider the over-parameterized scalar-on-tensor regression under Gaussian ensemble design. Denote $df = \sum_{i=1}^d (p_i - r_i) r_i + \prod_{i=1}^d r_i$ and suppose $n \geq c(d) \left( \frac{(1 + \mathcal{A}^*(y)^2)^{3/2}}{2} \left( \prod_{i=1}^d (p_i)^{1/2} + df \right) \right)$ for some constant $c(d)$. Then with probability at least $1 - \frac{n}{p_{\text{out}}}C$ for some $C > 0$,

- $X^0$ returned from Algorithm 2 satisfies the initialization conditions in Theorems 1 and 2;
- consider RGD and RGN initialized with $X^0$, then as long as $t_{\text{max}} \geq \log \left( \frac{\lambda \sqrt{n/df}}{c_1(d)\sigma} \right) \lor 0$ for $\text{RGD or } t_{\text{max}} \geq \log \left( \frac{\lambda \sqrt{n/df}}{c_2(d)\sigma} \right) \lor 0$ for RGN, we have the output of RGD or RGN satisfies

  $$\|X^t_{\text{max}} - X^*\|_F \leq c_3(d)\sigma \sqrt{\frac{df}{n}}.$$

**Remark 5** (Sample Complexity for Over-parameterized Scalar-on-tensor Regression). Suppose $\|\mathcal{A}^*\|_F^2 \geq C\sigma^2$ for some $C > 0$, $\kappa := \frac{\lambda}{\lambda} = O(1)$ where $\lambda = \max_{k=1,\ldots,d} \sigma_1(M_k(\mathcal{A}^*)))$ and $p_1 = p_2 = \cdots = p$, $r_1 = r_2 = \cdots = r$, $r_1^* = r_2^* = \cdots = r^*$, then the overall sample complexity for RGD/RGN in over-parameterized scalar-on-tensor regression with spectral initialization is $\Omega(r^*(p^{d/2} + pr + r^d))$. Compared to the sample complexity required for the global minimizer (see Theorem 3) in this example, i.e., $\Omega(pr + r^d)$ proved in Theorem 4, there is a significant gap between what can be achieved by the inefficient global minimizer and efficient RGD/RGN algorithms. Rigorous evidence for this statistical-computational gap will be provided in Section 5.

### 4.2 Tensor-on-vector Regression

In this section, we consider the tensor-on-vector regression model:

$$Y_i = X^* \times_1 a_i^\top + \epsilon_i, \quad \text{for } i = 1, \ldots, n,$$

where $Y_i, \epsilon_i \in \mathbb{R}^{p_2 \times \cdots \times p_m + 1}$ are the observation and noise, $X^* \in \mathbb{R}^{p_1 \times \cdots \times p_m + 1}$ is the parameter tensor of interest with Tucker rank $r^*$ and $a_i \in \mathbb{R}^{p_1}$ is the covariate vector. We can also write the model compactly as $Y = X^* \times_1 A + \epsilon$ where $Y, \epsilon \in \mathbb{R}^{p_1 \times p_2 \times \cdots \times p_m + 1}$, $Y_{[i]} = Y_i$, $\epsilon_{[i]} = \epsilon_i$ and $A = [a_1, \ldots, a_n]^\top \in \mathbb{R}^{n \times p_1}$ is the collection of covariate vectors. We propose the following Algorithm 3 for initialization and its guarantee is provided in Theorem 6.
Algorithm 3 Initialization for (Over-parameterized) Tensor-on-vector Regression

Input: \( \mathcal{Y}_i \in \mathbb{R}^{p_2 \times \cdots \times p_{m+1}}, \mathbf{a}_i \in \mathbb{R}^{p_1} \) for \( i = 1, \ldots, n \) and input Tucker rank \( r = (r_1, \ldots, r_{m+1}) \).

Output: \( \mathbf{X}^0 \).

1. Compute the QR decomposition of \( \mathbf{A} \) and denote it by \( Q_A R_A \).
2. Calculate \( \tilde{U}_k^0 = \text{SVD}_{r_k}(\mathcal{M}_k(\mathcal{Y} \times_1 Q_k^T)), k = 1, \ldots, m + 1 \).
3. For \( k = 1 \) to \( m + 1 \), apply one-iteration HOOI, i.e., calculate
   \[
   \tilde{U}_k^0 = \text{SVD}_k(\mathcal{M}_k((\mathcal{Y} \times_1 Q_k^T) \times_{j<k} (\tilde{U}_j^0)^T \times_{j>k} (\tilde{U}_j^0)^T)).
   \]
4. Compute \( \tilde{X}_0^0 = (\mathcal{Y} \times_1 Q_k^T) \times_{k=1}^{m+1} \tilde{U}_k^1(\tilde{U}_k^1)^T \).
5. Return \( \mathbf{X}_0^0 = \tilde{X}_0^0 \times_1 R_A^{-1} \).

Theorem 6 (Initialization and Overall Guarantees in Tensor-on-vector Regression). Consider the over-parameterized tensor-on-vector regression under Gaussian ensemble design. Denote \( df = \sum_{i=1}^{m+1}(p_i - r_i)r_i + \prod_{i=1}^{m+1}r_i \). Suppose

\[
 n \geq c(d) \left( \left( \prod_{i=1}^{m+1}p_i \right)^{1/2} + \frac{d^2}{\lambda^2} + p_1 \right)
\]

for some constant \( c(d) \). Then with probability at least \( 1 - \exp(-cpd) \) for some \( c > 0 \),

- \( \mathbf{X}_0^0 \) returned from Algorithm 3 satisfies the initialization conditions in Theorems 1 and 2;
- moreover, consider RGD and RGN initialized with \( \mathbf{X}_0^0 \), then as long as \( t_{\text{max}} \geq \log \left( \frac{2n/df}{c_1(d)\sigma} \right) > 0 \) for RGD or \( t_{\text{max}} \geq \log \log \frac{2n/df}{c_2(d)\sigma} > 0 \) for RGN, we have the output of RGD or RGN satisfies

\[
 \| \mathbf{X}_0^{t_{\text{max}}} - \mathbf{X}_0^* \|_F \leq c_3(d)\sigma \sqrt{\frac{df}{n}}.
\]

4.3 Matrix Trace Regression

In this model, we observe

\[
 \mathbf{y}_i = \langle \mathbf{A}_i, \mathbf{X}^* \rangle + \epsilon_i, i = 1, \ldots, n; \text{ or } \mathbf{y} = \mathcal{A}(\mathbf{X}^*) + \epsilon,
\]

where \( \mathbf{y}, \epsilon \in \mathbb{R}^n \) are observations and unknown noise and \( \mathbf{X}^* \in \mathbb{R}^{p_1 \times p_2} \) is a rank \( r^* \) parameter matrix of interest.

In matrix trace regression, we can take the retraction map \( \mathcal{H}_r \) in RGD and RGN as the best rank \( r \) matrix projection operator: \( P_r(\mathbf{B}) = U_{[1:r]} \Sigma_{[1:r]} V_{[1:r]}^T \), where \( \mathbf{B} = U \Sigma V^T \) is the SVD. Different from the low-rank projection for tensor of order 3 or higher, \( P_r \) can be computed efficiently by truncated SVD. Moreover, suppose \( \mathbf{X}^t \) has economic SVD \( \mathbf{U}^\top \Sigma^t \mathbf{V}^t \), then the projection of \( \mathbf{Z} \in \mathbb{R}^{p_1 \times p_2} \) onto the tangent space \( T_{\mathbf{X}^t} \mathcal{M}_r \) can be written succinctly as \( P_{T_{\mathbf{X}^t}}(\mathbf{Z}) = P_{U^t} \mathbf{Z} P_{V^t} + P_{U^t} \mathbf{Z} P V^t + P_{U^t^t} \mathbf{Z} P_{V^t}^* \).

We have the following corollary on the guarantees of RGD and RGN in over-parameterized matrix trace regression.
Corollary 1 (Convergence of RGD/RGN in Matrix Trace Regression). Consider the (over-parameterized) matrix trace regression model in (12) with \( r \geq r^* \). Let \( H_r \) be the rank \( r \) truncated SVD. Suppose \( \mathcal{A} \) satisfies \( 2r \)-RIP.

(RGD) Suppose the initialization \( X^0 \) satisfies \( \|X^0 - X^*\|_F \leq \frac{R_{2r}}{1 + R_{2r}} \sigma_r(X^*) \). In addition, we assume \( R_{2r} \leq \frac{1}{17} \) and \( \sigma_r(X^*) \geq \frac{4(1 + R_{2r})}{R_{2r}(1 - R_{2r})} \| (\mathcal{A}^* (\epsilon))_{\text{max}(2r)} \|_F \). Then \( \{X^t\} \) generated by RGD satisfy for all \( t \geq 0 \),

\[
\|X^t - X^*\|_F \leq 2^{-t} \|X^0 - X^*\|_F + \frac{4}{1 - R_{2r}} \| (\mathcal{A}^* (\epsilon))_{\text{max}(2r)} \|_F.
\]

(RGN) If the initialization \( X^0 \) satisfies \( \|X^0 - X^*\|_F \leq \frac{1 - R_{2r}}{8(1 + R_{2r})} \sigma_r(X^*) \). Then \( \{X^t\} \) generated by RGN satisfy for all \( t \geq 0 \),

\[
\|X^t - X^*\|_F \leq 2^{-2t} \|X^0 - X^*\|_F + \frac{4}{1 - R_{2r}} \| (\mathcal{A}^* (\epsilon))_{\text{max}(2r)} \|_F.
\]

Especially if \( \epsilon = 0 \), \( \|X^t - X^*\|_F \leq 2^{-t} \|X^0 - X^*\|_F \) for RGD and \( \|X^t - X^*\|_F \leq 2^{-2t} \|X^0 - X^*\|_F \) for RGN.

An efficient initialization for the matrix trace regression is \( X^0 = P_r(\mathcal{A}^* (y)) \). The guarantee of \( X^0 \) and overall performance of RGD and RGN in matrix trace regression are given in Theorem 7.

Theorem 7 (Initialization and Overall Guarantees in Over-parameterized Matrix Trace Regression). Consider the over-parameterized matrix trace regression under Gaussian ensemble design. Denote \( df = (p_1 + p_2 - r) r \) and suppose \( n \geq C(\sigma^2 + \|X^*\|_F^2) df \) for some \( C > 0 \). Then with probability at least \( 1 - \exp(-c_2) \),

- \( X^0 = P_r(\mathcal{A}^* (y)) \) satisfies the initialization conditions in Corollary 1;
- moreover, consider RGD and RGN initialized with \( X^0 \), then as long as \( t_{\text{max}} \geq \log \left( \frac{\sigma_r(X^*)}{c_2 \sigma} \sqrt{\frac{n}{df}} \right) > 0 \) for RGD or \( t_{\text{max}} \geq \log \log \left( \frac{\sigma_r(X^*)}{c_2 \sigma} \sqrt{\frac{n}{df}} \right) > 0 \) for RGN, we have the output of RGD or RGN satisfies

\[
\|X^{t_{\text{max}}} - X^*\|_F \leq c_3 \sigma \sqrt{\frac{df}{n}}.
\]

Remark 6 (Comparison with Existing Results on Over-parameterized Matrix Trace Regression). Recently, Zhuo et al. (2021); Zhang et al. (2021) studied the local convergence of factorized gradient descent (GD) in the same setting as ours. In particular, Zhuo et al. (2021) showed the convergence rate of the original factorized GD slows down to being sublinear when the input rank \( r \) is greater than the actual rank \( r^* \). Zhang et al. (2021) proposed to overcome that by preconditioning the factorized GD; they showed that the convergence rate of preconditioned factorized GD can be boosted back to linear for all \( r \geq r^* \). However, the preconditioning step in Zhang et al. (2021) requires a carefully chosen damping parameter in each iteration and such the choice depends on the unknown noise variance. In contrast, our proposed RGD and RGN algorithms are easy to implement, tuning-free, and are unified in both rank correctly-specified and overspecified settings. In addition, in terms of the theoretical guarantees, the estimation error bound in Zhang et al. (2021) is suboptimal in the noisy setting, while our bound is minimax optimal as shown in Theorem 4. Finally, our result is
also more general since our $X^*$ can be a general rank $r^*$ matrix while existing works only focus on positive-semidefinite $X^*$. The readers are referred to Table 1 for a summary of comparisons.

Meanwhile, to satisfy $r$-RIP, we need $n = \Omega((p_1 + p_2)r)$, so our theory is still based on the “sample size ($n$) $\geq$ parameter degree of freedom (df)” scenario. A follow-up question is whether the “implicit regularization” phenomenon discussed in the Related Prior Work Section appears in Riemannian formulated trace regression in the highly over-parameterized regime, i.e., “df $> n$,” as such phenomenon was recently observed in factorized gradient descent (Gunasekar et al., 2017; Li et al., 2018). In fact, the direct application of RGD proposed in this paper does not enjoy implicit regularization in the highly over-parameterized regime because when the input rank $r$ is equal to $p_1 \land p_2$, RGD reduces to gradient descent in the whole $p_1$-by-$p_2$ matrix parameter space, which does not enjoy implicit regularization as it will converge to the minimum Frobenius norm solution in this over-parameterized setting with near origin initialization (Gunasekar et al., 2017). Our theory so far does not cover the highly over-parameterized regime and further investigation is left as future work.

## 5 Computational Limits

In this section, we provide the rigorous evidence for the computational barrier in scalar-on-tensor regression via low-degree polynomials method. Without loss of generality, we assume $\xi^i \sim N(\sigma^2)$ with $0 \leq \sigma^2 < 1$, $\mathcal{A}_i \sim N(0, 1)$ and $\|X^*\|_F + \sigma^2 = 1$ in establishing the computational lower bound for scalar-on-tensor regression (10) (see Supplement F-F.1 for a proof). We also consider the setting $p_1 = \ldots = p_d = p$ and $r^*_1 = \ldots = r^*_d = r^*$ throughout this section.

We consider a specific hypothesis testing formulation of scalar-on-tensor regression:

$$H_0 : \{(y_i, \operatorname{vec}(\mathcal{A}_i))\}_{i=1}^n \sim N(0, I_{1+p^d}),$$

$$H_1 : \{(y_i, \operatorname{vec}(\mathcal{A}_i))\}_{i=1}^n : X^* = \sqrt{1 - \sigma^2}x^* \otimes d,$$

$$x^* = (x^*_1, \ldots, x^*_p), \quad x^*_i \sim \text{Uniform}(\{p^{-1/2}, -p^{-1/2}\});$$

for $i \in [n], \mathcal{A}_i \sim N(0, 1), y_i$ is i.i.d. generated via $y_i = \langle X^*, \mathcal{A}_i \rangle + \xi_i, \quad \xi_i \sim N(0, \sigma^2).$ (13)

The idea of using low-degree polynomials to predict the statistical-computational gaps is recently developed in a line of work (Hopkins and Steurer, 2017; Hopkins, 2018). In comparison to sum-of-squares (SOS) computational lower bounds, the low-degree polynomials method is simpler to establish and appears to always yield the same results for natural average-case hardness problems. Low-degree polynomials computational hardness results have been provided to a number of problems, such as the planted clique detection (Hopkins, 2018; Barak et al., 2019), community detection in stochastic block model (Hopkins and Steurer, 2017; Hopkins, 2018), the spiked tensor model (Hopkins et al., 2017; Hopkins, 2018; Kunisky et al., 2019), the spiked Wishart model (Bandeira et al., 2020), sparse PCA (Ding et al., 2019), spiked Wigner model (Kunisky et al., 2019), clustering (Löffler et al., 2020; Davis et al., 2021; Lyu and Xia, 2022), planted vector recovery (Mao and Wein, 2021), certifying RIP (Ding et al., 2021b) and random k-SAT (Bresler and Huang, 2022). It is gradually believed that the low-degree polynomials method is able to capture the essence of what makes sum-of-squares algorithms succeed or fail (Hopkins, 2018; Kunisky et al., 2019). Our results on the computational hardness of distinguishing between $H_0$ and $H_1$ in scalar-on-tensor regression based on low-degree polynomials are given below.
Theorem 8 (Low-degree Hardness for Scalar-on-tensor Regression). Consider the hypothesis test (13). For any $0 < \delta < 1$, if $n \leq \frac{(\rho/d^2 \delta^2)}{2(1-\sigma^2)}$, we have

\[
\sup_{\deg(f) \leq D} \mathbb{E}_{H_0} f(\{y_i, \mathcal{A}_i\}_{i=1}^n) \leq \frac{\delta}{1 - \delta}.
\]

It has been widely conjectured in the literature that for a broad class of hypothesis testing problems: $H_0$ versus $H_1$, there is a test with runtime $n^{O(D)}$ and Type I + II error tending to zero if and only if there is a successful $D$-simple statistic, i.e., a polynomial $f$ of degree at most $D$, such that $\mathbb{E}_{H_0} f(X) = 0$, $\text{Var}_{H_0}(f^2(X)) = 1$, and $\mathbb{E}_{H_1} f(X) \to \infty$ (Hopkins, 2018; Kunisky et al., 2019). Therefore, by setting $D = C\log p$ for any $C > 0$, Theorem 8 provides firm evidence for the statistical-computational gap when $n = O(p^{d/2-\epsilon})$ for any $\epsilon > 0$. Compared to the sample size requirement in the upper bound mentioned in Remark 5, the computational lower bound established in Theorem 8 is sharp when $r^* = O(1), r \leq \sqrt{p}$. Our Theorem 8 answer the question raised by Rauhut et al. (2017) on the sample complexity requirement for efficient estimators in scalar-on-tensor regression. We note the first computational hardness evidence for scalar-on-tensor regression was provided recently in Diakonikolas et al. (2022) in the Statistical Query model. We complement their results by providing a direct low-degree polynomials argument and figuring out the explicit dependence of the sample complexity on the degrees tolerated in low-degree polynomials. Finally, we also show in the Supplement F-F.4 Proposition 5 that the hardness of testing $H_0$ versus $H_1$ implies the hardness of estimating $X^n$.

Remark 7 (Comparison with Existing Low-degree Polynomials Computational Lower Bounds). There are several pieces of low-degree polynomials hardness evidence for problems with the “signal + noise” structure in the literature (Hopkins, 2018; Kunisky et al., 2019). Such a structure simplifies the analysis as the noise part and signal part are decoupled. In contrast, there is little low-degree polynomials hardness evidence for problems with correlated structures, such as the regression problem considered in this paper. Our main technical contribution in tackling the correlated structure is a formula for computing the expectation of Hermite polynomials for correlated multivariate Gaussian random variables. See details in the Technical Contributions Section in Section 6.

Remark 8 (Comparing Rank Overspecification in Matrix Trace Regression and Scalar-on-tensor Regression). Suppose $r^* = O(1)$. In matrix trace regression, the sample size requirement of the “spectral initialization + local refinement” estimation scheme is $O(pr)$, where $r$ is the input rank. Thus, the sample complexity increases linearly as the input rank $r$ increases. Meanwhile, the sample complexity of the scalar-on-tensor regression under the same estimation scheme is $O(p^{d/2})$ when $r \leq \sqrt{p}$ (see Remark 5). Due to the computational lower bound of scalar-on-tensor regression in Theorem 8, the sample complexity $\Omega(p^{d/2})$ is essential for any polynomial-time algorithm to succeed under proper assumptions. Therefore, no extra samples are needed for efficient estimators in moderate over-parameterized scalar-on-tensor regression; while such phenomenon does not exist in its matrix counterpart. See Figure 1 for a pictorial illustration on this distinction.

In addition to the “spectral initialization + local refinement”, random initialization + refinement by some simple local methods is another effective approach for solving matrix and tensor problems. Such a “random initialization + local refinement” scheme has been shown to be effective in over-parameterized matrix trace regression, where only $O(pr^{*2})$ samples are needed (Li et al., 2018). However, initialization with a small enough magnitude and the factorization formulation seem to be critical there. Due to the space limit, we leave a thorough comparison of these two popular approaches for over-parameterized tensor-on-tensor regression problems as future work.
6 Technical Contributions

We develop several technical tools to establish the theoretical results in this paper. We summarize them in this section.

Tackle Over-parameterization in the Convergence Analysis. In the proof of Theorems 1 and 2, we first observe that for any \( k \in [d + m] \), the mode-\( k \) singular subspace of \( \mathcal{X}^t \), denoted by \( \mathbf{U}^t_k \), can be decomposed as \( \mathbf{U}^t_k = [\mathbf{U}^t_k, \mathbf{U}^t_{k,1}] \) where \( \mathbf{U}^t_k \) is composed of the first \( r^*_k \) columns of \( \mathbf{U}^t_k \) and \( \mathbf{U}^t_{k,1} \) is composed of the rest of the \((r_k - r^*_k)\) columns of \( \mathbf{U}^t_k \). Then the projection operator onto \( \mathbf{U}^t_{k,1} \), the orthogonal complement of \( \mathbf{U}^t_k \), satisfies

\[
P_{\mathbf{U}^t_k,1} = I_{p_k} - P_{\mathbf{U}^t_k} = I_{p_k} - P_{\mathbf{U}^t_k} = (I_{p_k} - P_{\mathbf{U}^t_k})(I_{p_k} - P_{\mathbf{U}^t_k}).
\]

This implies \( \| (I_{p_k} - P_{\mathbf{U}^t_k})\mathbf{Z} \| \leq \| (I_{p_k} - P_{\mathbf{U}^t_k})\mathbf{Z} \| \) for any matrix \( \mathbf{Z} \) with compatible dimension. Based on this property, we can focus on the first \( r^*_k \) columns of \( \mathbf{U}^t_k \) and establish the following lemma, which plays a key role in establishing the convergence of RGD and RGN.

**Lemma 3** (An Over-parameterized Projection Error Bound). Suppose \( \mathcal{X}^t \in \mathbb{R}^{p_1 \times \cdots \times p_d + m} \) is an order-\((d + m)\) Tucker rank \( \mathbf{r} := (r_1, \ldots, r_{d + m}) \) tensor and \( \mathcal{X}^* \in \mathbb{R}^{p_1 \times \cdots \times p_d + m} \) is an order-\((d + m)\) Tucker rank \( \mathbf{r}^* := (r^*_1, \ldots, r^*_d) \) tensor with \( \mathbf{r} \leq \mathbf{r}^* \). Then we have

\[
\| P_{(\mathcal{X}^t)\perp} \mathcal{X}^* \|_F \leq \frac{2(d + m)\| \mathcal{X}^t - \mathcal{X}^* \|_F^2}{\lambda},
\]

where \( P_{(\mathcal{X}^t)\perp} := I - P_{\mathcal{X}^t} \) is the orthogonal complement of the projector \( P_{\mathcal{X}^t} \) (5) and \( \lambda := \min_{k=1, \ldots, d, m} \sigma_{r^*_k}(\mathcal{M}_k(\mathcal{X}^*)) \). Especially in the matrix setting, i.e., \( d + m = 2 \), a sharper upper bound holds: \( \| P_{(\mathcal{X}^t)\perp} \mathcal{X}^* \|_F \leq \frac{2\| \mathcal{X}^t - \mathcal{X}^* \|_F^2}{\sigma_{r^*_k}(\mathcal{X}^*)} \).

Initialization Guarantees for Scalar-on-tensor Regression and Tensor-on-vector Regression. A key step of Algorithms 2 and 3 is the one-iteration HOOI (OHOOI) algorithm (Algorithm 4 below). Such one loop update improves the dependence of \( \mathbf{r}^* \) in sample complexity compared to the vanilla T-HOSVD based initialization in both scalar-on-tensor and tensor-on-vector regressions. In the proofs of Theorems 5 and 6, we develop the following deterministic tensor perturbation bound for OHOOI in the over-parameterized regime.

**Algorithm 4** One-iteration Higher-Order Orthogonal Iteration (OHOOI)

**Input:** \( \mathcal{T} \in \mathbb{R}^{p_1 \times \cdots \times p_d} \), initialization \( \mathbf{U}^0_k \in \mathbb{R}^{p_k \times r_k} \) for \( k = 1, \ldots, d \), input Tucker rank \( \mathbf{r} = (r_1, \ldots, r_d) \).

1. For \( k = 1 \) to \( d \), update \( \mathbf{U}^1_k \) by SVD \( \mathbf{r}_k \) of \( \mathcal{M}_k(\mathcal{T} \times_j < k (\mathbf{U}^0_j) \perp \times_j > k (\mathbf{U}^0_j) \perp) \).

**Output:** \( \mathbf{T}^* = \mathbf{T}^* \perp \mathbf{P}^{(d-1)}_{\mathbf{U}^t_k} \).

**Theorem 9** (Perturbation Bound for Over-parameterized Tensor Decomposition). Suppose \( \mathbf{T}, \mathbf{T}^* \in \mathbb{R}^{p_1 \times \cdots \times p_d} \), \( \mathbf{T} \) is of Tucker rank \( \mathbf{r}^* = (r^*_1, \ldots, r^*_d) \) with Tucker decomposition \( \mathcal{B} \times_1 \mathbf{U}_1 \times \cdots \times_d \mathbf{U}_d \), where \( \mathcal{B} \in \mathbb{R}^{p_1 \times \cdots \times r^*_d} \) and \( \mathbf{U}_k \in \mathbb{R}^{p_k \times r^*_k} \) for \( k = 1, \ldots, d \). Let \( \mathbf{Z} = \mathbf{T} - \mathbf{T}^* \). Suppose the inputs of the OHOOI algorithm are \( \mathbf{T}^* \), Tucker rank \( \mathbf{r} = (r_1, \ldots, r_d) \) with \( \mathbf{r} \geq \mathbf{r}^* \) and initializations \( \mathbf{U}^0_k \in \mathbb{R}^{p_k \times r_k} \) for \( k = 1, \ldots, d \). If the initialization error satisfies \( \max_{k=1, \ldots, d} \| \mathbf{U}^0_k \|_F \leq \frac{\sqrt{2}}{2} \). Then the output of Algorithm 4, \( \mathbf{T}^* \), satisfies \( \| \mathbf{T}^* - \mathbf{T} \|_F \leq (2 \frac{d+1}{2} + d + 1) \| \mathbf{Z} \|_F \).
Low-degree Polynomials Evidence for Problems With Correlated Structures. The main task in the proof of Theorem 8 is to compute the norm of the truncated likelihood ratio. See Supplement F-F.2 for a preliminary of low-degree polynomials method. Since the data are i.i.d. Gaussian under the null hypothesis of (13), the main challenge boils down to computing the expected Hermite polynomials on correlated multivariate Gaussian. In the following Lemma 4, we provide a simple formula for that. This lemma can be useful in establishing low-degree polynomials hardness evidence for other problems with complex structures. Let \{h_k\}_{k \in \mathbb{N}} be the normalized univariate Hermite polynomials \(h_k = \frac{1}{\sqrt{\pi}} H_k\) where \{H_k\}_{k \in \mathbb{N}} are univariate Hermite polynomials which are defined by the following recurrence: \(H_0(x) = 1, \ H_1(x) = x, \ H_{k+1}(x) = xH_k(x) - kH_{k-1}(x)\) for \(k \geq 1\).

**Lemma 4** (Expected Hermitian Polynomials on Correlated Multivariate Gaussian). Suppose \(w\) is a positive integer, \(Y \in \mathbb{R}, \ X = (X_1, \ldots, X_w) \in \mathbb{R}^w\) are random variable and random vectors, respectively, and \((Y, X) \sim \mathcal{N}(0, \begin{bmatrix} 1 & u^T \end{bmatrix})\) with \(u = (u_1, \ldots, u_w)\). For any integers \(\alpha, \beta_1, \ldots, \beta_w \geq 0\),

\[
\mathbb{E} \left( h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(X_j) \right) = \sqrt{\frac{\alpha!}{\prod_{j=1}^w \beta_j!}} \cdot \prod_{j=1}^w u_j^{\beta_j} 1(\alpha = \sum_{j=1}^w \beta_j), \text{ where } 1(\cdot) \text{ in the indicator function.}
\]

7 Implementation Details of RGD and RGN

In this section, we complement the implementation details of RGD and RGN proposed in Section 2.2.

**Implementation of RGD.** First, by the definition of the adjoint map, \(\mathcal{A}^* : \mathbb{R}^{n \times p_e+1 \times \cdots \times p_d+m} \rightarrow \mathbb{R}^{p_1 \times \cdots \times p_d \times p_e}\) satisfies \(\langle \mathcal{A}(Z_1), Z_2 \rangle = \langle Z_1, \mathcal{A}^*(Z_2) \rangle\) for any \(Z_1 \in \mathbb{R}^{p_1 \times \cdots \times p_d \times p_e}, Z_2 \in \mathbb{R}^{n \times p_d+1 \times \cdots \times p_e+m}\). Simple manipulation yields:

\[
\mathcal{A}^*(Z_2)_{[k_1, \ldots, k_d, j_1, \ldots, j_m]} = \sum_{i=1}^n Z_2_{[i, j_1, \ldots, j_m]} \mathcal{A}_i_{[k_1, \ldots, k_d]}.
\]

Combining this with the formula of projection \(Pr_{\mathcal{X}^t}\) in (5), we can calculate \(\mathcal{X}^{t+0.5} = \mathcal{X}^t - \alpha_t Pr_{\mathcal{X}^t} \mathcal{A}^*(\mathcal{A}(\mathcal{X}^t) - \mathcal{Y})\) and implement the RGD update.

**Implementation of RGN.** To illustrate the implementation details of RGN, we first introduce the following lemma.

**Lemma 5** (Spectrum of \(Pr_{\mathcal{X}^t} \mathcal{A}^* \mathcal{A} Pr_{\mathcal{X}^t}\)). Suppose \(\mathcal{X}^t\) is of Tucker rank at most \(r\) and the linear map \(\mathcal{A}\) satisfies the 2r-TRIP. Then for any tensor \(Z \in T_{\mathcal{X}^t} \mathcal{M}_r\),

\[
(1 - R_{2r}) \| Z \|_F \leq \| Pr_{\mathcal{X}^t} \mathcal{A}^* \mathcal{A} Pr_{\mathcal{X}^t}(Z) \|_F \leq (1 + R_{2r}) \| Z \|_F, \tag{15}
\]

and

\[
\frac{\| Z \|_F}{1 + R_{2r}} \leq \| (Pr_{\mathcal{X}^t} \mathcal{A}^* \mathcal{A} Pr_{\mathcal{X}^t})^{-1}(Z) \|_F \leq \frac{\| Z \|_F}{1 - R_{2r}}. \tag{16}
\]

Lemma 5 shows the linear operator \(Pr_{\mathcal{X}^t} \mathcal{A}^* \mathcal{A} Pr_{\mathcal{X}^t}\), which is a mapping from \(T_{\mathcal{X}^t} \mathcal{M}_r\) to itself, is provably invertible under TRIP condition, which further implies the least squares in RGN update, \(\mathcal{X}^{t+0.5} = \arg \min_{\mathcal{X} \in T_{\mathcal{X}^t} \mathcal{M}_r} \frac{1}{2} \| \mathcal{Y} - \mathcal{A} Pr_{\mathcal{X}^t}(\mathcal{X}) \|_F^2\), has a unique solution. In the following Proposition 2, we show that the RGN update can be reduced to solving (\(m+1\)) least squares, which renders a fast implementation of RGN.
Proposition 2 (Efficient Implementation of RGN Update). Suppose $\mathcal{X}^t$ has Tucker decomposition $\mathcal{S}^t \times_{k=1}^{d+m} U_k^t$. Then the RGN update, i.e., $\mathcal{X}^{t+0.5} = \arg \min_{\mathcal{X} \in \mathcal{X}^t : M_{\mathcal{X}}^t} \frac{1}{2} \| \mathcal{Y} - \mathcal{S} \mathcal{P}_{\mathcal{X}}(\mathcal{X}) \|_F^2$, is equal to $\mathcal{X}^{t+0.5} = B^t \times_{k=1}^{d+m} U_k^t + \sum_{k=1}^{d+m} \mathcal{S}^t \times_k U_k^t \mathcal{D}_k^t \times_{j \neq k} U_j^t$, where

- $(B^t, \{D^t_k\}_{k=1}^d)$ is the solution of the following least squares with design matrix size $n \prod_{l=1}^{d+m} r_l \times (\prod_{k=1}^{d+m} r_k + \sum_{k=1}^{d} r_k(p_k - r_k))$:

$$
\begin{align*}
(B^t, \{D^t_k\}_{k=1}^d) &= \arg \min_{B \in \mathbb{R}^{r_1 \times \cdots \times r_{d+m}}, \quad D_k \in \mathbb{R}^{r_k \times (p_k - r_k)} \times \cdots \times \mathbb{R}^{r_k \times (p_k - r_k)} \times_{k=1}^d} \sum_{i=1}^n \left\| \mathcal{Y}_i \times_{l=1}^{d+m} U_{i+l}^t - \langle \mathcal{A}_i \times_{j=1}^d U_j^t, B \rangle_{\star} \right\|_F^2 \\
&= \sum_{k=1}^d \sum_{i=1}^n \left( \langle \mathcal{Y}_i \times_{l=1}^{d+m} U_{i+l}^t, \mathcal{S}^t \times_k \mathcal{D}_k \rangle_{\star} \right)^2
\end{align*}
$$

- for $k = d+1, \ldots, d+m$, $D_k^T = \arg \min_{D_k \in \mathbb{R}^{r_k \times (p_k - r_k)}} \| \mathcal{Y}_k - \mathcal{A}_k D_k \|_F^2$, where

$$
\mathcal{A}_k = (\mathcal{M}_{k-d}(\mathcal{S}^t \times_{l \neq d} U_{l+d}^t))^T, \quad \mathcal{Y}_k = (\mathcal{M}_{k-d}(\mathcal{S}^t \times_{l \neq k} U_{l+k}^t))^T U_{k+d}^T \in \mathbb{R}^{\prod_{l=1}^{d+m} r_{l+k} r_k \times (p_k - r_k)}.
$$

In the tensor-on-vector regression ($d = 1$), the update of RGN has a cleaner and fully closed expression as follows.

Lemma 6 (RGN Update in Tensor-on-vector Regression). Consider the RGN for tensor-on-vector regression in (11). Suppose $\mathbf{A}^T \mathbf{A}$ is invertible where $\mathbf{A}$ is the collection of covariate vectors and the iterate at iteration $t$ is $\mathcal{X}^t = \{\mathcal{S}^t; U_1^t, U_2^t, \ldots, U_{m+1}^t\}$. Then the solution $\mathcal{X}^{t+0.5}$ in (8) has a closed-form expression:

$$
\mathcal{X}^{t+0.5} = B^t \times_{k=1}^{1+m} U_k^t + \sum_{k=1}^{1+m} \mathcal{S}^t \times_k U_k^t \mathcal{D}_k^t \times_{j \neq k} U_j^t,
$$

where

$$
\mathcal{M}_1(B^t) = (U_1^T \mathbf{A}^T \mathbf{A} U_1^t)^{-1} U_1^T \mathbf{A}^T \left( \mathcal{M}_1(\mathcal{Y}) \otimes_{j=1}^{1+m} U_j^t \right) - \mathbf{A} U_1^T \mathbf{U}_1^t \left( \mathbf{A}^T \mathbf{A} \right)^{-1} \mathbf{A}^T \mathcal{M}_1(\mathcal{Y}) W_1^T V_1^T;
$$

and

$$
\mathcal{M}_k(S^t \times_k U_k^t \mathcal{D}_k^t \times_{j \neq k} U_j^t) = U_k^T \mathcal{M}_k(\mathbf{Y} \times_k \mathbf{A}^T) W_k^T \left( V_k^T \left( \otimes_{i \neq k} I_{r_i} \otimes (U_i^T \mathbf{A} U_i^t) \right) V_k^T \right)^{-1} W_k^T;
$$

for $k = 2, \ldots, (1+m)$. Recall $V_k^T = QR(M_k(S^t)^T)$ and $W_k^T$ is defined in (4).
8 Numerical Studies

We conduct simulation studies to investigate the numerical performance of RGD/RGN in tensor-on-tensor regression and to verify our theoretical findings. In each simulation, we generate $\mathcal{E}$, with i.i.d. $N(0, \sigma^2)$ entries, $\mathcal{A}$, with i.i.d. $N(0, 1)$ entries, $\{U_k\}_{k=1}^{d+m}$ uniformly at random from $\mathbb{O}_{p, r^*}$ for some to-be-specified $p$ and $r^*$, and $\mathcal{S} \in \mathbb{R}^{r^* \times \cdots \times r^*}$ with i.i.d. $N(0, 1)$ entries; then we form $\mathbf{X}^* = \mathcal{S} \times_1 U_1 \times \cdots \times_{d+m} U_{d+m}$ and generate $Y_i$ for $i = 1, \ldots, n$. The input rank of RGD and RGN is set to be $r = (r, \ldots, r)$ and $r \geq r^*$. For simplicity, we mainly focus on two examples: scalar-on-tensor regression and tensor-on-vector regression. In the scalar-on-tensor regression, we consider $d = 3$; in the tensor-on-vector regression, we consider $m = 3$. Spectral initializations discussed in Section 4 are applied in both examples.

Throughout the simulation studies, the error metric we consider is the relative root mean squared error (Relative RMSE) $\| \hat{\mathbf{X}}^t - \mathbf{X}^* \|_F / \| \mathbf{X}^* \|_F$. The algorithm is terminated when it reaches the maximum number of iterations $t_{\text{max}} = 300$ or the corresponding error metric is less than $10^{-13}$. Unless otherwise noted, the reported results are based on averages of 100 simulations and on a computer with Intel Xeon E5-2680 2.5GHz CPU.

8.1 Numerical Performance of RGD and RGN

In this simulation, we examine the convergence rate of RGD/RGN in over-parameterized scalar-on-tensor regression and tensor-on-vector regression. We set $\sigma \in \{0, 10^{-6}\}$, $p = 30$, $r^* = 3$, and $r = 10$. In scalar-on-tensor regression, we choose $n$ such that $\frac{n}{p^3 r^2} \in \{8, 10\}$; in tensor-on-vector regression, we let $\frac{n}{p^3 r^2} \in \{2, 4\}$ where $\Delta = \min_k \sigma_r^*(\mathcal{M}_k(\mathcal{S}))$. The convergence performance of RGD and RGN in scalar-on-tensor regression and tensor-on-vector regression are presented in Figures 3 and 4, respectively. In both examples, we find the estimation error of RGD converges linearly to the minimum precision in the noiseless setting and converges linearly to a limit determined by the noise level in the noisy setting. In scalar-on-tensor regression, we find RGN converges quadratically and in tensor-on-vector regression, we observe RGN converges with almost one iteration. We tried several other simulation settings and observe the similar phenomenon.

![Figure 3: Convergence performance of RGD/RGN in over-parameterized scalar-on-tensor regression with spectral initialization. Here, $p = 30$, $r^* = 3$, $r = 10$.](image-url)
8.2 Effect of Input Rank and Sample Size on the Performance of RGD and RGN

We also examine the effect of input rank $r$ and sample size $n$ on the convergence of RGD and RGN and we focus on the scalar-on-tensor regression example. We let $p = 30, r^* = 3, n \in [500, 8000]$ and input rank $r \in \{3, 6, 9, 12, 15\}$. The performance of RGD and RGN in this simulation study is given in Figure 5. We can see that for both RGD and RGN, the sample size requirement for convergence increases as the input rank $r$ increases. In addition, the phase transition on the sample complexity for the failure/success in RGN is sharper than the one in RGD. This is because RGN enjoys a higher-order convergence compared to RGD and RGD converges slowly when the number of samples is around the threshold. This matches our main theoretical results in Sections 3 and 4. Moreover, our results suggest that the number of samples needed for the convergence of RGD and RGN increases at the scale of $r^d$ for large $r$ (here $d = 3$) and this is indeed suggested in Figure 6 after we plot the cubic root of the sample size with respect to Relative RMSE.

Figure 5: Convergence performance of RGD/RGN in over-parameterized scalar-on-tensor regression with spectral initialization. Here $p = 30, r^* = 3, n \in [500, 8000], r \in \{3, 6, 9, 12, 15\}$. 
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Figure 6: Rescaled plot for the convergence performance of RGD/RGN in over-parameterized scalar-on-tensor regression with spectral initialization. Here $p = 30$, $r^* = 3$, $n \in [500, 8000]$, $r \in \{3, 6, 9, 12, 15\}$.

### 8.3 Scalar-on-tensor Regression versus Matrix Trace Regression under Over-parameterization

In the first simulation, we compare the sample size requirements to ensure successful recovery in over-parameterized scalar-on-tensor regression and matrix trace regression with an increasing input rank via RGD. We say an algorithm achieves successful recovery if the averaged relative root mean squared error (Relative RMSE) $\|\mathbf{X}^t - \mathbf{X}^*\|_F/\|\mathbf{X}^*\|_F$ is smaller than 0.01. In scalar-on-tensor regression, we set $p = 90, r^* = 1, r \in [1, \ldots, 8], n = [800, 900, \ldots, 3500]$ and in the matrix trace regression, we set $p = 100, r^* = 1, r \in [1, \ldots, 8]$ and $n = [200, \ldots, 3000]$. For every input rank $r$, we increase the sample size by 100 at each time from the one that ensures the successful recovery with input rank $r - 1$ until RGD succeeds.

Figure 7 shows as the input rank increases over $r^*$, the line of triangles for the sample size requirement of successful recovery in scalar-on-tensor regression is flat at the beginning stage while increases for large input $r$. In contrast, the sample size requirement for successful recovery of RGD in the matrix trace regression always increases linearly as input rank increases. This matches our theoretical findings in Section 5 that a “free lunch” on the sample complexity appears in over-parameterized scalar-on-tensor regression, but not in the matrix trace regression. Meanwhile, Figure 7 shows when the input rank is equal to $r^*$, the phase transitions on sample complexity for the failure/success of RGD in matrix trace regression and scalar-on-tensor regression appear around $n = 300 \approx 2pr^*$ and $n = 1000 \approx p^{3/2}r^*$, respectively. This matches the results in Section 5 that there is a statistical-computational gap in scalar-on-tensor regression and $\Omega(p^{d/2})$ (here $d = 3$) samples are needed for any polynomial-time algorithm to succeed.

### 8.4 Comparison of Riemannian Optimization Methods with Existing Algorithms

In the second simulation, we compare RGN with other existing algorithms, including alternating minimization (Alter Mini) (Zhou et al., 2013), projected gradient descent (PGD) (Rauhut et al., 2017), gradient descent (GD) (Han et al., 2022) and scaled gradient descent (Tong et al., 2021), in both exact and over-parameterized scalar-on-tensor regression. While implementing PGD, GD and scaled GD, we evaluate five choices of step size, $\frac{1}{n} \cdot \{0.1, 0.25, 0.5, 0.75, 1\}$, then choose the best one
Figure 7: Comparison of successful recovery of RGD under over-parameterized matrix trace regression (Panel (a)) and scalar-on-tensor regression (Panel (b)).

following Zheng and Lafferty (2015). We set \( p = 30, r^* = 3, r \in \{3, 10\}, n = 8p^{3/2}r^* \) and consider the noiseless case (\( \sigma = 0 \)). Figure 8 shows RGN converges quadratically in both settings, while the other baseline algorithms converge at a much slower linear rate. Moreover, when we go from exact-parameterization (Panel (a)) to over-parameterization (Panel (b)), the convergence rate of all baseline algorithms slows down significantly while RGN maintains its robust and fast second-order convergence performance.

Figure 8: Panel (a): \( r = 3 \); Panel (b): \( r = 10 \). Relative RMSE of RGN (this work), alternating minimization (Alter Mini), projected gradient descent (PGD), gradient descent (GD) and scaled gradient descent (ScaledGD) in noiseless scalar-on-tensor regression.

9 Conclusion and Discussions

In this work, we propose Riemannian gradient descent and Riemannian Gauss-Newton methods for solving the general tensor-on-tensor regression. We provide optimal statistical and computational guarantees for these algorithms in both rank correctly-specified and overspecified settings and discover an intriguing blessing of the statistical-computational gap in the over-parameterized scalar-on-tensor regression. Our current initialization and computational results are established for several representative examples. It is of great interest to see whether these results can be extended to the general tensor-on-tensor regression problem. Moreover, the rank overspecification studied in this paper falls in the moderate over-parameterized regime in the sense that the model still includes more samples than the degree of freedom of parameters. It is interesting to consider the highly
over-parameterized regime and study the analogy of implicit regularization effect (Gunasekar et al., 2017; Li et al., 2018) in factorization formulated tensor problems. Some progress has been made recently in the tensor decomposition setting (Razin et al., 2021; Ge et al., 2021).
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A T-HOSVD and ST-HOSVD

In this section, we present the procedures of truncated HOSVD (T-HOSVD) (De Lathauwer et al., 2000a) and sequentially truncated HOSVD (ST-HOSVD) (Vannieuwenhoven et al., 2012). For simplicity, we present the sequentially truncated HOSVD with the truncation order from mode 1 to mode \((d + m)\).

**Algorithm 5** Truncated High-order Singular Value Decomposition (T-HOSVD)

**Input:** \(\mathbf{Y} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\), Tucker rank \(\mathbf{r} = (r_1, \ldots, r_{d+m})\).

1: Compute \(U^0_k = \text{SVD}_{r_k}(M_k(\mathbf{Y}))\) for \(k = 1, \ldots, d + m\).

**Output:** \(\mathbf{Y} = \mathbf{Y} \times_{k=1}^{d+m} P U^0_k\).

**Algorithm 6** Sequentially Truncated High-order Singular Value Decomposition (ST-HOSVD)

**Input:** \(\mathbf{Y} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\), Tucker rank \(\mathbf{r} = (r_1, \ldots, r_{d+m})\).

1: Compute \(U^0_1 = \text{SVD}_{r_1}(M_1(\mathbf{Y}))\).

2: for \(k = 2, \ldots, d + m\) do

3: Compute \(U^0_k = \text{SVD}_{r_k}(M_k(\mathbf{Y} \times_{l=1}^{k-1} P U^0_l))\).

4: end for

**Output:** \(\mathbf{Y} = \mathbf{Y} \times_{k=1}^{d+m} P U^0_k\).

Different from the low-rank matrix projection, which can be efficiently and exactly computed via truncated SVD, performing low-rank tensor projection exactly, even for \(\mathbf{r} = 1\), can be NP-hard in general. We thus introduce the following quasi-projection property and the approximation constant \(\delta(d + m)\).

**Definition 3** (Quasi-projection of \(\mathcal{H}_r\) and Approximation Constant \(\delta(d + m)\)). Let \(P_{\mathcal{M}_r}(\cdot)\) be the projection map from \(\mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\) to the tensor space of Tucker rank at most \(\mathbf{r} := (r_1, \ldots, r_{d+m})\), i.e., for any \(\mathbf{Z} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\) and \(\tilde{\mathbf{Z}}\) of Tucker rank at most \(\mathbf{r}\), one always has \(\|\mathbf{Z} - \tilde{\mathbf{Z}}\|_F \geq \|\mathbf{Z} - P_{\mathcal{M}_r}(\mathbf{Z})\|_F\).

We say \(\mathcal{H}_r\) satisfies the quasi-projection property with approximation constant \(\delta(d + m)\) if \(\|\mathbf{Z} - \mathcal{H}_r(\mathbf{Z})\|_F \leq \delta(d + m)\|\mathbf{Z} - P_{\mathcal{M}_r}(\mathbf{Z})\|_F\) for any \(\mathbf{Z} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\).

It is known that T-HOSVD and ST-HOSVD satisfy the quasi-projection property.

**Proposition 3** (Quasi-projection property of T-HOSVD and ST-HOSVD (Chapter 10 in Hackbusch (2012))). T-HOSVD and ST-HOSVD satisfy the quasi-projection property with the approximation constant \(\delta(d + m) = \sqrt{d + m}\). That is for any \(\mathbf{Z} \in \mathbb{R}^{p_1 \times \cdots \times p_{d+m}}\),

\[\|\mathbf{Z} - \mathcal{H}_r(\mathbf{Z})\|_F \leq \sqrt{d + m}\|\mathbf{Z} - P_{\mathcal{M}_r}(\mathbf{Z})\|_F.\]

Here \(\mathcal{H}_r\) is either T-HOSVD or ST-HOSVD.

We note in the matrix setting by taking the rank \(r\) truncated SVD as the retraction operator, the approximation constant in Definition 3 is 1, and this fact is used in Corollary 1.
Additional Notation and Preliminaries

Let \( \mathbb{N} = \{0, 1, 2, \ldots \} \) be the set of natural numbers. For any \( \mathbf{U} \in \mathcal{O}_{p,r} \), we use \( \mathbf{U}^\perp \in \mathcal{O}_{p,p-r} \) to represent the orthonormal complement of \( \mathbf{U} \). The matricization operation \( \mathcal{M}_k(\cdot) \) unfolds an order-\( d \) tensor along mode \( k \) to a matrix, say \( \mathbf{A} \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) to \( \mathcal{M}_k(\mathbf{A}) \in \mathbb{R}^{p_k \times p_{-k}} \), where \( p_{-k} = \prod_{j \neq k} p_j \). Specifically, \( \mathcal{M}_k(\mathbf{A}) \in \mathbb{R}^{p_k \times p_{-k}} \),

\[
(\mathcal{M}_k(\mathbf{A}))_{[i_k,j]} = \mathbf{A}_{[i_1,\ldots,i_d]}, \quad j = 1 + \sum_{l=1}^{d} \left\{ (i_l - 1) \prod_{z=1 \atop z \neq k}^{l-1} p_z \right\}
\]  

for any \( 1 \leq i_l \leq p_l, l = 1, \ldots, d \). We also denote \( \mathcal{T}_k(\cdot) \) as the mode-\( k \) tensorization, i.e., the reverse operation of \( \mathcal{M}_k(\cdot) \): \( \mathcal{T}_k(\mathcal{M}_k(\mathbf{A})) = \mathbf{A} \) for any \( k = 1, \ldots, d \). The mode-\( k \) product of \( \mathbf{A} \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) with a matrix \( \mathbf{B} \in \mathbb{R}^{p_k \times p_k} \), denoted by \( \mathbf{A} \times_k \mathbf{B} \), is a \( p_1 \times \cdots \times p_k-1 \times r_k \times p_{k+1} \times \cdots \times p_d \)-dimensional tensor, defined as

\[
(\mathbf{A} \times_k \mathbf{B})_{[i_1,\ldots,i_{k-1},j,i_{k+1},\ldots,i_d]} = \sum_{i_k=1}^{p_k} \mathbf{A}_{[i_1,\ldots,i_d]} \mathbf{B}_{[j,i_k]}.
\]

The inner product \( \langle \cdot, \cdot \rangle \) of any two tensors is defined as \( \langle \mathbf{A}, \mathbf{B} \rangle = \sum_{i_1,\ldots,i_d} \mathbf{A}_{[i_1,\ldots,i_d]} \mathbf{B}_{[i_1,\ldots,i_d]} \). The following equality connects the tensor-product matrix and matricizations (Kolda, 2001, Section 4):

\[
\mathcal{M}_k(\mathbf{S} \times_1 \mathbf{U}_1 \times \cdots \times_d \mathbf{U}_d) = \mathbf{U}_k \mathcal{M}_k(\mathbf{S})(\mathbf{U}_d^\top \otimes \cdots \otimes \mathbf{U}_{k+1}^\top \otimes \mathbf{U}_{k-1}^\top \otimes \cdots \otimes \mathbf{U}_1^\top),
\]

where \( \otimes \) is the matrix Kronecker product. Recall the contracted tensor inner product is defined as follows

\[
\langle \mathbf{A}_i, \mathbf{X}^* \rangle_{[j_1,\ldots,j_m]} = \sum_{k_1=1}^{p_1} \mathbf{A}_{[k_1,\ldots,k_d]} \mathbf{X}^*_{[k_1,\ldots,k_d,j_1,\ldots,j_m]}.
\]

Next, we provide the explicit formulas for the tangent space of \( \mathcal{M}_r \) at \( \mathcal{X} \) Koch and Lubich (2010):

\[
T_{\mathcal{X}} \mathcal{M}_r = \left\{ \mathbf{B} \times_{k=1}^{d+m} \mathbf{U}_k + \sum_{k=1}^{d+m} \mathcal{T}_k(\mathbf{U}_k \mathcal{D}_k \mathbf{W}_k^\top) : \mathbf{B} \in \mathbb{R}^{r_1 \times \cdots \times r_d \times m}, \mathbf{D}_k \in \mathbb{R}^{(p_k-r_k) \times r_k}, \right\}
\]

\[
= \left\{ \mathbf{B} \times_{k=1}^{d+m} \mathbf{U}_k + \sum_{k=1}^{d+m} \mathbf{S} \times_k \mathbf{U}_k \mathcal{D}_k \times_{j \neq k} \mathbf{U}_j : \mathbf{B} \in \mathbb{R}^{r_1 \times \cdots \times r_d \times m}, \mathbf{D}_k \in \mathbb{R}^{(p_k-r_k) \times r_k}, \right\},
\]

where \( \mathcal{T}_k(\cdot) \) is the mode-\( k \) tensorization operator and \( \mathbf{W}_k \) is given in (4).

Proofs in Section 2

C.1 Proof of Lemma 1

Since \( \mathcal{M}_r \) is an embedded submanifold of \( \mathbb{R}^{p_1 \times \cdots \times p_d+m} \) and the Euclidean gradient of \( f \) in the ambient space is \( \nabla f(\mathbf{X}) = \mathcal{A}^*(\mathcal{A}(\mathbf{X}) - \mathbf{Y}) \), the result follows from (Absil et al., 2009, (3.37)).
Lemma 8.

In our objective (3), the RGN update \( \eta^{\text{RGN}} \in T_{X} \mathcal{M}_{r} \) should solve the following RGN equation (Absil et al., 2009, Chapter 8.4),

\[
- \text{grad} f(X') = P_{T_{X'}}(\mathcal{G}^{*}(\mathcal{G}(\eta^{\text{RGN}}))).
\]  

(22)

In view of the Riemannian Gauss-Newton equation in (22) and the Riemannian gradient in Lemma 1, to prove the claim, we only need to show

\[
P_{T_{X'}}(\mathcal{G}^{*}(\mathcal{G}(X' + \eta^{\text{RGN}}) - \mathcal{Y})) = 0.
\]  

(23)

From the optimality condition of the least squares problem \( \min_{\eta \in T_{X} \mathcal{M}_{r}} \frac{1}{2} \| \mathcal{Y} - \mathcal{G} P_{T_{X'}}(X' + \eta) \|_{2}^{2} \), we have

\[
P_{T_{X'}}(\mathcal{G}^{*}(\mathcal{G}(X' + \eta^{\text{RGN}}) - \mathcal{Y})) = P_{T_{X'}}(\mathcal{G}^{*}(\mathcal{G}(X' + \eta^{\text{RGN}}) - \mathcal{Y})) = 0.
\]

This finishes the proof.  

\[\blacksquare\]

D Proofs in Section 3

We begin by introducing a few preliminary results and then give the proof in subsections. The following lemma shows that any tensor in \( T_{X} \mathcal{M}_{r} \) is at most Tucker rank \( 2r \).

Lemma 7. [(Luo and Zhang, 2021, Lemma 1)] For any \( X \in \mathcal{M}_{r} \), any tensor \( Z \in T_{X} \mathcal{M}_{r} \) is at most Tucker rank \( 2r \).

The following lemma provides a user-friendly perturbation bound for singular subspaces under perturbation and is critical in our analysis.

Lemma 8. Let \( A \) be a rank \( r \) matrix in \( \mathbb{R}^{m \times n} \) with economic singular value decomposition (SVD) \( U \Sigma V^{T} \). Suppose \( B = A + Z \in \mathbb{R}^{m \times n} \) for some perturbation matrix \( Z \), and the top \( r \) truncated SVD of \( B \) is given as \( \hat{U} \hat{\Sigma} \hat{V}^{T} \). Then

\[
\max \left\{ \| \hat{U} \hat{U}^{T} - UU^{T} \|, \| \hat{V} \hat{V}^{T} - VV^{T} \| \right\} \leq \frac{2\|Z\|_{F}}{\sigma_{r}(A)}.
\]

Proof. First, notice \( \| \hat{U} \hat{U}^{T} - UU^{T} \| = \| \hat{U} [U] = \| \sin \Theta(\hat{U}, U) \| \) by (Golub and Van Loan, 2013, Theorem 2.5.1) and (Cai and Zhang, 2018, Lemma 1). This lemma is a special case of (Luo et al., 2021, Theorem 5).

Also for \( X \in \mathcal{M}_{r} \) and the projector \( P_{T_{X}}(\cdot) \) in (5), we let \( P_{(T_{X})_{\perp}}(Z) := Z - P_{T_{X}}(Z) \) be the orthogonal complement of the projector \( P_{T_{X}} \). The next lemma provides another useful upper bound which will be used frequently in our proof.

Lemma 9. \( X' \) is a Tucker rank \( r \) tensor and \( \mathcal{X}^{*} \) is a Tucker rank \( r^{*} \) tensor. Then

\[
\| P_{T_{X'}}(\mathcal{G}(P_{(T_{X'})_{\perp}}\mathcal{X}^{*})) \|_{F} \leq R_{2r + r^{*}}\| P_{(T_{X'})_{\perp}}\mathcal{X}^{*} \|_{F}.
\]

Proof. \[
\| P_{T_{X'}}(\mathcal{G}(P_{(T_{X'})_{\perp}}\mathcal{X}^{*})) \|_{F} = \sup_{Z: \|Z\|_{F} \leq 1} \langle P_{T_{X'}}(\mathcal{G}(P_{(T_{X'})_{\perp}}\mathcal{X}^{*})), Z \rangle
\]

\[
= \sup_{Z: \|Z\|_{F} \leq 1} \langle \mathcal{G}(P_{(T_{X'})_{\perp}}\mathcal{X}^{*}), P_{T_{X'}}(Z) \rangle
\]

\[
\leq \sup_{Z: \|Z\|_{F} \leq 1} R_{2r + r^{*}}\| P_{(T_{X'})_{\perp}}\mathcal{X}^{*} \|_{F}\| P_{T_{X'}}(Z) \|_{F}
\]

\[
\leq R_{2r + r^{*}}\| P_{(T_{X'})_{\perp}}\mathcal{X}^{*} \|_{F}.
\]
Here (a) is due to Lemma 13, $\langle P_{(T_x^s)^c}, \mathcal{X}^s, P_{(T_x^s)^c} (Z) \rangle = 0$, $P_{(T_x^s)^c}$ and $P_{(T_x^s)}$ are of Tucker rank at most $r^*$ and $2r$, respectively; (b) is because $\|P_{(T_x^s)}(Z)\|_F \leq \|Z\|_F \leq 1$. ■

Next, we begin the proof for the results in Section 3 one by one.

D.1 Proof of Proposition 1

To prove the statement, we need to show when $n \geq C(\sum_{i=1}^{d} (p_i - r_i) + \prod_{i=1}^{d} r_i) \log(d)/R_{r}^2$, for any tensor $Z$ of Tucker rank at most $r$, we have $(1 - R_r)\|Z\|_F^2 \leq \|\mathcal{A}(Z)\|_F^2 \leq (1 + R_r)\|Z\|_F^2$ holds with probability at least $1 - \exp(-c(\sum_{i=1}^{d} p_i))$.

Denote $Z^{(j_1, \ldots, j_m)} := Z_{[\ldots, j_1, \ldots, j_m]} \in \mathbb{R}^{p_{d+1} \times \cdots \times p_{d+m}}$ for any $j_1 \in [p_{d+1}], \ldots, j_m \in [p_{d+m}]$. Since $Z$ is of Tucker rank at most $r$ and $Z^{(j_1, \ldots, j_m)}$ can be rewritten as $Z \times_{d+1} e_{j_1} \cdots \times_{d+m} e_{j_m}$ where $e_i$ denotes the standard $i$-th base vector, we have $Z^{(j_1, \ldots, j_m)}$ is of Tucker rank at most $r' = (r_1, \ldots, r_d)$. Let us define another linear map $\mathcal{A}' : \mathbb{R}^{p_{d+1} \times \cdots \times p_{d+m}} \rightarrow \mathbb{R}^n$ such that $\mathcal{A}'(Z^{(j_1, \ldots, j_m)})[i] = \langle A_i, Z^{(j_1, \ldots, j_m)} \rangle$. It is easy to check $\|\mathcal{A}(Z)\|_F^2 = \sum_{j_1 \in [p_{d+1}]} \cdots \sum_{j_m \in [p_{d+m}]} \|\mathcal{A}'(Z^{(j_1, \ldots, j_m)})\|_2^2$.

On the other hand, following the same proof of (Rauhut et al., 2017, Theorem 2) by replacing their Lemma 2 with a tighter covering number for the low Tucker rank tensor space given in Lemma 15, we have when $n \geq C(\sum_{i=1}^{d} (p_i - r_i) + \prod_{i=1}^{d} r_i) \log(d)/R_{r}^2$, then with probability at least $1 - \exp(-c(\sum_{i=1}^{d} p_i))$, $(1 - R_r)\|Z\|_F^2 \leq \|\mathcal{A}'(Z')\|_2^2 \leq (1 + R_r)\|Z\|_F^2$ holds for any tensor $Z'$ of Tucker rank at most $r'$. So

$$(1 - R_r)\|Z\|_F^2 = (1 - R_r) \sum_{j_1, \ldots, j_m} \|Z^{(j_1, \ldots, j_m)}\|_F^2 \leq \sum_{j_1, \ldots, j_m} \|\mathcal{A}'(Z^{(j_1, \ldots, j_m)})\|_2^2$$

$$= \|\mathcal{A}(Z)\|_F^2 \leq (1 + R_r) \sum_{j_1, \ldots, j_m} \|Z^{(j_1, \ldots, j_m)}\|_F^2$$

$$= (1 + R_r)\|Z\|_F^2,$$

holds with probability at least $1 - \exp(-c(\sum_{i=1}^{d} p_i))$. This finishes the proof of this proposition. ■

D.2 Proof of Theorem 1

First notice the convergence result in the noiseless setting follows easily from the noisy setting by setting $\mathcal{E} = 0$. We prove the convergence result in the noisy case. Recall $\mathcal{X}^{t+0.5} = \mathcal{X}^t - \alpha_t P_{T_x^s} \mathcal{A}^s(\mathcal{A}(\mathcal{X}^t) - Y)$ where $\alpha_t = \|P_{T_x^s}(\mathcal{A}^s(\mathcal{A}(\mathcal{X}^t) - Y))\|_F^2 / \|\mathcal{A}^s(\mathcal{A}(\mathcal{X}^t) - Y)\|_F^2$ and
\( \mathbf{x}^{t+1} = H_r(\mathbf{x}^{t+0.5}) \). Then
\[
\|\mathbf{x}^{t+1} - \mathbf{x}^*\|_F \\
= \|H_r(\mathbf{x}^{t+0.5}) - \mathbf{x}^*\|_F \\
\leq \|H_r(\mathbf{x}^{t+0.5}) - \mathbf{x}^{t+0.5}\|_F + \|\mathbf{x}^{t+0.5} - \mathbf{x}^*\|_F \\
\overset{(a)}{\leq} \sqrt{d + m} \|P_{M_p}(\mathbf{x}^{t+0.5}) - \mathbf{x}^{t+0.5}\|_F + \|\mathbf{x}^{t+0.5} - \mathbf{x}^*\|_F \\
\overset{(b)}{=} (\sqrt{d + m} + 1) \|\mathbf{x}^{t+0.5} - \mathbf{x}^*\|_F \\
\overset{(c)}{=} (\sqrt{d + m} + 1) \|\mathbf{x}^t - \alpha_t P_{T_X^t} A^* (A(\mathbf{x}^t) - \mathcal{X}) - \mathbf{x}^*\|_F \\
\overset{(d)}{\leq} (\sqrt{d + m} + 1) \left( \|P_{(T_X^t)\perp}(\mathbf{x}^t - \mathbf{x}^*)\|_F + \|P_{T_X^t} \alpha_t P_{T_X^t} A^* (P_{T_X^t} A^* (\mathbf{x}^t - \mathbf{x}^*))\|_F \right) \\
+ \alpha_t \left( \|P_{T_X^t} A^* (P_{(T_X^t)\perp}(\mathbf{x}^t - \mathbf{x}^*))\|_F + \alpha_t \|P_{T_X^t} A^* (\mathcal{E})\|_F \right).
\]

here (a) is by the quasi-projection property of T-HOSVD and ST-HOSVD in Proposition 3; (b) is by the projection property of \(P_{M_p}(\cdot)\); (c) is because \(\mathcal{Y} = A(\mathbf{x}^*) + \mathcal{E}\); (d) is by triangle inequality.

Next, we bound (A1), (A2), (A3) and (A4) separately.

- \( (A1) = \|P_{(T_X^t)\perp}(\mathbf{x}^t - \mathbf{x}^*)\|_F = \|P_{(T_X^t)\perp}(\mathbf{x}^*)\|_F \overset{\text{Lemma } 3}{\leq} \frac{3}{\Delta} \frac{(d + m)\|\mathbf{x}^t - \mathbf{x}^*\|_F^2}{2} \).

- \( (A2) \leq \|P_{T_X^t} - \alpha_t P_{T_X^t} A^* A P_{T_X^t}\| \|\mathbf{x}^t - \mathbf{x}^*\|_F \\
\leq \|P_{T_X^t} - P_{T_X^t} A^* A P_{T_X^t}\| + \|P_{T_X^t} A^* A P_{T_X^t}\| \|\mathbf{x}^t - \mathbf{x}^*\|_F \\
\overset{(a)}{=} (R_{2r} + \frac{R_{2r}}{1 - R_{2r}} (1 + R_{2r})) \|\mathbf{x}^t - \mathbf{x}^*\|_F \\
= \frac{2R_{2r}}{1 - R_{2r}} \|\mathbf{x}^t - \mathbf{x}^*\|_F, \)

where (a) is because \(\|P_{T_X^t} A^* A P_{T_X^t}\| \leq 1 + R_{2r}\) by Lemma 5, \((1 + R_{2r})^{-1} \leq \alpha_t \leq (1 - R_{2r})^{-1} \implies |1 - \alpha_t| \leq R_{2r}/(1 - R_{2r})\) by the TRIP assumption on \(A\), and
\[
\|P_{T_X^t} - P_{T_X^t} A^* A P_{T_X^t}\| = \sup_{\mathcal{Z}: \|\mathcal{Z}\|_F = 1} \|P_{T_X^t} - P_{T_X^t} A^* A P_{T_X^t}(\mathcal{Z})\|_F = \sup_{\mathcal{Z}: \|\mathcal{Z}\|_F = 1} \|P_{T_X^t}(\mathcal{Z})\|_F^2 - \|A P_{T_X^t}(\mathcal{Z})\|_F^2 \\
\overset{(a')}{\leq} R_{2r} \sup_{\mathcal{Z}: \|\mathcal{Z}\|_F = 1} \|P_{T_X^t}(\mathcal{Z})\|_F^2 \leq R_{2r},
\]

where (a') is by the TRIP assumption on \(A\).

- \( (A3) = \|P_{T_X^t} A^* A P_{(T_X^t)\perp}(\mathbf{x}^*)\|_F \overset{\text{Lemma } 9}{\leq} R_{2r + r^*} \|P_{(T_X^t)\perp}(\mathbf{x}^*)\|_F \overset{\text{Lemma } 3}{\leq} \frac{3}{\Delta} \frac{(d + m)R_{2r + r^*}\|\mathbf{x}^t - \mathbf{x}^*\|_F^2}{2} \).

39
By plugging upper bounds of (A1) – (A4) into (24), we have
\[
\|\mathbf{X}^{t+1} - \mathbf{X}^*\|_F \leq \frac{2(\sqrt{d + m} + 1)}{1 - R_{2r}} \left( R_{2r} + \frac{1 + R_{2r} + r^* - R_{2r}}{\lambda} \right) \|\mathbf{X}^t - \mathbf{X}^*\|_F + \frac{\sqrt{d + m} + 1}{1 - R_{2r}} \|(\mathcal{A}^*(\mathbf{E}))_{\text{max}(2r)}\|_F.
\]

Next, based on (26), we show inductively that for all \( t \geq 0 \), (9) and \( \|\mathbf{X}^t - \mathbf{X}^*\|_F \leq \frac{R_{2r} \sqrt{(d + m)(1 + R_{2r} + r^* - R_{2r})}}{\lambda} \) hold. First, it is clear the statements are true when \( t = 0 \). Suppose now (9) and \( \|\mathbf{X}^{t_0} - \mathbf{X}^*\|_F \leq \frac{R_{2r} \sqrt{(d + m)(1 + R_{2r} + r^* - R_{2r})}}{\lambda} \) hold when \( t = t_0 \). Then
\[
\|\mathbf{X}^{t_0+1} - \mathbf{X}^*\|_F \leq \frac{4R_{2r}(\sqrt{d + m} + 1)}{1 - R_{2r}} \|\mathbf{X}^{t_0} - \mathbf{X}^*\|_F + \frac{\sqrt{d + m} + 1}{1 - R_{2r}} \|(\mathcal{A}^*(\mathbf{E}))_{\text{max}(2r)}\|_F
\]

(27)
\[
\leq \frac{1}{2} \|\mathbf{X}^{t_0} - \mathbf{X}^*\|_F + \frac{\sqrt{d + m} + 1}{1 - R_{2r}} \|(\mathcal{A}^*(\mathbf{E}))_{\text{max}(2r)}\|_F.
\]

Here (a) is based on (26) and the inductive assumption; (b) is because \( \frac{4R_{2r}(\sqrt{d + m} + 1)}{1 - R_{2r}} \leq 1/2 \) based on the assumption \( R_{2r} \leq \frac{1}{8(\sqrt{d + m} + 1)} \) and (c) is based on the inductive assumption.

Finally since \( \lambda \geq \frac{2(1 + R_{2r} + r^* - R_{2r}) \sqrt{(d + m)(d + m)}}{R_{2r}(d + m)(1 - R_{2r})} \|(\mathcal{A}^*(\mathbf{E}))_{\text{max}(2r)}\|_F \), and \( \|\mathbf{X}^{t_0} - \mathbf{X}^*\|_F \leq \frac{R_{2r} \sqrt{(d + m)(1 + R_{2r} + r^* - R_{2r})}}{\lambda} \), we have
\[
\|\mathbf{X}^{t_0+1} - \mathbf{X}^*\|_F \leq \frac{1}{2} \|\mathbf{X}^{t_0} - \mathbf{X}^*\|_F + \frac{\sqrt{d + m} + 1}{1 - R_{2r}} \|(\mathcal{A}^*(\mathbf{E}))_{\text{max}(2r)}\|_F \leq \frac{R_{2r}}{(d + m)(1 + R_{2r} + r^* - R_{2r}) \lambda}.
\]

This ends the induction and also finishes the proof of this theorem. ■

D.3 Proof of Theorem 2

Similar to the proof of Theorem 1, we just need to prove the convergence result in the noisy case.

First, the least squares in (8) can be viewed as an unconstrained least squares in the vector space \( T_{\mathcal{M}}\mathcal{M}_r \) and by Lemma 5, we know \( \mathbf{X}^{t+0.5} \) can be compactly written as \( \mathbf{X}^{t+0.5} =\)
\((P_{T_{X'}}, \mathbb{A}^1, \mathbb{A}^2 P_{T_{X'}})^{-1} P_{T_{X'}}, \mathbb{A}^1(\mathbb{Y})\) and it is unique. So
\[
\|X^{t+1} - X^*\|_F = \|H_F(X^{t+0.5}) - X^*\|_F \\
\leq \|H_F(X^{t+0.5}) - X^{t+0.5}\|_F + \|X^{t+0.5} - X^*\|_F \\
\leq \sqrt{d + m} \|PM_{M_F}(X^{t+0.5}) - X^{t+0.5}\|_F + \|X^{t+0.5} - X^*\|_F \\
\leq (\sqrt{d + m} + 1) \|X^{t+0.5} - X^*\|_F
\]
(a)
\[
= (\sqrt{d + m} + 1) \|P_{T_{X'}}\mathbb{A}^1, \mathbb{A}^2 P_{T_{X'}}\)^{-1} P_{T_{X'}}\mathbb{A}^1 (\mathbb{A}^1(\mathbb{X}^*) + \mathbb{E}) - \mathbb{X}^*\|_F
\]
(b)
\[
= (\sqrt{d + m} + 1) \|P_{T_{X'}}\mathbb{A}^1, \mathbb{A}^2 P_{T_{X'}}\)^{-1} P_{T_{X'}}\mathbb{A}^1 (\mathbb{A}^1(P_{T_{X'}})\mathbb{X}^*) + \mathbb{E}) - P_{T_{X'}}\mathbb{X}^*\|_F
\]
\[
\leq (\sqrt{d + m} + 1) \left( \|P_{T_{X'}}\mathbb{A}^1, \mathbb{A}^2 P_{T_{X'}}\)^{-1} P_{T_{X'}}\mathbb{A}^1 (\mathbb{A}^1(P_{T_{X'}})\mathbb{X}^*) + \mathbb{E})\|_F + \|P_{T_{X'}}\mathbb{X}^*\|_F \right)
\]
Lemma 5
\[
\leq 5 (\sqrt{d + m} + 1) \left( \frac{1}{1 - R_{2r}} \left( \|P_{T_{X'}}\mathbb{A}^1, \mathbb{A}^2 (P_{T_{X'}})\mathbb{X}^*\|_F + \|\mathbb{E}\|_{\text{max}(2r)} \right) \right)
\]
Lemma 9.3
\[
\leq 9.3 (\sqrt{d + m} + 1) \left( \frac{2(1 + R_{2r} + R_{2r})(d + m)}{(1 - R_{2r})\Delta} \|X^{t} - X^*\|_F^2 + \|\mathbb{E}\|_{\text{max}(2r)} \right)
\]
(28)
here (a) is by the quasi-projection property of T-HOSVD and ST-HOSVD in Proposition 3; (b) is by the projection property of \(PM_{M_F}(\cdot)\).
Denote \(\Delta := \sqrt{\frac{\Delta(\mathbb{A}^1(\mathbb{X}^*)_{\text{max}(2r)} \|_F}{2(d + m)(1 + R_{2r} + R_{2r})}}\). Notice, if \(\|X^{t} - X^*\|_F \geq \Delta\), (A1) dominates (A2) and if \(\|X^{t} - X^*\|_F \leq \Delta\), (A2) dominates (A1).
By (28), when \(\|X^{t} - X^*\|_F \geq \Delta\) we have the error shrinks in each iteration as
\[
\|X^{t+1} - X^*\|_F \leq (\sqrt{d + m} + 1) \left( \frac{4(1 + R_{2r} + R_{2r})(d + m)}{(1 - R_{2r})\Delta} \right) \|X^{t} - X^*\|_F^2
\]
We show by induction that when \(\|X^{t} - X^*\|_F \geq \Delta\), \(\|X^{t} - X^*\|_F \leq 2^{-t} \|X^0 - X^*\|_F\). This is true when \(t = 0\). Suppose it holds when \(t = t_0\), then
\[
\|X^{t_0+1} - X^*\|_F \leq (\sqrt{d + m} + 1) \left( \frac{4(1 + R_{2r} + R_{2r})(d + m)}{(1 - R_{2r})\Delta} \right) \|X^{t_0} - X^*\|_F^2
\]
(a)
\[
\leq (\sqrt{d + m} + 1) \left( \frac{4(1 + R_{2r} + R_{2r})(d + m)}{(1 - R_{2r})\Delta} \right) \cdot 2^{-t_0+1} \|X^0 - X^*\|_F^2
\]
(b)
\[
\leq 2^{-t_0+1} \|X^0 - X^*\|_F,
\]
where (a) is by the inductive assumption and (b) is due to the initialization condition. This finishes the induction.
When \(\|X^{t} - X^*\|_F \leq \Delta\), the iteration error satisfies
\[
\|X^{t+1} - X^*\|_F \leq \frac{2(\sqrt{d + m} + 1)}{1 - R_{2r}} \|\mathbb{E}\|_{\text{max}(2r)} \|_F.\]
Combining two phases, we have
\[
\|X^{t} - X^*\|_F \leq 2^{-t} \|X^0 - X^*\|_F + \frac{2(\sqrt{d + m} + 1)}{1 - R_{2r}} \|\mathbb{E}\|_{\text{max}(2r)} \|_F, \quad \forall t \geq 0.
\]
D.4 Proof of Theorem 3
First, simple computation yields
\[
0 \geq \| \mathbf{Y} - \mathcal{A}(\mathbf{X}) \|_F^2 - \| \mathbf{Y} - \mathcal{A}(\mathbf{X}^*) \|_F^2 = 2\langle \mathcal{A}^*(\mathbf{Y} - \mathcal{A}(\mathbf{X}^*)), \mathbf{X}^* - \mathbf{X} \rangle + \langle \mathcal{A}^*(\mathbf{X} - \mathbf{X}^*), \mathbf{X}^* - \mathbf{X} \rangle \\
= 2\langle \mathcal{A}^*(\mathbf{Y} - \mathcal{A}(\mathbf{X}^*)), \mathbf{X}^* - \mathbf{X} \rangle + \| \mathcal{A}(\mathbf{X} - \mathbf{X}^*) \|_F^2.
\]
(30)

Since \( \mathcal{A} \) satisfies 2r-TRIP, we have
\[
(1 - R_{2r})\| \mathbf{X} - \mathbf{X}^* \|_F^2 \leq \| \mathcal{A}(\mathbf{X} - \mathbf{X}^*) \|_F^2 \leq 2\langle \mathcal{A}^*(\mathbf{Y} - \mathcal{A}(\mathbf{X}^*)), \mathbf{X}^* - \mathbf{X} \rangle \\
= 2\langle \mathcal{A}^*(\mathbf{Y} - \mathcal{A}(\mathbf{X}^*)), \mathbf{X}^* - \mathbf{X} \rangle \\
= 2\| \mathbf{X} - \mathbf{X}^* \|_F \langle \mathcal{A}^*(\mathbf{Y}), \mathbf{X} - \mathbf{X}^* \rangle \\
\leq 2\| \mathbf{X} - \mathbf{X}^* \|_F \| \mathcal{A}^*(\mathbf{Y}) \|_F \| \mathbf{X} - \mathbf{X}^* \|_F \\
\leq 2\| \mathbf{X} - \mathbf{X}^* \|_F \| \mathcal{A}^*(\mathbf{Y}) \|_F \| \mathbf{X} - \mathbf{X}^* \|_F \tag{31}
\]
here (a) is because \( \mathbf{X} - \mathbf{X}^* \) is of Tucker rank at most 2r and Frobenius norm at most 1 and by definition \( \| \mathcal{A}^*(\mathbf{Y}) \|_F \) is equal to \( \sup_{\mathbf{Z}: \text{Tucker rank}(\mathbf{Z}) \leq 2r, \| \mathbf{Z} \|_F \leq \| \mathbf{Y} \|_F} \langle \mathbf{Z}, \mathcal{A}^*(\mathbf{Y}) \rangle \). The result follows from (31). ■

D.5 Proof of Theorem 4
We prove the two statements in Part 1 and Part 2 separately.

Part 1. The proof is based on a \( \epsilon \)-net argument. Let us first bound \( \| \mathcal{A}^*(\mathbf{Y}) \|_F \). Recall
\[
\| \mathcal{A}^*(\mathbf{Y}) \|_F := \sup_{\mathbf{U}_k \in \mathbb{O}_{pk,r_k}^d} \| \mathcal{A}^*(\mathbf{Y}) \times_{k=1}^{d+m} \mathbf{U}_k \|_F
\]
\[
= \sup_{\mathbf{S} \in \mathbb{R}^{r_1 \times \cdots \times r_d \times m}, \| \mathbf{S} \|_F \leq 1} \langle \mathcal{A}^*(\mathbf{Y}), \mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k \rangle \\
= \sup_{\mathbf{S} \in \mathbb{R}^{r_1 \times \cdots \times r_d \times m}, \| \mathbf{S} \|_F \leq 1} \langle \mathcal{A}^*(\mathbf{Y}), \mathbf{S} \times_{k=1}^{d+m} \mathbf{Q}_k \rangle \tag{32}
\]

Since \( \mathbf{E}_i \) has i.i.d. \( N(0, \frac{\sigma^2}{n}) \) entries, for any fixed \( \mathbf{S} \) with \( \| \mathbf{S} \|_F \leq 1 \), and \( \{ \mathbf{U}_k \in \mathbb{O}_{pk,r_k} \times_{k=1}^{d+m} \), condition on \( \mathcal{A} \), we have
\[
\langle \mathcal{A}^*(\mathbf{Y}), \mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k \rangle \bigg| \mathcal{A} = \langle \mathbf{E}, \mathcal{A}(\mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k) \rangle \bigg| \mathcal{A} \sim N(0, \frac{\tau^2\sigma^2}{n}),
\]
where \( \tau^2 = \| \mathcal{A}(\mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k) \|_F^2 \). Thus, by the tail bound for Gaussian random variable (see (Wainwright, 2019, Chapter 2.1.2)), we have
\[
P \left( \left\langle \mathcal{A}^*(\mathbf{Y}), \mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k \right\rangle \geq t \bigg| \mathcal{A} \right) \leq \exp \left( -\frac{nt^2}{2\tau^2\sigma^2} \right). \tag{33}
\]
When \( n \geq C(\sum_{i=1}^d (p_i - r_i) r_i + \prod_{i=1}^d r_i) \log(d) \), by Proposition 1, \( \mathcal{A} \) satisfies TRIP with probability at least \( 1 - \exp(-c\rho) \) and denote the event that \( \mathcal{A} \) satisfies the TRIP property as \( A \). So under \( A \), \( \tau^2 \leq c\| \mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k \|_F^2 \leq c \) for some \( c > 0 \) and
\[
P \left( \left\langle \mathcal{A}^*(\mathbf{Y}), \mathbf{S} \times_{k=1}^{d+m} \mathbf{U}_k \right\rangle \geq t \bigg| \mathcal{A} \right) \leq \exp \left( -\frac{nt^2}{2c\sigma^2} \right). \tag{34}
\]
By (Zhang and Xia, 2018, Lemma 7), we can construct an $\epsilon$-net $(0 < \epsilon < 1)$ \(\{S^{(1)}, \ldots, S^{(N_S)}\}\) for \(\{S' \in \mathbb{R}^{r_1 \times \cdots \times r_{d+m}} : \|S'\|_F \leq 1\}\) such that

\[
\sup_{S' : \|S'\|_F \leq 1} \min_{1 \leq i \leq N_S} \|S' - S^{(i)}\|_F \leq \epsilon
\]

with \(N_S \leq (\frac{3}{4})^{d+m} r_i\).

At the same time, by (Szarek, 1982, Proposition 8), for each \(k = 1, \ldots, d + m\), we can construct an \(\epsilon\)-net \(\{U^{(1)}_k, \ldots, U^{(N_k)}_k\}\) on the Grassmann manifold of \(r_k\)-dimensional subspaces in \(\mathbb{R}^{p_k}\) with the metric \(d(U_1, U_2) = \|U_1U_1^T - U_2U_2^T\|\) such that

\[
\sup_{U_k \in \Omega_{p_k, r_k}} \min_{1 \leq i \leq N_k} d(U_k, U_k^{(i)}) \leq \epsilon
\]

with \(N_k \leq (\frac{c_0}{\epsilon^2})^{r_k(p_k - r_k)}\) for some absolute constant \(c_0 > 0\).

Suppose

\[
(S^*, \{U^{*, (d+m)}_k\}_{k=1}^{d+m}) = \arg \max_{S \in \mathbb{R}^{r_1 \times \cdots \times r_{d+m}}, \|S\|_F \leq 1} \left\langle \mathcal{A}^*(\mathcal{E}), S \times_{k=1}^{d+m} U_k \right\rangle
\]

and denote \(T := \left\langle \mathcal{A}^*(\mathcal{E}), S^* \times_{k=1}^{d+m} U^*_k \right\rangle = \|\mathcal{A}^*(\mathcal{E})\|_{\max(\mu)}\|_F\). For \(k \in [d + m]\), we can find \(U_k^{(i_k)}\) in the corresponding \(\epsilon\)-net such that \(d(U_k^{(i_k)}, U_k^*) \leq \epsilon\). Let \(O_k = \arg \min_{U \in \Omega_{p_k, r_k}} \|U^* - U_k^{(i_k)}\|\).

By (Cai and Zhang, 2018, Lemma 1), we have \(\|U_k^*O_k - U_k^{(i_k)}\| \leq \sqrt{2}\|U_k^* - U_k^{(i_k)}\| \leq \sqrt{2}\epsilon\). Denote \(\bar{S} = S^* \times_{k=1}^{d+m} O_k\) and let \(S^{(i_0)}\) be the one in the core tensor \(\epsilon\)-net such that \(\|S^{(i_0)} - \bar{S}\|_F \leq \epsilon\). Thus

\[
\left\langle \mathcal{A}^*(\mathcal{E}), \bar{S} \times_{k=1}^{d+m} U^*_k O_k \right\rangle - \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle
\]

\[
= \left\langle \mathcal{A}^*(\mathcal{E}), (\bar{S} - S^{(i_0)}) \times_{k=1}^{d+m} U^*_k \right\rangle + \sum_{k=1}^{d+m} \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{j<k} U^{(i_j)} \times_{k} (U^*_k O_k - U^{(i_k)}_{i_k}) \times_{j>k} U^*_j O_j \right\rangle
\]

\[
\leq (\sqrt{2}(d + m) + 1)\epsilon T.
\]

So for \(\epsilon < 1/(2(\sqrt{2}(d + m) + 1))\) we have

\[
T = \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle + T - \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle
\]

\[
= \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle + \left\langle \mathcal{A}^*(\mathcal{E}), \bar{S} \times_{k=1}^{d+m} U^*_k O_k \right\rangle - \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle
\]

\[
\leq \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle + T/2.
\]

This implies \(T \leq 2 \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle\).

Then by union bound, we have

\[
P(T \geq t | A) \leq \mathbb{P} \left( \max_{i_0, i_1, \ldots, i_d} \left\langle \mathcal{A}^*(\mathcal{E}), S^{(i_0)} \times_{k=1}^{d+m} U^*_k \right\rangle \geq t/2 | A \right) \leq \left( N_S \prod_{i=1}^{d+m} N_i \right) \exp(-\frac{nt^2}{2c_0^2}) = \exp(C \cdot df - nt^2/(2c_0^2)),
\]
where \( df = \sum_{i=1}^{d+m} r_i (p_i - r_i) + \prod_{i=1}^{d+m} r_i \). Notice here \( C \) will depend on \( d, m \) and for simplicity we omit them here. So we have \( \mathbb{P}(T \geq c \sqrt{\frac{df}{n}} \sigma | A) \leq \exp(-c' \cdot df) \). Overall,

\[
\mathbb{P}(T \leq c \sqrt{\frac{df}{n}} \sigma) \geq \mathbb{P}(A) \mathbb{P}(T \leq t | A) \geq (1 - \exp(-c' \cdot df))(1 - \exp(-c_1 p)) \geq 1 - \exp(-cp).
\]

Now to bound \( \| (\mathcal{A}^* (\mathcal{E}))_{\max(2r)} \|_F \), we just need to replace \( r \) by \( 2r \) in the bound for \( T \) and up to a constant (depending on \( d \) and \( m \) only), the same upper bound for \( T \) holds for \( \| (\mathcal{A}^* (\mathcal{E}))_{\max(2r)} \|_F \).

Combining the upper bound of \( \| (\mathcal{A}^* (\mathcal{E}))_{\max(2r)} \|_F \) with Theorem 3, we have given event \( A \), \( \| \hat{X} - X^* \|_F \geq ct \) happens with probability at most \( \exp(-nt^2/(2c^2)) \) for \( t \geq c' \sigma \sqrt{\frac{df}{n}} \). Thus

\[
\mathbb{E}(\| \hat{X} - X^* \|_F | A) \leq \sqrt{\mathbb{E}(\| \hat{X} - X^* \|_F^2 | A)} = \sqrt{\sum_{0}^{\infty} \mathbb{P}(\| \hat{X} - X^* \|_F^2 \geq t | A) dt}
\]

\[
= \sqrt{\sum_{0}^{\infty} \mathbb{P}(\| \hat{X} - X^* \|_F^2 \geq t | A) dt + \sum_{a}^{\infty} \mathbb{P}(\| \hat{X} - X^* \|_F \geq \sqrt{t} | A) dt}
\]

\[
\leq \sqrt{a + \sum_{a}^{\infty} \exp(-nt/(2c^2)) dt}
\]

\[
\leq C \sqrt{\frac{df}{n}}.
\]

So \( \mathbb{E}(\| \hat{X} - X^* \|_F) \leq C \sigma \sqrt{\frac{df}{n}} \). This finishes the proof for part 1.

**Part 2.** Suppose we can find a set of \( \{ \mathcal{X}^i \}_{i=1}^{N} \in \mathcal{F}_{p,r} \) such that \( \min_{i \neq j} \| \mathcal{X}^i - \mathcal{X}^j \|_F \geq s \), by the standard argument of reducing the problem of providing a minimax risk lower bound to lower bounding the probability of error in a multiple hypothesis testing problem (Tsybakov, 2009, Chapter 2), we have

\[
\inf_{\hat{X}} \sup_{X \in \mathcal{F}_{p,r}} \mathbb{E} \| \hat{X} - X \|_F \geq \frac{s}{2} \inf_{\hat{X}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{P} \{ \hat{X} \neq \mathcal{X}^i \}.
\]

We will use Fano’s Lemma to lower bound the right hand side of (36). Before that, let us first compute the Kullback-Leibler (KL) divergence between two different distributions in our setting. For \( i = 1, \ldots, N \), let \( Q^i \) denotes the conditional distribution of \( Y \) given \( \mathcal{A} \) and \( \mathcal{X}^* = \mathcal{X}^i \). Suppose \( Y \sim Q^i \), for \( j \in [p_{d+1}], \ldots, j_m \in [p_{d+m}] \), let \( Y^{(j_1, \ldots, j_m)} := (Y_{[j_1, \ldots, j_m]}, \ldots, Y_{[j_1, \ldots, j_m]})^\top \in \mathbb{R}^n \) and \( \mathcal{E}^{(j_1, \ldots, j_m)} \) be defined in the same way. In addition, let \( X^{i(j_1, \ldots, j_m)} := X^{i(j_1, \ldots, j_m)} \in \mathbb{R}^{p_{d+m}} \) and define \( \mathcal{A}^i : \mathbb{R}^{p_1 \times \cdots \times p_d} \rightarrow \mathbb{R}^n \) such that \( (\mathcal{A}^i(X^{i(j_1, \ldots, j_m)}))[k] = \langle X^{i(j_1, \ldots, j_m)}, A_k \rangle \) where \( \{ A_k \}_{k=1}^{n} \) are the same set of tensor covariates given in \( \mathcal{A} \). Thus, we have \( Y^{(j_1, \ldots, j_m)} = \mathcal{A}^i(X^{i(j_1, \ldots, j_m)}) + \mathcal{E}^{(j_1, \ldots, j_m)} \) and denote \( Q^i(j_1, \ldots, j_m) \) as the conditional distribution of \( Y^{(j_1, \ldots, j_m)} \) condition on \( \mathcal{A} \) and \( \mathcal{X}^* = \mathcal{X}^i \). Condition on \( \mathcal{A} \), \( Y^{(j_1, \ldots, j_m)} \) are independent for different \( j_1, \ldots, j_m \)'s. Due to the Gaussian ensemble design we assume, i.e., \( \mathcal{E} \) has i.i.d. \( N(0, \sigma^2/n) \) entries, and the linear regression model we have on \( Y^{(j_1, \ldots, j_m)} \), the KL divergence between \( Q^1 \) and \( Q^2 \), denoted by KL(Q^1 || Q^2), can be computed as
then by the Fano’s Lemma, e.g., see (Wainwright, 2019, Chapter 15.3.2), we have

\[
\frac{s}{2} \inf \frac{1}{N} \sum_{i=1}^{N} \mathbb{P}_{X} (\hat{X} \neq X^i) = \frac{s}{2} \inf \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}_{\mathcal{A}} (\mathbb{P}_{X} (\hat{X} \neq X^i | \mathcal{A})) \\
\geq \frac{s}{2} \mathbb{E}_{\mathcal{A}} \inf \frac{1}{N} \sum_{i=1}^{N} (\mathbb{P}_{X} (\hat{X} \neq X^i | \mathcal{A})) \\
\geq \frac{s}{2} \mathbb{E}_{\mathcal{A}} \left( 1 - \frac{\max_{i_1 \neq i_2} KL(Q^{i_1}||Q^{i_2}) + \log 2}{\log N} \right) \\
\geq \frac{s}{2} \mathbb{E}_{\mathcal{A}} \left( 1 - \frac{\max_{i_1 \neq i_2} \sum_{j=1}^{n} \sum_{j_1, \ldots, j_m} (X^{i_1(j_1, \ldots, j_m)} - X^{i_2(j_1, \ldots, j_m)})^2_F + \log 2}{\log N} \right) \\
= \frac{s}{2} \left( 1 - \frac{\max_{i_1 \neq i_2} \sum_{i_1 \neq i_2} (X^{i_1} - X^{i_2})^2_F + \log 2}{\log N} \right),
\]

(38)

here (a) is because of (37) and \(\mathcal{A}_i\) has i.i.d. \(N(0,1/n)\) entries.

Next, we consider two constructions for the sets of \(\{X^i\}_{i=1}^{N}\) so that we can have a proper lower bound for \(\min_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F\) and a proper upper bound for \(\max_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F\).

**Construction 1.** For \(k = 1, \ldots, d + m\), pick \(U_k \in \mathbb{O}_{p_k \times p_k}\). Given any \(\delta > 0\) and \(\min_i r_i \geq C'\), by a slight modified version of (Agarwal et al., 2012, Lemma 5), we can construct a set of \(r_1 \times \cdots \times r_{d+m}\) full Tucker rank tensors \(\{S^{(i)}, \ldots, S^{(N_0)}\}\) with cardinality \(N_0 \geq \exp(\sum_{i=1}^{d+m} r_i/128)\) such that: (1) \(\|S^{(i)}\|_F = \delta\) holds for all \(i = 1, \ldots, N_0\), (2) \(\|S^{(i)} - S^{(i')}\|_F \geq \delta\) for all \(i_1, i_2 \in [N_0], i_1 \neq i_2\). Let \(X^i = S^{(i)} \times_{k=1}^{d+m} U_k\) for \(i \in [N_0]\) and clearly \(X^i \in \mathcal{F}_{p,r}\).

For this set, we have

\[
\max_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F \leq \max_{i_1 \neq i_2} (\|X^{i_1}\|_F + \|X^{i_2}\|_F) = 2\delta, \\
\min_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F = \min_{i_1 \neq i_2} \|S^{(i_1)} - S^{(i_2)}\|_F \times_{k=1}^{d+m} U_k \|_F \geq \delta.
\]

Plug in the results in (39) into (36) and (38), we have

\[
\inf \sup \mathbb{E} \|\hat{X} - X\|_F \geq \delta \left( 1 - \frac{2n\delta^2/\sigma^2 + \log 2}{c_1 \prod_{i=1}^{d+m} r_i} \right) \geq c \sqrt{\frac{\prod_{i=1}^{d+m} r_i}{n}} \sigma,
\]

(40)

where in (a) we pick \(\delta^2\) to be \(c' \frac{\prod_{i=1}^{d+m} r_i}{n} \sigma^2\) for some \(c' > 0\).

**Construction 2.** Let \(S \in \mathbb{R}^{r_1 \times \cdots \times r_{d+m}}\) be a fixed core tensor of full Tucker rank such that

\[
c\lambda \leq \min_i \sigma_i(M_i(S)) \leq \max_i \sigma_1(M_i(S)) \leq C\lambda,
\]
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for some $c, C, \lambda > 0$. For $k = 1, \ldots, d + m$, pick $U_k \in \mathbb{O}_{p_k, r_k}$.

Let us first focus on mode-1. Consider the metric space $(\mathcal{G}_{p_1, r_1}, d(\cdot, \cdot))$, where $\mathcal{G}_{p_1, r_1}$ denotes the Grassmann manifold of $r_1$ dimensional subspaces in $\mathbb{R}^{p_1}$ and $d(U_1, U_2) = \|U_1 U_1^T - U_2 U_2^T\|_F$. Consider the following ball of radius $\epsilon > 0$ and centered at $U_1$:

$$B(U_1, \epsilon) = \{U' \in \mathbb{O}_{p_1, r_1} : d(U', U_1) \leq \epsilon\}.$$ 

By (Cai et al., 2013, Lemma 1), for $0 < \alpha < 1$ and $0 < \epsilon \leq 1$, there exists $U_1^{(1)}, \ldots, U_1^{(N_1)} \in B(U_1, \epsilon)$ such that $\min_{1 \leq i < j \leq N_1} d(U_1^{(i)}, U_1^{(j)}) \geq \alpha$ with $N_1 \geq (c_0/\alpha)^{r_1(p_1 - r_1)}$ for some absolute constant $c_0$.

Let $O_i = \arg\min_{O \in \mathcal{O}_{r_1}} \|U_1^{(i)} - U - U_1\|_F$ and let $U_1^{(i)} = U_1^{(i)} O_i$ for $i = 1, \ldots, N_1$. By (Cai and Zhang, 2018, Lemma 1), we have $\|U_1^{(i)} - U_1\|_F \leq d(U_1^{(i)}, U_1) \leq \epsilon$ for all $i \in [N_1]$. We then construct $X' = S \times_1 U_1^{(i)} \times_{d + m} U_k$ for $i \in [N_1]$. For this set, we have

$$\max_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F \leq \max_{i_1 \neq i_2} \|S \times_1 (U_1^{(i_1)} - U_1^{(i_2)}) \times_{d + m} U_k\|_F$$

$$\leq \max_{i_1 \neq i_2} (\|S \times_1 (U_1^{(i_1)} - U_1) \times_{d + m} U_k\|_F + \|S \times_1 (U_1^{(i_2)} - U_1) \times_{d + m} U_k\|_F)$$

$$\leq 2C \epsilon \lambda,$$

$$\min_{i_1 \neq i_2} \|X^{i_1} - X^{i_2}\|_F = \min_{i_1 \neq i_2} \|S \times_1 (U_1^{(i_1)} - U_1^{(i_2)}) \times_{d + m} U_k\|_F$$

$$\geq \min_{i_1 \neq i_2} \min_{O \in \mathcal{O}_{r_1}} \|S \times_1 (U_1^{(i_1)} - U_1^{(i_2)} O) \times_{d + m} U_k\|_F \geq c \alpha \epsilon \lambda / \sqrt{2}.$$  

(41)

Here (a) is because $\min_{O \in \mathcal{O}_{r_1}} \|U_1^{(i_1)} - U_1^{(i_2)} O\|_F \geq d(U_1^{(i_1)}, U_1^{(i_2)}) / \sqrt{2}$ by (Cai and Zhang, 2018, Lemma 1) and $d(U_1^{(i_1)}, U_1^{(i_2)}) = d(U_1^{(i_1)}, U_2^{(i_2)}) \geq \alpha \epsilon$.

Plug (41) into (36) and (38), we have

$$\inf_{\hat{X}} \sup_{X \in \mathcal{F}_{p,r}} \mathbb{E}[\|\hat{X} - X\|_F] \geq \frac{c \alpha \epsilon \lambda}{2 \sqrt{2}} \left(1 - \frac{C n \epsilon^2 \lambda^2 / \sigma^2 + \log 2}{\log(c_0/\alpha) r_1 (p_1 - r_1)} \right) \geq c_1 \sqrt{\frac{r_1 (p_1 - r_1)}{n}}$$

(42)

where in (a) we pick $\epsilon^2$ to be $c' \epsilon (p_1 - r_1)^2 / \lambda^2$, $\alpha = (c_0 \wedge 1) / 8$.

We can apply similar procedures on modes 2 to $(d + m)$ and get

$$\inf_{\hat{X}} \sup_{X \in \mathcal{F}_{p,r}} \mathbb{E}[\|\hat{X} - X\|_F] \geq c \sqrt{\frac{\sum_{k=1}^{d+m} r_k (p_k - r_k)}{n}} \sigma.$$  

(43)

Combining it with (40), we obtain the full minimax risk lower bound.

**E** Proofs in Section 4

**E.1** Proof of Theorem 5

Denote $\tilde{\sigma}^2 = \|A\|_2^2 + \sigma^2$. We first check the condition required for applying Theorem 9. Recall $\tilde{U}_k^0 = \text{SVD}_{R_k}(M_k(\phi^*(y)))$ and let $\hat{U}_k^0 = [\tilde{U}_k^0 \hat{U}_k^0]$ where $\hat{U}_k^0$ is composed of the first $r_k^*$ columns of $\tilde{U}_k^0$ and $\tilde{U}_k^0$ contains the remaining $(r_k - r_k^*)$ columns of $\tilde{U}_k^0$. By the proof of (Zhang et al., 2020,
Theorem 4, step 1), we have with probability at least $1 - \frac{p}{2^C}$ for some $C > 0$ such that when $n \geq c(d)(\|X\|^2_F + \sigma^2)\left(\prod_{i=1}^dp_i\right)^{1/2} + \frac{\tilde{p}}{\Delta}$, we have

$$\left\|\sin \Theta(U^0_k, U_k)\right\| = \left\|U^0_k U_k\right\| \leq \sqrt{\frac{p_k}{n\sigma}} + \left(\prod_{i=1}^dp_i\right)^{1/2}\sigma^2/n \leq \frac{\sqrt{2}}{2}. \quad (44)$$

Moreover,

$$\left\|U^0_k U_k\right\| = \left\|(I - P_{U^0_k})U_k\right\| = \left\|(I - P_{U^0_k})(I - P_{U^0_k})U_k\right\| \leq \left\|(I - P_{U^0_k})U_k\right\| = \left\|U^0_k U_k\right\| \leq \frac{\sqrt{2}}{2}. \quad (45)$$

Consider applying Theorem 9 in our setting, we have $\mathcal{T} = X^*$, $\tilde{\mathcal{T}} = \mathcal{A}^*(y)$ and $\mathcal{Z} = \mathcal{A}^*(y) - X^* = \mathcal{A}^*(\mathcal{X}^*) - X^* + \mathcal{A}^*(\epsilon)$. With probability at least $1 - \exp(-c\eta^2)$, we have

$$\left\|Z_{\text{max}(r)}\right\|_F = \sup_{U_k \in \mathcal{G}_{P_k,R_k}, k=1,...,d} \left\|Z \times_{k=1}^d P_{U_k}\right\|_F = \sup_{U_k \in \mathcal{G}_{P_k,R_k}, \|\mathcal{W}\|_F \leq 1} \left\langle Z \times_{k=1}^d P_{U_k}, \mathcal{W}\right\rangle = \sup_{U_k \in \mathcal{G}_{P_k,R_k}, \|\mathcal{W}\|_F \leq 1} \left\langle Z, \mathcal{W} \times_{k=1}^d P_{U_k}\right\rangle \leq \sup_{U_k \in \mathcal{G}_{P_k,R_k}, \|\mathcal{W}\|_F \leq 1} \left\langle \mathcal{A}^*(\mathcal{X}^*) - X^*, \mathcal{W} \times_{k=1}^d P_{U_k}\right\rangle + \sup_{U_k \in \mathcal{G}_{P_k,R_k}, \|\mathcal{W}\|_F \leq 1} \left\langle \mathcal{A}^*(\epsilon), \mathcal{W} \times_{k=1}^d P_{U_k}\right\rangle.$$

By Lemma 13, Theorem 4, Proposition 1 and $R_{2r}\|X^*\|_F + c\sigma\sqrt{\prod_{i=1}^d r_i} + \prod_{i=1}^d r_i/n$, we have

$$\left\|Z_{\text{max}(r)}\right\|_F \leq c\Lambda. \quad \text{Thus by Theorem 9, we have the output of the algorithm satisfies}

$$\left\|X^0 - X^*\right\|_F \leq c'(d)\left\|Z_{\text{max}(r)}\right\|_F \leq c\Lambda$$

as long as $n \geq c(d)\left(\left\|X^*\right\|^2_F + \sigma^2\right)\left(\prod_{i=1}^dp_i\right)^{1/2} + \frac{\tilde{p}}{\Delta}\left(\prod_{i=1}^dp_i\right)^{1/2} + \sum_{i=1}^d(p_i - r_i) + \prod_{i=1}^d r_i\right)$. For sufficiently large $c(d)$.

Since $\left\|(\mathcal{A}^*(\epsilon))_{\text{max}(2r)}\right\|_F \leq c\sigma\sqrt{df/n}$ by Theorem 4, when $\Lambda < c_1\sigma\sqrt{df/n}$, the estimator is already optimal after initialization, no further refinement is needed. If $\Lambda > c_1\sigma\sqrt{df/n}$, TRIP holds for $n$ indicated in the proposition, then by Theorem 1, after $t_{\text{max}} \geq \left\lceil \frac{\Delta V}{c_1(d)\sigma^2}\right\rceil$, we have $\left\|X^*_{\text{max}} - X^*\right\|_F < c_3(d)\sigma\sqrt{\frac{df}{n}}$. Similar argument applies to the study of RGN.]

E.2 Proof of Theorem 6

Since $A$ is a $n$-by-$p_1$ matrix with i.i.d. $N(0, 1/n)$ entries and $n \geq C p_1$, we have the $R_A$ factor of the QR decomposition of $A$ has the spectrum bound

$$1 - c \leq \sigma_{\min}(R_A) \leq \sigma_{\max}(R_A) \leq 1 + c \quad (46)$$
for some $1 > c > 0$ with probability at least $1 - \exp(-cp_1)$ by the standard random matrix theory, see (Vershynin, 2010, Corollary 5.35).

Let $\bar{\mathbf{Y}} := \mathbf{Y} \times_1 Q_A^\top \mathbf{X}^* \times_1 \mathbf{R}_A + \bar{\mathbf{E}}$ where $\bar{\mathbf{E}} = \mathbf{E} \times_1 Q_A^\top$ has i.i.d. $N(0, \sigma^2/n)$ entries. Denote $\mathbf{X}^* := \mathbf{X}^* \times_1 \mathbf{R}_A$, and its Tucker decomposition as $\bar{S} \times_{i=1}^{d+1} \bar{U}_i$, we have $(1 + c)\downarrow \geq (1 - c)\downarrow$. Let $\bar{U}_k^0 = [\bar{U}_k^0\bar{U}_k^{0\top}]$ where $\bar{U}_k^0$ is composed of the first $r_k^*$ columns of $\bar{U}_k^0$ and $\bar{U}_k^0$ contains the remaining $(r_k - r_k^*)$ columns of $\bar{U}_k^0$. By the proof of Theorem 1 in Zhang and Xia (2018), we have for the sample size indicated in proposition, with probability at least $1 - \exp(-cp)$, the following inequalities hold for $k = 1, \ldots, d$: \[
\|\sin \Theta(\bar{U}_k^0, U_k)\| = \|\bar{U}_k^{0\top} U_k\| \leq \frac{\sigma \sqrt{p_k}}{\downarrow \sqrt{n}} + \frac{(\prod_{k=1}^{d+1} p_k)^{1/2}\sigma^2}{\downarrow^2 n} \leq \frac{\sqrt{2}}{2}.
\] (47)

Moreover, \[
\|\bar{U}_k^{0\top} U_k\| = \|(I - P_{U_k^0}) U_k\| \leq \|I - P_{U_k^0}\| \|U_k\| = \|\bar{U}_k^{0\top} U_k\| \leq \frac{\sqrt{2}}{2}.
\]

Consider applying Theorem 9 in our setting, we have $\mathbf{T} = \bar{\mathbf{X}}^*$, $\tilde{\mathbf{T}} = \bar{\mathbf{Y}}$ and $\mathbf{Z} = \bar{\mathbf{Y}} - \bar{\mathbf{X}}^* = \bar{\mathbf{E}}$. Moreover, by a similar proof of Theorem 4 part I, we have $\|\mathbf{Z}_{\max(r)}\| \leq c\sigma \sqrt{\mathbf{df}/n}$ for some $C > 0$ with probability at least $1 - \exp(-cp)$. So when $n$ satisfies the condition indicated in the proposition, we have $\|\mathbf{Z}_{\max(r)}\| \leq c\lambda'$. Thus by Theorem 9, we have for the output of OHOOI, $\bar{\mathbf{X}}^0$, satisfies \[
\|\bar{\mathbf{X}}^0 - \bar{\mathbf{X}}^*\| \leq c'(d)\|\mathbf{Z}_{\max(r)}\| \leq c\lambda' \leq C\lambda.
\]
So \[
\|\mathbf{X}^0 - \mathbf{X}^*\| \leq \|\bar{\mathbf{X}}^0 - \bar{\mathbf{X}}^*\| \times_1 \mathbf{R}_A \leq c\|\bar{\mathbf{X}}^0 - \bar{\mathbf{X}}^*\| \leq C'\lambda.
\]
Since $\|\left(\mathbf{A}\mathbf{X}^*(\mathbf{E})\right)_{\max(2r)}\| \leq \|\mathbf{A}\mathbf{X}^*(\mathbf{E})\| \leq \|\mathbf{E}\times_1 \mathbf{A}\|_{\max(2r)} \leq c\sigma \sqrt{\mathbf{df}/n}$, when $\downarrow \geq c\sigma \sqrt{\mathbf{df}/n}$, the initialization is already optimal, no further refinement is needed. If $\downarrow \geq c\sigma \sqrt{\mathbf{df}/n}$, we consider the local refinement. By the spectral bounds in (46) for $\mathbf{A}$, following a similar proof of Proposition 1, we have TRIP holds for $\mathbf{A}\mathbf{X}^*(\mathbf{E})$ holds with probability at least $1 - \exp(-cp_1)$ when $n \geq Cp_1$. Then by Theorem 1, after $t_{\max} \geq \log\left(\frac{\lambda\sqrt{\mathbf{df}}}{c_1(d)\sigma}\right)$, we have $\|\mathbf{X}^\text{t_{\max}} - \mathbf{X}^*\| \leq c_3(d)\sigma \sqrt{\mathbf{df}/n}$.

Similar argument applies to the study of RGN.

E.3 Proof of Theorem 7

Let $\mathbf{Q}_0 \in \mathbb{R}^{p_1 \times (r+r^*)}$ be the orthogonal matrix spans the column spaces of $\mathbf{X}^0$ and $\mathbf{X}^*$. Since \[
\|\mathbf{X}^0 - \mathbf{X}^*(\mathbf{y})\|_F^2 = \|\mathbf{X}^0 - \mathbf{X}^0(\mathbf{y})\|_F^2 = \|\mathbf{P}_{\mathbf{Q}_0}(\mathbf{y})\|_F^2
\]
and \[
\|\mathbf{X}^* - \mathbf{X}^*(\mathbf{y})\|_F^2 = \|\mathbf{X}^* - \mathbf{X}^0(\mathbf{y})\|_F^2 = \|\mathbf{P}_{\mathbf{Q}_0}(\mathbf{y})\|_F^2,
\]
the SVD property $\|\mathbf{X}^0 - \mathbf{X}^*(\mathbf{y})\|_F^2 \leq \|\mathbf{X}^* - \mathbf{X}^*(\mathbf{y})\|_F^2$ implies that \[
\|\mathbf{X}^0 - \mathbf{P}_{\mathbf{Q}_0}(\mathbf{y})\|_F^2 \leq \|\mathbf{X}^* - \mathbf{P}_{\mathbf{Q}_0}(\mathbf{y})\|_F^2.
\]

Note that following the same proof as (25), we have \[
\|\mathbf{P}_{\mathbf{Q}_0} - \mathbf{P}_{\mathbf{Q}_0}\mathbf{A}\mathbf{X}^0(\mathbf{y})\|_F \leq R_{2r}.
\] (48)
where (a) is due to the model of $y$ and (b) is due to that $P_{Q_0}(\omega_*(\varepsilon))$ is at most rank $2r$ matrix and the spectral norm bound for the operator $(P_{Q_0} - P_{Q_0}\omega_*,\omega_*)$ in (48).

By Theorem 4 part I, we have $\|\omega_*(\varepsilon)\|_{\max(r)} \leq c\sqrt{\frac{(p_1 + p_2 - r)^2}{n}}\sigma$ holds with probability at least $1 - \exp(-cp^2)$. At the same time, by Proposition 1, there exists $C > 0$ such that when $n \geq C(p_1 + p_2 - r)\|X^*\|_F^2/\sigma^2(X^*)$, we have $R_{2r} \leq c_1\sigma_1*(X^*)$. So for $n$ indicated in the proposition, we have $\|X^0 - X^*\|_F \leq c\sigma_1*(X^*)$. Since $\|\omega_*(\varepsilon)\|_{\max(r)} \leq c\sqrt{\frac{df}{n}}\sigma$, if $\sigma_1*(X^*) \leq c_1\sigma\sqrt{\frac{df}{n}}$, the estimator is already optimal after initialization, no further refinement is needed. If $\sigma_1*(X^*) \geq c_1\sigma\sqrt{\frac{df}{n}}$, then by Corollary 1, after $t_{\max} \geq \log\left(\frac{\sigma_1*(X^*)}{c_1\sigma}\sqrt{\frac{n}{df}}\right)$, we have $\|X^*_{\max} - X^*\|_F \leq c_3\sigma\sqrt{\frac{df}{n}}$. Similar argument applies to the study of RGN.  

F Proofs in Section 5

F.1 An Equivalence Formulation For Scalar-on-tensor Regression

In this section, we show without loss of generality, we can assume $\varepsilon_i \overset{i.i.d.}{\sim} N(0, \sigma^2)$ with $0 \leq \sigma^2 < 1$, $\mathcal{A}_i \overset{i.i.d.}{\sim} N(0, 1)$ and $\|X^*\|_F + \sigma^2 = 1$ in establishing the computational lower bound for scalar-on-tensor regression under Gaussian design. Consider (10) and suppose we are in a simpler setting that $\|X^*\|_F$ and $\sigma$ are known. Then we can rescale the problem by multiplying $\sqrt{n}/(\|X^*\|_F + \sigma^2)$ on both sides of (10) and get

$$y'_i = \langle \mathcal{A}', X^* \rangle + \varepsilon'_i, \quad i = 1, \ldots, n,$$

where $y'_i = \sqrt{n}y_i/\sqrt{\|X^*\|_F + \sigma^2} \sim N(0, 1)$, $\mathcal{A}' = \sqrt{n}\mathcal{A}$ has i.i.d. $N(0, 1)$ entries and $X^* = X^*/\sqrt{\|X^*\|_F + \sigma^2}$, $\varepsilon'_i$ follows i.i.d. $N(0, \sigma^2/\sqrt{\|X^*\|_F + \sigma^2})$ satisfying $\|X^*\|_F^2 + \operatorname{Var}(\varepsilon'_i) = 1$. It is not hard to see that any lower bound established for estimating $X^{**}$ based on $\{y'_i, \mathcal{A}'\}_{i=1}^n$, say $c_{\text{lower}}$, also implies the lower bound for estimating $X^*$. This is because for any estimator $\hat{X}$ of $X^*$, we have

$$\|\hat{X} - X^*\|_F = \sqrt{\|X^*\|_F + \sigma^2} \left\| \frac{\hat{X}}{\sqrt{\|X^*\|_F + \sigma^2}} - X^* \right\|_F \geq c_{\text{lower}}\sqrt{\|X^*\|_F + \sigma^2}.$$ 

Thus, without loss of generality, we can assume $\varepsilon_i \overset{i.i.d.}{\sim} N(0, \sigma^2)$ with $0 \leq \sigma^2 < 1$, $\mathcal{A}_i \overset{i.i.d.}{\sim} N(0, 1)$ and $\|X^*\|_F + \sigma^2 = 1$.  
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F.2 More Background and Preliminaries for Low-degree Polynomials Method

Next, we provide a few preliminary facts for low-degree polynomials methods. Given data $X$, consider the simple hypothesis testing problem: $H_0$ v.s. $H_1$. We have the following result for low-degree likelihood ratio.

**Proposition 4** (Page 35 of Hopkins (2018) or Kunisky et al. (2019) Proposition 1.15). Let likelihood ratio be $LR(x) = \frac{p_{H_1}(x)}{p_{H_0}(x)} : \Omega^n \to \mathbb{R}$. For every $D \in \mathbb{N}$, we have

$$\frac{\|LR^{<D} - 1\|}{\|LR^{\leq D} - 1\|} = \arg \max_{f : f \text{ has degree at most } D} \mathbb{E}_{H_1} f(X)$$

and

$$\|LR^{\leq D} - 1\| = \max_{f : f \text{ has degree at most } D} \mathbb{E}_{H_1} f(X),$$

where $\|f\| = \sqrt{\mathbb{E}_{H_0} f^2(X)}$ and $LR^{\leq D}$ is the projection of a function $f$ to the linear subspace of degree-$D$ polynomials, where the projection is orthonormal with respect to the inner product induced under $H_0$.

Here the key quantity we are interested to bound is $\|LR^{\leq D} - 1\|$. Suppose $D \geq 1$ is fixed, $f_0, f_1, \ldots, f_q : \Omega^n \to \mathbb{R}$ are orthonormal basis for degree $D$ functions (with respect to $\langle \cdot, \cdot \rangle_{H_0}$), and that $f_0(x) = 1$ is a constant function. Then by the property of basis functions, we have

$$\|LR^{\leq D} - 1\|^2 = \sum_{i=1}^{q} \left( \mathbb{E}_{H_0} (f_i(X)(LR^{\leq D} - 1)) \right)^2$$

$\overset{(a)}{=} \sum_{i=1}^{q} (\mathbb{E}_{H_0} (f_i(X)LR(X)))^2 = \sum_{i=1}^{q} (\mathbb{E}_{H_1} f_i(X))^2,$

(51)

where (a) is because $LR - (LR^{\leq D} - 1)$ is orthogonal to $f_i$ by assumption. So the typical main task in low-degree polynomials method boils down to bound $\sum_{i=1}^{q} (\mathbb{E}_{H_1} f_i(X))^2$. In the hypothesis testing formulation for scalar-on-tensor regression (13), the data are i.i.d. Gaussian under the null hypothesis. So a natural choice for the basis functions are Hermite polynomials, which are orthogonal polynomials with respect to the Gaussian measure (Szeg, 1939).

Recall $\mathbb{N} = \{0, 1, 2, \ldots\}$, let $\{h_k\}_{k \in \mathbb{N}}$ be the normalized univariate Hermite polynomials $h_k = \frac{1}{\sqrt{k!}} H_k$ where $\{H_k\}_{k \in \mathbb{N}}$ are univariate Hermite polynomials which are defined by the following recurrence:

$$H_0(x) = 1, \quad H_1(x) = x, \quad H_{k+1}(x) = xH_k(x) - kH_{k-1}(x) \quad \text{for } k \geq 1.$$ 

The normalized univariate Hermite polynomials satisfy the following key property:

$$\mathbb{E}_{Z \sim \mathcal{N}(0,1)}[h_k(Z)] = 0 \quad \forall k \geq 0, \quad \text{and} \quad \mathbb{E}_{Z \sim \mathcal{N}(0,1)}[h_{k_1}(Z)h_{k_2}(Z)] = 1(k_1 = k_2),$$

where $1(\cdot)$ is the indicator function. In addition, for $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$ and $\mathbf{Z} = (Z_1, \ldots, Z_n) \in \mathbb{R}^n$, let $h_\alpha(\mathbf{Z}) = \prod_{i=1}^{n} h_{\alpha_i}(Z_i)$ be the normalized $n$-variate Hermite polynomials. They form an orthogonal basis with respect to $\mathcal{N}(0, 1)^{\otimes n}$, i.e., if $\mathbf{Z}$ has i.i.d. $\mathcal{N}(0, 1)$ entries, then $\mathbb{E}[h_\alpha(\mathbf{Z})h_\beta(\mathbf{Z})] = 1(\alpha = \beta)$. Next, we introduce two additional properties regards Hermite polynomials.
Lemma 10. (Expansion for Shifted Hermite Polynomials ([Schramm and Wein, 2020, Proposition 3.1])) For any \( k \in \mathbb{N} \) and \( z, \mu \in \mathbb{R} \), then
\[
H_k(z + \mu) = \sum_{l=0}^{k} \binom{k}{l} \mu^{k-l} H_l(z),
\]
and
\[
h_k(z + \mu) = \sum_{l=0}^{k} \sqrt{\frac{l!}{k!}} \binom{k}{l} \mu^{k-l} h_l(z).
\]

Lemma 11. (Gaussian Integration by Parts ([Kunisky et al., 2019, Proposition 2.10])) If \( f : \mathbb{R} \to \mathbb{R} \) is a \( k \) \((k \geq 0)\) times continuously differentiable and \( f(y) \) and its first \( k \) derivatives are bounded by \( O(\exp(|y|^2)) \) for some \( \alpha \in (0,2) \), then
\[
\mathbb{E}_{Y \sim N(0,1)}[h_k(Y) f(Y)] = \frac{1}{\sqrt{k!}} \mathbb{E}_{Y \sim N(0,1)} \left[ \frac{d^k f}{dY^k}(Y) \right].
\]

F.3 Proof of Theorem 8

First, it is easy to check under \( H_1 \), we have
\[
(y_i, \text{vec}(\mathcal{A}_i)) \mid \mathcal{X}^* \overset{\text{i.i.d.}}{\sim} N \left( 0, \left( \begin{array}{c} 1 \\ \text{vec}(\mathcal{X}^*) \end{array} \right) \left( \begin{array}{c} \text{vec}(\mathcal{X}^*)^\top \\ 1_{p^d} \end{array} \right) \right). \tag{52}
\]
Moreover, let us denote the distribution of \( \mathcal{X}^* \) under \( H_1 \) as \( \mathcal{P}_{\mathcal{X}^*} \). Since the data is i.i.d. standard Gaussian under \( H_0 \), Hermite polynomials are a natural choice for the orthogonal polynomial basis under \( H_0 \). Let the degrees of \( \{y_i, \mathcal{A}_i\}_{i=1}^n \) to be \( \{\alpha_i, \beta_i\}_{i=1}^n \) defined in the following way:
\[
\alpha \in \mathbb{N}^n = \{\alpha_i\}_{i=1}^n, \quad \beta \in \mathbb{N}^{np^d} = \{\beta_{i,j}\}_{i=1}^n, j=(j_1, \ldots, j_d) \in [p]^d, \quad \beta_i = \{\beta_{i,j}\}_{j=(j_1, \ldots, j_d) \in [p]^d}.
\]
Finally, throughout the proof, given any vector \( a = (a_1, \ldots, a_q) \in \mathbb{R}^q \), \( b = (b_1, \ldots, b_q) \in \mathbb{R}^q \), let \( |a| = \sum_{j=1}^q a_j \) and \( a! = \prod_{j=1}^q a_j! \), \( b^n = \prod_{j=1}^q b_j^{n_j} \).

By Proposition 4 and the properties of Hermite polynomials introduced in Appendix F.2, we have
\[
\sup_{\deg(f) \leq D} \mathbb{E}_{H_0} f(\{y_i, \mathcal{A}_i\}_{i=1}^n) = \|LR^{D} - 1\| \tag{51}
\]

\[
\frac{\sum_{(\alpha, \beta) : |\alpha| + |\beta| \leq D} (\mathbb{E}_{H_1} h_{\alpha, \beta}(\{y_i, \mathcal{A}_i\}_{i=1}^n))^2}{\sqrt{\mathbb{E}_{H_0} f(\{y_i, \mathcal{A}_i\}_{i=1}^n)}}. \tag{52}
\]

Then
\[
\mathbb{E}_{H_1} (h_{\alpha, \beta}(\{y_i, \mathcal{A}_i\}_{i=1}^n)) = \prod_{i=1}^n \mathbb{E}_{H_1} (h_{\alpha_i, \beta_i}(y_i, \mathcal{A}_i)) = \prod_{i=1}^n \mathbb{E}_{\mathcal{X}^* \sim \mathcal{P}_{\mathcal{X}^*}} \left( \mathbb{E} (h_{\alpha_i, \beta_i}(y_i, \mathcal{A}_i) \mid \mathcal{X}^*) \right) \tag{54}
\]

\[
= \prod_{i=1}^n \mathbb{E}_{\mathcal{X}^* \sim \mathcal{P}_{\mathcal{X}^*}} \left( \sqrt{\frac{\alpha_i!}{\beta_i!}} \mathcal{X}^* \beta_i \mathcal{X}^* \right). \tag{52, Lemma 4}
\]
We divide the rest of the proof into two steps.

**Step 1** In this step, we bound the right hand side of (53).

\[
\sum_{(\alpha, \beta): |\alpha| + |\beta| \leq D} \left( \mathbb{E}_{H_i} h_{\alpha, \beta} (\{y_i, \mathcal{A}_i\}_{i=1}^n) \right)^2
\]

\[
= \sum_{(\alpha, \beta): \alpha = |\beta|, \forall i \in [n], |\alpha| \leq D/2} \left( \prod_{i=1}^n \mathbb{E}_{\mathcal{X}_i^* \sim \mathcal{P}_{\mathcal{X}_i}} \left( \sqrt{\frac{\alpha_i}{\beta_i}} \mathcal{X}_i^{*\beta_i} \right)^2 \right)
\]

\[
= \sum_{\alpha: |\alpha| \leq D/2} \sum_{\beta_i: |\beta_i| = \alpha_i \neq 0} \left( \prod_{i=1}^n \mathbb{E}_{\mathcal{X}_i^* \sim \mathcal{P}_{\mathcal{X}_i}} \left( \mathcal{X}_i^{*\beta_i} \right)^2 \right)
\]

(54)

\[
(\alpha, \beta): \alpha_i \neq 0, \forall i \in [n], |\alpha| \leq D/2 \quad \prod_{i=1}^n \mathbb{E}_{\mathcal{X}_i^* \sim \mathcal{P}_{\mathcal{X}_i}} \left( \mathcal{X}_i^{*\beta_i} \right)^2
\]

(55)

Here (a) is by performing the “replica” manipulation where \( \mathcal{X}_1^* \), \( \mathcal{X}_2^* \) are drawn independently from \( \mathcal{P}_{\mathcal{X}_i} \); (b) is by the sum of multinomials; (c) is by the generating process of \( \mathcal{X}_1^* \) and \( \mathcal{X}_2^* \).

Given \( (\alpha, \beta, \beta) \), let \( I_{\alpha} = \{ i \in [n] : \alpha_i \neq 0 \} \) and \( |I_{\alpha}| \) be the cardinality of the set \( I_{\alpha} \). Also notice that since \( \mathcal{X}_1^* \) and \( \mathcal{X}_2^* \) has i.i.d. entries generated from Uniform(1/\( \sqrt{p} \), -1/\( \sqrt{p} \)), we have \( p(\mathcal{X}_1^*, \mathcal{X}_2^*) \) has i.i.d. Uniform(1, -1) entries. By the property of sub-gaussian random variable, for any integer \( k \geq 1 \), we have

\[
\mathbb{E}(p(\mathcal{X}_1^*, \mathcal{X}_2^*)^k) \leq p^{k/2} k^{k/2}
\]

by (Vershynin, 2010, Eq. (5.11)) and the fact \( p(\mathcal{X}_1^*, \mathcal{X}_2^*) \) has sub-gaussian norm \( \sqrt{p} \). Then we have

\[
\sum_{(\alpha, \beta): |\alpha| + |\beta| \leq D} \left( \mathbb{E}_{H_i} h_{\alpha, \beta} (\{y_i, \mathcal{A}_i\}_{i=1}^n) \right)^2
\]

\[
\leq \sum_{\alpha: |\alpha| \leq D/2} \prod_{i=1}^n \frac{1 - \sigma^2 \alpha_i}{p^{\alpha_i/2}} \mathbb{E}_{\mathcal{X}_1^* \sim \mathcal{P}_{\mathcal{X}_i}} \left( p(\mathcal{X}_1^*, \mathcal{X}_2^*)^{(\mathcal{X}_1^* \sim \mathcal{P}_{\mathcal{X}_i})^{\alpha_i}} \right)
\]

(56)

\[
\leq \sum_{\alpha: |\alpha| \leq D/2} \prod_{i=1}^n \frac{1 - \sigma^2 \alpha_i}{p^{\alpha_i/2}} (\mathcal{X}_1^* \sim \mathcal{P}_{\mathcal{X}_i})^{\alpha_i/2}
\]

(57)

\[
\leq D/2 \sum_{D=1}^{D/2} \sum_{a=1}^{D/2} \prod_{i=1}^n \frac{1 - \sigma^2 \alpha_i}{p^{\alpha_i/2}} (\mathcal{X}_1^* \sim \mathcal{P}_{\mathcal{X}_i})^{\alpha_i/2}
\]

(a)

\[
\sum_{D=1}^{D/2} \sum_{a=1}^{D/2} \binom{n}{a} \left( \frac{D-1}{a-1} \right) \frac{(1 - \sigma^2)^D}{p^{D/2}} d^{dD/2} \max_{\alpha: |\alpha| = \bar{D}, I_{\alpha} = a} \prod_{i \in I_{\alpha}} \alpha_i^{\alpha_i/2}
\]

(b)

\[
\sum_{D=1}^{D/2} \sum_{a=1}^{D/2} \binom{n}{a} \left( \frac{D-1}{a-1} \right) \frac{(1 - \sigma^2)^D}{p^{D/2}} d^{dD/2} \max_{\alpha: |\alpha| = \bar{D}, I_{\alpha} = a} \prod_{i \in I_{\alpha}} \alpha_i^{\alpha_i/2} \leq \bar{D}^{dD/2}
\]

Here (a) is because the set \( \{ \alpha : |I_{\alpha}| = a, |\alpha| = \bar{D} \} \) has cardinality at most \( \binom{n}{\bar{D}-1} \); (b) is because \( \max_{\alpha: |\alpha| = \bar{D}, I_{\alpha} = a} \prod_{i \in I_{\alpha}} \alpha_i^{\alpha_i/2} \leq \max_{\alpha: |\alpha| = \bar{D}, I_{\alpha} = a} \prod_{i \in I_{\alpha}} \bar{D}^{\alpha_i} \leq \bar{D}^{dD/2} \).
Step 2. In this step, we bound $\sum_{a=1}^{\bar{D}} \binom{n}{a} \left( \frac{\bar{D} - 1}{a - 1} \right)$ and complete the proof.

$$\sum_{a=1}^{\bar{D}} \binom{n}{a} \left( \frac{\bar{D} - 1}{a - 1} \right) \leq \sum_{a=1}^{\bar{D}} n^a \left( \frac{\bar{D} - 1}{a - 1} \right) \leq n^{\bar{D}} \sum_{a=1}^{\bar{D}} \left( \frac{\bar{D} - 1}{a - 1} \right) \leq (2n)^{\bar{D}}.$$  \hfill (58)

By plugging (58) into (57), we have

$$\sum_{(\alpha, \beta): |\alpha| + |\beta| \leq D} (E_{H_1} h_{\alpha, \beta}((y_i, A_i)_{i=1}^{n}))^2 \leq \sum_{D=1}^{D/2} \left( 2n(1 - \sigma^2)(d\bar{D}/p)^{d/2} \right)^{\bar{D}} \left( a \right) \leq \sum_{D=1}^{D/2} \delta^D \leq \frac{\delta}{1 - \delta},$$

here (a) is due to $n \leq \frac{\delta}{2(1 - \sigma^2)} (p/d\bar{D})^{d/2}$ by our assumption. The proof is finished by observing (53).

F.4 Hardness of Hypothesis Testing Implies Hardness of Estimation

**Proposition 5** (Hardness of Hypothesis Testing Implies Hardness of Estimation). *If there does not exist a polynomial-time tester distinguishing between $H_0$ and $H_1$ in scalar-on-tensor regression with Type I + II error tending to zero as $n \to \infty$, then there is no polynomial-time estimator $\hat{X}$ such that $\|\hat{X} - X^*\|_F \leq \frac{1}{4}\|X^*\|_F$ as $n \to \infty$.*

We prove by using the sample splitting and contradiction argument. Suppose $X^*$ and $\{y_i, A_i\}_{i=1}^{2n}$ are generated under $H_1$ described in (13).

If there is polynomial-time estimator $\hat{X}$ based on $\{y_i, A_i\}_{i=1}^{n}$ such that $\|\hat{X} - X^*\|_F \leq \frac{1}{4}\|X^*\|_F$, then

$$\frac{3}{4}\|X^*\|_F \leq \|X^*\|_F - \|X^* - \hat{X}\|_F \leq \|\hat{X}\|_F \leq \|X^*\|_F + \|X^* - \hat{X}\|_F \leq \frac{5}{4}\|X^*\|_F.$$  

Given the first half of the data, we consider performing the test based on the statistic

$$T = \sum_{i=n+1}^{2n} (y_i^2 - 1)\langle A_i, \hat{X} \rangle^2.$$  

Under $H_0$, $E_{H_0}(T|\hat{X}) = 0$ and

$$Var_{H_0}(T|\hat{X}) = nVar_{H_0}((y_i^2 - 1)\langle A_i, \hat{X} \rangle^2) = nE_{H_0}((y_i^2 - 1)^2)E_{H_0}(\langle A_i, \hat{X} \rangle^2) = 2n\|\hat{X}\|_F^2 \leq \frac{25}{8} n\|X^*\|_F^2.$$
Under $H_1$, we have

$$
\mathbb{E}_{H_1}(T|\hat{x})
= n\mathbb{E}_{H_1}\left( (\langle A_i, x^* \rangle^2 + \varepsilon_i^2 + 2\varepsilon_i\langle A_i, x^* \rangle - 1) \langle A_i, \hat{x} \rangle^2 \right)
= n\mathbb{E}_{H_1}\left( \langle A_i, x^* \rangle^2 \langle A_i, \hat{x} \rangle^2 \right)
= n\mathbb{E}_{H_1}\left( \left( \sum_{j \in [p]} A_{i,j}^2 x_j^2 + \sum_{j \neq z} A_{i,j} A_{i,z} x_j^2 x_z^2 \right) \left( \sum_{j \in [p]} A_{j,\hat{x}}^2 + \sum_{j \neq z} A_{j,\hat{x}} A_{j,\hat{z}} \hat{x}_z \right) \right)
= n \left( \sum_{j \in [p]: z \in [p]} x_j^2 \hat{x}_j^2 + 3 \sum_{j \in [p]: z \in [p]} x_j^2 \hat{x}_j^2 + 2 \sum_{j \in [p]: z \in [p]} x_j^2 x_z^2 \hat{x}_j \hat{x}_z \right)
= n \left( \|x^*\|_F^2 \|\hat{x}\|_F^2 + 2\langle x^*, \hat{x} \rangle^2 \right)
\geq \frac{27}{16} n\|x^*\|_F^4
,$$

here (a) is because $\|\hat{x}\|_F^2 \geq \frac{9}{16} \|x^*\|_F^2$ and

$$
\langle x^*, \hat{x} \rangle = \frac{1}{4} (\|x^* + \hat{x}\|_F^2 - \|x^* - \hat{x}\|_F^2) \\
\geq \frac{1}{4} \left( (2\|x^*\|_F - \|\hat{x} - x^*\|_F)^2 - \frac{1}{16} \|x^*\|_F^2 \right) \\
\geq \frac{1}{4} \left( (7/4)^2 \|x^*\|_F^2 - 1/16 \|x^*\|_F^2 \right) = \frac{3}{4} \|x^*\|_F^2.
$$

Moreover, $\text{Var}_{H_1}(T|\hat{x}) = n\text{Var}_{H_1}((y^2 - 1)\langle A_i, \hat{x} \rangle^2) = O(n)$.

So condition on $\{y_i, A_i\}_{i=1}^n$, we consider the test of rejecting if $T \geq \frac{27}{32} n\|x^*\|_F^4$, not rejecting otherwise. Then

$$
\text{Type I error} = \mathbb{P}_{H_0}(T \geq \frac{27}{32} n\|x^*\|_F^4|\hat{x}) \leq \frac{\text{Var}_{H_0}(T|\hat{x})}{(\frac{27}{32} n\|x^*\|_F^4)^2} \xrightarrow{n \to \infty} 0,
$$

$$
\text{Type II error} = \mathbb{P}_{H_1}(T \leq \frac{27}{32} n\|x^*\|_F^4|\hat{x}) = \mathbb{P}_{H_1}(T - \frac{27}{32} n\|x^*\|_F^4 \leq - \frac{27}{32} n\|x^*\|_F^4|\hat{x}) \\
\leq \frac{\text{Var}_{H_1}(T|\hat{x})}{(\frac{27}{32} n\|x^*\|_F^4)^2} \xrightarrow{n \to \infty} 0,
$$

where (a) is by the Chebysev’s inequality.

So this polynomial-time test based on $T$ achieves distinguishing between $H_0$ and $H_1$ with Type I + II errors goes to 0 as $n \to \infty$. This contradicts our assumption. So there does not exist a polynomial-time estimator $\hat{x}$ such that $\|\hat{x} - x^*\|_F \leq \frac{1}{4} \|x^*\|_F$ and this finishes the proof. ■
G  Proofs in Section 6

G.1  Proof of Lemma 3

Suppose $\mathbf{X}^t$ has Tucker rank $r$ decomposition $[\mathbf{S}^t; U_1^t, \ldots, U_{d+m}^t]$ and $\mathbf{X}^*$ has Tucker rank $r^*$ decomposition $[\mathbf{S}; U_1, \ldots, U_{d+m}]$, respectively. Recall

\[
\mathbf{W}_k := (U_{d+m} \otimes \cdots \otimes U_{k+1} \otimes U_{k-1} \otimes \cdots \otimes U_1) V_k \in \mathbb{O}_{p_{-k} r^*_k};
\]
\[
\mathbf{W}_k' := (U_{d+m} \otimes \cdots \otimes U_{d+m}^t \otimes U_{d+m}^t \otimes \cdots \otimes U_1^t) V_k \in \mathbb{O}_{p_{-k} r^*_k'},
\]

where $p_{-k} = \prod_{i \neq k} p_i$, $V_k = \text{QR}(\mathcal{M}_k(\mathbf{S})^\top)$, $V_k' = \text{QR}(\mathcal{M}_k(\mathbf{S}^t)^\top)$. For $\mathbf{X}^*$, it can be decomposed in the following way

\[
\mathbf{X}^* = \mathbf{X}^* \times_1 P_{U_1^t} + \mathbf{X}^* \times_2 P_{U_2^t} + \cdots + \mathbf{X}^* \times_{l-1} P_{U_{l-1}^t} + \mathbf{X}^* \times_{l} P_{U_{l}^t} + \cdots + \mathbf{X}^* \times_{d+m} P_{U_{d+m}^t}
= \sum_{k=1}^{d+m} \mathbf{X}^* \times_{l} P_{U_{l}^t} + \mathbf{X}^* \times_{d+m} P_{U_{d+m}^t}.
\]

(59)

For $k = 1, \ldots, d$, let us denote $U_{k}^t = [\hat{U}_{k}^t, \bar{U}_{k}^t]$ where $\hat{U}_{k}^t$ is composed of the first $r_k^*$ columns of $U_k^t$ and $\bar{U}_{k}^t$ is composed of the remaining $(r_k - r_k^*)$ columns of $U_k^t$.

Then

\[
P(T_{\mathbf{X}^t}) \mathbf{X}^* = \mathbf{X}^* - P_{T_{\mathbf{X}^t}} \mathbf{X}^*
= (5) \mathbf{X}^* - (\mathbf{X}^* \times_{k=1}^{d+m} P_{U_{k}^t}) + \sum_{k=1}^{d+m} T_k (P_{U_{k}^t} \mathcal{M}_k(\mathbf{X}^*) P_{W_{k}^t})
\]

(59)

\[
= \sum_{k=1}^{d+m} \left( \mathbf{X}^* \times_{l} P_{U_{l}^t} + \mathbf{X}^* \times_{d+m} P_{U_{d+m}^t} - T_k (P_{U_{k}^t} \mathcal{M}_k(\mathbf{X}^*) P_{W_{k}^t}) \right)
\]

(19)

\[
= \sum_{k=1}^{d+m} \left( T_k \left( P_{U_{k}^t} \mathcal{M}_k(\mathbf{X}^*) (\otimes_{l=d+m}^{k+1} I_{p_l} \otimes_{l=k-1}^{1} P_{U_{l}^t}) - P_{W_{k}^t} \right) \right)
\]

(14)

\[
= \sum_{k=1}^{d+m} \left( T_k \left( (I_{p_k} - P_{\hat{U}_{k}}) \mathcal{M}_k(\mathbf{X}^*) (\otimes_{l=d+m}^{k+1} I_{p_l} \otimes_{l=k-1}^{1} P_{U_{l}^t}) - P_{W_{k}^t} \right) \right)
\]

(a)

\[
= \sum_{k=1}^{d+m} \left( T_k \left( (I_{p_k} - P_{\hat{U}_{k}}) (P_{U_k} - P_{\hat{U}_{k}}) \mathcal{M}_k(\mathbf{X}^*) (\otimes_{l=d+m}^{k+1} I_{p_l} \otimes_{l=k-1}^{1} P_{U_{l}^t}) - P_{W_{k}^t} \right) \right)
\]

(b)

\[
= \sum_{k=1}^{d+m} \left( T_k \left( (I_{p_k} - P_{\hat{U}_{k}}) (P_{U_k} - P_{\hat{U}_{k}}) \mathcal{M}_k(\mathbf{X}^* - \mathbf{X}^t) (\otimes_{l=d+m}^{k+1} I_{p_l} \otimes_{l=k-1}^{1} P_{U_{l}^t}) - P_{W_{k}^t} \right) \right),
\]

(60)

here (a) is because the $U_k$ spans the column space of $\mathcal{M}_k(\mathbf{X}^*)$, (b) is because $\mathcal{M}_k(\mathbf{X}^t) (\otimes_{l=d+m}^{k+1} I_{p_l} \otimes_{l=k-1}^{1} P_{U_{l}^t}) = 0$. 
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It is easy to check $\otimes_{l=k-1}^{l=k+1} P_{l} \otimes_{l=k-1}^{l=k+1} P_{l}$ is a projection matrix. So from (60), we have

$$\| P_{(T_{\lambda})}X^{*} \|_{F} \leq \sum_{k=1}^{d+m} \| T_{k} ((P_{U_{k}} - P_{U_{k}^{T}}) M_{k}(X^{*} - X^{t})(\otimes_{l=k-1}^{l=k+1} P_{l} \otimes_{l=k-1}^{l=k+1} P_{l}^{T}) \|_{F} \leq \sum_{k=1}^{d+m} \| (X^{*} - X^{t}) \times_{k} (P_{U_{k}} - P_{U_{k}^{T}}) \|_{F} \leq (d + m) \| X^{*} - X^{t} \|_{F} \max_{k=1, \ldots, d+m} \| P_{U_{k}} - P_{U_{k}^{T}} \| \leq 2(d + m) \| X^{t} - X^{*} \|_{F} \max_{k=1, \ldots, d+m} \| M_{k}(X^{*}) - M_{k}(X^{t}) \|_{F} \leq 2(d + m) \| X^{t} - X^{*} \|_{F}^{2} \lambda \| X^{*} - X^{t} \|_{F}^{2} \lambda .$$

In the special matrix setting, i.e., $d + m = 2$, we can get a sharper bound.

$$P_{(T_{\lambda})}X^{*} = X^{*} - P_{T_{\lambda}}X^{*} = P_{U}X^{*} + X^{*}P_{V} - P_{U}X^{*}P_{V} - P_{U}X^{*}P_{V} - P_{U}X^{*}P_{V} + P_{U}X^{*}P_{V} = (P_{U} - P_{U^{T}})X^{*} + X^{*}(P_{V} - P_{V^{T}}) + P_{U}X^{*}P_{V} - P_{U}X^{*}P_{V} - P_{U}X^{*}P_{V} = (P_{U} - P_{U^{T}})X^{*}(I - P_{V^{T}}) + (I - P_{U})X^{*}(P_{V} - P_{V^{T}}) = (a) = (P_{U} - P_{U^{T}})X^{*}(I - P_{V^{T}}) = (b) = (P_{U} - P_{U^{T}})(X^{*} - X^{t})(I - P_{V^{T}}),$$

where $U \in \mathcal{O}_{p_{1},r^{*}}, V \in \mathcal{O}_{p_{2},r^{*}}$ are left and right singular vectors of $X^{*}$, (a) is due to the fact that $(I - P_{U})X^{*}(P_{V} - P_{V^{T}}) = 0$ and (b) is because $X^{t}(I - P_{V^{T}}) = 0$. Thus

$$\| P_{(T_{\lambda})}X^{*} \|_{F} \overset{(61)}{\leq} \| P_{U} - P_{U^{T}} \| \| X^{*} - X^{t} \|_{F} \overset{\text{Lemma } \overline{8}}{\leq} 2 \| X^{*} - X^{t} \|_{F}^{2} \lambda \| X^{*} - X^{t} \|_{F}^{2} \lambda .$$

This finishes the proof of this lemma. □

G.2 Proof of Theorem 9

Recall

$$\tilde{U}_{1} = \text{SVD}_{r_{1}} \left( M_{i} (\tilde{T} \times_{j<i} (\tilde{U}_{0}^{j})^{T} \times_{j>i} (\tilde{U}_{0}^{j})^{T}) \right) = \text{SVD}_{r_{1}} \left( M_{i} (T \times_{j<i} (\tilde{U}_{0}^{j})^{T} \times_{j>i} (\tilde{U}_{0}^{j})^{T}) + M_{i} (Z \times_{j<i} (\tilde{U}_{0}^{j})^{T} \times_{j>i} (\tilde{U}_{0}^{j})^{T}) \right).$$
Suppose $\tilde{U}_i^1 = [\tilde{U}_i^1 \ \tilde{U}_i^2]$ where $\tilde{U}_i^1$ is composed of the first $r_i^*$ columns of $\tilde{U}_i^1$ and $\tilde{U}_i^1$ contains the remaining $(r_i - r_i^*)$ columns of $\tilde{U}_i^1$. First,

$$2\|\mathbf{Z}_{\max}\|_F \geq 2\|\left( M_i(\mathbf{Z} \times_{j<i} (\tilde{U}_j^0)^\top \times_{j>i} (\tilde{U}_j^0)^\top)\right)_{\max}(r_i) \|_F$$
$$\geq 2\|\left( M_i(\mathbf{Z} \times_{j<i} (\tilde{U}_j^0)^\top \times_{j>i} (\tilde{U}_j^0)^\top)\right)_{\max}(r_i^*) \|_F$$

Lemma 16
$$\geq \|\tilde{U}_i^1\top M_i(\mathcal{T}) \otimes_{j \neq i} \tilde{U}_j^0\|_F$$

(14)
$$\geq \|\tilde{U}_i^1\top M_i(\mathcal{T}) \otimes_{j \neq i} U_j(\otimes_{j \neq i} U_j)^\top \otimes_{j \neq i} \tilde{U}_j^0\|_F$$

$$(62)$$

Finally, by Lemma 14, we have
$$\|\tilde{T} - \mathcal{T}\|_F = \|\tilde{T} \times_{i=1}^d P_{\tilde{U}_i^1} - \mathcal{T}\|_F$$

$$\leq \mathbf{Z} \times_{i=1}^d P_{\tilde{U}_i^1}\|_F + \sum_{i=1}^d \|\tilde{U}_i^1\top M_i(\mathcal{T})\|_F \leq \|\mathbf{Z}_{\max}\|_F \leq 2^{(d+1)/2}\|\mathbf{Z}_{\max}\|_F.$$

This finishes the proof.

G.3 Proof of Lemma 4.

We divide the proof into two steps: in step 1 we consider the setting $\alpha \leq \sum_{j=1}^w \beta_j$ and in step 2, we consider $\alpha > \sum_{j=1}^w \beta_w$.

**Step 1** ($\alpha \leq \sum_{j=1}^w \beta_j$). Given $(Y, X) \sim \mathcal{N}
\left(0, \begin{bmatrix} 1 & u^\top \\ u & I_w \end{bmatrix}\right)$, let $Z = (Y - \sum_{j=1}^w u_jX_j)/\sqrt{1 - \sum_{j=1}^w u_j^2}$. First, by the construction and the property of multivariate Gaussian random vectors, we have $Z$ follows Gaussian distribution with $\mathbb{E}[Z] = 0$, $\text{Var}(Z) = 1$. Moreover $\text{cov}(Z, X_j) = 0$, so $Z$ is independent of $X_j$ for all $j = 1, \ldots, w$ by the property of Gaussian random
variables. Given $\beta \in \mathbb{R}^w$, let us define $\beta! = \prod_{j=1}^w \beta_j!$. Then

$$\mathbb{E}\left(h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(X_j)\right) = \mathbb{E}\left(h_\alpha\left(\sum_{j=1}^w u_w X_w + \sqrt{1 - \sum_{j=1}^w u_j^2 Z_j}\right) \prod_{j=1}^w h_{\beta_j}(X_j)\right) = \mathbb{E}\left(h_\alpha\left(\sum_{j=1}^w u_w X_w + \sqrt{1 - \sum_{j=1}^w u_j^2 Z_j}\right) \prod_{j=1}^w h_{\beta_j}(X_j)\right) \left| Z\right) = \mathbb{E}\left(\frac{1}{\sqrt{\beta! \alpha!}} \mathbb{E}\left(\frac{\partial}{\partial X_1^{\beta_1} \ldots \partial X_w^{\beta_w}} h_\alpha\left(\sum_{j=1}^w u_w X_w + \sqrt{1 - \sum_{j=1}^w u_j^2 Z_j}\right) \left| Z\right)\right)\right) \left| Z\right)$$

**Lemma** \( \alpha \leq \sum_{j=1}^w \beta_j \) \( \left| Z\right)\)

(a) \( \prod_{j=1}^w \beta_j! \prod_{j=1}^w u_j^{\beta_j} \). if $\alpha = \sum_{j=1}^w \beta_j$ and the coefficient of polynomial $X_1^{\beta_1} \ldots X_q^{\beta_q}$ when $\alpha = \sum_{j=1}^w \beta_j$ is \( \alpha\prod_{j=1}^w u_j^{\beta_j} \).

**Step 2** ($\alpha > \sum_{j=1}^w \beta_w$). Given $(Y, X) \sim \mathcal{N}\left(0, \begin{bmatrix} 1 & u^T \\ u & I_w \end{bmatrix}\right)$, let $Z_j = (X_j - u_j Y)/\sqrt{1 - u_j^2}$ for $j = 1, \ldots, w$. Since $(Y, X)$ is multivariate normal distributed, $Z_j$ is also normal distributed. Moreover, $\mathbb{E}(Z_j) = 0$ and $\text{Var}(Z_j) = 1$. Finally, $(Z_j)_{j=1}^w$ are independent of $Y$ as $\text{cov}(Z_j, Y) = 0$ for $j = 1, \ldots, w$. Then

$$\mathbb{E}\left(h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(X_j)\right) = \mathbb{E}\left(h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(u_j Y + \sqrt{1 - u_j^2 Z_j})\right) = \mathbb{E}\left(h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(u_j Y + \sqrt{1 - u_j^2 Z_j})\left| Z_j\right\right) = \mathbb{E}\left(h_\alpha(Y) \prod_{j=1}^w h_{\beta_j}(u_j Y + \sqrt{1 - u_j^2 Z_j})\left| Z_j\right\right)$$

where (a) is because $\prod_{j=1}^w h_{\beta_j}(u_j Y + \sqrt{1 - u_j^2 Z_j})$ is a polynomial of degree at most $\sum_{j=1}^w \beta_j$ in $Y$ and $\alpha > \sum_{j=1}^w \beta_j$. This finishes the proof of this lemma. $\blacksquare$
H  Proofs in Section 7

H.1 Properties of Contracted Tensor Inner Product

We first introduce the following lemma 12, which reveals a few useful properties of contracted tensor inner product defined in (20) and will be used frequently in deriving efficient implementation of RGN.

Lemma 12 (Properties of Contracted Tensor Inner Product). Let $\mathcal{X} \in \mathbb{R}^{p_1 \times \cdots \times p_d \times p_{d+1} \times \cdots \times p_{d+m}}$, $\mathcal{Z} \in \mathbb{R}^{p_1 \times \cdots \times p_d}$, $\mathcal{W} \in \mathbb{R}^{p_1 \times \cdots \times p_{k-1} \times q_k \times p_{k+1} \times \cdots \times p_d}$ be tensors with $d \geq k \geq 1$, $m \geq 0$. For any $A \in \mathbb{R}^{q_k \times p_k}$, we have

$$\langle \mathcal{X} \times_k A, \mathcal{W} \rangle = \langle \mathcal{X}, \mathcal{W} \rangle.$$

(64)

For any $B \in \mathbb{R}^{q_{d+j} \times p_{d+j}}$ with $1 \leq j \leq m$, we have

$$\langle \mathcal{X}, \mathcal{Z} \rangle \times_j B = \langle \mathcal{X} \times_{d+j} B, \mathcal{Z} \rangle.$$

(65)

Proof of Lemma 12. We divide the proof into two steps. In step 1, we prove (64) and in step 2, we prove (65). Throughout the proof, let $e_j$ be the standard $j$th base vector where $j$th entry is 1 and others are zero.

Step 1. For any $i_1 \in [p_{d+1}], \ldots, i_m \in [p_{d+m}],$

$$\langle \mathcal{X}, \mathcal{W} \rangle[y_{i_1}, \ldots, i_m] = \langle \mathcal{X}, \mathcal{W} \rangle[y_{i_1}, \ldots, i_m] = \langle \mathcal{X}, \mathcal{W} \rangle[y_{i_1}, \ldots, i_m] = \langle \mathcal{X}, \mathcal{W} \rangle[y_{i_1}, \ldots, i_m]$$

(20)

Step 2. For any $i_1 \in [p_{d+1}], \ldots, i_{j-1} \in [p_{d+j-1}], i_j \in[q_{d+j}], i_{j+1} \in [p_{d+j+1}], \ldots, i_m \in [p_{d+m}],$

$$\langle \mathcal{X}, \mathcal{Z} \rangle \times_j B = \langle \mathcal{X}, \mathcal{Z} \rangle \times_j B = \langle \mathcal{X}, \mathcal{Z} \rangle \times_j B = \langle \mathcal{X}, \mathcal{Z} \rangle \times_j B$$

(20)

This finishes the proof of this lemma. }
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H.2 Proof of Lemma 5

First, (16) follows from (15) by the relationship between the spectrum of a linear operator and its inverse, so we just need to show (15).

The claim (15) is equivalent to say the spectrum of $P_{rT^t}, \mathcal{A}^*, \mathcal{A} P_{rT^t}$ is lower and upper bounded by $1 - R_{2r}$ and $1 + R_{2r}$, respectively, for $Z \in T_{X^t} M_r$. Since $P_{rT^t}, \mathcal{A}^*, \mathcal{A} P_{rT^t}$ is a symmetric operator, its spectrum can be upper bounded by $\sup_{Z \in T_{X^t} M_r} \|Z\|_F = 1 < R_{2r}$ and lower bounded by $\inf_{Z \in T_{X^t} M_r} \|Z\|_F = 1 - R_{2r}$.

Also

$$\sup_{Z \in T_{X^t} M_r} \langle Z, P_{rT^t}, \mathcal{A}^*, \mathcal{A} P_{rT^t}(Z) \rangle = \sup_{Z \in T_{X^t} M_r} \|\mathcal{A} P_{rT^t}(Z)\|_F^2 \leq 1 + R_{2r}$$

Here (a) is by the TRIP condition for $\mathcal{A}^*, P_{rT^t}(Z)$ is at most Tucker rank $2r$ by Lemma 7 and the fact $\|P_{rT^t}(Z)\|_F \leq \|Z\|_F$. ■

H.3 Proof of Proposition 2

First, for convenience of presentation, given $U_k \in \mathbb{O}_{p_k, r_k}$, we define $U_k^{(1)} = U_k, U_k^{(2)} = U_k$. By orthogonality, we know for any tensor $\mathcal{T}$ of dimension $p_1 \times \cdots \times p_{d+m},$

$$\|\mathcal{T}\|_F^2 = \|\mathcal{T} \times_{k=1}^{d+m} (P_{U_k} + P_{U_k})\|_F^2 = \sum_{s_1, \ldots, s_{d+m} = 1}^2 \mathcal{T} \times_{k=1}^{d+m} P_{U_k^{(s_k)}}^2$$

(66)

By the parameterization form of the tangent space of $X^t$ given in (21), we know to solve the RGN update, i.e., $X^{t+0.5} = \arg \min_{\mathcal{X} \in T_{X^t} M_r} \|\mathcal{Y} - \mathcal{A} P_{rT^t}(\mathcal{X})\|_F^2$, it is equivalent to solve

$$(\mathcal{B}', \{D_k\}_{k=1}^{d+m}$$

$$= \arg \min_{\mathcal{B} \in \mathbb{R}^{d+m}, D_k \in \mathbb{R}^{(p_k - r_k) \times r_k}} \sum_{i=1}^n \|\mathcal{Y}_i - \langle \mathcal{A}_i \mathcal{B} \times_{k=1}^{d+m} U_k^{(1)} \rangle_s - \sum_{k=1}^{d+m} \langle \mathcal{A}_i \mathcal{S}_j \times_k U_k \mathcal{D}_k \times_j U_j^{(2)} \rangle_s \|_F^2$$

(67)
Next, let us decompose each term in the summand on the right hand side of (67).

\[
\text{(67)} \quad \| \mathbf{y}_i - \langle \mathbf{A}_i, \mathbf{B} \times \sum_{k=1}^{d+m} \mathbf{U}_k \rangle \|_F^2 - \sum_{k=1}^{d+m} \langle \mathbf{A}_i, \mathbf{S} \times \mathbf{D}_k \mathbf{U}_j \rangle \|_F^2 \\
\text{(68)} \quad = \sum_{s_{d+1}, \ldots, s_{d+m} = 1}^{2} \bigg\| \mathbf{y}_i \times \sum_{l=1}^{m} \mathbf{U}_l \times \sum_{l=1}^{d+m} \mathbf{U}_l \bigg\|_F^2
\]

Notice that (I) and (II) are non-zero only if \( s_l = 1 \) for all \( l = d + 1, \ldots, d + m \); (III) is non-zero only when there is one \( z \in \{d + 1, \ldots, d + m\} \) such that \( s_z = 2 \) and for all other \( l \neq z, s_l = 1 \); moreover, suppose \( s_z = 2 \) for some \( z \in \{d + 1, \ldots, d + m\} \), then

\[
\text{(III)} = \langle \mathbf{A}_i, \mathbf{S} \times \sum_{j=1}^{d} \mathbf{U}_j \times \mathbf{D}_z \rangle.
\]
With the above observation, \((68)\) can be simplified as

\[
\begin{align*}
\|
\mathbf{y}_i - \langle \mathbf{A}_i, \mathbf{B} \times_{k=1}^{d+m} \mathbf{U}_k \rangle_* - \sum_{k=1}^{d+m} \langle \mathbf{A}_i, \mathbf{S}^t \times_k \mathbf{U}_k \mathbf{D}_k \times_j \mathbf{U}_j \rangle_*
\|^2_F
\end{align*}
\]

\[
\begin{align*}
= \|
\mathbf{y}_i \times_{l=1}^{m} \mathbf{U}_{+d}^{T} - \langle \mathbf{A}_i, \mathbf{B} \times_{k=1}^{d} \mathbf{U}_k \rangle_* - \sum_{k=1}^{d} \langle \mathbf{A}_i, \mathbf{S}^t \times_k \mathbf{U}_k \mathbf{D}_k \times_j \mathbf{U}_j \rangle_*
\|^2_F
\end{align*}
\]

\[
+ \sum_{z=1}^{m} \|
\mathbf{y}_i \times_z \mathbf{U}_{z+d}^{T} \times_{l \neq z} \mathbf{U}_{+d}^{T} - \langle \mathbf{A}_i, \mathbf{S}^t \times_j \mathbf{U}_j \times_{z+d} \mathbf{D}_z \rangle_*
\|^2_F
\]

\[
\text{Lemma } 12 \quad \begin{cases} 
\left( T_0 \right) \\
\left( T_z \right)
\end{cases}
\]

We note that \((T_0)\) only involves \((\mathbf{B}, \{\mathbf{D}_k\})\) and \((T_z)\) only involves \(\mathbf{D}_{z+d}\) for \(z = 1, \ldots, m\). Moreover, we can view \((T_0)\) and \(\{(T_z)\}_{z=1}^{m}\) as \((m+1)\) separate least squares for the reasons below. First,

\[
(T_0) = \sum_{j \in [r_d+1], l=1, \ldots, m} \left( \langle \mathbf{y}_i \times_{l=1}^{m} \mathbf{U}_{+d}^{T} \rangle_{[j_1, \ldots, j_m]} - \langle \mathbf{A}_i \times_j \mathbf{U}_j^{T}, \mathbf{B} \rangle_*[j_1, \ldots, j_m] - \sum_{k=1}^{d} \langle \mathbf{A}_i \times_k \mathbf{U}_k^{T} \times_{j=1, j \neq k} \mathbf{U}_j^{T} \times_k \mathbf{S}^t \times_k \mathbf{D}_k \rangle_*[j_1, \ldots, j_m]\right)^2
\]

\[
\text{Lemma } 12, (19) \quad \sum_{j \in [r_d+1], l=1, \ldots, m} \left( \langle \mathbf{y}_i \times_{l=1}^{m} \mathbf{U}_{+d}^{T} \rangle_{[j_1, \ldots, j_m]} - \langle \mathbf{A}_i \times_j \mathbf{U}_j^{T}, \mathbf{B} \rangle_[j_1, \ldots, j_m] - \sum_{k=1}^{d} \langle \mathbf{U}_k^{T} \mathbf{M}_k(\mathbf{A}_i \times_{j \neq k} \mathbf{U}_j) \mathbf{M}_k(\mathbf{S}^t_{[j_1, \ldots, j_m]}) \mathbf{D}_k \rangle^T \mathbf{D}_k \right)^2.
\]

Moreover,

\[
(T_z) \text{ Lemma } 12 \quad \begin{cases} 
\| \mathbf{y}_i \times_{z} \mathbf{U}_{z+d}^{T} \times_{l \neq z} \mathbf{U}_{+d}^{T} - \langle \mathbf{A}_i \times_j \mathbf{U}_j^{T} \mathbf{S}^t \rangle_* \times_z \mathbf{D}_{z+d} \|^2_F
\end{cases}
\]

\[
\text{Lemma } 19 \quad \| \mathbf{U}_{z+d}^{T} \mathbf{M}_z(\mathbf{y}_i \times_{l \neq z} \mathbf{U}_{+d}^{T}) - \mathbf{D}_{z+d} \mathbf{M}_z(\langle \mathbf{A}_i \times_j \mathbf{U}_j^{T}, \mathbf{S}^t \rangle_*) \|^2_F,
\]

notice that the above formular can be viewed as a multivariate least squares. Finally, the proposition follows by considering the sum of \((T_0), \{(T_z)\}_{z=1}^{m}\) over sample indices \(i\) in \((67)\).  

**H.4 Proof of Lemma 6**

By computing the gradient of the objective in \((8)\) and setting it to zero, \(\mathbf{X}^{t+0.5}\) can be uniquely solved by the following linear system:

\[
P_{T_{\mathbf{X}^t}}(\mathcal{A}^*) \mathcal{A}^* P_{T_{\mathbf{X}^t}}(\mathbf{X}^{t+0.5}) = P_{T_{\mathbf{X}^t}}(\mathcal{A}^*(\mathbf{Y})).
\]  

(69)
In this setting it reduces to

\[ P_{\mathcal{X}^t} (\mathcal{X}^{t+0.5} \times_1 A^T A) = P_{\mathcal{X}^t} (\mathcal{Y} \times_1 A^T). \]  

(70)

Since \( \mathcal{X}^{t+0.5} \in T_{\mathcal{X}^t} \mathcal{M}_r \), we known from (21) that \( \mathcal{X}^{t+0.5} \) can be written as

\[ \mathcal{X}^{t+0.5} = B^t \times_{k=1}^{1+m} U_k + \sum_{k=1}^{1+m} S^t \times_k U^T_k \times j \neq k U^T_j, \]  

(71)

for some to be determined \( (B^t, \{D^t_k\}) \).

- Let us first compute \( \mathcal{M}_k(\mathcal{S}^t \times_k U^T_k \times j \neq k U^T_j) \) for \( k = 2, \ldots, 1+m \). By the projection operation onto the tangent space \( T_{\mathcal{X}_r} \mathcal{M}_r \) given in (5), we have for \( k = 2, \ldots, 1+m \),

\[ U^T_{k+1} M_k (\mathcal{X}^{t+0.5} \times_1 A^T A) W_k^t = U^T_{k+1} M_k (\mathcal{Y} \times_1 A^T) W_k^t. \]  

(72)

By plugging (71) into (72), we get

\[ U^T_{k+1} M_k (\mathcal{X}^{t+0.5} \times_1 A^T A) W_k^t = U^T_{k+1} M_k (\mathcal{Y} \times_1 A^T) W_k^t. \]  

(73)

(a) is because \( V^t_k \) by definition spans the row space of \( M_k(\mathcal{S}^t) \). The last equality in (73) implies

\[ D^t_k M_k (\mathcal{S}^t) V^t_k = U^T_{k+1} M_k (\mathcal{Y} \times_1 A^T) W_k^t \left( V^T_k \left( \bigotimes_{i \neq k} J_i \bigotimes (U_1^T A^T A U_1') \right) V^t_k \right)^{-1}. \]  

(74)

So

\[ M_k (\mathcal{S}^t \times_k U^T_k D^t_k \times j \neq k U^T_j) = U^T_{k+1} D^t_k M_k (\mathcal{S}^t) V^t_k V^T_k \bigotimes_{j \neq k} U^T_j \]  

\[ = U^T_{k+1} U^T_{k+1} M_k (\mathcal{Y} \times_1 A^T) W_k^t \left( V^T_k \left( \bigotimes_{i \neq k} J_i \bigotimes (U_1^T A^T A U_1') \right) V^t_k \right)^{-1} W_k^t. \]  

(74)

- Now we compute \( M_1(\mathcal{B}^t) \) and \( M_1(\mathcal{S}^t \times_1 U^T_{1+1} D^t_{1+1} \times j \neq 1 U^T_{1+1}) \). Similar to (72), here by projecting both sides of (70) onto the core and the first mode, we have

\[ U^T_{1+1} M_1 (\mathcal{X}^{t+0.5} \times_1 A^T A) W_1^t = U^T_{1+1} M_1 (\mathcal{Y} \times_1 A^T) W_1^t, \]  

\[ (\mathcal{X}^{t+0.5} \times_1 A^T A) \times_{k=1}^{1+m} U^T_k = (\mathcal{Y} \times_1 A^T) \times_{k=1}^{1+m} U^T_k. \]  

(75)

By plugging (71) into (75), we get

\[ U^T_{1+1} A^T A U^T_1 M_1 (\mathcal{B}^t) V_1^t + U^T_{1+1} A^T A U^T_1 D^t_1 M_1 (\mathcal{S}^t) V_1^t = U^T_{1+1} M_1 (\mathcal{Y} \times_1 A^T) W_1^t, \]  

(76)
and
\[
B^t \times_1 U_1^\top A^T A U_1^t + S^t \times_1 U_1^\top A^T A U_1^t D_1^t = (Y \times_1 A^\top) \times_{k=1}^{1+m} U_k^\top.
\]  
(77)

Do matricization along mode-1 on both sides of (77) yields
\[
U_1^\top A^T A U_1^t M_1(B^t) + U_1^\top A^T A U_1^t D_1^t M_1(S^t) = U_1^\top M_1(Y \times_1 A^\top) \otimes_j (1+m) U_j^t.
\]  
(78)

By multiplying \( V_1^t \) on both sides of (78) and combining with (76) yields
\[
A^\top U_1^t M_1(B^t) V_1^t + A^\top U_1^t D_1^t M_1(S^t) V_1^t = M_1(Y \times_1 A^\top) W_1^t
\]  
\[
\implies U_1^\top M_1(B^t) V_1^t + U_1^\top D_1^t M_1(S^t) V_1^t = (A^\top A)^{-1} M_1(Y \times_1 A^\top) W_1^t
\]  
\[
\overset{(a)}{\implies} D_1^t M_1(S^t) V_1^t = U_1^\top (A^\top A)^{-1} M_1(Y \times_1 A^\top) W_1^t V_1^t.
\]  
(79)

here (a) is by multiplying \( U_1^\top \) on both sides of the equation. So
\[
M_1(S^t) = U_1^\top (A^\top A)^{-1} M_1(Y \times_1 A^\top) W_1^t V_1^t
\]  
(79)

Finally by (78), we have
\[
M_1(B^t) = (U_1^\top A^\top A U_1^t)^{-1} \left( U_1^\top M_1(Y \times_1 A^\top) \otimes_j (1+m) U_j^t - U_1^\top A^\top A U_1^t D_1^t M_1(S^t) \right)
\]  
(79)

\[
= (U_1^\top A^\top A U_1^t)^{-1} \left( U_1^\top A^\top M_1(Y) \otimes_j (1+m) U_j^t - U_1^\top A^\top A U_1^t U_1^\top (A^\top A)^{-1} M_1(Y \times_1 A^\top) W_1^t V_1^t \right)
\]  
(79)

\[
= (U_1^\top A^\top A U_1^t)^{-1} U_1^\top A^\top \left( M_1(Y) \otimes_j (1+m) U_j^t - A U_1^t U_1^\top (A^\top A)^{-1} A^\top M_1(Y) W_1^t V_1^t \right).
\]

This finishes the proof. 

\[\Box\]

I Additional Proofs and Lemmas

**Lemma 13.** (Tensor Restricted Orthogonal Property) Let \( Z_1, Z_2 \in \mathbb{R}^{p_1 \times \cdots \times p_d} \) be two low Tucker rank tensors with Tucrank(\( Z_1 \)) = \( r_1 := (r_1, \ldots, r_d) \), Tucrank(\( Z_2 \)) = \( r_2 := (r_1', \ldots, r_d') \). Then,
\[
\| \langle \mathcal{A}(Z_1), \mathcal{A}(Z_2) \rangle \|_F \leq R_{r_1+r_2} \| Z_1 \|_F \| Z_2 \|_F.
\]  
(80)

**Proof.** Without loss of generality, assume \( \| Z_1 \|_F = 1, \| Z_2 \|_F = 1 \). Notice that \( Z_1 + Z_2 \) is of at most Tucker rank \( r_1 + r_2 \) as the matricization of \( Z_1 + Z_2 \) on each mode \( k \) is of at most rank \( r_k + r_k' \). Similarly, \( Z_1 - Z_2 \) is also at most Tucker rank \( r_1 + r_2 \). Then by the definition of TRIP constant, we have
\[
(1 - R_{r_1+r_2}) \| Z_1 \|_F + \| Z_2 \|_F \leq \| \mathcal{A}(Z_1 \pm Z_2) \|_F^2
\]
\[
(1 + R_{r_1+r_2}) \| Z_1 \|_F - \| Z_2 \|_F \geq \| \mathcal{A}(Z_1 \pm Z_2) \|_F^2.
\]

Notice that the above inequalities hold in both settings when \( R_{r_1+r_2} > 1 \) and \( R_{r_1+r_2} < 1 \). Then
\[
\| \mathcal{A}(Z_1 + Z_2) \|_F^2 - \| \mathcal{A}(Z_1 - Z_2) \|_F^2 = 4 \langle \mathcal{A}(Z_1), \mathcal{A}(Z_2) \rangle \leq 4 \langle Z_1, Z_2 \rangle + 4R_{r_1+r_2},
\]
\[
\| \mathcal{A}(Z_1 + Z_2) \|_F^2 - \| \mathcal{A}(Z_1 - Z_2) \|_F^2 \geq 4 \langle \mathcal{A}(Z_1), \mathcal{A}(Z_2) \rangle \geq 4 \langle Z_1, Z_2 \rangle - 4R_{r_1+r_2}
\]
and this implies (80). 

\[\Box\]
Lemma 14. (Tensor Estimation from Projection (Luo and Zhang, 2021, Lemma 11)) Given two order-$d$ tensors $\mathbf{Y}, \mathbf{X} \in \mathbb{R}^{p_1 \times \cdots \times p_d}$. Suppose $U^0_k \in \mathbb{O}_{p_k,r_k}$, then

$$
\left\| \mathbf{Y} \times_{k=1}^d P_{U^0_k} - \mathbf{X} \right\|_F \leq \left\| (\mathbf{Y} - \mathbf{X}) \times_1 P_{U^0_1} \times \cdots \times d P_{U^0_d} \right\|_F + \sum_{k=1}^d \left\| U^0_{k,-}\mathcal{M}_k(\mathbf{X}) \right\|_F.
$$

Definition 4. Suppose $\mathcal{F}$ is a subset of a normed space. A set $\mathcal{N}_\epsilon^\mathcal{F} \subseteq \mathcal{F}$ is called an $\epsilon$-net of $\mathcal{F}$ with respect to the norm $\| \cdot \|$ if for each $\mathbf{T} \in \mathcal{F}$, there exists $\mathbf{T}_0 \in \mathcal{N}_\epsilon^\mathcal{F}$ with $\| \mathbf{T} - \mathbf{T}_0 \| \leq \epsilon$. The minimal cardinality of an $\epsilon$-net of $\mathcal{F}$ with respect to the norm $\| \cdot \|$ is denoted by $\mathcal{N}(\mathcal{F}, \| \cdot \|, \epsilon)$ and is called the covering number of $\mathcal{F}$ at scale $\epsilon$.

Next, we give a sharp bound on the covering number for the set of low Tucker rank tensors with respect to the Frobenius norm and it improves upon (Rauhut et al., 2017, Lemma 2).

Lemma 15 (Covering Number for Low Tucker Rank Tensors). Let $0 < \epsilon < 1$, the covering number of $\mathcal{F}_{p,r} := \{ \mathbf{T} \in \mathbb{R}^{p_1 \times \cdots \times p_d} : \text{Tucrank}(\mathbf{T}) \leq r := (r_1, \ldots, r_d), \| \mathbf{T} \|_F \leq 1 \}$ with respect to the Frobenious norm satisfies $\mathcal{N}(\mathcal{F}_{p,r}, \| \cdot \|_F, \epsilon) \leq \left( \frac{3(d+1)}{\epsilon} \right)^{\sum_i r_i} \left( \frac{d(\alpha d+1)}{\epsilon} \right)^{(p_i-r_i) r_i}$ for some absolute constant $c_0 > 0$.

Proof of Lemma 15. Given any $\mathbf{T} \in \mathcal{F}_{p,r}$, $\mathbf{T}$ has the Tucker decomposition $\mathbf{T} = \mathbf{S} \times_{i=1}^d U_i$ for some $\mathbf{S}$ satisfying $\| \mathbf{S} \|_F \leq 1$ and $U_i \in \mathbb{O}_{p_i,r_i}$. We will construct a $\epsilon$-net for $\mathcal{F}_{p,r}$ by covering $\{U_i\}_{i=1}^d$ and the set of $r_1 \times \cdots \times r_d$ tensors with Frobenius norm at most 1.

By (Zhang and Xia, 2018, Lemma 7), we can construct a $\epsilon/(d+1)$-net $(0 < \epsilon/(d+1) < 1)$ \{${\mathbf{S}^{(1)}, \ldots, \mathbf{S}^{(N_S)}}$\} for \{${\mathbf{S}' \in \mathbb{R}^{r_1 \times \cdots \times r_d} : \| \mathbf{S}' \|_F \leq 1}$\} such that

$$
\sup_{\mathbf{S}' : \| \mathbf{S}' \|_F \leq 1} \min_{i \in \{1, \ldots, N_S\}} \| \mathbf{S}' - \mathbf{S}^{(i)} \|_F \leq \epsilon/(d+1)
$$

with $N_S \leq \left( \frac{3(d+1)}{\epsilon} \right)^{\sum_i r_i}$.

At the same time, by (Szarek, 1982, Proposition 8), for each $k = 1, \ldots, d$, we can construct a $\epsilon/(d+1)$-net \{${U_k^{(1)}, \ldots, U_k^{(N_K)}}$\} on the Grassmann manifold of $r_k$-dimensional subspaces in $\mathbb{R}^{p_k}$ with the metric $d(U_1, U_2) = \| U_1 U_2^\top - U_2 U_1^\top \|_F$ such that

$$
\sup_{U_k \in \mathbb{O}_{p_k,r_k}} \min_{i \leq N_k} d(U_k, U_k^{(i)}) \leq \epsilon/(d+1)
$$

with $N_k \leq (\frac{c_0(d+1)}{\epsilon}) r_k (p_k-r_k)$ for some absolute constant $c_0 > 0$.

Given any fixed $\mathbf{T} \in \mathcal{F}_{p,r}$ with Tucker decomposition $\mathbf{S} \times_{i=1}^d U_i$, we can find $U_k^{(i_k)}$ in the corresponding $\epsilon/(d+1)$-net such that $d(U_k^{(i_k)}, U_k) \leq \epsilon/(d+1)$. Let $O_k = \arg \min_{O \in \mathbb{O}_{r_k}} \| U_k O - U_k^{(i_k)} \|_F$. By (Cai and Zhang, 2018, Lemma 1), we have $\| U_k O_k - U_k^{(i_k)} \|_F \leq d(U_k^{(i_k)}, U_k) \leq \epsilon/(d+1)$. Denote $\hat{\mathbf{S}} = \mathbf{S} \times_{k=1}^d O_k^\top$ and let $\mathbf{S}^{(i_o)}$ be the one in the core tensor $\epsilon/(d+1)$-net such that
Thus
\[ \| S^{(i_0)} - \tilde{S} \|_F \leq \epsilon/(d + 1). \] Thus
\[
\begin{align*}
\| T - S^{(i_0)} \times_{k=1}^d U_k^{(i_k)} \|_F &= \| \tilde{S} \times_{k=1}^d U_k O_k - S^{(i_0)} \times_{k=1}^d U_k^{(i_k)} \|_F \\
&= \| (\tilde{S} - S^{(i_0)}) \times_{k=1}^d U_k O_k + \sum_{k=1}^d S^{(i_0)} \times_{j<k} U_j^{(i_j)} \times_{k} (U_k O_k - U_k^{(i_k)}) \times_{j>k} U_j O_j \|_F \\
&\leq \| (\tilde{S} - S^{(i_0)}) \times_{k=1}^d U_k O_k \|_F + \sum_{k=1}^d \| S^{(i_0)} \times_{j<k} U_j^{(i_j)} \times_{k} (U_k O_k - U_k^{(i_k)}) \times_{j>k} U_j O_j \|_F \\
&\leq (d + 1)\epsilon/(d + 1) = \epsilon.
\end{align*}
\]
This finishes the proof of this lemma. ■

The following Lemma 16 quantifies the projection error under the perturbation model.

**Lemma 16.** *(A perturbation projection error bound (Luo et al., 2021, Theorem 2))* Suppose \( B = A + Z \) for some rank-\( r \) matrix \( A \) and perturbation matrix \( Z \). Denote the top rank \( r \) truncated SVD of \( B \) as \( \tilde{U} \tilde{\Sigma} \tilde{V}^T \). Then for any \( q \in [1, \infty] \),
\[
\max \left\{ \| P_{U} A \|_q, \| A P_{\tilde{V}} \|_q \right\} \leq 2\| \Sigma_{\text{max}(r)} \|_q.
\]
Here \( \| \cdot \|_q \) denotes the matrix Schatten-\( q \) norm.