Elementary symmetrization of inviscid two-fluid flow equations giving a number of instant results
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Abstract

We consider two models of a compressible inviscid isentropic two-fluid flow. The first one describes the liquid-gas two-phase flow. The second one can describe the mixture of two fluids of different densities or the mixture of fluid and particles. Introducing an entropy-like function, we reduce the equations of both models to a symmetric form which looks like the compressible Euler equations written in the nonconservative form in terms of the pressure, the velocity and the entropy. Basing on existing results for the Euler equations, this gives a number of instant results for both models. In particular, we conclude that all compressive shock waves in these models exist locally in time. For the 2D case, we make the conclusion about the local-in-time existence of vortex sheets under a “supersonic” stability condition. In the sense of a much lower regularity requirement for the initial data, our result for 2D vortex sheets essentially improves a recent result for vortex sheets in the liquid-gas two-phase flow.

1 Introduction

Two-phase or multi-phase flows are concerned with flows with two or more components and have a wide range of applications in nature, engineering, and biomedicine. Examples include sediment transport, geysers, volcanic eruptions, clouds, rain in natural and climate system; mixture of oil and natural gas in extraction tubes of oil exploitation, oil transportation, steam generators, cooling systems, mixture of hot water and vapor of water in cooling tubes of nuclear power
stations in energy production; bubble columns, aeration systems, tumor biology, anticancer therapies, developmental biology, plant physiology in chemical engineering, medical and genetic engineering, bioengineering, and so on. Multi-phase flow is much more complicated than single-phase flow due to the existence of a moving and deformable interface and its interactions with multi-phases [4, 14, 17, 18].

In this paper, we consider two models of a compressible inviscid isentropic two-fluid flow. The first one describes the liquid-gas two-phase flow. The second one can describe the mixture of two fluids of different densities or the mixture of fluid and particles. We now present corresponding systems of equations and review main existing results related to them.

1.1 Inviscid liquid-gas two-phase flow

We first consider the equations of the compressible inviscid liquid-gas two-phase isentropic flow:

\[
\begin{align*}
\partial_t m + \text{div} (mu) &= 0, \\
\partial_t n + \text{div} (nu) &= 0, \\
\partial_t (nu) + \text{div} (nu \otimes u) + \nabla P &= 0,
\end{align*}
\]

where \( m = \alpha_g \rho_g \) and \( n = \alpha_l \rho_l \) are the gas mass and the liquid mass respectively, the non-negative functions \( \alpha_g \) and \( \alpha_l \) satisfying the condition \( \alpha_g + \alpha_l = 1 \) denote the gas and liquid volume fractions respectively, \( \rho_g \) and \( \rho_l \) are the gas and liquid densities, \( u \) denotes the mixed velocity of the liquid and the gas, and \( P \) is the common pressure for both phases.

In fact, the model \( (1) \) is a simplified version of the following general two-phase flow model:

\[
\begin{align*}
\partial_t m + \text{div} (mu_g) &= 0, \\
\partial_t n + \text{div} (nu_l) &= 0, \\
\partial_t (mu_g + nu_l) + \text{div} (mu_g \otimes u_g + nu_l \otimes u_l) + \nabla P(m, n) &= 0,
\end{align*}
\]

where \( m \) and \( n \) denote the same as above, and \( u_g \) and \( u_l \) denote the gas and liquid velocities respectively. Just as in many papers concerned with viscous liquid-gas two-phase flow, in order to help further understanding the behavior of a solution to the general model, we use two densities and only one fluid velocity to study the simplified two-phase flow model, i.e., we restrict ourselves to a flow regime where the liquid and gas velocities can be assumed to be equal: \( u_g = u_l = u \).

Since the liquid phase is much heavier than the gas phase, we also neglect the gas phase in the mixture momentum equations.

In general, the pressure law \( P = P(m, n) \) is a nonlinear complicated function of the densities. We will follow the simplification made in \([10, 11]\) which guarantees that the model is thermomechanically consistent in the sense that one can get a basic energy estimate easily. We assume that the pressure \( P \) is a smooth function of \((m, n)\) defined on \((0, +\infty) \times (0, +\infty)\). As mentioned
in [10][11], depending on the realistic physical background, three typically different kinds of pressure law are respectively expressed as follows.

The first one has the simple form

\[ P(m, n) = (\gamma - 1)(m + n)^\gamma, \]  

(2)

with \( \gamma > 1 \) being a constant. Another one is

\[ P(m, n) = C \left( \frac{m}{\rho_l - n} \right)^\gamma, \]  

(3)

with constants \( C > 0 \) and \( \gamma > 1 \), and the liquid density \( \rho_l = \text{const.} \). The third one is taken in a little bit more complex form

\[ P(m, n) = C \left( -b(m, n) + \sqrt{b(m, n)^2 + c(m, n)} \right), \]  

(4)

where \( C = a_l^2/2 \) and \( k_0 = \rho_0 - (p_0/a_l^2) \) are positive constants,

\[ b(m, n) = k_0 - n - \left( \frac{a_g}{a_l} \right)^2 m = k_0 - n - a_0m, \]
\[ c(m, n) = 4k_0 \left( \frac{a_g}{a_l} \right)^2 m = 4k_0a_0m, \]

the constants \( a_g \) and \( a_l \) are reference sonic speeds in gas and liquid respectively, and the constants \( p_0 \) and \( \rho_0 \) are reference pressure and density.

Viscous two-phase flows have been investigated extensively, in particular, the existence, uniqueness, regularity, asymptotic behavior, decay rate estimates, and blow-up phenomena of solutions for various one-dimensional and multi-dimensional viscous two-phase flows have been studied recently. We remark that the exhaustive literature list is beyond the scope of the paper, and here we just mention some related results in [8, 12, 35, 36, 37, 38] (see also references therein) for the multi-dimensional viscous two-phase flow model (the viscous counterpart of system (1)). The theory of the inviscid two-phase flow [11] is comparatively mathematically underdeveloped although there have been some numerical studies; see [2, 3, 4, 9] and references therein.

1.2 Inviscid bi-fluid and fluid-particle flows

We now consider another model of the compressible inviscid isentropic two-fluid flow:

\[
\begin{align*}
\partial_t m + \text{div} (mu) &= 0, \\
\partial_t n + \text{div} (nu) &= 0, \\
\partial_t ((m + n)u) + \text{div} ((m + n)u \otimes u) + \nabla P &= 0,
\end{align*}
\]  

(5)

where \( m \) and \( n \) are the densities of two fluids and \( u \) stands for the velocity of bi-fluid. The pressure \( P = P(m, n) \) depending on two densities (possibly in a complicated way) is considered in the following form:

\[ P = P(m, n) = m^\alpha + An^\gamma \]  

(6)
with three constants $\alpha \geq 1$, $\gamma \geq 1$ and $A > 0$. System (5) is the inviscid version of a “simple” but still realistic bi-fluid model derived from physical considerations in [14] (see also [1]).

The viscous version of system (5) has been investigated extensively. In fact, if $\alpha = 1$, $\gamma > 1$ and $A = 1$, by the asymptotic analysis of a system of coupled kinetic and fluid equations, namely, the Vlasov-Fokker-Planck equation and the compressible Navier-Stokes equations, the authors of [22] [23] proved the singular limit convergence towards the viscous version of (5). This kind of model is widely used in the modeling of fluid-particle interactions (see, e.g., [19]). In this case, its inviscid version (5) is a two-phase macroscopic model describing the motion of the mixture of fluid and particles, where $n$ is the density of the fluid and $m$ is the density of particles in the mixture. The derivation of the corresponding viscous two-phase macroscopic model from the Vlasov-Fokker-Planck equation and the compressible Navier-Stokes equations was first addressed by Carrillo and Goudon in [5]. Recently the existence of a weak solution to the viscous two-phase macroscopic model was proved in [28] [33]. At the same time, according to our knowledge, there were almost no mathematical studies of the inviscid equations (5).

For the above two models (1) and (5) of a compressible inviscid isentropic two-fluid flow, by introducing an entropy-like function, we reduce the equations of both models to a symmetric form which looks like the compressible Euler equations written in the nonconservative form in terms of the pressure, the velocity and the entropy. Basing on existing results for the Euler equations, this gives a number of instant results for both models. In particular, we conclude that all compressive shock waves in these models exist locally in time. For the 2D case, we make the conclusion about the local-in-time existence of vortex sheets under a “supersonic” stability condition. In the sense of a much lower regularity requirement for the initial data, our result for 2D vortex sheets essentially improves the recent result in [13] for vortex sheets in the liquid-gas two-phase flow.

2 Elementary symmetrization of two-fluid flow equations

Let us first consider system (1). As in [30], we assume that

$$m > 0 \quad \text{and} \quad n > 0.$$  

Our crucial idea is really very simple: we introduce the entropy-like function

$$S = \frac{m}{n} > 0.$$  

It indeed plays the role of entropy and we will call it the “entropy” because, as for the usual entropy, we get the equation

$$\frac{dS}{dt} = 0.$$
with \(\frac{d}{dt} = \partial_t + (u \cdot \nabla)\), following from the first two equations of system (1). Moreover, we can equivalently rewrite the first two equations of (1) as

\[
\frac{1}{\rho} \frac{d\rho}{dt} + \text{div} \ u = 0, \quad \frac{dS}{dt} = 0, \tag{8}
\]

where for further convenience we use the notation \(\rho := n\).

We now recalculate the pressure \(P\) in terms of \(R\) and \(S\). For the pressure law (2) we have

\[
P = \rho \left(255 - 1\right) S_1 = (\gamma - 1)\rho \gamma (S_1 + 1)\gamma. \tag{9}
\]

For the equation of state (3) we obtain

\[
P(\rho, S) = C \left( \frac{\rho S}{\rho_1 - \rho} \right)^\gamma, \tag{10}
\]

whereas we rewrite (4) as

\[
P(\rho, S) = C \left( \rho S - 1 \right) \gamma (S_1 + 1)\gamma.
\]

In view of (8), we obtain

\[
\frac{d\rho}{dt} = \frac{1}{\rho P} \frac{dP}{dt}. \tag{12}
\]

Then, taking into account (8) and (12), we easily symmetrize the system of conservation laws (1) by rewriting it in the nonconservative form

\[
\frac{1}{\rho P} \frac{dP}{dt} + \text{div} \ u = 0, \quad \rho \frac{du}{dt} + \nabla P = 0, \quad \frac{dS}{dt} = 0. \tag{13}
\]

Equations (13) have absolutely the same form as the compressible Euler equations written in the nonconservative form. Writing down (13) in a matrix form, we get the symmetric system

\[
A_0(U) \partial_t U + \sum_{j=1}^3 A_j(U) \partial_j U = 0, \tag{14}
\]

which is \textit{hyperbolic} if \(A_0 > 0\), where

\[
U = (P, u, S), \quad A_0 = \text{diag}(1/(\rho P), \rho, \rho, 1),
\]

\[
A_1 = \begin{pmatrix}
\frac{u_1}{\rho P} & 1 & 0 & 0 & 0 \\
1 & \rho u_1 & 0 & 0 & 0 \\
0 & 0 & \rho u_1 & 0 & 0 \\
0 & 0 & 0 & \rho u_1 & 0 \\
0 & 0 & 0 & 0 & u_1 \\
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
\frac{u_2}{\rho P} & 0 & 1 & 0 & 0 \\
0 & \rho u_2 & 0 & 0 & 0 \\
1 & 0 & \rho u_2 & 0 & 0 \\
0 & 0 & 0 & \rho u_2 & 0 \\
0 & 0 & 0 & 0 & u_2 \\
\end{pmatrix}.
\]
\[
A_3 = \begin{pmatrix}
\frac{u_3}{\rho P_{\rho}} & 0 & 0 & 1 & 0 \\
0 & \rho u_3 & 0 & 0 & 0 \\
0 & 0 & \rho u_3 & 0 & 0 \\
1 & 0 & 0 & \rho u_3 & 0 \\
0 & 0 & 0 & 0 & u_3
\end{pmatrix}.
\]

For the pressure law (2), \( P_{\rho} = \gamma P/\rho \) and, hence, the hyperbolicity condition \( A_0 > 0 \) holds under assumptions (7). For the pressure law (3), we have
\[
P_{\rho} = \frac{\gamma \rho (\rho S)^{\gamma-1}}{(\rho_l - \rho)^{\gamma+1}},
\]
whereas for the equation of state (4) we calculate:
\[
P_{\rho} = C \left( 1 + a_0 S + \frac{\rho(a_0 S + 1)^2 + k_0(a_0 S - 1)}{\sqrt{b(\rho, S)^2 + 4k_0 a_0 S}} \right).
\]
One can see that under assumptions (7) we have \( P_{\rho} > 0 \) in (15) and (16) (we omit simple calculations for (16)). That is, system (14) is again hyperbolic.

The elementary symmetrization of conservations laws (1) giving the quasilinear symmetric hyperbolic system (13)/(14), which looks like the symmetric system of the compressible Euler equations, implies a number of results almost for nothing. For example, we have the local-in-time existence and uniqueness theorem [15, 34] in Sobolev spaces \( H^s \) for the Cauchy problem for system (13), with \( s \geq 3 \).

We now consider system (5). Let
\[
m \geq 0 \quad \text{and} \quad n > 0.
\]
We again introduce the “entropy” \( S = m/n \geq 0 \). Introducing also the total density
\[
\rho = m + n > 0,
\]
it is easy to see that the first two equations of (5) are equivalently rewritten as (5). Clearly, we again have (12) with
\[
P = P(\rho, S) = \left( \frac{\rho S}{S + 1} \right)^{\alpha} + A \left( \frac{\rho}{S + 1} \right)^{\gamma},
\]
and
\[
P_{\rho} = \frac{\partial P(\rho, S)}{\partial \rho} = \frac{\alpha}{\rho} \left( \frac{\rho S}{S + 1} \right)^{\alpha} + \gamma A \left( \frac{\rho}{S + 1} \right)^{\gamma}.
\]
That is, system (5) is also equivalently written as the symmetric hyperbolic system (13)/(14) (under the hyperbolicity condition (17)).

In the next sections, using the symmetric form (13) of equations (1) and (5) and basing on existing results for the Euler equations, we get local-in-time existence results for shock waves and vortex sheets in two-fluid models (1) and (5). We leave for the reader to find another important results taking place for the compressible Euler equations which could be directly (or almost directly) carried over models (1) and (5) by making use of our simple idea of the introduction of the entropy-like function \( S = m/n \).
3 Shock waves

We consider system (1) for $t \in [0, T]$ in the unbounded space domain $\mathbb{R}^3$ and suppose that $\Gamma(t)$ is a smooth hypersurface in $[0,T] \times \mathbb{R}^3$, where $x' = (x_2, x_3)$ are tangential coordinates. We assume that $\Gamma(t)$ is a surface of strong discontinuity for the conservation laws (1), i.e., we are interested in solutions of (1) that are smooth on either side of $\Gamma(t)$. To be weak solutions of (1) such piecewise smooth solutions should satisfy the Rankine-Hugoniot jump conditions

$$[j_0] = 0, \quad [i] = 0, \quad j[u_N] + |N|^2 [P] = 0, \quad j[u_r] = 0$$

at each point of $\Gamma$, where $[g] = g_+|_{\Gamma} - g_-|_{\Gamma}$ denotes the jump of $g$, with $g^\pm := g$ in the domains

$$\Omega^\pm(t) = \{ \pm(x_1 - \varphi(t, x')) \geq 0 \},$$

and

$$j_0^\pm = m(u_N^\pm - \partial_t \varphi), \quad j^\pm = n(u_N^\pm - \partial_t \varphi), \quad u_N^\pm = (u^\pm \cdot N), \quad u_r^\pm = (u_{1r}^\pm, u_{2r}^\pm), \quad u_{2r}^\pm = (u_{3r}^\pm).$$

$$N = (1, -\partial_2 \varphi, -\partial_3 \varphi), \quad \tau_1 = (\partial_2 \varphi, 0, 1), \quad \tau_2 = (\partial_3 \varphi, 0, 1), \quad i := i^\pm|_{\Gamma}, \quad j_0 := j_0^\pm|_{\Gamma}.$$

We now consider shock waves. For them there is a nonzero mass transfer flux across the discontinuity surface: $u_N^\pm|_{\Gamma} \neq 0$, i.e., $j \neq 0$ (as well as $j_0 \neq 0$ and $j_0 + j \neq 0$). Then, the first two conditions in (20) imply

$$[S] = 0.$$  \hspace{1cm} (21)

Recalling our notation $\rho := n$, by virtue of (20), (21), we get the following jump conditions for shock waves:

$$[S] = 0, \quad [i] = 0, \quad j[u_N] + |N|^2 [P(\rho, S)] = 0, \quad [u_r] = 0,$$

where $j^\pm = \rho(u_N^\pm - \partial_t \varphi)$. Since the “entropy” $S$ is continuous, for a fixed $S$ and without the first condition system (22) coincides with the Rankine-Hugoniot conditions for isentropic Euler equations with the equation of state $P = P(\rho) := P(\rho, S)|_{S} = \text{const}.$

According to the results in [20, 21, 24] and their extension to hyperbolic symmetrizable systems with characteristics of variable multiplicities [16, 25], all uniformly stable shocks are structurally stable. Roughly speaking (we do not discuss regularity, compatibility conditions, etc.), this means that if the uniform Lopatinski condition holds at each point of the initial shock, then this shock exists locally in time. In other words, as soon as planar shock waves are uniformly stable according to the linear analysis with constant coefficients, we can make the conclusion about structural stability of corresponding nonplanar shocks. In this sense, the linear analysis with constant coefficients plays crucial role for shock waves.

The free boundary problem for shock waves is the problem for the systems

$$A_0(U^\pm)\partial_t U^\pm + \sum_{j=1}^{3} A_j(U^\pm)\partial_j U^\pm = 0 \quad \text{in } \Omega^\pm(t)$$

(23)
(cf. (14)) with the boundary conditions (22) on $\Gamma(t)$ and corresponding initial data for $U^\pm$ and $\varphi$ at $t = 0$. We can reduce this problem to that in the fixed domains $\mathbb{R}^3_\pm = \{ \pm x_1 > 0, \ x' \in \mathbb{R}^2 \}$ by the simple change of variables $\tilde{x}_1 = x_1 - \varphi(t, x')$, $\tilde{x}' = x'$. Dropping tildes, we get a nonlinear initial boundary problem in the half-spaces $\mathbb{R}^3_\pm$ with the boundary conditions (22) at $x_1 = 0$. Without loss of generality we can consider the unperturbed shock wave with the equation $x_1 = 0$. Then, the linearization of the nonlinear initial boundary value problem about its constant solution, with $\tilde{U}^\pm = (\tilde{P}^\pm, \tilde{u}^\pm, \tilde{S}^\pm) = \text{const}$ and $\tilde{\varphi} = 0$, gives a linear constant coefficients problem. For the perturbation of the “entropy” (we again denote it by $S$) we obtain the separate problem (cf. (13), (21))

$$\partial_t S^\pm + (\tilde{u}^\pm \cdot S) = f^\pm \quad \text{for} \ x \in \mathbb{R}^3_\pm, \quad [S] = g \quad \text{at} \ x_1 = 0,$$

(24)

where, as usual, we introduce artificial source terms (for the above equations they are $f^\pm(t, x)$ and $g(t, x')$) to make the linear problem inhomogeneous.

For problem (24) we easily deduce the energy identity

$$I(t) - \int_0^t \int_{\mathbb{R}^2} \left( [\hat{u}_1](S^-)^2 + 2\hat{u}_1^+ S^- + \hat{u}_1^+ g^2 \right) |_{x_1=0} \ dx' ds = I(0) + 2 \sum_{\pm} \int_0^t \int_{\mathbb{R}^3_\pm} f^\pm S^\pm \ dx ds,$$

(25)

where

$$[\hat{u}_1] = \hat{u}_1^+ - \hat{u}_1^- \quad \text{and} \quad I(t) = \sum_{\pm} \| S^\pm(t) \|_{L^2(\mathbb{R}^3_\pm)}^2.$$

For compressive shocks ($[\rho] > 0$), it follows from $[j] = 0$ that $[u_N] < 0$. That is, for the unperturbed planar compressive shock we have $[\hat{u}_1] < 0$. Then, for compressive shocks, by standard simple arguments, from (25) we get the a priori estimate without loss of derivatives

$$\sum_{\pm} \left( \| S^\pm \|_{L^2([0,T] \times \mathbb{R}^3_\pm)} + \| S^\pm \|_{L^2([0,T] \times \mathbb{R}^2)} \right) \leq C \sum_{\pm} \left( \| S^\pm \|_{L^2(\mathbb{R}^3_\pm)} + \| f^\pm \|_{L^2([0,T] \times \mathbb{R}^3_\pm)} + \| g \|_{L^2([0,T] \times \mathbb{R}^2)} \right),$$

where $C > 0$ is a constant.

Having in hand the above a priori estimate, we can say that the linearized problem satisfies the uniform Lopatinski condition as soon as its subproblem for the perturbations of $P^\pm$ and $u^\pm$ does. This subproblem totally coincides with the linearized constant coefficients problem for shock waves in compressible isentropic gas dynamics. Moreover, for the pressure law (2) we have the polytropic gas equation of state (cf. (9))

$$P(\rho) = c\rho^\gamma,$$

for the unperturbed constant solution, where $c = (\gamma - 1)(S + 1)^\gamma > 0$ is a constant for a fixed $S = \hat{S}^+ = \hat{S}^- \ (\text{recall that} \ [\hat{S}] = 0)$. It was shown by Majda [20] that all isentropic compressive
shock waves in a polytropic gas are uniformly stable. Their local-in-time existence was proved in [21] (see also [24] for some improvements of the results in [21]). Basing on these results, we can thus make the conclusion that all compressive shock waves in the compressible inviscid liquid-gas two-phase isentropic flow are structurally stable (for the pressure law \( \text{(2)} \)).

For a fixed constant \( \hat{S} = \hat{S}^+ = \hat{S}^- \), the equation of state \( \text{(10)} \) reads

\[
P(\rho) = c \left( \frac{\rho}{\rho_- - \rho} \right)^\gamma,
\]

where the constant \( c = CS^\gamma > 0 \). The above equation of state \( P(\rho) \) is a convex function. The result in [20] was obtained not only for the polytropic gas equation of state but also for a general case satisfying a stability condition and the subsonic requirement behind of the shock. In particular, according to this result, all isentropic compressive shock waves are uniformly stable provided that the equation of state is convex. Hence, we conclude that for the pressure law \( \text{(3)} \) all compressive shock waves for model \( \text{(1)} \) are structurally stable. In fact, the same is true for the pressure law \( \text{(4)} \) because the equation of state \( \text{(11)} \) is a convex function of \( \rho \) (we omit simple calculations).

For the two-fluid model \( \text{(5)} \), the Rankine-Hugoniot conditions read:

\[
\begin{align*}
\mathbf{j}_1 &= 0, \quad \mathbf{j}_2 = 0, \quad j(u_N) + N|\mathbf{P}| = 0, \quad j(u_T) = 0,
\end{align*}
\]

(26)

where

\[
j_1^\pm = m(u_N^\pm - \partial_t \varphi), \quad j_2^\pm = n(u_N^\pm - \partial_t \varphi), \quad j^\pm = \rho^\pm(u_N^\pm - \partial_t \varphi), \quad j = j^\pm|\Gamma,
\]

and we recall that \( \rho = m + n \) is the total density. For shock waves \( (j \neq 0) \), we again have the “entropy” continuity \( \text{(21)} \). The jump conditions \( \text{(26)} \) can be then equivalently rewritten as \( \text{(22)} \). Repeating the above arguments made for model \( \text{(1)} \), we reduce the question about structural stability of shock waves for equations \( \text{(5)} \) to that for shock waves for the compressible isentropic Euler equations with the equation of state (cf. \( \text{(18)} \))

\[
P(\rho) = c_1 \rho^\alpha + c_2 \rho^\gamma,
\]

for the unperturbed constant solution, where \( c_1 = (S/(S+1))^\alpha \geq 0 \) and \( c_2 = A(1/(S+1))^\gamma > 0 \) are constants for a fixed \( S = \hat{S}^+ = \hat{S}^- \). The above equation of state \( P(\rho) \) is a convex function (for \( \alpha \geq 1 \) and \( \gamma > 1 \)). That is, we can conclude that all compressive shock waves for the two-fluid model \( \text{(5)} \) are structurally stable.

4 Vortex sheets

For vortex sheets there is no mass transfer flux across the discontinuity surface: \( u_N^\pm|\Gamma = \partial_t \varphi \). For this case, both the Rankine-Hugoniot jump conditions \( \text{(20)} \) and \( \text{(26)} \) (for models \( \text{(1)} \) and \( \text{(5)} \) respectively) imply the boundary conditions

\[
\partial_t \varphi = u_N^\pm, \quad [\mathbf{P}] = 0,
\]

(27)
which are the same as that for vortex sheets in gas dynamics (full or isentropic).

For model (11), the free boundary value problem for vortex sheets is the problem for (13) in the domains $\Omega^\pm(t)$ with the boundary conditions (27) and initial data for $U^\pm$ and $\varphi$. This free boundary problem totally coincides with that for vortex sheets for the nonisentropic Euler equations studied in [26, 27]. Note that in [26, 27] the Euler equations are written in form (13) for the polytropic gas equation of state (for which $\rho P = \gamma P$). Recall that for the equation of state (9) we also have $\rho P = \gamma P$. Even formally, by introducing the “entropy” function $s = \ln(S + 1)$, we can reduce (9) to the polytropic gas equation of state $p = p(\rho, s) = A\rho^\gamma e^s$, with $A = \gamma - 1$ (clearly, the last equation in (13) stays valid for $s = \ln(S + 1)$). On the other hand, the fact that vortex sheets were formally considered in [26, 27] for the polytropic gas equation of state is absolutely unessential because the results in [26, 27] stay valid for a general equation of state (as for 2D vortex sheets for the isentropic Euler equations whose linear and structural stability was proved in [6, 7] under the “supersonic” condition).

That is, the linear and nonlinear (structural) stability results obtained in [26, 27] for 2D vortex sheets can be directly carried over 2D vortex sheets for equations (1). Referring to [27], we conclude that a vortex sheet $x_1 = \varphi(t, x_2)$ for the 2D case of (11) (with $x = (x_1, x_2)$ and $u = (u_1, u_2)$) is structurally stable under the “supersonic” condition

$$[u_2] > (c_+^3 + c_-^3)^{\frac{1}{2}}, \quad [u_2] \neq \sqrt{2}(c_+ + c_-),$$

(28)

where $c_\pm = c(\rho^\pm, s^\pm)$ and $c = c(\rho, s) = \sqrt{P_\rho} = \sqrt{\gamma P/\rho}$ (note that the second condition in (28) is not physical and appeared in [26] and [30] due to a requirement of the applied technique). The existence theorem in [27] was proved for a finite (not necessarily short) time but under the condition that the initial discontinuity is close to a rectilinear discontinuity corresponding to a constant background solution $\hat{U}^\pm = (\hat{P}^\pm, 0, \hat{u}_2^\pm, s^\pm)$, $\hat{\varphi} = 0$, provided that this solution satisfies the “supersonic” condition (28) (see [27] for the whole details: exact assumptions on the initial data, regularity of solutions, etc.). Clearly, instead of the assumption that the initial data are close to a piecewise constant solution in the existence theorem we could assume that the time of existence is sufficiently short (see, e.g., such a local-in-time existence theorem for current-vortex sheets [32]).

We can rewrite the speeds $c_\pm$ in (28) in terms of the original unknowns $m$ and $n$:

$$c_\pm = c(m^\pm, n^\pm), \quad c(m, n) = \sqrt{\frac{\gamma(\gamma - 1)(m + n)^\gamma}{n}} = \sqrt{(1 + \frac{m}{n}) P_n},$$

where $P_n = \partial P(m, n)/\partial n$. Now $c_\pm$ are written exactly in the same form as in [30] where the linear stability of 2D vortex sheets for equations (11) was studied. Introducing the entropy-like function $S = m/n$ and just referring to [26, 27], we easily recover not only the linear stability result in [30] but also a recent structural stability result in [13].

Moreover, referring to the existence theorem in [27], we even essentially improve the nonlinear result in [13]. Indeed, the existence of solutions $(U^\pm, \varphi) \in H^{m-7}([0, T] \times \mathbb{R}_+^2) \times H^{m-6}([0, T] \times \mathbb{R})$.
was proved in [27] for initial data \((U_0^\pm, \varphi_0) \in H^{\mu+1/2}(\mathbb{R}_\pm^2) \times H^{\mu+1}(\mathbb{R})\), with an integer \(\mu \geq 13\). At the same time, as for current-vortex sheets in [32], the existence theorem in [13] is proved for initial data and solutions belonging to the anisotropic weighted Sobolev spaces \(H^k_*\) (see, e.g., [29, 31]; one has Sobolev’s embedding \(H^k_* \hookrightarrow H^{[k/2]}\)), instead of the usual Sobolev spaces \(H^k\).

More precisely, the existence of solutions \((U^\pm, \varphi) \in H_*^\mu([0, T] \times \mathbb{R}_\pm^2) \times H^\mu([0, T] \times \mathbb{R})\) was proved in [13] for initial data \((U_0^\pm, \varphi_0) \in H^{2\mu+15}(\mathbb{R}_\pm^2) \times H^{2\mu+16}(\mathbb{R})\), with an integer \(\mu \geq 15\).

For the equations of state (3) and (4) as well as for model (5) we still can use the results obtained in [26, 27] and make the conclusion about the structural stability of 2D vortex sheets under the “supersonic” condition (28) with \(c_\pm = \sqrt{P_\rho(\rho^\pm, S^\pm)}\), where the value \(P_\rho\) is given by (15), (16) and (19) respectively.
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