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Motion style transfer is highly desired for motion generation systems for gaming. Compared to its offline counterpart, the research on online motion style transfer under interactive control is limited. In this work, we propose an end-to-end neural network that can generate motions with different styles and transfer motion styles in real-time under user control. Our approach eliminates the use of handcrafted phase features, and could be easily trained and directly deployed in game systems. In the experiment part, we evaluate our approach from three aspects that are essential for industrial game design: accuracy, flexibility, and variety, and our model performs a satisfying result.

1 INTRODUCTION

Character motion synthesis is a major part of game design. The generation of character motions requires natural joint placements and fluent movements. In video games, there are multiple styles of character motions that correspond to various personalities, ages, and etc. For example, there might be a monster who walks in a zombie-like manner, or a warrior who runs while holding a weapon.

Traditional methods for motion synthesis [3, 11] construct a database of motion clips. At runtime, the algorithm searches in the database for the best match, according to the user control and the current character motion, and then interpolates to generate the motion for the next frame. These frameworks consider different styles separately and record different motion clips for them. As a result, they require large amounts of motion capture data, and the generated motions are restricted to the preset styles.

Data-driven methods empowered the recent developments for character motion synthesis, of which the neural network methods played a critical role. A series of studies [7, 17, 18, 21] initiated the exploration of the application of neural networks in motion synthesis. These methods avoid searching through a large database, but still producing character motions with high quality in various scenarios, such as quadruped motions [21] and character interactions [18]. These motion generation models mostly possess a specialized architecture called Mix-Of-Expert (MOE) to modulate their model parameters according to the phase (timing of the cyclic movements) and other properties of the current motion. These model structures are suitable for online motion generation with user control. However, in this case, a single model cannot produce motions with different styles, so that multiple models have to be trained.

There are multiple research studies [1, 6, 15, 20] on the topic of motion style transfer. In motion style transfer, the original style of a given motion clip could be transferred to another style, where the content of that motion clip (for example, walking) is preserved. Nevertheless, these methods only focused on motion style transfer in an offline fashion, which means they transferred the style of a static motion clip. In this work, we study the methods for online motion style transfer with interactive user controls, which could be directly deployed in game systems. With per-frame user controls, the algorithm generates new stylized motions on the fly, in an autoregressive fashion. A similar work on this topic is [12].

For game design, the styles provide diversity for the designers. Motions with different styles could be used for different characters, or splitting and stitching to create impressive visual effects. Based on this, we design an evaluation pipeline and focus on three aspects of the model: the accuracy, the flexibility, and the variety.

First, the model should accurately reproduce the original motions in the training data, given the same controls. This ensures that following different paths, the model generates diverse motions learned from the datasets. Second, the model should flexibly make online transition between styles according to the control, which further enhances the diversity. For example, this empowers a character to have actions with different respective style. Third, the model should create new styles by merging existing styles. This makes the stylized motions not limited to preset ones. With these considerations, we device both qualitative and quantitative evaluations, as will be shown in Sec. 5.

We propose the Motion Temporal Convolution Network (MTCN) for multi-style online motion synthesis with interactive controls. A single MTCN model can be directly used in games for generating a character with multiple styles and actions, according to the user control. Moreover, the model performs well on all three aforementioned style-related functionalities.

Our proposed model has two essential augmentations on the previous online motion generation models [7, 17, 18, 21]. The first is to re-modulate the MOE with the style. The MOE architecture is
modulated by a set of parameters called expert weights, which is further re-modulated in our model by the assigned style. The expert weights change according to different style assignments. The second is to replace the phase with learned features. The phase of motions is a key input to generate expert weights in the previous models. In the recent work [18], the phase is computed through fitting a sinuous curve to the foot/hand contact labels. We replace the phase with learned features and used it in their Phase-Functioned Neural Network (PFNN), which better accommodate complex and multi-style motions.

In summary, we have the following contributions:

- We propose an end-to-end model for online and interactive motion style transfer. With our model, the user could control the game character to switch between styles or to switch to a merged style fluently and naturally. The model could be directly deployed in game systems.
- We replace the commonly used handcrafted phase with learned features, which make the model better suited to multi-style tasks and has simpler data-preprocessing procedure.

The later sections are structured as follows: Section 2 reviews the development of MOE-based models and the advance of offline motion style transfer. Then, Section 3 demonstrates how we modify the MOE so that it is conditioned on the style assignment, and then proposes our method MTCN which is based on learned TCN motion features. The data preparation is described in Section 4. In Section 5, we compare the MTCN with the baseline model, in terms of the accuracy, the flexibility, and the variety. Finally, Section 6 concludes the paper and indicates our future work.

2 RELATED WORKS

In this section, we review the series of neural network methods that utilized the MOE architecture for online motion synthesis, as well as the style transfer approaches in image and motion generation. Later in Sec. 3, we will demonstrate how the style transfer techniques could be combined with the MOE for online multi-style motion synthesis.

2.1 Mix-Of-Expert for Online Motion Synthesis

The series of neural network methods [7, 17, 18, 21] use the Mix-Of-Expert (MOE) architecture for accommodating different phases, controls, and interactions in motion synthesis. Denote the character motion (i.e., the joints positions and rotations in the local coordinate) at time \( t \) as \( m_t \), these works formulate the synthesis task as a sequence generation task. That is, to learn a mapping \( m_{t+1} = \psi(g_t, m_t, m_{t-1}, \ldots) \), where \( g_t \) is the user control given at time \( t \). More specifically, they claimed that an autoregressive formulation \( m_{t+1} = \psi(g_t, m_t) \) would benefit the performance.

A simple realization of the mapping \( m_{t+1} = \psi(g_t, m_t) \) is to directly use a feed-forward neural network and train it with regression losses. However, [7] argued that this led to sliding movements. They had the investigation that the network parameters should be modulated according to the phase of the motions (denoted as \( p_t \)), which refers to the cyclic left-right feet movements in their case. Specifically, it is a periodic variable ranging from 0 to 1, determined by the cyclic movement of feet. Then they proposed the MOE structure and used it in their Phase-Functioned Neural Network (PFNN).

The MOE is conditioned on a set of expert weights”, denoted by \( \alpha = \{ \alpha_n \}_{n=1}^{N_x} \), where \( N_x \) is the total number of experts. For a neuron in layer \( i \), the forward-propagation is changed from the original \( y = \phi(w_i + x + b_i) \) to:

\[
y = \phi \left[ \sum_{n=1}^{N_x} (\omega_n + \alpha_n) x + (\beta_n + \alpha_n) \right]
\]

where \( \omega_n \) and \( \beta_n \) are the network weight and bias for different experts. \( \phi \) is the non-linear activation function. Compared with the simple linear layer, the structure of MOE parameters could naturally possess stronger capacity. With the change of conditional parameters \( \alpha_n \), the MOE produces continuously changing parameters for networks. The constraints \( \sum_n \alpha_n = 1 \) and \( \alpha_n \geq 0 \) are required, out of the intuition that the combination of experts should be convex.

The network weights of PFNN cyclically change according to the phase value \( p_t \), which is generated by a phase function. The subsequent studies further developed this idea. [21] proposed to use the velocity of the current motion to replace the simple phase \( p_t \), so that the MOE can adapt to different modes of quadruped motions. [17] developed the Neural State Machine (NSM) model that takes \( p_t \) along with action labels and environment interaction variables to produce \( \alpha \). [18] proposed to use multiple local phases instead of a single global phase to capture complex interactions involving multiple contacts.

We choose NSM as our baseline model, since it has strong capacity and does not consider multiple contacts, which is our case. In this work, we mainly consider locomotion data, i.e. standing, walking, and running, so that we discard the environment interaction variables in the original NSM. The inputs of the NSM model at time \( t \) consist of four components, namely the joint positions and rotations \( m_t \), root trajectory \( r_t \), gait trajectory \( \lambda_t \), and the movement phase \( p_t \), such \( X_t = \{m_t, r_t, \lambda_t, p_t\} \).

Specifically, to produce \( \alpha \) for MOE, NSM used a multi-layer network (called gating network) that takes as input the Kronecker Product of the phase \( p_t \) and the gait trajectory \( \gamma_t \). We denote the root trajectory at \( t \) as \( r_t \). The two trajectories, \( \gamma_t \) and \( r_t \), consist of the sampled gaits (for example, stand, walk, or run) and root positions (the positions of past and future local coordinates, related to the current local coordinate) of the character from the past 1s to the future 1s. The sampling rate is 1/6 seconds. We can modify \( r_t \) to control to which direction the character moves.

Controlled by expert weights \( \alpha \), the MOE then takes the \( m_t, r_t, \gamma_t \) to regress the \( m_{t+1}, r_{t+1}, \gamma_{t+1} \). Denote the gating network as \( G \), and the MOE as \( M \), the overall NSM model is shown in Eq. 2.

\[
\alpha = G(\ p_t \otimes \gamma_t \ )
\]

\[
m_{t+1}, r_{t+1}, \gamma_{t+1} = M(m_t, r_t, \gamma_t; \alpha)
\]

Here, for discussing style-related operations, we shall expand the description of a motion \( m \) to \( m^s \), with a style \( s \in S \). We shall also denote a sequence of motion as \( m^s_{t_0:t_1} \), which contains the motions from \( t_0 \) to \( t_1 \).

These models based on the MOE realize \( m^s_{t+1} = \psi(g_t, m^s_t) \), and generate motions with high quality for different scenarios and the same style. In this work, we extend this mechanism for multi-style
online motion generation, which is \( m_{t+1}^{s'} = \psi(g_t, m_t, s') \), with an online target style \( s' \in S \).

2.2 Motion Style Transfer

Unlike the online motion style transfer tasks, the offline motion style transfer is provided with the whole extracted content sequence \( c_{b, t} \), and generates \( m_{t+1}^{s'} \) with the target style \( s' \) given.

This kind of offline style transfer has been well-studied in the field of computer vision. [4, 9] started the research of image style transfer using neural networks, by noticing that the style of an image could be described by the inter-layer feature statistics of a pre-trained Convolutional Neural Network (CNN). [19] further showed that the second order statistics of the aforementioned inter-layer feature distributions are enough for style descriptions. They proposed an Instance Normalization (IN) which normalizes the means and variances of inter-layer feature distributions, so that the style of the image is discarded and the content is preserved. With IN, their image style transfer outperformed the previous methods. [8] realized that a de-normalization operation right after IN with a pair of learned mean and variance (or standard deviation) could finish style transfer process. Their method named adaptive Instance Normalization (AdaIN), learned different pairs of mean and variance for different styles, which achieved arbitrary image style transfer.

To briefly summarize, the change or elimination of styles of images is directly related to the manipulation of inter-layer feature distributions in the neural networks.

Recently, [1] applied the concept of content and style of images on motion clips. The original 2-D convolution kernels in a normal CNN is replaced by 1-D convolution kernels, which change the CNN into a TCN. They extracted the content sequence from a motion clip using an TCN encoder \( E_c \) with Instance Normalization (IN, [19]), and also extracted the style with a TCN encoder \( E_s \). Then, they applied AdaIN on a TCN decoder \( G \) to generate unseen content-style combination, with Generative Adversarial Loss [5]. Overall, their method is formulated as the following:

\[
\begin{align*}
  c_{b, t} &= E_c(m_{t, b}^{s}) \\
  s' &= E_s(m_{t, b}^{s'}) \\
  m_{t+1, b}^{s'} &= G(c_{t+1, b}, s')
\end{align*}
\]  

However, their work only focused on this kind of offline whole-sequence motion style transfer, while for real game systems the online counterpart would be much more desired.

3 METHOD

In this section, we propose our method Motion Temporal Convolution Network (MTCN) for multi-style online motion synthesis. Before introducing MTCN, we first demonstrate how the MOE mechanism (introduced in Sec. 2.1) could be combined with the ideas from motion style transfer (introduced in Sec. 2.2). This direct combination leads to Style-NSM (SNSM), which will be our baseline for developing MTCN. MTCN further uses the learned TCN motion features to replace the phase input \( p_t \) in NSM, which results in better performance on multi-style online motion generation.

Fig. 1. The Style-NSM is a modified version of NSM. It takes the generated expert weights \( \alpha \) and modulate them according to the style \( s \) as shown in the dashed box part in the above image. Then, the modulated expert weights are used to control the MOE.

3.1 Style-NSM

As mentioned before, the MOE is an important mechanism for generating motions in an online manner. The expert weights change according to the phase and gait trajectory, adjusting the whole network weights, as is reflected in Eq. 1. This equation could be also re-written as the following:

\[
y = \phi \left[ \sum_{n=1}^{N} (w_n x + \beta_n) \ast \alpha_n \right]
\]  

In this form, the MOE could be regarded as modulating the outputs of several neurons and then summing them up. Here the modulation operation is exactly the same as it is in the de-normalization operation in AdaIN. More specifically, it changes the variance of the inter-layer feature distribution. With this observation, we can see the similarity between MOE and AdaIN.

We can further take the advantage of this property, and re-modulate the expert weights by style label so that they also adapt to different styles. We change the forward-propagation for each layer from Eq.1 to the following:

\[
y = \phi \left[ \sum_{n=1}^{N} (w_n x + \beta_n) \ast r(\alpha_n, s) \right]
\]  

where \( s \) is the style specification and \( r \) is the modulation function. There are multiple choices of \( r \), here we use a simple element-wise affine transformation, which is the following:

\[
r(\alpha_n, s) = \sigma(s) \ast \alpha_n + \mu(s)
\]  

where \( \sigma(s) \) and \( \mu(s) \) are neural nets which take the one-hot encoding of style \( s \). The reason of this choice is that this architecture is empirically more stable than the neural net counterpart, and it introduces minimal number of extra parameters. For the modulation to work better, we shall remove the constraint imposed on expert weights, that is, \( \sum_{n} \alpha_n = 1 \) and \( \alpha_n \geq 0 \). Then, the \( \alpha_n \) should take arbitrary real values and so do the modulated results.

Overall, the SNSM model is different from NSM with an additional modulation to generate the expert weights (the comparison is shown...
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Fig. 2. In SNSM, the expert weight blending coefficients (the four “alpha” values) of four different styles are shown here. Each plot visualizes four weights’ values of one specific style, where the horizontal axis indicates the frame range.

\[ \alpha = r(G(p_t \otimes y_t), s') \]  

(7)

The SNSM thereby implements the mapping \( m_{t+1} = \psi(g_t, m_t, s') \). There is a concern that how the original style \( s \) is removed so that the new style \( s' \) could take place. Empirically, we find that the outputs of autoregressive models have small dependency on the original style of \( m_t \). When there is an online style transition, we interpolate between the original and the target style to gradually make the transition. This process is also shown in Fig. 2.

3.2 Motion Temporal Convolution Network

The SNSM inputs the phase \( p_t \) and gait \( y_t \) to the gating network to generate the expert weights. The idea of using \( p_t \) was first described in PFNN [7]. Indeed, we empirically find that \( p_t \) is a critical input variable for enabling the MOE for online motion synthesis. However, a simple handcrafted global phase has limited expressive capability. For some stylized motions, for example, the zombie-like walking, the phase of the motions is complex and irregular. Besides, the handcrafted process adds to the complexity of the whole system.

As a result, we propose to use a Temporal Convolutional Network (TCN) for direct end-to-end feature extraction. The extracted motion features can replace the original handcrafted phase inputs.

Since we target at online motion synthesis, we have to make the TCN causal, which means it does not take the future information as inputs. The common form of TCN is to directly apply symmetric kernels along the time dimension, i.e., \( v_t = \sum_{k=-\tau}^{\tau} v_{t-k} w_k \). \( v_t \) is the value of channel \( i \) at time \( t \), \( w_k \) is the kernel weight, and \( \tau \) is the scope length. In our case, it is more natural to limit the scope of the kernel so that it only takes the past inputs.

Instead, we use the Causal Convolution proposed in [13], which takes the form of \( v_t^{C} = \sum_{k=0}^{\tau} v_{t-k} w_k \).

Replace the inputs to the gating network of SNSM with the proposed motion features extracted by a TCN encoder \( T \), we have the expert weights of our new model MTCN to be:

\[ \theta_t = T(m_{t-\tau}, t) \]

\[ \alpha = r(G(\theta_t), s') \]  

(8)

where \( \theta_t \) is the motion features extracted from the motion. \( \tau \) is a preset window size. To ensure the modulation capacity, the gating network generates \( a_t \) for each layer \( l \) separately, i.e., \( \alpha = (a_{n}, n = 1, 2, ..., N, l = 1, 2, ..., L) \), instead of generating \( a_l \) that are shared by all layers, where \( L \) is the total number of layers of MOE. As shown in Fig. 3, at each frame, the MTCN takes the past sequence to generate TCN motion features, which determine the expert weights. Then, the expert weights are re-modulated according to the assigned style, which finally controls the MOE.

Scheduled Sampling. We find that Scheduled Sampling [2] is a crucial tool for training MTCN. Scheduled Sampling aims to expose the regression error at runtime to the model at training time. More specifically, for each training iteration, a sampling probability \( p \) is chosen to decide whether the inputs of the next frame are the real data or they are the outputs from the network for the previous frame. With probability \( 1 - p \), the inputs become the outputs from the network, which can be regarded as samples from runtime distribution. This sampling process takes place for multiple frames, and the errors are accumulated and backpropagated at once. In practice, we gradually increase \( p \) from 0 to 1 within the first 10 training iterations.

Window Instance Normalization. With the introduction of the temporal motion features, the network has much more temporal dependency on past styles compared to the fully autoregressive SNSM. This is also confirmed in our experiments as we will show in Sec. 5. Consequently, we also find it necessary to add the Instance Normalization (IN) to the encoder \( T \), so it becomes \( T_{IN} \). We refer to the MTCN after this modification as MTCN-IN. However, there is a subtle problem regarding the behavior of IN at runtime. As mentioned, IN works by taking a set of instances, in our case, a sequence of motions. At runtime, the motions are generated continuously. At time stamp \( T \), it is undesirable to feed all the motions from the beginning to \( T \) to the IN, because this whole sequence might already contain multiple styles and different motion types, which clearly differs from the short and single-styled motion sequences when training. Here we proposed a Window Instance Normalization (WIN) to handle this problem. Basically, the WIN takes sequences of motions within a pre-defined window size, \( \tau \). At runtime, instead of normalizing over motions from beginning to \( T \), WIN normalizes motions from \( T - \tau \) to \( T \). For a given sequence of motion \( m_{t_{0:t_{0}+1}} \), for a specific intermediate layer, the neural net produces feature sequence \( f_{t_{0}, t_{1}} \). The WIN takes place by:

\[ \mu = \sum_{t=t_{0}}^{t_{1}} f_{t} \]

\[ \sigma = \sqrt{\sum_{t=t_{0}}^{t_{1}} (f_{t} - \mu)^2} / (t_{1} - t_{0}) \]

\[ f_{t} = \frac{f_{t} - \mu}{\sigma}, \text{ for all } t \]  

(9)
We collect data with different styles. The whole data consist of 8 walks in that style. In total, there are 16 BVH files and equivalently works well within an empirical range of $0 \leq \epsilon \leq 1$, where the $\epsilon$ information is reduced in $\tilde{f}_{t=4}^{s}$. After several WIN operations, the style $s$ of $m_{t=4}^{s}$ is largely reduced and finally produces the content sequence $c_{t=4, t}$.

Modification of IN & WIN. There is a critical issue that applies to both IN and WIN. Consider the standing action, the character stands still on the ground with very small yet natural movements. For Instance Normalization, these natural tiny movements are also normalized, thus generating undesirable content signals. Ideally, these movements should be represented with their original small values, instead of the normalized values. In fact, the standing pose is not only the case where this phenomenon happens. The consequence of these is the generated motions are shaking at runtime, instead of standing still or keeping the pose. As a result, we change the standard normalization procedure (last line in Eq.9) by imposing a minimum for standard deviation:

$$\tilde{f}_{t}^{s} = \frac{f_{t}^{s} - \mu}{\max(\sigma, \epsilon)} \text{ for all } t$$

(10)

where $\epsilon$ is the minimal value of standard deviation $\sigma$. Movements that are essentially small remain their small-value property after the WIN, such as standing, while other movements are normalized as usual. In practice, the choice of $\epsilon$ is set to be 0.3, but generally works well within an empirical range of 0.1 $\sim$ 0.3.

4 DATA PREPARATION

The data preparation and character skeleton are described in this section, including the motion capture, the data labelling and bone re-targeting.

4.1 Motion Capture and Labelling

We collect data with different styles. The whole data consist of 8 styles in total, including three different zombie styles (NPC-1, NPC-2, and NPC-3), a gun-holding style (NPC-Gun), and four distinct female styles (FEM-1, FEM-2, FEM-3, FEM-4). The three zombie styles include a common zombie, a collapsing zombie, and a jumpy zombie. The four female styles cover styles of being injured, feeling cold, normal, and sexy. For each style, there are two separate BVH files that respectively record clockwise and counterclockwise circular walks in that style. In total, there are 16 BVH files and equivalently 40383 frames for the training. For all data, the bones are calibrated to be the same, and the exact same preprocessing pipeline is used, which include extracting root and gait trajectories as well as the phase computation.

Each frame of data is annotated with a global phase value calculated by manually labelled footstep of four joints, “right angle”, “right toe”, “left angle” and “left toe”. The periodically varied phase value describes the motion condition at current frame. Apart from the phase labels, we also label a action type for each frame, “stand” and “walk”, which is the motion type of the character.

4.2 Bone re-targeting

The character we used is similar to the Humanoid used by [14], it has 18 joints including the root joint set as base coordinate. To fit to a general representing and animation platform, we need to re-target the captured motion sequences, which have 48 joints. The scheme is composed of the following three steps:

- The joints size is firstly scaled to target joints of character, according to labelled skeleton. In details, we fit a template bones into positions and heights of the original motion sequences frame by frame.
- The scaled “body” joints were re-targeted using dampened least squares inverse jacobian method. We set the damping parameter to be 2.0 to get fairly stable and effective end effectors after 20 iterations.
- The last step is to adjust the toe height to make the character keep contact with the ground with manually calculated value.

After the labeling and re-targeting process, for the final prepared training set we find it has stable and smooth movement. The above mentioned process method can adapt to a wide range of characters without concerning the difference of motion capture systems.

5 EVALUATIONS

As mentioned in Sec. 1, we demand the model to have three properties, i.e., the accuracy, the flexibility, and the variety, for providing the diversity for game design. We therefore propose three corresponding evaluations for the online motion style transfer task:
We use SNSM as our baseline, as it is the most straightforward window of prediction, we require the model to reproduce the exact error for the performance on that BVH. All models are set to have 4 expert weights and layers with 256 hidden units. The models are trained with batch-size 64 and Adam optimizer [10] (with weight decay $1 \times 10^{-5}$ and initial learning rate $1 \times 10^{-3}$) for 100 iterations. When training, the value of dropout [16] is set to be 40%.

It should be noticed that the first evaluation is the most important, since the accuracy of motion reproduction is strongly associated with the online motion generation performance and is the foundation for other style-related operations.

### 5.1 Stylized Motion Replay

Currently there are no widely used quantitative measures of the accuracy of a learned motion generation model. The stylized motion replay measure we used here is empirically a reasonably good indicator of the stylized motion quality in our experiments.

While in the training we use Scheduled Sampling with a fixed window of prediction, we require the model to reproduce the exact same motion sequences at evaluation time, given the original control sequences.

More specifically, at evaluation time, we iteratively input the pre-computed control signals $y_t$ and $r_t$ to the model ($t$ starts from the beginning of the Biovision Hierarchy (BVH) file), and thus run the autoregression until the end. Then, we compute the Squared Error (SE) at each frame between the prediction $\hat{m}_t^s$ and the ground truth (denoted as $m_t^s$). We then have a sequence of SEs, which is $e(t) = \|m_t^s - \hat{m}_t^s\|^2$. To ensure that various motions of all the styles are accurately learned, we evaluate the models on all its training data, which include different styles and contents. We also average the errors by $(\sum_{t=1}^{T} e(t))/T$ ($T$ is the total number of frames) for a BVH to get a Mean Squared Error (MSE), which is an overall error measure for the performance on that BVH.

| Style | SNSM | MTCN | MTCN-IN |
|-------|------|------|---------|
| NPC-1 | 0.0772 | 0.0268 | 0.0303 |
| NPC-2 | 0.2080 | 0.1068 | 0.1022 |
| NPC-3 | 0.4443 | 0.1120 | 0.2309 |
| NPC-Gun | 0.0300 | 0.0138 | 0.0097 |
| FEM-1 | 0.1876 | 0.0796 | 0.0640 |
| FEM-2 | 0.1989 | 0.1332 | 0.1366 |
| FEM-3 | 0.2529 | 0.1202 | 0.1202 |
| FEM-4 | 0.0887 | 0.0640 | 0.0636 |

Table 1. MSE for Sequence Models on walking motions.

As is suggested in the Fig. 4 and Table 1, MTCN significantly outperforms the baseline model SNSM. When looking into the replayed motions, we found two reasons for this improvement of performance. First, the SNSM sometimes produces motions that have slight lags in terms of the phases. This would further lead to lags in the future frames, thus causing a misalignment of phases between the generated motions and the ground truth. In Fig. 4, the fluctuation of errors is mainly caused by this lagging effect. Second, compared to MTCN, SNSM generates motions with lower accuracy. This can also be associated with the phase inputs to the gating network. The reason is that in a complex and diverse motion clip, even if the phase $p_t$ of the motions is the same, the motions could have natural variations. The simple phase inputs are unable to capture these. On the other hand, the learned motion features provide MTCN with better descriptions of the motion at the current frame (as an improved substitution of the phase $p_t$), as well as stronger capacity of capturing the intrinsic variations in the data.

Accordingly, at the frame where the misalignment is likely to happen, MTCN possesses better performance. Moreover, the overall error of MTCN is much lower than that of SNSM. This suggests that MTCN has decent accuracy of reproducing learned motions, which would benefit the diversity of the online motion generation. On the other hand, SNSM performs poorly in the multi-style setting, which indicates the quality of the generated motions is not adequate for gaming and any other style-related operations.

As is discussed in Sec. 3.2, MTCN-IN uses WIN for better elimination of style information in the past motion sequence. This certainly causes performance degradation. But as suggested in Table 1, comparatively this degradation is small in most of the styles.

### 5.2 Online Style Transfer

In real game design, it is often required to combine different styles or transiting between them. In Sec. 5.1, we only evaluate the accuracy of reproducing the training data, but leave the transitions between
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Fig. 5. The series of motions represent the online style transferring process of the model MTCN. From left to right, the upper image shows style changing from FEM-3 to FEM-4, then to NPC-GUN and stand at last. The lower figure shows motions styles varying from Fem-1 to Fem-2, then to NPC-2 and stand still.

| Ability                  | SNSM   | MTCN   | MTCN-IN |
|--------------------------|--------|--------|---------|
| Replay BVH               | Poor   | Good   | Good    |
| Online Style Transition  | Yes    | Yes    | Yes     |
| Style Interpolation      | Yes    | No     | Yes     |

Table 2. Different Abilities of Models.

styles untested. This requires the model to produce a series of intermediate motions between two styles, and continuously change between them. The ability to interpolate between styles is further evaluated in Sec. 5.3. In this section, we focus on the continuous transition itself.

Here we devise a qualitative evaluation for the models. The evaluation tests whether the model can flexibly transit between two arbitrary styles that it was trained on. Suppose the user assigns the transition from style $s_1$ to $s_2$. Once the control is issued, we linearly interpolate to change from $s_1$ to $s_2$. More specifically, we have a factor $\lambda$, which mixes the embeddings $s_1$ and $s_2$ to be $s_M = (1-\lambda)s_1 + \lambda s_2$. The $\lambda$ gradually increase from 0 to 1 as time goes on. The generated $s_M$ is set to be the style embedding for the model at that frame. We set the whole process to happen within 1 second. Then, we observe whether the transition happens successfully within this 1 second.

All the models can successfully perform the arbitrary (shown in Tab. 2). In Fig. 5, we have two images showing the online style transfer process using MTCN model. From left to right, the motion sequence frames varying from FEM-3 to FEM-4, then to NPC-GUN and stand still for upper image. Lower figure shows style transfer from FEM-1 to FEM-2 then to NPC-2 and stand at last.

5.3 Style Interpolation

Finally, we further evaluate the ability of the models to interpolate between different styles, to create a new style. This is similar to the evaluation in [1], but they did it in an offline fashion.

This evaluation is also qualitative. We choose two styles $s_1$ and $s_2$ from the training data, and linearly interpolated between their one-hot embeddings (each 50%), which produce $s_I = (s_1 + s_2)/2$. Then, we directly use the interpolated $s_I$ at each frame for the autoregressive motion generation. We then specify the user controls and observe the motions from the new style $s_I$.

For this task, only the SNSM and MTCN-IN succeed (shown in Tab. 2). This is expected for the reasons mentioned in Sec. 3.2. Unlike MTCN-IN, which depends on the content sequence, MTCN has strong dependency on the raw motions. This makes it hard for MTCN to generate the motions based on a new sequence of motions, which is from the the interpolated style.

Overall, MTCN-IN succeeds as the model with both accurate motion replay and the ability to flexibly transit between and interpolate styles.

6 CONCLUSION

In this work, we target the online motion style transfer task with interactive control. We proposed a novel neural network model, namely MTCN. It could handle large number of motion types and extract motion features using TCN feature extractors, which replace the commonly used phase features.

We also propose a baseline model, namely SNSM, which extends the NSM model to accommodate different styles. To make MTCN better transit between and interpolate styles, we augment it to be MTCN-IN. Both MTCN and MTCN-IN have significant improvement over SNSM in terms of motion replay error. MTCN-IN turns out to have the most satisfying performance in our online motion style transfer evaluation pipeline. It is more flexible than MTCN, with small loss of accuracy. MTCN-IN could be directly used for multi-style motion generation in real time applications like games.
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