Costs of avoiding net negative emissions under a carbon budget

To cite this article: Kaj-Ivar van der Wijst et al 2021 Environ. Res. Lett. 16 064071

View the article online for updates and enhancements.
Costs of avoiding net negative emissions under a carbon budget

Kaj-Ivar van der Wijst1,2*, Andries F Hof2* and Detlef P van Vuuren1,2

1 PBL Netherlands Environmental Assessment Agency, Den Haag, The Netherlands
2 Copernicus Institute of Sustainable Development, Utrecht University, Utrecht, The Netherlands
* Author to whom any correspondence should be addressed.
E-mail: kajivar.vanderwijst@pbl.nl

Keywords: climate damages, economic costs and benefits, IAMs, temperature overshoot, Paris agreement, damage reversibility

Supplementary material for this article is available online

Abstract

The 2 °C and 1.5 °C temperature targets of the Paris Agreement can be interpreted as targets never to be exceeded, or as end-of-century targets. Recent literature proposes to move away from the latter, in favour of avoiding a temperature overshoot and the associated net negative emissions. To inform this discussion, we investigate under which conditions avoiding an overshoot is economically attractive. We show that some form of overshoot is attractive under a wide range of assumptions, even when considering the extra damages due to additional climate change in the optimisation process. For medium assumptions regarding mitigation costs and climate damages, avoiding net negative emissions leads to an increase in total costs until 2100 of 5% to 14%.

However, avoiding overshoot only leads to some additional costs when mitigation costs are low, damages are high and when using a low discount rate. Finally, if damages are not fully reversible, avoiding net negative emissions can even become attractive. Under these conditions, avoiding overshoot may be justified, especially when non-monetary risks are considered.

At the 21st Conference of the Parties to the United Nations Framework Convention on Climate Change in 2015, 174 countries ratified the Paris Agreement. They agreed to limit global mean temperature change to well below 2 °C and pursue efforts to stay below 1.5 °C above pre-industrial levels. Different interpretations of such temperature targets can be found in the literature, i.e. either a value that can never be exceeded or something that needs to be achieved this century (allowing a temporary overshoot). Given the near-linear relationship between CO₂ emissions and global temperature change, the former translates into a peak carbon budget, i.e. the cumulative net CO₂ emissions until net-zero CO₂ emissions is reached. In contrast, the latter translates into a net carbon budget during the 21st century (in both cases assuming an equivalent reduction of non-CO₂ greenhouse gas emissions). Many of the scenarios developed by integrated assessment models (IAMs) used in the fifth assessment report of the IPCC followed the second approach: first, they exceeded the carbon budget (for a short period), after which the excess emissions were compensated by net negative emissions towards the end of the century [1, 2]. In response, there has been a lively debate in the literature about both the risks related to (net) negative emissions and the allowance of overshoot [3, 4].

In this context, Rogelj et al [5] proposed to replace the end-of-century budgets with so-called peak budgets. Interestingly, in their proposal, little consideration was given to the related costs and benefits of avoiding net negative emissions. On the one hand, avoiding overshoot avoids the extra damages from climate change incurred throughout the century as a result of exceeding the temperature target. On the other hand, it also leads to less flexibility in the timing of mitigation, leading to higher mitigation costs (up to 80% higher in current IAM literature scenarios [6]). In this paper, we fill this gap by investigating the net effect of these opposite economic impacts of avoiding overshoot. More specifically, we determine under which conditions peak budgets might be an attractive strategy from an economic perspective and under which conditions it would not be.

The answer to these questions depends on several factors, such as the severity of damages, discount rate,
climate sensitivity, and mitigation costs. We perform a sensitivity analysis covering the literature ranges for each of these factors to investigate the economic effect of the decision not to allow overshoot—therefore providing evidence of the rationality of such a choice based on abatement costs and damage costs. This informs the debate about the (dis)advantages of net negative emissions. It should be noted that this is not accounting all factors. Negative emissions could also impact biodiversity and food security [7, 8] (depending on the choice of technology and uncertainties regarding efficiency and management; some amount of negative emissions can probably be generated with relatively little impacts [3]).

An additional novel aspect of our research in the discussion of the role of negative emissions related to carbon budgets is that we take into account partially irreversible damages. Most, if not all, traditional IAMs assume that when temperature decreases, damages decrease accordingly [9]. However, some types of damages, such as disappearing glaciers and species extinction, are irreversible, and, therefore, will remain even when temperature declines. We propose a modelling framework including partially irreversible climate damages in an IAM setting.

1. Economic impact of avoiding net negative emissions

We analyse the economic impact of avoiding net negative emissions using a simple and transparent IAM similar to DICE [10] (see section 5). Gross GDP is calculated in this model using a production function based on technological progress (total factor productivity, TFP), capital and population. Both climate mitigation costs and damage costs resulting from climate change impacts are subtracted from the gross GDP. The resulting net GDP is divided in a fixed share to consumption and investments. Therefore, the mitigation and damage costs induce a direct loss of consumption and an indirect effect on economic growth by affecting investments. The model maximises the total discounted per capita utility, which is a concave function of per capita consumption, using pure rate of time preference (PRTP) values spanning the current literature range. The temperature is calculated as a linear function of cumulative emissions using the transient climate response to emissions (TCRE) relation [11]. We calibrated all factors in the model based on the literature (see section 5). For mitigation costs, the mitigation potential as a function of costs is calibrated to the literature range in the IPCC scenario database for AR5 and SR1.5 (underlying a range of mitigation options). In a scenario where net-negative emissions are allowed, the yearly CO₂ emissions are limited to −20 GtCO₂ yr⁻¹ representing the limits due to biophysical, technical, economic and sustainability constraints. In the literature a wide range of values for the contribution of net negative emissions can be found, ranging from 0 to more than 40 GtCO₂ yr⁻¹ [3, 12], similar to the literature range for high overshoot scenarios in the IPCC SR1.5 database (5–30 GtCO₂ yr⁻¹) [13, 14]. Avoiding net-negative emissions sets this limit to 0 GtCO₂ yr⁻¹. Unless stated otherwise, the end-of-century carbon budget is set to 600 GtCO₂, in line with a 1.5 °C target [13] (median climate temperature estimate). Finally, for damage costs, we use a stylised function that can be scaled (using a damage coefficient) to mimic the entire range from the DICE damage function [10] to the long-run damage function from Burke et al [15], with as default medium damage estimate, the meta-model damage estimate from Howard et al [9]. For baseline assumptions, we use the SSP2 scenario (covering medium estimates for GDP, population and emission growth, see section 5).

The economically optimal emission paths and associated macroeconomic costs of a scenario with and without net negative emissions are shown in figure 1. These results are created using a medium mitigation cost level, medium damage function (i.e. Howard Total, see section 5), medium TCRE and the three PRTPs spanning the current literature range: 0.1% yr⁻¹, as used in the Stern review [16], 1.5% yr⁻¹, as used in DICE-2007 and following versions [17], and 3% yr⁻¹, as used in the original DICE model [18].

In a scenario where net negative emissions are avoided, strong emission reductions need to occur in the first half of the century to stay within the carbon budget (figure 1(a); dotted versus solid lines). In the scenarios that allow for net negative emissions, some mitigation effort is delayed to the second half of the century, reaching net zero around 2075 instead of 2050. While the net negative emissions have a higher marginal cost, the fact that they occur later in combination with discounting makes their use economically attractive. This also means that a lower PRTP significantly reduces the amount of net negative emissions, from 469 GtCO₂ with a 3% PRTP to 115 GtCO₂ for 0.1% PRTP (figure 1(b); see also figure 1(a) for time profile). This corresponds to a temperature overshoot of 0.29 °C and 0.07 °C respectively (similar results were found in previous studies [19]).

Avoiding net negative emissions leads to a reduction in damage costs varying from 10% to 34%, caused by a combination of avoiding overshoot and earlier mitigation effort (figure 1(c)). Simultaneously, the mitigation costs increase between 9% for low discount rates and 37% for the highest discount rate assumed, leading to an increase in total costs (sum of damage and mitigation costs) of 5% to 14%. Both damage and mitigation costs are calculated using their net present value (NPV) (2020–2100) with a fixed 4% social discount rate, regardless of their PRTP value (see section 5).
In other words, in all cases, allowing for some negative emissions is for medium parameters settings for mitigation and damage costs, from an economic perspective, attractive (even if damages are accounted for). The level of this preference, however, depends on the discount rate.

An important aspect to consider is the timing of mitigation effort and incurred damages. In figure 2, we show the abatement costs and damage costs over time. For medium parameter values, the peak of total costs (abatement plus damage costs) occurs towards the end of the century when allowing net negative emissions (2%, 5% and 8% of GDP for respectively 2030, 2060 and 2090). When net negative emissions are not allowed, the peak in total costs is much earlier, albeit slightly lower (4%, 6.5% and 4% of GDP for 2030, 2060 and 2090). Once the minimum emission level is attained, the relative mitigation costs decrease due to technological learning and the increasing baseline GDP of SSP2. The corresponding global carbon prices are shown in supplementary figure 7 (available online at stacks.iop.org/ERL/16/064071/mmedia) and reach a maximum of 800–1000 USD/tCO2 when avoiding net negative emissions and 810–1250 USD/tCO2 when net negative emissions are allowed (as a comparison, the European Trading System carbon prices are around 40 €/tCO2 in 2021).

Besides discounting, the assumed level of climate damages plays an important role in determining the economic attractiveness of net negative emissions as well. In figure 2, we perform a sensitivity analysis on the damage function (specifically, the damage coefficient, see section 5). We use a low damage function (DICE, giving 2% GDP loss at 3 °C warming), a medium one (Howard Total, 9% GDP loss at 3 °C) and a high damage function (Burke LR, 22% GDP loss at 3 °C). For the low damage function, the extra mitigation effort early in the century when avoiding net negative emissions leads to much higher total costs (19% to 29% increase in NPV of total costs). However, when the damage function is high, the early emission reduction leads to significantly lower damages, making the total cost difference smaller. For the Burke damage function with low PRTP, the total costs are minimal when no net negative emissions are used. For such a high damage function, the economically optimal emission path is to reduce as much as possible at any point in time. Allowing net negative emissions allows for deeper reductions throughout the century, with corresponding
higher mitigation costs but lower damages. The effect of these lower damages increases further after 2100. Since in figure 2, we report the NPV from 2020 to 2100, but we optimise discounted utility until 2150, it is possible to obtain higher total costs until 2100 in a scenario with no net negative emissions than in a scenario with negative emissions.

The damage function (specifically, the damage coefficient, see section 5) and the mitigation cost level have an equally strong influence on the difference in total costs. We perform a sensitivity analysis on these three factors: PRTP, damage coefficient and mitigation cost level. For each combination of parameter values, we run a scenario with and one without net negative emissions and calculate the increase in total costs between the two (supplementary figure 11). The extra costs, from low mitigation costs to high mitigation costs, range from $+0\%$ to $+24\%$ (with medium values for the other parameters). For damage cost uncertainty, the extra costs range from $+0\%$ to $+28\%$ from low damages (DICE) to high damages (Burke), again with all other values medium.

Higher mitigation costs always lead to higher additional costs of avoiding negative emissions, as depicted by the differences between the panels in supplementary figure 11. The impact of damage cost uncertainty is similar to the impact of mitigation cost uncertainty: the higher the damage coefficient, the earlier the mitigation effort occurs to avoid high climate damages later in the century. Early abatement action leads to a decrease in total net negative emissions (supplementary figure 8). In fact, the emission paths, and associated cost differences between allowing and avoiding net negative emissions of a scenario with low mitigation cost and medium damage function are very similar to a scenario with medium mitigation costs and high damages. The total costs, relative to GDP, are, of course, significantly higher in the latter scenarios.

Interesting interactions between these parameters can be observed. First, the influence of damage costs uncertainty on timing increases with lower mitigation costs, simply because the relative importance of damages in total costs increases. As a result, in the case of low mitigation costs and high damages, avoiding negative emissions hardly leads to additional total costs. The additional costs even become slightly negative, as was already shown for high damages and low discounting in figure 2, which is possible as utility until 2150 instead of total costs until 2100 is optimised. It can also be noted that the impact of higher damage estimates becomes non-linear for the combination of low mitigation cost levels and low PRTP: in that case, the optimal emission path stays significantly below the set carbon budget (see supplementary figure 9).

For this set of parameters, a higher damage coefficient
leads to more net negative emissions to keep climate-related damages at a minimum.

The costs differences become significantly lower when using a less stringent carbon budget. When using a carbon budget reaching 2 °C instead of 1.5 °C, avoiding net negative emissions only leads to extra costs when mitigation costs are high, or damages low (supplementary figure 18).

The effect of using the low or high instead of the median value of the TCRE is only significant for high damage coefficients. A high TCRE accentuates the effect of climate impacts resulting in more negative emissions if allowed in the scenario (supplementary figure 8).

2. Partially irreversible climate damages

We have shown that if climate damages are reversible, it is in most cases economically optimal to allow some net negative emissions (and thus exceed the peak budget). However, not all damages are likely to be fully reversible. While climate impacts like reduced yields, health impacts and extra energy consumption for air conditioning are likely to be reversible, disappearing glaciers, species extinction and biodiversity loss are clearly irreversible processes. For other impacts, reversibility is more uncertain: while sea-level rise could be considered an irreversible process due to ice melting, the slow timescale at which it occurs also makes it relatively insensitive to a limited period of temperature overshoot.

Here, we investigate the consequences of assuming that a share of the damages is irreversible. The implementation details are discussed in SI 1.1. However, to properly assess the impact of (ir)reversibility of climate impacts, the carbon budget constraint must be changed. The reason is that the damages (and thus the optimal pathways) do not depend anymore on the cumulative net emissions. In fact, enforcing a carbon budget goal could be so restrictive that the model shows negative emissions even without any reversibility, which does not make any economic sense. We therefore translate the carbon budget to a maximum damage target for 2100 (see section 5). Such a maximum damage target inevitably depends on the assumed damage function. The 600 GtCO₂ carbon budget translates to maximum damage costs in 2100 of respectively 0.25%, 1% and 2.7% of GDP for the DICE, Howard Total and Burke (LR) damage functions.

Figure 3(a) shows that the amount of economically optimal net negative emissions is strongly dependent on the percentage of irreversible damages. For low discounting, net negative emissions are almost entirely unattractive when 30% of damages are irreversible. This happens at around 70% of irreversibility for medium discounting—but the use of net negative emissions is already lower by a factor of 2 if 50% of damages are irreversible. For high discounting, the irreversibility of damages only becomes significant beyond a share of 50%.

As a consequence of the irreversibility of damages, net negative emissions need to be compensated by extra mitigation effort to reach the maximum damage target (figure 3(b)). When damages are (almost) fully reversible, the cumulative emissions are close to the original carbon budget from which the damage target was derived, even when using a high amount of net negative emissions (left part of figure 3(b)). When damages are partially irreversible, it becomes economically attractive to have some overshoot (155 GtCO₂ for medium assumptions), even at the cost of extra mitigation effort (85 GtCO₂ for medium assumptions, middle part of figure 3(b)). When damages are even more irreversible, net negative emissions become less attractive, leading again to cumulative emissions close to the original carbon budget (right part of figure 3(b)).

An exception for this is the combination of high damage function and low discounting (dotted blue line in figure 3(b)): the damage target constraint is not economically optimal anymore, resulting in lower
cumulative emissions than prescribed by the maximum damage target.

3. Discussion

3.1. Time evolution of GDP

Avoiding an emission overshoot requires earlier mitigation effort, leading to increased total discounted costs (figure 1(c)). This influences the GDP growth path. As shown in supplementary figure 6, the mitigation costs in 2030 are twice as high when avoiding the overshoot, while the damages are still the same with and without net negative emissions. By 2070, the total costs (mitigation and damage costs) reach the same level in both scenarios. At the end of the century, the absolute GDP level of the scenario avoiding overshoot is significantly higher since the mitigation costs for the negative emissions start to increase after 2070. However, since we optimise on cumulative discounted utility and not on final GDP, the overshoot scenario is still economically favourable. Moreover, since the net negative emission costs are assumed to be phased out after 2100 to keep the same carbon budget, the GDP paths of both scenarios will gradually converge.

3.2. Non-monetary aspects

In this paper, we only consider the macroeconomic effects of different emission paths: the increased monetary cost of climate policy (abatement costs) and the reduction of climate change damage due to earlier abatement effort. However, as mentioned in the introduction, this does not include the extra pressure on ecosystems and biodiversity due to the increased use of land-use related negative emission options such as BECCS and afforestation [3, 7, 8], the massive logistical and political bottlenecks associated with upscaling negative emission technology [20, 21], or the risks of non-performance at any point in the future. While it seems that some amount of negative emissions can be achieved without too many negative side effects [3] (or that some technologies, like afforestation and soil carbon management, could even have some co-benefits), the negative other consequences should still be weighed against the economic results presented in this paper.

3.3. Reversibility of climate damages

We have shown that the amount of net negative emissions is strongly dependent on the extent to which climate damages are reversible. However, ‘reversibility’ in climate change is a broad concept. In the literature on reversibility and climate change, three distinct effects are described, mostly independently of each other. First, climate reversibility, describing how temperature behaves under decreasing concentrations of atmospheric CO₂. Second, the impact reversibility, which analyses how, and if climate damages decrease when temperature decreases. Third, the economic persistence, which treats the long term economic effects of a shock due to climate change.

Regarding the first topic of climate reversibility, our model assumes that temperature is directly proportional to cumulative emissions. Previous research has shown [22–24] that the assumption of fixed temperature/concentration relation might not fully hold: under decreasing atmospheric CO₂ concentrations, temperature decreases at a slower rate than when concentrations are rising. The impact is relatively small for a relatively small overshoot and the discrepancy with our modelling method, which focuses on the reversibility of damages is expected to be small.

The second concept, impact reversibility, is what we consider in this paper as irreversible climate damages. As already described, due to irreversible processes in biodiversity loss, melting glaciers and socio-economic tipping points, not all damages will decrease when temperature decreases.

The third concept is economic persistency. Empirical economic research has shown that climate change does not only induce direct monetary losses (like destroyed real estate after a flood) but also impacts economic growth [15, 25, 26]. The latter has a much longer-term effect. This paper considers this indirectly by using the Burke et al [15] damage function at the high end of our sensitivity range on climate damages. While we have translated the growth effects of Burke et al to a direct temperature–GDP loss relation (therefore not affecting growth rate), the underlying calibration still uses growth impacts (see section 5).

While the second and third concepts (impact reversibility and economic persistency) might be related, the exact relationship is still unclear. In fact, economic persistency also happens when temperatures are increasing, whereas impact reversibility is only relevant for decreasing temperatures.

3.4. Comparison to other literature

The increased mitigation costs when avoiding net negative emissions have already been assessed by Hilairie et al [6] They analysed recent IAM mitigation scenarios reaching 1.5 °C and 2 °C with varying levels of negative emissions. For the 1.5 °C target, mitigation costs go from 2.26% of GDP for unconstrained BECCS to 4.1% of GDP with limited BECCS (both cost values are NPV 2010–2100, 5% yr⁻¹), an increase of over 80%. In this study, we find an increase in mitigation costs of 9% to 37% for medium parameter values. This large discrepancy comes from two reasons. First, we calculate the NPV using a smaller discount rate of 4% instead of 5%, giving more weight to future generations (if we used 5%, the cost increase would be up to 53% for medium values). Second, and most importantly, we take damages into
account when calculating the economically optimal emission trajectory, whereas most traditional IAMs under carbon budget calculate the cost-effective path, ignoring climate damages.

4. Conclusions and implications

Our results suggest that economically, some form of overshoot is attractive, even when considering the extra damages in the optimisation process. The choice to avoid negative emissions, and thereby interpreting the Paris Agreement target as a ‘no overshoot’ target will lead to a sum of abatement costs and damage costs that is around 13% higher than without the restriction when using a PRTP of 1.5% and the medium damage function. Still, the cost differences are much smaller if mitigation costs are assumed to be relatively small (compared to the literature median), damages high, or when a low discount rate is used. Moreover, assuming that climate damages are not fully reversible significantly reduces the attractiveness of net negative emissions. Assuming that 50% of damages are irreversible leads to 50% lower total net negative emissions, since extra mitigation effort is required to reach the same maximum damage target when using net negative emissions. Under a wide range of assumptions on damages, mitigation costs, time preference, reversibility of damages, we find that the attractiveness of negative emissions is much lower than often shown in scenarios based on optimisation of mitigation costs only.

5. Methods

In this paper, we use a simple and transparent IAM described in detail in the SI. The model is similar to DICE [10]. Gross GDP is calculated using a production function based on technological progress (TFP), capital and population. The mitigation costs and the damage costs resulting from climate change impacts are subtracted from the gross GDP. The net GDP is divided in a fixed part (21%) of investments and consumption. The model maximises the total discounted per capita utility, which is a concave increasing function of per capita consumption. Greenhouse gas emissions are calculated by multiplying economic activity with an emission factor.

Each timestep, the emissions are added to the cumulative emissions. The cumulative CO₂ causes a change in global mean temperature, modelled through the instantaneous and linear TCRE relation [11]. This relation includes a linear relation between non-CO₂ and CO₂ emissions. The global mean temperature, in turn, determines the damage costs. In response, the model can determine to mitigate emissions. The mitigation level (or equivalently the carbon price) over time is determined by maximising the NPV of utility. The mitigation costs are subtracted from investments and consumption.

5.1. Calibration

The parameters are as much as possible calibrated against existing literature. Population, baseline emission intensity and TFP are exogenous and calibrated to match the growth rates of the shared socio-economic pathways (SSPs) [27]. We use the SSP2 (‘Middle of the Road’) scenario which has medium assumptions about population growth, emissions, GDP, technological growth and lifestyle. For details, see Riahi et al [27] and for the exact implementation in our model see SI 1.2.

Emission reductions are quantified through a quadratic marginal abatement cost (MAC) curve. The area under the MAC gives the mitigation costs. The resulting mitigation costs are calibrated using the consumption loss range of the 5th Assessment Report of the IPCC [1]. To consider the wide range in mitigation costs, we perform a quantile regression on the AR5 data points to the 5th, 50th and 95th percentiles to represent the low, medium and high end of the mitigation cost range. The 5th percentile leads to mitigation costs 2.5 times smaller than the median costs, the 95th percentile 2.5 times larger.

The damage function is defined as a quadratic function of global mean temperature $T$:

$$D(T) = c \cdot T^2,$$

where $D(T)$ is the fraction of GDP loss due to climate impacts. The damage coefficient $c$ is calibrated to capture the full literature range.

At the low end, we choose the DICE-2013R damage function [10] with $c = 0.00267$. The medium estimate is based on the results from a meta-analysis of literature damage functions by Howard et al [9], with a damage coefficient of $c = 0.01004$. The high end of the range is parametrised by the long-run empirical damage from Burke, Hsiang and Miguel [15]. While their damage estimates are quantified as impacts on growth rates and not directly on GDP, we use the iterative strategy from recent literature [28] to create a damage function usable by IAMs like our model. The idea of this method is to calculate which direct GDP losses would result in the same GDP path as when Burke’s growth impacts are used. Iteratively, a damage curve (as function of temperature change) is created giving the same damages as the growth impact definition [29]. A quadratic function is then fitted to the resulting approximation ($R^2 = 0.99$), leading to $c = 0.02835$, about ten times higher than the DICE damage function.

The utility discount rate, called throughout this paper the PRTP, is chosen to be 0.1% yr⁻¹, as used in the Stern review [16], 1.5% yr⁻¹ and 3% yr⁻¹, as used in DICE-1999, DICE-2007 and following versions [17, 30]. The elasticity of marginal utility is
1.001. The combination of PRTP and elasticity of marginal utility are in line with the expert elicitation by Drupp et al [31].

The minimum yearly emission level in the scenarios without net negative emissions, is, by definition, set at 0 GtCO₂. The potential for net negative emissions is limited by biophysical, technical, economic and sustainability constraints. In the literature a wide range of values for the contribution of net negative emissions can be found, ranging from 0 to more than 40 GtCO₂ yr⁻¹. For instance, Fuss et al [3] estimated a maximum sustainable supply of about 5 GtCO₂ yr⁻¹ for individual CDR options in 2050—but the combination of these options could be higher, while Hanssen et al [12] showed a maximum potential of 40 GtCO₂ yr⁻¹ in 2100. The literature range for 1.5 °C scenarios in the IPCC Special Report on 1.5 °C is around 5 GtCO₂ to 30 GtCO₂ yr⁻¹ for overshoot scenarios. Here, we limit the contribution of net negative emissions to a maximum of 20 GtCO₂ yr⁻¹. Moreover, to account for technological and political inertia, we assume that the emissions cannot be mitigated faster than 2.2 GtCO₂ yr⁻¹ (based on the maximum reduction speed of the IPCC 1.5 °C database [14]) for each scenario. Finally, from the year 2100 onwards, the cumulative emissions from 2020 cannot exceed a carbon budget. Unless stated otherwise, the carbon budget is set at 600 GtCO₂, in line with a 1.5 °C target [13].

Finally, the TCRE determines the increase in global mean temperature per unit of extra CO₂ emissions [11]. Using the method from van Vuuren (2020) [32], the TCRE used here is calibrated to key results from the Working Group I from the IPCC AR5 report [33]. In this paper, three values are considered, corresponding to the uncertainty range’s 5th, 50th and 95th percentile. Unless mentioned differently, we use the median value for the TCRE, equal to 0.62 °C per 1000 GtCO₂.

The percentage of climate damages which is irreversible has, to the best of our knowledge, not been fully estimated in current literature. While several studies have shown that impacts like decreased precipitation [34] and sea level rise [35, 36] can continue to increase after atmospheric CO₂ concentrations have stabilised, there is notoriously less literature quantifying how these impacts behave when emissions become net negative. For this reason, we cover the full range from 0% (fully reversible) to 100% (fully irreversible), even though neither of these extremes is realistic.

5.2. Cost comparison

The abatement and damage costs in this paper are presented as NPV relative to baseline GDP:

$$\text{relative costs} = \frac{\text{NPV (abat. costs)}}{\text{NPV (baseline GDP)}}$$

and similar for the damage costs, where NPV is calculated as discounted sum until timestep T:

$$\text{NPV}(x) = \sum_{t=0}^{T} e^{-rt} (x(t))$$

A fixed social discount rate of 4% yr⁻¹ is used, in line with our medium PRTP value and elasticity of marginal utility (see SI 1.2). In order to compare the macroeconomic costs of a scenario with and without net negative emissions, the ratio of their NPV GDP losses are calculated:

$$\text{cost diff.} = \frac{\text{relative costs}_{\text{with net negs}}}{\text{relative costs}_{\text{without}}} - 1.$$
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