A Comparison of Statistically Equivalent and Realistic Microstructural Representative Volume Elements for Crystal Plasticity Models
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Abstract

Two methods used to construct a microstructural representative volume element (RVE) were evaluated for their accuracy when used in a crystal plasticity-based finite element (CP-FE) model. The RVE-based CP-FE model has been shown to accurately predict the complete tensile stress–strain response of a Ti–6Al–4V alloy manufactured by laser powder bed fusion. Each method utilized a different image-based technique to create a three-dimensional (3D) RVE from electron backscatter diffraction (EBSD) images. The first method, referred to as the realistic RVE (R-RVE), reconstructed a physical 3D microstructure of the alloy from a series of parallel EBSD images obtained using serial-sectioning (or slicing). The second method captures key information from three orthogonal EBSD images to create a statistically equivalent microstructural RVE (SERVE). Based on the R-RVEs and SERVEs, the CP-FE model was then used to predict the complete tensile stress–strain response of the alloy, including the post-necking damage progression. The accuracy of the predicted stress–strain responses using the R-RVEs and SERVEs was assessed, including the effects of each microstructure descriptor. The results show that the R-RVE and the SERVE offer comparable accuracy for the CP-FE purposes of this study.
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Introduction

Integrated computational materials engineering (ICME) is increasingly being used to fast-track materials innovation, qualification and integration. This requires modelling across scales, from the atomic to the continuum, to predict a material’s mechanical properties using the composition, processing conditions, and microstructural features as input variables, which can then be used for design and testing purposes. Such capability requires the coupling of micro-mechanics models with representative volume elements (RVEs) that represent the material’s microstructure. Azhari et al. [1] recently developed a crystal plasticity-based finite element (CP-FE) model to predict the complete tensile stress–strain response of the laser powder bed fusion (L-PBF) Ti–6Al–4V alloy using an RVE to capture the essential attributes of its microstructure. This material is anisotropic and inhomogeneous, which has a major effect on its plastic deformation and failure. The CP-FE model developed by Azhari et al. [1] is similar to many other CP-FE models that have been developed to predict the mechanical response of titanium alloys from
their microstructure [2–25]. Uniquely, it also includes crack band theory [26] to minimize mesh sensitivity.

It is critically important that the RVE describes the three-dimensional (3D) microstructural characteristics such as grain shape, grain size, crystallography, and anisotropy. Other researchers have used a quasi-3D RVE [13, 14], a hypothetical RVE [15–17], or a statistically equivalent RVE (SERVE). The SERVE can be constructed from two-dimensional (2D) or 3D statistical information obtained from the microstructure and may be used to evaluate accurate homogenized properties of the material [27]. A common technique for constructing the SERVE is to use the microstructure statistics obtained from three orthogonal 2D electron backscattered diffraction (EBSD) images [18–23]. For example, the quasi-3D RVE in Ref. [14] is a cube of 95 µm sides and 8 µm thickness generated from a 2D EBSD scan of a dual-phase L-PBF Ti–6Al–4V alloy. The hypothetical RVE used in Ref. [15] was based on the grain size distribution and α grain fraction obtained from optical micrographs and included randomly oriented α grains. Monte Carlo sampling was used to represent the scatter in the material microstructure.

The model described by Azhari et al. [1] uses a SERVE constructed from three orthogonal 2D EBSD images. This contains information on the critical grain statistics, including the crystalline structures of the constituent phases, the grain aspect ratio, the grain size distribution, the orientation distribution functions (ODFs), and the axis ODFs representing the crystallographic and morphological orientations of the grains. Thus, the SERVE is visually different from but statistically equivalent to the real microstructure. However, the accuracy of the SERVE for use in a CP-FE model was not tested in Ref. [1]. For this purpose, an alternative method for obtaining the RVE was developed by constructing the microstructure in 3D from serial sectioning, denoted here as a realistic RVE (R-RVE). This R-RVE captures the exact heterogeneous polycrystalline grain characteristics of the titanium alloy [24, 25]. While accurate, the R-RVE method requires specialized equipment such as a focused ion beam scanning electron microscope (FIB-SEM) and the data are time-consuming and expensive to collect. Because the SERVE is derived from three orthogonal 2D images, its collection requires less device time than is required for serial sectioning, although the time for sample preparation is longer.

The objective of this study is to assess the relative accuracy of the calculated stress–strain curves of two stress-relieved and annealed samples of the L-PBF Ti–6Al–4V alloy using the SERVE and an R-RVE in CP-FE modelling.

Acquisition of Experimental Data and RVE Development

Two pairs of the annealed L-PBF Ti–6Al–4V cylindrical bars were fabricated. Strain-controlled tensile tests were carried out on standard cylindrical tensile specimens machined from one of the bars within each pair. For the microstructural characterization required to develop the RVEs, 3-mm-thick discs with diameter of 10 mm were sectioned from the second bar within each pair. The two bars within each pair were taken from adjacent locations on the build plate to ensure the similarity of their microstructure. However, the test regions between pairs were from different build heights to enable the validation of the model. Fabrication and testing of the bars were described in Ref. [1]. The following sections will present the methods used to create the SERVEs and R-RVEs.

Statistically Equivalent RVE (SERVE)

The SERVE is a statistical model that does not reproduce the actual lath-shaped microstructure but incorporates the key microstructure statistics, including the crystalline structures of the constituent phases, the grain size distribution, the crystallographic and morphological orientations, and the mean aspect ratio of the grains. To capture the 3D characteristics of the microstructure, the SERVE was developed from three orthogonal 2D EBSD microstructural scans with two scans taken parallel to the build plate direction and the third scan taken normal to the build direction. A schematic drawing of the disc extracted from the annealed L-PBF Ti–6Al–4V specimen and three orthogonal disk surfaces used for EBSD imaging is shown in Fig. 1. These quarter disc samples were first embedded in epoxy resin and then ground and polished using a Struers Tegramin-30 Auto-polishing machine. The samples were ground with 500 Grit (US #360) silicon carbide paper, polished with 9 µm and 1 µm diamond suspension, and finished with oxide polishing suspension. The 2D EBSD scans were collected from the red solid surfaces shown in Fig. 1b-d using an FEI Quanta 3D FIB-SEM machine equipped with an EDAX Hikari EBSD detector. The EBSD data were collected at an accelerating voltage of 15 kV, a probe current of 11 nA, a working distance of 15 mm and a step size of 100 nm. Collecting the three 2D EBSD scans consumed approximately 2–3 h of the instrument time. The microstructural analysis was repeated for the second sample.

The orthogonal EBSD scans (dimension ~ 70 × 70 µm²) collected from Specimens 1 and 2 are presented in Fig. 2. The 3D SERVE was generated based on a range of morphological and crystallographic parameters describing the microstructure, which were extracted from the orthogonal EBSD scans illustrated in Fig. 2. To this end, the
DREAM.3D® software [28] was first used to assign feature identification numbers (IDs) to the grains in each 2D EBSD scan. The grains were segmented by grouping neighbouring voxels with similar crystallographic orientations. Then the key microstructural descriptors, including the crystal-line structures of the constituent phases, the grain aspect ratio, the grain size distribution, the orientation distribution functions (ODFs), and the axis ODFs datasets representing the crystallographic and morphological orientations of the grains, were extracted from the grains identified (segmented) in the 2D EBSD scans. The original EBSD scans indicated that the specimen might also contain up to 1 vol.% $\beta$ phase. However, because this low volume fraction of the $\beta$ phase does not substantially alter the stress state at the $\alpha$ phase [25], a fully $\alpha/\alpha'$ hexagonal close packed (HCP) microstructure was assumed for generating the 3D SERVE. The 3D size and aspect ratio distributions of the grains in the 3D SERVE were estimated using stereological projections [29]. The surface crystallographic orientation and misorientation distribution functions were directly used for creating 3D crystallographic distributions [29]. A log-normal distribution was assumed for the grain sizes [30, 31], meaning that the probability density function (PDF) of the equivalent spherical diameter (ESD) of each crystallite is defined as:

$$PDF(ESD) = \frac{1}{(ESD)\sigma\sqrt{2\pi}} \exp\left(-\frac{(\ln ES - \mu)^2}{2\sigma^2}\right)$$

in which $\mu$ and $\sigma$ are the mean and standard deviation on the log-scale, respectively.

To construct the SERVE, a series of customizable pipelines shown in Fig. 14 of the Appendix were used. The $16 \times 16 \times 16$ $\mu$m$^3$ 3D SERVEs generated from the annealed L-PBF Ti–6Al–4V specimens 1 and 2 (labelled as SERVE 1 and 2, respectively) are illustrated in Fig. 3. The accuracy of the technique used for construction of the SERVE was previously validated in Ref. [1]. As explained in Ref. [1], the SERVE is a statistical model and does not represent the actual lath-shaped microstructure. The grains represented by the SERVE are elongated and not equiaxed, but their mean aspect ratio is equal to that of the actual microstructure.

Crystallographic and morphological orientations obtained from the EBSD scans were randomly assigned to the grains of the SERVEs. These are limitations of the SERVE generation method, which may affect the predicted mechanical response for certain loading conditions; however, it will be shown in "Comparison of the Experimental and Calculated Stress–Strain Results" section that they lead to accurate tensile stress–strain response for the annealed L-PBF Ti–6Al–4V alloy considered in this study. The microstructure data including grain sizes and orientations are presented in detail in Ref. [1] and therefore not repeated here.

Realistic RVE (R-RVE)

The R-RVEs were constructed from a series of parallel 2D EBSD images obtained by automated serial sectioning. A section parallel to the top XY plane (Fig. 1b) was cut from the quarter disc and mechanically polished to ~60 $\mu$m thickness, before being mounted onto a pre-tilted holder at 70°. Multiple parallel EBSD images were then captured by automated serial sectioning using a dual-beam FEI Helios Xe$^+$ Plasma FIB-SEM microscope. The specimens were sliced with an accelerating voltage of 12 kV and a current of 5 nA. A 200 nm step size was selected. The total milling time for each slice was between 3 to 5 min. The sectioned slices were coated with a Pt protection layer to minimize curtaining effects. The EBSD data were obtained using an Oxford Symmetry detector and Aztec 4.2 software with an accelerating voltage of 20 kV and beam current of 3.2 nA. The process was automated using the FEI Auto Slice and View software. The total acquisition time was 34 h for Specimen 1 and 63 h for Specimen 2. From the resultant series of 3D EBSD scans (a non-right prism), the R-RVEs with dimensions of $34 \times 34 \times 16$ $\mu$m$^3$ (Specimen 1) and $40 \times 25 \times 25$ $\mu$m$^3$ (Specimen 2) were constructed.

Examples of 2D EBSD slices obtained from the annealed L-PBF Ti–6Al–4V tensile specimens by the serial sectioning technique are shown in Fig. 4. The 3D EBSD scans were transferred to DREAM.3D and the reconstruction of 3D data

Fig. 1 Schematic of the three orthogonal disk surfaces used for EBSD imaging. The solid red surfaces were those examined [1]
was performed through certain series of customizable pipelines (shown in Fig. 15 of the Appendix) indexing all grains [28]. The 3D R-RVEs (16 × 16 × 16 µm³) constructed from the 3D EBSD scans of Specimens 1 and 2 are presented in Fig. 5. The microstructure of both specimens consists largely of α laths arranged in a basket-weave morphology. The grains can either be equiaxed, needle-like, or plate-like shape in form. The total number of α laths fully encapsulated within R-RVEs 1 and 2 is 91 and 119, respectively.

**Fig. 2** Illustration of the three orthogonal EBSD scans obtained from the annealed L-PBF Ti–6Al–4V specimens, after [1]

**Fig. 3** The 3D SERVE (16 × 16 × 16 µm³) constructed using three orthogonal EBSD scans obtained from the annealed L-PBF Ti–6–4 tensile specimens [1]. Color of the grains represents their feature IDs (i.e. grain number)
The slip rate ($\dot{\gamma}_\alpha$) was defined by a viscoplastic power-law \([32]\) as a function of the resolved shear stress ($\tau_\alpha$), the material's resistance to slip ($g_{\alpha}$) on the $\alpha$-th slip system, and $\dot{\gamma}_0$ and $m$ material parameters which represent the reference slip rate and the strain rate sensitivity, respectively \([33]\). The initial value of $g^\alpha$ (i.e. $g^\alpha(0)$) is assumed to be equal to the initial critical resolved shear stress on the $\alpha$-th slip system ($\tau^\alpha_0$). The evolution of $g^\alpha$ over time is described in terms of the slip hardening moduli due to self and latent hardenings. The latent hardening moduli ($h_{ab}$ where $a \neq b$) is used to capture the interactions between different slip systems, and the self-hardening moduli ($h_{aa}$) captures the hardening evolution on a single slip system. The $h_{ab}$ moduli are related to $h_{aa}$ by a material constant ($q$), i.e. $h_{ab} = q h_{aa}$, where $h_{aa}$ is defined by the equations proposed by Peirce et al. \([34]\) and Asaro \([35]\) in terms of the initial hardening modulus ($h_0$), the saturation value of flow stress on the $\alpha$-th slip system ($\tau_s^\alpha$), and the Taylor cumulative shear strain on all slip systems ($\gamma$). The effect of $\alpha'/\alpha$ colony size on the plastic deformation is considered using the Hall–Petch relation \([36]\) which calculates $\tau_0$ in terms of a Hall–Petch slope ($K_y$), the grain ESD, and a constant which is independent of the grain size ($\tau_w$).

The damage accumulation in the material was incorporated using a model proposed by Kim and Yoon \([37]\). It is a continuum damage model which allows us to consider the necking of the material by introducing stiffness degradation into the CP-FE model. The model assumes that damage is initiated once the maximum shear strain during the CP-FE simulation reaches a critical value. A damage ($D$) parameter is included in the calculation of the Cauchy stress tensor ($\mathbf{\sigma}(\mathbf{e})$) as:

$$\mathbf{\sigma}(D, \mathbf{e}) = (1 - D) \cdot \mathbf{\sigma}(\mathbf{e})$$

where $D$ is calculated in terms of the maximum shear strain ($\gamma_m$), which is a state variable calculated at each time increment of the simulation using Eq. (3).

$$D = \begin{cases} 0 & \gamma_m \leq \gamma_{mf,ini} \\ \frac{D_{max}}{(\gamma_{mf,max} - \gamma_{mf,ini})^M} (\gamma_m - \gamma_{mf,ini})^M & \gamma_{mf,ini} < \gamma_m < \gamma_{mf,max} \\ D_{max} & \gamma_{mf,max} \leq \gamma_m \end{cases}$$

Damage evolution is influenced by $\gamma_{mf,ini}$ and $\gamma_{mf,max}$, which represent the maximum shear strain at which damage initiates and reaches the maximum value $D_{max}$, respectively. The extent of damage evolution is controlled by an exponent ($M$). The parameters of the damage model were calibrated using the experimental stress–strain data obtained from physical tensile testing. A modified crack-band theory described in \([1]\) was used to eliminate the mesh-sensitivity of the predicted failure strain.
The described constitutive equations were applied for HCP crystals through a FORTRAN user-defined material subroutine (UMAT) based on the subroutine initially written by Huang [38] for cubic crystals in a continuum framework. The UMAT code enabled activation of all families of slip systems for HCP crystals, including three basal, three prismatic, 12 pyramidal \((c+a)\) and six pyramidal \((a)\) slip systems. The developed UMAT subroutine was linked with the ABAQUS/Standard [39] FE code. During the CP-FE simulation, the stresses, strains and the solution-dependent state variables at each timeframe were updated. The nonlinear equations were solved using an iterative Newton–Raphson solution technique.

The RVE boundary conditions were chosen by assuming symmetry based on the suggestions made in Refs. [40, 41] (Table 1). A ramp displacement was applied to the top surface of the RVE, the front and right surfaces were stress-free, and constrained boundary conditions were applied to the other three surfaces (the bottom, left, and back surfaces) to impose symmetry.

The global stress–strain response of the RVE was calculated using a Python script that homogenizes the local stress and strain values at the integration points of the elements (obtained from the CP-FE simulation) over the RVE volume [42].

**Calibration of the CP Model Parameters**

The room temperature elastic constants \((C_{ij})\), which control the elastic evolution of the L-PBF Ti–6Al–4V alloy, were adopted from Ref. [14] in which semi-3D CP-FE simulation of an L-PBF Ti-6–4 was performed. The symmetry of the HCP crystal structure [43] suggests that \(C_{11} = C_{22}, C_{13} = C_{23}, C_{44} = C_{55},\) and \(C_{66} = (C_{11} - C_{12})/2;\) therefore, only six independent elastic constants were defined.

The parameters related to the plastic deformation and damage evolution of the material were calibrated based on the experimental stress–strain curve. Following the details presented in “Crystal Plasticity Model” section, the specific parameters calibrated were:

- Slip hardening parameters: \(h_0\) (MPa), \(\tau_{\infty}\) (MPa), \(\tau_s\) (MPa) and \(q\)
- Strain rate sensitivity parameters: \(m\) and \(\dot{\gamma}_0\) (s\(^{-1}\))
- Hall–Petch relation parameter: \(K_y\) (MPa\(\sqrt{\text{mm}}\))
- Damage evolution parameters: \(\gamma_{mf,ini}, \gamma_{mf,max}, M\) and \(D_{\text{max}}\)

Details of the calibration process and the final set of calibrated CP parameters listed above are given in Ref. [1].

**Integrating the RVEs and the CP-FE Model**

The output RVEs generated from the DREAM.3D pipelines are a grid of voxels with a grain number and a set of ODFs assigned to each voxel. A MATLAB script was developed to prepare the generated RVEs for the CP-FE simulation and discretize them into eight-node linear brick ABAQUS elements (C3D8).
The meshed RVEs (i.e., SERVEs and R-RVEs) generated from Specimens 1 and 2 and prepared for the CP-FE simulation are illustrated in Fig. 6. These are the SERVEs and the R-RVEs shown in Figs. 3 and 5 and meshed with $64 \times 64 \times 64$ C3D8 elements (elements length = 0.25 µm). The orange arrows are the tensile displacement load, and the blue-orange supports represent the XSYMM, YSYMM, and XSYMM boundary conditions [39].

Results and Discussion

A comparison study was performed on the grain statistics of the SERVEs and the R-RVEs and the corresponding predicted stress–strain responses. The outcome of the two comparison studies was then compared to examine the effect of each microstructural characteristic on the accuracy of the homogenized results obtained from the CP-FE simulations.

Comparison of the Grain Statistics in the Developed RVEs

The first microstructural characteristic is the distribution of the grain size. As mentioned in "Statistically Equivalent RVE (SERVE)" section, the grain sizes have a log-normal distribution [30, 31], suggesting that the logarithm of the equivalent spherical diameter of each crystallite is normally distributed within the microstructure with the log-normal PDF defined in Eq. (1). For each specimen, the log-normal PDFs of ESD in the SERVE and the R-RVE are compared in Fig. 7. Values of $\mu$ and $\sigma$ (the log-normal mean and standard deviation) for each RVE are presented in the legend of these plots. The data presented in Fig. 7 show that the grain size...
distribution of the R-RVE and the SERVE closely match. The values of $\mu$ for the grain size in the R-RVEs and the SERVEs are similar. However, the difference between the $\sigma$ for the grain size in the R-RVEs and the SERVEs is $\sim 14\%$ and $\sim 6\%$ for Specimens 1 and 2, respectively.

A second microstructural characteristic considered is the average misorientation angle between a grain and all neighbouring grains. The average misorientation angles are divided into bins with $2^\circ$ length, and the frequency distribution curves of the average misorientation angle for the R-RVEs and the SERVEs generated from Specimens 1 and 2 are compared in Fig. 8. The vertical axis in Fig. 8, i.e. frequency (%), shows the percentage of each average misorientation angle in the RVE. Figure 8 indicates that the average misorientation angle with maximum frequency (i.e. repeated the most) in the R-RVE and the SERVE is very close for both Specimens 1 and 2, i.e. close to $60^\circ$ for all RVEs. The ranges of the misorientation angles for the R-RVE and the SERVE generated from each specimen have less than $7^\circ$ difference.

**Comparison of the Experimental and Calculated Stress—Strain Results**

Stress—strain curves and mechanical properties from the CP-FE simulations and the experimental results are
compared in Fig. 9. The CP parameters given in Ref. [1] were used for the CP-FE simulation of all RVEs. However, these parameters were only calibrated for SERVE 1; other RVEs were used to validate the CP-FE model. Engineering stress–strain data were used because the model considers necking in the region beyond the ultimate tensile stress. Localized necking due to nucleation and growth of micro-voids was not modelled [44]. There is a close match between the calculated and experimental curves for both specimens and for both the R-RVE and the SERVE.

The consistency in the monotonic tensile simulation results using this approach to construct a SERVE was analysed by generating seven additional SERVEs using the same morphological and crystallographic statistics in each case, labelled as SERVE 1-i, i = 1–7. This was done to test the variance in simulation results due to the changing grain environments in each SERVE as a consequence of the random sampling from each of the microstructure feature distributions. The homogenized stress–strain responses obtained from CP-FE simulations on SERVE 1–1 to 1–7 were compared to simulation outputs from R-RVE 1 and SERVE 1, and Specimen 1 experimental results in Fig. 10. This figure indicates that there is little discernible difference between all these simulations and the experimental results.

The 0.2% proof stress \((f_{0.2})\), the ultimate tensile strength \((f_u)\) and the failure strain \((\varepsilon_f)\) were extracted from each of these predicted stress–strain curves. Figure 11a shows the errors in these mechanical parameters with respect to the experimental values:

\[
\text{error} (\%) = \left( \frac{p_{\text{Model}} - p_{\text{Experiment}}}{p_{\text{Experiment}}} \right) \times 100
\]

where \(p\) is the mechanical parameter (i.e. \(f_{0.2}, f_u, \text{or} \varepsilon_f\)) of interest. For improved visualization of the mechanical parameters predicted by the additional SERVEs, mean values (red marker) and box plots [45] indicating the 25th and 75th percentiles are also presented in Fig. 11b.

The maximum relative error (%) for each of the serves was calculated as ~ 4% for \(f_{0.2}\), ~ 3% for \(\varepsilon_f\), and ~ 2% for \(f_u\) with respect to the experimental values. Therefore, little variance was observed in the simulations using SERVEs constructed from microstructural data obtained using three orthogonal 2D slices.

The robustness of this approach can be further investigated by applying it to the R-RVE 1. If the approach to extracting vital microstructural data to construct a SERVE is robust, then the simulation results obtained from SERVEs constructed from data obtained from three orthogonal faces extracted from the R-RVE 1 should reproduce the monotonic simulation results achieved by the R-RVE 1.

Orthogonal 2D slices were extracted from R-RVE 1, with the locations of the extracted slice illustrated in Fig. 12. Eight SERVEs were created from random orthogonal slices (Table 2) which are labelled as SERVE Ri, i = 1–8. Multiple SERVEs were generated to investigate the variance in the simulation results.
The homogenized stress-strain responses obtained from CP-FE simulations on these additional SERVEs (SERVE R1 to R8) were compared to those obtained from CP-FE simulations on R-RVE 1, SERVE 1 and experimental test on Specimen 1 in Fig. 13a. This figure shows consistency among the modelled stress-strain results of the additional SERVEs (SERVE R1 to R8), SERVE 1, R-RVE 1, and the experimental stress-strain results. Using Eq. (4), the relative error for each of the simulation results using the generated SERVEs was calculated and provided in Fig. 13b. The results show that a maximum error (%) of ~3% for $f_{0.2}$ and ~3.5% for both $f_u$ and $\epsilon_f$ exists, with most SERVEs predicting mechanical properties with less than 2.2% error with respect to the experimental values. The spread in mechanical properties is shown using box plots in Fig. 13c.

The similar spread in simulation results seen in Fig. 11 and Fig. 13 shows the viability of the three orthogonal surface approach to extracting robust morphological and crystallographic statistics. Extracting data obtained from three orthogonal 2D slices provides enough vital information on the crystallographic and morphological characteristics to construct SERVEs representative of the microstructure for the purposes of CP-FE modelling of tensile behaviour.

**Summary and Conclusions**

A comparison study was performed for application of a statistically equivalent RVE (SERVE) and a realistic RVE (R-RVE) in the CP-FE simulation of complete tensile loading (until failure) of the annealed L-PBF Ti-6Al-4V alloys. A 3D SERVE, which is statistically equivalent to the actual polycrystalline microstructure, and an R-RVE, which captured the heterogeneous polycrystalline grain characteristics inherent in the material, were generated for each of the two different annealed L-PBF Ti-6Al-4V specimens. One of the SERVEs was used for calibration of the CP-FE model parameters while the other RVEs were used for validation of the model. CP-FE simulations were conducted on the generated RVEs, and their complete stress-strain responses were calculated. The statistics of the microstructure grains in the SERVEs and the R-RVEs were compared. Also, the predicted stress-strain responses of the generated RVEs were compared to the experimental curves.

**Table 2** SERVEs created from the 2D slices extracted from R-RVE 1 along three orthogonal planes which are shown and labelled in Fig. 12

| SERVE label | Slice parallel to the $xy$ plane | Slice parallel to the $xz$ plane | Slice parallel to the $yz$ plane |
|-------------|---------------------------------|---------------------------------|---------------------------------|
| SERVE R1    | Slice $xy_1$                     | Slice $xz_2$                    | Slice $yz_3$                    |
| SERVE R2    | Slice $xy_3$                     | Slice $xz_1$                    | Slice $yz_4$                    |
| SERVE R3    | Slice $xy_4$                     | Slice $xz_3$                    | Slice $yz_1$                    |
| SERVE R4    | Slice $xy_1$                     | Slice $xz_1$                    | Slice $yz_1$                    |
| SERVE R5    | Slice $xy_4$                     | Slice $xz_4$                    | Slice $yz_4$                    |
| SERVE R6    | Slice $xy_2$                     | Slice $xz_3$                    | Slice $yz_2$                    |
| SERVE R7    | Slice $xy_3$                     | Slice $xz_1$                    | Slice $yz_3$                    |
| SERVE R8    | Slice $xy_4$                     | Slice $xz_2$                    | Slice $yz_2$                    |
Fig. 12  The 2D slices (thickness of 0.2 µm) extracted from R-RVE 1 in three orthogonal planes. The colors represent the grain ID in each grain which makes the colors shown in 2D slices different from those shown in the R-RVE.
Fig. 13  a Homogenized stress–strain curves from CP-FE simulations on R-RVE 1, SERVE 1, SERVE R1 to R8, and experimental test on Specimen 1; b variation of the relative error (%) of the predicted mechanical parameters with respect to the experimental values; and c box plots (indicating the 25th and 75th percentiles) and mean values (red marker) of the predicted mechanical parameters predicted for SERVE R1 to R8.
Further analysis was undertaken to understand the robustness of the three orthogonal 2D slices approach to extracting microstructural data. This was done by performing CP-FE simulations on additional SERVEs constructed from random orthogonal 2D slices extracted from the R-RVE created from Specimen 1 (i.e. R-RVE 1).

The following conclusions are drawn:

- Equivalence for predicting the homogenized tensile stress–strain curve of the L-PBF Ti–6Al–4V alloy using a CP-FE model was demonstrated between a SERVE generated from three orthogonal 2D EBSD scans and an R-RVE generated from multiple, parallel 2D EBSD scans collected by serial sectioning. The grain characteristics of the microstructure obtained from three orthogonal 2D EBSD scans results in the construction of SERVEs with close grain size and misorientation angle distributions as that extracted from the R-RVE.
- The predictive ability of the SERVE method was confirmed using additional SERVEs constructed from random combinations of orthogonal 2D slices extracted from the R-RVE.

Appendix

The customized pipelines used for construction of the SERVE and R-RVE in the DREAM.3D® software. See Figs. 14 and 15.
Fig. 15 The pipelines used for construction of the R-RVE. The output of Step 1 (a) is input Pipeline 01 of Step 2 (b)
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