Abstract. In this article we will discuss the basic calculational concepts to simulate particle physics events at high energy colliders. We will mainly focus on the physics in hadron colliders and particularly on the simulation of the perturbative parts, where we will in turn focus on the next-to-leading order QCD corrections.

1. Introduction
The Standard Model of Particle Physics is very successful to describe the phenomena that we observe in high energy colliders [1]. In July 2012 the ATLAS and CMS experiments at CERN finally announced to have found the last missing piece of the Standard Model – the Higgs boson [2, 3]. Measurements of the properties of the new boson, in order to identify it with the Standard Model Higgs boson, and searches for new physics beyond the Standard Model are ongoing since.

In order to compare those measurements to our theoretical concepts, precise predictions for the corresponding observables are needed. However, the situation at hadron colliders is complicated through a large background of QCD radiation, and sophisticated computational techniques, theoretically as well as experimentally, are needed all the more. On the theory side Monte Carlo programs are thereby the tool of choice, in order to combine all the necessary computational techniques. In this article we will briefly describe some of the concepts that are thereby used. Due to the mixed audience, we will constrain ourselves to a rather basic description. For a more thorough description we would like to point the reader to a list of references throughout this article, which are better suited to explain certain aspects in greater detail, and we would like to apologize in advance for any relevant reference that we may miss to mention.

2. Hadronic collisions
In this section we will sketch the physics behind general purpose event generators. Excellent general reviews on the following can be found in [4–6], to which we would like to point the reader for a more thorough description and further references if required.

The current theoretical picture of a hadronic collision is motivated by the properties of asymptotic freedom of QCD at high energy scales and confinement at low scales. Due to the property of asymptotic freedom we may take on the parton picture, i.e. we assume that we can resolve gluons and quarks inside the hadrons, with a resolution scale $\mu_F$, as depicted in Fig.1. Correspondingly, the total cross section for the scattering of two hadrons at a center-of-mass energy (CME) $\sqrt{s}$ can be factorized according to the following formula:

$$\sigma(s) = \sum_{X_1} \sum_{a,b} \int dx_1 dx_2 f_a(x_1;\mu_F) f_b(x_2;\mu_F) \hat{\sigma}_{ab \rightarrow X_1}(\hat{s}; \{a, b, X_1\}; \mu_F) \otimes P S_{X_1} \otimes H_{X_1 \rightarrow X_1}$$ (1)
Eq.1 consists of a non-perturbative and a perturbative part. In the non-perturbative part the parton density functions (PDF) \(f_a(x_1, \mu_F)/f_b(x_2, \mu_F)\) describe the probabilities at a scale \(\mu_F\) to “find” partons of type \(a/b\) with longitudinal momentum fractions \(x_1/x_2\) inside the hadrons \(1/2\). These probabilities cannot be calculated from first principles but can be determined from experiment. In the perturbative part, which can be completely calculated from first principles in perturbation theory, the hard (or partonic) scattering cross section \(\hat{\sigma}_{ab \rightarrow X_p}(\hat{s}; \{a, b, X_p\}; \mu_F)\) describes the probability of two incoming partons of type \(a\) and \(b\) with a partonic CME (or hard scale) \(\sqrt{\hat{s}} = \sqrt{x_1 x_2 s}\) to yield a partonic final state configuration \(X_p\).

Due to the property of confinement, quarks and gluons cannot be observed separately in nature and exclusive hadronic final states \(X_h\) have to be simulated: A parton shower evolves an inclusive partonic cross section into an exclusive partonic final state by simulating a cascade of soft/collinear QCD radiation, through consecutive soft and collinear parton splittings, in which each splitting product receives consecutively less energy. The parton shower evolution is determined perturbatively. At a certain scale \(\Lambda_{QCD} \ll \sqrt{\hat{s}}\), approximately at the order of \(\Lambda_{QCD} \sim O(1\text{GeV})\), the partons in the parton shower hadronize, and may subsequently decay. The hadronization process cannot be determined from first principles, but needs to be modeled. In addition to the primary interaction, the hadron remnants, after extraction of the partons \(a\) and \(b\), can undergo further soft scatterings, so called multiple parton interactions (MPI), which form part of the accompanying underlying event and need to be modeled as well.

In order not to be overly sensitive to the details of such models, which usually dominate the theory uncertainties, we depend on observables that are insensitive to physics in the soft/collinear limit. Such infrared-safe observables do not change in the limit in which additional soft or collinear particles are imposed. An important class of infrared-safe observables is thereby the class of jet observables, or simply jets. Jets can be imagined as collimated bunches of soft and collinear partons inside a "cone" of a certain "radius" around a central parton, determined by suitably chosen cone or cluster algorithms to specify the possible partonic configurations inside the jets. Several formulations to define such jet algorithms are available, most of which are infrared safe [7].

In the remainder of the article we will discuss the calculational concepts needed for the computation of the perturbative contributions to multi-jet production: Fixed order calculations, needed to describe the hard scattering, will be discussed in section 3. The physics behind parton showers and how to interface them to fixed order calculations will be sketched in sections 4 and 5. The non-perturbative contributions will not be discussed any further.
3. Fixed order calculations

The hard scattering for a certain partonic (sub-)process is determined predominantly by the corresponding hard matrix element, which describes the probability for the transition between the corresponding partonic initial and final state and can be calculated from first principles in perturbation theory in the strong (running) coupling constant \( \alpha_s(Q) \), which exhibits small values at large scales \( Q \). The corresponding fixed order calculation is evaluated at a certain (fixed) hard scale, and in the following, of which excellent reviews can be found in [8, 9], we will thus suppress the scale argument in the strong coupling constant. An (infrared-safe) observable \( O \) for \( n \) partons in the final state, for example, is determined as follows:

\[
\langle O \rangle \propto \sum_{a,b} \int dx_1 dx_2 f_a(x_1) f_b(x_2) \sum_n \int d\phi_n O(p_1, ..., p_n) |A_{n+2}|^2 ,
\]

where \( |A_{n+2}|^2 \) denotes the hard matrix element for the scattering of \( n+2 \) partons \((2 \rightarrow n)\), which is computed in turn from the complex valued hard scattering amplitude \( A_{n+2} \). Summation and phase-space integration over all possible final states with \( n \) partons is implied. For an observable whose leading order (LO) prediction is given by an \( n \)-parton tree-level amplitude \( A_n^{(0)} \), the following expansions, up to relative order \( O(\alpha_s) \), are relevant for the calculations of the next-to-leading order (NLO) prediction:

\[
|A_n|^2 = |A_n^{(0)}|^2 + \alpha_s 2 Re (A_n^{(0)*} A_n^{(1)}) \quad \text{and} \quad |A_{n+1}|^2 = \alpha_s |A_{n+1}^{(0)}|^2 ,
\]

where we have omitted the overall LO factor \( \alpha_s^{-2} \). The associated NLO contributions originate then from two different regions with respect to the phase space: One (the virtual) comes from the interference term of the virtual one-loop amplitude \( A_n^{(1)} \) with the corresponding tree-level matrix element with \( n \) partons, the other (the real) from the squared \((n+1)\)-parton tree-level amplitude, with one additional parton in the final state, compared to the LO contribution. Note that the two NLO contributions are defined on phase spaces of different dimensionality. We can thus sum up the computation of the NLO contribution to an observable \( O \) in two terms as

\[
\langle O \rangle_{\text{NLO}} = \int_n O_n V + \int_{n+1} O_{n+1} R ,
\]

where we have used a very condensed notation, in which \( \int_n \equiv \int d\phi_n \) and where \( V \) and \( R \) denote the virtual and real contributions (encoding the corresponding observables and matrix elements) respectively. The amplitudes in \( V \) and \( R \) are traditionally computed from all possible corresponding Feynman diagrams, of which Fig.2 shows two examples. Unfortunately the two terms in Eq.4 are ill defined if taken separately, since each contains singularities for certain regions in phase space: In the virtual part the integration over the loop momentum may lead to collinear, soft or ultraviolet singularities, e.g. if \( k_i || k_j, |k_i | \rightarrow 0 \) or \( |k| \rightarrow \infty \) respectively in the example in Fig.2. In the real part the integration over the additional real emission may lead to collinear or soft singularities, e.g. if \( p_3 || p_5 \) or \( |p_5| \rightarrow 0 \) respectively in the example in Fig.2. In an analytic integration using e.g. \( D \)-dimensional regularization, with \( D = 4 - 2\epsilon \) and \( |\epsilon| \ll 1 \), these singularities manifest themselves as poles in \( 1/\epsilon \). The ultraviolet singularities in the virtual part are usually taken care of by a suitably chosen ultraviolet counterterm \( V_{\text{CT}} \), such that \( V \) is actually ultraviolet-finite. In addition, for infrared-safe observables it is known that the soft/collinear singular terms cancel between the real and the virtual contributions after integration, rendering their sum eventually finite [10–12].

The calculation of state-of-the art processes, i.e. processes with many partons, cannot be performed analytically anymore and we need numerical methods to perform the phase-space
Figure 2. Example diagrams for virtual (left) and real (right) corrections. The degrees of freedom of the virtual as well as of the external partons are denoted by the loop four-momenta $k_i$ and the external four-momenta $p_i$, respectively.

integrals. The method of choice is hereby Monte Carlo integration [13, 14]. It is, however, not possible to naively integrate the sum of the virtual and real contributions, since the corresponding integrands live on phase spaces of different dimensionality. The cancellation of the singular terms is thus not as trivial. A standard method to deal with such a problem is the subtraction method:

We can rewrite the NLO observable to read

$$\langle O \rangle_{NLO}^{n+1} = \int (O_{n+1}R - O_nA) + \int (O_nV + O_nA)_{+1},$$

(5)

where $A$ is a simple function that has the same point-wise singular behavior as $R$. Since $O_n$ is infrared safe, i.e. $O_{n+1} \rightarrow O_n$ in the soft/collinear limit, $O_nA$ acts as local counterterm to $O_{n+1}R$ in the singular regions, rendering the first bracket finite. $A$ is thereby chosen such that it can be integrated analytically over the one-parton subspace, leading to poles in $1/\epsilon$, which then cancel against the $\epsilon$-poles from $V$, rendering the second bracket finite. Both brackets can then be separately integrated over their respective phase spaces. The singular parts of the subtraction terms are universal. The finite parts, however, can be chosen freely, which results in various variants of the subtraction method, of which several automated implementations are available. Relevant references can be found in [8, 15–30].

Despite the subtraction method, the real and virtual contributions still need to be constructed and especially the results of the loop integration in the virtual contribution has to be known. To compute the virtual contribution basically three methods and variants thereof exist: Traditional tensor reduction, cut-based methods and the numerical method.

In traditional tensor reduction one uses the fact that tensor integrals of the form

$$I_{n,a}^{(\alpha_1...\alpha_{2n})}(\{p_i\}, \{m_i\}) = \int d^Dk \frac{k^{\alpha_1}...k^{\alpha_{2n}}}{\prod_{i=1}^{2n}(k_i^2 - m_i^2 + i\delta)^n}, \text{ with } D = 4 - 2\epsilon,$$

(6)

which result from all possible Feynman diagrams to a certain amplitude, can always be reduced to a linear combination of a certain set of known scalar integrals. The price to pay is the introduction of Gram determinants upon the determination of the corresponding coefficients. For example, reducing a three-point tensor integral of rank 2, leads to the introduction of an inverse Gram determinant $|G|^{-1} \propto (p_1^2p_2^2 - (p_1.p2)^2)^{-1}$, which tends to large values whenever $p_1||p_2$ and thus leads to a poor numerical behavior. However, several solutions to this type of problem exist, based on different reduction algorithms, expansion around small Gram determinants in critical regions, etc., of which several implementations are available. Relevant references can be found in [31–47].

In the cut-based methods one uses the fact that the entire amplitude can directly be decomposed into a basis of known scalar integrals. The coefficients are then obtained from tree-like objects by solving a linear system of equations numerically. These tree-like objects are
universally obtained by cutting loop diagrams. For example, for a massless amplitude one needs only the coefficients in front of bubble, triangle and box integrals:

\[ A^{(1)}_n = \sum_{i,j} c_{ij} I_2^{(ij)} + \sum_{i,j,k} c_{ijk} I_3^{(ijk)} + \sum_{i,j,k,l} c_{ijkl} I_4^{(ijkl)} + R_n , \quad (7) \]

where the box coefficients are then for example obtained from quadruple cuts. After the box contributions have been subtracted one gets the triangle coefficients from triple cuts, and so on. Several approaches and various implementations hereof exist. Relevant references can be found in [48–66].

In the numerical method one extends the idea of the subtraction method to the virtual part by introducing local counterterms to the loop integrand in the virtual contribution as well. With

\[ V = \int_{\text{loop}} V_{\text{bare}} + V_{\text{CT}} \]

we can write

\[
\langle O \rangle^{\text{NLO}} = \int_{n+1} (O_{n+1} R - O_n A) + \int_{n,\text{loop}} O_n (V_{\text{bare}} - L) + \int_{n,\text{loop}} O_n (V_{\text{CT}} + \int_{n,\text{loop}} + 1) , \quad (8)
\]

where \( L \) is a simple function that has the same point-wise singular behavior as the fully singular loop integrand \( V_{\text{bare}} \) in the ultraviolet, soft and collinear regions. \( L \) is thereby chosen such that it can be integrated analytically over the loop-momentum space, leading to poles in \( 1/\epsilon \): The explicit poles from \( \int_{\text{loop}} L \) cancel against the soft/collinear \( \epsilon \)-poles from \( \int_{\text{loop}} A \) and the ultraviolet \( \epsilon \)-poles from \( V_{\text{CT}} \). The three contributions \( \langle O \rangle^{\text{NLO}}_{\text{real}}, \langle O \rangle^{\text{NLO}}_{\text{virtual}} \) and \( \langle O \rangle^{\text{NLO}}_{\text{insertion}} \) can then be separately integrated over their respective integration spaces, where the numerical loop integration and the numerical integration over the final state phase space in \( \sigma^{\text{NLO}}_{\text{virtual}} \) are performed together in one combined Monte Carlo integration. The virtual subtraction method was originally formulated on a Feynman-diagrammatic level, but later extended to be applicable directly on the amplitude level. The actual numerical loop integration can then either be implemented for a re-parametrized form with Feynman or Schwinger parameters or in a direct approach, where the integration is over the four-dimensional loop momenta and requires an efficient method to deform the contour of the loop integration into the complex plane where necessary. Relevant references can be found in [67–82].

All methods to compute the various parts to an NLO observable depend eventually on the efficient construction and evaluation of the respective integrands, be it the tree-level constituents of the LO contribution or the NLO real contribution, or the one-loop constituents of the NLO virtual contribution. The standard for many years has been to rely on traditional Feynman diagrams, where all Feynman diagrams that contribute to a certain process are taken into account. This, however, may become quite tedious for processes with many partons, since in a na"ive implementation the computational complexity grows approximately factorially with the number of partons. In addition, considering predominantly QCD processes, the algebraic manipulations due to the underlying SU(\( N = 3 \)) gauge group can become quite cumbersome for processes with many partons. Many modern approaches that aim to cut down the computational complexity are based on the attempt to calculate entire amplitudes rather than single Feynman diagrams. Color decomposition offers for example a way to deal more efficiently with the underlying group theory, where one uses the fact that any QCD amplitude can in general be decomposed in a linear combination of spanning vectors in the associated group space and purely kinematical coefficients. This decomposition can be done once in the beginning of the computation, where all the group theoretical factors are computed and the linear combinations, as expansions in the number \( N \) of colors, are determined. During run-time it is then only
necessary to compute the kinematical coefficients for each phase-space point. This method becomes particularly efficient, if parts of the kinematical coefficients during their computation may be reused, which is possible through recursive methods. In the large-$N$ approximation one even terminates the expansions in the number $N$ of colors after the leading term, which decreases the computational effort tremendously. The kinematical coefficients can further be decomposed into more primitive objects, which exhibit a certain fixed ordering, i.e. all diagrams that are associated to them exhibit the same planar ordering with respect to their external legs. These primitive objects are particularly well suited to be constructed through recursive methods, of which various approaches are known. For certain helicity combinations even simple closed analytic expressions exist to compute the associated amplitudes, expressed in terms of particularly suitable spinor-helicity representations. Eventually one may use the benefits of the Monte Carlo approach, by additionally performing a sampling over the external quantum numbers (such as helicities or color degrees of freedom) through the Monte Carlo sum. Relevant references to the aforementioned approaches, for tree-level as well as one-loop constituents, can be found in [18, 48, 49, 65, 66, 83–119].

4. Parton showers

In this section we will sketch the motivation and physics behind parton showers (exemplarily for the case of time-like splittings) which are essential for the correct simulation of realistic detector events. Excellent general reviews on the following can, however, be found in [4–6, 120], to which we would like to point the reader for a more thorough description.

In order to predict detector events and observables in high energy collisions realistically, fixed order calculations are not sufficient for mainly two reasons:

1) Jet cross sections describe the inclusive production of jets: The cross section for $n$-jet production e.g. describes the production of at least $n$ jets, with a corresponding $n$-parton final state phase space. However, in order to compare to the measured detector events we need to describe the exclusive final states for exactly $n$, $n+1$, etc. jets. With fixed order calculations we will not be able to realistically describe such exclusive final states, and especially not for multi-jet configurations, due to their increasing complexity (even with modern amplitude-based methods).

2) The hard scattering is always associated with a certain hard scale, at which the corresponding fixed order calculation is evaluated. This means we need to evolve from an inclusive cross section at some hard scale $Q$ to an exclusive final state at some soft scale $\mu$, at which hadronization can take place. Due to the inherent truncation of the corresponding perturbative series and the running logarithmic behavior of the strong coupling constant, however, the evolution from one scale $Q$ to another scale $\mu$ introduces spurious logarithmic enhancements of the form $\alpha_s(\mu)^n L^m$, with $L = \log(Q^2/\mu^2)$. For a sufficiently soft scale $\mu$ the logarithms $L$ may thus easily overcome the smallness of the perturbative coupling constant $\alpha_s(\mu)$ at this scale, which leads to a divergent result for $\mu^2 \ll Q^2$. Physical cross sections, however, exhibit Sudakov dampening at soft scales. A realistic description needs thus to re-sum the large logarithms to all orders in perturbation theory, in order to properly describe the Sudakov suppression at the soft scales (cf. Fig.3).

A solution is presented by the parton shower approach, due to multiple emissions in the soft/collinear approximation: In the soft/collinear regions an $(n+1)$-parton cross section can be factorized into an $n$-parton cross section times a splitting function $P(z)$. Differentially this reads $\sigma(\phi_{n+1}) \propto \sigma(\phi_n)\alpha_s(t)P(z)dzdt/t$, where $t$ denotes the scale at which the splitting takes place and $z$ (respectively $1-z$) denotes the energy fraction of the splitting products, as depicted in Fig.4, and the phase-space element of the emission is given by $dzdt/t$ (for simplicity, here and in the following, we omit the azimuthal angle component of the emission). The splitting function $P(z)$ is enhanced for $z \to 0$ and/or $1$ (depending on the parton types of the constituents.
Figure 3. The plot portrays the transverse momentum distribution of a Higgs boson in Higgs production at the LHC [120], calculated at fixed NLO (green), with a parton shower (cyan), and with a matrix element corrected (MEC) parton shower (red). The NLO calculation diverges in the low \( p_T \)-region. The parton shower exhibits the correct Sudakov suppression in the low \( p_T \)-region, but fails to describe the hard region correctly. The MEC parton shower describes both regions properly.

in the splitting), and in addition we note an enhancement for small values of \( t \). A parton shower algorithm implements multiple emissions in the soft/collinear approximation, and hence the production of multi-parton final states in this approximation, through the recursive application of the above factorization, which can be sketched as follows:

\[
PS[d\sigma(\phi_n;t)] = \Delta(t,\mu)d\sigma(\phi_n;t) + PS[\Delta(t,t')d\sigma(\phi_n;t)\alpha_s(t')P(z')dz'dt'/t'] ,
\]

where the Sudakov form factor \( \Delta(t,t') \) describes the probability to evolve from a scale \( t \) to a scale \( t' \) without any resolvable emission, and the splitting function \( P(z') \) the probability for an emission with an energy fraction \( z' \). The first term in Eq.9 describes the probability to have no resolvable emission at all, between a scale \( t \) and a certain cut-off scale \( \mu \), whereas the second term describes the probability for at least one resolvable emission, where the integration over \( z' \) and \( t' \) within suitable boundaries at each recursion step is implied, which is performed through Monte Carlo integration: Choosing at each recursion step suitable values for \( z' \) and \( t' \) for the next emission and performing the Monte Carlo sum, where the associated weights are chosen according to the corresponding Sudakov form factors and splitting probabilities, generates eventually a corresponding exclusive final state phase space. A parton shower preserves therefore the value of the total inclusive cross section upon which it is applied, but redistributes the differential weights within the exclusive final state phase space, such that unitarity is preserved: \( \mathcal{P}(\text{no emission}) + \mathcal{P}(\text{at least one emission}) = 1 \). Each parton has a cut-off scale \( \mu \sim \Lambda_{QCD} \), below which the perturbative evolution ceases to make sense and the shower evolution is terminated. The emissions of a parton shower are naturally ordered by the values \( t_n > t_{n+1} > t_{n+2} \ldots \) of the scale \( t \) (also called ordering variable) at which the consecutive splittings take place, where various choices are possible (the angle between the splitting products, the transverse momentum of the splitting, etc.). Depending on those choices, a parton shower is called “angular-ordered”, “\( p_T \)-ordered”, etc. All parton showers exhibit the same behavior regarding the summation of the leading (large) logarithms. However, the choice of the ordering variable has an influence on how the next-to-leading logarithms are treated. The choice of the ordering variable will also affect how certain correlations between the splitting products are incorporated into the phase-space population. It has been shown for example, that an angular ordered shower incorporates the effects of color coherence between the splitting products correctly, but we may have small angle hard emission after large angle soft emission. A \( p_T \)-ordered shower on the other hand has the pleasant feature that its splitting products are ordered in “hardness”, however the possibility to have large angle soft emission after small angle hard emission destroys the color coherence between the splitting products. A slightly different type of parton shower, the “dipole based parton shower”, is based on the color-dipole picture of QCD and utilizes \( 2 \rightarrow 3 \)-splittings rather than \( 1 \rightarrow 2 \)-splittings. This type of parton shower has two advantages over the traditional approach: 1) In \( 2 \rightarrow 3 \)-splittings energy-momentum conservation and the correct mass-shell
Figure 4. A time-like splitting of a parton $a$ into two partons $b$ and $c$. For small angles: $p_a^2 = t = (p_b + p_c)^2 = z(1-z)E_a^2(\Theta_b + \Theta_c)^2$, where $z$ parametrizes the energy fractions in the splitting. One can then show that $d\sigma(b,c) \propto d\sigma(a)\alpha_s(t)P(z)dzdt/t$, where we note the enhancements for small values of $t$ but also for $z \to 0$ and/or $1$ encoded in the splitting function $P(z)$.

conditions for each participating parton can be fulfilled simultaneously. 2) It can be ordered in hardness while at the same time implementing the correct color coherence effects. One property, however, is common to all parton shower algorithms: They utilize the large-$N$ approximation in a certain sense. However, first ideas to include certain next-to-leading terms from the expansion in the number $N$ of colors have already been formulated.

If we compare fixed order calculations with the parton shower approach we note that both exhibit necessary characteristics (cf. Fig.3): A parton shower describes many-particle final states correctly to all orders in perturbation theory, but only in the soft/collinear approximation. The fixed order approach on the other hand works very well to describe hard emission, but does not work so well in the soft/collinear regions, if we want to describe a physical result, since it fails to describe the Sudakov suppression. The obvious idea is to combine the benefits of both approaches to get a more reliable description of exclusive detector events. The general strategy is thereby to correct the first few emissions from a parton shower with the help of fixed order matrix elements (in the following shortly called matrix elements). In general, the more matrix elements are involved the better: The first few emissions are then generated with the correct weights by the matrix elements (ME), whereas the remaining multi-parton soft/collinear emissions, and hence the approximate all order summation, are described by the parton shower (PS). A naïve combination of ME and PS, however, leads to overlapping contributions and double counting, and one needs to take proper care of this, for which various approaches have been engineered, known under the collective terminus of “matching” and “merging”.

The simplest merging algorithm consists of correcting the first emission of a parton shower by the corresponding matrix element, for example to correct the first emission of the parton shower, applied to the leading order cross section for 2 jet production in pp collisions, by the LO matrix element for 3 jet production. The effect of such a matrix element correction (MEC) is portrayed in Fig.3 for the example of Higgs production at the LHC [120].

Leading order merging consists of correcting the first few emissions of a parton shower by several LO matrix elements of various jet multiplicities. However, a naïve summation of the corresponding inclusive cross sections leads to double counting. LO merging prescriptions are prescriptions on how to turn inclusive cross sections exclusive before adding them.

Next-to-leading order matching consists of correcting the first emission of a parton shower by the corresponding NLO matrix element. However, both approaches contain NLO contributions, i.e. parts of the real emission contribution: Looking at the first emission of a parton shower applied to some LO matrix element and at the real emission fixed order correction to this matrix element, these contributions will overlap in the soft/collinear regions, leading to double counting. NLO matching prescriptions are prescriptions on how to construct auxiliary NLO cross sections that return the correct results without double counting upon the application of a parton shower.

The choice of the ordering variable will also affect how we have to modify a parton shower upon the various matching and merging prescriptions. Certain matching prescriptions for example depend on an ordering in “hardness”, such that if we wanted to apply them with an angular ordered shower we would have to veto any events, produced by the shower, whose first emission is harder than a certain maximum value, which is then called a “vetoed shower”. However, by throwing away these events we effectively constrain the phase space that is filled by the shower.
This issue is solved by the concept of a “truncated, vetoed shower”. A dipole shower on the other hand can be ordered in hardness while at the same time implementing the correct color coherence effects.

State-of-the-art nowadays are NLO multi-jet merging prescriptions, which are prescriptions on how to merge multiple NLO matrix elements and multiple LO matrix elements to a parton shower, in order to get the highest possible accuracy, of which various variants exist.

An extensive list of relevant references to the methods described in this section can be found in [30, 121–158]. References to a selection of general purpose event generators, which implement these methods can be found in [159–163].

5. Interfacing Monte Carlo programs

Recent developments in the automatization of fixed NLO calculations as well as NLO multi-jet merging make it of course necessary to have an interface to share the information between the two main ingredients. It is thereby assumed that the event generator (called Monte Carlo program in this context), which contains the parton shower algorithm, sets up the framework for a certain process and asks the fixed order program (called one-loop provider in this context) for the NLO matrix element during run-time. For this purpose the BLHA standard has been created, and recently extended [164, 165]. The advantage of having an automated standard is that the computation of the whole process chain is less error prone. The Monte Carlo program (MC) steers the setup of all necessary hard matrix elements, and provides for the numerical phase-space integration and the parton shower (if needed). The one-loop provider (OLP) provides the hard LO as well as NLO matrix elements on request for a certain phase-space point during the numerical integration. The initial setup and the list of required matrix elements is communicated once at the beginning of the computation, via a simple order and contract file system, the results of the individual matrix elements per phase-space point via external function calls during runtime. Besides the general purpose event generators, of which we have mentioned a selection in the previous section, there exist various Monte Carlo matrix element generators, utilizing the various fixed order approaches described in section 3, a selection of which, used for tree-level as well as one-loop calculations, can be found in [66, 109, 114, 115, 166–176]. Noteworthy hereby are those NLO programs, which may serve as independent OLP programs or come with their own parton shower capabilities [64, 66, 109, 114, 115, 166–169, 173, 174]. A selection of processes, which have been computed in a combined effort between MC and OLP programs can be found in [177–184].

6. Conclusion

It is probably fair to say that fixed NLO QCD calculations are now in a state in which LO calculations have been about a decade ago. Various important processes, which have been stated in an NLO “wish list” [185], have been successfully calculated during this “NLO revolution”, effectively closing said wish list. New important processes have been agreed on in a new NLO “wish list” [177], with a new focus on mixed QCD and electroweak corrections but also on NNLO QCD corrections. Accordingly, methods to combine the benefits of fixed NLO QCD calculations with existing parton shower implementations have been developed and interface standards have been formulated. Several studies, using those interface standards, have been performed already. The full potential with which the new standards present us, however, has yet to be tapped into, i.e. with these new possibilities at hand we may now focus all the more on yet to be answered issues of rather physics related questions, as for example on how to assign scale uncertainties in multi-scale problems, etc., and not so much on the technical details behind the underlying calculations anymore.
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