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Abstract

In many applications, solutions of numerical problems are required to be non-negative, e.g., when retrieving pixel intensity values or physical densities of a substance. In this context, non-negative least squares (NNLS) is a ubiquitous tool, e.g., when seeking sparse solutions of high-dimensional statistical problems. Despite vast efforts since the seminal work of Lawson and Hanson in the ’70s, the non-negativity assumption is still an obstacle for the theoretical analysis and scalability of many off-the-shelf solvers. In the different context of deep neural networks, we recently started to see that the training of overparametrized models via gradient descent leads to surprising generalization properties and the retrieval of regularized solutions. In this paper, we prove that, by using an overparametrized formulation, NNLS solutions can reliably be approximated via vanilla gradient flow. We furthermore establish stability of the method against negative perturbations of the ground-truth. Our simulations confirm that this allows the use of vanilla gradient descent as a novel and scalable numerical solver for NNLS. From a conceptual point of view, our work proposes a novel approach to trading side-constraints in optimization problems against complexity of the optimization landscape, which does not build upon the concept of Lagrangian multipliers.

1 Introduction

Finding (approximate) solutions of a linear system is an important and frequently appearing task in numerical mathematics and its applications. It has been widely studied in scientific computing and related disciplines and is fundamental for various methods in data science. Often the physical quantities of interest are positive by nature, e.g., in deconvolution and demixing problems like source separation. In such settings, it is common to search for a least squared solution under additional non-negativity constraints by solving the so-called non-negative least-squares (NNLS) problem. Given a linear operator \( A \in \mathbb{R}^{M \times N} \) and data \( y \in \mathbb{R}^M \), NNLS is formally defined as finding

\[
x_+ \in S_+ := \arg\min_{z \geq 0} \|Az - y\|_2^2.
\]

Large scale applications in which (NNLS) appears include NMR relaxometry [68], imaging deblurring [6], biometric templates [43], transcriptomics [45], magnetic microscopy [54], sparse hyperspectral unmixing [29], and system identification [17]. The formulation in (NNLS) is also closely related to non-negative matrix factorization [22] and supervised learning methods such as support vector machines [73]. We refer the interested reader to [16] for a survey about the development of algorithms.
that enforce non-negativity.

In comparison with standard least-squares, the positivity constraint, however, imposes additional difficulties. By now there exist three main algorithmic approaches: (i) interior point methods, (ii) active set methods, and (iii) projected gradient methods. In (i) one uses that (NNLS) can be recast as the quadratic problem

$$
\arg \min_{x \geq 0} \frac{1}{2} \langle x, Qx \rangle + \langle c, x \rangle,
$$

where $Q = A^\top A$ and $c = -A^\top y$, and then be solved via interior point methods. For $M = N$, these are guaranteed to converge to a $\varepsilon$-solution in $O(N^3 \ln \varepsilon^{-1})$ time [5]. The (ii) active set methods [47] represent the most commonly used solution to (NNLS). They exploit the fact that the solution of (NNLS) can be found by solving an unconstrained problem with inactive variables that do not contribute to the constrains. Both (i) and (ii) require solving a linear systems at each iteration which limits their scalability. In contrast, (iii) projected gradient methods like projected gradient descent (PGD) only require matrix-vector multiplications and the projection to the positive orthant which limits their scalability. Even though PGD is guaranteed to converge with the stepsize given by the inverse of the Lipschitz constant, for ill-conditioned problems this implies very slow convergence. When using stepsize acceleration methods in such scenarios, e.g., the Barzilai-Borwein step-size, one however encounters cases in which PGD exhibits cyclic behavior and fails to converge for a choice that provably works for unconstrained gradient descent [23]. In light of recent insights into the implicit bias of (vanilla) gradient descent [41, 82, 74, 77, 48, 21], the following question appears to be natural:

**Can we use the implicit bias of gradient descent to efficiently solve constrained problems like (NNLS) via unconstrained optimization?**

**Our contribution** In this work, we answer the question in an affirmative way. First, we formulate a nonconvex unconstrained but overparametrized $\ell_2$-functional capable of capturing the geometry imposed by the convex constraints in (NNLS). Second, we show that on this functional vanilla gradient flow is implicitly biased towards non-negative solutions. From a conceptual point of view, we thus propose a novel approach to trading side-constraints in optimization problems against complexity of the optimization landscape, which does not build upon the concept of Lagrangian multipliers. Such a trade-off can be desirable in ill-conditioned problems, in which the geometry of the constrained set, despite convex, makes the choice of stepsize challenging, since an unconstrained substitute allows to explore advanced stochastic and accelerated stepsize tuning. A nice by-product of our approach is that, by choosing the initialization of gradient flow close to zero, one can add an additional $\ell_1$-bias on top of non-negativity. This latter feature is inherited from previous works like [74, 21] and only of interest in the special case of applying NNLS to sparse recovery. Before detailing our results, we however need to introduce some additional notation. Let us mention at this point that a more thorough discussion of the state of the art (NNLS and implicit bias of gradient descent) can be found in Section 3 below.

**Notation.** We denote the cardinality of a set $I$ by $|I|$ and its complement by $I^c$. The support of a vector $x \in \mathbb{R}^N$ is the index set of its nonzero entries and denoted by $\text{supp}(x) = \{j \in [N] : x_j \neq 0\}$. We call a vector $s$-sparse if $|\text{supp}(x)| \leq s$. We denote by $x_I \in \mathbb{R}^N$ the projection of $x \in \mathbb{R}^N$ onto the coordinates indexed by $I$. Furthermore, $\sigma_s(x)_{\ell_1}$ denotes the $\ell_1$-error of the best $s$-term approximation of $x \in \mathbb{R}^N$, i.e., $\sigma_s(x)_{\ell_1} = \inf\{\|x - z\|_1 : z \in \mathbb{R}^N \text{ is } s\text{-sparse}\}$. We use $\odot$ to denote the Hadamard product, i.e., the vectors $x \odot y$ and $x^{\odot p}$ have entries $(x \odot y)_n = x_n y_n$ and $(x^{\odot p})_n = x_n^p$. 


respectively. We abbreviate \( \tilde{x} := \bigcap_{k \in [L]} x^{(k)} = x^{(1)} \odot \cdots \odot x^{(L)} \). The logarithm is applied entry-wise to positive vectors, i.e., \( \log(x) \in \mathbb{R}^N \) with \( \log(x)_n = \log(x_n) \). For convenience, we denote by \( x \geq y \) the entry-wise bound \( x_n \geq y_n \), for all \( n \), and define \( \mathbb{R}^N_+ = \{ x \in \mathbb{R}^N : x \geq 0 \} \). The all zero and all ones vector are denoted by \( 0 \) and \( 1 \), where the dimension is always clear from the context. For \( x_+ \in S_+ \), we furthermore define

\[
 y_+ := Ax_+, 
\]

which is the unique Euclidean projection of \( y \) onto the convex and closed set

\[
 C_+ := \{ Az : z \in \mathbb{R}_{ \geq 0} \}. 
\]

\section{Solving NNLS via vanilla gradient descent}

In this work, we show that the implicit regularization of (vanilla) gradient flow/descent can be used to solve (NNLS) by unconstrained least-square optimization. To be more precise, we consider gradient flow on the factorized loss-function

\[
 \mathcal{L}_{\text{over}}(x^{(1)}, \ldots, x^{(L)}) := \frac{1}{2} \| A (x^{(1)} \odot \cdots \odot x^{(L)}) - y \|_2^2, 
\]

which appeared before in the context of implicit \( \ell_1 \)-regularization \cite{74, 48, 21}. In these works it was shown that if there exists a non-negative solution \( x \geq 0 \) with \( Ax = y \) and all factors \( x^{(k)} \) are initialized with \( \alpha 1 \) at \( t = 0 \), for \( \alpha > 0 \) sufficiently small, then the product \( x^{(1)}(t) \odot \cdots \odot x^{(L)}(t) \) approximates an \( \ell_1 \)-minimizer among all positive solutions, for \( t \to \infty \). Whereas in \cite{74, 48, 21} the positivity of the limit was a technical nuisance that needed to be circumvented by adapting \( 4 \), the present work makes use of it to solve (NNLS).

Our contribution is twofold. First, by robustifying the argument in \cite{21} we show, for any \( A, y \), and positive (identical) initialization \( x^{(k)}(0) = x_0 > 0 \), that the product \( x^{(1)}(t) \odot \cdots \odot x^{(L)}(t) \) converges to a solution \( x_+ \) of (NNLS). A crucial point here is that, in contrast to \cite{21}, the existence of a solution \( Ax = y \) is not required anymore. As part of this, we characterize the convergence rate of the trajectory as \( O(\frac{1}{t}) \). Second, as a nice by-product of relying on the existing theory, we conclude that if \( x_0 \) is chosen sufficiently close to zero, the limit of gradient flow is of (approximately) minimizing a weighted \( \ell_1 \)-norm among all possible solutions of (NNLS). Note that in order to guarantee a similar additional regularization in the case of general measurements \( A \), the established techniques for solving (NNLS) — (i)-(iii) discussed above — would require notable adjustments both in methodology and in theory. The following two theorems, the proofs of which may be found in Appendix A, formalize these claims. Let us emphasize that a small initialization is only required in Theorem 2.3 to obtain additional \( \ell_1 \)-regularization. General instances of NNLS can be solved via our method with arbitrary positive initialization:

\begin{align*}
\textbf{Theorem 2.1.} \text{ Let } L \geq 2, A \in \mathbb{R}^{M \times N} \text{ and } y \in \mathbb{R}^M. \text{ Define the overparameterized loss function } \\
\mathcal{L}_{\text{over}}(x^{(1)}, \ldots, x^{(L)}) := \frac{1}{2} \| A\tilde{x} - y \|_2^2 
\end{align*}

where \( \tilde{x} = x^{(1)} \odot \cdots \odot x^{(L)} \). Let \( x_0 > 0 \) be fixed and, for any \( k \), let \( x^{(k)}(t) \) follow the flow \( (x^{(k)})'(t) = -\nabla_{x^{(k)}} \mathcal{L}_{\text{over}} \) with \( x^{(k)}(0) = x_0 \). Let \( S_+ \) be the set defined in (NNLS). Then the limit \( \tilde{x}_\infty := 
\]
Definition 4.17

\[ \lim_{t \to \infty} \tilde{x}(t) \text{ exists and lies in } S_+. \]  
Moreover, for \( y_+ \) as defined in (2), there exists an absolute constant \( C > 0 \) that only depends on the choice of \( A, y, \) and \( x_0 \) such that

\[ \| A \tilde{x}(t) - y_+ \|_2^2 \leq \frac{C}{t}, \]

for any \( t > 0 \).

Let us highlight two of the most important features of the first theorem right away. First, the limit \( \tilde{x}_\infty \) exists and minimizes \( \mathcal{L}_{\text{over}} \) to global optimality for any choice of \( A \) and \( y \) and any initialization magnitude \( \alpha > 0 \). Considering the non-convexity of (4), this is a non-trivial statement.

Theorem 2.3. Let \( \varepsilon > 0 \). In addition to the assumptions of Theorem 2.1 assume that \( x_0 = \alpha 1 \). If

\[ \alpha \leq h(Q_+, \varepsilon) \]

\[ := \begin{cases} 
\min \left( e^{-\frac{1}{2}}, \exp \left( \frac{1}{2} - \frac{Q^2_+ + Ne^{-1}}{2\varepsilon} \right) \right) & \text{if } L = 2 \\
\left( \frac{2\varepsilon}{L(Q_+ + N + \varepsilon)} \right)^{\frac{1}{L-2}} & \text{if } L > 2
\end{cases} \]

where \( Q_+ = \min_{z \in S_+} \| z \|_1 \), then the \( \ell_1 \)-norm of \( \tilde{x}_\infty \) satisfies

\[ \| \tilde{x}_\infty \|_1 - \min_{z \in S_+} \| z \|_1 \leq \varepsilon. \]

Remark 2.4. The very restrictive form of \( x_0 = \alpha 1 \) in Theorem 2.3 is only required to get an implicit \( \ell_1 \)-bias, which is a classical regularizer for sparse recovery [31]. By changing the initialization, one can also achieve other biases like weighted \( \ell_1 \)-norms. In Appendix C, we show that, for \( L = 2 \) and any \( \omega \in (0, 1)^N \) with \( \| \omega \|_\infty = 1 \), the initialization vector \( x_0 \) defined as

\[ x_0 = e^{-\frac{1}{2}(1+\theta \omega)} \]

will yield an approximate \( \ell_{\omega, 1} \)-bias in the limit of gradient flow, where \( \| z \|_{\omega, 1} = \| z \odot \omega \|_1 \) and \( \theta > 0 \) has to be chosen sufficiently large depending on the aimed for accuracy. Weighted \( \ell_1 \)-norms have been used in various applications, e.g., polynomial interpolation or sparse polynomial chaos approximation [61], [58].

The additional \( \ell_1 \)-regularization that is described in Theorem 2.3, for small \( \alpha > 0 \), allows to find NNLS-solutions that are of lower complexity since there is a strong connection between small \( \ell_1 \)-norm and (effective) sparsity. In particular, this allows stable reconstruction of (almost) non-negative ground-truths if \( A \) is well-behaved, e.g., if \( A \) satisfies standard assumptions for sparse recovery like suitable robust null space and quotient properties [31].

Definition 2.5 ([31, Definition 4.17]). A matrix \( A \in \mathbb{R}^{M \times N} \) is said to satisfy the robust null space property (NSP) of order \( s \in [N] \) with constants \( 0 < \rho < 1 \) and \( \tau > 0 \) if for any set \( S \subset [N] \) of cardinality \( |S| \leq s \), it holds that \( \| v_S \|_1 \leq \rho \| v_{\bar{S}} \|_1 + \tau \| Av \|_1 \), for all \( v \in \mathbb{C}^N \).
Definition 2.6 ([31, Definition 11.11]). A measurement matrix \( \mathbf{A} \in \mathbb{R}^{M \times N} \) is said to possess the \( \ell_1 \)-quotient property with constant \( d \) relative to the \( \ell_2 \)-norm if, for all \( \mathbf{b} \in \mathbb{R}^M \), there exists \( \mathbf{u} \in \mathbb{R}^N \) with \( \mathbf{A}\mathbf{u} = \mathbf{b} \) and \( \|\mathbf{u}\|_1 \leq d\sqrt{s^*}\|\mathbf{b}\|_2 \), where \( s^* = M/\ln(eN/M) \).

Note that many types of matrices satisfy the robust NSP of order \( s \) and the \( \ell_1 \)-quotient property, e.g., Gaussian random matrices, randomly subsampled Fourier-matrices, and randomly subsampled circulant matrices. For instance, a properly scaled matrix with i.i.d. Gaussian entries satisfies both properties with high probability if \( M \geq Cs\log(eN/s) \) and \( M \leq N/2 \), where the constant \( C > 0 \) only depends on the NSP parameters \( \rho \) and \( \tau \) [31]. Combining Theorem 2.3 and [21, Theorem 1.4] the following stable recovery result can be derived.

Theorem 2.7 (Stability). Let \( \mathbf{A} \in \mathbb{R}^{N \times M} \) be a matrix satisfying the \( \ell_2 \)-robust null space property with constants \( 0 \leq \rho < 1 \) and \( \tau > 0 \) of order \( s := cM/\log(eN/M) \) and the \( \ell_1 \)-quotient property with respect to the \( \ell_2 \)-norm with constant \( d > 0 \).

For \( \mathbf{x}_* \in \mathbb{R}^N \) and \( \mathbf{y} = \mathbf{A}\mathbf{x}_* \), recall \( \mathbf{y}_+ \) and \( C_+ \) from (2) and (3). Decompose \( \mathbf{x}_* \) into

\[
\mathbf{x}_* = \mathbf{x}_+ - \mathbf{x}_-
\]

where \( \mathbf{A}\mathbf{x}_+ = \mathbf{y}_+ \). For \( \varepsilon > 0 \) assume that \( \alpha > 0 \) satisfies

\[
\alpha \leq h(\|\mathbf{x}_+\|_1, \varepsilon)
\]

for \( h \) defined in (6). Then the limit \( \tilde{\mathbf{x}}_\infty \) defined in Theorems 2.1 and 2.3 yields reconstruction error

\[
\|\tilde{\mathbf{x}}_\infty - \mathbf{x}_*\|_2 \leq \frac{C}{\sqrt{s}}(2\sigma_\infty(\mathbf{x}_+)_{\ell_1} + \varepsilon) + \|\mathbf{x}_-\|_2.
\]

The constants \( C, C' > 0 \) only depend on \( \rho, \tau, c, d \).

As can be seen from Theorem 2.7, our approach to solve (NNLS) is stable with respect to negative entries of the ground-truth, i.e., the reconstruction error depends on the sparsity of the positive part \( \mathbf{x}_+ \) of \( \mathbf{x}_* \) and the magnitude of the negative part \( \mathbf{x}_- \) of \( \mathbf{x}_* \). The experiments we perform in Section 4.4 suggest that the established solvers for (NNLS) are less stable under such perturbations.

3 Related Work

The results we presented in Section 2 unite two very different and (up to this point) independent lines of mathematical research: the decade-old question of how to solve NNLS in an efficient way and the rather recent question of what kind of implicit bias gradient descent exhibits. Before turning to a numerical evaluation of our theory, let us thus briefly review the existing literature on both sides.

3.1 Related work — Overparameterization and implicit regularization

The recent success of overparametrization in machine learning models [37] has raised the question of how a plain algorithm like (stochastic) gradient descent can succeed in solving highly non-convex optimization problems like the training of deep neural networks and, in particular, find “good” solutions, i.e., parameter configurations for which the network generalizes well to unseen data. The objective functions in such tasks typically have infinitely many global minimizers (usually there are infinitely many networks fitting the training samples exactly in the overparameterized regime [80]), which means that the choice of algorithm strongly influences which minimum is picked. This
intrinsic tendency of an optimization method towards minimizers of a certain shape has been dubbed “implicit bias” and, in the case of gradient descent, has led to an active line of research in the past few years.

Based on numerical simulations, several works [56, 57, 80, 81] systematically studied this implicit bias of gradient descent in the training of deep neural networks. Whereas it is not even clear by now how to measure the implicit bias — one could quantify it, e.g., in low complexity [57] or in high generalizability [40] —, the empirical studies observed that the factorized structure of such networks is crucial for successful training. However, due to the complexity of the model class, there is still no corresponding thorough theoretical analysis/understanding available. To close the gap between theory and practice two simplified “training” models have been proposed and analyzed in a great number of works: vector factorization [41], [82], [74], [77], [48], [21], [50], [79] and matrix factorization [1], [2], [20], [32], [33], [35], [38], [70], [76], [39], [56], [57], [63], [67], [78].

Essentially, all of these works agree in the point that, if initialized close to zero and applied to a plain least-squares formulation of factorized shape, cf. $L_{\text{over}}$ in (4), vanilla gradient descent/flow exhibits an implicit bias towards global minimizers that are sparse (vector case) resp. of low-rank (matrix case). This is remarkable since it shows that in overparametrized regimes gradient descent has an implicit tendency towards “simple” solutions. In the infinite width regime such results can even be connected to general neural networks via the neural tangent kernel [42]. However, fully understanding the implicit bias of gradient descent in the training of finite-width networks remains a challenge.

Whereas the obtained insights on vector and matrix factorization might not yet resolve the mystery of deep learning, they provide valuable tools for more classical problems. One such example is sparse recovery, which lies at the interface of high-dimensional statistics and signal processing. Over the past two decades several methods have been developed to recover intrinsically low-dimensional data such as sparse vectors or low-rank matrices. The underlying theory, which became known under the name compressive sensing [15, 14, 19, 18, 25, 71, 31], establishes conditions under which such data can be uniquely and efficiently reconstructed. Nonetheless, under noise corruption most of the existing methods require the tuning of hyper-parameters with respect to the (in principle unknown) noise level. It is still an intense topic of research to understand such tuning procedures [7]. As already mentioned in [74, 21], the implicit sparsity regularization creates a bridge between the recent studies on gradient descent and compressive sensing. In fact, the overparametrized gradient descent provides a tuning free alternative to established algorithms like LASSO and Basis Pursuit.

In a similar manner our present contribution stems from the insight that in most of the above papers [1, 2, 20, 21] the signs of components do not change over time when gradient flow is applied. Instead of viewing this feature as an obstacle, cf. [21, Section 2], we use it to naturally link the implicit bias of gradient descent/flow to another ubiquitous problem of numerical mathematics, namely (NNLS).

### 3.2 Related work — NNLS

The first algorithm proposed to solve (NNLS) appeared in 1974 in the book [47, Chapter 23], where its finite convergence was proved and a Fortran routine was presented. Like the previous papers [69, 36, 34] it builds upon the solution of linear systems. Similar to the simplex method, the algorithm is an active-set algorithm that iteratively sets parts of the variables to zero in an attempt to identify the active constraints and solves the unconstrained least squares sub-problem for this active set of constraints. It is still, arguably, the most famous method for solving (NNLS) and several improvements have been proposed in a series of follow-up papers [11], [72], [53], [51], [24]. Its caveat, 1

1 This algorithm is the standard one implemented in many languages: optimize.nnls in the SciPy package, nls in R, lsqnonneg in MATLAB and nnls.jl in Julia.
however, is that it depends on the normal equations, which makes it infeasible for ill-conditioned or large scale problems. Moreover, up to this point there exist no better theoretical guarantees for the algorithm and its modifications than convergence in finitely many steps [47, Chapter 23], [24, Theorem 3].

Another line of research has been developing projected gradient methods for solving (NNLS), which come with linear convergence guarantees [44], [60] [49]. In contrast to active set and interior point methods, projected gradient methods do not require solving a linear system of equations at each step and thus scale better in high-dimensional problems. However, the success of these methods heavily depends on a good choice of step-size and, as we already highlighted in Section 1, the projection step may render established acceleration methods for vanilla gradient descent useless.

Apart from applications that seek for non-negative physical quantities, see Section 1, NNLS is also an attractive method for compressive sensing if the sparse ground-truth is non-negative. Indeed, under certain assumptions on the measurement operator $A$, solving (NNLS) promotes sparsity of its solution for free (no hyper-parameter tuning) and comes with improved robustness. This observation dates back to the seminal works [27, 28], which connect the topic to the theory of convex polytopes. (Interestingly, even before the modern theory of sparse recovery emerged in the form of compressive sensing, the paper [26] exploited non-negativity to recover sparse objects.) Consequent works studied the uniqueness of positive solutions of underdetermined systems [12] and the generalization to low-rank solutions on the cone of positive-definite matrices [75]. Other works established conditions under which NNLS would succeed to retrieve a sparse vector even in a noisy setting [46, 64, 65, 66, 52]. Two key concepts for such results are the null space property, cf. Definition 2.5, and the $M_+$ criterion [12].

**Definition 3.1** ([12]). Let $A \in \mathbb{R}^{M \times N}$. We say $A$ obeys the $M_+$ criterion with vector $u_{M_+} \in \mathbb{R}^M$ if there exists $u_{M_+} \in \mathbb{R}^M$ such that $A^\top u_{M_+} > 0$, i.e., if $A$ admits a strictly-positive linear combination of its rows.

Note that the $M_+$ criterion is a necessary condition for an underdetermined ($M < N$) system to admit a unique non-negative solution [75, Theorem 5]. Examples of matrices $A \in \mathbb{R}^{M \times N}$ satisfying the $M_+$ criterion are (i) matrices with i.i.d. Bernoulli entries, (ii) matrices the columns of which can be written as independent 1-subgaussian random vectors [64], (iii) matrices the columns of which form an outwardly k-neighborly polytope [27], and (iv) adjacency matrices of bipartite expander graphs [75]. A recent robustness result relying on null space property and $M_+$ criterion is the following.

**Theorem 3.2** ([46, Theorem 4]). Suppose that $A \in \mathbb{R}^{M \times N}$ obeys the NSP of order $s \leq N$ with constants $0 < \rho < 1$ and $\tau > 0$ and the $M_+$ criterion with the vector $u_{M_+}$. Then $A$ allows stable reconstruction of any non-negative $s$-sparse vector $x_*$ from $y = Ax_* + \varepsilon$ via (NNLS). In particular, for any $1 \leq p \leq q$, the unique solution $x_+$ of (NNLS) is guaranteed to obey

$$
\|x_+ - x_*\|_p \leq \frac{C}{s^{1/p} \sigma_s(x)_1} + \frac{D}{s^{1/q-1/p}}(\|u_{M_+}\|_2 + \tau)\|\varepsilon\|_2, \tag{9}
$$

where $C$ and $D$ only depend on $\rho$, the condition number of the diagonal matrix $\text{diag}(A^\top u_{M_+})$.

Theorem 3.2, which was later generalized to arbitrary $\ell_p$-quasinorms [64, Theorem 2], shows that if $A$ behaves sufficiently well, the solution of (NNLS) stably reconstructs any non-negative $s$-sparse vector from noisy measurements at least as well as conventional programs for sparse recovery. In particular, neither sparsity regularization nor parameter tuning are required. The program only relies on the geometry imposed by its constraints. The work [64] even showed that (NNLS) outperforms...
Basis Pursuit Denoising in retrieving a sparse solution from noisy measurements. However, as previously discussed in Section 3.2, the established solvers for (NNLS) unfortunately come with several disadvantages. Let us also mention that measurement operators \(A\) appearing in applications normally do not satisfy the assumptions of Theorem 3.2. In such scenarios an additional sparsity regularization is still needed when solving (NNLS) with these methods. Since our approach does not share the disadvantages of non-scalability or step-size tuning and naturally includes the possibility of adding \(\ell_1\)-regularization, it is well-designed for exploiting the noise robustness of (NNLS) in sparse recovery.

4 Numerical experiments

Let us finally turn to a numerical evaluation of our theoretical insights. We compare the following six methods for solving NNLS here:

- **GD-\(n\)L**: Vanilla gradient descent applied to \(L_{\text{over}}\) in (4) with \(n\) layers, for \(n \in \mathbb{N}\). This is the discretized version of the gradient flow we considered in Section 2. As initialization we use \(\alpha 1\), for \(\alpha > 0\).

- **SGD-\(n\)L**: Stochastic gradient descent applied to \(L_{\text{over}}\) in (4) with \(n\) layers, for \(n \in \mathbb{N}\). A probabilistic variant of GD-\(n\)L. In the experiments we use \(M/10\) as batch-size for SGD-\(n\)L and initialize with \(\alpha 1\), for \(\alpha > 0\).

- **LH-NNLS**: The standard Python NNLS-solver `scipy.optimize.nnls`, which is an active set method and is based on the original Lawson-Hanson method [47]. It is not scalable to high dimensions since it requires solving linear systems in each iteration. (An accelerated version of LH-NNLS is provided in [11]. Since both methods produce the same outcome in our experiments, we only provide the results for LH-NNLS.)

- **TNT-NN**: An alternative but more recent active set method that heuristically works well and dramatically improves over LH-NNLS in performance [53]. We used the recent Python implementation available at `https://github.com/gdcs92/pytntnn`.

- **CVX-NNLS**: Solving the quadratic formulation of (NNLS) described in (1) via ADMM. We use the Python-embedded modeling language CVX \(^2\) which, in turn, uses the solver OSQP \(^3\) for this task.

- **PGD**: Projected gradient descent for NNLS as described in [60].

In particular, we are interested in quantifying the impact of initialization on sparsity regularization, in illustrating the impact of the number of layers on reconstruction performance, in the practicality of state-of-the-art step-size tuning procedures for GD-\(n\)L, and in the stability of GD-\(n\)L against negative perturbations in comparison to established methods. Additional large-scale experiments and benchmark tests with PGD are provided in Appendix D.

\(^2\)[https://www.cvxpy.org/]
\(^3\)[https://osqp.org/docs/solver/index.html]
4.1 Initialization

In the first experiment, we validate the $\ell_1$-norm regularization that, according to Theorem 2.3, can be induced by using a small initialization for $\text{GD-}n\text{L}$. For $M = 10$ and $N = 50$, we draw a random Gaussian matrix $A \in \mathbb{R}^{M \times N}$, create a 3-sparse ground-truth $x \in \mathbb{R}^N$, and set $y = Ax$. Figure 1a depicts the $\ell_1$-norm of the limits of $\text{GD-}2\text{L}$ and $\text{GD-}3\text{L}$, for $10^{-3} \leq \alpha \leq 10^{-1}$ and constant step-size $\eta = 10^{-2}$. As a benchmark, the $\ell_1$ minimizer among all feasible solutions is computed via basis pursuit (BP). Figure 1a shows that $\text{GD-}2\text{L}$ and $\text{GD-}3\text{L}$ converge to $\ell_1$-norm minimizers if $\alpha$ is sufficiently small. As predicted by Theorem 2.3, the requirements on $\alpha$ to allow such regularization are milder for the 3-layer case $\text{GD-}3\text{L}$. Let us finally mention that neither LH-NNLS nor CVX-NNLS reaches $\ell_1$-minimality. Seemingly, the matrix $A$, although being sufficiently well behaved for sparse recovery in general, does not guarantee uniqueness of the NNLS solution here.

![Initialization](image1.png)

Figure 1: Influence of initialization, cf. Section 4.1, and number of layers on $\text{GD-}n\text{L}$, cf. Section 4.2.

4.2 Number of layers

In the second experiment, we take a closer look at the reconstruction behavior of $\text{GD-}n\text{L}$. In particular, we compare how different entries of the ground-truth are approximated over time, for $n = 2$ and $n = 3$ layers. For initialization magnitude and step-size we choose $\alpha = 10^{-2}$ and $\eta = 10^{-2}$. We set $M = 30$ and $N = 50$, draw a random Gaussian matrix $A \in \mathbb{R}^{M \times N}$, create a 3-sparse non-negative ground-truth $x \in \mathbb{R}^N$, and set $y = Ax$. Note that $A$ satisfies the assumptions of Theorem 2.7. Figure 1b depicts the entry-wise error between the three non-zero ground-truth entries and the corresponding entries of the iterates of $\text{GD-}2\text{L}$ and $\text{GD-}3\text{L}$. As already observed in previous related works, we see that a deeper factorization leads to sharper error transitions that occur later and that more dominant entries are recovered faster than the rest. Interestingly, there occurs some kind of overshooting in the dominant entries. The dark blue and purple curves suggest that $\text{GD-}n\text{L}$ does not monotonically decrease the error in all components but rather concentrates heavily on the leading component(s) in the beginning and only starts distributing the error over time. In this way, $\text{GD-}n\text{L}$ could be interpreted as a self-correcting greedy method.
4.3 Different step sizes

In the third experiment, we compare the convergence rates of $\text{GD-}n\mathbf{L}$ and $\text{SGD-}n\mathbf{L}$ for various choices of step-size. Apart from using a constant step-size $\eta > 0$, we also consider Nesterov acceleration [55] and the BB stepsize rules [30, 62]. Figure 2 shows the decay in training error, i.e., objective value over time in two different settings: the dense case, i.e., we have a quadratic system with $M = N = 50$ and a dense ground-truth, and the sparse case, i.e., we have an underdetermined system with $M = 30$, $N = 50$, and a 3-sparse ground-truth. In both settings $A$ has Gaussian entries. As Figures 2a and 2b show, advanced choices of step-size notably improve the convergence rate of the gradient methods. Moreover, $\text{GD-}n\mathbf{L}$ seems to profit more from the acceleration than $\text{SGD-}n\mathbf{L}$.

Figure 2: Convergence rate for various choices of step-size, see Section 4.3.

4.4 Stability with Negative Entries

In our final experiment, we compare the stability of the proposed methods when recovering perturbed signals that are not strictly non-negative anymore. We consider two different set-ups. First, we create generic random signals and, second, we use signals from the MNIST data set representing real-world data. In both scenarios we set $\alpha = 10^{-2}$ and $\eta = 10^{-2}$ for $\text{GD-}n\mathbf{L}$ and $\text{SGD-}n\mathbf{L}$. It is noteworthy that in all tested instances $\text{GD-}n\mathbf{L}$ and $\text{SGD-}n\mathbf{L}$ outperform the established methods in reconstruction quality, cf. Figure 3. Whereas HL-NNLS and TNT-NN are designed to retrieve only non-negative signals, the gradient based methods can stably deal with vectors that have small negative components by not using explicit constraints.

**Gaussian signals** Let $A \in \mathbb{R}^{M \times N}$ be a random Gaussian matrix, where $M = 30$ and $N = 50$. We pick a 3-sparse non-negative vector $x_+ \in \mathbb{R}_+^N$ at random. We, furthermore, define a noise vector $x_- \in \mathbb{R}_+^N$ that is 0 on the support of $x_+$ and has positive Gaussian entries everywhere else. For $q \in [0, 1]$, we scale $x_+, x_-$ such that

$$\|x_+\|_2^2 = 1 - q \quad \text{and} \quad \|x_-\|_2^2 = q.$$  \hfill (10)

The perturbed signal is then given by $x = x_+ - x_-$ and $q$ regulates the negative corruption. We regard the copy of $x_+$ scaled to $\ell_2$-norm $(1 - q)$ as ground-truth and, by abuse of notation, also refer to it as $x_+$. The corresponding measurements are given as $y = Ax = A(x_+ - x_-)$.
MNIST signals  Again $A \in \mathbb{R}^{M \times N}$ is a random Gaussian matrix, where now $M = 300$ and $N = 28^2 = 784$. We take $x_+ \in \mathbb{R}^{M \times N}$ to be the original MNIST image (number three) and define a corrupted signal $x$ including negative Gaussian noise $x_-$ as in (10), for $q \in [0, 1]$. Note that our ground-truth is again a re-scaled version of the original image that has $\ell^2$-norm $(1 - q)$.

Figures 4a, 4b and 4c compare the reconstruction error $\|\hat{x} - x_+\|_2$ of HL-NNLS, TNT-NN, GD-3L, and SGD-3L over various choices of $q$. Here we set $\alpha = 10^{-2}$ and $\eta = 10^{-2}$. These figures clearly show that the gradient descent based methods outperform the established NNLS solvers. Only for small negative noise levels and MNIST data SGD-3L yields worse results than HL-NNLS and TNT-NN. As can be seen from Figure 3, this worse error is mainly caused by incorrect values on the support of $x_+$. Visually, even for small $q$, the MNIST reconstruction of SGD-3L is far better than the one of HL-NNLS and TNT-NN.

The experiment also reveals two interesting points. First, whereas it has numerically been observed in [59] that, compared to gradient descent, stochastic gradient descent reduces the generalization (resp. approximation) error if measured in $\ell^2$-norm, we observe this (in the case of NNLS) only for large values of $q$, i.e., strong negative perturbations. For small values of $q$, Figure 2 rather suggests that GD-3L outperforms SGD-3L. Second, for all values of $q$ the solutions computed by SGD-3L are visually closer to the ground-truth than the ones computed by GD-3L, cf. Figure 3. This suggests that, even in the simple context of sparse recovery, (i) the $\ell^2$-norm might not be the appropriate measure for the generalization error and (ii) the stochasticity in SGD-3L apparently improves the generalization quality. Formalizing and proving this observation is an appealing topic for future research.

5 Conclusion

In this paper we have shown that, due to its implicit bias, vanilla gradient flow/descent is a reliable and scalable solver for the decade-old problem of NNLS that, in contrast to many established methods, comes with strong theoretical guarantees. Whereas most works on the implicit bias of gradient descent focus on explaining the still mysterious success of deep learning, we see much potential in exploiting this phenomenon in other contexts and more classical problems as well. With the present paper we hope to initiate further research and discussion in this direction.
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A Proofs of Theorems 2.1 and 2.3

Let us for convenience recall the statements of Theorems 2.1 and 2.3 before starting the proof. For simplicity, we merge both results into a single statement.

Theorem A.1. Let \( L \geq 2 \), \( A \in \mathbb{R}^{M \times N} \) and \( y \in \mathbb{R}^M \). Define the overparameterized loss function \( \mathcal{L}_{\text{over}} \) as

\[
\mathcal{L}_{\text{over}}(x^{(1)}, \ldots, x^{(L)}) := \frac{1}{2} \| A\tilde{x} - y \|^2
\]

where \( \tilde{x} = x^{(1)} \odot \cdots \odot x^{(L)} \). Let \( x_0 > 0 \) be fixed and, for any \( k \), let \( x^{(k)}(t) \) follow the flow \( (x^{(k)})'(t) = -\nabla_{x^{(k)}} \mathcal{L}_{\text{over}} \) with \( x^{(k)}(0) = x_0 \). Let \( S_+ \) be the set defined in (NNLS). Then the limit \( \tilde{x}_\infty := \lim_{t \to \infty} \tilde{x}(t) \) exists and lies in \( S_+ \).
Let $\varepsilon > 0$ and assume in addition that $x_0 = \alpha \mathbf{1}$. If

$$
\alpha \leq h(Q_+, \varepsilon) := \begin{cases} 
\exp \left( -\frac{1}{2} - \frac{Q^2 + N \varepsilon^{-1}}{2} \right) & \text{if } L = 2 \\
\left( \frac{2\varepsilon}{L(Q_++N\varepsilon)} \right)^{1/2} & \text{if } L > 2,
\end{cases}
$$

(12)

where $Q_+ = \min_{z \in S_+} \|z\|_1$, then the $\ell_1$-norm of $\tilde{x}_\infty$ satisfies

$$
\|\tilde{x}_\infty\|_1 - \min_{z \in S_+} \|z\|_1 \leq \varepsilon.
$$

The proof consists of three major steps: First, the objective function and the corresponding flow are reduced to a simplified form by using the fact that all factors are initialized identically. Second, we prove that the reduced flow converges and characterize its limits as the minimizer of a specific optimization problem. Finally, we show that if $x_0 = \alpha \mathbf{1}$, the limit approximately minimizes the $\ell_1$-norm among all possible solutions of (NNLS). Whereas the first and the third step are taken unchanged from [21], the second step, which is the backbone of the argument, requires a different reasoning due to the (possible) non-existence of solutions $\mathbf{A}z = y$. Let us now start with the proof.

As already mentioned, we use the same reduction as in [21] to analyze the dynamics $x'(t) = -\nabla \mathcal{L}(x)$.

**Lemma A.2** (Identical Initialization, [21, Lemma 2.3]). Suppose $x^{(k)}(t)$ follows the negative gradient flow

$$
\left( x^{(k)} \right)'(t) = -\nabla \mathcal{L}_{\text{over}}(x^{(1)}, \ldots, x^{(L)}).
$$

If all initialization vectors are identical, i.e. $x^{(k)}(0) = x^{(k')} (0)$ for all $k, k' \in [L]$, then the vectors remain identical for all $t \geq 0$, i.e. $x^{(k)}(t) = x^{(k')} (t)$. Moreover, the dynamics will be given by

$$
x'(t) = -\nabla \mathcal{L}(x).
$$

where $x = x^{(1)} = \cdots = x^{(L)}$ and $\mathcal{L}(x) = \frac{1}{2} \| \mathbf{A} x^{\odot L} - y \|_2^2$.

Based on Lemma A.2, we can restrict ourselves to a simplified loss in the following.

**Definition A.3** (Reduced Factorized Loss, [21, Definition 2.4]). Let $L \in \mathbb{N}$, $L \geq 2$. For $\mathbf{A} \in \mathbb{R}^{M \times N}$ and $y \in \mathbb{R}^M$, the reduced factorized loss function is defined as

$$
\mathcal{L} : \mathbb{R}^N \rightarrow [0, \infty), \quad \mathcal{L}(x) := \frac{1}{2} \| \mathbf{A} x^{\odot L} - y \|_2^2.
$$

(13)

Its derivative is given by $\nabla \mathcal{L}(x) = [\mathbf{A}^T (\mathbf{A} x^{\odot L} - y)] \odot x^{\odot L-1}$.

In order to prove that $x^{\odot L}$ converges to an element in $S_+$ defined in (NNLS), we use the concept of Bregman divergence.

**Definition A.4** (Bregman Divergence). Let $F : \Omega \rightarrow \mathbb{R}$ be a continuously-differentiable, strictly convex function defined on a closed convex set $\Omega$. The Bregman divergence associated with $F$ for points $p, q \in \Omega$ is defined as

$$
D_F(p, q) = F(p) - F(q) - \langle \nabla F(q), p - q \rangle.
$$

(14)

**Lemma A.5** ([10]). The Bregman divergence $D_F$ is non-negative and strictly convex in $p$. 
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We can now show convergence of \( x(t)^{\odot L} \) and characterize its limit.

**Theorem A.6.** Let \( \bar{x}(t) = x(t)^{\odot L} \) and
\[
x'(t) = -\nabla L(x(t)) = - [A^T(Ax^{\odot L}(t) - y)] \odot x^{\odot L-1}(t)
\]
with \( x(0) \geq 0 \). Then \( \bar{x}_\infty := \lim_{t \to \infty} \bar{x}(t) \) exists and
\[
\bar{x}_\infty = \arg \min_{x \in S_+} g(x(0)) := \arg \min_{x \in S_+} \begin{cases} (z, \log(x) - 1 - \log(x(0))) & \text{if } L = 2 \\
2\|z\|_1 - L(z^{\odot \frac{2}{L}}, \bar{x}(0))^{\odot (1 - \frac{2}{L})} & \text{if } L > 2.
\end{cases}
\]
where \( S_+ \) is defined in (NNLS).

Theorem A.6 resembles [21, Theorem 2.7]. Note, however, that the definition of \( S_+ \) is different and that Theorem A.6 does not require the existence of a solution of \( Ax = y \).

To prove Theorem A.6, we use the same \( F: \mathbb{R}^N \to \mathbb{R} \) as in [21], i.e.,
\[
F(x) = \begin{cases} \frac{1}{2} \langle x \log(x) - x, 1 \rangle & \text{if } L = 2 \\
\frac{L}{2(2-L)}(x^{\odot \frac{2}{L}}, 1) & \text{if } L > 2
\end{cases}
\]
where we set \( 0 \log(0) = \lim_{z \to 0} z \log(z) = 0 \). Note that \( F \) is strictly convex because its Hessian \( H_F(x) \) is diagonal with positive diagonal entries \( \frac{1}{L} x_n^{-2+\frac{2}{L}} \). Thus the Bregman divergence \( D_F \) is well-defined and has the following property.

**Lemma A.7 ([21, Lemma 2.8]).** Let \( F \) be the function defined in (17), \( z \geq 0 \) be fixed, and \( x(t): \mathbb{R}^N \to \mathbb{R}^N \) be a continuous function with \( x(0) > 0 \) and \( \|x(t)\|_2 \to \infty \). Then \( D_F(z, x(t)) \to \infty \).

In addition, we require the following geometric observation.

**Lemma A.8.** Let \( C \subset \mathbb{R}^n \) be a convex and closed set. Let \( w \in C, y \in \mathbb{R}^n \) with \( y \neq w \), and let \( P_Cy \) denote the (unique) Euclidean projection of \( y \) onto \( C \). Then
\[
\langle w - y, w - P_Cy \rangle \geq \frac{1}{2} \|w - P_Cy\|^2.
\]
Furthermore, it holds that
\[
\|w - P_Cy\|^2 \leq \|w - y\|^2 - \|y - P_Cy\|^2.
\]

**Proof.** By definition of the projection, we have that
\[
\|w - y\|^2 \geq \|P_Cy - y\|^2 = \|w - P_Cy + (w - y)\|^2
= \|w - P_Cy\|^2 - \|y - P_Cy\|^2.
\]
Rearranging the terms yields
\[
2\langle w - y, w - P_Cy \rangle \geq \|w - P_Cy\|^2
\]
and thus the first claim. Now note that \( \langle w - P_Cy, y - P_Cy \rangle \leq 0 \) by \( P_C \) being a convex projection, e.g., see [13, Lemma 3.1]. This yields
\[
\|w - y\|^2 = \|w - P_Cy - (y - P_Cy)\|^2
= \|w - P_Cy\|^2 - 2\langle w - P_Cy, y - P_Cy \rangle + \|y - P_Cy\|^2
\geq \|w - P_Cy\|^2 + \|y - P_Cy\|^2
\]
and thus the second claim. \( \square \)
With these tools at hand, we can prove Theorem A.6.

Proof of Theorem A.6. Let us begin with a brief outline of the proof. We will first compute the time derivative of $D_F(z_+, \tilde{x}(t))$, for $z_+ \in S_+$ where $S_+$ was defined in (NNLS). These first steps appeared before in the proof of [21, Theorem 2.7] and are only detailed for the reader’s convenience. With help of Lemma A.8 we can then show that $A\tilde{x}(t) \rightarrow y_+$. This part of the proof requires more work than in [21] due to the possible non-existence of pre-images for $y$ under $A$. The final steps (deducing boundedness and convergence of $\|\tilde{x}(t)\|_2$ via Lemma A.7 and characterizing the limit $\tilde{x}_\infty$) are then taken again from [21]. Only the definition of the set $S_+$ is different.

We start with computing $\partial_t D_F(z, \tilde{x}(t))$. If any entry $x(t)_i$ vanishes at $t_*>0$, then $x(t)_i = 0$ for all $t \geq t_*$ by the shape of (15). Hence, by continuity $x(t) \geq 0$ for all $t \geq 0$. For any $z \in \mathbb{R}^N$, we have

$$\partial_t D_F(z, \tilde{x}(t)) = \partial_t [F(z) - F(\tilde{x}(t)) - \langle \nabla F(\tilde{x}(t)), z - \tilde{x}(t) \rangle]$$

$$= 0 - \langle \nabla F(\tilde{x}(t)), \tilde{x}'(t) - \langle \partial_t \nabla F(\tilde{x}(t)), \tilde{x} - \tilde{x}(t) \rangle + \langle \nabla F(\tilde{x}(t)), \tilde{x}'(t) \rangle$$

$$= -\langle \partial_t \nabla F(\tilde{x}(t)), z - \tilde{x}(t) \rangle.$$  

By the chain rule and the diagonal shape of $H_F$, we calculate that

$$\partial_t \nabla F(\tilde{x}(t)) = H_F(\tilde{x}(t)) \cdot \tilde{x}'(t) = \frac{1}{L} \tilde{x}(t) \odot (-2+\frac{2}{L}) \odot \tilde{x}'(t) = \frac{1}{L} x(t) \odot (-2L+2) \odot (Lx(t) \odot (L-1) \odot x'(t))$$

$$= x(t) \odot (-2L+2) \odot x(t) \odot (L-1) \odot \left( - \left[ A^T(Ax(L) - y) \right] \odot x \odot (L-1) (t) \right)$$

$$= -\left[ A^T(A\tilde{x}(t) - y) \right]$$

By definition, it is clear that $S_+ \neq \emptyset$. Let $z_+$ be any element of $S_+$. Since $C_+ = \{Az: z \in \mathbb{R}_{\geq 0}\} \subset \mathbb{R}^M$ is a closed convex set and $y_+ = \mathbb{P}_{C_+}y$, we can set $C = C_+$, $w = A\tilde{x}(t) \in C_+$, and $y = y$ in Lemma A.8 and obtain that

$$\partial_t D_F(z_+, \tilde{x}(t)) = -\langle A\tilde{x}(t) - y, A\tilde{x}(t) - Az_+ \rangle$$

$$\leq -\frac{1}{2} \|A\tilde{x}(t) - y_+\|^2.$$  

(19)

Note that $D_F(z_+, \tilde{x}(t))$ must converge for $t \rightarrow \infty$ as it is bounded from below and monotonically decreasing ($D_F(z_+, \tilde{x}(t)) \geq 0$ and $\partial_t D_F(z_+, \tilde{x}(t)) \leq 0$). In particular, $0 \leq D_F(z_+, \tilde{x}(t)) \leq D_F(z_+, \tilde{x}(0))$ for all $t \geq 0$.

We now show that $A\tilde{x}(t) \rightarrow y_+$ with the given rate. Recall that $z_+$ is any element in $S_+$ and note by (19)

$$C := D_F(z_+, \tilde{x}(0)) \geq D_F(z_+, \tilde{x}(0)) - D_F(z_+, \tilde{x}(T)) = -\int_0^T \partial_t D_F(z_+, \tilde{x}(t)) dt$$

$$\geq \frac{1}{2} \int_0^T \|A\tilde{x}(t) - y_+\|^2 dt \geq \frac{T}{2} \min_{t \in [0, T]} \|A\tilde{x}(t) - y_+\|^2,$$

for any $T > 0$. This implies that, for any $T$, there exists a $t_T \in [0, T]$ with $\|A\tilde{x}(t_T) - y_+\|^2 \leq \frac{2C}{T}$. Since

$$\|A\tilde{x}(t_T) - y\| \leq \|A\tilde{x}(t_T) - y_+\| + \|y - y_+\| \leq \frac{2C}{T} + \|y - y_+\|,$$

for any $T > 0$. Hence, for any $T > 0$, there exists a $t_T \in [0, T]$ with $\|A\tilde{x}(t_T) - y_+\|^2 \leq \frac{2C}{T}$. Since

$$\|A\tilde{x}(t_T) - y\| \leq \|A\tilde{x}(t_T) - y_+\| + \|y - y_+\| \leq \frac{2C}{T} + \|y - y_+\|,$$
we can apply Lemma A.8 once more (by setting $C = C_+$, $w = A\tilde{x}(T) \in C_+$, and $y = y$) to obtain that

$$
\|A\tilde{x}(T) - y_+\|_2^2 \leq \|A\tilde{x}(T) - y\|_2^2 - \|y - y_+\|_2^2 \leq \|A\tilde{x}(t_T) - y\|_2^2 - \|y - y_+\|_2^2
$$

where we used in the second step that the loss function is monotonically decreasing in time along the trajectory. In particular, this shows that $\lim_{t \to \infty} A\tilde{x}(t) = y_+$.

Using Lemma A.7, boundedness of $\|\tilde{x}(t)\|_2$ follows as in [21]. Just fix any $z_+ \in S_+$ and notice that $D_F(z_+, \tilde{x}(t)) \to \infty$ if $\|\tilde{x}(t)\|_2 \to \infty$ which contradicts the fact that $0 \leq D_F(z_+, \tilde{x}(t)) \leq D_F(z_+, \tilde{x}(0))$. Let us denote by $B$ a sufficiently large compact ball around the origin such that $B \cap S_+ \neq \emptyset$ and $\tilde{x}(t) \in B$, for all $t \geq 0$.

Now assume that there exists no $z_+ \in S_+ \cap B$ such that $\lim_{t \to \infty} D_F(z_+, \tilde{x}(t)) = 0$, i.e., by compactness of $S_+ \cap B$ there exists $\varepsilon > 0$ such that $\lim_{t \to \infty} D_F(z_+, \tilde{x}(t)) > \varepsilon$, for all $z_+ \in S_+ \cap B$. By strict convexity of $D_F(\cdot, \tilde{x}(t))$, this implies that $\tilde{x}$ is bounded away from the set $S_+ \cup B$ and $\|A\tilde{x}(t) - y_+\|_2$ cannot converge to zero contradicting the just obtained convergence $\lim_{t \to \infty} A\tilde{x}(t) = y_+$. Hence, there exists $z_+ \in S_+$ with $\lim_{t \to \infty} D_F(z_+, \tilde{x}(t)) = 0$.

For any such $z_+$, let us assume that $\tilde{x}(t) \to z_+$. Then there exists $\varepsilon > 0$ and a sequence of times $t_0, t_1, \ldots$ with $\|z_+ - \tilde{x}(t_k)\|_2 \geq \varepsilon$ and $\lim_{t \to \infty} D_F(z_+, \tilde{x}(t_k)) = 0$. Since $\tilde{x}(t_k)$ is a bounded sequence, a (not relabeled) subsequence converges to some $\tilde{x}$ with $\|z_+ - \tilde{x}\|_2 \geq \varepsilon$ and $D_F(z_+, \tilde{x}) = 0$. Since $D_F(\tilde{x}, \tilde{x}) = 0$ and $D_F$ is non-negative, this is a contradiction to the strict convexity of $D_F(\cdot, \tilde{x})$. Hence, $\tilde{x}_\infty = \lim_{t \to \infty} \tilde{x}(t) \in S_+$ exists and is the unique solution satisfying $\lim_{t \to \infty} D_F(\tilde{x}_\infty, \tilde{x}(t)) = 0$.

Because $\partial_t D_F(z_+, \tilde{x}(t))$ is identical for all $z_+ \in S_+$ (the second line of (19) does not depend on the choice of $z_+$), the difference

$$
\Delta_{z_+} = D_F(z_+, \tilde{x}(0)) - D_F(z_+, \tilde{x}_\infty)
$$

is also identical for all $z_+ \in S_+$. By non-negativity of $D_F$,

$$
D_F(z_+, \tilde{x}(0)) \geq \Delta_{z_+} = \Delta_{\tilde{x}_\infty} = D_F(\tilde{x}_\infty, \tilde{x}(0)).
$$

Thus

$$
\tilde{x}_\infty \in \arg\min_{z \in S_+} D_F(z, \tilde{x}(0))
\quad = \arg\min_{z \in S_+} F(z) - F(\tilde{x}(0)) - \langle \nabla F(\tilde{x}(0)), z - \tilde{x}(0) \rangle
\quad = \arg\min_{z \in S_+} F(z) - \langle \nabla F(\tilde{x}(0)), z \rangle
\quad = \arg\min_{z \in S_+} \left\{ \sum_{n=1}^N z_n \log(z_n) - z_n - \log(\tilde{x}_n(0))z_n \right\} \text{ if } L = 2
\quad \quad \quad + \left\{ \sum_{n=1}^N -z_n^2 + z_n \tilde{x}_n(0)^{-1} + \frac{z_n}{2} \right\} \text{ if } L > 2
\quad = \arg\min_{z \in S_+} \left\{ \langle z, \log(z) - 1 - \log(\tilde{x}(0)) \rangle \right\} \text{ if } L = 2
\quad \quad \quad + \left\{ 2\|z\|_1 - L(z^2, \tilde{x}(0)^2) \right\} \text{ if } L > 2.
$$
Proof of Theorem A.1. By Lemma A.2, the assumption that \( x^{(k)}(0) = x^{(k')}(0) \), for all \( k, k' \in [L] \), implies that \( x^{(k)}(t) = x^{(k')}(t) \), for all \( t \geq 0 \). Furthermore, each \( x^{(k)}(t) \) equals \( x(t) \) defined via \( x(0) = x^{(k)}(0) \) and \( x'(t) = -\nabla L(x) \). By Theorem A.6, the limit \( x_\infty := \lim_{t \to \infty} x(t) \) exists and \( \tilde{x}_\infty \in S^+ \). Let \( z \in S_+ \), i.e., is an admissible solution to (NNLS). The quantitative bound in (12) can easily be deduced by following the steps in [21] since (16) and [21, Equation (18)] are identical up to the definition of \( S^+ \).

B Proof of Remark 2.2

Since the problem (NNLS) is convex, the Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for optimality, see, e.g., [9].

**Theorem B.1. (Karush-Kuhn-Tucker conditions for NNLS)** A point \( x_+ \in \mathbb{R}^N \) is a solution of problem (NNLS) if and only if there exists \( w^* \in \mathbb{R}^n \) and a partition \( A \cup P = \{1, \ldots, N\} \) such that

\[
\begin{align*}
&w^* = A^T(y - Ax_+), \\
&(x_+)_i = 0, \ i \in A, \quad (x_+)_i > 0, \ i \in P, \\
&w_i^* \leq 0, \ i \in A, \quad w_i^* = 0, \ i \in P.
\end{align*}
\]

The equations (23-24) imply

\[
(x_+)_i w^*_i = 0, \ i = 1, \ldots, N, \quad (25)
\]

which are the KKT complementarity conditions.

From these conditions, one can observe that all solutions of (NNLS) can be represented by stationary points of the functional

\[
\mathcal{L}_{\text{over}}(x^{(1)}, \ldots, x^{(L)}) := \frac{1}{2} \|A(x^{(1)} \odot \cdots \odot x^{(L)}) - y\|_2^2
\]

in (4), i.e., points that satisfy, for all \( \ell \in [L] \), the equation

\[
\nabla L_{x^{(\ell)}}(x^{(1)}, \ldots, x^{(L)}) = \left[ A^T \left( A(x^{(1)} \odot \cdots \odot x^{(L)}) - y \right) \right] \odot \bigcap_{k \neq \ell} x^{(k)} = 0. \quad (26)
\]

Indeed, for any given optimal point \( x_+ \) of the (NNLS) problem, it is straight-forward to check that the conditions in Theorem B.1 imply that \( x^{(1)} = \cdots = x^{(L)} = x_+^\odot \) is a stationary point of (4) with \( x^{(1)} \odot \cdots \odot x^{(L)} = x_+ \). The same argument holds for stationary points of the reduced functional (13). In particular, this implies that any solution of (NNLS) can be described as the limit of gradient flow on (4) under suitably chosen identical initialization.

C Proof of Remark 2.4

The statement in Remark 2.4 can be deduced from Theorem C.1 below by noticing that, for \( L = 2 \), the initialization vector \( x_0 \) defined as

\[
(x_0)_i = e^{-\frac{1}{2}(1+\theta w_i)}
\]

satisfies \( w = \max_{w \in [N]} \left[ -\log(\tilde{x}(0)) \right] \) (recall that \( \tilde{x}(0) = x_0^\odot \) in this case). The scaling \( \theta > 0 \), which has no effect on \( w \), only has to be chosen sufficiently large to guarantee \( x_0 \leq h(Q_+, \varepsilon) \).
Theorem C.1. Let $\varepsilon > 0$ and $L = 2$. Under the assumptions of Theorem 2.3 with $x_0 \leq \alpha \leq h(Q_+, \varepsilon)$, we get that

$$\|\tilde{x}_\infty\|_{w,1} - \min_{z \in S_+} \|z\|_{w,1} \leq \varepsilon,$$

where $\|z\|_{w,1} = \|z \odot w\|_1$ denotes the weighted $\ell_1$-norm for

$$w = \delta(-1 - \log(\tilde{x}_0))$$

and

$$\delta = \frac{1}{\max_{n \in [N]}(-1 - \log((\tilde{x}_0)_n))}.$$

Proof. For $L = 2$, we obtain from (16) that

$$\tilde{x}_\infty \in \arg \min_{z \in S_+} \langle z, \log(z) - 1 - \log(\tilde{x}_0) \rangle.$$ 

Hence

$$\langle \tilde{x}_\infty, \log(\tilde{x}_\infty) - 1 - \log(\tilde{x}_0) \rangle \leq 
\langle z, \log(z) - 1 - \log(\tilde{x}_0) \rangle,$$

which may be re-stated as

$$\langle \tilde{x}_\infty - z, -1 - \log(\tilde{x}_0) \rangle \leq \langle z, \log(z) \rangle - \langle \tilde{x}_\infty, \log(\tilde{x}_\infty) \rangle.$$ 

Let $\alpha \in (0, e^{-\frac{1}{2}})$ and assume that $\alpha \geq x_0 > 0$ (so that $\log(\tilde{x}_0) < -1$). Note that $1 \geq w \geq 0$ by assumption. Denote

$$\|z\|_{w,1} = \|z \odot w\|_1$$

to be the weighted $\ell_1$-norm. By non-negativity of $w, \tilde{x}_\infty, z$, we get that

$$\|\tilde{x}_\infty\|_{w,1} - \|z\|_{w,1} \leq \delta(\langle z, \log(z) \rangle - \langle \tilde{x}_\infty, \log(\tilde{x}_\infty) \rangle).$$

Since $\xi^2 \geq \xi \log(\xi) \geq -e^{-1}$ for $\xi \geq 0$,

$$\|\tilde{x}_\infty\|_{w,1} - \|z\|_{w,1} \leq \delta(\|z\|_2^2 + N e^{-1}) \leq \delta(\|z\|_2^2 + N e^{-1}) \leq \varepsilon$$

because $\alpha \leq h(Q_+, \varepsilon)$ and $\delta \leq \frac{1}{1 + 2 \log(\alpha)}$. Take the minimum over all $z \in S_+$ and we get our conclusion.

\[ \square \]

D Additional Numerical Experiments

In this section, we provide additional empirical evidence for our theoretical claims. In particular, (i) we illustrate the performance of our method in an over-determined large scale NNLS problem and (ii) we compare our method to projected gradient descent (PGD) \cite{60} in terms of number of iterations, convergence rate, and running time since it is known that PGD converges linearly to the global minimizer \cite{3, 60} and it is a numerically efficient method due to the fast calculation of the projection step.
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D.1 Additional NNLS experiment on large scale

In this first experiment, cf. Figure 5, we illustrate the performance of our method for an overdetermined NNLS problem on a larger scale. The matrix $\mathbf{A} \in \mathbb{R}^{2048 \times 1024}$ is standard Gaussian and, for a Gaussian random vector $\mathbf{x} \in \mathbb{R}^{1024}$, $\mathbf{y}$ is created as a perturbed version of $\mathbf{A}\mathbf{x}$ such that $\mathbf{y}$ is not in the range of $\mathbf{A}$. Furthermore, we use $\mathbf{x}_0 = 1$ as a generic initialization. Figure 5 shows the error $\|\mathbf{A}\mathbf{x}^S - \mathbf{y}\|_2$ over the iterations of gradient descent. As predicted by Theorem 2.1, our method converges to a solution that solves the NNLS problem (compare the error to the benchmark given by the Lawson-Hanson algorithm).

![Figure 5: Large-scale NNLS problem, see Section D.1.](image)

D.2 Comparison of averaged number of iterations

In the second experiment, cf. Figure 6, we illustrate the necessary amount of iterations to reach the precision $10^{-3}$. The matrix $\mathbf{A} \in \mathbb{R}^{512 \times 1024}$ is a normalized 8-sparse random vector $\mathbf{x} \in \mathbb{R}^{1024}$ with Gaussian entries that is made positive by considering only the absolute values of each entry, we generate $\mathbf{y}$ simply by doing $\mathbf{y} = \mathbf{A}\mathbf{x}$, which means that we would expect the methods to converge to zero. We use $\mathbf{x}_0 = 1$ as a generic initialization. As for the stepsize, for the PGD algorithm it was chosen as $\eta = 1/L = 1/\|\mathbf{A}^T\mathbf{A}\|_2$, the Lipschitz constant of the gradient. Also, for overparametrized GD-2L, overparametrized GD-3L and overparametrized SGD-2L, we choose a small but constant stepsize $\eta = 0.02$. Moreover, we compare all of these methods against the GD-2L and GD-3L with the Barzilai-Borwein (BB) stepsize $\eta = \frac{\|\mathbf{x}_t - \mathbf{x}_{t-1}\|_2^2}{\|\mathbf{A}(\mathbf{x}_t - \mathbf{x}_{t-1})\|_2^2}$ [4]. We run it 100 times and take the median of the results in order to avoid outliers.

As expected, PGD shines as it is extremely fast for the convex formulation of NNLS and reaches good progress in the first $10^3$ iterations. Our non-convex formulation, on the other hand, needs more iterations to reach a very good precision. Nevertheless, by combining it with the BB stepsize,
we manage to outperform the number of initial convergence of PGD. This illustrates the potential of further acceleration schemes that could leverage overparametrized formulations.

### D.3 Running time comparison

In this experiment, we show a table with the necessary average running time, in seconds and averaged over 25 realizations, to run $10^6$ iteration of the NNLS problem for normalized squared Gaussian matrices. Here, we use the Lipschitz constant of the gradient as the stepsize for PGD, as described above. We also employ the same strategy and use the (iteration-dependent) Lipschitz constant for our method, given by

$$\nabla^2 \mathcal{L}(x) = L^2 A^T A \odot [x \odot L^{-1} [x \odot L^{-1}]^T] + L(L-1)\text{diag}\{A^T(Ax \odot L - y) \odot x \odot L^{-2}\},$$

where $\mathcal{L}$ is defined in (13), i.e., $\eta = 1/\|\nabla^2 \mathcal{L}(x)\|_2$. Since this computation should be done at each iteration, in order to make it more efficient, we only precompute the stepsize for the overparametrized algorithm GD-2L and GD-3L at every 1000th iterations. We use $x_0 = 0.021$ as a generic initialization. And for both methods we precompute $Q = A^T A$ and $p = A^T y$ in the beginning of the simulation. As can be seen from the table, PGD is extremely efficient. Interestingly, our method has a comparable running time and, for large dimensions, it even outperforms PGD.

|         | 256 × 256 | 512 × 512 | 1024 × 1024 | 2048 × 2048 | 4096 × 4096 |
|---------|-----------|-----------|-------------|-------------|-------------|
| PGD     | 4.12      | 5.05      | 34.08       | 144.03      | 657.87      |
| GD-2L   | 4.26      | 6.65      | 24.16       | 89.07       | 403.13      |
| GD-3L   | 7.04      | 9.58      | 24.50       | 98.81       | 423.31      |

Table 1: Comparison of running time, cf. Section D.3.
D.4 Convergence rate

In the last experiment, we compare the convergence rates of GD-2L, GD-3L, and PGD right-away. To this end, we create an NNLS instance with Gaussian $A \in \mathbb{R}^{256 \times 256}$, $y = Ax$, for $x \in \mathbb{R}^{256}$ drawn from a Gaussian distribution and entries taken in absolute value, and run all three methods. As Figure 7 shows, the convergence rates of all three algorithms are the same (although PGD has a boosted start by the initial projection step).

![Comparison of convergence rate in the dense, non-sparse, case](a) With constant stepsize  
(b) With oracle stepsize

Figure 7: Comparison of convergence rate in the dense, non-sparse, case, cf. Section D.4.
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