A widespread framework for understanding frictional rupture, such as earthquakes along geological faults, invokes an analogy to ordinary cracks. A distinct feature of ordinary cracks is that their near edge fields are characterized by a square root singularity, which is intimately related to the existence of strict dissipation-related lengthscale separation and edge-localized energy balance. Yet, the interrelations between the singularity order, lengthscale separation and edge-localized energy balance in frictional rupture are not fully understood, even in physical situations in which the conventional square root singularity remains approximately valid. Here we develop a macroscopic theory that shows that the generic rate-dependent nature of friction leads to deviations from the conventional singularity, and that even if this deviation is small, significant non-edge-localized rupture-related dissipation emerges. The physical origin of the latter, which is predicted to vanish identically in the crack analogy, is the breakdown of scale separation that leads an accumulated spatially-extended dissipation, involving macroscopic scales. The non-edge-localized rupture-related dissipation is also predicted to be position dependent. The theoretical predictions are quantitatively supported by available numerical results, and their possible implications for earthquake physics are discussed.
The failure of frictional systems, composed of bodies interacting along contact interfaces, is mediated by the propagation of interfacial frictional rupture. A prominent example of such spatiotemporal frictional rupture processes is earthquakes along geological faults. A widespread framework for understanding frictional rupture invokes a close analogy to ordinary cracks, despite notable differences in the underlying physics. Most importantly, an ordinary tensile (opening) crack that propagates inside a material loaded externally leaves behind it fully broken, stress-free surfaces, while the interface left behind a frictional rupture front remains in contact and hence features a finite frictional stress (strength) $r$. Moreover, not only $r$ does not vanish as in ordinary tensile cracks, but in fact, is a dynamical field that varies in space and time, and that is self-selected by the failure dynamics; it depends on the local slip rate/velocity $v$ and on the instantaneous structural state of the frictional interface.

The rather well-developed theory of ordinary cracks, the so-called linear elastic fracture mechanics (LEFM)\textsuperscript{29,30}, offers powerful tools that would be very useful for understanding, interpreting, and quantifying frictional rupture if the analogy holds. LEFM is based on scale separation between edge-localized dissipation, which takes place on a short lengthscale $\ell$, and linear elastic driving energy, which is stored on significantly larger scales, larger than the crack length $L$. In particular, cracks in the LEFM framework are characterized by edge-localized energy dissipation per unit area $G_e$ (the so-called fracture energy), which is balanced by an elastic energy flux $G$ into the edge region. The latter is transported from large to small scales by singularities that are characterized by a universal singularity order of near rupture edge $\ell$. Moreover, not only $r$ does not vanish as in ordinary tensile cracks, but in fact, is a dynamical field that varies in space and time, and that is self-selected by the failure dynamics; it depends on the local slip rate/velocity $v$ and on the instantaneous structural state of the frictional interface.

In relating frictional rupture to LEFM, one should consider the residual stress $\tau_{\text{res}}$, which is finite for frictional rupture, but vanishes for ordinary tensile cracks propagating inside bulk materials under external loading. $\tau_{\text{res}}$ is not an intrinsic interfacial quantity but rather it is an emergent property that is self-selected by the dynamics of the system, through a coupling between the interfacial constitutive relation and bulk elastodynamics\textsuperscript{22}. Once $\tau_{\text{res}}$ is known, frictional rupture dynamics are quantified relative to a sliding state characterized by $\tau_{\text{res}}$. In particular, frictional rupture is then described by the difference between the frictional stress $r$ and $\tau_{\text{res}}$, i.e., by $r - \tau_{\text{res}}$, and as will become evident below.

While it is known that LEFM cannot be strictly valid for frictional rupture, where the frictional strength $r$ is self-selected and generally depends on the structural state of the frictional interface and on the slip velocity $v$, the conventional LEFM $-\frac{1}{2}$ singularity, lengthscale separation, and edge-localized energy balance are extensively used in the context of modeling efforts, laboratory experiments, and field observations\textsuperscript{8-28}. Yet, to the best of our knowledge, the range of validity of the approximated LEFM picture for frictional rupture, and the interrelations between the singularity order, lengthscale separation, and edge-localized energy balance in frictional systems are still not fully understood. Our goal in this paper is to shed basic light on these fundamental issues by developing a comprehensive theory of rupture-related dissipation, lengthscale separation, and the singularity order of near rupture edge fields.

We show that the generic rate-dependent nature of friction leads to deviations from the conventional LEFM singularity, and that these deviations can be small if a properly identified dimensionless group of physical parameters is small. We also show that the emergence of unconventional singularities in frictional rupture is accompanied by the breakdown of scale separation, which leads to spatially extended dissipation that involves macroscopic scales. We show that when the deviation of the unconventional singularity order from the conventional LEFM $-\frac{1}{2}$ one is small, edge-localized dissipation $G_e$ can be identified on a length $\ell$, but $G_e$ can be significantly smaller than rupture-related dissipation (while they are identical in LEFM, cf. Fig. 1). Furthermore, the latter is shown to be position-dependent. The theory is quantitatively supported by extensive numerical simulations of rate-and-state-dependent frictional dynamics, including explaining recent puzzling observations\textsuperscript{23}. Finally, some possible implications for earthquake physics are discussed.

### Results

In order to study rupture-related dissipation and the associated scales involved, we consider the breakdown energy at an observation point $x_i$ along the rupture plane, defined as:

$$E_{BD}(t; x_i) = \int_{\theta_1}^{\theta_2} \frac{1}{2} \rho v(t; x_i) \left( r(\delta'; x_i) - \tau_{\text{res}} \right) d\delta'$$

Here $x_i$ is a fixed position away from the hypocenter (the nucleation site of frictional rupture, whose instantaneous size is $L(t)$, and nucleation occurred at $t = 0$), $r(\delta'; x_i)$ the frictional stress at that position and the slip displacement is $\delta(\delta'; x_i) = \int_0^\delta v(t; x_i) dt$, where $t_{\delta}'$ is defined such that $L(t_{\delta}') = x_i$. The term "breakdown" refers here to the fact that $E_{BD}$ involves stresses surpassing $\tau_{\text{res}}$, i.e., it does not account for the background frictional dissipation (heat) associated with sliding against the residual stress $\tau_{\text{res}}$. Consequently, $E_{BD}$ is the rupture-related dissipation. For ordinary cracks, $E_{BD}(t; x_i)$ is predicted to be independent of $x_i$ and to increase over a short timescale $\ell/c_i(t)$ (for $t > t_{\delta}'$, where $c_i(t) \equiv L(t)$ is the instantaneous crack propagation velocity), until it

---

**Fig. 1 Scale separation and singularity order in conventional cracks.** A schematic illustration of dissipation-related lengthscale separation and singularity order in conventional cracks. The breakdown energy $E_{BD}$ is plotted as a function of the distance $X$ behind a propagating crack (see inset), in a logarithmic scale. The breakdown energy $E_{BD}$ quantifies the energy dissipation associated with crack propagation and is given by $E_{BD}(X) = G_e(\Delta \ell_{\text{rep}}(X) + 1)$, where the spatial integral $\Delta \ell_{\text{rep}}(X)$ is given in Eq. (1) and $G_e$ is the fracture energy (defined in the text). $E_{BD}(X)$ increases over the spatial range $0 < \delta X < \ell$ (i.e., inside the so-called cohesive/process zone\textsuperscript{29,30}), but saturates at $E_{BD}(X) = G_e$ for $X > \ell$ (see dashed lines). That is, conventional cracks feature strict scale separation, where dissipation occurs only on a localization length $\ell$. (inset) A schematic illustration of the slip field $v(x)$ behind a crack propagating at an instantaneous velocity $\ell = c_i$ from left to right ($L$ is the crack length and the dot stands for a time derivative. In addition, note that $X$ here is increasing from right to left, unlike the main panel). $v(x)$ features the conventional linear elastic fracture mechanics (LEFM) $-\frac{1}{2}$ singularity (see triangle and note the logarithmic scale) on intermediate scales, $\ell \ll X \ll L$. This square root singularity is directly related to the strict dissipation-related lengthscale separation illustrated in the main panel.
saturates at $G_c$, as illustrated in Fig. 1. Our first goal is to develop a theory of the breakdown energy $E_{BD}$ for generic rate-and-state frictional interfaces.

Theory of the breakdown energy for rate-and-state frictional interfaces. We start by parameterizing the breakdown energy $E_{BD}(t; x_i)$ according to the distance $X(t) \equiv L(t) - x_i$ between the observation point $x_i$ and the rupture edge, instead of using $t$ itself (see Fig. 2). Moreover, as ordinary cracks feature localized dissipation quantified by $G_c$, we focus on the dimensionless excess breakdown energy, defined as $\Delta E_{BD}(X; x_i) = (E_{BD}(X; x_i) - G_c)/G_c$, where the term “excess” refers here to the dissipation on top of the effective fracture energy $G_c$. To calculate $\Delta E_{BD}$ consider a frictional rupture front steadily propagating at a constant velocity $c_r$, for which the slip displacement increment at any point on the fault interface takes the form $d\delta = v(X; c_r, L)dX/c_r$ (unsteady rupture propagation will be discussed below). With this relation at hand, one can use the definition of $E_{BD}$ to define $\Delta E_{BD}$ through the following spatial integral

$$
\Delta E_{BD}(X; c_r, L, \ell) = (G_c c_r)^{-1} \int_\ell^X \left[ r(X; c_r, L) - \tau_{res} \right] v(X'; c_r, L) \, dx',
$$

for $\ell \leq X \leq L$ (cf. Fig. 2, where $\ell$, $X$, and $L$ are illustrated), where we used the fact that the integral over $0 \leq X < \ell$ equals $G_c$.

Consider then a frictional interface that is described by a generic rate-and-state-dependent constitutive relation [32–39], characterized by an $N$-shaped steady-state-friction curve $\tau_{res}(\ell)$ and a single-structural-state field $\phi(\ell, t)$, as detailed in ref. [22,23] and in the “Methods”. For a broad range of materials, $\tau_{res}(\ell)$ is characterized by a nonmonotonic and rather weak logarithmic rate dependence [31]. It is well-established that generic rate-and-state frictional interfaces host propagating rupture once the condition for rupture nucleation is met [2]. Suppose then that rupture nucleates at $x = 0$ (the hypocenter, cf. Fig. 2) at time $t = 0$, giving rise to two symmetrically propagating frictional rupture fronts. In Fig. 2, we present the frictional stress $\tau(X; c_r, L)$ and slip velocity $v(X; c_r, L)$ fields of the right-propagating front at a later time $t$, as obtained by recent 2D anti-plane simulations of rate-and-state frictional interfaces [3]. In principle, the fields $\tau(X; c_r, L)$ and $v(X; c_r, L)$ can be extracted from such a simulation and plugged into Eq. (1). Then the integral can be evaluated numerically to yield $\Delta E_{BD}$. Ours, though, is to calculate $\Delta E_{BD}$ analytically in order to gain insight into the underlying physics and then to test the resulting predictions against the simulational data.

The starting point for our development is the idea that for rate-and-state frictional interfaces we have $[\tau(X; c_r, L) - \tau_{res}(\ell)]/\tau_{res} \ll 1$ for $\ell > \ell$, as is indeed observed in Fig. 2. A quantitative criterion for this condition to hold is derived below. Had it been $\tau(X; \ell, c_r, L) = \tau_{res}$, we would have $\Delta E_{BD} = 0$ and the conventional slip velocity singularity $v(X; c_r, L) \sim 1/\sqrt{X}$ would have been exact for $\ell \ll X \ll L$ (as illustrated in Fig. 1 for ordinary cracks). Therefore, we treat the latter as a leading order solution and aim at expressing $v(X; c_r, L) = \tau_{res}$ in terms of $v(X; c_r, L)$. We then assume that the evolution of the internal state field $\phi(X; t)$ is “fast”, i.e., that it quickly equilibrates with $v(X; c_r, L)$. Under these conditions, we are left with $\tau(X; c_r, L) = \tau_{res}(v(X; c_r, L), \ell)$, where the latter is a nonlinear relation. To allow for an analytic treatment, we further assume that the smallness of $[\tau_{res}(\ell) - \tau_{res}(\ell)]/\tau_{res}$ also implies the smallness of $[v - \tau_{res}(\ell)]/\tau_{res}(\ell)$, presumably justifying a linearization of $\tau_{res}(\ell) - \tau_{res}(\ell)$ around $v = \tau_{res}(\ell)$ for the entire range $X > \ell$.

With these ideas and assumptions in mind, we obtain the following expansion

$$
\tau_{res}(\ell) - \tau_{res}(\ell) = \left( \frac{d\tau_{res}(\tau_{res})}{d\tau_{res}} \right) (v - \tau_{res}) \approx \eta v, 
$$

for $\ell \ll X \ll L$, where $\eta \equiv \frac{d\tau_{res}(\tau_{res})}{d\tau_{res}}$ is an effective viscous-friction coefficient and $\tau_{res} \gg v$, which is typically satisfied, has been assumed. As will be shown next, this effective linear viscous-friction relation allows to gain deep analytical insight into the physics of the problem at hand [45]. Plugging Eq. (2) into Eq. (1), we obtain

$$
\Delta E_{BD}(X; c_r, L, \ell) = \frac{\eta}{\alpha_c c_r} \int_\ell^X \left[ v(X'; c_r, L) \right] \, dx'.
$$

Using then the conventional singular slip velocity field $v(X; c_r, L) \sim 2c K/\mu \alpha_c c_r \sqrt{2\pi \ell}$ for anti-plane conditions [29,30] where $\alpha_c c_r = \sqrt{1 - c_r^2/c_s^2}$ is the relativistic Lorentz factor and $K$ is the stress intensity factor, we can perform the integration to obtain

$$
\Delta E_{BD}(X; c_r, L, \ell) \approx \Delta \xi(c_r) \ln(X/\ell),
$$

(3)

in deriving Eq. (3), we used the edge-localized energy balance $G = \kappa^2/2 \mu \alpha_c c_r$ which is associated with dissipation on the scale $X > \ell$.

The effective viscous-friction coefficient $\eta$ is positive for the $N$-shaped steady-state-friction curve $\tau_{res}(\ell)$ because $\tau_{res}$ typically

Fig. 2. The near-edge fields of a rupture front propagating along with a rate-and-state frictional interface. A frictional rupture front that nucleated at $x = 0$ and propagates to the right in a 2D anti-plane rate-and-state friction simulation (its symmetric counterpart, propagating to the left, is shown in Fig. 3a of ref. 23, see details about the computer simulation therein). Its instantaneous half-length is $t$ (t) and the instantaneous propagation velocity is $c_r(t) \approx 0.94c_r$. Shown are the frictional stress (strength) field $\tau(X; c_r, L)$ (green) and slip velocity field $v(X; c_r, L)$ (orange) left behind the propagating edge. Here, $X(t)$ is a coordinate moving with the edge and pointing backward (cf. Fig. 1), whose origin $X(t = 0)$ is defined according to $v = 0$. The two fields approach finite residual values, $v_{res}$ and $v_{res}$, respectively, far behind the propagating edge. (Inset) A zoom in on the edge region, revealing a localization lengthscale $\ell$ associated with edge-localized dissipation, resulting in an effective fracture energy $G_c$ (see Fig. 3a, for a precise definition of $\ell$). $\tau(X; t)$ follows, to a very good approximation, the conventional square root singularity of linear elastic fracture mechanics (LEFM) at an intermediate region, i.e., $X > \ell$ and prior to approaching $v_{res}$ (fit not shown here, see ref. 23). The same conventional singularity is featured by $\tau(X; t)$ ahead of the edge, $X < 0$ and $|X| > \ell$, but it is not discussed here 23.
resides on the velocity-strengthening branch of the friction law above its minimum, $\frac{d\tau}{dr}(v_{res})/dv > 0$. While there is ample evidence that the $N$-shaped steady-state curve is a generic property of frictional interfaces\cite{41}, hence $\eta > 0$, it is important to note that having $\eta = \frac{d\tau}{dr}(v_{res})/dv < 0$ does not violate any law of nature. The point is that $\Delta E_{\text{BD}} \times G_c$ is not the total dissipation, which includes also $G_c$, the background frictional dissipation associated with sliding against the residual stress $\tau_{res}$ and radiated energy. Together, these ensure positive total dissipation and in principle, one can have $\eta < 0$, which implies $\Delta E_{\text{BD}} < 0$. This would be the case if $v_{res}$ resides on a velocity-weakening branch of the friction curve, $\frac{d\tau}{dr}(v_{res})/dv < 0$.

The excess breakdown energy $\Delta E_{\text{BD}}$ in Eq. (3), which constitutes one of our major results, shows that whenever friction is rate-dependent, i.e., $\eta \propto \frac{d\tau}{dr}/dv \neq 0$, the breakdown energy $E_{\text{BD}}$ deviates from the fracture energy $G_c$ ($\Delta E_{\text{BD}} \neq 0$), dissipation-related scale separation breaks down and $\Delta E_{\text{BD}}$ explicitly depends on a macroscopic scale $X$. As $X$ is generally orders of magnitude larger than $\xi$, $\Delta E_{\text{BD}}$ can, in general, be significantly larger than $G_c$ (the limiting/saturation level of $\Delta E_{\text{BD}}$ will be discussed below).

Our next goal is to understand the range of validity of the result in Eq. (3) and its relation to deviations from the conventional singularity of LEFM.

**Relation to unconventional singularities.** The results in Eqs. (3–4) were obtained by assuming that the conventional slip velocity singularity $v(X) \sim 1/\sqrt{X}$ can be treated as the leading order solution of the frictional rupture problem (behind the propagating rupture front). That is, it was implicitly assumed that in some sense the singularity order of rate-and-state frictional rupture only slightly deviates from the conventional $-\frac{1}{2}$ singularity. Yet, it remains unclear at this stage how Eqs. (3)–(4) are related to the singularity order, and in particular how these are related to the smallness of the deviation from the conventional singularity and to $[\tau(X) - \tau_{res}] / \tau_{res} < 1$.

The key to answering these questions is $\Delta \xi(c_r)$ in Eqs. (3)–(4) and its physical meaning. While it is common to assume that the conventional square root singularity of LEFM remains approximately valid for frictional rupture, and while this assumption is a posteriori supported by some observations (see refs. \cite{1,2}), for the effective linear viscous friction in Eq. (2) nothing should be assumed, the singularity order can be explicitly derived in light of the linearity of the problem. That is, we have

$$v(X; c_r) \sim \left( X / \ell \right)^{5(c_r)} \label{5}$$

where $\xi(c_r)$ does not necessarily and a priori equal $-\frac{1}{2}$, i.e., it may correspond to an unconventional singularity emerging from the intrinsic rate dependence of the frictional stress\cite{45}.

Using Eq. (2) and specializing here for anti-plane conditions, one can show that $\xi(c_r)$ satisfies $\cot[\tau(c_r)] = -2 \frac{\eta \tau_c}{[\mu a(c_r)]}$ (see “Methods”). This relation shows that the singularity order is not a constant, but rather a dynamic quantity that varies with the rupture velocity $c_r$. Moreover, assuming that $\xi(c_r)$ indeed deviates from $-\frac{1}{2}$ only slightly, we obtain

$$\xi(c_r) \approx -\frac{1}{2} \left[ 1 - \Delta \xi(c_r) \right], \label{6}$$

where surprisingly $\Delta \xi(c_r)$ is the same one given in Eq. (4). Consequently, Eq. (3) is indeed valid when $\Delta \xi(c_r) < 1$, i.e., when the deviation from the conventional LEFM singularity is small. Equations (5)–(6), together with Eqs. (3)–(4), constitute the major results of this work.

Equation (6) shows that frictional rupture is in fact characterized by an unconventional singularity, yet that the deviation from the conventional $-\frac{1}{2}$ singularity is small when $\Delta \xi$ is small. According to Eq. (4), the latter is small when the rate dependence of friction is weak, i.e., when the properly nondimensionalized $\frac{d\tau}{dr}(v_{res})/dv$ is small. This is generally the case for rate-and-state frictional interfaces. In such cases, the excess breakdown energy $\Delta E_{\text{BD}}$ in Eq. (3) is proportional to the very same small quantity $\Delta \xi$ of Eq. (4), but $\Delta E_{\text{BD}}$ is not necessarily small because the smallness of $\Delta \xi$ may be compensated by an accumulated spatially extended contribution. Therefore, we identify $\Delta \xi$ as a hidden small parameter in rate-and-state frictional failure dynamics.

The origin of this small parameter is the rate dependence of the frictional stress, which in turn implies that the strict scale separation assumed in LEFM is only approximately valid in frictional rupture dynamics (manifested in the slow decay of $\tau(X)$ toward $\tau_{res}$, while satisfying $[\tau(X) - \tau_{res}] / \tau_{res} \ll 1$). Moreover, some physical quantities (e.g., $\Delta E_{\text{BD}}$) may be more strongly affected than others (e.g., $\xi$) by the lack of strict scale separation. Finally, we note that for other interfacial constitutive relations $\Delta \xi$ may not be small and additional new physics may emerge. Such situations will not be extensively discussed here but will be mentioned below in relation to seismological observations. But first, we set out to quantitatively test the predictions of the theory against detailed cutting-edge computer simulations\cite{23}.

**Testing the theory.** In order to test the theoretical predictions in Eqs. (3–6), we consider the recent computer simulations of ref. \cite{23}, where generic rate- and state-dependent frictional dynamics have been studied. In these 2D anti-plane simulations, frictional rupture fronts spontaneously emerge, allowing accurate calculations of all of the physically relevant quantities discussed above. In particular, it has been shown that the near rupture edge fields (e.g., those shown in Fig. 2) follow the conventional LEFM $-\frac{1}{2}$ singularity to a very good approximation\cite{23}. That is, while $\Delta \xi$ in Eq. (6) has not been explicitly calculated, the results of ref. \cite{23} clearly indicate that $\Delta \xi \ll 1$, which is precisely the validity condition of Eqs. (3–4).

In Fig. 3a, we present $E_{\text{BD}}(X; t; x_i)$ for four different observation points $x_i$ along with the fault/interface. It is observed that the $E_{\text{BD}}(X; t; x_i)$ curves for all $x_i$’s overlap on a small lengthscale and then branch out. The curves then keep on increasing and appear to saturate at $x_i$-dependent values that are substantially larger than the value of $E_{\text{BD}}$ at the branching out point. This behavior is qualitatively different from the one of ordinary cracks, cf. Fig. 1. On the other hand, it appears to be consistent with the theoretical predictions of Eq. (3), not considering for the meantime the $x_i$ dependence and the saturation (to be discussed later).

A clear signature of the analytic prediction in Eq. (3) is the logarithmic dependence of $\Delta E_{\text{BD}}$ on $X$ in the intermediate range $\ell \ll X \ll L$. To test this prediction, we need to identify $G_c$, which is nothing but the value of $E_{\text{BD}}$ at the branching out point. Indeed, it is shown in ref. \cite{23} that this value of $G_c$ is exactly the one that balances the elastic energy flux $G$ into the edge region, as determined from the extracted stress intensity factor $K$. Consequently, the LEFM edge-localized energy balance $G \approx G_c$ is satisfied to a very good approximation, which in turn determines the rupture velocity $c_r$\cite{23}. Moreover, $G_c$ allows to explicitly extract the localization length $\ell$. Having at hand both $G_c$ and $\ell$, we plot in Fig. 3b $\Delta E_{\text{BD}}$ (corresponding to the data of Fig. 3a) against $\ln(X/\ell)$, for the lowest and largest $x_i$’s. It is observed that $\Delta E_{\text{BD}}$ depends logarithmically on $X$ in an intermediate range (for the two extreme values of $x_i$), as predicted analytically in Eq. (3), lending strong support to the theory.

The slope/prefactor of the logarithmic relation depends on the observation point $x_i$, which in turn implies that $\Delta \xi$ in Eqs. (3–4)
depends on $x_i$. Equation (4) predicts, assuming that the effective linear viscous-friction coefficient $\eta$ is independent of $x_i$, that the observed $x_i$ dependence is attributed to the rupture propagation velocity $c_r$, in particular to the combination $c_r / \alpha (c_r)$. Indeed, frictional rupture in the numerical simulation corresponding to Fig. 3 continuously accelerated\textsuperscript{23}, i.e., $\dot{\xi} (t) > 0$, where $c_r (t_x) = 0.94 c_c$ and $c_r (t_x c) = 0.983 c_c$. Using these values inside Eq. (4), the theory predicts the ratio of the slopes in Fig. 3b to be 1.94. This prediction is in reasonably good quantitative agreement with the observed ratio, which equals 1.76. Finally, the individual slopes satisfy $\Delta \xi (c_c) \sim O (10^{-1})$, which is in agreement with a direct estimation of $\Delta \xi (c_c)$ according to Eq. (4), using the constitutive parameters of the numerical simulations\textsuperscript{23}.

Taken together, these results provide direct support to the theoretical predictions. In particular, the results show that $\Delta \xi (c_c)$ can be, and in fact is, quite significantly larger than $\Delta \xi (c_c) \ll 1$. This happens due to accumulated spatial contribution associated with the huge difference between $X$—that can reach the fault/interface size—and the localization length $\ell$ (and despite the logarithmic dependence on their ratio). We thus conclude that for rate-and-state frictional interfaces, the non-edge-localized excess breakdown energy in Eq. (3) is a product of a typically small number, given by Eq. (4), and an accumulated spatially extended contribution that can compensate the smallness of $\Delta \xi (c_c)$. Consequently, the breakdown energy $E_{BD}$ can in general deviate significantly from the fracture energy $G_c$.

The position dependence of the breakdown energy and its saturation level. How large can the deviation of $E_{BD}$ from $G_c$ be? What determines the magnitude of the deviation? In the example shown in Fig. 3a, the deviation can be as large as $\approx 100\%$, but more importantly it is observed that the saturation value of $E_{BD} (X; x_i)$ depends on the observation point $x_i$. That is, in addition to the $x_i$ dependence discussed above in relation to non-steady rupture propagation, the simulational results indicate an intrinsic relation between the observation point and the saturation value of $E_{BD}$. It is clear that the $\ln (X / \ell)$ dependence of $\Delta \xi (c_c)$ in Eq. (3), which was discussed and validated in the intermediate range $\ell \ll X \ll L$ in Fig. 3b, cannot persist indefinitely. This is simply the case because the logarithmic dependence is directly related to the singular part of $\nu (X)$, which is no longer dominant at large $X$.

To understand the behavior of $\Delta \xi (c_c)$ at large $X$, note that the variation in the crack propagation relation $L (t) = x_i + \ell (t)$ holds for $L (t) \geq x_i$, where both $L (t)$ and $X$ increase, while $x_i$ is fixed. At short propagation times, measured relative to the time at which $L (t) = x_i$, we have $X \ll x_i$. At intermediate propagation times, $\Delta \xi (c_c) (X; x_i)$ varies logarithmically with $X$, as demonstrated in Fig. 3b, and finally, at long propagation times, we have $X (t) \rightarrow L (t)$, which implies $X \gg x_i$ and for which the logarithmic law is not valid anymore. If $\nu (X)$ approaches $\nu_{\text{res}}$ for large $X$ in a way that leads to the saturation of $\Delta \xi (c_c) (X; x_i)$, we expect the logarithmic behavior of $\Delta \xi (c_c) (X; x_i)$ to cross over to a plateau on a scale $X \sim x_i$, i.e., when $\ln (X / \ell)$ roughly equals $\ln (x_i / \ell (x_i))$. This prediction is tested and supported in Fig. 3b, demonstrating that $\Delta \xi (c_c) (X; x_i)$ indeed crosses over to a plateau on a scale $X \sim x_i$. This is a surprising and somewhat non-intuitive result that shows that it is not the rupture size $L$ per se that determines the magnitude of the deviation of $E_{BD}$ from $G_c$, but rather the observation point $x_i$. Obviously, larger ruptures generally allow larger $x_i$, so in general these can feature larger deviations of $E_{BD} (X; x_i)$ from $G_c$.

This physical insight can be used to quantitatively predict the $E_{BD} (X; x_i)$ curves, shown in Fig. 3a, over the full range of $X$ and different $x_i$’s. To that aim, we need to include higher order, non-singular contributions to $\nu (X; c_r, L)$. This is done by using Broberg’s full-field solution for a self-similar crack propagating at a constant velocity $c_r$, which takes the form $\nu (X; c_r, L) = \nu (x_i / \ell (x_i)) \sqrt{1 - (L / X)}$\textsuperscript{230}, and is valid for $\ell \ll X \ll L$. Furthermore, as the full-field expression anyway requires numerical integration in Eq. (1), we can relax the assumption that $\tau (v) = \tau_{\text{res}}$ can be linearized around $v_{\text{res}}$. While this assumption appears plausible, the smallness of $|\tau (v) - \tau_{\text{res}}|$
Possible implications for seismological observations. As explained above, the breakdown energy constitutes an important contribution to the total frictional rupture energy budget, which includes also the background frictional dissipation (heat) and the radiated energy. In the context of earthquake physics, these three contributions sum up to the potential energy release during an earthquake. It would be interesting to discuss whether, and if so to what extent, our theory might have some implications for seismological observations. The latter typically aim at using source spectra to obtain coarse-grained average estimates of the following quantity

$$G_{\ell}(\delta) = \int_{0}^{\delta} \left[ \tau(\delta') - \tau(\delta) \right] d\delta'.$$

(7)

Note that $G_{\ell}(\delta)$ differs from the breakdown energy $E_{\text{BD}}(\delta; x_{i}) = \int_{0}^{\delta} \left[ \tau(\delta'; x_{i}) - \tau_{\text{res}} \right] d\delta'$ in two respects. First, it makes no reference to a fault observation point $x_{i}$. Second, the reference stress used in it is $\tau(\delta)$, rather than the constant residual stress $\tau_{\text{res}}$.

Before discussing seismological observations, let us calculate $G_{\ell}(\delta)$ in the framework of the theory developed in this work. As explained above, the dissipation in the spatial range $0 \leq x < \ell$ near the rupture edge gives rise to a well-defined effective fracture energy $G_{\ell}$, marked in Fig. 3a. The edge-localized dissipation $G_{\ell}$ is related to a strong strength reduction (cf. Fig. 2) over a characteristic slip displacement $\delta$, such that $G_{\ell}(\delta) = G_{\ell}(\delta_{c})$ (note that $G_{\ell}$ of Fig. 3a, which is based on $E_{\text{BD}}$, slightly differs in its value from the one associated with $G_{\ell}$ due to the difference in the definition of these quantities). This strong frictional strength reduction is associated in the rate-and-state constitutive framework with the evolution of the internal state field $\phi$. It has been shown that while the rate-and-state constitutive framework does not make explicit reference to $\delta$, the strength reduction from $\tau_{\text{c}}$—reached after the very initial increase in slip velocity near the rupture edge—to $\tau_{c}$ at $\delta = \delta_{c}$ (where $\tau_{c}$ is close to $\tau_{r}$ but still larger than $\tau_{\text{res}}$) follows an effective linear slip-weakening law of the form $\tau(\delta) \approx \tau_{0} - (\tau_{0} - \tau) \delta/\delta_{c}$. Plugging the latter into Eq. (7), we obtain

$$G_{\ell}(\delta) \sim \delta^{2} \quad \text{for} \quad \delta \leq \delta_{c}.\quad\quad (8)$$

According to Eq. (8), $G_{\ell}(\delta)$ follows a quadratic power law for $\delta \leq \delta_{c}$, i.e., for $G_{\ell}(\delta) \leq G_{\ell}$ For $\delta > \delta_{c}$, where the frictional strength slowly reduces from $\tau_{c}$ to the residual stress $\tau_{\text{res}}$ (cf. Fig. 2, $\tau_{c}$ is not marked), $G_{\ell}(\delta)$ is associated with the dissipation in the extended spatial range $x > \ell$. Our viscous-friction theory predicts that the excess dissipation in this range—on top of $G_{\ell}$—is intimately related to the emergence of unconventional singularities in frictional rupture, which in turn mainly depends on the rate dependence of friction (and on the internal state field $\phi$). To obtain $G_{\ell}(\delta)$ in this regime, we use the slip velocity in Eq. (5), the viscous-friction relation in Eq. (2) and the steady-state relation $v = c_{v} \delta d\delta/dx$. These yield $\tau(\delta) - \tau_{\text{res}} \sim \delta^{1/2}$, which upon substitution inside Eq. (7) leads to

$$G_{\ell}(\delta) - G_{c} \sim \delta^{1/2} \quad \text{for} \quad \delta > \delta_{c}.\quad\quad (9)$$

For the conventional singularity, $\xi = -\frac{1}{2}$, Eq. (9) predicts that $G_{\ell}$ is independent of $\delta$ for $\delta \leq \delta_{c}$, as expected (in fact, the prefactor also vanishes in this case, implying $G_{\ell} = G_{c}$). In cases in which unconventional singularities emerge, Eq. (9) predicts a power law that depends on the unconventional singularity order $\xi$.

Our theory thus predicts that $G_{\ell}(\delta)$ follows a quadratic power law for $\delta \leq \delta_{c}$, cf. Eq. (8), which is associated with the strong frictional strength reduction taking place near the rupture edge. The quadratic law is a signature of an effective linear slip-weakening characterizing this strength reduction process. At $G_{\ell}(\delta) = G_{c}$, the theory predicts a crossover to another power law, valid for $\delta > \delta_{c}$ (cf. Eq. (9)), which is associated with spatially extended dissipation and is determined by the unconventional singularity order $\xi$. These predictions are being tested in Fig. 5 for the smallest $x_{i}$ data presented earlier in Figs. 3–4 (green curves). The numerical results quantitatively agree with the theoretical predictions, revealing a quadratic power law at small $\delta$ as predicted by Eq. (8), and a weaker power law (here with an exponent 0.172) for $G_{\ell}(\delta) > G_{c}$, as predicted by Eq. (9). Using the latter, together with the transformation $\xi = -\frac{1}{2}(1 - \Delta \xi)$ (cf.
marked by the vertical dashed line, occurs at (weakening and thermal pressurization) compared to the rate-value used for the former, predictions in Eqs. (8) theoretically.

Finally, comparing the power-law exponent in the \( \Delta \xi \) of Eq. (6) to that observed in Fig. 3a due to the difference in the deidicted geometry and properties of the fault (cf. Eq. (6)), one obtains \( \Delta \xi = 0.094 \). The latter is in perfect quantitative agreement with \( \Delta \xi \) extracted in Fig. 3a (see also Eqs. (3)–(4)).

Discussion

In this work, we developed a theory that elucidates the inter-relation between unconventional singularities, scale separation, and energy balance in frictional rupture. We have shown that the intrinsic rate dependence of friction, \( d\tau_{\text{frac}}(\nu)/d\nu \neq 0 \), generically leads to deviations from the conventional LEFM near-edge singularity. It is this rate dependence, which in turn implies that the frictional stress is self-selected, that leads to the emergence of singular fields different from those of LEFM. For the widespread rate- and-state-friction constitutive law, these deviations can be small, yet they are accompanied by non-edge-localized breakdown energy that significantly deviates from the edge-localized dissipation.

The developed theory sheds basic light on frictional rupture energy balance and the underlying length scales. The crux of the theory is the identification of a hidden small parameter \( \Delta \xi \) that quantifies the deviation from the conventional LEFM singularity and that is intrinsically related to the rate dependence of friction. The theory quantitatively explains recent puzzling observations in cutting-edge numerical simulations and offers predictions that are amenable to laboratory testing using available techniques. Finally, the theory offers tools and concepts that can be used to interpret seismological estimates of earthquake breakdown energies.

The concepts and ideas developed in this work are applicable to more complicated interfacial constitutive relations, incorporating even richer multiphysics of frictional systems. These can include healing, pore fluid effects, thermal pressurization, flash heating, off-fault damage and plasticity, and more. The developed theory remains valid as long as the frictional stress continues to evolve behind the rupture front over scales much larger than the localization (cohesive/process zone) length \( \ell \), implying that strict scale...
separation does not hold. In the most general case, the power-law exponent $\xi(c)$ in Eq. (5) is not necessarily close to $-\frac{1}{2}$ (i.e., $\Delta c$ is not necessarily small). This generalized theory is addressed elsewhere, and applications to specific interfacial constitutive relations are expected to emerge in the future.

### Methods

#### Determining the singularity order

This work is analytic in nature and all of the derivations are detailed in the text, except for the solution for the unconventional singularity order, which is provided below. The theoretical predictions are compared to numerical results that have been published in ref. 23 based on 2D anti-plane spectral boundary integral method simulations. This generalized theory is addressed elsewhere, and applications to specific interfacial constitutive relations are expected to emerge in the future.

#### Data availability

The authors declare that the main data supporting the findings of this study are available within the article. Extra data are available from the corresponding author upon request.
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