Correspondence between a shaken honeycomb lattice and the Haldane model
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We investigate the correspondence between the tight-binding Floquet Hamiltonian of a periodically modulated honeycomb lattice and the Haldane model. We show that – though the two systems share the same topological phase diagram, as reported in a breakthrough experiment with ultracold atoms in a stretched honeycomb lattice [Jotzu et al., Nature 515, 237 (2014)] – the corresponding Hamiltonians are not equivalent, the one of the shaken lattice presenting a much richer structure.

I. INTRODUCTION

The Haldane model [1] is a paradigmatic lattice model characterized by a quantum Hall effect due to the breaking of time-reversal symmetry in the presence of a microscopic magnetic field with vanishing flux across the unit cell. The distinctive feature of its phase diagram is a phase transition between normal and topological insulating phases, depending on the value of the phase $\phi$ of the next-nearest tunneling amplitude. Despite the fact that it cannot be directly implemented in conventional condensed matter systems, the Haldane model has a fundamental importance as the mechanism for nontrivial band topology can be realized in actual materials via the intrinsic spin-orbit interaction of topological insulators [2, 3].

Very recently, novel opportunities for investigating topological phases have been opened by means of periodically driven optical lattices, which indeed represent an extraordinary platform for simulating a wide class of Hamiltonians [4, 12]. In particular, a realization of the Haldane topological phases has been reported in a breakthrough experiment with ultracold atoms in a stretched honeycomb lattice [5, 11, 13], whose position is moved along a closed elliptical path, $r_\text{ell}(t) = -A(\cos(\omega t))e_1 + \cos(\omega t - \theta) e_2$. In this experiment, the Haldane topological phase diagram can be exactly reproduced when drawn as a function of the phase $\theta$ of the modulation, that experimentally is the parameter directly associated to the breaking of time-reversal symmetry, instead of the phase of the next-nearest tunneling coefficients as in the original Haldane model. Actually, though it has been proven that an imaginary component is generated in the next-nearest tunneling amplitudes. This result has no implications for the topological phase diagram, that is actually very robust and does not depend on the details of the model, but just on the local structure at the Dirac points $\mathbf{\gamma}$. Rather, it clarifies that – just thanks to this robustness – a tight binding model defined on a honeycomb lattice and characterized by topological phases in the presence of parity and time reversal symmetry breaking, is not necessarily described by the Hamiltonian of the Haldane model [19]. In fact, as shown in Ref. [11], the exact simulation of this model requires an optimal design of the lattice driving, by means of polychromatic forces. In a certain sense, the Haldane topological phase diagram identifies a universality class of Hamiltonians sharing the same topological behavior.

The paper is organized as follows. In Sect. II we review the properties of a regular honeycomb lattice and of the Haldane model. Then, in Sect. III we discuss the periodic modulation, and the corresponding transformation that maps the honeycomb Hamiltonian in the rotating frame, following the protocol of Ref. [8]. In Sect. IV we define the effective Floquet Hamiltonian in momentum space and discuss its numerical implementation. There we also discuss the corresponding topological phase diagram, and the structure of the resulting tight binding model on the direct lattice. A discussion of the general properties of the model, and of its behavior in the limits of fast modulations and of small amplitudes (in momentum space), is presented in Sect. V. Finally, concluding remarks are drawn in Sect. VI.

II. HONEYCOMB LATTICE AND HALDANE MODEL

Let us consider a honeycomb lattice generated by the vectors $\mathbf{a}_{1/2} = (2\pi/3k_F)(e_x + \sqrt{3} e_y)$ as in Fig. 1 with basis points $A$ and $B$. The corresponding tight-binding model up to next-nearest neighbors reads [20]

$$H = - \sum_{\langle ij \rangle} t_0 \hat{c}_i^\dagger \hat{c}_j - \sum_{\langle\langle ij \rangle\rangle} t_1 \hat{c}_i^\dagger \hat{c}_j + \sum_i \sum_{\nu=A,B} \epsilon_{\nu} \hat{c}_i^\dagger \hat{c}_i$$

(1)
where the operators \( \hat{c}_j \) may be fermionic or bosonic (the following discussion is completely independent of the nature of the particles), and the tunneling amplitudes \( t_0 \) and \( t_1 \) can be chosen real \([13]\). Here the explicit parity breaking introduced by an energy offset \( \epsilon_A - \epsilon_B \) between sites of type A and B is assumed to be negligible at the level of the next-nearest tunneling amplitudes, namely \( t_1^A = t_1^B = t_1 \) (this is usually the case, see e.g.\([8, 21]\)). In momentum space (see Appendix), the Hamiltonian \( h \) is represented by the following \( 2 \times 2 \) matrix \([12, 22]\):

\[
\begin{pmatrix}
\epsilon_A(k) + t_1 F(k) & t_0 Z(k) \\
t_0 Z^*(k) & \epsilon_B(k) + t_1 F(k)
\end{pmatrix}
\]

with

\[
Z(k) = 1 + e^{ik \cdot a_1} + e^{-ik \cdot a_2},
\]

\[
F(k) = 2 \sum_{i=1}^{3} \cos(k \cdot a_i),
\]

with \( a_3 \equiv a_1 + a_2 \). It can also be rewritten in a compact form, by using the basis formed by the \( 2 \times 2 \) identity matrix, \( I \), and of the three Pauli matrices, \( \sigma_i \). One has

\[
h(k) = h_0(k) I + h(k) \cdot \sigma,
\]

with \( h \equiv (h_1, h_2, h_3) \) and

\[
h_0(k) = t_1 F(k),
\]

\[
h_1(k) = t_0 \text{Re}[Z(k)],
\]

\[
h_2(k) = -t_0 \text{Im}[Z(k)],
\]

\[
h_3(k) = \epsilon,
\]

with \( \epsilon \equiv (\epsilon_A - \epsilon_B)/2 \), and where we have fixed \( \epsilon_A + \epsilon_B = 0 \) without loss of generality. The corresponding eigenenergies are

\[
\epsilon_{\pm}(k) = h_0(k) \pm |h(k)|
\]

\[
= t_1 F(k) \pm \sqrt{\epsilon^2 + t_0^2 |Z(k)|^2}.
\]

In particular, for \( \epsilon = 0 \) the two bands are degenerate at the Dirac points, \( k_D \) where \( Z(k_D) = 0 \).

### A. Haldane model

In the case of the Haldane model, the tunneling coefficient \( t_1 \) becomes complex \([1, 8, 21, 23]\),

\[
t_1 = |t_1| e^{\pm i \varphi},
\]

where the sign \( \pm \) of the phase \( \varphi \) refers to the A and B sublattices, respectively \([1, 21, 23]\). In momentum space, the components \( h_0 \) and \( h_3 \) of the Hamiltonian, in Eqs. \((6), (9)\), are modified as follows \([1]\):

\[
h_0(k) = 2 |t_1| \cos \varphi \sum_{i=1}^{3} \cos(k \cdot a_i),
\]

\[
h_3(k) = \epsilon - 2 |t_1| \sin \varphi \sum_{i=1}^{3} \sin(k \cdot a_i).
\]

In general, when time-reversal and/or inversion symmetry are broken there are two inequivalent Dirac points \( k_D^\pm \) where a gap opens in the spectrum, namely \([22]\):

\[
\delta_{\pm} = 2 |h_3(k_D^\pm)| = 2 |\epsilon \pm 3 \sqrt{3} t_1 \sin \varphi|.
\]

For certain values of \( \epsilon \) and \( \varphi \) one of the two gaps may close again if \( h(k_D^\pm; \epsilon, \varphi) = 0 \) (see eq. \((10)\)). This relation identifies the boundary between the normal and topological insulator phases \([1]\).

As shown in Ref. \([21, 22]\), it is possible to derive a closed set of analytical relations for expressing the tight-binding parameters in terms of specific properties of the spectrum, namely the gaps at the Dirac points \( \delta_{\pm} \) in eq. \((11)\), and the following bandwidths \([21]\):

\[
\Delta_{\pm}^+ = +[\epsilon_+(0) - \epsilon_+(k_D^+)],
\]

\[
\Delta_{\pm}^- = -[\epsilon_-(0) - \epsilon_-(k_D^-)].
\]

For \( \epsilon, \varphi \geq 0 \) one has \([24]\):

\[
\epsilon = \frac{\delta_{+} \pm \delta_{-}}{4},
\]

\[
t_0 = \frac{1}{6} \sqrt{(\Delta_{+}^+ + \Delta_{-}^+ + \delta_{+})^2 - (\delta_{+} \pm \delta_{-})^2},
\]

\[
|t_1| = \frac{1}{18} \sqrt{(\Delta_{+}^+ - \Delta_{-}^+)^2 + \frac{3}{4} (\delta_{+} \mp \delta_{-})^2},
\]

\[
\tan \varphi = \left( \frac{\sqrt{3} \delta_{+} \mp \delta_{-}}{2 \Delta_{+}^+ - \Delta_{-}^+} \right).
\]
where the signs ± refer to the normal and topological insulator phases, respectively.

In the rest of this paper we analyze the correspondence between a \textit{shaken} honeycomb lattice, that is a Hamiltonian as in (11) moved periodically along a closed path, and the Haldane model.

III. PERIODIC MODULATION

Let us consider the effect of a periodic modulation along a closed trajectory $r_{lat}(t) = -(q_0/m_0)(\cos(\omega t) e_1 + \cos(\omega t - \theta) e_2)$ of the bare honeycomb lattice in (11) as considered in Ref. [8]. Classically, in the lattice frame the atoms feel an inertial force $F(t) = -m \ddot{r}_{lat}(t) \equiv \dot{q}_{lat}(t)$, corresponding to a potential term $V(r, t) = F \cdot r$, that in the tight binding formalism reads

$$H_{mod} = \sum_{\nu = A, B} \sum_{j} V(r_{\nu j}, t) \hat{c}_{\nu j}^\dagger \hat{c}_{\nu j}.$$  

This term can be reabsorbed in the definition of the tunneling coefficients, by means of the following unitary transformation (\hat{U} = U^{-1}) transformation acting on the quantum states

$$\hat{U}(t) \equiv e^{-i \sum_{\nu j} m \dot{r}_{lat}(t) \cdot \hat{c}_{\nu j} \cdot \hat{r}_{\nu j}} ,$$

that transforms a lattice Hamiltonian of the form

$$H = - \sum_{\nu \nu' = A, B, j' j} \sum_{j} \tau^{\nu \nu'}_{j j'} \hat{c}_{\nu j}^\dagger \hat{c}_{\nu' j'},$$

into (rotating frame)

$$H'_{lat} \equiv U H U^\dagger + i \dot{U} U^\dagger$$

$$= - \sum_{\nu \nu' = A, B, j' j} \sum_{j} \tau^{\nu \nu'}_{j j'} \hat{c}_{\nu j}^\dagger \hat{c}_{\nu' j'} e^{-i m \dot{r}_{lat}(t) \cdot (r_{\nu j} - r_{\nu' j'})}.$$  

Then, in the case of the honeycomb Hamiltonian (11) we have $(r_{AB} = (a_1 - a_2)/3)$

$$Z(k) \rightarrow e^{i q_{lat}(t) \cdot r_{AB}} Z(k - q_{lat}(t))$$

$$F(k) \rightarrow F(k - q_{lat}(t)).$$

and

$$h_0(k) = t_1 F(k - q_{lat}(t)),$$

$$h_1(k) = t_0 \Re \{ e^{i q_{lat}(t) \cdot r_{AB}} Z(k - q_{lat}(t)) \},$$

$$h_2(k) = -t_0 \Im \{ e^{i q_{lat}(t) \cdot r_{AB}} Z(k - q_{lat}(t)) \},$$

$$h_3(k) = \epsilon.$$  

IV. EFFECTIVE HAMILTONIAN

For convenience, in the following we will employ the dimensionless time variable $\tau = \omega t$. Following the discussion in [8] (see the Supplementary Material), if one is interested in the dynamics on time scales much larger than one period $\omega T = 2 \pi$, one can introduce an effective Hamiltonian in terms of the evolution operator $U(\tau + 2 \pi, \tau)$, as follows [2, 19, 25]

$$U(\tau + 2 \pi, \tau) = \mathcal{T} e^{-i \hbar \omega \int_{\tau}^{\tau + 2 \pi} dT H(\tau)} \equiv e^{-i 2 \pi \hbar_{eff}^\tau},$$

where $\mathcal{T}$ indicates the time-ordered product, and $\hbar_{eff}^\tau$ the effective Hamiltonian in units of $\hbar$. The expression (31) has to be intended in the sense of its Taylor expansion, namely

$$\mathcal{T} e^{-i \hbar \omega \int_{\tau}^{\tau + 2 \pi} dT H(\tau)} \equiv 1 +$$

$$\sum_{n=1}^{+\infty} (-i)^n \frac{1}{n!} \omega^n \int dT_1 \cdots \int dT_n \mathcal{T} [H(T_1) \cdots H(T_n)],$$

that can also be regarded as an expansion in series of $1/\omega$, known in the literature as Magnus expansion [19, 20]. Then, the effective Hamiltonian can be obtained from the inverse relation

$$\hbar_{eff}^\tau = i \frac{1}{2 \pi} \ln[U(\tau + 2 \pi, \tau)],$$

and it will be calculated numerically as explained in the next section. Remarkably, the energy spectrum of the effective Hamiltonian does not depend on the choice of the initial time $\tau$, since two effective Hamiltonians for different initial times are related through a unitary gauge transformation, $\hbar_{eff}^{\tau'} = U(\tau', \tau) \hbar_{eff}^\tau U^{-1}(\tau', \tau)$. In the following we consider the gauge corresponding to $\tau = 0$, a common choice for sinusoidal driving [8, 19]. This choice may affect the specific values of the effective tunneling coefficients, but not the general structure of the Hamiltonian.

A. Numerical implementation

The effective Hamiltonian in momentum space $h_{eff}(k)$ can be computed numerically from the time-ordered product of $N$ evolution operators $U_i = e^{-i \Delta h(k, \tau_i)}$ over infinitesimal time intervals, as

$$h_{eff}(k) = i \frac{1}{2 \pi} \ln \left( \prod_{i=0}^{N-1} e^{-i \Delta h(k, \tau_i)} \right)_\tau$$

with $\Delta \equiv 2 \pi/N$, and $N$ sufficiently large. The previous expression can be easily handled in the basis of the Pauli matrices ($I$, $\sigma$), where two matrices $u = (u_0, u)$ and $\eta = (\eta_0, \eta)$, such that $u = e^{-i \eta}$, are related by the following expressions

$$u = e^{-i \eta_0} \left( \cos |\eta|, -i \frac{\eta}{|\eta|} \sin |\eta| \right)$$

(35)
is characterized by the same topological phase diagram as the Haldane model with \( t'_0 = t_0 \) and \( \varphi = \theta \), as shown in Fig. 4, for \( \omega = 1, q_0 = 0.5 \). The color palette refers to the values of Chern number \( c \). The continuous line represents the nominal phase boundary of the Haldane model with \( t'_0 = t_0 \) and \( \varphi = \theta \), as seen in Fig. 4, that is shown here as a reference. The dashed line represents a cut along which we draw the gap at the Dirac points in Fig. 4.

B. Topological phase diagram

Let us first show that the effective Hamiltonian (34) of the model is characterized by the same topological phase diagram as the Haldane model with \( t'_0 = t_0 \) and \( \varphi = \theta \). The corresponding topological phase diagram is shown in Fig. 4. Depending on the values of \( \epsilon \) and \( \theta \) – that measure the breaking of inversion and time-reversal symmetries, respectively –, the system can be a topological insulator with Chern number \( c = \pm 1 \) or a normal insulator, \( c = 0 \). The boundary between different phases is characterized by the vanishing of the gap at one of the two Dirac points. In case of a formal correspondence between the Haldane model and the effective Hamiltonian (34) the phase boundaries would be described by an equation of the form

\[
\epsilon = \pm 3\sqrt{3}|t'_1| \sin \varphi
\]

with \( |t'_1| \) being a renormalized next-nearest tunneling, and \( \varphi \) the corresponding phase (cfr. Eq. (12)). This is shown in Fig. 3 for \( t'_1 = t_1 \) and \( \varphi = \theta \), as a reference (the fact that it almost captures the actual boundary is just a coincidence, see later on). The behavior of the gap at the two Dirac points as a function of the modulation phase \( \theta \) is shown in Fig. 3 for \( \epsilon/|t_1| = 1 \), corresponding to the horizontal line in Fig. 5.
Remarkably, the modulation of the lattice position allows to simulate the entire topological diagram, contrarily to what happens for the Haldane model in its original formulation, namely in the presence of a microscopic magnetic field. In fact, in the latter case it has been recently shown that only a small fraction of the nominal phase diagram can be accessed, and that the topological insulator phase is suppressed in the deep tight-binding regime [21].

However, from Fig. 2 we see that the shaking of the lattice not only modifies the gap at the Dirac points, but also affects their position. In general, this is accompanied also by important deformations of the entire energy spectrum, whose actual configuration depends on the phase \( \theta \). This is different from the behavior of the original Haldane model, whose geometry in momentum space is fixed by the symmetries of the system and does not depend on the phase \( \varphi \) of the next-nearest tunneling coefficients [1]. This will become even more clear from the discussion of the structure of the tunneling coefficients, in the following section.

C. Tight binding coefficients

From the numerical expression of \( h_{\nu \nu'}^{\text{eff}}(k) \), one can compute the tunneling coefficients of the corresponding tight binding model on the direct lattice as (see Appendix)

\[
T_{\nu \nu'}^{\nu' \nu} = \frac{\Omega_{\text{g}}}{(2\pi)^3} \int_B dk \, e^{ik \cdot R_j} h_{\nu \nu'}^{\text{eff}}(k),
\]

(43)

where we have omitted the \( \text{eff} \) superscript for ease of notation. In the present case (see Fig. 1) there are three nearest neighbor tunneling coefficients \( T_{\nu j} \), and three complex conjugate pairs of next-nearest tunneling coefficients \( T_{\nu j}^* \) for each basis point, of type \( \nu = A, B \). In principle, even higher ordered coefficients may arise.

An example is shown in Fig. 3, where we show \( T_{\nu j} \), \( |T_{\nu j}^A| \), and the phases \( \phi_{\nu j}^A \) of the next-nearest coefficients \( T_{\nu j}^A \), as a function of the modulation phase \( \theta \), for \( \omega = 1, q_0 = 0.5, \epsilon = 0 \). We label them with \( j = 1, 2, 3 \), where \( j = 1 \) refers to the tunnelings indicated as \( t_0 \) (dotted lines) and \( t_1 \) (pairs of continuous and dashed lines, representing complex conjugate pairs) in Fig. 1, the other being ordered counter-clockwise. This figure shows that the corresponding tight binding model has a very rich structure, and cannot be directly identified with the Haldane Hamiltonian. In fact, while the Haldane model is characterized by a real \( t_0 \) and a complex \( t_1 \) with modulus \( |t_1| \) and phase \( \pm \varphi \) (see Eq. (11)), in the present case the number of parameters is threefold: generally, all the parameters of the same class have different values, except for isolated values of the modulation angle (e.g. the three coefficients \( T_{0j} \) are degenerate for \( \theta = \pi/2 \)). Only the reality of \( T_{0j} \) and the fact that the next-nearest tunnelings \( T_{1j} \) come in conjugate pairs is preserved.

As anticipated, though the spectrum is gauge invariant (with respect to the choice of the initial driving time \( \tau \) [19], the value of the tunneling coefficients may be not. As an example, in Fig. 4 we show their dependence on the initial time \( \tau \), for the case of a circular path, \( \theta = \pi/2 \) (the values of the other parameters are \( \omega = 1, q_0 = 0.5, \epsilon = 0 \), as in Fig. 3). In particular, this figure shows that the values of \( T_{0j} \) are invariant, whereas both \( |T_{1j}^A| \) and \( \phi_{1j}^A \) show a periodic dependence on \( \tau \). Moreover, while the three \( T_{0j} \) are degenerate, the rotational symmetry is broken at the level of the \( T_{1j}^A \), reflecting the fact that dif-
ple, one cannot identify the phase characterized by the same topological phases. For exam-
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For different starting points on the circular path (corresponding to different choices of the initial driving time \( \tau \)) to are not equivalent. This feature goes along with the emergence of the phases \( \phi^A_j \) as a consequence of the non commutativity of the driven Hamiltonian at different times.

**V. GENERAL DISCUSSION**

A systematic analysis of the Floquet Hamiltonian for different values of \( \omega \) and \( q_0 \) reveals that the overall behavior discussed in the previous section is very general, and not limited to the specific example considered there. This indicates that indeed there cannot be a formal correspondence between the effective Hamiltonian \( h^{eff}(k) \) (or the corresponding one in the direct lattice) and the Hamiltonian of the Haldane model, although they are characterized by the same topological phases. For example, one cannot identify the phase \( \varphi \) of the next-nearest tunneling coefficient of the Haldane model with the modulation phase \( \theta \) of the *shaken* honeycomb lattice, though they play the same role in terms of the topological properties of the two systems. In order to make it more clear, we now analyze the behavior of the system in two limiting cases: \( \omega \gg 1 \) (very rapid modulations), and \( q_0 \ll 1 \) (very small modulation amplitudes).

For \( \omega \gg 1 \), one may expect the effective Hamiltonian to be accurately described by the lowest orders of the Magnus expansion. As discussed in Ref. [8, 11], this amounts to a renormalization of the tunneling amplitudes (at lowest order), namely of the modulus of \( T_{0j} \) and \( T_{1j} \), and to the appearance of an imaginary component in the next-nearest terms \( T_{1j} \). This is consistent with the behavior shown in Fig. [8] especially considering that the phases are close to 0 or \( \pi \). Nevertheless, even in this limit the tunneling coefficients present a threefold structure and one cannot approximate them with a single set \( \{t_0, |t_1| \exp(\pm i \varphi)\} \) as for the Haldane model.

![Graph](image2)
In the limit of very small modulation amplitudes, \( q_0 \ll 1 \), the effective Hamiltonian is characterized by a single, unrenormalized, nearest-neighbor tunneling coefficient \( T_{0j} = t_0 \), see Fig. 2. But still, the fact that the next-nearest tunneling is threefold and that the corresponding phases are very small for any value of the modulation phase \( \theta \), does not permit an identification with the Haldane model. We recall that for \( q_0 = 0 \) the effect of the modulation is vanishing, and one recovers the time-reversal symmetric Hamiltonian in Eq. 1.

We also notice that in both limits, \( \omega \gg 1 \) and \( q_0 \ll 1 \) the topological phase is dramatically squeezed in the vertical direction, as one would expect: in case of a tiny breaking of time reversal symmetry, a tiny breaking of parity is sufficient to bring the system into the normal insulating phase again. In addition, we have not found any limiting case where the boundary between the normal and topological insulator phases can be described by the expression in Eq. 12, using for \( |t'| \) some average of the moduli \( |T_{ij}| \) of the next-nearest tunneling coefficients, not even assuming (this is not the case) \( \varphi \approx \theta \).

**VI. CONCLUSIONS**

We have discussed the properties of the effective Floquet Hamiltonian for a tight binding model defined on a regular honeycomb lattice, that is periodically modulated in position along an elliptical path as in the recent experiment of Ref. 8. We have found that the effective Hamiltonian of the shaken lattice has a very rich structure and cannot be formally related to the Haldane model. In particular, the effective lattice model is characterized by three inequivalent nearest neighbor and three next-nearest tunneling amplitudes, the latter with different phases \( \varphi_{ij} \) that cannot be identified with the phase \( \theta \) of the modulation, nor can be directly considered for drawing the topological phase diagram. However, even though the effective model has a richer structure that the Haldane one, the two share the same qualitative behavior of the local structure at the Dirac points, that is dictated by the breaking of parity and time reversal symmetry – and therefore the same topological phase diagram – as in the experimental realization of Ref. 8.
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**Appendix A: Momentum space transformation**

The Hamiltonian 1 can be transformed in momentum space (with \( \Omega_B \) being the volume of the unit cell)

\[
\hat{d}_{\nu k} = \sqrt{\frac{\Omega_B}{(2\pi)^2}} \sum_j e^{i\mathbf{k} \cdot \mathbf{R}_j} \hat{c}_{j\nu}.
\]

that transforms any Hamiltonian of the form

\[
\hat{H} = \sum_{\nu,\nu'} \sum_{j,j'} \hat{a}_{j\nu} \hat{a}_{j'\nu'} T_{j-j'}^{\nu\nu'}
\]

into

\[
\hat{H} = \int_B dk \ h_{\nu\nu'}(k) \hat{d}_{\nu'k} \hat{d}_{\nu k}.
\]

where

\[
h_{\nu\nu'}(k) = \sum_i e^{-ik \cdot R_i} T_{\nu\nu'}^{\nu'}.\]

Given a certain \( h_{\nu\nu'}(k) \), the inverse transformation reads

\[
T_{j-j'}^{\nu\nu'} = \frac{\Omega_B}{(2\pi)^2} \int_B dk \ e^{i\mathbf{k} \cdot \mathbf{R}_j} h_{\nu\nu'}(k),
\]

where we have used the summation rule (valid for an infinite lattice)

\[
\frac{\Omega_B}{(2\pi)^2} \sum_j e^{i \mathbf{R}_j \cdot (\mathbf{k}' - \mathbf{k})} = \delta(\mathbf{k}' - \mathbf{k}),
\]

The latter formula permits for example to compute the tunneling coefficients of the effective tight-binding Hamiltonian 34.
[6] P. Hauke, O. Tieleman, A. Celi, C. Ölschläger, J. Simonet, J. Struck, M. Weinberg, P. Windpassinger, K. Sengstock, M. Lewenstein, and A. Eckardt, Phys. Rev. Lett. 109, 145301 (2012).

[7] P. Delplace, A. Gómez-León, and G. Platero, Phys. Rev. B 88, 245422 (2013).

[8] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, and T. Esslinger, Nature 515, 237 (2014).

[9] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027 (2014).

[10] S. K. Baur, M. H. Schleier-Smith, and N. R. Cooper, Phys. Rev. A 89, 051605 (2014).

[11] A. Verdeny and F. Mintert, Phys. Rev. A 92, 063615 (2015).

[12] K. Plekhanov, G. Roux, and K. Le Hur, Phys. Rev. B 95, 045102 (2017).

[13] J. Ibañez Azpiroz, A. Eiguren, A. Bergara, G. Pettini, and M. Modugno, Phys. Rev. A 87, 011602 (2013).

[14] G. Montambaux, F. Pichon, J.-N. Fuchs, and M. O. Goerbig, The European Physical Journal B 72, 509 (2009).

[15] G. Montambaux, F. Pichon, J.-N. Fuchs, and M. O. Goerbig, Phys. Rev. B 80, 153412 (2009).

[16] J.-N. Fuchs, L.-K. Lim, and G. Montambaux, Phys. Rev. A 86, 063613 (2012).

[17] L. Tarruell, D. Greif, T. Uehlinger, G. Jotzu, and T. Esslinger, Nature 483, 302 (2012).

[18] J. Ibañez Azpiroz, A. Eiguren, A. Bergara, G. Pettini, and M. Modugno, Phys. Rev. A 88, 033631 (2013).

[19] M. Bukov, L. D’Alessio, and A. Polkovnikov, Advances in Physics 64, 139 (2015).

[20] K. L. Lee, B. Grémaud, R. Han, B.-G. Englert, and C. Miniatura, Phys. Rev. A 80, 043411 (2009).

[21] J. Ibañez Azpiroz, A. Eiguren, A. Bergara, G. Pettini, and M. Modugno, Phys. Rev. B 92, 195132 (2015).

[22] M. Modugno, J. Ibañez-Azpiroz, and G. Pettini, Science China Physics, Mechanics & Astronomy 59, 660001 (2016).

[23] J. Ibañez Azpiroz, A. Eiguren, A. Bergara, G. Pettini, and M. Modugno, Phys. Rev. A 90, 033609 (2014).

[24] The solutions corresponding to a different regime can be obtained straightforwardly from symmetry considerations, by exchanging the role of the two basis points A, B and/or of the two Dirac points.

[25] J. H. Shirley, Phys. Rev. 138, B979 (1965).

[26] W. Magnus, Communications on Pure and Applied Mathematics 7, 69.