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Abstract

We consider particle systems that are perturbations of the voter model and show that when space and time are rescaled the system converges to a solution of a reaction diffusion equation in dimensions \( d \geq 3 \). Combining this result with properties of the PDE, some methods arising from a low density super-Brownian limit theorem, and a block construction, we give general, and often asymptotically sharp, conditions for the existence of non-trivial stationary distributions, and for extinction of one type. As applications, we describe the phase diagrams of three systems when the parameters are close to the voter model: (i) a stochastic spatial Lotka-Volterra model of Neuhauer and Pacala, (ii) a model of the evolution of cooperation of Ohtsuki, Hauert, Lieberman, and Nowak, and (iii) a continuous time version of the non-linear voter model of Molofsky, Durrett, Dushoff, Griffeath, and Levin. The first application confirms a conjecture of Cox and Perkins [8] and the second confirms a conjecture of Ohtsuki et al [38] in the context of certain infinite graphs. An important feature of our general results is that they do not require the process to be attractive.
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1 Introduction and Statement of Results

We first describe a class of particle systems, called voter model perturbations in [7]. The state space will be \( \{0, 1\}^{\mathbb{Z}^d} \), or after rescaling \( \{0, 1\}^{\varepsilon\mathbb{Z}^d} \), where throughout this work we assume \( d \geq 3 \). The voter model part of the process will depend on a symmetric (i.e., \( p(x) = p(-x) \)), irreducible probability kernel \( p : \mathbb{Z}^d \to [0, 1] \) with \( p(0) = 0 \), covariance matrix \( \sigma^2 I \), and exponentially bounded tails so that for some \( \kappa \in (0, 1] \),

\[
p(x) \leq C e^{-\kappa|x|}.
\]

(1.1)

Here and in what follows \( |x| = \sup_i |x_i| \).

For \( 1 \geq \varepsilon > 0 \), \( x \in \mathbb{Z}^d \) and \( \xi \in \{0, 1\}^{\varepsilon\mathbb{Z}^d} \) define rescalings of \( p \) and \( \xi \) by \( p^\varepsilon(x) = p(x) \), and \( \xi^\varepsilon(x) = \xi(x) \), so that \( \xi^\varepsilon \in \{0, 1\}^{\varepsilon\mathbb{Z}^d} \). Also define rescaled local densities \( f_i^\varepsilon \) by

\[
f_i^\varepsilon(x, \xi^\varepsilon) = \sum_{y \in \varepsilon\mathbb{Z}^d} p^\varepsilon(y - \varepsilon x)1\{\xi^\varepsilon(y) = i\}, \quad i = 0, 1.
\]

(1.2)

We will write \( f_i(x, \xi) \) if \( \varepsilon = 1 \). For \( x, \xi \) as above, introduce the voter flip rates and rapid voter flip rates given by

\[
c^\varepsilon(x, \xi) = [(1 - \xi(x))f_1(x, \xi) + \xi(x)f_0(x, \xi)], \quad c^\varepsilon_0(x, \xi) = \varepsilon^{-2}c^\varepsilon(x, \xi).
\]

(1.3)

The processes of interest, \( \xi_t \in \{0, 1\}^{\varepsilon\mathbb{Z}^d} \), are spin-flip systems with rates

\[
c^\varepsilon_0(x, \xi) = c^\varepsilon(x, \xi) + \varepsilon^2c^\varepsilon_0(x, \xi) \geq 0,
\]

(1.4)

where \( c^\varepsilon_0(x, \xi) \) will be a translation invariant, signed perturbation of the form

\[
c^\varepsilon_0(x, \xi) = (1 - \xi(x))h^\varepsilon_1(x, \xi) + \xi(x)h^\varepsilon_0(x, \xi).
\]

Therefore the rescaled processes, \( \xi^\varepsilon_{-2\varepsilon}(\varepsilon x) \in \{0, 1\}^{\varepsilon\mathbb{Z}^d} \), we will study have rates

\[
c^\varepsilon_0(\varepsilon x, \xi^\varepsilon) = c^\varepsilon_0(\varepsilon x, \xi^\varepsilon) + c^\varepsilon_0(x, \xi) \geq 0.
\]

(1.5)

We assume there is a law \( q \) of \( (Y^1, \ldots, Y^{N_0}) \in \mathbb{Z}^{dN_0} \) and \( g^\varepsilon_i \) on \( \{0, 1\}^{N_0} \), \( i = 0, 1 \), and \( \varepsilon_1 \in (0, \infty) \), \( \varepsilon_0 \in (0, 1] \) so that

\[
g^\varepsilon_i \geq 0,
\]

(1.6)

and

\[
h^\varepsilon_i(x, \xi) = -\varepsilon_1^{-2}f_i(x, \xi) + E_Y(g^\varepsilon_i(\xi(x + Y^1), \ldots, \xi(x + Y^{N_0}))), \quad i = 0, 1
\]

(1.7)

for all \( \xi \in \{0, 1\}^{\varepsilon\mathbb{Z}^d}, x \in \mathbb{Z}^d, \varepsilon \in (0, \varepsilon_0] \).

Here \( E_Y \) is expectation with respect to \( q \) and in practice the first term in the above allows us to take \( g^\varepsilon_i \geq 0 \). It is important to have \( g^\varepsilon_i \) non-negative as we will treat it as a rate in the construction of a dual process in Section 2. On the other hand, in the particular examples motivating the general theory \( h^\varepsilon_i \) will often be negative (see, e.g., (1.33) below of the Lotka-Volterra models).
We also suppose that (decrease $\kappa > 0$ if necessary)

$$P(Y^* \geq x) \leq Ce^{-\kappa x} \text{ for } x > 0$$  \hspace{1cm} (1.8)

where $Y^* = \max\{|Y^1|, \ldots, |Y^{N_0}|\}$, and there are limiting maps $g_i : \{0, 1\}^{N_0} \rightarrow \mathbb{R}_+$ such that

$$\lim_{\varepsilon \downarrow 0} \|g_i^\varepsilon - g_i\|_\infty = 0, \ i = 0, 1.$$  \hspace{1cm} (1.9)

The condition (1.7) with $\varepsilon_0 < \varepsilon_1$ (without loss of generality) easily implies the non-negativity in (1.5).

We now show that the conditions (1.7)-(1.9) hold for general finite range convergent translation invariant perturbations without any non-negativity constraint on the $g_i^\varepsilon$.

**Proposition 1.1.** Assume there are distinct points $y_1, \ldots, y_{N_0} \in \mathbb{Z}^d$ and $\hat{g}_i^\varepsilon, \hat{g}_i : \{0, 1\}^{N_0} \rightarrow \mathbb{R}$ such that

$$h_i^\varepsilon(x, \xi) = \hat{g}_i^\varepsilon(\xi(x + y_1), \ldots, \xi(x + y_{N_0})), \ x \in \mathbb{Z}^d, \xi \in \{0, 1\}^{N_0},$$

\[\{x : p(x) > 0\} \subset \{y_1, \ldots, y_{N_0}\}, \ \lim_{\varepsilon \downarrow 0} \|\hat{g}_i^\varepsilon - \hat{g}_i\|_\infty = 0 \ i = 0, 1.\]  \hspace{1cm} (1.10)

Then (1.7)-(1.9) hold for appropriate non-negative $g_i^\varepsilon, g_i$ satisfying $\|g_i^\varepsilon - g_i\|_\infty = \|\hat{g}_i^\varepsilon - \hat{g}_i\|_\infty$, and $Y^i = y_i$.

The elementary proof is given in Section 2.1. In terms of our original rates (1.4) this shows that our class of models include spin-flip systems $\xi_t \in \{0, 1\}^{\mathbb{Z}^d}$, $t \geq 0$, with rates

$$c_\varepsilon^\theta(x, \xi) = c^\theta (x, \xi) + \varepsilon^2 c^\star (x, \xi) + \varepsilon^2 o(\varepsilon) \geq 0,$$  \hspace{1cm} (1.11)

where $p$ (governing $c^\theta$) is now finite range, $c^\star (x, \xi) = h(\xi(x), \xi(x + y_1), \ldots, \xi(x + y_{N_0}))$ is a finite range, translation invariant perturbation and $o(\varepsilon)$ means this term goes to zero with $\varepsilon$ uniformly in $(x, \xi)$.

On the other hand, the random $Y^i$'s will also allow certain natural infinite range interactions. The formulation in terms of random locations will also simplify some of the arithmetic to come.

Let $\xi_t, \ t \geq 0$ be the unique $\{0, 1\}^{\varepsilon \mathbb{Z}^d}$-valued Feller process with translation invariant flip rates given by $c_\varepsilon(x, \xi)$ in (1.5) and initial state $\xi_0^\varepsilon \in \{0, 1\}^{\varepsilon \mathbb{Z}^d}$. More formally (see Theorem B.3 in [33] and Section 2 of [14]) the generator of $\xi^\varepsilon$ is

$$\text{the closure of } \Omega_\varepsilon g(\xi) = \sum_{x \in \varepsilon \mathbb{Z}^d} c_\varepsilon(x, \xi)(g(\xi^x) - g(\xi)), \hspace{1cm} (1.12)$$

on the space of $g : \varepsilon \mathbb{Z}^d \rightarrow \mathbb{R}$, depending on finitely many coordinates.

Here $\xi^x$ is $\xi$ with the coordinate at $x$ flipped to $1 - \xi(x)$. The condition (B4) of Theorem B.3 in [33] is trivial to derive from (1.7).

**We stress that conditions (1.5)-(1.9) are in force throughout this work, and call such a process $\xi^\varepsilon$ a voter model perturbation.**
Given a process taking values in \(\{0,1\}^Z\), or more generally in \(\{0,1\}^\varepsilon Z\), we say that \textit{coexistence holds} if there is a stationary distribution \(\nu\) with

\[
\nu \left( \sum_x \xi(x) = \sum_x 1 - \xi(x) = \infty \right) = 1.
\]  

(1.13)

For voter model perturbations it is easy to see this is equivalent to both types being present \(\nu\)-a.s.–see Lemma 6.1 at the beginning of Section 6.

We say \textit{the i’s take over} if for all \(L\),

\[
P(\xi_t(x) = i \text{ for all } x \in [-L,L]^d \text{ for } t \text{ large enough}) = 1
\]  

(1.14)

whenever the initial configuration has infinitely many sites in state \(i\).

Our main results, Theorems 1.15 and 1.16 in Section 1.6 below, give (often sharp) conditions under which coexistence holds or one type takes over, respectively, in a voter model perturbation for small enough \(\varepsilon\). Of course these results then hold immediately for our originally unscaled processes, again for small enough \(\varepsilon\).

### 1.1 Hydrodynamic limit

As \(d \geq 3\), we see from Theorem V.1.8 of [32] the voter model with flip rates \(c^\varepsilon(x,\xi) = c^\varepsilon_i(x,\xi)\) has a one-parameter family of translation invariant extremal invariant distributions \(\{\mathbb{P}_u : u \in [0,1]\}\) on \(\{0,1\}^Z\) such that \(\mathbb{E}_u(\xi(x)) = u\). We write \(\langle g \rangle_u\) for \(\mathbb{E}_u(g(\xi))\). (1.7) and (1.9) imply

\[
\lim_{\varepsilon \downarrow 0} \|h^\varepsilon_i - h_i\|_{\infty} = 0 \text{ where } h_i(x,\xi) = -\varepsilon_i^{-2} f_i(x,\xi) + E(g_i(\xi(x + Y^1),\ldots,\xi(x + Y^{N_0}))).
\]  

(1.15)

Define

\[
f(u) = \langle (1 - \xi(0)) h_1(0,\xi) - \xi(0) h_0(0,\xi) \rangle_u.
\]  

(1.16)

Then \(f\) is a polynomial of degree at most \(N_0 + 1\) (see (1.26) and Section 1.8 below). The non-negativity condition (1.5), the fact that

\[
\langle c^\varepsilon(0,\xi) \rangle_0 = \langle c^\varepsilon(0,\xi) \rangle_1 = 0,
\]  

(1.17)

and the convergence (1.15) show that

\[
f(0) \geq 0, \quad f(1) \leq 0.
\]  

(1.18)

Our first goal is to show that under suitable assumptions on the initial conditions, as \(\varepsilon \to 0\) the particle systems converges to the PDE

\[
\frac{\partial u}{\partial t} = \frac{\sigma^2}{2} \Delta u + f(u), \quad u(0,\cdot) = v(\cdot),
\]  

(1.19)

The remark after Proposition 2.1 in [2] implies that for any continuous \(v : R^d \to [0,1]\) the equation has a unique solution \(u\), which necessarily takes values in \([0,1]\).
For a continuous \( v \) as above we will say that a family of probability measures \( \{ \lambda_\varepsilon \} \) of laws on \( \{0, 1\}^{\varepsilon \mathbb{Z}^d} \) has local density \( v \) if the following holds:

There is an \( r \in (0, 1) \) such that if \( a_\varepsilon = \lceil \varepsilon r \rceil \varepsilon, Q_\varepsilon = [0, a_\varepsilon)^d \cap \varepsilon \mathbb{Z}^d, |Q_\varepsilon| = \text{card} (Q_\varepsilon) \), and

\[
D(x, \xi) = \frac{1}{|Q_\varepsilon|} \sum_{y \in Q_\varepsilon} \xi(x + y) \quad \text{for } x \in a_\varepsilon \mathbb{Z}^d, \xi \in \{0, 1\}^{\varepsilon \mathbb{Z}^d},
\]

then for all \( R, \delta > 0 \),

\[
\lim_{\varepsilon \to 0} \sup_{x \in a_\varepsilon \mathbb{Z}^d} \lambda_\varepsilon(|D(x, \xi) - v(x)| > \delta) = 0. \tag{1.21}
\]

The family of Bernoulli product measures \( \bar{\lambda}_\varepsilon \) given by

\[
\bar{\lambda}_\varepsilon(\xi(w_1) = 1, i = 1, \ldots, n) = \prod_{i=1}^{n} v(w_i) \quad \text{for all } n \in \mathbb{N} \text{ and } w_i \in \varepsilon \mathbb{Z}^d.
\]

certainly satisfies (1.21) for all \( r \in (0, 1) \).

**Theorem 1.2.** Assume \( v : \mathbb{R}^d \to [0, 1] \) is continuous, and the collection of initial conditions \( \{\xi_0^\varepsilon\} \) have laws \( \{\lambda_\varepsilon\} \) with local density \( v \). Let \( x^k \in \mathbb{R}^d \) and \( x^k_\varepsilon \in \varepsilon \mathbb{Z}^d \), \( k = 1, \ldots K \) satisfy

\[
x^k_\varepsilon \to x^k \text{ and } \varepsilon^{-1}|x^k_\varepsilon - x_{\varepsilon'}^k| \to \infty \text{ as } \varepsilon \to 0 \text{ for any } k \neq k'. \tag{1.23}
\]

If \( u \) is the solution of (1.19), then for any \( \eta \in \{0, 1\}^{\{1, \ldots, L\} \times \{1, \ldots K\}}, y_1, \ldots, y_L \in \mathbb{Z}^d \) and \( T > 0 \),

\[
\lim_{\varepsilon \to 0} P(\xi_T^\varepsilon(x^k_\varepsilon + \varepsilon y_i) = \eta_{i,k}, \ i = 1, \ldots, L, k = 1, \ldots K)
\]

\[
= K \prod_{k=1}^{K} (1\{\xi_{i,k} = \eta_{i,k}, i = 1, \ldots, L\}) u(T, x^k). \tag{1.24}
\]

In particular, if \( x^k_\varepsilon \in \varepsilon \mathbb{Z}^d \) satisfies \( x^k_\varepsilon \to x \) as \( \varepsilon \to 0 \), then

\[
\lim_{\varepsilon \to 0} P(\xi_T^\varepsilon(x^k_\varepsilon) = 1) = u(T, x) \quad \text{for all } T > 0, x \in \mathbb{R}^d. \tag{1.25}
\]

De Masi, Ferrari and Lebowitz [11], Durrett and Neuhauser [20] and Durrett [15] have proved similar results for particle systems with rapid stirring. The local equilibrium for rapid stirring is a Bernoulli product measure, but in our setting it is the voter equilibrium. As a result there is now dependence between nearby sites on the microscopic scale. However, there is asymptotic independence between sites with infinite separation on the microscopic scale.

It is easy to carry out a variance calculation to improve Theorem 1.2 to the following \( L^2 \)-convergence theorem (see the end of Section 3 for the proof). If \( \delta > 0 \) and \( x \in \mathbb{R}^d \), let \( I_\delta(x) \) be the unique semi-open cube \( \prod_{i=1}^{d} [k_i \delta, (k_i + 1) \delta), k_i \in \mathbb{Z}, \) which contains \( x \).
Theorem 1.3. Assume the hypotheses of Theorem 1.2. Assume \( \delta(\varepsilon) \in \varepsilon \mathbb{N} \) decreases to zero so that \( \delta(\varepsilon)/\varepsilon \to \infty \) as \( \varepsilon \downarrow 0 \). If
\[
\tilde{u}^\varepsilon(t, x) = \sum_{y \in \mathcal{I}_d(x)} \xi^\varepsilon(y)(\varepsilon/\delta(\varepsilon))^d,
\]
then as \( \varepsilon \to 0 \), \( \tilde{u}^\varepsilon(t, x) \to u(t, x) \) in \( L^2 \) uniformly for \( x \) in compacts, for all \( t > 0 \).

A low density version of this theorem, in which the limit is random (super-Brownian motion with drift), was proved in [7] and is discussed in Section 1.8.

To apply Theorem 1.2 to the voter perturbation we will have to evaluate \( f(u) \). This is in principle straightforward thanks to the duality between the voter model and coalescing random walk which we now recall. Let \( \hat{B}^x : x \in \mathbb{Z}^d \) denote a rate 1 coalescing random walk system on \( \mathbb{Z}^d \) with step distribution \( p \) and \( \hat{B}^0 = x \). For \( A, B \subset \mathbb{Z}^d \), let \( \hat{\xi}^A = \{ \hat{B}^x : x \in A \} \), \( \tau(A) = \inf \{ t : |\hat{\xi}^A| = 1 \} \) and \( \tau(A, B) \) be the first time \( \hat{\xi}^A \cap \hat{\xi}^B = \emptyset \) (it is \( \infty \) if either \( A \) or \( B \) is empty). The duality between \( \hat{B} \) and the voter model (see (V.1.7) and Theorem V.1.8 in [32]) implies for finite \( A, B \subset \mathbb{Z}^d \),
\[
\left( \prod_{y \in A} \xi(y) \prod_{z \in B} (1 - \xi(z)) \right)_u
= \sum_{j=0}^{\|A\|} \sum_{k=0}^{\|B\|} w^j(1 - w)^k P(|\hat{\xi}^A| = j, \|\hat{\xi}^B\| = k, \tau(A, B) = \infty). \tag{1.26}
\]
The \( k = 0 \) term is non-zero only if \( B = \emptyset \) in which case the above probability is \( P(|\hat{\xi}^A| = j) \), and similarly for the \( j = 0 \) term. It follows from (1.26) and the form of the perturbation in (1.7) that \( f(u) \) is a polynomial of degree at most \( N_0 + 1 \) with coefficients given by certain coalescing probabilities of \( \hat{B} \) (see (1.86) below).

1.2 PDE results

As in Durrett and Neuhauser [20], Theorem 1.2, in combination with results for the PDE and a block construction, lead to theorems about the particle system. Durrett [16] surveys results that have been proved by this method in the last 15 years. To carry out this program we will also need some low density methods taken from the superprocess limit theorems of Cox and Perkins [7, 8].

To prepare for the discussion of the examples, we will state the PDE results on which their analysis will be based. The reaction function \( f : \mathbb{R} \to \mathbb{R} \) is a continuously differentiable function (as already noted, in our context it will be a polynomial). Assume now, as will be the case in the examples, that \( f(0) = f(1) = 0 \). We let \( u(t, x) \) denote the unique solution of (1.19) with continuous initial data \( v : \mathbb{R}^d \to [0, 1] \).

We start with a modification of a result of Aronson and Weinberger [2].

Proposition 1.4. Suppose \( f(0) = f(\alpha) = 0 \), \( f'(0) > 0 \), \( f'(\alpha) < 0 \) and \( f(u) > 0 \) for \( u \in (0, \alpha) \) with \( 0 < \alpha \leq 1 \). There is a \( w > 0 \) so that if the initial condition \( v \) is not identically 0, then
\[
\liminf_{t \to \infty} \inf_{|x| \leq 2 wt} u(t, x) \geq \alpha.
\]
We also will need an exponential rate of convergence in this case under a stronger condition on the initial condition. We formulate it for \( f < 0 \) on \((0, 1)\). The brief proofs of Propositions 1.4 and 1.5 are given at the beginning of Section 4.

**Proposition 1.5.** Assume \( f < 0 \) on \((0, 1)\) and \( f'(0) < 0 \). There is an \( w > 0 \), and if \( \delta > 0 \) there are positive constants \( L_\delta, c = c_\delta \), and \( C = C_\delta \) so that if \( L \geq L_\delta \) and \( v(x) \leq 1 - \delta \) for \( |x| \leq L \), then

\[
u(t, x) \leq Ce^{-ct} \quad \text{for } |x| \leq L + 2wt.\]

There are different cases depending on the number of solutions of \( f(u) = 0 \) in \((0, 1)\). In all cases, we suppose that \( f'(0) \neq 0 \) and \( f'(1) \neq 0 \).

**Case I:** \( f \) has zero roots in \((0, 1)\). In this case we can apply Propositions 1.4 (with \( \alpha = 1 \) and 1.5, and their obvious analogues for \( -f \)).

**Case II:** \( f \) has one root \( \rho \in (0, 1) \). There are two possibilities here.

(i) \( f'(0) > 0 \) and \( f'(1) < 0 \) and so the interior fixed point \( \rho \in (0, 1) \) is attracting. In this case we will also assume \( f'(<0) \neq 0 \). Then two applications of Proposition 1.4 show that if \( v \neq 0 \) and \( v \neq 1 \)

\[
\lim_{t \to \infty} \sup_{|x| \leq wt} |u(t, x) - \rho| = 0. \tag{1.27}
\]

(ii) \( f'(0) < 0 \) and \( f'(1) > 0 \), so that 0 and 1 are locally attracting and \( \rho \in (0, 1) \) is unstable. In this case the limiting behavior of the PDE is determined by the speed \( r \) of the traveling wave solutions, i.e., functions \( w \) with \( w(-\infty) = \rho \) and \( w(\infty) = 0 \) so that \( u(t, x) = w(x - rt) \) solves the PDE. The next result was first proved in \( d = 1 \) by Fife and McLeod [25]. See page 296 and the appendix of [20] for the extension to \( d > 1 \) stated below as Proposition 1.6. The assumption there on the non-degeneracy of the interior zeros are not necessary (see Fife and McLeod [25]). These references also show that

\[
\text{sgn}(r) = \text{sgn}\left(\int_0^1 f(u) \, du\right). \tag{1.28}
\]

\(|x|_2 \) will denote the Euclidean norm of \( x \) and the conditions of Case II(ii) will apply in the next two propositions.

**Proposition 1.6.** Suppose \( \int_0^1 f(u) \, du < 0 \) and fix \( \eta > 0 \). If \( \delta > 0 \) there are positive constants \( L^0_\delta, c_0 = c_0(\delta), \) and \( C_0 = C_0(\delta) \) so that if \( L \geq L^0_\delta \) and \( v(x) \leq \rho - \delta \) when \( |x|_2 \leq L \), then

\[
u(t, x) \leq Ce^{-ct} \quad \text{for } |x|_2 \leq (|x| - \eta)t.\]

For the block construction it is useful to have a version of the last result for the \( L^\infty \) norm, and which adds an \( L \) to the region in which the result is valid.

**Proposition 1.7.** Suppose \( \int_0^1 f(u) \, du < 0 \). There is a \( w > 0 \), and if \( \delta > 0 \) there are positive constants \( L_\delta, c = c_\delta \) and \( C = C_\delta \) so that if \( L \geq L_\delta \) and \( v(x) \leq \rho - \delta \) for \( |x| \leq L \), then

\[
u(t, x) \leq Ce^{-ct} \quad \text{for } |x| \leq L + 2wt.\]
The short derivation of Proposition 1.7 from Proposition 1.6 is given at the beginning of Section 4.

In the next three subsections we first motivate our main results on coexistence and domination by a single type (Theorems 1.15 and 1.16) by illustrating their use in three distinct families of examples.

1.3 Lotka-Volterra systems

We now apply Theorem 1.2 to a stochastic spatial Lotka-Volterra model introduced by Neuhauser and Pacala [37]. In addition to the kernel $p$ for the voter model, the flip rates depend on two non-negative competition parameters, $\alpha_0$ and $\alpha_1$, and are given by

$$
c_{LV}(x, \xi) = f_1(f_0 + \alpha_0 f_1)(1 - \xi(x)) + f_0(f_1 + \alpha_1 f_0)\xi(x)
= c(x, \xi) + (\alpha_0 - 1)f_1^2(1 - \xi(x)) + (\alpha_1 - 1)f_0^2\xi(x). \tag{1.29}
$$

In words, a plant of type $i$ at $x$ dies with rate $f_i(x, \xi) + \alpha_i f_{1-i}(x, \xi)$ and is immediately replaced by the type of a randomly chosen neighboring plant, which will be $1-i$ with probability $f_{1-i}(x, \xi)$. The death rate reflects the effects of competition from neighboring sites. The constant $\alpha_i$ represents the effect of competition on a type $i$ individual from neighbors of the opposite type. If $\alpha_i < 0$ for both $i = 0, 1$, then individuals prefer to be surrounded by the opposite type and ecological arguments suggest coexistence will hold. Conversely if both $\alpha_i > 1$, we expect no coexistence.

We refer to the associated Feller process $(\xi_t, t \geq 0)$ as the $LV(\alpha_0, \alpha_1)$ process. Proposition 8.1 of [8] implies that

$$
\text{if } \alpha_0 \land \alpha_1 \geq 1/2 \text{ then } LV(\alpha_0, \alpha_1) \text{ is monotone (or attractive).} \tag{1.30}
$$

Write $LV(\alpha) \leq LV(\alpha')$ if $LV(\alpha')$ stochastically dominates $LV(\alpha)$, that is, if one can define these processes, $\xi$ and $\xi'$, respectively, on a common probability space so that $\xi \leq \xi'$ pointwise a.s. Then, as should be obvious from the above interpretation of $\alpha_i$ (see (1.3) of [8]),

$$
0 \leq \alpha'_0 \leq \alpha_0, 0 \leq \alpha_1 \leq \alpha'_1, \text{ and either } \alpha_0 \land \alpha_1 \geq 1/2 \tag{1.31}
\text{ or } \alpha'_0 \land \alpha'_1 \geq 1/2, \text{ implies } LV(\alpha') \leq LV(\alpha).
$$

If $\theta_i \in \mathbb{R}$, let $\alpha_i = \alpha_i^\varepsilon = 1 + \varepsilon^2 \theta_i$ and consider the rescaled Lotka-Volterra process

$$\xi^\varepsilon_t(x) = \xi_{x-\varepsilon t}(\varepsilon^{-1} x), \quad x \in \varepsilon \mathbb{Z}^d. \tag{1.32}
$$

From (1.29) we see that this process has rates given by (1.5) with

$$h_i^\varepsilon(x, \xi) = h_i(x, \xi) = \theta_{1-i} f_i(x, \xi)^2, \quad i = 0, 1, \quad x \in \mathbb{Z}^d, \xi \in \{0, 1\}^{\mathbb{Z}^d}. \tag{1.33}
$$

To verify (1.7) take $0 < \varepsilon_1 \leq (\theta_0^{-1/2} \land (\theta_1^{-1/2})^{-1/2})$, $N_0 = 2, Y_1, Y_2$ chosen independently according to $p$, and define for $i = 0, 1$,

$$g_i^\varepsilon(\eta_1, \eta_2) = g_i(\eta_1, \eta_2) = \varepsilon_1^{-2}\eta_1(1 - \eta_2) + (\varepsilon_1^{-2} + \theta_{1-i})1(\eta_1 = \eta_2 = i) \geq 0. \tag{1.34}
$$
Then

\[
h^e_i(x, \xi) = -\varepsilon_1^{-2} f_i(x, \xi) + \varepsilon_1^{-2}(f_i - f_i^2)(x, \xi) + (\varepsilon_1^{-2} + \theta_1 \varepsilon_1^{-1}) f_i(x, \xi)^2
\]

\[
= -\varepsilon_1^{-2} f_i(x, \xi) + E(g_i^e(\xi(x + Y^1), \xi(x + Y^2))
\]

as required. Therefore \( \xi^e \) is a voter model perturbation.

To calculate the limiting reaction function in this case consider the system of coalescing random walks \( \{\hat{B}^x : x \in \mathbb{Z}^d\} \) used in the duality formula (1.26). Let \( \{e_1, e_2\} \) be i.i.d. with law \( p(\cdot) \) and independent of the \( \{\hat{B}^x : x \in \mathbb{Z}^d\} \). If we abuse our earlier notation and let \( \langle \cdot \rangle_u \) denote expectation on the product space where \( (e_1, e_2) \) and \( \xi \) are independent, and \( \xi \) is given the voter equilibrium with density \( u \), then from (1.16), (1.33) and the fact that \( f_i(0, \xi)^2 = P_e(\xi(e_1) = \xi(e_2) = i) \), we have

\[
f(u) = \theta_0(1 - \xi(0))\xi(e_1)\xi(e_2)u - \theta_1(1 - \xi(1))\xi(e_1)(1 - \xi(e_2))u.
\]

In view of (1.26) we will be interested in various coalescence probabilities. For example,

\[
p(x|y, z) = P(\exists t \geq 0 \text{ such that } \hat{B}^y_t = \hat{B}^z_t, \text{ and } \forall t \geq 0, \hat{B}^y_t \neq \hat{B}^x_t \text{ and } \hat{B}^z_t \neq \hat{B}^x_t )
\]
and

\[
p(x|y|z) = P(\hat{B}^y_t = \hat{B}^z_t, \hat{B}^y_t \neq \hat{B}^x_t \text{ and } \hat{B}^z_t \neq \hat{B}^x_t \text{ are all distinct for all } t).
\]

In general walks within the same group coalesce and those separated by at least one bar do not. If we define

\[
p_2 = p(0|e_1, e_2), \quad p_3 = p(0|e_1|e_2),
\]

where the expected value is taken over \( e_1, e_2 \), then by the above formula for \( f \) and (1.26),

\[
f(u) = \theta_0 u(1 - u)p_2 + \theta_0 u^2(1 - u)p_3 - \theta_1 (1 - u)u p_2 - \theta_1 (1 - u)^2u p_3
\]

\[
= u(1 - u)[\theta_0 p_2 - \theta_1 (p_2 + p_3) + u p_3(\theta_0 + \theta_1)].
\]

To see what this might say about the Lotka-Volterra model introduce

\[
u^*(\theta_1/\theta_0) = \frac{\theta_1 (p_2 + p_3) - \theta_0 p_2}{p_3(\theta_1 + \theta_0)}
\]

so that \( f(u) = 0 \) for \( u = 0, 1 \) or \( u^*(\theta_1/\theta_0) \). If

\[
m_0 = \frac{p_2}{p_2 + p_3},
\]

then \( u^*(m) \) increases from 0 to 1 as \( m \) increases from \( m_0 \) to \( m_0^{-1} \). We slightly abuse the notation and write \( u^* \) for \( u^*(\theta_1/\theta_0) \).

To analyze the limiting PDE we decompose the \( \theta_0 - \theta_1 \) plane into 5 open sectors drawn in Figure 1 on which the above 0’s are all simple.
Figure 1: Phase diagram near (1,1) for the Lotka-Volterra model with the shape of $f$ in the regions.
• If \( \theta \in R_1 \), \( f > 0 \) on \((0, u^*)\), \( f < 0 \) on \((u^*, 1)\), so \( u^* \in (0, 1) \) is an attracting fixed point for the ODE. Then (1.27) shows the PDE solutions will converge to \( u^* \) given a non-trivial initial condition in \([0, 1]\). As a result we expect coexistence in the particle system.

• If \( \theta \in R_2 \), \( f < 0 \) on \((0, 1)\), 0 is an attracting fixed point for the ODE. Proposition 1.4 implies solutions of the PDE will converge to 0 given a non-trivial initial condition and we expect 0’s to win.

• If \( \theta \in R_3 \), \( f > 0 \) on \((0, 1)\), 1 is an attracting fixed point for the ODE and so by the reasoning from the previous case we expect 1’s to win.

• On \( R_4 \cup R_5 \), \( u^* \in (0, 1) \) is an unstable fixed point, while 0 and 1 are attracting fixed points for the ODE. This is case 2 of Durrett and Levin [19], so we expect the winner of the competition to be predicted by the direction of movement of the speed of the decreasing traveling wave solution \( u(x, t) = w(x - rt) \) with \( w(-\infty) = 1 \) and \( w(\infty) = 0 \). If \( r > 0 \) then 1’s will win and if \( r < 0 \) then 0’s will win. Symmetry dictates that the speed is 0 when \( \theta_0 = \theta_1 \), so this gives the dividing line between the two cases and the monotonicity from (1.31) predicts 0’s win on \( R_4 \) while 1’s win on \( R_5 \). Alternatively, by (1.28) \( r \) has the same sign as \( \int_0^1 f(u) \, du \) which is positive in \( R_5 \) and negative in \( R_4 \).

Our next two results confirm these predictions for \( \alpha \) close to \((1, 1)\). For \( 0 \leq \eta < 1 \), define regions that are versions of \( R_1 \), \( R_2 \cup R_4 \) and \( R_3 \cup R_5 \) shrunken by changing the slopes of the boundary lines:

\[
C^n = \left\{ (\alpha_0, \alpha_1) \in [0, 1]^2 : \frac{(\alpha_0 - 1)(1 - \eta)}{m_0} < \alpha_1 - 1 < \frac{m_0(\alpha_0 - 1)}{1 - \eta} \right\},
\]

\[
\Lambda^n_0 = \left\{ (\alpha_0, \alpha_1) \in (0, \infty)^2 : 0 < \alpha_0 \leq 1, m_0(1 - \eta)(\alpha_0 - 1) < \alpha_1 - 1, \right. \\
\left. \text{or } 1 \leq \alpha_0, (1 + \eta)(\alpha_0 - 1) < \alpha_1 - 1 \right\},
\]

\[
\Lambda^n_1 = \left\{ (\alpha_0, \alpha_1) \in (0, \infty)^2 : 0 < \alpha_0 \leq 1, \alpha_1 - 1 < \frac{\alpha_0 - 1}{m_0(1 - \eta)}, \right. \\
\left. \text{or } 1 \leq \alpha_0, \alpha_1 - 1 < (1 - \eta)(\alpha_0 - 1) \right\}.
\]

**Theorem 1.8.** For \( 0 < \eta < 1 \) there is an \( r_0(\eta) > 0 \), non-decreasing in \( \eta \), so that for the LV(\( \alpha \)):

(i) Coexistence holds for \( (\alpha_0, \alpha_1) \in C^n \) and \( 1 - \alpha_0 < r_0(\eta) \).

(ii) If \( (\alpha_0, \alpha_1) \) is as in (i) and \( \nu_\alpha \) is a stationary distribution of with \( \nu_\alpha(\xi \equiv 0 \text{ or } \xi \equiv 1) = 0 \), then

\[
\sup_x \left| \nu_\alpha(\xi(x) = 1) - u^* \left(\frac{\alpha_1 - 1}{\alpha_0 - 1}\right) \right| \leq \eta.
\]

(i) is a consequence of Theorem 4 of [8], which also applies to more general perturbations. The main conditions of that result translate into \( f'(0) \geq \eta \) and
$f'(1) \geq \eta$ in our present setting (see (1.88) in Section 1.8 below). (ii) sharpens (i) by showing that if $\eta$ is small then the density of 1’s in any nontrivial stationary distribution is close to the prediction of mean-field theory. Durrett and Neuhauser [20] prove results of this type for some systems with fast stirring and $f(1) < 0$. Neuhauser and Pacala [37] conjectured that coexistence holds for all $\alpha_0 = \alpha_1 < 1$ (see Conjecture 1 of that paper) and proved it for $\alpha_i$ sufficiently small. Hence (i) provides further evidence for the general conjecture.

The next result is our main contribution to the understanding of Lotka-Volterra models. It shows that (i) of the previous result is asymptotically sharp, and verifies a conjecture in [8] (after Theorem 4 in that work). We assume $p$ has finite support but believe this condition is not needed.

**Theorem 1.9.** Assume $p(\cdot)$ has finite support. For $0 < \eta < 1$ there is an $r_0(\eta) > 0$, non-decreasing in $\eta$, so that for the $LV(\alpha)$:

(i) 0’s take over for $(\alpha_0, \alpha_1) \in \Lambda_0^\eta$ and $0 \leq |\alpha_0 - 1| < r_0(\eta)$,

(ii) 1’s take over for $(\alpha_0, \alpha_1) \in \Lambda_1^\eta$ and $0 \leq |\alpha_0 - 1| < r_0(\eta)$.

Conjecture 2 of [37] states that 1’s take over for $\alpha \in \Lambda_1^\eta$, $\alpha_0 > 1$ and 0’s take over for $\alpha \in \Lambda_0^\eta$, $\alpha_0 > 1$. Theorem 1.9 establishes this result asymptotically as $\alpha$ gets close to $(1,1)$ at least for $d \geq 3$.

Together, Theorems 1.8 and 1.9 give a fairly complete description of the phase diagram of the Lotka-Volterra model near the voter model. In Figure 2 $C$ is the union over $\eta \in (0,1)$ of the regions in Theorem 1.8 (i) on which there is coexistence, and $\Lambda_i$,
\( i = 0, 1, \) is the union over \( \eta \) of the regions in Theorem 1.9 (i) and (ii), respectively, on which \( i \)'s take over, as well as other parameter values for which the same result holds by monotonicity. For example, if \((\alpha_0, \alpha_1) \in \Lambda_1\), with \(\alpha_0 \land \alpha_1 \geq 1/2\), and \((\alpha'_0, \alpha'_1)\) has \(\alpha'_0 \geq \alpha_0\) and \(\alpha'_1 \leq \alpha_1\), then by (1.31), \((\alpha'_0, \alpha'_1) \in \Lambda_1\). Theorem 1.8 (i) and Theorem 1.9 show that the three mutually exclusive classifications of coexistence, 0's take over, and 1's take over, occur on the three regions, \(C, \Lambda_0\) and \(\Lambda_1\), meeting at \((1, 1)\) along mutually tangential lines with slopes \(m_0, 1\) and \(m_0^{-1}\).

1.4 Evolution of cooperation

Ohtsuki et al [38] considered a system in which each site of a large \((N\) vertex) graph \(G\) is occupied by a cooperator (1) or a defector (0). Simplifying their setting a bit, we will assume that each vertex in \(G\) has \(k\) neighbors. The interaction between these two types is governed by a payoff matrix with real entries

\[
\begin{pmatrix}
C & D \\
C & \alpha & \beta \\
D & \gamma & \delta
\end{pmatrix}
\]

This means that a cooperator receives a payoff \(\alpha\) from each neighboring cooperator and a payoff \(\beta\) from each neighboring defector, while for defectors the payoffs are \(\gamma\) and \(\delta\) from each neighboring cooperator or defector, respectively. The terminology is motivated by the particular case in which each cooperator pays a benefit \(b \geq 0\) to each neighbor at a cost \(c \geq 0\) per neighbor, while each defector accepts the benefit but pays no cost. The resulting payoff matrix is then

\[
\begin{pmatrix}
\alpha & \beta \\
\gamma & \delta
\end{pmatrix} = \begin{pmatrix}
b - c & -c \\
b & 0
\end{pmatrix}.
\tag{1.39}
\]

In this case the payoff for \(D\) always exceeds that for \(C\) irregardless of the state making the payoff. As a result in a homogeneously mixing population cooperators will die out. The fact that such cooperative behavior may nonetheless take over in a spatial competition is the reason for interest in these kind of models in evolutionary game theory. In a spatial setting the intuition is that it may be possible to the \(C\)'s to form cooperatives which collectively have a selective advantage.

If \(n_i(y)\) is the number of neighboring \(i\)'s for site \(y \in G, i = 0, 1, \) and \(\xi(y) \in \{0, 1\}\) is the state at site \(y\), then the fitness \(\rho_i(y)\) of site \(y\) in state \(i\) is determined by its local payoffs through

\[
\rho_1(y) = 1 - w + w(\alpha n_1(y) + \beta n_0(y)) \quad \text{if} \quad \xi(y) = 1
\]
\[
\rho_0(y) = 1 - w + w(\gamma n_1(y) + \delta n_0(y)) \quad \text{if} \quad \xi(y) = 0.
\tag{1.40}
\]

Here \(w \in [0, 1]\) is a parameter determining the selection strength. Clearly for some \(w_0(\alpha, \beta, \gamma, \delta, k) > 0, \rho_i \geq 0\) for \(w \in [0, w_0]\), which we assume in what follows. For the death-birth dynamics in [38] a randomly chosen individual is eliminated at \(x\) and its neighbors compete for the vacated site with success proportional to their
fitness. We consider the continuous time analogue which is the spin-flip system 
\( \xi_t(x) \in \{0,1\}, \ x \in G \), with rates (write \( y \sim x \) if and only if \( y \) and \( x \) are neighbors)
\[
c(x,\xi) = (1-\xi(x))r_1(x,\xi) + \xi(x)r_0(x,\xi),
\]
\[
r_i(x,\xi) = \sum_{y \sim x} \rho_y i(\xi(y) = i) \left( \sum_{y \sim x} \rho_y (1-\xi(y)) \right) \in [0,1]. \tag{1.41}
\]

In [38] the authors use a non-rigorous pair approximation and diffusion approximation to argue that for the cooperator-defector model in (1.39), for large population size \( N \) and small selection \( w \), cooperators are “favored” if and only if \( b/c > k \). Here “favored” means that starting with a single cooperator the probability that cooperators take over is greater than \( 1/N \), the corresponding probability in a selectively neutral model. They also carried out a number of simulations which showed reasonable agreement for \( N \gg k \) although they noted that \( b/c > k \) appeared to be necessary but not sufficient in general. It is instructive for the reader to consider the nearest neighbor case on \( \mathbb{Z} \) starting with cooperators to the right of 0 and defectors to the left. It is then easy to check that the \( C/D \) interface will drift to the left, and so cooperators take over, if and only if \( b/c > 2 \). This was noted in [38] as further evidence for their \( b/c > k \) rule.

Our main result here (Corollary 1.12 below) is a rigorous verification of the \( b/c > k \) rule for general symmetric translation invariant graphs with vertex set \( \mathbb{Z}^d \) when \( w \) is small. More precisely, choose a symmetric (about 0) set \( \mathcal{N} \) of neighbors of 0 of size \( k \), not containing 0, and consider the graph with vertex set \( \mathbb{Z}^d \) and \( x \sim y \) if and only if \( x - y \in \mathcal{N} \). Assume also that the additive group generated by \( \mathcal{N} \) is \( \mathbb{Z}^d \) and \( \sum_{x \in \mathcal{N}} x \cdot x_j/k = \sigma^2 \delta_{ij} \), so that \( p(x) = k^{-1}1(x \in \mathcal{N}) \) satisfies the conditions on our kernel given in, and prior to, (1.1). Set \( w = \varepsilon^2 \). For \( x \in \mathbb{Z}^d \) and \( \xi \in \{0,1\}^{2^d} \), let
\[
f^{(2)}_i(x,\xi) = k^{-1} \sum_{y \sim x} 1(\xi(y) = i)f_i(x,\xi) = k^{-2} \sum_{y \sim x} \sum_{z \sim y} 1(\xi(y) = \xi(z) = i) \in [0,1],
\]
\[
\theta_1(x,\xi) = (\beta k - 1)f_1(x,\xi) + \kappa(\alpha - \beta)f^{(2)}_1(x,\xi),
\]
\[
\theta_0(x,\xi) = (\gamma k - 1)f_0(x,\xi) + \kappa(\delta - \gamma)f^{(2)}_0(x,\xi),
\]
\[
\phi(x,\xi) = (\theta_0 + \theta_1)/(x,\xi).
\]
Using (1.40) in (1.41), we get
\[
r_i(x,\xi) = f_i + \frac{\varepsilon^2 \phi_i}{1 + \varepsilon^2 \phi_i}(x,\xi). \tag{1.42}
\]
Note that
\[
|\theta_1| \vee |\theta_0| \vee |\phi|(x,\xi) \leq 2k(1 + |\alpha| + |\beta| + |\gamma| + |\delta|) \equiv R, \tag{1.43}
\]
and
\[
\frac{f + \varepsilon^2 \theta}{1 + \varepsilon^2 \phi} = f + \varepsilon^2(\theta - f \phi) + \varepsilon^4 \phi(f \phi - \theta) \left[ \sum_{k=0}^{\infty} (-\varepsilon^2 \phi)^k \right]
\]
\[
= f + \varepsilon^2(\theta - f \phi) + \varepsilon^4 \psi_\varepsilon(f, \phi, \theta).
\]
It follows that \( \xi^\varepsilon(x) = \xi_{x-2i}(x), \ x \in \mathbb{Z}^d \) (\( \xi \) has rates given by (1.41)) has spin-flip rates given by (1.5) with

\[
h_i^\varepsilon(x, \xi) = \theta_i(x, \xi) - f_i(x, \xi)\phi(x, \xi) + \varepsilon^2 \psi_\varepsilon(f_i(x, \xi), \phi(x, \xi), \theta_i(x, \xi)).
\]

(1.44)

If

\[
\varepsilon^2 < (2R)^{-1},
\]

then one easily from (1.43) that

\[
|\psi_\varepsilon((f_i, \phi, \theta_i)(x, \xi))| \leq 2R(R + 1).
\]

(1.46)

From this and (1.44) it is clear that the hypotheses of Proposition 1.1 hold with

\[
\|\hat{g}^\varepsilon_i - \hat{g}_i\|_\infty \leq \varepsilon^2 2R(R + 1)
\]

(1.47)

and

\[
h_i(x, \xi) = (\theta_i - f_i \phi)(x, \xi), \ i = 0, 1.
\]

Hence \( \xi^\varepsilon \) is a voter model perturbation. This also implies

\[
h_0 + h_1 = \theta_0 + \theta_1 - \phi = 0.
\]

(1.48)

Some elementary arithmetic and (1.48) lead to

\[
h_0(x, \xi) = (\gamma - \beta)kf_0f_1(x, \xi) + k(\delta - \gamma)f_0^{(2)}(x, \xi)
\]

\[
- k f_0(x, \xi)((\alpha - \beta)f_1^{(2)} + (\delta - \gamma)f_0^{(2)})(x, \xi),
\]

\[
h_1(x, \xi) = -h_0(x, \xi).
\]

(1.49)

As before, let \( e_1, e_2, e_3 \) denote i.i.d. random variables with law \( p \). If \( P_\varepsilon \) denotes averaging over the \( e_i \)'s then we have

\[
f_i(0, \xi) = P_\varepsilon(\xi(e_1) = i), \ f_i^{(2)}(0, \xi) = P_\varepsilon(\xi(e_1) = i, \xi(e_1 + e_2) = i),
\]

\[
f_{i_1}(0, \xi)f_{i_2}^{(2)}(0, \xi) = P_\varepsilon(\xi(e_1) = i_1, \xi(e_2) = i_2, \xi(e_2 + e_3) = i_2),
\]

(1.50)

and similarly for higher order probabilities. We also continue to let \( \langle \cdot \rangle_u \) denote expectation on the product space where \( (e_1, e_2, e_3) \) and the voter equilibrium \( \xi \) are independent. If \( \xi = 1 - \xi \), then starting with (1.16) we have,

\[
\frac{f(u)}{k} = k^{-1} \langle \xi(0)h_1(0, \xi) - \xi(0)h_0(0, \xi) \rangle_u = k^{-1} \langle h_1(0, \xi) \rangle_u,
\]

where in the last equality (1.49) is used to see that what appears to be a quartic polynomial is actually a cubic. Using (1.50) and some arithmetic we obtain

\[
\frac{f(u)}{k} = (\beta - \gamma) \langle \xi(e_1)\xi(e_2) \rangle_u + (\alpha - \beta) \langle \xi(e_1)\xi(e_2)\xi(e_2 + e_3) \rangle_u
\]

\[
+ (\gamma - \delta) \langle \xi(e_1)\xi(e_2)\xi(e_2 + e_3) \rangle_u.
\]

(1.51)

To simplify further we will use a simple lemma for coalescing random walk probabilities (Lemma 1.17 in Section 1.7 below) together with the duality formula (1.26) to establish the following more explicit expression for \( f \) in Section 1.7.
Lemma 1.10. \[ \frac{f(u)}{k} = [(\beta - \delta) + k^{-1}(\gamma - \delta)] p(0 | e_1) u(1 - u) 
+ [(\alpha - \beta) - (\gamma - \delta)] (u(1 - u)(p(e_1 | e_2, e_3) + u(p(e_1 | e_2 | e_2 + e_3))). \]

Rather than try to analyze this cubic as in Section 1.2, assume \( \alpha - \beta = \gamma - \delta \) (which holds in our motivating example) so that \( f \) becomes a quadratic with roots at 0 and 1. If \( \beta - \delta > k^{-1}(\delta - \gamma) \), then \( f \) is strictly positive on \((0, 1)\) and so Proposition 1.4 shows the PDE solutions will converge to 1. If \( \beta - \delta < k^{-1}(\delta - \gamma) \), then \( f \) is strictly negative on \((0, 1)\) and so by symmetry the PDE solutions will converge to 0. As a result for \( w = \varepsilon^2 \) small, in the former case we expect 1’s to take over and in the latter case we expect 0’s to take over, and this is in fact the case. The following result is proved in Section 1.7.

Theorem 1.11. Consider the spin-flip system on \( \mathbb{Z}^d \) (\( d \geq 3 \)) with rates given by (1.41) where \( \alpha - \beta = \gamma - \delta \). If \( \gamma - \delta > k(\delta - \beta) \), then 1’s take over for \( w > 0 \) sufficiently small; if \( \gamma - \delta < k(\delta - \beta) \), then 0’s take over for \( w > 0 \) sufficiently small.

The particular instance of (1.39) follows as a special case.

Corollary 1.12. Consider the spin-flip system on \( \mathbb{Z}^d \) (\( d \geq 3 \)) with rates given by (1.41) where the payoff matrix is given by (1.39). If \( b/c > k \), then the cooperators take over for \( w > 0 \) sufficiently small, and if \( b/c < k \), then the defectors take over for \( w > 0 \) sufficiently small.

Proof. In this case \( \alpha - \beta = \gamma - \delta = b, \delta - \beta = c \), and so we have

\[ \gamma - \delta > k(\delta - \beta) \iff b > kc \iff b/c > k. \]

\[ \square \]

1.5 Nonlinear voter models

Molofsky et al. [36] considered a discrete time particle system on \( \mathbb{Z}^2 \) in which each site is in state 0 or 1 and

\[ P(\xi_{n+1}(x, y) = 1 | \xi_n) = p_k \]

if \( k \) of the sites \((x, y), (x + 1, y), (x - 1, y), (x, y + 1), (x, y - 1)\) are in state 1. They assumed that \( p_0 = 0 \) and \( p_5 = 1 \), so that all 0’s and all 1’s were absorbing states and \( p_1 = 1 - p_4 \) and \( p_2 = 1 - p_3 \), so that the model was symmetric under interchange of 0’s and 1’s. If the states of adjacent sites were independent then the density would evolve according to the mean field dynamics

\[ x_{t+1} = h(x_t) = p_1 \cdot 5x_t(1 - x_t)^4 + p_2 \cdot 10x_t^2(1 - x_t)^3 
+ (1 - p_2) \cdot 10x_t^3(1 - x_t)^2 + (1 - p_1) \cdot 5x_t^4(1 - x_t) + x_t^5. \]

Based on simulations and an analysis of the mean-field equation, Molofsky et al [36] predicted the phase diagram given in Figure 3. To explain this, \( h(x) = x \) is a fifth degree equation with 0, 1/2, and 1 as roots. \( h'(0) = h'(1) = 5p_1 \) so 0 and 1 are
Figure 3: Conjectured phase diagram for the discrete time two-dimensional nonlinear voter model of [36].

locally attracting if $5p_1 < 1$ and unstable if $5p_1 > 1$. $h^/(1/2) = (15 - 15p_1 - 10p_2)/8$, so $1/2$ is locally attracting if $15p_1 + 10p_2 > 7$ and unstable if $15p_1 + 10p_2 < 7$. From the stability properties of 0, 1/2, and 1, it is easy to determine when there are additional roots $\alpha$ and $1 - \alpha$ in the unit interval and whether or not they are stable. The four shapes are given in Figure 4. To make the drawing easier we have represented the quintic as a piecewise linear function.

The implications of the shape of $f(u)$ (= $h(u) - u$ in the above) for the behavior for the system will be discussed below in the context of a similar system in continuous time. There we will see that the division between 4A and 4B is dictated by the speed of traveling waves for the PDE. Here we have drawn the “Levin line” $6p_1 + 2p_2 = 2$ which comes from computing the expected number of 1’s at time 1 when we have two adjacent 1’s at time 0. Simulations suggest that the true boundary curve exits the square at $(0.024, 1)$, see page 280 in [36].

For our continuous time model the perturbation rate from the voter model is determined by four points chosen at random from $x + \mathcal{N}$ where $\mathcal{N}$ is the set of integer lattice points in $([-L, L]^d - \{0\})$. Let $a(i) \geq 0$ be the flip rate at a given site when $i$ (randomly chosen) neighbors have a type disagreeing with that of the site and suppose $a(0) = 0$. Let $(Y_1, \ldots, Y_4)$ be chosen at random and without replacement
Figure 4: Four possible shapes of the symmetric quintic $f$. Black dots indicate the locations of stable fixed points.

from $\mathcal{N}$. Then we consider the spin-flip system $\xi(x), x \in \mathbb{Z}^d$ with rates

$$c(x, \xi) = c^0(x, \xi) + \varepsilon^2[(1 - \xi(x))E_Y(g_1(\xi(x + Y^1), \ldots, \xi(x + Y^4)))$$

$$+ \xi(x)E_Y(g_0(\xi(x + Y^1), \ldots, \xi(x + Y^4)))],$$

where

$$g_1(\xi_1, \ldots, \xi_4) = a\left(\sum_{i=1}^{4} \xi_i\right), \quad g_0(\xi_1, \ldots, \xi_4) = a\left(4 - \sum_{i=1}^{4} \xi_i\right).$$

Then the rescaled system $\xi^\varepsilon(x) = \xi_{\varepsilon^{-2}}(x), x \in \mathbb{Z}^d$ is a voter model perturbation since the required conditions are trivial (clearly (1.7) holds with $\varepsilon_1 = \infty$). We call $\xi$ the nonlinear voter model. General models of this type were introduced and studied in [4]. We abuse our notation as before and incorporate expectation with respect to an independent copy of $Y = (Y^1, \ldots, Y^4)$ in our voter equilibrium expectation $\langle \cdot \rangle_u$. If $Y^0 \equiv 0$, then a short calculation shows that our reaction function in (1.16) is now

$$f(u) = \sum_{j=1}^{4} a(j)(q_j(u) - q_j(1 - u)), \quad (1.52)$$

where

$$q_j(u) = \left(\begin{array}{c} 4 \\ j \end{array}\right) (\prod_{i=0}^{4-j} (1 - \xi(Y^i))) \prod_{i=5-j}^{4} \xi(Y^i)\langle \cdot \rangle_u.$$ 

Clearly

$$f(0) = f(1) = f(1/2) = 0 \text{ and } f(u) = -f(1 - u). \quad (1.53)$$

It does not seem easy to calculate $f$ explicitly, but if $L$ is large, most of the sum comes from $Y^i$ that are well separated and so the $\xi$ values at the above sites should be nearly independent. To make this precise let $A = \{Y^{5-j}, \ldots, Y^4\}, \ B = \{Y^0, \ldots, Y^{4-j}\},$
(1 \leq j \leq 4), and note by (1.26) that

\[ q_j(u) = \binom{4}{j} \sum_{i=1}^{4-j} u^i (1 - u)^{j-i} \mathbb{P}(|\hat{\xi}_\infty^A| = i, |\hat{\xi}_\infty^B| = j, \tau(A, B) = \infty) \]

\[ = \binom{4}{j} u^i (1 - u)^{j-i} + \tilde{q}_j(u), \]

where

\[ \tilde{q}_j(u) = \binom{4}{j} \left[ -u^i (1 - u)^{j-i} \mathbb{P}(|\hat{\xi}_\infty^{AB}| < 5) \right. \]

\[ + \sum_{i=1}^{j} \sum_{k=1}^{5-i} (1 + k < 5) u^i (1 - u)^k \mathbb{P}(|\hat{\xi}_\infty^A| = i, |\hat{\xi}_\infty^B| = j, \tau(A, B) = \infty) \]

\[ = \sum_{i=1}^{5} d_i(j, L) u^i. \]

If \( \eta_0(L) = \mathbb{P}(|\hat{\xi}_\infty^{AB}| < 5) \), that is the probability that there is a coalescence among the random walks starting at \( Y_0, \ldots, Y^4 \), then it follows easily from the above that \( |d_i(j, L)| \leq c_0 \eta_0(L) \). Use this in (1.52) to conclude that \( f(u) = f_1(u) + f_2(u) \), where \( f_2 \) includes the (smaller) contributions from the \( \tilde{q}_j \)'s. That is

\[ f_2(u) = \sum_{j=1}^{5} e(j, L) u^j, \]

where

\[ \sup_{1 \leq j \leq 5} |e(j, L)| \leq c_1 \eta_0(L), \quad (1.54) \]

and

\[ f_1(u) = -u[a(4)(1 - u)^4 + a(3) \cdot 4u(1 - u)^3 + a(2) \cdot 6u^2(1 - u)^2 + a(1) \cdot 4u^3(1 - u)] \]

\[ + (1 - u)[a(4)u^4 + a(3) \cdot 4u^3(1 - u) + a(2) \cdot 6u^2(1 - u)^2 + a(1) \cdot 4u(1 - u)^3] \]

\[ = b_1 u(1 - u)^4 + b_2 u^2(1 - u)^3 - b_2 u^3(1 - u)^2 - b_1 u^4(1 - u) \]

where \( b_1 = 4a(1) - a(4) \) and \( b_2 = 6a(2) - 4a(3) \). By symmetry we have

\[ f_1(0) = f_1(1) = f_1(1/2) = 0 \quad \text{and} \quad f_1(u) = -f_1(1 - u). \quad (1.55) \]

Clearly \( \eta_0(L) \to 0 \) as \( L \to \infty \), in fact well-known return estimates (such as Lemma 2.6(a) below with \( \alpha_0 = 0, \tau_0 = 1 \) and \( p \) large) and a simple optimization argument show that

\[ \eta_0(L) \leq C_5 L^{-|d(d-2)/(2(d-1))| + \delta}, \quad \delta > 0. \quad (1.56) \]

To prepare for the next analysis we note that

\[ f_1'(u) = b_1 [(1 - u)^4 - 4u(1 - u)^3] + b_2 [2u(1 - u)^3 - 3u^2(1 - u)^2] \]

\[ - b_2 [3u^2(1 - u)^2 - 2u^3(1 - u)] - b_1 [4u^3(1 - u) - u^4], \]
Figure 5: Phase diagram for the continuous time nonlinear voter model with large range in $d \geq 3$.

and so we have $f_1'(0) = f_1'(1) = b_1$ and $f_1'(1/2) = -(6b_1 + 2b_2)/16$. A little calculus, left for the reader, shows

$$
\int_0^{1/2} f_1(u) \, du = \frac{5b_1 + b_2}{192} = -\int_{1/2}^1 f_1(u) \, du. \tag{1.57}
$$

We are now ready to describe the phase diagram for the nonlinear voter. Consult Figure 5 for a picture. Note that in what follows when $L$ is chosen large, it is understood that how large depends on $\bar{a} = (a(1), \ldots, a(4))$.

1. $f_1'(0) > 0$, $f_1'(1/2) < 0$ and so by (1.54) for large enough $L$ the same is true for $f$. In this case 0, 1/2, and 1 are the only roots of $f$ (all simple) and 1/2 is an attracting fixed point for the ODE. An application of Proposition 1.4 on $[0, 1/2]$ and a comparison principle, showing that solutions depend monotonically on their initial data (see Proposition 2.1 of [2]), to reduce to the case where $v \in [0, 1/2]$, shows that any non-trivial solution $u$ of the PDE (1.19) satisfies

$$
\liminf_{t \to \infty} \inf_{|x| \leq 2wu} u(t, x) \geq 1/2 \text{ for some } w > 0.
$$

The same reasoning with 0 and 1 reversed shows the corresponding upper bound of 1/2. Therefore any non-trivial solution of (1.19) will converge to 1/2 and we expect coexistence.

2. $f_1'(0) > 0$, $f_1'(1/2) > 0$ and so by (1.54) for large enough $L$ the same is true for $f$. In this case 0, 1/2, 1 are unstable fixed points for the ODE and there are attracting fixed points for the ODE at $a$ and $1 - a$ for some $a \in (0, 1/2)$. All are simple zeros of $f$. Another double application of Proposition 1.4 now shows that any non-trivial solution $u(t, x)$ to the PDE will have

$$
\liminf_{t \to \infty} \inf_{|x| \leq 2wu} u(t, x) \geq a \quad \text{and} \quad \limsup_{t \to \infty} \sup_{|x| \leq 2wu} u(t, x) \leq 1 - a,
$$

so
we expect coexistence. Simulations in [36], see Figure 7 and the discussion on page 278 of that work, suggest that in this case there may be two nontrivial stationary distributions: one with density near \(a\) and the other with density near \(1 - a\). The symmetry of \(f\) about \(1/2\) is essential for this last possibility as we note below (see Theorem 1.14).

\(3\) \(f'_1(0) < 0, f'_1(1/2) > 0\) and so by (1.54) for large enough \(L\) the same is true for \(f\). In this case 0, 1/2, and 1 are the only roots of \(f\) (all simple) and 1/2 is an unstable fixed point while 0 and 1 are attracting. In this bistable case the winner is dictated by the sign of the speed of the traveling wave, but by symmetry (recall (1.53)) the speed is 0. One would guess that clustering occurs in this case and there are only trivial stationary distributions, but our method yields no result.

\(4\) \(f'_1(0) < 0, f'_1(1/2) < 0\) and so by (1.54) for large enough \(L\) the same is true for \(f\). In this case 0, 1/2, 1 are attracting fixed points and there are unstable fixed points at \(a\) and \(1 - a\) for some \(a \in (0, 1/2)\) (all simple zeros of \(f\)). By the discussion in Case II in Section 1.2 (with \([0, 1/2]\) and \([1/2, 1]\) in place of the unit interval) there are traveling wave solutions \(w_i(x - c_i t), i = 1, 2\) with \(w_1(-\infty) = 1, w_1(\infty) = w_2(-\infty) = 1/2\) and \(w_2(\infty) = 0\). Symmetry implies \(c_2 = -c_1\), but we can have \(c_1 < 0 < c_2\) (Case 4A) in which case Proposition 1.7 and its mirror image show that solutions to the PDE will converge to 1/2 providing that the initial condition is bounded away from 0 and 1 on a large enough set. We again use the comparison principle as in Case 1 to assume the initial data takes values in the appropriate interval, \([0, 1/2]\) or \([1/2, 1]\), and assume \(L\) is large enough so that the integrals of \(f_1\) and \(f\) on \([0, 1/2]\) (and hence on \([1/2, 1]\)) have the same sign. Hence we expect coexistence in Case 4A and all invariant distributions to have density near 1/2. If \(c_1 > 0 > c_2\) (Case 4B) and \(L\) is large enough, there is a standing wave solution \(w_0(x)\) of the PDE in \(d = 1\) with \(w_0(-\infty) = 0, w_0(\infty) = 1\) (see p. 284 in [26]), and our method yields no result.

**Theorem 1.13.** Assume \((b_1, b_2)\) are as in Case 1, 2 or 4A. If \(L\) is sufficiently large (depending on \(\bar{a}\)) then:

(a) Coexistence holds for \(\varepsilon\) small enough (depending on \(L\) and \(\bar{a}\)).

(b) In Case 1 or 4A if \(\eta > 0\) there is an \(\varepsilon_0(\eta, L, \bar{a})\) so that if \(0 < \varepsilon \leq \varepsilon_0\) and \(\nu\) is any stationary distribution for the nonlinear voter model satisfying \(\nu(\xi \equiv 0\text{ or }\xi \equiv 1) = 0\), then

\[
\sup_x \left| \nu(\xi(x) = 1) - \frac{1}{2} \right| \leq \eta.
\]

**Remark.** The proof is given in Section 1.7.3 below. Case 4A is of particular interest as there is coexistence even though \(f'(0) < 0\). Here the low density limit theorem in [7] shows convergence to super-Brownian motion with drift \(f'(0) < 0\) (see the discussion in Section 1.8 below). From this one might incorrectly guess (after an exchange of limits) that there is a.s. extinction of 0’s for the nonlinear voter model,
while our proof of coexistence will show that there is positive probability of survival of 0’s even starting with a single 0.

We next show that more can be said in Case 2 if we break the symmetry. This also demonstrates how one can handle higher degree reaction functions in the pde and still apply the general results in the next Section. Consider the nonlinear voter model $\xi$ as before but now for $\lambda > 0$ replace $g_1$ with

$$g_{1,\lambda}(\xi_1, \ldots, \xi_4) = (1 + \lambda)a\left(\sum_{i=1}^{4} \xi_i\right), \quad (1.58)$$

while $g_0$ is unchanged. To avoid trivialities we assume $\sum_{i=1}^{4} a(j) > 0$. A short calculation now shows that if $f$ is as in (1.52), then our reaction function in (1.16) becomes

$$f_\lambda(u) = f(u) + \lambda \sum_{j=1}^{4} a(j)q_j(u) \equiv f(u) + \lambda f_0(u) > f(u) \text{ on } (0,1). \quad (1.59)$$

Decomposing $q_j(u)$ as before we get

$$f_\lambda(u) = f_{1,\lambda}(u) + f_{2,\lambda}(u),$$

where

\begin{align*}
  f_{1,\lambda}(u) &= (b_1 + 4\lambda a(1))u(1-u)^4 + (b_2 + 6\lambda a(2))u^2(1-u)^3 \\
  &\quad - (b_2 - 4\lambda a(3))u^3(1-u)^2 - (b_1 - \lambda a(4))u^4(1-u) \\
  &= f_1(u) + \lambda f_3(u) > f_1(u) \text{ on } (0,1), \\
  f_{2,\lambda}(u) &= \sum_{j=1}^{5} e(j, L, \lambda)u^j, \quad \text{and} \sup_{1 \leq j \leq 5} |e(j, L, \lambda)| \leq c_2(\lambda + 1)\bar{\eta}_0(L). \quad (1.61)
\end{align*}

We also have

$$f'_{1,\lambda}(0) = b_1 + 4\lambda a(1), \quad f'_{1,\lambda}(1) = b_1 - \lambda a(4). \quad (1.62)$$

**Theorem 1.14.** Suppose $b_1 > 0$ and $0 < \lambda < b_1/a(4)$.

(a) Coexistence holds for large $L$ and small enough $\epsilon$ (depending on $L$, $\lambda$ and $\bar{a}$).

(b) Assume $3b_1 + b_2 < 0$ and let $1 - a'$ denote the largest root of $f_1(u) = 0$ in $(0,1)$.

If $\eta > 0$, $L > \epsilon_1(\eta, \bar{a})^{-1}$, $0 < \lambda < \epsilon_1(\eta, \bar{a})$, $0 < \epsilon < \epsilon_0(\eta, L, \lambda, \bar{a})$ and $\nu$ is any stationary distribution satisfying $\nu(\xi \equiv 0 \text{ or } \xi \equiv 1) = 0$, then

$$\sup_x |\nu(\xi(x) = 1) - (1 - a')| \leq \eta.$$

See Section 1.7.3 for the proof. For a concrete example, consider $a(1) = a(2) = 1$, $a(3) = a(4) = 3$, which is a version of the majority vote plus random flipping. Then $b_1 = 4a(1) - a(4) = 1$, $b_2 = 6a(2) - 4a(3) = -6$, and $3b_1 + b_2 = -3$, and so the hypotheses of (b) hold for small $\lambda > 0$. As $\lambda \downarrow 0$, the density of any invariant measure approaches $1 - a$ the largest root of $f_1(u) = 0$, while symmetric reasoning shows that if $\lambda \uparrow 0$, the densities will approach $a$. Of course the closer $\lambda$ gets to 0, the smaller we must make $\epsilon$ to obtain the conclusion of Theorem 1.14, so we are not able to prove anything about the case $\lambda = 0.$
1.6 General Coexistence and Extinction Results

Our results for the three examples will be derived from general results with hypotheses concerning properties of the limiting PDE. In this subsection, we state those results and give an overview of the contents of the rest of the paper. We work with a voter model perturbation \( \xi^\varepsilon_t(x), x \in \varepsilon \mathbb{Z}^d, t \geq 0 \) throughout.

In Section 2 we first introduce a family of Poisson processes (“graphical representation”) which we use to define our process \( \xi^\varepsilon_t(x) \) on \( x \in \varepsilon \mathbb{Z}^d \). Using this and working backwards in time we define a “dual process” \( X \) which is a branching coalescing random walk with particles jumping at rate \( \varepsilon^{-2} \) according to \( p^\varepsilon(x) = p(x/\varepsilon) \) and with a particle at \( x \) giving birth to particles at \( x + \varepsilon Y_1, \ldots, x + \varepsilon Y_{N_0} \) when a reaction occurs at \( x \). The ideas in the definition of the dual are a combination of those of Durrett and Neuhauser [20] for systems with fast stirring and those of Durrett and Zähle [23] for biased voter models that are small perturbations of the voter model.

Duality allows us to compute the value at \( z \) at time \( T \) by running the dual process \( X^\varepsilon \) backwards from time \( T \) to time 0 starting with one particle at \( z \) at time \( T \). Most of the work in Section 2 is to use coupling to show that for small \( \varepsilon \), \( X^\varepsilon \) is close to a branching random walk \( \hat{X}^\varepsilon \). Once this is done, it is straightforward to show (in Section 3) that as \( \varepsilon \to 0 \) the dual converges to a branching Brownian motion \( \hat{X}^0 \), and then derive Theorem 1.2 which includes convergence of \( P(\xi^\varepsilon_t(x) = 1) \) to the solution \( u(t,x) \) of a PDE.

Our general coexistence result will be based on the following assumption about solutions to the PDE. The coexistence results for the models discussed in the previous section are obtained by verifying this assumption in the particular cases.

**Assumption 1.** Suppose that there are constants \( 0 < v_0 < u_* \leq u^* < v_1 < 1 \), and \( w, L_i > 0 \), so that

(i) if \( u(0,x) \geq v_0 \) when \( |x| \leq L_0 \), then \( \liminf_{t \to \infty} \inf_{|x| \leq wt} u(t,x) \geq u_* \).

(ii) if \( u(0,x) \leq v_1 \) when \( |x| \leq L_1 \), then \( \limsup_{t \to \infty} \sup_{|x| \leq wt} u(t,x) \leq u^* \).

We also will need a rate of convergence in (1.9), namely for some \( r_0 > 0 \),

\[
\sum_{i=0}^{1} \| g^\varepsilon_i - g_i \|_\infty \leq c_{1.63} \varepsilon^{r_0}.
\] (1.63)

Assumption 1 shows that the limiting PDE in Theorem 1.3 will have solutions which stay away from 0 and 1 for large \( t \). A “block construction” as in [14] will be employed in Section 6 to convert this information about the PDE into information about the particle systems. In effect, this allows us to interchange limits as \( \varepsilon \to 0 \) and \( t \to \infty \) and conclude the existence of a nontrivial stationary distribution, and also show that any stationary distribution will have particle density restricted by the asymptotic behavior of the PDE solutions at \( t = \infty \).

Both Theorem 1.15 and 1.16 below will be formulated for the voter model perturbations on \( \varepsilon \mathbb{Z}^d \), but the conclusions then follow immediately for the original unscaled particle systems in (1.4).
**Theorem 1.15.** Suppose Assumption 1 and (1.63). If \( \varepsilon > 0 \) is small enough, then coexistence holds and the nontrivial stationary distribution \( \nu \) may be taken to be translation invariant.

If \( \eta > 0 \) and \( \varepsilon > 0 \) is small enough, depending on \( \eta \), then any stationary distribution \( \nu \) such that

\[
\nu \left( \sum_x \xi(x) = 0 \text{ or } \sum_x (1 - \xi(x)) = 0 \right) = 0
\]

(1.64)

satisfies \( \nu(\xi(x) = 1) \in (u_* - \eta, u_* + \eta) \) for all \( x \).

Note that in the second assertion we do not require that \( \nu \) be translation invariant.

Results that assert 0’s will take over will require a stronger pde input:

**Assumption 2.** There are constants \( 0 < u_1 < 1, c_2, C_2, w > 0, L_0 \geq 3 \) so that for all \( L \geq L_0 \), if \( u(0,x) \leq u_1 \) for \( |x| \leq L \) then for all \( t \geq 0 \)

\[
u(t,x) \leq C_2 e^{-c_2 t} \text{ for all } |x| \leq L + 2wt.
\]

Finally we need to assume that the constant configuration of all 0’s is a trap for our voter perturbation, that is,

\[
g_1^\varepsilon(0,\ldots,0) = 0, \text{ or equivalently } h_1^\varepsilon(0,0) = 0, \text{ for } 0 < \varepsilon \leq \varepsilon_0,
\]

(1.65)

where \( \underline{0} \) is the zero configuration in \( \{0,1\}^{\mathbb{Z}^d} \). This clearly implies \( f(0) = 0 \) and is equivalent to it if \( g_1^\varepsilon \) does not depend on \( \varepsilon \), as is the case in some examples. Recall the definition of “\( i \)”’s take over” from (1.14) and that \( q \) is the law of \((Y^1,\ldots,Y^{N_0})\).

**Theorem 1.16.** Suppose Assumption 2, (1.63), (1.65), \( p(\cdot) \) and \( q(\cdot) \) have finite support, and \( f'(0) < 0 \). Then for \( \varepsilon \) small the 0’s take over.

We believe the theorem holds without the finite range assumptions on \( p \) and \( q \).

By Proposition 1.1 in the above finite support setting, it suffices to assume (1.10) in place of (1.7), and also assume (1.63) holds for the \( \tilde{g}_i^\varepsilon, \tilde{g}_i \) appearing in (1.10) instead of the \( g_i^\varepsilon, g_i \).

In order to show that 0’s take over, say, we will need several additional arguments. The pde results will only ensure we can get the particle density down to a low level (see Section 4) but clearly we cannot expect to do better than the error terms in this approximation. To then drive the population to extinction on a large region with high probability we will need to refine some coalescing random walk calculations from the low density setting in Cox and Perkins [8]—see Section 7 and especially Lemma 7.6. This is then used as input for another percolation argument of Durrett [13] to guarantee that there are no particles in a linearly growing region. Since there was an error in the original proof of the latter we give all the details here in Sections 5 and 7.3.

Quantifying the outline above, the first step in the proof of Theorem 1.16, taken in Section 4 is to use techniques of Durrett and Neuhauser [20] to show that if \( \xi_0^\varepsilon \) has
density at most \( u_1 \) on \([-L, L]^d\) then at time \( T_1 = c_1 \log(1/\varepsilon) \) the density is at most \( \varepsilon^\beta \) on \([-L - wT_1, L + wT_1]^d\) (see Lemma 4.2). Here \( \beta \) is a small parameter. The second step, taken in Section 7, is to show that if one waits an additional \( T_2 = c_2 \log(1/\varepsilon) \) units of time then there will be no particles in \([-L - wT_1 + AT_2, L + wT_1 - A_2T_2]^d\) at time \( T_1 + T_2 \). The first step here (Lemma 7.6) is to show that if we start a finite (rescaled) block of ones of density at most \( \varepsilon^\beta \) then with probability at least \( 1 - \varepsilon^{\beta/2} \) it will be extinct by time \( C \log(1/\varepsilon) \). Here it is convenient that arguments for the low density regime of [7] (density \( \varepsilon^{d-2} \)) continue to work all the way up to \( \varepsilon^\beta \) and also that the PDE arguments can be used to reduce the density down to \( \varepsilon^\beta \). In short, although the precise limit theorems, Theorem 1.2 and Corollary 1.8 in [7] apply in disjoint regimes (particle densities of 1 and \( \varepsilon^{d-2} \), respectively) the methods underlying these results apply in overlapping regimes which together allow us to control the underlying particle systems completely. Of course getting 1’s to be extinct in a large block does not give us what we want. The block construction in [20] is suitably modified to establish complete extinction of 1’s on a linearly growing set. A comparison result of [34], suitably modified to accommodate our percolation process, is used to simplify this construction.

1.7 Application to the examples

1.7.1 Lotka-Volterra systems

Proof of Theorem 1.9. (i) Let \( 0 < \eta < 1 \) and consider first

\[
\alpha_0 = \alpha_0^\varepsilon = 1 - \varepsilon^2, \quad \alpha_1 = \alpha_1^\varepsilon = 1 - m_0(1 - \eta)\varepsilon^2,
\]

so that in the notation of Section 1.3 we have \( \theta_0 = -1, \theta_1 = -m_0(1 - \eta) \). The rescaled Lotka-Volterra process \( \xi^\varepsilon \) is a voter model perturbation and from (1.36) we have

\[
f(u) = -u(1 - u)[\eta p_2 + up_3(1 + m_0(1 - \eta))] < 0 \text{ on } (0, 1).
\]

Proposition 1.5 verifies Assumption 2 in Theorem 1.16 and \( f'(0) < 0 \) is obvious. (1.63) is trivial \( (g_i^\varepsilon = g_i) \) and (1.65) is immediate from (1.34). The finite range assumption on \( q = p \times p \) is immediate from that on \( p \). Theorem 1.16 implies 0’s take over for \( \varepsilon \) small. Therefore when \( 0 < 1 - \alpha_0 \leq r_0(\eta) \) and \( \alpha_1 = 1 + m_0(1 - \eta)(\alpha_0 - 1) \), then 0’s take over for \( LV(\alpha) \). The monotonicity in (1.31) shows this is also the case for \( \alpha_1 \geq 1 + m_0(1 - \eta)(\alpha_0 - 1) \) and \( \alpha_0 \) as above.

Next consider

\[
\alpha_0 = \alpha_0^\varepsilon = 1 + \varepsilon^2, \quad \alpha_1 = \alpha_1^\varepsilon = 1 + (1 + \eta)\varepsilon^2 \quad \text{that is, } \theta_0 = 1, \theta_1 = 1 + \eta.
\]

In this case we have

\[
f(u) = u(1 - u)[p_2 - (1 + \eta)(p_2 + p_3) + up_3(2 + \eta)],
\]

and so, assuming without loss of generality (by (1.31)) \( 1 + \eta < m_0^{-1} \), from (1.37) \( f \) has a zero, and an unstable fixed point for the ODE, at

\[
u^* = \frac{(1 + \eta)(p_2 + p_3) - p_2}{p_3(2 + \eta)} \in \left(\frac{1}{2}, 1\right).
\]
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It follows that $\int_0^1 f(u)du < 0$ and Proposition 1.7 establishes Assumption 2. As above, Theorem 1.16 and (1.31) show that 0’s take over if $0 < \alpha_0 - 1$ is sufficiently small and $\alpha_1 \geq 1 + (1 + \eta)(\alpha_0 - 1)$.

(ii) Interchange the roles of 0 and 1 in (i).

Proof of Theorem 1.8. We slightly extend the setting in Section 1.3 and for $\eta \in (0, 1 - m_0)$ consider

$$\alpha_0^\varepsilon = 1 - \varepsilon^2, \alpha_1^\varepsilon = 1 + \varepsilon^2 \theta_1^\varepsilon, \text{ where } -\theta_1^\varepsilon \in \left[\frac{m_0}{1 - \eta}, \frac{1 - \eta}{m_0}\right], \lim_{\varepsilon \downarrow 0} \theta_1^\varepsilon = \theta_1. \quad (1.66)$$

Then the rescaled Lotka-Volterra model $\xi^\varepsilon$ in (1.32) remains a voter model perturbation but now $g_0^\varepsilon$ may now depend on $\varepsilon$. From (1.36) we have

$$f(u) = u(1 - u)[-p_2 - \theta_1(p_2 + p_3) + up_3(-1 + \theta_1)],$$

which has a zero, and attracting fixed point for the ODE, at

$$u^*(-\theta_1) = \frac{\theta_1(p_2 + p_3) + p_2}{p_3(\theta_1 - 1)} \in (0, 1). \quad (1.67)$$

Proposition 1.4 and its mirror image, with 0 and 1 reversed, establish Assumption 1 with $u^* = u_\ast = u^*(-\theta_1)$ (see (1.27)). Theorem 1.15 therefore shows that for $0 < \varepsilon < \varepsilon_0(\eta)$ coexistence holds, and if $\nu$ is a stationary distribution satisfying

$$\nu(\xi \equiv 0 \text{ or } \xi \equiv 1) = 0, \text{ then } \sup_x |\nu(\xi(x) = 1) - u^*(-\theta_1)| < \eta. \quad (1.68)$$

Suppose first that (ii) of Theorem 1.8 fails. Then there is a sequence $\varepsilon_n \downarrow 0$, $(\alpha_0^\varepsilon_n, \alpha_1^\varepsilon_n)$ and $\kappa > 0$ so that (1.66) holds with $\varepsilon = \varepsilon_n$, and there is a stationary measure $\nu_n$ for $\xi^\varepsilon_n$ satisfying $\nu_n(\xi \equiv 0 \text{ or } \xi \equiv 1) = 0$ and such that

$$\sup_x |\nu_n(\xi(x) = 1) - u^*(-\theta_1^\varepsilon_n)| > \kappa.$$ 

Since $u^*(-\theta_1^\varepsilon_n) \to u^*(-\theta_1)$, if we choose $\eta < \kappa$ this contradicts (1.68) for large $n$, and so proves (ii). The proof of (i) is similar using the first part of (1.68). That is, if (i) fails, there is a sequence $\varepsilon_n \downarrow 0$ so that coexistence fails for $\alpha_1^\varepsilon_n$ as in (1.66), contradicting the first part of (1.68). \hfill \Box

### 1.7.2 Evolution of cooperation

Here is the result on coalescing probabilities which will help us simplify the formula (1.51) for the reaction function $f$. The notation is as in Section 1.4.

Lemma 1.17. (a) $p(e_1|e_2) = p(0|e_1)$.
(b) $p(e_1|e_2 + e_3) = \left(1 + \frac{1}{k}\right)p(0|e_1)$. 
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Proof. Let \( \tilde{B}^x_t \) denote a rate 2 random walk with kernel \( p \) starting at \( x \), and note that for \( x \neq 0 \), \( \tilde{B}^x - \tilde{B}^0 \) has the same law as \( \tilde{B}^x \) until it hits 0. Note also that for \( x \neq 0 \), \( P(\tilde{B}^x_t \neq 0 \forall t \geq 0) = \sum_y p(y)P(\tilde{B}^{x+y}_t \neq 0 \forall t \geq 0) \).

For (a),

\[
p(0|e_1) = \sum_{x_1} p(x_1)P(\tilde{B}^{x_1}_t \neq 0 \forall t \geq 0)
\]

\[
= \sum_{x_1} \sum_{x_2} p(x_1)p(x_2)P(\tilde{B}^{x_1+x_2}_t \neq 0 \forall t \geq 0) \quad \text{(use } x_1 \neq 0) \]

\[
= \sum_{x_1} \sum_{x_2} p(x_1)p(x_2)P(\tilde{B}^{x_1-x_2}_t \neq 0 \forall t \geq 0) \quad \text{(by symmetry)}
\]

\[
= p(e_1|e_2).
\]

For (b), let \( T_j(x) \) be the time of the \( j \)th jump of \( \tilde{B}^x \). Then using symmetry,

\[
p(e_1|e_2 + e_3) = \sum_{x_1, x_2, x_3} p(x_1)p(x_2)p(x_3)P(\tilde{B}^{x_1+x_2+x_3}_t \neq 0 \forall t \geq 0)
\]

\[
= \sum_{x_1} p(x_1)P(\tilde{B}^{x_1}_t \neq 0 \forall t \geq T_2(x_1)).
\]

Now using the above and first equality in the proof of (a),

\[
p(e_1|e_2 + e_3) - p(0|e_1) = \sum_{x_1} p(x_1)P(\tilde{B}^{x_1}_T = 0, \tilde{B}^{x_1}_t \neq 0 \forall t \geq T_1(x_1))
\]

\[
= k^{-1} \sum_{x_1} p(x_1)P(\tilde{B}^0_t \neq 0 \forall t \geq T_1)
\]

\[
= k^{-1} p(0|e_1).
\]

The result follows.

\( \square \)

Proof of Lemma 1.10. We first rewrite (1.51) as

\[
\frac{f(u)}{k} = (\beta - \gamma)\langle \xi(e_1)\xi(e_2) \rangle_u + (\gamma - \delta)\langle \xi(e_1)\xi(e_2)\xi(e_2 + e_3) \rangle_u + \langle (\alpha - \beta) - (\gamma - \delta)\rangle\langle \xi(e_1)\xi(e_2)\xi(e_2 + e_3) \rangle_u
\]

\[
= I + II + III.
\] (1.69)

Some elementary algebra shows that

\[
II = (\gamma - \delta)\langle \xi(e_1) - \xi(e_1)\xi(e_2) - \xi(e_1)\xi(e_2 + e_3) + \xi(e_2)\xi(e_2 + e_3) \rangle_u.
\] (1.70)

Note that (1.26) and Lemma 1.17(a) imply

\[
\langle \xi(e_1)\xi(e_2) \rangle_u = u^2 p(e_1|e_2) + u(1 - p(e_1|e_2))
\]

\[
= u^2 p(0|e_1) + u(1 - p(0|e_1))
\]

\[
= \langle \xi(0)\xi(e_1) \rangle_u = \langle \xi(e_2)\xi(e_2 + e_3) \rangle_u,
\]
the last by translation invariance. Using this in (1.70) and again applying (1.26), we get

\[ I + II = (\beta - \gamma)u(1 - u)p(e_1|e_2) + (\gamma - \delta)[u - \langle \xi(e_1)\xi(e_2 + e_3) \rangle_u] \]  

\[ = (\beta - \gamma)u(1 - u)p(e_1|e_2) \]
\[ + (\gamma - \delta)[u - u^2p(e_1|e_2 + e_3) - u(1 - p(e_1|e_2 + e_3))] \]
\[ = u(1 - u)[(\beta - \gamma)p(e_1|e_2) + (\gamma - \delta)p(e_1|e_2 + e_3)] \]
\[ = u(1 - u)p(0|e_1)[(\beta - \gamma) + (1 + k^{-1})(\gamma - \delta)] \]

where Lemma 1.17 is used in the last equality. A straightforward application of (1.26) allows us to find the coefficients of the cubic III in (1.69) and we obtain the required expression for \( f(u)/k \).

**Proof of Theorem 1.11.** This is now an easy application of Theorem 1.16. Assume \( \gamma - \delta < k(\delta - \beta) \). Then Lemma 1.10 shows that \( f(u) = c_1u(1 - u) \) for \( c_1 < 0 \).

Proposition 1.15 shows that Assumption 2 of Theorem 1.16 is valid for any \( u_1 \in (0, 1) \).

The condition (1.63) holds with \( r_0 = 2 \) by (1.47) (recall \( \|g^*_i - g_i\|_\infty = \|\hat{g}^*_i - \hat{g}_i\|_\infty \) by Proposition 1.1). The condition (1.65) is clear from the expression for \( h^*_i \) in (1.44).

Since \( f'(0) < 0 \) is clear from the above, and \( w = \varepsilon^2 \), Theorem 1.16 completes the proof in this case. The case where the inequality is reversed follows by a symmetrical argument, or, if you prefer, just reverse the roles of 0 and 1.

**1.7.3 Nonlinear voter models**

**Proof of 1.13.** Consider Case 4A first. As pointed out in this Case in Section 1.5, for \( L \) sufficiently large we may employ the mirror image of Proposition 1.7 on \([0, 1/2]\) with \( \rho = a \), the unique root of \( f \) in \((0, 1/2)\), and Proposition 1.7 on \([1/2, 1]\) with \( \rho = 1 - a \), along with the comparison principle (Proposition 2.1 in [2]), to see that Assumption 1 holds for \( \varepsilon < \varepsilon_0(\eta) \) with \( u_* = \frac{1}{2} - \eta, u^* = \frac{1}{2} + \eta, v_0 = \delta, \) and \( v_1 = 1 - \delta \).

(1.63) is trivial because \( g^*_i = g_i \). Theorem 1.15 now implies (a) and (b) in this case. The proofs in Cases 1 and 2 are similar using Proposition 1.4 (note all the zeros are simple in these cases) to verify Assumption 1 (see the discussion in these cases in Section 1.5).

**Proof of 1.14.** (a) The conditions on \( b_1 \) and \( \lambda \) imply that \( f'_{1,\lambda}(0) > 0 \) and \( f'_{1,\lambda}(1) > 0 \). Coexistence for large \( L \) and small \( \varepsilon \) is now established as in Case 2 (or 1) of Theorem 1.13–see the discussion in Section 1.5.

(b) By taking \( \lambda \) and \( L^{-1} \) small, depending on \( (\eta, \bar{a}) \), we see from (1.60), (1.61), (1.62), and our conditions on the \( b_i \) that \( f_{(\lambda)}(u) = 0 \) will have 3 simple roots in \((0, 1)\), \( p_1(\lambda) < p_2(\lambda) < p_3(\lambda) \), within \( \eta/4 \) of the respective roots \( a' < 1/2 < 1 - a' \) of \( f_1(u) = 0 \). As (1.63) is again obvious, we now verify Assumption 1 of Theorem 1.15 with \( u^* = 1 - a' + \frac{\eta}{2}, u_* = 1 - a' - \frac{\eta}{2}, v_0 \in (p_2, u_*), \) and \( v_1 \in (u^*, 1) \) (\( \eta \) is small so these
intervals are non-empty). The result would then follow by applying Theorem 1.15. The upper bound (ii) in Assumption 1 is an easy application of Proposition 1.5, with the interval \((p_3, 1)\) in place of \((0, 1)\), and the comparison principle.

For the lower bound (i) in Assumption 1, we use a result of Weinberger [42]. To state the result we need some definitions. His habitat \(\mathcal{H}\) will be \(\mathbb{R}^d\) in our setting and his space \(B\) is the set of continuous functions from \(\mathcal{H}\) to \([0, \pi^+]\). In our case \(\pi^+ = 1\). His result is for a discrete iteration \(u_{n+1} = Q(u_n)\), where in our case \(Q(u)\) is solution to the PDE at time 1 when the initial data is \(u\). His assumption (3.1) has five parts:

(i) If \(u \in B\) then \(Q(u) \in B\).

(ii) If \(T_y\) is translation by \(y\) then \(Q(T_y u) = T_y Q(u)\).

(iii) Given a number \(\alpha\), let \(Q(\alpha)\) be the constant value of \(Q(u_\alpha)\) for \(u_\alpha \equiv \alpha\). There are \(0 \leq \pi_0 < \pi_1 \leq \pi^+\) so that if \(\alpha \in (\pi_0, \pi_1)\) then \(Q(\alpha) > \alpha\). \(Q(\pi_0) = \pi_0\) and \(Q(\pi_1) = \pi_1\).

(iv) \(u \leq v\) implies \(Q(u) \leq Q(v)\).

(v) If \(u_\alpha \in B\) and \(u_n \to u\) uniformly on bounded sets then \(Q(u_n)(x) \to Q(u)(x)\).

Clearly (i) and (ii) hold in our application. For (iii) we let \(\pi_0 = p_2(\lambda)\) and \(\pi_1 = p_3(\lambda)\). (iv) a consequence of PDE comparison principles, see, e.g., Proposition 2.1 in Aronson and Weinberger (1978). (v) follows from the representation of solutions of the PDE in terms of the dual branching Brownian motion (see Lemma 3.3).

The next ingredient for the result is

\[
S = \{ x \in \mathbb{R}^d : x \cdot \xi \leq c^*(\xi) \text{ for all } \xi \in S^{d-1} \},
\]

where \(S^{d-1}\) is the unit sphere in \(\mathbb{R}^d\). \(c^*(\xi)\) is the wave speed in direction \(\xi\) defined in Section 5 of [42]. Due to the invariance of the PDE under rotation, all our speeds are the same, \(c^* = \rho\), and \(S\) is a closed ball of radius \(\rho\) or the empty set. Here is Theorem 6.2 of [42].

**Theorem 1.18.** Suppose (i)–(v) and that the interior of \(S\) is nonempty. Let \(S''\) be any closed and bounded subset of the interior of \(S\). For any \(\gamma > \pi_0\), there is an \(r_\gamma\) so that if \(u_0(x) \geq \gamma\) on a ball of radius \(r_\gamma\) and if \(u_{n+1} = Q(u_n)\) then

\[
\liminf_{n \to \infty} \min_{x \in \cap_{n} S''} u_n(x) \geq \pi_1. \tag{1.72}
\]

To be able to use this result, we have to show that \(\rho > 0\). Note that here we require lower bounds on the wave speed of solutions to the reaction diffusion equation in one spatial dimension. This is because traveling wave solutions in the direction \(\xi\) of the form \(w(x \cdot \xi - \rho t)\) correspond to traveling waves \(w\) in one spatial dimension. Recall that in the decomposition \((1.59)\) \(f(u)\) is odd about \(u = 1/2\), and for large \(L\) has \(f'(1/2) > 0\) by \(3b_1 + b_2 < 0\). The latter shows \(f\) has 3 simple zeros in
(0, 1) at \(a < 1/2 < 1 - a\). The strict inequality in (1.59) on (0, 1) now easily implies (compare the negative and positive humps separately)

\[
\int_{p_1}^{p_3} f_{(\lambda)}(u) du > \int_{a}^{1-a} f(u) du = 0. \tag{1.73}
\]

So by the discussion in part II(ii) of Section 1.2 there is a one-dimensional decreasing traveling wave solution to (1.19) (with \(f = f_{(\lambda)}\)) over \((p_1, p_3)\) with positive wave speed \(r_2(\lambda)\).

To consider traveling waves over \((0, p_1(\lambda))\), we note that Kolmogorov, Petrovsky, and Piscounov [31] have shown that if we consider

\[
\frac{\partial u}{\partial t} = \frac{\sigma^2}{2} \Delta u + f(u)
\]

in one dimension where \(f\) satisfies

\[
f(0) = f(1) = 0, \quad f(u) > 0 \text{ for } 0 < u < 1, \quad f'(u) \leq f'(0) \text{ for } 0 < u \leq 1 \tag{1.74}
\]

then there is a traveling wave solution with speed \(\sqrt{2 \sigma^2 f'(0)}\) and this is the minimal wave speed. For this fact one can consult Bramson [3] or Aronson and Weinberger [1]. However, the intuition behind the answer is simple: the answer is the same as for the linear equation

\[
\frac{\partial u}{\partial t} = \frac{\sigma^2}{2} \Delta u + f'(0)u
\]

which gives the mean of branching Brownian motion. For more on this connection, see McKean [35].

Now let \(g_1 \leq g_2\) be \(C^1\) functions on \([0, 1]\) such that

\[
0 < g_2 \leq f_{(\lambda)} \text{ on } (0, p_1), \quad g_1 = g_2 = f_{(\lambda)} \text{ on } [p_1, 1],
\]

\[
g_2'(0) \in \left(0, \frac{r_2(\lambda)^2}{2 \sigma^2}\right), \quad g_2'(u) \leq g_2'(0) \text{ on } [0, p_1], \tag{1.75}
\]

and for some \(0 < p_0 < p_1\),

\[
g_1(0) = 0, \quad g_1 < 0 \text{ on } (0, p_0), \quad g_1 > 0 \text{ on } (p_0, p_1), \quad \int_0^{p_1} g_1(t) dt > 0, \quad g_1'(0) < 0. \tag{1.76}
\]

The existence of such functions is elementary. By the KPP result above, the minimal wave speed over \((0, p_1(\lambda))\) for the \(g_2\) equation is

\[
c_2 = \sqrt{2 \sigma^2 g_2'(0)} < r_2(\lambda). \tag{1.77}
\]

By Theorem 2.4 and Corollary 2.3 of [25] (or the discussion in part II(ii) of Section 1.2) there is a unique traveling wave solution \(u(t, x) = w(x - c_1 t)\) (\(w\) decreasing) to the \(g_1\) equation with unique wave speed \(c_1 > 0\) (since the integral in (1.76) is positive) and range \((0, p_1)\). Note here and elsewhere that the traveling waves \(w\) in
are increasing and so our wave speeds have the opposite sign. By a comparison theorem for wave speeds (Proposition 5.5 of [42]) we may conclude that
\[ c_2 \geq c_1. \tag{1.78} \]

The hypothesis of the above comparison result is easily verified using \( g_1 \leq g_2 \) and the standard comparison principle (e.g. Proposition 2.1 of [2]). It follows from (1.77) and (1.78) that \( c_1 < r_2(\lambda) \) which are the wave speeds of the \( g_1 \) equation over \((0, p_1)\) and \((p_1, p_3)\), respectively. We can therefore apply Theorem 2.7 of [25] to conclude the existence of a traveling wave over \((0, p_3(\lambda))\) for the \( g_1 \) equation with speed \( r_1(\lambda) \in (c_1, r_2(\lambda)) \). The wave and its speed are both unique by Corollary 3.3 of [25]. Since \( f(\lambda) \geq g_1 \) on \([0, p_3]\), another application of Proposition 5.5 of [42] shows that \( \rho \geq r_1(\lambda) \) and in particular \( \rho > 0 \).

Using (1.72), we have proved that for \( 0 < 2w = \rho \),
\[ \liminf_{n \to \infty} \inf_{|x| \leq 2wn} u(n, x) \geq p_3(\lambda) \geq 1 - a' - \frac{\eta}{4}, \]
providing that \( u(0, x) \geq v_0 \) for \( |x| \leq r v_0 \). The same reasoning gives the same conclusion with \( n \tau \) in place of \( n \) for any \( \tau > 0 \). Taking \( \tau \) small enough, a simple interpolation argument (use the weak form of the reaction diffusion equation and smoothing properties of the Brownian semigroup) now gives Assumption 1(i) with \( u_* = 1 - a' - \frac{\eta}{4} \) where the \( 2w \) in the above helps a bit in this last interpolation step.

### 1.8 Comparison with low density superprocess limit theorem

To make a comparison between our hydrodynamic limit theorem (Theorem 1.3) and the superprocess limit theorem of Cox and Perkins [7] we will write our perturbation terms in a different form, which will also be useful in Section 7. Define
\[ \Xi_S(\eta) = \prod_{i \in S} \eta_i \] for \( \eta = (\eta_1, \ldots, \eta_{N_0}) \in \{0, 1\}^{N_0}, S \in \hat{P}_{N_0} = \{ \text{subsets of } \{1, \ldots, N_0\} \} \),
and
\[ \chi(A, x, \xi) = \prod_{y \in A} \xi(x + y), \ x \in \mathbb{Z}^d, \xi \in \{0, 1\}^{\mathbb{Z}^d}, \]
\[ A \in P_{N_0} = \{ \text{subsets of } \mathbb{Z}^d \text{ of cardinality at most } N_0 \}. \]

By adding an independent first coordinate to \( Y \) we may assume \( Y^1 \) has law \( p \). If
\[ \tilde{g}_i^\varepsilon(\xi_1, \ldots, \xi_{N_0}) = -\varepsilon^{-2}1(\xi_1 = i) + g_1^\varepsilon(\xi_1, \ldots, \xi_{N_0}), \tag{1.79} \]
and \( \tilde{g}_i^\varepsilon \) is as above without the superscript \( \varepsilon \), then
\[ \lim_{\varepsilon \downarrow 0} \| \tilde{g}_i^\varepsilon - \tilde{g}_i \|_\infty = 0, \tag{1.80} \]

and we may rewrite (1.7) as

\[ h_i^\varepsilon(x, \xi) = E_Y(g_i^\varepsilon(x + Y^1, \ldots, x + Y^{N_0})), \quad i = 0, 1, \quad (1.81) \]

and similarly without the \( \varepsilon \)'s. It is easy to check that \( \{ \Xi_S(\cdot) : S \in \hat{\mathcal{P}}_{N_0} \} \) is a basis for the vector space of functions from \( \{0, 1\}^{N_0} \) to \( \mathbb{R} \) and so there are reals \( \hat{\beta}_\varepsilon(S), \hat{\delta}_\varepsilon(S), S \in \hat{\mathcal{P}}_{N_0} \), such that

\[ \tilde{g}_i^\varepsilon(\eta) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\beta}_\varepsilon(S)\Xi_S(\eta), \quad \tilde{g}_0^\varepsilon(\eta) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\delta}_\varepsilon(S)\Xi_S(\eta), \quad (1.82) \]

and similarly without the \( \varepsilon \)'s. If \( S \in \hat{\mathcal{P}}_{N_0} \), let \( Y^S = \{Y^i : i \in S\} \), where \( Y \in \mathbb{Z}^{dN_0} \) has law \( q \) as usual. Let \( E_Y \) denote expectation with respect to \( Y \). It is easy to use (1.81) to check that

\[ h_i^\varepsilon(x, \xi) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\beta}_\varepsilon(S)E_Y(\chi(Y^S, x, \xi)) = \sum_{\mathcal{A} \in \mathcal{P}_{N_0}} \beta_\varepsilon(\mathcal{A})\chi(\mathcal{A}, x, \xi) \quad (1.83) \]

\[ h_0^\varepsilon(x, \xi) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\delta}_\varepsilon(S)E_Y(\chi(Y^S, x, \xi)) = \sum_{\mathcal{A} \in \mathcal{P}_{N_0}} \delta_\varepsilon(\mathcal{A})\chi(\mathcal{A}, x, \xi), \quad (1.84) \]

where for \( \mathcal{A} \in \mathcal{P}_{N_0} \),

\[ \beta_\varepsilon(\mathcal{A}) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\beta}_\varepsilon(S)P(Y^S = \mathcal{A}), \quad \delta_\varepsilon(\mathcal{A}) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\delta}_\varepsilon(S)P(Y^S = \mathcal{A}). \quad (1.85) \]

Analogous equations to (1.83), (1.84) and (1.85) hold without the \( \varepsilon \)'s.

Now use (1.83) and (1.84) without the \( \varepsilon \)'s, and (1.26) to see that

\[ f(u) \equiv \langle (1 - \xi(0)h_1(0, \xi) - \xi(0)h_0(0, \xi))u \]

\[ = \sum_{\mathcal{A} \in \mathcal{P}_{N_0}} \left[ \beta(\mathcal{A}) \left[ \sum_{j=1}^{||\mathcal{A}||} u^j(1 - u)P(\xi_{\infty}^j = j, \tau(\mathcal{A}, \{0\}) = \infty) \right] \right. \]

\[ + \beta(0)(1 - u) - \delta(\mathcal{A}) \left[ \sum_{j=1}^{||\mathcal{A} \cup \{0\}||} u^j P(\xi_{\infty}^{\mathcal{A} \cup \{0\}} = j) \right], \quad (1.86) \]

which is a polynomial of degree at most \( N_0 + 1 \) as claimed in Section 1.1. If \( \beta(0) = 0 \), then \( f(0) = 0 \) and

\[ f'(0) = \sum_{\mathcal{A} \in \mathcal{P}_{N_0}} \beta(\mathcal{A})P(\tau(\mathcal{A}) < \infty, \tau(\mathcal{A}, \{0\}) = \infty) - \delta(\mathcal{A})P(\tau(\mathcal{A} \cup \{0\}) < \infty). \quad (1.87) \]

From (1.82) one easily derives

\[ \hat{\beta}_\varepsilon(S) = \sum_{V \subset S} (-1)^{|S|-|V|}\tilde{g}_1^\varepsilon(1_V), \quad \hat{\delta}_\varepsilon(S) = \sum_{V \subset S} (-1)^{|S|-|V|}\tilde{g}_0^\varepsilon(1_V), \quad (1.89) \]
and similarly without the $\varepsilon$’s. Therefore

$$|\hat{\beta}_\varepsilon(S) - \hat{\beta}(S)| + |\hat{\delta}_\varepsilon(S) - \hat{\delta}(S)| \leq 2^{N_0}(\|\tilde{g}_1^\varepsilon - \tilde{g}_1\|_{\infty} + \|\tilde{g}_0^\varepsilon - \tilde{g}_0\|_{\infty}),$$

(1.90)

and so

$$\sum_{A \in \mathcal{P}_N} |\beta_\varepsilon(A) - \beta(A)| + |\delta_\varepsilon(A) - \delta(A)| \leq 2^{2N_0}(\|\tilde{g}_1^\varepsilon - \tilde{g}_1\|_{\infty} + \|\tilde{g}_0^\varepsilon - \tilde{g}_0\|_{\infty}).$$

(1.91)

Our spin-flips are now recast as

$$c_\varepsilon(x, \xi) = \varepsilon^{-2} c^y(x, \xi) + \sum_{A \in \mathcal{P}_N} \chi(A, x, \xi)[\beta_\varepsilon(A)(1 - \xi(x)) + \delta_\varepsilon(A)\xi(x)],$$

which is precisely (1.17) of [7] with $\varepsilon = N^{-1/2}$. If we assume

$$g_1^\varepsilon(0) = 0 \text{ (and hence } \tilde{g}_1^\varepsilon(0) = \hat{\beta}_\varepsilon(0) = 0) \text{ for small } \varepsilon,$$

(1.92)

and the voter kernel $p$ has finite support, then using the fact that the right-hand side of (1.91) approaches 0 as $\varepsilon \to 0$ (by (1.80)), it is easy to check that all the hypotheses of Corollary 1.8 of [7] hold. Alternatively, in place of the finite support assumption on $p$ one can assume the weaker hypothesis (P4) of Corollary 1.5 of [8], and then apply that result. These results state that for $\varepsilon$ as above if $X_t^\varepsilon = \varepsilon^2 \sum_{x \in \mathbb{Z}^d} \xi_t^\varepsilon(x)\delta_x$ and $X_0^\varepsilon \to X_0$ weakly in the space $M_F(\mathbb{R}^d)$ of finite measures on $\mathbb{R}^d$, then $X_t^\varepsilon$ converges weakly in the Skorokhod space of $M_F(\mathbb{R}^d)$-valued paths to a super-Brownian motion with drift $\theta = f'(0)$ (as in (1.88)). In this result we are starting $O(\varepsilon^{-2})$ particles on a grid of $\varepsilon^{-d}$ ($d \geq 3$) sites per unit volume, so it is a low density limit theorem producing a random limit, whereas Theorem 1.3 is a high density limit theorem producing a pde limit. The latter result gives a natural explanation for the drift $\theta$ in the super-Brownian limit which was defined by the right-hand side of (1.88) in [7]. Namely, under (1.92), in the low density limit we would expect a drift of $\lim_{u \to 0} f(u)/u = f'(0)$, which of course happens to equal the summation in (1.88).
2 Construction, Duality and Coupling

In this section, we first introduce a family of Poisson processes which we use to define \( \xi_t \) on \( \varepsilon \mathbb{Z}^d \), a “dual process” \( X \) and a “computation process” \( \zeta \). The duality equation (2.17) below gives a representation of \( \xi_t(x) \) in terms of \( (X, \zeta) \). Next we show that for small \( \varepsilon \), \( (X, \zeta) \) is close to the simpler \( (\hat{X}, \hat{\zeta}) \), where \( \hat{X} \) is a branching random walk system with associated computation process \( \hat{\zeta} \). Finally we show by a strong invariance principle that for small \( \varepsilon \), \( (\hat{X}, \hat{\zeta}) \) is close to a branching Brownian motion and its associated computation process.

However, our first task will be to prove Proposition 1.1 and reduce to the case where \( \varepsilon_1 = \infty \) in (1.7).

2.1 Preliminaries

Proof of Proposition 1.1. Let \( p = \min \{ p(y_i) : p(y_i) > 0 \} \), choose \( \varepsilon_0 > 0 \) so that
\[
M = \sup_{0 < \varepsilon \leq \varepsilon_0} \| \hat{g}_{\varepsilon} \|_\infty \vee \| \hat{g}_{\varepsilon}^1 \|_\infty < \infty \text{ and then choose } \varepsilon_1 > 0 \text{ so that } \varepsilon_1^{-2} p > M. \tag{2.1}
\]
For \( 0 < \varepsilon < \varepsilon_0 \) define \( g^\varepsilon_i \) on \( \{0, 1\}^{N_0} \) by
\[
g^\varepsilon_i (\xi_1, \ldots, \xi_{N_0}) = \varepsilon_1^{-2} \sum_{1}^{N_0} 1(\xi_j = i)p(y_j) + \hat{g}^\varepsilon_i (\xi_1, \ldots, \xi_{N_0}), \quad i = 0, 1, \tag{2.2}
\]
and define \( g_i \) by the same equation without the \( \varepsilon \)’s. Clearly \( \| g^\varepsilon_i - g_i \|_\infty = \| \hat{g}^\varepsilon_i - \hat{g}_i \|_\infty \to 0 \) as \( \varepsilon \to 0 \). We may assume \( y_1 = 0 \). By replacing \( \hat{g}^\varepsilon_i \) with \( \hat{g}^\varepsilon_i 1(\xi_1 = 1 - i) \) and redefining \( h^\varepsilon_i \) analogously (this will not affect (1.5)), we may assume
\[
\hat{g}^\varepsilon_i (\xi_1, \ldots, \xi_{N_0}) = 0 \text{ if } \xi_1 = i. \tag{2.3}
\]
We now show that \( g^\varepsilon_1 \geq 0 \). Assume first
\[
\sum_{1}^{N_0} \xi_i p(y_i) = 0. \tag{2.4}
\]
Choose \( \xi \in \{0, 1\}^{2d} \) so that \( \xi(y_i) = \xi_i \). If \( \xi(0) = 0 \), then by (1.5), (1.10), and (2.2),
\[
0 \leq c_{\varepsilon}(0, \xi) = g^\varepsilon_1 (\xi(y_1), \ldots, \xi(y_{N_0})) = g^\varepsilon_1 (\xi_1, \ldots, \xi_{N_0}).
\]
If \( \xi(0) = 1 \), then \( \xi_1 = \xi(0) = 1 \) and by (2.3), \( g^\varepsilon_1 (\xi_1, \ldots, \xi_{N_0}) = 0 \). Assume next that
\[
\sum_{1}^{N_0} \xi_i p(y_i) > 0.
\]
Then the above sum is at least \( p \) and so
\[
g^\varepsilon_1 (\xi_1, \ldots, \xi_{N_0}) \geq \varepsilon_1^{-2} p - \| \hat{g}^\varepsilon_1 \|_\infty \geq \varepsilon_1^{-2} p - M > 0,
\]
the last by (2.1). This proves \( g^e_1 \geq 0 \) and a similar argument shows \( g^e_0 \geq 0 \). Finally (1.7) with \( Y^i = y_i \) is immediate from (1.10) and the definition of \( g^e_i \). □

We claim we may assume without loss of generality that \( \varepsilon_1 = \infty \) in (1.7), that is, the first term in the right-hand side of (1.7) is absent. To see why, let \( \tilde{\varepsilon}^{-2} = \varepsilon^{-2} - \varepsilon^{-2} \) for \( \varepsilon < \varepsilon_1 \), and use (1.7) in (1.5) to rewrite the spin-flip rates of \( \xi^e \) as

\[
e^e(\varepsilon x, \xi) = \tilde{\varepsilon}^{-2} e^v(x, \xi) + (1 - \xi(x)) \tilde{h}^e(x, \xi) + \xi(x) \tilde{h}_0^e(x, \xi),
\]

where

\[
\tilde{h}^e_i(x, \xi) = E_Y (g^e_i(\xi(x + Y^1), \ldots, \xi(x + Y^{N_0}))).
\] (2.5)

So by working with \( \tilde{h}^e_i \) in place of \( h^e_i \) throughout, we may use (2.5) in place of (1.7) and effectively set \( \varepsilon_1 = \infty \). Note first that this does not affect the definition of the reaction term \( f(u) \) in the PDE (1.19) since the terms involving \( \varepsilon^{-2} f_i(x, \xi) \) cancel in (1.16). The only cost is that \( \varepsilon^{-2} \) is replaced with \( \tilde{\varepsilon}^{-2} \). The ratio of these terms approaches 1 and so not surprisingly this only affects some of the proofs in a trivial manner. Rather than carry this \( \tilde{\varepsilon}^{-2} \) with us throughout, we prefer to use \( \varepsilon \) and so

\textbf{henceforth set } \varepsilon_1 = \infty \textbf{ in (1.7)}. (2.6)

2.2 Construction of \( \xi_t \)

Define \( c^* = c^*(g) \) by

\[
c^* = \sup_{0 < \varepsilon \leq \varepsilon_0 / 2} \| g^e_1 \|_\infty + \| g^e_0 \|_\infty + 1.
\] (2.7)

To construct the process, we use a graphical representation. For \( x \in \varepsilon \mathbb{Z}^d \), introduce independent Poisson processes \( \{ T^x_n, n \geq 1 \} \) and \( \{ T^{*,x}_n, n \geq 1 \} \) with rates \( \varepsilon^{-2} \) and \( c^* \), respectively. Recall \( p_\varepsilon(y) = p(y/\varepsilon) \) for \( y \in \varepsilon \mathbb{Z}^d \) and let \( q_\varepsilon(y) = q(y/\varepsilon) \) for \( y \in \varepsilon \mathbb{Z}^{dN_0} \).

For \( x \in \varepsilon \mathbb{Z}^d \) and \( n \geq 1 \), define independent random variables \( Z_{x,n} \) with distribution \( p_\varepsilon \), \( Y_{x,n} = (Y^1_{x,n}, \ldots, Y^{N_0}_{x,n}) \) with distribution \( q_\varepsilon \), and \( U_{x,n} \) uniform on \( (0, 1) \). These random variables are independent of the Poisson processes and all are independent of an initial condition \( \xi_0 \in \{0, 1\}^{\varepsilon \mathbb{Z}^d} \).

At times \( t = T^x_n, n \geq 1 \) (called voter times), we set \( \xi_t(x) = \xi_{t-}(x + Z_{x,n}) \). To facilitate the definition of the dual, we draw an arrow from \( (x, T^x_n) \rightarrow (x + Z_{x,n}, T^x_n) \).

At times \( t = T^{*,x}_n, n \geq 1 \) (called reaction times), if \( \xi_{t-}(x) = i \) we set \( \xi_t(x) = 1 - i \) if

\[
U_{x,n} < g^e_{i-1}(\xi_{t-}(x + Y^1_{x,n}), \ldots, \xi_{t-}(x + Y^{N_0}_{x,n}))/c^*,
\]

and otherwise \( \xi_t(x) = \xi_{t-}(x) \).

At these times, we draw arrows from \( (x, T^{*,x}_n) \rightarrow (x + Y^i_{x,n}, T^{*,x}_n) \) for \( 1 \leq i \leq N_0 \). We write a * next to \( (x, T^{*,x}_n) \) and call these *-arrows. It is not hard to use ideas of Harris [29] to show that under the exponential tail conditions on \( p \) and \( q \), (1.1) and (1.8), this recipe defines a pathwise unique process. This reference assumes finite range interactions but the proof applies in our infinite range setting as there are still finitely many sites that need to be checked at each reaction time. To verify this construction and to develop a useful dual process we now show how to compute the state of \( x \) at time \( t \) by working backwards in time. It is easy to verify that \( \xi \) is the unique in law \( \{0, 1\}^{\varepsilon \mathbb{Z}^d} \)-valued Feller process with rates given by (1.3) and
(1.5), or more precisely has generator as in (1.12). For example one can recast the graphical representation in terms of SDE’s driven by Poisson point processes and use stochastic calculus as in Proposition 2.1(c) of [8] (it is easy to verify condition (2.3) of that reference in our current setting).

We use $B^{ε,x}$ to denote a continuous time random walk with jump rate $ε^{-2}$ and jump distribution $p_ε$ starting at $x ∈ εZ^d$ and drop dependence on $x$ if $x = 0$. We also assume

$$\{B^{ε,x} : x ∈ εZ^d\}$$

are independent random walks distributed as above. (2.8)

It will be convenient to extend the Poisson times to the negative time line indexed by non-positive integers, and hence have $\{T^x_n, n ∈ Z\}, \{T^{i,*}_n, n ∈ Z\}$ with the associated $\{Z_{x,n}, n ∈ Z\}$ and $\{(Y_{x,n}, U_{x,n}), n ∈ Z\}$, respectively. At times it is useful to work with the associated independent Poisson point processes of reaction events $Λ^x ∈ (R × εZ^dN_0 × [0, 1])$ with points $\{(T^x_n, Y_{x,n}, U_{x,n})\}$ and intensity $ε^d dt × q_ε × du$, and also the independent Poisson point processes of walk steps $Λ_w ∈ (R × εZ^d)$ with points $\{(T^x_n, Z_{x,n})\}$ and intensity $ε^{-2} dt × p_ε$.

2.3 The Dual $X$

Fix $T > 0$ and a vector of $M + 1$ distinct sites $z = (z^0, . . . , z^M)$, each $z_i ∈ εZ^d$. Our dual process $X = X^{z,T}$ starts from these sites at time $T$ and works backwards in time to determine the values $ξ_T(z_i)$. $X$ will be a coalescing branching random walk with $X_0 = (z_0, . . . , z_M, ∞, . . . )$ taking values in

$$D = \{(X^0, X^1, . . .) ∈ D([0, T], R^d ∪ \{∞\})^{Z_+} : \exists K_0 ∈ Z_+ \text{ s.t. } X^k_t = ∞ ∀ t ∈ [0, T] \text{ and } k > K_0\}.$$ 

Here $∞$ is added to $R^d$ as a discrete point, $D([0, T], R^d ∪ \{∞\})$ is given the Skorokhod $J_1$ topology, and $D$ is given the product topology.

For $X = (X^0, X^1, . . . ) ∈ D$, let $K(t) = \max\{i : X^i_t ≠ ∞\}$, define $i \sim_t i'$ iff $X^i_t = X^{i'}_t ≠ ∞$, and choose the minimal index $j$ in each equivalence class in $\{0, . . . , K(t)\}$ to form the set $J(t)$. We also introduce

$$I(t) = \{X^i_t : i ∈ J(t)\} = \{X^i_t : X^i_t ≠ ∞\}.$$ 

Durrett and Neuhauser [20] call $I(t)$ the influence set because it gives the locations of the sites we need to know at time $T − t$, to compute the values at $z^0, . . . , z^M$ at time $T$.

To help digest the definitions, the reader should consult Figure 6, which shows a realization of the dual starting from a single site when $N_0 = 3$. If there were no reaction times $T^{*,x}_n$ then the coordinates $X^j_t, j ∈ J(t)$ follow the system of coalescing random walks dual to the voter part of the dynamics. Coalescing refers to the fact that if $X^j_t = X^{j'}_t$ for some $s$ and $j, j'$, then $X^j_t = X^{j'}_t$ for all $t ∈ [s, T]$. Jumps occur when a particle in the dual encounters the tail of an arrow in the graphical representation. That is, if $j ∈ J(s−)$ and $x = X^j_{s−}$ has $T−s = T^x_n$ then $X^j_s = x + Z^x_n$.
Figure 6: An example of the dual with $N_0 = 3$. 
It coalesces with \( X^i_j = x + Z^i_x \) if such an \( i \) exists, meaning that \( i \lor j \) is removed from \( J(s-) \) to form \( J(s) \). If \( B^\varepsilon \) is a rate \( \varepsilon^{-2} \) random walk on \( \varepsilon \mathbb{Z}^d \) with step distribution \( p_\varepsilon \) then the coalescing random walks in the dual \( X \) follow coalescing copies of \( B^\varepsilon \).

To complete the definition, we have to explain what happens at the reaction times. Put \( R_0 = 0 \), and for \( m \geq 1 \) let \( R_m \) be the first time \( t > R_{m-1} \) that a particle in the dual encounters the tail of a *arrow. If

\[
j \in J(R_m-) \text{ and } x = X^j_{R_m-} \text{ has } T - R_m = T^x_{n,*} \text{ for some } n,
\]

we let \( \mu_m = j \) denote the parent site index. In the example in Figure 6 \( \mu_1 = 0 \), \( \mu_2 = 1 \), \( \mu_3 = 3 \), and \( \mu_4 = 2 \).

We create \( N_0 \) new walks by setting \( Y^i_m = Y^i_{x,n} \), \( 1 \leq i \leq N_0 \),

\[
K(R_m) = K(R_{m-1}) + N_0, \quad \text{and} \quad X^K_{R_m-1} = Y^i_{x,n}, \quad i = 1, \ldots, N_0.
\]  

(2.10)

The values of the other coordinates \( X^j \), \( j \in J(R_m-) \), \( j' \neq \mu_m \) remain unchanged.

Each “new” particle immediately coalesces with any particle already at the site where it is born, and we make the resulting changes to \( J(R_m-) \) to construct \( J(R_m) \supset J(R_m-) \). To compute \( \xi_T(z^i) \), we will also need the random variables

\[
U_m = U_{x,n} \text{ where } x, m, \text{ and } n \text{ are as in (2.9)}.
\]  

(2.11)

This computation is described in the next subsection.

\( K(s) \) changes only at reaction times and always increases by exactly \( N_0 \), so

\[
K(s) = M + mN_0, \quad \text{for } s \in [R_m, R_{m+1}).
\]  

(2.12)

Let \( F_t \) be the right-continuous (time reversed) filtration generated by the graphical representation restricted to \([T - t, T]\), but excluding the \( \{U_{x,n}\} \). More precisely \( F_t \) is the right-continuous filtration generated by

\[
\{\Lambda^*_w([T - s, T] \times A) : s \leq t, x \in \varepsilon \mathbb{Z}^d, A \subset \varepsilon \mathbb{Z}^d\},
\]

\[
\{\Lambda^*_w([T - s, T] \times B \times [0,1]) : s \leq t, B \subset \varepsilon \mathbb{Z}^dN_0, x \in \varepsilon \mathbb{Z}^d\}.
\]  

(2.13)

The \( \{R_m\} \) are then \( (F_t) \)-stopping times and \( X \) is \( (F_t) \)-adapted. Since \( P(R_{m+1} - R_m \in \cdot | F_{R_m}) \) is stochastically bounded below by an exponential random variable with mean \((e^*(M + mN_0))^{-1}, R_m \uparrow \infty \) a.s. (recall our graphical variables were extended to negative values of time) and the definition of \( X \) is complete.

Note that

\[
\mu_m \text{ is } F_{R_m} - \text{measurable and } \delta Y_{m,U_m} = \Lambda^*_w X^{\mu_m}_{R_m-}(\{T - R_m\} \times \cdot).
\]  

(2.14)

As the above time reversed Poisson point processes are also Poisson point processes, one may easily see that

\[
\{Y_m\} \text{ are iid with law } q_\varepsilon \text{ and } Y_m \text{ is } F_{R_m} - \text{measurable},
\]  

(2.15)

and

\[
\{U_m\} \text{ are iid uniform on } [0,1] \text{ and are independent of } F_{\infty}.
\]  

(2.16)
2.4 The computation process $\zeta$

Given an initial time $t_0 \in [0,T)$, the coalescing branching random walk $\{X_s, s \in [0,T-t_0]\}$, the sequence of parent indices $\{\mu_m\}$, the sequence of uniforms $\{U_m\}$, and a set of initial values in $\{0,1\}$, $\zeta_0(j) = \xi_{t_0}(X_{T-t_0}^j)$, $j \in J(T-t_0)$, we will define $\{\zeta_r(k), r \in [0,T], 0 \leq k \leq K((T-r)-)\}$ so that

$$\zeta_r(k) = \xi_r(X_{T-r}^k) \quad \text{for all } r \in [t_0,T) \text{ and } k \leq K((T-r)-).$$

The left hand limits here reflect the fact that we have reversed the direction of time from that of $X$.

In general we consider a general initial state $\zeta_0(j) \in \{0,1\}$, $j \in J(T-t_0)$. First we complete this initial state by setting $\zeta_0(k) = \zeta_0(j)$ if $k \sim_{T-t_0} j \in J(T-t_0)$. Suppose that for some $m \geq 1$, $R_m$ is the largest reaction time smaller than $T-t_0$. The values $\zeta_r(k)$ do not change except at times $T-R_m$, so $\zeta_r = \zeta_0$ for $r < T-R_m$. We decide whether or not to flip the value of $\zeta$ at $\mu_m$ at time $t-R_m$ as follows. Define $V_m \in \{0,1\}^{N_0}$ by

$$V_m^j = \zeta_{(T-R_m)-}(M + (m-1)N_0 + j), \quad j = 1, \ldots, N_0.$$  

(2.18)

Letting $i = \zeta_{(T-R_m)-}(\mu_m)$ we set

$$\zeta_{(T-R_m)}(\mu_m) = \begin{cases} 1 - i & \text{if } U_m \leq g_{1-i}(V_m)/c^* \\ i & \text{otherwise.} \end{cases}$$

(2.19)

To update the dual now, for $k \leq M + (m-1)N_0 = K((T-(T-R_m))-)$ and $k \neq \mu_m$,

$$\text{if } k \sim_{R_m} \mu_m \text{ set } \zeta_{T-R_m}(k) = \zeta_{T-R_m}(\mu_m).$$

(2.20)

Otherwise we keep $\zeta_{(T-R_m)}(k) = \zeta_{(T-R_m)-}(k)$.

The values $\zeta_r(k)$ remain constant for $r \in [T-R_m, T-R_{m-1})$. Coming to $r = T-R_{m-1}$, if $m-1 \geq 1$ we proceed as above. When we reach $r = T-R_0 = T$ we end by setting $\zeta_T = \zeta_{T-}$. If $\xi_{t_0}(j) = \xi(X_{T-t_0}^j)$ for $j \in J(T-t_0)$, the verification of (2.17) is an easy exercise from the definitions of $X$ and $\zeta$.

2.5 Branching random walk approximation $\hat{X}$

Due to the transience of random walk in dimensions $d \geq 3$, and the fact that the random walk steps are occurring at a fast rate in $X$ when $\varepsilon$ is small, any coalescing in $X$ will occur soon after a branching event and close to the branching site. As in Durrett and Zähle [23], such births followed quickly by coalescing are not compatible with weak convergence of the dual. Thus we need a way to excise these events from $X$. As in [23] we define a (non-coalescing) branching random walk $\hat{X}$ and associated computation process $\hat{\zeta}$. Later we will couple $(X, \zeta)$ and $(\hat{X}, \hat{\zeta})$ so that they are close when $\varepsilon$ is small.

For $m \in \mathbb{N}$, $\Pi_m$ denotes the set of partitions of $\{0, \ldots, m\}$ and for each $\pi \in \Pi_m$, $J_0(\pi)$ is the subset of $\{0, \ldots, m\}$ obtained by selecting the minimal element of each.
cell of \( \pi \). Write \( i \sim_\pi j \) if \( i \) and \( j \) are in the same cell of \( \pi \). Let \( \{ \hat{B}^Y, i = 0, \ldots, N_0 \} \) be the rate one coalescing random walk system on \( \mathbb{Z}^d \) with step distribution \( p \) and initial points at \( Y^0 = 0, Y^1, \ldots, Y^{N_0} \) where \( (Y^1, \ldots, Y^{N_0}) \) has law \( q \). Let \( \nu_\varepsilon \) denote the law on \( \Pi_{N_0} \) of the random partition associated with the equivalence relation \( i \sim j \) iff \( \hat{B}^{Y^i}(t) = \hat{B}^{Y^j}(t) \) for some \( t \geq 0 \). For \( \varepsilon > 0 \) let \( \nu_\varepsilon \) denote the law on \( \Pi_{N_0} \) of the random partition associated with the equivalence relation \( i \sim_\varepsilon j \) iff \( \hat{B}^{Y^i}(\varepsilon^{-3/2}) = \hat{B}^{Y^j}(\varepsilon^{-3/2}) \). Note that \( \varepsilon^{-3/2} = \varepsilon^{1/2}\varepsilon^{-2} \) so this is a short amount of time for the sped up process. For later use when we define the branching Brownian motion \( Z \) we note that since \( \varepsilon^{-3/2} \to \infty \),

\[
\nu_\varepsilon \text{ converges weakly to } \nu_0 \text{ as } \varepsilon \downarrow 0. \tag{2.21}
\]

As before we will have a fixed \( T > 0 \) and distinct sites \( z_0, \ldots, z_M \) in \( \varepsilon \mathbb{Z}^d \). Our branching random walk \( \hat{X} \) will have paths in \( \mathcal{D} \) and an associated set of indices \( \hat{J}(t) = \{ j : \hat{X}^j_t \neq \infty \} \). Let \( \pi_n \in \Pi_M \) be defined by the equivalence relation \( i \sim j \) iff \( \hat{B}^i(-z_i(\varepsilon^{-3/2}) = \hat{B}^j(-z_j(\varepsilon^{-3/2})) \). In words, \( \pi_0 \) will be used to “mimic” the initial coalescence in \( X \) of the particles starting at \( z_i \) before any reaction events occur.

For \( n \geq 1 \) let \( \pi_n \in \Pi_{N_0} \) be id with law \( \nu_\varepsilon \) and independent of \( \pi_0 \). From \( \{ \pi_n \} \) we inductively define a sequence of nonempty subsets \( \{ \hat{J}_n \} \) of \( \mathbb{Z}_+ \) by \( \hat{J}_0 = J_0(\pi_0) \) and for \( n \geq 0 \)

\[
\hat{J}_{n+1} = \hat{J}_n \cup \{ M + nN_0 + j : j \in J_0(\pi_{n+1}) \setminus \{ 0 \} \}. \tag{2.22}
\]

Set \( \hat{R}_0 = 0 \) and conditional on \( \{ \pi_n \} \) let \( \{ \hat{R}_{n+1} - \hat{R}_n : n \geq 0 \} \) be independent exponential random variables with means \( (c^n|\hat{J}_n|)^{-1} \), and let \( \{ \hat{\mu}_n \} \) be an independent sequence of independent random variables where \( \hat{\mu}_n, n \geq 1 \), is uniformly distributed over \( \hat{J}_{n-1} \). \( \hat{\mu}_n \) is the index of the particle that gives birth at time \( \hat{R}_n \).

To define \( \hat{X} \) inductively we start with

\[
\hat{X}_0^j = z_j \text{ if } j \in \hat{J}_0 = \hat{J}(0) \text{ and } \infty \text{ otherwise.} \tag{2.23}
\]

On \( [\hat{R}_n, \hat{R}_{n+1}] \), the \( \hat{X}^j : j \in \hat{J}_n \) follow independent copies of \( B^\varepsilon \) starting at \( \hat{X}_{\hat{R}_n}^j \).

At \( \hat{R}_{n+1} \) we define

\[
\hat{X}_{\hat{R}_{n+1}}^j = \begin{cases} 
\hat{X}_{\hat{R}_{n+1}}^{\mu_{n+1}} & \text{if } j \in \hat{J}_{n+1} = \hat{J}(\hat{R}_n), \\
\hat{X}_{\hat{R}_{n+1}}^{\mu_{n+1}} & \text{if } j \in \hat{J}_{n+1} - \hat{J}_n, \\
\infty & \text{otherwise.}
\end{cases}
\]

Note that offspring are no longer displaced from their parents and that coalescence reduces the number of particles born at time \( \hat{R}_{n+1} \), but otherwise no coalescence occurs as \( \hat{J}(t) = \hat{J}_n \) on \( [\hat{R}_n, \hat{R}_{n+1}] \). Thus, conditional on the sequence \( \{ \pi_n \} \), \( \hat{X} \) is a branching random walk starting with particles at \( z_j, j \in J_0(\pi_0) \), with particle branching rate \( c^n \) and giving birth to \( |\pi_n| - 1 \) particles on top of the parent \( \hat{X}_{\hat{R}_n}^{\mu_n} \) (who also survives) at the \( n \)th branch time \( \hat{R}_n \).
2.6 Computation process $\hat{\zeta}$

As we did for $X$, for $t_0 \in [0, T)$ we now define an computation process \{$\hat{\zeta}_t(k) : 0 \leq k \leq K((T-t)-), r \in [t_0, T]\}$ for $\hat{X}$. Here $\hat{K}(s) = M + mN_0$ if $s \in [\hat{R}_m, \hat{R}_{m+1})$. Given are the branching random walks $\{\hat{X}_s, s \in [0, T-t_0]\}$, the associated sequence \{$\pi_n, \hat{R}_n, \hat{\mu}_n$\}, a sequence of iid random variables \{$\hat{U}_n$\}, uniformly distributed on $[0,1]$ and independent of $(\hat{X}, \{\pi_n, \hat{R}_n, \hat{\mu}_n : n \in \mathbb{N})\}$, and a set of initial values $\hat{\zeta}_t(j), j \in J(T-t_0)$. In the next section when we couple $(X, \zeta)$ and $(\hat{X}, \hat{\zeta})$ we will set $\hat{U}_n$ equal to $U_n$ defined in (2.11). Define an equivalence relation $\approx_{\hat{R}_m}$ on $\{0, \ldots, M + nN_0\}$ by

\[
M + (m-1)N_0 + j \approx_{\hat{R}_m} M + (m-1)N_0 + i \quad (1 \leq i,j \leq N_0, 1 \leq m \leq n) \text{ iff } j \sim_{\pi_m} i,
\]

\[
M + (m-1)N_0 + j \approx_{\hat{R}_m} \hat{\mu}_m \quad (1 \leq j \leq N_0, 1 \leq m \leq n) \quad \text{ iff } j \sim_{\pi_m} 0, \quad (2.24)
\]

Finally if $\hat{R}_m \leq t < \hat{R}_{m+1}$ define $i \approx_t j$ if $i \approx_{\hat{R}_m} j$ for $0 \leq i, j \leq M + nN_0$. To prepare for the proof of Lemma 2.10, note that the definition of $\zeta$ that follows is just the definition of $\zeta$ with hats added and $\approx_t$ used in place of $\sim_t$.

First we complete the initial state $\hat{\zeta}_0$ by setting $\hat{\zeta}_0(k) = \hat{\zeta}_0(j)$ if $k \sim_{T-t_0} j \in \hat{J}(T-t_0)$, $k \leq \hat{K}(T-t_0) = K((T-t_0)-)$ a.s. Suppose that for some $m \geq 1$, $\hat{R}_m$ is the largest branching time smaller than $T-t_0$. The values $\hat{\zeta}_r(k)$ do not change except at times $T-\hat{R}_m$, so $\hat{\zeta}_r = \hat{\zeta}_0$ for $t < T-\hat{R}_m$. We decide whether or not to flip the value of $\hat{\zeta}$ at $\hat{\mu}_m$ at time $t-\hat{R}_m$ as follows. Define $\hat{V}_m \in \{0, 1\}^{N_0}$ by

\[
\hat{V}_m = \hat{\zeta}_{(T-\hat{R}_m)-}^t(M + (m-1)N_0 + j), \quad j = 1, \ldots, N_0.
\]

(2.25)

Letting $i = \hat{\zeta}_{(T-\hat{R}_m)-}^t(\hat{\mu}_m)$ we set

\[
\hat{\zeta}_{(T-\hat{R}_m)}^t(\hat{\mu}_m) = \begin{cases} 
1 - i & \text{if } \hat{U}_m \leq g_i(\hat{V}_m) / e^* \\
i & \text{otherwise}.
\end{cases}
\]

(2.26)

To update $\hat{\zeta}$ now, for $k \leq M + (m-1)N_0$ and $k \neq \hat{\mu}_m$,

\[
\text{if } k \approx_{\hat{R}_m} \hat{\mu}_m \text{ set } \hat{\zeta}_{T-\hat{R}_m}(k) = \hat{\zeta}_{(T-\hat{R}_m)}^t(\hat{\mu}_m), \quad (2.27)
\]

and for the remaining values of $k \leq M + (m-1)N_0$ keep

\[
\hat{\zeta}_{T-\hat{R}_m}(k) = \hat{\zeta}_{(T-\hat{R}_m)-}(k).
\]

The values $\hat{\zeta}_r(k)$ remain constant for $r \in [T-\hat{R}_m, T-\hat{R}_{m-1})$. Coming to $r = T-\hat{R}_{m-1}$, if $m-1 \geq 1$ we proceed as above. When we reach $r = T-\hat{R}_0 = T$ we end by setting $\hat{\zeta}_T = \hat{\zeta}_{T-}$. 
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2.7 Coupling of \((X, \zeta)\) and \((\hat{X}, \hat{\zeta})\)

We now give a construction of \(\hat{X}, \hat{\zeta}\) which will have the property that with high probability for small \(\varepsilon\), (i) \(X\) and \(\hat{X}\) are close and (ii) given identical inputs, \(\zeta\) and \(\hat{\zeta}\) will compute the same result. As before, \(T > 0\) and \(z = (z_0, \ldots, z_M)\), \(z_i \in \varepsilon \mathbb{Z}^d\) are fixed. Recall the reaction times \(R_m\), the uniform random variables \(U_m\) from (2.11), and the natural time-reversed filtration \(\mathcal{F}_t\) used in the construction of the dual \(X\) given in (2.10).

The following general definition will be used to construct the partitions \(\{\pi_n : n \in \mathbb{Z}_+\}\) needed to define \(\hat{X}\), (distributed as in Section 2.5) in terms of the graphical representation. Let \(V\) be an \(\mathcal{F}_t\)-stopping time (think of \(V = R_m\)), and let \(\gamma_0, \ldots, \gamma_M \in \varepsilon \mathbb{Z}^d \in \varepsilon \mathbb{Z}^d\) be \(\mathcal{F}_V\)-measurable. Let \(\{\hat{B}^{\varepsilon, \gamma_i} : i \in \{0, \ldots, M'\}\} \subset \varepsilon \mathbb{Z}^d\) be the rescaled coalescing random walk system, starting at time \(V\) at locations \(\gamma_0, \ldots, \gamma_M\), determined by the \(\{T^n\}\) in the graphical representation. That is, \(\{\hat{B}^{\varepsilon, \gamma_i} : i = 0, \ldots, M'\}\) are as described in Figure 6 but now starting at time \(T - V\) at sites \(\gamma_0, \ldots, \gamma_M\). For each \(t > 0\) let \(\pi_{\gamma_0, \gamma_M}(t)\) be the random partition of \(\{0, \ldots, M\}\) associated with the equivalence relation \(i \sim i'\) iff \(\hat{B}^{\varepsilon, \gamma_i}(t) = \hat{B}^{\varepsilon, \gamma_i'}(t)\). We call \(\pi_{\gamma_0, \gamma_M}(t)\) the random partition at time \(V + t\) with initial condition \(\gamma = (\gamma_0, \ldots, \gamma_M)\) at time \(V\).

Let \(\pi_0 = \pi_{0, z}(\sqrt{\varepsilon}) \in \Pi_m\) be the random partition of \(\{0, \ldots, M\}\) at time \(\sqrt{\varepsilon}\) with initial condition \(z = (z_0, \ldots, z_M)\) at time 0, and note that its law is the same as the law of the \(\pi_0\) described just before (2.21). For \(m \geq 1\) let

\[
\gamma_m = (X_{R_m}^\mu, X_{R_m}^\mu + Y_1^\mu, \ldots, X_{R_m}^\mu + Y_N^\mu)
\]

and \(\{\pi_m, m \in \mathbb{N}\}\) be an iid sequence with law \(\nu_\varepsilon\) and chosen independent of \(\mathcal{F}_\infty\). For \(m \in \mathbb{N}\), define

\[
\pi_m = \begin{cases} 
\pi_{R_m, \gamma_m}(\sqrt{\varepsilon}) & \text{if } R_m > R_{m-1} + \sqrt{\varepsilon} \text{ for all } 1 \leq n \leq m \\
\pi'_m & \text{otherwise.}
\end{cases}
\]

(2.28)

By the translation invariance and independent increments properties of the Poisson point processes used in the graphical representation and also (2.15), \(\pi_m\) is independent of \(\mathcal{F}_{R_m + \sqrt{\varepsilon}}\), \(\sigma(\{\pi'_n, n < m\}) \equiv \mathcal{F}_{m-1}\), and has law \(\nu_\varepsilon\) defined just before (2.21). It is also easy to check that \(\pi_m\) is \(\mathcal{F}_m\)-measurable \((m \geq 0)\) and so \(\{\pi_m, m \geq 0\}\) are independent and distributed as in Section 2.5.

For \(m \in \mathbb{N}\) let

\[
\tau'_m = \inf \{s \geq R_{m-1} : \exists i \neq j \text{ both in } J(R_{m-1}), \text{ or} \}
\]

\[
i \in J(R_{m-1}) \setminus \{\mu_{m-1}\}, j \in J(R_{m-1}) \setminus J(R_{m-1}), \text{ so that } X^i_s = X^j_s\},
\]

\[
\tau_m = \inf \{s \geq R_{m-1} + \sqrt{\varepsilon} : \inf \{s \geq R_{m-1} + \sqrt{\varepsilon} \mid X^i_s - X^j_s \leq \varepsilon^{7/8}\},
\]

\[
Y_m^* = \max \{|Y^i_m| : i = 1, \ldots, N_0\}.
\]

We introduce the time, \(T_b\), that one of four possible “bad events” occurs:

\[
T_b = \min \{R_m : m \geq 1, R_m \leq R_{m-1} + \sqrt{\varepsilon} \text{ or } Y_m^* \geq \frac{\varepsilon}{\kappa} \text{ log}(1/\varepsilon)\}
\]

\[
\wedge \min \{\tau_m : m \geq 1, \tau_m < R_m\} \wedge \min \{\tau'_m : m \geq 2, \tau'_m \leq R_{m-1} + \sqrt{\varepsilon}\}.
\]
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Here \( \min \theta = \infty \) To see why the last two minima should be large, note that after a birth of \( N_0 \) particles from particle \( \mu_m \) at time \( \hat{R}_m \), we expect some coalescence to occur between the parent and its children. After time \( \sqrt{\varepsilon} \), particles should all be separated by at least \( \varepsilon^{7/8} \) and remain that way until the next reaction time when again there may be coalescing within the family producing offspring but no other coalescing events. The qualifier \( m \geq 2 \) is needed in the last minimum because we have no control over the spacings between particles at time 0. The collision of particles 2 and 7 in Figure 6 is an example of a bad event that enters into the definition of \( \tau_4 \). We assume throughout that

\[
0 < \varepsilon < \varepsilon_1(\kappa) \quad \text{so that} \quad \frac{\varepsilon}{\kappa} \log(1/\varepsilon) < \varepsilon^{7/8}/2. \tag{2.29}
\]

Given \( \{\pi_m\} \) we now construct \( \hat{X} \) and \( \hat{A}(s) = ((\hat{\mu}_n, \hat{R}_n))_{n \in \mathbb{N}} \) (with the law described in Section 2.5) initially up to time \( \hat{T} = T_b \land \hat{T}_b \), where

\[
\hat{T}_b = \min\{\hat{R}_m : m \geq 1, \hat{R}_m - \hat{R}_{m-1} \leq \sqrt{\varepsilon}\}.
\]

Once one of the five bad events (implicit in the definition of \( \hat{T} \)) occurs, we will give up and continue the definition of the branching random walk using independent information. The coupling of \( X \) and \( \hat{X} \) will be through our definition of \( \{\pi_n\} \) and also through the use of the random walks steps of \( X^j \) to define corresponding random walk steps in \( \hat{X}^j \) whenever possible, as will be described below.

We begin our inductive construction by setting \( \hat{R}_0 = 0, \hat{J}(0) = J_0(\pi_0) \), and define \( \hat{X}_0 \) as in (2.23). Note that

\[
\hat{J}(0) = J(\sqrt{\varepsilon}) = J_0(\pi_0) \quad \text{if} \quad R_1 > \sqrt{\varepsilon}. \tag{2.30}
\]

Assume now that (\( \hat{X}, \hat{A} \)) has been defined on \([0, R_m \land \hat{T}]\). Assume also that \( R_m < \hat{T} \) implies the following for all \( 1 \leq i \leq m \):

\[
\hat{R}_i = R_i, \quad \hat{\mu}_i = \mu_i, \tag{2.31}
\]

\[
\hat{J}(R_i) = \hat{J}(R_{i-1}) \cup \{M + (i - 1)N_0 + j : j \in J_0(\pi_i) \setminus \{0\}\}. \tag{2.32}
\]

\[
\hat{J}(R_{i-1}) = \hat{J}(s) \subset J(s) \quad \text{for all} \quad s \in [R_{i-1}, R_i). \tag{2.33}
\]

\[
\hat{J}(s) = J(s) = J(R_{i-1} + \sqrt{\varepsilon}) \quad \text{for all} \quad s \in [R_{i-1} + \sqrt{\varepsilon}, R_i), \tag{2.34}
\]

The \( m = 0 \) case of the induction is slightly different, due for example to the special nature of \( \pi_0 \), so let us assume \( m \geq 1 \) first. To define (\( \hat{X}, \hat{A} \)) on \([R_m \land \hat{T}, R_{m+1} \land \hat{T}]\) we may assume \( R_m(\omega) < \hat{T}(\omega) \) and so (2.31)-(2.34) hold by induction. On \([R_m, R_m + \sqrt{\varepsilon}] \land R_{m+1} \land \hat{T} \) let (\( \hat{X}, \hat{A} \)) evolve as in Section 2.5 conditionally independent of \( \mathcal{F}_\infty \) given \( \{\pi_n\} \). Here it is understood that the unused partitions \( \{\pi_i : i > m\} \) are used to define the successive branching events as in (2.22).
Next, to define \( (\tilde{X}, \tilde{A}) \) on \( (R_m + \sqrt{\varepsilon}) \cap R_{m+1} \cap \hat{T}, R_{m+1} \cap \hat{T}) \) we may assume \( R_m(\omega) + \sqrt{\varepsilon} < R_{m+1} \cap \hat{T}(\omega). \) By the definition of \( \hat{T}_b \) this implies \( R_{m+1} > R_m + \sqrt{\varepsilon} \) and so for all \( s \in [R_m, R_m + \sqrt{\varepsilon}], \)

\[
\hat{J}(s) = \hat{J}(R_m) = \hat{J}(R_{m-1}) \cup \{ M + (m-1)N_0 + j : j \in J_0(\pi_m) \setminus \{0\} \} = J(R_{m-1} + \sqrt{\varepsilon}) \cup \{ M + (m-1)N_0 + j : j \in J_0(\pi_m) \setminus \{0\} \}.
\]

In the first equality we used (2.32) and in the second we used (2.33) and (2.34) with \( s = R_{m-1} + \sqrt{\varepsilon}. \) The fact that \( \tau_m \leq R_m \) (since \( T_b > R_m + \sqrt{\varepsilon} \)) shows there are no coalescings of \( X \) on \( [R_{m-1} + \sqrt{\varepsilon}, R_m] \) and so

\[
J(R_{m-1} + \sqrt{\varepsilon}) = J(R_m -).
\]

Again use \( T_b > R_m + \sqrt{\varepsilon} \) together with (2.29) to see that \( Y_m^* \leq \frac{\varepsilon}{\kappa} \log(1/\varepsilon) \leq \frac{\varepsilon^{7/8}}{2}, \) and so the spacings of the previously existing particles at time \( R_m \leq \tau_m \) ensures that none of the \( N_0 \) new particles at time \( R_m \) will land on a previously occupied site. Therefore if

\[
J_1(Y_m) = \{ 1 \leq j \leq N_0 : Y_m^j \notin \{ Y_m^i : 0 \leq i < j \} \},
\]

then

\[
J(R_m) = J(R_m -) \cup \{ M + (m-1)N_0 + j : j \in J_1(Y_m) \}.
\]

The fact that \( R_{m+1} \cap \tau_{m+1} > R_m + \sqrt{\varepsilon} \) means that \( X \) has no branching events in \( (R_m, R_m + \sqrt{\varepsilon}] \) and \( X \) has no particles coalescing on \( [R_m, R_m + \sqrt{\varepsilon}] \) except those involving \( X_{\tilde{R}_m}^i + Y_{\tilde{m}}^i, i = 0, \ldots, N_0. \) Therefore, the definition of \( \pi_m \) ensures that

\[
J(R_m + \sqrt{\varepsilon}) = J(R_m -) \cup \{ M + (m-1)N_0 + j : j \in J_0(\pi_m) \setminus \{0\} \}.
\]

where in the last line we have used (2.35) and (2.36). For \( s \in [R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \) we have \( s < \tau_{m+1} \) and so

\[
|X_s^j - X_s^k| > \varepsilon^{7/8} \text{ for all } j \neq k \text{ both in } J(s), \text{ for all } s \in [R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \). \tag{2.38}
\]

In particular \( X \) can have no coalescings on the above interval and so \( J(s) = J(R_m + \sqrt{\varepsilon}) \) for \( s \in [R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \). On \( (R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \) let \( (\tilde{X}_s^j, j \in J(s)) \) follow the random walk steps and branching events of \( \{ X_s^j : j \in J(s) \} \) (of course there is at most one of the latter at time \( R_{m+1} \) providing \( R_{m+1} \leq \hat{T} \)). In particular we are setting \( \hat{J}(s) = J(s) = J(R_m + \sqrt{\varepsilon}) \) for \( s \in [R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \) or \( s = \hat{T} < R_{m+1}. \tag{2.39} \)

(2.38) shows that the random walk steps and branching events for distinct particles of \( X \) on \( (R_m + \sqrt{\varepsilon}, R_{m+1} \cap \hat{T}] \) are independent. In addition, these steps and branching events are independent of the random walk increments used to define \( \{ \pi_n \} \). This shows that \( \tilde{X} \) evolves like the branching random walk described in Section 2.5 on
(R_m, R_{m+1} ∧ \hat{T}), and on (R_m, R_{m+1} ∧ \hat{T}] if either \hat{T} < R_{m+1}, or R_m + \sqrt{\varepsilon} ≥ R_{m+1} ∧ \hat{T}.

(In the latter case the first part of the above construction did the job and in the former case there is no reaction event to define at \hat{T} ∧ R_{m+1} = \hat{T}.) So to complete the construction at t = R_{m+1} ∧ \hat{T} we may assume

\[ R_m + \sqrt{\varepsilon} < R_{m+1} \leq \hat{T}. \] (2.40)

The above definition shows that \( \hat{R}_{m+1} = R_{m+1} \), we use (2.32) with \( i = m + 1 \) to define \( \hat{J}(R_{m+1}) \) and we set \( \hat{\mu}_{m+1} = \mu_{m+1} \). Clearly \( \hat{\mu}_{m+1} \) is uniform on \( \hat{J}(R_{m+1}) = J(R_m + \sqrt{\varepsilon}) \) (given \( \{\pi_n\} \)) and is independent of \( \{\hat{\mu}_n: n < m\} \). In addition the branching events used to define \( \{\pi_n\} \) are independent of the random walk steps used to define \( \{\pi_n\} \). This completes our inductive definition of \( (\hat{X}, \hat{A}) \) on \([0, R_{m+1} ∧ \hat{T}] \).

Next we complete the inductive step of the derivation of (2.31)-(2.34) for \( m + 1 \) under (2.40) which is in fact weaker than the \( R_{m+1} < \hat{T} \) condition. (2.39) implies (2.34) for \( i = m + 1 \), and (2.31) and (2.32) hold by definition. On \( \{R_m + \sqrt{\varepsilon} < R_{m+1} ≤ \hat{T}\} \) \( J \) can only decrease on \( \{R_m, R_m + \sqrt{\varepsilon}\} \) due to coalescings of the random walks, while \( \hat{J} \) is constant on this interval by (2.37). The inclusion (2.33) therefore follows from the equality in (2.34).

To complete the inductive construction of \( (\hat{X}, \hat{A}) \) on each \([0, R_m ∧ \hat{T}] \) and proof of (2.31)-(2.34) it remains to give the \( m = 0 \) step of the construction and verify the \( m = 1 \) case of the induction. Both follow by making only minor changes in the above induction step. For example, (2.30) is used in place of the (now nonexistent) induction hypothesis (2.32) both in defining \( \hat{X} \) on the initial interval and in obtaining (2.37) for \( m = 0 \).

Since \( R_m \uparrow \infty \) a.s. we have defined \( (\hat{X}, \hat{A})(s) \) on \([0, \hat{T}] \) and to complete the definition we let it evolve conditionally independently (given \( \{\pi_n\} \)) for \( s ≥ \hat{T} \).

The above construction and (2.16) show that

\[ (X, \{\pi_n\}, \{\mu_n\}, \hat{X}, \{\hat{\mu}_n\}, \{\hat{R}_n\}) \text{ is independent of } \{U_n\}, \] (2.41)

where \( \{U_n\} \) are the uniforms from (2.11). Therefore the computation process \( \hat{\zeta} \) for the above \( \hat{X} \) may be defined as in Section 2.6 but with \( \hat{U}_n = U_n \).

**Lemma 2.1.** (a) For all \( m \in \mathbb{Z}_+ \), \( R_m < T_b \) and \( \hat{R}_m < \hat{T}_b \) imply \( R_m = \hat{R}_m < \hat{T} \).

(b) For all \( m \in \mathbb{N} \), if

\[
G_m = \{\omega: \left(\bigwedge_{i=1}^m R_i - R_{i-1}\right) ∧ \left(\bigwedge_{i=2}^{m+1} \tau_i' - R_{i-1}\right) > \sqrt{\varepsilon}, \quad R_i ≤ \tau_i ∀ i ≤ m, \max_{i ≤ m} Y_i^x < \frac{\varepsilon}{κ} \log(1/\varepsilon), \bigwedge_{i=1}^m \hat{R}_i - \hat{R}_{i-1} > \sqrt{\varepsilon}\},
\]

then \( G_m \subset \{\hat{R}_m = R_m < \hat{T}\} \).

**Proof.** (a) The implication is trivial for \( m = 0 \) so assume it for \( m \) and assume also \( R_{m+1} < T_b \), \( R_{m+1} < \hat{T}_b \). By induction we have \( R_m = \hat{R}_m < T_b \). Since \( R_{m+1} ∧ \hat{R}_{m+1} > R_m + \sqrt{\varepsilon} \), we also know \( \hat{T} > R_m + \sqrt{\varepsilon} \). The construction of \( \hat{X} \) on \((R_m + \sqrt{\varepsilon}, R_{m+1} ∧ \hat{T})\) shows that the next reaction time of \( \hat{X} \) on this interval must be \( R_{m+1} \) (if it exists) and so \( \hat{T}_b ≥ R_{m+1} \). Since \( T_b > R_{m+1} \) by hypothesis we get
\((R_m + \sqrt{\varepsilon}, R_{m+1} \land \mathring{T}) = (R_m + \sqrt{\varepsilon}, R_{m+1})\). Hence our construction of \(\mathring{X}\) on this interval shows \(\mathring{R}_{m+1} = R_{m+1}\) and so the result follows for \(m+1\).

(b) The first four conditions in the definition of \(G_m\) imply

\[ T_b \geq R_{m+1} \land \tau'_{m+2} \land \tau_{m+1} > R_m. \]

The last condition implies \(\mathring{T}_b > \mathring{R}_m\). Now apply (a).

As an immediate consequence of the above and our inductive proof of (2.31)-(2.34) we get the following:

**Lemma 2.2.**

\[ G_m \Rightarrow R_m < \mathring{T} \Rightarrow \text{ for all } 1 \leq i \leq m \text{ (2.31) – (2.34) hold.} \]

On \(G_m\) and on the intervals \([R_{m-1} + \sqrt{\varepsilon}, R_m]\) our definition of \(\mathring{X}\) and Lemma 2.1(b) shows that the movement of particles in \(X\) and \(\mathring{X}\) are coupled (they take identical steps) but on \([R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]\) they move independently. To bound the discrepancies that accumulate during these intervals we use:

**Lemma 2.3.** If \(\omega \in G_m\), then

\[
\sup\{|\mathring{X}_s^j - X_s^j| : j \in J(s), s \in [0, R_m)\} \leq (m - 1)\varepsilon \frac{\log(1/\varepsilon)}{K} + \sum_{l=0}^{m-1} \sup_{j \in J(R_l), s \in [R_l, R_l + \sqrt{\varepsilon}]} |\mathring{X}_s^j - \mathring{X}_s^j| + |X_s^j - X_s^j|.
\]

**Proof.** Suppose first that \(m > 1\) and we are on \(G_m\). By the coupling of the spatial motions noted above, for \(j \in J(R_{m-1})\)

\[
\sup_{s \in [R_{m-1}, R_m)} |\mathring{X}_s^j - X_s^j| = \sup_{s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]} |\mathring{X}_s^j - X_s^j|
\]

\[
\leq |\mathring{X}_{R_{m-1}}^j - X_{R_{m-1}}^j| + \sup_{s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]} |\mathring{X}_s^j - \mathring{X}_s^j| + \sup_{s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]} |X_s^j - X_{R_{m-1}}^j|.
\]

On \(G_m\), a newly born particle to \(X_{R_{m-1}}^j\) may jump a distance at most \(\varepsilon \log(1/\varepsilon) / K\) from its parent, while for \(\mathring{X}_{R_{m-1}}^j\) it will be born on its parent site, so the above is at most

\[
\sup_{k \in J(R_{m-1})} |\mathring{X}_{R_{m-1}}^k - X_{R_{m-1}}^k| + \frac{\varepsilon \log(1/\varepsilon)}{K} + \sup_{s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]} |\mathring{X}_s^j - \mathring{X}_s^j| + \sup_{s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]} |X_s^j - X_{R_{m-1}}^j|.
\]

Things are simpler when \(m = 1\) because there are no initial jumps to worry about and so the second term in the above is absent. The required bound now follows by induction in \(m\) and the fact that \(G_m\) is decreasing in \(m\). \(\square\)
2.8 Bounding the probability of bad events

Here and in what follows it is useful to dominate $X$ with a branching random walk $\bar{X}$, also with paths in $D$ and with the same initial state. Particles in $\bar{X}$ follow independent copies of $B^\varepsilon$ and with rate $c^*$ give birth to $N_0$ particles located at $B^\varepsilon_i + Y^i_{m_i}$, $i = 1, \ldots, N_0$, where $B^\varepsilon_i$ is the location of the parent particle. At the $n$th birth time $\bar{R}_m$ we use $X^{M+(m-1)N_0+i}$, $i = 1, \ldots, N_0$ to label the new particles, so that if $J(t) = \{j : X^j_i \neq \infty\}$, then $\bar{J}(\bar{R}_m) = \{0, \ldots, M + mN_0\}$. Coalescence is avoided in $\bar{X}$ by having the coalescing particle with the larger index have its future steps and branching events dictated by an independent copy of the graphical representation. This will ensure that $J(t) \subset \bar{J}(t)$ and $\{X^j(t) : j \in J(t)\} \subset \{X^j(t) : j \in \bar{J}(t)\}$ for all $t \geq 0$.

Let $N_T = \min\{m : R_m > T\}$ and define $\bar{N}_T$ in the same way, using the branching times $\{\bar{R}_m\}$. Let

$$c_b = c^*N_0 \geq 1.$$  \hfill (2.43)

We will also need to separate the particles in $\bar{X}$ and so define

$$\hat{\bar{R}}_m = \inf\{s > \bar{R}_{m-1} + \sqrt{\varepsilon} : \inf_{i \neq j \in \bar{J}(s)} |\bar{X}^i_s - \bar{X}^j_s| \leq \varepsilon^{7/8}\}, m \in \mathbb{N}.$$  \hfill (2.44)

Lemma 2.4. There is a constant $c_{2.4}$ so that for all $T > 0$ and $n \in \mathbb{N}$

(a) $P(N_T > n) \leq P(\bar{N}_T > n) \leq e^{c_bT}(M + 1)(nN_0)^{-1}$.

(b) $P(\min_{1 \leq m \leq N_T} R_m - R_{m-1} \leq \sqrt{\varepsilon} \text{ or } \min_{1 \leq m \leq N_T} \bar{R}_m - \bar{R}_{m-1} \leq \sqrt{\varepsilon}) \leq c_{2.4}e^{c_bT}(M + 1)\varepsilon^{1/6}$.

Proof. (a) The first inequality follows from the domination of $X$ by $\bar{X}$. For the second one note that $E(\bar{J}(T)) = (M + 1)e^{c_bT}$ and conclude

$$P(\bar{N}_T > n) \leq P(|\bar{J}(T)| \geq M + 1 + nN_0) \leq (M + 1 + nN_0)^{-1}(M + 1)e^{c_bT}.$$

(b) Let $Z$ be a mean one exponential random variable. The domination of $X$ by $\bar{X}$ shows that for any $n \geq 1$,

$$P\left(\min_{1 \leq m \leq N_T} R_m - R_{m-1} \leq \sqrt{\varepsilon}\right) \leq P\left(\min_{1 \leq m \leq N_T} \bar{R}_m - \bar{R}_{m-1} \leq \sqrt{\varepsilon}\right) \leq P(\bar{N}_T > n) + \sum_{m=1}^n P\left(\frac{Z}{M + 1 + (m - 1)N_0} \leq \sqrt{\varepsilon}\right) \leq e^{c_bT}(M + 1)(nN_0)^{-1} + \sum_{m=1}^n (M + 1 + (m - 1)N_0)\sqrt{\varepsilon},$$

by (a). Now set $n = \lceil \varepsilon^{-1/6} \rceil$ and note that the sum is at most $(M+1)n\sqrt{\varepsilon} + n^2N_0\sqrt{\varepsilon}$. A similar calculation gives the same upper bound for the $\bar{R}_m$'s. \hfill \square

Lemma 2.5. There is a constant $c_{2.5}$ so that for all $T > 0$

$$P(Y^* > \frac{\varepsilon}{K} \log(1/\varepsilon) \text{ for some } m \leq N_T) \leq c_{2.5}e^{c_bT}(M + 1)\varepsilon^{1/2}$$
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Proof. By (a) of Lemma 2.4, \( P(N_T > n) \leq e^{\kappa T}(M + 1)(nN_0)^{-1} \). Using (1.8) gives
\[
P(Y_m^* > \frac{\varepsilon}{\kappa} \log(1/\varepsilon) \text{ for some } n \leq n) \leq nC\varepsilon.
\]
Taking \( n = \lceil \varepsilon^{-1/2} \rceil \) now gives the desired result. \( \square \)

The following facts about random walks will be used frequently.

**Lemma 2.6.** Let \( Z_s \) denote a continuous time rate 2 random walk on \( \mathbb{Z}^d \) jumping with kernel \( p \), and starting at \( x \in \mathbb{Z}^d \) under \( P^x \), and \( B^\varepsilon \) be our continuous time rescaled copy of \( Z \), starting at \( z \in \varepsilon\mathbb{Z}^d \) under \( P_z \).

(a) For any \( t_0 \geq 0, r_0 \geq 1, x \in \mathbb{Z}^d \) and \( p \geq 2, \)
\[
P^x(|Z_s| \leq r_0 \text{ for some } s \geq t_0) \leq c_{2,6} \int_{t_0}^{\infty} \left[ \left\lfloor |x| - r_0 \right\rfloor^{-p} (s^{p/2} \vee s) \right] ds.
\]
(b) \( \sup_x P^x(|Z_s| \leq \varepsilon^{-1/8} \text{ for some } s \geq \varepsilon^{-3/2}) \leq c_{2,6}\varepsilon^{3/8} \).

(c) For any \( z \in \varepsilon\mathbb{Z}^d, r_0 \geq 1 \)
\[
P_z(|B^\varepsilon_s| \leq r_0 \varepsilon \text{ for some } s \geq 0) \leq c_{2,6}(|z|\varepsilon^{-1})^{-2/3} (d-2) r_0^{2(d+1)/3}.
\]

**Proof.** (a) Use \( T(t_0, y) \leq \infty \) to denote the time of the first visit of \( Z \) to \( y \) after time \( t_0 \), and let
\[
G = \int_0^\infty P^0(Z_s = 0) \, ds
\]
be the expected time at 0 (which is finite since \( d \geq 3 \)). Then
\[
\int_{t_0}^{\infty} \int P^x(Z_s = y) \, ds = \mathbb{E}^x \left( 1\{T(t_0, y)(\omega) < \infty\} \int_{T(t_0, y)(\omega)}^{\infty} \int P^y(Z_s-T(t_0, y)(\omega) = y) \, ds \right) = GP^x(T(t_0, y) < \infty).
\]
Summing over \(|y| \leq r_0 \) for \( r_0 \geq 1 \) and rearranging, we get
\[
P^x(|Z_s| \leq r_0 \text{ for some } s \geq t_0) \leq G^{-1} \sum_{|y| \leq r_0} \int_{t_0}^{\infty} \int P^x(Z_s = y) \, ds = G^{-1} \int_{t_0}^{\infty} P^x(|Z_s| \leq r_0) \, ds. \tag{2.45}
\]
A martingale square function inequality shows that for \( p \geq 2, \)
\[
P^x(|Z_s| \leq r_0) \leq P^0(|Z_s| \geq (|x| - r_0)^+) \leq c((|x| - r_0)^+)^{-p} (s^{p/2} \vee s). \tag{2.46}
\]
A local central limit theorem (see, e.g. (A.7) in [6]) shows that
\[
P^x(|Z_s| \leq r_0) \leq c(s \vee 1)^{-d/2} r_0^d. \tag{2.47}
\]
Use the above two inequalities to bound the integrand in (2.45) and derive (a).
(b) Set $r_0 = \varepsilon^{-1/8}$ and $t_0 = \varepsilon^{-3/2}$ in (a) and use only the second term in the infimum inside the integral. The right-hand side is $c\varepsilon^{-(d/8)-(3/2)+(3d/4)}$. To complete the proof we note that exponent is smallest when $d = 3$.

(c) We may assume without loss of generality that $r_0 \leq |z|\varepsilon^{-1/2} = M/2$ (or the bound is trivial) and so $t_1 = M^{4/3}r_0^{2/3} \geq 1$. Apply (a) with $p = 2d$ and break the integral at $t_1$ to see that the probability in (c) is

$$P^{\varepsilon^{-1}}(|Z_s| \leq r_0 \text{ for some } s \geq 0) \leq c\left[\int_0^{t_1} M^{-2d}(s^d \vee s)ds + \int_{t_1}^{\infty} s^{-d/2}r_0^d ds\right]$$

$$\leq c(M^{-2d}t_1^{d+1} + t_1^{-1-(d/2)}r_0^d)$$

$$\leq cM^{-2(2/3)(d-2)}r_0^{2(d+1)/3}.$$  

\[\square\]

**Lemma 2.7.** $P(\tau_m < R_m \text{ or } \bar{\tau}_m < \hat{R}_m \text{ for some } 1 \leq m \leq N_T) \leq c_2\varepsilon^{3/32}$.

**Proof.** To bound $P(\tau_m < R_m \text{ for some } 1 \leq m \leq N_T)$, we start with

$$P(\tau_m < R_m | F_{R_{m-1}}) \leq P(R_m > R_{m-1} + \sqrt{\varepsilon}, \exists i \neq j \text{ both in } J(R_{m-1} + \sqrt{\varepsilon}), \text{ s.t.}$$

$$\inf_{\sqrt{\varepsilon} + R_{m-1} \leq s \leq R_m} |X^i_s - X^j_s| \leq \varepsilon^{7/8} |F_{R_{m-1}}|.$$  

Now $i \neq j$ both in $J(R_{m-1} + \sqrt{\varepsilon})$ and $R_m > R_{m-1} + \sqrt{\varepsilon}$ imply $i, j \in J(R_{m-1})$ and $X^i_s \neq X^j_s$ for all $s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}]$. Therefore, the above is at most

$$\sum_{i \neq j \in J(R_{m-1})} P(X^i_s - X^j_s \neq 0, \forall s \in [R_{m-1}, R_{m-1} + \sqrt{\varepsilon}],$$

$$|X^i_s - X^j_s| \leq \varepsilon^{7/8} \exists s \geq R_{m-1} + \sqrt{\varepsilon}|F_{R_{m-1}}|.$$  

If $Z$ as in Lemma 2.6, we may use (b) of that result to bound the above by

$$|J(R_{m-1})|^2 \sup_{\varepsilon \neq 0} P^{\varepsilon}(|Z_s| \leq \varepsilon^{-1/8} \exists s \geq \varepsilon^{-3/2})$$

$$\leq (M + 1 + (m - 1)N_0)^2 \cdot c\varepsilon^{3/8}.$$  

Using Lemma 2.4(a), we conclude

$$P(\tau_m < R_m \text{ for some } 1 \leq m \leq N_T)$$

$$\leq e^{c_2\varepsilon}|M - 1)(nN_0)^{-1} + \sum_{m=1}^{n}(M + 1 + (m - 1)N_0)^2\varepsilon^{3/8}.$$  

To bound the sum we note that for $a, b \geq 1$,

$$\sum_{m=1}^{n}(a + (m - 1)b)^2 \leq \int_0^n (a + xb)^2 dx = \frac{1}{3b}[(a + nb)^3 - a^3] \leq ca^2(nb)^3.$$  
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Taking \( n = \lceil \varepsilon^{-3/32}/N_0 \rceil \) gives the desired bound. A similar calculation (in fact there is some simplification) gives the same upper bound for
\[
P(\hat{\tau}_m < \hat{R}_m \text{ for some } 1 \leq m \leq N_T.)
\]

Lemma 2.8.
\[
P(\min_{1 \leq m \leq N_T} \tau'_{m+1} - R_m \leq \sqrt{\varepsilon}) \leq c_{2.8} e^{c_8 T} (M + 1)^2 \varepsilon^{1/40}.
\]

Proof. Define \( S_m \supset G_m \) as \( G_m \) (in Lemma 2.1) but without the lower bounds on \( \land_{i=2}^{m+1} t_i - R_{i-1} \) or \( \land_{i=1}^m \hat{R}_i - \hat{R}_{i-1} \). Note that \( S_m \in \mathcal{F}_{R_m} \) and if \( \omega \in S_m \), then
\[
|X_{R_m}^i - X_{R_m}^j| \geq \varepsilon^{7/8} \text{ for all distinct } i, j \in J(R_m-).
\]
In addition, since \( Y_m^* \leq \frac{\varepsilon}{\kappa} \log(1/\varepsilon) \) we have that for all \( i \in J(R_m-) - \{\mu_m\}, j \in J(R_m) - J(R_m-) \)
\[
|X_{R_m}^i - X_{R_m}^j| \geq \varepsilon^{7/8} - \frac{\varepsilon}{\kappa} \log(1/\varepsilon) \geq \varepsilon^{7/8}/2
\]
since \( \varepsilon < \varepsilon_1(\kappa) \) (recall (2.29)). If \( T_0 \) is the return time to zero of the random walk \( Z \) in Lemma 2.6, we have (see P 26.2 in [41] for \( d = 3 \) and project down for \( d > 3 \))
\[
P_{z_0}(T_0 < \infty) \leq c|z_0|^{-1}.
\]
Use (2.49), (2.50), and (2.51) with scaling, and the bound
\[
|J(R_m-)| \leq M + 1 + (m - 1)N_0
\]
to see that on \( S_m \in \mathcal{F}_{R_m} \),
\[
P(\tau'_{m+1} - R_m \leq \sqrt{\varepsilon}|\mathcal{F}_{R_m})
\leq c((M + 1 + (m - 1)N_0)^2 \varepsilon^{1/8} + (M + 1 + (m - 1)N_0)N_0 \varepsilon^{1/8})
\leq c(M + 1)^2 m^2 N_0^2 \varepsilon^{1/8}.
\]
(2.52)
Using the bound in Lemma 2.4(a), we conclude
\[
P\left(\min_{1 \leq m \leq N_T} \tau'_{m+1} - R_m \leq \sqrt{\varepsilon}, S_{N_T}\right)
\leq P(N_T > n) + \sum_{k=1}^{n} P(N_T = k, S_k, \min_{1 \leq m \leq k} \tau'_{m+1} - R_m \leq \sqrt{\varepsilon})
\leq c_{2.4} e^{c_4 T} (M + 1)(nN_0)^{-1} + \sum_{k=1}^{n} \sum_{m=1}^{k} P(S_m, \tau'_{m+1} - R_m \leq \sqrt{\varepsilon}).
\]
Using (2.52) now, the above sum is at most
\[
cN_0^2 (M + 1)^2 n \varepsilon^{1/8} \sum_{m=1}^{n} m^2 \leq c(M + 1)^2 n^4 \varepsilon^{3/8}.
\]
Take \( n = \lceil \varepsilon^{-1/40} \rceil \) and use Lemmas 2.4, 2.5, and 2.7 to bound \( P(S_{N_T}^c) \) to get the desired result.
2.9 When nothing bad happens, \((X, \zeta)\) and \((\hat{X}, \hat{\zeta})\) are close

The next result gives a concrete bound on the difference between \(X\) and \(\hat{X}\) and deals with the final interval \([R_m, R_m \wedge T]\). Let

\[
\bar{G}_m = G_m \cap \{\hat{T} \geq \hat{R}_m\}, \quad m \in \mathbb{N},
\]

and for \(0 < \beta \leq 1/2\), define

\[
\bar{G}_T^\beta = \bar{G}_{NT} \cap \{\sup_{s \leq T} \sup_{j \in \hat{J}(s)} \|X^j_s - \hat{X}^j_s\| \leq \varepsilon^{1/6}\}
\]

\[
\cap \{T \notin \bigcup_{m=0}^{N_T-1} [R_m, R_m + 2\varepsilon^\beta]\}. \quad (2.53)
\]

Allowing smaller \(\beta\) values will be useful in Sections 3 and 4, but for now the reader may take \(\beta = 1/2\).

**Lemma 2.9.** There is a \(c_{2.9}\) and \(\varepsilon_{2.9}(\kappa) > 0\) so that for any \(T \geq 2\varepsilon^\beta\), \(0 < \varepsilon < \varepsilon_{2.9}(\kappa)\),

\[
P((\bar{G}_T^\beta)^c) \leq c_{2.9}e^{c_{2.9}(\kappa)(M + 1)^2 \varepsilon^{1/40}}.
\]

On \(\bar{G}_T^\beta\) we have \(\hat{J}(s) = J(s)\) for all \(s \in [T - \varepsilon^\beta, T]\), and \(|\hat{X}_i^j - X^j_T| \geq \varepsilon^{7/8}\) for all \(i \neq j\) in \(\hat{J}(T)\).

**Proof.** Dependence on \(\beta\) will be suppressed. For \(s\) as above, Lemma 2.2 implies \(\hat{J}(s) = J(s)\) on \(\bar{G}_T\) since \(s \in [R_{N(T)} - 1 + \sqrt{\varepsilon}, R_{N(T)}]\) on \(\bar{G}_T\). The last assertion of the Lemma holds on \(\bar{G}_T\) because on \(\bar{G}_T\), \(\hat{\tau}_{N(T)} \geq \hat{R}_{N(T)}\) and

\[
T \in [R_{N(T)} - 1 + \sqrt{\varepsilon}, R_{N(T)}] = [\hat{R}_{N(T)} - 1 + \sqrt{\varepsilon}, \hat{R}_{N(T)}].
\]

Lemmas 2.4, 2.5, 2.7, and 2.8 imply

\[
P(\bar{G}_{NT}^c) \leq c\varepsilon^{c_{2.9}(\kappa)(M + 1)^2 \varepsilon^{1/40}}. \quad (2.54)
\]

To deal with the first additional good event in \(\bar{G}_T\), we note that by Lemma 2.3

\[
P(G_{NT}, \sup_{s \leq T} \sup_{j \in \hat{J}(s)} |X^j_s - \hat{X}^j_s| > \varepsilon^{1/6}) \leq P(N_T > n)
\]

\[
+ P \left((n-1)\frac{\varepsilon}{\kappa} \log(1/\varepsilon) + \sum_{i=0}^{n-1} \sup_{j \in J(R_i)} \sup_{s \in [R_i, R_i + \sqrt{\varepsilon}]} |\hat{X}_i^j - \hat{X}^j_{R_i}| + |X^j_s - X^j_{R_i}| > \varepsilon^{1/6}\right)
\]

By (a) in Lemma 2.4 the first term is at most \(e^{c_{2.9}(\kappa)(M + 1)(nN_0)^{-1}}\). If

\[
(n-1)\frac{\varepsilon}{\kappa} \log(1/\varepsilon) < \varepsilon^{1/6}/2,
\]

then it enough to bound

\[
P \left(\sum_{i=0}^{n-1} \sup_{j \in J(R_i)} \sup_{s \in [R_i, R_i + \sqrt{\varepsilon}]} |\hat{X}_i^j - \hat{X}^j_{R_i}| + |X^j_s - X^j_{R_i}| > \varepsilon^{1/6}/2\right)
\]

\[
\leq \sum_{i=0}^{n-1} (M + 1 + iN_0) 2P\left(\sup_{s \leq \sqrt{\varepsilon}} |D^\varepsilon_s| > \frac{\varepsilon^{1/6}}{4n}\right) \leq c(M + 1)n^2N_0 \cdot n^2\varepsilon^{-2/6} \varepsilon^{1/2},
\]
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by the $L^2$ maximal inequality for martingales. If $n = \lceil \varepsilon^{-1/40} \rceil$ (so that (2.55) holds for $\varepsilon < \varepsilon_{2.9}(\kappa)$) the above gives

$$P \left( G_{N_T}, \sup_{s \leq T} \sup_{j \in \tilde{J}(s)} |X^j_s - \hat{X}^j_s| > \varepsilon^{1/6} \right) \leq c e^{c_1 T} (M + 1) \varepsilon^{1/15}. \quad (2.56)$$

The domination of $X$ by $\hat{X}$ ensures that

$$\bigcup_{m=0}^{N_T-1} [R_m, R_m + 2\varepsilon^\beta] \subset \bigcup_{m=0}^{N_T-1} [\bar{R}_m, \tilde{R}_m + 2\varepsilon^\beta].$$

Therefore (recall $T > 2\varepsilon^\beta$) for any $\ell \in \mathbb{N}$

$$P(T \in \bigcup_{m=0}^{N_T-1} [R_m, R_m + 2\varepsilon^\beta]) \leq P(\bar{N}_T > \ell) + P(T \in \bigcup_{m=1}^{\ell-1} [\bar{R}_m, \tilde{R}_m + 2\varepsilon^\beta]).$$

Lemma 2.4(a) shows that the first term is at most $e^{c_3 T} (M + 1)(\ell N_0)^{-1}$. Conditional on $F_{\bar{R}_{m-1}}$, $\tilde{R}_m - \bar{R}_{m-1}$ is an exponential random variable with rate $(M + 1 + (m - 1)N_0)c^*$, so the second term is at most

$$E \left( \sum_{m=1}^{\ell} P(T - 2\varepsilon^\beta - \bar{R}_{m-1} \leq \tilde{R}_m - \bar{R}_{m-1} \leq T - \bar{R}_{m-1} \mid F_{\bar{R}_{m-1}}) \right) \leq 2\varepsilon^\beta \sum_{m=1}^{\ell} ((M + 1 + (m - 1)N_0)c^*) \leq c e^{c_3 T} (M + 1)\ell^2 \varepsilon^\beta.$$

Taking $\ell = \lceil \varepsilon^{-\beta/3} \rceil$ then using (2.54) and (2.56) gives the desired bound on $P(\hat{G}^c_T)$.

The next ingredient required for the convergence theorem is:

**Lemma 2.10.** Assume $T > 2\varepsilon^\beta$, $t_0 \in [0, \varepsilon^\beta]$, and $\omega \in \tilde{G}^\beta_T$. If $\hat{\zeta}_{t_0}(j) = \zeta_{t_0}(j)$ for all $j \in \hat{J}(T-t_0)$, then $\hat{\zeta}_T(i) = \zeta_T(i)$, $i = 0, \ldots, M$. In particular if $\hat{\zeta}_{t_0}(j) = \xi_{t_0}(X^j_{T-t_0})$ for $j \in J(T-t_0)$, then $\hat{\zeta}_T(i) = \xi_T(z_i)$ for $i = 0, \ldots, M$.

**Remark 2.1.** By Lemma 2.9, $J(T-t_0) = \hat{J}(T-t_0)$ on $\tilde{G}^\beta_T$, and so all the necessary inputs required for both computations are prescribed in the above result.

**Proof.** The last statement is immediate from the first and (2.17) with $r = T$.

By the definition of $G_{N_T} \supseteq \tilde{G}^\beta_T$ and Lemma 2.2 there is a unique $n < N_T$ so that

$$R_n + \sqrt{\varepsilon} \leq T - \varepsilon^\beta \leq t - t_0 < T < R_{n+1} \quad (2.57)$$

and

$$\bar{R}_m = R_m \text{ and } \hat{\mu}_m = \mu_m \text{ for } m \leq n + 1, \quad \bar{K}(s) = K(s) \text{ for } s \in [0, T]. \quad (2.58)$$

As was noted in Section 2.6 the inductive definitions of $\zeta$ and $\hat{\zeta}$ are identical except the latter has hats on the relevant variables and uses $\approx_t$ in place of $\sim_t$. The above
shows that in our current setting the relevant variables are the same with or without hats (recall we are using \(\hat{U}_n = \bar{U}_n\) in our coupled construction of \(\hat{\zeta}\)) and so it remains to show the equivalence relations are the same and we do this now for the initial extensions. That is, we extended \(\hat{\zeta}_{t_0}\) to \(\{0, \ldots, K(T - t_0)\}\) by \(\hat{\zeta}_{t_0}(k) = \hat{\zeta}_{t_0}(j)\) if \(k \approx_{T-t_0} j \in J(T - t_0) = J(T - t_0)\) (see the above Remark) and extended \(\zeta_{t_0}\) in the same way but if \(k \sim j \in J(T - t_0)\) which means \(X^j_{T-t_0} = X^k_{T-t_0}\), and so we now show these equivalencies are the same and hence so are the extensions. Note that in applying (2.24) to extend \(\hat{\zeta}_{t_0}\) we are using \(\pi_m = \pi_{R_m, \gamma_m}(\sqrt{\varepsilon})\) for \(m > 0\) and \(\pi_0 = \pi_{0, \varepsilon}(\sqrt{\varepsilon})\). This means two indices \(j, k\) in a family which has branched at time \(R_m = R_m, 0 \leq m \leq n\) (if \(m = 0\) this means two initial indices) are equivalent (in the \(\approx\) sense) at time \(T - t_0\) if their corresponding \(X\) paths coalesce by time \(R_m + \sqrt{\varepsilon}\).

Lemma 2.2 implies that on \(\hat{\zeta}^\beta_T\) there are no coalescing events in \([0, T - t_0]\) (in fact on \([0, T]\)) except for those in \([R_m, R_m + \sqrt{\varepsilon}]\), involving a common family born at \(R_m\), for \(m \leq n\). Therefore, the above condition is equivalent to \(X^j_{T-t_0} = X^k_{T-t_0}\) and the required result is proved.

The Lemma now follows easily by induction up the tree of \(X\). In place of the above we must show equivalence of the equivalencies used in (2.20) and (2.27) at times \(R_m\). Note here that for the indices of interest in (2.20) and (2.27) this is equivalent to the corresponding equivalencies at times \(R_{m-1} + \sqrt{\varepsilon}\) and this follows as above for \(m \geq 1\).

### 2.10 The branching Brownian motion and computation process

We now define a branching Brownian motion \(\hat{X}^0\) starting at \(x \in \mathbb{R}^d\) with paths in \(\mathcal{D}\). Let \(\{\pi_n, n \geq 1\}\) be an iid sequence of partitions with law \(\nu_0\) (defined in the second paragraph of Section 2.5). Particles in \(\hat{X}^0\) branch at rate \(c^\ast\) and at the \(n\)th branching time, \(|\pi_n^0| - 1\) particles are born at the location of the parent who also remains alive. After birth, particles in \(\hat{X}^0\) move as independent Brownian motions in \(\mathbb{R}^d\) with variance parameter \(\sigma^2\). To couple \(\hat{X}^0\) with the branching random walk \(X^\varepsilon\) from Section 2.5 we need two preliminary lemmas which allow us to couple the corresponding particle motions and offspring numbers, respectively, of the two branching processes.

#### Lemma 2.11

We may define our scaled random walk \(B^\varepsilon\) and a \(d\)-dimensional Brownian motion \(B\) with variance \(\sigma^2\), starting at 0, on the same space so that for some constant \(c_{2.11}\)

\[
P\left(\sup_{t \leq T} |B^\varepsilon_t - B_t| \geq \sqrt{\varepsilon}\right) \leq c_{2.11} T \varepsilon.
\]

**Proof.** Apply Theorem 2.3(i) of Chapter 1 of [10] with \(H(x) = x^6\), to see we may define the unscaled random walk \(B^1\) (rate 1, step distribution \(p\)) and a Brownian motion as above, \(B'\) on the same space so that for all \(S > 0\) and \(r \geq 1\)

\[
P\left(\sup_{s \leq S} |B^1_s - B'_s| \geq r\right) \leq c S r^{-6}. \quad (2.59)
\]
Although the above reference applies to discrete time random walks, we apply it to the step distribution \( \sum_{i=1}^{N(1)} X_i \), where \( \{X_i\} \) are iid \( p(\cdot) \) and \( N(1) \) is an independent Poisson(1) random variable. We arrive at the above after a short interpolation calculation for \( B^1 \).

To get the desired result from (2.59) we set \( B^1_t = \varepsilon B^1_{\varepsilon^{-2}t} \), \( B_t = \varepsilon B'_{\varepsilon^{-2}t} \) and use \( r = \varepsilon^{-1/2} \) to conclude that
\[
P(\sup_{t \leq T} |B^1_t - B_t| \geq \sqrt{\varepsilon}) \leq P(\sup_{t \leq T} |\varepsilon B^1_{\varepsilon^{-2}t} - \varepsilon B'_{\varepsilon^{-2}t}| \geq \sqrt{\varepsilon}) \\
\leq P(\sup_{t \leq \varepsilon^{-2}T} |B^1_t - B'_t| \geq \varepsilon^{-1/2}) \\
\leq c \varepsilon^{-2T} \varepsilon^3 = cT \varepsilon
\]
which proves the desired result.

\[\square\]

**Lemma 2.12.** For each \( \varepsilon > 0 \) we may construct the sequence \( \{\pi^\varepsilon_n : n \geq 1\} \) on the same space as \( \{\pi^0_n : n \geq 1\} \) so that
\[
P(\pi^\varepsilon_n \neq \pi^0_n) \leq c_{2.12} \varepsilon^{3/4}.
\]

**Proof.** The obvious way to couple \( \pi^\varepsilon_n \) and \( \pi^0_n \) is to use the same system of rate one coalescing random walks \( \{\hat{B}^i : i = 0, \ldots, N_0\} \). If \( Z \) is as in Lemma 2.6, then by (2.45) and (2.47)
\[
P(\pi^\varepsilon_n \neq \pi^0_n) \leq \sup_x P_x(Z_s = 0 \text{ for some } s \geq \varepsilon^{-3/2}) \\
\leq c(\varepsilon^{-3/2})^{-1/2} = c\varepsilon^{3/4}.
\]
\[\square\]

Let \( x_\varepsilon \in \varepsilon\mathbb{Z}^d \) for \( \varepsilon > 0 \) and assume \( x_\varepsilon \to x \in \mathbb{R}^d \). Our goal now is a joint construction of \( (\hat{X}^\varepsilon, \hat{X}^0) \) started from \( (x_\varepsilon, x) \), and associated computation processes \( (\hat{\zeta}^\varepsilon, \hat{\zeta}^0) \) with the property that if \( \hat{\zeta}^\varepsilon, \hat{\zeta}^0 \) have the same inputs then they will have the same outputs with probability close to one.

The branching random walk \( X^\varepsilon \) starting with a single particle at \( x_\varepsilon \), along with the associated index sets \( J^\varepsilon(\cdot) \), branch times \( \{\hat{R}^\varepsilon_m\} \), and parent variables \( \hat{\mu}^\varepsilon_m \), are constructed as in Section 2.5 using the sequence \( \{\pi^\varepsilon_n\} \) in Lemma 2.12. There is no initial coalescing step now as we are starting with a single particle. We use the coupled sequence \( \{\pi^0_n : n \geq 1\} \) to define the offspring numbers, branching times \( \{R^0_n : n \geq 1\} \), index sets \( J^0(\cdot) \) and parent variables \( \{\mu^0_n : n \geq 1\} \) with the same conditional laws (given \( \{\pi^0_m\} \)) as in the definition of \( X^\varepsilon \). We may couple these two constructions so that for all \( n \in \mathbb{Z}_+ \), on the set
\[
C^0_{n_\varepsilon} = \{\pi^0_m = \pi^\varepsilon_m \text{ for all } 0 \leq m < n\},
\]
we have
\[
\hat{R}^\varepsilon_m = R^0_m, \hat{\mu}^\varepsilon_m = \mu^0_m, \text{ and } J^0(s) = \hat{J}^\varepsilon(s) \text{ for all } s < R^0_m, \text{ for all } m \leq n.
\]

(2.60)
Define \( N^0_t = \inf\{m : R^0_m > t\} \). Using these sequences we follow the prescription in Section 2.5 for constructing \( \hat{X} \) but substituting Brownian motion paths for random walk paths. Couple these random walks and Brownian motions as in Lemma 2.11 at least as long as the branching structure of the two are the same. Note that if there are \( n \) branching events up to time \( T \) there are at most \( 1 + nN_0 \) independent random walk segments and Brownian motions of length at most \( T \) to couple (recall our labeling scheme from Section 2.5). In addition to the errors in Lemma 2.11 there will be a small error from the difference in initial positions at time 0, and so we get

\[
P(G_{N_T^0}^{0,\varepsilon}, \sup_{s \leq T} \sup_{j \in J^0(s)} |\hat{X}^{0,j}_s - \hat{X}^{\varepsilon,j}_s| \geq |x_\varepsilon - x| + \sqrt{\varepsilon}) 
\leq P(N_T^0 > n) + (1 + nN_0)c_{2.11}Te + c_{2.12}n\varepsilon^{3/4}.
\] (2.61)

The first time \( \pi^0_n \neq \pi^0_n \) we declare the coupling a failure and complete the definition of \( \hat{X}^0_t \) for \( t \geq R^0_n \) using random variables independent of \( \hat{X}^\varepsilon \).

Fix \( T > 0 \) and \( t_0 \in [0,T) \). Given \( \hat{X}^0_t, J^0(t), 0 \leq t \leq T \), the sequences \( \{\pi^0_n\}, \{R^0_n\}, \{U^0_m\} \) an independent sequence of iid uniform \([0,1]\) random variables \( \{U^0_m\} \), and initial inputs \( \{\zeta_0(j) : j \in J^0(T-t_0)\} \), we define a computation process \( \hat{\zeta}^0_0, t_0 \leq t \leq T \). The definition is analogous to that of \( \hat{\zeta} \) given in Subsection 2.6 for \( X^\varepsilon \) started at a single point, but we use \( g_{1-i} \) in place of \( g_{1-i}^0 \) in (2.26). That is, as in (2.25), (2.26), we have

\[
V^0_{m,j} = \hat{\zeta}^0_{(T-R^0_m)-}(m-1)N_0 + j, \ j = 1, \ldots, N_0,
\]
and if \( i = \hat{\zeta}^0_{(T-R^0_m)-}(\mu^0_m) \), we have

\[
\hat{\zeta}^0_{(T-R^0_m)-}(\mu^0_m) = \begin{cases} 1-i & \text{if } U^0_m \leq g_{1-i}(\hat{V}^0_m)/c^* \\ i & \text{otherwise.} \end{cases}
\] (2.62)

We further couple \( \hat{\zeta}^0 \) and \( \hat{\zeta}^\varepsilon \) by using the same sequence of independent uniforms: \( \{U^0_m\} = \{U_m\} \) in their inductive definitions. Just as in (2.41) we can show that this sequence is independent of all the other variables used to define \( X^0 \) and \( \hat{\zeta}^0 \), as required. We let \( \hat{X}^0_T \) denote the right-continuous filtration generated by \( \hat{X}^0, \hat{X}^\varepsilon \) and \( A^0(t) = ((R^0_m, t^0, \pi^0_m, U^0_m)1(R^0_m \leq t))_{m \in N} \) as well as its counterpart for \( \hat{X}^\varepsilon \).

**Notation.** \( \hat{G}^{0,\varepsilon}_T \) and \( \hat{G}^{0,\varepsilon}_T \) are the \( \sup_{s \leq T} \sup_{j \in J^0(s)} |\hat{X}^{0,j}_s - \hat{X}^{\varepsilon,j}_s| \leq |x_\varepsilon - x| + \sqrt{\varepsilon} \),

\[
\hat{G}^{0,\varepsilon}_T = \hat{G}^{0,\varepsilon}_T \cap \{U_m \notin \left[\frac{g_B(\xi)\wedge g_B(\xi)}{c^*}, \frac{g_B(\xi)\vee g_B(\xi)}{c^*}\right] \text{ for all } \xi \in \{0,1\}^{N_0}, m < N^0_T, i = 0,1\}.
\]

**Lemma 2.13.** (a) On \( \hat{G}^{0,\varepsilon}_T \), we have

\[
\hat{R}^\varepsilon_m = R^0_m, \hat{R}^\varepsilon_m = \mu^0_m, \pi^\varepsilon_m = \pi^0_m, \text{ for all } m \leq N^0_T, \text{ and } \hat{J}^\varepsilon(s) = J^0(s) \text{ for all } s \leq T.
\]

(b) \( P((\hat{G}^{0,\varepsilon}_T)^c) \leq c_{2.19}e^{c_T\varepsilon^{3/8}}. \)

(c) On \( \hat{G}^{0,\varepsilon}_T \) we also have for any \( t_0 \in [0,T) \), if \( \hat{\zeta}^0_{t_0}(j) = \hat{\zeta}^\varepsilon_{t_0}(j) \) for all \( j \in J^0(T-t_0) \), then \( \hat{\zeta}^0_T(0) = \hat{\zeta}^\varepsilon_T(0) \).

(d) \( P((\hat{G}^{0,\varepsilon}_T)^c) \leq c_{2.19}e^{c_T\varepsilon^{3/8}} + \sqrt{\sum_{i=0}^1 2\|g^\varepsilon_i - g_i\|_\infty} \).
Proof. (a) is immediate from (2.60) and the definition of $\tilde{G}_{T}^{0,\varepsilon}$.
(b) follows from (2.61) and the now familiar bound $P(N_{0}^{T} > n) \leq \frac{e^{c_{b}T}}{nN_{0}}$, by setting $n = \lceil e^{-3/8} \rceil$.
(c) On $\tilde{G}_{T}^{0,\varepsilon}$, we see from (a) and the inductive definitions of $\tilde{\zeta}^{0}$ and $\tilde{\zeta}^{\varepsilon}$, that all the variables used to define $\tilde{\zeta}^{0}_{T}(0)$ and $\tilde{\zeta}^{\varepsilon}_{T}(0)$ coincide. Therefore these outputs can only differ due to the use of $g_{i-1}$ in (2.62) and the use of $g_{i-1}^{\varepsilon}$ in (2.26). By induction we may assume $\hat{V}_{m} = V_{m}^{0}$ and the additional condition defining $\tilde{G}_{T}^{0,\varepsilon}$ now ensures that these two steps produce the same outputs.
(d) The additional condition defining $\tilde{G}_{T}^{0,\varepsilon}$ fails with probability at most (recall $c^{*} \geq 1$)

$$P(N_{T} > n) + n2N_{0}\left[\sum_{i=0}^{1} \|g_{i} - g_{i}^{\varepsilon}\|_{\infty}\right] \leq \frac{e^{c_{b}T}}{nN_{0}} + n2N_{0}\left[\sum_{i=0}^{1} \|g_{i} - g_{i}^{\varepsilon}\|_{\infty}\right].$$

Now let $n = \lceil \sum_{i=0}^{1} \|g_{i} - g_{i}^{\varepsilon}\|_{\infty} \rceil^{-1/2}$ and use (b) to complete the proof.
3 Proofs of Theorems 1.2 and 1.3

3.1 Proof of Theorem 1.2

We start with a key estimate giving the product structure in Theorem 1.2. This relies on the fact that duals starting at distant points with high probability will not collide. For some results we will need a quantitative estimate. Let \( x^k_i \in \varepsilon \mathbb{Z}^d \), \( y_t \in \mathbb{Z}^d \) and \( z^\varepsilon_{ik} = z_{ik} = x^k_i + \varepsilon y_t \), for \( 0 \leq i \leq L \) and \( 1 \leq k \leq K \). Set

\[
\Delta^\varepsilon = \min_{1 \leq i, i' \leq L, 1 \leq k \neq k' \leq K} |z^\varepsilon_{ik} - z^\varepsilon_{i'k'}|^{-1}.
\]

The notation is taken to parallel that in Theorem 1.2 and hypothesis (1.23) of that result implies

\[
\lim_{\varepsilon \to 0} \Delta^\varepsilon = \infty. \tag{3.1}
\]

Let \( X = X^z_{T} \) be the dual process starting at \( z \) for the time period \([0, T]\), with associated computation process \( \zeta \) which has initial inputs \( \zeta_0(j) = \xi_0^\varepsilon(x^j_T) \), \( j \in J(T) \). Let \( z_k = (z_{ik}, i = 0, \ldots, L) \) and consider the duals \( X^z_{k,T} \), \( 1 \leq k \leq K \) defined as in Section 2 with their associated uniforms \( \{U^k_m\} \) and parent variables \( \{\mu^k_m\} \). These duals are naturally embedded in \( X^z_{T} \), and although the numbering of the particles may differ, we do have

\[
\{X^z_{t,j} : j \in J(t)\} = \bigcup_{k=1}^{K} \{X^z_{t,k,j} : j \in J^z_k(t)\}, \quad t \in [0, T]. \tag{3.2}
\]

Define

\[
V_{z,T,\varepsilon} = \inf\{t \in [0, T] : X^z_{t,k,j} = X^z_{t,k',j'} \text{ for some } 1 \leq k \neq k' \leq K, j, j' \in J^z_k(t), j' \in J^z_{k'}(t)\},
\]

where \( \inf \emptyset = \infty \).

**Lemma 3.1.** \( P(V_{z,T,\varepsilon} < \infty) \leq c_{3.1}(K, L)e^{c_T}(\Delta^\varepsilon)^{-(d-2)/(d+3)} \).

**Proof.** We may dominate \( X^z_{k,T} \) by the branching random walks \( \bar{X}^z_{k,T} \) from Section 2.8. By Lemma 2.4(a), if \( \{Y^\varepsilon_m\} \) are iid, equal in law to \( Y^\varepsilon \), and independent of \( B^\varepsilon \) in what follows, then for \( R \geq 1 \),

\[
P(V < \infty) \\
\leq P(\max_{k \leq K} N^z_{T} > n) \\
+ \sum_{1 \leq k \neq k' \leq K} P(|X^z_{t,k,j} - \bar{X}^z_{t,k',j'}| = 0 \forall j \in J^z_k(t), j' \in J^z_{k'}(t), t \leq T, N^z_{T} \vee N^z_{k'} \leq n).
\]

The first term is bounded by \( K e^{c_T} n^{-1} \) and the second term is at most

\[
\sum_{1 \leq k \neq k' \leq K: 0 \leq i, i' \leq L} (1 + nN_0)^2 P_{z_{ki} - z_{k'i'}}(|B^\varepsilon_{2t}| \leq \sum_{m=1}^{n} \varepsilon |Y^\varepsilon_m| \forall t \leq T) \\
\leq \sum_{1 \leq k \neq k' \leq K: 0 \leq i, i' \leq L} (1 + nN_0)^2 \left[nCe^{-nR} + P_{z_{ki} - z_{k'i'}}(|B^\varepsilon_{2t}| \leq n\varepsilon R \forall t \leq T)\right].
\]
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where we used (1.8) in the last line. By Lemma 2.6(c), the probability in the last term is at most \( c_{2.6} \Delta_e^{-(2/3)(d-2)} (nR)^2(d+1)/3 \), and so if \( \delta = \Delta_e^{-(2/3)(d-2)} \),

\[
P(V < \infty) \leq cK^2(L + 1)^2 e^{c_{3.7} T} N_0^2 \left[ n^{-1} + n^3 e^{-\kappa R} + \delta (nR)^2(d+1)/3 \right].
\]

Now, optimizing over \( n \) and \( R \), set \( c_d = \frac{12}{2d+6} \), \( \kappa R = c_d \log(1/\delta) \) and \( n = \left[ e^{\kappa R/4} \right] \). Here we may assume without loss of generality that \( \Delta_e \geq M(\kappa) \) so that \( R \geq 1 \). A bit of arithmetic now shows the the above bound becomes

\[
P(V < \infty) \leq c(K, L) e^{c_d T} \delta^{3/(2d+6)},
\]

and the result follows.

We suppose now that the assumptions of Theorem 1.2 are in force. That is, \( T > 0 \) is fixed, \( \xi_0 \) has law \( \lambda_\varepsilon \) satisfying the local density condition (1.21) for a fixed \( r \in (0, 1) \), and (1.23) holds. It is intuitively clear that the density hypothesis is weakened by reducing \( r \). To prove this, note that the boundedness of the density and uniformity in \( x \) of the convergence in (1.21) shows that the contribution to the density on larger blocks from smaller blocks whose density is not near \( v \) is small in \( L^1 \). We may therefore approximate the mass in a large block by the mass in smaller sub-blocks of density near \( v \), and use the fact that the contributions close to the boundary of the large block is negligible to derive the density condition (1.21) for the larger blocks. As a result we may assume that \( r < 1/4 \).

By inclusion-exclusion, it suffices to prove for \(-1 \leq L_k \leq L\),

\[
\lim_{\varepsilon \to 0} P(\xi_T(x_{\varepsilon}^k + \varepsilon y_{ij}) = 1, \ j = 0, \ldots, L, k = 1, \ldots K) = \prod_{k=1}^{K} \langle 1\{\xi(y_{ij}) = 1, \ j = 0, \ldots, L \} \rangle_{u(T,x^k)}. \quad (3.4)
\]

Allowing \( k \)-dependence in \( L_k \) and general subsets of the \( y_i \)'s is needed for the inclusion-exclusion, but to reduce eyestrain we will set \( i_j = j \) and \( L_k = L \) in what follows. The general case requires only notational changes. By the duality equation (2.17),

\[
P(\xi_T(z_{ik}) = 1, \ i = 0, \ldots, L, k = 1, \ldots K) = P(\zeta_T(i, k) = 1, \ i = 0, \ldots, L, k = 1, \ldots K),
\]

so (3.4) is then equivalent to

\[
P(\zeta_T(i, k) = 1, \ i = 0, \ldots, L, k = 1, \ldots K)
\rightarrow \prod_{k=1}^{K} \langle 1\{\xi(y_i) = 1, \ i = 0, \ldots, L \} \rangle_{u(T,x^k)} \text{ as } \varepsilon \to 0. \quad (3.6)
\]

The proof of (3.6) uses the approach of [20], pp. 304-306.

To work with the left-hand side of (3.6) we need the following preliminary result to simplify the initial inputs \( \zeta_0 \). Define

\[
\beta = 1.9r \text{ and } t_\varepsilon = \varepsilon^\beta. \quad (3.7)
\]
Lemma 3.2. Assume $\xi_0^\varepsilon$ is independent of the rescaled random walks $\{B^\varepsilon,w : w \in \varepsilon\mathbb{Z}^d\}$ as in (2.8). Then for any $n \in \mathbb{N}$ and $k > 0$,

$$\lim_{\varepsilon \to 0} \sup_{|w_1|,\ldots,|w_n| \leq k, w_i \in \varepsilon \mathbb{Z}^d} \left| E\left( \prod_{i=1}^n \xi_0^\varepsilon(B_t^\varepsilon,w_i) \right) - \prod_{i=1}^n v(w_i) \right| = 0.$$  

Proof. For $z_1, \ldots, z_n \in a_\varepsilon \mathbb{Z}^d$ define

$$\Gamma(z_1, \ldots, z_n) = \{ B_t^\varepsilon,w_i \in z_i + Q_\varepsilon \text{ for } 1 \leq i \leq n \},$$

and $\gamma(w_i, z_i) = P(B_t^\varepsilon,w_i \in z_i + Q_\varepsilon)$, so that $P(\Gamma(z_1, \ldots, z_n)) = \prod_{i=1}^n \gamma(w_i, z_i)$. Let $G$ be the union of the events $\Gamma(z_1, \ldots, z_n)$ over distinct $z_1, \ldots, z_n \in a_\varepsilon \mathbb{Z}^d$ such that $|z_i - w_i| \leq k \sqrt{t_\varepsilon}$ for $1 \leq i \leq n$. We claim that $P(G^c)$ is small for $k$ large enough.

To see this, fix $\delta > 0$ and choose $k$ large enough so that

$$P(|B_{t_\varepsilon}^\varepsilon,w_i - w_i| \geq (k - 1) \sqrt{t_\varepsilon}) = P(|B_{t_\varepsilon}^\varepsilon,0| > (k - 1) \sqrt{t_\varepsilon}) < \delta/n. \quad (3.8)$$

By a standard estimate (and also since $r < 1/4$), for $w_i$ as above and $i \neq j$,

$$P(|B_{t_\varepsilon}^\varepsilon,w_i - B_{t_\varepsilon}^\varepsilon,w_j| \leq 2a_\varepsilon) \leq c|Q_\varepsilon|P(B_{t_\varepsilon}^\varepsilon,0 = 0) \leq c|Q_\varepsilon|((\varepsilon^{-2}t_\varepsilon)^{-d/2}) \leq c\varepsilon^{(d-1)/4},$$

which implies

$$P(|B_{t_\varepsilon}^\varepsilon,w_i - B_{t_\varepsilon}^\varepsilon,w_j| \leq 2a_\varepsilon \text{ for some } 1 \leq i < j \leq n) \leq Cn^2 \varepsilon^{(d-1)/4}. \quad (3.9)$$

By (3.9) and (3.8),

$$P(G^c) \leq Cn^2 \varepsilon^{(d-1)/4} + \delta. \quad (3.10)$$

Now consider the decomposition

$$E\left( \prod_{i=1}^n \xi_0^\varepsilon(B_t^\varepsilon,w_i); G \right) = \sum_{z_1,\ldots,z_n} E\left( \prod_{i=1}^n \xi_0^\varepsilon(B_t^\varepsilon,w_i); \Gamma(z_1, \ldots, z_n) \right) \quad (3.11)$$

where the sum is taken over only those $(z_1, \ldots, z_n)$ used in the definition of $G$. A typical term in this sum takes the form

$$\sum_{e_1,\ldots,e_n \in Q_\varepsilon} E\left( \prod_{i=1}^n \xi_0^\varepsilon(z_i + e_i)1(B_t^\varepsilon,w_i = z_i + e_i) \right)$$

$$= \sum_{e_1,\ldots,e_n \in Q_\varepsilon} E\left( \prod_{i=1}^n \xi_0^\varepsilon(z_i + e_i) \right) \prod_{i=1}^n P(B_t^\varepsilon,w_i = z_i + e_i).$$

Since $\sqrt{t_\varepsilon} \gg a_\varepsilon$, the probabilities $P(B_{t_\varepsilon}^\varepsilon,w_i = z_i + e_i)$ are almost constant over $e_i \in Q_\varepsilon$. In fact, a calculation, using the version of the local central limit theorem in the Remark after P7.8 in [41] to expand $P(B_{t_\varepsilon}^\varepsilon,0 = z_i - w_i + e_i) = P(B_{t_\varepsilon}^\varepsilon,0 - z_{t_\varepsilon}^\varepsilon = (z_i - w_i + e_i)/\varepsilon)$, shows that

$$\lim_{\varepsilon \to 0} \sup_{e,e' \in Q_\varepsilon, |z_i - w_i| \leq k \sqrt{t_\varepsilon}} \frac{P(B_{t_\varepsilon}^\varepsilon,0 = z_i - w_i + e)}{P(B_{t_\varepsilon}^\varepsilon,0 = z_i - w_i + e')} = 1 \quad (3.12)$$
The continuous time setting is easily accommodated, for example by noting that 
along multiples of a fixed time it becomes a discrete time random walk.

Consequently, for all sufficiently small $\varepsilon > 0$, we have $k\sqrt{\varepsilon} < 1$ and uniformly in $|w_i| \leq k$, $|z_i - w_i| \leq k\sqrt{\varepsilon}$ and $e \in Q_\varepsilon$,

$$1 - \delta \leq \frac{|Q_\varepsilon| P(B_{t_\varepsilon}^{z_i,w_i} = z_i + e)}{\gamma(w_i, z_i)} \leq 1 + \delta . \quad (3.13)$$

Using this bound and the fact that the $z_i$ are distinct we have

$$\sum_{e_1,\ldots,e_n \in Q_\varepsilon} E\left(\prod_{i=1}^n \xi_0^\varepsilon(z_i + e_i)\right) \prod_{i=1}^n P(B_{t_\varepsilon}^{z_i,w_i} = z_i + e_i)$$

$$\leq \sum_{e_1,\ldots,e_n \in Q_\varepsilon} E\left(\prod_{i=1}^n \xi_0^\varepsilon(z_i + e_i)\right) \frac{(1 + \delta)^n}{|Q_\varepsilon|} \prod_{i=1}^n \gamma(w_i, z_i)$$

$$= (1 + \delta)^n E\left(\prod_{i=1}^n D(z_i, \xi_0^\varepsilon)\right) P(\Gamma(z_1, \ldots, z_n)) .$$

The continuity of $v$ implies that for small enough $\varepsilon$, for all $|w| \leq k$ and $|z - w| \leq k\sqrt{\varepsilon}$, $|v(w) - v(z)| < \delta$. Also for sufficiently small $\varepsilon$ and $z \in a_\varepsilon \mathbb{Z}^d$, $|z| \leq k + 1$, we have $P(D(z, \xi_0^\varepsilon) > v(z) + \delta) \leq \delta/n$. Thus

$$E\left(\prod_{i=1}^n D(z_i, \xi_0^\varepsilon)\right) \leq \delta + \prod_{i=1}^n (v(z_i) + \delta) \leq \delta + \prod_{i=1}^n (v(w_i) + 2\delta) .$$

Returning to the decomposition (3.11), the above bounds imply that for sufficiently small $\varepsilon$,

$$E\left(\prod_{i=1}^n \xi_0^\varepsilon(B_{t_\varepsilon}^{z_i,w_i}); G\right) \leq (1 + \delta)^n \left[\delta + \prod_{i=1}^n (v(w_i) + 2\delta)\right] \sum_{z_1,\ldots,z_n} P(\Gamma(z_1, \ldots, z_n))$$

$$\leq (1 + \delta)^n \left[\delta + \prod_{i=1}^n (v(w_i) + 2\delta)\right].$$

Let $\varepsilon \to 0$ and then $\delta \to 0$ above and in (3.10) to obtain

$$\limsup_{\varepsilon \to 0} \sup_{|w_1|,\ldots,|w_n| \leq k} \left(\frac{E\left(\prod_{i=0}^n \xi_0^\varepsilon(B_{t_\varepsilon}^{z_i,w_i})\right)}{\prod_{i=1}^n v(w_i)}\right) \leq 0 .$$

A similar argument gives a reverse inequality needed to complete the proof.  \hfill \Box

We break the proof of (3.6) into three main steps. Introduce

$$S = T - t_\varepsilon = T - \varepsilon^\beta.$$
Step 1. Reduction to Bernoulli inputs and $K = 1$.

Let $\tilde{X} = \tilde{X}^{z,T}$ be the modification of the dual in which particles ignore reaction and coalescing events on $[S,T]$, and let $\tilde{c}_t$ be the associated computation process with inputs $\tilde{c}_0(j) = \xi^\epsilon_j(\tilde{X}^T_0)$. That is, $\tilde{X}_t = X_t$ for $t \in [0,S]$, and during the time period $[S,T]$, $\tilde{X}^T_j$, $j \in J(S)$ follows the same path as $X^T_j$ until the first time a reaction or coalescence occurs, at which time all the $\tilde{X}^T_j$ switch to following completely independent $B^\epsilon$ random walks.

On the event $\tilde{G}^\beta_T$ defined in (2.53) there are no reaction or coalescing events during $[S,T]$. Thus, $\tilde{X}_t = X_t$ for all $t \in [0,T]$ on $\tilde{G}^\beta_T$, so it follows from Lemma 2.9 that

$$P(\xi_t \neq \tilde{c}_t \text{ for some } t \in [0,T]) \leq c_{2.9}[(L + 1)K]^2 e^{c_0 T} \epsilon^{\frac{1 - \beta}{3}}.$$  \hfill (3.14)

Let $\psi_\epsilon(x) = P_{t,\epsilon \xi_0}(x)$, where

$$P_{t,\epsilon f}(x) = E(f(x + B^\epsilon_t)), \quad x \in \epsilon \mathbb{Z}^d,$$

is the semigroup of $B^\epsilon$, \hfill (3.15)

and let $W_1, W_2, \ldots$ be an iid sequence of uniforms on the interval $[0,1]$, independent of $\xi_0^\epsilon$ and the random variables used in Section 2. We will use this sequence throughout the rest of this section and also in Section 4. Define a second computation process $\tilde{c}^*_t, t \in [S,T]$, for $\tilde{X}$, with inputs

$$\tilde{c}^*_t(j) = \begin{cases} 1 & \text{if } W_j \leq v(\tilde{X}^T_S) \text{ for all } j \in J(S), \\ 0 & \text{otherwise}. \end{cases}, \quad j \in J(S).$$ \hfill (3.16)

It is clear that conditional on $\sigma(\xi_0) \vee \mathcal{F}_\infty$, the variables $\tilde{c}^*_t(j), j \in J(S)$, are independent Bernoulli with means $v(\tilde{X}^T_S)$, respectively $\psi_\epsilon(\tilde{X}^T_S)$. Let $\bar{X} = \bar{X}^{z,T}$ be the branching random walk dominating $X$ which was introduced in Section 2.8. If we fix $\delta > 0$, then using Lemma 2.4(a) it is not hard to see that there exist $n, k$ such that for all $\epsilon$ sufficiently small,

$$P(|\bar{J}(S)| \leq n \text{ and } |\bar{X}^T_j(S)| \leq k \text{ for all } j \in J(S)) > 1 - \delta.$$ \hfill (3.17)

It now follows from (3.17), Lemma 3.2 and the definitions of $\tilde{X}$, $\tilde{c}_0$ and $\tilde{c}^*_t$ that for any $b : \mathbb{Z}^+ \to \{0, 1\}$,

$$|P(\tilde{c}_t(j) = b_j, j \in J(S)) - P(\tilde{c}^*_t(j) = b_j, j \in J(S))|$$

$$\leq E(|P(\tilde{c}_t(j) = b_j, j \in J(S) | \mathcal{F}_S \vee \sigma(\xi_0^\epsilon)) - P(\tilde{c}^*_t(j) = b_j, j \in J(S) | \mathcal{F}_S \vee \sigma(\xi_0^\epsilon))|)$$

$$\to 0 \text{ as } \epsilon \to 0.$$

As a consequence, since both $\tilde{c}_t, \tilde{c}^*_t, t \in [S,T]$ are defined relative to $\tilde{X}$ with identical $\{U_m\}, \{\mu_m\}$ and $\{R_m\}$, by conditioning on the input values, the above implies

$$P(\tilde{c}_T(i,k) = 1, i = 0, \ldots, L, k = 1, \ldots, K)$$

$$- P(\tilde{c}^*_T(i,k) = 1, i = 0, \ldots, L, k = 1, \ldots, K) \to 0 \text{ as } \epsilon \to 0. \hfill (3.18)$$

Let $\tilde{c}^{z_k}_t$ be the computation process associated with $X^{z_k,T}$, $1 \leq k \leq K$ with inputs as in (3.16). That is, for $j \in J^{z_k}(S)$ there exists a $j' \in J(S)$ with $X^S_j = X^S_{j'}$. 
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(by (3.2)) and we set \( \epsilon_{tE}^{*,zk}(j) = 1\{W_j' \leq v(X_S^{zk,j})\} \). Up to time \( V = V_{\varepsilon,T,\varepsilon} \) the duals \( X^{zk,T}, k \leq K \), use independent random walk steps and branching mechanisms, and on \( \{V = \infty\} \) the computation processes \( \zeta^{*,zk} \) also use independent uniforms and parent variables as well as independent inputs at time \( t_\varepsilon \). It follows that (see below)

\[
|P(\zeta^*_T(i,k) = 1, i = 0, \ldots, L, k = 1, \ldots, K) - \prod_{k=1}^K P(\zeta^{*,zk}_T(i) = 1, 0 \leq i \leq L)| \leq P(V < \infty) \to 0 \text{ as } \varepsilon \to 0.
\]  

(3.19)

The last limit follows from Lemma 3.1 and (3.1). Perhaps the easiest way to see the first inequality is to extend \( X^{zk,T}_t \) to \( t \in [V,T] \) by using independent graphical representations and define the corresponding computation processes \( \zeta^{*,zk} \) using independent collections of \( \{W_j\}'s \) for the inputs at time \( t_\varepsilon \). The resulting computation processes \( \zeta^{*,zk} \) are then independent, each \( \zeta^{*,zk} \) is equal in law to \( \zeta^{*,zk} \), and the two are identical for all \( k \) on \( \{V = \infty\} \). On this set we also have

\[ \{\zeta^*_T(i,k): i,k\} = \{\zeta^{*,zk}_T(i): i,k\}, \]

and so (3.19) follows. It is therefore enough to set \( K = 1 \) and drop the superscript \( k \). Altering our notation to \( z = (z_i), z_i = x_\varepsilon + \varepsilon y_i \) where \( x_\varepsilon \to x \), it suffices now to prove

\[
P(\zeta^*_T(i) = 1, 0 \leq i \leq L) \to \langle 1\{\xi(y_i) = 1, 0 \leq i \leq L\} \rangle_{u(T,x)} \text{ as } \varepsilon \to 0. \tag{3.20}
\]

Step 2. Reduction to \( L = 0 \). Let \( \tilde{X} = \tilde{X}^{*,T} \), \( 0 \leq t \leq T \) be the branching random walk started at \( z \), with associated computation process \( \tilde{\zeta}_{t_\varepsilon} t_\varepsilon \leq t \leq T \). We suppose that \( X \) and \( \tilde{X} \) are coupled as in Subsection 2.7, and that \( \tilde{\zeta}_t \) has initial inputs

\[ \tilde{\zeta}_{t_\varepsilon}(j) = 1\{W_j \leq v(\tilde{X}^j_S)\}, j \in \tilde{J}(S). \]

On the event \( \tilde{G}^\beta_T \), \( J(S) = \tilde{J}(S) \) and all the differences \( |X^j_S - \tilde{X}^j_S|, j \in J(S) \) are small. It therefore follows from (3.17) (if we take \( Y^i = 0 \) \( \tilde{X} \) will stochastically dominate \( \tilde{X} \)), the continuity of \( v \), the definitions of \( \zeta_{tE}^* \) and \( \tilde{\zeta}_{t_\varepsilon} \), and Lemma 2.9 that

\[
P(\tilde{G}^\beta_T, \zeta^*_T(j) = \tilde{\zeta}_{t_\varepsilon}(j) \text{ for all } j \in J(S)) \to 1 \text{ as } \varepsilon \to 0. \tag{3.21}
\]

By Lemma 2.10, on the event in (3.21), the outputs \( \zeta^*_T \) and \( \tilde{\zeta}_T \) agree, and consequently

\[
P(\zeta^*_T(i) = 1, 0 \leq i \leq L) - P(\tilde{\zeta}_T(i) = 1, 0 \leq i \leq L) \to 0 \text{ as } \varepsilon \to 0. \tag{3.22}
\]

Using the branching structure we can now reduce to the case \( L = 0 \). To see this, let \( \tilde{X}^{*,T} \) be the branching random walk started from \( z_i = x_\varepsilon + \varepsilon y_i \), with associated computation process \( \tilde{\zeta}_t, t_\varepsilon \leq t \leq T \) with initial inputs \( \tilde{\zeta}_{t_\varepsilon}(j) \) which, conditional on
\( \hat{X}_t^{z_i}, 0 \leq t \leq S \) are independent with means \( v(\hat{X}_S^{z_{i,j}}) \). The branching property and definition of \( \hat{X}_0 \) in (2.23) imply (recall \( \nu_\varepsilon \) from just above (2.21))

\[
P(\hat{\xi}_T(i) = 1, i = 0, \ldots, L) = \sum_{\pi \in \Pi_L} \nu_\varepsilon(\pi) \prod_{j \in j(\pi)} P(\hat{\xi}_T^z(j) = 1).
\]

Since \( z_j \to x \) as \( \varepsilon \to 0 \) for \( i = 0, \ldots, L \), if we can establish

\[
P(\hat{\xi}_T^z(0) = 1) \to \hat{u}(T, x) \quad \text{as} \quad \varepsilon \to 0,
\]

(3.23) for some \( \hat{u} : \mathbb{R}_+ \times \mathbb{R}^d \to [0, 1] \), then the convergence \( \nu_\varepsilon \Rightarrow \nu_0 \) implies

\[
P(\hat{\xi}_T(i) = 1, i = 0, \ldots, L) \to \sum_{\pi \in \Pi_L} \nu_0(\pi)(\hat{u}(T, x))^{\pi_i} = \langle 1\{\xi(y_i) = 1, 0 \leq i \leq L\} \rangle \hat{u}(T, x) \quad \text{as} \quad \varepsilon \to 0,
\]

(3.24) where (1.26) is used in the last line. Combining this with (3.22) gives the desired result (3.20) but with \( \hat{u} \) in place of \( u \), that is, we get

\[
P(\hat{\xi}_T(i) = 1, 0 \leq i \leq L) \to \langle 1\{\xi(y_i) = 1, 0 \leq i \leq L\} \rangle \hat{u}(T, x) \quad \text{as} \quad \varepsilon \to 0.
\]

(3.25) We first turn now to the proof of (3.23).

**Step 3. Convergence and identification of the limit.** Let \( \hat{X}_0 \) be the branching Brownian motion started at \( x \in \mathbb{R}^d \) run over the time period \([0, T]\), with associated computation process \( \hat{\xi}_T \), \( t_\varepsilon \leq t \leq T \) with inputs

\[
\hat{\xi}_T(j, t_\varepsilon) = 1\{W_j \leq v(\hat{X}_S^{z_{i,j}})\}, j \in J^0(S).
\]

Using the obvious analogue of (3.17) for \( \hat{X}_0 \), the continuity of \( v \) and the definitions of \( \hat{\xi}_T \) and \( \hat{\xi}_T^{0,\varepsilon} \), Lemma 2.13 (and the uniform convergence of \( g_0^{\varepsilon} \) to \( g_0 \)) implies

\[
P(\hat{\xi}_T^{0,\varepsilon}(0) = \hat{\xi}_T^{0}(0) = 1) \to 1 \quad \text{as} \quad \varepsilon \to 0.
\]

(3.26) By Lemma 2.13(c), on the event in (3.26), \( \hat{\xi}_T(0) = \hat{\xi}_T^{0}(0) \), and thus

\[
P(\hat{\xi}_T^{0,\varepsilon}(0) = 1) - P(\hat{\xi}_T^{0}(0) = 1) \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]

(3.27) where we note that both quantities in the above depend on \( \varepsilon \). If we take the initial inputs for the computation process \( \hat{\xi}_T \) at time 0 to be

\[
\hat{\xi}_T^{0}(0) = 1\{W_j \leq v(X_0^{j})\}, j \in J^0(T),
\]

(3.28) it is now routine to see that \( P(\hat{\xi}_T^{0,\varepsilon}(0) = 1) \to 1 \) as \( \varepsilon \to 0 \), and so by (3.27)

\[
\lim_{\varepsilon \to 0} P(\hat{\xi}_T^{0,\varepsilon}(0) = 1) = P(\hat{\xi}_T^{0}(0) = 1) = \hat{u}(T, x).
\]

(3.29) This proves (3.23), hence (3.24) and so to complete the proof of (3.20), and hence Theorem 1.2, we only need show \( \hat{u} = u \):
Lemma 3.3. Let $\hat{X}_t^0, 0 \leq t \leq T$ be the branching Brownian motion started at $x \in \mathbb{R}^d$, with associated computation process $\xi_{t}^{0,*}, 0 \leq t \leq T$ with initial inputs as in (3.28). Then

$$P(\xi_{T}^{0,*}(0) = 1) = u(T, x),$$

where $u$ is the solution of the PDE (1.19).

Proof. This is very similar to the proof in Section 2(e) of [20]. Recall $P_{t}^{\varepsilon}$ is the semigroup of $B^{\varepsilon}$. Let $x \in \mathbb{R}^d$ and $x_{\varepsilon} \in \varepsilon \mathbb{Z}^d$ satisfy $|x - x_{\varepsilon}| \leq \varepsilon$ and let $\xi_{\varepsilon}$ be our rescaled particle system where $\{\xi_{t}^{0}(\varepsilon y) : y \in \mathbb{Z}^d\}$ are independent Bernoulli random variables with means $\{v(\varepsilon y) : y \in \mathbb{Z}^d\}$. If

$$d_{\varepsilon}(\varepsilon y, \xi_{\varepsilon}) = -\xi(y) h_{0}(y, \xi) + (1 - \xi(y)) h_{1}(y, \xi), \ y \in \mathbb{Z}^d, \ \xi \in \{0, 1\}^{\mathbb{Z}^d},$$

then the martingale problem for $\xi_{\varepsilon}$ shows that (cf. (2.25) of [20])

$$E(\xi_{T}^{0}(x_{\varepsilon})) = E(P_{T}^{\varepsilon} \xi_{t}^{0}(x_{\varepsilon})) + \int_{0}^{T} E_{x_{\varepsilon}} \times E(d_{\varepsilon}(B_{T-s}^{\varepsilon}, \xi_{s}^{\varepsilon})) \ ds,$$  

(3.31)

where $B_{0}^{\varepsilon} = x_{\varepsilon}$ under $P_{x_{\varepsilon}}$. Our hypotheses on $\xi_{0}^{\varepsilon}$ imply

$$E(P_{T}^{\varepsilon} \xi_{0}^{\varepsilon}(x_{\varepsilon})) = P_{T}^{\varepsilon} v(x_{\varepsilon}) \rightarrow P_{T} v(x) \text{ as } \varepsilon \rightarrow 0,$$

where $P_{t}$ is the $d$-dimensional Brownian semigroup with variance $\sigma^2$. Recall we have proved (3.24) and the preceding results) that

$$\lim_{\varepsilon \rightarrow 0} P(\xi_{T}^{0}(x_{\varepsilon} + \varepsilon y_{i}) = \eta_{i}, \ i = 0, \ldots, L) = \langle 1 \{\xi(\varepsilon y_{i}) = \eta_{i}, \ i = 0, \ldots, L\} \rangle \check{u}(T, x).$$

Now use the above with Fubini’s theorem, the uniform convergence of $g_{i}^{1}$ in (1.9) and the coupling of $B^{\varepsilon}$ and $B$ in Lemma 2.11 to conclude that

$$\lim_{\varepsilon \rightarrow 0} E_{x_{\varepsilon}} \times E(d_{\varepsilon}(B_{T-s}^{\varepsilon}, \xi_{s}^{\varepsilon}))$$

$$= \lim_{\varepsilon \rightarrow 0} E_{x_{\varepsilon}} \times E \times E_{Y} \left(-\xi_{s}(B_{T-s}^{\varepsilon}) g_{0}(\xi_{s}(B_{T-s}^{\varepsilon} + \varepsilon Y^{1}), \ldots, \xi_{s}(B_{T-s}^{\varepsilon} + \varepsilon Y^{N_{0}}))ight.$$  

$$+ (1 - \xi_{s}(B_{T-s}^{\varepsilon})) g_{1}(\xi_{s}(B_{T-s}^{\varepsilon} + \varepsilon Y^{1}), \ldots, \xi_{s}(B_{T-s}^{\varepsilon} + \varepsilon Y^{N_{0}})) \bigg)$$

$$= E_{x} \left(-\xi(0) h_{0}(0, \xi) + (1 - \xi(0)) h_{1}(0, \xi) \right) \check{u}(s, B_{T-s})$$

$$= E_{x} (f(\check{u}(s, B_{T-s})),$$

the last by (1.16). Now use the above to take limits in (3.31) to show that $\hat{u}$ solves the weak form of (1.19). As in Lemma 2.21 of [20] it follows that $\hat{u}$ solves (1.19) and so equals $u$. 

The following asymptotic independence result follows easily from Step 1 in the above argument.
Proposition 3.4. If \( K \in \mathbb{N} \), there is a \( c_{3.4}(K) \) so that if \( z_1, \ldots, z_K \in \varepsilon \mathbb{Z}^d \) satisfy \( \inf_{j \neq k} |z_j - z_k| \geq \varepsilon^{1/4} \) and \( \xi_0^\varepsilon \) is deterministic, then

\[
|E(\prod_{k=1}^K \xi_T^\varepsilon(z_k)) - \prod_{k=1}^K E(\xi_T^\varepsilon(z_k))| \leq c_{3.4}(K) e^{c_b T \varepsilon^{1/8}}.
\]

Proof. Define \( V = V_{z,T,\varepsilon} \) as in (3.3) but now with \( z_k \in \varepsilon \mathbb{Z}^d \), that is \( L = 0 \). Use the dual equation (7.11) and argue just as in the derivation of (3.19) to see that

\[
|E(\prod_{i=1}^K \xi_T^\varepsilon(z_i)) - \prod_{i=1}^K E(\xi_T^\varepsilon(z_i))| \leq P(V < \infty).
\]

The fact that \( \xi_0^\varepsilon \) is deterministic makes the independence argument simpler in this setting. Now use Lemma 3.1 and the separation hypothesis on the \( z_k \)'s to bound the right-hand side of the above by

\[
c_{3.1}(K,0) e^{c_b T \varepsilon^{(3/4)(d-2)/(d+3)}} \leq c_{3.1}(K,0) e^{c_b T \varepsilon^{1/8}}.
\]

\[\square\]

3.2 Proof of Theorem 1.3

Proof. Let \( t > 0 \) and choose \( \eta(\varepsilon) \downarrow 0 \) so that \( \eta(\varepsilon)/\varepsilon \to \infty \) and \( \eta(\varepsilon)/\delta(\varepsilon) \to 0 \). Recall \( I_\delta(x) \) is the semi-open cube containing \( x \) defined prior to Theorem 1.3. Write \( E((\tilde{u}(t,x) - u(t,x))^2) = E(\xi_\varepsilon^\varepsilon(x_1)\xi_\varepsilon^\varepsilon(x_2) - u(t,x)(\xi_\varepsilon^\varepsilon(x_1) + \xi_\varepsilon^\varepsilon(x_2)) + u(t,x)^2) \)

\[
= \left( \frac{\varepsilon}{\delta(\varepsilon)} \right)^{2d} \sum_{x_1,x_2 \in I_\delta(x)} E(\xi_\varepsilon^\varepsilon(x_1)\xi_\varepsilon^\varepsilon(x_2) - u(t,x)(\xi_\varepsilon^\varepsilon(x_1) + \xi_\varepsilon^\varepsilon(x_2)) + u(t,x)^2).
\]

The contribution to the above sum from \( |x_1 - x_2| \leq \eta(\varepsilon) \) is trivially asymptotically small, uniformly in \( x \), as \( \varepsilon \to 0 \). Theorem 1.2 shows that the expectation in the above sum goes to zero uniformly in \( x_1, x_2 \in I_\delta(x) \), \( |x_1 - x_2| \geq \eta(\varepsilon) \), \( x \in [-K,K]^d \) as \( \varepsilon \to 0 \). The result follows. \[\square\]
4 Achieving low density

The first step in the proof of Theorem 1.16 is to use the convergence to the partial differential equation in Theorem 1.2, and more particularly the estimates in the proof, to get the particle density in (1.20) low on a linearly growing region.

As we will now use the partial differential equation results in Section 1.2, we begin by giving the short promised proofs of Propositions 1.4, 1.5 and 1.7.

Proof of Proposition 1.7. Set $\eta = |r|/3$ and let $L_\delta^0$, $C_0$ and $c_0$ be the constants in Proposition 1.6, and define

$$L_\delta = L_\delta^0, \quad c_1 = c_0, \quad t_\delta = L_\delta^0 \cdot 3\sqrt{d}/|r|, \quad C_1 = (C_0 \vee 1) e^{c_0 t_\delta}.$$

Suppose $t \geq t_\delta$, $L \geq L_\delta$ and $|x| \leq L + (|r|/3)t/\sqrt{d}$. Then we may write $x = x_0 + y$, where

$$|y| \leq \frac{2|r|}{3} \frac{t}{\sqrt{d}} \quad \text{and} \quad |x_0| \leq L - \frac{|r| t}{3\sqrt{d}} \leq L - \frac{|r| t_\delta}{3\sqrt{d}} = L_\delta^0.$$

(4.1)

For $t \geq 0$ and $z \in \mathbb{R}^d$ define $\tilde{u}(t, z) = u(t, x_0 + z)$. If $|z| \leq L_\delta^0$, then $|x_0 + z| \leq |x_0| + L_\delta^0 \leq L$, which implies that $\tilde{u}(0, z) \leq \rho - \delta$. Applying Proposition 1.6 to $\tilde{u}$, and recalling the bound on $|y|$ in (4.1), which implies $|y|/2 \leq \frac{2|r|}{3} t$ we have that for $t \geq t_\delta$, and $|x| \leq L + (|r|/3)t/\sqrt{d}$

$$u(t, x) = \tilde{u}(t, y) \leq C_0 e^{-c_0 t} \leq C_1 e^{-c_1 t}.$$

Since the right-hand side above is at least 1 if $t \leq t_\delta$, the above bound follows for all $t \geq 0$, and we have proved the result with $w = |r|/6\sqrt{d}$.

Proof of Proposition 1.5. Extend $f|_{[0,1]}$ to a smooth function $\tilde{f}$ on $[0,1+\delta_0]$ so that $\tilde{f} > 0$ on $(1,1+\delta_0)$, $\tilde{f}(1+\delta_0) = 0$, $\tilde{f}'(1+\delta_0) < 0$ and $\int_0^{1+\delta_0} \tilde{f}'(u)du < 0$. The situation is now as in Proposition 1.7 with 0, 1 and $1 + \delta_0$ playing the roles of 0, $\rho$ and 1. As the solutions take values in $[0,1]$ the extension will not affect the solutions and the Theorem follows from Proposition 1.7.

Proof of Proposition 1.4. The version of Proposition 1.5 with the roles of 0 and 1 reversed, applied on the interval $(0, \alpha)$ shows there are positive constants $L$, $c$, and $C$ so that if $u(0, x) \geq \alpha/2$ for $|x| \leq L$, then

$$u(t, x) \geq \alpha - C e^{-ct} \text{ for } |x| \leq L + 2w t.$$

It is here that we need $f'(<\alpha < 0$, corresponding to $f'(0) < 0$ in Proposition 1.5. By Theorem 3.1 of Aronson and Weinberger [2] there is a $T_0$ so that

$$u(T, x) \geq \alpha/2 \text{ for } |x| \leq L \text{ and } T \geq T_0.$$

Therefore we have

$$u(t + T_0, x) \geq \alpha - C e^{-ct} \text{ for } |x| \leq L + 2w(t + T_0) - 2w T_0,$$
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and so for $t \geq 2T_0$, 

$$u(t, x) \geq \alpha - Ce^{cT_0}e^{-ct} \text{ for } |x| \leq L + wt.$$ 

The result follows as we may replace $w$ with $2w$.  

Recall the parameter $r \in (0, 1)$, and definitions of $a_\varepsilon$, $t_\varepsilon$, $Q_\varepsilon$, and $D(x, \xi)$ in (1.20). We first show the density $D(x, \xi_T^\varepsilon)$ is close to its mean.

**Lemma 4.1.** Let $T > 0$ and assume $\xi_0^\varepsilon$ is deterministic.

(a) If $0 < r < \frac{5}{24}$, then for all $x \in a_\varepsilon \mathbb{Z}^d$,

$$E((D(x, \xi_T^\varepsilon) - E(D(x, \xi_T^\varepsilon)))^2) \leq C.1e^{c_0T} \varepsilon^{1/8}.$$ 

(b) If $0 < r \leq 1/(16d)$ and $C = y + [-L, L]^d$ for $y \in \mathbb{R}^d$, then for all $\eta > 0$,

$$P\left( \sup_{x \in C \cap a_\varepsilon \mathbb{Z}^d} |D(x, \xi_T^\varepsilon) - E(D(x, \xi_T^\varepsilon))| \geq \eta \right) \leq C.1 e^{1/16} L^d e^{c_0T} \eta^{-2}.$$ 

**Proof.** (a) Note that

$$|\{(z_1, z_2) \in (x + Q_\varepsilon)^2 : |z_1 - z_2| \leq \varepsilon^{1/4}\}|$$

$$\leq (2\varepsilon^{-3/4} + 1)^d |Q_\varepsilon| \leq c_d |Q_\varepsilon| (\varepsilon^{1-r})^d.$$ 

If $\Sigma_\varepsilon^z$ denotes the sum over 

$$z \in \{(z_1, z_2) \in (x + Q_\varepsilon)^2 : |z_1 - z_2| > \varepsilon^{1/4}\},$$

then by (4.2) and Proposition 3.4 with $K = 2$,

$$E((D(x, \xi_T^\varepsilon) - E(D(x, \xi_T^\varepsilon)))^2)$$

$$\leq |Q_\varepsilon|^{-2} \left[ c_d |Q_\varepsilon|^2 (\varepsilon^{1-r})^d + \sum_{z} E\left( \prod_{k=1}^2 \xi_T^\varepsilon(z_k) \right) - E(\prod_{k=1}^2 \xi_T^\varepsilon(z_k)) \right]$$

$$\leq c_d \varepsilon^{1-r} + 4c_3.4 (2)e^{c_0T} \varepsilon^{1/8}$$

$$\leq C.1 e^{c_0T} \varepsilon^{1/8},$$

where our condition on $r$ is used in the last line.

(b) Note that 

$$|C \cap a_\varepsilon \mathbb{Z}^d| \leq c_d L^d a_\varepsilon^{-d} \leq c_d L^d \varepsilon^{-rd} \leq c_d L^d \varepsilon^{-1/16}.$$ 

The result now follows from (a) and Chebychev’s inequality.  

We recall the following hypothesis from Section 1.6: 

**Assumption 2.** There are constants $0 < u_1 < 1$, $c_2, C_2, w > 0$, $L_0 \geq 3$ so that for all $L \geq L_0$, if $u(0, x) \leq u_1$ for $|x| \leq L$ then for all $t \geq 0$

$$u(t, x) \leq C_2 e^{-c_2t} \text{ for all } |x| \leq L + 2wt.$$
We also recall the following condition from the same Section: For some $r_0 > 0$,

$$\sum_{i=0}^{1} \| g_i^\varepsilon - g_i \|_\infty \leq c_{1.63} \varepsilon^{r_0}. \tag{4.5}$$

We say that $\xi \in \{0, 1\}^{\varepsilon \mathbb{Z}^d}$ has density at most $\kappa$ (respectively, in $[\kappa_1, \kappa_2]$) on $A \subset \mathbb{R}^d$ iff $D(x, \xi) \leq \kappa$ (respectively $D(x, \xi) \in [\kappa_1, \kappa_2]$) for all $x \in (a \varepsilon \mathbb{Z}^d) \cap A$. We set (recall (3.7))

$$r = \frac{1}{16d},$$

hence $\beta = \frac{1.9}{16d}, t_\varepsilon = \varepsilon^{1.9/(16d)}, T = A_{4.2} \log(1/\varepsilon)$, and $S = T - t_\varepsilon$, \tag{4.6}

where $A_{4.2} = c_6^{-1} \left( \frac{1}{100d} \wedge \frac{1}{4} \right)$.

**Lemma 4.2.** Suppose Assumption 2 and (4.5) hold. Let $u_2 \in (0, u_1)$ and $\gamma_{4.2} = \left( \frac{\kappa_2}{\kappa_1} \wedge 1 \right) \left( \frac{1}{100d} \wedge \frac{\kappa_2}{\kappa_1} \right)$. There is an $\varepsilon_{4.2} > 0$, depending on $(u_1, u_2, w, c_2, C_2)$ and satisfying

$$\varepsilon_{4.2} = u_2,$$ \tag{4.7}

so that if $0 < \varepsilon \leq \varepsilon_{4.2}$ and $2 + L_0 \leq L \leq \varepsilon^{-0.001/d}$, then whenever $\xi_0^\varepsilon$ has density at most $u_2$ in $[-L, L]^d$,

$$P(\xi_T^\varepsilon \text{ has density at most } \varepsilon_{4.2} \text{ in } [-L - wT, L + wT]^d | \xi_0^\varepsilon) \geq 1 - \varepsilon^{0.05}.$$ 

Note that (4.7) allows us to iterate this result and obtain the conclusion on successively larger spatial regions at multiples of $T$.

The proof of the above Lemma will require some preliminary lemmas.

**Lemma 4.3.** If $p_t^\varepsilon(y) = \varepsilon^{-d} P( B_t^\varepsilon = y), y \in \varepsilon \mathbb{Z}^d$, then for $0 < \varepsilon \leq 1$,

$$|p_t^\varepsilon(x) - p_t^\varepsilon(x+y)| \leq c_{4.\beta} |y| t^{-(d+1)/2} \text{ for all } x, y \in \varepsilon \mathbb{Z}^d \text{ and } t > 0.$$

**Proof.** This is a standard local central limit theorem; for $d = 2$ this is Lemma 2.1 of [5] and the same proof applies in higher dimensions. \qed

Recall (from (3.15)) that $P_t^\varepsilon$ is the semigroup associated with $B^\varepsilon$.

**Lemma 4.4.** There is a $c_{4.4}$ such that if $1 > \alpha > \beta/2$, then for $0 < \varepsilon \leq 1$,

$$|P_t^\varepsilon \xi(x) - P_t^\varepsilon \xi(x')| \leq c_{4.4} \varepsilon^{(2\alpha - \beta)/(2+d)}$$

for all $x, x' \in \varepsilon \mathbb{Z}^d$ such that $|x - x'| \leq 2\varepsilon^\alpha$ and all $\xi \in \{0, 1\}^{\varepsilon \mathbb{Z}^d}$.
Proof. Let \(-\infty < \delta \leq \alpha\), \(\Delta = x - x'\) and assume \(|\Delta| \leq 2\varepsilon^\alpha\). Apply Lemma 4.3 to see that

\[
|P_t^\varepsilon \xi(x) - P_t^\varepsilon \xi(x')| \\
\leq \sum_{z \in \varepsilon \mathbb{Z}^d} |P(B_{t^\varepsilon}^z = z) - P(B_{t^\varepsilon}^z = z + \Delta)| \\
\leq \sum_{|z| \leq 3\varepsilon^\delta} c.4.3\varepsilon^d|\Delta|t^\varepsilon - (d+1)/2 + P(|B_{t^\varepsilon}^z| > 3\varepsilon^\delta) + P(|B_{t^\varepsilon}^z| \geq 3\varepsilon^\delta - \delta) \\
\leq c.\varepsilon^{(\delta/2)}\varepsilon^d + \varepsilon^{-\beta(d+1)/2} + 2P(|B_{t^\varepsilon}^z| > \varepsilon^\delta).
\]

If we use Chebychev to bound the last summand by \(ct_\varepsilon \varepsilon^{-2\delta} = c\varepsilon^{\beta - 2\delta}\) and optimize over \(\delta\) (setting \(\delta = \beta - \alpha - (\beta/2)\varepsilon^d < \beta/2 < \alpha\)), we obtain the required upper bound. 

Lemma 4.5. For any \(\eta > 0\) there is an \(\varepsilon_{4.5}(\eta) > 0\) so that if \(0 < \varepsilon \leq \varepsilon_{4.5}\), \(u \in [0,1]\), \(L > 1\), and \(\xi \in \{0,1\}^{\varepsilon \mathbb{Z}^d}\) has density at most \(u\) in \([-L,L]^d\), then

\[
P_t^\varepsilon \xi(x) \leq u + \eta \text{ for all } x \in [-L + 1, L - 1]^d \cap \varepsilon \mathbb{Z}^d. \tag{4.8}
\]

Proof. By translation invariance it suffices to prove that for small enough \(\varepsilon > 0\) and all \(x \in [-a\varepsilon, a\varepsilon]^d \cap \varepsilon \mathbb{Z}^d\), if \(\xi\) has density at most \(u\) in \([-1,1]^d\) then \(P_t^\varepsilon \xi(x) \leq u + \eta\). (This addresses the uniformity in \(L\).) Argue as in the upper bound in (3.13) to see that for \(\varepsilon < \varepsilon_0(\eta)\),

\[
\frac{|\eta|P(B_{t^\varepsilon} = z + \varepsilon)}{P(B_{t^\varepsilon} = z + \varepsilon)} \leq 1 + \frac{\eta}{2} \text{ for all } z \in a\varepsilon \mathbb{Z}^d, \ |z - x| \leq 1 \text{ and } \varepsilon \in Q_\varepsilon.
\]

We therefore have

\[
P_t^\varepsilon \xi(x) \leq P(|B_{t^\varepsilon} = z + 1/2|) \\
+ \sum_{z \in a\varepsilon \mathbb{Z}^d} 1(|z - x| \leq 3/4) \sum_{\varepsilon \in Q_\varepsilon} \xi(z + \varepsilon) \frac{1 + (\eta/2)}{|\eta|} P(B_{t^\varepsilon} = z + \varepsilon) \\
\leq 4\sigma^2 dt^\varepsilon + \sum_{z \in a\varepsilon \mathbb{Z}^d} 1(|z - x| \leq 3/4)u(1 + \frac{\eta}{2}) P(B_{t^\varepsilon} = z + \varepsilon) \\
\leq 4\sigma^2 dt^\varepsilon + u + \frac{\eta}{2} \leq u + \eta,
\]

for \(\varepsilon < \varepsilon_1(\eta)\). 

We are ready for the Proof of Lemma 4.2.

Proof. By the conditioning we may fix a deterministic \(\xi_\delta^x\) as in the statement of Lemma 4.2. In light of Lemma 4.1 our first and main goal is to bound \(E(D(x, \xi_T^x))\) for a fixed \(x \in a\varepsilon \mathbb{Z}^d \cup [-L - wT, L + wT]^d\). Let \(z \in x + Q_\varepsilon\). Let \(X_{z,T}\) be the modification of the dual \(X_{z,T}\), starting with a single particle at \(z\), in which particles ignore branching and coalescing events on \([S,T]\) by following their own random walk and switching to independent random walk mechanisms when a collision between
particles occurs. Hence $X^j_\delta = \hat{X}^j_\delta$ for all $i \in J(S)$, and on $[S,T]$ the particles in $\hat{X}^{z,T}$ follow independent copies of $B^\varepsilon$.

Let $\tilde{\xi}^\varepsilon$ be the associated computation process, defined just as $\xi^\varepsilon$ is for $X^{z,T}$, with initial values $\tilde{\zeta}^\varepsilon_0(j) = \zeta_0^\varepsilon(\hat{X}^j_0)$, $j \in J(S)$ (for $X^{z,T}$ the index set is constant on $[S,T]$). On $\tilde{G}^\beta_T$, $T \notin \bigcup_{m=0}^{N_T-1} [R_m, R_m + 2\varepsilon^\beta]$, with $\beta < 1/2$, and so

$$[S,T] \cap (\bigcup_{m=0}^{N_T-1} [R_m, R_m + \sqrt{\varepsilon}]) = \emptyset. \quad (4.9)$$

Therefore on $\tilde{G}^\beta_T$, $X^{z,T}$ has no branching or coalescing events on $[S,T]$, and so $X^{z,T} = \hat{X}^{z,T}$ on $[0,T]$. This also means (by (2.17)) that, given the common inputs $\zeta_0^\varepsilon(j) = \tilde{\zeta}^\varepsilon_0(j) = \zeta_0^\varepsilon(X^j_0)$, $j \in J(T) = J(S)$ we have

$$\tilde{\xi}^\varepsilon_T(0) = c_{\xi}^\varepsilon_T(0) = \xi^\varepsilon(z) \text{ on } \tilde{G}^\beta_T. \quad (4.10)$$

Let $\psi^\varepsilon(x) = P^\varepsilon_{t_0} \xi^\varepsilon_0(x)$. Conditional on $\mathcal{F}_S$, $\{X^j_0 - \hat{X}^j_0 : j \in \hat{J}(S)\}$ are iid with law $P_0(B^\varepsilon \subset \cdot)$, and so, conditional on $\mathcal{F}_S$, $\{\tilde{\zeta}^\varepsilon_T-S(j) = \zeta_0^\varepsilon(X^j_T) : j \in J(S)\}$ are independent Bernoulli rv’s with means $\{\psi^\varepsilon(X^j_S) : j \in J(S)\}$. Recall $\{W_j\}$ is an iid sequence of uniform $[0,1]$ rv’s independent of $\mathcal{F}_\infty$ (that is of our graphical construction). Let $\{\tilde{\xi}^\varepsilon_T(\cdot) : j \in J(T-t), T-S \leq t \leq T\}$ be the computation process associated with $X^{z,T}$ but with initial inputs $\tilde{\xi}^\varepsilon_T-S(j) = 1(W_j \leq \psi^\varepsilon(X^j_S))$. Then $\{\tilde{\xi}^\varepsilon_T : T-S \leq t \leq T\}$ and $\{\tilde{\xi}^\varepsilon_T : T-S \leq t \leq T\}$ have the same law because the joint law of their Bernoulli inputs and the processes $X^{z,T}$, $t \leq S$ and $((\mu_m, U_m)1(R_m \leq t), t \leq S)$ used to define them are the same. Therefore by (4.10)

$$|P(\tilde{\xi}^\varepsilon_T(z) = 1) - P(\tilde{\xi}^{\varepsilon *}_T(0) = 1)| = |P(\xi^\varepsilon_T(z) = 1) - P(\xi^{\varepsilon *}_T(0) = 1)| \leq P((\tilde{G}^\beta_T) = (4.11)$$

Consider now the branching random walk $\hat{X}$ starting with a single particle at $z$ and coupled with $X^{z,T}$ as in Section 2.7, together with its computation process $\{\hat{\xi}^\varepsilon : t \in [T-S,T]\}$ with initial inputs $\hat{\xi}^{T-S}(j) = 1(W_j \leq \psi^\varepsilon(X^j_S))$, $j \in \hat{J}(S)$. Conditional on $\mathcal{F}_\infty$, these inputs are independent Bernoulli rv’s with means $\{\psi^\varepsilon(X^j_S) : j \in \hat{J}(S)\}$. The computation processes $\xi^{\varepsilon, \ast}$ and $\hat{\xi}^\varepsilon$ are identical on $[T-S,T]$ if given the same inputs at time $T-S$. Therefore Lemma 2.10 shows that on $\tilde{G}^\beta_T$, $\tilde{\xi}^\varepsilon_T(0)$ and $\tilde{\xi}^{\varepsilon *}_T(0)$ will coincide if given the same inputs at time $T-S$. Therefore

$$|P(\tilde{\xi}^\varepsilon_T(0) = 1) - P(\tilde{\xi}^{\varepsilon *}_T(0) = 1)| \leq P((\tilde{G}^\beta_T)^C) + E(P(\tilde{\xi}^{T-S}(j) \neq \tilde{\xi}^{\varepsilon *}_T(j) \exists j \in \hat{J}(S)|\mathcal{F}_\infty)1(\tilde{G}^\beta_T) \leq P((\tilde{G}^\beta_T)^C) + E\left(\sum_{j \in \hat{J}(S)} |\psi^\varepsilon(X^j_S) - \psi^\varepsilon(X^j_T)|1(\sup_{j \in \hat{J}(S)} |X^j_T - X^j_S| \leq \varepsilon^{1/6})\right). \quad (4.12)$$

Use Lemma 2.9 to bound the first term above and Lemma 4.4 with $\alpha = 1/6 > \beta/2$ to bound the second, and combine this with (4.11) to conclude that (use $d \geq 3$)

$$|P(\xi^\varepsilon_T(z) = 1) - P(\xi^{\varepsilon *}_T(0) = 1)| \leq 2c_{2.9} e^{c_{2.9} T} \varepsilon^{\beta/3} + E(|\hat{J}(S)|)c_{4.4} \varepsilon(1/3-\beta)/(2+4d) \leq 2c_{2.9} \varepsilon^{1/(40d)} + e^{c_{4.4} S} c_{4.4} \varepsilon(1/3-\beta)/(2+4d) \leq (2c_{2.9} + c_{4.4}) \varepsilon^{1/(40d)}. \quad (4.13)$$
To prepare with the coupling with the branching Browian motion we must extend \( \psi_\varepsilon(x) = P^s_t \xi_\varepsilon(x) \) from \( \varepsilon \mathbb{Z}^d \) to \( \mathbb{R}^d \) in an appropriate manner. Since \( \xi_\varepsilon \) has density at most \( u_2 \) in \( [-L, L]^d \), Lemma 4.5 shows that for \( \varepsilon \leq \varepsilon_{4.5}(u_1 - u_2) \) we may extend \( \psi_\varepsilon \) in a piecewise linear manner so that

\[
\psi_\varepsilon(x) \leq u_1(1(|x| \leq L - 2) + 1(|x| > L - 2) \text{ for all } x \in \mathbb{R}^d. \tag{4.14}
\]

In addition, using Lemma 4.4 with \( \alpha = 1/6 \), we may assume the above extension also satisfies

\[
|\psi_\varepsilon(x) - \psi_\varepsilon(x')| \leq c_{4.4} \varepsilon^{-\frac{1}{2} + \frac{d}{2}} \text{ for } x, x' \in \mathbb{R}^d \text{ such that } |x - x'| \leq \varepsilon^{1/6}. \tag{4.15}
\]

Now consider the branching Brownian motion \( \hat{X}^0 \) starting with a single particle at \( z \), coupled with \( \hat{X}^\varepsilon \) as in Section 3. Consider also its associated computation process \( \hat{\xi}^\varepsilon \) on \([T - S, T]\) starting with conditionally independent Bernoulli inputs \( \{\hat{\xi}_T^j = 1(W_j \leq \psi_\varepsilon(\hat{X}^0_S(j)) : j \in \hat{J}^0(S)\}. \) We may argue as in the derivation of (4.13), but now using Lemma 2.13, (4.5), and (4.15) in place of Lemmas 2.9 and 4.4, to conclude after some arithmetic using \( d \geq 3, \)

\[
|P(\hat{\xi}_T^\varepsilon(0) = 1) - P(\hat{\xi}_T^0(0) = 1)| \leq e^{c_2 T} 2.13(\varepsilon^{3/8} + c_{1.63} \varepsilon^{r/2}) + c_{4.4} \varepsilon^{1/(40d)}. \tag{4.16}
\]

By Lemma 3.3 (we have shifted time by \( T - S \)), \( P(\hat{\xi}_T^0(0) = 1) = u_\varepsilon(S, z) \), where \( u_\varepsilon \) is the solution of the PDE (1.19) with initial condition \( u_\varepsilon(0, \cdot) = \psi_\varepsilon. \) Now combine this with (4.13) and (4.16) to see that for small enough \( \varepsilon \) as above

\[
E(\xi_T^\varepsilon(z)) \leq c \varepsilon^{(1/(40d))} + u_\varepsilon(S, z). \tag{4.17}
\]

Now use the bound on the initial condition (4.14) and Assumption 2 in the above to conclude that for \(|z| \leq L - 2 + 2wS\), and small \( \varepsilon \)

\[
E(\xi_T^\varepsilon(z)) \leq c \varepsilon^{(1/(40d))} + C_2 e^{-c_2 S} \leq \varepsilon^{\gamma'}, \tag{4.18}
\]

where \( \gamma' = \left( \frac{\gamma}{c_2} \wedge 1 \right) \left( \frac{1}{100d} \wedge \frac{r_0}{T} \right) > \gamma_{4.2} \) and we used the definition of \( S \) and some arithmetic. By taking \( \varepsilon \) smaller if necessary we may assume \( 2wS - 3 \geq wT \) and so the above holds for \(|z| \leq L + 1 + wT\). This shows that

\[
E(D(x, \xi_T^\varepsilon)) \leq \varepsilon^{\gamma'} \text{ for } x \in a_\varepsilon \mathbb{Z}^d \cap [-L - wT, L + wT]^d. \tag{4.19}
\]

Finally apply the above and Lemma 4.1 to conclude that for small enough \( \varepsilon \)

\[
P \left( \sup_{x \in [-L-wT,L+wT]^d \cap a_\varepsilon \mathbb{Z}^d} D(x, \xi_T^\varepsilon) \geq \varepsilon^{\gamma_{4.2}} \right)
\]

\[
\leq P \left( \sup_{x \in [-L-wT,L+wT]^d \cap a_\varepsilon \mathbb{Z}^d} |D(x, \xi_T^\varepsilon) - E(D(x, \xi_T^\varepsilon))| \geq \varepsilon^{\gamma_{4.2}/2} \right)
\]

\[
\leq C_{4.1} \varepsilon^{1/16} (L + wT)^d e^{c_2 T} 4 \varepsilon^{-2\gamma_{4.2}}
\]

\[
\leq C \varepsilon^{1/16} \varepsilon^{-0.01} \varepsilon^{-1/100d} \varepsilon^{-1/120d} \leq \varepsilon^{0.05}.
\]

\( \square \)
Our next goal is to show that the dual process only expands linearly in time. The first ingredient is a large deviations result. Recall the dominating branching random walk \( \{ \hat{X}^{\varepsilon,j}(t) : j \in J^\varepsilon(t) \} \) introduced at the beginning of Section 2.8 which satisfies
\[
\{ X^{\varepsilon,j}_s : j \in J^\varepsilon(s) \} \subset \{ \hat{X}^{\varepsilon,j}_s : j \in \hat{J}^\varepsilon(s) \}.
\]
If \( \|X^\varepsilon\|_\infty = \sup\{|X^{\varepsilon,j}(s)| : j \in J^\varepsilon(s)\} \) and similarly for \( \|\hat{X}^\varepsilon\|_\infty \), then the above domination implies
\[
\|\hat{X}^\varepsilon\|_\infty \geq \|X^\varepsilon\|_\infty \text{ for all } s, \varepsilon.
\]
(4.20)
Recall \( c^* \) is as in (2.7).

**Lemma 4.6.** Assume \( \hat{X}^\varepsilon \) starts from one particle at 0. For each \( R > 0 \) there is an \( \varepsilon_{4.6}(c^*, R) > 0 \), nonincreasing in each variable, so that for \( 0 < \varepsilon \leq \varepsilon_{4.6} \) and \( t > 0 \),
\[
P(\|\hat{X}^\varepsilon_s\|_\infty \geq 2pt \text{ for some } s \leq t) \leq (4d + 1) \exp(-t(\gamma(\rho) - c_b)) \text{ for all } 0 < \rho \leq R,
\]
where \( \gamma(\rho) = \min\{\rho/2, \rho^2/3\sigma^2\} \). Moreover, if \( \rho \geq \max\{4c_b, 2\sigma^2\} \), then the above bound is at most \( (4d + 1) \exp(-t\rho/4) \).

**Proof.** The last assertion is trivial. Let \( S^\varepsilon_t \) be a random walk that starts at 0, jumps according to \( p_\varepsilon \) at rate \( \varepsilon^{-2} \), and according to \( q_\varepsilon \) at rate \( c^* \). Since \( E|\hat{X}^\varepsilon_t| = \exp(c_b t) \) by summing over the branches of the tree, it suffices to show
\[
P(\|S^\varepsilon_s\|_\infty \geq pt \text{ for some } s \leq t) \leq (4d + 1) \exp(-\gamma(\rho)t).
\]
(4.21)
As usual, \( B^\varepsilon_t \) is the random walk that jumps according to \( p_\varepsilon \) at rate \( \varepsilon^{-2} \). By the reflection principle
\[
P\left( \sup_{s \leq t} B^\varepsilon_{s,i} \geq pt \right) \leq 2P\left( B^\varepsilon_{t,i} \geq pt \right) \leq 2e^{-\theta pt} E\left( \exp(\theta B^\varepsilon_{t,i}) \right)
\]
for any \( \theta > 0 \). If \( \phi_\varepsilon(\theta) = \sum_x e^{\theta x} p_\varepsilon(x) \) then a standard Poisson calculation gives
\[
E\left( \exp(\theta B^\varepsilon_{t,i}) \right) = \exp(t\varepsilon^{-2}(\phi_\varepsilon(\theta) - 1)).
\]
By scaling \( \phi_\varepsilon(\theta) = \phi_1(\varepsilon\theta) \). Our assumptions imply \( \phi_1'(0) = 0 \) and \( \phi_1''(0) = \sigma^2 \) so
\[
\varepsilon^{-2}(\phi_1(\varepsilon\theta) - 1) \rightarrow \sigma^2 \theta^2/2 \text{ as } \varepsilon \rightarrow 0.
\]
If \( 0 < \rho \leq R \) and \( \theta = \rho/\sigma^2 \) in the above, it follows that for \( \varepsilon < \varepsilon_0(R) \),
\[
e^{-\rho^2/3}\sigma^2 t E\left( \exp\left( (\rho/\sigma)B^\varepsilon_{t,i} \right) \right) \leq \exp(-\rho^2 t/3\sigma^2),
\]
and so,
\[
P(\sup_{s \leq t} |B^\varepsilon_{s,i}| \geq pt) \leq 4 \exp\left( -\rho^2 t/3\sigma^2 \right).
\]
(4.22)
Let \( J^\varepsilon_t \) be the one dimensional random walk that jumps according to the law of \( \varepsilon Y^* = \varepsilon \max_{i \leq N_0} |Y^i| \) at rate \( c^* \), and notice that this will bound the \( L^\infty \) norm of
the sum of the absolute values of the jumps according to \( q_\varepsilon \) in \( S_\varepsilon \) up to time \( t \). If we let \( \phi_f(\theta) = E(\exp(\theta Y^*)) \), then, arguing as above, we obtain

\[
P(J_t^\varepsilon \geq pt) \leq \exp(-\rho\theta t + c^*t(\phi_f(\varepsilon\theta) - 1)).
\]

The exponential tail of \( Y^* \) (from (1.8)) shows that \( (\phi_f(\varepsilon\theta) - 1)/\varepsilon\theta \to EY^* \) as \( \varepsilon \to 0 \), and so, if we set \( \theta = 1 \), then for small \( \varepsilon \), \( c^*(\phi_f(\varepsilon) - 1) \leq \rho/2 \). (The choice of \( \varepsilon \) here works for all \( \rho \) because we may assume without loss of generality that \( \rho \geq \rho_0 > 0 \) as the Lemma is trivial for small \( \rho \).) Therefore

\[
P(J_t^\varepsilon \geq pt) \leq \exp(-pt/2). \tag{4.23}
\]

To derive (4.21), write

\[
P(\sup_{s \leq t} \|S_s^\varepsilon\|_\infty \geq 2pt) \leq \sum_{i=1}^{d} P(\sup_{s \leq t} |B_s^{\varepsilon,i}| \geq pt) + P(J_t^\varepsilon \geq pt),
\]

and use (4.22) and (4.23).

Our next result uses the large deviation bound in Lemma 4.6 to control the movement of all the duals that start in a region. Recall that \( X^{x,U} \) is the dual for \( \xi^\varepsilon \) starting with one particle at \( x \) from time \( U \). For \( x \in \mathbb{R}^d \) and \( r > 0 \) let \( Q(x,r) = [x-r,x+r]^d \) and \( Q^\varepsilon (x,r) = Q(x,r) \cap \varepsilon \mathbb{Z}^d \). Write \( Q(r) \) for \( Q(0,r) \) and \( Q^\varepsilon (r) \) for \( Q^\varepsilon (0,r) \).

**Lemma 4.7.** For \( c > 0, b \geq 4c_d \vee 2\sigma^2, L \geq 1 \) and \( U \geq T' = c\log(1/\varepsilon) \), let

\[
\bar{p}_\varepsilon(b,c,L,U) = P(X^u_{t_i} \text{ is not contained in } Q(L + 2bT'))
\]

for some \( u \in [U - T', U] \), \( t \leq T' \) and some \( x \in Q^\varepsilon (L) \).

Let \( c_d' = 12(4d + 1)^3d \). There exists \( \varepsilon_4.6(c^*,b) > 0 \) such that if \( 0 < \varepsilon \leq \varepsilon_4.6 \)

\[
\bar{p}_\varepsilon(b,c,L,U) \leq c_d'L^d(c\log(1/\varepsilon) + 1)\varepsilon^{q-d}
\]

where \( q = (\frac{b}{4} - 2) \vee \varepsilon^{-2} \).

**Proof.** By translation invariance it suffices to take \( U = T' \). For \( x \in \mathbb{Z}^d \) let \( \{T_i(x) : i \geq 0\} \) be the successive jump times of the reversed Poisson process, starting at time \( T' \), determined by the \( T'_{n+1}, T'_{n,x}^\varepsilon \). Also let \( N_x \) be the number of such jumps up to time \( T' \), so that \( N_x \) is Poisson with mean \( (c^* + \varepsilon^{-2})T' \). The process \( \xi^\varepsilon_t(x) \) is constant for \( t \in [T' - T_i+1(x), T' - T_i(x)] \) and for such \( t \) the dual \( X^{x,t}(v) \) is

\[
X^{x,T'-T_i(x)}(v + (T' - T_i(x) - t)),
\]

that is, one is a simple translation of the other. This means for \( t \) as above

\[
\bigcup_{v \leq t} X^{x,t}(v) \subset \bigcup_{v \leq T'-T_i(x)} X^{x,T'-T_i(x)}(v), \tag{4.24}
\]
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(in fact equality clearly holds). As a result, in \( \bar{p}_e(b, c, L, T') \) we only need consider \( t \) to be one of the times \( T' - T_i(x) \) for \( 0 \leq i \leq N_x \) and we may bound \( 1 - \bar{p}_e(b, c, L, T') \) by

\[
P(\exists x \in Q^e(L) \text{ s.t. } N_x \geq 3T'(\varepsilon^{-2} + c^*)) \\
+ P(\exists x \in Q^e(L), \ 0 \leq T_i(x) \leq 3T'(\varepsilon^{-2} + c^*) \text{ s.t.} \\
\sup_{v \leq T' - T_i(x)} \|X_{x,T' - T_i(x)}(v)\|_\infty > 2bT') \\
\leq (2L\varepsilon^{-1} + 1)^d \exp\{-3T'(\varepsilon^{-2} + c^*)\} E(c^N_e) \\
+ (2L\varepsilon^{-1} + 1)^d (3T'(\varepsilon^{-2} + c^*) + 1)(4d + 1) \exp(-T'b/4).
\]

Here we are using Lemma 4.6 and the strong Markov property at \( T_i(x) \) for the filtration generated by the reversed Poisson processes \( F_t \). Some arithmetic shows the above is at most

\[
3^d (L \vee \varepsilon)^d \varepsilon^{-d} \left[ \exp(-3T'(\varepsilon^{-2} + c^*)) \exp((\varepsilon^{-2} + c^*)T'(\varepsilon - 1)) \\
+ (4d + 1)(3T'(\varepsilon^{-2} + c^*) + 1)e^{bc/4} \right] \\
\leq 3^d (L \vee \varepsilon)^d \varepsilon^{-d} \left[ \exp(-T'(\varepsilon^{-2} + c^*)) + 6(4d + 1)(c \log(1/\varepsilon)\varepsilon^{-2} + 1)\varepsilon^{bc/4} \right] \\
\leq 3^d (L \vee \varepsilon)^d \varepsilon^{-d} \left[ e^{(\varepsilon\varepsilon^{-2})} + 6(4d + 1)(c \log(1/\varepsilon) + 1)\varepsilon^{bc/4 - 2} \right] \\
\leq c'_d (L \vee \varepsilon)^d (c \log(1/\varepsilon) + 1)\varepsilon^{-d} (bc/4 - 2)^{\wedge \varepsilon^{-2}}
\]

\[\square\]
5 Percolation results

To prove Theorems 1.15 and (especially) 1.16 we will use block arguments that involve comparison with oriented percolation. Let \( D = d + 1 \), where for now we allow \( d \geq 1 \), and let \( A \) be any \( D \times D \) matrix so that (i) if \( x \) has \( \sum x_i = 1 \) then \( (Ax)_D = 1 \), and (ii) if \( x \) and \( y \) are orthogonal then so are \( Ax \) and \( Ay \). Geometrically, we first rotate space to take \( (1/D,...,1/D) \) to \((0,...,0,1/\sqrt{D})\) and then scale \( x \to x\sqrt{D} \). Let \( \mathcal{L}_D = \{ Ax : x \in \mathbb{Z}^D \} \). The reason for this choice of lattice is that if we let \( Q = \{ Ax : x \in [-1/2,1/2]^D \} \), then the collection \( \{ z + Q, z \in \mathcal{L}_D \} \) is a tiling of space by rotated cubes. When \( d = 1 \), \( \mathcal{L}_2 = \{(m,n) : m + n \text{ is even}\} \) is the usual lattice for block constructions (see Chapter 4 of [14]).

Let \( \mathcal{H}_k = \{ z \in \mathcal{L}_D : z_D = k \} = \{ Ax : x \in \mathbb{Z}^D, \sum x_i = k \} \) be the points on “level” \( k \). We will often write the elements of \( \mathcal{H}_k \) in the form \( (z,k) \) where \( z \in \mathbb{R}^d \). Let \( \mathcal{H}'_k = \{ z \in \mathbb{R}^d : (z,k) \in \mathcal{H}_k \} \). When \( d = 2 \), the points in \( \mathcal{H}'_0 \) are the vertices of a triangulation of the plane using equilateral triangles, and the points in \( \mathcal{H}'_1 \) are obtained by translation. One choice of \( A \) leads to Figure 7, where \( \mathcal{H}'_1 \) and \( \mathcal{H}'_2 \) are obtained by translating \( \mathcal{H}'_0 \) upward by \( \sqrt{2} \) and \( 2\sqrt{2} \), respectively, and \( \mathcal{H}'_3 = \mathcal{H}'_0 \).

![Figure 7: \( \mathcal{H}'_0 \) (black dots) and \( \mathcal{H}'_1 \) (white dots) in \( \mathcal{L}_3 \)](image)

In \( d \geq 3 \) dimensions (the case we will need for our applications in this work) the lattice is hard to visualize so we will rely on arithmetic. Let \( \{ e_1,\ldots,e_D \} \) be the standard basis in \( \mathbb{R}^D \), and put \( v_i = Ae_i, i = 1,\ldots,D \). By the geometric description of \( A \) given above, \( v_i \in \mathcal{H}_1 \) has length \( \sqrt{D} \), and writing \( v_i = (v'_i,1) \), \( v'_i \in \mathbb{R}^d \) has length \( \sqrt{D} - 1 \). For \( i \neq j \), \( \| v'_i - v'_j \|_2 = \| v_i - v_j \|_2 = \sqrt{2D} \), the last by orthogonality of \( v_i \) and \( v_j \). The definitions easily imply that \( \mathcal{H}'_{k+1} = v'_i + \mathcal{H}'_k \equiv \{ v'_i + x : x \in \mathcal{H}_k \} \) for each \( i \) and \( k \). Note that \( Dv'_i \in \mathcal{H}'_0 \) because \( Dv_i - (0,...,0,D) \in \mathcal{H}_0 \). This implies that \( \mathcal{H}'_{k+D} = Dv'_i + \mathcal{H}'_k = \mathcal{H}'_k \).

For \( x \in \mathcal{H}'_k \) let \( \mathcal{V}_x \subset \mathbb{R}^d \) be the Voronoi region for \( x \) associated with the points in \( \mathcal{H}'_k \), i.e., the closed set of points in \( \mathbb{R}^d \) that are closer to \( x \) in Euclidean norm than to all the other points of \( \mathcal{H}'_k \) (including ties). If \( \mathcal{V} = \mathcal{V}_0 \) (in \( d = 2 \), \( \mathcal{V}_0 \) is the hexagon in Figure 8 inside the connected six white dots), then the translation invariance of \( \mathcal{H}'_0 \) and fact that \( \mathcal{H}'_k = k\mathcal{V}'_i + \mathcal{H}'_0 \) show that \( \mathcal{V}_x = x + \mathcal{V} \) for all \( x \in \cup \mathcal{H}'_k \). It is immediate
Figure 8: \( \mathcal{H}'_0 \) (black dots) and Voronoi region about 0 (inside white dots) in \( \mathcal{L}_3 \)

from the definition of Voronoi region that for each \( k \),

\[
\bigcup_{x \in \mathcal{H}'_k} \mathcal{V}_x = \mathbb{R}^d. \tag{5.1}
\]

Furthermore, \( \mathcal{V}_x \) is contained in the closed ball of radius \( D \) centered at \( x \). (To see this we may set \( x = k = 0 \) and transfer the problem to \( \mathbb{Z}^D \) via \( \mathcal{A}^{-1} \). It then amounts to noting that if \( x \in \mathbb{R}^D \) satisfies \( \sum x_i = 0 \) and \( \|x\| > \sqrt{D} \), then there are \( i \neq j \) s.t. \( x_i > 1, x_j < 0 \) or \( x_i < -1, x_j > 0 \), and so \( \|x \pm (e_i - e_j)\| < \|x\| \).) From this inclusion we see that for any \( L > 0 \),

\[
\text{if } c_L = L/(2D) \text{ then } c_L \mathcal{V}_x \subset c_L x + [-L, L]^d, \tag{5.2}
\]

and so \( \bigcup_{x \in \mathcal{H}'_k} c_L x + [-L, L]^d = \mathbb{R}^d \).

The above also holds with \( 2c_L \) in place of \( c_L \) but the above ensures a certain overlap in the union which makes it more robust. Finally, one can check that for some positive \( c_{5.3}(D) \),

\[
\text{if } a \in \mathcal{V}_x, b \notin \mathcal{V}_x \text{ and } |a - b| < c_{5.3} \text{ then } b \in \bigcup_{i \neq j} \mathcal{V}_{x + e_i - e_j}. \tag{5.3}
\]

For this, note that \( x + e_i - e_j, 1 \leq i \neq j \leq D \) are the \( D(D - 1) \) “neighboring points to \( x \)” in \( \mathcal{H}'_k \), corresponding to the 6 black vertices of the hexagonal around 0 in Figure 8 for \( x = 0 \) and \( D = 3 \). The above states that the \( D(D - 1) \) corresponding Voronoi regions provide a solid annulus about \( \mathcal{V}_x \), as is obvious from Figure 8 for \( D = 3 \).

Our oriented percolation process will be constructed from a family of random variables \( \{\eta(z), z \in \mathcal{L}_D\} \) taking values 0 or 1, where 0 means closed and 1 means open. In the block construction, one usually assumes that the collection of \( \eta(z) \) is “\( M \) dependent with density at least \( 1 - \theta^0 \)” which means that for any \( k \),

\[
P(\eta(z_i) = 1|\eta(z_j), j \neq i) \geq (1 - \theta), \tag{5.4}
\]

whenever \( z_i \in \mathcal{L}_D, 1 \leq i \leq k \) satisfy \( |z_i - z_j| > M \) for all \( i \neq j \).
Our process will satisfy the modified condition

\[ P(\eta(z_k) = 1|\eta(z_j), j < k) \geq (1 - \theta) \text{ whenever } z_j = (z'_j, n_j) \in \mathcal{L}_D, \quad 1 \leq j \leq k \quad (5.5) \]

satisfy \( n_j < n_k \) or \( (n_j = n_k \text{ and } |z'_j - z'_k| > M) \) for all \( j < k \).

It is typically not difficult to prove results for \( M \)-dependent percolation processes with \( \theta \) small (see Chapter 4 of [14]), but in Section 7 we will simplify things by applying Theorem 1.3 of [34] to reduce to the case of independent percolation. By that result, under (5.4), there is a constant \( \Delta \) depending on \( D \) and \( M \) such that if

\[ 1 - \theta' = \left(1 - \frac{\theta^{1/\Delta}}{(\Delta - 1)(\Delta - 1)/\Delta}\right) \left(1 - (\theta(\Delta - 1))^{1/\Delta}\right), \]

we may couple \( \{\eta(z), z \in \mathcal{L}_D\} \) with a family \( \{\zeta(z), z \in \mathcal{L}_D\} \) of iid Bernoulli random variables with \( P(\zeta(z) = 1) = 1 - \theta' \) such that \( \zeta(z) \leq \eta(z) \) for all \( z \in \mathcal{L}_D \). An examination of the proofs of Proposition 1.2 and Theorem 1.3 of [34], shows that the above result remains valid under our condition (5.5). [In their proof of Theorem 1.3 we can order the vertices of a finite set in \( \mathcal{L}_D \) so that the levels \( n \) of the vertices are non-decreasing, and then in the inductive proof of Proposition 1.2 we will only be conditioning \( \{\eta(z_0) = 1\} \) on vertices whose level is at most that of \( z_0 \).]

In view of the comparison, and the fact that \( \theta' \to 0 \) as \( \theta \to 0 \), we can for the rest of the section suppose:

\[ \eta(z) \text{ are i.i.d. with } P(\eta(z) = 1) = 1 - \theta. \quad (5.6) \]

We now define the edge set \( \mathcal{E}_1 \) for \( \mathcal{L}_D \) to be the set of all oriented edges from \( z \) to \( z + v_i, z \in \mathcal{L}_D, 1 \leq i \leq D \). A sequence of points \( z_0, \ldots, z_{n-1}, z_n \) in \( \mathcal{L}_D \) is called an open path from \( z_0 \) to \( z_n \), and we write \( z_0 \to z_n \), if there is an edge in \( \mathcal{E}_1 \) from \( z_i \) to \( z_{i+1} \) and \( z_i \) is open for \( i = 0, \ldots, n-1 \). Note that \( z_n \) does not have to be open if \( n \geq 1 \) but \( z_0 \) does. In Sections 6 and 7 we will employ a block construction and determine suitable parameters so that \( (x, n) \in \mathcal{H}_n \) being open will correspond to a certain “good event” occurring for our Poisson processes in the space-time block \( (c_L x + [-K_1 T, K_1 T]^d) \times [n J_1 T, (n + 1) J_1 T] \) for appropriate \( L, K_1 \) and \( J_1 \).

Given an initial set of “wet” sites \( W_0 \subset \mathcal{H}_0 \), we say \( z \in \mathcal{H}_n \) is wet if \( z_0 \to z \) for some initial wet site \( z_0 \). Let \( \bar{W}_n \) be the set of wet sites in \( \mathcal{H}_n \) when all the sites in \( \mathcal{H}_0 \) are wet, and let \( W^0_n \) be the set of wet sites in \( \mathcal{H}_n \) when only \( 0 \in \mathcal{H}_0 \) is wet. Let \( \Omega^0_\infty = \{W^0_n \neq \emptyset \text{ for all } n \geq 0\} \).

**Lemma 5.1.** (i) \( \inf_{x \in \mathcal{H}_n} P(x \in \bar{W}_n) \geq P(\Omega^0_\infty) \to 1 \text{ as } \theta \to 0. \)

(ii) Let \( \mathcal{H}^{r, n}_n = \{(z, n) \in \mathcal{L}_D : z \in [-r, r]^d\} \). Then there are \( \theta_{5.1} > 0 \) and \( r_{5.1} > 0 \) such that if \( \theta < \theta_{5.1} \) and \( r \leq r_{5.1} \) then as \( N \to \infty \).

\[ P(\Omega^0_\infty \text{ and } W^0_n \cap \mathcal{H}^{r, n}_n \neq \emptyset \text{ for some } n \geq N) \to 0. \quad (5.7) \]

**Proof.** The first result follows from well-known \( d = 1 \) results, e.g., see Theorem 4.1 of [12]. The second result is weaker than a “shape theorem” for \( W^0_n \), which would
say the following, using the notation \( A' = \{ x' : (x', n) \in A \} \) for \( A \subset \mathcal{H}_n \). For \( \theta < \theta_c \)

there is a convex set \( \mathcal{D} \subset \mathbb{R}^d \), containing the origin in its interior, so that on \( \Omega^0_\infty \),

\[
(W_n^0)' \approx n \mathcal{D} \cap (\bar{W}_n)'
\]

for all large \( n \). More precisely with probability 1, if \( \delta > 0 \) there is a random \( n_\delta \) such that \( (W_n^0)' \subset n(1+\delta)\mathcal{D} \) and \( (W_n^0)' \supset (1-\delta)n\mathcal{D} \cap (\bar{W}_n)' \) for all \( n \geq n_\delta \). The technology exists to prove such a result for oriented percolation on \( \mathcal{L}_D \), but unfortunately no one has written down the details. The argument is routine but messy, so we content ourselves to remark that (ii) can be established by the methods used in Durrett and Griffeath [17] to prove the shape theorem for the \( d \)-dimensional contact process with large birth rates: one uses percolation in two dimensional subspaces \( A(m e_i + n e_j) \), \( 1 \leq i < j \leq n \) and self-duality. \( \Box \)

Call sites in \( \bar{V}_n = \mathcal{H}_n \setminus \bar{W}_n \) dry. In Section 7, when we are trying to show that that \( \xi_t^\epsilon \) dies out, the block construction will imply for appropriate \( L \) and \( J_1 \),

\[
\text{if } (z,n) \in W^0_n, \text{ then } (c_L z + [-L,L]^d) \times [(n-1)J_1 T, nJ_1 T] \text{ is } \epsilon\text{-empty}, \quad (5.8)
\]

where a region is \( \epsilon\)-empty if \( \xi_t^\epsilon(x) = 0 \) for all \( (x,t) \) in the region. This will not be good enough for our purposes because the space-time regions associated with points in \( V^0_n = \mathcal{H}_n \setminus W^0_n \) might be occupied by particles. To identify the locations where there might be 1’s in \( \xi_t \) we will work backwards in time. However in our coarser grid \( \mathcal{L}_D \), 1’s may spread sideways through several dry regions and so we need to introduce an additional set of edges for \( \mathcal{L}_D \). Let \( \mathcal{E}_z \) consist of the set of oriented edges from \( z \) to \( z - v_i \) for \( 1 \leq i \leq D \), and from \( z \) to \( z + v_i - v_j \) for \( 1 \leq i \neq j \leq D \), \( z \in \mathcal{L}_D \).

We assume for the rest of this section that \( d \geq 2 \),

since we will in fact applying these results only for \( d \geq 3 \). Our next goal is to prove an exponential bound on the size of clusters of dry sites. Up to this point the definitions are almost the same as the ones in Durrett [13]. However, we must now change the details of the contour argument there, so that it is done on the correct graph. Let \( y \in \mathcal{L}_D \) with \( y_D = n \geq 0 \) (write \( y \in \mathcal{L}_D^+ \)). In addition to \( P \) as in (5.6), for \( M > 0 \) we also work with a probability \( \bar{P} = \bar{P}_{n,M} \) under which \( \eta(z) = 1 \) for \( z = (z',m) \in \mathcal{L}_D^+ \) satisfying \( m \leq n \) and \( |z'| \geq M \), and the remaining \( \eta(z) \)'s are as in (5.6). Therefore under \( \bar{P} \) the sets of wet sites \( \{ W_n \} \) will be larger, although we will use the same notation since their definition is the same under either probability law. If \( y \) is wet put \( D_y = \emptyset \), and otherwise let \( D_y \) be the connected component in \( (\mathcal{L}_D,\mathcal{E}_z) \) of dry sites containing \( y \). That is, \( z \in D_y \) iff there are \( z_1 = y, z_2, \ldots, z_K = z \) all in \( \mathcal{L}_D \) so that the edge from \( z_i \) to \( z_{i+1} \) is in \( \mathcal{E}_z \) and each \( z_i \) is dry. Since all sites in \( \mathcal{H}_0 \) are wet, \( D_y \subset \{ z \in \mathcal{L}_D : n \geq z_D > 0 \} \), and under \( \bar{P}_{n,M} \), \( D_y \subset \{ z \in \mathcal{L}_D : n \geq z_D > 0, |(z_1, \ldots, z_{D-1})| < M \} \). We assume that \( \omega \) satisfies

\[
D_y(\omega) \text{ is finite.} \quad (5.9)
\]
The fact that (5.9) holds a.s. under $\hat{P}_{n,M}$ is the reason this law was introduced. To make $D_y$ into a solid object we consider the compact solid

$$R_y = \bigcup_{z \in D_y} (z + Q) \subset \mathbb{R}^d \times \mathbb{R}_+.$$  

If $R_y^c$ is the complement of $R_y$ in $\mathbb{R}^d \times \mathbb{R}_+$, we claim that both $R_y$ and $R_y^c$ are path-connected. For $R_y$, suppose for concreteness that $D = 3$ and note that for the diagonally adjacent points $y(0) = A(0,0,0)$ and $y(1) = A(1,1,0)$, $D_{y(0)} \cap D_{y(1)}$ contains the edge $A(\{1/2\} \times \{-1/2\} \times \{-1/2,1/2\})$. For $R_y^c$, if $x \in R_y^c$ then there exists $[x] \in \mathcal{L}_D \setminus D_y$ such that $x \in [x] + Q$ and the line segment from $x$ to $[x]$ is contained in $R_y^c$. We first assume $[x] \in \mathcal{H}_k$ for some $k \in \{1,2,\ldots,n\}$. If $[x]$ is wet then there must be a path in $R_y^c$ connecting $[x]$ to $\mathcal{H}_0$. Suppose $[x]$ is dry, and let $z_0, z_1, \ldots, z_K$ be a path in $\mathcal{E}_1$, connecting $z_0 = y$ to $z_K = [x]$. At least one site on this path must be wet (else $[x] \in D_y$), so let $z_j$ be the first wet site encountered starting at $z_K$. Then for each $i > j$, $z_i$ is dry and $z_i \notin D_y$ (or else $[x]$ would in $D_y$). Thus $\cup_{i=j}^{K}(z_i + Q)$ is path-connected, contained in $R_y^c$, and $z_j$ is connected to $\mathcal{H}_0$ by a path in $R_y^c$. Note that $\mathcal{H}_0 \subset (\mathbb{R}^d \times \{0\}) \cap R_y^c \equiv \mathcal{H}_0$ which is path-connected because the rotated cubes making up $R_y$ can only intersect $\mathbb{R}^d \times \{0\}$ in a discrete set of points (since $D_y \subset \{z_D > 0\}$). It is here that we use $d \geq 2$. Now suppose $[x] \in \mathcal{H}_k$ for some $k > n$. $\mathcal{H}_0$ is also connected to $\mathcal{H}_{n+1}$ by a path in $R_y^c$ (assuming $\theta < 1$). This allows us to connect $[x]$ to $\mathcal{H}_0$ and so conclude that $R_y^c$ is path-connected.

Let $\Gamma_y$ be the boundary of $R_y^c$. To study $\Gamma_y$ we need some notation. We define the plus faces of $[-1/2,1/2]^D$ to be $[-1/2,1/2]^m \times \{1/2\} \times [-1/2,1/2]^{D-m-1}$, and define the minus faces to be $[-1/2,1/2]^m \times \{-1/2\} \times [-1/2,1/2]^{D-m-1}$, $m = 1,\ldots,D$. The images of the plus and minus faces of $[-1/2,1/2]^d$ under $A$ constitute the plus and minus faces of $Q = A([-1/2,1/2]^d)$, which are used to defined the plus and minus faces of $\Gamma_y$ in the obvious way. Note that the plus faces of $\Gamma_y$ will have outward normal $v_i$ for some $i$ while the minus faces will have outward normal $-v_i$ for some $i$.

**Lemma 5.2.** If (5.9) holds, then $\Gamma_y$ is connected and bounded.

**Proof.** For $\varepsilon > 0$ let $R_{y,\varepsilon} = \{x \in \mathbb{R}^d : |x - w|_\infty < \varepsilon \text{ for some } w \in R_y \}$. Since $R_y$ is connected, so is $R_{y,\varepsilon}$. If $\kappa(U)$ denotes the number of path-connected components of a set $U$, it is a consequence of the Mayer-Vietoris exact sequence with $n = 0$ that for open sets $U, V \subset \mathbb{R}^D$ with $U \cup V = \mathbb{R}^D$,

$$\kappa(U \cap V) = \kappa(U) + \kappa(V) - 1.$$ 

See page 149 of [30] and also Proposition 2.7 of that reference. Applying this to the open connected (hence path-connected) sets $R_{y,\varepsilon}$ and $R_y^c$ whose union is $\mathbb{R}^D$, we find that $R_{y,\varepsilon} \cap R_y^c$ is path-connected.

Finally, $R_{y,\varepsilon} \cap R_y^c$ is homotopic to $\Gamma_y$, and therefore $\Gamma_y$ is also path-connected. Boundedness is immediate from (5.9). \qed

For the next result we follow the proof of Lemma 6 from [13]. A contour will be a finite union of faces in $\mathcal{L}_D$ which is connected.
Lemma 5.3. There are constants $C_{5.3}$ and $\mu_{5.3}$ which only depend on the dimension $D$ so that the number of possible contours with $N$ faces, containing a fixed face, is at most $C_{5.3}(\mu_{5.3})^N$.

Proof. Make the set of faces of $\mathcal{L}_D$ into a graph by connecting two if they share a point in common. Note that by the above definition a contour corresponds to a finite connected subset of this graph. Each point in the graph has a constant degree $\nu = \nu(D)$. An induction argument shows that any connected set of $N$ vertices has at most $N(\nu - 2) + 2$ boundary points. (Adding a new point removes 1 boundary point and adds at most $\nu - 1$ new ones.) Consider percolation on this graph in which sites are open with probability $a$ and closed with probability $1 - a$. Let $0$ be a fixed point of the graph corresponding to our fixed face, and $C_0$ be the component containing $0$. If $B_N$ is the number of components of size $N$ containing $0$, then

$$1 \geq P(|C_0| = N) \geq B_N a^N (1 - a)^{N(\nu - 2) + 2}.$$  

Rearranging, we get $B_N \leq C \mu^N$ with $C = (1 - a)^{-2}$ and $\mu = a^{-1}(1 - a)^{-(\nu - 2)}$. Taking the derivative of $- \log a - (\nu - 2) \log(1 - a)$ and setting it equal to 0, we see that $a = 1/(\nu - 1)$ optimizes the bound, and gives constants that only depend on the degree $\nu$. \hfill \square

Lemma 5.4. If $\theta_{5.4} = (2\mu_{5.3})^{-2D}$, then $\theta \leq \theta_{5.4}$ implies that for all $y = (y', n) \in \mathcal{L}_D^+$ and all $M > |y'|$, $\hat{P}_{n,M}(|\Gamma_y| \geq N) \leq 2C_{5.3}2^{-N}$ for all $N \in \mathbb{N}$.

Proof. By Lemma 5.2 if $D_y \neq \emptyset$ we see that under $\hat{P}_{n,M}$, $\Gamma_y$ is a contour which by definition contains the plus faces of $y + Q$. Given a plus face in $\Gamma_y$ if we travel the line perpendicular to $\mathbb{R}^d \times \{0\}$ and through the center of the face, then we enter and leave the set an equal number of times, so the number of plus faces of $\Gamma_y$ is equal to the number of minus faces. Thus, if the contour $\Gamma_y$ has size $N$ there are $N/2$ minus faces. It is easy to see that a point of $\hat{W}_j$ adjacent to a minus face associated with a point in $V_j$ must be closed for otherwise it would wet the point in $V_j$ (recall the outward normal of a minus face is $-v_i$ for some $i$). The point of $\hat{W}_j$ that we have identified might be associated with as many as $D$ minus faces, but in any case for a contour of size $N$ there must be at least $N/2D$ associated closed sites. Taking $\theta \leq (2\mu_{5.3})^{-2D}$, using Lemma 5.3 to bound the number of possible contours containing a fixed plus face of $y + Q$, and summing the resulting geometric series now gives the result. \hfill \square

It follows from the above and an elementary isoperimetric inequality that there are finite positive constants $C, c$ such that for all $y = (y', n) \in \mathcal{L}_D^+$ and $M > |y'|$,

$$\text{if } \theta \leq \theta_{5.4} \text{ then } \hat{P}_{n,M}(|D_y| \geq N) \leq C \exp(-cN^{(D-1)/D}) \text{ for all } N \in \mathbb{N}. \quad (5.10)$$

Now fix $r > 0$ and let $B_n$ be the dry sites in $H_n^{\text{ran}/4}$ connected to the complement of $\cup_{m=n/2}^n H_m^{\text{ran}/2}$ by a path of dry sites on the graph with edges $\mathcal{E}_L$, where as for open sites the last site in such a path need not be dry.
Lemma 5.5. If $\theta \leq \theta_{5.4}$ then

$$P(B_n \neq \emptyset \text{ infinitely often}) = 0.$$ 

Proof. Let $M > n(r + \sqrt{2D})$. We couple the iid Bernoulli random variables $\{\eta(z) : z \in \mathcal{L}_D\}$ (under $P$) with the corresponding random field $\bar{\eta}$ (under $\bar{P} = \bar{P}_{n,M}$) so that

$$\eta(z) = \bar{\eta}(z) \quad \forall z = (z', m) \text{ where } |z'| < M \text{ or } m > n.$$ 

We claim that $z \in \bigcup_{n=m/2}^n \mathcal{H}^m_n \equiv \hat{\mathcal{H}}_n$ is wet for $\eta$ iff it is wet for $\bar{\eta}$. It clearly suffices to fix $z = (z', m) \in \hat{\mathcal{H}}_n$ which is wet for $\bar{\eta}$ and show it is wet for $\eta$. A path of sites $z_i = (z'_i, i), i = 0, \ldots, m$ with edges in $\mathcal{E}_T$ from $\mathcal{H}_0$ to $z$ satisfies $\max_{i \leq m} |z'_i| \leq rn + \sqrt{2D}m < M$. This is because the edges in $\mathcal{E}_T$ have length at most $\sqrt{2D}$. Therefore if the sites in the path are open in $\bar{\eta}$, then they will also be open in $\eta$. This proves the claim.

Next note that if $y \in \mathcal{H}^n_{rn/4}$, then $y \in B_n$ for $\eta$ iff $y \in B_n$ for $\bar{\eta}$. This is because the path of dry sites connecting $y$ to the complement of $\bigcup_{m=n/2}^n \mathcal{H}^m_n$ can be taken to be inside $\hat{\mathcal{H}}_n$ and so we may apply the claim in the last paragraph. It now follows from the above bound on the length of the edges in $\mathcal{E}_T$ that

$$P(y \in B_n) = \bar{P}_{n,M}(y \in B_n) \leq \bar{P}_{n,M}\left(|D_y| \geq \frac{c(r)n}{\sqrt{2D}}\right).$$

The number of sites in $\mathcal{H}^n_{rn/4}$ is at most $Cn^d$, and the bound in (5.10) shows that $P(B_n \neq \emptyset) \leq \sum_{y \in \mathcal{H}^n_{rn/4}} P(y \in B_n)$ is summable over $n$. 

Remark 5.1. We will prove in Section 7 that if wet sites have the property in (5.8), and the kernels $p(\cdot)$ and $q(\cdot)$ are finite range, then for an appropriate $r > 0$, $B_n = \emptyset$ will imply that on $\Omega_0^n$ all sites in $[-cL_drn, cL_drn]^d$ will be vacant at times $t \in [(n-1)T, nT]$. This linearly growing dead zone will guarantee extinction of the 1’s.
6 Existence of stationary distributions

With the convergence of the particle system to the PDE established and the percolation result introduced, we can infer the existence of stationary distributions by using a “block construction”. Recall that our voter model perturbations take values in \( \{0, 1\}^\mathbb{Z}^d \) and so our stationary distributions will be probabilities on this space of rescaled configurations. We begin with a simple result showing that for stationary distributions, having some 1’s a.s. or infinitely many 1’s a.s. are equivalent. Let \( |\xi| = \sum_x \xi(x) \).

**Lemma 6.1.** If \( \nu \) is a stationary distribution for a voter perturbation, then

\[
|\xi| = \infty \quad \nu - \text{a.s.} \quad \iff \quad |\xi| > 0 \quad \nu - \text{a.s.}
\]

**Proof.** It suffices to prove

\[
\nu(|\xi| < \infty) > 0 \quad \text{implies} \quad \nu(|\xi| = 0) > 0.
\] (6.1)

Assume first that the 0 configuration is a trap. Then if \( |\xi_0| = K < \infty \), (1.5) shows the sum of the flip rates is finite and so it is easy to prescribe a sequence of \( K \) flips which occur with positive probability and concludes with the 0 state. By stationarity we get the implication in (6.1).

Assume next that 0 is not a trap, which means \( g_\varepsilon(0, \ldots, 0) > 0 \). We claim that \( \nu(|\xi| < \infty) = 0 \), which implies the required result. Intuitively this is true because configurations with finitely many 1’s have an infinite rate of production of 1’s. One way to prove this formally is through generators. Let \( \Omega^\varepsilon \) be the generator of our voter perturbation, \( \Omega_v \) be the generator of the voter model in (1.3) and for \( i = 0, 1 \)

\[
\Omega_i \psi(\xi) = \sum_{x \in \mathbb{Z}^d} 1(\xi(x) = 1 - i) E(g_\varepsilon(\xi(x + Y^1), \ldots, \xi(x + Y^N))(\psi(\xi^x) - \psi(\xi)).
\]

Here \( \psi \) will be a bounded function on \( \{0, 1\}^\mathbb{Z}^d \) depending on finitely many coordinates, and we recall that \( \xi^x \) is \( \xi \) with the coordinate at \( x \) flipped to \( 1 - \xi(x) \). Recall that \( \xi^x(x) = \xi(x) \) for \( \xi \in \{0, 1\}^\mathbb{Z}^d, x \in \mathbb{Z}^d \). For \( \psi \) as above define \( \psi_x \) on \( \{0, 1\}^\mathbb{Z}^d \) by \( \psi_x(\xi) = \psi(\xi) \). Then by (1.5) and (1.12),

\[
\Omega^\varepsilon \psi_x(\xi) = (\varepsilon^{-2} - \varepsilon_1^{-2}) \Omega_v \psi(\xi) + \Omega_0 \psi(\xi) + \Omega_1 \psi(\xi).
\] (6.2)

For \( 0 < r < R \), let \( A(r, R) = \{ x \in \mathbb{Z}^d : r \leq |x| \leq R \} \) and

\[
\psi_{r, R}(\xi) = 1(\xi|_{A(r, R)} \equiv 0), \quad \xi \in \{0, 1\}^\mathbb{Z}^d.
\]

Considering two cases \( x \in A(r, R) \) and \( x \not\in A(r, R) \) we have

\[
\text{if } \xi(x) = 0 \text{ then } \psi_{r, R}(\xi^x) - \psi_{r, R}(\xi) \leq 0.
\] (6.3)

Since \( \psi_{r, R}(\xi^x) - \psi_{r, R}(\xi) = 1 \) only if \( x \) is the only site in \( A(r, R) \) where \( \xi(x) = 1 \), we have

\[
\Omega_v \psi_{r, R}(\xi) \leq 1, \quad \Omega_0 \psi_{r, R}(\xi) \leq \|g_\varepsilon\|_\infty.
\] (6.4)
Choose $\lambda$ so that $P(Y^* \leq \lambda) \geq 1/2$, where $Y^*$ is as in (1.8). Flipping a site from 0 to 1 cannot increase $\psi_{r,R}$, and $\psi_{r,R}(\xi) = 1$ implies $\xi(x) = 0$ for all $x \in A(r,R)$, so we have

$$\Omega_1 \psi_{r,R}(\xi) \leq - \sum_{x \in A(r,R)} (1 - \xi(x)) g_i^\varepsilon(0, \ldots, 0) P(\xi(x + Y^i) = 0 \text{ for } 1 \leq i \leq N_0) \psi_{r,R}(\xi) \leq - \frac{g_i^\varepsilon(0, \ldots, 0)}{2} \psi_{r,R}(\xi) |A(r + \lambda, R - \lambda)|.$$  \hfill (6.5)

The stationarity of $\nu$ implies, see Theorem B.7 of Liggett [33], that if $\psi = \psi_{r,R}$ then $\int \Omega^\varepsilon \psi_d\nu = 0$. Using (6.2), (6.4) and (6.5), and noting that

$$\int \psi_d\nu = \nu(\xi \equiv 0 \text{ on } A(\varepsilon r, \varepsilon R)),$$

we have

$$0 \leq (\varepsilon^{-2} - \varepsilon_1^{-2}) + \|g_0^\varepsilon\|_\infty - \frac{g_i^\varepsilon(0, \ldots, 0)}{2} |A(r + \lambda, R - \lambda)| \nu(\xi \equiv 0 \text{ on } A(\varepsilon r, \varepsilon R)).$$

Rearranging this inequality we get

$$\nu(\xi \equiv 0 \text{ on } A(\varepsilon r, \varepsilon R)) \leq \frac{2((\varepsilon^{-2} - \varepsilon_1^{-2}) + \|g_0^\varepsilon\|_\infty)}{g_i^\varepsilon(0, \ldots, 0) |A(r + \lambda, R - \lambda)|}$$

(recall $g_i^\varepsilon(0, \ldots, 0) > 0$). Letting $R \to \infty$ we conclude that $\nu(\xi \equiv 0 \text{ on } A(\varepsilon r, \infty)) = 0$. In words, for $\nu$-a.a. configurations there is a 1 outside the ball of radius $\varepsilon r$. As this holds for all $r < \infty$, there are infinitely many ones with probability 1 under $\nu$.

Assumption 1 and (1.63) are in force throughout the rest of this section and we drop dependence on the parameters $w, v_i, L_0, L_1, r_0$, etc. arising in those hypotheses in our notation. We continue to work with the particle densities $D(x, \xi)$ using the choice of $r$ in (4.6). We start with a version of Lemma 4.2 which is adapted for proving coexistence. We let

$$L_2 = 3 + L_0 \lor L_1.$$

**Lemma 6.2.** There is a $C_{6.2} > 0$ and for every $\eta > 0$, there are $T_\eta \geq 1$ and $\varepsilon_{6.2}(\eta) > 0$ so that for $t \in [T_\eta, C_{6.2} \log(1/\varepsilon)]$ and $0 < \varepsilon < \varepsilon_{6.2}$, if

$$\xi^\varepsilon_0 \text{ has density in } [v_0 + \eta, v_1 - \eta] \text{ on } [-L_2, L_2]^d,$$

then

$$P(\xi^\varepsilon_t \text{ has density in } [u_* - \eta, u_* + \eta] \text{ on } [-wt, wt]^d | \xi^\varepsilon_0) \geq 1 - \varepsilon^{0.5}.$$

The proof is derived by making minor modifications to that of Lemma 4.2 and so is omitted. We will always assume $\eta > 0$ is small enough so that

$$0 < v_0 + \eta \leq u_* - \eta < u_* + \eta \leq v_1 - \eta < 1.$$
The one-sided versions of the above Lemma also hold (recall Lemma 4.2 on which the proof is based is a one-sided result), that is, with only one-sided bounds on the densities in the hypothesis and conclusion.

**Theorem 1.15.** Suppose Assumption 1 and (1.63), and let \( \eta > 0 \). If \( \varepsilon > 0 \) is small enough, depending on \( \eta \), then coexistence holds for the voter model perturbation, the nontrivial stationary distribution \( \nu \) may be taken to be translation invariant, and any stationary distribution such that

\[
\nu\left( \sum_{x \in \mathbb{Z}^d} \xi(x) = 0 \text{ or } \sum_{x \in \mathbb{Z}^d} (1 - \xi(x)) = 0 \right) = 0 \tag{6.6}
\]

satisfies \( \nu(\xi(x) = 1) \in (u_\ast - \eta, u_\ast + \eta) \) for all \( x \in \varepsilon \mathbb{Z}^d \).

**Proof.** We use the block construction in the form of Theorem 4.3 of [14]. This result is formulated for \( D = 2 \) but it is easy to extend the proof to \( D \geq 3 \), and we use this extension without further comment. Recall \( Q(r) = [-r, r]^d \) and \( Q^c(r) = Q(r) \cap \varepsilon \mathbb{Z}^d \).

Let \( U = (C_6.2/2) \log(1/\varepsilon) \), \( L = wU/(\alpha_0 D + 1) \), where \( \alpha_0 > 0 \) is a parameter to be chosen below, and \( I^*_\eta = [u_\ast - \eta/4, u_\ast + \eta/4] \). Next we define the sets \( H \) and \( G_\xi \) which appear in the above Theorem. Let

\[
H = \{ \xi \in \{0, 1\}^{\varepsilon \mathbb{Z}^d} : \xi \text{ has density in } I^*_\eta \text{ on } Q(L) \},
\]

that is, if \( Q_\varepsilon = [0, a_\varepsilon]^d \cap \varepsilon \mathbb{Z}^d \) then the fraction of occupied sites in \( x + Q_\varepsilon \) is in \( I^*_\eta = [u_\ast - \eta/4, u_\ast + \eta/4] \) whenever \( x \in a_\varepsilon \mathbb{Z}^d \cap [-L, L]^d \). If \( L' = L + 1 \), then \( \{ \xi \in H \} \) depends on \( \xi|_{[-L', L']^d} \). Here we need to add \( 1 \) as the cubes of side \( a_\varepsilon \) with “lower left-hand corner” at \( x \in [-L, L]^d \) will be contained in \( [-L', L']^d \). This verifies the measurability condition in Theorem 4.3 of [14] with \( L' = L + 1 \) in place of \( L \) which will affect nothing in the proof of Theorem 4.3.

Let \( G_\xi \) be the event on which (a) if \( \xi^\varepsilon_0 = \xi \), then \( \xi^\varepsilon_t \) has density in \( I^*_\eta \) on \( Q(wU) \) and (b) for all \( z \in Q^c(wU + 1) \) and all \( t \leq U \), \( X^z_{t,U} \subset Q((w + b_0)U + 1) \), where \( b_0 = 16(3 + d)/C_6.2 \). Note that

\[
G_\xi \equiv \sigma\left( \Lambda^y_{0, [0, U]} \times \varepsilon \mathbb{Z}^d \times \varepsilon \mathbb{Z}^d : y \in Q^c((w + b_0)U + 1) \right)
\]

Informally, \( \sigma(R) \) is the \( \sigma \)-field of generated by the points in the graphical representation that lie in \( R \). The above measurability is easy to verify using the duality relation (2.17).

Consider now the Comparison Assumptions prior to Theorem 4.3 of [14]. In our context we need to show

**Lemma 6.3.** For \( 0 < \varepsilon < \varepsilon_{6.3}(\eta) \):

(i) if \( \xi^\varepsilon_0 \in H \), then on \( G_{\xi^\varepsilon_0} \), \( \xi^\varepsilon_t \) has density in \( I^*_\eta \) on \( \alpha_0 L \varepsilon_t \cap [-L, L]^d \), \( 1 \leq i \leq D \),

(ii) if \( \xi \in H \), then \( P(G_\xi) \geq 1 - \varepsilon^{0.04} \).
Proof. By assuming \( \varepsilon < \varepsilon_1(\eta) \) we have \( U \geq T_{\eta/4} \) and \( L \geq L_2 \). Using the definition of \( L \) and the fact that \( |v'_i| \leq \|v'_i\|_2 = \sqrt{D-1} \) one easily checks that

\[
\alpha_0 L v'_i + [-L, L]^d \subset [-wU, wU]^d \text{ for } i = 1, \ldots, D. \tag{6.8}
\]

Part (a) of the definition of \( G^c_\xi \) now gives (i). By Lemma 4.7 with parameters \( L = wU + 1, 2b = b_0, c = C_{6.2}/2 \) and \( T' = U \), and Lemma 6.2, for \( \xi \in H \) we have for \( \varepsilon < \varepsilon_{6.2}(\eta) \),

\[
P(G^c_\xi) \leq \varepsilon^{-05} + c'_d(wU + 1)^d(U + 1)\varepsilon^{((b_0C_{6.2})/16)^{-2-d}} \\
\leq \varepsilon^{-05} + c^d(\log(1/\varepsilon))^{d+1}\varepsilon \leq \varepsilon^{-04},
\]

where the last two inequalities hold for small \( \varepsilon \). We may reduce \( C_{6.2} \) to ensure that \( b = b_0/2 \) satisfies the lower bound in Lemma 4.7. This proves (ii). \( \Box \)

Continue now with the proof of Theorem 1.15. Let \( \varepsilon < \varepsilon_{6.3} \) and define

\[
V_n = \{(x, n) \in H_n : \xi^\varepsilon_{U} \text{ has density in } I^\varepsilon_{\eta} \text{ on } \alpha_0 L x + [-L, L]^d \}.
\]

(To be completely precise in the above we should shift \( \alpha_0 L x \) and \( \alpha_0 L v'_i \) to the point in \( \varepsilon \mathbb{Z}^d \) “below and to the left of it” but the adjustments become both cumbersome and trivial so we suppress such adjustments in what follows.) If we let

\[
R_{y,n} = (y\alpha_0 L, nU) + Q((b_0 + w)U + 1) \times [0, U), \text{ for } (y, n) \in \mathcal{L}_D
\]

and

\[
M = \left\lfloor \frac{2(b_0 + w)(\alpha_0 D + 1)}{\alpha_0 w} \right\rfloor,
\]

then \( R_{y_1,n} \cap R_{y_2,n} = \emptyset \) if \( |(y_1, m) - (y_2, n)| > M \). Since \( \mathcal{G}(R_i), \) \( 1 \leq i \leq k \) are independent for disjoint \( R_i \)’s, Lemma 6.3 allows us to apply the proof of Theorem 4.3 of [14]. This shows there is an \( M \)-dependent (in the sense of (5.5)) oriented percolation process \( \{W_n\} \) on \( \mathcal{L}_D \) with density at least \( 1 - \varepsilon^{-04} \) such that \( W_0 = V_0 \) and \( W_n \subset V_n \) for all \( n \geq 0 \). We note that although a weaker definition of \( M \)-dependence is used in [14] (see (4.1) of that reference), the proof produces \( \{W_n\} \) as in (5.5). By Lemma 5.1 with \( r = r_{5.1} \) and \( \theta = \varepsilon^{-04} \), if \( \varepsilon < \varepsilon_1(\eta) \), then

\[
\lim_{n \to \infty} \inf_{(x, n) \in H^\varepsilon_{\eta}} P(\xi^\varepsilon_{nU} \text{ has density in } I^\varepsilon_{\eta} \text{ on } \alpha_0 L x + [-L, L]^d) \geq \left(1 - \frac{\eta}{4}\right) P(0 \in V_0). \tag{6.9}
\]

We will choose different values of \( \alpha_0 \) to first prove the existence of a stationary law, and then to establish the density bound for any stationary distribution. For the first part, set \( \alpha_0 = 3 \) and take \( \{\xi^\varepsilon_0(x) : x \in \varepsilon \mathbb{Z}^d\} \) to be iid Bernoulli variables with mean \( u = (u_+ + u^*)/2 \). The weak law of large numbers implies that if \( \varepsilon \) is small enough

\[
P(\xi^\varepsilon_0 \text{ has density in } I^\varepsilon_{\eta} \text{ on } [-L, L]^d) \geq \frac{1}{2}. \tag{6.10}
\]
Since \( \alpha_0 = 3 \), \( L \geq 3 \) and \( |x - y| \geq \|x - y\|_2/\sqrt{D} \geq 1 \) for all \( x \neq y \in \mathcal{H}_n \), \( \{\alpha_0 L x + [-L',L']^d : x \in \mathcal{H}_n\} \) is a collection of disjoint subsets of \( \mathbb{R}^d \) for each \( n \). This and the measurability property of \( \{\xi \in H\} \) noted above shows that if \( 0 < \varepsilon < \varepsilon_0(\eta) \) then \( \{V_n\} \) is bounded below by an \( M \)-dependent (as in (5.5)) oriented percolation process, \( \{W_n^{1/2}\} \), with density \( \geq 1 - \varepsilon^{0.04} \) starting with an iid Bernoulli (1/2) field.

Having established that our process dominates oriented percolation, it is now routine to show the existence of a nontrivial stationary distribution. We will spell out the details for completeness.

**Lemma 6.4.** Assume \( \alpha_0 = 3 \) and \( \{\xi^0_\eta(x) : x \in \varepsilon \mathbb{Z}^d\} \) are as above. There is an \( \varepsilon 6.4(\eta) > 0 \) so that for any \( \varepsilon \in (0, \varepsilon 6.4(\eta)) \) and any \( k \in \mathbb{N} \) there are \( t_1(k, \varepsilon) \), \( M_1(k, \varepsilon) > 0 \) so that for \( t \geq t_1 \),

\[
P\left( \sum_{|x| \leq M_1} \xi^\varepsilon_t(x) \geq k \quad \text{and} \quad \sum_{|x| \leq M_1} 1 - \xi^\varepsilon_t(x) \geq k \right) \geq 1 - \frac{2}{k}.
\]

**Proof.** As in Theorem A.3 of [14] for \( k \in \mathbb{N} \) there are \( n_0, \ell_0, M_0 \in \mathbb{N} \) and \( z_1, \ldots, z_{4k} \in Q(M_0) \) satisfying \( |z_i - z_j| > 3M + 2\ell_0 + 1 \) for \( i \neq j \), such that for \( n \geq n_0 \) with probability at least \( 1 - k^{-1} \)

\[
W_n^{1/2} \cap Q(z_j, \ell_0) \neq \emptyset \quad \text{for} \quad j = 1, \ldots, 4k.
\]

The above implies there are \( \sigma(\xi^\varepsilon_{nU}) \)-measurable \( y_j \in Q(z_j, \ell_0) \) such that

\[
\xi^\varepsilon_{nU} \quad \text{has density in} \quad I^*_\eta \quad \text{on} \quad 3Ly_j + [-L, L]^d, \quad j = 1, \ldots, 4k.
\]

This proves the result for \( t = nU \). Intermediate times can be easily handled using Lemma 6.2 and the finite speed of the dual (Lemma 4.7). Those results show that for a fixed \( \varepsilon < \varepsilon 6.2 \) and \( t \geq (n_0 + 1)U \), if we choose \( n \geq n_0 \) so that \( t \in [(n + 1)U, (n + 2)U] \) (use \( T_{n/4} \leq 2U = C_{6.2} \log(1/\varepsilon) \) in applying Lemma 6.2), then on the event in (6.12) we have

\[
P(\xi^\varepsilon \text{ has density in } I^*_\eta \text{ on } 3Ly_j + [-L, L]^d, \quad \text{and} \quad X^s_{x,t} \in Q(3Ly_j, L' + b_0U) \text{ for all } x \in 3Ly_j + [-L', L']^d \text{ and } s \in [0, t] | \xi^\varepsilon_{nU})
\]

\[
\geq 1 - \varepsilon^{05} - c_1(\log(1/\varepsilon))^{d+1} \varepsilon \geq \frac{1}{2},
\]

where in the last we may have needed to make \( \varepsilon \) smaller.

Our separation condition on the \( \{z_j\} \) and \( L \geq 3 \) implies that \( Q(3Ly_j, L' + b_0U), \quad j = 1, \ldots, 4k \) are disjoint and so the events on the left-hand side are conditionally independent as \( j \) varies. Therefore a simple binomial calculation shows that

\[
P(|\{j \leq 4k : \xi^\varepsilon \text{ has density in } I^*_\eta \text{ on } 3Ly_j + [-L, L]^d\}| \geq k)
\]

\[
\geq \left( 1 - \frac{1}{k} \right) \left( 1 - \frac{1}{k} \right) \geq 1 - \frac{2}{k}.
\]

Here the first \( 1 - \frac{1}{k} \) comes from establishing (6.12) and the second \( 1 - \frac{1}{k} \) comes from the binomial error in getting fewer than \( k \) points with appropriate density at time \( t \). Since the above event implies the required event with \( M_1 = 3L(M_0 + \ell_0) + L \) we are done. \( \square \)
Fix $\varepsilon < \varepsilon_{6.4}$. By Theorem I.1.8 of [32] there is a sequence $t_n \to \infty$ s.t. $t_n^{-1} \int_{0}^{t_n} 1(\xi_s \in \cdot)\,ds \to \nu$ in law where $\nu$ is a translation invariant stationary distribution for our voter perturbation. Lemma 6.4 easily shows that there are infinitely many 0’s and 1’s $\nu$-a.s., proving the first part of Theorem 1.15.

Turning to the second assertion, by Lemma 6.1 and symmetry it suffices to show that for $\varepsilon < \varepsilon_2(\eta)$ and any given stationary $\nu$ with infinitely many 0’s and 1’s a.s. then

$$\sup_x \mu(\xi(x) = 1) \leq u^* + \eta.$$ 

Start the system with law $\nu$. We claim that

**Lemma 6.5.** There is a $\sigma(\xi^0_0)$-measurable r.v. $x_0 \in \varepsilon\mathbb{Z}^d$ such that $\xi^0_0 \equiv 0$ on $Q^\varepsilon(x_0, L)$ a.s. More generally w.p. 1 there is an infinite sequence $\{x_i : i \in \mathbb{Z}_+\}$ of such random variables satisfying $|x_i - x_j| \geq 2L + 3$ for all $i \neq j$.

**Proof.** To see this condition on $\xi^0_0$, choose $x_0$ so that $\xi^0_0(x_0) = 0$ and note that if $R_1^\varepsilon$ is the first reaction time of the dual $X_i^x$, the event “$\xi^0_0 \equiv 0$ on $Q^\varepsilon(x_0, L)$” occurs if for all $x \in x_0 + [-L, L]^d$, $R_1^\varepsilon = 1$, $X_i^x = x_0$, and $\sup_{s \leq t} |X_s^x - x| \leq 1$. Call the last event $A(x_0)$. The last condition has been imposed so that if $|x_0 - x| \geq 2L + 3$ then the events $A(x_0)$ and $A(x_1)$ are (conditionally) independent. Clearly they have positive probability. Given our initial configuration with $|\{y : \xi^0_0(y) = 1\}| = \infty$ a.s., we can pick an infinite sequence $x_i$, $i \in \mathbb{N}$, with $\xi^0_0(x_i) = 0$ and $|x_j - x_i| \geq 2L + 3$ when $j > i$, so the strong law of large numbers implies that at time 1 there will be infinitely many $x_i$ with $\xi^0_1(x) = 0$ for all $x \in Q^\varepsilon(x_i, L)$. By stationarity this also holds at time 0.

Now condition on $\xi^0_0$, shift our percolation construction in space by $x_0$, set $\alpha_0 = (2D)^{-1}$ and only require the density to be at most $u^* + \eta/4$ in our definition of $V_n$ which now becomes

$$V_n = \{(x, n) \in H_n : \xi^0_{nU} \text{ has density at most } u^* + \eta/4 \text{ on } x_0 + c_L x + [-L, L]^d\},$$

where we recall from (5.2) that $c_L = L/(2D)$. (Here we are using the one-sided version of Lemma 6.2 mentioned above, after its statement.) Then $0 \in V_0$ and the one-sided analogue of (6.9) shows that if $\varepsilon < \varepsilon_3(\eta)$, then

$$\lim_{n \to \infty} \inf_{(x, n) \in H_n^\alpha} P(x \in V_n) \geq 1 - \frac{\eta}{4}.$$ 

Recall from (5.2) that $\bigcup_{x \in H_n} x_0 + c_L x + [-L, L]^d = \mathbb{R}^d$, so this implies for any $x \in \mathbb{R}^d$ and $n$ large enough,

$$P(\xi^0_{nU} \text{ has density at most } u^* + \frac{\eta}{4} \text{ on } x + [-L, L]^d) \geq 1 - \frac{\eta}{3},$$

and so by stationarity

$$\nu(\xi^\varepsilon \text{ has density at most } u^* + \frac{\eta}{4} \text{ on } x + [-L, L]^d) \geq 1 - \frac{\eta}{3} \text{ for all } x \in \mathbb{R}^d.$$
To complete the proof, run the dual for time \(t_\varepsilon\) (as in (4.6)) and apply Lemma 4.5 with \(u = u^* + \frac{\eta}{4}\) to see that for \(x \in \varepsilon \mathbb{Z}^d\) and \(\varepsilon < \varepsilon_3(\eta) \land \varepsilon 4.5(\eta/3)\),

\[
\nu(\xi(x) = 1) = P(\xi^\varepsilon_0(x) = 1) \\
\leq P(R_1 \leq t_\varepsilon) + E(P(R_1 > t_\varepsilon, \xi^\varepsilon_0(x) = 1|\xi^\varepsilon_0)) \\
\leq (1 - e^{-c^* t_\varepsilon}) + E(P(\xi_0^\varepsilon(B^\varepsilon_0;x) = 1|\xi^\varepsilon_0)) \\
\leq c^* t_\varepsilon + \frac{\eta}{3} + u^* + \frac{\eta}{4} + \frac{\eta}{3} \leq u^* + \eta,
\]

where \(\varepsilon\) is further reduced, if necessary, for the last inequality. \(\square\)
7 Extinction of the process

7.1 Dying out

Our goal in this section is to show that if $f'(0) < 0$ and $|\xi_0^\epsilon| = o(\epsilon^{-d})$, then with high probability $\xi_t^\epsilon$ will be extinct by time $O(\log(1/\epsilon))$. Throughout this Section we assume that $0 < \epsilon \leq \epsilon_0$ and that (1.65) holds, i.e., $g_0^\epsilon(0,\ldots,0) = 0$ for $0 < \epsilon \leq \epsilon_0$.

Recall from (3.30) the drift at $\epsilon x$ in the rescaled state $\xi_\epsilon \in \{0,1\}^{\epsilon z_d}$ (recall the notation prior to (1.2)) is

$$d_\epsilon(\epsilon x, \xi_\epsilon) = (1 - \xi(x)) h_1^\epsilon(x, \xi) - \xi(x) h_0^\epsilon(x, \xi),$$

and define the total drift for $|\xi_\epsilon^\epsilon| < \infty$ by

$$\psi_\epsilon(\xi_\epsilon) = \sum_x d_\epsilon(\epsilon x, \xi_\epsilon).$$

(7.1)

Recall from (1.7) and (2.6) that

$$h_1^\epsilon(x, \xi) = E_Y(g_1^\epsilon(\xi(x + Y^1), \ldots, \xi(x + Y^{N_0}))),$$

(7.2)

where $E_Y$ denotes the expected value over the distribution of $(Y^1, \ldots, Y^{N_0})$, and also that

$$c^* = c^*(g) = \sup_{0 < \epsilon \leq \epsilon_0/2} \|g_1^\epsilon\|_{\infty} + \|g_0^\epsilon\|_{\infty} + 1, \quad c_b = c^* N_0.$$  

(7.3)

It will be convenient to write

$$\xi_\epsilon^\epsilon(\epsilon x + \epsilon \bar{Y}) = (\xi(x + \epsilon Y^1), \ldots, \xi(x + \epsilon Y^{N_0})).$$

If $\mathcal{H}_t$ is the right-continuous filtration generated by the graphical representation, then

$$|\xi_t^\epsilon| = |\xi_0^\epsilon| + M_t^\epsilon + \int_0^t \psi_\epsilon(\xi_s^\epsilon) ds,$$

(7.4)

where $M^\epsilon$ is a zero mean $L^2$-martingale. This is easily seen by writing $\xi_t^\epsilon(x)$ as a solution of a stochastic differential equation driven by the Poisson point processes in the graphical representation and summing over $x$. The integrability required to show $M^\epsilon$ is a square integrable martingale is readily obtained by dominating $|\xi_t^\epsilon|$ by a pure birth process (the rates $c_{\epsilon}$ are uniformly bounded for each $\epsilon$) and a square function calculation.

**Lemma 7.1.** For any finite stopping time $S$

$$e^{-c B t} |\xi_S^\epsilon| \leq E(|\xi_{S+t}^\epsilon| |\mathcal{H}_S) \leq e^{c B t} |\xi_S^\epsilon|.$$  

**Proof.** By the strong Markov property it suffices to prove the result when $S = 0$. The fact that $d_\epsilon(\epsilon x, \xi_\epsilon) \geq -\|g_0^\epsilon\|_{\infty}$ implies $\psi_\epsilon(\xi_\epsilon) \geq -\|g_0^\epsilon\|_{\infty} |\xi_\epsilon^\epsilon|$. It follows from (1.65) and (7.2) that

$$d_\epsilon(\epsilon x, \xi_\epsilon) \leq \|g_1^\epsilon\|_{\infty} \sum_{y : \xi(y) = 1} \sum_{i=1}^{N_0} P(Y^i = y - x).$$
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Summing over $x$ and then $y$, we get $\psi_\epsilon(\xi_s^\epsilon) \leq N_0 \|g^\ell\|_\infty \|\xi_s^\epsilon\|$ and (recalling (7.3)) the desired result follows by taking means in (7.4) and using Gronwall’s Lemma.

Let $\xi^{\epsilon,0}$ be the voter model constructed from the same graphical representation as $\xi^\epsilon$ by only considering the voter flips. We always assume $\xi^{\epsilon,0}_0 = \xi^\epsilon_0$.

**Lemma 7.2.** If $c_{7.2} = 4(2N_0 + 1)c^*$ then

$$E(|\psi_\epsilon(\xi_s^\epsilon) - \psi_\epsilon(\xi_s^{\epsilon,0})|) \leq c_{7.2}[e^{e^*(N_0 + 1)s} - 1]|\xi_0^\epsilon|.$$  

**Proof.** Let $\xi_s^{\epsilon,0}$ be the voter model constructed from the same graphical representation as $\xi_s^\epsilon$ starting at $(z_0, \ldots, z_{N_0}) = (\epsilon x + \epsilon \tilde{Y})$ at time $s$ and let $R_m$, $m \geq 1$ be the associated branching times. We claim that

$$E\left(\left.\max_{0 \leq i \leq N_0} \xi_s^\epsilon(\epsilon x + \epsilon \tilde{Y}_i) \bigg| \epsilon \tilde{Y} \neq \xi^{\epsilon,0}_s(\epsilon x + \epsilon \tilde{Y}) \right\} \right) \leq E\left(\sum_{\ell \in J(s)} \xi_s^\epsilon(X_s^\ell) 1\{R_1 \leq s\}\right).$$  

(7.6)

To see this, note that:

(i) if $R_1 > s$, then there are no branching events and so $(X_t, t \leq s)$ is precisely the coalescing dual used to compute the the rescaled voter model values $\xi^{\epsilon,0}_s(\epsilon x + \epsilon \tilde{Y})$.

(ii) In the case $R_1 \leq s$, if $\xi_s^\epsilon(X_s^\ell) = 0$ for all $\ell \in J(s)$ then $\xi_s^\epsilon(\epsilon x + \epsilon \tilde{Y}_i) = 0$ for $0 \leq i \leq N_0$ because working backwards from time 0 to time $s$, we see that no site can flip due to a reaction, and again we have $\xi^{\epsilon}(\epsilon x + \epsilon \tilde{Y}) = \xi^{\epsilon,0}(\epsilon x + \epsilon \tilde{Y})$.

Similar reasoning and the fact that the dual $(X_s^0, j \in J^0(t))$ of the voter model $\xi^{\epsilon,0}$ with the same initial condition $z$ satisfies $J^0(t) \subset J(t)$ for all $t \leq s$ a.s., shows that

$$E\left(\left.\max_{0 \leq i \leq N_0} \xi_s^{\epsilon,0}(\epsilon x + \epsilon \tilde{Y}_i) \bigg| \epsilon \tilde{Y} \neq \xi^{\epsilon,0}_s(\epsilon x + \epsilon \tilde{Y}) \right\} \right) \leq E\left(\sum_{\ell \in J(s)} \xi_s^\epsilon(X_s^\ell) 1\{R_1 \leq s\}\right).$$  

(7.7)
If $E_0$ denotes expectation with respect to the law of $X_{t}^{z,s}$ when $x = 0$ then, using (7.6) and (7.7), we may bound (7.5) by

$$4c^{*}E_0\left(\sum_{\ell \in J(s)} \sum_{x \in \mathbb{Z}} \xi^x_0(\varepsilon x + X_{s}^{\ell})1\{R_1 \leq s\}\right)$$

Bounding by the dominating branching random walk $\tilde{X}$, and using $|J(\tilde{R}_1)| = 2N_0 + 1$ and $P(\tilde{R}_1 \leq s) = 1 - e^{-c^{*}(N_0 + 1)s}$, we see the expected value in the last formula is at most

$$|\xi^x_0|E(|\tilde{J}(s)|1\{\tilde{R}_1 \leq s\}) \leq |\xi^x_0|e^{c^{*}N_0s}E(|\tilde{J}(\tilde{R}_1)|1\{\tilde{R}_1 \leq s\})$$

$$\leq (2N_0 + 1)|\xi^x_0|e^{c^{*}N_0s}(1 - e^{-c^{*}(N_0 + 1)s}) \leq (2N_0 + 1)|\xi^x_0|(e^{c^{*}(N_0 + 1)s} - 1),$$

which proves the desired result.

For the next step in the proof we recall the notation from Section 1.8. We assume $Y$ is independent from the coalescing random walk system $\{\tilde{B}^{x} : x \in \mathbb{Z}^d\}$ used to define $\tau(A)$ and $\tau(A, B)$. Recall from (1.88) and (1.85) that under (1.65)

$$\theta \equiv f'(0) = \sum_{S \in \mathcal{P}_{N_0}} \hat{\beta}(S)P(\tau(Y^S) < \infty, \tau(Y^S, \{0\}) = \infty) - \hat{\delta}(S)P(\tau(Y^S \cup \{0\}) < \infty).$$

For $M > 0$ define

$$\theta^\varepsilon_M = \sum_{S \in \mathcal{P}_{N_0}} \hat{\beta}_\varepsilon(S)P(\tau(Y^S) \leq M < \tau(Y^S, \{0\})) - \hat{\delta}_\varepsilon(S)P(\tau(Y^S \cup \{0\}) \leq M).$$

It follows from (1.89) that (with or without the $\varepsilon$’s)

$$\sum_{S \in \mathcal{P}_{N_0}} |\hat{\beta}_\varepsilon(S)| + |\hat{\delta}_\varepsilon(S)| \leq 2^{2N_0}(\|g_1^\varepsilon\|_{\infty} + \|g_0^\varepsilon\|_{\infty}) \leq 2^{2N_0}c^{*}(g) \quad \text{(7.8)}$$

(recall here that $g_1^\varepsilon = g_1$ by our $\varepsilon_1 = \infty$ convention). It is clear that $\lim_{M \to \infty, \varepsilon \to 0} \theta^\varepsilon_M = \theta$, but we need information about the rate.

**Lemma 7.3.** There is a $\varepsilon_{7.3}(M) \downarrow 0$ (independent of the $g_i^\varepsilon$) so that

$$|\theta^\varepsilon_M - \theta| \leq 2^{2N_0}\left[\|g_1^\varepsilon - g_1\|_{\infty} + \|g_0^\varepsilon - g_0\|_{\infty} + c^{*}(g)\varepsilon_{7.3}(M)\right].$$

**Proof.** Define

$$\varepsilon_{7.3}(M) = \frac{1}{2} \sup_{S \in \mathcal{P}_{N_0}} \{P(M < \tau < \infty) : \tau = \tau(Y^S), \tau(Y^S \cup \{0\}), \tau(Y^S, \{0\})\},$$
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and note that \(\varepsilon_{7.3}(M) \downarrow 0\) as \(M \uparrow \infty\). Using (1.90) and (7.8) (the latter without the \(\varepsilon\)'s) we have

\[
|\theta_{M}^\xi - \theta| \leq \sum_{S \in \mathcal{P}} |\hat{\beta}_{e}(S) - \hat{\beta}(S)| + |\hat{\delta}_{e}(S) - \hat{\delta}(S)|
\]

\[
+ \sum_{S \in \mathcal{P}_{0}} \left[ |\hat{\beta}(S)||P(\tau(Y) \leq M < \tau(Y, \{0\})) - P(\tau(Y, \{0\}) < \infty = \tau(Y, \{0\}))| + |\hat{\delta}(S)|P(M < \tau(Y \cup \{0\}) < \infty) \right]
\]

\[
\leq 2^{2N_{0}}[\|g_{\varepsilon} - g_{1}\|_{\infty} + \|g_{\varepsilon} - g_{0}\|_{\infty}] + 2^{2N_{0}}c^{*}(g)\varepsilon_{7.3}(M).
\]

The result follows.

To exploit the inequality in Lemma 7.2 we need a good estimate of \(E(\psi_{e}(\xi_{e}^{6}, 0))\) for small \(s\).

**Lemma 7.4.** There is a constant \(c_{7.4}\) (independent of \(g_{e}^{6}\)) such that for \(\varepsilon, \delta > 0\),

\[
E(\psi_{e}(\xi_{e}^{6}, 0)) = \theta_{\delta e}^{0} |\xi_{0}^{\varepsilon}| + \eta_{7.4}(\varepsilon, \delta),
\]

where \(\eta_{7.4}(\varepsilon, \delta) \leq c_{7.4}e^{*}(g)\delta^{-d/2}|\xi_{0}^{\varepsilon}|^{2}\varepsilon^{d}.

**Proof.** As usual we assume \(Y\) is independent of \(\xi_{e}^{0}\). Summability issues in what follows are handled by Lemma 7.1 (and its proof) with \(g_{e}^{6} \equiv 0\). The representation (1.83) and (7.1) imply that

\[
E(\psi_{e}(\xi_{e}^{6}, 0)) = \sum_{S} \hat{\beta}_{e}(S)E_{0}^{\varepsilon}(S) - \hat{\delta}_{e}(S)E_{1}^{\varepsilon}(S)
\]

\[
E_{0}^{\varepsilon}(S) = \sum_{x \in \mathbb{Z}^{d}} E\left(1 - \xi_{\delta e}^{0}(\varepsilon x) \prod_{i \in S} \xi_{\delta e}^{0}(\varepsilon x + \varepsilon Y_{i})\right)
\]

\[
E_{1}^{\varepsilon}(S) = \sum_{x \in \mathbb{Z}^{d}} E\left(\xi_{\delta e}^{0}(\varepsilon x) \prod_{i \in S} \xi_{\delta e}^{0}(\varepsilon x + \varepsilon Y_{i})\right)
\]

(7.10)

We will use duality between \(\xi_{e}^{0}\) and \(\{\hat{B}^{x}\}\) (see (V.1.7) of [32]) to argue that

\[
E_{0}^{\varepsilon}(S) \approx |\xi_{0}^{\varepsilon}|P(\tau(Y) \leq \delta e^{-2} < \tau(Y, \{0\}), \emptyset \neq S \subset \{1, \ldots, N_{0}\}
\]

\[
E_{1}^{\varepsilon}(S) \approx |\xi_{0}^{\varepsilon}|P(\tau(Y, \{0\}) < \delta e^{-2})\text{ all } S \subset \{1, \ldots, N_{0}\}.
\]

Beginning with the first of these, note that duality implies (recall \(Y^{0} \equiv 0\))

\[
E_{0}^{\varepsilon}(S) = \sum_{x \in \mathbb{Z}^{d}} E\left((1 - \xi_{0}^{\varepsilon}(\varepsilon \hat{B}^{x}_{\delta e^{-2}})) \prod_{i \in S} \xi_{0}^{\varepsilon}(\varepsilon \hat{B}^{x}_{\delta e^{-2}} + Y_{i})1\{\tau(x + Y, \{0\}) > \delta e^{-2}\}\right)
\]

\[
= \sum_{x \in \mathbb{Z}^{d}} E\left(\prod_{i \in S} \xi_{0}^{\varepsilon}(\varepsilon \hat{B}^{x}_{\delta e^{-2}} + Y_{i})1\{\tau(x + Y, \{0\}) > \delta e^{-2}\}\right)
\]

\[
- \sum_{x \in \mathbb{Z}^{d}} E\left(\prod_{i \in S \cup \{0\}} \xi_{0}^{\varepsilon}(\varepsilon \hat{B}^{x}_{\delta e^{-2}} + Y_{i})1\{\tau(x + Y, \{0\}) > \delta e^{-2}\}\right)
\]

(7.11)

\[
\equiv \Sigma_{1} - \Sigma_{2}.
\]
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If \( \tau(x + Y^S) > \delta \varepsilon^{-2} \) there are \( i \neq j \in S \) so that \( \tau(\{x + Y^i\}, \{x + Y^j\}) > \delta \varepsilon^{-2} \). If we condition on the values of the \( Y^i, Y^j \) in the next to last line below,

\[
\sum_{x \in \mathbb{Z}^d} E \left( \prod_{i \in S} \xi_0^\varepsilon(\varepsilon \hat{B}^{x + Y^i}_{\delta \varepsilon^{-2}}) 1 \{ \tau(x + Y^S) > \delta \varepsilon^{-2} \} \right)
\]

\[
\leq \sum_{x \in \mathbb{Z}^d} \sum_{1 \leq i < j \leq N_0} E \left( \xi_0^\varepsilon(\varepsilon \hat{B}^{x + Y^i}_{\delta \varepsilon^{-2}}) \xi_0^\varepsilon(\varepsilon \hat{B}^{x + Y^j}_{\delta \varepsilon^{-2}}) 1 \{ \tau(\{x + Y^i\}, \{x + Y^j\}) > \delta \varepsilon^{-2} \} \right)
\]

\[
\leq \sum_{w \in \mathbb{Z}^d} \sum_{z \in \mathbb{Z}^d} \xi_0^\varepsilon(\varepsilon w) \xi_0^\varepsilon(\varepsilon z) \sum_{1 \leq i < j \leq N_0} \sum_{x \in \mathbb{Z}^d} P(\hat{B}^{x + Y^i}_{\delta \varepsilon^{-2}} = w, \hat{B}^{x + Y^j}_{\delta \varepsilon^{-2}} = z, \tau(\{x + Y^i\}, \{x + Y^j\}) > \delta \varepsilon^{-2})
\]

\[
\leq \sum_{w \in \mathbb{Z}^d} \sum_{z \in \mathbb{Z}^d} \xi_0^\varepsilon(\varepsilon w) \xi_0^\varepsilon(\varepsilon z) \sum_{1 \leq i < j \leq N_0} P(\hat{B}_0^{\varepsilon} = w - z - Y_i + Y_j)
\]

\[
\leq N_0(N_0 - 1) |\xi_0^\varepsilon|^2 c(1 + 2 \delta \varepsilon^{-2})^{-d/2}, \tag{7.12}
\]

where the local central limit theorem (e.g. (A.7) in [6]) is used in the last line. A similar calculation shows that

\[
\Sigma_2 \leq |\xi_0^\varepsilon|^2 c(1 + 2 \delta \varepsilon^{-2})^{-d/2}. \tag{7.13}
\]

To see this, note that \( \tau(x + Y^S, \{0\}) > \delta \varepsilon^{-2} \) implies that for \( i_0 \in S \) (this is where we require \( S \) non-empty) \( \tau(\{x + Y^{i_0}\}, \{x\}) > \delta \varepsilon^{-2} \) and we may repeat the above with \( i = i_0 \) and \( j = 0 \). Returning to the study of \( \Sigma_1 \), taking any \( i_0 \in S \) we have

\[
\sum_{x \in \mathbb{Z}^d} E \left( \prod_{i \in S} \xi_0^\varepsilon(\varepsilon B^{x + Y^i}_{\delta \varepsilon^{-2}}) 1 \{ \tau(x + Y^S) \leq \delta \varepsilon^{-2} < \tau(x + Y^S, \{x\}) \} \right)
\]

\[
= \sum_{x \in \mathbb{Z}^d} E \left( \xi_0^\varepsilon(\varepsilon x + \varepsilon Y^{i_0}) 1 \{ \tau(Y^S) \leq \delta \varepsilon^{-2} < \tau(Y^S, \{0\}) \} \right)
\]

\[
= |\xi_0^\varepsilon| P(\tau(Y^S) \leq \delta \varepsilon^{-2} < \tau(Y^S, \{0\})). \tag{7.14}
\]

Together (7.12) and (7.14) bound \( \Sigma_1 \). Using this with (7.13) in (7.11), we conclude that

\[
E_0^\varepsilon(S) = |\xi_0^\varepsilon| P(\tau(Y^S) \leq \delta \varepsilon^{-2} < \tau(Y^S, \{0\})) + \eta_1(\varepsilon, \delta, S), \tag{7.15}
\]

where \( |\eta_1(\varepsilon, \delta, S)| \leq cN_0^2 |\xi_0^\varepsilon|^2 \delta^{-d/2} \varepsilon^d \). A similar, and simpler, argument shows that for \( S \subset \{1, \ldots, N_0\} \),

\[
E_1^\varepsilon(S) = |\xi_0^\varepsilon| P(\tau(Y^S) \cup \{0\}) \leq \delta \varepsilon^{-2} + \eta_2(\varepsilon, \delta, S), \tag{7.16}
\]

where \( |\eta_2(\varepsilon, \delta, S)| \leq cN_0(N_0 + 1) |\xi_0^\varepsilon|^2 \delta^{-d/2} \varepsilon^d \).

Now use (7.15), (7.16) and the fact that \( \hat{\beta}_\varepsilon(0) = 0 \) (by (1.65)), to obtain (7.9) with

\[
|\eta_{7.4}(\varepsilon, \delta)| \leq \sum_S (|\hat{\beta}_\varepsilon(S)| + |\hat{\delta}_\varepsilon(S)|) c N_0(N_0 + 1) \delta^{-d/2} |\xi_0^\varepsilon|^2 \varepsilon^d.
\]

Finally use (7.8) to complete the proof. \( \square \)
For $0 < \eta_1 < 1$, let $T(\eta_1) = \tau_{\varepsilon}(\eta_1) = \inf \{t \geq \varepsilon^{\eta_1} : \vert \xi_{\varepsilon t}^{\varepsilon} \vert \geq (e^{-1+\frac{N}{2}})^d e^{\eta_1} \}$ and note that $T(\eta_1) - \varepsilon^{\eta_1}$ is an $(\mathcal{H}_t)$-stopping time.

**Lemma 7.5.** There is a $c_{7.5}$ so that if $\eta_1 \in (0, 1)$, then for all $s \geq \varepsilon^{\eta_1}$

$$E(\psi(\xi_{\varepsilon s}^{\varepsilon}) | \mathcal{H}_{s-}\varepsilon^{\eta_1}) \leq (\theta_{\varepsilon^{\eta_1}}^c + c_{7.5} e^{\eta_1}) |\xi_{\varepsilon s}^{\varepsilon}| \quad \text{a.s. on} \quad \{T(\eta_1) > s\}.$$  

**Proof.** Let $\delta = \varepsilon^{\eta_1}$. If $|\xi_{\varepsilon t}^{\varepsilon}| \leq (e^{-1+\frac{N}{2}})^d e^{\eta_1}$, then Lemmas 7.2 and 7.4 imply $E(\psi(\xi_{\varepsilon t}^{\varepsilon})) = |\xi_{\varepsilon t}^{\varepsilon}|[\theta_{\varepsilon^{\eta_1}}^c + \eta(\varepsilon)]$ with

$$|\eta(\varepsilon)| \leq c_{7.2}[e^{(N_0 + 1)c \varepsilon^{\eta_1}} - 1]||\xi_{\varepsilon t}^{\varepsilon}|| + c_{7.4} \varepsilon^{-\eta_1 d/2 + d} |\xi_{\varepsilon t}^{\varepsilon}|^2 \leq c_{7.2} e^{(N_0 + 1)c \varepsilon^{\eta_1}} |\xi_{\varepsilon t}^{\varepsilon}| + c_{7.4} |\xi_{\varepsilon t}^{\varepsilon}| e^{\eta_1}.$$ 

For the second term we used the bound on $|\xi_{\varepsilon t}^{\varepsilon}|$. The result now follows from the above by the Markov property and the definition of $T(\eta_1)$. \hfill \square

**Lemma 7.6.** Let $\beta, \eta_2 \in (0, 1]$. There is an $c_{7.6}(\beta, \eta_2) \in (0, 1)$, so that if $0 < \varepsilon \leq c_{7.6}$ and $\theta = f'(0) \leq -\eta_2$, then $|\xi_{\varepsilon t}^{\varepsilon}| \leq \varepsilon^{-d + \beta}$ implies

$$P(|\xi_{\varepsilon t}^{\varepsilon}| > \varepsilon) \leq 6 e^{c_{\beta} \varepsilon^\beta/2} \quad \text{for all} \quad t \geq \frac{2d}{\eta_2} \log(1/\varepsilon).$$

**Proof.** Let $\lambda \leq \eta_2/2$, $\eta_1 = \beta(2 + d)^{-1}$, $T = \tau_{\varepsilon}(\eta_1)$ and $\delta = \varepsilon^{\eta_1}$. An integration by parts using (7.4) shows that for $t \geq \delta$,

$$e^{\lambda(t+T)} |\xi_{\varepsilon t+T}^{\varepsilon}| = e^{\lambda \delta} |\xi_{\varepsilon \delta}^{\varepsilon}| + \int_{\delta}^{t} 1\{r < T\} [\lambda e^{\lambda r} |\xi_{\varepsilon r}^{\varepsilon}| + e^{\lambda r} \psi_{\varepsilon}(\xi_{\varepsilon r}^{\varepsilon})] dr + N_{\varepsilon},$$

where $N_{\varepsilon}$ is a mean 0 martingale. Since $\{r < T\} \in \mathcal{H}_{r-\delta}$, we have for $\delta \leq s \leq t$

$$E(e^{\lambda(t+T)} |\xi_{\varepsilon t+T}^{\varepsilon}| - e^{\lambda(s+T)} |\xi_{\varepsilon s+T}^{\varepsilon}| |\mathcal{H}_{s-\delta}) = \int_{s}^{t} E(1\{r < T\} e^{\lambda r} E(\lambda |\xi_{\varepsilon r}^{\varepsilon}| + \psi_{\varepsilon}(\xi_{\varepsilon r}^{\varepsilon}) |\mathcal{H}_{r-\delta})) |\mathcal{H}_{s-\delta}) dr.$$

Using Lemmas 7.1 and 7.5 the above is at most

$$E\left( \int_{s}^{t} 1\{r < T\} e^{\lambda r} \gamma(\varepsilon) |\xi_{\varepsilon r-\delta}^{\varepsilon}| dr |\mathcal{H}_{s-\delta} \right), \quad (7.17)$$

where $\gamma(\varepsilon) = \lambda e^{c_{\beta} \delta} + \theta_{\varepsilon^{\eta_1}}^c - c_{7.5} \delta$. Recall $\delta = \varepsilon^{\eta_1}$ and $\theta = f'(0) \leq -\eta_2$. By Lemma 7.3 and the uniform convergence of the $g_{i}^{\varepsilon}$ to $g_i$ there is a $c_{1}(\beta, \eta_2) > 0$ so that if $0 < \varepsilon \leq \varepsilon_1$, then

$$\gamma(\varepsilon) \leq \frac{\eta_2}{2} e^{c_{\beta} \varepsilon^{\eta_1}} - \eta_2 + 2^{2N_0} \sum_{i=0}^{1} \|g_{i}^{\varepsilon} - g_i\|_{\infty} + 2^{2N_0} e^{c_{7.3} \varepsilon^{\eta_1} e^{-2}} + c_{7.5} \varepsilon^{\eta_1} \leq -\eta_2/4 < 0.$$
We assume $0 < \varepsilon \leq \varepsilon_1$ in what follows. Since the bound in (7.17) is therefore non-positive and our assumption on $|\xi_0^\varepsilon|$ implies $T > \delta$, we may use Lemma 7.1 and the fact that $\delta \leq 1$ to see that for $t \geq \delta$,

$$E(\{|\xi_t^\varepsilon|\}^\varepsilon(\varepsilon, T)) \leq e^{\lambda \delta} E(\{\xi_0^\varepsilon\}^\varepsilon) \leq e^{(\lambda+c_0)\delta} |\xi_0^\varepsilon| \leq e^{\eta_2+c_0 \varepsilon \beta-d}. \quad (7.18)$$

Now $|\xi_t^\varepsilon| \geq 1$ if it is positive so

$$P(|\xi_t^\varepsilon| > 0) \leq E(|\xi_t^\varepsilon| \{T \geq t\}) e^{-\lambda t} + P(T < t). \quad (7.19)$$

Let $t \geq (2d/\eta_2) \log(\varepsilon^{-1})$ and use (7.18) with $\lambda = \eta_2/2$ to see that the first term is at most

$$e^{\eta_2+c_0 \varepsilon \beta-d} \leq e^{\eta_2+c_0 \varepsilon \beta}. \quad (7.20)$$

To bound $P(T < t)$, we note that $|\xi_{T-\delta}^\varepsilon| \geq (\varepsilon^{-1+\frac{\beta}{2}})^d \varepsilon^{-\varepsilon}$ if $T < \infty$, so

$$P(T < t) \leq E(|\xi_{T-\delta}^\varepsilon| \{T < t\}) (e^{\frac{\beta}{2}})^{-d} \varepsilon^{-\eta_1}. \quad (7.21)$$

By making $\varepsilon_1$ smaller, depending on $\beta$, we can assume that $(2d/\eta_2) \log(\varepsilon^{-1}) \geq \varepsilon^{-\varepsilon}$. Let $S = (T-\delta) \land (t-\delta)$, note $\{T < t\} \in \mathcal{H}_S$, and use the lower bound in Lemma 7.1 with $\lambda = 0$ to conclude the first inequality in

$$E(|\xi_{T-\delta}^\varepsilon| \{T < t\}) \leq e^{c_0 \delta} E(|\xi_{T-\delta}^\varepsilon|) \leq e^{2c_0+\eta_2 \varepsilon \beta-d}. \quad (7.21)$$

The second inequality comes from (7.18) with $\lambda = 0$ (recall that $t \geq 2d/\eta_2 \log(\varepsilon^{-1}) \geq \varepsilon^{-\varepsilon}$) and $\delta \leq 1$. Using the last two equations with (7.20) in (7.19), we conclude that

$$P(|\xi_t^\varepsilon| > 0) \leq e^{\eta_2+c_0 \varepsilon \beta} + e^{2c_0+\eta_2 \varepsilon \beta-d} (\varepsilon^{-1+\frac{\beta}{2}})^{-d} \varepsilon^{-\eta_1} \leq e^{\eta_2+2c_0 \varepsilon \beta} < 2 \varepsilon^{1+2c_0 \varepsilon \beta/2},$$

where the definition of $\eta_1$ is used in the last line. The result follows.

7.2 The Dead Zone

For the remainder of this Section we suppose (1.63), (1.65) and Assumption 2 are in force and $-f'(0) \geq \eta_2 \in (0, 1]$. We also assume that $p(\cdot)$ and $q(\cdot)$ have finite supports. More specifically, $R_0 \in \mathbb{N}$ satisfies

$$\{x \in \mathbb{Z}^d : p(x) > 0\} \subset [-R_0, R_0]^d \text{ and } \{x \in \mathbb{Z}^d : q(x) > 0\} \subset [-R_0, R_0]^d. \quad (7.21)$$

In order to connect with the percolation results from Section 5 we need certain space-time regions suitable for applying Lemma 4.2 to decrease particle density, Lemma 4.7 to control the spread of duals, and Lemma 7.6 to actually kill off particles. Recall that $Q(r) = [-r, r]^d \cap \mathbb{Z}^d$. For $J_0 < J_1 \in \mathbb{N}, 0 < w < 1, A, K > 1,$ and $T > 0$ define regions $\mathcal{D}(J_0, J_1, w, A, K) = \mathcal{D}_0 \cup \mathcal{D}_1$, where

$$\mathcal{D}_0 = \cup_{j=1}^{J_0} (Q^\varepsilon ((K-jA)T) \times [(j-1)T, jT]), \mathcal{D}_1 = \cup_{j=1}^{J_1} (Q^\varepsilon ((K+jw-(w+A)J_0)T) \times [jT, (j+1)T]).$$

For help with the definition consult the following picture:
The speed \( w > 0 \) is as in Assumption 2 (and may be assumed to be \(< 1\)), and
\[ T = A \cdot 4.2 \log(1/\varepsilon) \] is the same as in (4.6). For the regions \( D_0, D_1, \mathcal{E} \) we take
\[
\text{J}_0 = \left\lceil \frac{2d}{\eta_2 A_{4.2}} \right\rceil + 1, \quad \text{A} = \frac{8(2d + 3))}{A_{4.2}} \vee (2c_b \vee 2\sigma^2) \]
\[
K = 2 + AJ_0, \quad \text{and} \quad J_1 = J_0 + 1 + \left\lceil \frac{K + AJ_0}{w} \right\rceil. \quad (7.22)
\]

The choice \( K = 2 + AJ_0 \) implies that \( Q^\varepsilon(2T) \times \{J_0T\} \) is the “top” of \( D_0 \) and the “bottom” of \( D_1 \). The choice of \( J_1 \) implies

the top of \( \mathcal{D} \) contains \( Q^\varepsilon((2K + 1)T) \times \{J_1T\} \) and is contained in

\( Q^\varepsilon((2K + 1)T) \times \{J_1T\} \), and \( \mathcal{D} \) contains the region \( Q^\varepsilon(2T) \times [0, J_1T] \).

Recall from Section 5 that a region \( \mathcal{C} \) in \( \mathbb{R}^d \times \mathbb{R}_+ \) is \( \varepsilon \)-empty iff \( \xi^\varepsilon_t(x) = 0 \) for all \((t, x) \in \mathcal{C}\), where \( \xi^\varepsilon \) is our voter model perturbation as usual. If \( A \subset \mathbb{R}^d \) let
\[
\xi^\varepsilon_0(A) = \sum_{x \in A} \xi^\varepsilon_0(x).
\]

Lemma 7.7. There exist \( \varepsilon_{7.7}, c_{7.7} > 0 \) depending on \( u_1, u_2, w, c_2, C_2 \) (from Assumption 2) and \( r_0, \gamma_{4.2}, \eta_2 \) such that such that if \( 0 < \varepsilon \leq \varepsilon_{7.7} \) and
\[
\xi^\varepsilon_0(Q(KT)) = 0, \quad (7.24)
\]
then
\[
P \left( \mathcal{D}(J_0, J_1, w, A, K) \text{ is } \varepsilon \text{-empty} \right) \geq 1 - c_{7.7} \varepsilon^{0.05 \cdot \gamma_{4.2} / 4}, \quad (7.25)
\]
and with probability at least \( 1 - c_{7.7} \varepsilon^d \),

for all \( j = 1, \ldots, J_1, (x, u) \in (Q^\varepsilon((K + J_1 w + A(J_1 - j))T) \times [(j - 1)T, jT]) \)
and \( t \in [0, u - (j - 1)T], X^{x,u}_t \subset Q^\varepsilon((K + J_1 w + A(J_1 - j + 1))T). \quad (7.26)\)
Proof. We begin with some notation for describing events in which the dual process is confined to certain space-time regions. For \( j \geq 1 \) and \( 0 < r < s \) let \( \Gamma_T(j, r, s) \) be the event

\[
X^{x,u}_t \subset Q^s(rT) \quad \forall x \in [(j-1)T, jT], \text{ and } t \in [0, u - (j-1)T].
\]

On \( \Gamma_T(j, r, s) \), duality and (1.65) imply

\[
\xi^\varepsilon_{(j-1)T}(Q^s(rT)) = 0 \implies Q^s(rT) \times [(j-1)T, jT] \text{ is } \varepsilon\text{-empty.} \tag{7.27}
\]

Step 1. We first check that \( D_0 \) is empty with high probability. For \( j \in \{1, \ldots, J_0\} \) we bound the probability of \( \Gamma_T(j, K - jA, K - (j-1)A) \) by using Lemma 4.7. If we set \( c = A_{4.2}, U = jT, L = (K - jA)T \) and \( 2b = A \), then evaluating \( q \) in the lemma we obtain

\[
q = (\frac{AA_{4.2}}{8} - 2) \land \varepsilon^{-2} \geq 2d + 1
\]

if \( \varepsilon^{-2} \geq (2d + 1) \). Hence the bound on \( \overline{p}_\varepsilon \) in Lemma 4.7 gives us

\[
P(\Gamma_T(j, K - jA, K - (j-1)A)) \geq 1 - c'_d(K - jA)^d \varepsilon^d \tag{7.28}
\]

for \( \varepsilon < \varepsilon_{4.6}(A/2) \) such that \( \varepsilon^{-2} \geq 2d + 1 \) and \( \varepsilon(A_{4.2} \log(1/\varepsilon) + 1)^d \leq 1 \).

By (7.27), on the intersection \( \cap_{j=1}^{J_0} \Gamma_T(j, K - jA, K - (j-1)A) \),

for each \( j \in \{1, \ldots, J_0\} \), if \( \xi^\varepsilon_{(j-1)T}(Q^s((K - (j-1)A)T)) = 0 \) then \( Q^s((K - jA)T) \times [(j-1)T, jT] \) is \( \varepsilon \)-empty. Iterating this, (7.24) and (7.28) imply that for some positive \( \varepsilon_0 \),

\[
P(D_0 \text{ is } \varepsilon \text{-empty}) \geq 1 - c'_d J_0 K^d \varepsilon^d \text{ if } \varepsilon < \varepsilon_0. \tag{7.29}
\]

Here, and throughout the proof, \( \varepsilon_0 \) will denote a positive constant depending only on our fixed parameters including \( r_0 \).

Step 2. By taking \( \varepsilon \) small enough we may assume that (recall \( L_0 \) is as in Assumption 2)

\[
2 + L_0 \leq KT \leq (K + wJ_1)T \leq \varepsilon^{-0.001/d}. \tag{7.30}
\]

For \( j \in \{1, \ldots, J_1 - J_0\} \), on account of (7.24), we may apply Lemma 4.2 and the Markov property \( J_1 - J_0 \) times and conclude that for \( \varepsilon < \varepsilon_{4.2} \),

\[
P(\xi^\varepsilon_T \text{ has density at most } \varepsilon^{4.2} \text{ in } Q^s((K + w_j)T) \text{ for } j = 1, \ldots, J_1 - J_0) \geq 1 - (J_1 - J_0) \varepsilon^{0.5}.
\]
When the above event occurs, for any \( j \in \{1, 2, \ldots, J_1 - J_0 \} \), (recall that \( Q_\varepsilon = [0, a_\varepsilon)^d \cap (\varepsilon \mathbb{Z}^d) \))

\[
\xi_{jT}^\varepsilon((K + wj)T)) \\
\leq \sum_{x \in a_\varepsilon \mathbb{Z}^d \cap Q_\varepsilon((K + wj)T)} \xi_{jT}^\varepsilon(x + Q_\varepsilon) + \sum_{x \in Q_\varepsilon((K + wj)T) - Q((K + wj)T - a_\varepsilon)} \xi_{jT}^\varepsilon(x) (7.31)
\]

\[
\leq |Q_\varepsilon| \varepsilon^{4.2} \text{card}(a_\varepsilon \mathbb{Z}^d \cap Q_\varepsilon((K + wj)T) + c_d \varepsilon^{-d}[(K + wj)T]^{d-1} a_\varepsilon
\]

\[
\leq c_d |Q_\varepsilon| \varepsilon^{4.2} a_\varepsilon^{-d}((K + wj)T) + c_d \varepsilon^{-d}[(K + wj)T]^{d-1} a_\varepsilon
\]

\[
\leq c_d (K + wJ_1)^d A_4^d (\log(\varepsilon^{-1}))^d [\varepsilon^{4.2 - d} + \varepsilon^{(1/16d) - d}] \\
\leq \varepsilon^{4.2/2 - d},
\]

for small enough \( \varepsilon \), where we have used \( \gamma_{4.2} \leq (16d)^{-1} \) in the last line. We have shown that for all \( \varepsilon \) smaller than some positive \( \varepsilon_0 \),

\[
P(\xi_{jT}^\varepsilon((K + wj)T)) \leq \varepsilon^{4.2/2 - d} \text{ for } j = 1, \ldots, J_1 - J_0 \geq 1 - (J_1 - J_0)\varepsilon^{0.05}. (7.33)
\]

**Step 3.** Fix \( j \in \{1, \ldots, J_1 - J_0 \} \), and define \( (\hat{\xi}_{jT}^\varepsilon, t \geq jT) \) by setting

\[
\hat{\xi}_{jT}^\varepsilon(x) = \begin{cases} 
\xi_{jT}^\varepsilon(x) & \text{if } x \in Q_\varepsilon((K + wj)T), \\
0 & \text{otherwise},
\end{cases}
\]

and then using our Poisson processes \( \{\Lambda_\varepsilon^x, \Lambda_\varepsilon^w : x \in \varepsilon \mathbb{Z}^d \} \) to continue constructing \( \hat{\xi}_{jT}^\varepsilon \) in the same way as \( \xi_{jT}^\varepsilon \) is constructed. By Lemma 7.6, if \( \varepsilon < \varepsilon_{7.6}(\gamma_{4.2}/2, \eta_2) \),

\[
\xi_{jT}^\varepsilon(Q_\varepsilon((K + jw)T) \leq \varepsilon^{(\gamma_{4.2})/2 - d} \text{ implies } \\
P(|\hat{\xi}_{jT}^\varepsilon| > 0) \leq 6e^{2\varepsilon_0} \varepsilon^{4.2/4} \text{ for all } t \geq (j + J_0 - 1)T. (7.34)
\]

Using \( \hat{\xi}_{jT}^\varepsilon \), we will show that with high probability,

\[
\xi_{jT}^\varepsilon(Q_\varepsilon((K + jw)T) \leq \varepsilon^{(\gamma_{4.2})/2 - d} \text{ implies } \\
Q_\varepsilon((K + jw - J_0)T) \times [(j - 1 + J_0)T, (j + J_0)T] \text{ is } \varepsilon\text{-empty. (7.35)}
\]

To do this, define the event

\[
\Gamma_T(j) = \cap_{i=1}^{J_0} \Gamma_T(j + i, K + wj - iA, K + wj - (i - 1)A).
\]

Using Lemma 4.7 as in Step 1 we have for small enough \( \varepsilon \)

\[
P(\Gamma_T(j + i, K + wj - iA, K + wj - (i - 1)A)) \geq 1 - c_d (K + wj - iA)^d \varepsilon^d
\]

and thus

\[
P(\Gamma_T(j)) \geq 1 - c_d (3K)^d J_0 \varepsilon^d
\]

for small enough \( \varepsilon \).
Observe that on the event $\Gamma_T(j)$ we have

$$X_t^{x,u} \subset Q^\varepsilon((K + jw)T) \quad \forall \ x \in Q^\varepsilon((K + jw - J_0)T),$$

$$u \in [(j - 1 + J_0)T, (j + J_0)T], \text{ and } t \in [0, u - jT]. \quad (7.37)$$

Therefore, by duality, on $\Gamma_T(j),$

$$\xi_t^x(x) = \hat{\xi}_t^{x,\varepsilon}(x) \quad \text{for all}$$

$$(x, t) \in Q^\varepsilon((K + jw - J_0)T) \times [(j - 1 + J_0)T, (j + J_0)T].$$

Combining this observation with (7.34) and (7.36) we see that the event in (7.35) has probability at least

$$1 - 6\epsilon^2c_{\sigma} \varepsilon^{-1/4} - c_d'(3K)^dJ_0\varepsilon^d$$

for $\varepsilon$ smaller than some $\varepsilon_0$.

**Step 4** We can now sum the last estimate over $j = 1, \ldots, J_1 - J_0$ and use (7.33) to obtain

$$P(D_1 \text{ is } \varepsilon\text{-empty}) \geq 1 - J_1(\varepsilon^{-05} + 6\epsilon^2c_{\sigma} \varepsilon^{-1/4} + c_d'(3K)^dJ_0\varepsilon^d) \quad (7.38)$$

for small enough $\varepsilon$. (Actually we get a slightly larger set than $D_1$.) Combine (7.29) and (7.38) to obtain (7.25).

**Step 5** Finally, using the notation from Step 1, the event in (7.26) is just

$$\cap_{j=1}^{J_1} \Gamma_T(j, K + wJ_1 + (J_1 - j)A, K + wJ_1 + (J_1 - j + 1)A).$$

As in Step 1, we can use Lemma 4.7 to bound the probability of this intersection by $1 - c_d'J_1(K + J_1(w + A))^d\varepsilon^d$ for small enough $\varepsilon$, so we are done. □

Let $K_1 = K + J_1(w + A)$. For $\xi \in \{0, 1\}^\mathbb{Z}^d$, let $G^\varepsilon_\xi$ be the event, depending on our graphical representation, on which $D = D(J_0, J_1, w, A, K)$ is $\varepsilon$-empty if $\xi_0^\varepsilon = \xi$, and on which (7.26) holds. Note that (7.26) implies all the duals starting at $(x, u) \in D$ and run up until time $u$ remain in $Q(K_1T)$. Hence duality implies that $G^\varepsilon_\xi \subset G(Q(K_1T) \times [0, J_1T])$-measurable, where we recall from (6.7) that $G(R)$ is the $\sigma$-field generated by the Poisson points in the graphical representation in the region $R$. By the inclusion (7.23) we have

$$\text{on } G^\varepsilon_{\xi_0^\varepsilon}, Q^\varepsilon(2T) \times [0, J_1T] \text{ is } \varepsilon - \text{empty, and } \xi^\varepsilon_{J_1T}(Q^\varepsilon(2K)T) = 0, \quad (7.39)$$

providing that $\xi_0^\varepsilon \in H = \{\xi \in \{0, 1\}^\mathbb{Z}^d : \xi(Q^\varepsilon(KT)) = 0\}$. Adding the bounds in Lemma 7.7 we see that

if $\xi \in H$, then $P(G^\varepsilon_\xi) \geq 1 - 2c_{7.7}\varepsilon^{-05}74.2 \quad \text{if } \varepsilon < \varepsilon_{7.7}. \quad (7.40)$
7.3 Proof of Theorem 1.16

Proof of Theorem 1.16. We continue to take $T = A_{4.2} \log(1/\varepsilon)$, and with $K, J_1$ from (7.22) we define

$$L = T, \quad T' = J_1 T,$$

and set $c_L = L/(2D)$ as before. We set $\xi^\varepsilon(y) = 1(|y| > L), y \in \varepsilon \mathbb{Z}^d$, and $\sigma_z, z \in \varepsilon \mathbb{Z}^d$ denote the translation operators on $\{0, 1\}^{\varepsilon \mathbb{Z}^d}$. For $(x, n) \in L_D$ let

$$\xi_{x,n} = \begin{cases} 
\sigma_{-c_L x} (\xi^\varepsilon_{nT'}) & \text{if } \sigma_{-c_L x} (\xi^\varepsilon_{nT'}) \in H \\
\xi^\varepsilon & \text{otherwise,}
\end{cases}$$

and define the percolation variables

$$\eta(x, n) = 1(G^\varepsilon_{\xi_{x,n}} \text{ occurs in the graphical representation in which the Poisson processes are translated by } -c_L x \text{ in space and } -nT' \text{ in time}). \quad (7.41)$$

In the percolation argument which follows it is the first part of the definition of $\xi_{x,n}$ that will matter; the $\xi^\varepsilon$ is really only a place-holder which allows us to define $\eta$ when the translated configuration is not in $H$. As in the proof of Theorem 1.15 in Section 6, we are actually translating in space by the “lower left hand corner” in $\varepsilon \mathbb{Z}^d$ associated with $-c_L x$ and as before suppress this in our notation. In Section 6 we used Theorem 4.3 of [14]; here we copy the key definition in its proof. Using the measurability of $G^\varepsilon_{\xi}$, the independence of $G(R)$ for disjoint regions $R$, and (7.40) one can check that for any any $M > 4DK_1$, the family $\{\eta(z), z \in L_D\}$ satisfies the modified $M$-dependent condition (5.5) with $\theta = 2c_{7.7}K_1 \varepsilon^{0.05K_1}$. To see this argue exactly as in the proof of Theorem A.4 of [14].

Using the percolation results from Section 5, we will show

**Lemma 7.8.** There exists $\bar{r} > 0$ such that for $\varepsilon$ small enough $\xi^\varepsilon(Q^\varepsilon(KT)) = 0$ implies

$$P(\Lambda) \equiv P(\xi^\varepsilon(Q^\varepsilon(\bar{r}t)) = 0 \text{ for all large } t) > 1/2.$$ 

Intuitively this is an immediate consequence of Lemmas 5.1 and 5.5. The first result implies that on $O^\varepsilon_0$, then for large $n$, the wet sites satisfy $W^\varepsilon_n \cap H^\varepsilon_n = W_n \cap H^\varepsilon_n$. The second result shows that if $B_n$ is the collection of dry sites in $H^\varepsilon_n$ connected to the complement of $\bigcup_{m=n/2}^n H^\varepsilon_m$ by a path of dry sites on the graph with edge set $E$, then $B_n = \emptyset$ eventually. Wet sites in $H^\varepsilon_n$ will correspond to space-time blocks that are empty of 1’s while dry sites (i.e. not wet sites) in $H^\varepsilon_n$ correspond to space-time blocks which may contain a 1. If a dry site in $H^\varepsilon_n$ corresponds to a block containing a 1 there must be a dual path of 1’s leading from this 1 to a site outside of $\bigcup_{m=n/2}^n H^\varepsilon_m$. This corresponds to a path of dry sites in $E$ and so cannot happen for large $n$ since $B_n = \emptyset$ for large $n$. Thinking of the corresponding space-time regions being filled with concrete, and the dry sites as air spaces, we see that there cannot be a 1 in $H^\varepsilon_n$ unless some air space reaches outside of $\bigcup_{m=n/2}^n H^\varepsilon_m$. We now give a formal proof.
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range assumption (recall (7.21)), there must exist \( x' \in \varepsilon \mathbb{Z}^d \) and \( t' \in [(n-1)T', t) \) such that \( |x - x'| \leq R_0 \varepsilon \) and \( \xi_{t'}^{(x')} = 1 \). That is, \( t' \geq (n-1)T' \) is the first time below \( t \) that the dual jumps to \( t' = (n-1)T' \) if there is no such time in which case \( x' = x \). We may assume \( \varepsilon \) is small enough so that \( R_0 \varepsilon / c_L \leq c_{5.3} \), in which case by (5.3) \( x' \in c_L \mathcal{V}_{y'} \) for some \( y' \) of the form \( y + v_i' - v_j' \) (\( y = y' \) is included).

If \((y', n) \in \mathcal{H}_n^{rn/2} \subset \mathcal{H}_n^{rn} \), it follows from (7.43) that \((y', n)\) must be dry, and thus \((y', n) \in D_{(y,n)} \).

Continue the above construction until either we reach a point \((y'', n) \in (\mathcal{H}_n^{rn/2})^c \) with all earlier points in our path from \((y, n)\) being dry, or we obtain \( x'', y'' \) such that \( \xi_{(n-1)T'}^{(x'')} = 1 \), \((y'', n) \in D_{(y,n)} \cap \mathcal{H}_n^{rn/2} \) and \( x'' \in c_L \mathcal{V}_{y''} \). In the former case \( \mathcal{B}_n \neq \emptyset \) (recall the precise definition prior to Lemma 5.5). In the latter case if \((y'' - v_i', n-1) \notin \mathcal{H}_n^{r(n-1)/2} \) for some \( i \), then (7.45) holds. If not, then as one easily checks \( |c_L(y'' - v_i') - x''| < L \), and so arguing as above, we see that \((y'' - v_i', n-1)\) is dry. Therefore the iteration can be continued until it stops as above or continues down to time \( (n^2 - 1)T' \), again forcing (7.45) in either case.

Having established Lemma 7.8 the rest of the proof of Theorem 1.16 is routine. The proof of Lemma 6.5 shows that if we start from an initial configuration with infinitely many 0’s then at time 1 there will be infinitely many cubes of the form \( c_L x + Q(L) \) with \( x \in \mathcal{H}_0 \) that are \( \varepsilon \)-empty. By the Markov property this will hold at all times \( N \in \mathbb{N} \) a.s. The above shows that if \( x_0 \) is chosen so that \( \xi_1^{(x_0 + Q(L))} = 1 \), then w. p. at least 1/2, \( \xi_{1+t} \equiv 0 \) on \( c_L x_0 + Q(\bar{t}) \) for all large \( t \). If this fails at some time we can try again at a later time \( N \) by the above and after a geometric (1/2) number of trials we will succeed and produce a linearly growing set of 0’s starting at some space-time location. Therefore the 0’s take over.
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