Piecewise Linear Units Improve Deep Neural Networks
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Abstract

The activation function is at the heart of a deep neural network nonlinearity; the choice of the function has great impact on the success of training. Currently, many practitioners prefer the Rectified Linear Unit (ReLU) due to its simplicity and reliability, despite its few drawbacks. While most previous functions proposed to supplant ReLU have been hand-designed, recent work on learning the function during training has shown promising results. In this paper we propose an adaptive piecewise linear activation function, the Piecewise Linear Unit (PiLU), which can be learned independently for each dimension of the neural network. We demonstrate how PiLU is a generalised rectifier unit and note its similarities with the Adaptive Piecewise Linear Units, namely adaptive and piecewise linear. Across a distribution of 30 experiments, we show that for the same model architecture, hyperparameters, and pre-processing, PiLU significantly outperforms ReLU: reducing classification error by 18.53% on CIFAR-10 and 13.13% on CIFAR-100, for a minor increase in the number of neurons. Further work should be dedicated to exploring generalised piecewise linear units, as well as verifying these results across other challenging domains and larger problems.

1. Introduction

Machine learning, particularly the emergence of deep learning, has been gaining momentum as techniques capable of consuming vast amounts of data in order to construct highly complex nonlinear abstractions [1]. The goal of machine learning is to iteratively learn relationships hidden within data without being explicitly programmed [1]. Deep learning specifically stacks multiple layers to produce a highly nonlinear output.

At the heart of every deep neural network is a linear transformation followed by a nonlinear activation function. Typically, the weights of the linear components are learned through an algorithm such as gradient descent, while the nonlinearity is predetermined when architecting the model. While an infinitely large neural network is believed to be able to approximate arbitrarily complex functions [2], the choice of nonlinearity has a major impact on the success of training a network of finite size.

Currently, practitioners prefer the Rectified Linear Unit (ReLU), defined as \( f(x) = \max(0, x) \) [3, 4], as it is mathematically simple and computationally efficient – deep rectifier networks achieved superior performance on supervised tasks without requiring unsupervised pre-training [3, 5-8]. When \( x > 0 \), ReLU ensures no vanishing/exploding gradient through an identity derivative – effectively propagating error gradients through the active paths of neurons, leading to faster learning and better convergence compared to sigmoid or tanh units.

Nevertheless, for ReLU to learn symmetric and antisymmetric underlying characteristics of data, it would require twice as many neurons as symmetric/antisymmetric activation functions [7]. Since ReLU is non-negative, it has a non-zero mean activation which causes a bias shift for the next layer – the greater the magnitude of the mean activation, the higher the bias shift [9]. This negatively affects performance. Moreover, when \( x \leq 0 \), \( f'(x) = 0 \), leading to cases where a neuron may never activate since gradient-based optimisation will never make a weight update [10]. On the other hand, during training a weight update may cause the unit to never activate on any data point again. Both these cases are colloquially known as “dead neurons”. Like the result of the vanishing gradient issue, when training ReLU with constant 0 gradients, training would plateau, leading to poorer convergence [10].

Over the years, numerous activation functions have been proposed to improve upon ReLU – most notably Leaky ReLU [9-11], Parametric ReLU [11], Exponential Linear Units (ELU) [9], Swish [12], Adaptive Piecewise Linear (APL) units [13], PLU [14] and others [15-18]. Nevertheless, none have managed to gain the same level of favour as ReLU; the performance improvements of other functions are inconsistent across different models and datasets. In saying that, most papers are limited in
their comparisons: either comparing results after 1 run, or the median of 5 runs. Understandably these results would be noisy and likely the cause for inconsistent performances. Rather, it would be prudent to compare a performance distribution, say across 30 runs, when comparing performance results.

Typically, these competing activation functions are hand-designed according to desirable properties, though the space of possible functions is vast. Recently, search techniques have been effective in other domains in discovering traditionally hand-designed components [12, 13, 19-21]. Taking this approach, we could explore the space of functions by learning the activation function during training.

In this work we propose two adaptive piecewise linear activation functions which can be learned independently for each network dimension, using gradient descent – DoubleReLU and the Piecewise Linear Unit (PiLU). Both proposed functions are related to but differ from APL units [13] and PLUs [14]. We focus on scalar piecewise linear activation functions since they can be substituted for ReLU without altering the network, while their output is linear with the input – avoiding any chaotic outputs from nonlinear functions. Across a distribution of 30 experiments, we show that for the same model architecture, hyperparameters, and pre-processing, PiLU significantly outperforms ReLU: reducing classification error by 18.53% on CIFAR-10 and 13.13% on CIFAR-100, for a minor increase in the number of neurons.

2. Piecewise Linear Functions

2.1. DoubleReLU

DoubleReLU is similar to threshold linear functions applied to unsupervised autoencoders in [22, 23], and also draws similarities to hard thresholding [24]. DoubleReLU creates a ‘zone’ of true zeroes between $x = \pm \alpha$; though the output is not thresholded and starts from zero outside this zone. More formally, DoubleReLU is defined as

$$f(x) = \begin{cases} 
  x - \alpha & \text{when } x > \alpha \\
  0 & \text{when } -\alpha \leq x \leq \alpha \\
  x + \alpha & \text{when } x < -\alpha 
\end{cases}$$

Resulting in distinctly separate derivatives

$$f'(x) = \begin{cases} 
  1 & \text{when } |x| > |\alpha| \\
  0 & \text{elsewhere} 
\end{cases}$$

Therefore, providing a linear derivative with a zone of true zeroes and an inherent nonlinearity. In this zone of true zeroes, the derivative is zero.

DoubleReLU is like standard ReLU, though extended to allow negative values in the output, hence the mean activation can be centred around 0. Figure 1 plots the graph of DoubleReLU for different values of $\alpha$. If $\alpha = 0$, DoubleReLU becomes the identity function; as $\alpha \to \infty$, the zone of true zeroes increases in size. DoubleReLU can be viewed as a linear function with a zone which requires some magnitude of pre-activation to activate.

Unlike ReLU and other rectifiers, DoubleReLU is unbounded both above and below the origin.

![DoubleReLU function and first derivative: top) $\alpha=1.0$, middle) $\alpha=0.5$, bottom) $\alpha=0.1$](image_url)

2.2. Piecewise Linear Unit (PiLU)

Taking inspiration from current state-of-the-art ReLU-based activation functions, we hypothesise the benefit is achieved via the (quasi) linear piecewise nature of these functions [13]. These functions include ReLU, PReLU, ELU, RRReLU, APL, PLU etc. We propose to further generalise PReLU by providing an adaptive knot along with 2 adaptive gradients either side of the knot.
We want a function to be unbounded and piecewise linear to ensure outputs don’t explode due to high nonlinearity (outputs are linear with inputs), yet the function overall is nonlinear as in typical rectifier functions. We call this function the Piecewise Linear Unit (PiLU); it is given by

\[ f(x) = \begin{cases} (\alpha x + \gamma(1 - \alpha)) & \text{when } x > \gamma \\ (\beta x + \gamma(1 - \beta)) & \text{when } x \leq \gamma \end{cases} \]

Resulting in 2 distinctly separate derivatives

\[ f'(x) = \begin{cases} \alpha & \text{when } x > \gamma \\ \beta & \text{when } x \leq \gamma \end{cases} \]

The result is a generalisation of PReLU which can learn a piecewise linear function with a knot occurring at \( \gamma \). This introduces 3 additional parameters per function compared with standard ReLU; an additional 2 parameters compared with standard PReLU. The benefit here is a linear output based on the input, with a nonlinearity introduced via the knot. Nonetheless, there is no guarantee this function will result with a zero mean activation or be symmetric about the origin.

### 2.3. PiLU: The generalised rectifier unit

It is trivial to show that PiLU is a generalisation of ReLU and hence by extension, LReLU, PReLU, and other rectifier-based units; ReLU and other rectifier-based units are a special-case of PiLU.

For ReLU, LReLU, and PReLU:

- \( \gamma = 0 \), i.e. the “knot” is at zero; and,
- \( \alpha = 1 \), i.e. the output is linear above the knot; and,
- ReLU: \( \beta = 0 \), LReLU: \( \beta = 0.01 \), and PReLU: \( \beta = \delta \) (where \( \delta \) is the adaptive parameter).

Using the parameters in Table 1, we can produce ReLU, LReLU, and PReLU from the PiLU definition.

### 2.4. PiLU: Complexity

It is worth commenting on the additional complexity of the novel activation functions. Clearly the space complexity of ReLU is \( O(1) \) as there are no adaptive weights; PReLU, DoubleReLU, and PiLU are all linear with \( O(n) \) though total space depends on the total number of adaptive weights.

The time complexity for ReLU, PReLU, DoubleReLU, and PiLU are linear with \( O(n) \) (Figure 3). Though, it is obvious that the more complex functions – in order of complexity: ReLU \( \rightarrow \) PReLU \( \rightarrow \) DoubleReLU \( \rightarrow \) PiLU – require additional computation time (Figure 4). As noted, this additional computation scales linearly with the input size (tested with input vector of sizes: 100, 1,000, 10,000, and 100,000 across 100,000 iterations). As the input increases, the relative differences in computation time decreases compared to ReLU (Figure 4).

| Table 1: PiLU comparison to rectifier units |
|--------------------------------------------|
| ReLU | LReLU | PReLU |
| Parameters | \( \alpha = 1, \beta = 0, \gamma = 0 \) | \( \alpha = 1, \beta = 0.1, \gamma = 0 \) | \( \alpha = 1, \beta = \delta, \gamma = 0 \) |
| Simplified Equation | \( f(x) = \begin{cases} x & \text{when } x > 0 \\ 0 & \text{when } x \leq 0 \end{cases} \) | \( f(x) = \begin{cases} x & \text{when } x > 0 \\ 0.01x & \text{when } x \leq 0 \end{cases} \) | \( f(x) = \begin{cases} x & \text{when } x > 0 \\ \delta x & \text{when } x \leq 0 \end{cases} \) |
| Derivatives | \( f'(x) = \begin{cases} 1 & \text{when } x > 0 \\ 0 & \text{when } x \leq 0 \end{cases} \) | \( f'(x) = \begin{cases} 1 & \text{when } x > 0 \\ 0.01 & \text{when } x \leq 0 \end{cases} \) | \( f'(x) = \begin{cases} 1 & \text{when } x > 0 \\ \delta & \text{when } x \leq 0 \end{cases} \) |
3. Experimental Setup

To test the robustness of activation functions, we run each test across 30 different random seeds.

3.1. Model Architecture

Much time can be spent optimising the model architecture in search of state-of-the-art results. Indeed, many researchers and papers are dedicated to this area of research. In this investigation, apart from using some well-developed intuitions in computer vision architectures [25, 26], little time is spent in optimising the model architecture. This is so we can focus our efforts on comparing the difference in performance based on the difference in activation function. Concretely, we used the model architecture in Table 2 for both the CIFAR-10 and CIFAR-100 datasets.

For the following experiments, we apply a channel-wise adaptive weight sharing scheme – for activation functions with adaptive weights – whereby the adaptive weight is shared across per channel for each layer. Thus, the number of additional parameters per layer is equal to the product of the number of adaptive weights (denoted $n$ in Table 2) and the number of channels. The increase in parameters is negligible when considering the total number of parameters. We anticipate no risk in overfitting.

3.2. Hyperparameters

The Glorot normal weight initialisation scheme [27] was used at each layer for initialisation. L2 regularisation of weight 1e-3 was applied to the fully connected output layer. The loss function used was the categorical cross entropy (negative log likelihood). The Adam optimisation algorithm was used with $\alpha = 0.001$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\varepsilon = 10^{-7}$ [28].

We extend the approach of [27]; throughout training all metrics, weights, gradients, and outputs are monitored and logged after each epoch – for each of the training, validation, and test set. This incurs considerable computation and storage costs (as there are a lot of numbers!), though is useful for any ensuing analysis. Each simulation was run across 30 random seeds, so we could develop a distribution of results. We use the same hyperparameters for each simulation. All programming was completed in Python, making use of the packages NumPy [29], Keras [30], and Tensorflow [31]. We applied the same model architecture as in Table 2, though replacing the activation function as needed.

3.3. Data Pre-Processing

The input values are normalised to between 0 and 1. Since 8-bit RGB values are represented by integer values between 0 and 255, normalisation between 0 and 1 can be achieved by dividing the value by 255. The output values are converted from dense class vectors to sparse class matrices. For both CIFAR-10 and CIFAR-100, the validation set is taken as the last 10,000 images of the training set. This leaves 40,000 images as part of the training set, 10,000 images as part of the validation set, and 10,000 images as part of the test set. Each dataset has approximately uniform sampling from each of the 10/100 classes.
4. Results

Since the only variance between models for each random seed value is the change in activation function, any statistical differences in results can be attributed to such function differences. This allows an analysis of different activation functions on performance, convergence, and training time. Baseline models trained with linear, ReLU, and PReLU neurons are used for comparison. Since there are 30 experiments for each model (each experiment with a different seed value), we can observe the performance of the models from a range of initialisations. From this, we develop a distribution of values to better indicate the range of performance. Statistical comparisons will be used to quantify model performance and compare between functions.

Now we compare the performance of the novel activation functions (DoubleReLU and PiLU) against the typical state-of-the-art (i.e., ReLU and PReLU) functions. To validate the effectiveness of the novel activation functions, we empirically evaluate them against CIFAR-10 and CIFAR-100 datasets [32]. Under the channel-wise scheme, the adaptive weights are set for each (convolutional) channel in each layer. Hence, few additional parameters are added (Table 3).

4.1. CIFAR-10

After training for 50 epochs, the loss is minimised, and accuracy maximised, on the novel activation function PiLU, followed in second place by PReLU, then DoubleReLU and ReLU last (Figure 5). PiLU improves on PReLU and ReLU accuracy by 1.93 and 6.2 percentage points, respectively. This improved performance is from a 0.89% and 1.34% increase in parameters compared to PReLU and ReLU, respectively.

Figure 5 shows the distribution of activation function test set metrics (both loss and accuracy) on CIFAR-10, composed of results from 30 random seeds. It shows, regardless of the adaptive weight scheme, PiLU is the best performing activation function across 50 epochs, followed by PReLU. DoubleReLU outperforms ReLU for the Channel- and Neuron-wise adaptive weight schemes, whilst their performance is approximately equal for the Layer-wise scheme.

4.2. CIFAR-100

After training for 50 epochs, the loss is minimised, and accuracy maximised, on the novel activation function PiLU, followed in equal second-place of PReLU and DoubleReLU, with ReLU last (Figure 6). PiLU improves on PReLU and ReLU accuracy by 3.05 and 9.55 percentage points, respectively. This improved performance is from a 0.77% and 1.15% increase in parameters compared to PReLU and ReLU, respectively.

| Input size | Output size | Layer | Parameters |
|------------|-------------|-------|------------|
| 32x32x3    | 30x30x16    | 3x3, 16 CONV2D (Layer 1) | 448 |
| 30x30x16   | 15x15x16    | 2x2, Max Pool | 0 |
| 15x15x16   | 13x13x16    | 3x3, 16 CONV2D (Layer 2) | 2320 |
| 13x13x16   | 13x13x16    | Activation Function | 16n |
| 13x13x16   | 11x11x32    | 3x3, 32 CONV2D (Layer 3) | 4640 |
| 11x11x32   | Activation Function | 16n |
| 11x11x32   | 9x9x32      | 3x3, 32 CONV2D (Layer 4) | 9248 |
| 9x9x32     | Activation Function | 32n |
| 9x9x32     | 7x7x64      | 3x3, 64 CONV2D (Layer 5) | 18496 |
| 7x7x64     | Activation Function | 64n |
| 7x7x64     | Average Pooling 2D | 0 |
| 64         | Dropout(p=0.5) | 0 |
| 64         | [10/100], Fully Connected | {650/6500} |
| 64         | SoftMax Activation Function | 0 |
Table 3: Comparison of activation function parameters with ReLU

| Parameters  | CIFAR-10 | CIFAR-100 |
|-------------|----------|-----------|
| Parameters  | # Increase | % Increase | Parameters  | # Increase | % Increase |
| ReLU        | 35,802 | - | - | - | - |
| PReLU       | 35,962 | 160 | 0.45% | 41,812 | 160 | 0.38% |
| DoubleReLU  | 35,962 | 160 | 0.45% | 41,812 | 160 | 0.38% |
| PiLU        | 36,282 | 480 | 1.34% | 42,132 | 480 | 1.15% |

Figure 6 shows similar results for the distribution of activation function test set metrics on CIFAR-100. Again, regardless of the adaptive weight scheme, PiLU is the best performing activation function across 50 epochs. Though on the more difficult CIFAR-100, the results of DoubleReLU and PReLU are approximately equal under the Channel-wise adaptive weight scheme, with PReLU slightly outperforming on the Layer- and Neuron-wise schemes. Under all schemes, ReLU is the worst performing activation function.

5. Discussions and Conclusions

We proposed two new piecewise linear activation functions – DoubleReLU and PiLU – with desirable properties to overcome the vanishing gradient problem. Their adaptive parameters are learned via gradient descent alongside the typical weight parameters. We applied these novel activation functions against CIFAR-10 and CIFAR-100 and compared to current state-of-the-art ReLU and PReLU to investigate their effectiveness. Each experiment was repeated across 30 random seeds to produce a statistical distribution of performance, providing further clarity of performance differences. Our experiments demonstrate that learning the function during training can improve classification performance with a negligible increase in number of parameters. Across both CIFAR-10 and CIFAR-100 datasets, we showed the novel PiLU outperforms current state-of-the-art ReLU and PReLU with minimal increases in the number of parameters. Our extensive experiments show that PiLU consistently outperforms ReLU and PReLU, at least in image classification domains. On CIFAR-10, replacing ReLUs with PiLUs improves classification error by 18.53% (6.2 percentage points) for a slight increase in parameters of 1.34% (480 parameters); on CIFAR-100, replacing ReLUs with PiLUs improves classification error by 13.13% (9.55 percentage points) for a slight increase in parameters of 1.15% (480 parameters). These improvements are both significant and statistically significant.
Table 4: Activation function test set performance on CIFAR-10

| Function | Accuracy     | Error        | Loss        | Parameters |
|----------|--------------|--------------|-------------|------------|
| ReLU     | 66.54 ± 0.38%| 33.46 ± 0.38%| 0.964 ± 0.0082 | 35,802     |
| PReLU    | 70.81 ± 0.31%| 29.19 ± 0.31%| 0.851 ± 0.0075 | 35,962     |
| DoubleReLU| 68.49 ± 0.41%| 31.51 ± 0.41%| 0.912 ± 0.0092 | 35,962     |
| PiLU     | 72.74 ± 0.27%| 27.26 ± 0.27%| 0.799 ± 0.0071 | 36,282     |

Table 5: Activation function test set performance on CIFAR-100

| Function | Accuracy     | Error        | Loss        | Parameters |
|----------|--------------|--------------|-------------|------------|
| ReLU     | 27.26 ± 0.35%| 72.74 ± 0.38%| 2.987 ± 0.0176 | 41,652     |
| PReLU    | 33.76 ± 0.23%| 66.24 ± 0.31%| 2.646 ± 0.0086 | 41,812     |
| DoubleReLU| 33.39 ± 0.31%| 66.61 ± 0.41%| 2.664 ± 0.0129 | 41,812     |
| PiLU     | 36.81 ± 0.17%| 63.19 ± 0.27%| 2.491 ± 0.0079 | 42,132     |

Ultimately, PiLU achieves a better local minimum in the loss landscape faster than ReLU and PReLU. This revelation is important, particularly since a change in function, with minimal additional parameters, leads to a vast improvement in performance. Our results suggest that the standard approach of manually prespecifying an activation function may be suboptimal.

6. Future Work

Much of the prior innovations in deep neural network activation function have focused on proposing new activation functions [9-11, 13, 17, 33, 34]. Few studies such as [35], [12] and this one have systematically compared different activation functions. Further, since the typical approach is to report either the best result or the median of 5 results, we believe this is one of very few studies to compare a distribution of the learning metric’s performance for scalar activation functions.

This paper provides the groundwork, and suggests some directions, for future work in neural network activation functions:

1. **Generalised piecewise linear units:** Future investigations should further extend this view of adaptive piecewise linear activation functions through multiple knots, similar to Adaptive Piecewise Linear (APL) units [13] and PLUs [14]. The current trajectory of activation function innovation has been leading in this direction, and given by the results presented throughout this paper, this should continue. There are no doubt further techniques to improve upon the PiLU function we have proposed here. As mentioned, search techniques have been shown to be effective at automating the discovery of traditionally hand-designed components [12, 19-21].

2. **More than just scalar-to-scalar activation functions:** While this paper has focused on scalar activation functions, there are other types used in deep neural networks that are worth exploring, including: Many-to-one (i.e. max-pooling, maxout [36], gating [37-42]), One-to-many (i.e. Concatenated ReLU [43]) and Many-to-many (i.e. BatchNorm [44], LayerNorm [45]) functions.

3. **Other challenging domains, larger problems:** While the results presented in this paper are promising, it is unclear (though likely) that PiLU can successfully replace ReLU on datasets in other domains and real-world datasets (e.g. machine translation, speech recognition, etc.), as well as within much larger networks (e.g. networks required for ImageNet).
Figure 6: Distribution of Activation Function Metrics (CIFAR-100 – Channel-wise): top) Loss, bottom) Accuracy
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