Host Traits Drive Viral Life Histories across Phytoplankton Viruses
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ABSTRACT: Viruses are integral to ecological and evolutionary processes, but we have a poor understanding of what drives variation in key traits across diverse viruses. For lytic viruses, burst size, latent period, and genome size are primary characteristics controlling host-virus dynamics. Here we synthesize data on these traits for 75 strains of phytoplankton viruses, which play an important role in global biogeochemistry. We find that primary traits of the host (genome size, growth rate) explain 40%–50% of variation in burst size and latent period. Specifically, burst size and latent period both exhibit saturating relationships versus the host: virus genome size ratio, with both traits increasing at low genome size ratios while showing no relationship at high size ratios. In addition, latent period declines as host growth rate increases. We analyze a model of latent period evolution to explore mechanisms that could cause these patterns. The model predicts that burst size may often be set by the host genomic resources available for viral construction, while latent period evolves to permit this maximal burst size, modulated by host metabolic rate. These results suggest that general mechanisms may underlie the evolution of diverse viruses. Future extensions of this work could help explain viral regulation of host populations, viral influence on community structure and diversity, and viral roles in biogeochemical cycles.
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Introduction

Viruses are integral to the ecology and evolution of all cellular life (Villarreal and Witzany 2010; Koonin and Dolja 2013). By selectively lysing or altering the physiology of the cells they infect and mediating horizontal gene transfer among genetically distinct lineages, they can generate and maintain host diversity and influence biogeochemical cycles (Suttle 2007; Breitbart 2012). Viruses are highly host specific and exhibit great taxonomic and genetic diversity, with many forms still being discovered and characterized (Lang et al. 2009; Rosario et al. 2012; Fischer 2016). Although viruses were discovered more than a century ago and some model systems have been studied in great detail, we have a poor understanding of what drives variation in key traits across diverse viruses. Research on functional trait diversity has been fruitful in linking physiology, community structure, and ecosystem dynamics, particularly in terrestrial plants (Westoby and Wright 2006) and phytoplankton (Litchman and Klausmeier 2008). If broad patterns and mechanisms underlying how viruses function can be discerned, this will promote a general framework for predicting viral ecology and the effects of viral interactions on host populations, communities, and ecosystems (Gudelj et al. 2010). In this study, we examine viruses that infect phytoplankton, a group of viruses that have a direct influence on one of the most important biogeochemical transformations on the planet. Phytoplankton account for nearly half of global primary production and participate in multiple elemental cycles (Falkowski et al. 2004). Viral effects on mortality, element cycling, and community structure of phytoplankton potentially have global consequences (Brussaard 2004; Weitz et al. 2015).

We will focus on several traits of lytic viruses. Lytic viruses always produce virions and lyse the host cell, provided the cell has sufficient resources and integrity to support the infection. Viruses replicating via the lytic cycle can have particularly dramatic effects on host populations because of their rapid rate of population growth and corresponding destruction of the host population. Key traits of lytic viruses include burst size (new virions produced per infected host), latent period (time elapsed between infection and lysis), and viral genome size. Burst size and latent period are analogous to the organismal life-history traits of fecundity and generation time and are key parameters for host-virus population dynamics. The burst size and latent period of a virus can vary with environmental conditions or host genotype (Wilson et al. 1996; Maat and Brussaard 2016), but these parameters also vary greatly among different viral strains.
measured under similar conditions (typically, resource-replete exponential growth of the host). For simplicity, we will refer to differences across isolates as variation in viral traits, although such differences are likely driven by both viral genotype and host genotype. Viral genome size is a trait that will affect viral control of host metabolism, as well as virion size and the metabolic cost of synthesizing new virions (Bragg and Chisholm 2008; Thomas et al. 2011; Stewart et al. 2013). Here we analyze variation in burst size, latent period, and genome size across viruses. We focus on these traits because they are important and have been quantified for numerous isolates that infect phytoplankton and other unicellular algae.

Guided by previous work, we can make predictions about drivers of variation in these traits: conditions that may select for particular trait values and constraints that may cause the traits to covary. Viruses use their host’s molecular machinery to reproduce, and therefore host structure and physiology are primary selective forces for viral trait evolution. Nucleotides for viral genome synthesis come from host nucleotide pools and degradation of the host genome, with an uncertain and variable contribution of de novo nucleotide synthesis during infection (Van Etten et al. 1984; Wikner et al. 1993; Brown et al. 2007; Thompson et al. 2011). Host genome size may thus influence the rate of viral production or burst size. A prior synthesis of 15 host-virus pairs found that viral nucleotide production correlates with host genome size (Brown et al. 2006). The growth rate of the host will likely correlate with the concentration of ribosomes and enzymes required to synthesize host proteins, RNA, and DNA, which are also used to construct new virus particles (You et al. 2002; Daines et al. 2014). Therefore, host growth rate may also affect the rate of viral production.

Within the context set by host conditions, viral traits should evolve to maximize fitness. Burst size and latent period are intrinsically related, because lysing the host sooner will reduce burst size, all else being equal. Theory and experiments with E. coli show that the optimal latent period (and burst size) depends on host density and quality, such that a shorter latent period is selected for when hosts are more dense or of higher quality (Wang et al. 1996; Abedon et al. 2003). However, these models and experiments assume that host density is relatively constant, rather than being regulated by the virus. If the virus suppresses host density, this may alter the optimal latent period, and evolution of latent period (and burst size) may then feed back to alter the strength of top-down effects. Therefore, eco-evolutionary dynamics (Fussmann et al. 2007) are likely to be important for explaining why life-history traits vary across viruses. Models that include bacteriophage-host dynamics and latent period evolution have been developed recently (Bonachela and Levin 2014). To ask how patterns of viral trait diversity might emerge, we can model latent period evolution across realistically diverse selective pressures (host genome size and growth rate, viral genome size, viral decay rate, etc.). We can then ask whether empirical patterns of trait variation are consistent with theoretical expectations for particular mechanisms.

Our approach in this study combines data synthesis and theory to understand viral trait diversity. First, we compile experimental studies to explore variation across microalgal viruses in burst size and latent period and ask how these traits correlate with one another and with other virus and host traits (genome sizes, growth rates). The reasoning outlined above leads to some general hypotheses: burst size and latent period will tend to be positively correlated, and both traits may be modulated by (1) the genome size of the host (larger hosts may permit a larger optimal burst size); (2) the growth rate of the host (faster growth may decrease optimal latent period); and (3) the genome size of the virus (larger viruses require more resources per virion, which may reduce optimal burst size). Second, we model latent period evolution, to predict in more detail how selective pressures will cause these traits to covary across host-virus systems. This is important because multiple selective pressures vary simultaneously across the environments that viruses experience. A model allows us to ask which patterns of trait variation and covariation will tend to emerge robustly, which relationships will be weak or absent, and what mechanisms are responsible. In the text that follows, methods and results for the data synthesis are presented first, followed by methods and results for the model developed to explain the empirical patterns. Figures 1 and 2 include both empirical and model results for ease of comparison.

**Methods: Data Synthesis**

**Virus Trait Compilation**

The literature was searched for studies that measured burst size and latent period of viruses isolated on phytoplankton or other microalgal hosts (table S1, available online; data available in the Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.31sm2 [Edwards and Steward 2018]). We included only experiments where the host was grown under nutrient-replete conditions, so that we could quantify functional variation across viruses cultured under similar conditions, as opposed to plastic responses of individual strains. We recorded the name of the virus strain, virus genome type (dsDNA/dsRNA/ssDNA/ssRNA), virus source location, host species, host taxon (chlorophyte/cryptophyte/cyanobacterium/diatom/dinoflagellate/haptophyte/pelagophyte/raphidophyte), and environment (marine/freshwater). We also recorded whether burst size was estimated by counting infectious units or free virions. Virus capsid size (diameter) and genome size estimates were taken from the same study or other studies on
the same isolate. Virus genome size correlates strongly with capsid diameter, and thus we use only genome size to represent virus size in all analyses (fig. S1A; figs. S1–S3 are available online). For some analyses, we quantify total viral nucleotide output at lysis (burst size \times virus genome size); for these calculations, we divided the genome size of the single-stranded viruses by a factor of 2. Host genome size and cell volume estimates were taken from the literature, and if an estimate for the host species was not available, an estimate from a congener was used if available. It is noteworthy that 10 of the 13 single-stranded viruses have been isolated from *Chaetoceros* species, and in the absence of published information on genome sizes for most of the hosts, we assigned all of the host species the same genome size (measured for *Chaetoceros muelleri*). For the double-stranded viruses, genome size estimates were available for nearly all host species. When possible, host exponential growth rate was estimated using DataThief (Tummers 2006) to extract growth curves measured on uninfected hosts or hosts growing prior to infection. Temperature and irradiance under which the hosts were cultured during one-step growth experiments were also recorded.
**Figure 2**: Relationships between viral traits and host growth rate.  

A–C, Empirical patterns.  
D–F, Model results for the same relationships.  

A, Burst size versus host growth rate.  
B, Latent period versus host growth rate.  
C, Burst size versus latent period.  
D, Model burst size ($b_s$) versus host growth rate ($\mu_{\text{max}}$).  
E, Model latent period ($L_s$) versus host growth rate ($\mu_{\text{max}}$).  
F, Model burst size ($b_s$) versus latent period ($L_s$).  

Here $L_s$ is the latent period of the genotype selected for in the model, and $b_s$ is the corresponding burst size (when host growth rate $= \mu_{\text{max}}$).  

A–C, Dashed lines show fitted relationships for all strains and dotted lines show fitted relationships for dsDNA viruses from mixed models in which host genus, host taxon, virus type, and publication were included as random effects.  
D–E, Results are shown when varying two parameters: $b_{\text{max}}$, the maximum possible burst size (= genome size ratio); and $\rho_m$, which controls the rate of virion production. These parameters were chosen because they have large effects on evolutionary outcomes; effects of additional parameters are in the supplementary figures.  
In F, two kinds of model output are combined: output when varying genome size ratio (fig. 1C, 1D) and output when varying host growth rate (fig. 2D, 2E). This displays how burst size and latent period are predicted to covary over a range of environmental conditions.  

Viral decay rate $d_v = 0.7$ (d$^{-1}$); other parameters are assigned the values in table 1.
Statistical Methods

Relationships between viral traits, or viral traits and host traits, were analyzed using mixed models (R package lme4; Bates et al. 2015). We used random effects to appropriately account for nonindependence in the data resulting from multiple viruses infecting similar hosts (host genus), multiple viruses measured in the same study (study ID), host taxonomy (diatom/cyanobacteria/haptophyte/etc.), or similarities among virus type (dsDNA/dsRNA/ssDNA/ssRNA). These random effects were included in all models, and different fixed effects and response variables were used to test different relationships (e.g., host genome size as a predictor of burst size). Significance of fixed effects was tested using approximate F tests (R package lmerTest; Kuznetsova et al. 2016), and variation explained by fixed effects was quantified as marginal $R^2_{\text{marg}}$ (R package MuMIn; Bartón 2016). Preliminary results showed that patterns did not vary between marine and freshwater strains or between estimates of burst size using infectious units versus direct counts; therefore, these factors were excluded from the analyses for simplicity.

Results: Data Synthesis

Compilation

The literature compilation yielded data on 75 unique virus strains, including 51 dsDNA, 1 dsRNA, 7 ssDNA, and 6 ssRNA viruses and 12 viruses of unknown type (table S1). The viruses were isolated from 26 phytoplankton genera, with 38 strains isolated from cyanobacteria, 15 from diatoms, 10 from haptophytes, 7 from chlorophytes, 4 from dinoflagellates, and 1 each from a cryptophyte, raphidophyte, and pelagophyte. The majority was isolated from marine systems (58 vs. 19 from fresh waters). The genome size of the isolates ranges from 4.4 to 560 kb, and capsid diameter ranges from 22 to 310 nm. In our analyses, we consider relationships across all viruses as well as relationships within the dsDNA viruses, which are the most numerous and sometimes show distinct patterns compared to single-stranded viruses.

Empirical Trait Relationships

We tested a variety of hypothesized correlations between viral traits and between viral and host traits. In brief, burst size is most strongly related to the ratio (host genome size)/(viral genome size), which we refer to as the genome size ratio. Latent period is most strongly related to a combination of host growth rate and the genome size ratio. Figure 1A shows that burst size ranges over four orders of magnitude and that a larger genome size ratio is correlated with a greater burst size. The genome size ratio can explain half of the variation in burst size ($R^2 = 0.49$, $F_{1,41} = 33$, $P < .001$), and the relationship is strongest for dsDNA viruses, with greater variability for the single-stranded viruses that infect diatoms. A similar pattern is found when comparing total viral nucleotide output to host genome size (fig. S1B; $R^2 = 0.54$, $F_{1,15} = 16$, $P = .01$); for dsDNA viruses, these quantities tend to be directly proportional, which means that the number of nucleotides in released virions is similar to the number in the host genome. Latent period also increases with the genome size ratio, though less steeply than burst size (fig. 1B; $R^2 = 0.30$, $F_{1,14} = 9.3$, $P = .008$).

In contrast to genome size ratio, growth rate of the host has qualitatively distinct relationships with burst size and latent period. Burst size is unrelated to host growth rate (fig. 2A). For dsDNA viruses, there is a fairly strong relationship between host growth rate and latent period, with latent period declining about 10-fold for a 10-fold increase in host growth rate and latent period roughly equal to half of the host doubling time (fig. 2B, dotted line; $R^2 = 0.47$, $F_{1,9} = 29$, $P < .001$). This pattern is weaker when single-stranded viruses are included (fig. 2B, dashed line; $R^2 = 0.14$, $F_{1,20} = 6.6$, $P = .02$). In a multivariate model, both genome size ratio and host growth rate are significant predictors of latent period, and they jointly explain 38% of variation in latent period across all viruses and 57% of variation for dsDNA viruses. When comparing burst size and latent period directly, they are weakly positively correlated but only within the dsDNA strains; this corresponds to a 5-fold increase in burst size across a 50-fold increase in latent period (fig. 2C; $R^2 = 0.05$, $F_{1,22} = 4.6$, $P = .043$).

In contrast to genome size ratio, viral genome size alone is a poor predictor of viral traits. There is a moderate tendency for larger viruses to have a smaller burst size when comparing all strains, corresponding to a ~100-fold decrease in burst size over a 100-fold increase in genome size (fig. 3A; $R^2 = 0.2$, $F_{1,20} = 11.7$, $P = .003$). This pattern is driven by the difference between single-stranded and double-stranded strains. Latent period is unrelated to viral genome size (fig. 3B). There is also no overall relationship between host genome size and viral genome size when looking at all viruses or only dsDNA viruses (fig. 3C). However, it is noteworthy that the smallest viruses, which are single stranded, have so far been isolated only from relatively large eukaryotes (fig. 3C).

Methods: Model of Viral Life-History Evolution

The data synthesis showed that much of the variation in viral traits can be explained by traits of the host, with burst size explained by the genome size ratio (fig. 1A) and latent period explained by the genome size ratio as well as host growth rate (figs. 1B, 2B). Furthermore, some traits are uncorrelated or weakly correlated, such as burst size and
Figure 3: Relationships with viral genome size. A, Burst size versus viral genome size. B, Latent period versus viral genome size. C, Host genome size versus viral genome size. The dashed line shows the fitted relationship for all strains from a mixed model in which host genus, host taxon, virus type, and publication were included as random effects. These empirical patterns are shown without a model comparison because the model did not include viral genome size as an independent parameter, instead focusing on the genome size ratio as a driver of trait diversity.
latent period (fig. 2C). To gain further insight into why some traits exhibit substantial correlation while others show little correlation, we analyze a model of viral trait evolution. Specifically, we ask whether these patterns of trait covariation are expected to evolve due to two hypothesized mechanisms: (1) viral production is constrained by host genomic resources, and hosts vary in genome size; and (2) the rate of viral production is proportional to host growth rate, and hosts vary in their growth rate. The model is adapted from previous work on bacteriophage (Levin et al. 1977; Bonachela and Levin 2014), and the contribution of our analysis is to test the effect of parameters representing host growth and genome size. The model can be written as follows:

\[ \frac{dP}{dt} = \frac{\mu_{\text{max}}PN}{h + N} - \sum_i cKPVi - d_iP + m(P_{\text{m}} - P), \quad (1) \]

\[ \frac{dI}{dt} = \sum_i cKPVi - \sum_i cKVi^{1-t}P^{-1}e^{-r_i}\cdot e^{-d_i+mI}, - d_iP - mI, \quad (2) \]

\[ \frac{dV_i}{dt} = b_i cKVi^{1-t}P^{-1}e^{-r_i}\cdot e^{-d_i+mI}, - kV_i P - d_i V_i - mV_i \]

\[ \frac{dN}{dt} = m(N_{\text{m}} - N) - q \frac{\mu_{\text{max}}PN}{h + N}. \quad (4) \]

The model explicitly represents latent period as a delay between infection and production of new virions (Levin et al. 1977; Bonachela and Levin 2014). In equation (1), susceptible phytoplankton \( P \) grow at a rate \( \mu_{\text{max}}PN/(h + N) \), limited by nutrient \( N \), with maximum growth rate \( \mu_{\text{max}} \) and half-saturation constant \( h \). Susceptible hosts are lost due to infection at a rate of \( \sum_i cKPVi \), with infection from each viral strain \( i \) \( V_i \) and adsorption rate \( k \). Here \( k \) represents the adsorption rate of successful infections and can be considered an effective adsorption rate. The conversion factor \( c \) ensures equations (1)–(3) have the correct units; \( c \) has units of cells/virions and is set to 1. The meaning of this ratio is that each infection is due to the adsorption of one virion to one host cell. We assume all viral strains have the same \( k \) because we are interested in variation in burst size and latent period, and adsorption rate is an independent trait. There is loss at rate \( d_iP \) due to other mortality \( (d_i) \), which is meant to primarily represent grazing. There is also a slow rate of mixing with adjacent waters, \( m(P_{\text{m}} - P) \), which causes susceptible hosts from elsewhere \( (P_{\text{m}}) \) to enter the system at rate \( m \). This term is included to partially stabilize oscillatory dynamics. In equation (2), infected hosts are created through adsorption at rate \( \sum_i cKPVi \), are lost to viral lysis rate \( \sum_i cKVi^{1-t}P^{-1}e^{-d_i+mI}, \) and are lost to other sources of mortality \( (d_iP) \) or mixing \( (mI) \). The product \( cKVi^{1-t}P^{-1} \) is the number of hosts infected at time \( t - L \), by viral strain \( i \), where \( L \) is the latent period. The term \( e^{-r_i}\cdot e^{-d_i+mI} \) represents the fraction of infected hosts that have not died or been lost to mixing by the end of the latent period. In equation (3), viral strain \( i \) \( (V_i) \) increases at a rate of \( b_i cKVi^{1-t}P^{-1}e^{-r_i}\cdot e^{-d_i+mI}, \) where \( b_i \) is the burst size. Free virions are lost as a result of adsorption to new hosts \( (kV_i P) \), decay at rate \( d_i P \), or mixing at rate \( m I \). In equation (4), nutrients \( N_{\text{m}} \) enter the system at mixing rate \( m \) and are taken up during phytoplankton growth at rate \( q \mu_{\text{max}}PN/(h + N) \), where \( q \) is the cellular nutrient content. We have assumed constant nutrient content and Monod-type phytoplankton growth for computational simplicity; the effect of host physiology on infection is implemented via the growth rate–dependent viral production rate (described below). The model does not include recycling of phytoplankton nutrients from lysis or other mortality for simplicity; we have checked to ensure this does not affect the trait evolution results. Parameter values and definitions are given in table 1.

We model the effect of host traits on viral life-history evolution by assuming that the viral burst size \( b_i \) is a function of host growth rate \( \mu_{\text{max}} \) and the genome size ratio \( b_{\text{max}} \):

\[ b_i = \min(r(L_i - E), b_{\text{max}}), \quad (5) \]

\[ r = \rho_{\text{m}} \times \frac{\mu_{\text{max}}N}{h + N}, \quad (6) \]

\[ E = \frac{\rho_{\text{m}}}{\mu_{\text{max}}} \left[ \frac{\mu_{\text{max}}N}{h + N} \right]^{-1}. \quad (7) \]

In equation (5), virions are produced intracellularly at a linear rise rate \( r \), beginning after the eclipse period \( E \), which is the time between virion adsorption and the appearance of the first new virions within the host. Burst size \( b_i \) is determined by the potential number of virions produced during the latent period \( L_i \) when lysis occurs, or the a priori maximum burst size \( b_{\text{max}} \), whichever is smaller. To represent limitation of virion production by host genomic resources, burst size is given the upper limit \( b_{\text{max}} \) which is meant to represent the ratio of host genome size: virus genome size. In equation (6), we assume the rise rate \( r \) is proportional to host growth rate (with maximum \( \rho_{\text{m}} \times \mu_{\text{max}} \). In equation (7), the eclipse period \( E \) is inversely proportional to host growth rate (with minimum \( \rho_{\text{m}}/\mu_{\text{max}} \)). The functional form of equations (5)–(7) are based on the infection cycle of phage T7 infecting E. coli (You et al. 2002). The magnitude of \( b_{\text{max}} \), the upper limit on burst size, is varied to test the effect of host genomic resources on viral life-history strategy. The magnitude of \( \mu_{\text{max}} \) is varied to test the effect of host growth rate.

To simulate evolution under this model, 100 virus genotypes were initialized at equal low densities, with latent
periods ranging from 2 to 96 h, and corresponding burst sizes calculated from the above equations. All virus genotypes compete for a single host, and the model was run until one virus genotype competitively excluded all others. Therefore, this is a model of clonal selection among an approximately continuous spectrum of genotypes (Yoshida et al. 2003; Fussmann et al. 2007). This approach does not resolve details of evolution such as mutational distributions or genetic drift, but it allows trait change to be potentially rapid, does not assume steady-state population dynamics, and allows us to ask which strategy will be selected for if sufficient genetic variation exists due to mutation or immigration. In some cases, two adjacent (very similar) genotypes coexisted, and for simplicity we average their traits to a single value in the results. We refer to the selected trait values for latent period and burst size as \( L_i \) and \( b_i \), respectively. After running the simulations, we used numerical invasion analysis to confirm that the strategy \( L_s = L_n \) is invasible by any other genotype. Therefore, the selected trait value \( L_s \), is a global evolutionarily stable strategy (Maynard Smith and Price 1973), which is converged upon when sufficient genetic variation is present (our starting conditions).

We use the model to ask how burst size and latent period evolve under different genome size ratios, host growth rates, and other conditions such as mortality rates and nutrient input. The model is eco-evolutionary because evolution of viral traits influences host density, but host density influences viral evolution. This interplay leads to eco-evolutionary feedback (Post and Palkovacs 2009). We chose this approach for several reasons. Previous theory and experiments have shown that optimal latent period of bacteriophage is a function of host density (Wang et al. 1996; Abedon et al. 2003). However, these analyses assume that host density is constant and viruses increase exponentially, but in reality lytic viruses reproduce rapidly and in the process strongly affect host abundance. Therefore, to ask what strategies are likely to evolve under natural conditions, it is sensible to include host-virus population dynamics, while also exploring the role of other factors that will affect host density such as mortality rates and nutrient input. For comparison, we also analyze evolution of viral traits under constant host density. Under constant host density, the viral population will grow without bound. Therefore, we calculate fitness of each viral genotype numerically as the exponential growth rate and find the genotype that maximizes fitness.

The delay differential equations were solved with LSODA in the R package deSolve (Soetaert et al. 2010; supplementary model code, available online; Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.31sm2 [Edwards and Steward 2018]). External inputs to the model are constant (it is a nutrient-limited chemostat/mixed layer model), but the host

### Table 1: Definition of state variables and parameter values used in the model

| State variable/parameter | Description | Units/value |
|--------------------------|-------------|-------------|
| \( P \) | Susceptible phytoplankton host density | Cells \( \text{L}^{-1} \) |
| \( V \) | Free virion density | Virions \( \text{L}^{-1} \) |
| \( I \) | Infected phytoplankton host density | Cells \( \text{L}^{-1} \) |
| \( N \) | Dissolved nutrient concentration | \( \text{µmol L}^{-1} \) |
| \( \mu_{\text{max}} \) | Maximum growth rate | Varied, .3 to 2 \( \text{d}^{-1} \) |
| \( h \) | Half-saturation for growth | .02 \( \mu\text{mol L}^{-1} \) |
| \( k \) | Adsorption rate | 3.6 \( \text{L}^{-1} \text{d}^{-1} \text{cell}^{-1} \) |
| \( c \) | Infected cells per adsorbed virion | 1 |
| \( d_r \) | Background phytoplankton mortality | 30\% of \( \mu_{\text{max}} \) |
| \( m \) | Mixing rate | .1 \( \text{d}^{-1} \) |
| \( d_v \) | Virion decay rate | Varied, .2 to 1.7 \( \text{d}^{-1} \) |
| \( P_o \) | Susceptible phytoplankton external concentration | \( 10^4 \text{cells} \text{L}^{-1} \) |
| \( N_o \) | Nutrient external concentration | .5 \( \mu\text{mol L}^{-1} \) |
| \( Q \) | Cellular nutrient quota | \( 6.4 \times 10^{-11} \mu\text{mol cell}^{-1} \) |
| \( \rho_{\text{max}} \) | Slope of rise rate vs. host growth rate | Varied, 10–40 \( \times 24 \text{virions cell}^{-1} \) |
| \( v_e \) | Eclipse period scaling factor | 3/24 |
| \( r \) | Rise rate, \( \rho_e \times \frac{\mu_{\text{max}}N}{h + N} \) | Derived from other parameters |
| \( E \) | Eclipse period, \( v_e \times \frac{\mu_{\text{max}}N}{h + N} \) | Derived from other parameters |
| \( b_{\text{max}} \) | Maximum possible burst size | Varied, 10–100 \( \text{virions cell}^{-1} \) |
| \( L_i \) | Latent period of genotype \( i \) | Varied, 2–96 h |
| \( b_i \) | Burst size of genotype \( i \), min(\( r(L_i - E) \), \( b_{\text{max}} \)) | Derived from other parameters |

Note: For parameters that are varied across simulations, the range of values is given. The value of adsorption rate is typical for phytoplankton viruses (e.g., Cottrell and Suttle 1995; Garry et al. 1998).
and viruses oscillate substantially in abundance (fig. S2). The amplitude of the oscillations is somewhat reduced by the diffusion of susceptible hosts into the system, which aids in computational tractability. Parameter values were chosen to represent a typical phytoplankton-virus system (table 1).

Results: Model of Viral Life-History Evolution

Viral Trait Evolution versus Host Genome Size

To ask how host genomic resources might influence viral trait evolution, we assumed that burst size is constrained by an upper limit \( b_{\text{max}} \). This limit could have various causes, but here we will imagine that the total number of nucleotides available for viral genome synthesis is approximately equal to the size of the host genome, and therefore the maximum burst size \( b_{\text{max}} \) is equal to the host genome size ratio (fig. 1A).

Under the assumption of a maximum burst size, the model predicts a nonlinear relationship between burst size and the genome size ratio (fig. 1C), as well as between latent period and the genome size ratio (fig. 1D). At low size ratios, selection leads to a strategy that maximizes burst size; that is, the selected latent period \( L_s \) is the shortest one that will yield the maximal burst size \( (b_s = b_{\text{max}}) \). This means both latent period and burst size increase steeply as the genome size ratio increases, until a threshold is reached at a size ratio of \( \sim 1,000 \) (fig. 1D). Above this size ratio, burst size is not maximized and is unrelated to the size ratio. In terms of equation (5), the latent period \( L_s \), is short enough that \( r(L_s-E) < b_{\text{max}} \). The value of other model parameters affects the asymptotic strategy. For example, a lower virion decay rate \( d_v \) selects for a greater burst size and longer latent period (fig. 1D). A faster virion production rate \( (\rho_v) \) also selects for greater asymptotic burst size and latent period, while reducing the latent period needed to reach the maximal burst size (fig. 1D). The nutrient input concentration \( N_m \) and the host mortality rate \( d_h \) have modest effects; increased nutrient input slightly reduces latent period, and reduced host mortality slightly increases asymptotic latent period and burst size (fig. S3). We have also varied the other model parameters within a reasonable range (table 1) and found that they have little effect on the model results (results not shown).

These results are consistent with the data showing that burst size and latent period tend to increase with the genome size ratio (fig. 1A, 1B). In the model, very large genome size ratios lead to a viral life-history strategy that does not exhaust host genomic resources because the fitness cost of the very long latent period is too great. This could explain why latent period seems to be capped at about 50 h (fig. 1B), and it could also explain why burst size for small single-stranded viruses, which infect very large hosts, is less correlated with genome size ratio (open triangles and squares in fig. 1A).

Viral Trait Evolution versus Host Growth Rate

The model predicts that burst size \( b_s \) is largely insensitive to host growth rate, while an increase in host growth rate \( \mu_{\text{max}} \) causes a proportional decline in latent period \( L_s \) (fig. 2D, 2E). In other words, a higher host growth rate allows the same burst size to be achieved with a shorter latent period. Scatter in the relationship between latent period and growth rate can be driven by variation in maximum burst size \( (b_{\text{max}}) \) or other factors that influence the virion production rate \( (\rho_v) \), as also seen in figure 1C, 1D. These results are consistent with the empirical patterns showing a negative correlation between latent period and host growth rate but no relationship between burst size and growth rate (fig. 2A, 2B).

To ask how burst size and latent period are expected to covary across viruses, we combined the model results in figure 1C, 1D (genome size ratio is varied) and figure 2D, 2E (host growth rate is varied). In other words, we ask how burst size and latent period covary across viruses that have evolved in a realistic range of host environments. Burst size and latent period are positively correlated, but there is substantial variation, in particular because host growth rate alters latent period without changing burst size (fig. 2F, filled circles). This pattern is consistent with the positive but weak correlation seen in the data (fig. 2C).

Viral Evolution under Constant Host Density

To understand how eco-evolutionary feedback influences viral trait evolution, we held host density constant, that is, it was not regulated by viral lysis. In general, higher host densities select for faster life-history strategies (lower burst size and lower latent period; fig. 4). An additional consequence is that the selected burst size \( b_s \) reaches an asymptote at a lower genome size ratio \( b_{\text{max}} \). In comparison, variable host density (solid triangles) in the full eco-evolutionary model selects for relatively slower life-history strategies. Under the highest genome size ratios, the full model yields a burst size and latent period somewhat larger than are selected for under a constant host density of \( 10^9 \) cells L\(^{-1} \) (fig. 4). Compared to an extremely high host density of \( 10^{10} \) L\(^{-1} \), the full model achieves a burst size that is \( \sim 30 \) times greater, as well as a much greater range of burst sizes. These results indicate that trait evolution in the eco-evolutionary model depends on the fact that host densities are regulated by the virus (without the virus, the host reaches \( \sim 2 \times 10^9 \) L\(^{-1} \)). Low host density, in turn, selects for longer latent period, because it is less advantageous for the virus to leave the host cell before resources are exhausted. In nature, grazing and resource competition would also act to reduce host density and thus influence trait evolution.
evolution. Under constant host density, the effect of host growth rate $m_{\text{max}}$ on viral trait evolution is qualitatively similar to the results in the full eco-evolutionary model (results not shown).

**Discussion**

We find that traits of the phytoplankton host (genome size and growth rate), in combination with virus genome size, can collectively explain $\sim 40\%$–$50\%$ of variation in burst size and latent period across phytoplankton viruses characterized thus far. A model of latent period evolution, parameterized with realistic values, produces patterns similar to the empirical results. This congruence between data and model predictions lends support to the hypothesized underlying mechanisms. Our interpretation of these results is that phytoplankton cells are a sparse resource in a world that is relatively hazardous for free virions. Low host density selects for latent periods that exhaust host resources before lysis, at least for viruses that are not extremely small compared to their host. This results in a correlation between total nucleotide output and host genome size, or between burst size and the host: virus genome size ratio, as found previously for 15 host-virus pairs (Brown et al. 2006). In addition, latent period is jointly influenced by the genome size ratio and the host growth rate because the physiology of more rapid host growth allows for more rapid virion production. When the genome size ratio is very large (greater than $\sim 1,000$), it may be that latent period would have to be several days long in order to exhaust host resources, which increases the likelihood of host mortality during infection. Under these conditions, other factors may determine the evolution of latent period, such as mortality rates of the host and free virions. In total, our results argue that a trait-based approach to viral ecology is promising, and important aspects of community dynamics and evolution may be predictable from a relatively simple set of underlying principles.

The patterns documented here across viral strains can be compared with short-term experiments on a single strain, where host growth is manipulated and virus replication is characterized. Experiments with *E. coli* typically show that increased host growth rate decreases latent period and increases burst size (You et al. 2002). In an experiment with *Synechococcus*, an increase in growth due to stirring did not alter latent period (Wilson et al. 1996), while experiments with *Micromonas* and *Phaeocystis* found that both nitrogen- and phosphorus-limited growth increased latent period and reduced burst size (Maat and Brussaard 2016). These plasticity-driven correlations between burst size and host growth rate differ from our empirical and model results (fig. 2). In this context, it is important to note that short-term plastic responses of a strain may differ from the evolved strategies that vary across strains and hosts. Indeed, in our model the immediate effect of faster host growth is to increase the rate of viral production, which will lead to a greater burst size for a particular latent period. However, over the long term the optimal genotype is one
that reduces the latent period while maintaining the same burst size.

Our compilation is relevant to some additional questions not addressed by our model, which focused on the evolution of burst size and latent period. Viruses of phytoplankton vary greatly in size, and the maintenance of this size variation remains to be explained. All else being equal, larger virions should take longer to synthesize/assemble, and if host resources are limiting, then fewer virions can be produced. Both considerations should reduce burst size for larger viruses, but this is only modestly evident in the data (fig. 3A). A similar pattern is found when (burst size)/(latent period) is used to approximate the rate of virion production (fig. S1C).

There is evidence that larger viral genome size allows for better control of host metabolism, which could increase the rate of viral production and/or the contribution of de novo nucleotide synthesis (Lindell et al. 2005; Hurwitz et al. 2013). Modeling a general mechanistic relationship between genome size and viral replication will require a complex model of host-viral metabolism and its evolution (Bragg and Chisholm 2008; Birch et al. 2012).

The patterns in our compilation are most evident for dsDNA viruses, which have been studied in much greater detail than other types. It is possible that single-stranded viruses are under distinct selective pressures as a consequence of their very small size or different type of interaction with host systems of transcription/translation/replication. In addition, at this point, single-stranded viruses of phytoplankton have been isolated primarily from Chaetoceros spp. (e.g., Nagasaki et al. 2005; Tomaru et al. 2008; Kimura and Tomaru 2015). The authors of those studies further note that burst size is hard to define, because it appears that new viral particles are released prior to lysis. Therefore, a somewhat different mode of infection may be part of the reason the strains show different patterns in our analyses. An additional factor that could add noise or bias to the data is the fact that viral strains maintained in culture could evolve in response to propagation. During propagation, viruses are periodically exposed to relatively high host density, which could select for a shorter latent period.

The results of this study can contribute to models of virus-microbe interactions, community structure, and ecosystem consequences. Recent models have explored how viruses can promote host diversity (Thingstad et al. 2014), how hosts and viruses with overlapping host ranges can coexist (Jover et al. 2013), and how viruses alter the dynamics of standard ecosystem models (Weitz et al. 2015), among other topics. The relationships between virus and host traits described here could be used to constrain model parameters, allowing host and virus community structure to self-organize across environmental gradients (Follows and Dutkiewicz 2011). Cell size is a master trait that influences many aspects of plankton ecology (Finkel et al. 2009; Edwards et al. 2012), and size has been used to structure trait-based models via allometric scaling relationships (Follows and Dutkiewicz 2011). Genome size is well correlated with cell size in phytoplankton and other organisms (Veldhuis et al. 1997), and therefore the results of the current study could be used to derive scaling relationships and incorporate viral dynamics into size-structured models of plankton ecosystems. Successful development of virus community models will also require considerable empirical progress on how host range and host resistance co-evolve and how infection network structure is related to both viral traits (burst size, adsorption rate, etc.) and host traits (resistance and its physiological costs).
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