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Abstract

Social media posts provide a compelling, yet challenging source of data of diverse perspectives from many socially salient groups. Automatic text summarization algorithms make this data accessible at scale by compressing large collections of documents into short summaries that preserve salient information from the source text. In this work, we take a complementary approach to analyzing and improving the quality of summaries generated from social media data in terms of their ability to represent salient as well as diverse perspectives. We introduce a novel dataset, DivSumm, of dialect diverse tweets and human-written extractive and abstractive summaries. Then, we study the extent of dialect diversity reflected in human-written reference summaries as well as system-generated summaries. The results of our extensive experiments suggest that humans annotate fairly well-balanced dialect diverse summaries, and that cluster-based pre-processing approaches seem beneficial in improving the overall quality of the system-generated summaries without loss in diversity.

1 Introduction

Since the launch of Twitter, its short, informal, creative, albeit noisy, social media posts called tweets, have been collected, labeled, and studied in numerous natural language processing (NLP) tasks, ranging from identifying topics and places of rising interest to sentiment analysis, and more. These easily accessible user-generated tweets, produced contemporaneously as world and private events unfold, provide insights into the perspective of diverse social groups but are too manifold for humans to interpret at scale. In response, automatic text summarization algorithms aim to compress long pieces of text into short, fluent, and consistent summaries while preserving the most salient information from the source text (Meng et al., 2012; Lin et al., 2021a; Amplayo et al., 2021).

Like other NLP models, summarization algorithms run the risk of perpetuating unintentional social biases against diverse groups (e.g., race or gender) and promoting structures and practices that systematically limit some groups’ access to resources and decision-making power (Blodgett et al., 2020). This is because the collections of online texts such as news or Wikipedia articles, typically used for developing NLP algorithms, reflect the interests, language patterns, and structured writing style of their author demographics, which differ from those of other communities. Algorithms trained on such datasets may produce synopses in which diverse perspectives are systematically excluded. This means that groups who manage to overcome existing barriers to participation, for instance, via social media posts, and who speak up and offer their perspectives may still not be heard.

Fairness definitions for NLP models are generally based on the notion of equal treatment – an algorithm is considered fair when it performs the same for mainstream and underrepresented groups (i.e., group fairness) or delivers the same conclusions about an individual, regardless of the group they belong to (i.e., individual fairness) (Czarnowska et al., 2021). Recent works have demonstrated the disparate performance of tools on sensitive subpopulations in domains (Tatman, 2017; Buolamwini and Gebru, 2018). In this work, we consider the notion of group fairness and interpret it in terms of representation distribution of some socially salient attribute (dialect) in the summary.

Our goal is to investigate the ability of existing models of summarization to reflect the diversity of input text in the generated summaries, and propose a simple yet effective approach for improving the group-level diversity of summaries generated from noisy social media tweets, for which very little prior work exists to date (Dash et al., 2019;
Keswani and Celis, 2021). To this end, we seek to answer two specific questions with respect to summarization of dialect diverse tweets: (Q1) how diverse are summaries generated by humans? and, (Q2) how diverse are summaries generated by automatic summarization models with and without the proposed fairness interventions?

Our work makes several contributions:

- we introduce and comprehensively analyze a novel dataset, DivSumm, of diverse dialect tweets across several topics and corresponding extractive and abstractive human-written reference summaries;
- we study the group diversity of reference summaries and investigate two simple yet effective approaches for applying diversity interventions at the pre-processing stage of the summarization process;
- we conduct an extensive set of experiments using six existing extractive as well as abstractive summarization models as black-boxes, and report the results in terms of three types of metrics (reference-less, reference-based, and representation).

2 Related Work

In this section we discuss two relevant areas of prior work: multi-document summarization for social media data, and an overview of existing summarization datasets.

Multi-document social media summarization

Summarizing of social media data remains an interesting area of research with numerous approaches focused on optimizing the textual quality, factuality, fluency, and many other properties of the summaries (Li and Zhang, 2020; He et al., 2020; Dusart et al., 2021). However, unlike other text input (e.g., news articles), data from social media are also incredibly diverse consisting of opinions and perspectives from people from many walks of life, and while reflecting this richness of diversity in the summaries generated from them is an important goal, there have been few notable efforts in this direction.

One of the early works to study the notion of fairness in summaries generated from social media data used extractive summarization models and noted that the generated summary is not always a fair representation of the input data, even though the tweets written by different social groups (gender and political leaning in this case) are of comparable quality (Shandilya et al., 2018; Dash et al., 2019). Following these assertions, they proposed three fairness-preserving algorithms that can be applied during the pre-processing, in-processing, and post-processing stages. Keswani and Celis (2021) investigated the role of extractive summarization models in the context of dialect diversity of summaries, but did so without access to manually annotated summaries and proposed a bias mitigation model at the post-processing stage.

Summarization datasets

Developing summarization datasets is a challenging task and as such, researchers often utilize creative methods for automatically obtaining summaries of documents (Nallapati et al., 2016; Xu et al., 2021; Perez-Beltrachini and Lapata, 2021; Varab and Schluter, 2021). In cases where automatic document/summary pairings cannot be obtained, human annotation, usually through crowdsourcing, is often used (Khalman et al., 2021; Lin et al., 2021b). Specifically in the domain of social media data, many multi-document datasets have been recently introduced, some with extractive summaries, others with abstractive summaries, including TSix (Nguyen et al., 2018), Amazon and Yelp (He and McAuley, 2016; Bražinskas et al., 2020), SPACE (Angelidis et al., 2021), and ISSumSet (Dusart et al., 2021), to name just a few, but as none of these contain explicit markers of diverse social groups, we are motivated to develop a novel dataset of dialect diverse summaries.
3 Problem Description

For the task of multi-document summarization of social media data, the input typically consists of dozens to hundreds of documents (e.g., tweets) about the same topic that are all considered in generating a single summary. Formally, the input is a set of documents further split into \( n \) sentences, \( \mathcal{D} = \{d_1, ..., d_n\} \). Given the sentences in \( \mathcal{D} \), the goal of a multi-document summarization model is to generate a summary \( S = \{s_1, ..., s_k\} \) consisting of \( k \) sentences, where \( k << n \) is usually a hyper-parameter. There are two types of summarization models, extractive models where \( S \subset \mathcal{D} \), and abstractive models which extract and rewrite salient pieces of text.

In multi-user settings where users belong to multiple social groups, each sentence \( d_i \) may be additionally accompanied by social attribute \( g_j, g_j \in \mathcal{G} \), where \( \mathcal{G} \) is a set of attributes of a demographic group such as gender, race, or dialect. To adequately accommodate the variety of perspectives expressed by multiple diverse groups, the goal of a diversity-preserving multi-document summarization algorithm then is to generate a summary \( S \) with the goal of not only optimizing textual quality but also satisfying some fairness constraint such as group fairness, which compare quantities at group level (Czarnowska et al., 2021). In the context of summarization, this problem formulation naturally lends itself well to extractive models where sentences from the final summaries can be traced back to source documents and their user group labels more so than to abstractive models where text usually gets rewritten making group label attribution challenging to ascertain.

One simple approach of computing group representation distribution in extractive summaries, which we denote as \( \mathcal{R}(S) \), is by calculating the number of tweets belonging to each user group in the summary. Assuming \( m \) distinct and disjoint groups, \( \mathcal{R}(S) = \{ \frac{|S_1|}{k}, ..., \frac{|S_m|}{k} \} \) where \( |S_j| \) is the number of sentences within the summary \( S \) from group \( j \), and \( k \) is the total number of sentences in the summary.

Under the notion of equal representation, where the representation of all groups should be equal, regardless of their distribution in the input data, one can compute an aggregate diversity score. For instance, we can compute the **Representation Gap**, where a lower gap score would imply a more balanced distribution. Several metrics can be used to estimate the level of dispersion\(^2\), and we choose the range, \( \mathcal{R}_{rg}(S) = \max\{\mathcal{R}(S)\} - \min\{\mathcal{R}(S)\} \).

In other words, for well-balanced group distributions, a smaller \( \mathcal{R}_{rg}(S) \) score indicates a more diverse summary. As an example, if a summary of 5 lines contains 3 sentences from group A, and a sentence each from group B and group C, then \( \mathcal{R}(S) = \{0.6, 0.2, 0.2\} \), and \( \mathcal{R}_{rg}(S) = 0.4 \).

4 Dialect Diverse Summarization Dataset (\textit{DivSumm})

In order to study the diversity-preserving capabilities of summarization algorithms, we need a suitable dataset, and although numerous summarization datasets have become available in recent years, only a handful of them contain explicit diverse social group information (see Table 1), which motivates us to develop and contribute a novel dataset – \textit{DivSumm}. Our dataset consists of input-summary pairs on a set of 25 topics of tweets written in three different dialects. We obtain their corresponding human-generated extractive and abstractive summaries. Table 2 presents an instance from \textit{DivSumm}, while the following subsections outline our process of creating and exploring this dataset.

4.1 Obtaining human-written reference summaries

To obtain a large number of tweets of diverse dialectal language for annotating and creating \textit{DivSumm}, we turn to a corpus of English tweets automatically labeled with dialect information by inferring three demographic dialect proportions, namely, African-American (AA) English, Hispanic English, and White English, using a model trained with census data (Blodgett et al., 2016). All the preprocessing details are included in Appendix A.

Our annotation study was designed to obtain both extractive as well as abstractive summaries, with the input consisting of multiple documents (randomly selected and shuffled 90 tweets on a given topic, with 30 tweets per dialect group) to generate topic-wise summaries (e.g., summary for NBA, Netflix, Beyonce, and so on). In other words, we feature all dialects with equal proportion, an approach typical of datasets that are meant to be evaluation benchmarks (Fabris et al., 2022). For generating the summaries, we invited a diverse group of ten volunteers familiar with tweets and

\[\text{We also computed the standard deviation of } \mathcal{R}(S) \text{ which showed a high correlation with range.}\]
Input Documents (Tweets)

G3: If Lakers play like that every game no chance for anyone else in the NBA #NoExceptions

G2: The Fan Fictions and Imagines other Beliebers come up with, OMFG I LOVE THIS FANBASE!

G2: Remember when they the NBA play-offs were boring and disappointing—not so much anymore #nbafantastic

G1: NBATV shittin on u nigga. lol. Melo and Monroe doing work doe.

G3: Going to take in some NBA tonight. Pacers/Knicks. NBA games are much better in person.

G2: Just fast forward to the trophy presentation and the sucking off of LeBron by your company. NBA is garbage

G1: No point guard in the NBA can hold Russell Westbrook

G3: And te NBA was in a lockout last year too……NOBODY complained about that last year. Bc frankly, nobody cares.

G3: Is it possible that boozer is the worst player in the NBA? #GETOUT

G3: NBA rule change I’m shocked has never happened: An assist if the player you passed to makes both free throws. #flopcity

G1: Lakers??? Is that even a NBA team? I thought they were D-League…..

Extractive Summaries

| Annotator 1 | Annotator 2 |
|-------------|-------------|
| Going to take in some NBA tonight. Pacers/Knicks. NBA games are much better in person. There’s a difference btw NBA ready talent & NBA prospects. UK has a ton of prospects this yr. Seeing the difference this yr. And the #Lakers get back in the game by slowing it down, grinding on ’D’, and going at the basket. Who knew? 0_0 #NBA. It’s pathetic that everyone thinks that the NBA is better than the NHL. Free NBA League Pass Preview till tomorrow. Dam I’m sure I’m staying in this Saturday night! | Remember when they the NBA play-offs were boring and disappointing—not so much anymore #nbafantastic. LeBron is still the best player in the NBA. Put your mouth on it”. Bucks vs Sixers. This is why I love NBA TV. #FanNight. Looks like I’m watching the sugar bowl game cz its halftime for the NBA. It’s pathetic that everyone thinks that the NBA is better than the NHL. |

Abstractive Summaries

| Annotator 1 | Annotator 2 |
|-------------|-------------|
| It’s an NBA game night. Many people are tuned in because it’s the first game of the season. There are different reactions to the game because some think it’s awesome and some think it’s whack. It would greatly have to do with fans(the team they support). Viewers also gave opinions of different players they consider to be the best and LeBron is thought to be overhyped. | All Tweets seem to contain ‘NBA’ regardless of placement or context, often even including tweets where NBA is part of a word such as “FANBASE”. Overall the majority of tweets seem to be in-regards to the National Basketball Association, NBA, and include more often critiques or ‘insults’ of competing teams. It is also evident that the ‘NBA’, as a brand, include different ancillary businesses such as ‘NBA League Pass’, NBATV, and NBA2K13 (video game) in conjunction with the obvious basketball games themselves. A portion of the sample includes a notable use of racial epitaphs or slurs that may or may not be used in derision. The overwhelming bulk of the tweets is of a negative (critiquing, admonishing) nature as opposed to a positive (hopeful, cheering) message. |

Table 2: Example instance from our DivSumm dataset showing input documents with corresponding reference extractive and abstractive summaries generated by two annotators. For the extractive summaries, overlapping text between the annotators is denoted in red text and bold font.

their idiosyncrasies, and more importantly, spanning a range of diversity across dialects, gender, and ethnicity. Note that we did not mention anything about the dialects of the tweets before sharing the files for annotation, so the annotators had no background information about the goals of this study other than the fact that we seek to summarize the tweets – this was done to mitigate any form of potential bias. We provided concise and clear guidelines for generating the summaries, along with an example set of tweets and corresponding extractive and abstractive summaries. For the extractive summaries, the annotators were requested to select 5 tweets that they believe to capture the salient points from the set of documents, while for the abstractive summaries, the annotators were asked to write 5 sentences in their own words to summarize the important points across all the documents. Every set of input tweets was summarized by two annotators, thus helping us develop a dataset of 25 topics, with a total of 100 pairs of input (sets of documents) and output (human-written summaries).

It is worth mentioning that the diversity of the annotator pool will undoubtedly have an impact on the ultimate annotations (summaries) obtained. The inherent subjective nature of summarization process suggests that different annotators will approach it from different perspectives, which is a strength but also a weakness of this process and
Table 3: ROUGE scores comparing human-human summaries (S1 and S2) and human-random summaries.

|     | R1   | RL   |
|-----|------|------|
| S1, random | 0.234 | 0.210 |
| S2, random | 0.220 | 0.193 |
| S1, S2  | 0.315 | 0.301 |

The extractive summaries provide a uniquely interesting opportunity to explore the question of how diverse human-written summaries are by allowing us to compare the proportion of representation of each dialect group within the summaries. Recall that our dataset features an equal number of tweets for each of the three dialect groups in the input, and, therefore, for equal or proportional representation in the output summary, a well-balanced summary would contain equal number of tweets from each group. As the plots in Figure 1 show, we found a fairly balanced representation for each dialect group in the summary ($R(S)$ ranges between 29.5% to 37.4%).

5 Modeling Diversity in System Summaries

In this section, we explore the diversity-preserving qualities of recently proposed summarization algorithms using three approaches described below and visualized in Figure 2.

**VANILLA:** This standard baseline approach of summarizing uses a single aggregated set of randomized documents from all the dialect groups, e.g., a total of 90 tweets, as the input to the summarization model without any pre-processing.

**CLUSTER-H:** Similar to the pre-processing approach of Dash et al. (2019), this method first heuristically partitions the set of input documents into group-based subsets ($D = \{D_1 \cup \ldots \cup D_m\}$, each $D_j$ containing a set of documents from group $j$) before passing them to the summarization model to generate separate group summaries ($S = \{S_1, \ldots, S_m\}$) – one for each of the three group-specific tweets. However, instead of concatenating these summaries to generate the final summary, we shuffle and combine these $m$ group-level summaries into a single document and pass that again to the summarization model to generate a new, combined summary. In doing so, we seek to first preserve group-level salient information before aggregating the most informative units from such individual summaries into a unified summary.
**Cluster-Automatic (Cluster-A):** Conversely, in a more pragmatic scenario, the sensitive group attribute may not be reliably observable, or inferring it is not possible due to some reason, including ethical reason. In such a case, we also investigate an attribute-agnostic approach based on automatic clustering, as follows: (i) Generate $p$ clusters of $D$ via some clustering algorithm (e.g., $k$-means) with the optimal value of $p$ determined through silhouette score, yielding $D = \{D_1 \cup \ldots \cup D_p\}$. (ii) Generate a set of corresponding summaries $S = \{S_1, \ldots, S_p\}$. (iii) Concatenate all the $p$ summaries into a single document and pass it again to the summarization algorithm to generate a final summary.

6 Experiments

The three approaches are studied in the context of recently proposed summarization models, both extractive and abstractive, and the quality of the summaries is evaluated using reference-based metrics, reference-less metrics, and representation metric.

6.1 Summarization models

We explore six recent extractive and abstractive summarization models described below (we refer to Appendix B for full implementation details).

**Extractive methods:** TextRank (Mihalcea and Tarau, 2004), an unsupervised graph-based ranking method, determines the most important sentences in a document based on information extracted from the document itself, and therefore performs well even without any form of domain knowledge or pre-training. BERT-Ext (Miller, 2019), an extractive summarization model, uses pretrained embeddings from BERT (Devlin et al., 2018) and $k$-means clustering to select sentences closest to the centroid as the summaries, and similarly, Longformer-Ext (Miller, 2019) which uses pretrained embeddings from LongFormer (Beltagy et al., 2020).

**Abstractive methods:** BART (Lewis et al., 2019) is a sequence-to-sequence model combining a bidirectional encoder with an auto-regressive decoder and trained by corrupting the document with an arbitrary noisy function. T5 (Raffel et al., 2019), an encoder-decoder model trained using teacher forcing, modifies the original transformer architecture to convert language problems into a text-to-text format. LED (Longformer Encoder-Decoder) (Beltagy et al., 2020), a variant of the Longformer model with both encoder and decoder transformer stacks, has shown to improve modeling long sequences for sequence-to-sequence learning.

6.2 Evaluation metrics

To evaluate the quality of the system-generated summaries, we consider three types of metrics.

**Reference-based:** ROUGE (Lin, 2004) calculates the lexical overlap between the machine-generated output and the human-written reference summaries. For our experiments, we report the F1 scores of ROUGE-1 (overlapping unigrams) and ROUGE-L (longest common subsequences). To compute the final scores, a system-generated summary is compared with each of the two reference summaries, and their average score is reported.
Table 4: Results of the three approaches (VANILLA, CLUSTER-H, and CLUSTER-A) across three extractive summarization models (TextRank, BERT-Ext, LongFormer-Ext) and three abstractive summarization models (BART, T5, LED) using the DivSumm summarization dataset. The metrics reported include ROUGE-1 (R1), ROUGE-L (RL), SummaQA (SQA), BLANC (B), and for the extractive summaries $R_{rg}(S)$ denoting the Representation Gap. All scores are averaged over two runs. The best scores per model and per metric have been underlined. For reference, the Representation Gap in human summaries $R_{rg}(S) = 0.08$.

| Model       | TextRank |  |  |  |  | BERT-Ext |  |  |  |  | LongFormer-Ext |  |  |  |  |
|-------------|----------|---|---|---|---|-----------|---|---|---|---|----------------|---|---|---|---|
|             | R1 | RL | SQA | B | $R_{rg}$ | R1 | RL | SQA | B | $R_{rg}$ | R1 | RL | SQA | B | $R_{rg}$ |
| VANILLA     | 0.25 | 0.23 | 0.06 | 0.11 | 0.15 | 0.22 | 0.21 | 0.04 | 0.13 | 0.04 | 0.22 | 0.20 | 0.04 | 0.12 | 0.17 |
| CLUSTER-H   | 0.26 | 0.24 | 0.06 | 0.10 | 0.18 | 0.22 | 0.21 | 0.05 | 0.12 | 0.07 | 0.22 | 0.20 | 0.05 | 0.11 | 0.20 |
| CLUSTER-A   | 0.25 | 0.23 | 0.07 | 0.10 | 0.16 | 0.22 | 0.20 | 0.05 | 0.12 | 0.06 | 0.23 | 0.21 | 0.05 | 0.11 | 0.16 |

| Model       | BART |  |  |  |  | T5 |  |  |  |  | LED |  |  |  |  |
|-------------|------|---|---|---|---|----|---|---|---|---|-----|---|---|---|---|
|             | R1 | RL | SQA | B | $R_{rg}$ | R1 | RL | SQA | B | $R_{rg}$ | R1 | RL | SQA | B | $R_{rg}$ |
| VANILLA     | 0.16 | 0.14 | 0.06 | 0.09 | - | 0.15 | 0.13 | 0.07 | 0.08 | - | 0.13 | 0.12 | 0.06 | 0.07 | - |
| CLUSTER-H   | 0.16 | 0.15 | 0.06 | 0.09 | - | 0.14 | 0.13 | 0.05 | 0.07 | - | 0.14 | 0.13 | 0.05 | 0.08 | - |
| CLUSTER-A   | 0.17 | 0.15 | 0.06 | 0.09 | - | 0.12 | 0.11 | 0.06 | 0.06 | - | 0.14 | 0.14 | 0.05 | 0.07 | - |

Figure 3: Violin plots of $R(S)$ per dialect and per approach for TextRank over DivSumm dataset. It is noticed that the violins for both AA and Hispanic tweets are considerably thinner as compared to the human summaries indicating many outliers on both ends of the spectrum.

**Reference-less:** SummaQA (Scialom et al., 2019) evaluates the quality of a text summary without relying on reference summaries, making it a practical choice for assessing summaries generated from large collections of tweets. Instead, it uses a question-answering model based on BERT to answer cloze-style questions using the system-generated summaries. BLANC (Vasilyev et al., 2020), another reference-less metric, measures how the performance of a pretrained language model improves during language understanding tasks when the model is given access to a summary, and correlates with informativeness (Iskender et al., 2021).

**Representation Gap:** Finally, we also report the $R_{rg}(S)$ of the extractive summaries by calculating the range of the representation distribution in the summary.

7 Results and Discussion

Table 4 presents the detailed results of our experiments across extractive and abstractive models, and some samples of system-generated summaries are included in Appendix C. In looking at the representation gap scores of extractive models, we note that the VANILLA approach without any intervention does well in terms of $R_{rg}$ on 2 out of 3 datasets, while in the case of CLUSTER-H performance is strictly worse despite that model being designed to consider group-level information. In terms of summary quality, all three approaches perform comparably. Of note, however, is the performance of BERT-Ext model which yields impressive representation gap scores, suggesting that centroid-based approaches in particular could be effective as unsupervised diversity-preserving models.
Table 5: Averaged results of the three approaches (VANILLA, CLUSTER-H, and CLUSTER-A) across three extractive summarization models and three abstractive summarization models evaluated using the DivSumm summarization dataset. The metrics reported include ROUGE-1 (R1), ROUGE-L (RL), SummaQA (SQA), BLANC (B), and for the extractive summaries, $R_{rg}(S)$.

| Model | Extractive AVERAGE | Abstractive AVERAGE |
|-------|-------------------|---------------------|
|       | R1    | RL    | SQA   | B     | $R_{rg}$ | R1    | RL    | SQA   | B     |
| VANILLA | 0.232 | 0.217 | 0.053 | 0.123 | 0.12     | 0.147 | 0.136 | 0.068 | 0.083 |
| CLUSTER-H | 0.236 | 0.218 | 0.057 | 0.117 | 0.15     | 0.151 | 0.140 | 0.059 | 0.083 |
| CLUSTER-A | **0.237** | **0.219** | **0.062** | 0.115 | 0.13     | 0.150 | 0.139 | 0.061 | 0.080 |

Figure 4: Pairwise Kendall’s Tau correlations for summary evaluation metrics, (a) extractive models, and (b) abstractive models. A higher score (shown in lighter color) indicates higher correlation between the rankings provided by a pair of metrics, whereas a smaller score (shown in darker color) indicates weaker correlation.

Figure 3 presents the violin plots for one of the summarization models, TextRANK, to allow us to further investigate the differences between the three approaches (please see Appendix D for analysis of the other two extractive models). For all the approaches, the violins for both AA and Hispanic summaries are noticeably thinner than the corresponding human summaries, suggesting that the $R(S)$ representation distribution of system summaries contains many outliers on either end of the spectrum.

Table 5 presents the averaged results of all the extractive methods and abstractive methods, which confirm that VANILLA generates more diverse summaries, while CLUSTER-A does generally better on the other metrics related to summary quality, hinting at a plausible trade off between the two dimensions (Celis et al., 2018). Considering the results of extractive and abstractive models together, it appears that some sort of clustering of documents before passing them to the summarization model remains beneficial in improving the overall quality of summaries.

Next, given the multiple evaluation metrics along dimensions of quality and representation, we further study the correlations between these metrics and present some heatmap visualizations generated using the pairwise Kendall’s Tau correlation values. Figure 4 summarizes the correlations computed using the average results. Each approach was first sorted from best to worst based on the scores provided by each metric, and these rankings were then used to calculate Kendall’s Tau to represent how well the rankings correlate between metrics. A score closer to 1.0 indicates high correlation (that is, the metrics ranked approaches in similar order), while a score closer to -1.0 indicates poor correlation (the metrics ranked approaches in a different order).

We observe that in the case of extractive summaries, metrics R1, RL, and SummaQA have high to moderate inter-correlation, while BLANC and $R_{rg}(S)$ do not correlate with any other metrics. For the abstractive models, R1 shows moderate correlation with RL and BLANC, but SummaQA shows poor correlation with all the other three metrics. Overall, we conclude that (i) both the reference-based metrics R1 and RL correlate well as expected, (ii) R1 correlates well with reference-less metric SummaQA for extractive summaries, and with BLANC for abstractive summaries, (iii)
Table 6: Results of VANILLA and CLUSTER-A as applied to another dataset, DialogSumm (Chen et al., 2021)

| Model       | BART | T5   | LED   |
|-------------|------|------|-------|
|             | R1   | RL   | SQA   | B   | R1   | RL   | SQA   | B   | R1   | RL   | SQA   | B   |
| VANILLA     | 0.202| 0.184| 0.212 | 0.201| 0.194| 0.181| 0.269 | 0.281| 0.160| 0.148| 0.181 | 0.172|
| CLUSTER-A   | 0.172| 0.157| 0.229 | 0.270| 0.170| 0.158| 0.185 | 0.224| 0.176| 0.161| 0.217 | 0.271|

the two reference-less metrics (SummaQA and BLANC) do not correlate with each other, and (iv) finally, no metrics seem to be correlating well with the representation metric ($R_{rg}$), suggesting the need for new metrics that can measure representation of diversity in addition to other dimensions of quality.

Finally, since clustering-based approaches improved over the baseline approach in terms of summary quality, we conduct one more investigation to evaluate whether CLUSTER-A generalizes to another dataset involving multiple users such as DialogSumm dataset (Chen et al., 2021). The results presented in Table 6 indicate that VANILLA performs better when using T5 model, CLUSTER-A brings additional gains to LED model, while remaining comparable on the third model.

8 Conclusions

In this work, we investigate whether, and to what extent, do system-generated summaries reflect the diversity of socially salient groups present in the input data. To answer this question, we first develop a novel summarization dataset, DivSumm, by obtaining human-written reference summaries, of both extractive and abstractive sort, for dialect diverse tweets. In analyzing the human-written reference summaries, we were encouraged to note that on average humans generated reasonably well-balanced dialect diverse summaries. This was followed by an extensive evaluation exploring the diversity reflected in system summaries by experimenting with three approaches as applied to six summarization algorithms, and evaluated using multiple metrics of summary quality and representation. Future avenues of work include expanding our dataset to consider other diverse social attributes and improving the summarization models along dimensions of both quality as well as representation.

9 Ethical Considerations

Tweets provide a rich and diverse source of natural language data but in working with unfiltered social media data, we also run the risk of encountering unconventional or in some cases what may be considered as offensive language. Being sensitive to these limitations, before undertaking the annotation process, we carefully informed the annotators of some of the inherent risks of annotating tweets and provided them with the option of withdrawing from the annotation process should they feel uncomfortable at any point of time (it is worth noting that no annotator withdrew from the study). Similarly, our discussions related to the representation of dialect diversity in summaries are based solely on the summaries that were developed during this study and the summarization models that were adopted in our experiments. It remains to be seen whether these conclusions generalize to other social groups.
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A Preprocessing Documents

Raw tweets can be notoriously noisy and challenging for summarization purposes\(^3\). Our preprocessing steps are as follows: (i) we considered a tweet as belonging to one of the three dialect groups if it had a dialect confidence score greater than 0.7 for a given dialect and less than 0.3 for all the other dialects, (ii) we removed any duplicate tweets, any mentions (i.e., @username), and any tweets shorter than seven tokens in length, and (iii) finally, since emojis may provide useful indicators during summary generation, we converted the Unicode emoji characters with their corresponding images.

After the initial preprocessing, we extracted a list of hashtags present in the remaining tweets with the goal of identifying the most frequent topics of at least thirty tweets per dialect. This considerably filtered down the set of tweets because of unbalanced distribution of dialect groups in the corpus, with significantly more White tweets than AA or Hispanic tweets. Finally, we found and settled on a set of twenty five topics that we hypothesize encompass tweets from a diverse set of users. These include: 49ers, Amazon, Beyonce, Chicago, Christmas, Eagles, Facebook, Flu, Graduation, Grammys, Iphone, Kobe, McDonalds, NBA, Netflix, NYC, Obama, Paris, Patriots, Seahawks, Superbowl, Thanksgiving, VMA, WWE, Xbox.

B Implementation Details

TEXTRANK model\(^4\) was initiated with the word count set to 70 - which is the average number of tokens for 5 sentences in our dataset. BERT-Ext and LongFormer-Ext models were initiated from the extractive summarization model\(^5\), with the number of output sentences set to 5. For the abstractive models BART, T5, and LED, we used pretrained model checkpoints BART_base\(^6\), T5_base\(^7\), and AI-

\(^3\)And not to mention, potentially offensive. However, other than these preprocessing steps, we intentionally did not filter out any further tweets, neither automatically nor manually, in order to avoid inserting any biases. Given the nature of social media posts, it is possible that the dataset may thus unintentionally contain some offensive content. The annotators were carefully informed about the risks of participating in such a study.

\(^4\)https://github.com/RaRe-Technologies/gensim

\(^5\)https://pypi.org/project/bert-extractive-summarizer/

\(^6\)https://huggingface.co/facebook/bart-base

\(^7\)https://huggingface.co/t5-base

\(^8\)https://huggingface.co/allenai/led-base-16384

\(^9\)https://scikit-learn.org/stable/index.html

\(^10\)https://github.com/Yale-LILY/SummEval

C Example System Summaries

Tables 7 and 8 present some system summaries as generated by an extractive model and an abstractive model, respectively.

D Representation Distribution

Figure 5 displays the violin plots for \(\mathcal{R}(S)\) per dialect and approach for (a) BERT-Ext, and (b) LongFormer-Ext.
Approach | Summary
--- | ---
**REFERENCE** | Looks like I’m watching the sugar bowl game cz its halftime for the NBA. And the Lakers get back in the game by slowing it down, grinding on ‘D’, and going at the basket. Who knew? 0_0 NBA. Aha best team in the NBA they by far better then your Celtics y’all lost last night btw to the grizzlies. NBA basketball n packing for the rest of my night. Miami comin out the east & Clippers comin out the west #NBA #FinalsPrediction.

**VANILLA** | Looks like I’m watching the sugar bowl game cz its halftime for the NBA. yea on NBA TV, they PLAYN n London” Oh Aite Thanks. Watching and NBA game live &gt; Watching the play by play on an iPhone.. As I sit here lowkey buzzed playing NBA 2k13 thinking I’m actually in the tv screen. I love explaining the NBA to my mom &amp; telling her which players are good &amp;amp; stuff like that.. Tim Duncan is always on my make believe NBA teams cause he’s my favorite PF. When girls actually know what they’re talking about the NBA.

**CLUSTER-H** | When girls actually know what they’re talking about the NBA. Any subliminal pics I post on IG will now be hash tagged #HNBAF. to comeback and do commentary on some Joker episodes? # West is actually good 1-8.. Tim Duncan is always on my make believe NBA teams cause he’s my favorite PF.. NFL, NBA, and NHL were lockouts by owners.. Diandre doesn’t understand there isn’t really parity in NBA.

**CLUSTER-A** | The #Memphisgrizzlies just made the stupidest trade in NBA history trading Rudy gay at this point in the season #wow. NBA games are much better in person.. Looks like I’m watching the sugar bowl game cz its halftime for the NBA. Up watching NBA TV... He need to stick to coaching or being a GM or some shit.... @ The Black Mamba 81 point showcase in showing now on NBATV !!. Tim Duncan is always on my make believe NBA teams cause he’s my favorite PF... he has a higher ceiling than granger but gotta hold off on calling him better, PG has never been top 5 in NBA in scoring. The Heat get every call to go their way...the NBA should be ashamed of this BS.

| Approach | Summary |
| --- | --- |
| **REFERENCE** | It’s an NBA game night. Many people are tuned in because it’s the first game of the season. There are different reactions to the game because some think it’s awesome and some think it’s whack. It would greatly have to do with fans (the team they support). Viewers also gave opinions of different players they consider to be the best and Lebron is thought to be overhyped. |
| **VANILLA** | Looks like I’m watching the sugar bowl game and its halftime for the NBA. |
| **CLUSTER-H** | And the #Lakers get back in the game by slowing it down, grinding on ‘D’, and going at the basket. And the #Lakers get back in the game by slowing it down, grinding on ‘D’, and going at the basket. And the #Lakers get back in the game by slowing it down, grinding on ‘D’, and going at the basket. |
| **CLUSTER-A** | @ RobHall their are truly more lakers haters then Miami haters.. Who knew? he has a higher ceiling than granger but gotta hold off on calling him better, PG has never been top 5 in scoring. @robhall their are truly more lakers haters then Miami haters.. Who knew? he has a higher ceiling than granger but gotta hold off on calling him better, PG has never been top 5 in scoring. And the #Lakers get back in the game by slowing it down, grinding on ‘D’, and going at the basket. Looks like I’m watching the sugar bowl game and its halftime for the NBA |

Table 7: An example of system summaries (along with human-generated reference summary) using BERT-Ext model

Table 8: An example of system summaries (along with human-generated reference summary) using LED model
Figure 5: Violin plots of $R(S)$ per dialect and approach, with (a) BERT-Ext, and (b) LongFormer-Ext models. The values for $R$ were determined across two runs and averaged. Of interest is how the models compare to the human-generated summaries. For BERT-Ext, the White dialect contains the consistently widest violins, indicating a more consistent $R(S)$ average around $\sim0.33$. The violins for the AA and Hispanic dialects are skinnier, suggesting that they contain more outliers above and below the $\sim0.33$ mark. For LongFormer-Ext, once again the White dialect contains consistently wide violins, whereas the AA violins are wide for both VANILLA and CLUSTER-H approaches, but contain more outliers for the Cluster-A approach. The Hispanic dialect violins contain more outliers for both CLUSTER-H and CLUSTER-A approaches. More outliers is indicative of less consistent representation that deviates from the desired equal $R$ value of 0.33 in the case of our equally represented groups.