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Abstract—In this paper, we investigate stability of a class of analytic neural networks with the synaptic feedback via event-triggered rules. This model is general and include Hopfield neural network as a special case. These event-triggered rules can efficiently reduces loads of computation and information transmission at synapses of the neurons. The synaptic feedback of each neuron keeps a constant value based on the outputs of the other neurons at its latest triggering time but changes at its next triggering time, which is determined by certain criterion. It is proved that every trajectory of the analytic neural network converges to certain equilibrium under this event-triggered rule for all initial values except a set of zero measure. The main technique of the proof is the Łojasiewicz inequality to prove the finiteness of trajectory length. The realization of this event-triggered rule is verified by the exclusion of Zeno behaviors. Numerical examples are provided to illustrate the efficiency of the theoretical results.
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I. INTRODUCTION

RECURRENTLY connected neural networks have been extensively studied, and many applications in different areas have been arising. Such applications heavily depend on the stable dynamical behavior of the networks. For example, in application for optimisation, convergence of dynamics is fundamental, which has attracting many interests from different fields. See [18], [50] and the references therein. Therefore, analysis of these behaviors is a necessary step for practical design of neural networks.

This paper focuses on the following dynamical system

\[
\begin{align*}
\dot{x} &= -Dx - \nabla f(y) + \theta \\
y &= g(\Lambda x),
\end{align*}
\]

where \(x \in \mathbb{R}^n\) is the state vector, \(D = \text{diag}\{d_1, \cdots, d_n\}\) with \(d_i > 0\) for all \(i = 1, \cdots, n\) is the self-inhibition matrix, the cost function \(f(y) : \mathbb{R}^n \rightarrow \mathbb{R}\) is an analytic function and \(\theta \in \mathbb{R}^n\) is a constant input vector. \(y = g(\Lambda x)\) is the output vector with the sigmoid function \(g(\cdot)\) as nonlinear activation function and the scaling slopes \(\Lambda = \text{diag}\{\lambda_1, \cdots, \lambda_n\}\) for some \(\lambda_i > 0\) for all \(i = 1, \cdots, n\).

Eq. (1) was firstly proposed in [20] and is a general model of neural network system arising in recent years. For example, the well-known Hopfield neural network [10], [11], whose continuous-time version can be formulated as

\[
\begin{align*}
C_i \dot{x}_i &= -\frac{x_i}{R_i} + \sum_{j=1}^{n} \omega_{ij} y_j + \theta_i \\
y_i &= g_i(\lambda_i x_i),
\end{align*}
\]

for \(i = 1, \cdots, n\), where \(x_i\) stands for the state of neuron \(i\) and each activation function \(g_i(\cdot)\) is sigmoid. With the symmetric weight condition \((\omega_{ij} = \omega_{ji} \text{ for all } i, j = 1, \cdots, n)\), Eq. (2) can be formulated as Eq. (1) with \(f(y) = -\frac{1}{\sigma} \sum_{j=1}^{n} \omega_{ij} y_j\).

This model has a great variety of applications. It can be used to search for local minima of the quadratic objective function of \(f(y)\) over the discrete set \(\{0, 1\}^n\) [20]-[32], for example, the traveling-sales problem [13]. This model can be regarded as a special form of (1) with \(f(y) = E(y)\) and proved to minimize \(E(y)\) over the discrete set \(\{0, 1\}^n\) [26].

The linearization technique and the classical LaSalle approach for proving stability (See [18], [26]) could be invalid when the system had non-isolated equilibrium points (e.g., a manifold of equilibria) [20]. The concept "absolute stability" was proposed in [19]-[21] to show that each trajectory of the neural network converges to certain equilibrium for any parameters and initial values by proving the finiteness of the trajectory length and the celebrated Łojasiewicz inequality [28]-[29]. This idea was also seen in [31].

However, in the model (1), the synaptic feedback of each neuron is simultaneous according to the output states of the other neurons, which is costly in practice for a network of a large number of neurons. In recent years, with the development of sensing, communications, and computing equipment, event-triggered control [27]-[59] and self-triggered control [11]-[35] have been proposed and have remarkable advantages that reduce the frequency of synaptic information exchange significantly. In this paper, we investigate stability of analytic neural networks with event-triggered synaptic feedbacks. Here, we present an event-triggered rule to reduce the frequency of receiving synaptic feedbacks. At each neuron, the synaptic feedback is a constant determined by the outputs of the neurons at its last triggering time and changes at the next triggering time of this neuron that is triggered by a criterion via the neurons’ output states as well. We prove that the analytic neural network system is almost sure stable (see Definition [7]), which was proposed by Hirsh [23], under the event-triggered rule by the Łojasiewicz inequality. In addition, we further
prove that the event-triggered rule is physically viable, owing to the exclusion of Zeno behaviors. For the event-triggered rule, each neuron needs the states of the other neurons and itself, asynchronous. Hence, the neurons are not triggered in a synchronous way, but independent of each other. It should be highlighted that our results can be extended to a large class of neural networks, for example, the standard cellular networks\[16\],\[17\].

The paper is organized as follows. In Section II the preliminaries are given; Stability and the exclusion of Zeno behaviours of analytic neural networks with the event-triggering rules are proved in Section III. Then the discrete-time monitoring scheme is discussed in Section IV. In Section V numerical examples are provided to show the effectiveness of the theoretical results; The paper is concluded in Section VI.

**Notions:** $\mathbb{R}^n$ denotes $n$-dimensional real space. $\|\cdot\|$ represents the Euclidean norm for vectors or the induced 2-norm for matrices. $B_r(x_0) = \{x \in \mathbb{R}^n : \|x-x_0\| < r\}$ stands for an $n$-dimensional ball with center $x_0 \in \mathbb{R}^n$ and radius $r > 0$. For a function $F(x) : \mathbb{R}^n \to \mathbb{R}, \nabla F(x)$ stands for its gradient. For a set $Q \subseteq \mathbb{R}^n$ and a point $x_0 \in \mathbb{R}^n$, $\text{dist}(x_0, Q) = \inf_{y \in Q} \|x_0 - y\|$ indicates the distance from $x_0$ to $Q$. $m(\cdot)$ stands for the Lebesgue measure in $\mathbb{R}^n$.

## II. Preliminaries and Problem Formulation

In this section, we firstly provide some definitions and preliminary results, which will be used later. With the discontinuous synaptic feedback, we consider Eq. (1) in the following form

$$\begin{align*}
\dot{x}_i(t) & = -d_ix_i(t) - \left[\nabla f(y(t^i_k, t_i))\right]_i + \theta_i \\
g_i(t) & = g_i(\lambda_i x_i(t))
\end{align*}$$

(3) for $i = 1, \ldots, n$. Here, $x_i \in \mathbb{R}, d_i > 0$ and $\theta_i \in \mathbb{R}$. In particular, let $d_{\text{max}} = \max_i d_i$. $f(y) : \mathbb{R}^n \to \mathbb{R}$ is an analytic cost function function and $g_i = g_i(\lambda_i x_i)$ is the output vector with a scaling parameter $\lambda_i > 0$ and the sigmoid functions $g_i(\cdot)$ as nonlinear activation functions, which we take as the sigmoid function as follows

$$g_i(x) = \frac{1}{1 + e^{-x}}.$$  

The gradient of the activation function $g(\cdot)$ at $x \in \mathbb{R}^n$ can be written as $\nabla g(x) = \text{diag}(g'(x_1), \ldots, g'(x_n))$. The strict increasing triggering event time sequence $\{t^i_k\}_{k=1}^{\infty}$ (to be defined) are neuron-wise and $t^i_1 = 0$, for all $i = 1, \ldots, n$.

At each $t$, each neuron $i$ changes information from the other neurons with respect to an identical time point $t^i_k$ with $k_i(t) = \text{argmax}_{k \leq t} \{t^i_k \leq t\}$. Throughout the paper, we simplify the notation $t^i_k$ as $t^i_k$ unless there is a potential ambiguity.

Let $F(x_i) = [F_1(x_i), \ldots, F_n(x_i)]^T$ be the vector at the right-hand side of (3), where

$$F_i(x_i) = -d_i x_i(t) - \left[\nabla f(y(t^i_k, t_i))\right]_i + \theta_i.$$  

(4)

Denote the set of equilibrium points for (3) as

$$S = \left\{ x \in \mathbb{R}^n : -Dx - \nabla f(g(\lambda x)) + \theta = 0 \right\}.$$

We first recall the definition of almost stability for model (3) proposed in \[23\].

**Definition 1:** Given an analytic function $f(\cdot)$, the sigmoid function $g(\cdot)$ and constants $d_i, \theta_i$ and $\lambda_i$, system (3) is said to be **almost sure stable** if for any initial values except a set of zero measure, the trajectory $x(t)$ of (3), there exists $x^* \in S$ such that

$$\lim_{t \to +\infty} x(t) = x^*.$$  

The following lemma shows that all solutions for (3) are bounded and there exists at least one equilibrium point.

**Lemma 1:** Given $d_i, \theta_i, \lambda_i, i = 1, \ldots, n$, and two analytic functions $f(\cdot)$ and $g(\cdot)$, for any triggering event time sequence $\{t^i_k\}_{k=1}^{\infty}$ ($i = 1, \ldots, n$), there exists a unique solution for the piece-wise continuous problem (3) with some initial data $x(0) \in \mathbb{R}^n$. Moreover, the solutions with different initial data are bounded in time interval of its duration.

**Proof:** First, we prove the existence and uniqueness of the solution for the system (3). Denotes $t_k = [t^1_k, \ldots, t^n_k]^T$, where $k = 0, 1, 2, \ldots$. Given a time sequence $\{t^i_k\}_{k=0}^{\infty}$ ($i = 1, \ldots, n$) ordered as $0 = t^i_0 < t^i_1 < t^i_2 < \cdots < t^i_k < \cdots$ (same items in $\{t^i_k\}_{k=0}^{\infty}$ treat as one), there exists a unique solution of (3) in the interval $[t_0, t_1)$ by using $x(t_0) = x(0)$ as the initial data according to the existence and uniqueness theorem in \[12\]. For the next interval $[t_1, t_2)$, $x(t_1)$ can be regarded as the new initial data, which can derive another unique solution in this interval. By induction, we can conclude that there exist a piecewise unique solution over the whole time interval of the duration.

Second, since $0 < g_i(x) < 1 \ (x \in \mathbb{R})$, there exists a constant $M > 0$ such that

$$-d_i x_i(t) - M \leq F_i(x_i) \leq -d_i x_i(t) + M$$

Thus for any $\varepsilon_0 > 0$, there exists $r_0 > 0$ such that

$$\begin{align*}
F_i(x_i) & < -\varepsilon_0, \quad \forall \ x_i(t) \geq r_0 \\
F_i(x_i) & > \varepsilon_0, \quad \forall \ x_i(t) \leq -r_0
\end{align*}$$

where $i = 1, \ldots, n$. One can see that $x(t) \in \{x \in \mathbb{R}^n : \|x\| \leq \max\{r_0, \|x(0)\|\}\}$ for the whole duration of the solution.

Consider now the equilibrium points set $S$. The following lemma is established in \[20\], which shows that there exists at least one equilibrium point in $S$.

**Lemma 2:** For the equilibrium points set $S$, the following statements hold:

1. $S$ is not empty.
2. There exists a constant $r > 0$ such that $S \cap (\mathbb{R}^n \setminus B_r(0)) = \emptyset$.

To depict the event that triggers the next feedback basing time point, we introduce the following candidate Lyapunov function:

$$L(x) = f(y) + \sum_{i=1}^{n} \frac{d_i}{\lambda_i} \int_{0}^{y_i} g^{-1}_i(s)ds - \theta^Ty.$$  

(5)
where \( y = [y_1, \ldots, y_n] \) with \( y_i = g_i(\lambda_i x_i) \) \((i = 1, \ldots, n)\). The function \( L(x) \) generalizes the Lyapunov function introduced for \( 1 \) in \( 20 \), and it can also be thought of as the energy function for the Hopfield and the cellular neural networks model \( 18, 16 \). In this paper, we will prove that the candidate Lyapunov function \( 5 \) is a strict Lyapunov function \( 20 \), defined as follows.

**Definition 2:** A Lyapunov function \( L(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R} \) is said to be strict if \( L \in C^1(\mathbb{R}^n) \), and the derivative of \( L \) along trajectories \( x(t) \), i.e. \( \dot{L}(x(t)) \), satisfies \( \dot{L}(x) \leq 0 \) and \( \dot{L}(x) < 0 \) for \( x \not\in S \).

The next lemma provides the Łojasiewicz inequality \( 28 \), which will be used to prove the finiteness of length for any trajectory \( x(t) \) of the system \( 3 \), towards convergence of the trajectory of the system \( 3 \).

**Lemma 3:** Consider an analytic and continuous function \( H(x) : D \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \). Let

\[
S_\epsilon = \{ x \in D : \nabla H(x) = 0 \}.
\]

For any \( x \in S_\epsilon \), there exist two constants \( r(x) > 0 \) and \( 0 < v(x) < 1 \), such that

\[
|H(x) - H(x_\epsilon)|^{v(x)} \leq \|\nabla H(x)\|,
\]

for \( x \in B_r(x_\epsilon)(x_\epsilon) \). The definition of trajectory length is given below.

**Definition 3:** Let \( x(t) \) on \( t \in [0, +\infty) \), be some trajectory of \( 3 \). For any \( t > 0 \), the length of the trajectory on \( t \) is given by

\[
l_{[0,t]} = \int_0^t \|\dot{x}(s)\|ds.
\]

### III. Event-trigger Synaptic Feedbacks and Almost Stability

In this section, we synthesize asynchronous triggers that prescribe when neurons should broadcast its state information and update their control signals. Section III-A presents the evolution of a quadratic function that measures network disagreement to identify a triggering function and discusses the problems that arise in its physical implementation. These observations are our starting point in Section III-B and Section III-C, where we should overcome these implementation issues, also known as Zeno behaviors.

Define the state measurement error vector \( e(t) = [e_1(t), \ldots, e_n(t)]^T \) as

\[
e_i(t) = \left[ \nabla f(y(t)) \right]_{ji} - \left[ \nabla f(y(t_{k_i}^i(t))) \right]_{ji}
\]

for \( t \in [t_{k_i}^i, t_{k_i+1}^i] \) with \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \).

#### A. Event-trigger rule

For a constant \( 0 < \alpha < 2 \), denote

\[
\alpha = \left( 1 - \frac{\epsilon}{2} \right) \inf_{i=1, \ldots, n} \inf_{t \in [0, +\infty)} \left\{ \lambda_i g_i'(\lambda_i x_i(t)) \right\}
\]

and

\[
\beta = \frac{1}{2\epsilon} \sup_{x \in [1, \ldots, n]} \sup_{t \in [0, +\infty)} \left\{ \lambda_i g_i'(\lambda_i x_i(t)) \right\}.
\]

The triggering function \( T_i(e_i(t)) \) for the event-triggered rule can be defined as

\[
T_i(e_i(t)) = |e_i(t)| - \alpha \Psi_i(t),
\]

where \( \alpha \in (0, \sqrt{\gamma}) \) and \( \Psi_i(t) = \sqrt{\delta(t)} e^{-d_i(t-t_{k_i}^i)} \) with

\[
\delta(t) = \frac{n \sum_{i=1}^n |F_i(x_i)|^2}{\sum_{i=1}^n e^{-2d_i(t-t_{k_i}^i)}}.
\]

The updating rule for the trigger events is given as follows.

**Theorem 1:** Given \( T > 0 \), for each neuron \( v_i \), set \( t_{k+1}^i = \min\{t_{k+1}^i, t_k + T\} \) with the following updating rule:

\[
t_{k+1}^i = \max_{\tau \geq t_k^i} \left\{ t : T_i(e_i(t)) \leq 0, \forall t \in [t_i, \tau) \right\},
\]

for all \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \). Suppose that for a trajectory \( x(t) \) of system \( 3 \), \( \lim_{k \rightarrow \infty} t_{k+1}^i = +\infty \) holds for all \( i \). Then \( x(t) \) converges to some \( x^* \in S \), namely, \( \lim_{t \rightarrow \infty} x(t) = x^* \).

Before the proof, we have the following remarks.

**Remark 1:** From \( 41 \), one can see that it is sufficient to monitor the neurons’ states \( x_j(t) \), \( j = 1, \ldots, n \), from system \( 3 \), in order to verify rule \( 7 \). And, the coefficient \( \delta(t) \) in Eq. \( 5 \) can be seen as a parameter from this normalization process. Furthermore, according to \( 3 \), the evolution of the state \( x_i(t) \) of neuron \( v_i \) is in the form \( \dot{x}_i = -d_i x_i + I_i \) with \( I_i = \theta_i - [\nabla f(y(t_{k_i}^i))]_{ji} \), a constant, before the event is triggered. Thus, we can either continuously monitoring neurons’ states \( x_j(t) \), \( j = 1, \ldots, n \), or formulate them as \( x_i(t) = e^{-d_i(t-t_{k_i}^i)} x_i(t_{k_i}^i) + (1/d_i) [1-e^{-d_i(t-t_{k_i}^i)}] I_i \). Therefore, we can only monitor the states at the event times instead, which leads a discrete-time monitoring scheme. We will discuss this scenario in Section IV in detail.

**Remark 2:** The preliminary condition for the convergence of the trajectory of system \( 3 \) is that the existing duration of the solution of the Cauchy problem of \( 3 \) should be \( [0, \infty) \), or equivalently \( \lim_{k \rightarrow \infty} t_{k+1}^i = \infty \) for all \( i \). We will verify this condition by proving the exclusion of Zeno behaviors in Sections III-B and III-C.

The proof of this theorem comprises of the following propositions.

**Proposition 1:** Under the assumptions in Theorem 1, \( L(x) \) is a strict Lyapunov function for system \( 3 \).

**Proof:** The partial derivative of the candidate Lyapunov function \( L(x) \) along the trajectory \( x(t) \) can be written as

\[
\frac{\partial}{\partial x_i} L(x(t)) = -\lambda_i g_i'(\lambda_i x_i(t)) \left\{ -d_i x_i(t) - \left[ \nabla f(y(t_{k_i}^i)) \right]_{ji} + \theta_i - [\nabla f(y(t))]_{ji} + [\nabla f(y(t_{k_i}^i))]_{ji} \right\}
\]

\[
= -\lambda_i g_i'(\lambda_i x_i(t)) \left[ F_i(x_i) - e_i(t) \right],
\]

for all \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \).
and the time derivative of $L(x(t))$ gives

$$
\dot{L}(x(t)) = \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} L(x(t)) \frac{dx_{i}(t)}{dt} = -n \sum_{i=1}^{n} \lambda_{i} g' \left( \lambda_{i} x_{i}(t) \right) \left[ F_{i}(x_{i}) - e_{i}(t) \right] F_{i}(x_{i}).
$$

Consider the inequality $|e_{i}(t) F_{i}(x_{i})| \leq \frac{1}{2c} |e_{i}(t)|^{2} + \frac{c}{2} |F_{i}(x_{i})|^{2}$ for some $0 < c < 2$. Then we have

$$
\dot{L}(x(t)) = -n \sum_{i=1}^{n} \lambda_{i} g' \left( \lambda_{i} x_{i}(t) \right) \left[ F_{i}(x_{i}) - e_{i}(t) \right] F_{i}(x_{i}) \\
\leq - \left( 1 - \frac{c}{2} \right) n \sum_{i=1}^{n} \lambda_{i} g' \left( \lambda_{i} x_{i}(t) \right) |F_{i}(x_{i})|^{2} \\
+ \frac{1}{2c} n \sum_{i=1}^{n} \lambda_{i} g' \left( \lambda_{i} x_{i}(t) \right) |e_{i}(t)|^{2} \\
\leq - \alpha n \sum_{i=1}^{n} |F_{i}(x_{i})|^{2} + \beta n \sum_{i=1}^{n} |e_{i}(t)|^{2}
$$

From the rule (7), one can see that $|e_{i}(t_{i}^{k} + T)| \leq \gamma \Psi_{i} \left( t_{i}^{k} + T \right)$ holds for all $t \geq 0$ at most except $t = t_{i}^{1}, \ldots, t_{i}^{k}, \ldots$. This implies

$$
\dot{L}(x(t)) \leq - \alpha n \sum_{i=1}^{n} |F_{i}(x_{i})|^{2} + \beta n \sum_{i=1}^{n} \Psi^{2}(t) \\
= - \alpha n \sum_{i=1}^{n} |F_{i}(x_{i})|^{2} + \beta n \sum_{i=1}^{n} \delta(t) e^{-2d(t - t_{i}^{k}(\theta))} \\
= - \left( \alpha - \beta \gamma \right) n \sum_{i=1}^{n} |F_{i}(x_{i})|^{2} \leq 0
$$

for all $k = 0, 1, 2, \ldots$. For any $x \notin S$, there exits $t_{0} \in \{1, \ldots, n\}$ such that $F_{i}(x_{i}) \neq 0$. Thus $\dot{L}(x) < 0$. Proposition 1 is proved.

With the Lyapunov function $L(x)$ for system (3) and the event triggering condition (7), the consequent proof follows [20] with necessary modifications.

**Proposition 2:** There exist finite different energy levels $L_{j}$ ($j = 1, 2, \ldots, m$), such that each set of equilibrium points

$$
S_{j} = \left\{ x \in S : L(x) = L_{j} \text{ and } j = 1, 2, \ldots, m \right\}
$$

is not empty.

**Proof:** First of all, it can be seen that $L(x)$ in (5) is analytic on $\mathbb{R}^{n}$. Suppose that there exist infinite different values $L_{j}$ ($j = 1, \ldots, +\infty$) such that $S_{j} = \{ x \in S : L(x) = L_{j} \}$ is not empty. From Lemma 2 it is known that there exists $r_{1} > 0$ such that outside $B_{r_{0}}(0)$ there are no equilibrium points. Hence $S_{j} \subset B_{r_{1}}(0)$ for $j = 1, \ldots, +\infty$.

Consider points $x^{j_{h}} \in S_{j}$ for $j = 1, \ldots, +\infty$. Since $x^{j_{h}} \in S$, it holds $F(x^{j_{h}}) = 0$ and from Eq. (8), $\nabla L(x^{j_{h}}) = 0$. Since $B_{r_{1}}(0)$ is a compact set, hence, there exist a point $\bar{x}$ and a subsequence $\{ x^{j_{h}} \}_{h=1}^{+\infty}$ such that $x^{j_{h}} \neq \bar{x}$ for all $h = 1, \ldots, +\infty$ and $x^{j_{h}} \to \bar{x}$ as $h \to +\infty$. Since $\nabla L$ is continuous, taking into account that $\nabla L(x^{j_{h}}) = 0$ for all $h = 1, \ldots, +\infty$, it results $\nabla L(\bar{x}) = 0$.

According to Lemma 5 there exist $r(\bar{x}) > 0$ and $v(\bar{x}) \in (0, 1)$ such that $|L(x) - L(\bar{x})|^{v(\bar{x})} \leq \| \nabla L(x) \|$ for $x \in B_{r}(\bar{x})$. Since $x^{j_{h}} \to \bar{x}$ as $h \to +\infty$ and $x^{j_{h}} \in S_{j_{h}}$ have different energy levels $L_{j_{h}}$, we can pick a point $x^{j_{0}} \in B_{r}(\bar{x})$ such that $L(x^{j_{0}}) \neq L(\bar{x})$. Then

$$
0 < |L(x^{j_{0}}) - L(\bar{x})|^{v(\bar{x})} \leq \| \nabla L(x^{j_{0}}) \| = 0,
$$

which is a contradiction. This completes the proof.

Without loss of generality, assume that the energy levels $L_{j}$ ($j = 1, 2, \ldots, m$) are ordered as $L_{1} > L_{2} > \cdots > L_{m}$. Thus there exists $\gamma > 0$ such that $L_{j} > L_{j+1} + 2\gamma$, for any $j = 1, 2, \ldots, m-1$. For any given $\varepsilon > 0$, define

$$
\Gamma_{j} = \{ x \in \mathbb{R}^{n} : \text{dist}(x, S_{j}) \leq \varepsilon \}
$$

and

$$
K_{j} = \Gamma_{j} \cap \{ x \in \mathbb{R}^{n} : L(x) \in [L_{j} - \gamma, L_{j} + \gamma] \}.
$$

**Proposition 3:** For $j = 1, 2, \ldots, m$, $K_{j}$ is a compact set and $K_{j} \cap S = S_{j}$.

**Proof:** From Lemma 2 $S_{j} \subset B_{r_{1}}(0)$ is bounded, hence $\Gamma_{j}$ is a compact set and $\{ x \in \mathbb{R}^{n} : L(x) \in [L_{j} - \gamma, L_{j} + \gamma] \}$ is a closed set. Thus, $K_{j} = \Gamma_{j} \cap \{ x \in \mathbb{R}^{n} : L(x) \in [L_{j} - \gamma, L_{j} + \gamma] \}$ is a compact set. Then property $K_{j} \cap S = S_{j}$ is an immediate consequence of Proposition 2.

**Proposition 4:** For any trajectory $x(t)$ of the system (3) and any given time point $\tau \geq 0$, let $K_{\tau}$, for some $j \in \{1, 2, \ldots, m\}$, be a compact set as defined in (10). Then there exist a constant $C_{j} > 0$ and an exponent $\nu_{j} \in (0, 1)$ such that

$$
\frac{\| \dot{L}(x(\tau)) \|}{\| F(x(\tau)) \|} \geq C_{j} \| L(x(\tau)) - L_{\nu_{j}} \|,
$$

for $x(\tau) \in K_{j} \setminus S$.

**Proof:** Recall the notion $t_{k}(\tau)$ as $t_{k}(\tau) = \arg \max_{k \in \{k \mid t_{k} \leq \tau\}} F_{i}(x_{i})$. $F_{i}(x_{i})$ can be rewritten as

$$
F_{i}(x_{i}) = -d_{i} x_{i}(t_{k}^{i}) - \left[ \nabla f(y(t_{k}^{i})) \right] x_{i} + \theta_{i},
$$

for $i = 1, \ldots, n$. From (5) and (7), we have

$$
\frac{\| \nabla L(x(\tau)) \|^{2}}{\| F(x(\tau)) \|^{2}} = \sum_{i=1}^{n} \left| \frac{\partial}{\partial x_{i}} L(x(\tau)) \right|^{2} \\
= \sum_{i=1}^{n} \left| \lambda_{i} g' \left( \lambda_{i} x_{i}(\tau) \right) \left[ F_{i}(x_{i}) - e_{i}(\tau) \right] \right|^{2} \\
\leq \beta_{2}^{2} \sum_{i=1}^{n} \left[ F_{i}^{2}(x_{i}) + e_{i}^{2}(x(\tau)) + 2F_{i}(x_{i})e_{i}(x(\tau)) \right] \\
\leq \beta_{2}^{2} \sum_{i=1}^{n} \left[ (1 + c)F_{i}^{2}(x_{i}) + (1 + \frac{1}{c})e_{i}^{2}(x(\tau)) \right] \\
\leq \beta_{2}^{2} (1 + c) \sum_{i=1}^{n} F_{i}^{2}(x_{i}) + \beta_{2}^{2} \left( 1 + \frac{1}{c} \right) e_{i}^{2}(x(\tau)) \\
= \beta_{2}^{2} (1 + c) \left( 1 + \frac{2c}{\gamma} \right) \| F(x(\tau)) \|^{2},
$$

for $x(\tau) \in K_{j} \setminus S$. 
where \( \tilde{\beta}_j = \max_{x \in \{1, \ldots, n\}} \max_{x \in \mathcal{K}_j} \{ \lambda_i g_i'(\lambda_i x_i(\tau)) \} \). Then it holds
\[
\| F(x_t) \| \geq h_j \| \nabla L(x(\tau)) \| ,
\]
where
\[
h_j = \frac{1}{\tilde{\beta}_j (1 + c(1 + \frac{\beta}{\gamma})}. \]
From Eq. (9), we have
\[
\left| \dot{L}(x(\tau)) \right| \geq (\alpha - \beta \gamma^2) \| F(x_t) \|^2 .
\]
For the point \( x(\tau) \in \mathcal{K}_j \setminus \mathcal{S} \), from Eq. (8), \( \nabla L(x(\tau)) \neq 0 \). There exists \( r(x(\tau)) > 0 \), \( c(x(\tau)) > 0 \) and an exponent \( v(x(\tau)) \in (0, 1) \) such that
\[
\left| \nabla L(x(\tau)) \right| \geq c(x(\tau)) \| L(x(\tau)) - L_j \|^v(x(\tau)) ,
\]
for \( x \in B_r(r(x(\tau)))(x(\tau)) \). Indeed, if \( r(x(\tau)) > 0 \) is small, we have \( \nabla L(x) \neq 0 \) for \( x \in B_r(r(x(\tau)))(x(\tau)) \). Therefore, it holds
\[
\frac{|\dot{L}(x(\tau))|}{\| F(x_t) \|} \geq (\alpha - \beta \gamma^2) \| F(x_t) \|
\geq (\alpha - \beta \gamma^2) h_j \left| \nabla L(x(\tau)) \right|
\geq (\alpha - \beta \gamma^2) h_j c(x(\tau)) \| L(x(\tau)) - L_j \|^v(x(\tau))
\geq C_j \| L(x(\tau)) - L_j \|^v_j ,
\]
where
\[
C_j = (\alpha - \beta \gamma^2) h_j \min_{x(\tau) \in \mathcal{K}_j} \left\{ c(x(\tau)) \right\}
\]
and
\[
v_j = \min_{x(\tau) \in \mathcal{K}_j} \left\{ v(x(\tau)) \right\}
\]
for \( x(\tau) \in \mathcal{K}_j \setminus \mathcal{S} \).

Now, we are at the stage to prove that the length of \( x(t) \) on \( [0, +\infty) \) is finite. The statement proposition is given as follow.

**Proposition 5:** Any trajectory \( x(t) \) of the system (3) has a finite length on \( [0, +\infty) \), i.e.,
\[
l_{[0, +\infty)} = \int_0^{+\infty} \left\| \dot{x}(s) \right\| ds = \lim_{t \to +\infty} \int_0^t \left\| \dot{x}(s) \right\| ds < +\infty .
\]

**Proof:** Assume without loss of generality that \( x(0) \) is not an equilibrium point of Eq. (3). Due to the uniqueness of solutions, we have \( \dot{x}(t) = F(x_t) \neq 0 \) for \( t \geq 0 \), i.e., \( x(t) \in \mathbb{R}^n \setminus \mathcal{S} \) for \( t \geq 0 \). From Proposition 1 it is seen that \( L(x(t)) \) satisfies \( \dot{L}(x(t)) < 0 \) for \( t \geq 0 \), i.e., \( L(x(t)) \) strictly decreases for \( t \geq 0 \). Thus, since \( x(t) \) is bounded on \( [0, +\infty) \) and \( L(x(t)) \) is continuous, \( L(x(t)) \) will tend to a finite value \( L(+\infty) = \lim_{t \to +\infty} L(x(t)) \). From Proposition 1 and the LaSalle invariance principle [23, 12], it also follows that \( x(t) \to \mathcal{S} \ (t \to +\infty) \). Thus, from the continuity of \( L \), it results \( L(+\infty) = L_j \) for some \( j \in \{1, 2, \ldots, m\} \) and \( x(t) \to S_j \ (t \to +\infty) \).

Since \( x(t) \to S_j \ (t \to +\infty) \) and \( L(x(t)) \to L_j \ (t \to +\infty) \), it follows that there exists \( \bar{t} > 0 \) such that \( x(t) \in \mathcal{K}_i \) for \( t \geq \bar{t} \). By using Proposition 4, considering that \( x(t) \in \mathbb{R}^n \setminus \mathcal{S} \) for \( t \geq 0 \) and \( x(t) \in \mathcal{K}_i \) for \( t \geq \bar{t} \), we have that there exists \( C_j > 0 \) and \( v_j \in (0, 1) \) such that
\[
\left| \frac{\dot{L}(x(t))}{\| F(x_t) \|} \right| \geq C_j \| L(x(t)) - L(+\infty) \|^v_j ,
\]
for \( t \geq \bar{t} \). Then
\[
\int_{\bar{t}}^{t} \left\| \dot{x}(s) \right\| ds = \int_{\bar{t}}^{t} \| F(x_s) \| ds \leq \frac{1}{C_j} \int_{\bar{t}}^{t} \left| \frac{\dot{L}(x(s))}{\| F(x_t) \|} \right| ds .
\]
The change of variable \( \sigma = L(x(s)) \) derives
\[
\int_{\bar{t}}^{t} \left\| \dot{x}(s) \right\| ds \leq \frac{1}{C_j} \int_{\bar{t}}^{t} \left| \frac{L(x(\bar{t})) - L(+\infty)}{\| F(x_t) \|} \right|^v_j \left( \left| L(x(\bar{t})) - L(+\infty) \right| \right)^{1-v_j} \leq \frac{1}{C_j} \int_{\bar{t}}^{t} \left( \left| L(x(\bar{t})) - L(+\infty) \right| \right)^{1-v_j} ,
\]
for \( t \geq \bar{t} \). Therefore, we have
\[
l_{[0, +\infty)} = \int_0^{+\infty} \left\| \dot{x}(s) \right\| ds \leq \int_0^{\bar{t}} \left\| \dot{x}(s) \right\| ds + \int_{\bar{t}}^{+\infty} \left\| \dot{x}(s) \right\| ds \leq \int_0^{\bar{t}} \left\| \dot{x}(s) \right\| ds + \frac{1}{C_j} \int_{\bar{t}}^{t} \left( \left| L(x(\bar{t})) - L(+\infty) \right| \right)^{1-v_j} \left( \left| L(x(\bar{t})) - L(+\infty) \right| \right)^{1-v_j} < +\infty .
\]
This completes the proof of Proposition 5.

In what follows it remains to address the proof of Theorem 7 which is given in Section III-A.

**Proof of Theorem 7** Suppose that the condition (7) holds. Then from Proposition 5 for any trajectory \( x(t) \) of the system (3), we have
\[
l_{[0, +\infty)} = \int_0^{+\infty} \left\| \dot{x}(s) \right\| ds \leq \lim_{t \to +\infty} \int_0^t \left\| \dot{x}(s) \right\| ds < +\infty .
\]
From Cauchy criterion on limit existence, for any \( \varepsilon > 0 \), there exists \( T(\varepsilon) \) such that when \( t_2 > t_1 > T(\varepsilon) \), it results
\[
\int_{t_1}^{t_2} \left\| \dot{x}(s) \right\| ds < \varepsilon .
\]
It follows that there exists an equilibrium point \( x^* \) of (3), such that \( \lim_{t \to +\infty} x(t) = x^* \). Recalling the Definition 1 we can conclude that \( x(t) \) is convergent.
Remark 3: The event-triggered condition (7) implies that the next time interval for neuron \( v_i \) depends on states of the neurons \( v_j \) that are synaptically linked to neuron \( v_i \). We say that neuron \( v_j \) is synaptically linked to neuron \( v_i \) if \( \nabla f(y)_i \) depends on \( y_j \), in other words,
\[
\frac{\partial^2 f(y)}{\partial y_i \partial y_j} \neq 0.
\]

When the event triggers, the neuron \( v_j \) has to send its current state information \( x_i(t) \) to the other neurons immediately in order to avoid having \( \frac{d}{dt} L(x(t)) > 0 \). However, such a trigger rule would cause the following problems:

(P1) The triggering function \( T_i(e_i, t) = 0 \) may hold even after neuron \( v_j \) sends its new state to the other neurons. A bad situation is that \( \Psi_i(t) = 0 \) happens at the same time when \( |e_i(t)| = 0 \). This may cause the neuron to send its state continuously. This is called *continuous triggering situation* in the Zeno behavior.

(P2) Event if \( \Psi_i(t) = 0 \) and \( |e_i(t)| = 0 \) never happen at the same time point. The Zeno behavior may still exist. For example, one neuron \( v_i \) broadcasting its new state to the other neurons may cause the triggering rules for two neurons \( v_{j_1} \) and \( v_{j_2} \) are broken alternately. That is to say, the inter-event time for both \( v_{j_1} \) and \( v_{j_2} \) will decrease to zero. This is called *alternate triggering situation* in the Zeno behavior.

These observations motivate us to introduce the Morse-Sard theorem for avoiding the *continuous triggering situation* (11) in Subsection III-B. In Subsection III-C, we will also prove that for all the neurons, the *alternate triggering situation* is absent by the event-triggered rule in Theorem [16].

### B. Exclusion of continuous triggering situation

From the rule (7), we know that a triggering event happens at a threshold time \( t^i_k \) satisfying
\[
T_i(e_i, t^i_k) = |e_i(t^i_k)| - \gamma \Psi_i(t^i_k) = 0
\]
for \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \).

To avoid the situation that \( \Psi_i(t) = 0 \) and \( |e_i(t)| = 0 \) happen at the same triggering time point \( t^i_k \) for some \( k \), when the triggering function \( T_i(e_i, t) = 0 \) still holds after the neuron \( v_i \) sends the new state to the other neurons, we define a function vector
\[
S(t, t_r) = \frac{1}{2} \left[ e^T(t)e(t) - \gamma^2 \Psi^T(t)\Psi(t) \right]
\]
where \( t_r \in T_k \) and
\[
T_k = \bigcup_{i=1}^n \left\{ t^i_k : t^i_k \leq t \right\}
\]
(11)
for \( k = 0, 1, 2, \ldots \), which is the set of all the latest triggering time points before the present time \( t \). Denote
\[
S(t, t_r) = \left[ S_1(t, t_r), \ldots, S_n(t, t_r) \right]^T
\]
and the following theorem that comes from the Morse-Sard theorem [14, 5] will be used for excluding this continuous triggering.

**Theorem 2:** For each initial data \( x(0) \), there exists a measure zero subset \( O \subset \mathbb{R}^n \) such that for all the neurons \( v_i \) (\( i = 1, \ldots, n \)), if \( x(0) \in \mathbb{R}^n \setminus O \) and the triggering time point set at the first event \( T_0 \) is countable, then the set of all the triggering time point on \([0, +\infty)\)
\[
T = \bigcup_{k=0}^n \bigcup_{i=1}^n \{ t^i_k \}
\]
is also a countable set.

**Proof:** To show that the triggering time point set \( T \) is countable for each \( x(0) \in \mathbb{R}^n \setminus O \), we first prove an equivalent statement that the Jacobian matrix \( dS(t, t_r) = \left[ dS_1(t, t_r), \ldots, dS_n(t, t_r) \right]^T \) has rank \( n \) at next triggering time point \( t^i_{k+1} \) when \( T_k \) (i.e., the set of all the latest triggering time points before the present time \( t \)) is countable. Note
\[
dS_i(t, t_r) = \left[ \frac{\partial}{\partial t} S_i(t, t_r), \frac{\partial}{\partial t_r} S_i(t, t_r) \right],
\]
where \( t_r \in T_k \). The two components in the above equation satisfy
\[
\frac{\partial}{\partial t} S_i(t, t_r) = e_i(t) \frac{\partial e_i(t)}{\partial t} - \gamma^2 \Psi_i(t) \frac{\partial \Psi_i(t)}{\partial t}
\]
\[
= e_i(t) \frac{d}{dt} \left[ \nabla f(y(t))^i \right] + \gamma^2 d_i \delta^2(t) e^{-2d_i(t-t^i_k)}
\]
\[
= e_i(t) \frac{d}{dt} \left[ \nabla f(y(t))^i \right] + \gamma^2 d_i \Psi_i^2(t)
\]
and
\[
\frac{\partial}{\partial t_r} S_i(t, t_r) = e_i(t) \frac{\partial e_i(t)}{\partial t_r} - \gamma^2 \Psi_i(t) \frac{\partial \Psi_i(t)}{\partial t_r}
\]
\[
= - e_i(t) \frac{d}{dt_r} \left[ \nabla f(y(t))^i \right] - \gamma^2 d_i \delta^2(t) e^{-2d_i(t-t^i_k)}
\]
\[
= - e_i(t) \frac{d}{dt_r} \left[ \nabla f(y(t))^i \right] - \gamma^2 d_i \Psi_i^2(t)
\]
When event triggers and \( e_i(t) \) resets to 0 in the short time period after the next time point \( t^i_{k+1} \), that is, \( e_i(t^i_{k+1} + \varepsilon) \to 0 \) when \( \varepsilon \to 0 \), then it holds
\[
\lim_{\varepsilon \to 0} \left. \frac{\partial}{\partial t} S_i(t, t_r) \right|_{t=t^i_{k+1}+\varepsilon} = \gamma^2 d_i \Psi_i^2(t^i_{k+1})
\]
and
\[
\lim_{\varepsilon \to 0} \left. \frac{\partial}{\partial t_r} S_i(t, t_r) \right|_{t=t^i_{k+1}+\varepsilon} = -\gamma^2 d_i \Psi_i^2(t^i_{k+1}).
\]
Define a initial data set by
\[
O_k = \left\{ x_i(0) \in \mathbb{R} : \delta(t^i_{k+1}) = 0 \text{ for all } i = 1, \ldots, n \right\}
\]
Take the initial data \( x(0) \in \mathbb{R}^n \setminus \bigcup_{i=1}^n O_k \), we have
\[
\Psi_i(t^i_{k+1}) = \sqrt{\delta(t^i_{k+1})e^{-d_i(t^i_{k+1} - t^i_k)}} \neq 0
\]
which implies
\[ dS_i(t_{k+1}^i, t_r) = \lim_{\varepsilon \to 0} dS_i(t_{k+1}^i + \varepsilon, t_r) = \lim_{\varepsilon \to 0} \left[ \frac{\partial}{\partial t} S_i(t, t_r) - \frac{\partial}{\partial t} S_i(t_{k+1}^i, t_r) \right]_{t = t_{k+1}^i + \varepsilon} = \left[ \gamma^2 d_i \Psi^2_i(t_{k+1}^i), -\gamma^2 d_i \Psi^2_i(t_{k+1}^i) \right] \neq 0. \]

that is, the Jacobian matrix \( dS(t, t_r) \) has rank \( n \) at \( t = t_{k+1}^i \).

Then it follows that if \( x(0) \in \mathbb{R}^n \setminus \bigcup_{k=1}^n \mathcal{O}_k \) and \( \mathcal{T}_k \) is countable, the next triggering time point \( t_{k+1}^i \) is isolated, hence the next triggering time point set for all the neurons \( \mathcal{T}_{k+1} = \bigcup_{i=1}^n \{ t_{k+1}^i \} \) is countable. Furthermore, by using the inverse function theorem, it holds
\[ m(O_k) = 0 \text{ and } \mathcal{O}_k = \bigcup_{i=1}^n \mathcal{O}_k^i \]
for the Lebesgue measure \( m(\cdot) \).

Now, according to the method of induction, we can assert that for each initial data \( x(0) \in \mathbb{R}^n \setminus \mathcal{O} \), where
\[ \mathcal{O} = \bigcup_{k=0}^{+\infty} \mathcal{O}_k = \bigcup_{k=0}^{+\infty} \bigcup_{i=1}^n \mathcal{O}_k^i, \quad (12) \]
the triggering time points set for all the neuron on \([0, +\infty[\]
\[ \mathcal{T} = \bigcup_{k=0}^{+\infty} \mathcal{T}_k = \bigcup_{k=0}^{+\infty} \bigcup_{i=1}^n \{ t_{k+1}^i \} \]
is countable and moreover \( m(O) = 0 \) under the assumption that \( \mathcal{T}_0 \) is countable. This theorem is proved.

Recalling the triggering function \( \mathcal{T}_i(e_i, t) \), we have the results that if the initial data \( x(0) \in \mathbb{R}^n \setminus \mathcal{O} \) and there exist countable number of triggering time points at the first event (i.e., \( \mathcal{T}_0 \) is countable), then
\[ \Psi(\tau) \neq 0 \text{ for } \tau \in \mathcal{T} = \bigcup_{k=0}^{+\infty} \bigcup_{i=1}^n \{ t_{k+1}^i \} \]
that is to say, \( \Psi_i(t) = 0 \) and \( e_i(t) = 0 \) may never happen at the same time at all the triggering time point \( t_{k+1}^i \) where \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \). Therefore, the continuous triggering situation in the Zeno behavior (11) is avoided by the rule (7).

**Remark 4:** Any perturbation on the initial data \( x(0) \) can help away from the zero measured subset \( \mathcal{O} \).

**C. Exclusion of alternate triggering situation**

After excluding the continuous triggering situation, we are to prove the absence of the alternate triggering situation in the Zeno behavior. Toward this aim, we will find a common positive lower-bound for the inter-event time \( t_{k+1}^i - t_k^i \), for all \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \).

**Theorem 3:** Let \( \mathcal{O} \) be a zero measured set as defined in (12). Under two criterions of the event-triggered rule in Theorem 11 for each \( x(0) \in \mathbb{R}^n \setminus \mathcal{O} \), the next inter-event time of every neuron is strictly positive and has a common positive lower-bound. Furthermore, the alternate triggering situation in the Zeno behaviors are excluded.

**Proof:** Let us consider the following derivative of the state measurement error for any neuron \( v_i (i = 1, \ldots, n) \)
\[ |\dot{e}_i(t)| = \left| \sum_{j=1}^n \left[ \nabla^2 f(y(t)) \right]_{ij} y_j(t) \right| \leq \left\| \nabla^2 f(y(t)) \right\| \left\| \Lambda \right\| \left\| \delta(t) \sum_{i=1}^n e^{-2d_i(t-t_k^i)} \right\| \leq \mathcal{M} \sqrt{\delta(t)} \]
and therefore
\[ |e_i(t)| = \left| \int_{t_k^i}^t \dot{e}_i(s)ds \right| \leq \int_{t_k^i}^t |\dot{e}_i(s)|ds \leq \mathcal{M} \int_{t_k^i}^t \sqrt{\delta(s)}ds. \]

Recalling the triggering function \( \mathcal{T}_i(e_i, t) \), we have the results that if the initial data \( x(0) \in \mathbb{R}^n \setminus \mathcal{O} \) and there exist countable number of triggering time points at the first event (i.e., \( \mathcal{T}_0 \) is countable), then
\[ \Psi(\tau) \neq 0 \text{ for } \tau \in \mathcal{T} = \bigcup_{k=0}^{+\infty} \bigcup_{i=1}^n \{ t_{k+1}^i \} \]
that is to say, \( \Psi_i(t) = 0 \) and \( e_i(t) = 0 \) may never happen at the same time at all the triggering time point \( t_{k+1}^i \) where \( i = 1, \ldots, n \) and \( k = 0, 1, 2, \ldots \). Therefore, the continuous triggering situation in the Zeno behavior (11) is avoided by the rule (7).

**Remark 4:** Any perturbation on the initial data \( x(0) \) can help away from the zero measured subset \( \mathcal{O} \).
for any $t \in [t_k^i, t_{k+1}^i)$. Based on the autonomy criterion of the updating rule in Theorem 1, the event will not trigger until $|\epsilon_i(t)| = |\gamma \Psi_i(t)|$ at time point $t = t_{k+1}^i > t_k^i$. Hence, for each $x(0) \in \mathbb{R}^{n} \setminus \mathcal{O}$, it holds
\[
\gamma e^{-d_i(t_{k+1}^i - t_k^i)} \leq \mathcal{M} \int_{t_k^i}^{t_{k+1}^i} \sqrt{\delta(t_{k+1}^i)} ds = \mathcal{M} \sqrt{\sigma} e^{d_{\max} T (t_{k+1}^i - t_k^i)}
\]
Noting that the equation
\[
\frac{\gamma e^{-d_i \eta_i}}{\sqrt{\sigma} e^{d_{\max} T}} = \eta_i
\]
with $\eta_i = t_{k+1}^i - t_k^i$ possesses a positive solution of $\eta_i$, we can assert that for all neurons $v_i$ ($i = 1, \cdots, n$), the next inter-event time has a common positive lower-bound which follows
\[
\eta = \min_{i \in \{1, \cdots, n\}} \left\{ \eta_i : \frac{\sqrt{\delta(t_{k+1}^i)}}{\sqrt{\delta(t_k^i)}} = \eta_i \right\}.
\]
This implies that $|\epsilon_i(t)| = |\gamma \Psi_i(t)|$ holds at some $t = t_{k+1}^i$, which must satisfy $t_{k+1}^i - t_k^i \geq \eta$ for all $i = 1, \cdots, n$ and $k = 0, 1, 2, \cdots$.

Since $\eta$ and $T$ are uniform for all the neurons, the next triggering time point $t_{k+1}^i$ satisfies $t_{k+1}^i \geq t_k^i + \min\{\eta, T\}$ for all $i = 1, \cdots, n$ and $k = 0, 1, 2, \cdots$. Hence, the next inter-event interval of each neuron is lower bounded by a common positive constant, which means the absence of the alternate triggering situation in the Zeno behavior (12) is proved.

To sum up, we have excluded both the continuous triggering situation and alternate triggering situation in the Zeno behavior, when the event-triggered rule is taken into account. Therefore, we can claim that there is no Zeno behavior for all the neurons.

After proving exclusion of Zeno behaviors, we are at the stage to conclude $\lim_{m \to \infty} t_k^i = \infty$ for all $i = 1, \cdots, n$. This implies the following summary result.

**Theorem 4:** Under the event-trigger rule described in Theorem 1 system 3 is almost sure stable.

**Proof:** In fact, from Theorems 2 and 3 one can conclude that for all initial values except a set of zero measure, the trajectory of system 3 possesses discontinuous the trigger events with inter-event interval a positive low bounded. This implies that the solution of Cauchy problem of system 3 with these initial values exists for the duration $[0, \infty)$ and $\lim_{m \to \infty} t_k^i = +\infty$ for all $i = 1, \cdots, n$. From Theorem 1 it converges to certain equilibrium on $S$. Therefore, we have proved this theorem.

**IV. DISCRETE-TIME MONITORING**

The continuous monitoring strategy for Theorem 1 may be costly since the states of the neurons should be observed simultaneously. An alternative method is to predict the triggering time point when inequality 7 does not hold and update the triggering time accordingly.

For any neuron $v_i$ ($i = 1, \cdots, n$), according to the current event timing $t_k^i$, its state can be formulated as
\[
\begin{align*}
\psi_i(t) &= \psi_i(t_k^i) + \frac{1}{d_i^i} \left( d_i^i x_i(t_k^i) + \left[ \nabla f(y(t_k^i)) \right]_i - \theta_i \right) \\
&\quad \times \left[ e^{-d_i(t - t_k^i)} - 1 \right] \\
y_i(t) &= g_i(\lambda, x_i(t))
\end{align*}
\]
for $t_k^i < t < t_{k+1}^i$, where $t_k^* = \max_{j \in \{1, \cdots, n\}} t_{k_j}^*$ is the newest timing of all other neurons and $t_{k+1}^i$ is the next triggering time point at which neuron $v_i$ happens the triggering event. Then, solving the following maximization problem
\[
\Delta t_k^i = \max_{t \in (t_k^i, t_{k+1}^i)} \left\{ t - t_k^* : |\epsilon_i(t)| \leq |\gamma \Psi_i(t)| \right\},
\]
we have the following prediction algorithm (Algorithm 1) for the next triggering time point.

With the information of each neuron at time $t_k^i$ and the proper parameters $\gamma$, search the observation time $t_{k+1}^i$ by 15 at first. If no triggering events occur in all neurons during $(t_k^i, t_{k+1}^i)$, the neuron $v_i$ triggers at time $t_k^i + \Delta t_k^i$ and record as the next triggering event time $t_{k+1}^i$, that is $t_{k+1}^i = t_k^* + \Delta t_k^i$. Renew the neuron $v_i$'s state and send the renewed information to the other neurons. The prediction of neuron $v_i$ is finished. If some other neuron triggers at time $t \in (t_k^i, t_{k+1}^i)$, update $t_k^*$ in state formula 14 and go back to find a new observation time $t_k^* + \Delta t_k^i$ by solving the maximization problem 15.

**Algorithm 1** Prediction for the next triggering time point $t_{k+1}^i$

Require:
1: Initialize $\gamma > 0$, $t_{k+1}^i = \max_{j \in \{1, \cdots, n\}} t_j^i$
2: Input $x_i(t) \leftarrow x_i(t_k^i)$ for all $i = 1, \cdots, n$

Ensure:
3: Flag $\leftarrow 0$
4: while Flag $= 0$ do
5: \hspace{2em} Search $\Delta t_k^i$ by the strategy 15
6: \hspace{2em} $\tau \leftarrow t_k^* + \Delta t_k^i$
7: \hspace{2em} if No neurons trigger during $(t_k^i, \tau)$ then
8: \hspace{4em} $v_i$ triggers at time $t_{k+1}^i = \tau$
9: \hspace{4em} $v_i$ renew its state information $x_i(t_{k+1}^i)$
10: \hspace{4em} $v_i$ sends the state information to the other neurons
11: \hspace{4em} Flag $\leftarrow 1$
12: \hspace{2em} else
13: \hspace{4em} $v_i$ sends the state information to the other neurons
14: \hspace{2em} End if
15: \hspace{2em} End while
16: return $t_{k+1}^i$

In addition, when neuron $v_i$ updates its observation time $\Delta t_k^i$, the triggering time predictions of the neurons will be affected. Therefore, besides the state formula 14 and the maximization problem 15 as given before, each neuron should take their triggering event time whenever any of the other neurons renews and broadcasts its state information. In
other word, if one neuron updates its triggering event time, it is mandatory to inform the other neurons.

Remark 5: This monitoring scheme via the state formula (14) may lose the high-level efficiency of the convergence, because it abandons the continuous adjustment on $\delta(t)$ in Eq. (6). But the advantage is that a discrete-time inspection on $x(t)$ can be introduced to ensure the convergence in Theorem 1 which can reduce the monitoring times and costs.

V. EXAMPLES

In this section, two numerical examples are given to demonstrate the effectiveness of the presented results and the application. Example 1 is a 5-dimension system which illustrates our theoretical results and Example 2 is a 3-dimension system which compares the continuous monitoring with the discrete-time monitoring.

Example 1: Consider a 5-dimension analytic neural network with

$$f(y) = \sum_{i=1}^{5} \left( \frac{3}{4} y_i^4 - y_i^3 \right) - \frac{1}{2} y^T W y + \sum_{i=1}^{5} y_i$$  \quad (16)$$

where $D = \Lambda = \text{diag}\{1, 1, 1, 1, 1\}$, $\theta = [1, -1, 1, -1, 1]^T$ and

$$W = \begin{bmatrix} 3.919 & 3.948 & 2.564 & 3.204 & 0.156 \\ -4.672 & 6.491 & -4.117 & -1.371 & -0.501 \\ 4.011 & 1.370 & 5.727 & 5.411 & 1.185 \\ -1.983 & 1.656 & -8.428 & 7.652 & -7.694 \\ 1.282 & 2.135 & 5.559 & 0.659 & 9.569 \end{bmatrix}.$$  

By the rule (7), Fig. 1(a) illustrates the state $x(t)$ converges to $x^* = [-1.314, 0.861, -1.709, 0.580, -0.944]^T$. The initial value $x(0) = [0.728, -0.769, 1.770, -1.827, 0.315]^T$ is randomly selected in the domain $[-2, 2]^5$ and $\gamma = 0.3$. The triggering time points of each neuron are shown in Fig. 1(b).

The take different values of the parameter $\gamma$ from 0.1 to 0.5 by step 0.05 and $\sqrt{\alpha}/\sqrt{\beta} = 0.527$. The simulation results under the event-triggered rule are shown in Table I. $\eta$ is the theoretical lower-bound for the inter-event time of all the neurons calculated by (13). $\eta_{sim} = \min_{i \in \{1, \ldots, 5\}} \min_{k \in \{0, 1, 2, \ldots\}} (t^i_{k+1} - t^i_k)$ is the actual value of the minimal length of inter-event time by simulation. $N$ is the average number of triggering events over the neurons and $T_{first}$ stands for the first time when $\|x(t) - x^*\| \leq 0.001$. All the results in the table are average over 50 independent simulations.

It can be seen that the actual minimal inter-event time $\eta_{sim}$ is always larger than the corresponding theoretical lower-bound $\eta$. This implies that we have excluded the Zeno behavior with the lower-bound $\eta$ for all the neurons. Moreover, The average number of triggering events $N$ decreases while the first convergent time $T_{first}$ increases with $\gamma$ increasing from 0.1 to 0.5 by step 0.05.

Example 2: Consider a 3-dimension neural network (3) with

$$f(y) = \sum_{i=1}^{3} \left( \frac{1}{2} y_i^4 - y_i^3 \right) - \frac{1}{2} y^T W y + \sum_{i=1}^{3} y_i,$$  \quad (17)$$

where $D = \Lambda = \text{diag}\{1, 1, 1, 1, 1\}$, $\theta = [1, -1, 1, -1, 1]^T$ and

$$W = \begin{bmatrix} 3 & 2.5 & 2 \\ 2 & 3 & 2.5 \\ 3 & 2.5 \end{bmatrix}.$$  

According to the event-triggered rule (7) in Theorem 1, Fig. 2(a) shows that the state $x(t)$ converges to the equilibrium by continuous monitoring and Fig. 2(c) indicates the convergence by discrete-time monitoring. With $x(0) = [1.211, -0.772, -1.7530]^T$ and $\gamma = 0.5$, the equilibrium is
We record \( \eta_{\text{sim}}, \eta, N \) and \( T_{\text{first}} \) with different values of \( \gamma \) by both continuous-time and discrete-time monitoring. The results shown in Table II are average 50 independent simulations. It can be seen that \( \eta_{\text{sim}} \) is larger than the theoretical lower-bound \( \eta \) by both continuous-time and discrete-time monitoring, which implies that the Zeno behavior is excluded for all the neurons. \( N \) and \( T_{\text{first}} \) from two monitoring are similar to those in Example 1. \( N \) decreases and \( T_{\text{first}} \) increases with \( \gamma \) increasing from 0.1 to 0.5 by step 0.05 and \( \sqrt{\alpha}/\sqrt{\beta} = 0.527 \).

**Table II**

| \( \gamma \) | Continuous-time | \( \eta_{\text{sim}} \) | \( N \) | \( T_{\text{first}} \) | \( \eta \) |
|---|---|---|---|---|---|
| 0.10 | 0.01320 | 38.3 | 4.356 | 0.00423 |
| 0.20 | 0.01760 | 36.7 | 4.376 | 0.00846 |
| 0.30 | 0.01978 | 29.4 | 4.532 | 0.01268 |
| 0.40 | 0.02756 | 25.8 | 4.608 | 0.01691 |
| 0.50 | 0.04548 | 20.3 | 4.656 | 0.02114 |

According to the definition of Lyapunov (or energy) function, if the input \( \|\theta\| \) takes a sufficient small value and \( \lambda_i \to +\infty \) for \( i = 1, 2, 3 \), then \( L(x) \approx f(y) \). Thus, as an application, the system (17) with the event-triggered rule (7) in Theorem 1 can be used to seek the local minimum point of \( f(y) \) over \( \{0,1\}^3 \). Denote

\[
\gamma(L) = \lim_{t \to +\infty} g( \Lambda x(t) ),
\]

where \( x(t) \) is the trajectory of the system (17). \( \gamma(L) \) is the local minimum point of \( H(y) \) where

\[
H(y) = \sum_{i=1}^{3} \left( \frac{1}{2} y_i^4 - y_i^2 \right) - \frac{1}{2} y^\top W y + \sum_{i=1}^{3} y_i,
\]

Fig. 5 shows that the limit \( \gamma(L) \) converges to local minimum points \( [1,0,0]^\top \) and \( [0,1,0]^\top \) when \( \lambda_i \to +\infty \) (\( i = 1, 2, 3 \)). The initial value \( x(0) \) for each simulation is chosen uniformly at random in the domain \([-5,5]^3\) and \( \gamma = 0.5 \).

**VI. Conclusion**

In this paper, the event-triggering rule for discrete-time synaptic feedbacks in a class of analytic neural network was proposed and proved to guarantee neural networks to be almost sure stable. In addition, the Zeno behaviors can be prove to be excluded. By these asynchronous event-triggering rules, the synaptic information exchanging frequency between neurons...
are significantly reduced. The main technique of proving almost stability is finite-length of trajectory and the Łojasiewicz inequality \[ 20 \]. Two numerical examples have been provided to demonstrate the effectiveness of the theoretical results. It has also been shown by these examples, following the routine in \[ 12 \] and the proposed updating rule can reduce the cost of synaptic interactions between neurons. One step further, our future work will include the self-triggered formulation and event-triggered stability of other more general systems as well as their application in dynamic optimisation.
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