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Abstract

We shall introduce the principal symbol for quite a general class of (quasi linear) Euler–Lagrange operators and use them to characterise well-posed initial value problems in gauge covariant field theories. We shall clarify how constraints can arise in covariant Lagrangian theories by extending the standard treatment in GR and without resorting to Hamiltonian formalism. Finally as an example of application, we sketch a quantisation procedure based on what is done in LQG by framing it in a more general context which applies to general gauge covariant field theories.
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1. Introduction

Since most physically relevant field theories are degenerate due to gauge symmetries, the standard approach to canonical quantisation goes through a constraint analysis of their Hamiltonian formulation; see for example [1] for application to loop quantum gravity (LQG).

Unfortunately, there is no consensus on a covariant Hamiltonian framework for field theories and different approaches often differ on details; see [2–9].

Moreover, while some are deduced directly from Hamilton equations, other constraints emerge from the Poisson structure which is non-canonical on the Lagrangian side. Accordingly, it is not clear whether it is always possible and where to search for constraints in Lagrangian formalism without resorting to some equivalent symplectic structure; see [10, 11].

The same constraint analysis used for quantisation is however used for the analysis of well-posedness of Cauchy problems; see [12–18]. Since Hamilton equations are equivalent to Euler–Lagrange equations it is almost trivial to notice that the same information should be available in the Lagrangian framework.

In [19] we reviewed the analysis of Einstein equations and their initial value problem. The analysis relies on a formulation of the Cauchy theorem which claims that a Cauchy
problem is well-posed if the principal symbol of the PDE operator is symmetric hyperbolic; see [19] or [20] and below. This allows a complete algebraic analysis based on the structure of principal symbol. In the case of standard GR, the principal symbol of (the evolution part of) Einstein equations turns out not to be symmetric. That is where gauge fixing enters the game. By choosing harmonic coordinates (see [12–14, 17–19, 21]) one can obtain a symmetric hyperbolic problem for which Cauchy theorem holds true (see [20] and references quoted therein, as well as [22]) and the initial problem is well-posed.

However, one should argue that since the principal symbol is invariant and intrinsically defined, changing coordinates should not affect its symmetry properties, as in fact we shall show below in general, i.e. without even assuming fields are sections of a vector bundle. In view of invariance of principal symbols there is no transformation on the configuration bundle (and hence no coordinate transformation on the base) which can make symmetric a principal symbol which was not originally symmetric.

In order to solve this apparent contradiction (and better understanding the role of harmonic gauge in GR) we shall show that one can split the (covariant) equation in two (non-covariant) parts, one providing a symmetric hyperbolic (hence well-posed) problem, the other produced by the antisymmetric part either becomes a further constraint or it is satisfied in a particular class of coordinate systems. Solving the non-covariant problem in one of such coordinate systems provides solutions of the original covariant problem and then by changing coordinates a solution of the original problem is found in any coordinate system.

Here we have to check that this mechanism works in general for a Lagrangian field theory. The general analysis of course forgets about details and it is probably easier to follow than the particular analysis of standard GR. On the other hand, standard GR can be considered as an example of application of the general framework here introduced.

Although most of what follows can be easily extended to general differential operators between bundles we shall specialise to operators which come from a variational principle (see [23]). This of course includes the application to natural theories and GR and it turns out to show that the general analytical approach (see [20]) does not in fact depend on a metric structure on fields or a linear structure as it is often assumed in the literature.

As a matter of fact this framework provides a way of analyzing Dirac–Bergman constraints on a purely Lagrangian basis.

In section 2 we shall fix notation. In section 3 we shall introduce the principal symbol and review its globality. We have to stress that our result here is obtained without introducing a linear structure on fields which are assumed to be sections of a general bundle, not a linear bundle. Moreover, the duality between fields and equations naturally defines symmetry without resorting to an inner product between fields. In section 4 we shall review ADM formalism framing it in bundle theory. We also compute transformation laws of the coefficients of the principal symbol of first and second order quasi-linear operators. In section 5 we propose two schemes for associating to the original operator a symmetric hyperbolic one, possibly introducing new constraints or partially fixing coordinate gauge. This procedure is quite general and it applies to all field theories of interest to the fundamental physics. In section 6 we briefly describe few examples. In section 7 we briefly state how this structure can be adapted to a quantisation scheme proposed by Rovelli for standard GR; see [1]. Our aim here is just to show that the same procedure proposed for LQG does in fact apply in general. Of course, we are not claiming that one can trivially quantise any gauge covariant theory (for example implementing constraints as quantum operators is definitely not trivial and needs to be done on a case by case basis). We believe however that extending the procedure to more general gauge covariant theories would better clarify to what extent LQG is peculiar of standard GR.
2. Notation

We shall hereafter deal with Lagrangian field theories. Fields are (global) sections of a bundle $\mathcal{C} = (C, M, \pi, F)$, called configuration bundle. In general we shall not assume the configuration bundle to be a vector (or affine) bundle. In GR the configuration bundle $\text{Lor}(M)$ is not a vector bundle (though it is a sub-bundle of a vector bundle $\text{Lor}(M) \subset S^2(M)$, namely the bundle of symmetric tensors of rank 2). The base manifold $M$ is thought as a (connected, oriented, paracompact) spacetime manifold of dimension $\dim(M) = m$.

We shall assume fibred coordinates $(x^\mu, y^I)$ on $C$ and general transition functions in the form

$$\begin{cases} x'^\mu = x'^\mu(x) \\ y'^I = Y^I(x, y). \end{cases}$$

In order to deal with PDE one has to introduce jet bundles $J^k\mathcal{C}$. Any fibred coordinates on $C$ induces a natural fibred ‘coordinate’ system $j^k y = (x^\mu, y^I, y^I_{\mu_1 \ldots \mu_k})$ on the jet prolongations. The coordinates $(y^I_{\mu_1 \ldots \mu_k}, y^I_{\mu_1 \ldots \mu_{k-1}}, \ldots, y^I_{\mu_1 \ldots \mu_2}, y^I_{\mu_1})$ are meant to represent partial derivatives of fields $y^I(x)$ with respect to independent variables $x^\mu$ and they are accordingly considered as symmetric in lower indices.

Transition functions (2.1) on the configuration bundle $\mathcal{C}$ are prolonged to the jet bundles. In particular, one has

$$y^I_{\mu_1 \ldots \mu_k} = J^I_{\mu_1}(x, y) y^I_{\mu_2 \ldots \mu_k}(x^\mu_1) \ldots J^I_{\mu_k}(x) + q^I_{\mu_1 \ldots \mu_k} (j^{k-1} y),$$

where $j^{k-1} y = (x^\mu, y^I, y^I_{\mu_1}, \ldots, y^I_{\mu_1 \ldots \mu_{k-1}})$ are natural fibred coordinates on $J^{k-1}\mathcal{C}$. Here we set $J^I_{\mu} = \partial_{\mu} Y^I(x, y)$ and $J^I_{\mu_1 \ldots \mu_k} = \partial_{\mu_1} \partial_{\mu_2} \ldots \partial_{\mu_k} Y^I(x, y)$ for the Jacobians of the fibre transformation and $J^I_{\mu}(x) = \partial_{\mu} x^\nu$ for the Jacobian along the base coordinates. The bar over Jacobians denotes inverse matrices.

Let us remark that, for a general bundle $\mathcal{C}$, transformations (2.2) are affine transformations, meaning that the jet bundle $\pi_{k-1}^k : J^k\mathcal{C} \rightarrow J^{k-1}\mathcal{C}$ is always affine even when the bundle $\mathcal{C}$ is not affine or linear. It is precisely because of this (rather trivial) remark that one can define quasi-linear equations without assuming a linear structure on fields.

3. Field equations in a Lagrangian field theory

In general, differential operators are maps between a suitable jet prolongation bundle $J^d\mathcal{C}$ into some fixed target vector bundle $E$. The corresponding differential equation is identified with the kernel of the map considered as a submanifold of the jet prolongation, namely, $S \subset J^d\mathcal{C}$.

Let us remark that by regarding differential operators as (global) bundle morphisms and differential equations as submanifolds one sets up a correspondence between geometrical properties and the analytical properties which are independent of the coordinates and fields.
used for local expressions. For example, it would be convenient to have a notion of wellposedness which were independent of coordinates just because it is easier to check if it is verified.

In variational calculus differential operators are not generic but obtained by Euler–Lagrange morphisms. They are hence in a specific form which is particularly well-suited to discuss principal symbols of differential operators. In particular they show that principal symbols and their relevant properties are canonically defined and independent of any metric defined on the base manifold (i.e. the spacetime) or on the standard fibre (i.e. the space of fields). Moreover, it is independent of any linear (or affine) structure defined on the configuration bundle.

If $C$ is assumed as the configuration bundle of a Lagrangian field theory, then Euler–Lagrange operator of a $k$-order Lagrangian is a map

$$
\tilde{E} : J^{2k} C \rightarrow V^*(C) \otimes A_m(M),
$$

where $J^{2k} C$ is the jet prolongation of the configuration bundle $C$, $(V(C), C, p, \mathbb{R}^k)$ is the vector bundle of vertical vectors on $C$, $V^*(C)$ denotes its dual, $A_m(M)$ is, by an abuse of notation, the pull-back of the bundle of $m$-form over $M$ along the projection $\pi : C \rightarrow M$ (and hence should be denoted precisely as $\pi^*(A_m(M))$ to denote a bundle over $C$). The tensor product $V^*(C) \otimes A_m(M)$ is hence to be considered as a the tensor product of vector bundles over $C$.

If $(C, M, \pi, F)$ is a bundle over $M$ and $\phi : N \rightarrow M$ is a manifold map, then one can define the pull-back bundle $(\phi^*C, N, \pi^*, F)$ which is a bundle over $N$ and it has the same standard fibre of the original bundle $C$. The total space $\phi^*C$ is defined as

$$
\phi^*C = \{(z, c) \in N \times C : \pi(c) = \phi(z)\}
$$

and one can show it is automatically a bundle over $N$. If $(x^i, y^I)$ are fibred coordinates on $C$ then fibre coordinates on $\phi^*C$ are in the form $(z^i, y^I)$, i.e. the same fields over another space.

In the case of the bundle $A_m(M)$ of $m$-forms over a manifold $M$ one has coordinates $(x^i, \omega)$ for the point $\Omega = \omega d\sigma \in A_m(M)$ (where $d\sigma$ is the basis for $m$-forms induced by base coordinates). Accordingly, the bundle $(\pi^*(A_m(M)), C, \pi^*, \mathbb{R})$ has coordinates $(x^i, y^I, \omega)$ and the bundle $\pi^*(V^*(C) \otimes A_m(M))$ has coordinates $(x^i, y^I, e_I)$ for the objects as $e = e_I dy^I \otimes d\sigma \in V^*(C) \otimes A_m(M)$ where we set $dy^I$ for the dual basis of vertical vectors $\partial_I$.

Of course, pull-back bundles should not be confused with the pull-back of forms or tensorial objects.

If the Lagrangian is degenerate (as often happens in field theory) the Euler–Lagrange morphism can actually be of lower order, i.e. it happens to be the lift of a lower order morphism

$$
E : J^d C \rightarrow V^*(C) \otimes A_m(M)
$$

(3.3)
for some \( d \leq 2k \) which makes the following diagram commutative

\[
\begin{array}{ccc}
J^{2k}C & \xrightarrow{\tilde{E}} & V^*(C) \otimes \Lambda_m(M) \\
\downarrow \pi^2 \circ \pi^k_d \circ J^k & & \\
J^k_d & \xrightarrow{E} &
\end{array}
\]

so that \( \tilde{E} = E \circ \pi^2 \circ \pi^k_d \).

Since \( \pi^d_{d-1} : J^d \rightarrow J^{d-1} \) is an affine bundle, one can intrinsically define quasi-linear operators on any configuration bundle, i.e. also when \( C \) is not assumed to be an affine or a vector bundle.

Non-degenerate variational equations are always quasi-linear in view of their variational origin. Also in degenerate cases all equations which are used in fundamental physics are quasi-linear although one can provide (somewhat artificial) examples of Lagrangians with field equations which are not quasi-linear.

For example, if one considers the Lagrangian (on \( \mathbb{R} \times \mathbb{R}^2, \mathbb{R}^2, \pi, \mathbb{R} \)) with coordinates \((x^1, x^2, y)\)

\[
L = \frac{y}{(x^1)^2 + (x^2)^2} (y_{11})_{22} - (y_{12})^2 
\]

field equations are obtained as

\[
\frac{\gamma_{01} \gamma_{22} - \gamma_{12}^2}{(x^1)^2 + (x^2)^2} = 0
\]

which are second order (instead of fourth order) and not quasi-linear.

In any event, we shall hereafter restrict to Lagrangians of order \( k \) which produce quasi-linear Euler–Lagrange equations of order \( d \leq 2k \). Accordingly, one has the Euler–Lagrange operator in the form

\[
\mathcal{E} = \mathcal{E}_0(j^{dy}) \, dy^{I} \otimes d\sigma \\
\mathcal{E}_I(j^{dy}) = e_{I}^{\mu_1...\mu_d} x^{\mu_1...\mu_d} + b_I(j^{d-1}y).
\]

The coefficient of the leading term transforms as

\[
e^{\mu_1...\mu_d}_{I} = \tilde{J}(x)J^K_I(x,y)J^H_J(x,y)e^3_{KLM}J^{\alpha_1}_{\alpha^1}(x)...J^{\alpha_d}_{\alpha_d}(x),
\]

where \( J(x) \) denotes the determinant of the Jacobian \( J^\mu_\nu \).

Depending on the theory, one can have \( e_{I}^{\mu_1...\mu_d} \) depending on \((\mu^\nu, y^I)\), or on \((\tilde{J}^\mu_\nu)\) with \( 0 \leq n \leq d - 1 \) and each of it is preserved by transition functions (2.1). On the contrary, in general, coefficients \( e^{\mu_1...\mu_d}_{I} \) depending on \( x \), are not preserved by transition functions. If \( e^{\mu_1...\mu_d}_{I} \) depend on \( x \) in one trivialisation, they might depend on \( x, y \) in another trivialisation.

In GR the configuration bundle \( \text{Lor}(M) \) is not a vector bundle. The leading term \( e^{\mu_1...\mu_d}_{I} \) is a function of \((g^{\mu_\nu})\) which is preserved by transition functions.

Notice that \( e_{I}^{\mu_1...\mu_d} \) is symmetric with respect to \((KH)\) (non-degenerate, respectively) if and only if \( e_{I}^{\mu_1...\mu_d} \) is also symmetric with respect to \((JH)\) (non-degenerate, respectively). In other words, if the morphism is not symmetric (non-degenerate, respectively) in one trivialisation it cannot be made symmetric (non-degenerate, respectively) by changing
trivialisation. In particular, it cannot be made symmetric (non-degenerate, respectively) by changing coordinates on $M$ even though $\mathcal{C}$ is a natural bundle and changes of coordinates on $M$ induce functionally changes of trivialisations.

Consider now a bundle morphism (over the identity $\text{id}_\mathcal{C} : C \to C$)

$$\sigma : S^d(\mathcal{T}^*M) \to V^*(\mathcal{C}) \otimes V^*(\mathcal{C}) \otimes A_m(M),$$

(3.9)

where $S^d(\mathcal{T}^*M)$ is the symmetrised $d$-power of cotangent bundle (pulled-back on $C$ along the projection $\pi : C \to M$). Depending on the case, if the leading coefficients depend on derivatives of fields then the pull-back of $S^d(\mathcal{T}^*M)$ is understood to be on a suitable jet prolongation $J^n\mathcal{C}$ along the projection $\pi^n : J^n\mathcal{C} \to M$. For example in standard GR the coefficients do not depend on derivatives and hence they are pulled back on $C$.

The bundle $S^d(\mathcal{T}^*M)$ (pulled back on $J^n\mathcal{C}$ along $\pi^n : J^n\mathcal{C} \to M$, for a suitable $n$, possibly $n = 0$) has fibred coordinates $(x^0, y^1, \ldots, y^d, \xi_{\alpha_1\ldots\alpha_d})$ (which are meant to be symmetric in the lower indices $(\alpha_1, \ldots, \alpha_d)$). In view of transition functions the fibred morphism $\sigma$ is expressed as

$$\sigma(j^y y, \xi_{\alpha_1\ldots\alpha_d}) = \sigma^*_{ij} j^y y, \xi_{\alpha_1\ldots\alpha_d} dy^i \otimes dy^j \otimes d\sigma$$

(3.10)

with $0 \leq n \leq d - 1$ and the coefficient $\sigma^*_{ij}$ transforms as in (3.8).

Thus there is a one-to-one correspondence between leading terms of global differential operators $\mathcal{E}$ and global linear bundle morphisms $\sigma$.

If $\mathcal{C} = (E, M, \pi, V)$ is an affine bundle then transition functions are in the form

$$\begin{cases}
  x^\mu = x'^\mu(x) \\
  y^I = A_I^J(x) y^J + B_I(x)
\end{cases}$$

(3.11)

and the Jacobian $J^I_J$ specifies to $J^I_J(x, y) = A_I^J(x)$ and it does depend on the base coordinates only. Accordingly, in this case one can also consider differential operators with a leading term which depends on base coordinates only (namely, having $\sigma_{ij}^* j^y y, \xi$), being this property independent of the trivialisation on vector bundles.

For the principal symbol morphism $\sigma : S^d(\mathcal{T}^*M) \to V^*(\mathcal{C}) \otimes V^*(\mathcal{C}) \otimes A_m(M)$ one can use the canonical isomorphism $V(\mathcal{C}) \simeq E \oplus E$ and the projection onto the second factor to identify the bundles $V^*(\mathcal{C}) \simeq E \oplus E^*$. By further assuming an inner product on the fibre of the configuration bundle $E$ one has non-canonical isomorphisms $E \simeq E^*$ so that $V^*(\mathcal{C}) \otimes V^*(\mathcal{C}) \otimes A_m(M) \simeq E \oplus E^* \otimes E \otimes A_m(M)$. Thus the principal symbol can be written in the form

$$\sigma : S^d(\mathcal{T}^*M) \otimes E \to E \otimes A_m(M)$$

(3.12)

which is often found in the literature. We prefer the form (3.9) which is more canonical being it available for any configuration bundle, not only on vector and affine bundles. Moreover, the form (3.9) makes it easier to discuss symmetry properties and non-degeneracy.

The morphism $\sigma$ is called the principal symbol morphism. If the image of $\sigma$ in contained into symmetric bilinear forms $S^2(V^*(\mathcal{C})) \subset V^*(\mathcal{C}) \otimes V^*(\mathcal{C})$ (a property which is independent of the trivialisation, as noticed above) then the differential operator is called symmetric. If the
image of $\sigma$ (except the zero section in $S^{2k}(T^*M)$) is contained into non-degenerate symmetric bilinear forms then the differential operator is called elliptic.

For any quasi-linear operator one can define the principal symbol and characteristic directions are the covectors $\xi$ such that $\sigma(\xi \otimes \cdots \otimes \xi) = 0$. That describes the characteristic distribution. One can show that field equations constrain possible values of solutions along characteristics directions. Accordingly, Cauchy hypersurfaces should be chosen so that no characteristic direction lies on them.

4. ADM decomposition

An ADM splitting of the spacetime $M$ is a bundle $\mathcal{S} = (M, \mathbb{R}, t, \Sigma)$ which foliates the spacetime $M$ in a one-parameter family of three-manifolds isomorphic to $\Sigma$. This is a general result since any foliation in hypersurfaces can be considered as a bundle (provided the leaves are all diffeomorphic); see [24, 25].

Notice that being the base $\mathbb{R}$ of the bundle $\mathcal{S}$ contractible the bundle is trivial, then $M \cong \Sigma \times \mathbb{R}$ and $M$ is called a globally hyperbolic spacetime.

The fibres $\Sigma_s = t^{-1}(s) \subset M$ are called synchronous hypersurfaces or space hypersurfaces at time $s$. The map $t : M \rightarrow \mathbb{R}$ is usually thought as a map attaching the time at each event that happens and events on the same fibre happen at the same time and are hence synchronous.

Of course, different observers may define different notion of synchronization and then different ADM splittings.

The spacetime $M$ can be covered with coordinates $(t, x^a)$ fibred with respect to the ADM splitting. Such coordinate systems are called ADM coordinates or ADM observers. The transition functions between ADM observers are in the form

$$\begin{cases} t' = t'(t) \\ x'^a = x'^a(t, x) \end{cases} \quad (4.1)$$

and any (globally hyperbolic) spacetime can always be covered with a family of ADM observers which share the same definition of time. ADM coordinates are not the most general coordinate systems on $M$ since in general one can consider observers which do not share the same ADM splitting.

Notice that a connection of the ADM splitting (is a rank 1, hence integrable distribution and it) defines integral curves which connect events on different leaves $\Sigma_s$ of the ADM foliation. Such a congruence of curves establishes isomorphisms among spaces at different times and eventually defines a notion of events at rest with respect to the ADM splitting.

Given a quasi-linear differential operator $\mathcal{E}$ of order $d = 1$ and an ADM splitting the operator can be written in ADM coordinates as

$$e_{ij} y'^j + e'^i_j y'^j + b_j(t, x, y) = 0, \quad (4.2)$$

where the coefficients $e_{ij}(t, x, y)$ and $e'^i_j(t, x, y)$ are meant to be independent of first derivatives of fields.
A first order operator is called symmetric hyperbolic if $e_{IJ}$ is positive definite (and hence invertible, the inverse being denoted by $e^{IJ}$) and if $e^a_{IJ}$ is symmetric in $(IJ)$. An important result states that for first order symmetric hyperbolic operators the Cauchy theorem holds true, i.e. there exists a unique solution for each initial condition, namely:

**Theorem.** Let $e_{IJ}$ be a non-degenerate positive definite bilinear form and let $e^a_{IJ}$ be symmetric in indices $(IJ)$ for all $a$, then under these hypotheses, given the initial data in $H^k(M)$, with $k > \frac{n}{2} + 1$, the existence and uniqueness is ensured in an open interval $I \subset \mathbb{R}$ and in a suitable Sobolev space, which depends on the regularity of the initial data (see [20]).

Here $H^k(M)$ is the Sobolev space of $k$ order defined over $M$, see [20, 26, 27]. This theorem does encapsulate all analytical results leaving us with a purely algebraic condition on the principal symbol.

Let us investigate the transformation rules of principal symbol in order to determine whether being symmetric hyperbolic is a property of the operator or it depends on the ADM coordinate system.

**First order operators**

Let us start with first order operators, i.e. operators in the form

$$e_{IJ}y^I_a + e^a_{IJ}y^I_a + b_I(x, y) = 0. \quad (4.3)$$

Transition functions with respect to changes of ADM coordinates read as

$$
\begin{cases}
y'^0 = J^0_0 y^0 + J^0_j y^j + J_0^a y^a, \\
y'^a = J^a_a (J^I_j y^I + J^I_j y^I) \\
\end{cases}
\quad (J^0_a = 0 \text{ for ADM coordinates}). \quad (4.4)
$$

Thus the operator in the new coordinates reads

$$J^1_L (e_{IJ} y'^I) + e^a_{IJ} y'^a + b'_I(x, y)) = 0 \quad (4.5)$$

and it relates to the operator in the old coordinates as

$$J^0_L J^I_J e^a_{IJ} J^a_k y'^a_k + J^1_L (e_{IJ} y^0 + e^a_{IJ} y^a) J^I_J y'^a_k + J^I_J (b'_I + e^a_{IJ} J^a_k y^a_k + e^a_{IJ} y^a_k J^a_k) = 0. \quad (4.6)$$

Accordingly, the coefficients transform as

$$
\begin{cases}
e^a_{IJ} = J^0_0 e^a_{IJ} J^I_J J^I_J, \\
e^a_{JK} = J (e^a_{IJ} J^0_j + e^a_{IJ} J^0_k) J^I_J J^J_K, \\
b^a_L = J^I_J (b'_I + e^a_{IJ} J^a_k y^a_k + e^a_{IJ} y^a_k J^a_k).
\end{cases}
\quad (4.7)
$$

Accordingly, if the operator is symmetric hyperbolic in a system of ADM coordinates, it is symmetric hyperbolic in every ADM coordinate systems. In fact, the antisymmetric part of the symbol $e^a_{[IJ]}$ transforms as a tensor object

$$e^a_{[IJ]} = J^a_0 e^a_{[LJK]} J^I_I J^J_J. \quad (4.8)$$
Second order operators

For general quasi-linear second order operators, i.e. operators in the form
\[ e_{ij} y^{j}_{(0)} + e_{ij}^{ab} y^{j}_{ab} + b_{i} (j y) = 0 \] (4.9)
a similar result holds true.

This operator is symmetric hyperbolic if \( e_{ij} \) and \( e_{ij}^{ab} \) are symmetric in the lower indices \((IJ)\), invertible and non-degenerate positive definite and \( e_{ij}^{ab} \) is symmetric in the lower indices \((IJ)\). For second-order symmetric hyperbolic operators the Cauchy theorem holds true, i.e. there exists a unique solution for each initial condition; see the appendix.

Transition functions of second derivatives with respect to changes of ADM coordinates read as
\[
\begin{align*}
\psi_0^{ij} &= J_{0} J_{i} J_{j} y^{j}_{(0)} + 2 J_{0} J_{i} J_{j} y^{j}_{0a} + J_{0} J_{i} J_{j} y^{j}_{ab} + q_{ij}^{0}(j y), \\
\psi_0^{ij} &= J_{i} J_{j} y^{j}_{0a} + J_{i} J_{j} y^{j}_{ab} + q_{ij}^{0}(j y), \\
\psi_0^{ij} &= J_{i} J_{j} y^{j}_{ab} + q_{ij}^{0}(j y).
\end{align*}
\] (4.10)

The operator in the new coordinates reads as
\[ J_{IJ} (e_{IJ}^{ij} y^{j}_{(0)} + e_{IJ}^{ij} y^{j}_{0a} + e_{IJ}^{ab} y^{j}_{ab} + b_{i} (j y)) = 0 \] (4.11)
and it relates to the operator in the old coordinates as
\[
\begin{align*}
J_{IJ} (\tilde{e}_{IJ}^{ij} y^{j}_{(0)} + \tilde{e}_{IJ}^{ij} y^{j}_{0a} + \tilde{e}_{IJ}^{ab} y^{j}_{ab} + \tilde{b}_{i} (j y)) &= 0.
\end{align*}
\] (4.12)

Accordingly, the leading coefficients transform as
\[
\begin{align*}
e_{IJ,K} &= J (\tilde{e}_{IJ}^{ij} y^{j}_{(0)}), \\
e_{IJ} &= J (\tilde{e}_{IJ}^{ij} y^{j}_{0a} + \tilde{e}_{IJ}^{ij} y^{j}_{ab}), \\
e_{IJ,\cd} &= J (\tilde{e}_{IJ}^{ij} y^{j}_{ab} + \tilde{e}_{IJ}^{ij} y^{j}_{ab} + \tilde{e}_{IJ}^{ij} y^{j}_{ab} y^{j}_{ab}).
\end{align*}
\] (4.13)

Let us remark that \( e_{IJ} \) is positive definite iff \( e_{IJ,K} \) is positive definite in any other trivialisation. Analogously, as far as \( e_{IJ} \) is symmetric, \( e_{IJ,K} \) is symmetric in \((LK)\) iff \( e_{IJ}^{ab} \) is symmetric in \((IJ)\) in any other trivialisation. Finally, as far as \( e_{IJ}^{ij} \) and \( e_{IJ}^{ij} \) are symmetric in \((IJ)\), then \( e_{IJ,K}^{cd} \) is symmetric in \((LK)\) iff \( e_{IJ,\cd}^{ij} \) is symmetric in \((IJ)\) in any other trivialisation.

Let us also stress that in standard GR one has that \( e_{IJ,K} \) is symmetric (and positive definite), \( e_{IJ,K}^{0} = 0 \) so that \( e_{IJ}^{ab} \) is symmetric in any trivialisation, and hence \( e_{IJ}^{ab} \) cannot be made symmetric by changing trivialisation.

Accordingly, at least when \( e_{IJ,K} \) and \( e_{IJ,\cd} \) are symmetric in \((LK)\), if the operator is symmetric hyperbolic in a system of ADM coordinates, it is symmetric hyperbolic in every ADM coordinate systems. In fact, the antisymmetric part of the symbol \( e_{IJ,[K]}^{ab} \) transforms as a tensor object
\[ e_{IJ,[K]}^{ab} = J_{IJ} J_{ab}^{K} e_{IJ,K}^{cd} J_{IJ} J_{K}^{cd} \] (4.14).
5. Symmetrisation of operators

In the previous section we showed that an Euler–Lagrange operator cannot be made symmetric hyperbolic by changing coordinates or trivialisation if it is not symmetric hyperbolic in the beginning (except the specific cases in which \( e_{IJ}^a \) is not symmetric, which however does not include standard GR). On the other hand, standard GR provides us with an example of a field theory with Euler–Lagrange operator which is not symmetric hyperbolic; see [19]. However, there are at least two ways in which one can construct a new symmetric hyperbolic operator out of the original Euler–Lagrange operator. Let us discuss these methods on a first order operator.

Given a quasi-linear first order operator

\[
e_{IJ} y^J_0 + e^{(IJ)}_a y^J_a + b_I (x, y) = 0
\]  

which is not symmetric hyperbolic, one can write it as

\[
e_{IJ} y^J_0 + e^{(IJ)}_a y^J_a + e^{(IJ)}_a y^J_a + b_I (x, y) = 0.
\]

Now instead of looking for solutions for this operator let us split it and look for solutions of the system

\[
\begin{align*}
e_{IJ} y^J_0 + e^{(IJ)}_a y^J_a + b_I (x, y) &= 0, \\
e^{(IJ)}_a y^J_a &= 0.
\end{align*}
\]

Now one can proceed in at least two ways.

The covariant symmetrisation

Depending on the fields which are defined on \( C \) one can look for a tail \( q_I (t, x, y) \) to add which makes the two equations in the system (5.3) covariant. If such a tail exists, then the system

\[
\begin{align*}
e_{IJ} y^J_0 + e^{(IJ)}_a y^J_a + b_I (x, y) + q_I &= 0, \\
e^{(IJ)}_a y^J_a + q_I &= 0
\end{align*}
\]

is again covariant. The second equation of (5.4) is a constraint on the Cauchy surface \( S \); since it does not contain time derivatives, it constrains allowed initial conditions. One can hope that the second equation is elliptic and always has solutions. For any solution of the second equation of (5.4) one can define a Cauchy problem for the first equation of (5.4), which is now symmetric hyperbolic and hence determines a unique evolution of fields.

Such an evolution of fields is a solution of the initial equation (5.1) with the imposed initial condition.

A similar procedure has been considered at the level of field equation in [16] as well as at the level of the action function in [7]. However, in both cases they fix a background connection in order to obtain covariant theory. Background fields have been longly discussed to spoil the geometric essence of general relativity. Here we instead mean to obtaining covariant equations using the fields that are already in use without adding backgrounds. For example, doing Palatini formalism one can use the independent connection to define a non-trivial covariant derivative of the metric tensor.
The non-covariant symmetrisation

If one cannot define a suitable tail to return to covariant equations, then precisely because these are not covariant one can look for a coordinate system in which the second equation of (5.3) is satisfied (as done in standard GR by going to harmonic coordinates). If this is always possible (i.e. if there exists a coordinate system for any configuration so that the second equation is satisfied) then the first equation of (5.3) determines a unique evolution for fields.

The operator associated to the first equation of (5.3) is not the original operator any longer (due to the subtraction of the antisymmetric part of the principal symbol). However, a solution of the symmetrised operator (i.e. the first equation in (5.3)) in a coordinate system in which also the second equation of (5.3) is satisfied, is a solution of the original problem (5.1). Finally, being the original operator covariant, knowing a solution for it in a particular coordinate system gives as a solution of (5.1) in any coordinate system.

Let us stress that in both cases, strictly speaking, one does not solve in fact the original equation (5.1).

In the covariant symmetrisation scheme a covariant constraint is added to the theory. Let us stress however, that we do not used any notion similar to a Poisson structure to determine them (which of course would be non-canonical in Lagrangian formalism).

In the non-covariant symmetrisation scheme the (non-covariant) equation which is in fact solved (i.e. the first equation in (5.3)) coincides with the original (5.1) only in a family of coordinate systems, while it differs from it in general. If one finds a solution for standard GR and then goes in a non-harmonic coordinate system, the new metric is a solution of Einstein equations though it does not solve the non-covariant symmetrised Cauchy problem.

6. Examples

Let us consider some examples.

Electromagnetism

Let us consider Maxwell electromagnetism on Minkowski spacetime \((\mathbb{R}^4, \eta)\) as an example. Let us fix Cartesian coordinates on spacetime (so that the metric is \(\eta = \text{diag} (-+++))\) and the ADM foliation \(\pi : \mathbb{R}^4 \rightarrow \mathbb{R} : x^0 \mapsto x^0\) so that the space hypersurfaces are given by \(S_t = \{x \in \mathbb{R}^4 : x^0 = t\}\).

The configuration bundle accounts for the quadripotential \(A_{\mu}\). In other words \(C\) has fibred coordinates \((x^\mu, A_\mu)\). Fields can be adapted to the ADM foliation by defining

\[
A = A_0 \quad \quad \bar{A} = A_i
\]

which are a scalar field and a vector field on \(S = \mathbb{R}^3\), respectively.

Electromagnetism is a first order theory and the one can define the field strength

\[
F_{\mu\nu} := d_\mu A_\nu - d_\nu A_\mu \quad \quad F^{\mu\nu} := \eta^{\mu\alpha\nu\beta}F_{\alpha\beta}.
\]

Also the field strength can be projected to space by setting

\[
F_{0i} = d_0 A_i - d_i A_0 \quad \quad F_{ij} = d_j A_i - d_i A_j \quad \quad \Rightarrow \begin{cases} \bar{B}^k := \frac{1}{2} \epsilon^{ijk} F_{0j} = (\text{curl}(\bar{A}))^k, \\ \bar{E}^i := F^{0i}. \end{cases}
\]
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The dynamics is induced by the Maxwell Lagrangian

\[ L = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} = \frac{1}{2} (|E|^2 - |B|^2), \tag{6.4} \]

where we used the fact that \( F_\mu = \epsilon^{\mu\nu} B_\nu \).

Field equations are

\[ d_{\nu} F^{\mu\nu} = 0 \tag{6.5} \]

which can be projected to space as

\[
\begin{cases}
  d_0 F^{00} = 0 \\
  d_0 F^{0i} + d_i F^{ij} = 0
\end{cases} \Rightarrow \begin{cases} \nabla \cdot E = 0 \\
  d_0 E - (\nabla \times B) = 0. \tag{6.6} \end{cases}
\]

The first equation is clearly a constraint equation, while the second is a candidate for evolution equation.

The evolution equation reads as

\[ d_0 E^i - \epsilon^{ijk} d_{ij} B_k = 0 \tag{6.7} \]

which are three equations for the four fields \( A_\mu \). Accordingly, one of the fundamental fields can be chosen at will in view of gauge freedom, \( A'_\mu = A_\mu + d_{\mu} \alpha \). One can show that for any \( A_\mu \) one can always choose \( \alpha \) so that \( A_0 = 0 \), which is called the temporal gauge. The component \( A_0 \) is essentially left arbitrary by equations and fortunately can be fixed to zero by the gauge symmetry. Then the physical fields are \( A_i \). In terms of the physical fields one has

\[
\begin{cases} B^k = \frac{1}{2} \epsilon^{ijk} F_{ij} = \epsilon^{ijk} d_{ij} A_j \\
  E^i = F^{0i} = -d_0 A_i \tag{6.8} \end{cases}
\]

and the evolution field equation becomes

\[ \delta^{im} \partial_{0m} A_m + (\delta^{ij} \delta^{m} - \delta^{im} \delta^{j}) \partial_{j} A_m = 0. \tag{6.9} \]

Then one has the leading coefficients

\[ \epsilon^{ij} = \delta^{ij}, \quad \epsilon^{imj} = (\delta^{ij} \delta^{m} - \delta^{im} \delta^{j}). \tag{6.10} \]

The first coefficient \( \epsilon^{ij} = \delta^{ij} \) is symmetric, non-degenerate and positive definite. It is a strictly Riemannian metric on the space of physical fields \( A_j \).

The second coefficient \( \epsilon^{imj} \) is symmetric in \( (im) \). The evolution equation is symmetric hyperbolic and given initial conditions determines the vector potential uniquely. The vector potential defines electric and magnetic field by (6.8).

The other Maxwell equations are identically satisfied in view of (6.8).

In fact, one has

\[ \nabla \cdot B = \epsilon^{kij} d_{ij} A_j = 0 \tag{6.11} \]

and

\[ \partial_0 B + \nabla \times E = \epsilon^{kij} d_{0j} A_j - \epsilon^{kij} d_{0} A_j = 0. \tag{6.12} \]
Maxwell equations

By considering Maxwell equations in vacuum as equations for the electric and magnetic fields, one obtains Maxwell equations in the form (6.6), i.e.

\[
\begin{align*}
\partial_t E^i &= 0, \\
\delta_{ik} \partial_0 E^k + \epsilon_{ijk} \partial_j B^k &= 0, \\
\partial_t B^i &= 0, \\
\delta_{ik} \partial_0 B^k - \epsilon_{ijk} \partial_j E^k &= 0.
\end{align*}
\]

(6.13)

The first two equations are constraints and the second pair are first order evolutionary equations for the fields \(E^i = (E^3, B^3)\). The leading terms are

\[
\begin{align*}
\epsilon_{AB} &= \left( \begin{array}{cc}
\delta_{ik} & 0 \\
0 & \delta_{ik}
\end{array} \right), \\
\epsilon_{AB}^{ij} &= \left( \begin{array}{cc}
0 & \epsilon_{ik} \\
-\epsilon_{ik} & 0
\end{array} \right).
\end{align*}
\]

(6.14)

The time coefficients \(\epsilon_{AB}\) is symmetric, non-degenerate, positive definite form. The space coefficients \(\epsilon_{AB}^{ij}\) are symmetric. Thus the evolution equations are symmetric hyperbolic and determine the fields. The second constraint \(\nabla \cdot B = 0\) implies that there exists a vector \(\vec{A}\) such that \(B = \nabla \times \vec{A}\). At that point the second evolutionary equation implies that \(\vec{E} = -\partial_0 \vec{A}\). Accordingly, the previous variational setting is completely recovered.

Covariant standard GR

As shown in [19] the evolutionary part of the equation for standard GR is

\[
A_{(ij)} \partial_0 \partial_0 \gamma^m + B^{kl}_{(ij)} \partial_k \partial_l \gamma^m \approx 0,
\]

(6.15)

where \(\approx\) means equality modulo a lower order tail. Here the coefficients are

\[
A_{(ij)} \gamma^m + B^{kl}_{(ij)} \gamma^m = -\gamma^{kl} \gamma_{(m} \gamma_{n)} - \gamma_{mn} \delta_{ij} \delta_{kl} + \gamma_{(i} \delta_{m} \delta_{j)} + \gamma_{m} \delta_{n} \delta_{i} \delta_{j}.
\]

(6.16)

and the spacetime metric has been decomposed as

\[
g_{\mu \nu} = \begin{pmatrix}
-1 & 0 \\
0 & \gamma_{ij}
\end{pmatrix}.
\]

(6.17)

The leading time coefficient \(A_{(ij)} \gamma^m\) is symmetric, non-degenerate and positive definite as required. The leading space coefficient though is not symmetric. Its antisymmetric part is

\[
B^{kl}_{(ij)} \gamma^m = \frac{1}{2} \left( \gamma_{mn} \delta_{ij} \delta_{kl} - \gamma_{ij} \delta_{m} \delta_{n} \delta_{kl} \right).
\]

(6.18)

This could be made to vanish in particular coordinate systems (e.g. harmonic coordinate but also more general coordinates; see [19]). However, if one has, for some reason, a connection \(\tilde{\Gamma}\) on spacetime it can be turned to a covariant constraint

\[
\frac{1}{2} \left( \gamma_{mn} \delta_{ij} \delta_{kl} - \gamma_{ij} \delta_{m} \delta_{n} \delta_{kl} \right) \vec{k}_{ij} = 0
\]

(6.19)

which in fact does not depend on time derivatives of the field \(\gamma^m\); see [16].

7. Quantisation

Let us here sketch a quantisation scheme for field theories which can be treated in the framework introduced above. The quantisation scheme has been proposed for standard GR by Rovelli; see [1].
First of all let us consider the boundary $\Sigma$ of a $m$-region $\Omega \subset M$ in the form $\Omega = I \times U$ with $I = [t_0, t_1] \subset \mathbb{R}$ and $U \subset S$. As a special case one could consider compact close $S$ (without boundary) and $\Omega = I \times S$. In this second case there is no side boundary surface $I \times \partial S$ and $\Sigma = \Sigma_1 - \Sigma_0$.

One can argue that quantities that can be measured in quantum physics are only probabilities of boundary values of fields on $\Sigma$. For this reason one can define a prequantum configurations to be the collection of the values of fields on such a boundary $\Sigma = \partial \Omega$. Let $i:\Sigma \to M$ be the canonical embedding and $\mathcal{C}_\Sigma = i^*(\mathcal{C})$ be the configuration bundle restricted to $\Sigma$. Prequantum configurations are sections of $\mathcal{C}_\Sigma$ which in fact provide candidates for values of fields on $\Sigma$.

Given a prequantum configuration $\psi : \Sigma \to \mathcal{C}_\Sigma$ one can ask whether there exists a solution of field equations on $M$ which restricted to $\Sigma$ agrees with the values dictated by $\psi$. In other word, one can ask whether the prequantum configuration $\psi$ can be extended to $M$ by a solution of classical field equations. If that happens $\psi$ is called a prequantum state.

Now $\Omega$ is a portion of spacetime which is globally hyperbolic by construction. If $I = [t_0, t_1]$ is an interval, then the boundary of $\Omega$ is the union of three surfaces, namely $U_{t_0} = t_0 \times U$ which is called the initial surface, $U_t = t \times U$ which is called the final surface, and $S = I \times \partial U$ which is called the flow surface. Any quantum experiment can be modelled by preparing a specific configuration of fields on $U_{t_0}$ controlling what enters and exits the experimental region through $S$ and measuring the output of the experiment by reading the field values on $U_t$. Given a prequantum state $\psi$ is measuring which classical output can be observed in this experimental setting.

Classical field equations on $M$ do determine equations for prequantum states (which are the classical limit of a quantum description of the system). Field equations on $M$ can in fact be split into evolution-like equations (which involve maximal order $k$ time derivatives) and constraints-like equations (which involve time derivatives only up to order $k - 1$).

Then if one finds a prequantum state on the boundary $\Sigma$ there is a solution of field equations which induces that fields on the boundary.

Quantisation scheme is associated to defining a Hilbert space to prequantum configurations, defining a quantum analogous of constraint equations in order to constraint functionals of the prequantum configurations. Then restricting the Hilbert space to a Hilbert space called the physical space which corresponds to solutions of quantum constraints. Finally, one can define operators on the physical space which define quantum observables.

Let us stress the different attitude between the classical and quantum setting. When interested to classical solutions one starts from a solution of constraints to determine a classical solution. When interested in quantisation, one instead considers constraints as the real equation to be quantised while the evolution part of classical equation is used to propagates classical limits which contains information (the values of fields inside the boundary) which are not physically accessible from a quantum viewpoint.

The application of this framework to LQG can be found in [1].

8. Conclusions and perspectives

We showed that one can obtain the structure of Dirac–Bergman constraints by working within Lagrangian framework only, without resorting to Hamilton formalism, by requiring that the evolution problem is symmetric hyperbolic.

Here we overlooked that in Euler–Lagrange operators one starts with as many field equations as fundamental fields in configuration bundles. Hence when the Lagrangian is
degenerate and only some of field equations are evolution equations (while the other take the form of constraints) then one has less evolution equation than fields. Thus the fields themselves need to be split into fields which are determined by evolution and a number of fields (which are as many as the number of constraints) which are not determined by evolution and can be fixed at will. In specific examples this can be seen explicitly; for example in standard GR one sees directly that lapse and shift are not determined by equations and correspond to freedom to choose the ADM fibration. Further investigations are needed to consider the situation in general and obtain a more algorithmic procedure for splitting the fields into evolutionary degrees of freedom and gauge fields.

All information are algebraically encoded in the principal symbol of Euler–Lagrange equations. Let us also remark that our treatment of principal symbol is better than the standard analytical approach since it does not assume a linear or affine structure on configuration bundle and for Euler–Lagrange operators the definition of principal symbol is canonical and does not rely on a metric structure. Future investigations need to be devoted to characterising Lagrangians for which Euler–Lagrange equations splits in a symmetric hyperbolic evolution equation and an elliptic system of constraints. One should consider if Euler–Lagrange operators for Lagrangians which can be characterised within this framework can be splitted canonically and if the analysis also teaches how fields should be split and adapted to the constraints in order to manifestly render the splitting between constraints and evolution equations.

Also a better relation should be established between Lagrangian constraints and Hamiltonian Dirac–Bergman treatment of constraints is needed. More examples of analysis of constraints of covariant theories is needed in the first place.
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Appendix. Cauchy theorem for second order operators

Let us briefly review hereafter how one can obtain Cauchy theorem for second order operators, from quasi-linear first order symmetric hyperbolic ones. The procedure is interesting since it shows how extra conditions on the principal symbol appear at higher orders besides symmetry.

As done in (4.9) we define a quasi-linear second order system as follows:

\[ a_{IJ}(x, y) \partial_{00} y^J - a^I_J(x, y) \partial_{01} y^J - a^J_0(x, y) \partial_{0} y^I + \gamma_I(x, y, dy) = 0. \]  

And its associated Cauchy problem:

\[
\begin{cases}
 a_{IJ} \partial_{00} y^J - a^I_J \partial_{01} y^J - a^J_0 \partial_{0} y^I + \gamma_I = 0, \\
 y^I(0, x^I) = f^I(x^I), \\
 \partial_{01} y^I(0, x^I) = g^I(x^I).
\end{cases}
\]

Which will be called CP2.
Our goal is to transform a second order PDE in a first order system, by introducing auxiliary fields. Inspired by the method used for ODE we can define the following new fields:

\[
\begin{cases}
    v^I = \partial_0 y^I \\
    v'_j = \partial_j y^I \Rightarrow \partial_0 v'_j = \partial_j v^I.
\end{cases}
\] (A.3)

However, if we wish to consider these equations as part of the original system one should notice that they do not correspond to differential operators with values in the dual space of field variations as it was for the original equation. Then one should introduce some suitable bilinear forms to write them equivalently in the form:

\[
\begin{cases}
    \beta_{IJ}(\partial_0 y^I - v^I) = 0 \\
    \beta'_{IJ}(\partial_0 v'_j - \partial_j v^I) = 0 \Rightarrow \beta'^{Ij}_{IJ}(v'_j - \partial_j v^I) = 0
\end{cases}
\] (A.4)

for some invertible coefficients \(\beta_{IJ}\) and \(\beta'^{Ij}_{IJ}\).

Let us remark that the equation \(v'_j = \partial_j y^I\) contains no time derivative and as such is a constraint on initial conditions and will not contribute to the Cauchy problem.

Then the equation (A.1) can be written in terms of the new fields \((y^I, v^I, v'_j)\), so that its Cauchy problem can be recast in the following form:

\[
\begin{cases}
    \beta_{IJ}(\partial_0 y^I - v^I) \\
    \alpha_{IJ}(\partial_0 v'_j - \partial_j y^I) \\
    \beta'^{Ij}_{IJ}(\partial_0 v'_j - \partial_j v^I) = 0 \\
    y^I(0, x^I) = f^I(x^I), \quad v^I(0, x^I) = g^I(x^I), \quad v'_j(0, x^I) = \partial_j f^I(x^I)
\end{cases}
\] (A.5)

together with the constraint \(\partial_j y^I = v'_j\). We can write this system in the block-matrix form as follows:

\[
\begin{pmatrix}
    \beta_{IJ} & 0 & 0 \\
    0 & \alpha_{IJ} & 0 \\
    0 & 0 & \beta'^{Ij}_{IJ}
\end{pmatrix}
\begin{pmatrix}
    y^I \\
    v^I \\
    v'_j
\end{pmatrix}
- \begin{pmatrix}
    0 & 0 & 0 \\
    0 & \beta^{Ik}_{IJ} & 0 \\
    0 & \beta'^{Ir}_{IJ} & 0
\end{pmatrix}
\begin{pmatrix}
    y^I \\
    v^I \\
    v'_j
\end{pmatrix}
\approx 0.
\] (A.6)

This is a first order CP so Cauchy theorem applies to it. One has existence and uniqueness of solutions if the first matrix is symmetric, non-degenerate, positive definite and the second is symmetric.

We already know that \(\alpha_{IJ}\) is non-degenerate and positive definite. If also \(\beta_{IJ}\) and \(\beta'^{Ij}_{IJ}\) are non-degenerate and positive definite then the whole matrix is. Since we are free to choose \(\beta_{IJ}\) as we wish (provided that the choice is non-degenerate and positive definite) we can fix it as \(\beta_{IJ} = \alpha_{IJ}\), which is automatically a good choice.

For the second matrix to be symmetric \(\alpha^{Ik}_{IJ}\) must be symmetric and one must have

\[
\beta'^{Ij}_{IJ} = \alpha^{Ik}_{IJ}. \quad (A.7)
\]

Thus the block \(\beta'^{Ij}_{IJ}\) (and as a consequence of this choice the coefficient \(\alpha^{Ik}_{IJ}\)) must be symmetric in \((IJ)\) and non-degenerate positive definite.
We can thus rewrite the original system as:

$$\begin{pmatrix} \alpha_{IJ} & 0 & 0 \\ 0 & \alpha_{IJ} & 0 \\ 0 & 0 & \alpha_{IJJ} \end{pmatrix} \begin{pmatrix} \partial_{x^J} v^I \\ \partial_{x^J} v^J \\ \partial_{x^J} v^J \end{pmatrix} = - \begin{pmatrix} 0 & 0 & 0 \\ 0 & \alpha^{\ell} \alpha_{IJ} & \alpha^{\ell}_{JJ} \\ 0 & \alpha^{\ell}_{II} & 0 \end{pmatrix} \begin{pmatrix} \partial_{x^J} v^I \\ \partial_{x^J} v^J \\ \partial_{x^J} v^J \end{pmatrix} \approx 0 \quad (A.8)$$

which, together with the constraint $\partial_{x^J} v^I = v^I_{x^J}$, is called the reduced Cauchy problem or CP1 for short.

Let us remark that once again, also for second order operators, the well-posedness of CP2 is subjected to algebraic requirements. Unlike for first order operators symmetry is no longer enough and one needs to require that the coefficient $\alpha^{\ell}_{IJ}$ is also positive definite.

Finally, one should show that CP1 and CP2 are dynamically equivalent, i.e. there exists a 1-to-1 correspondence of solutions, so that well-posedness of CP1 implies well-posedness CP2. For that we refer to [19].
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