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ABSTRACT

Pulses are considered to be important crop for ensuring nutritional security in Odisha. Proper estimation of growth rate in production of pulse crops allows for more effective cropping system planning and formulation of the agricultural policy of the state. To capture any abrupt changes and the variation in data in different phases of a long time period, spline regression technique is used as it can fit different models in different segments of the time period as necessary without losing the continuity of the model. The present study deals with the estimation of growth rate of area, yield and production of all rabi pulses in Odisha by using best fit spline regression model. To fit the spline regression model, the entire period of study is divided into different segments based on the scatter plot diagram which is further confirmed by testing the significance of change in coefficient of variation between the consecutive segments by chi square test. The regression model found to be suitable from the study of scatter plot of data are linear, compound, logarithmic, power, quadratic and cubic model. The best fit model is selected on the basis of error assumption test and model fit statistics such as $R^2$, adjusted $R^2$ and Mean Absolute Percentage error (MAPE). The respective selected best fit model is used for the estimation of growth rates of area, yield and production of rabi pulses in Odisha for each segment and the whole period of study. Among the spline regression models, the respective linear spline regression model is found to be best fit for area, yield and...
production of rabi pulses and are used for growth rate estimation of these variables. It is found that though the growth rate in area and yield of rabi pulses are not significant, the growth rate of production is found to be significant for the whole period of study which shows that the interaction effect of area and yield on production seems to dominate.
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1. INTRODUCTION

Pulse crops come under important crop groups in Odisha for ensuring nutritional security. Rabi pulses account for 69% of area and 64% of production, with a productivity of 510 kg/ha in the state. Estimation of growth rate in production of pulse crops is of utmost importance which is necessary for more effective planning and formulation of the agricultural policy of the state.

To capture the variation in data in different phases of a long time period, spline regression can be used as it can fit different models in different segments of the time period as necessary without losing the continuity of the model.

2. MATERIAL AND METHODS

The data on area, yield and production of rabi pulses are collected for the period 1970-71 to 2019-20 from Odisha Agricultural Statistics published by Directorate of Agriculture and Food Production [1], Odisha. The partitioning of data is initially based on scatter plot technique and then confirmed by chi-square test of significance of change in Coefficient of Variation (C.V.) in consecutive segments, in the following manner:

Let \( \bar{x}_i \) and \( s_i \) be the mean and standard deviation of the \( i^{th} \) time period, \( m_i = n_i - 1 \), where \( n_i \) is the no. of data points (i.e., no. of years) in the \( i^{th} \) period

Null hypothesis, \( H_0 \): No difference in C.V. of consecutive segments.

Alternative hypothesis, \( H_1 \): There is difference in C.V. of consecutive segments.

The chi-square test statistic to test the significance of difference between the C.V. of the consecutive segments is given by,

\[
\chi^2 = C \left[ \sum_{i=1}^{2} \frac{m_i s_i^2}{\bar{x}_i^2} - M(C)^2 \right] \]

Where, \( M = \sum_{i=1}^{2} m_i \); \( C = \sum_{i=1}^{2} m_i \frac{s_i}{x_i} \); If \( \chi^2 \) is significant i.e., p-value of \( \chi^2 \leq 0.05 \), then \( H_0 \) is rejected and it is concluded that there is significant difference in C.V. of the two time periods.

The regression models fitted with spline regression technique with two knots placed at time period, \( k_1 \) and \( k_2 \) in the following manner:

Linear spline model:

\[
Y_i = \beta_0 + \beta_1 t_i + \{ \beta_1 + \beta_{11} (t - k_1) \} \text{ I} (1 \leq t \leq k_1) + \{ \beta_1 + \beta_{12} (t - k_2) \} I (k_1 + 1 \leq t \leq k_2) + \{ \beta_1 + \beta_{13} (t - k_3) \} I (k_2 + 1 \leq t \leq n) \varepsilon_i
\]

Compound spline model:

\[
Y_i = \beta_0 t_i + \{ \beta_1 + \beta_{11} (t - k_1) \} \text{ I} (1 \leq t \leq k_1) + \{ \beta_1 + \beta_{12} (t - k_2) \} I (k_1 + 1 \leq t \leq k_2) + \{ \beta_1 + \beta_{13} (t - k_3) \} I (k_2 + 1 \leq t \leq n) \exp(\varepsilon_i)
\]

The compound spline model transformed to linear form by a natural log transformation is written as,

\[
\ln(Y_i) = \ln(\beta_0 + t . \ln(\beta_1) + \{ \beta_1 + \beta_{11} (t - k_1) \} \ln(A_{11}) + \{ \beta_1 + \beta_{12} (t - k_2) \} \ln(A_{12})) I (k_1 + 1 \leq t \leq k_2) + \{ t . \ln(\beta_1) + \beta_1 (t - k_3) \} \ln(A_{13}) I (k_2 + 1 \leq t \leq n) \varepsilon_i
\]

Logarithmic spline model:

\[
Y_i = \beta_0 + \beta_1 \ln(t_i) + \{ \beta_1 + \beta_{11} \ln(t_i) + \beta_{12} (t - k_1) \} \ln(A_{11}) + \{ \beta_1 + \beta_{12} \ln(t_i) + \beta_{13} (t - k_2) \} \ln(A_{12}) + \{ \beta_1 + \beta_{13} \ln(t_i) \} \ln(t - k_2) I (k_2 + 1 \leq t \leq n) \varepsilon_i
\]
Power spline model:

\[ Y_t = \beta_0 \cdot t^{\beta_1} \cdot I(1 \leq t \leq k_1) \{ t^{\beta_1} \cdot (t-k_1)^{\beta_2} \} \cdot I(k_1+1 \leq t \leq k_2) \cdot \{ t^{\beta_1} \cdot t^{\beta_2} \cdot (t-k_2)^{\beta_3} \} \cdot I(k_2+1 \leq t \leq n) \exp(\epsilon_t) \]

The power spline model is transformed to linear form by natural log transformation as,

\[ \ln(Y_t) = \ln(\beta_0) + \ln(t) \cdot I(1 \leq t \leq k_1) \{ \ln(t) + A_{11} \ln(t-k_1) \} \cdot I(k_1+1 \leq t \leq k_2) \{ \ln(t-k_1) + A_{12} \ln(t-k_2) \} \cdot I(k_2+1 \leq t \leq n) + \epsilon_t, \]

Quadratic spline model:

\[ Y_t = \beta_0 + (\beta_1 \cdot t + \beta_2 \cdot t^2) \cdot I(1 \leq t \leq k_1) \{ (\beta_1 \cdot t + A_{11} \cdot (t-k_1)) + (\beta_2 \cdot t^2 + A_{21} \cdot (t-k_1)^2) \} \cdot I(k_1+1 \leq t \leq k_2) \{ \beta_1 \cdot t + A_{11} \cdot t + \beta_2 \cdot t^2 + A_{21} \cdot t^2 + A_{12} \cdot (t-k_2) \} \cdot I(k_2+1 \leq t \leq n) + \epsilon_t, \]

Cubic spline model:

\[ Y_t = \beta_0 + (\beta_1 \cdot t + \beta_2 \cdot t^2 + \beta_3 \cdot t^3) \cdot I(1 \leq t \leq k_1) \{ \beta_1 \cdot t + A_{11} \cdot (t-k_1) + \beta_2 \cdot t^2 + A_{21} \cdot (t-k_1)^2 + \beta_3 \cdot t^3 + A_{31} \cdot t^3 + A_{12} \cdot (t-k_2) \} \cdot I(k_1+1 \leq t \leq k_2) \{ A_{22} \cdot (t-k_2)^2 + A_{32} \cdot (t-k_2)^3 \} \cdot I(k_2+1 \leq t \leq n) + \epsilon_t, \]

where, \( I \) is the indicator function which is 1 if \( P \) holds and 0 otherwise.

In case of three knots the models are fitted in the similar manner with additional coefficients \( \beta_3, A_{31} \) and \( A_{32} \).

In all the cases the parameters of the model are estimated by using Ordinary Least Square technique. The estimated values of \( \beta_0, \beta_1, A_{11}, A_{12}, \beta_2, A_{21}, \beta_3, A_{31} \) and \( A_{32} \) are written as \( b_0, b_1, a_{11}, a_{12}, b_2, a_{21}, a_{22}, b_3, a_{31} \) and \( a_{32} \) respectively.

The above models are fitted under the assumptions that errors are independently distributed, follow normal distribution and have constant variance i.e. heteroscedastic [3].

The following statistical tests are considered for testing the assumptions regarding errors in the model:

(i) Durbin-Watson test: This test considers the first order autocorrelation among the residuals [4].

Null hypothesis is taken as, \( H_0: \) the errors are independent.

And the alternative hypothesis \( H_1: \) the errors are not independent.

Durbin-Watson test statistic (DW statistic) is given by, \( d = \frac{\sum_{t=2}^{n}(e_t - e_{t-1})^2}{\sum_{t=1}^{n}e_t^2} \),

where, \( e_t = Y_t - \hat{Y}_t \), \( Y_t \) and \( \hat{Y}_t \) are respectively the actual and estimated values of the response variable at time \( t \) and \( n \) is the no. of observations.

If p-value of the test statistic ‘\( d \)’ is greater than 0.05, then the independency of errors can be assumed.

(ii) Shapiro-Wilk’s test:

This test is used for testing normality of the residuals.

Null hypothesis here is \( H_0: \) the errors do not follow normal distribution.

Alternative hypothesis, \( H_1: \) The errors do not follow normal distribution.

To carry out the test, the data pertaining to errors are arranged in ascending order so that \( e_{(1)} \leq e_{(2)} \leq ... \leq e_{(n)} \)

The Shapiro-Wilk’s (SW) test statistic as given by, \( SW = \frac{s^2}{b} \),

where, \( s^2 = \sum_{k=1}^{m}a(k)(e_{n+1-k} - e_{k})^2 \) and \( b = \sum_{t=1}^{n}(e_t - \bar{e})^2 \)

[5]
If $n$ is even, then $m = \frac{n}{2}$. If $n$ is odd, then $m = \frac{n-1}{2}$. The parameter $k$ takes the values 1, 2, ..., $m$.

$n$ is the number of observations, $e(k)$ is the $k^{th}$ order statistic in the set of residuals, $e_t$ is the residual at time 't' and $\bar{y}$ is the mean of $e_t$.

If the SW statistic has a $p$-value below 0.05, then the null hypothesis is rejected and the residuals do not follow normal distribution and the fitted regression model used cannot be appropriate.

(iii) Breusch-Pagan test:

The homoscedasticity of errors obtained from the regression model can be tested by using Breusch-Pagan test [6]

Null hypothesis, $H_0$: Errors have constant variance i.e. homoscedastic.

Alternative hypothesis, $H_a$: Errors have non-constant variance i.e. heteroscedastic

Breusch-Pagan test statistic is given as,

$$BP = n \times R^2;$$

Where, $n$ is the no. of observations, $R^2$ is the coefficient of determination of the regression of squared residuals (obtained from the original regression) on the independent variable (which is time, in the present study)

BP statistic follows chi-square distribution with 'k' degrees of freedom.

If the BP statistic has a $p$-value below 0.05, then the null hypothesis is rejected and heteroscedasticity is assumed to be present in the residuals and the regression model used can be considered to be inappropriate fit.

Among the fitted models having overall significance and satisfying the model diagnostics tests, the one having highest $R^2$, highest adjusted $R^2$ and lowest Mean Absolute Percent Error (MAPE) is considered to be the best fit model for that dependent variable.

$$R^2 = \frac{SSR}{SST},$$

where, SSR is the sum of square due to regression; SSE is the sum of square due to error.

$$\text{Adjusted } R^2 = 1 - \left(1 - R^2\right) \frac{n}{n - p},$$

where, $p$ is the no. of parameters involved in the model.

Adjusted $R^2$ penalizes the model for adding some independent variables which are not necessary to fit the data and thus adjusted $R^2$ will not necessarily increase with the increase in the number of independent variables included in the model.

Significance of $R^2$ and Adjusted $R^2$ can be tested by calculating the F value given by:

$$F = \frac{R^2/(p-1)}{(1-R^2)/(n-p)},$$

Where, $p =$ number of coefficients involved in the model

$n =$ total number of observations

If calculated $F >$ critical $F_{a,(p-1,n-p)}$ then $R^2$ is considered to be significant, otherwise it is insignificant.

$$\text{RMSE} = \left\{ \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{(n-p)} \right\}^{1/2},$$

$$\text{MAPE} = \left( \frac{\sum_{i=1}^{n} \left| \frac{P_i - O_i}{O_i} \right| \times 100}{n} \right),$$

where, $P_i$ and $O_i$ are respectively the predicted and observed values for the $i^{th}$ year, $i = 1, 2, ..., n$.

### 2.1 Study of Average Growth Rates for Area, Production and Yield

Using the model which best fit the data, the estimated values, $\hat{y}_i$, of the dependent variable (Area/Production/Yield as the case may be) are found for each segment of the time period By
using the predicted values, the annual growth rates are found as

Annual Growth Rate for the year \(t\), \(AGR_t\)

\[
= \frac{\hat{y}_t - \hat{y}_{t-1}}{\hat{y}_{t-1}} \times 100,
\]

where \(\hat{y}_t\) and \(\hat{y}_{t-1}\) are the predicted values of the variable \(y\) at time \(t\) and \((t-1)\) respectively.

Average Growth rates for the segment I, segment II and the whole period of study are obtained by taking arithmetic mean of the annual growth rates of the respective periods [7]

Thus, Average Growth Rate for the period \(k\) is obtained as, \(GR_k = \frac{\sum AGR_t}{x}\)

Where \(x\) is the number of years in \(k^{th}\) period

Average Growth Rate for the whole period of study is obtained as,

\[
GR = \frac{\sum AGR_t}{49}\quad [8]
\]

Also, the difference in average growth rates of two consecutive segments is obtained as,

\[
\Delta GR = GR_2 - GR_1
\]

The significance of the average growth rate for the different segments and for the whole period in the population is tested by using student’s t-statistic.

The null hypothesis for the test is taken as \(H_0\): Population \(GR = 0\) which is tested against the alternative hypothesis \(H_1\): Population \(GR \neq 0\).

The test statistic is \(t = \frac{GR}{SE(\bar{GR})}\), which follows a t distribution with \((n - 1)\) d.f., where \(n\) is the no. of observations.

The significance of the difference of average growth rate in the population is tested by using student’s t-statistic. The null hypothesis for the test is taken as \(H_0\) : \(\Delta GR = 0\) which is tested against the alternative hypothesis \(H_1\) : \(\Delta GR \neq 0\).

The appropriate test statistic is \(t = \frac{\Delta GR}{SE(\Delta GR)}\), which follows ‘t’ distribution with \((n_1 + n_2 - 2)\) d.f., where \(n_1\) and \(n_2\) are the number of observations in segment I and segment II respectively.

\[
SE(\bar{GR}) = \frac{\sigma_{AGR}}{\sqrt{n}}, \text{ where } AGR = \text{Annual Growth Rates, } n = \text{no. of data points}
\]

\[
SE(\Delta GR) = \sqrt{\frac{\sigma_{AGR}^2 + \sigma_{AGR}^2}{n_1 + n_2 - 2}}, \text{ where } AGR_i = \text{Annual Growth Rates in } i^{th} \text{ segment},
\]

\(n_1\) and \(n_2\) are the no. of data points in the \(i^{th}\) and \(j^{th}\) segment of the study period, respectively

3. RESULTS AND DISCUSSION

The study of scatter plots of data on area, yield, and production of pulses in Odisha for rabi season helps in the identification of regression models that could fit the data effectively. Figs. 1, 2 and 3 show the scatter plot of area, yield and production of rabi pulses respectively for the period 1970-71 to 2019-20. The regression model found to be suitable from the scatter plot are linear, compound, logarithmic, power, quadratic and cubic model. The scatter plot also gives an idea to partition the whole period of study into different segments in such a manner that there is less variation within the segment and sudden jump between the segments. This partitioning is further confirmed by chi square test of the difference in coefficient of variation between the consecutive segments.

In case of data on area under rabi pulses, from the scatter plot in Fig. 1 the knots can be placed at the year 1984-85 (first knot), 1995-96 (second knot) and 2004-05 (third knot) which correspond to the time period \(t = 15, 26\) and \(35\) respectively. In case of data on yield of rabi pulses, from the scatter plot in Fig. 2 the knots can be placed at the year 1984-85 (first knot) and 1995-96 (second knot) which correspond to the time period \(t = 15\) and \(26\) respectively. As evident from the scatter plot in Fig. 3, for data on production of rabi pulses the knots can be placed at the year 1984-85 (first knot) and 1995-96 (second knot) which correspond to the time period \(t = 15\) and \(26\) respectively. Thus, the whole period of study is divided into three segments (segment I, II, III) for production and yield of rabi pulses in Odisha and into four segments (segment I, II, III and IV) for area under rabi pulses in Odisha which are represented in Figs. 1, 2 and 3 for area, yield and production of rabi pulses in Odisha, respectively.
The partitioning of data into segments can be further ascertained by calculating $\chi^2$ values for CV of each segment and testing whether the difference in CV of consecutive segments is significant or not. Table 1 shows that partitioning of data on area, yield and production of rabi pulses based on the testing of Coefficient of Variation. The difference in CV of consecutive segments is found significant for area, yield and production of rabi pulses with p-value less than 0.05.

Fig. 1. Scatter plot of area under rabi pulses in Odisha

Fig. 2. Scatter plot of yield of rabi pulses in Odisha
Table 1. Partitioning of data on area, yield and production of rabi pulses based on the testing of C.V.

| Variable  | Segments | Standard deviation | Mean   | C.V.     | D'AD     |
|-----------|----------|--------------------|--------|----------|----------|
|           |          |                    |        |          | I - II   | II - III | III - IV |
| Area      | I        | 305.28             | 1068.7 | 28.56    | 18.603***| 8.352**  | 5.555*   |
|           | II       | 62.58              | 1417.6 | 4.41     | (<0.001) | (0.0038) | (0.018)  |
|           | III      | 123.10             | 1024.8 | 12.01    | 10.4546**| (0.002)  |          |
|           | IV       | 73.70              | 1290.9 | 5.71     |          |          |          |
| Yield     | I        | 57.07              | 487.82 | 11.70    | 9.849**  | 10.4546**|          |
|           | II       | 20.20              | 519.82 | 3.89     | (0.002)  | (0.002)  |          |
|           | III      | 52.87              | 422.53 | 12.51    |          |          |          |
| Production| I        | 169.091            | 522.82 | 32.34    | 18.811***| 14.773***|          |
|           | II       | 34.967             | 736.55 | 4.747    | (<0.001) | (<0.001) |          |
|           | III      | 122.889            | 506.432| 24.265   |          |          |          |

The figures in the parentheses represents the p-value

*** p-value ≤ 0.001  ** 0.001 < p-value ≤ 0.01  * 0.01 < p-value ≤ 0.05

3.1 Fitting of the Selected Regression Models

In case of area under rabi pulses, Table 2 shows that only linear spline model satisfies all error assumptions as all the test statistic in DW Statistic, SW Statistic and BP Statistic used for the purpose are insignificant and has moderately high and significant $R^2$ and adjusted $R^2$ with low value of MAPE than other models. Thus, linear spline model is the selected best fit model for data on area under rabi pulses in Odisha.

In case of yield of pulses in rabi season, Table 3 shows that only linear spline model satisfies all error assumptions in DW Statistic, SW Statistic and BP Statistic and has moderately high and significant $R^2$ and adjusted $R^2$ with low value of MAPE than the other models. Thus, linear spline model is the selected best fit model for data on yield of pulses in rabi in Odisha.
Table 2. Estimated parametric coefficients, model diagnostics measures and model fit statistics of spline regression models fitted to data on area under rabi pulses in Odisha

| Model          | Linear Spline | Compound Spline | Logarithmic Spline | Power Spline | Quadratic Spline | Cubic Spline |
|----------------|---------------|-----------------|--------------------|--------------|------------------|--------------|
| **Estimated Parametric Coefficients** |               |                 |                    |              |                  |              |
| $b_0$          | 681.9***      | 60.85***        | 52.85              | 67.5***      | 62.18*           | 129.2***     |
| $b_1$          | 46.92***      | 1.093***        | 32.33              | 1.3**        | 5.56             | -26.85       |
| $a_{11}$       | -37.28***     | 1.005           | 110.23***          | 1.576***     | 17.57            | 66.38***     |
| $a_{12}$       | 6.74*         | 0.952***        | -92.50***          | 0.689***     | -7.55            | -39.95       |
| $a_{13}$       | -11.912       | 0.988           | 41.21**            | 1.132*       | 27.79            | -1.09        |
| $b_2$          | -             | -               | -                  | -            | 0.25             | 3.74         |
| $a_{21}$       | -             | -               | -                  | -            | -0.53            | -12.28***    |
| $a_{22}$       | -             | -               | -                  | -            | -0.18            | -32.43       |
| $a_{23}$       | -             | -               | -                  | -            | 0.082            | -79.35       |
| $b_1$          | -             | -               | -                  | -            | -               | -0.10        |
| $a_{13}$       | -             | -               | -                  | -            | 0.49**           | -            |
| $a_{22}$       | -             | -               | -                  | -            | -1.19            | -            |
| $a_{33}$       | -             | -               | -                  | -            | -1.67            | -            |
| **Model Diagnostics Criteria** |               |                 |                    |              |                  |              |
| DW Statistic   | 1.882         | 0.876***        | 0.58***            | 0.760***     | 0.917***         | 1.618***     |
| SW Statistic   | 0.969         | 0.976           | 0.975              | 0.976        | 0.957            | 0.930**      |
| BP Statistic   | 6.38          | 9.431*          | 2.633              | 6.819        | 8.599            | 8.514        |
| **Model Fit Statistics** |       |                 |                    |              |                  |              |
| $R^2$          | 0.751***      | 0.885***        | 0.822***           | 0.85***      | 0.917***         | 0.969***     |
| Adjusted $R^2$ | 0.729***      | 0.875***        | 0.806***           | 0.836***     | 0.9***           | 0.959***     |
| MAPE           | 7.902         | 15.256          | 17.947             | 15.256       | 12.812           | 6.904        |

---

Table 3. Estimated parametric coefficients, model diagnostics measures and model fit statistics of spline regression models fitted to data on yield of rabi pulses in Odisha

| Model          | Linear Spline | Compound Spline | Logarithmic Spline | Power Spline | Quadratic Spline | Cubic Spline |
|----------------|---------------|-----------------|--------------------|--------------|------------------|--------------|
| **Estimated Parametric Coefficients** |               |                 |                    |              |                  |              |
| $b_0$          | 446.87***     | 442.94***       | 441.65***          | 438.91***    | 506.66***        | 545.41***    |
| $b_1$          | 5.74***       | 1.01***         | 31.71              | 1.07         | -11.57           | -27.98       |
| $a_{11}$       | -9.54***      | 0.97***         | -38.31**           | 0.91**       | -32.99*          | -32.69       |
| $a_{12}$       | 10.46***      | 1.02***         | 10.48              | 1.026        | -31.19           | -25.55       |
| $b_{21}$       | -             | -               | -                  | -            | 0.93*            | 2.53         |
| $a_{21}$       | -             | -               | -                  | -            | 0.56             | 1.09         |
| $a_{22}$       | -             | -               | -                  | -            | -1.31            | 2.75         |
| $b_{23}$       | -             | -               | -                  | -            | -0.04            | -            |
| $a_{33}$       | -             | -               | -                  | -            | -0.01            | -            |
| **Model Diagnostics Criteria** |               |                 |                    |              |                  |              |
| DW Statistic   | 1.788         | 1.767           | 0.977***           | 0.966***     | 2.163            | 2.411        |
| SW Statistic   | 0.891         | 0.888***        | 0.953*             | 0.888***     | 0.910**          | 0.919**      |
| BP Statistic   | 4.600         | 3.444           | 0.934              | 0.515        | 5.888            | 11.306       |
| **Model Fit Statistics** |       |                 |                    |              |                  |              |
| $R^2$          | 0.763***      | 0.628***        | 0.254**            | 0.237**      | 0.702***         | 0.735***     |
| Adjusted $R^2$ | 0.614***      | 0.604***        | 0.205**            | 0.187**      | 0.660***         | 0.676***     |
| MAPE           | 5.903         | 5.958           | 10.02              | 5.958        | 5.780            | 5.323        |

---

In case of production of rabi pulses, estimated parametric coefficients, model diagnostics measures and model fit statistics of spline regression models shown in Table 4 shows that...
in case of both the linear spline model and compound spline model satisfies all error assumptions as all the test statistic used for the purpose are insignificant. But between these two models, linear spline model has higher $R^2$ and adjusted $R^2$ and lower MAPE. Thus, linear spline model is the selected best fit model for data on production of rabi pulses in Odisha.

Table 4. Estimated parametric coefficients, model diagnostics measures and model fit statistics of spline regression models fitted to data on production of rabi pulses in Odisha

| Model           | Linear Spline | Compound Spline | Logarithmic Spline | Power Spline | Quadratic Spline | Cubic Spline |
|-----------------|---------------|----------------|--------------------|--------------|------------------|--------------|
| Estimated Parametric Coefficients |               |                |                    |              |                  |              |
| $b_0$           | 285.51***     | 316.48***      | 132.86             | 232.73***    | 276.01***        | 298.84***    |
| $b_1$           | 29.60***      | 1.05***        | 224.69***          | 1.54***      | 30.14*           | 14.32        |
| $a_{11}$        | -28.03***     | 0.94***        | -109.56***         | 0.80***      | -38.03           | -47.97       |
| $a_{12}$        | 13.82***      | 1.02***        | -2.13              | 1.01         | 3.44             | 150.47       |
| $b_2$           | -             | -              | -                  | -            | 0.08             | 2.50         |
| $a_{21}$        | -             | -              | -                  | -            | 0.29             | 7.42         |
| $a_{22}$        | -             | -              | -                  | -            | -0.39            | 19.45        |
| $b_3$           | -             | -              | -                  | -            | -0.09            | -0.22        |
| $a_{31}$        | -             | -              | -                  | -            | -                | 0.21         |
| $a_{32}$        | -             | -              | -                  | -            | -                |             |
| Model Diagnostics Criteria |               |                |                    |              |                  |              |
| DW Statistic    | 1.994         | 1.994          | 0.996***           | 1.073***     | 2.028            | 2.289        |
| SW Statistic    | 0.971         | 0.987          | 0.961              | 0.987        | 0.964            | 0.956        |
| BP Statistic    | 2.614         | 5.226          | 5.394              | 4.731        | 11.553           | 17.1*        |
| Model Fit Statistics |          |                |                    |              |                  |              |
| $R^2$           | 0.790***      | 0.764***       | 0.456***           | 0.449***     | 0.792***         | 0.81***      |
| Adjusted $R^2$  | 0.777***      | 0.749***       | 0.421**            | 0.414**      | 0.763***         | 0.768***     |
| MAPE            | 11.359        | 11.372         | 19.717             | 11.372       | 11.283           | 10.938       |

*** p-value ≤ 0.001 ** 0.001 < p-value ≤ 0.01 * 0.01 < p-value ≤ 0.05

Table 5. Average growth rates (in %) of area under rabi pulses in Odisha for different segments of growth from 1970-71 to 2019-20 obtained by using selected best fit linear spline model

|                         | Segment I | Segment II | Segment III | Segment IV | WP |
|-------------------------|-----------|------------|-------------|------------|----|
| Average Growth rate (AGR)| 4.70      | 0.67       | -2.59       | 1.43       | 1.45 |
| P value                 | <0.01     | <0.01      | 0.604       | 0.241      | 0.103|
| HS/NS                   | HS        | HS         | NS          | NS         | NS  |
| Difference in AGR between segment I and II | -4.03 (-85.74%) | - | - | - |
| P value                 | <0.01     | -          | -           | -          | -   |
| HS/NS                   | HS        | -          | -           | -          | -   |
| Difference in AGR between segment II and III | -3.26 (-486.56%) | - | - | - |
| P value                 | -         | <0.01      | -           | -          | -   |
| HS/NS                   | -         | HS         | -           | -          | -   |
| Difference in AGR between segment III and IV | -4.02 (155%) | - | - | - |
| P value                 | -         | -          | <0.01       | -          | -   |
| HS/NS                   | -         | -          | HS          | -          | -   |

HS – Highly Significant (p value ≤ 0.01); S – Significant (0.01 < p value ≤ 0.05)
NS – Not Significant (P value ≥ 0.05)
Estimating the Growth Rates Using the Best Fit Model

It can be seen from the Table 5 that average growth rates of area under rabi pulses in Odisha for different segments shows significant positive growth rate in first and second segment of the whole period. But there is insignificant growth rate in the third and fourth segment and also in the whole period. It is found that there is significant decrease of growth rate between first and second segment and second and third segment. It is found that there is significant increase in growth rate from third to fourth segment. Table 6 shows that average growth rates of yield of rabi pulses in Odisha for different segments shows significant positive growth rate in first segment of the whole period. There is also significant negative growth rate in the second segment. But there is insignificant growth rate in the third segment and also in the whole period. Significant decrease in growth rate is seen in second segment as compared to first. But from second to third segment there is significant increase in growth rate. It can be viewed from the Table 7 that average growth rates of production of rabi pulses in Odisha for different segments show significant positive growth rate in first and second segment of the whole period and also in the whole period. But there is insignificant growth rate in the third segment. There is significant decrease of growth rate from first to second segment, whereas from second to third segment there is no significant change in growth rate.

4. SUMMARY AND CONCLUSION

The respective linear spline model is found to be best fit for area, yield and production of rabi pulses. The study of growth rate in different segments gives an idea regarding the change in performance of pulse crop in Odisha during different time periods.

The growth rate in case of area under rabi pulses is positive and highly significant in the first two segments while in the last two segments it is significantly decreasing.
significantly reduced and become insignificant. Due to this the growth rate in the whole period of study becomes insignificant. The change in growth rate from segment I to II and from II to III is negative and significant. The decrease in growth rate in area under rabi pulses might be due to shifting of pulses to cereals or other non-food grain crops.

The growth rate in case of yield of rabi pulses is positive and highly significant in the first segment while in the second segment it is significantly negative. In third segment the growth rate accelerated but could not be significant. Due to this the growth rate in the whole period of study becomes insignificant. The decrease in growth rate in yield of rabi pulses might be due to inadequate adoption of improved technology and farming practices in the second segment i.e., for the period 1985-86 to 1995-96.

The growth rate in case of production of rabi pulses is positive and highly significant in the first segment while in second segment it is significantly reduced which also could not increase significantly in the third segment. But the growth rate in the whole period of study is significantly positive which is due to high growth rate during the first segment of the study period i.e., 1970-71 to 1984-85. The high growth rate during this period may be assigned to the immediate effect of green revolution.

Thus, it is seen that in rabi season, though the growth rate in area and yield of pulses are not significant, the growth rate of production is found to be significant for the whole period of study which shows that the interaction effect of area and yield on production seems to dominate.
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