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ABSTRACT

We developed a convolutional neural network (CNN) model to distinguish the double-lined spectroscopic binaries (SB2s) from others based on single exposure medium-resolution spectra ($R \sim 7,500$). The training set consists of a large set of mock spectra of single stars and binaries synthesized based on the MIST stellar evolutionary model and ATLAS9 atmospheric model. Our model reaches a novel theoretic false positive rate by adding a proper penalty on the negative sample (e.g., 0.12% and 0.16% for the blue/red arm when the penalty parameter $\Lambda = 16$). Tests show that the performance is as expected and favors FGK-type Main-sequence binaries with high mass ratio ($q \geq 0.7$) and large radial velocity separation ($\Delta v \geq 50$ km s$^{-1}$). Although the real false positive rate can not be estimated reliably, validating on eclipsing binaries identified from Kepler light curves indicates that our model predicts low binary probabilities at eclipsing phases (0, 0.5, and 1.0) as expected. The color-magnitude diagram also helps illustrate its feasibility and capability of identifying FGK MS binaries from spectra. We conclude that this model is reasonably reliable and can provide an automatic approach to identify SB2s with period $\lesssim 10$ days. This work yields a catalog of binary probabilities for over 5 million spectra of 1 million sources from the LAMOST medium-resolution survey (MRS), and a catalog of 2198 SB2 candidates whose physical properties will be analyzed in our following-up paper. Data products are made publicly available at the journal as well as our Github website.
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1. INTRODUCTION

Binary systems, as a cornerstone of modern astrophysics, are as common as single stars across the color-magnitude diagram (Heintz 1969; Abt & Levy 1976; Duquennoy & Mayor 1991; Raghavan et al. 2010; Duchêne & Kraus 2013). Despite many problems including the formation of sources of gravitational waves (Schneider et al. 2001) and black hole binaries (Liu et al. 2019) rely on the understanding of binaries, binaries themselves also present many unresolved problems, such as their formation, evolution, and interactions (Hilditch 2001; Han et al. 2020). The binary fraction of field stars and its correlation with chemical abundances are extensively studied in recent years (Gao et al. 2014, 2017; Yuan et al. 2015; Tian et al. 2018; Moe et al. 2019; Mazzola et al. 2020; Niu et al. 2021). The statistical distributions of masses orbital periods, mass ratios and eccentricities are not well known yet (Duquennoy & Mayor 1991; Halbwachs et al. 2003; Moe & Di Stefano 2017).

Binaries can be identified and characterized by astrometric, photometric, and spectroscopic observations, while different observation techniques favor different kinds of binaries (Moe & Di Stefano 2017). Beyond the solar neighborhood ($d > 5$ pc), most binaries remain unresolved with earth-based observations due to distances (Eggleton 2006). Therefore, spectroscopic observations remain a valuable method that can characterize distant binaries. Large spectroscopic surveys provide good opportunities to mine spectroscopic binaries (SBs). Conventionally, SBs can be divided into two categories, i.e., single-lined spectroscopic binaries (SB1s) and double-lined spectroscopic binaries (SB2s) depending on whether the secondary is visible in spectra. As a consequence, SB1s are usually identified based on variability of radial velocities (Matijević et al. 2010; Yang et al. 2020) while SB2s are identified with double peaks in cross-correlation function (CCF, Matijević et al. 2011; Merle et al. 2017; Li et al. 2021; Kounkel et al. 2021). Efforts are also made to utilize machine learning methods to identify SB2s (e.g., t-SNE, Traven et al. 2017, 2020) and unresolved SBs (data-driven spectral model, El-Badry et al. 2018a,b).

Most of the existing large ground-based spectroscopic surveys, such as LAMOST low-resolution survey (LRS, $R \sim 1800$, Cui et al. 2012; Deng et al. 2012), APOGEE (Majewski et al. 2017), GALAH (De Silva et al. 2015), and RAVE (Steinmetz et al. 2006) typically observe an object only a few times, allowing discovery and characterization of binaries but makes orbital solutions very difficult. Due to short time baseline and limited spectral resolution, most discovered spectroscopic binaries are close binaries ($P < a$ few years and $a < a$ few AU, e.g., Price-Whelan et al. 2020).

The LAMOST medium-resolution survey (MRS, $R \sim 7500$, Liu et al. 2020), started from Sep. 2017, is one of the pioneer time-domain spectroscopic surveys. The blue and red arms cover Mg $b$ triplet (4950–5350 Å) and Ha (6300–6800 Å), respectively. The targeting is based on Gaia (Gaia Collaboration et al. 2016), and the limiting magnitude is around $G \sim 15$ mag. The radial velocities can be determined to a precision of $\sim 0.85$ km s$^{-1}$ for high S/N spectra (Zhang et al. 2021). The LAMOST MRS DR8 already contains $\sim 5$ million single exposure spectra (S/N $> 5$) for 1 million sources which are obtained from Sep. 2017 to Jun. 2020. The survey has extensively observed the Kepler/K2 (Borucki et al. 2010; Howell et al. 2014) and TESS fields (Ricker et al. 2015). In particular, the LAMOST-MRS-Kepler/K2 project will take $\sim 80$ exposures for over 50,000 stars selected from Kepler/K2 survey in the five-year MRS period (Fu et al. 2020; Zong et al. 2020). Combined with high-precision photometry from Kepler/K2 and TESS, it forms a valuable and sizable dataset for time-domain research on this scientific goal (e.g., Pan et al. 2020, 2021; Wang et al. 2021a,b). A subproject towards 4 K2 plates, namely the LAMOST-TD survey (Wang et al. 2021c), has led to the discovery of a subgiant with an undetected 1-3 $M_\odot$ companion (Yang et al. 2021a). Minute-cadence photometry is obtained for LAMOST MRS fields as well to study short period variables (Lin et al. 2021).

Our previous paper (Zhang et al. 2021) has presented self-consistent radial velocity (RV) measurements calibrated to Gaia DR2 scale for LAMOST MRS DR7. In this paper, we build an efficient discriminative model based on convolutional neural network (CNN) to distinguish SB2s from SB1s/single stars with LAMOST MRS DR8 single exposure spectra. In Section 2, we describe the synthesis of our training set. In Section 3, we show the training process of the CNN discriminative model and its performance on the synthetic test set. In Section 4, we show the results and validate with stars in solar neighborhood ($z > 3$) and Kepler eclipsing binaries as well as the catalog of SB2 candidates. A brief discussion is presented in Section 5. We summarize this work in Section 6.

2. THE TRAINING SET

To construct a large and homogeneous training set of labeled spectra (label=0 for single stars and label=1 for binaries) across the parameter space, we use the MIST stellar evolutionary tracks (Dotter 2016; Choi et al. 2016) and a grid of synthetic stellar spectra (Allende Pri-
Table 1. A summary of the free parameters ($\theta$ and S/N).

| Quantity | Distribution | Unit            | Notes                                      |
|----------|--------------|-----------------|--------------------------------------------|
| $m_1$    | $p(m_1) \propto \begin{cases} 1 & 0.1 < m_1/M_\odot < 1 \\ m_1^{2.35} & 1 < m_1/M_\odot < 2 \end{cases}$ | $M_\odot$      | to balance spectral types                  |
| $q$      | $U(0.01, 1)$ |                 |                                            |
| [Fe/H]   | $U(-2.0, 0.5)$ | dex            |                                            |
| [$\alpha$/Fe] | $U(-0.5, 0.7)$ | dex            |                                            |
| EEP$_1$  | $U(202, 605)$ |                 | from ZAMS to RGB tip                        |
| $(v_{\text{eq}} \sin i)_{1/2}$ | $U(0, 500)$ | km s$^{-1}$     |                                            |
| $v_1$    | $\mathcal{N}(0, 5^2)$ | km s$^{-1}$ | for dithering                              |
| $\Delta v$ | $U(-500, 500)$ | km s$^{-1}$ | $\Delta \equiv v_2 - v_1$                  |
| S/N      | $U(5, 100)$  |                 |                                            |

Note—$U(a, b)$ represents a uniform distribution from $a$ to $b$, and $\mathcal{N}(\mu, \sigma^2)$ represents a normal distribution with mean $\mu$ and variance $\sigma^2$.

Table 2. A summary of the training set.

| Sample | Label $y$ | Weight | $N_{\text{train}}$ | $N_{\text{validation}}$ | $N_{\text{test}}$ |
|--------|-----------|--------|---------------------|--------------------------|-------------------|
| $\{F_b(\theta)\}$ | 1 1 | 306000 34000 40000 |
| $\{F_1(\phi_1)\}$ | 0 $\Lambda$ | 306000 34000 40000 |

Table 3. The mean TPR and FPR for models with different $\Lambda$.

| $\Lambda$ | Blue arm Mean TPR | Blue arm Mean FPR | Red arm Mean TPR | Red arm Mean FPR |
|-----------|-------------------|-------------------|------------------|------------------|
| 1         | 0.679015          | 0.183200          | 0.628980         | 0.151890         |
| 2         | 0.496245          | 0.036595          | 0.483435         | 0.041970         |
| 4         | 0.436340          | 0.011250          | 0.413220         | 0.011075         |
| 8         | 0.393160          | 0.004140          | 0.368120         | 0.004380         |
| 16        | 0.359925          | 0.001275          | 0.347165         | 0.001620         |
| 32        | 0.337955          | 0.000355          | 0.312365         | 0.000645         |
| 64        | 0.318940          | 0.000205          | 0.302915         | 0.000280         |
| 128       | 0.311070          | 0.000155          | 0.276590         | 0.000125         |
| 256       | 0.286845          | 0.000055          | 0.268060         | 0.000050         |
| 512       | 0.281780          | 0.000010          | 0.256640         | 0.000030         |
eto et al. 2018) to synthesize our training set. Assuming that the primary and secondary stars in a (primordial) binary system share the same elemental abundance and age, the vector of free parameters for a binary system is

$$\theta = \{m_1, q, \text{EEP}_1, [\text{Fe/H}], [\alpha/\text{Fe}], (v_{\text{eq}} \sin i)_1, (v_{\text{eq}} \sin i)_2, v_1, \Delta v\},$$  \hspace{1cm} (1)$$

where $m_1$ is the mass of the primary star, $q \equiv m_2/m_1$ is the mass ratio ($m_2 \leq m_1$), EEP$_1$ is the Equivalent Evolutionary Point (defined in Dotter 2016) value of the primary star covering from Zero-age main sequence (ZAMS) to Red giant branch tip (RGB tip) which is used as a proxy of age, [Fe/H] and [α/Fe] are the iron abundance and α-element abundance, $(v_{\text{eq}} \sin i)_{1/2}$ is the projected rotational velocity of corresponding component, $v_1$ is the radial velocity of the primary star, $\Delta v \equiv v_2 - v_1$ is the radial velocity separation, and S/N is the signal-to-noise ratio of the synthetic spectrum. Note that, the adopted Salpeter IMF (Salpeter 1955) is flatten to reduce the number of low-mass stars, the adoption of EEP$_1$ instead of age is to cover the $T_{\text{eff}} - \log g$ parameter space evenly, the upper boundary of $(v_{\text{eq}} \sin i)_{1/2}$ is set to 500 km s$^{-1}$ to cover the majority of the Galactic stars (Li 2020), and the upper boundary of $\Delta v$ is set to be higher than the maximum radial velocity separation for a solar twin binary with circular orbits (i.e., $m_1 = m_2 = 1\,M_\odot$, $e = 0$, and $i = 90^\circ$) and extremely short period $P = 10^{-3}$ day. We assume that the observed spectrum of a binary is dominated by the features of the primary star, so that we can measure $v_1$ (the RV of primary star) from a spectrum and shift the spectrum to its rest-of-frame$^1$, so $v_1$ is drawn with small deviation from zero considering that RV measurements have errors. The S/N of synthetic spectra are drawn from a uniform distribution ranging from 5 to 100 which are typical for the LAMOST MRS data. Table 1 summarizes how we draw these free parameters.

We use the MIST stellar evolutionary tracks to convert $\theta$ to the stellar parameters of primary and secondary stars, i.e.,

$$\phi_1(\theta) = \{T_{\text{eff},1}, \log g_1, [\text{Fe/H}], [\alpha/\text{Fe}], (v_{\text{eq}} \sin i)_1, v_1\},$$  \hspace{1cm} (2)$$

and

$$\phi_2(\theta) = \{T_{\text{eff},2}, \log g_2, [\text{Fe/H}], [\alpha/\text{Fe}], (v_{\text{eq}} \sin i)_2, v_2\}.$$  \hspace{1cm} (3)$$

Meanwhile, we also evaluate the radii ($R_{1/2}$), luminosities ($L_{1/2}$) and ages ($\tau$). Note that, during this conversion, EEP$_2$ is determined that the primary and secondary stars have the same age. Then we interpolate the synthetic spectral library which is already degraded to $R = 7500$ to generate spectra with $\phi_1$ and $\phi_2$. The binary spectrum is, therefore, a sum of the two components’ spectra,

$$[F_{\text{binary}}(\theta)]_{S/N} = [F_1(\phi_1) \times R_1^2 + F_2(\phi_2) \times R_2^2]_{S/N},$$

where $[\cdot]_{S/N}$ represents the operation of adding Gaussian noise to degrade the spectrum to a given S/N. For each binary spectrum $[F_{\text{binary}}(\theta)]_{S/N}$, we also calculate the spectrum of its primary star, i.e., $[F_1(\phi_1)]_{S/N}$, as our negative sample. All the spectra are sampled to the same wavelength grid with approximately 0.1 Å step in blue arm 5000 – 5300 Å (3347 pixels) and red arm 6350 – 6750 Å (3509 pixels), and then normalized to continuum using an iterative fitting with smoothing spline (Zhang et al. 2021).

Note that our single stars are just the primary stars of the corresponding binaries, so our training set consists of a large number of single star-binary pairs. The advantage of such a training set is that for each binary the model knows how the spectrum of its primary star looks like. By imposing proper penalties on negative samples, as long as the contribution from the secondary is not significant, the spectrum of the binary will be classified as a single star. As a result, only the binaries with prominent features from secondaries, which we call SB2s, will be picked out. Starting from 1 million initial samples, about 380 000 single star-binary pairs survived. The majority of the initial samples are dropped mainly due to that at least one of the two stars goes out of the range of the synthetic spectral library. For example, if the secondary star is a dwarf star with a very low mass, its effective temperature will be below 3500K which is the limit of our synthetic library and we can not synthesize the binary spectrum. Finally, we separate 40 000 single star-binary pairs for testing our model, and the rest 340 000 pairs are split via 9:1 for training and validating our models. Table 2 has summarized how we split the sample.

3. THE DISCRIMINATIVE MODEL

Neural networks entered stellar spectral classification and parameterization as an automated technique since several decades ago (von Hippel et al. 1994; Bailer-Jones 1997; Bailer-Jones et al. 1997). Recently, this technique and its variants, such as convolutional neural network (CNN), have become more and more popular in stellar spectroscopy for high computing performance. They have been extensively used in both forward modeling (Ting et al. 2019; Xiang et al. 2019), backward modeling (Leung & Bovy 2019; Guiglion et al. 2020; Wang...
Figure 1. The stellar parameters of 1000 randomly chosen mock binaries in our training set. The left and right panels show primary stars and secondary stars, respectively. Color codes the luminosity ratios. Superposed are a set of isochrones with solar metallicity but different ages.

Figure 2. This figure demonstrates how binary spectra are synthesized in our experiment. The upper and lower panel shows the relatively flux and normalized flux, respectively. The initial mass of the primary star is $1M_\odot$ and that of the secondary is $0.9M_\odot$ ($q = 0.9$). Both of them have solar metallicity and 5 Gyr age. A 100 km s$^{-1}$ radial velocity separation is applied. Differences could be found by comparing the spectra of the primary star and the binary, which indicates that a classification is possible to some extent.

et al. 2020), and generative modeling (Yang et al. 2021b; O’Briain et al. 2021) of stellar spectra. In this work, we use a CNN discriminative model to cope with the binary classification problem.

3.1. The model architecture

Our CNN model adopts the classic architecture of LeNet-5 (LeCun et al. 1998) but excludes the pooling layers to avoid losing spectral information. The convolutional layers and fully connected layers use leaky ReLU (Rectified Linear Unit) activation function

$$
\text{ReLU}(x) = \begin{cases} 
  x & x \geq 0 \\
  0.01x & x < 0
\end{cases}
$$

(5)

except the last layer uses a Sigmoid function

$$
\text{Sigmoid}(x) = \frac{1}{1 + e^{-x}}
$$

(6)
The average False Positive Rates and True Positive Rates against Λ. The architectures of our CNN models for blue and red arms.

3.2. The training strategy

The training process minimizes binary cross-entropy (BCE) loss function

\[
\ell_{\text{BCE}}(\hat{y}, y) = -\frac{1}{N} \sum_{i=1}^{n} (y_i \cdot \log \hat{y}_i + \Lambda \cdot (1 - y_i) \cdot \log (1 - \hat{y}_i)),
\]

where \(\Lambda\) is the weight of negative samples over positive samples and can be interpreted as penalty. Increasing \(\Lambda\) suppresses false positives. As a consequence, the probability of a spectrum being an SB2 depends on the training set and also the penalty parameter \(\Lambda\). Note that, our training sample is made up of pairs of positive and negative. For example, the spectrum of a MS binary with a low mass ratio is very similar to a single star. As this penalty \(\Lambda\) goes high, the model is likely to classify the binary spectrum as negative.

We set a grid of \(\Lambda\) values ([1, 2, 4, 8, 16, 32, 64, 128, 256, 512]), and for each value we train five models with different initialization. Each model is optimized using the Adam optimizer with starting learning rate of 0.001. The learning rate is divided by 5 once the loss on the validation set increases. We use an early stopping strategy similar to Guiglion et al. (2020) to stop the training process automatically, i.e., training stops if the loss function increases for 10 consecutive epochs. In each training process, the best model (with the lowest BCE) is saved using checkpoints. Eventually, 50 models are trained and saved for blue and red arms, respectively.

3.3. Estimator and uncertainty

We denote the \(i\)th model with penalty \(\Lambda\) by \(\mathcal{M}^{\Lambda,i}\), where \(i \in [1, 2, 3, 4, 5]\). Theoretically, with the idea of Ensemble Learning (EL), averaging the results from five models with same \(\Lambda\) gives a more accurate and robust estimation, i.e.,

\[
p^{\Lambda} = \frac{1}{5} \sum_{i=1}^{5} \mathcal{M}^{\Lambda,i}(F).
\]

In practice, we also take into account the flux error and use a Monte Carlo method to estimate \(p^{\Lambda}\) and its error.

\[\text{2 https://keras.io/}\]
The $q$th percentile\(^3\) of the Monte Carlo results can be evaluated via
\[
p_q^\Lambda = \{ M^{\Lambda,j}(F^j) \}_q,
\]
where $j$ is the serial number of Monte Carlo experiment, and the $\{ \}_q$ is the $q$th percentile operator.

### 3.4. False Positive Rate and True Positive Rate

False Positive Rate (FPR) and True Positive Rate (TPR) can reflect contamination rate and detectability to some extent, respectively. Their definitions are
\[
FPR = \frac{N(\hat{y} > 0.5 | y = 0)}{N(y = 0)}, \quad (10)
\]
and
\[
TPR = \frac{N(\hat{y} > 0.5 | y = 1)}{N(y = 1)}, \quad (11)
\]
where $y$ is the truth and $\hat{y}$ is estimated binary probability. Figure 4 shows the relation between mean FPR and mean TPR for specific $\Lambda$ evaluated on test set. Generally, our models are more efficient in blue arm than red at a given $\Lambda$ since blue arm covers rich metal lines. For both the blue and red arms, FPR and TPR decrease simultaneously with $\Lambda$. This reflects that to avoid false
positives (single stars classified to binaries), the models tend to drop more true binaries, particularly those whose secondary spectral component is not significant. This is equivalent to adjusting threshold parameters in CCF method (e.g., Merle et al. 2017). The choice of $\Lambda$ is a compromise between the FPR and TPR and is upon the specific scientific goal. For the $\Lambda = 16$ models the FPR is $\sim 0.001$ which is very low (40 false positives in the 40 000 validation sample). However, as the reviewer has kindly pointed out, the FPR is not the contamination rate of selected SB2 sample because the spectroscopic surveys are dominated by single stars and SB1s. In this context, the FPR and TPR indicate the goodness of our models on our artificially constructed validation set.

3.5. $\Lambda$ versus $\Delta v$

As an analogy to the CCF method, we also investigated the relationship between the predicted binary probability versus radial velocity separation ($\Delta v$) and
S/N at different $\Lambda$. Given S/N and $\Delta v$, we synthesize 2000 twin binary spectra ($\theta_1 = \theta_2$, hence $q = 1$) and add Gaussian noise following the way we synthesize our training set. With our trained models $M^{\Lambda,i}$, we summarize the predicted values by 16th and 84th percentiles of the Monte Carlo experiment. The test twin binaries include

1. A dwarf binary: $T_{\text{eff}} = 9000$ K, log $g = 4.5$ dex,
2. F dwarf binary: $T_{\text{eff}} = 7000$ K, log $g = 4.5$ dex,
3. G dwarf binary: $T_{\text{eff}} = 6000$ K, log $g = 4.5$ dex,
4. K dwarf binary: $T_{\text{eff}} = 4500$ K, log $g = 4.8$ dex,
5. K giant binary: $T_{\text{eff}} = 4500$ K, log $g = 1.5$ dex,
6. M dwarf binary: $T_{\text{eff}} = 3500$ K, log $g = 4.8$ dex.

The elemental abundances of the test twin binaries are assumed solar ([Fe/H] = 0 dex, [$\alpha$/Fe] = 0 dex) and the $v_{\text{eq}} \sin i$ is fixed to 5 km $s^{-1}$. In this test, the grid of S/N is (5, 10, 20, 40, 80), and the grid of $\Delta v$ is from 0 to 200 with a step of 10 km $s^{-1}$.

Figure 5 shows the results of the test. It indicates that our model is more efficient in recognizing F-, G-, K- and M-type dwarf binaries than A-type dwarf and K-type giant binaries which is due to the imbalance of the training set. At the high S/N side, both blue and red arms show a jump at around $\Delta v \sim 50$ km $s^{-1}$ because of the spectral resolution. As $\Lambda$ increases, the jump moves toward larger $\Delta v$, meaning a large $\Lambda$ suppresses the identification of true binaries.

At modest S/N (20 to 40) which are typical for MRS spectra, we can detect most F-, G-, K- and M-type high mass ratio MS binaries as long as the $v_{\text{eq}} \sin i$ is not too large and the observed $\Delta v$ (for K-type this threshold is lower). The confusion region where the binary probability increases rapidly with increasing $\Delta v$ is from 30 to 100 km $s^{-1}$. It is reasonable given that the MRS spectral resolution is $R \approx 7500$ and the resolution unit is $c/R \approx 40$ km $s^{-1}$. For A- and perhaps earlier type stars, the detection of binaries is easier when using the red arm than the blue arm in low $v \sin i$ case.

3.6. True Positive Rate as detectability

It is interesting to have a glance at the behavior of the TPR against other parameters. With the 40,000 pairs in the test sample, we plot the marginalized TPR of our model ($\Lambda = 16$, chosen based on Figure 4) in blue arm in Figure 6. In the diagonal panels, we also show the TPR at the red arm and the scaled distribution of our training set. Several parameters are correlated strongly to the TPR of our model, for example, metallicity, the effective temperature of the primary star, and mass ratio. Our model is efficient in detecting binaries whose primary star has a low effective temperature, a high metallicity, a high mass ratio ($q > 0.7$), a large radial velocity separation ($\Delta v > 50$ km $s^{-1}$, hence short period), and observed with high S/N, as expected. The performance of the model at the red arm is similar to that in the blue arm but is more efficient in earlier type binaries. The imbalance of the training set also affects the performance. For example, the inefficiency for red giant binaries is due to the lack of samples in the training set. This figure is similar to Figure 5 in Matijeviˇ c et al. (2010) but extended to many different dimensions, which helps to interpret the detectability of our model.

4. RESULTS AND VALIDATION

4.1. The spectroscopic binary probability catalog

We measured the radial velocities for all the spectra ($S/N > 5$) in LAMOST MRS DR8 v1.0\footnote{http://www.lamost.org/dr8/} following the method we proposed in Zhang et al. (2021). Then we shifted the spectra to the rest frame, interpolated to our pre-defined wavelength grid, removed cosmic rays roughly, and normalize them to continuum. Applicating our model to observed data is straightforward at this stage. To take into account the flux error, each spectrum is duplicated 20 times and added Gaussian random noise via its flux error. For each $\Lambda$, the five trained model $M^{\Lambda,i}$ predicts a binary probability for each spectrum in this Monte Carlo experiment. This results in 100 binary probability values for one observed spectrum. The 0th, 16th, 50th, 84th, and 100th percentiles are calculated to summarize the results. To reduce the size of catalog, we only release the binary probabilities with $\Lambda = 8, 16$ and 32 whose performance is reasonably good as we will see in the rest of this section. The whole catalog consisting of RV measurements and binary probabilities for 5,893,382 spectra is described in Table 4 and is available at the journal as well as our Github website.

Figure 7 shows the distribution of LAMOST MRS DR8 binary probabilities against S/N of spectra. For $S/N > 5$ we only release the binary probabilities with $\Lambda = 8, 16$ and 32 whose performance is reasonably good as we will see in the rest of this section. The whole catalog consisting of RV measurements and binary probabilities for 5,893,382 spectra is described in Table 4 and is available at the journal as well as our Github website.

4.1. The spectroscopic binary probability catalog

We measured the radial velocities for all the spectra ($S/N > 5$) in LAMOST MRS DR8 v1.0\footnote{http://www.lamost.org/dr8/} following the method we proposed in Zhang et al. (2021). Then we shifted the spectra to the rest frame, interpolated to our pre-defined wavelength grid, removed cosmic rays roughly, and normalize them to continuum. Applicating our model to observed data is straightforward at this stage. To take into account the flux error, each spectrum is duplicated 20 times and added Gaussian random noise via its flux error. For each $\Lambda$, the five trained model $M^{\Lambda,i}$ predicts a binary probability for each spectrum in this Monte Carlo experiment. This results in 100 binary probability values for one observed spectrum. The 0th, 16th, 50th, 84th, and 100th percentiles are calculated to summarize the results. To reduce the size of catalog, we only release the binary probabilities with $\Lambda = 8, 16$ and 32 whose performance is reasonably good as we will see in the rest of this section. The whole catalog consisting of RV measurements and binary probabilities for 5,893,382 spectra is described in Table 4 and is available at the journal as well as our Github website.

Figure 7 shows the distribution of LAMOST MRS DR8 binary probabilities against S/N of spectra. For visualization, we normalize counts in each S/N bin to eliminate the S/N distribution. The decision boundary is clear at high $\Lambda$ while blurry at low $\Lambda$. Combined with the results shown in Figure 4 and 5, we use the 16 to suppress false positives for reliable results. The users can choose their own values depending on specific scientific goals.
Figure 7. The distribution of $p^\Lambda_q$ for the 5 million LAMOST MRS DR8 spectra with S/N > 5, normalized for each S/N bin. Both high $\Lambda$ and high $q$ values suppress false positives.

Figure 8. Selected spectra of KEBC objects, including 1392 blue arm and 1492 red arm spectra. Color codes the periods. The thick gray lines represent the fraction of spectra with $p^{\Lambda=16}_{50} < 0.5$. 0 and 1 are the phase corresponding to major eclipses.
Figure 9. Color coded spectra against folded phase derived from Kepler light curves for KIC5444392 (upper panel) and KIC6526196 (lower panel), respectively. The spectra with $p_{\lambda=16} > 0.5$ are shown using the "jet" color map while others are shown using the "gray" color map. For briefness, only Mg$b$ and H$\alpha$ regions are shown.
The color-magnitude diagram of the LAMOST DR8 observed sources in solar neighborhood \((\varpi > 3)\). \(G_0\) is the absolute Gaia \(G\) magnitude and \((G_{BP} - G_{RP})_0\) is the intrinsic color. Gray contours show the distribution of all observations in LAMOST DR8 while colored dots have high binary probabilities. The left/middle/right panel shows the 2246/1876/1069 spectra with \(S/N > 50\) at blue/red/both arms. The superposed isochrones have ages \(\log \tau = 8.1, 8.9\) and 9.7. Approximate effective temperature is determined by interpolating the \(\log \tau = 8.1\) isochrone.

The identification of spectroscopic binaries always has a selection function depending on the adopted method, the instrumental properties, etc. The experiments shown in Section 3 helps to investigate the performance on synthetic data. However, it is difficult to calculate the ‘true accuracy’ of our model since we do not know the ground truth of observed objects. Crossmatching our predicted binary probability and any other catalogs of spectroscopic binaries can only yield a qualitative comparison. In the rest of this section, we show some qualitative results using identified eclipsing binaries and color-magnitude diagram, and present a cross-validation with APOGEE SB2 catalog.

4.2. The Kepler Eclipsing Binaries

The Kepler/K2 fields are extensively observed in MRS survey (Fu et al. 2020; Zong et al. 2020). Its targeting has taken into account the known eclipsing binaries identified from Kepler ultra-precise photometry, namely the Kepler Eclipsing Binary Catalog (hereafter KEBC, Kirk et al. 2016) which compiles 2,922 well established eclipsing binaries (EBs). Cross-matching the KEBC with our LAMOST MRS DR8 binary probability catalog yields 165 EBs with multiple observations (2813 spectra of whom at least one arm has \(S/N > 5\)), among which the most intensively observed EB has 78 spectra. Folded phases are calculated from the BJ of the observation and BJD\(_0\) from the KEBC catalog. Cutting \(S/N > 10\) and \(1 < P/\text{day} < 10\), 1392/1492 spectra at blue/red arm are left.

Figure 8 shows their relation between predicted binary probability \(p^{A=16}_{50}\) and the \(S/N\) of spectra at blue arm and red arm, respectively. The sample shows clumps at low and high binary probability \((0\) and \(1\)) and most high binary probability points occur in the non-eclipsing phase \((0.1\) to \(0.4\) and \(0.6\) to \(0.9\)). This is also reflected in the ”\(W\)” shape fraction of objects with \(p^{A=16}_{50} < 0.5\) (gray thick line). The binary probability is statistically highly correlated with phase, reflecting that our model is sensitive to the double-line features which are consistent with the results in Section 3.5.

As a demo, we present the spectra of two EBs (KIC 5444392 and KIC 6525196) ordered in folded phase and color-coded with normalized flux in Figure 9. The spectra are divided into two groups. Those with \(p^{A=16}_{50} > 0.5\) are shown with jet colormap and others with gray colormap. The symmetric ”\(W\)” shape Mg \(b\) triplet and H\(\alpha\) indicate their almost circular orbits. The gray spectra, which are classified as ‘single stars’, consistently concentrate at eclipsing stages \((\text{phase} \sim 0, 0.5, 1.0)\) despite only a few being misclassified.

4.3. Color-magnitude diagram (CMD)

The MS binary sequence gave us another perspective to check our results. With criterion on Gaia eDR3 parallax (Gaia Collaboration et al. 2016, 2021) similar to (Liu 2019), i.e.,

1. \(\varpi > 3\)
2. \(\varpi/\sigma(\varpi) > 5\)
3. \(\text{RUWE} < 1.4\)
4. \(S/N_B > 10\) or \(S/N_R > 10\)
Table 4. The 5 million binary probabilities and RVs obtained from the LAMOST MRS DR8 (v1.0).

| Index | Label (FITS) | Format | Units | Description |
|-------|--------------|--------|-------|-------------|
| 1     | obsid        | Integer| —     | LAMOST observational ID (unique for each .fits file) |
| 2     | lmjm         | Integer| min   | Local Modified Julian Minute |
| 3     | bjdmid       | Double | —     | Barycentric Julian Date of the middle of exposure |
| 4     | lmjd         | Integer| day   | Local Modified Julian Day (only used for spectral naming) |
| 5     | planid       | String | —     | Plan ID |
| 6     | spid         | Short  | —     | Spectrograph ID |
| 7     | fiberid      | Short  | —     | Fiber ID |
| 8     | ra           | Double | deg   | Right Ascension (J2000) |
| 9     | dec          | Double | deg   | Declination (J2000) |
| 10    | snr_B        | Float  | —     | S/N ratio of blue arm |
| 11    | snr_R        | Float  | —     | S/N ratio of red arm |
| 12    | rv_{obs}B    | Float  | km$^{-1}$ | RV measured from blue arm spectra |
| 13    | rv_{obs}err_B| Float  | km$^{-1}$ | RV measurement error |
| 14    | rv_{abs}B    | Float  | km$^{-1}$ | RV calibrated to Gaia eDR3 |
| 15    | rv_{abs}err_B| Float  | km$^{-1}$ | total error of absolute RV |
| 16    | rv_{teff}B   | Float  | K     | $T_{\text{eff}}$ of the best template |
| 17    | ccfmax_B     | Float  | —     | CCF max value |
| 18    | rv_{obs}R    | Float  | km$^{-1}$ | RV measured from red arm spectra |
| 19    | rv_{obs}err_R| Float  | km$^{-1}$ | RV measurement error |
| 20    | rv_{abs}R    | Float  | km$^{-1}$ | RV calibrated to Gaia eDR3 |
| 21    | rv_{abs}err_R| Float  | km$^{-1}$ | total error of absolute RV |
| 22    | rv_{teff}R   | Float  | K     | $T_{\text{eff}}$ of the best template |
| 23    | ccfmax_R     | Float  | —     | CCF max value |
| 24    | pb_{pct,B,8} | Float  | $p_{\Lambda}^q = 8$ | $p_{\Lambda}^q = 8$ with $q = 0, 16, 50, 84$ and 100 for blue arm |
| 25    | pb_{pct,B,16}| Float  | $p_{\Lambda}^q = 16$ | $p_{\Lambda}^q = 16$ with $q = 0, 16, 50, 84$ and 100 for blue arm |
| 26    | pb_{pct,B,32}| Float  | $p_{\Lambda}^q = 32$ | $p_{\Lambda}^q = 32$ with $q = 0, 16, 50, 84$ and 100 for blue arm |
| 27    | specflag_B   | bool   | —     | True for good spectra ($S/N > 5$) |
| 28    | npixbad_B    | Integer| —     | number of bad pixels |
| 29    | pb_{pct,R,8} | Float  | $p_{\Lambda}^q = 8$ | $p_{\Lambda}^q = 8$ with $q = 0, 16, 50, 84$ and 100 for red arm |
| 30    | pb_{pct,R,16}| Float  | $p_{\Lambda}^q = 16$ | $p_{\Lambda}^q = 16$ with $q = 0, 16, 50, 84$ and 100 for red arm |
| 31    | pb_{pct,R,32}| Float  | $p_{\Lambda}^q = 32$ | $p_{\Lambda}^q = 32$ with $q = 0, 16, 50, 84$ and 100 for red arm |
| 32    | specflag_R   | bool   | —     | True for good spectra ($S/N > 5$) |
| 33    | npixbad_R    | Integer| —     | number of bad pixels |
| 34    | bprp0        | Float  | mag   | Intrinsic color ($G_{BP} - G_{RP}$)$_0$ |

Note—Table 4 is published in its entirety in the machine-readable (FITS) format. A portion is shown here for guidance regarding its form and content. File is available with the journal as well as at https://github.com/hypergravity/paperdata

we arrive at 326,678/517,745 blue/red arm spectra, of which 2,246/1,876 are classified as binaries ($p_{\Lambda}^{16} > 0.5$). That our model detects more binaries in the blue arm is possibly due to more metal lines in the wavelength coverage (see Zhang et al. 2020a,b). To calculate absolute magnitude, distance modulus is determined via

$$
\mu = 5 \log_{10} \frac{1000}{\omega/\text{arcsec}} - 5, \quad (12)
$$

and extinction is corrected using 3D dust map based on Gaia, Pan-STARRS1 and 2MASS (Green et al. 2019). The choice of minimum in Monte carlo results is to take into account the flux error. In Figure 10, we show the SB2 candidates selected from blue/red arm in the left/middle panel and their common subset in the right panel. The clear MS binary sequence in this CMD indicates that our model is sensitive to F-, G-, K-type MS
binaries with high mass ratio. This figure is very similar to those of spectroscopic binaries from GALAH (Traven et al. 2020) and APOGEE (Kounkel et al. 2021) which are based on t-SNE and CCF.

4.4. Cross-validation with APOGEE SB2s

Cross-matching LAMOST MRS DR8 with APOGEE SB2s (Kounkel et al. 2021) results in 8152 spectra for 802 common SB2s, far more than with other SB2 catalogs (Pourbaix et al. 2004; Matijevič et al. 2010; Merle et al. 2017; El-Badry et al. 2018b; Traven et al. 2020). With the $p_{q=0}^{A=16} > 0.5$ criteria, our model successfully identified 759 of 7023 blue arm spectra (10.8%) and 501 of 8115 red arm spectra (6.2%). Reasons that hinder our model to discover the rest of SB2s are twofold. From the observation side,

- spectral resolution and S/N. The LAMOST MRS has $R \sim 7500$, lower than 22500 of APOGEE, thus detection of a binary requires a larger radial velocity separation (at least 50 km s$^{-1}$). As a consequence, the SB2s with period $> 10$ days which are ubiquitous (Raghavan et al. 2010) are mostly missing. And the typical S/N of LAMOST MRS spectra is 30, lower than the APOGEE survey, leading to a lower identification rate.

- wavelength. The detection limit of mass ratio $q$ for our model is around 0.7 which is higher than 0.4 reported by (El-Badry et al. 2018b) for APOGEE. Typically, IR spectra have the advantage to discover an FGK-type MS SB2 since the luminosities of the two components are closer than in optical. Therefore, the IR SB2s are not necessarily SB2s in optical.

- observing phase. As shown in the KEBC experiment, an SB2, even with a high mass ratio, would not be identified if the spectra were obtained during or close to eclipses (see Section 4.2).

- spectral quality. The LAMOST pipeline has no routines on cosmic removal and quality check. Therefore, the released spectra often suffer from weird pixels. Although we have used a simple routine to remove the pixels with extreme values, we note that these pixels may affect our model prediction.

From the model side, the inefficiency in detecting some types of binaries, e.g., red giant binaries and early-type MS binaries, also leads to the low identification rate of APOGEE SB2s in our data to some extent.

In Figure 11, we show the binary probability distribution of the subset of APOGEE SB2s with periods determined with the Joker (Price-Whelan et al. 2017). The sample is split via their period $> 10$ days or not. The short period sample with $P > 10$ days shows a 13-22% identification rate, while the long period samples remain almost all unidentified in LAMOST MRS. This indicates that the SB2s identified in the LAMOST MRS data are mostly with periods of $\lesssim 10$ days (with our model) and SB2s with periods $> 10$ days are difficult to be identified.

4.5. SB2 candidates

At this stage, selecting a sample of spectroscopic binaries is straightforward. Simply cutting $p_{q=0}^{A=16} > 0.5$ and $npixbad < 100$ for both arms results in 8367 spectra for 2314 SB2 candidates. However, we find that the identified SB2s are contaminated by AGB stars as we randomly pick out 10 stars from different regions in CMD and plot their CCFs in Figure 12. This is reasonable if we recall that our training set has not included such cool giant stars. At the high mass end, our sample is also possibly contaminated by fast rotators but not many. For FGK MS and giant binaries, most CCFs show double peaks as expected. Therefore, we additionally cut the $(B_P - R_P)_0 < 2.5$ to eliminate those cool objects (364 spectra for 116 objects) which accounts for about 5% of the whole sample. The final sample consists of 8003 spectra for 2198 SB2 candidate. The median of the numbers of observations is 6, while the median of the numbers of observations with high SB2 probabilities is 3. 1189 sources have at least 6 observations, which forms the basis of our following studies, for example, the determination of their atmospheric parameters and orbital parameters. Figure 13 shows the numbers of observations for these sources. The overall fraction of SB2 ($P_{SB2}$) for LAMOST MRS found in this work is less than 1%, lower than other high-resolution surveys such as APOGEE (3% for dwarfs, Kounkel et al. 2021).

5. DISCUSSION

The results of the above tests on synthetic data and observed data have proved the capability and feasibility of our model. However, there are a few potential problems with it.

1. The model is automatic and efficient in detecting the FGK-type MS binaries rather than others (e.g., red giant binaries as we see from Figure 5) due to the imbalance of our training set. Therefore, the objects with high predicted binary probability are biased in spectral types and etc. Other types of binaries, such as white dwarf–Main se-
**Figure 11.** The distribution of binary probabilities of the SB2s in APOGEE DR16&17 (Kounkel et al. 2021) observed by LAMOST MRS. The left/right panels show blue/red arms. Upper panels are for the very short period SB2s ($P < 10$ days) while lower panels for SB2s with $P > 10$ days.

**Figure 12.** The CMD of the SB2 candidates selected via high binary probability ($p_{\Lambda=16} > 0.5$) in both arms. The black dots represent the 116 eliminated objects and cyan dots are the final SB2 candidates. Insets show the CCFs of randomly picked 10 stars from different regions in CMD. Blue and red CCFs are for blue and red arms of the selected stars, respectively, in the $-600$ to $600$ km s$^{-1}$ interval. Note that the CCFs are corrected with their RVs (see Table 4) to center the primary peaks. The contour shows the distribution of all LAMOST MRS DR8 observations.
We note that the choice of $\Lambda$ and $q$ determines the selection function of the model and results in different FPR and TPR. The models with low $\Lambda$ values may report false positives but also find more true positives, whereas models with high $\Lambda$ deliver us a reliable SB2 sample with low TPR. Therefore, it balances the tradeoff between TPR and FPR and relies on specific science goals. For example, our low $\Lambda$ model has been used in the LAMOST-TD survey (Wang et al. 2021c) to prompt possible SB2 candidates. It serves as an aid parallel to manual inspection and works well.

Last but not least, the FPR and TPR are calculated based on our mock data set which in many dimensions has a distribution covering a very wide range while in some dimensions narrow. For example, the upper bound of the $v \sin i$ is set to 500 km s$^{-1}$ which is rarely seen among FGK-type stars, while long-period binaries rarely occur in our sample due to the uniform distribution of $\Delta v$. Therefore, our estimated FPR (e.g., 0.001 for $\Lambda = 16$) and TPR (e.g., 30% for $\Lambda = 16$) should be referred to with caution when applying our model to real data whose distribution is different.

### 6. CONCLUSIONS AND PROSPECTS

We developed a model based on Convolutional neural network (CNN) to automatically distinguish double-lined spectroscopic binaries (SB2s) from single stars/single-lined spectroscopic binaries (SB1s) using single exposure spectra in a probabilistic approach. This model is trained on a large set of synthetic spectra with $R = 7500$ based on the ATLAS9 model and MIST stellar evolutionary model. It reaches a reasonable high accuracy given a proper penalty on the negative sample. It can efficiently detect F-, G-, K-type MS binaries from LAMOST MRS spectra with large radial velocity separation (hence short period, $\lesssim 10$ days) and high mass ratio ($q > 0.7$). The selection function is inherited from the imbalance of the training sample. This model has been tested on a synthetic dataset and shows novel performance with $\Lambda = 16$. The selection function is estimated as well. We have validated the model using Kepler eclipsing binaries and it shows an interesting binary probability-phase relation. The high binary probabilities consistently occur at non-eclipsing phases in our statistics. We also validate the high binary probability objects with Gaia CMD of nearby stars and show a clear MS binary sequence, meaning that our model is efficient in detecting binaries with high mass ratio. Cross-matching with APOGEE SB2s reveals the fact that for LAMOST MRS the majority of SB2s detected have a very short period ($\lesssim 10$ days). Although quantitative assessment of accuracy is not flexible like
for other machine learning classification methods, the inspection on the CCFs of randomly picked SB2 candidates show that the major contamination (∼5%) comes from AGB stars whose features are very wide. Since our training set does not include any such cool giants, this contamination is acceptable. And we claim that our model is reasonably reliable.

This model leads to an immediate application on the LAMOST MRS survey, which contains over 5 million single exposure medium-resolution spectra with S/N > 5. We build a catalog of 2198 SB2 candidates which has at least one spectra with high binary probability in both blue and red arms. With multi-epoch spectra from the LAMOST MRS survey, we will analyze their atmospheric parameters and orbital properties in our next paper.
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