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A novel deep learning model to detect COVID-19 based on wavelet features extracted from Mel-scale spectrogram of patients’ cough and breathing sounds
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\textbf{A B S T R A C T}

The goal of this paper is to classify the various cough and breath sounds of COVID-19 artefacts in the signals from dynamic real-life environments. The main reason for choosing cough and breath sounds than other common symptoms to detect COVID-19 patients from the comfort of their homes, so that they do not overload the Medicare system and therefore do not unwittingly spread the disease by regularly monitoring themselves. The presented model includes two main phases. The first phase is the sound-to-image transformation, which is improved by the Mel-scale spectrogram approach. The second phase consists of extraction of features and classification using nine deep transfer models (ResNet18/34/50/100/101, GoogLeNet, SqueezeNet, MobileNetv2, and NasNetmobile). The dataset contains information data from almost 1600 people (1185 Male and 415 Female) from all over the world. Our classification model is the most accurate, its accuracy is 99.2% according to the SGDM optimizer. The accuracy is good enough that a large set of labelled cough and breath data may be used to check the possibility for generalization. The results demonstrate that ResNet18 is the best stable model for classifying cough and breath tones from a restricted dataset, with a sensitivity of 98.3% and a specificity of 97.8%. Finally, the presented model is shown to be more trustworthy and accurate than any other present model. Cough and breath study accuracy is promising enough to put extrapolation and generalization to the test.

1. Introduction

Wavelet coherence (WC) is still a time-frequency approach for estimating the phase lag between two different time series in terms of wavelet transform (WT) \cite{1,2}. Although electroencephalogram (EEG) series are non stationary, nonlinear approaches based on Wavelet Transform (WT) are suitable. To generate high-resolution phase coherence in both time and frequency, wavelet correlation (WC) was used to five frequency band activities (fba) of single-trial non-averaged EEG series transmitted by effective images \cite{3}. Through a 16-channel EEG cap, experimental data were gathered from both healthy individuals and patients diagnosed with first-episode psychosis. To separate normal from patients, WC estimates were generated for eight electrode pairs in line with each given fba and emotional state and classified using Least Squares Support Vector Machines with tenfold cross-validation \cite{4}. The results indicate that Gamma has the best classification accuracy \cite{5}. For the first time, quantifiable relationships between Cognitive Emotion Regulation techniques (CERs) and EEG synchronisation levels have been explored. To that end, spectral coherence (COH), phase locking value, as well as mutual information were applied to brief segments of 62-channel resting state eyes-opened EEG data gathered from healthy people with varying emotion regulation strategies. Instant classification using full-band COH calculations yielded high classification accuracies (CA) of 99.44% and 98.33% \cite{6}.

The researchers use of deep learning models can be clarified in both neuroscience and medicine. The results indicating a strong relationship between emotional arousal and neuro-functional brain connectivity measurements. Support Vector Machines (SVMs) driven by Graph Theoretical segregation measurements of the brain network are used to classify different distinct emotional states for this goal. The findings show that distinct emotional states are defined by balanced network measures, yet when both segregation and integration measures differ based on the arousal ratings of audio-visual stimuli owing to neurotransmitter release throughout video viewing \cite{7}.
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The suggested Deep Learning (DL) technique was incorporated as the major core of a DSS enabled by Internet of Things (IoT) design that may assist the human operator by lowering the time required for qualitative analysis carried out manually in this specific area by approximately to 90%. The research offers a DL ordinal technique for the categorization of aesthetic quality control (AQC). Unlike previous deep ordinal approaches, the conventional categorical cross-entropy is used in conjunction with the cumulative link model and the ordinal restriction enforced by the thresholds and slope parameters. Experiment results for completing an AQC task on a novel picture dataset derived from a certain company’s requirement were obtained [8].

COVID-19 is a novel infection of SARS (SARS-Cov-2), first appeared in November 2019 and has since grown over the world, causing a global pandemic issue [9]. According the World Health Organization’s (WHO) April 2021 report [10] there are already roughly 150 million confirmed illnesses and more than 3 million people die. Furthermore, with over 32.5 million cases as well as 500,000 deaths, the United States (USA) has recorded the greatest number of total diseases and deaths. These high numbers have put a strain on several healthcare services, especially given the virus’s potential to create more genetic variations and spread more quickly among persons.

Currently, numerous studies have used new developing artificial intelligence (AI) methods to identify and classify COVID-19 in CT and X-ray images [11]. Some research (using CT scans as input data) applied machine and deep learning algorithms with a discriminate accuracy of more than 95% between infected and uninfected participants [12-17]. The key contribution of these studies is the ability of classification model such like support vector machines (SVM) as well as convolutional neural networks (CNN) to detect COVID-19 in CT images with minimal pre-processing steps. Furthermore, to identify COVID-19 in CT images, some research have used deep learning with additional feature fusion approaches [18-21].

Motivated by the foregoing, this paper presents a comprehensive deep learning approach for COVID-19 detection via cough and breathing sounds (Fig. 2). The proposed approach may be implemented as a rapid, low-cost, and commonly accessible COVID-19 pre-screening tool, especially in areas where the pandemic has expanded widely.

The reverse-transcription polymerase chain reaction (RT-PCR) test is the current standard for diagnosing COVID-19. There are some expensive accurate rapid tests that are used more and more now instead of expensive PCR test. The AI methods or machine and deep learning algorithms are only aiding approaches, which need their infrastructures and professionals and never can be replaced instead of clinically accepted methods such as radiology examinations, biopsy, etc. As an outcome, the development of a deep learning model eliminates the bulk of these limits, leading to greater revival in numerous nations’ healthcare and financial sectors.

Machine learning, as well as deep learning, are used in all of the sounds classifying approaches. Support vector machines [22], as well as decision trees [23], are examples of machine learning classifiers, whereas Convolutional Neural Network (CNN) models are examples of deep learning classifiers (AlexNet [24], VGGNet [25], GoogLeNet [26], ResNet [27]). The CNN image classification models family designed for speed and efficiency. The following are the research’s key contributions:

- A new deep learning approach for detecting COVID-19 from a selection of tones.
- Using a Mel-scale spectrogram approach to transform sound into image, the suggested model improves sound detection efficiency.
- To achieve maximum efficiency, nine deep learning training models are used.

This part integrates available information on the application of deep learning and machine learning in sound detection. The sound classification stages may be divided into three distinct stages: pre-processing, extraction, as well as classification. The majority of sound detection researches [28-30] concentrate on sound construction and recognition using traditional machine learning methods. The current study concentrates on the classification and recognition of cough and breath tones generated by those infected with the COVID-19 virus.

In the study of Schuller et al. [31] the deep learning algorithm based on Convolutional Neural Network (CNN) used to detect raw cough and breath of COVID-19 patients. They modified the CNN approach, which uses breath and cough sounds to detect if a patient is diagnosed with COVID-19 or healthy. The suggested method is better than the standard baseline. Although the CNN model reached an accuracy of 80.7%, a deep learning model can produce the greatest performance with the present data provided.

In the study of Bansal et al. [32], a CNN suggested model for COVID-19 sound classification rely on Mel-frequency cepstral coefficients (MFCC). Two learning-dependent techniques based on the Visual Geometry Group (VGG16) architecture were used. The presented model achieved 70.58% test accuracy and 81% sensitivity using a high-quality outcomes method.

In study of Iman et al. [33] the suggested model used to differentiate COVID-19 sounds from other non-COVID-19 tones. For training and testing, they utilized 1838 cough and 3597 non-cough tones divided into 50 classes. According to the study, the total accuracy of the deep learning-based multi-class classification achieved 92.6%.

In the study of Liu et al. [34] used a transfer machine learning approach to detect cough sound. The pre-training and fine-tuning are two main stages of Neural network (NN) models, and also the decoded data are gathered by a Hidden Markov Model (HMM). Three cough HMMs as well as only one non-cough HMM are introduced to the suggested model in this study. The experiments were carried out on a dataset collected from 22 persons suffering from a variety of respiratory illnesses. Their suggested method demonstrates that the suitable deep model can achieve a high precision of 90%.

In the study of Hee et al. [35] suggested a machine learning classification for asthmatic as well as healthy kids. The dataset contained 1192 cough cases from asthmatic kids as well as 1240 cough cases from healthy kids. The audio was used to generate features like MFCC. A Gaussian Mixture Model-Universal Context Model was used to construct the learned machine learning method. According to the findings, the total sensitivity and specificity of the classifier using machine learning were 82.81% and 84.76%, respectively.

In the study of Amrulloh et al. [36] they suggested a classification approach for pneumonia as well as asthma. The suggested method achieved 89% sensitivity and 100% precision. The findings demonstrate how their approach could be used to discriminate between pneumonia and asthma in open areas.

In the study of Loay et al. [37] the authors presented a classification model to detect COVID-19. The dataset presented includes 1457 wave cough sounds (755 of COVID-19 and 702 of healthy). The scalogram technique was used to transform sound to image. According to the findings, the total sensitivity and specificity of the suggested model were 94.44% and 95.37%, respectively.

In the study of Rahman et al. [38] the authors presented a novel machine learning method to detect COVID-19. Cambridge and Qatari are two breath and cough datasets used to examine this method. Cambridge dataset consists of 582 healthy and 141 COVID-19 patients. Qatari dataset consists of 245 healthy and 96 COVID-19 patients. According the results, the total accuracy, sensitivity and specificity of the presented approach were 96.5%, 96.42% and 95.47%, respectively.

In the study of Liu et al. [39] the purpose of this study is to explore at the virus’s involvement in the respiratory system by examining the sounds of breathing and coughing. To identify COVID-19, this study introduced a unique multi-type feature fusion technique in a CNN-based architecture. The dataset presented consists of 282 (62 of COVID-19 and 220 of healthy). The scalogram technique was used to transform sound to image. According the results, the total accuracy of the presented technique were 85.4%.
In the study of Mehrotra et al. [40], this study used the DenseNet201 architecture to develop a three-dimensional deep convolutional neural network (D-CNN) relying on the transfer learning technique for the diagnosis of chronic pulmonary diseases. This study used two classification models. Model one attempts to determine if a given chest X-ray (CXR) image is normal or diseased. Model two explores the exact type of Chronic Pulmonary Disorder (CPD) with which the CXR image is infected if model one determines that it is. The dataset presented includes 1949 CXR images. According the results, the total accuracy of model one and model two are same 96.8%.

The aim of this paper is to classify the various cough and breath sounds of COVID-19 artefacts in the signals from dynamic real-life environments. Also, this paper helps to detect COVID-19 patients from the comfort of their homes, so that they do not overload the Medicare system and therefore do not unwittingly spread the disease by regularly monitoring themselves. The majority of the research studies mentioned above applied mathematical analysis as well as machine learning to properly diagnose COVID-19 infections. Fewer research were identified to use transfer learning and CNN of cough and breath tone datasets for the variables of COVID patients and normal patients. As a result, more research on deep learning with simplified efficiency measurements were required. According to the literature review introduced here, cough and breath sounds should be used to diagnose COVID-19. The new paradigms are more effective and faster in fighting the COVID-19 pandemic. The novelty of this paper includes the use of a Mel-scale spectrogram to show signal characteristics as well as its ability to discriminate biometrically.

The current research organized as follows: Section 2 of this research presents the materials and methods. Section 3 describes the results of this paper. Section 4 provides the discussion of the suggested COVID-19 coughing and breathing sound model. Section 5 shows the conclusions of this paper.

2. Materials and methods

2.1. Dataset characteristics

The dataset utilized in this paper was collected from Coswara [41], this dataset aims to provide an open-access database for respiratory sounds of healthy and ill people, includes those infected with COVID-19. Since then, it has collected data from over 1600 people from all around the world (Male: 1185, Female: 415; mostly Indian population). Breath, cough, and speech sounds were collected by crowdsourcing via an interactive internet application designed for smartphone devices. All sounds were captured using a smartphone microphone as well as sampled with 48 kHz frequency range. All audio samples (in WAV format) were individually selected to use an online interface that allows many authors to examine each audio file as well as enhance the performance and accuracy of labeling. The database currently contains 120 COVID-19 cases, which is practically a one-to-ten ratio when compared to healthy (control) people. To establish a balanced dataset, all COVID-19 participants’ data were evaluated, as well as the same number of tests were allocated randomly from the control participants’ data. In addition, just two main types of breathing sounds, shallow as well as deep, were recorded from each patient and used for further study.

The suggested model was created to give breath and cough classification to present in a public dataset. The diagnostic engine uses this breathing and cough classifiers to detect whether one sound is associated with COVID-19. To evaluate the classifier, we used data from the Coswara dataset as well as the dataset contains COVID-19 and healthy sounds.

2.2. The proposed model

Early detection of Covid-19 in both symptomatic and asymptomatic patients demonstrated its potential to identify Covid-19 cases at an early stage. It will give enough time to implement Covid-19 therapies and to decrease death rates through early care. Early detection of Covid-19 can assist to limit propagation rates of \( SARS - Cov \leq 2 \) hence reducing infection propagate in contacts. Furthermore, early diagnosis of Covid-19 improves the capacity of healthcare workers in third world countries lacking sufficient resources to detect Covid-19.

The origin of cough tones remains unknown since laryngeal structures as well as nasal and thoracic cavity resonance are all engaged in cough and their functions in cough are unclear. The normal cough sound is commonly separated into three parts (shown in Fig. 1) [42].

- (1) An explosive expiration caused by the glottis quickly opening,
- (2) An intermediate phase with cough sound attenuation,
- (3) A voiced phase caused by the vocal cord shutting. In fact, coughing patterns vary; for instance, certain cough tones only have two main phases (the intermediate phase and the voiced phase), and the explosive phase is generally longer due to specific diseases.

Cough frequency assessment is regarded as the gold standard for objectively assessing cough. Besides, the intensity of coughing, coughing pattern, and acoustic features of cough tones can be utilized as clinical endpoints. Coughing may be measured in four distinct ways:

- (1) Explosive cough sounds: the amount of distinct explosive cough impulses,
- (2) Cough seconds: the length of second and hours with at least one explosive phase,
- (3) Cough breaths: breathing rates that include at least one coughing phase,
- (4) Cough epochs: the quantity of cough sounds separated by no more than 2 s.

The proposed approach consists of two main components. The first stage converts the cough or breath sound-to-image, which is enhanced using a Mel-scale spectrogram approach. The next stage is to extract and classify features using nine deep transfer models (GoogLeNet, ResNet18/34/50/101, SqueezeNet, MobileNetv2, and NasNetMobile). Cough and breath patterns and the clarity of a patient’s cough sound might provide important information about their health. So, in this paper a Chebyshev I filter is used to reduce low and high-frequency noise.

Fig. 3 shows the suggested Deep Learning cough-breathing classification model’s architecture diagram. Pre-processing, feature extraction, and classification are all required by the proposed Deep Learning cough classification model. The proposed model includes 2 main steps. Step 1 is the feature extraction, which converts sound to image using a Mel-spectrogram, as well as the second step is the extraction of features and classifying model. The following Deep Learning models (GoogLeNet, ResNet18, ResNet34, ResNet50, ResNet100, ResNet101, MobileNetv2, NasNetMobile, and SqueezeNet) are used in the extraction of features and classification. The much more widely applied Deep Learning transfer learning models are GoogleLeNet, ResNet, MobileNetVt, NasNetMobile, and SqueezeNet. Deep Learning models were used in the feature extraction and classification steps of the proposed model’s learning, validating, and assessment.

Breathing and coughing sounds were obtained from an open-access database for respiratory tones (Coswara). The dataset included data from almost 1600 persons (1185 Male and 415 Female) from all across the world. The study included 240 individuals, 120 of which were infected with COVID-19 and the surviving 120 were healthy. Then, a deep learning framework was used based on features obtained from nine deep transfer models and deep-activated features obtained from a convolutional and recurrent neural network combination. The efficiency of using artificial intelligence (AI) as a suitable pre-screening method for COVID-19 was then assessed and further explained.
2.2.1. Mel-Scale spectrogram

Human ears, on the other hand, do not perceive variances in all frequency ranges in the same way. It becomes more difficult for humans to differentiate between distinct frequencies as the frequencies increase. We use the Mel scale to measure frequencies in order to successfully replicate human ear behavior using deep learning models. For human hearing, every equal distance between frequencies on the Mel-scale sounds similarly different. The Mel-scale uses the following equation to convert frequency from Hertz (f) to Mel (m):

\[ m = 2595 \times \log \left(1 + \frac{f}{700}\right) \]  

A spectrogram with frequencies calculated in Mel is known as a Mel-scale spectrogram. A Mel-scale spectrogram is a value of the short-time Fourier transform (STFT) \cite{42}. This paper uses the Mel-scale spectrogram technique in two measurements. The one dimension (1-D) signals are first preprocessed for denoising. Second, 2-D Mel-scale spectrogram applying CWT are implemented with the preprocessed signals. The CWT is applied to convert the signal from the time domain to the frequency domain. Convolution using a Chebyshev I filter removes low and high frequency noise. The CWT employs internal results to assess the similarity between a wave and an evaluation function like the Fourier transform (FT). The (CWT) is a time-frequency analysis approach that varies from the more standard (STFT) in that it allows indefinitely high-frequency signal feature localization in time. The CWT will do this by employing a flexible window width proportionate to the observer scale—flexibility that allows for the isolation of high-frequency characteristics. The CWT differs from the STFT in it is not restricted to the use of sinusoidal analyzing functions. The CWT of function \( x(t) \) is measured using equation (2). Where, \( \beta(t) \) is father signal, mostly in the time and frequency domains, \( \beta(t) \) is a continuous function. \( x \) is the scale parameter’s continuously varying values, and \( y \) is the position parameter’s continuously varying values.

\[ \text{CWT}(x, y) = \left(\sqrt{x}\right)^{-1} \int_{-\infty}^{\infty} f(t)\beta(t - y / x)dt \]  

The coefficients of CWT coefficients generate a matrix packed with wavelets that are positioned and scaled. The objective of the father signal is to give the production core feature of the child signals. Fig. 4 illustrates cough and breath sound waveforms, as well as a Mel-Scale spectrograms for COVID-19 and Non-COVID-19 patients.

2.2.2. Data augmentation

Because of the limited sample available, it is necessary for deep learning apps to integrate augmented data. Rather than training the model only on the current dataset, data augmentation enables the creation of fresh modified duplicates of the given samples. These new copies contain comparable properties to the original data, but they have been carefully modified as though they came from a different source (subject). This procedure is required in order to present the deep learning model to additional variances in the training data. It was vital to avoid the model from over-fitting, which occurs when the model learns just the input data with extremely limited generalisation capabilities for unseen data.

2.2.3. Deep learning framework

Many effective pre-train CNNs can pass learning. They do, however,
need dataset training and analysis at the input layer. The networks are
constructed using a variety of strategies and combinations.

Deep Learning models for mobile devices include MobileNetV2 and
NasNetMobile. MobileNetv2 has a total of 155 layers and 164
connections in its architecture [43,44]. MobileNetv2 is built on a mo-
bile architecture that uses depth-wise separable convolutions to
generate lightweight deep neural networks. NasNetMobile’s mobile
edition has Twelve partitions. NasNet is a modular CNN made up of

Fig. 3. The suggested cough and breathing Deep Learning classification model.

Fig. 4. Displays cough and breath sound waveforms, as well as a Mel-Scale spectrograms for COVID-19 and Non-COVID-19 patients.
basic construction components, which have been refined through recurrent neural networks [34]. A cell consists of simply a few operations, which are repeatedly copied owing to the network’s needed scale. The layer Global Average Pooling [45] was employed, which considerably reduces the failure of forward error prediction.

SqueezeNet is a smaller network that was created to be a more compact alternative to AlexNet [46]. It has over 50 times fewer parameters than AlexNet yet executes three times faster.

The following are the main concepts of SqueezeNet:

- Approach one is to use $1 \times 1$ filters instead of $3 \times 3$ filters.
- Approach second: decrease the input channels to $3 \times 3$ filters.
- Approach three: reduce the network late in the process such that the convolution layers have huge activation maps.

The SqueezeNet architecture has 15 layers with 5 different layers as 2 convolution layers.

One of the most well-known deep learning models is the Residual Network (ResNet). The introduction of these Residual blocks alleviated the challenge of training very deep networks, and the ResNet model is built up of these blocks. ResNet offers a variety of models, including 18/34/50/101/152. ResNet18 has 72-layer architecture with $3 \times 3$ filter layers and eighteen deep layers. This network’s architecture was designed to allow a high number of convolutional layers to function effectively. Therefore, adding several deep layers to a network frequently degrades the output. The ResNet-34 architecture included inserting shortcut connections onto a plain network to transform it into its residual network counterpart. The plain network was influenced by VGG neural networks (VGG-16, VGG-19) in this case, with a $3 \times 3$ filter in the convolutional networks. The ResNet-34 architecture has 34 convolution layers. Despite the fact that the Resnet50 design is based on the above model, it does vary in one important manner. Large Residual Networks, such as ResNet101, which has 101 layers, and ResNet152, which has 152 layers, are built using additional 3-layer blocks. The 152-layer ResNet has substantially reduced complexity even when the network depth is increased.

To substantially minimize the number of parameters, GoogLeNet is built on multiple very small convolutions. The design of GoogLeNet has 22 layers, however, parameters has dropped from 60 million (AlexNet) to 4 million. There are nine inception modules in GoogLeNet in order to examine clustering and network inside a network.

The module range is computed during the inception modules, and the completely linked layers are removed. Pooling in the inception modules, reduces the amount of parameters. In addition, a shadow network, as well as an auxiliary classifier, have been implemented to improve the results [47].

A Mel-scale spectrogram applied to convert a time-domain signal into a frequency-domain signal, which is then analyzed on multi-resolution. Considering this, the signal processing system keeps its morphological difficulty. This suggests that machine learning based on fundamental classifiers may be ineffective in identifying complicated signals. We presented an image to CNN’s Deep Learning, which proved to be the most efficient for visual morphology detection. The output of Deep Learning models has not been equated. As an outcome, the current research aimed to develop the most representative deep learning models (GoogLeNet, ResNet18/34/50/100/101, MobileNetv2, SqueezeNet, and NasNetMobile) for image classification. The suggested classification model was evaluated using an image as an original signal, since it is typical for Deep Learning models, as mentioned in the Experimental results section.

2.2.4. Network training

The network’s construction begins with 1D convolutional layers. Convolutions in DL relate to a large number of dot products used to 1D data on pre-defined segments. The network collects deep features (activation) from the input data using sequential convolutions to produce an overall feature map. In this paper, there are 3 convolutional layers were utilized to build the initial stage of the deep neural network. every convolutional layer was pursued by a max-pooling layer, to decrease the model’s dimensions and complexity.

We used the dropout strategy [48] to avoid over-fitting concerns with the Deep Learning net. The teaching criteria were the loss function $L(x, t)$, which itself is defined as the summation of binary plus box loss functions, as shown in eq. (3). Also, Eqs. (5) and (6) are used to determine the regression loss $L_{reg}$:

$$\Delta(x, t) = L_{reg}(x, t) = \frac{|\delta h > 0| L_{reg}(z, z')}{\sum_{i \in [0, 1]} V_{i}(0)}$$

where, $([z_a, z_b, z_c, z_d])$ indicates the bounding boxes of $z$ and $z'$, as well as $b$ signify the box’s width and height respectively, and $x$ denotes the predicted score class $c$. Non-background boxes at zero are defined by $\delta h > 0$. The bounding box, as well as the classification loss $L_{cls}$, are involved in the regression loss, as seen in eq. (4).

$$L_{cls} = -\log(L_{cls})$$

where,

$$V_{i}(p) = \begin{cases} 0.5p, & \text{if } |p| < \text{zero} \\ |p| - 0.5, & \text{otherwise} \end{cases}$$

2.2.5. Performance evaluation

Testing might yield a positive result, demonstrating the stability of the DL models. The confusion matrix is a method for calculating the statistical performance of research. Accuracy, sensitivity, specificity, precision, F1 score, as well as the Matthews Correlation Coefficient (MCC), are 6 statistical evaluation. Fig. 5 and Fig. 6 illustrate the confusion matrices for the 2 categories (COVID-19 as well as Healthy). To get as close to the truth as possible, Eq. (7) was applied.

$$\text{accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)}$$

where, TP, FN, TN, and FP are number of correctly labelled, mis-labeled, clearly labelled instances of the remaining classes and incorrectly labelled instances of the remaining classes respectively.

The quantitative accuracy of the DL models’ predictions was assessed. Sensitivity and precision are two extensively used classification efficiency measures. Eq. (8) and Eq. (9) are used to measure Sensitivity and precision respectively. The Sensitivity, Specificity, Precision, F1 Score, and MCC of the 9 Deep Learning models, are shown in Fig. 7. Eqs. (10)-(12) are used to calculate the Precision, F1 score, and MCC respectively.

$$\text{Sensitivity} = \frac{TP}{(TP + FN)}$$

$$\text{Specificity} = \frac{TN}{(TN + FP)}$$

$$\text{Precision} = \frac{TP}{(TP + FP)}$$

$$\text{F1 score} = 2(\text{Precision} \times \text{Sensitivity} / (\text{Precision} + \text{Sensitivity}))$$

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP) \times (TP + FN) \times (TN + FP) \times (TN + FN)}}$$
3. Results

The provided DL model is performed in transfer mode using the suggested basic training setup (batch norm epsilon, weight decay are equal $e^{-3}$, and batch norm decay, and dropout are equal $1/2$). The batch size is equal to 8, as well as the learning rate is equal to 0.02, which was lowered till it reached $e^{-5}$ automatically. The Deep Learning models are tested for 20 h on a DELL PC with a 2.4 GHz Intel Core (TM) i7, MATLAB R2016 64-bit, and 16 GB RAM running Windows 10 as well as tensor-flow’s Deep Neural Network library (CuDNN).

The dataset separated to three parts: 80% training images, 10% validation images, and 10% test images. In our study, we employed both labelled and assessment data. Validation accuracy is a classifying score, which is applied to evaluate the learning method as it progresses. The split ratio is determined by the size of the dataset. An optimal balance between training and testing must be achieved to guarantee the highest degree of model efficiency. Additionally, a direct reaction to the procedure or parameter is not available, which pushes one over the edge.

Similar training settings and stopping criteria as shown in Table 1 were used to train nine of deep learning transfer models. Table 1 contains the findings of each deep learning transfer model, with an initial learning rate of 0.02, number of epochs at 22, and epoch patience at 11. The batch size was fixed at 8, and stopping criteria was set to 11. It was discovered that when additional samples were utilized, the model output increased [49]. The optimizer approach used in this work to increase detector performance was Stochastic Gradient Descent with Momentum (SGDM) [50].

The performance of the 5 ResNet models (ResNet 18/34/50/100/101) are showed in Fig. 5 (a,b,c,d,e) as well as the total accuracy is 99.2%, 90.1%, 92.6%, 91.3%, and 90.5% respectively. Because of the limited dataset, ResNet18 obtained the maximum accuracy. Also, the accuracy of the GoogLeNet, MobileNetv2, NasNetMobile, and SqueezeNet models are showed in Fig. 6 (a,b,c,d) as well as the total accuracy is 89.8%, 88.1%, 89.4%, and 87.6% respectively. The precision, F1 score, and MCC for the 9 Deep Learning models are shown in Fig. 7.

Coughing is a symptom of over 30 medical conditions other than COVID-19. This makes detecting COVID-19 infection by coughing alone a significant challenge for a variety of illnesses. Recent study has started...
Fig. 6. Shows confusion matrix of GoogLeNet, MobileNetv2, NasNetMobile, and SqueezeNet.

Fig. 7. Shows Sensitivity, Specificity, Precision, F1 Score, and MCC for all Deep Learning models.

Table 1
Deep learning Models setup.

| Deep Learning Models | Batch Size | No. of Epochs | Epochs | Stopping Criteria | Learning rate | Optimizer |
|----------------------|------------|---------------|--------|-------------------|---------------|-----------|
| Parameters           | 8          | 22            | 11     | 11                | 0.02          | SGDM      |
to look at how breathing sounds (e.g., cough, breathing, and voice) captured in hospital by equipment from COVID-19 positive individuals vary from healthy people's sounds. So, Eq. (1) is applied in this research to convert the sampled cough and breath sounds into Mel scale $m$ for data pre-processing. Also, a Chebyshev I filter is used to reduce low and high-frequency noise. This is so that the proposed model can accurately diagnose the disease. In addition, ResNet18 has a high specificity of 97.8%, indicating that it can detect individuals who do not have COVID-19. ResNet18 has the highest sensitivity of 98.3%, this means that the test’s ability to identify the cough and breath sounds of COVID-19 patients. This clearly indicates that the proposed model’s Mel-scale spectrogram image will be able to distinguish COVID-19 from other diseases and normal lung states.

ResNet18 has the best precision of 97.1%; this means that ResNet18 model produces more relevant results than the others. The efficiency of the Deep Learning model is determined by a test with a high F1 score of 99.17% for ResNet18. Moreover, the MCC shows that the more reliable statistical rate obtained a good score in each of the 4 uncertainty matrix groupings. ResNet18 has the highest MCC of 90.6%. Additional data gathering is necessary to establish the deep transfer models’ capacity to be considerably more accurate. In spite of its high precision rates, the suggested study should be replicated on a larger scale, because of it might be used to other medical apps.

4. Discussion

Fig. 8 represents the results of the proposed model for the implementation of DL models in breath Dataset with Mel-scale spectrogram images of COVID-19 patients and healthy persons. Fig. 8 shows how our suggested model may correctly identify data with excellent accuracy. Moreover, the proposed study’s originality include the use of Mel-scale spectrograms with DL models to show signal properties and its ability to identify biometrically. The majority of related research focuses on the categorization of cough and breath sounds using machine learning. Table 2 shows a performance comparison of several approaches in terms of Accuracy (AC). Also, Table 2 shows a comparable research that utilized a small dataset, that includes the actual COVID-19 cough sound collection. Most of the previous research is focused on the distinction between cough and non-cough tones. By determining the efficiency of deep learning transfer models in treating COVID-19 cough and breath tones with the SGDM, we discover that the performance assessment of several DL models improves obviously in the state of cough signals with high frequency. Despite our classification model finalises the superior, its accuracy is only 99.2% rely on the SGDM optimizer, the quality of the training data, as well as the try to validate the data labelling. Therefore, any problem in the data marking that escaped our examination is likely to have an impact on the recorded findings. This impact is more noticeable when the amount of data is very little.

The results of this study, as well as those of the other different researches mentioned in the Related Works section, suggest that discrete hidden properties of cough and breath tones can also be employed for

| Reference | Layers | Dataset | Accuracy | Sensitivity | Specificity |
|-----------|--------|---------|----------|-------------|-------------|
| [31]      | CNN    | 1427    | 80.7%    | 74.9%       | 76.1%       |
| [32]      | CNN    | 871     | 70.5%    | 81%         | 90%         |
| [33]      | CNN    | 317     | 92.6%    | 89.1%       | 96.7%       |
| [37]      | CNN    | 1457    | 94.9%    | 94.4%       | 95.4%       |
| [38]      | CNN    | 723     | 96.5%    | 96.4%       | 95.5%       |
| [39]      | CNN    | 439     | 85.4%    | 87.1%       | 87.3%       |
| [40]      | CNN    | 1949    | 96.8%    | 94.4%       | 97.7%       |

Current study: Deep Learning transfer model

1600 | 99.2% | 98.3% | 97.8% |

Table 2

In terms of Accuracy, sensitivity, and specificity, a comparison of several methodologies is made.

Fig. 8. Shows samples of shallow breathing noises and the spectrograms that are included in them.
successful deep learning detection of several respiratory illnesses. The cough and breath tones can be utilized as an initial diagnostic test tool since they distinguish healthy coughs and breaths from COVID-19 coughs and breaths. Our study used a Mel-scale spectrogram of tone as feedback to deep learning transfer models in order to identify which model is better at classifying medical images to audio.

In this paper, ResNet18/100/101 as well as SqueezeNet are shown to have peak accuracy and are referred to as deep types of deep learning transfer models. For mobile versions, MobileNetv2 has a better accuracy. The experiments are run on a single dataset for evaluation, which includes sound wave files. ResNet18 significantly outperforms GoogLeNet, SqueezeNet, and ResNet50/100/101. The NasNetMobile was more accurate than MobileNetv2. This scenario is used in the experiments to evaluate the efficiency as well as consistency of the present classification model. The results show that the ResNet18 model achieves the highest classification accuracy on the cough and breath sounds from the validated COVID-19 dataset. The testing results for the deep learning classifier show that it matches the cough and breath tones of COVID-19 sufferers very well than other CNN classifiers. As a result, it may be more successful in diagnosing by relieving clinicians of the significant workload associated with the initial sounding of the COVID-19 breath and cough.

5. Conclusion

The current research has developed novel Deep Learning models for breathing and coughing sound categorization that concentrate on sound, which could assist with COVID-19 transmission control. Two primary components are combined in the suggested model. The first included employing a Mel-scale spectrogram to convert sound waves into an image. The development of universal characteristics, as well as extra classifying using deep transfer models, is the second component (GoogLeNet, ResNet18, ResNet34, ResNet50, ResNet100, ResNet101, MobileNetv2, SqueezeNet and NasNetMobile). Over 1600 individuals (1185 male and 415 female) from all across the world contributed data to the dataset (mostly the Indian population). Despite the fact that our recognition model has become the most reliable, its performance stays at 99.2%. Cough and breath studies efficiency is good enough to examine this model for estimations and generalization. ResNet18 was shown to be the most efficient in categorizing cough and breathing sounds when compared to another models evaluated on a smaller dataset. When compared to earlier COVID-19 cough sound research, this research was shown to be higher accurate and significant than all of the other current classifiers.

The outcomes of the proposed study lead to important recommendations for upcoming machine learning and deep learning studies. Our findings may be compared to a scalogram, which is another frequent sort of time-frequency representation. Considering its excellent overall accuracy, the proposed study requires wider replication before it is employed in additional healthcare applications. This study paves the door for the implementation of deep learning in COVID-19 diagnoses by demonstrating that it is a quick, time-efficient, in addition to the reduced technology that does not violate social separating requirements throughout pandemics such as COVID-19.
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