Cognitive State Classification Using Transformed fMRI Data
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Abstract—One approach, for understanding human brain functioning, is to analyze the changes in the brain while performing cognitive tasks. Towards this, Functional Magnetic Resonance Imaging (fMRI) images of subjects performing well-defined tasks are widely utilized for task-specific analyses. In this work, we propose a procedure to enable classification between two chosen cognitive tasks, using their respective fMRI image sequences. The time series of expert-marked anatomically-mapped relevant voxels are processed and fed as input to the classical Naive Bayesian and SVM classifiers. The processing involves use of random sieve function, phase information in the data transformed using Fourier and Hilbert transformations. This processing results in improved classification, as against using the voxel intensities directly, as illustrated. The novelty of the proposed method lies in utilizing the phase information in the transformed domain, for classifying between the cognitive tasks along with random sieve function chosen with a particular probability distribution. The proposed classification procedure is applied on a publicly available dataset, StarPlus data, with 6 subjects performing the two distinct cognitive tasks of watching either a picture or a sentence. The classification accuracy stands at an average of 65.6% (using Naive Bayes classifier) and 76.4% (using SVM classifier) for raw data. The corresponding classification accuracy stands at 96.8% and 97.5% for Fourier transformed data. For Hilbert transformed data, it is 93.7% and 99%, for 6 subjects, on 2 cognitive tasks.

I. INTRODUCTION

Over the last decade, several aspects of the human brain functioning have been extensively studied using functional Magnetic Resonance Imaging (fMRI). fMRI has become a very important imaging modality in diagnosing, treating and monitoring several brain disorders such as Schizophrenia [1], Alzheimer’s disease [2] etc. The utility of fMRI imaging is mainly because the activity of the brain can be studied at sub-second temporal resolution, and sub-mm spatial resolution, allowing detailed studies. Among the several functional aspects that are studied using fMRI, are cortical mapping of cognitive tasks, networks in cognitive tasks, functional disorders, effects of medication therapies, improvement or deterioration in an affected brain. Hence fMRI is used by various groups for studies of neuroscience and psychiatry.

fMRI imaging does not use any external contrast agent, instead it exploits the changes in blood oxygen levels that occur in the brain at regions of neural activity. This change in oxygenation, termed Blood Oxygen Level Dependent (BOLD) signal, indicates the level of neural activity in the brain volume, captured at points (voxels) along a 3D grid. In fMRI imaging, the subject is continuously scanned over a well-designed period of time, during which the subject follows instructions of either executing a well-designed task or resting. Hence images of the entire brain volume are generated, all along the time-course of the experiment. Thus, if the scanner acquires data every second, and the experiment runs for a course of 100 seconds, one would have 100 volumes of brain data.

The initial works on fMRI analysis focussed on task-specific cortical mapping [3], [4], using the Generalized Linear Model approach, where all voxels were processed independently. However, later works involved studying cognitive states, where the entire brain volume was considered as a single pattern. In their pioneering work on decoding cognitive states [5], the authors have elaborated the challenges that arise in this approach. The fraction of the number of relevant voxels is typically very small as compared to the entire number of voxels leading to the challenge of feature selection. Besides the number of available samples for a given cognitive state is far less than the dimension of the feature vectors. Hence the search for the optimal feature set, which could be used with a best-suited classifier has been the focus of several works [6], [7].

II. RELATED WORK

Classification experiments on six cognitive tasks, performed by five subjects, using activation maps have been reported in the literature [8]. The activation maps were used to derive feature vectors, from regions that were marked as consistently and exclusively activated for a given task, during training. The Support Vector Machine (SVM) classifier was used for classification. The authors have reported an average classification accuracy of 74.5% across the five subjects performing six cognitive tasks. However, the drawback of the proposed method is that it requires a training process where experts identify task-specific neural regions to extract feature vectors. In [9] the authors have addressed the issue of building classifiers that detect a particular cognitive state across different subjects using fMRI images. This study also uses training data to extract the relevant brain regions. This is followed by utilizing
The transformed data is given as input to Naive Bayesian (NB) whose phase information is processed and utilized as features. The complex-valued data after applying random sieve function, such as Fourier transform and Hilbert transform [10] to obtain separated. The raw data is transformed using transformations voxel intensities (here, called raw data) along these regions are voxels that are relevant for the classification. The time-series of certain well-designed cognitive tasks, an expert marks out series of fMR images that correspond to the subject performing a diagram in Fig. 1 shows the proposed method. Given a time presentation of feature extraction and iterative classification. The block aims to classify between two cognitive tasks using a combination of feature extraction and iterative classification. The block diagram in Fig. 1 shows the proposed method. Given a time series of fMR images that correspond to the subject performing certain well-designed cognitive tasks, an expert marks out voxels that are relevant for the classification. The time-series of voxel intensities (here, called raw data) along these regions are separated. The raw data is transformed using transformations such as Fourier transform and Hilbert transform [10] to obtain the complex-valued data after applying random sieve function, whose phase information is processed and utilized as features. The transformed data is given as input to Naïve Bayesian (NB) and SVM classifiers, to obtain the final classification.

\[ X(j) = \begin{cases} 0, & \exists j \in \{1, 2, \ldots, m\} \ni n = X(j) \\ 1, & \text{otherwise} \end{cases} \] (1)

The random sieve function \( S_\gamma \) is defined as a mapping from raw voxel data \( f(n) \), to \( g(n) \) and represents coordinate-wise multiplication:

\[ S_\gamma : f(n) \rightarrow g(n) \] (2)

\[ g(n) = f(n) \cdot \gamma(n) \] (3)

The Discrete Fourier Transform (DFT) of a sequence \( g(n) \) is given by \( G(k) \), where \( k \) varies from 1 to \( N \),

\[ G(k) = \sum_{n=1}^{n=N} g(n)e^{-i2\pi k(n-1)/N} \] (4)

This transform results in the complex-valued spectral decomposition. Spectral magnitude and phase are the two important features in the Fourier representation of the signal. Under certain conditions, the given signal can be reconstructed using only the phase information in the Fourier representation. The proposed work utilizes the phase information for classification of the cognitive tasks. If the phase provides an important information about the features, a shift in phase may enhance or corrupt the discriminative nature of the given features. This leads to Hilbert transform which acts as an asymmetric phase shifting operator. The Discrete Hilbert Transform (DHT) has many forms of representation. It is defined using Inverse Discrete Time Fourier Transform (IDTFT):

\[ H(k) = IDTFT\{G(\omega)\sigma_H(\omega)\} \] (5)

\[ \sigma_H(\omega) = \begin{cases} e^{i\pi/2}, & \text{if } -\pi < \omega < 0 \\ e^{-i\pi/2}, & \text{if } 0 < \omega < \pi \\ 0, & \text{otherwise} \end{cases} \] (6)

This transform also results in complex values, where the imaginary part of the transformed data captures the phase information. The raw voxel data has been transformed by random sieve function before mapped to Fourier and Hilbert domains. The phase information has been captured from the transformed data, in both the cases, and used for classification. The phase information is utilized to classify between the different time series that correspond to distinct cognitive tasks and not used to recover the signal.
Naive Bayes and Support Vector Machine classifiers are used for cognitive task classification in this work. The improvement in classification accuracy is clearly due to the use of transformed data. The sequence of voxel data has the spatial order mix-up as spatially-neighbour voxels may not be sequential neighbours. This mix-up and re-ordering of neighbourhood while generating voxel features suggest the existence of asymmetrical phase shifting which is captured by the use of Hilbert transform. The mix-up is important as it might enhance the classification by creating new features by combining different spatial voxels. The idea behind the proposed method is classification of cognition tasks in the transformed domain using phase information instead of utilizing the raw fMRI data.

The purpose of random sieve function is to reduce the number of data points considered for a good classification performance. Under the assumption that sufficient information is contained in lesser number of voxels, random sieve function is used to reduce the number of voxels in the input data, without creating any structural bias in the selection. The following eight classifier configurations have been compared to bring out the impact of transformation using random sieve function and spectral analysis. $\arg(.)$ represents the angle of a given complex number.

$$f(n) \xrightarrow{\text{NB}} C_1$$  \hspace{1cm} (7)

$$f(n) \xrightarrow{\text{SVM}} C_2$$  \hspace{1cm} (8)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{NB}} C_3$$  \hspace{1cm} (9)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{SVM}} C_4$$  \hspace{1cm} (10)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{arg(DFT)}} \arg(G(k)) \xrightarrow{\text{NB}} C_5$$  \hspace{1cm} (11)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{arg(DFT)}} \arg(G(k)) \xrightarrow{\text{SVM}} C_6$$  \hspace{1cm} (12)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{arg(DHT)}} \arg(H(k)) \xrightarrow{\text{NB}} C_7$$  \hspace{1cm} (13)

$$f(n) \xrightarrow{S_n} g(n) \xrightarrow{\text{arg(DHT)}} \arg(H(k)) \xrightarrow{\text{SVM}} C_8$$  \hspace{1cm} (14)

The dataset and results are elaborated in the next section.

IV. DATA AND RESULTS

A. Star Plus data

The dataset, called "StarPlus data", was downloaded from the website [12]. The experiment consisted of 54 trials. In one trial of the experiment, the subject was sequentially shown a picture and a sentence, and was told to press a button to determine if the picture correctly matched the sentence. The pictures were geometric arrangement of symbols such as $\ast$, $+$ and/or $. The sentences were descriptions of the shown picture such as: It is true that the star is above the plus. The picture was presented first on the first half of the trials, while on the other half, the sentence was shown first. Snapshots of the brain were collected every 0.5 seconds. The data was marked with 25-30 anatomically defined regions referred to as Regions of Activation (ROA). The data consists of a set of trials. Each trial consists of an average of 5000 voxels for one snapshot totalling to about 270000 voxels for a particular trial over the entire span of time in the experiment. For a particular subject, 40 trials of data are collected for each cognition task. Hence, there are 80 trials of data for each subject. This data is stored for 6 subjects in the experiment for analysis.

1) The first stimulus (S or P) was presented at the beginning of the trial.
2) The stimulus was removed after 4 seconds, replaced by a blank screen
3) The second stimulus was presented after 4 seconds. This was presented for 4 seconds, or until the subject pressed the button, whichever came first.
4) A rest period of 15 seconds was allowed after the second stimulus was removed from the screen.

The available StarPlus data has already been preprocessed to remove artefacts due to head motion, signal drift, and other sources. Experts have marked the relevant anatomical regions in the brain that participate in the mentioned cognitive tasks. The voxels only from the ear-marked areas ('CALC', 'LIPL', 'LT', 'LTRIA', 'LOPER', 'LIPS', and 'LDDLFC' - as given in the web-site [12]) are chosen as features for classification.

| Classifier Configuration | Correct Classification in % |
|--------------------------|-----------------------------|
| C1                       | 65.6                        |
| C2                       | 76.4                        |
| C3                       | 60.8                        |
| C4                       | 69.1                        |
| C5                       | 96.8                        |
| C6                       | 97.5                        |
| C7                       | 93.7                        |
| C8                       | 99.0                        |

TABLE I

AVERAGE CLASSIFIER PERFORMANCE

All simulations have been carried out in MATLAB. The reported trials are limited to single-subject classification. Only activated voxels are considered to reduce the dimension of the input data. The time series data corresponding to each of the cognitive tasks is chosen to create the relevant data sets. For each of the data sets, 40 samples for each of the cognitive tasks is chosen. Leave-one-out cross validation was performed, for example, 79 out of 80 samples constitute the training set, whereas the remaining sample served as the test input. We have tried many values and found $N = 14000$ gives the improved performance while defining the random sieve function. The determination of $N$ may be based on cross validation which needs to be investigated. The tabulations in Table I compare the classification performance for eight classifier configurations given in the previous section, averaged over all six subjects. Since the Random Sieve Function (RSF)
is involved, the experiments have been repeated 50 times and average values are given in Table I. The standard deviation lies between 1 and 2 for these cases.

**V. DISCUSSION**

Although Fourier and Hilbert Transforms have been applied in several domains [13] [14] [15], their utility in processing fMRI data for the purpose of classifying between cognitive states, along with random sieve function, is a novel contribution. The applications of these transforms stem from the observation that the cognitive tasks elicit certain periodic patterns. This inherent periodicity in the voxel values can be exploited to distinguish between cognitive tasks. The voxel features are taken as a sequence for classification tasks. Naive Bayesian classifier is a simple classifier for data that is assumed independent. This classifier is proven to be effective in spite of the restrictive assumption of independence, in several applications. The idea behind this classifier is that the posterior is proportional to the prior and that the proportionality factor varies directly with the likelihood. The focus of this paper is to bring out the effect of random sieve function and spectral transformation on the performance of classifiers. The performance of the proposed approach for other transform techniques has to be investigated in the future. The work is concerned with the use of raw data and the transformed data for classification and not the comparison of classification schemes. Classification based on other techniques such as regression coefficients, summary statistic, etc. could also be applied on transformed data.

It is evident, from Table I, that the classification accuracy has been improved for the proposed transformation. The average classification accuracy using the raw data, on a Naive Bayesian classifier, stands at 65.6%. On the other hand, using the transformed data, the classification accuracy obtained on the same Naive Bayesian classifier, is 96.8% and 93.7%, respectively for Fourier and Hilbert transformations along with random sieve function. The average classification accuracy using the raw data, on SVM classifier (hard margin), stands at 76.4%. Outliers in the data would influence the classification boundary in hard-margin SVM. On the other hand, using the transformed data, the classification accuracy obtained on the same SVM classifier, is 97.5% and 99.0%, respectively for Fourier and Hilbert transformations along with random sieve function.

The tabulations in Table II, III, IV, V, VI, VII, VIII, and IX show the typical confusion matrix obtained for each of the 8 classifier configuration, for Subject-5 data.

The sequence generated from 3D spatial structure implies that there is a mix-up of order when we arrange them as 1D vector. The change in neighbourhood information due to this re-order leads to two cases: adjacent occurrences of voxels do not imply spatial neighbourhood and spatial neighbours may
not be closer. The asymmetrical re-ordering of voxel features is an important factor which has not normally been taken into account for classification tasks. By using the transformed data, the proposed approach utilizes this asymmetrical phase-shift explicitly and this leads to improved classification accuracy. The phase components in Fourier domain and the imaginary components of Hilbert transform are given to the classifier. From the classifier point of view, the difference between using the raw data and transformed data is coming from the explicit use of phase information along with random sieve function. The above discussion also opens up the scope of the proposed approach as phase analysis is widely used in communication systems. The future investigations would involve the evaluation of phase algorithms, multivariate methods, other transform techniques, N-fold cross validation, and sieve methods, for fMRI data classification and their theoretical implications.

VI. CONCLUSION

In this paper, we have proposed a random sieve function along with the utility of transforms on voxel intensities, for classifying cognitive states. The two cognitive tasks considered here are, "sentence viewing" and "picture viewing". Real datasets, StarPlus data, comprising of fMR data obtained from 6 healthy volunteers are used. The experiment consists of transforming the data using random sieve function, Fourier Transform and Hilbert Transform, prior to using Naive Bayesian and SVM classifiers. The results obtained show an improvement of about 30% while using Fourier transformed data and about 23% for Hilbert transformed data, as against using raw voxel intensities.
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