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ABSTRACT. The representation theory of finite groups began with Frobenius's factorization of Dedekind's group determinant. In this paper, we consider the case of the semigroup determinant. The semigroup determinant is nonzero if and only if the complex semigroup algebra is Frobenius, and so our results include applications to the study of Frobenius semigroup algebras. We explicitly factor the semigroup determinant for commutative semigroups and inverse semigroups. We recover the Wilf-Lindström factorization of the semigroup determinant of a meet semilattice and Wood's factorization for a finite commutative chain ring. The former was motivated by combinatorics and the latter by coding theory over finite rings. We prove that the algebra of the multiplicative semigroup of a finite Frobenius ring is Frobenius over any field whose characteristic doesn't divide that of the ring. As a consequence we obtain an easier proof of Kovács's theorem that the algebra of the monoid of matrices over a finite field is a direct product of matrix algebras over group algebras of general linear groups (outside of the characteristic of the finite field).

1. INTRODUCTION

Dedekind in the 1880s introduced the group determinant of a finite group $G$: you build a $G \times G$ matrix whose $(g, h)$-entry is $x_{gh}$ (where the $x_k$, $k \in G$, are variables) and you compute the determinant. This is a homogeneous polynomial of degree $|G|$ and Dedekind was initially interested in this determinant as a means to compute the discriminant of a finite Galois extension of the field of rational numbers. Dedekind was able to factor the group determinant of an abelian group into distinct linear factors but was unable to factor the determinant in the case of a nonabelian group. He proposed the problem to Frobenius, who famously invented the character theory of nonabelian groups in order to solve it. See [9] for a wonderful introduction to this subject and its history.

At roughly the same time, Smith [32] computed the determinant of quite a different multiplication table: the multiplication table of $\{1, \ldots, n\}$ under
the associative and commutative binary operation of gcd (greatest common divisor). Unlike the case of Dedekind, he literally viewed the multiplication table as a matrix of numbers (rather than of variables) and took the determinant. Of course, it is unlikely that he viewed this matrix as a multiplication table at the time. Smith computed this determinant as \( \phi(1)\phi(2)\cdots\phi(n) \) where \( \phi \) is Euler’s totient function. The set \( \{1, \ldots, n\} \) does not have an identity element with respect to gcd for \( n \geq 2 \), and so this is a \textit{bona fide} semigroup determinant. In fact, one can immediately generalize Dedekind’s group determinant to semigroups and Smith’s determinant is obtained by specializing the variable \( x_i \) to the number \( i \).

The greatest common divisor as a binary operation on \( \{1, \ldots, n\} \) is a special case of taking a meet semilattice (partially ordered set with binary greatest lower bounds or meets) and making it a semigroup via the meet operation. The semigroup determinant of a meet semilattice was computed independently by Wilf [41] and Lindström [19]. In fact, Wilf assumed he was working with a lattice, but it doesn’t matter for the computation. Both authors showed that the semigroup determinant in this case factors into distinct linear polynomials that can be computed from the Möbius function of the semilattice. In the case of the gcd-semilattice, this is essentially the number theoretic Möbius function and a simple Möbius inversion argument converts the Wilf-Lindström determinant into the Smith determinant. Wilf was motivated in [41] by computing determinants of certain combinatorially defined matrices which could be viewed as specializations of semigroup determinants of lattices.

Wood factored the semigroup determinant of a finite commutative chain ring in [43]. These are finite commutative rings in which the ideals form a chain or, equivalently, are commutative local rings with a principal maximal ideal. Wood computed the determinant here of the multiplicative semigroup and showed that it factored into linear factors, but there are multiplicities. His motivation was a program to generalize the MacWilliams extension theorem for codes over a finite field to chain rings. He told me (private communication) that one of the key issues was showing that the semigroup determinant does not vanish in this case.

It should be mentioned that Johnson has considered determinants of Latin squares [13] (or quasigroups), but here we are only interested in the associative case.

The first thing we investigate in this paper is the question of when the semigroup determinant vanishes. Unlike the group determinant, it is often the case that a semigroup determinant does vanish and the key observation is that the semigroup determinant of \( S \) is nonzero if and only if \( CS \) is a Frobenius algebra (and, in particular, unital). This is appears in a slightly different language in [20], Chapter 16, Proposition 18.

It is often the case that a semigroup algebra is isomorphic to the algebra of a nicer structure, like a structured finite category, or to a direct product
of semigroup algebras of simpler semigroups \[36, 38\]. This happens precisely because idempotents in the semigroup can be complemented in the semigroup algebra. So our main approach is to work with Frobenius’s paratrophic determinant \[11\], which is the natural generalization of the semigroup determinant to finite dimensional algebras with a distinguished basis, and then understand how this determinant is affected by a change of basis and how it behaves under direct product. This allows us to exploit our isomorphisms of semigroup algebras with seemingly better-behaved algebras to compute the determinant.

Our most significant contribution is a factorization of the semigroup determinant of a commutative semigroup. We prove that either the semigroup determinant is identically zero, or it factors into linear polynomials and we describe the factors and their multiplicities explicitly. A number of the ideas used in our factorization result go back to work of Ponizovskii \[28\] and Wenger \[40\] on commutative semigroups with Frobenius semigroup algebras. But their results are not explicit enough to write down the exact factorization of the semigroup determinant, and so we need to refine and strengthen their results. In particular, we explicitly realize the decomposition of the semigroup algebra of a commutative semigroup (when it is unital) into a product of local rings by identifying the local rings as twisted contracted monoid algebras of commutative nilpotent semigroups with adjoined identities. We give an example of a commutative semigroup so that one of the twisted algebras is non-Frobenius even though the untwisted version of the algebra is Frobenius, and so the twist plays an important role. Wenger was only able to deal with the case that all these algebras were untwisted in \[40\].

In coding theory, it is now known that finite Frobenius rings (not necessarily commutative) are exactly the ones for which the MacWilliams extension theorem holds for the Hamming weight. We show here that if \(R\) is a finite Frobenius ring and \(K\) is a field whose characteristic does not divide that of \(R\), then \(KR\) is a Frobenius algebra (where we take the semigroup algebra with respect to the multiplicative monoid of \(R\)). In particular, the semigroup determinant of \(R\) does not vanish. Since the ring of matrices over a finite field is a finite Frobenius ring, this allows us to obtain a new, and much easier, proof of Kovács’s theorem \[15\] that the algebra \(KM_n(F)\) is isomorphic to a direct product of matrix algebras over group algebras of general linear groups if \(F\) is a finite field of characteristic different from that of \(K\) (this result was first proved in characteristic zero in \[27\]).

We also prove that the semigroup determinant of an inverse semigroup can be computed as the semigroup determinant of a finite groupoid, the latter of which is amenable to the same techniques as for groups. Inverse semigroups are a class of semigroups generalizing both groups and meet semilattices. They are precisely semigroups of partial permutations of a set closed under inversion. The classical example is the rook monoid \[34\] of all 0/1-matrices with no two ones in the same row or column.
The paper is roughly organized as follows. We begin with a treatment of Frobenius’s paratrophic determinant and how it relates to the modern definition of Frobenius algebra (going back to Brauer, Nesbitt and Nakayama); in particular, we observe that the semigroup determinant vanishes precisely when the semigroup algebra is not Frobenius, allowing us to give some simple necessary conditions for the semigroup determinant not to vanish. Included are some basic computational results that were probably known to Frobenius. The main result here is the change of basis formula, which then allows us to deduce quickly Frobenius’s classical theorem for group determinants and the Wilf-Lindström result for semilattices, the latter from Solomon’s description of the semigroup algebra of a semilattice \[33\]. The following section shows how to use the author’s isomorphism theorem for inverse semigroup algebras \[38\] to compute the semigroup determinant of an inverse semigroup as the determinant of its associated groupoid after a change of variables involving the Möbius function of the semigroup. Section 4 shows that the semigroup algebra of the multiplicative semigroup of a finite Frobenius ring is a Frobenius algebra outside of characteristics dividing the characteristic of the finite ring. This section also includes our new proof of Kovács’s theorem on the algebra \[KM_n(F)\]. The following section is devoted to the determinants of monoids obtained by adjoining an identity to a nilpotent semigroup. It is widely believed that an overwhelming majority of monoids of order \(n\) are obtained in this way. For monoids obtained by adjoining an identity to a nilpotent semigroup, we compute the semigroup determinant explicitly, refining a result of Wenger \[40\]. The problem of whether such a monoid has a Frobenius algebra is equivalent to the problem of determining whether a 0/1-matrix is singular. The final section deals with the case of commutative semigroups. We first show that if \(S\) has central idempotents and \(S^2 = S\), then \(KS\) is unital for any field and give a direct product decomposition into algebras of monoids whose non-invertible elements are nilpotent. This applies, in particular, to the commutative case, where the decomposition was first shown by Ponizovskii \[28\], but without a concrete isomorphism such as we provide. For a commutative monoid in which all non-invertible elements are nilpotent, we explicitly compute the direct product decomposition of the monoid algebra into a direct product of local rings and we show these rings are twisted monoid algebras of nilpotent semigroups with adjoined identities. We then use the results of the previous section (which work also in the twisted setting) to compute the determinant of a commutative semigroup. As a corollary we deduce Wood’s factorization for finite chain rings.

2. The paratrophic determinant of a based algebra

In this paper all algebras are associative and over \(\mathbb{C}\) unless otherwise stated. We do not assume the existence of identities in algebras. Much of what we say can be made to work over arbitrary fields with the proviso that group algebras become more complicated in the modular setting and that
nonzero polynomials can vanish identically over finite fields, but we stick to the complex numbers for simplicity and because of our initial motivations. The reader is referred to [31] for the character theory of finite groups and to [2] for finite dimensional algebras.

2.1. General notions. By a based algebra we mean a finite dimensional \( \mathbb{C} \)-algebra \( A \) with a distinguished basis \( B \). We often write \( (A, B) \) for the pair. The multiplication on \( A \) is determined by its structure constants with respect to \( B \), defined by the equations

\[
bb' = \sum_{b'' \in B} c_{b'', b, b'} b''
\]

where \( b, b' \in B \) and \( c_{b'', b, b'} \in \mathbb{C} \). Let \( X_B = \{x_b \mid b \in B\} \) be a set of variables in bijection with \( B \). By the Cayley table of \( (A, B) \), we mean the \( B \times B \) matrix over \( \mathbb{C}[X_B] \) with

\[
C(A, B)_{b, b'} = \sum_{b'' \in B} c_{b'', b, b'} x_{b''}.
\]

Matrices obtained by specializing \( C(A, B) \) at elements of \( \mathbb{C}^B \) are called paratrophic matrices (by Frobenius [11]), and so \( C(A, B) \) is the generic paratrophic matrix. We define

\[
\theta_{(A, B)}(X_B) = \det C(A, B).
\]

It is either identically zero, or a homogeneous polynomial of degree \( |B| \). Frobenius [11] called this the paratrophic determinant of \( (A, B) \). Some of the results in this section about based algebras are likely in the work of Frobenius in a different language, and so we have included proofs for the convenience of the reader.

If \( S \) is a semigroup, \( A = \mathbb{C}S \) and \( B = S \), then we put \( \theta_S = \theta_{(\mathbb{C}S, S)} \) and call it the (Dedekind-Frobenius) semigroup determinant of \( S \). If we put \( C(S) = C(\mathbb{C}S, S) \), then \( C(S)_{s, t} = x_{st} \), and so \( C(S) \) is an encoding of the multiplication table of \( S \). Okúninski calls it the Nakayama matrix of parameters of \( S \) in [26, Chapter 16]. When \( G \) is a group, the group determinant \( \theta_G \) was introduced by Dedekind in correspondence with Frobenius, the latter of whom first factored it into irreducibles, whence the name [9]. If the semigroup \( S \) is fixed, we often write \( X \) instead of \( X_S \).

Wilf factored the Dedekind-Frobenius determinant of a finite lattice, made into a semigroup via its meet operation [41]; his interest was to give a method to compute the determinant of certain combinatorially defined matrices. This factorization was independently discovered by Lindström [19] in the slightly more general case of meet semilattices. An important special case is the so-called Smith determinant [32], which is the semigroup determinant of the semilattice \( \{1, \ldots, n\} \) with binary operation the greatest common divisor specialized at \( x_i = i \), i.e., the determinant of the \( n \times n \) matrix with \( ij \)-entry \( \gcd(i, j) \). Wood [43] factored the semigroup determinant of the multiplicative monoid of a finite commutative chain ring in connection with
an approach to generalizing the MacWilliams’ extension theorem from codes over finite fields to codes over finite rings.

The first issue to deal with is when \( \theta(A, B) \) vanishes identically. This will show in one fell swoop that many semigroup determinants vanish. Recall that a finite dimensional unital \( K \)-algebra \( A \) is \textit{Frobenius} if there is a linear mapping \( \lambda: A \to K \) (called a \textit{Frobenius form}) such that the bilinear form \((a, b) \mapsto \lambda(ab)\) is nondegenerate or, equivalently, \( \ker \lambda \) contains no nonzero left or right ideal of \( A \) \cite{frobenius}. Tensor products and direct products of Frobenius algebras are Frobenius and matrix algebras over a field are Frobenius (you can use the trace as \( \lambda \)). Hence all semisimple complex algebras are Frobenius. Note that \( A^* = \text{Hom}_K(A, K) \) is a left \( A \)-module via \( (af)(b) = f(ba) \).

Another characterization of Frobenius algebras is as those unital algebras for which \( A^* \) is isomorphic to \( A \) as a left \( A \)-module \cite{frobenius}.

The following theorem (in the unital setting) is what Lam calls Frobenius’s criterion \cite[16.83]{frobenius}, although it precedes the modern definition, which arose in the work of Brauer, Nesbitt and Nakayama.

**Theorem 2.1.** Let \((A, B)\) be a based algebra. Then \( \theta(A, B) \neq 0 \) if and only if \( A \) is a Frobenius algebra (and, in particular, unital).

**Proof.** Let \( B = \{b_1, \ldots, b_n\} \) and suppose that the structure constants are given by \( b_ib_j = \sum_{k=1}^n c_{kij}b_k \). Let \( \lambda: A \to \mathbb{C} \) be a linear map. Then \( \lambda(b_ib_j) = \sum_{k=1}^n c_{kij} \lambda(b_k) \), and so we see that specializing \( x_b \) to \( \lambda(b) \) turns \( C(A, B) \) into the matrix of the bilinear form \((a, a') \mapsto \lambda(aa')\) with respect to the basis \( B \). Therefore, there is a \( \lambda \) giving a nondegenerate form if and only if \( \theta(A, B) \) does not vanish identically. Since \( \mathbb{C} \) is an infinite field, this is equivalent to \( \theta(A, B) \neq 0 \).

It follows immediately that if \( A \) is Frobenius, then \( \theta(A, B) \neq 0 \). For the converse, all that remains to show is that if \( \theta(A, B) \neq 0 \), then \( A \) is unital. By the previous paragraph, we can find \( \lambda : B \to \mathbb{C} \) such that \((a, a') \mapsto \lambda(aa')\) is a nondegenerate bilinear form with matrix \( C \) (with respect to \( B \)) obtained by specializing \( C(A, B) \) at the variables \( x_b = \lambda(b) \). Hence we can find a \( \eta \in \mathbb{C}^n \) such that \((C\eta)_k = \lambda(b_k)\), for \( k = 1, \ldots, n \), by nonsingularity of \( C \). Let \( e = \sum_{k=1}^n \eta_kb_k \in A \). Note that \( \lambda(b_ke) = (C\eta)_k = \lambda(b_k) \) by choice of \( e \). Therefore, we have, for any \( i, j \),

\[
\lambda(b_ib_je) = \sum_{i=1}^k c_{kij} \lambda(b_ke) = \sum_{i=1}^k c_{kij} \lambda(b_k) = C_{ij} \lambda(b_i) = \lambda(b_ib_j).
\]

Fixing \( j \), this yields \( \lambda(b_i(b_j - b_je)) = 0 \) for all \( i \) and hence \( b_j = b_je \) by nondegeneracy of \((a, a') \mapsto \lambda(aa')\). Since \( j \) was arbitrary, we deduce that \( e \) is a right identity for \( A \). A symmetric argument shows that \( A \) has a left identity and hence \( A \) is unital. \( \square \)

The proof that \( A \) is unital is modelled after \cite[Chapter 16, Proposition 22]{frobenius}, which considers the special case of contracted semigroup algebras. Notice that the above proof shows that if \( A \) is a finite dimensional \( K \)-algebra
and there is a functional $\lambda: A \to K$ whose kernel contains no left or right ideal, then $A$ must be unital.

**Corollary 2.2.** Let $(A, B)$ be a based algebra. If $\theta_{(A, B)} \neq 0$, then $A^2 = A$. In particular, if $S$ is a semigroup and $S^2 \neq S$, then $\theta_S = 0$.

**Proof.** The first statement is obvious from Theorem 2.1 since $\theta_{(A, B)} \neq 0$ implies $A$ is unital. The second statement follows because $(CS)^2 = CS^2$. □

It follows from Theorem 2.1 that the paratrophic determinant of a semisimple algebra never vanishes. We shall investigate this case in more detail shortly. Note that Brauer showed that if $A$ is unital, then the intertwiners between $A$ and $A^*$ are exactly the paratrophic matrices, i.e., those matrices obtained by specializing $C(A, B)$ at elements of $C^B$.

Unlike the case of the group determinant, which never vanishes, the semigroup determinant can be identically zero and figuring out when this happens is at least as hard as determining if a $0/1$-square matrix is nonsingular. For starters, we show that, for von Neumann regular semigroups, the semigroup determinant often vanishes. A semigroup $S$ is (von Neumann) **regular** if, for all $s \in S$, there exists $t \in S$ with $sts = s$. For example, the full transformation monoid $T_n$ of all maps on an $n$-element set is regular, as is the multiplicative monoid of $M_n(F)$ for a finite field $F$. It follows from Theorem 2.1 and [26, Chapter 16, Theorem 17] (or, for monoids, [39, Theorem 15.6]) that if $S$ is a finite regular semigroup, then $\theta_S \neq 0$ if and only if $CS$ is Frobenius, if and only if $CS$ is semisimple. But many classes of regular semigroups do not have semisimple algebras; for example $CT_n$ is not semisimple for $n \geq 2$ [39]. Recall that a semigroup is a **band** if each element is idempotent. A commutative band is called a **semilattice** since it can be endowed with a partial order such that the product is the meet. The representation theory of bands has been extensively studied in connection with hyperplane arrangements and Markov chains [1, 3–5, 21, 22]. A band is, of course, regular and has a semisimple algebra if and only if it is commutative; see [8, Chapter 5] (or [39] for the case of monoids).

**Corollary 2.3.** The semigroup determinant of $T_n$ vanishes for all $n \geq 2$. If $S$ is a band, then the semigroup determinant of $S$ is nonzero if and only if $S$ is a semilattice.

An easy to check necessary condition for the semigroup determinant not to vanish is the following.

**Corollary 2.4.** Let $S$ be a semigroup. A necessary condition for $\theta_S \neq 0$ (i.e., for $CS$ to be Frobenius) is that each element $s \in S$ fixes the same number of elements of $S$ under both left multiplication and right multiplication.

**Proof.** If $CS$ is Frobenius, then $CS^* \cong CS$ as left $CS$-modules, and therefore they have the same character. The character of $CS$ as a left module counts the number of fixed points of $s$ under left multiplication. The character of
$\mathbb{C}S$ as a right module counts the number of fixed points of $s$ under right multiplication. Since taking the transpose of a matrix doesn’t change the trace, the character of $\mathbb{C}S^*$ also counts the number of fixed points of $s$ under right multiplication. The result follows. □

For example, in $T_n$, a constant mapping has one fixed point (itself) when multiplying on the left and $n$ fixed points (the constant mappings) when acting on the right, and so $\mathbb{C}T_n$ is not Frobenius by Corollary 2.4 for $n \geq 2$. On the other hand, if $M$ is a commutative monoid every element has the same number of fixed points on the left and right. But not all commutative monoids have a Frobenius algebra. For example, if $M$ is the commutative monoid with generators $x, y$ and relations saying that all products of length 2 or more are equal, then $\mathbb{C}M \cong \mathbb{C} \times \mathbb{C}[x, y]/(x, y)^2$ is not Frobenius; see also Section 5. So the condition in Corollary 2.4 is necessary but not sufficient.

It turns out that in order to compute certain semigroup determinants we also need to compute category determinants (more specifically, groupoid determinants). If $C$ is a category, we write $C_0$ for the set of objects, $C_1$ for the set of arrows and $d, r$ for the domain and range maps. If $C$ is a finite category and $K$ is a field, there is a well-known category algebra $K\mathbb{C}$ going back to at least Mitchell [24]. The algebra has basis $C_1$ and the product is defined on the basis by

$$a \cdot b = \begin{cases} ab, & \text{if } d(a) = r(b) \\ 0, & \text{else.} \end{cases}$$

The algebra $K\mathbb{C}$ is unital with identity $\sum_{c \in C_0} 1_c$. Note that the $1_c$ with $c \in C_0$ are orthogonal idempotents. From now on, we write $ab$ instead of $a \cdot b$ as no confusion should arrive. We define the category determinant of $C$ to be $\theta_C = \theta(\mathbb{C}C_0, C_1)$. Notice that $C(\mathbb{C}) = C(\mathbb{C}C_0, C_1)$ is given by

$$C(\mathbb{C})_{a,b} = \begin{cases} x_{ab}, & \text{if } d(a) = r(b) \\ 0, & \text{else.} \end{cases}$$

If a finite monoid $M$ is viewed as a category with a single object, then the determinant of $M$, viewed as a semigroup or as a category is the same. More generally, if $C$ is a finite category in which every arrow is an endomorphism, then $C(\mathbb{C})$ is a block diagonal matrix with the Cayley tables of the endomorphism monoids on the diagonal and so the category determinant of $C$ is the product of the semigroup determinants of the endomorphism monoids.

Conversely, category determinants can be computed as variants of the semigroup determinant. Let $S$ be a semigroup with a zero element $z$; so $zS = \{z\} = Sz$. Then the contracted semigroup algebra of $S$ is $K_0S = KS/Kz$; note that $Kz$ is a one-dimensional two-sided ideal. We can view $K_0S$ as having basis the nonzero elements of $S$ and multiplication extending that of $S$, but where we identify the zero of the semigroup with the zero of the algebra. We put $\tilde{C}(S) = C(\mathbb{C}S, S \setminus \{z\})$ and $\tilde{\theta}_S = \det \tilde{C}(S)$ and
call it the contracted semigroup determinant of $S$ (Wood [43] uses the term “reduced”). We often put $\tilde{X} = X_{S\setminus\{z\}}$ if $S$ is understood. Note that

$$\tilde{C}(S)_{s,t} = \begin{cases} x_{st}, & \text{if } st \neq z \\ 0, & \text{else.} \end{cases}$$

For example, if $C$ is a finite category, we can build a semigroup $S = C_1 \cup \{z\}$ by defining $ab = z$ whenever $d(a) \neq r(b)$ and $zS = \{z\} = Sz$ (and, of course, we keep the multiplication of composable arrows). Then $\tilde{C}(S) = C(C)$, as is easily checked, and so $\theta_c = \tilde{\theta}_S$.

We shall also need later twisted (contracted) semigroup algebras. If $S$ is a semigroup, a twisted semigroup algebra of $S$ over a field $K$ is a $K$-algebra with a basis $\{s \mid s \in S\}$ in bijection with $S$ with the property that $\overline{s} \cdot \overline{t} = c(s,t)\overline{st}$ for some $c(s,t) \in K^\times$. We sometimes write $K(S,c)$ for the twisted semigroup algebra with twist $c$. The mapping $c: S \times S \to K^\times$ is a 2-cocycle. If $S$ is a semigroup with zero $z$, we call a $K$-algebra with basis $\{s \mid s \in S \setminus \{z\}\}$ in bijection with the nonzero elements of $S$ a twisted contracted semigroup algebra of $S$ if

$$\overline{s} \cdot \overline{t} = \begin{cases} c(s,t)\overline{st}, & \text{if } st \neq z \\ 0, & \text{else} \end{cases}$$

where $c(s,t) \in K^\times$ whenever $st \neq z$. We write $K_0(S,c)$ for this algebra, but note that $c$ is only a partial mapping and hence is slightly more complicated to axiomatize than a standard 2-cocycle (cf. [6]). Of course, when the twist is trivial we recover the usual notions of semigroup algebra and contracted semigroup algebra. We will write $\theta_{S,c}$ (respectively, $\tilde{\theta}_{S,c}$) for the paratrophic determinant of a twisted (contracted) semigroup algebra with respect to the distinguished basis. If $M$ is a monoid, then by a twisted (contracted) monoid algebra, we mean a twisted (contracted) semigroup algebra for which $\overline{1}$ is the identity of the algebra, that is, the cocycle $c$ is normalized in the sense that $c(1,m) = 1 = c(m,1)$ for all $m$ (in the contracted case with $m \neq z$). Throughout the text, we will identify the distinguished basis of a twisted semigroup algebra with the semigroup and write $s$ instead of $\overline{s}$. Hopefully, no confusion will arise.

To compute paratrophic determinants, we often use how they behave under direct product and isomorphism. If $(A_1,B_1), \ldots, (A_n,B_n)$ are based algebras, we put

$$(A_1,B_1) \times \cdots \times (A_n,B_n) = (A_1 \times \cdots \times A_n, B_1 \uplus \cdots \uplus B_n)$$

where the union is disjoint. Here we view $A_1 \times \cdots \times A_n$ as an internal direct sum of the $A_i$ with the rule that $A_iA_j = 0$ when $i \neq j$.

**Proposition 2.5.** If $(A_1,B_1), \ldots, (A_n,B_n)$ are based algebras, then

$$\theta_{(A_1,B_1) \times \cdots \times (A_n,B_n)} = \theta_{(A_1,B_1)} \cdots \theta_{(A_n,B_n)}.$$
Proof. Since \( B_i^2 \subseteq A_i \) and \( B_iB_j = 0 \) when \( i \neq j \), we have that the matrix \( C((A_1, B_1) \times \cdots \times (A_n, B_n)) \) is block diagonal with diagonal blocks \( C(A_1, B_1), \ldots, C(A_n, B_n) \). The result follows. \( \square \)

A more complicated situation is the behavior of the paratrophic determinant under isomorphism (or change of basis). It turns out that the determinant changes by a linear homogeneous change of variables and multiplication by a nonzero constant; thus the general structure of its factorization into irreducible polynomials is independent of the basis. If \( h: R \to R' \) is a ring homomorphism, we also use \( h \) for the induced homomorphism of matrix algebras that applies \( h \) entrywise.

**Theorem 2.6.** Let \((A, B)\) and \((A', B')\) be based algebras and let \( f: A \to A'\) be a \( \mathbb{C} \)-algebra homomorphism. Let \( P \) be the \( B' \times B \) matrix of \( f \) with respect to the bases \( B \) and \( B' \). Let \( \tilde{f}: \mathbb{C}[X_B] \to \mathbb{C}[X_{B'}] \) be the homomorphism \( x_b \mapsto \sum_{b' \in B'} P_{b,b'} x_{b'} \) induced by \( f \) (note that \( \tilde{f}(x_b) \) is a linear homogeneous polynomial). Then \( \tilde{f}(C(A, B)) = P^T C(A', B') P \). Therefore, if \( f \) is an isomorphism, \( \tilde{f}(A, B) = \det(P)^2 \tilde{f}^{-1}(\theta(A', B')) \).

Proof. This is a computation. Let \( b_1, b_2 \in B \). Then we have

\[
\begin{align*}
  f(b_1) &= \sum_{b'_1 \in B'} P_{b'_1, b_1} b'_1 \\
  f(b_2) &= \sum_{b'_2 \in B'} P_{b'_2, b_2} b'_2.
\end{align*}
\]

Since \( f \) is a homomorphism,

\[
\begin{align*}
  f(b_1 b_2) &= f(b_1) f(b_2) = \sum_{b'_1, b'_2 \in B'} P_{b'_1, b_1} P_{b'_2, b_2} c_{b'_1, b'_2} b'_1 b'_2. \tag{2.1}
\end{align*}
\]

On the other hand, \( b_1 b_2 = \sum_{b \in B} c_{b, b_1, b_2} b \) and so

\[
\begin{align*}
  f(b_1 b_2) &= \sum_{b \in B} c_{b, b_1, b_2} P_{b, b} b. \tag{2.2}
\end{align*}
\]

Comparing (2.1) and (2.2), we deduce that

\[
\sum_{b \in B} c_{b, b_1, b_2} P_{b, b} = \sum_{b'_1, b'_2 \in B'} P_{b'_1, b_1} P_{b'_2, b_2} c_{b'_1, b'_2} \tag{2.3}
\]

for all \( b_1, b_2 \in B \) and \( b' \in B' \).

Therefore, we have

\[
\begin{align*}
  \tilde{f}(C(A, B))_{b_1 b_2} &= \sum_{b, b' \in B'} c_{b, b_1, b_2} P_{b, b'} x_{b'} \\
  &= \sum_{b'_1, b'_2 \in B'} P_{b'_1, b_1} P_{b'_2, b_2} c_{b'_1, b'_2} x_{b'} \\
  &= (P^T C(A', B') P)_{b_1 b_2}
\end{align*}
\]
where the second equality used (2.3). The final statement is immediate. □

As a first application, we relate the contracted semigroup determinant and semigroup determinant of a semigroup $S$ with zero. This is essentially in [43].

**Proposition 2.7.** Let $S$ be a semigroup with zero element $z$. Then $f : \mathbb{C}S \to \mathbb{C}_0S \times \mathbb{C}_z$ sending $s \mapsto (s, z)$ for $s \in S \setminus \{z\}$ and $z \mapsto (0, z)$ is a $\mathbb{C}$-algebra isomorphism. Put $y_s = x_s - x_z$ for $s \neq z$ and let $Y = \{y_s \mid s \in S \setminus \{z\}\}$. Then $\theta_S(X) = x_z \tilde{\theta}_S(Y)$. Hence $\theta_S(X)$ is obtained from $\theta_S(X)/x_z$ by replacing $x_z$ by 0.

**Proof.** Clearly, $f$ is a vector space isomorphism and it is straightforward to verify that it is a multiplicative homomorphism. If we use $S \setminus \{z\}$ and $z$ as the basis $B$ for $A = \mathbb{C}_0S \times \mathbb{C}_z$, then $\theta_{(A,B)} = x_z \tilde{\theta}_S$ by Proposition 2.5. The matrix of $f$ with respect to $S$ and $B$ is lower triangular with ones on the diagonal if we place $z$ last in both orderings and hence has determinant one. Since $f^{-1} : A \to \mathbb{C}_0S$ sends $s$ to $s - z$ for $s \in S \setminus \{z\}$ and $z$ to $z$, Theorem 2.6 yields $\theta_S = x_z \tilde{\theta}_S(Y)$, as required. □

To deal with semisimple algebras, we start with the case of a matrix algebra. Note that matrix algebras are special cases of contracted semigroup algebras because if $B_n$ is the semigroup of $n \times n$ matrix units, together with 0, then $\mathbb{C}_0B_n \cong M_n(\mathbb{C})$ as the matrix units form a basis for $M_n(\mathbb{C})$.

**Proposition 2.8.** Let $A = M_n(\mathbb{C})$ and let $B$ be the basis of matrix units $E_{ij}$. Let us write $x_{ij}$ instead of $x_{E_{ij}}$. Then $\theta_{(A,B)} = (-1)^{\binom{n}{2}}(\det[x_{ij}])^n$ and $\det[x_{ij}]$ is an irreducible homogeneous polynomial of degree $n$.

**Proof.** Note that

$$C(A, B)_{E_{ij}, E_{kl}} = \begin{cases} x_{il}, & \text{if } j = k \\ 0, & \text{else.} \end{cases}$$

Order the basis by fixing $j$ and letting $i$ vary, i.e., $E_{11}, E_{21}, \ldots, E_{1n}, \ldots E_{nn}$, and permute the columns of $C(A, B)$ according to $E_{ij} \mapsto E_{ji}$ to obtain a new matrix $C$. Note that $\det C = (-1)^{\binom{n}{2}}\theta_{(A,B)}$. Moreover, $C$ is $n \times n$ block diagonal with the matrix $[x_{ij}]$ on each diagonal block. The first statement follows.

For the second statement, substitute $x_{ji}$ by $t$ for $1 \leq i \leq n$, $x_{i+1,i}$ by $-x_i$, for $1 \leq i \leq n - 1$, $x_{1,n}$ by $-x_n$ and the remaining entries by 0. Then $\det[x_{ij}]$ specializes to $t^n - x_1 \cdots x_n$, which is irreducible in $\mathbb{C}[x_1, \ldots, x_n, t]$ by Eisenstein’s criterion. Since the irreducible factors of $\det[x_{ij}]$ are homogeneous, the above substitution cannot send any factor to a non-zero constant. We conclude that $\det[x_{ij}]$ is irreducible. □

As a corollary we may compute the paratrophic determinant for a semisimple algebra with respect to a basis of matrix units. We can then apply Theorem 2.6 to recover Frobenius’s result for group determinants. If $(A, B)$ is
Corollary 2.9. Let $B$ be a semisimple algebra with basis $B$. Suppose that $A$ has $r$ irreducible representations $\rho^{(1)}, \ldots, \rho^{(r)}$ (up to equivalence) of degrees $d_1, \ldots, d_r$ and let $\chi_1, \ldots, \chi_r$ be the corresponding characters. Then $\theta_{(A,B)} = \prod_{i=1}^r P_i^{d_i}$ where $P_i$ is a homogeneous irreducible polynomial of degree $d_i$. Moreover, $\chi_i$ can be recovered from $P_i$ and the $P_i$ are distinct.

Proof. By Wedderburn-Artin theory, there is an isomorphism
$$\rho: A \rightarrow M_{d_1}(\mathbb{C}) \times \cdots \times M_{d_r}(\mathbb{C})$$
given by $\rho(a) = (\rho^{(1)}(a), \ldots, \rho^{(r)}(a))$. Take as a basis for $\prod_{i=1}^r M_{d_i}(K)$ the $E_{ij}^{(k)}$, with $1 \leq i, j \leq d_k$ and $1 \leq k \leq r$, and write $x_{ij}^{(k)}$ for the corresponding variable. Note that $\tilde{\rho}$ is given by $\tilde{\rho}(x_b) = \sum_{i,j,k} \rho_{ij}^{(k)}(b)x_{ij}^{(k)}$. Then by Proposition 2.5, Theorem 2.6 and Proposition 2.8, we have that
$$\theta_{(A,B)} = c \cdot \prod_{k=1}^r \tilde{\rho}^{-1}(\det[x_{ij}^{(k)}])^{d_k} = c \cdot \prod_{k=1}^r \left(\det[\tilde{\rho}^{-1}(x_{ij}^{(k)})]\right)^{d_k}$$
where $c$ is a nonzero constant and each $P_k = \tilde{\rho}^{-1}(\det[x_{ij}^{(k)}])$ is an irreducible homogeneous polynomial of degree $d_k$ with the $P_k$ distinct. Since the $\tilde{\rho}^{-1}(x_{ij}^{(k)})$, as $i, j, k$ vary form a basis for the space of homogeneous linear polynomials in $\mathbb{C}[X_B]$, if we fix $b \in B$, we can find a specialization of $X_B$ so that, for all $k$, $\tilde{\rho}^{-1}(x_{ii}^{(k)})$ becomes $t - \rho_{ii}^{(k)}(b)$ and $\tilde{\rho}^{-1}(x_{ij}^{(k)})$ becomes $-\rho_{ij}^{(k)}(b)$ for $i \neq j$. Then $P_k$ specializes to the characteristic polynomial of $\rho^{(k)}(b)$, for each $k$, and hence we can recover $\chi_k(b)$ from the coefficient of $t^{d_k-1}$ of $P_k$ under this specialization. The final statement follows. Of course, we can absorb a root of $c$ into $P_1$ to remove the constant. \qed

2.2. The theorems of Frobenius and Wilf-Lindström. Next we recover the classical result of Frobenius on factoring the group determinant and a result of Wilf-Lindström on the determinant of a semilattice [19][41]. These are special cases of the factorization theorem for the semigroup determinant of an inverse semigroup, but we feel it is worth separating these results out since they will more likely be familiar to the reader and will thus better illustrate our techniques.

To make Corollary 2.9 explicit for groups, we describe more carefully the Wedderburn isomorphism, i.e., the Fourier transform. Let $G$ be a finite group, $\rho^{(1)}, \ldots, \rho^{(r)}$ representatives of the equivalence classes of unitary irreducible representations of $G$ and $d_k$ the degree of $\rho^{(k)}$. By Maschke’s theorem, the group algebra $\mathbb{C}G$ of a finite group is semisimple, and the number of conjugacy classes of $G$ is $r$. We retain the notation from the proof of Corollary 2.9.
Proposition 2.10. Let \( \rho : \mathbb{C}G \to M_{d_1}(\mathbb{C}) \times \cdots \times M_{d_r}(\mathbb{C}) \) be given by \( \rho(g) = (\rho^{(1)}(g), \ldots, \rho^{(r)}(g)) \) for \( g \in G \). Let \( P \) be the matrix of \( \rho \) with respect to the bases \( G \) and \( E^{(k)}_{ij} \).

1. \( \widetilde{\rho}^{-1}(x^{(k)}_{ij}) = \frac{d_k}{|G|} \sum_{g \in G} \rho^{(k)}_{ij}(g)x_g. \)

2. Viewing, the rows and columns of \( PP^T \) as indexed by \( i, j, k \),

\[
P_{ij,k,i'j'k'} P^T = \begin{cases} \frac{|G|}{d_k}, & \text{if } i = i', j = j', \rho^{(k')} = \rho^{(k)} \\ 0, & \text{else.} \end{cases}
\]

Proof. The first item is an immediate consequence of the Fourier inversion theorem [31, Proposition 6.2.11], which shows that the preimage under \( \rho \) of \( E^{(k)}_{ij} \) is

\[
\frac{d_k}{|G|} \sum_{g \in G} \rho^{(k)}_{ij}(g)x_g.
\]

For the second item, we observe that

\[
P_{ij,k,i'j'k'} P^T = \sum_{g \in G} \rho^{(k)}_{ij}(g)\rho^{(k')}_{ij'}(g).
\]

By the orthogonality relations for the matrix entries of irreducible unitary representations [31, Section 2.2], this sum is 0 unless \( i = i', j = j' \) and \( \rho^{(k')} \) is the conjugate representation of \( \rho^{(k)} \), in which case the result is \( |G|/d_k \).

Corollary 2.11 (Frobenius). Let \( G \) be a finite group with \( r \) conjugacy classes and let \( \rho^{(1)}, \ldots, \rho^{(r)} \) be a complete set of irreducible unitary representations of \( G \) with \( \rho^{(k)} \) of degree \( d_k \). Then

\[
\theta_G = \pm \prod_{k=1}^{r} \left( \det \left[ \sum_{g \in G} \rho^{(k)}_{ij}(g)x_g \right] \right)^{d_k}
\]

is the factorization into irreducible polynomials. The character of \( \rho^{(k)} \) is determined by the irreducible polynomial \( P_k = \det[\sum_{g \in G} \rho^{(k)}_{ij}(g)x_g] \).

Proof. We retain the notation of Proposition 2.10. We shall freely use that \( d_1^2 + \cdots + d_r^2 = |G| \). Note that Proposition 2.10(2) implies that \( \det(P)^2 = \det(PP^T) = \pm \frac{|G|^2}{d_1^2 \cdots d_r^2} \). Then applying Theorem 2.6, Proposition 2.5, Proposition 2.8, Proposition 2.10(1) and that \( \det[x^{(k)}_{ij}] \) is homogeneous of degree \( d_k \), we see that

\[
\theta_G = \pm \left( \det \left[ \sum_{g \in G} \rho^{(k)}_{ij}(g)x_g \right] \right)^{d_k}
\]

is the factorization is the factorization into irreducibles. The second statement follows by computing \( \chi(g) \) with \( g \neq 1 \) by looking at the coefficient of
t^{d_k-1}$ after substituting into $P_k$ the values $x_1 = t$, $x_g = -1$ and setting all other variables to 0 (and, of course, $\chi(1) = \deg P_k$).

The special case where $G$ is abelian was first obtained by Dedekind. In this case, the formula simplifies to $\theta_G = \pm \prod_{\chi \in \hat{G}} \left( \sum_{g \in G} \chi(g) x_g \right)$ where $\hat{G}$ is the set of characters of $G$.

If $P$ is a finite poset, the zeta-function $\zeta_P$ is the $P \times P$ integer matrix with $\zeta_P(x, y) = 1$, if $x \leq y$

$0$, else.

Note that $\zeta$ is upper triangular with ones on the diagonal with respect to any linear order extending $P$ and hence is unimodular. Therefore, $\zeta_P$ has an inverse over the integers called the Möbius function $\mu_P$ of $P$. We shall drop the subscript $P$ when the poset $P$ is clear from context.

Solomon proved the following theorem (see [33, Theorem 1] and the remark following it).

**Theorem 2.12** (Solomon). Let $L$ be a finite meet semilattice, made into a semigroup via meet. Then $Z: CL \to C^L$ given by $Z(a) = \sum_{b \leq a} \delta_b$ is an isomorphism where $\delta_b$ is the indicator function of $\{b\}$.

Notice that if $A = C^L$ and $B = \{\delta_a \mid a \in L\}$, then $C(A, B)$ is the diagonal matrix with the $x_{\delta_a}$ on the diagonal. Since the matrix of $Z$ with respect to the bases $L$ and $B$ is $\zeta_L$ (after making the obvious identification of $L$ and $B$), which is unimodular, and the inverse of $\zeta_L$ is $\mu_L$, whence $\zeta_L^{-1}(x_{\delta_a}) = \sum_{b \leq a} \mu_L(b, a) x_b$, we immediately obtain the Wilf-Lindström theorem [19,41] from Theorem 2.13 and Solomon’s theorem.

**Theorem 2.13** (Wilf-Lindström). Let $L$ be a finite semilattice. Then

$$\theta_L = \prod_{a \in L} \left( \sum_{b \leq a} \mu_L(b, a) x_b \right).$$

As a corollary, we give the computation for the Smith determinant. As usual, $\phi$ denotes Euler’s totient function. Recall that $n = \sum_{d \mid n} \phi(n)$ by counting elements of $\mathbb{Z}/n\mathbb{Z}$ by the cardinality of the subgroup they generate. Hence, by Möbius inversion, $\phi(n) = \sum_{d \mid n} \mu(n/d)d$ where $\mu$ is the number theoretic Möbius function. Also, we recall [35, Page 119] that for the divisibility order, $\mu(a, b) = \mu(b/a)$; this is from whence the Möbius function of a poset gets its name.

**Corollary 2.14** (Smith’s determinant). The determinant of the $n \times n$ matrix $A$ with $A_{ij} = \gcd(i, j)$ is $\phi(1)\phi(2) \cdots \phi(n)$.

**Proof.** Note that $L = \{1, \ldots, n\}$ is a meet semilattice under the divisibility ordering with gcd as the meet and $A$ is obtained from $C(L)$ by substituting
Thus the Wilf-Lindström theorem yields
\[ \det A = \prod_{i=1}^{n} \left( \sum_{1 \mid i} \mu(d, i) d \right) = \phi(1) \cdots \phi(n) \]
by the above discussion. □

3. Inverse semigroups and groupoids

We factor in this section the semigroup determinant of an inverse semigroup. Inverse semigroups have semisimple algebras over the complex numbers, so Corollary 2.9 applies, but we would like to be more explicit, as in the group case. Note that there are nice Fourier transforms for inverse semigroups \[20\]. Here we show that the inverse semigroup determinant can be computed as a groupoid determinant. The orthogonality relations and Fourier inversion theorems can be made to work for finite groupoids (where unitary representations are replaced by an appropriate groupoid analogue) but I do not know a reference for this folklore stuff and so we do not make things quite as explicit as could be done, except in a remark. However, we do make the factorization completely explicit in the commutative case.

3.1. Inverse semigroups. An inverse semigroup \( S \) is a semigroup such that, for all \( s \in S \), there is a unique element \( s^* \in S \) such that \( ss^*s = s \) and \( s*ss^* = s^* \). For example, groups are inverse semigroups (where \( g^* = g^{-1} \)) and meet semilattices are examples (where \( x^* = x \)). Thus a factorization result for the semigroup determinant of an inverse semigroup yields a simultaneous generalization of Frobenius’s result for groups and the Wilf-Lindström result for semilattices. Another important example of an inverse semigroup is the symmetric inverse monoid \( I_X \) of all partial bijections of a set \( X \). When \( |X| = n \), then \( I_X \) can be identified with the inverse monoid of all \( n \times n 0/1 \)-matrices with at most one 1-entry in any row or column; this latter monoid is known in some circles as the rook monoid \[34\], since such matrices correspond to legal rook placements on an \( n \times n \) chessboard (where the 1s are the rooks). A good reference for inverse semigroup theory is the book of Lawson \[18\].

Let \( E(S) \) denote the set of idempotents of \( S \). In an inverse semigroup, the idempotents commute and hence form a commutative subsemigroup \[18\]. On any inverse semigroup \( S \), there is a natural partial order, compatible with multiplication, given by \( s \leq t \) if \( s = te \) for some \( e \in E(S) \). See \[18\] for details.

To any inverse semigroup is associated a groupoid \( \mathcal{G}(S) \). One puts \( \mathcal{G}(S)_0 = E(S) \) and \( \mathcal{G}(S)_1 = S \). The domain and range functions are defined by \( d(s) = s^*s \) and \( r(s) = ss^* \). The identities are the elements of \( E(S) \), the product in \( \mathcal{G}(S) \) is just the restriction of the product in \( S \) to composable pairs and the groupoid inversion is \( s \mapsto s^* \). The fact that this is a groupoid can be found in \[18\] or \[39\] Section 9.1. Notice that \( \mathcal{G}(S) \) is finite if and
only if $S$ is finite. It is well known [18], that the idempotents of $S$ are central if and only if $d(s) = r(s)$ for all $s \in S$; such inverse semigroups are called Clifford semigroups [7].

If $e \in E(S)$, the automorphism group $G_e = G(S)(e, e)$ is called the maximal subgroup of $G$ at $e$. It is the group of units of the monoid $eS e$.

The author proved the following theorem in [38] (see also [37, 39]), generalizing Solomon’s theorem for semilattices [33].

**Theorem 3.1.** Let $S$ be a finite inverse semigroup and $K$ a field. Then the mapping $Z: KS \to KG(S)$ given by $Z(s) = \sum_{t \leq s} t$ for $s \in S$ is an isomorphism of $K$-algebras. In particular, $KS$ is unital.

The idea to compute the semigroup determinant of an inverse semigroup $S$ is to first use Theorem 3.1 to reduce to the case of a groupoid, which is then a semisimple algebra and so can be handled by Corollary 2.9.

3.2. Factoring the groupoid determinant. To factor the groupoid determinant, we use Corollary 2.9. First we comment on the well-known structure of a groupoid algebra; see [39, Theorem 8.15] or [24].

**Theorem 3.2.** Let $G$ be a finite groupoid and let $c_1, \ldots, c_k \in G_0$ be a complete set of representatives of the isomorphism classes of objects. Suppose that the class of $c_i$ has $n_i$ elements and let $G_i = G(c_i, c_i)$ be the automorphism group at $c_i$. Then, for any field $K$, there is an isomorphism $KG \cong \prod_{i=1}^k M_{n_i}(KG_i)$. In particular, $KG$ is a semisimple algebra if and only if the characteristic of $K$ does not divide the order of any of the groups $G_i$.

The isomorphism in Theorem 3.2 is explicit. Our takeaway from this is that $CG$ is semisimple. For example, if $L$ is a meet semilattice, then $G(L)$ consists of only identity morphisms and so $KG(L) \cong K^L$.

**Theorem 3.3.** Let $G$ be a finite groupoid. Then $\theta_G = \prod_{i=1}^r P_{d_i}$ where the $P_i$ are distinct irreducible homogeneous polynomials of degree $d_i$. Here $r$ is the number of isomorphism classes of simple $CG$-modules, the $d_i$ are the dimensions of the simple modules and $P_i$ determines the character of the corresponding simple module.

**Proof.** Since $CG$ is semisimple by Theorem 3.2, this is immediate from Corollary 2.9. □

**Remark 3.4.** In fact, the exact analogue of Corollary 2.11 holds for groupoids. That is, if $\rho^{(1)}, \ldots, \rho^{(r)}$ are representatives of the equivalence classes of irreducible representations of $CG$, then one can take $P_k = \det[\sum_{g \in G_1} \rho^{(k)}_{ij}(g)x_g]$. Indeed, if we consider the generic element $a = \sum_{g \in G_1} x_g g \in \mathbb{C}(X_{G_1})G$, then one can easily verify that the matrix of $a$ under the left regular representation $\lambda$ (with respect to the basis $G_1$) is given by

$$\lambda(a)_{gh} = \begin{cases} x_{gh^{-1}}, & \text{if } d(g) = d(h) \\ 0, & \text{else.} \end{cases}$$
Theorem 3.6. Let $S$ be a finite commutative inverse semigroup. Then

$$\theta_S = \pm \prod_{e \in E(S)} \prod_{\chi \in \hat{G}_e} \left( \sum_{g \in G_e} \sum_{s \leq g} \chi(g) \mu_S(s, g)x_s \right).$$

Therefore, $\lambda(a)$ is obtained from $C(\mathcal{G})$ by permuting the columns according to $h \mapsto h^{-1}$ and so $\theta_{G} = \pm \det \lambda(a)$. If $\rho(k)$ has degree $d_k$, then $\rho(k)$ (with the scalars extended to $\mathbb{C}(X_{\mathcal{G}_1})$) appears $d_k$ times in the left regular representation and so

$$\theta_{G} = \pm \prod_{k=1}^{r} \left( \det \left[ \sum_{g \in \mathcal{G}_1} \rho^{(k)}(g)x_g \right] \right)^{d_k}.$$

Moreover, $\det[\sum_{g \in \mathcal{G}_1} \rho^{(k)}(g)x_g]$ is irreducible by [23, Section 23] (or by the same argument as in the group case [9]).

We remark that if all arrows of the groupoid $\mathcal{G}$ are automorphisms (i.e., each isomorphism class is a singleton), then $C(\mathcal{G})$ is block diagonal with diagonal blocks $C(G_c)$ where $G_c$ is the group $\mathcal{G}(c, c)$. Therefore, $\theta_{G} = \prod_{c \in \mathcal{G}_0} \theta_{G_c}$ and so no additional work beyond Frobenius is actually required in this case.

3.3. Factoring the semigroup determinant of an inverse semigroup.

We are now ready for the main theorem of this section. Let $S$ be a finite inverse semigroup. Let $\sim$ be the smallest equivalence relation on $S$ so that $ab \sim ba$ for all $a, b \in S$. For a group, this relation is conjugacy and so we shall call it conjugacy here. For inverse semigroups, it coincides [16] with the notion of generalized conjugacy in the sense of McAlister [23] or Rhodes and Zalcstein [30], as discussed in [39, Section 7.1], and so the number of simple $\mathbb{C}S$-modules is the number of conjugacy classes.

**Theorem 3.5.** Let $S$ be a finite inverse semigroup. Then $\theta_S = \prod_{i=1}^{r} P_d^{d_i}$ where the $P_i$ are distinct irreducible homogeneous polynomials of degree $d_i$. Here $r$ is the number of conjugacy classes of $S$, the $d_i$ are the degrees of the irreducible representations of $S$ and the $P_i$ determine the irreducible characters of $S$. More precisely, for $s \in S$, put $y_s = \sum_{t \leq s} \mu_S(t, s)x_t$ and put $Y = \{y_s \mid s \in S\}$. Then $\theta_S(X) = \theta_{G(S)}(Y)$.

**Proof.** This follows from Theorem 3.1, Theorem 2.6, and Theorem 3.3 once we make the following observation. The matrix of $Z$ from Theorem 3.7 with respect to the bases $S$ for $\mathbb{C}S$ and $\mathbb{C}G(S)$ is the zeta-function of $S$, which is unimodular. The inverse isomorphism has matrix $\mu_S$ and hence is given by $s \mapsto \sum_{t \leq s} \mu_S(t, s)t$. Therefore, $Z^{-1}(x_s) = \sum_{t \leq s} \mu_S(t, s)x_t = y_s$. \hfill $\square$

Remark 3.4 can be used to write out more explicitly $\theta_S$.

In the case that $S$ is commutative, $G(S)$ is just the disjoint union of the abelian groups $G_e$ with $e \in E(S)$ and we can apply Dedekind's factorization theorem for the determinant of an abelian group.

**Theorem 3.6.** Let $S$ be a finite commutative inverse semigroup. Then

$$\theta_S = \pm \prod_{e \in E(S)} \prod_{\chi \in \hat{G}_e} \left( \sum_{g \in G_e} \sum_{s \leq g} \chi(g) \mu_S(s, g)x_s \right).$$
In particular, $\theta_S$ factors into distinct linear factors and the factors are determined by the characters of the maximal subgroups of $S$ (or equivalently of $S$) and the Möbius function of $S$. More generally if $S$ is an inverse semigroup with central idempotents, then $\theta_S = \prod_{e \in E(S)} \theta_{G_e}(Y_e)$ where $Y_e = \{ y_g \mid g \in G_e \}$ and $y_g = \sum_{s \leq g} \mu_{S}(s,g)x_s$.

When $S$ is an abelian group, this reduces to Dedekind’s theorem and when $S$ is a meet semilattice (and so all $G_e$ are trivial), this reduces to the Wilf-Lindström theorem.

4. The semigroup determinant of a finite Frobenius ring

In this section we show that if $R$ is a finite Frobenius ring and $K$ is a field whose characteristic does not divide the characteristic of $R$, then $KR$ is a Frobenius algebra where we take the monoid algebra with respect to the multiplicative monoid of $R$. From the viewpoint of this paper, the upshot is that the semigroup determinant of $R$ does not vanish. But more importantly, as a consequence, we obtain a new, simpler proof of the theorem of Kovács [15] that $KM_n(F)$ is isomorphic to a direct product of matrix algebras over group algebras of general linear groups for any finite field $F$ and field $K$ whose characteristic is different from that of $F$ (the characteristic zero case is due to Okuński and Putcha [27]).

A finite unital ring $R$ is Frobenius if it is self-injective and $R/J(R)$ is isomorphic to the left socle of $R$ as left $R$-modules (where $J(R)$ is the Jacobson radical of $R$). A Frobenius algebra over a finite field is Frobenius in this sense. In particular, $M_n(F)$ is a Frobenius ring for any finite field $F$. It is well known that a finite commutative ring $R$ is Frobenius if and only if it is a direct product of finite local rings, each having a unique minimal ideal [42]. In particular, any finite principal ideal ring (like $\mathbb{Z}/n\mathbb{Z}$) is Frobenius.

If $R$ is a ring and $A$ is an abelian group, the group $\text{Hom}(R,A)$ of homomorphisms from the additive group of $R$ to $A$ is an $R$-$R$-bimodule via $(fr)(r') = f(rr')$ and $(r f)(r') = f(r'r)$; moreover, the bimodule structure is functorial in $A$. If $K$ is a field, we shall call a character $\chi: R \rightarrow K^\times$ of the additive group of $R$ an additive character and we put $\tilde{R}_K = \text{Hom}(R,K^\times)$, which is then an $R$-$R$-bimodule with the above bimodule structure. An additive character $\chi$ is called a left (respectively, right) generating character if it generates $\tilde{R}_K$ as a left (respectively, right) $R$-module. We write $\tilde{R}$ for $\tilde{R}_\mathbb{C}$. It is known [42, Theorem 4.3] that any left generating character of $\tilde{R}$ is a right generating character (and vice-versa) and so we may omit the left/right descriptives in this setting. If $K$ is a field, then $\mu_{n,K}$ will denote the group of $n^{th}$-roots of unity in $K$.

**Proposition 4.1.** Let $R$ be a finite ring and $K$ an algebraically closed field whose characteristic does not divide the characteristic of $R$. Then $\tilde{R} \cong \tilde{R}_K$ as an $R$-$R$-bimodule.
Proof. Let \( n \) be the characteristic of \( R \). Then by assumption, \( \mu_{n,K} \cong \mathbb{Z}/n\mathbb{Z} \cong \mu_{n,\mathbb{C}} \) since both fields contain a primitive \( n \)th-root of unity. Moreover, since \( nR = 0 \), we have \( \hat{R}_K = \text{Hom}(R, \mu_{n,K}) \cong \text{Hom}(R, \mu_{n,\mathbb{C}}) = \hat{R} \) as \( R\)-\( R \)-bimodules by functoriality of \text{Hom}.

The following theorem is due to Wood [42, Theorem 3.10].

**Theorem 4.2.** A finite ring \( R \) is Frobenius if and only if \( \hat{R} \) has a generating character, i.e., \( \hat{R} \) is a cyclic \( R \)-module (on either side).

Observe that if \( p \) is a prime and \( R \) is a finite unital ring, then \( p \) divides the characteristic \( n \) of \( R \) if and only if it divides \( |R| \). Indeed, since \( n \) is the additive order of 1, clearly \( n \mid |R| \), and so the forward implication is trivial. On the other hand, if \( p \mid |R| \), then the additive group of \( R \) has an element \( r \) of order \( p \). But, we also have \( nr = 0 \), and so \( p \mid n \).

We can now prove our main result of this section.

**Theorem 4.3.** Let \( R \) be a finite Frobenius ring and \( K \) a field whose characteristic does not divide that of \( R \). Then \( KR \) is a Frobenius algebra, where we take the monoid algebra with respect to the multiplicative monoid of \( R \).

Proof. By [17, Exercise 3.16] (or [20, Chapter 16, Lemma 19]), we may assume without loss of generality that \( K \) is algebraically closed. By Proposition 4.1, we have that \( \hat{R}_K \cong \hat{R} \) as an \( R\)-\( R \)-bimodule. By Theorem 4.2, there is an additive character of \( \hat{R} \) that generates \( \hat{R} \) as both a left and a right \( R \)-module. Hence there is an additive character \( \lambda \in \hat{R}_K \) that generates it as both a left and right \( R \)-module. We can extend any additive character \( \chi : R \to K^\times \) to a \( K \)-linear mapping \( \chi : KR \to K \). Moreover, since the characteristic of \( K \) does not divide the characteristic of \( R \) (and hence \( |R| \)), we have that the group algebra of the additive group of \( R \) over \( K \) is semisimple and so the functionals \( \chi : KR \to K \) with \( \chi \in \hat{R}_K \) separate points (since \( KR \) has the same underlying \( K \)-vector space as the group algebra of the additive group). Therefore, if \( 0 \neq a \in KR \), then we can find \( \chi \in \hat{R}_K \) with \( \chi(a) \neq 0 \). Since \( \lambda \) is generating, we can find \( r, r' \in R \) with \( r\lambda = \chi = \lambda r' \). Then \( 0 \neq \chi(a) = \lambda(ar) = \lambda(r'a) \). We conclude that \( \ker \lambda \) contains no nonzero left or right ideal of \( KR \), and so \( KR \) is Frobenius.

It follows that \( K[\mathbb{Z}/n\mathbb{Z}] \) is Frobenius whenever the characteristic of \( K \) does not divide \( n \), where we take the monoid algebra with respect to the multiplicative monoid of the ring.

As a corollary, we obtain the following result on the nonvanishing of the semigroup determinant of a finite Frobenius ring.

**Corollary 4.4.** Let \( R \) be a finite Frobenius ring. Then the semigroup determinant of the multiplicative monoid of \( R \) is nonzero.

Proof. This is immediate from Theorems 2.1 and 4.3. □
Next we recover Kovács’s theorem [15]. Recall that the $q$-binomial coefficient \( \binom{n}{r}_q \) counts the number of \( r \)-dimensional subspaces of an \( n \)-dimensional vector space over a \( q \)-element field.

We need to recall Green’s relations [12]. If \( S \) is a semigroup, then two elements are \( J \)-equivalent if they generate the same two-sided ideal, \( L \)-equivalent if they generate the same left ideal and \( R \)-equivalent if they generate the same right ideal. If \( e \) is an idempotent of a semigroup \( S \), the maximal subgroup of \( S \) at \( e \) is the group of units of the monoid \( eSe \). In a finite semigroup, \( J \)-equivalent idempotents have isomorphic maximal subgroups [29, 39]. It is shown in [39, Theorem 15.6] (see also [26, Chapter 16, Theorem 17]) that if \( M \) is a finite regular monoid and \( e_1, \ldots, e_s \) represent the \( J \)-classes of idempotents of \( M \), then \( KM \) is Frobenius if and only if \( KM \cong \prod_{i=1}^{s} M_{n_i}(KG_{e_i}) \) where \( n_i \) is the number of \( L \)-classes in the \( J \)-class of \( e_i \).

The multiplicative monoid of \( M_n(F) \) (with \( F \) a finite field) is regular (all semisimple rings are von Neumann regular). It is well known that two matrices are \( J \)-equivalent if and only if they have the same rank and they are \( L \)-equivalent if and only if they have the same kernel (that is, are row equivalent). Let

\[
e_r = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}.
\]

Then \( e_r \) is an idempotent, \( e_r M_n(F) e_r \cong M_r(F) \) and \( G_{e_r} \cong GL_r(F) \). The idempotents \( e_0, \ldots, e_n \) represent all the regular \( J \)-classes and there are \( \binom{n}{r}_q \) possible kernels of rank \( r \) matrices, and hence this is the number of \( L \)-classes in the \( J \)-class of rank \( r \) matrices. The following theorem was originally proved in [15].

**Theorem 4.5** (Kovács). Let \( F \) be a finite field with \( q \) elements and let \( K \) be a field of characteristic different from that of \( F \). Then \( KM_n(F) \cong \prod_{r=0}^{n} \binom{n}{r}_q KGL_r(F) \) and hence is semisimple if and only if the characteristic of \( K \) does not divide \( |GL_n(F)| \).

*Proof.* Since \( M_n(F) \) is a Frobenius ring, \( KM_n(F) \) is a Frobenius algebra by Theorem 4.3. Since \( M_n(F) \) is a semisimple ring, it is von Neumann regular. The result then follows from [39, Theorem 15.6] (or [26, Chapter 16, Theorem 17]) and the well-known structure of Green’s relations on \( M_n(F) \) discussed above. \( \square \)

Let \( F \) be a finite field of characteristic \( p \), \( K \) an algebraically closed field of characteristic different than \( p \) and \( \omega \in K^\times \) a primitive \( p^\theta \)-th root of unity. Denote by \( \mathbb{F}_p \) the field of \( p \) elements. Then a generating character \( \lambda \) of \( M_n(F) \) over \( K \) is given by

\[
A \mapsto \omega^{\text{Tr}_{F/K}(\text{tr}(A))},
\]
where $\text{Tr}_{F/F_0}$ is the trace map of the field extension and $\text{tr}$ is the matrix trace; see [42, Example 4.4] for the case $K = \mathbb{C}$. The linear extension of $\lambda$ to $KM_n(F)$ then provides a Frobenius form.

5. The trouble with nilpotent semigroups

A semigroup $S$ is called $k$-nilpotent if it has a zero element and the product of any $k$ elements is zero. We put $S_m = S^m \setminus S^{m+1}$ for $m \geq 1$. Notice that any binary operation with a zero element and the property that the product of any three elements is zero is automatically associative. So it should be no surprise that the vast majority of associative binary operations on a set are 3-nilpotent [14] and it is generally believed that the proportion of isomorphism classes of 3-nilpotent semigroups goes to 1 as the cardinality goes to infinity. Let $S$ be a nilpotent semigroup with zero $z$ and suppose that $S^{k+1} = \{z\}$ and $S^k \neq \{z\}$; we call $k + 1$ the nilpotency index of $S$. A nonzero nilpotent semigroup $S$ obviously does not satisfy $S^2 = S$, and so $\hat{\theta}_S = 0$ by Corollary 2.2. Therefore, to obtain something interesting, we adjoin an identity.

Many of the results in this section on algebras of nilpotent semigroups with adjoined identities are inspired by Wenger [40], but we add in the possibility of allowing a twist, which will be needed in the next section to compute the semigroup determinant of a commutative semigroup. Moreover, our results refine those of Wenger. See also [26, Chapter 16].

If $S$ is a nilpotent semigroup and $M = S \cup \{I\}$ is obtained by adjoining the identity $I$, we put $S_0 = \{I\}$. Observe that any twisted contracted monoid algebra $C_0(M, c)$ is a local ring. In fact, the nonzero elements of $S$ span the nilpotent ideal $C_0(S, c)$ and $C_0(M, c)/C_0(S, c) \cong \mathbb{C}$. Therefore, $C_0(S, c)$ is the radical and $C_0(M, c)$ is local.

Let us call a nonzero element $m \in M$ left (respectively, right) annihilating if $mS = \{z\}$ (respectively, $Sm = \{z\}$). If $m$ is both left and right annihilating, we say that $m$ is annihilating. For example, if $S$ has nilpotency index $k + 1$, then each element of $S_k$ is annihilating. Note that if $S = \{z\}$, then the identity $I$ is annihilating.

For a Frobenius algebra $A$, the left module $A/\text{rad}(A)$ is isomorphic to the left socle of $A$ (and dually for the right module $A/\text{rad}(A)$ and the right socle); see the proof of [17, Theorem 16.21]). In particular, if $A$ is local (and over $\mathbb{C}$), then the socle must be simple (and 1-dimensional).

**Proposition 5.1.** Let $S$ be a nilpotent semigroup and $M = S \cup \{I\}$. Suppose that the twisted contracted monoid algebra $C_0(M, c)$ is Frobenius. Then $M$ has a unique right annihilating element $z'$. Moreover, $z'$ is annihilating and is the unique left annihilating element of $S$, and the left and right socles of $C_0(M, c)$ are both $\mathbb{C}z'$.

**Proof.** We already observed that $C_0(M, c)$ is local and that its radical is $C_0(S, c)$. Also, we have remarked that if $S$ has nilpotency index $k + 1$, then $S_k$ consists of annihilating elements. Suppose that $z' \in M$ is right annihilating and $z' \neq 0$. Then $z' \in \text{rad}(C_0(M, c))$. Since $C_0(M, c)$ is Frobenius, we have $z' \in C_0(S, c)$, so $z'$ is annihilating. By Lemma 2.2, $z'$ is the unique annihilating element of $S$.

Now, if $z' \notin \text{rad}(C_0(M, c))$, then $z'$ is left annihilating and $z' \in C_0(S, c)$. Therefore, $z'$ is the unique left annihilating element of $S$, and hence the unique left annihilating element of $M$. Thus, $z'$ is a right annihilating element of $M$. Therefore, $M$ has a unique right annihilating element $z'$. Moreover, $z'$ is annihilating and is the unique left annihilating element of $S$, and the left and right socles of $C_0(M, c)$ are both $\mathbb{C}z'$.
annihilating. Since \( Sz' = \{z\} \), it follows that \( \mathbb{C}_0(S, c)Cz' = 0 \) and so \( Cz' \) is contained in the left socle of \( \mathbb{C}_0(M, c) \). But since \( \mathbb{C}_0(M, c) \) is a local Frobenius algebra over \( \mathbb{C} \), its left socle is one-dimensional. Thus \( Cz' \) is the left socle. If \( z'' \) is also right annihilating, then \( Cz'' \) is also the left socle and so \( z' = z'' \), yielding uniqueness. In particular, since \( M \) has annihilating elements, the unique right annihilating element \( z' \) must be annihilating. A dual argument then shows that \( z' \) is the unique left annihilating element of \( M \) and \( Cz' \) is the right socle of \( \mathbb{C}_0(M, c) \).

The following is a generalization, and more precise version, of a result due to Wenger [40]; see also [26] Chapter 16, Proposition 22.

**Theorem 5.2.** Let \( M = S \cup \{I\} \) with \( S \) a nilpotent semigroup. Then the determinant \( \tilde{\theta}_{M,c} \) vanishes identically for any twisted contracted monoid algebra \( \mathbb{C}_0(M, c) \) unless \( M \) has a unique annihilating element \( z' \). In this case, define an \( M \setminus \{z\} \times M \setminus \{z\} \)-matrix \( A \) by

\[
A_{s,t} = \begin{cases} 
    c(s, t), & \text{if } st = z' \\
    0, & \text{else.}
\end{cases}
\]

Then \( \tilde{\theta}_{M,c} = \det A \cdot x_{z'}^{[S]} \). Note that if \( c \) is trivial, then \( A \) is a 0/1-matrix and \( \det A \) is an integer.

**Proof.** By Proposition 5.1 having a unique annihilating element \( z' \) is a necessary condition for \( \mathbb{C}_0(M, c) \) to be Frobenius, and hence for the determinant not to vanish by Theorem 2.1. Notice that the matrix \( A \) is obtained from \( C(\mathbb{C}_0(M, c), M \setminus \{z\}) \) by specializing \( x_{z'} \) to 1 and all other variables to 0. Hence, if \( \tilde{\theta}_{M,c} = 0 \), then \( \det A = 0 \) and so the formula is true. So suppose now that \( \tilde{\theta}_{M,c} \) is not zero. Then \( \mathbb{C}_0(M, c) \) is Frobenius and by the proof of Theorem 2.1 we have that the linear extension of \( \lambda: M \setminus \{z\} \to \mathbb{C} \) to \( \mathbb{C}_0(M, c) \) gives rise to a nondegenerate bilinear form \( (a, b) \mapsto \lambda(ab) \) if and only if substituting \( x_m \) by \( \lambda(m) \) in \( \tilde{\theta}_{M,c} \) yields a nonzero number. Nondegeneracy of the bilinear form associated to \( \lambda \) is equivalent to \( \ker \lambda \) containing no left ideal [17, Theorem 3.15]. Since \( Cz' \) is the left socle of \( \mathbb{C}_0(M, c) \) by Proposition 5.1, the latter condition is equivalent to \( \lambda(z') \neq 0 \). It follows that any substitution of the variables by complex numbers with \( x_{z'} \), not sent to zero results in a nonzero value of \( \tilde{\theta}_{M,c} \).

Let \( q \) be an irreducible factor of \( \tilde{\theta}_{M,c} \). Then \( q \) must be homogeneous and so we can write \( q = f_d + f_{d-1}x_{z'} + \cdots + f_0x_{z'}^d \) where \( d = \deg q \) and \( f_i \) is a homogeneous polynomial of degree \( i \) over \( \tilde{X} \setminus \{x_{z'}\} \). Suppose first that \( f_0 = 0 \). Then since \( f_1, \ldots, f_d \) are homogeneous, they vanish when we substitute all the variables in \( \tilde{X} \setminus \{x_{z'}\} \) by 0. Thus \( q(\tilde{0}, 1) = 0 \), contradicting that \( \tilde{\theta}_{M,c} \) does not vanish so long as we evaluate \( x_{z'} \) at a nonzero element. It follows that \( f_0 \neq 0 \). Suppose \( f_1 \neq 0 \) for some \( i > 0 \) and that \( f_1(\tilde{\alpha}) \neq 0 \) (using \( C \) is infinite). Then \( h(x_{z'}) = q(\tilde{\alpha}, x_{z'}) = g(x_{z'}) + f_0x_{z'}^d \) where \( g \) is a nonzero polynomial of degree less than \( d \) and \( f_0 \) is a nonzero constant. Thus
FACTORIZING THE DEDEKIND-FROBENIUS DETERMINANT OF A SEMIGROUP

$h$ has a root $a \neq 0$. But then $\tilde{\theta}_{M,c}(\bar{a}, a) = 0$, again a contradiction since we specialized $x_{z'}$ to $a \neq 0$. Thus $q = f_0 x_{z'}^d$, whence by irreducibility $q = f_0 x_{z'}$. We deduce that $\tilde{\theta}_{M,c} = K x_{z'}^{[S]}$ for some constant $K \in \mathbb{C}$. Specializing $x_{z'}$ to 1 and all other variables to 0 gives $\det A = \tilde{\theta}_{M,c}(\bar{0}, 1) = K$ and the result follows.

The following example will be used later in the proof of Wood’s theorem [43] on commutative chain rings. Note that $\mathbb{C}[x]/(x^k)$ is well known to be a Frobenius algebra, but we verify this using Theorem 5.2 to demonstrate the technique.

**Proposition 5.3.** Let $S = \langle a \mid a^k = a^{k+1} \rangle$ be a cyclic nilpotent semigroup of index $k$ and $M = S \cup \{I\}$. Then $\tilde{\theta}_M = -(\frac{k}{2}) x_{a^{k-1}}^k$.

**Proof.** Note that $a^{k-1}$ is the unique annihilating element of $M$ and so $\tilde{\theta}_M = \det A \cdot x_{a^{k-1}}^k$ where

$$A = \begin{bmatrix}
0 & 0 & \cdots & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & 1 & \ddots & \\
1 & 0 & \cdots & 0
\end{bmatrix}$$

by Theorem 5.2. But this is the permutation matrix of the unique permutation with $\binom{k}{2}$ inversions. This completes the proof.

We next show that determining whether the semigroup determinant of a 3-nilpotent semigroup with adjoined identity vanishes is a tricky business. We already saw in Theorem 5.2 that this reduces to the problem of determining whether a 0/1-matrix is nonsingular. We now show that for 3-nilpotent (commutative) semigroups with adjoined identity, the problem of determining whether $\tilde{\theta}_M$ vanishes is equivalent to the problem of determining whether a (symmetric) 0/1-matrix is nonsingular.

**Proposition 5.4.** Let $B$ be an $n \times n$ 0/1-matrix. Then there is a 3-nilpotent semigroup $S$ such that if $M = S \cup \{I\}$, then $\tilde{\theta}_M = -\det B \cdot x_{z'}^{n+2}$. Moreover, if $B$ is symmetric, then $M$ is commutative.

**Proof.** Let $S = \{s_1, \ldots, s_n, z', z\}$ where $s_is_j = z'$ if $B_{ij} = 1$ and all remaining products are $z$. Then $S$ is 3-nilpotent and is commutative if and only if $B$ is symmetric. Let $A$ be the matrix from Theorem 5.2. If we order $M \setminus \{z\}$ as $I, s_1, \ldots, s_m, z'$, then

$$A = \begin{bmatrix}
0 & \cdots & 1 \\
\vdots & B & \vdots \\
1 & \cdots & 0
\end{bmatrix}$$

(where all omitted entries are 0), and so $\det A = -\det B$. The result follows from Theorem 5.2.
6. The curious case of commutative semigroups

In this section, we factor the semigroup determinant of a commutative semigroup. Our results will recover Theorem 3.6 (hence Dedekind and Wilf-Lindström) and Wood’s theorem (generalized from rings to monoids).

According to Corollary 2.2, a necessary condition for $\theta_S \neq 0$ is that $S^2 = S$. Such semigroups are sometimes called idempotent semigroups, although this can be confused with semigroups all of whose elements are idempotents, also known as bands. In this paper we shall use idempotent semigroup to mean $S^2 = S$, as the only bands that we shall encounter are semilattices. Of course every monoid is idempotent and so is every inverse semigroup.

It is well known that a finite semigroup $S$ satisfies $S = S^2$ if and only if $S = SE(S)S$, where, as usual, $E(S)$ denotes the set of idempotents of $S$ (this follows, for instance, from [29 Lemma 4.5.6]).

A number of our reductions hold for semigroups with central idempotents and so we start there.

6.1. Idempotent semigroups with central idempotents. Throughout this subsection we shall assume that $S$ is finite, $S^2 = S$ and that $E(S)$ is contained in the center of $S$. Note that $s = xey$ with $e \in E(S)$ implies $ese = e\text{eye} = xey = s$ and so $e$ is a left and right identity for $s$. Also, since $E(S)$ commutes, it is a meet semilattice with respect to the ordering $e \leq f$ if $ef = e$ (or equivalently, $e \in fE(S)$). The set of $e \in E(S)$ with $se = s$ (or, equivalently, $ese = s$) is a nonempty subsemigroup of $E(S)$ (by the above discussion) and hence has a unique minimum element that we denote by $s^+$. Note that $e^+ = e$ for $e \in E(S)$. We define an equivalence relation by $s \sim t$ if $s^+ = t^+$. We write $\bar{H}_s$ for the equivalence class of $s$ (this is the $\mathcal{H}$-class of $s$ in the sense of Fountain et al. [10]). Note that $\bar{H}_s \subseteq s^+Ss^+ = s^+S = Ss^+$.

Proposition 6.1. Let $s \in S$. Then $s^+$ is the unique idempotent in $\bar{H}_s$.

Proof. If $e \in \bar{H}_s$ is an idempotent, then $e = e^+ = s^+$, as required. \hfill \Box

In order to imitate our approach to inverse semigroup algebras [35] in this setting, we need to define a partial order on $S$.

Proposition 6.2. Let $S$ be an idempotent finite semigroup with central idempotents. Define $s \leq t$ if $s = te$ with $e \in E(S)$.

1. $\leq$ is a partial order extending the order on $E(S)$.
2. $s \leq t$ and $s' \leq t'$ implies $ss' \leq tt'$.
3. $s \leq t$ if and only if $s = ts^+$.
4. If $a \leq st$, then there exist unique $s_0 \leq s$ and $t_0 \leq t$ with $a = s_0t_0$ and $s_0^+a^+ = t_0^+$.

Proof. Since $s = ss^+$, the relation $\leq$ is reflexive. It is also transitive as $s \leq t$ and $t \leq u$, implies that $s = te$ and $t = uf$ with $e, f \in E(S)$. But then $s = ufe$ and $fe \in E(S)$, and so $s \leq u$. Suppose that $s \leq t$ and $t \leq s$. Then $s = te$ and $t = sf$ with $e, f \in E(S)$. But then $s = te = se = sef = sef =$...
Thus the order on $s$ by definition and $e$, $f$ with $e, f \in E(S)$. Then $s't'ef = s'et'f = st$ and so $st \leq s't'$ as $ef \in E(S)$. If $s = ts^+$, then obviously $s \leq t$. If $s \leq t$, then $s = te$ with $e \in E(S)$. But then $se = s$ and so $s^+ \leq e$ in $E(S)$. Therefore, $s = ss^+ = tes^+ = ts^+$, as required.

For the final property, put $s_0 = sa^+$ and $t_0 = ta^+$. Then $s_0 \leq s$, $t_0 \leq t$ by definition and $s_0t_0 = sta^+ = a$ by (3). By construction, $s_0a^+ = s_0$. If $e \in E(S)$ with $s_0e = s_0$, then $ae = s_0t_0e = s_0et_0 = s_0t_0 = a$ and so $a^+ \leq e$. Thus $s_0^+ = a^+$ and, similarly, $t_0^+ = a^+$. The uniqueness is clear since if $s_1 \leq s$ and $s_1^+ = a^+$, then $s_1 = sa^+$ by (3) and similarly for $t$. \hfill $\square$

Observe that if $e \in E(S)$, then $s \in eSe$ if and only if $se = s$, if and only if, $s^+ \leq e$.

**Proposition 6.3.** Let $e \in E(S)$ and $I_e = \{s \mid s^+ < e\}$. Then $I_e$ is an ideal of $S$.

**Proof.** Let $s \in I_e$ and $t \in S$. Then $(st)s^+ = ss^+t = st$ and so $(st)^+ \leq s^+ < e$. Similarly, $(ts)s^+ = ts$ and so $(ts)^+ < e$. \hfill $\Box$

Recall that the maximal subgroup $G_e$ of $S$ at $e$ is the group of units of $eSe$. Note that $I_e = \emptyset$ if and only if $eSe = G_e = \overline{H}_e$. Indeed, $eSe \setminus I_e = \overline{H}_e$ and so if $I_e = \emptyset$, then $\overline{H}_e = eSe$ is a finite monoid with unique idempotent $e$. But that makes $eSe$ a group and so $G_e = eSe$. For $e \in E(S)$, we put $\overline{H}_e^0 = eSe/I_e$, the Rees quotient, if $I_e \neq \emptyset$ and if $I_e = \emptyset$, then we put $\overline{H}_e^0 = G_e \cup \{z\}$ where $z$ is an adjoined zero (recall that $\overline{H}_e = G_e$ in this case). Note that $\overline{H}_e^0$ is a monoid with identity $e$ and can be identified with $\overline{H}_e \cup \{z\}$ where $z$ is a zero and, for $a, b \in \overline{H}_e$, we have that

$$a \cdot b = \begin{cases} ab, & \text{if } ab \in \overline{H}_e \\ z, & \text{else.} \end{cases}$$

From now on we just write $ab$ as no confusion should arise.

The next proposition says that $\overline{H}_e^0$ has a structure similar to that of a local ring.

**Proposition 6.4.** If $e \in E(S)$, then the group of units of $\overline{H}_e^0$ is $G_e$ and every nonunit is nilpotent.

**Proof.** Since each element of $G_e$ generates the same ideal as $e$ and $e \notin I_e$, we deduce that $G_e \subseteq eSe \setminus I_e = \overline{H}_e$. Since an element of $\overline{H}_e$ is a unit in $\overline{H}_e^0$ if and only if it is in $eSe$, the first claim follows. Suppose that $s \in \overline{H}_e$. Then $s^n$ is an idempotent $f$ for some $n > 0$. If $f = e$, then $s \in G_e$ (with inverse $s^{n-1}$). If $f \neq e$, then $f \notin \overline{H}_e$ by Proposition 6.1 i.e., $f \in I_e$. Thus $s^n = z$ in $\overline{H}_e^0$. \hfill $\square$
Monoids in which every nonunit is nilpotent are called elementary monoids in [28] and [26, Chapter 16]. They are precisely the finite monoids in which the identity and zero are the only idempotents.

We can now prove an analogue of Theorem 3.1 for idempotent semigroups with central idempotents. Note that the algebra $A = \prod_{e \in E(S)} K_0 \tilde{H}_e$, viewed as an internal direct sum, is a $K$-vector space with basis the disjoint union of the $\tilde{H}_e$, which in turn is just $S$ by Proposition 6.1. From this point of view, the product of two elements $s, t \in S$ is nonzero in $A$ if and only if $s^+ = t^+ = (st)^+$, in which case their product in $A$ is their product in $S$.

**Theorem 6.5.** Let $S$ be an idempotent finite semigroup with central idempotents. Then the mapping $Z: KS \to \prod_{e \in E(S)} K_0 \tilde{H}_e$ given by $Z(s) = \sum_{t \leq s} t$ on $s \in S$ is an isomorphism of $K$-algebras. In particular, $KS$ is unital.

**Proof.** Since the matrix of $Z$ with respect to the natural basis $S$ for both algebras is the zeta-function of $S$, it follows that $Z$ is invertible with inverse

$$s \mapsto \sum_{t \leq s} \mu_S(t, s) t.$$ 

It remains to check that $Z$ is a homomorphism. This is immediate from Proposition 6.2(2),(4):

$$Z(st) = \sum_{a \leq st} a = \sum_{s_0 \leq s, t_0 \leq t} s_0 t_0 = \sum_{s_0 \leq s} s_0 \cdot \sum_{t_0 \leq t} t_0 = Z(s)Z(t),$$

as required (where the products in the two rightmost terms are taken in $\prod_{e \in E(S)} K_0 \tilde{H}_e$).

Theorem 6.5 generalizes a theorem of Ponizovskii [28], which proves that if $S$ is an idempotent finite commutative semigroup, then $KS$ is isomorphic to a direct product of contracted semigroup algebras of monoids with no idempotents except 0 and 1. However, our isomorphism is explicit and, in particular, we can write down the inverse isomorphism using the Möbius function of $S$, which is necessary in order to compute the semigroup determinant; for example, the proof of Ponizovskii would not be explicit enough to recover the Wilf-Lindström theorem for the semigroup determinant of a meet semilattice.

The general machinery now computes the semigroup determinant of $S$ in terms of the contracted semigroup determinants of the $\tilde{H}_e$.

**Theorem 6.6.** Let $S$ be a finite idempotent semigroup with central idempotents. For $s \in S$, put $y_s = \sum_{t \leq s} \mu_S(t, s)x_t$. Then

$$\theta_S = \prod_{e \in E(S)} \tilde{\theta}_{\tilde{H}_e}(Y_e)$$

where $Y_e = \{y_s \mid s \in \tilde{H}_e\}$. 

Proof. The matrix of the isomorphism $Z$ from Theorem 6.5 is the zeta-function of $S$. Therefore, $Z^{-1}(x_s) = \sum_{t<s} \mu_S(t,s)x_t = y_s$. Since $Z$ is unimodular, Proposition 2.5 and Theorem 2.6 give the desired result. \hfill \Box

Note that if $S$ is an inverse semigroup with central idempotents, then $\tilde{H}_e = G_e$ for each idempotent $e$ and Theorem 6.6 reduces to Theorem 3.6.

6.2. Commutative semigroups. By Corollary 2.2 the computation of the semigroup determinant of a commutative semigroup $S$ is reduced to the case that $S^2 = S$. Since commutative semigroups obviously have central idempotents, the computation of $\theta_S$ is reduced by Theorem 6.6 to the case of the contracted semigroup determinant of a commutative monoid $M$ with zero $z$ and group of units $G$ such that each nonunit is nilpotent. These were studied by Ponizovskii \cite{28} and Wenger \cite{40} in an attempt to understand when the algebra of a finite commutative semigroup is Frobenius over an arbitrary field. Here we stick with the field of complex numbers, which is a simpler case, but we need to give more precise results in order to compute explicitly the semigroup determinant.

If $M$ is a commutative monoid with group of units $G$, then $M/G = \{Gm \mid m \in M\}$ is a monoid with multiplication $Gm_1 \cdot Gm_2 = Gm_1m_2$, and is a quotient of $M$ via $m \mapsto Gm$.

Let $\hat{G}$ denote the group of characters $\chi : G \to \mathbb{C}^\times$. Note that if $|G| = n$, then $\chi(G) \leq \mu_n$ where $\mu_n$ is the group of $n^{th}$-roots of unity. Thus $\chi(g^{-1}) = \overline{\chi(g)}$ for all $g \in G$. Recall that if

$$e_\chi = \frac{1}{|G|} \sum_{g \in G} \chi(g)g,$$

then $1 = \sum_{\chi \in \hat{G}} e_\chi$ is a decomposition into orthogonal primitive idempotents of $\mathbb{C}G$ and $e_\chi \mathbb{C}_0M$ is the isotypic component of $\chi$ for the left $\mathbb{C}G$-module structure on $\mathbb{C}_0M$. We remark that $ge_\chi = \chi(g)e_\chi = e_\chi g$ for all $g \in G$.

Note that since $\mathbb{C}G \leq \mathbb{C}_0M$ and $\mathbb{C}_0M$ is commutative, we have an isomorphism of $\mathbb{C}$-algebras,

$$
\mathbb{C}_0M \cong \prod_{\chi \in \hat{G}} e_\chi \mathbb{C}_0M e_\chi = \prod_{\chi \in \hat{G}} e_\chi \mathbb{C}_0M. \quad (6.1)
$$

We will show that each $e_\chi \mathbb{C}_0M$ is a twisted contracted monoid algebra of a commutative monoid whose nonidentity elements are all nilpotent; if $M/G$ admits a transversal which is a submonoid, then all these algebras are untwisted. Note that such twisted contracted monoid algebras are local by the discussion in Section 5 and so the $e_\chi$ are still primitive in $\mathbb{C}_0M$ and (6.1) is the canonical decomposition of the finite dimensional commutative algebra $\mathbb{C}_0M$ into a product of local rings.

**Proposition 6.7.** Let $M$ be a commutative monoid with zero $z$ and group of units $G$ such that $M \setminus G$ consists of nilpotent elements. Then $Mm = Mm'$ if and only if $Gm = Gm'$.
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Since $\ker 1$ and without loss of generality assume that $m_1 \not= z$, then define $f(i, j)$ by $m_i m_j \in G m_{f(i, j)}$. Let $G_i$ be the stabilizer in $G$ of $m_i$; since $G$ is commutative, $G_i$ is the pointwise stabilizer of the orbit $G m_i$.

Proposition 6.9. Let $\chi \in \hat{G}$ and $I_\chi$ consist of those elements of $m \in M$ whose stabilizers in $G$ are not contained in $\ker \chi$. Then $I_\chi$ is empty if $\chi$ is the trivial character $1_G$ and otherwise is a proper ideal of $M$.

Proof. Since $\ker 1_G = G$, trivially $I_\chi = \emptyset$. Since the stabilizer of $z$ is $G$, if $\chi$ is a non-trivial character, then $z \in I_\chi$. Moreover, if $m \in I_\chi$ and $g m = m$ with $g \not\in \ker \chi$, then for any $m' \in M$, we have $g (m m') = (g m) m' = m m'$ and so $g$ stabilizes $m m'$. Thus $m m' \in I_\chi$ and so $I_\chi$ is an ideal. It is proper, because the stabilizer of 1 is trivial and hence $1 \not\in I_\chi$.

For $\chi \in \hat{G}$, let us put

$$M_\chi = \begin{cases} M, & \text{if } \chi = 1_G \\ M / I_\chi, & \text{else.} \end{cases}$$

Our goal is to compute the contracted semigroup determinant of $M$ in terms of paratrophic determinants of twisted contracted monoid algebras of the $M_\chi / G$. Note that in $M_\chi / G$ every nonidentity element is nilpotent, i.e., $M_\chi / G$ is the result of adjoining an identity to a nilpotent commutative semigroup and so we are in the situation dealt with in Section 5.

If $m \in M \setminus I_\chi$, we can put $\chi(m) = \chi(g)$ where $m = g m_i$ with $g \in G$. This is well defined because if $m = h m_i$, then $h^{-1} g \in G_i \subseteq \ker \chi$. Note that this definition does depend on the choice of $m_i$, but we have fixed $m_1, \ldots, m_r$ once and for all. Since $m_1 = 1$, this definition of $\chi$ agrees with the original definition on $G$. Let us fix the notation $J_\chi = \{ i \mid G_i \subseteq \ker \chi \}$.

The first part of the following proposition is essentially Wood’s “good basis” from [43], generalized to our setting.

Proposition 6.9. Let $\chi \in \hat{G}$. Then the following hold.

1. A basis $B_\chi$ for $e_\chi C_0 M = e_\chi C_0 M e_\chi$ consists of the elements

$$m_{i, \chi} = e_\chi m_i = \frac{1}{|G m_i|} \sum_{m \in G m_i} \chi(m) m$$

with $i \in J_\chi$. 


(2) \(e_\chi C_0 M \cong C_0(M_\chi/G, c_\chi)\) where \(c_\chi(Gm_i, Gm_j) = \chi(m_im_j)\) if \(m_im_j \notin I_\chi\). Furthermore, if \(m_im_j = m_f(i,j)\) whenever \(m_im_j \notin I_\chi\), then \(e_\chi C_0 M \cong C_0[M_\chi/G]\).

(3) \(\theta_{M_\chi/G,c_\chi} = 0\) unless \(M_\chi/G\) has a unique annihilating element \(Gm_i\), in which case \(\tilde{\theta}_{M_\chi/G,c_\chi} = \det A(\chi) \cdot x_{Gm_i}^{[M_\chi/G]-1}\) where \(A(\chi)\) is the \(J_\chi \times J_\chi\)-matrix with

\[
A(\chi)_{ij} = \begin{cases} 
\chi(m_im_j), & \text{if } m_im_j \in Gm_i \\
0, & \text{else}
\end{cases}
\]

for \(i, j \in J_\chi\).

Proof. We have that \(C_0 M = \bigoplus_{i=1}^r C Gm_i\) as a left \(C G\)-module. Moreover, \(C Gm_i \cong C[G/G_i]\) and the latter is induced from the trivial representation of \(G_i\). Therefore, by Frobenius reciprocity, the multiplicity of \(\chi \in \hat{G}\) in \(C Gm_i\) is 1 if \(G_i \subseteq \ker \chi\), i.e., \(i \in J_\chi\), and 0, otherwise. Since \(e_\chi C Gm_i = C G e_\chi m_i\), we deduce that \(e_\chi m_i\) is a basis for the one-dimensional isotypic component of \(\chi\) in \(C Gm_i\) when \(i \in J_\chi\), and only such \(i\) contribute to the isotypic component \(e_\chi C_0 M\). Thus \(B_\chi\) is a basis for \(e_\chi C_0 M\). Let \(T\) be a set of coset representatives for \(G_i/G_i\). We next compute, using \(G_i \subseteq \ker \chi\) that

\[
e_\chi m_i = \frac{1}{|G|} \sum_{g \in G} \chi(g)gm_i = \frac{1}{|G|} \sum_{h \in T} \chi(h) h \sum_{u \in G_i} \chi(u)um_i
\]

\[
= \frac{|G|}{|G_i|} \sum_{h \in T} \chi(h)hm_i
\]

\[
= \frac{1}{|G|} \sum_{m \in Gm_i} \chi(m)m.
\]

We next check that \(e_\chi C_0 M \cong C_0(M_\chi/G, c_\chi)\) by showing that \(m_i, m_j, \chi\) is zero if \(m_im_j \in I_\chi\) and is otherwise \(\chi(m_im_j)m_f(i,j,\chi)\). The desired isomorphism will follow. Clearly, \(e_\chi m_i e_\chi m_j = e_\chi m_im_j\) and this will be zero unless \(m_im_j \notin I_\chi\) by our previous discussion. If \(m_im_j \notin I_\chi\), then \(m_im_j = hm_f(i,j)\) with \(h \in G\), and so \(e_\chi m_i m_j = e_\chi hm_f(i,j) = \chi(h)e_\chi m_f(i,j) = \chi(m_im_j)m_f(i,j,\chi)\), as required. In the case that \(m_im_j = m_f(i,j)\), then \(h \in G_f(i,j) \subseteq \ker \chi\) and so \(\chi(h) = 1\).

The third item follows from Theorem 5.2 since \(M_\chi/G\) is a nilpotent semigroup with adjoined identity. This completes the proof. 

The special case of this theorem where there is a set of representatives for \(M/G\) forming a submonoid, and so all the twists \(c_\chi\) are trivial, is the content of [10, Lemma 7]. Our result clarifies the general case.

Note that \(\chi\) and \(\overline{\chi}\) have the same kernel and hence \(G_i \subseteq \ker \chi\) if and only if \(G_i \subseteq \ker \overline{\chi}\), a fact that we shall exploit without comment.
Lemma 6.10. Let $f : \mathbb{C}_0 M \to \prod_{\chi \in \hat{G}} \mathbb{C}_0(M_\chi, c_\chi)$ be the isomorphism coming from Proposition 6.9 and 6.11, and let $P$ be the matrix of $f$ with respect to the bases $M \setminus \{z\}$ and the union of the $B_\chi$ from Proposition 6.7 with $\chi \in \hat{G}$ (identifying $e_\chi \mathbb{C}_0 M$ with $\mathbb{C}_0(M_\chi, c_\chi)$). Then $\det(P P^T) = \pm \prod_{\chi \in \hat{G}} \prod_{i \in J_\chi} |G_{m_i}|$.

Proof. Let $m \in G_{m_i}$. If $i \in J_\chi$ and $m = g m_i$, then $e_\chi m = e_\chi g m_i = \chi(g)e_\chi m_i = \chi(m)m_{i,\chi}$. Otherwise, $e_\chi m = 0$. Therefore,

$$P_{m_i,\chi,m} = \begin{cases} \chi(m), & \text{if } m \notin I_\chi \\ 0, & \text{else} \end{cases}$$

and $P_{m_j,\chi,m} = 0$ if $j \neq i$. It follows that $P P^T_{m_i,\chi,m,j,\lambda}$ is zero unless $i = j$ and $G_i \subseteq \ker \chi \cap \ker \lambda$, in which case it is

$$\sum_{m \in G_{m_i}} \chi(m) \lambda(m) = \frac{1}{|G_i|} \sum_{g \in G} \chi(g) \lambda(g)$$

(since each element $m \in G_{m_i}$ can be written as $g m_i$ in exactly $|G_i|$ ways and $\chi(m) = \chi(g)$, $\lambda(m) = \lambda(g)$ whenever $m = g m_i$). But by the orthogonality relations for characters, the right hand side of (6.2) is zero unless $\chi = \overline{\chi}$ in which case it is $|G|/|G_i| = |G_{m_i}|$. If we permute the rows by switching $m_{i,\chi}$ and $m_{j,\chi}$ for $i \in J_\chi$, we turn $P P^T$ into a diagonal matrix where the $m_{i,\chi}$ diagonal entry is $|G_{m_i}|$. The result then follows.

\[ \square \]

Remark 6.11. The sign in the above lemma can be computed as follows. Let $D$ be a set of representatives of the complex conjugate pairs of non-real-valued characters of $G$. Then the sign in $\det(P P^T)$ is $\prod_{\chi \in D} (-1)^{|J_\chi|}$.

Theorem 6.12. Let $M$ be a commutative monoid with zero and group of units $G$ such that $M \setminus G$ consists of nilpotent elements. Then $\bar{\theta}_M = 0$ unless each $M_\chi / G$ has a unique annihilating element $G_{m_{i,\chi}}$, in which case

$$\bar{\theta}_M = \pm \prod_{\chi \in \hat{G}} \left( \prod_{i \in J_\chi} \frac{|G_{m_i}|}{|G|} \right)^{\frac{1}{|M_\chi / G| - 1}} \det A(\chi) \cdot \left( \sum_{g \in G} \chi(g)x_{g m_{i,\chi}} \right)^{|M_\chi / G| - 1}$$

where we have retained the previous notation (including that of Proposition 6.9).

Proof. This follows from Proposition 6.9, Proposition 2.5, Theorem 2.6 (because $\frac{1}{|M_\chi / G|} \sum_{g \in G} \chi(g) g m_{i,\chi}$ is the preimage of $m_{i,\chi}$ under the isomorphism in Proposition 6.9, Lemma 6.10, and since $|J_\chi| = |M_\chi / G| - 1$.

Let us give two illustrative examples of Theorem 6.12. Let $M$ be the commutative monoid with zero $z$ with generators $a, r, s, t$ and relations $a^2 = 1$, $r t = s^2 = z$, $r^2 = r s = a s t = a t^2$ and $w(r, s, t) = z$ whenever $w$ is a word of length at least 3. Put $z' = r^2$. Then

$$M = \{1, a, r, a r, s, a s, t, a t, z', a z', z\}$$
is an 11-element monoid with group of units $G = \{1, a\}$ and $M \setminus G$ is 3-nilpotent. Moreover, the stabilizer in $G$ of every nonzero element is trivial. Then $Gz'$ is the unique annihilating element of $M/G$. Note that $M/G$ is isomorphic to the monoid in Proposition 5.4 with

$$B = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix}.$$  

In particular, $\det B = -2$ and so $\mathbb{C}_0[M/G]$ is Frobenius by Proposition 5.4. But we shall see that $\mathbb{C}_0M$ is not. Let $1_G$ be the trivial character of $G$ and $\chi$ the non-trivial character. Note that $M_{1_G} = M = M_{\chi}$, as all nonzero elements have trivial stabilizers. Let us take $1, r, s, z'$ as our set of orbit representatives for $(M \setminus \{z\})/G$. Note that $\chi(z') = 1$ and $\chi(az') = -1$. Therefore,

$$A(1_G) = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad A(\chi) = \begin{bmatrix} 0 & 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & -1 & 0 \\ 0 & 0 & -1 & -1 & 0 \\ 1 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  

In particular, $\det A(\chi) = 0$ and so $\tilde{\theta}_M = 0$ by Theorem 6.12. Therefore, $\mathbb{C}_0M$ is not Frobenius. Incidentally, this gives an example where the converse of [26] Chapter 16, Theorem 25] fails over the complex numbers.

Our next example is from Wenger [40] and was given as an example where [40] Lemma 7] does not apply, but the algebra is still Frobenius. He showed the algebra is Frobenius by an ad hoc substitution of the variables in the contracted semigroup determinant. Here, we use Theorem 6.12 to give the exact factorization of the contracted semigroup determinant. Let $M$ be the commutative monoid with zero $z$ with generators $a, r, s$ and defining relations $a^2 = 1$, $rs = r^3 = s^3 = z$ and $r^2 = as^2$. It is easy to see that $G = \{1, a\}$ is the group of units of $M$, that $M \setminus G$ is 3-nilpotent and that if we put $z' = r^2$, then $M = \{1, a, r, ar, s, as, z', az', z\}$. Moreover, $1, r, s, z'$ form a set of representatives for $(M \setminus \{z\})/G$ and $Gz'$ is the unique annihilating element of $M/G$. The stabilizer in $G$ of each nonzero element of $M$ is trivial. Note that $r^2 = (ar)^2 = z'$ and $s^2 = (as)^2 = az'$, and so there is no way to choose a set of orbit representatives that form a submonoid. Let $1_G$ be the trivial character of $G$ and $\chi$ the nontrivial character. Again, we have $\chi(z') = 1$ and $\chi(az') = -1$. We then have

$$A(1_G) = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}, \quad A(\chi) = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}.$$  

and so $\det A(1_G) = -1$, $\det A(\chi) = 1$, which implies that $\mathbb{C}_0M$ is Frobenius. Theorem 6.12 shows that $\tilde{\theta}_M = \pm(x_{z'} + x_{az'})^4(x_{z'} - x_{az'})^4$ as each orbit of
G on \( M \setminus \{ z \} \) has size 2 (actually the sign is negative by Remark 6.11 since all the characters of \( G \) are real-valued).

We now specialize Theorem 6.12 to the case where the ideal of nonunits of \( M \) is principal. This includes the multiplicative monoid of a chain ring and so our result generalizes that of Wood [43].

**Corollary 6.13.** Let \( M \) be a commutative monoid with zero \( z \) and group of units \( G \) such that the ideal \( M \setminus G \) of nonunits is principal and generated by a nilpotent element \( t \). Let \( G_i \) be the stabilizer of \( t^i \) in \( G \) for \( 0 \leq i \leq k \) where \( k \geq 0 \) is largest with \( t^k \neq z \). For \( \chi \in \hat{G} \), let \( i_{\chi} \) be the largest index \( i \) with \( G_i \subseteq \ker \chi \). Then the ideals of \( M \) are the \( Mt^i \) with \( 0 \leq i \leq k + 1 \), which form a chain, and

\[
\tilde{\theta}_M = \pm \prod_{\chi \in \hat{G}} \left( \prod_{0 \leq i \leq i_{\chi}} \frac{1}{|G_i|} \right) \left( \sum_{g \in G} \chi(g)x^i g t^{i_{\chi}} \right)_{i_{\chi}+1}.
\]

**Proof.** Notice that \( M \setminus G \) consists of nilpotent elements because \( t \) is nilpotent. Also, since \( t^{k+1} = z \) and \( t^k \neq z \), we have \( M_{ti} \neq M_{t^{i+1}} \) for \( 0 \leq i \leq k \). First observe that each element \( m \in M \setminus \{ z \} \) can be written in the form \( m = gt^i \) with \( g \in G \) and \( 0 \leq i \leq k \). The claim is trivial if \( m \in G \). Else, since \( M \setminus G = Mt \) and \( m \neq z \), there exists \( 1 \leq i \leq k \) with \( m \in M_{ti} \setminus M_{t^{i+1}} \). Write \( m = at^i \) with \( a \in M \). If \( a \in G \), we are done. Else \( a \in M \setminus G = Mt \) and so \( a = bt \) with \( b \in M \). But then \( m = bt^{i+1} \), a contradiction. It follows that \( 1, t, \ldots, t^k, z \) is a transversal to \( M/G \) which is a submonoid and that the \( M_{ti} \) with \( 0 \leq i \leq k + 1 \) are all the ideals of \( M \). Clearly, \( G_0 \subseteq G_1 \subseteq \cdots \subseteq G_{k} \). Also, \( M/G \) is isomorphic to the cyclic monoid \( N = \langle t \rangle = \{1, t, \ldots, t^k, t^{k+1} = z \} \). Note that if \( \chi \in \hat{G} \), then \( M_{\chi} = M/M_{t^{i_{\chi}+1}} \) and hence \( M_{\chi}/G \) is a nilpotent cyclic semigroup of nilpotency index \( i_{\chi} + 1 \) with an adjoined identity. Moreover, \( e_{\chi}CM \) is just the contracted semigroup algebra of \( M_{\chi}/G \) by Proposition 6.9 since our transversal to the orbits is a submonoid. The result now follows from Theorem 6.12, Proposition 5.3 and the observation that \(|G_{t^i}|/|G| = 1/|G_i|\). \( \Box \)

Notice that if the ideals of a monoid form a chain, then each ideal is clearly principal. So the hypotheses of Corollary 6.13 could alternatively be stated as \( M \) is a commutative monoid with zero such that all nonunits are nilpotent and the ideals of \( M \) form a chain.

We now arrive at the following computation of the Dedekind-Frobenius determinant of a finite commutative semigroup, generalizing Dedekind’s theorem for abelian groups, the Wilf-Lindström theorem for semilattices, Wood’s theorem for commutative chain rings and Theorem 3.6. In order to state our theorem, we unfortunately will need to introduce some cumbersome notation. Suppose that \( S \) is a finite commutative semigroup with \( S^2 = S \). For each idempotent \( e \), we fix a set \( T_e \) of representatives of the orbits of \( G_e \) on \( \hat{H}_e \) containing \( e \). If \( \chi \in \hat{G}_e \), then \( T_{e, \chi} \) will denote the set of
elements of $T_e$ whose stabilizer in $G_e$ is contained in $\ker \chi$. If $(\widetilde{H}_e^0/I_\chi)/G_e$ has a unique annihilating element, we denote the representative of that orbit in $T_{e,\chi}$ by $s_\chi$. If this is the case, we define $A(\chi)$ to be the $T_{e,\chi} \times T_{e,\chi}$-matrix with

$$A(\chi)_{s,t} = \begin{cases} \chi(g), & \text{if } st = gs_\chi \\ 0, & \text{else.} \end{cases}$$

This is well defined, i.e., doesn’t depend on the choice of $g$.

**Theorem 6.14.** Let $S$ be a finite commutative semigroup. If $S^2 \neq S$, then $\theta_S = 0$. If $S^2 = S$, then we retain the notation $T_{e,\chi}$, $A(\chi)$ and $s_\chi$ from above for $\chi \in \hat{G}_e$ with $e \in E(S)$. In order for $\theta_S$ not to be identically zero, for each $e \in E(S)$ and each $\chi \in \hat{G}_e$, the element $s_\chi$ should exist, i.e., $(\widetilde{H}_e^0/I_\chi)/G_e$ should have a unique annihilating element. Then we have

$$\theta_S = \pm \prod_{e \in E(S)} \prod_{\chi \in \hat{G}_e} \left( \prod_{s \in T_{e,\chi}} \left| \frac{|G_e s_\chi|}{|G_e|} \right| \right) \det A(\chi)$$

$$\cdot \left( \sum_{g \in G_e} \overline{\chi(g)} \sum_{t \leq gs_\chi} \mu_S(t, gs_\chi) x_t \right)^{|T_{e,\chi}|}$$

with $\mu_S$ the Möbius function of $S$ with respect to the partial order $s \leq t$ if $s \in tE(S)$.

**Proof.** According to Corollary 2.2 if $S^2 \neq S$, then $\theta_S = 0$. Assuming $S^2 = S$, the result follows by putting together Theorems 6.6 and 6.12. □

Theorem 6.14 shows that the semigroup determinant of a finite commutative semigroup $S$ is either identically zero, or it factors into linear factors which are determined by the characters of the maximal subgroups of $S$ (or, equivalently, the characters of $S$) and the Möbius function of $S$. These factors appear in general with multiplicities. Note that the sign appearing in Theorem 6.14 is easy to compute using Remark 6.11. Also observe that $\prod_{\chi \in \hat{G}_e} \det A(\chi)$ is an integer since the entries of $A(\chi)$ are $|G_e|^{th}$-roots of unity, and the Galois group of the corresponding cyclotomic field extension permutes the matrices $A(\chi)$ according to the action of the Galois group on $\hat{G}_e$ and hence fixes $\prod_{\chi \in \hat{G}_e} \det A(\chi)$, which is then a rational algebraic integer.

**Remark 6.15.** Note that Theorem 6.5, Proposition 6.9 and (6.1) imply that if $S$ is a finite commutative semigroup with $S^2 = S$, then $CS$ is isomorphic to a finite direct product of local rings that are twisted contracted monoid algebras of commutative nilpotent semigroups with adjoined identity.

**Acknowledgments.** The author thanks Jay Wood for a number of helpful discussions.
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