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Abstract

In order for humans to confidently decide where to employ RL agents for real-world tasks, a human developer must validate that the agent will perform well at test-time. Some policy interpretability methods facilitate this by capturing the policy’s decision making in a set of agent rollouts. However, even the most informative trajectories of training time behavior may give little insight into the agent’s behavior out of distribution. In contrast, our method conveys how the agent performs under distribution shifts by showing the agent’s behavior across a wider trajectory distribution. We generate these trajectories by guiding the agent to more diverse unseen states and showing the agent’s behavior there. In a user study, we demonstrate that our method enables users to score better than baseline methods on one of two agent validation tasks.

1. Introduction

In most of the benchmarks where reinforcement learning (RL) has shown impressive results (Bellemare et al., 2013), (Tassa et al., 2018), agents are trained and tested in the same environment. In contrast, many practical applications involve sim-to-real transfer or a real-world train/test distribution shift which can hurt test-time performance (Eysenbach et al., 2020), (Akkaya et al., 2019), (Rusu et al., 2017), (Peng et al., 2018). Therefore it important to validate the performance and behavior of RL agents in the presence of a distribution shift. To do this, we take a step beyond summary metrics and focus on explainability techniques which help humans gain a more in-depth understanding of agent behavior.

Prior work: Low-diversity explanatory trajectories drawn from training distribution. User cannot predict test-time performance.

Ours: Exploration policies seek out higher-diversity states, which produce more useful explanatory trajectories. User better predicts test-time performance.

Figure 1. Our method seeks out more diverse states from which to show rollouts of agent behavior to the user.

Previous work in explainability often aims to help users understand and predict model behavior by explaining a set of model predictions (Hoffman et al., 2018). In the reinforcement learning setting, it may be desirable to select the most informative segments that show the behavior of the agent. With this motivation, critical states methods show the agent’s behavior in states which the agent thinks are important (Huang et al., 2018), (Amir & Amir, 2018). However, even if these methods successfully explain policy behavior, we cannot conclude if the behavior generalizes when the distribution shifts in the environment.

Our work builds upon the core idea of creating a set of informative trajectories of the agent’s behavior, but we focus on showing trajectories which are informative of the agent’s behavior under a test-time state distribution. To achieve this, we first define a prior over the types of states we expect to see at test time. Unfortunately, most simple priors (e.g. uniform) will also include many unreachable states which are not informative to show the user. To avoid this issue, we use an exploration policy to seek out states which match our prior distribution. By navigating to these new states rather than directly initializing our environment in these states, we reach a diverse yet still reachable set of states.
To summarize our contributions, we designed counterfactual trajectories that explain behavior policies in out-of-distribution states and conducted studies with human users that showed increased understanding and generalization to out-of-distribution states by measuring prediction ability.  

2. Related Work

2.1. Saliency

One popular class of agent interpretability approaches is saliency methods, which aim to show which features from the input cause specific agent output. This method was employed by (Greydanus et al., 2017), (Hiton et al., 2020), and (Puri et al., 2020) to interpret which parts of the input that were deemed important to the agent’s decision. (Anderson et al., 2019) use saliency as a part of a more general agent explanation method. Even with all of the success, saliency methods have been shown to have limitations. (Atrey et al., 2020) show that saliency does not necessarily correspond to underlying representation in RL. In addition, saliency methods are not designed to deal with agents with memory, and in general may not be informative in a multi-timestep environment. All of these challenges point to saliency as a helpful explanatory tool but not as a stand-alone solution.

2.2. Interpretable Representations

Another approach is to use interpretable intermediate representations. In this approach, models are constructed so that even if they are not interpretable end-to-end, there will be some interpretable bottleneck or set of features used to make the final decision. (Madumal et al., 2019) use a causal model to generate explanations. (Chen et al., 2015) apply this method to autonomous driving, where a model is trained to take an image and output understandable intermediate representations in addition to a final action. Other work such as (Kim et al., 2018) and (Jiang et al., 2019) use language as an informative intermediate representation or output. While successful in some applications, these kinds of interpretability methods often rely on domain knowledge to choose appropriate intermediates, and they are not applicable if a policy’s decision cannot be explained by a small set of interpretable components.

2.3. Critical States

In the critical states framework, explanations are generated by showing especially informative “critical” states or trajectories from an agent. For example the work of (Huang et al., 2018) considers states critical if they have a large Q-value-difference between actions or a very low entropy action distribution under a maximum entropy learning regimen. (Amir & Amir, 2018) employ a similar approach, but they use videos instead of states and filter for diversity of trajectories. These methods can be seen as extensions over a baseline method of visualizing random states or failure states of an agent in an environment. The explanation format of our method - videos of the agent’s behavior in informative situations - is closest to this line of work.

2.4. Counterfactual Style Explanations

In (Rupprecht et al., 2019), researchers build a generative model of states and try to show users the agent’s behavior in states that optimize some notion of “interesting.” Again using a generative model, (Olson et al., 2019) use a GAN to produce modifications to states such that in the new state an agent takes a different action than it would have in the original state. While these works synthesize states directly, our method uses valid actions to access different parts of the state space. This means that any state we visit is actually reachable, at least in the training environment. The closest method to ours appears in the work of (Witty et al., 2018), in which the authors try to characterize generalization by exploring different starting configurations, either by directly changing the start state or by using states visited by another agent. In contrast to our work, their insights are applied to characterizing generalization, and not as explanations for humans to understand agent behavior.

(Anderson et al., 2019) provide a detailed empirical user study on the effectiveness of saliency map and reward explanations. They conclude there is no one explanation that fits all instances, but using several methods yields the best mental model, and thus encourage using multiple methods for explainability. We hope to introduce a novel explainability method which may add to this suite of tools.

3. Method

3.1. Preliminaries

In this work, we consider the challenge of generating informative trajectories which help a human understand an agent’s policy (called the behavioral policy) $\pi_\theta(a_t|s_t)$, which is parametrized by weights $\theta$ which can be trained through any RL or imitation learning method. The agent takes actions $a_t$ in states $s_t$, resulting in a trajectory $\tau$.

Our goal is to help the user predict the agent’s behavior in a new test environment in the presence of a state distribution shift which results in different trajectory probabilities at train and test time: $p^\text{train}(\tau|\theta) \neq p^\text{test}(\tau|\theta)$. We consider two types of environment changes which can produce this distribution shift: differences in the initial state distribution ($p^\text{train}_0(s_0) \neq p^\text{test}_0(s_0)$) and slight differences in the dynamics ($p^\text{train}(s_t|s_{t-1}, a_{t-1}) \neq p^\text{test}(s_t|s_{t-1}, a_{t-1})$).

---

1Our code is available at [https://github.com/juliusfrost/cfrl-rlil](https://github.com/juliusfrost/cfrl-rlil)
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Figure 2. Explanation pipeline

Figure 3. Distribution shifts, illustrated in the MiniGrid environment. Our user study was performed in an environment similar to this, except with the bottom-right room connected to the others.

Unfortunately, methods like these which sub-select trajectories from a set of agent rollouts in the train environment are often not very informative about the agent’s behavior under a distribution shift. Consider the train/test initial state distribution shift in Figure 3. A well-trained agent which was always initialized in the top-left room during training may take a nearly-deterministic trajectory navigating toward the goal every time, so none of the trajectories visited by the agent in the training environment will ever visit the states in the top-right room which the agent will experience at test time.

One way to generate trajectories in the training distribution which are more informative of the test distribution would be to manually change the starting state distribution. For instance, in the grid world shown in Figure 3, the simulator could be modified to directly initialize the agent in a uniform distribution over starting cells, ensuring that some trajectories will have been seen in whatever state the agent finds itself at test time.

One challenge with this approach is that it is often difficult to restrict the set of randomized initialization to reachable states the agent could possibly visit at test time. Instead, we propose creating a new distribution of start states using an exploratory policy $\pi_\phi$ which can navigate from the states seen on the training distribution to a new, more diverse distribution of start states $p_0^{\text{expl}}(s_0|\phi)$ which are guaranteed to be reachable. Implementing this only involves adding one additional Step 1.5 to the pipeline shown in Figure 2.

3.2. Method Overview

Figure 2 summarizes our method. We build upon the explanatory pipeline used in past critical states work such as (Huang et al., 2018). An agent is first pretrained using any RL or imitation learning algorithm. We then collect many trajectory rollouts of the agent, select a set to show the user, and finally test whether these explanatory trajectories have helped the human better predict the agent’s behavior in the test environment. This is challenging because of the distribution shift between the train and test environments.

Past work has attempted to select an informative set of trajectories to show the user by innovating on Step 3 in Figure 2, the trajectory selection process. The critical states line of work selects trajectory segments which show the agent’s behavior at states where the policy believes one particular action is much better than the others (Huang et al., 2018).
will guide the agent to a set of states not typically observed in the training data. We call these **counterfactual states** because we can frame it as a counterfactual question: “what would the behavioural policy do if it instead navigated to this state?”

3. Run the behavioral policy starting from the counterfactual state for the remainder of the trajectory.

4. Show the user video rollouts of the agent’s behavior starting in these counterfactual states.

Note that the trajectories selection method used in item 4 of our algorithm can be very simple - in our experiments we randomly select trajectories. However, our method is complementary to other work on selecting informative trajectories, so future work could select trajectories more systematically, for instance filtering out near-repeated trajectories as was done in [Amir & Amir, 2018] or selecting based on critical states as was done in [Huang et al., 2018].

### 3.3. Exploration Objective

Our aim is to choose an exploration objective which will guide the agent to states which produce maximally informative trajectories. Intuitively, explanatory trajectories will be more informative the closer the distribution of trajectories visited by our exploratory policy is to the test-time distribution shift.

When the assumption that train and test-time dynamics are identical, and where the exploration policy is able to cover the test-time start distribution - i.e., if \( p^\text{expl}_0(s_0|\phi) \approx p^\text{test}_0(s_0) \) - then because we roll out the same behavioral policy in environments with identical dynamics starting from nearly identical start distributions, we will achieve \( p^\text{expl}(\tau|\phi, \theta) \approx p^\text{test}(\tau|\theta) \).

We do not precisely know \( p^\text{test}_0(s_0) \) before the agent experiences the test environment, so instead we choose a prior for our test time start state distribution. In the absence of domain knowledge about what states are likely under the test-time distribution shift, we assume a uniform prior over reachable test-time states and try to match this distribution as closely as possible by using an exploratory policy which seeks out a uniform distribution of states. (Note that with this exploration objective, the only reason we begin to run \( \pi_\phi \) along a trajectory generated by \( \pi_\theta \) rather than running \( \pi_\phi \) from the start is to make achieving the exploration objective easier for a learned exploration policy.) However, if the user does have domain knowledge about which states are likely at test time, the exploratory policy could be modified to preferentially seek out those states. For instance, if the user believes that test-time states will be near the training distribution, the exploration objective may instead be to seek out a uniform distribution of states within a certain radius of those seen at train time.

There has been a variety of past exploration work in which agents are trained to seek out a uniform distribution of states or to learn distinct skills which take the agent to different parts of the state space such as [Sharma et al., 2019] and [Eysenbach et al., 2018]. While any of these off-the-shelf exploration algorithms could be used, in our work, we experiment in the Minigrid environment, where the state space and dynamics are simple enough it is possible to hard-code an oracle exploration policy which achieves a uniform coverage over reachable states. By using this oracle policy, we are able to directly test the question of whether highly diverse states serve as better explanations rather than implicitly also testing the ability of the exploration policy.

### 3.4. Distribution shifts where Our method helps

There are multiple types of changes between train and test environments which can induce a difference between \( p^\text{train}_0(\tau|\theta) \) and \( p^\text{test}_0(\tau|\theta) \), as illustrated in Figure 4. In Section 3.3, we gave an intuitive justification for why we would expect our method to help in cases where train and test-time dynamics are identical, and where the exploration policy is able to cover the test-time start distribution - Shift A, in Figure 4. Now, we consider our method’s usefulness in the presence of other distribution shifts.

Shift B starts the agent in a new state which is unreachable in the train environment, so it is unlikely that our explanations can help there. This restriction to only reachable distribution shifts is very limiting, but we can partially relax...
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4. Experiments

In this section, we test our primary hypothesis that diverse states help the user understand the behavioral policy’s performance in the presence of a distribution shift. We empirically evaluate this through a Mechanical Turk user study for which we obtained IRB approval.

4.1. Study Design

Our study consisted of a questionnaire hosted online. Our participants were Mechanical Turkers from the United States with a high Mechanical Turk approval rating on past jobs. Each questionnaire consisted of an explanation phase in which the user sees video trajectories of the policy in the train environment and an evaluation phase which measures the user’s understanding of the policy’s performance in the test environment. Train and test environments differ in which room the agent is initialized, as shown in Figure 5.

We tested participants on two tasks, described in Sections 4.1.2 and 4.1.3.

4.1.1. Explanation Types

For each of the tasks, our user study compares three different types of explanations. In the Random States setting, participants are shown 10 sample trajectories selected at random from a dataset of rollouts in an environment with the agent initialized in a particular start region. In the Critical States setting, participants are shown a trajectory containing each of the 10 lowest entropy states in the dataset, all with the agent initialized in the same starting region each time. If two or more of the low-entropy states are in the same trajectory, the next lowest entropy states are selected. Finally, in the Counterfactual States setting, participants are shown 10 trajectories of the behavioral policy beginning from a state chosen by the oracle exploration policy, which seeks out a uniform distribution over reachable states. The Random States setting acts as a baseline for the other two methods, because it is common practice to look at random rollouts to understand policy behavior. The Critical States setting was chosen as another baseline, because it is the prior work with an explanation format which most closely matches our explanations, allowing for easier comparison. Finally, the Counterfactual States condition is our proposed explanation method. Since the agent is initialized in a different distribution of start states at test time, we expect the Random States and Critical States methods to be uninformative at helping the user predict test-time performance. In contrast, Counterfactual States show more diversity and should enable the user to predict test-time performance.

4.1.2. Behavior Understanding Task

In this task, users first see videos of rollouts of \( \pi_\theta \) in the training environment selected using one of the three explanation methods described in section 4.1.1. In this task, as users watch these explanations, they are asked to build a mental model of the specific behaviors of \( \pi_\theta \). They are then presented with a context state in the test environment, which is identical to the train environment except that the agent is initialized in a different part of the state space where \( \pi_\theta \) performs poorly. Below the context video, the user is presented with videos of three potential continuation trajectories from the context state. Only one of the continuation trajectories is generated by \( \pi_\theta \), and participants must select the continuation corresponding to \( \pi_\theta \). The incorrect choices for continuation trajectories were generated with policies manually designed to have behavior which is distinctly different from \( \pi_\theta \) - one of which is always successful in the test distribution, and one which fails in a way which is visually distinct from \( \pi_\theta \).

4.1.3. Performance Evaluation Task

We next evaluate whether the user can predict the performance of \( \pi_\theta \) in the test environment. To do this, users are shown a context state from a test environment where the agent starts in a different state. The user must guess whether \( \pi_\theta \) will succeed or fail from that state, where success means the agent ends in the desired goal location. This task is designed to measure the participants’ understanding of the probability an agent succeeds in its task given its state.
Table 2. | Task 1 | Task 2 |
|---|---|
| Condition | Task 1 | Task 2 |
| Task 1 | Task 2 |
| Random | 0.04 | 0.6315 |
| Critical | 0.1458 | 0.6411 |
| Counterfactual | **0.3638** | 0.6904 |

Table 2. Task 1 is the Behavior Understanding task. Task 2 is Performance Evaluation. Bold means the result is statistically greater than the rest for \( p < 0.05 \) with a one-sided T-test.

4.1.4. EXPERIMENT SETTINGs

We test our method in a custom Minigrid environment (Chevalier-Boisvert et al., 2018) where there are four rooms with doors connecting between them (shown in Figure 5). We train our behavioral policy using the A2C algorithm (Mnih et al., 2016) to good performance on the train environment. To select counterfactual states, we use an oracle policy which uniformly samples a feasible state and navigates towards it. In the study, each participant sees 10 explanations and then answers 10 questions of our chosen evaluation task.

For the Behavior Understanding task, the policy was trained in the top-left room, and explanations were generated in this room. In the test environment, the agent is positioned in the bottom-right room. As a result, the agent typically succeeds when initialized in the top-left (where we collect explanations) but typically fails when initialized in the top-right room (where we initialize in the evaluation phase).

For the Policy Evaluation task, we test users on two different behavioral policies. The first is only able to succeed starting in the top-left room, and the other is only able to succeed from the bottom-right room. In both cases, we collect explanations in the top-left room. Users are evaluated on the agent’s behavior in all four rooms.

4.2. Results

Qualitatively, in both tasks, the counterfactual states method produces more informative rollouts. In both tasks, neither the random states nor critical states methods produce any explanatory trajectories where the agent visits the room where the it is initialized at test time. This makes it hard for the user to predict the agent’s performance in these states. However, in the counterfactual states condition, the user sees multiple examples of the agent in the distribution of states it will see at test time.

Quantitative results, however, are mixed. Table 1 shows that for the Behavior Understanding task, users are able to predict the correct behavior 36.38% of the time, a statistically significant improvement over the random and critical states conditions. This performance is only marginally above random guessing (33.3%), but at least the user did not seem to be actively misled by the explanations, as occurred in the random and critical states cases. On the Policy Evaluation task, users perform similarly in all conditions, with no statistically significant difference between them.

5. Discussion

While our method outperformed baselines in one of two tasks, there is significant room for improvement, as users did not consistently perform well in any condition of any task, even though the environment and agent behavior were both quite simple. Part of the difficulty in constructing good explanations derives from the population we were testing. Mechanical Turkers likely have little prior experience with reinforcement learning or time to carefully analyze agent behavior. Anecdotally, we also observed that many survey-takers come into the task with their own biases and preconceptions (for instance, assuming that a policy will be deterministic rather than stochastic, or assuming that if an agent does well in one situation it probably does well everywhere). Future work could test the usefulness of our counterfactual states method for agent developers who can spend time to familiarize themselves with the task, the explanation interface, and the types of behaviors which typically emerge in policies. In this setting, we could also test our method’s usefulness in more complex environments. The experiments we have run so far are quite limited: the environment is simple, an oracle exploration policy is available, the distribution shift only changes the agent’s starting position, and it is easy for a user to distinguish between correct and incorrect behaviors. Future work could explore whether counterfactual states hold value in more realistic settings.

In this paper, we hypothesized that showing higher-diversity reachable trajectories will enable users to better understand agent behavior. We tested this hypothesis through a user study in a gridworld in which the test-time initial state dis-
tribution differed from the train-time start distribution. Our method showed improvements over less diverse baseline methods in one of two tasks, but our experiments show room for improvement and illustrate the ongoing challenge of creating explanations which improve the understanding of non-expert users.
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