Balancing at the edge of excitability: Implications for cell movement
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Abstract

Cells rely on the ability to sense and respond to small spatial differences in chemoattractant concentrations for survival. There is growing evidence that this is accomplished by setting the signaling system near the threshold for activation in an excitable system and using the spatial heterogeneities to alter the threshold thereby biasing cell activity in the direction of the gradient. Here we consider a scheme by which the set point is adaptively set near the bifurcation point, but without explicit knowledge of this point. Through simulation, we show that the method would improve chemotactic efficiency of cells. The results of this paper are based on pioneering work by Eduardo Sontag and coworkers, to whom this paper is dedicated in honor of his 70th birthday.
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1. INTRODUCTION

Many biological systems operate near the edge of a threshold. In some cases, these are used as a means of filtering noise. An example is the activation of T-cells, white blood cells that form an integral part of the adaptive immune system \[1\]. T-cell activation is triggered through the binding of the T-cell receptor by specific antigens from pathogens. This can eventually lead to a cytotoxic response, by which “killer T-cells” dispose of virus-infected cells. A key component of this pathogen recognition is the ability to adjust the threshold of activation through feedback loops that rearrange the receptors spatially \[2\]. A similar effect is present in natural killer cells \[3\].

Adaptive thresholds play an important role in hearing. The exquisitely sensitivity by which humans can detect sound comes, in part, from amplification of the received signals \[4\]. This amplification also relies on an adaptation mechanism. Hair cell bundles that sense physical sounds and trigger the adaptive response can oscillate spontaneously as well as in response to these external stimuli. The oscillatory nature of the hair bundle behavior has been proposed to originate in the presence of a Hopf bifurcation \[5, 6, 7\]. The dynamical equilibrium is assumed to lie on the stable side but some distance away from a Hopf bifurcation. This distance acts as threshold — subthreshold stimuli elicit no response. On the other hand, as the threshold diminishes, hearing becomes progressively more sensitive. Of course, once the threshold is crossed, the loss of stability leads to autonomous oscillations, which are undesirable and, in hearing, may represent tinnitus \[8\].

In our work, we study chemotaxis — the motion of cells based on external gradients of chemoattractants — of large eukaryotic cells. Unlike fast moving bacteria that interpret spatial gradients by moving quickly in a medium and differentiating the receptor occupancy signal over time, eukaryotic cells are large and slow and use a spatial mechanism to sense the gradient \[9\]. Cells of the model organism \textit{Dictyostelium discoideum} display remarkable sensitivity to these gradients: a difference in receptor occupancy of only five receptors between front and back can guide their motion \[10\]. In \textit{Dictyostelium}, the amplification of this small spatial asymmetry is achieved through an excitable network \[11, 12\].

Excitable networks, first used by Hodgkin and Huxley to describe the signaling of neurons, represent an important class of dynamical systems in biology \[13\]. Typically, the system operates at a stable equilibrium. Small external stimuli or internal stochastic fluctuations are largely filtered out. However, for a sufficiently large stimulus, a stereotypical large-scale excursion in phase-space occurs before the system returns to its steady state. This threshold-like behavior allows the cell to filter our noise. In practice, the size of the threshold determines the likelihood of a response \[14\]. There is evidence that cells modulate the threshold of the signaling system in response to the external chemoattractant gradient, lowering it at the front and raising it at the rear so as to bias cell movement towards the gradient. We recently showed experimentally that altering this threshold leads to highly oscillatory cells in both \textit{Dictyostelium} cells and various mammalian cell lines \[15\]. Moreover, this altered threshold appears to be a hallmark of metastatic progression in epithelial cancer models \[16\]. Interestingly, the resultant signal from the excitable network is then fed to a second excitable network that triggers the actual motion of the cell. This cytoskeletal subsystem shows characteristics of an excitable system that is poised near a Hopf bifurcation \[17\]. Thus, chemotaxis involves a coupled system of excitable networks \[18, 19\].

These examples illustrate the importance of setting the operating point and corresponding threshold. However, in the uncertain environment of cell physiology, this requires highly adaptable control systems. In a series of articles, Sontag and co-workers presented a set of rules for ensuring that a dynamical system can operate in the vicinity of a bifurcation point \[20, 21\]. Since first coming across these papers, we have been intrigued by the possibility of using the techniques as a means of improving chemotactic efficiency. Here, we revisit these results and, in particular, use them to show how they could be used to enhance the
chemotactic behavior of cells that rely on an excitable system to move.

2. RESULTS

2.1. Preliminaries

To set the stage for the results that follow, we use the following system, originally considered by Moreau et al. [21].

\[
\begin{align*}
\dot{x} &= y \\
\dot{y} &= -(\mu_0 - \mu)y - \lambda y^3 - \omega^2 x.
\end{align*}
\]

When \( \mu < \mu_0 \), the origin represents a stable equilibrium, with the system undergoing a Hopf bifurcation at \( \mu = \mu_0 \); oscillations exist when \( \mu > \mu_0 \). Henceforth we seek a means of driving \( \mu \) to its bifurcation point \( \mu_0 \) with the proviso that \( \mu_0 \) is unknown. In particular, we seek an adaptation law of the form

\[
\dot{\mu} = f(x, y) - g(\mu)
\]

In the case where \( \lambda = 0 \), Moreau et al. [21] showed that, if

\[
f(x, y) = -\frac{1}{2}a \ln(x^2 + (y/\omega)^2), \quad g(\mu) = b\mu
\]

then the adaptation law drives the system to a unique periodic orbit which is globally stable and that \( \mu = \mu_0 \). The result in which we are most interested, however, is the following. Here, let \( r^* \) be such that

\[
f(x^*, y^*) = g(\mu_0),
\]

where \( x^* \) and \( y^* \) are the points such that \( r^* = \sqrt{(x^*)^2 + (y^*/\omega)^2} \). Clearly, if \( x^* \) and \( y^* \) are the equilibrium values, then \( f(x^*, y^*) \) is constant. However, for \( f(x^*, y^*) \) to be constant, \( x^* \) and \( y^* \) need not be. This is clearly possible in the case of \([1]\) with \( \lambda = 0 \) where the energy of the corresponding harmonic oscillator

\[
E = \frac{1}{2} \left( x^2 + (y/\omega)^2 \right),
\]

is constant during the oscillation. This, however, will not be true in general, as when \( \lambda \neq 0 \). In the latter case, however, it can be shown that for sufficiently small perturbations the system will be driven to a point whereby \( \mu \) approaches \( \mu_0 \) [21].

The form of the adaptation law \([3]\) is not unique [20]. An alternate choice is

\[
f(x, y) = \frac{a}{1 + x^2 + y^2}
\]

also works in this context, as illustrated in Fig. [1A].

We note that the requirement of \([4]\) is a crucial one as it determines how close \( \mu \) can approach \( \mu_0 \) and this, in turn, depends on accurate choices of parameters in the update law \((a, b)\) as well as a constant value function.
Figure 1: Bifurcation control of nonlinear oscillator. (A) Simulation of (1) with update law: $\dot{\mu} = a/(1 + x^2 + y^2/\omega^2) - b\mu$ [20]. Parameter values used are: $a = b = \mu_0 = \lambda = \omega = 1$. (B) Effect of variation of $a, b$ on the steady state error in $\mu (|\bar{\mu}_ss - \mu_0|)$. The white dashed line in B indicates zero error. The parameter space corresponds to the right side of the dashed line ($a \geq b$) results in the oscillatory response. (C) Simulation of (1) with a different update law: $\dot{\mu} = a/(1 + 25x^2 + y^2/\omega^2) - b\mu$ with same parameter values used in panel A, drives the system to a different value than $\mu_0$.

In this present study we are interested in designing similar update laws for excitable systems and analyzing the effects of perturbations particularly as they apply to bifurcations.

2.2. An excitable system

In 1961, Richard FitzHugh suggested a mathematically tractable simplification of the original Hodgkin-Huxley equations [22]. Independently, Nagumo et al. designed and built an electrical circuit that recreated these dynamics. The FitzHugh-Nagumo (FHN) is a special class of two variable systems with a fast and a slow state variables. In describing excitable behavior, we assume that the system is operating at a stable equilibrium that lies close to a Hopf bifurcation. When this point is crossed, the system exhibits relaxation oscillations.

We consider the following set of equations:

\begin{align*}
\dot{x} &= -x(x - \lambda)(x - 1) - y + w, \quad 0 < \lambda < 1 \\
\dot{y} &= \varepsilon(x - \mu) \tag{5a}
\end{align*}

where $x$ and $y$ are fast and slow variables, respectively, and $w$ is an external Gaussian noise input with mean zero and variance $\sigma^2$. In the absence of noise, the fast variable has a cubic nullcline (Fig. 2A):

$$y = h(x) = -x(x - \lambda)(x - 1).$$

The nullcline for the slow variable is a vertical line; together, they lead to a unique equilibrium $(x, y)_{eq} = (\mu, h(\mu))$ that is asymptotically stable if either $\mu < \mu$ or $\mu > \bar{\mu}$, where $\mu$ and $\bar{\mu}$ are the local minimum and maximum of the function $h(x)$. When $h'(\mu) = 0$, the system undergoes Hopf bifurcations (Fig. 2B). If $\lambda = \frac{1}{2}$, these occur at $\mu \approx 0.211$ and $\bar{\mu} \approx 0.789$, and the corresponding state variables are

$$(x, y) \approx (0.211, -0.048), \quad (\bar{x}, \bar{y}) \approx (0.789, 0.048).$$
When operating at one of the Hopf bifurcation points the system exhibits sustained small amplitude oscillations. In the presence of noise, these oscillations are replaced by occasional large amplitude responses typical of excitable dynamics (Fig. 2C).

We now use the procedure described in Section 2.1 to create an adaptation law that can drive the system to one of the Hopf bifurcation points. We focus on the one at the lower end of the $x$ variable ($x$) corresponding to $\mu$. Define the adaptation law according to (2) with

$$f(x, y) = \frac{1}{1 + x^2 + y^2}, \quad g(\mu) = b\mu. \quad (6)$$

We see that unlike the system (1), $f(x, y)$ is not constant, but oscillates around $\bar{f} \approx 0.95$ (Fig. 2D). To satisfy (4), we use this mean level of $f$: $\bar{f}$ and this leads to the choice for $b = \bar{f}/\mu \approx 4.5$ in (6). Owing to the oscillations in $f(x, y)$, we also observed oscillations in the error $\mu - \mu_0$.

Eliminating the error in $\mu$, requires designing a function $f$ that is constant at values during the oscillation. Thus, $f(r^*)$ is a conserved quantity in the system (such as the energy in the harmonic oscillator). In a

---

**Figure 2:** FHN model. (A) $x$ and $y$-nullclines with Hopf bifurcation points shown as the grey circles. (B) Bifurcation diagram showing $x_{eq}$ as the function of parameter $\mu$. The dashed section corresponds to the oscillatory response. (C) Temporal responses of $x$ and $y$ in absence (top) and presence (bottom) of noise. The parameter values used are: $\lambda = 0.5$, $\varepsilon = 0.05$ and $w = \mathcal{N}(0, 0.5)$. (D) Temporal responses of $f(x, y) = 1/(1+x^2+y^2)$, $x$, $y$ and the error $(\mu - \mu_0)$ for the FHN system coupled with the $\mu$-update law: $\dot{\mu} = \varepsilon\mu(\alpha f(x, y) - b\mu)$, in absence of any noise. The parameter values used for the update law: $\alpha = 1$, $b = 0.95/\mu$, $\varepsilon\mu = 0.1$. 
Figure 3: Precise bifurcation control of FHN model. (A) Limit cycle trajectory (grey) and the best fitting ellipse \( \mathcal{C}^* \), correspond to \( \mu \approx 0.211 \). (B) Temporal responses of \( x, y \) and the error \( (\mu - \mu_0) \) corresponds to the \( \mu \)-update law with \( f(x,y) = 1/(1 + \mathcal{C}^*) \). The parameter values used for the update law: \( a = 1, b = 1/\mu, \varepsilon_\mu = 0.1 \), \( C_A \approx 4.5 \times 10^{-2}, C_B \approx 4.1 \times 10^{-4}, C_C \approx 0.99, C_D \approx -2.1 \times 10^{-2}, C_E \approx 9.5 \times 10^{-2} \) and \( C_F \approx 4.5 \times 10^{-3} \).

nonconservative system, such a quantity does not exist. However, when a system changes its stability through Hopf bifurcation, the resulting oscillation will trace a closed curve in the phase plane. Suppose that we approximate the resulting limit cycle by an ellipse using, for example, the Levenberg-Marquardt (LM) method \[23\]

\[
\mathcal{C}^* = C_A(x^*)^2 + C_Bx^*y^* + C_C(y^*)^2 + C_Dx^* + C_Ey^* + C_F
\]

and that we implement an update law given by:

\[
\dot{\mu} = \varepsilon_\mu \left( \frac{1}{1 + \mathcal{C}^*} - b\mu \right)
\]

Though the system states are time varying quantities during the oscillation, depending on the goodness of its fit, \( C^* \) will be close to being constant and hence so will \( f(x,y) = 1/(1 + \mathcal{C}^*) \). In Fig. 3, we illustrate the effectiveness of such a function on the excitable FHN system. As shown in Fig. 3A, the approximation is quite good when the system is operating close to the bifurcation. The resulting system is oscillatory and \( \mu \) approaches \( \mu_0 \) (Fig. 3B).

The application of the such update law is not restricted to the control near the bifurcation point, but can also be applied to drive the system to any desired setting. The design task involves finding appropriate \( a, b \) and \( f(x,y) \). For a fixed equilibrium point it is trivial. For operating in the oscillatory regime, we could follow similar step from (8) to construct an ellipse, \( C_\mu \) enclosing the trajectories on the phase space. This is illustrated in Fig. 4, where the system is oscillating at \( \mu = 0.5 \) far from either bifurcation point. Note that, in this case, the best fitting ellipse obtained by the LM method is distinguishable from the actual limit cycle (Fig. 4A) and hence the system does not settle to a constant \( f(x^*,y^*) \) (Fig. 4B); nevertheless, the bifurcation parameter \( \mu \) does approach \( \mu_0 \).

2.3. The signaling excitable system regulating chemotaxis

In the context of biochemical signaling in which states represent concentration of various species, the FHN system is not realizable, as it allows the state variables to be negative. Through a series of papers \[12, 24, 25\], we proposed a biochemically plausible model of the excitable system regulating cell motility and validated
it experimentally \[19\]. Consider the following set of equations.

\[
\begin{align*}
\dot{F} &= -(a_1 + a_2R)F + \left(\frac{a_3F^2}{a_4^2 + F^2} + a_5\right)(a_6 - F) + w \\
\dot{R} &= \varepsilon(\mu F - R)
\end{align*}
\]  

(9a) 

(9b)

The variables \(F\) and \(R\) refer to fast and refractory states. The terms involving \(a_1\) and \(a_2\) represent degradation of the fast variable, with the latter being a part of a negative feedback loop. The terms involving \(a_3\) and \(a_4\) are part of a positive feedback loop on \(F\) that saturates and has cooperativity with Hill coefficient of two. The equation for \(R\) shows linear activation of the refractory state, initiating the negative feedback loop, and a constant degradation rate. For the time being we will ignore the noise, \(w\) in the system. The nullcline for the fast variable retains the “inverted N” shape of the FHN system, and that of the slow variable is linear with slope \(\mu\) (Fig. 5A). Note that the slope of this line acts as the bifurcation variable (Fig. 5B). Whereas steep slopes lead to a unique stable steady state with low values for the two states, shallow slopes lead to a permanently high stable equilibrium. Between these two extremes, oscillatory behavior is possible. As above, the two bifurcation points are denoted by \(\mu\) and \(\overline{\mu}\), respectively. Note, however, that unlike the FHN model, it is the steeper of the two slopes (\(\mu\)) that results in the lower level of activity and so \(\mu > \overline{\mu}\) (Fig. 5A).

Following the form of Section 2.2, we designed a control law to drive the system (9) to the bifurcation point corresponding to the lower \(F\) concentration:

\[
\dot{\mu} = \varepsilon_\mu \left(\frac{1}{1 + C^*} - k\mu\right)
\]

(10)

As there is no closed form solution of (9) to determine the limit cycle trajectory, we relied on numerical simulations. Because the simulations near the Hopf bifurcation point are quite sensitive to numerical error, resulting in oscillations of varying amplitude and frequency, we constructed a convex polygon, \(P\), containing all the trajectories over a sufficiently long time (1000 time units) and then computed the ellipse of best fit,
Figure 5: Bifurcation control of F-R model. (A) F- and R-nullclines with Hopf bifurcation points ($\mu$, $\bar{\mu}$) shown as the grey circles. Three R-nullclines denoted as d, e and f correspond to the parameters $\mu_d > \mu_e > \mu_f$. (B) Bifurcation diagram showing $F_{eq}$ as the function of parameter $\mu$. The dashed section corresponds to the oscillatory response. (C) Limit cycle trajectory (grey), convex hull $\mathcal{P}$ (black dashed) and the best fitting ellipse, $\mathcal{C}^*$ (black solid) correspond to $\bar{\mu}$. (D-F) Temporal responses of F, R and $\mu$ for different initial conditions of $\mu$: $\mu_d = 18$ (D), $\mu_e = 5$, (E), $\mu_f = 2$ (F). The parameter values used in the simulation are: $a_1 = 0.083$, $a_2 = 8.33$, $a_3 = 93.7$, $a_4 = 2.4$, $a_5 = 0.735$, $a_6 = 4$, $\varepsilon = 0.1$, $\varepsilon_\mu = 20$, $\mu_0 = \bar{\mu} \approx 13.535$, $k = 1/\mu_0$, $C_A \approx 6.6 \times 10^{-2}$, $C_B \approx -1 \times 10^{-2}$, $C_c \approx 8.6$, $C_D \approx 1.3 \times 10^{-3}$, $C_E = -0.54$, $C_F = 0.84$. The update law was switched on at $t = 100$ denoted by the black dotted line.
Figure 6: Bifurcation control of F-R model in presence of noise. (A) Temporal responses of $F$ and $R$ and the error ($\mu - \mu_0$). The update law was switched on at $t = 100$ denoted by the black dotted line. The noise parameter used is $\sigma = 10$. (B) Average firing frequency in a time window of 100 A.U. for $\mu \approx 13.5535$ (black markers, Hopf bifurcation value) and $\mu = 15$ (grey markers). The respective shaded regions denote the standard deviations for 10 independent simulations.

$C^*$, to $\mathcal{P}$ (Fig. 5C). We then tested whether the update law (10) was capable of driving the system to the intended bifurcation point from three characteristically different operating regimes: (1) low $F$ and $R$ states correspond to $\mu > \mu_\text{c}$; (2) oscillating $F$ and $R$ states correspond to $\mu > \mu > \bar{\mu}$; and (3) high $F$ and $R$ states correspond to $\bar{\mu} > \mu$. In all three simulations, $\mu$ approached the bifurcation point. When approaching it from below (Fig. 5D), the change in state was minimal as the system settled to its new operating point, which is close to the initial state. In the case where the initial condition was in the oscillatory regime (Fig. 5E), these oscillations disappeared quickly. Finally, when approaching the new set point from above (Fig. 5F), the system underwent one “firing” before settling to the desired equilibrium point.

So far, we have ignored the role of noise. However, in the excitable system paradigm of cell movement, noise plays an important role as it is stochastic perturbations that actually lead to firings and subsequent cellular protrusions [12]. Thus, one might expect that operating at or close to the bifurcation point might actually lead to undesirable behavior as noise would continuously trigger excitable waves. To examine this, we simulated the system in the presence of noise with or without the adaptation law (Fig. 6A). As can be seen in the simulation shown in Fig. 6A, noise leads to occasional firings. However, after the adaptation law is turned on and the system settles close to the bifurcation point, the barrier for having noise trigger the system is essentially eliminated. This results in continuous firings that appear to be periodic. It should be emphasized, however, that these are not the small scale oscillations that would be predicted by the Hopf bifurcation theory, but are rather large scale excursions that are characteristic of excitable systems. Note, however, that the time between them is essentially eliminated, but that the period is determined by the deterministic properties of the system. This autonomous stochastic resonance phenomenon has been studied for a number of excitable systems [26]. We note that, as shown in Fig. 6B, operating some distance away from the bifurcation point leads to more threshold-like stochastic triggering of activity. When the operating point was set to $\mu = 15$, firings were only triggered when the size of the noise variance approached $\sigma = 1$. In contrast, when setting $\mu = \mu_\text{c}$, firings appears almost immediately, and their number increased almost linearly with the noise variance.
2.4. Effect on chemotaxis

The simulations so far show that bringing the system towards its bifurcation point can lead to an increase in the number of firings and hence a more active cell. If this happens in a spatially heterogeneous manner, however, the increased activity is likely to impair chemotaxis. Experimentally, this has been demonstrated [15]. Global recruitment of an enzyme to the cell membrane led to a lowering of the threshold to the point where the entire cell started oscillating synchronously. This increase in activity, however, resulted in no net movement. To increase directed cell motility, the effect of lowering the threshold has to be spatially confined to the regions of high chemoattractant.

We simulated the effect of applying the update law to a cell exposed to a spatial gradient in the two-dimensional reaction-diffusion F-R model. The equations are as follows:

\[
\frac{\partial F}{\partial t} = -(a_1 + a_2 R) F + \left( \frac{a_3 F^2}{a_4^2 + F^2} + a_5 \right) (a_6 - F) + w + D_F \frac{\partial^2 F}{\partial \theta^2} \tag{11a}
\]

\[
\frac{\partial R}{\partial t} = \varepsilon (\mu F - R) + D_R \frac{\partial^2 R}{\partial \theta^2} \tag{11b}
\]

where we have included diffusion (the last terms of each equation) of the respective species. The spatial domain, parameterized by \(\theta\) is assumed to be one-dimensional with periodic boundary conditions (suggestive of a two-dimensional cell membrane).

We simulated this system assuming no spatial heterogeneity and plotted the activity of \(R\) as a function of time and space in Fig. 7A. The system is initially at its stable equilibrium but is subject to noise. In this kymograph, waves of high activity appear as v-shaped structures (wave marked 1, Fig. 7A). This form appears because, following the noise-induced triggering of activity, symmetric waves move in opposite directions of the trigger point. These waves have a natural life-time that is determined by the rise and diffusion of the inhibitory component \(R\) [28], in which case the two arms of the wave stop almost simultaneously. Alternatively, one branch of the wave can cease to propagate because of stochastic effects (wave marked 2, Fig. 7A). Note that because of the absence of a spatial heterogeneity, the probability of triggering a wave is uniform over the perimeter.

To determine our base-line chemotactic performance, we introduced a spatial gradient that changes the parameter \(\mu\) along the perimeter as:

\[
\mu = \mu_i - \mu_1 \cos(\theta) \tag{12}
\]

This is meant to recreate the effect of the signaling system that senses chemoattractant gradient and relays this to the excitable network. Dictyostelium cells employ an incoherent feedforward adaptation mechanism for altering the threshold, combining a fast excitation processes and slower inhibition [9, 29, 30, 31]. This acts as a preprocessor that filters out the mean level of chemoattractant, allowing the cell to respond solely to the external spatial gradient. Moreover, the fact that the excitation and inhibition processes represent local and global, respectively, receptor occupancy, means that the threshold is lowered at the front and raised at the rear of the cell, enabling efficient chemotaxis [9, 29, 31]. In our simulations, the effect of this local excitation, global inhibition scheme (LEGI) is obtained through the second term in (12) where parameter \(\mu_1\) controls its strength. Simulation of the system incorporating (12) is shown in Fig. 7B starting at \(t = 150\). We see that the waves of activity are confined to the region around zero degrees, representing the location of the gradient.

We next sought to test the usefulness of the adaptation law (10). However, for this to have an effect on chemotaxis, this adaptation must be done in a spatially-dependent manner. Specifically, we activated it in a
Figure 7: Effect of $\mu$-update on directed migration. (A–C) Kymograph of $R$ showing the random firings ($A, t = 0$–150), directed firings in presence of a gradient stimulus ($B, t = 150$–300) and the effect of $\mu$-update law ($C, t = 300$–450). Random firings result in both symmetric (1) and asymmetric waves (2). The directional bias was introduced at $t = 150$ using (12) with $\mu_1 = 0.32$. The $\mu$-update law was spatially confined to the front of the cell by the Gaussian function $\exp(-\frac{1}{2}(\theta/\sigma)^2)$ with $\sigma = 0.2(L/2\pi)^2, L = 30$. The diffusion coefficients chosen are: $D_F = 0.25, D_R = 0.15$. The rest of the parameters are as in Fig. 5. (D) Total membrane activity of $R$ across the cell perimeter over a fixed time interval marking the three transitions for panels A (light gray), B (gray) and C (black), respectively. The curves are normalized by the net activity in the region. (E) Trajectories of 10 cells undergoing random motility (left), directed migration (middle) and directed migration with $\mu$-adaptation for a period of 150 time units. The cells started at origin and the final positions are denoted with red circles. The viscoelastic model parameters are as in [27].
narrow region of space:

\[ \dot{\mu}_i = e^{-\theta^2/2\sigma^2} \varepsilon_{\mu_i} \left( \frac{1}{1 + C^*} - k\mu_i \right) \]  

Thus, where the chemoattractant is highest, the value of \( \mu \) adapts towards the bifurcation point; away from the chemoattractant gradient, \( \mu_i \) remains unaltered. Fig. 7C shows the effect of this perturbation starting at \( t = 300 \). We see that the waves of activity are still confined to the region around zero degrees, representing the location of the gradient. More importantly, the number of waves increases greatly indicative of higher activity towards the gradient (Fig. 7D).

To determine the effect of these firings on cell chemotaxis, we followed an approach that simulates the movement of cells using a center-of-mass approximation [27]. Using the spatially-dependent level of activity, shown in Fig. 7A–C, we generated a series of force vectors normal to the cell surface. The vector sum of all these vectors was used to obtain a net protrusive force. After scaling this force so that it is in the range of experimentally observed protrusive pressures (0.5–5 nN/\( \mu \)m\(^2\)), we use it to push a viscoelastic model of Dictyostelium mechanics [32]. In this model, the net stress in the \( x \)-direction: \( \sigma_x \) (the direction of the gradient) alters the center-of-mass position (\( \text{CM}_x \)) through the following dynamics:

\[ \ddot{x} + (k_c/\gamma_c)\dot{x} = (1/\gamma_c + 1/\gamma_a) \hat{\sigma}_x + (k_c/\tau_c^2)\sigma_x, \]

with a similar equation for the displacement in the \( y \)-direction (\( \text{CM}_y \)).

To illustrate the movement generated through this approximation, we first plotted the trajectories of 10 cells migrating randomly in the absence of any directional bias (Fig. 7E, left panel) and compared it to the simulated trajectories of equal number of cells in the presence of a gradient stimulus without (Fig. 7E, middle panel) and with the adaptation law implemented (Fig. 7E, right panel). As expected, in the absence of any gradient, the center of mass exhibits a random walk. When a gradient stimulus was applied, the cells showed directed migration towards the right (source of chemoattractant). Once the adaptation law was turned on, the trajectories were strongly directed to the right and in the same time duration, cells traveled almost twice the distance on average compared to the former.

3. DISCUSSION

Efficient chemotaxis requires that the signaling system be highly sensitive to small spatial heterogeneities in the concentration of the guiding chemoattractant. The threshold of an excitable system provides an ideal mechanism for providing this sensitivity. It allows filtering of small stochastic fluctuations thus preventing cells from “following the noise.” On the other hand, it can greatly amplify persistent small differences in chemoattractant gradients. A crucial requirement of such a highly nonlinear amplifier is that the set point be near the edge of the threshold, but not at a point where the cell becomes oscillatory, as this actually hinders chemotaxis [15]. Even worse, moving the operating point beyond the second bifurcation point leads to cells that are permanently active [33]. These pancake-looking cells are so stretched and thin that they eventually die through fragmentation.

While the corresponding local excitation, global inhibition (LEGI) can work efficiently to guide cell movement, it still requires that the level of the LEGI preprocessor be tuned to the threshold that follows; without this matching, the gradient sensing mechanism is not robust [29]. Here we have shown that an adaptation law, as suggested by Moreau et al. [20, 21] would allow this matching of the steady-state response of the system with the threshold of the excitable system.

It is worth asking whether this adaptation law would be implementable. We highlight three hurdles. The first is that we require a reasonably good estimate of the function \( f(x, y) \), or its equivalent in a more comprehensive model of the signaling network. As shown in Fig. 1C, the wrong choice can move the system far from
the equilibrium. However, as suggested by how well the approximating ellipses work (e.g. Fig. 4 and Fig. 5) it is unlikely that the desired trajectory needs to be specified with great accuracy. This is particularly true when one considers that that adaptation law that we are considering affects the mean level of the threshold. When combined with a mechanism for responding to the external gradient that lowers the threshold at the front and raises it at the rear, the adaptation law would still likely increase the chemotactic efficiency. The robustness of this scheme is an area for future consideration.

Second, the scheme relies on the possibility of implementing a complicated formula such as \( C^\star \) using biochemical components. It should be pointed out that the actual form of \( C^\star \) follows the general form of many types of enzyme inhibitors. Moreover, there have been reports in the synthetic biology community about the means of using chemical reaction networks to compute either arbitrary polynomials [34] or even logarithms [35]. Thus, the adaptation laws that we propose are not beyond the realm of possibility.

Third, we note that in the particular scheme that we propose to improve chemotactic efficiency, we seek to use the adaptation law to adjust the operating point close to the bifurcation point only at the front of the cell. During chemotaxis, spatial self-organization of different biochemical species is observed where some proteins and phospholipids localize to the front of the cell and others go to the back [36]. This suggest several potential ways to implement the \( \mu \)-adaptation in a spatially selective manner. We discussed one method in Section 2.4, where it was controlled by the gradient stimulus which could be also contributed by any “front” species. As an alternative, the update law could be controlled by “back” entities where higher concentration of back molecules represses both the reactions in (11). Even further with the back molecules we can implement a more complex adaptation law where different spatial sections of the cells get adapted to different \( \mu \) levels.

Finally, we note that an alternative means of improving efficient chemotaxis is by altering the noise properties of the system. The firings of an excitable system occur as noise causes the system to cross the threshold periodically. This depends on the size of the threshold, but also on the variance of the noise. Through a technique known as absolute concentration robustness (ACR) [37], the stochastic fluctuations of a biochemical network can be reduced. If this is done in a spatially-dependent manner so that the rear of the cell has smaller fluctuations and hence fewer firings, chemotactic efficiency is also improved [27]. Interestingly, we found that the ACR motif that would accomplish this is similar to some of the cell’s signaling network, suggesting the possibility that the cell is already using some form of ACR. Another aspect of future research would be to ask whether cells already employ an adaptation scheme similar to that proposed here.
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