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ABSTRACT There are mainly three issues for Near-Field Focusing (NFF) using an antenna array. First, it is required to know the distribution of the near electric field in 3D space for each antenna element. In general, a huge amount of data is required to express the near-field for each antenna element in a 3D space with high resolution. Second, in the trade-off relationship between efficiency and accuracy for NFF, we require to solve the optimization problem in which energy can be concentrated to the focal point. Solving optimization problems with near-field represented by huge amounts of data is very inefficient. Third, accurate NFF must be performed by reflecting the mutual coupling phenomenon between antennas. In this paper, there are three key ideas to overcome the issues in the NFF by improving both accuracy and efficiency. The first is the extraction of the infinitesimal dipole model (IDM) using the active element pattern. This makes it possible to obtain a mathematical model of the antenna that perfectly reflects the mutual coupling effect. The second is the acquisition of near-field data to an adaptive resolution grid with appropriate resolution using the extracted IDM. This re-radiated near-field data has both accuracy and efficiency by maintaining high resolution only for a focal point. The third is an efficient optimization method for a desired focal area with an arbitrary elliptical shape using convex optimization. Through simulations for the verification, 4 types of grids with various resolutions are used to the same NFF problem. The computational time of the proposed method in optimization for the NFF could be reduced to 8\% with a similar focal shift compared to a type of the finest resolution. In addition, the accuracy of the electromagnetic analysis of the proposed method was verified through comparative verification with the MoM results.

INDEX TERMS Near-field focusing, array antenna, active element pattern, infinitesimal dipole modeling, convex optimization.

I. INTRODUCTION

Recently, near-field focusing (NFF) antennas have been actively applied to various fields [1]. The NFF systems can give a higher efficiency to communicate or transfer power in near-field at a specific point. Antennas for NFF are commonly designed as array antenna for the controlling phase of the radiated field. Since the density of the radiated field decreases sharply as distance from the antenna increases, the NFF antennas can be more useful to cases which high efficiency of the energy transfer is required [2]-[6], especially if the external noise or interference signals are strong. Far-field focusing which means maximizing the radiated field at a designated angle has the two degrees of freedom: the elevation and azimuth angle. As the applications of the far-field focusing, satellites, radars, base stations for mobile network adopt the far-field focusing techniques for the distant radiation. It is assumed that the radiated field is attenuated through the wave propagation with the same pattern in the angular domain. On the other hand, the three-dimensional variables in the NFF techniques are controlled because the angular pattern is not maintained in the near-field region. The NFF can be used in
the probing and imaging of a specific small area [7]-[10]. In biomedical electronics, it can be applied to in-body imaging technologies to enhance resolution [11] or hyperthermia which is a type of medical treatment generating high heat on a specific point in human body [12]-[14]. Wireless power transfer [15]-[18] and fifth-generation communication systems also directly require the NFF technique for high-energy or large data transfer efficiency in three-dimensional areas. Studying on the NFF techniques is being more active in recent years according to their needs than ever before.

There are mainly three issues to assess the performance of an NFF technique. The first is the accuracy of the NFF, and it basically depends on the quality and quantity of the near-field data. The three-dimensional parameters of x, y and z axes should be adjusted to control the field in the near-field region. Additional consideration of the radial distance makes it technically more difficult to obtain near-field data. Uncertainty of the measured position can affect to reliability of the field data, and the resolution can be limited following to the probe control problems. That is, quality and quantity of the obtained near-field data depends on the performance of the measurement instruments or function of the numerical simulations.

The second aspect is the efficiency of the optimization methods. In sequence, the optimization methods are applied to synthesize the field pattern in the near-field region. The near-field pattern can be controlled by adjusting the excitation coefficients (amplitudes and phases) in order to make the electromagnetic (EM) fields of the antenna elements be constructive each other at a specific position called ‘focal point’, the near-field can be regarded as ‘focused’. Diverse optimization algorithms such as the phase conjugate [6], [19]-[22], least square method [23], compressive sensing [24], [25], and convex optimization [25]-[27] have been verified that can be used to synthesize near-field for the various cases as well as far-field synthesis problems. For the accuracy of the optimizations in the NFF, it is required to adopt a properly defined optimization problem and the solver. A large number of the observation points of near-field can degrade computational efficiency to solve the optimization problems. That is, the near-field data should be extracted from an appropriate number of observation points. It can be regarded that there must be a trade-off between the number of observation points of the near-field and the computational efficiency of the optimization. The importance of the computational efficiency is more emphasized in the NFF than the far-field focusing because the near-field data has one more dimensional variable, and it makes the constraints for near-field control more complex as the one-dimension. The relatively high-complexity of problem can increase the computational time and difficulty in the solution convergence.

The third is the antenna mutual coupling effect. Moreover, as sources of the optimizations, a number of accurate near-field data should be extracted with reflecting the mutual coupling between the antenna elements. Otherwise, the resulting near-field distribution represents the error although the optimization is well conducted. The following error is typically observed in terms of focal shift: the difference between the designated focal point and the point where the field is actually focused. The focal shift is a significant parameter to assess the accuracy of NFF systems.

In this paper, there are three key ideas to overcome the difficulties in the NFF by improving both the accuracy and efficiency. First, the antenna is modeled using a kind of theoretical modeling called infinitesimal dipole modeling.
tool that supports numerical EM simulations. This paper is concluded in Section V.

II. RADIATION FORMULAS AND OPTIMIZATION OF IDM

Radiation field is the basis for model extraction using the IDM. In this section, the theoretical explanation of IDM radiation is first described, and then the proposed model extraction method is explained.

An antenna with a specific radiation field can be modeled as a distribution of IDs. An ID has a unique radiation field according to each of the seven variables: excitation amplitude (A<sub>ID</sub>), phase (ψ<sub>ID</sub>), orientation (θ<sub>ID</sub>, φ<sub>ID</sub>), and position (x<sub>ID</sub>, y<sub>ID</sub>, z<sub>ID</sub>). The radiation field is expressed mathematically, and the general radiation field of the ID distribution is formulated as follows [1]:

\[
\mathbf{E}(\mathbf{r}) = \sum_{n=1}^{N} w_n \frac{1}{4\pi\varepsilon_0} \left[ k^2 \left( (\mathbf{n}_n \times \mathbf{p}_n) \times \mathbf{n}_n \right) e^{-jk\mathbf{r} \cdot \mathbf{n}_n} \right] \]

where \( \mathbf{E}(\mathbf{r}) \) is the electric field radiated by the \( n \) ID's at an observation point \( \mathbf{r} \). \( \omega \) is angular frequency of the field and \( \varepsilon_0 \) is permittivity in the free space. \( k \) is the wavenumber. \( \mathbf{n}_n \) and \( \mathbf{p}_n \) are the unit vector from \( n \) ID to the observation point and the dipole moment of \( n \) ID. \( r_n \) is the distance between ID and the observation point. \( \mathbf{r} \) is the unit vector to the observation point and \( w_n \) is the weighting coefficient of the \( n \) ID (\( = A_{ID} \cdot \exp(j\psi_{ID}) \)). \( j \) is square root of \(-1\). The equation for the far-field of an ID can be obtained by reformulating (1) by getting rid of the second term as follows through a far-field approximation, which 1 / \( r_n^2 \) >> 1 / \( r_n^2 \), 1 / \( r_n^3 \).

In this study, the position and the direction of the ID are determined using the triangularly segmented computer-aided design (CAD) model of the modeled antenna to obtain the ID model with the highest efficiency [35], [36]. The triangular mesh, which is the most common segmentation model, is used for the MoM. Each ID can theoretically be regarded as a point current source. Therefore, it is possible that the higher the modeling accuracy is, the more similarity the ID distribution has to the actual current distribution. The position of each ID is the same as the center of each segment. Further, at each position, three IDs having the directions of \( x, y \), and \( z \) axis are arranged. Therefore, when the number of segments is \( N_{seg} \), the number of IDs, or the number of variables in the IDM problem \( N_{ID} = 3N_{seg} \). In this study, the function of obtaining the triangular mesh from a CAD model built in the FEKO was used. When the ID distribution is formed by the segmented CAD model, (2) and (3) can be defined as the following linear problem:

Section II describes the basics of the IDM used for the NFF antenna. Section III describes the near-field optimization process using convex optimization, which is a type of optimization algorithm, based on IDM. In Section IV, the proposed NFF simulation and analysis results for the 16 Yagi array antenna are shown. Moreover, the proposed NFF approach and to verify its accuracy in comparison with the MoM, which is one of the full-wave EM analysis methods, using FEKO. FEKO is a commercial tool that supports numerical EM simulations. This paper is concluded in Section V.
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where \( \mathbf{E}_{\text{near}}^{\text{pol}}(\mathbf{r}) \) and \( \mathbf{E}_{\text{far}}^{\text{pol}}(\mathbf{r}) \) are near and far-field radiated by the ID model for the specific polarization, respectively. \( \mathbf{C}_{\text{near}}^{\text{pol}} \) and \( \mathbf{C}_{\text{far}}^{\text{pol}} \) is the parameter to calculate the near and far-field of the ID model, respectively. \( \mathbf{C}_{\text{near}}^{\text{pol}} \) and \( \mathbf{C}_{\text{far}}^{\text{pol}} \) are constants because the positions and orientations of IDs are fixed in this scheme, and they can be obtained using (1) according to the observation point and polarization, and the expansion is omitted for the brevity.

The IDM refers to the process of finding an ID distribution with the same radiation pattern with the modeled antenna. In the proposed near-field synthesis approach, the ID models were obtained from the far-field pattern of the antenna. The far-field pattern can be measured or calculated by an EM simulation. The far-fields of the antenna were calculated through the MoM supported by FEKO to verify the proposed method. When the obtained far-field data of the antenna are expressed in a matrix form for the angular domains, the optimization problem can be defined for the IDM using (3) as follows:

\[
\mathbf{w}^{\text{ID}} = \arg \min \left( \sum_{\theta, \phi} |\mathbf{E}^{\text{far}}_{\text{pol}}(\theta, \phi) - \mathbf{E}^{\text{ANT}}_{\text{pol}}(\theta, \phi)|^2 \right),
\]

where \( \theta \) and \( \phi \) is the angular domains. \( \mathbf{E}^{\text{ANT}}_{\text{pol}} \) is the electric radiation field of the modeled antenna. The solution \( \mathbf{w}^{\text{ID}} \) (column vector of variable \( w_{\theta, \phi}^{\text{ID}} \)) and the following ID model can be obtained efficiently by solving the least square problem in (4), which is expressed as a linear problem. In this study, the linear problem in (4) is solved using the LSQR function embedded in MATLAB [38].

### III. NEAR-FIELD FOCUSING USING CONVEX OPTIMIZATION BASED ON NAEP-IDM

In this section, the procedure for obtaining the excitation coefficients of each ID to focus the synthesized near-field at the focal point from the far-field pattern of an array antenna is described. The descriptions follow to order of the steps of proposed NFF algorithm represented in the Introduction section and it is specified the explanation belongs to which step. The theoretical basis and features of each step are explained in detail according to the order of the proposed NFF approach.

### A. OBTAINING NAEP ON ADAPTIVE RESOLUTION GRID USING IDM RADIATION

In the proposed NFF approach, the far-field AEP of the array antenna is used for the IDM extraction (step 1). The AEP is a technique that can directly reflect the mutual coupling effect between the elements of the array antenna [39]. If \( M \) antennas are arranged, \( M \) ID models for \( M \) AEPs should be extracted (step 2).

Using IDM radiation, near-field data can be obtained according to (2) using the IDM according to each far-field AEP. The re-radiated near-fields also reflect the mutual coupling effect between the antenna elements, and thus it can be called the near-field active element pattern (NAEP). The NAEP can be calculated in any area outside the antenna geometry. Any arbitrary antennas can be considered accurately for the proposed NFF approach even if the antenna elements have their own anisotropic patterns.

The number of equations in the optimization problem is proportional to the number of sampled points, and the computation time required to solve the optimization problem. Conversely, if the sampled points are too sparse, the desired near-field synthesis may not be achieved properly. The near-field region should be sampled with an appropriate density. Although there is no fixed rule to decide the density, the denser sampling in the focal region than the other region, the more accurate optimization for the NFF. In order to control the NAEPs efficiently, we propose an idea to adopt adaptive resolution as shown in steps 3 and 4 in Fig. 1. The near-field radiation region is divided as the focal and non-focal region. After that, the near-field data is extracted in the focal region with high resolution and the non-focal region with low resolution (step 3). The near-field data at the sampled points are obtained by the simple calculation of the IDM in (2) without any additional measurements or EM numerical simulation (step 4).

With the adaptive resolution grid, the proposed approach can deal with dense and numerous sampled points efficiently. That is, adjusting the resolution according to the areas in the near-field region can improve the optimization efficiency and the accuracy simultaneously. Usually, as mentioned in the Introduction section, it is difficult to adjust the resolution by the measurements of near-field due to technical problems such as limitation of specification of the measurement instruments or the time consumption, and so on. However, it can be easily implemented in the proposed scheme because the near-field can be calculated by the equation (1) of the IDM method at any positions in the radiating region.

### B. NEAR-FIELD FOCUSING USING CONVEX OPTIMIZATION

The near-field of the array antenna can be synthesized by superposition with weighting the excitation coefficients to each NAEP. This can be expressed by the following equation. For the antenna model, the excitation coefficients...
are multiplied to each ID according to the antenna elements.

\[ E_{\text{pol}}^{\text{near}}(r) \bigg|_{\text{pol}=x,y,z} = \sum_{m=1}^{M} w_m^{\text{AEP}} E_{\text{pol}}^{m,\text{near}}(r) \bigg|_{\text{pol}=x,y,z}. \] (5)

The matrix on the left-hand side is the complex value of the electric field of the array antenna according to the position of the sampled near-field region for each \( x, y, \) and \( z \) polarization. \( E_{\text{pol}}^{m,\text{near}} \) is the NAEP of the \( m \)th port and \( w_m^{\text{AEP}} \) on the right-hand side is the excitation voltage applied to the port of each antenna element and is summed by multiplying the sampled NAEP corresponding to each antenna element. \( M \) is the number of antenna element of the modeled array antenna. In other words, this is the vector summation using the NAEP of the array antenna.

In the proposed NFF approach, the problem of increasing the intensity of the near-field at a specific focal point for with a relatively low value in the other region can be defined as following steps:

\[
\mathbf{w} = [w_1^{\text{AEP}}, w_2^{\text{AEP}}, \ldots, w_M^{\text{AEP}}]^T, \quad (6-1)
\]

\[
E_{\text{pol}}^{\text{near}}(r) = \left[ E_{\text{pol}}^{\text{near},1}(r), \ldots, E_{\text{pol}}^{\text{near},M}(r) \right]_{\text{pol}=x,y,z}, \quad (6-2)
\]

\[
E_{\text{pol}}^{\text{near}}(r) = \mathbf{E}_{\text{pol}}^{\text{near}}(r) \mathbf{w}_{\text{pol}=x,y,z}, \quad (6-3)
\]

where \( \mathbf{w} \) is column vector in which elements are the weighting coefficients. \( \mathbf{E}_{\text{pol}}^{\text{near}}(r) \) is row vector in which elements are field values of the NAEPs and \( E_{\text{pol}}^{\text{near}}(r) \) is the synthesized radiated near-field by the arrayed antenna elements at a position \( r \).

The intensity of the electric field for each case is defined as

\[
\left| E_{\text{pol}}^{\text{near}}(r) \right|^2 = \mathbf{w}^T \mathbf{Q}_{\text{pol}}(r) \mathbf{w}, \quad (7)
\]

\[
\left| E_{\text{pol}}^{\text{near}}(r) \right|^2 = \mathbf{w}^T \mathbf{Q}_{\text{pol}}(r) \mathbf{w}_{\text{pol}=x,y,z}, \quad (7)
\]

where

\[
E_{\text{pol}}^{\text{near}}(r) = \sqrt{E_x^{\text{near}}(r)^2 + E_y^{\text{near}}(r)^2 + E_z^{\text{near}}(r)^2}, \quad (8-1)
\]

\[
A_{\text{pol}}(r) = \begin{bmatrix}
\text{Re}(E_{\text{pol}}^{\text{near}}(r)) & -\text{Im}(E_{\text{pol}}^{\text{near}}(r)) \\
\text{Im}(E_{\text{pol}}^{\text{near}}(r)) & \text{Re}(E_{\text{pol}}^{\text{near}}(r))
\end{bmatrix}_{\text{pol}=x,y,z}, \quad (8-2)
\]

\[
Q_{\text{pol}}(r) = A_{\text{pol}}^T A_{\text{pol}}, \quad Q_{\text{tot}}(r) = A_{\text{tot}}^T A_{\text{tot}}, \quad (8-3)
\]

\[
A_{\text{tot}}(r) = \begin{bmatrix}
A_1(r) \\
A_2(r)
\end{bmatrix}, \quad (8-4)
\]

\[
\mathbf{w} = \begin{bmatrix}
\text{Re}(\mathbf{w}) \\
\text{Im}(\mathbf{w})
\end{bmatrix}. \quad (8-5)
\]

\[
\mathbf{W} = \mathbf{w} \mathbf{w}^T
\]

is rank-one positive semidefinite matrix, and \( \mathbf{W} \) can be applied as a variable to be optimized for NFF problems as follows (in cases of considering total intensity of the radiated electric field) (step 5):

\[
\text{variable: } \mathbf{W}_k, \quad (9)
\]

\[
\text{minimize } \text{Tr}(\mathbf{W}_{k-1} + \delta I)^{-1} \mathbf{W}_k
\]

\[
\text{such that } \begin{align*}
\text{Tr}(Q_{\text{tot}}(\mathbf{r}_\text{center}) \mathbf{W}_k) & \geq c_\text{center} \\
\text{Tr}(Q_{\text{tot}}(\mathbf{r}_\text{in}) \mathbf{W}_k) & \leq \text{Tr}(Q_{\text{tot}}(\mathbf{r}_\text{center}) \mathbf{W}_k) \\
\text{Tr}(Q_{\text{tot}}(\mathbf{r}_\text{out}) \mathbf{W}_k) & \leq c_\text{out}
\end{align*}
\]

\( \mathbf{W}_k \) is positive semidefinite

where \( k \) is the number of iteration \((k = 1, 2, \ldots, N_{\text{iter}})\), and \( N_{\text{iter}} \) should be appropriately determined. \( \delta > 0 \) is a saturation constant which is smaller than elements of \( \mathbf{W}_{k-1} \). \( I \) is a unit matrix. Initial value of \( \mathbf{W}_0 \) is a unit matrix in this paper. More detailed explanations of the variables and parameters are represented in [40]-[42]. \( \mathbf{r}_\text{center}, \mathbf{r}_\text{in}, \) and \( \mathbf{r}_\text{out} \) are position vector from origin to the focal point, positions inside the desired focal area, and positions outside the desired focal area, respectively. As the main-lobe for the NFF is usually observed as nearly elliptical, the focal area in (12) is a skewed-elliptical shape toward the focal point. The major axis of the ellipse is on a line from the center of an array antenna to the focal point. Based on the focal point, the half-power beam width (HPBW) in the range direction, which is perpendicular to the array antenna aperture, is referred to as the depth of focus (DoF). The HPBW in the azimuth direction, which is parallel to the antenna aperture, is referred to as the focal width (FW). The constants \( c_\text{center} \) and \( c_\text{out} \) are determined for the restriction of E-field intensity at \( \mathbf{r}_\text{center} \) and \( \mathbf{r}_\text{out} \), respectively. The optimization in (9) means that the excitation coefficients of the antenna elements are optimized under the constraints. Under the constraints, the synthesized field intensity of the array antenna at the focal point should be larger than others. The field intensity should be in the focal area should be smaller than the focal point, therefore the focal point presents the maximized field intensity compared to the other points. Exterior to the focal area, the field intensity is suppressed as much as the predetermined value. To summarize the constraints, there should be a focal area with relatively larger field intensity than the exterior area, and the field should be maximized at the focal point in the focal area.
optimization for the NFF let the \( \text{rank}(W) \) converge to 1 after the iterative optimization, and the relaxation method is called semidefinite relaxation (SDR) \([40]-[42]\). The convex optimization is one of the deterministic algorithms used to find solutions to problems through analytical approaches. The details of each condition are described in previous studies on the convex optimization \([28]\). It is well-known that various field patterns can be synthesized by varying the definition of the convex problem with SDR \([40]-[42]\). In this study, the MATLAB-based open source code CVX is used to implement the convex optimization \([44]\).

After the optimization in (9), if \( \text{rank}(W) \geq 1 \), \( W \) can be obtained using eigenvalue decomposition, \( W = \sigma uu^T \). \( \sigma \) is the largest eigenvalue of \( W \), and \( u \) is corresponding eigenvector. \( \hat{w} = \sqrt{\sigma} u \) and the weighting coefficients of the antenna elements can be obtained.

### IV. NFF SIMULATION RESULTS AND ANALYSIS

We used the MoM, which is a numerical EM analysis technique supported by FEKO, to verify the proposed NFF approach as shown in Fig. 1. The proposed approach can be applied not only to uniform linear array antennas but also to all types of antennas which can be modeled by the IDM. In theory, with sufficient calculation time and memory, all types of antennas can be applied to the IDM. Following the previous studies, a number of types of antennas can be modeled by the IDM \([28]-[31]\). The simulation results are presented in the order of the proposed NFF approach shown in Fig. 1.

#### A. IDM OF 16X1 QUASI-YAGI ARRAY ANTENNA

For the simple verification of the proposed method, CAD models of 16×1 quasi-Yagi array antenna is used as shown in Fig. 2. The operation frequency is 5.8 GHz.

The far-field AEPs are obtained through the MoM calculation and applied to the AEP-IDM. The far-field AEPs obtained from the measurements or simulations and the far-field of the optimized ID model should have high agreement through the IDM procedure. The far-field data used in this study have amplitude and phase values for angular domains, and the theta and phi domains have 0°–180° and 0°–360° with 3° and 5° intervals, respectively. For the IDM to be used accurately, the far-field should be sampled dense in wide range of angles. If the far-field angular domain is sampled to an excessive number, the computational complexity increases, and obtaining an accurate ID model takes a long time.

For IDM extraction, the CAD model of the array Yagi antenna is segmented into a triangular mesh using the built-in function of FEKO and applied to the IDM. Depending on the geometry of the antenna, the segments are distributed in the \( x \), \( y \), and \( z \) domains within the \( xyz \) range of \([-0.2160 \sim 0.2160, 0 \sim 0.001, \sim -0.02 \sim 0.02]\) in meter. The length
of the sides of the segments is approximately \( \frac{\lambda}{20} \), and the array antenna is divided into 6,258 segments. \( \lambda \) is the wavelength for 5.8 GHz. Each ID model according to the 16 AEPs has \( 3 \times 6,258 = 18,774 \) IDs, and each ID is placed at the center of each triangular segments. To quantify the accuracy of the IDM according to the optimization, the normalized root mean square errors between the far-fields obtained by the MoM and the far-fields optimized by the IDM are calculated. The resulting error values are about \(-92 \) dB for all the 16 ID models. The ID models are obtained highly similar to the far-field obtained by the MoM through an efficient optimization process. Fig. 3 shows the ID models corresponding to the extracted for active ports 4, 8, and 12. Finally, the 16 ID models can be obtained through the AEP-IDM. As the source data of optimization for the NFF, these are example of the IDM results and we can consider the ID models were obtained in a reasonable way according to the graphical profile of the ID distribution. The fact that high-amplitude currents are concentrated near the excited port is shown clearly in the Fig. 3. Moreover, the NAEPs also represent same trends as shown in the Fig. 3.

The size of the aperture of the 16 array Yagi antenna is \( L = Md = 0.432 \) m, and \( d \) is the length (= 0.027 m) of the

---

**TABLE I**

| SUMMARY OF NFF SIMULATION RESULTS |
|-----------------------------------|
| resolution                           | resolution 1 (coarse) | resolution 2 (finest) | resolution 3 (medium) |
| parameters for (14)                  | focal point: [10.34 mm (2\( \lambda \)), 31.03 mm (6\( \lambda \))] | ellipse radius of major axes: 31.03 mm (6\( \lambda \)) | ellipse radius of minor axes: 5.17 mm (\( \lambda \)) |
| resolution                           | 20 mm                  | 6.67 mm               | 17.2 mm               | 6.67 mm (focal region) |
| num. of samples \((N_x \times N_z)\) | 945 \((27 \times 35)\)  | 8058 \((79 \times 102)\) | 1240 \((31 \times 40)\) | 1234 \((27 \times 35 + 17 \times 17)\) |
| NAEP calculation time                | 34.66 s                | 1968.3 s              | 47.23 s               | 36.5 s |
| CVX optimization time               | 31.0 s                 | 624.3 s               | 51.1 s               | 51.7 s |
| focal shift (range)                 | -43.8 mm               | -9.9 mm               | -29.8 mm              | -8 mm |
| focal shift (azimuth)               | -13.9 mm               | 0 mm                  | -8 mm                 | -2 mm |
| DoF                                 | 89.8 mm                | 89.8 mm               | 89.8 mm               | 109.5 mm |
| FW                                  | 19.9 mm                | 27.9 mm               | 23.9 mm               | 25.9 mm |

The NFF simulation results were computed by Intel(R) Core(TM) i7-10750H CPU@2.60GHz and RAM@16 GB.
single Yagi antenna in the array direction. The Fraunhofer distance \( d_f = \frac{2L^2}{\lambda} = 128\lambda = 6.616 \) m, which is the boundary of the far-field region. Therefore, the near-field region sampled in this simulation is close to the antenna at about \( 0.2d_f \), which is difficult to control accurately with the NFF approaches based on far-field AEP. Nevertheless, the following results in this paper show that it is sufficiently applicable when the proposed method is appropriately applied.

B. NAEP OF 16X1 QUASI-YAGI ARRAY ANTENNA FOR ADAPTIVE RESOLUTION GRID

Using (5), 16 NAEPs, which are re-radiated from the 16 ID models, can be easily obtained. In Fig. 3, the NAEP results for the adaptive resolution grid with ID models of port4, 8 and 12 are shown as examples. The near-fields in the \( xyz \) range of \([−0.2586 \text{ m} \sim 0.2586 \text{ m}, 0 \text{ m}, \text{ and } 0.1034 \text{ m} \sim 0.6034 \text{ m}]\) are calculated and used in the \( x, y, \) and \( z \) domains, respectively, when the center point of the antenna geometry is the origin, as shown in Fig. 2. The boresight direction of the array antenna is the \( +z \) direction, the antenna is arrayed along the \( x \)-axis and the near-field is sampled with respect to the \( xz \) plane. If the sampled near-field region includes the region close to the antenna in the radial direction, the performance of the near-field synthesis may deteriorate because the intensity of the near-field is absolutely large.

This region is difficult to control through the excitation coefficients. The near-field region should be sampled appropriately based on the radiation properties of the NFF antennas.

An adaptive resolution grid for NFF simulation is shown in steps 3 and 4 in Fig. 1. In Fig. 4, 4 types of near-field grid are shown and this is used to compare and verify the efficiency and accuracy of the adaptive resolution grid. For each resolution type, 16 NAEPs are required to be computed for each type of grid. In rows 2 to 4 of table I, the comparison results of resolution, number of samples, and NAEP calculation times for 4 types of resolution grids are shown. The resolution 1 to resolution 3 consist of a uniform grid with different resolutions. The number of sampled points in the resolution 3 case is similar to that of the adaptive resolution case. In the adaptive resolution grid, the entire region is first sparsely configured with resolution 1, and then finest resolution 2 in the focal region is partially merged. In other words, the adaptive resolution grid is created with the right combination of high and low
The $x$ and $y$ coordinates of the focal point were set to 10.34 mm ($2\lambda$) and 31.03 mm ($6\lambda$). The focal region was defined as a rectangle around the focal point. For comparison of results with resolution 3, the focal area was selected as the point where the number of samples equal to that of resolution 3.

C. NFF BASED ON CONVEX OPTIMIZATION OF 16X1 QUASI-YAGI ARRAY ANTENNA

First, we require to define the $r_{in}$ and $r_{out}$ regions to apply the convex optimization based on (14). As shown in Fig. 7, the center of the ellipse $r_{in}$ can be defined as the focal point, and the ellipse radius of the major and minor axes are set as 31.03 mm ($6\lambda$) and 5.17 mm ($\lambda$), respectively.

In addition, in order to apply (14) for the Yagi array antenna, $c_{center}$ and $c_{out}$ were set to 0 dB and $-4$ dB, respectively. The amplitudes of electric field and corresponding weight coefficients are proportional each other. That is, not the absolute values of $c_{center}$ and $c_{out}$, but the relative difference between $c_{center}$ and $c_{out}$ is meaningful. $N_{iter}$ and $\delta$ are 3 and 0.01, respectively. These parameters should be determined appropriately that resulting solution sufficiently converges.

Each constraint must be properly adjusted to satisfy the conditions of the focal point, and $r_{in}$, which are the designated specifications of the NFF antenna. The $\Psi_m^{AEP}$ can be obtained through the optimization process in (14), and the resulting near-field distribution of the array antenna.

FIGURE 6. 1D NFF results for comparison of NFF results for 4 type grids shown in Fig. 4 (a) $x$-cut (range direction plot) (b) $z$-cut (azimuth direction plot)

FIGURE 7. 2D NFF result using the adaptive resolution grid with graphical description for the focal point, ellipse radius of major and minor axes condition in table I)
is shown in Fig. 5 and Fig. 6 in the two-dimensional and one-dimensional way. The two-dimensional plots of the near-field are on the same plane with the radiation antenna. The results seem almost same because of the applying optimizations with same constraints, but the source data are different. It is difficult to recognize the differences through the graphical results in Fig. 5, thus the numerical parameters and reformating of the near-field profile are needed to analyze in terms of the NFF. Through the one-dimensional plots in range and azimuth direction based on the focal point, the resulting focal shifts can be determined.

With the results of Table 1 and Fig. 6, it can be seen that the accuracy of the adaptive resolution grid is similar to resolution 2, which has the finest resolution result. The indicator of accuracy is the focal shift, and a smaller focal shift means that the beam can be focused at a desired focal point. By applying the proposed adaptive resolution, the near-field can be focused at a desired point as accurate as when the near-field data set is extremely precisely extracted. However, the case of the finest resolution (resolution 2) needs much more larger computation time as shown in Table 1. The calculation time during the NAEP calculation and solving the optimization is an indicator of the NFF efficiency, and these values are dominantly determined by the number of samples. In other words, it can be analyzed that NFF using the adaptive resolution grid has both high accuracy and high efficiency than NFF using the general uniform grids.

D. VALIDATION OF THE RESULTS BY COMPARISON WITH THE MOMENT METHOD

In order to verify the implementation reliability of the IDM-based NFF algorithm. For the same simulation case for NFF, two results were obtained to be compared with. The one is derived by the proposed IDM-based method, and the other one is derived by MoM (FEKO). The adaptive resolution is adopted to the simulations as described in Section IV. For the MoM simulation, the same beam coefficients optimized from the proposed NFF algorithm are applied to 16 Yagi array antenna. In Fig. 8, the resulting near-field derived by the proposed method and the MoM on the same plane and the same line represented in Fig. 4 and Fig. 5 are shown. By comparing the results, it can be validated that the near-field results from the proposed IDM based NFF algorithm is numerically reliable.

V. CONCLUSION
In this paper, the three issues of NFF mentioned above are clearly resolved through the proposed NFF technique. The problem of data acquisition of the near-field mentioned as the first problem was clearly solved in the form of using an IDM. Using the once acquired IDM, it is possible to obtain an accurate radiation field for any desired far-field or near-field observation area by re-radiation of the IDM current. The efficiency problem in applying the optimization method mentioned as the second problem was solved by introducing convex optimization and utilizing NAEP on the adaptive resolution grid. The adaptive resolution grid has a high resolution for the focal region and a low resolution for the other region. Moreover, through convex optimization, we were able to freely design the desired focus area and focus the near-field energy in the focus area. The antenna mutual coupling problem, mentioned as the third problem, was solved through AEP-IDM. The IDM that perfectly reflects the mutual coupling between antennas in the NFF problem was generated by re-radiating the IDM to reflect the mutual coupling between antennas in the NFF problem. The validation results of the proposed method were shown through the comparison of NFF results for 4 grid types. Compared to the finest resolution, the computation time of the adaptive resolution for the optimization is reduced to 8%. Nevertheless, it represents almost the same focal shift. It can be concluded that the focal shift is dominantly limited by the resolution in proximity to the focal point. The results were validated by the field values calculated with the MoM for the same radiation conditions.

The validations represented in this study were performed by only the simulation results. However, if the source data (far-field data in this study) was extracted by the measurements, there could be error in the NFF results according to the uncertainty of the field measurements and sensitivity of the antenna modeling. In more practical aspects and realistic manner, the proposed NFF approach can be assessed in the further works.
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